ABSTRACT This paper proposes a novel differential directional filter bank (DFB) decomposition-based video coding scheme. DFB decomposition is generally preceded by Laplacian pyramid decomposition, as in contourlet transform, in order to separate the high pass content from an image or a video frame. This leads to redundant representation in the transform domain. In the proposed work, increase in redundancy due to contourlet transform is compensated by the application of DFB decomposition directly to the difference between motion compensated consecutive frames, called residual frames, which capture temporal discontinuities in a video. Low-complexity adaptive rood pattern search scheme is used for motion-estimation and tiled version of set partitioning embedded block coder is proposed which reduces the encoding time. The proposed compression scheme is implemented in CIE La * b * color space to exploit its advantages like; linearity and perceptual uniformity. The proposed low complexity sequential video coding scheme achieves, on an average, 0.71 dB more PSNR than H.264 while requiring up to 17.6% less encoding time compared with the H.264 baseline encoder on standard test video sequences.
I. INTRODUCTION
Though a lot of improvement in bit rate and reconstructed image quality is achieved by video compression standards like H.264 [1] and the recently proposed HEVC [2] , their computational complexity is tremendously high [3] , [4] . Video being a real-time medium, high computational complexity limits the widespread applicability of these techniques over various mobile computing and communication channels. Therefore, a lot of research effort is aimed at reducing the computational complexity of H.264 and HEVC in the recent years [5] - [7] . A survey of complexity reduction algorithms for inter-frame coding in H.264 and their applicability to HEVC is presented in detail in [8] . Many researchers have also used the conventional H.264 or HEVC framework to propose novel ideas as in [9] - [11] .
Apart from these standards, few other novel compression algorithms have also been proposed [12] - [14] . In [12] , a spatially varying transform (SVT) is proposed in which both position and size of the block transform can be varied in order to better localize the prediction error. In [13] , an efficient video coding technique is devised using conventional methods such as QM coding and other techniques used in earlier video compression standards. This work has high coding efficiency and lower computational complexity compared to the H.264 video coding standard. The work presented in [14] initially segments the video into static, dynamic and nontextured regions which are further used for video encoding separately.
A second line of research in the form of wavelet based video coding [15] - [21] has also been pursued in the last few years. Wavelet based video coding offers many advantages over the conventional state-of-the-art video coding standards such as good scalability and lower computational complexity compared to the conventional DCT based codecs. One of the simplest wavelet based video codecs is Motion-JPEG 2000 (MJ2) which is an intra-only video coding technique based on JPEG 2000. It is defined in the JPEG 2000 ISO/IEC standardization part 3 [15] . It uses JPEG 2000 coder independently on individual video frames [16] . Though this technique is computationally simpler and can be effectively implemented on parallel processing platforms, it does not remove temporal redundancies present in a video. Hence, it does not achieve high compression ratios. Many 3D video coding techniques have also been developed which involve application of wavelet transform in spatial as well as temporal direction [17] - [21] . In [17] , a novel 3D zero tree coding structure for either Embedded Zero-tree Wavelet (EZW) or Set Partitioning In Hierarchical Trees (SPIHT) is proposed which is an asymmetric extension of the original 2D zero tree coding techniques. This technique offers scalability and high computational efficiency. In [18] , a novel 3D wavelet based video coding technique is proposed that uses multi-hypothesis within the Motion Compensated Temporal Filtering (MCTF) framework. In [19] , the 2D-wavelet coefficient weighting method is extended to the MCTF based 3D-wavelet video coding technique. Though, the extension is not straightforward, the problem is solved by considering sub-band pixel connectivity. 3D wavelet/sub-band video coding via MCTF using bi-orthogonal filters for temporal filtering is proposed in [20] . Various wavelet based transforms such as Easy Path Wavelet Transform (EPWT) have been used for compression of videos as proposed in [21] . It should be noted here that orthogonal transforms like wavelet are not effective while representing curvy edges or boundaries [22] , [23] .
In general, it is clear from the above discussion that recent research in the field of video compression is either directed towards reducing the computational complexity of H.264 and HEVC or improving their performance. Though a few novel video compression algorithms have come up, they are in general computationally heavier than H.264 [9] , [11] . Performance of [10] is higher than H.264 for only lower bit rates. Most of the wavelet based video coding techniques discussed above are 3D sub-band coding techniques which have high memory buffer requirements. Though MCTF based techniques show good compression results, their computational requirements are very high. The work presented in [21] is an extension of EPWT based image compression which does not consider temporal redundancies.
An important lacuna of all the video compression algorithms discussed so far was pointed out in [24] . As suggested in [24] , a single transform like DCT or DWT is used for encoding image data and prediction residuals in most of the video compression algorithms. However, statistical properties of prediction residuals are different from those of the original image data. Residual signals/data do not have the spatial correlation among neighbouring pixels as possessed by image data [24] , [25] . The work in [25] has proposed the use of Rotated Orthogonal Transform (ROT) for transforming inter-prediction residual data unlike H.264 which uses integer transform (variant of DCT) for transforming prediction residuals. Though ROT provides good energy compaction, it is image dependent. Hence, it generates side information which needs to be transmitted to the decoder. Use of separable transforms based on line graphs for encoding prediction residuals is suggested in [26] . However, it is a learning based method that is difficult to implement in hardware.
The compression scheme proposed in this paper uses Adaptive Rood Pattern Search (ARPS) [27] based motion estimation and compensation technique for removing temporal redundancies. The resultant difference frames, containing point discontinuities in temporal direction, are transformed using image independent DFB decomposition. This results in efficient sparse representation of the difference frames. Set Partitioning Embedded bloCK coder (SPECK) algorithm [28] is used on tiles or sub-blocks of video frames for efficient entropy coding of the transformed coefficients. SPECK is more effective for the proposed DFB decomposition based scheme as it is based on the principle of energy clustering [28] . Therefore, we present a sequential, low-complexity DFB decomposition based video coding scheme in this paper. The novelty of this work lies in the implementation of the proposed coding algorithm in the linear and uniform CIE La * b * space. This work also proposes the use of DFB decomposition followed by SPECK application on optimally computed tile size for different videos for the first time, to the best of author's knowledge.
The rest of the paper is organized as follows. Section II presents the motivation behind the proposed scheme. Section III describes the fundamental methods used in the proposed work followed by Section IV which describes the proposed scheme itself. Detailed analysis of computational complexities of H.264 and the proposed algorithm are presented in section V. Experimental results and discussion are presented in Section VI. Finally, section VII concludes the paper.
II. MOTIVATION
This work aims to propose a video coding scheme that is computationally efficient, fast and accurate compared to H.264. Residual frames are generated by motion-compensated difference between consecutive frames. These residual frames are rounded off for further encoding. If a non-linear, nonuniform color space such as YCbCr is used, a single value of rounding error may lead to different amounts of perceptual errors at different intensity values [29] . Therefore, we use perceptually linear and uniform color space such as CIE La * b * in the proposed compression scheme. Apart from being linear and perceptually uniform, CIE La * b * has many other advantages which are discussed in detail in section III A. Performance comparison of the proposed scheme using both YCbCr and CIE La * b * color space is shown in section VI. It shows that performance of the proposed scheme using CIE La * b * color space clearly outperforms YCbCr color space.
Directional Filter Bank (DFB) decomposition proposed by Bamberger and Smith [30] is an effective tool used to represent contours using very less number of significant coefficients. However, natural images rarely contain contours and more often are composed of edges (separating smooth regions in an image). Contours represent high pass content in an image which can be obtained by Laplacian Pyramid (LP) decomposition of the image. This is the principle behind Contourlet Transform (CT) developed by M. N. Do [22] .
The process of CT decomposition of an image consists of a LP decomposition stage followed by DFB decomposition. This is because the LP decomposition gives a subsampled low pass component and a high pass component having the same size as the image itself. The high pass component consists of point discontinuities of the image which are effectively represented in terms of less number of significant coefficients using the DFB decomposition stage. Thus, CT adds 33.33% redundancy to the original image representation [31] . For image compression, this problem was solved by using Wavelet based Contourlet Transform (WBCT) as proposed by Eslami and Radha in [32] . In WBCT, an image is first transformed using DWT. DFB decomposition is then applied on high pass sub-bands of the discrete wavelet transformed image. Thus, WBCT is more effective for image compression than CT.
In case of a video, motion compensated difference between consecutive frames provides point discontinuities in temporal direction. Thus, DFB decomposition can be directly applied to represent these point discontinuities using very less number of significant coefficients. This technique has two advantages; first, it does not add redundancies and the second, computations involved in the LP decomposition stage of CT to represent point discontinuities are minimized. This is the basic principle behind the proposed DFB decomposition based video compression technique.
III. METHODS AND MATERIALS
In this section, we briefly describe the theory, fundamentals and techniques used in the proposed work.
A. CIE La * b * COLOR SPACE So far, compression of images and videos have been done using the non-linear and non-uniform YCbCr color space while being captured and/or displayed using RGB color space only as it is a hardware friendly color space. Major advantage for the widespread use of YCbCr color space is that it decorrelates the luminance and chrominance color channels. Chrominance planes are then subsampled using sub-sampling ratio 4:2:0 as human visual system (HVS) is more sensitive to luminance information than chrominance [33] .
Generally, sub-sampling ratio is expressed as a three part scheme such as J :m:n in a conceptual region of size 2 pixels by J pixels. Here, J represents the number of pixels in horizontal direction. In our case, we have considered 4 pixels in horizontal direction. m and n represent the number of pixels retained after sub-sampling the first and second row of J pixels, respectively. 2) CIE La * b * is a linear and perceptually uniform color space [36] . This reduces the need to store more quantization matrices in the encoder and decoder hardware. 3) CIE La * b * is a device independent color space [37] . The mathematical conversion formulae from RGB to XYZ and then to CIE La * b * space are available in [29] , [34] , and [35] .
B. MOTION ESTIMATION AND COMPENSATION (ARPS)
Motion estimation and compensation is the most computationally complex part of a video codec. Generally, blockbased motion estimation (BME) techniques are used in most video coding systems due to their implementation simplicity and efficiency [38] . BME essentially involves dividing a target video frame into sub-blocks and searching the best matching block for each of these sub-blocks in a reference frame. Thus, one motion vector (MV) is associated with each sub-block of the target frame. Traditionally, Full Search (FS) algorithm was used for BME which exhaustively searches for all points in a given search range to find a best matching block. Thus, FS is computationally very intensive and is a bottleneck for real-time video coding systems. A lot of research has already been done in this area to speed up the BME technique. Many fast motion estimation (FME) techniques have come up, such as Three-Step Search (TSS) [39] , New Three-Step Search (NTSS) [40] , Simple and Efficient Three
Step Search (SETSS) [41] , Four Step Search (FSS) [42] , Diamond Search (DS) [43] , Cross Diamond Search (CDS) [44] , Hexagon based Search (HEXBS) [45] , Adaptive Rood Pattern Search (ARPS) [27] , Motion Vector Field Adaptive Search Technique (MVFAST) [46] , Predictive Motion Vector Field Adaptive Search Technique (PMVFAST) [47] , Enhanced Predictive Zonal Search (EPZS) [48] , Unsymmetrical Multi-Hexagon-grid Search (UMHS) [49] , etc.
Out of the above-mentioned FME techniques, HEXBS, ARPS, EPZS and UMHS are contemporary and recent techniques. EPZS and UMHS are used with the recent H.264/AVC video coding standard. EPZS yields better compression performance compared to UMHS in H.264. In fact, UMHS is an advanced version of the HEXBS technique.
In this paper, however, we have used ARPS method for FME. This is because ARPS is computationally less complex. Unlike HEXBS, it is not just a pattern based FME as it uses MV prediction and early stopping criteria for speeding up the ME process. Unlike EPZS, it avoids the use of temporal MVs as predicted MVs [27] . This is highly advantageous for the proposed sequential (low delay) video coding scheme.
The complete process of ARPS based motion estimation is presented in [27] .
C. DIRECTIONAL FILTER BANK DECOMPOSITION
Directional Filter Bank (DFB) decomposition was originally proposed by Bamberger and Smith [30] . It is a non-separable filter bank based decomposition method that achieves directional decomposition, maximal decimation as well as perfect reconstruction. For an l-level decomposition, we obtain 2 l directional wedge shaped sub-bands (frequency partitions). A typical 8 band wedge shaped decomposition (l = 3) in frequency domain is shown in fig. 1 . The filter bank used for directional decomposition in this work consists of 2D nonseparable fan (hour glass) shaped filter shown in fig. 2 . The filter derives its name from the shape of its support region (i.e. pass band) in frequency domain. Pass band of the fan filter is shown as shaded region in fig. 2 . The construction for DFB decomposition is proposed by M. N. Do [22] which uses a 2-channel quincunx filter bank with fan filters and shearing operators to obtain different frequency partitions. Binary tree structured splitting mechanism used for 3-level DFB decomposition is shown in fig. 3 . Fig. 4 (a) -(f) show the frequency domain representation of signals as they pass through one of the branches of the binary tree structured splitting mechanism shown in fig. 3 .
The input frame is assumed to have an eight band frequency structure of fig. 1 . As shown in fig. 3 , input image is decomposed into horizontal and vertical directional subbands using horizontal and vertical fan filters respectively. This results into separation of the horizontal and vertical edges present in the image at the first level. Therefore, y 1 and y 2 contain the vertical and horizontal edges of the image, respectively. Frequency domain representation for y 1 is shown in fig. 4 (a). For further decomposition into finer directional sub-bands using the same horizontal and vertical fan filters, the image is rotated (±45 • ) and simultaneously downsampled using the quincunx downsampling matrices, Q 1 and Q 2 [23] . In other words, edges aligned in diagonal directions are first aligned horizontally and vertically so that they can be separated using the same horizontal and vertical fan filters. In the first stage of decomposition, y 1 and y 2 are decomposed using quincunx downsampling matrix Q 1 which are labeled in fig. 3 as y 1q and y 2q . Frequency domain representation of y 1q is shown in fig. 4 (b). As evident from fig. 4 (b), frequency bands 0 and 1 can be separated from frequency bands 2 and 3 using vertical fan filter. Similarly, frequency bands 2 and 3 can be separated using horizontal fan filter. Frequency domain representation of the vertical fan filtered version of y 1q , labeled as x 1 , is shown in fig. 4 (c) . Similarly, we get x 2 by horizontal fan filtering of y 1q and x 3 and x 4 using vertical and horizontal fan filters respectively on VOLUME 5, 2017 y 2q as shown in fig. 3 . x 1 , x 2 , x 3 and x 4 are quincunx downsampled using Q 2 to get x 1q , x 2q , x 3q and x 4q respectively. After the second stage of decomposition, directional subbands in the image get aligned in such a way that horizontal and vertical fan filters cannot be used to separate them. This is evident from the frequency domain representation of x 1q shown in fig. 4 (d) . Therefore, unitary resampling matrices (R 1 , R 2 , R 3 and R 4 ) [23] are used. Unitary resampling rotates the input image by ±45 • without down sampling it. Thus, directional sub-bands get aligned in such a way that same fan filters and quincunx downsamplers can now be used to separate them. Unitary resampling of x 1q gives us x 1qr . As seen from fig. 4 (e), now the frequency bands 0 and 1 get aligned in such a way that sub-band 0 can be separated using a vertical fan filter and sub-band 1 can be separated using a horizontal fan filter. In this way, we can separate eight directional subbands using the tree structured splitting mechanism shown in fig. 3 .
Note that downsampling matrix Q 1 rotates an image by 45 • in clockwise direction whereas Q 2 rotates by 45 • in the anti-clockwise direction. Similarly, resampling by R 1 and R 2 result in shearing of the frame in upward and downward direction by 45 • , respectively. Resampling by R 3 and R 4 results in shearing of the image in left and right directions by 45 • , respectively.
D. ENTROPY CODING 1) SPECK
Set Partitioning Embedded Block Coder (SPECK) [28] belongs to the family of DWT based entropy coding techniques like EZW, SPIHT, EBCOT, etc. However, it differs from them as it does not use Spatial Orientation Trees (SOTs) for entropy coding the transformed data. SPECK uses energy clustering of the transformed data for partitioning into sets and their subsequent coding. Like the mentioned DWT based entropy coding techniques, SPECK also generates an embedded bitstream. Thus, it encodes individual bit planes of the transformed image separately, in successive passes. Most significant bit plane is encoded first. Initial threshold (Th) for the first pass is obtained using (1)
where X is the transformed image to be encoded. The threshold Th is reduced by power of 2 in successive passes of the encoder in order to encode successive bit planes of the transformed image.
As SPECK is a list based entropy coder, it maintains two lists: i) LIS -List of Insignificant Sets and ii) LSP -List of Significant Pixels. In this sub-section, we describe in brief the coding procedure for SPECK.
Consider a 3 level transformed image X which is partitioned into two pixel sets (sub-bands) S (3 rd level) low pass and I (3 rd level) high pass as shown in fig. 5 (a) using DWT. The procedure initially encodes S.
Initially each coefficient in S is checked for significance using the threshold (Th) computed using (1). Any set is said to be significant if at least one coefficient of the set is greater than Th. If set S is found significant, it is quadrisected into four sets and each of the four partitions are in turn recursively tested for significance. If set S is found insignificant, it is added to LIS. The process ends when the quadrisected set S has only a single coefficient. The coefficients which are found significant are added to LSP.
Further, sub-band I (high pass) is tested for significance using the same threshold Th. If found significant, it is divided into three S sets and one I set as shown in fig. 5 (b) . If set I is found insignificant, it is again checked for significance in subsequent passes. This recursive process is continued till set I vanishes completely.
The LIS sets are processed similar to set S in the ascending order of their size in the subsequent passes in which the threshold is reduced by power of 2 in each subsequent pass. The n th bits of coefficients in set LSP are added to the bitstream in the subsequent passes.
2) EXPONENTIAL GOLOMB CODING
Golomb codes are used for encoding data having exponentially decaying probability distribution [50] . As they are defined for encoding only integers (especially non-negative), they are generally used for coding side information or metadata. They are computationally simple and don't require look-up tables for providing supplemental information to the encoder [51] . Given a non-negative integer n, the zeroth order exponential Golomb code that is used in this work is represented as G 0 exp (n). We use only zeroth order exponential Golomb code in this work because for deciding the order of Golomb codes to be used, the probability of the data to be coded beforehand must be known. This is quite unsuitable for the proposed sequential coding scheme. It is computed using the following steps:
Step 1: Calculate prefix m from the symbol to be coded n using (2),
and form the unary code of m (unary code of m is the number of m zeros followed by 1).
Step 2: Determine the binary representation of
truncated to m least significant bits.
Step 3: Concatenated binary representation of results of steps 1 and 2 is the exponential Golomb code of n.
Golomb codes were initially proposed for encoding nonnegative integers. However, they can be extended to code signed numbers using a suitable mapping function such as the one given in (4);
In this paper, exponential Golomb coding is used for encoding MVs. This extension for coding signed numbers is required as value of an MV can be positive as well as negative.
IV. PROPOSED WORK
This section presents the proposed compression algorithm along with adequate discussions on each step. In order to compress videos, directional filter bank decomposition is used for transforming the residual frames containing temporal discontinuities in a video. A residual frame is obtained by subtracting motion compensated previous frame from the current frame. The current frame being encoded/decoded depends only on a single frame preceding it. Therefore, buffer requirement of the proposed scheme is only one frame. Algorithmic steps of proposed schemes are depicted in fig. 6 .
The input video is by default in the RGB color space. As the complete encoding process is done in CIE La * b * color space, the frames of the input video are converted to CIE La * b * color space.
B. CHROMINANCE SUBSAMPLING
As Human Visual System (HVS) is more sensitive to luminance information than chrominance, the chrominance planes, a * and b * , are sub-sampled using the sub-sampling ratio 4:2:0 [33] . However, luminance L plane is not sub-sampled.
Further encoding steps are same for luminance L plane and sub-sampled chrominance a * and b * planes. For further encoding, the input video is first divided into a uniform successive Group of Pictures (GOP). First frame of a GOP is encoded independently as an intra-frame. Intra-frames are identified by the parameter 'GOP Length'. If GOP length is P, frame numbers 1, P+1, 2P+1, . . . are coded as intra-frames. The subsequent frames are encoded using the respective previous frames. Hence, these are called inter-frames. 
C. INTRA-FRAME CODING
Individual intra-frames are transformed independently using Discrete Wavelet Transform. Bi-orthogonal 9/7 CDF filter pair shown in Table 1 is used for wavelet analysis and synthesis or in other words to implement the fan filters. It is observed to have good overall compression performance for still images [52] and hence we are using it for intra-frame coding. VOLUME 5, 2017 FIGURE 7. Comparision of matrices generated by integer transformation and DFB decomposition of the motion compensated residual data.
In Table 1 , h(n) and g(n) represent the wavelet low pass and high pass filter coefficients, respectively. Table 1 only indicates the bi-orthogonal filter coefficients used for implementing the fan filters and is presented here for the sake of clarity and completeness.
D. INTER-FRAME CODING
As discussed in section II, contourlet transform is known for its ability to represent point discontinuities along smooth curves or contours using much less number of significant coefficients [22] . In order to prove this, we take a small rectangular portion of a residual frame generated by taking motion compensated difference between frames 4 and 5 of the Tennis (QCIF) video sequence, as shown in fig. 7 . Intensity values of the small rectangular portion are shown in the matrix y. Matrices generated by integer transformation of y and DFB decomposition of y, respectively, are also shown in fig. 7 . It is clearly evident that DFB decomposition leads to sparser representation of the residual data (i.e. less number of significant coefficients) compared to integer transformation. Thus, compression using DFB decomposition requires less number of bits than compression using integer (DCT) transform. It must be noted here that integer transform, a computationally efficient form of DCT, is used in H.264. Hence, we are comparing it with DFB decomposition used in the proposed work.
In a video, point discontinuities can be captured along temporal direction by calculating motion compensated difference between consecutive frames. Motion in inter-frames of a GOP is estimated using the ARPS technique discussed in detail in section III B. A single reference frame just preceding the current frame (frame to be encoded) is used for motion estimation. This makes the proposed video coding scheme a sequential, low-delay compression scheme. Reference frames are generated by decoding back the discrete wavelet transformed intra-frames or DFB decomposed interframes. Motion compensated reference frames are subtracted from the corresponding current frames to obtain residual frames.
Residual frames are transformed using directional filter bank decomposition discussed in detail in section III C. Horizontal and vertical fan filters used for DFB decomposition are generated using the 9/7 bi-orthogonal CDF filters shown in Table 1 .
E. ENTROPY CODING
Initially, MVs generated in the proposed algorithm, as shown in fig. 6 , are entropy coded using exponential Golomb coding discussed in section III C. The MVs are used for reconstructing back the video frames while decoding.
In this work, we propose tiled version of SPECK for entropy coding of the transform coefficients of the intra-frames as well as DFB decomposed residual frames. SPECK was originally proposed by Pearlman, Islam, Nagaraj and Said [28] . Tiled version of SPECK proposed in this paper applies the SPECK algorithm, described in section III D, on sub-blocks of intra-frames as well as residual frames. For achieving this, the transformed intra and residual inter frames are first divided into uniform sub-blocks. Size of these sub-blocks is a fraction of a single video frame size. More specifically, size of each sub-block is 1/2 n times the size of a video frame, where n = 0, 1, . . . . , 6. This number 2 n by which the overall frame size is divided in order to obtain the tile size is called the 'Tile size factor'. SPECK coding algorithm is then individually applied on these sub-blocks/tiles. Tiled version of SPECK is much faster than the SPECK algorithm itself. It also yields better compression performance as shown in Section VI Table 3 which presents comparison of the performance of the proposed scheme using SPECK with different tile sizes (including non-tiled i.e. conventional SPECK).
A host of wavelet based entropy coders like SPIHT [53] , EZW [54] , etc. have come up in the past and are known to have better compression performance than SPECK. As already described, the DFB decomposition of the residual inter-frames achieves sparse representation of the curves, edges and contours using minimum number of significant coefficients i.e. indirectly, it achieves energy compaction. To exploit this energy compaction further, the proposed algorithm uses SPECK (or more appropriately tiled version of SPECK) as it is known to exploit the clustering of energy more efficiently than the mentioned existing entropy coders which are based on Spatial Orientation Tree (SOT). SOT based hierarchical entropy coders like SPIHT or EZW may perform better in case of intra-frames as they are transformed using DWT. However, residual inter-frames, which are more in number, are transformed using Directional Filter Bank decomposition which yields different directional sub-bands. These directional sub-bands do not exhibit the parent-child relationship between its coefficients required for the success of SOT based hierarchical entropy coders. Hence, tiled version of SPECK yields best compression performance in the proposed scheme. SPIHT and/or EZW may be used for encoding the first frames but use of two different entropy coders may result in substantial increase in computational complexity.
V. COMPUTATIONAL COMPLEXITY ANALYSIS
In this section, we analyze the computational complexities of H.264 and the proposed algorithm, stepwise. As discussed earlier, GOP length is fixed at 10 for both the algorithms. For the analysis, we represent the time taken by addition, subtraction and test checks by a, for multiplication and division it's m and for shift operations it's s.
A. COLOR SPACE CONVERSION
RGB to YCbCr requires only 9 m and 6 a for color space conversion of 1 pixel [55] . However, as direct conversion formulae for conversion from RGB to CIE La * b * are not available, the required number of computations are considerably increased. RGB values are first converted to XYZ and then from XYZ to CIE La * b * . Conversion to XYZ itself requires 9 m and 6 a. Additional 9 m including division, 7 a including test checks are required for conversion from XYZ to La * b * . Therefore, approximately, 50% more computations are required for conversion to CIE La * b * color space as compared to the conversion to YCbCr color space.
B. INTRA-FRAME CODING
For an intra-mode decision, one 16 × 16 macro block (MB) of H.264 requires 208 rate-distortion (RD) cost calculations [56] - [58] . One RD cost calculation requires 224 a and 96 m in addition to CAVLC or CABAC coding cost for rate calculation. Thus, number of computations for one 16 × 16 MB of an intra-frame are 208 × [224 a + 96 m]. For an M × N frame, M /16×N /16 MBs need to be coded. Therefore, number of computations required for one intraframe are given as in (5); Number of computations = 13MN (14a + 6m) (5) In the proposed work, we have used 3-level DWT decomposition for intra-frame coding followed by SPECK algorithm for entropy coding as shown in fig. 6 . Since, we are using 9/7 CDF filter for DWT decomposition, the number of computations required for 1-level DWT decomposition are 
As RD optimization is not used in our algorithm, entropy coding costs, as in case of H.264 for rate calculations, are not required. Comparing (5) and (6), it is clear that the computational cost for intra-frame coding in the proposed algorithm is only 0.1975% of the computational cost of intra-frame coding in H.264 for frame size 176 × 144. If frame size is 352 × 288, intra-frame coding in the proposed algorithm requires only 0.0988 % of the computations required for intra-frame coding in H.264. Similarly, if a 720p video having frame size of 720 × 1280 is considered, computational cost of intra-frame coding in the proposed scheme is only 0.0298 % of that in H.264.
C. INTER-FRAME CODING
Inter-frame coding is the computationally most complex component of H.264 as it invariably uses the techniques of motion estimation and compensation. As specified in the standard, H.264 uses 7 variable block sizes, i. For achieving quarter pixel accurate motion compensation, samples at non-integer positions are obtained using interpolation by a 1-dimensional 6-tap filter horizontally and vertically [1] . Thus, number of calculations required for Q-pel VOLUME 5, 2017 accurate motion compensation are given as in (7); Number of Q-pel computations = (M − 1)(N − 1) (62a + 21s + 20m). (7) Now, 128 RD optimization computations are required if a single reference frame is considered [57] , [59] . For H.264, minimum 1 and maximum 5 reference frames are used. On an average if we consider 2.5 frames, RD cost computations are given by Number of RD cost computations = 128×2.5 = 320 (8) As discussed earlier, 1 RD cost computation requires 224 a and 96 m approximately per MB apart from the calculations involved in CABAC or CAVLC for rate calculations. Therefore, for an M × N frame the total number of computations required for one inter-frame of H.264 are given by (9); Number of computations = 40MN (224a + 96m) + (M − 1)(N − 1)(62a + 21s + 20m). (9) Inter-frame coding in the proposed scheme consists of motion estimation and compensation of the previous (reference) frame, calculation of difference between the current frame and motion compensated previous frame (i.e. calculation of residual frame), followed by 3-level DFB decomposition of the residual frame. As discussed earlier, we use ARPS scheme for motion estimation [27] in the proposed algorithm as computational complexity of ARPS is less than that of EPZS used in H.264. Computations required for ARPS majorly consist of the SAD calculations. One SAD calculation on a 16 × 16 MB requires 256 subtractions and 255 additions which can be approximated to 512 a. ARPS requires (4 n +1) SAD computations where value of n depends on the number of passes required for convergence of the algorithms. The motion compensated frame is subtracted from the current frame to yield the residual frame. Thus, for an M ×N frame, we need M ×N subtractions per frame. Residual frame is then transformed using 3-level DFB decomposition as proposed in [22] , [30] . If 9/7 bi-orthogonal CDF filter is used for DFB decomposition, the number of computations required for one inter-frame in the proposed algorithm are given by (10);
Note that we have not considered the computational costs for bi-directional and weighted prediction as we are considering only the baseline profile of H.264. H.264 baseline profile does not use bi-directional and weighted prediction. It uses a sequential coding structure similar to the proposed scheme. If value of n is taken as 3 in (10), computational cost for inter-frame coding in the proposed algorithm is 6.36 % compared to the computational cost of inter-frame coding in H.264. Since, ARPS does not use predictor MVs from previous frames as in EPZS, memory requirement of ARPS is less than EPZS [27] .
D. ENTROPY CODING
Proposed algorithm uses tiled version of SPECK for entropy coding whereas H.264/AVC uses Context-based Adaptive Binary Arithmetic Coding (CABAC) for entropy coding [1] . CABAC consists of 3 parts [60] , namely, Binarization, Context Modeling and Binary Arithmetic Coding.
In CABAC, transform coefficients are first converted to binary using concatenation of truncated unary binarization and exponential Golomb coding schemes. The binarized coefficients are further compressed using a binary arithmetic coding engine called M-coder [60] , [61] . Thus, encoding of a single coefficient is more complex in CABAC than in SPECK. This is because SPECK requires neither a binarization scheme nor an arithmetic coding engine. It simply converts the transform coefficient values to binary which are stored in an embedded bitstream using multiple passes of the SPECK encoder.
Due to the use of variable block size modes for inter and intra prediction in H.264, the number of contexts required for efficient coding in CABAC increases which further increases its computational complexity.
Unlike CABAC, SPECK is a multi-pass coding scheme. Hence, time required by SPECK for encoding might be more compared to CABAC. In the proposed scheme, tiled SPECK i.e. SPECK with uniform sub-blocks (tiles) is used and this saves encoding and decoding time compared to conventional SPECK as seen from Table 3 in section VI. Besides the multiple passes required, the overall computations required for SPECK are considerably less as compared to CABAC.
The processes of context modeling and binary arithmetic coding of CABAC require look-up tables (approximately 4) which increase its memory requirement. As against this, SPECK does not require any look-up table for encoding and decoding.
RGB to CIE La * b * conversion in the proposed algorithm is computationally heavier than RGB to YCbCr conversion in H.264. However, number of computations involved in color space conversion, in general, forms a very small fraction of the total computational cost of any video compression algorithm. For intra and inter frame coding, which majorly contribute to the computational complexity of any algorithm, proposed algorithm requires very few computations compared to H.264. Therefore, it is clear that computational complexity of the proposed algorithm is much less than that of H.264, even after neglecting many computational heads in H.264.
VI. EXPERIMENTAL RESULTS
In this section, the proposed compression scheme is evaluated and benchmarked. The reference or intra frames are discrete wavelet transformed using 9/7 CDF filters and subsequently entropy coded using tiled SPECK. Motion compensated difference between consecutive inter-frames is decomposed using DFB and further encoded. In this section, we present experimental results of the proposed scheme and also comparison of its performance with the H.264/AVC video coding standard.
Performance of the proposed scheme is evaluated using twelve QCIF and four CIF test video sequences recorded at 30 frames per second (fps) with varying number of frames from 150 to 490. Two 720p video sequences recorded at 60 and 50 fps with 30 frames each are also used for benchmarking and evaluation [62] , [63] . All the experiments are performed on Linux OS in MATLAB on a CPU with Intel core-i7 processor operating at 3.40 GHz and 32 GB RAM.
Performance metrics used for performance evaluation and benchmarking are; bit rate, PSNR and encoding time. Bit rate in megabits per second (Mbps) is used for evaluating the compression performance and PSNR in dB is used for evaluating the reconstructed video frame quality. Encoding time in seconds is also an important performance measure generally used to represent the computational complexity of an algorithm from the point of view of practical (on-line) applications. Since human eye is more sensitive to luminance information than chrominance, PSNR values of only luminance planes are considered. PSNR used for comparison of original and reconstructed videos is calculated using (11),
where I represents the original video, I rec represents the reconstructed video, nfr denote the number of frames in the video and H , W are the height, width of a video frame in pixels i.e. spatial resolution, respectively.
In our experiments, we use intra-period (IP) of 10 (i.e. GOP length of 10) for the proposed scheme. As already said, 9/7 bi-orthogonal wavelet filters are used for both; intraframe coding using DWT and inter-frame coding using DFB. Only forward prediction is used for motion estimation and compensation. Three level wavelet decomposition is used for intra-frames whereas residual frames are decomposed into eight directional sub-bands using DFB decomposition.
Compression quality in terms of bit rate and PSNR achieved by the proposed scheme can be controlled by quantizing the transformed intra or inter frames. We have used two different quantization parameters each for the intra-frames denoted by QP i and inter-frames denoted by QP p . In order to quantize a given intra/inter frame, we simply divide the DWT transformed intra-frame or the DFB decomposed inter (residual) frame in the proposed scheme by a fixed quantization parameter (QP i or QP p , respectively). Transform and quantization procedure for H.264 is clearly explained in [64] which is much different from the quantization process of the proposed scheme. Bit rate and PSNR obtained for a certain video sequence can be varied by varying the quantization parameters QP i and QP p in the proposed algorithm.
A. PERFORMANCE COMPARISON OF THE PROPOSED SCHEME USING YCbCr AND CIE La * b * COLOR SPACES As stated earlier in Section II and section III A, CIE La * b * color space yields good compression performance due to its uniformity and perceptual linearity and a few other advantages over YCbCr color space. In table 2, performance of the proposed scheme is compared using YCbCr and La * b * color spaces respectively.
Bit rate and PSNR are the two interdependent performance benchmarking parameters for compression algorithms. Obviously, to have a robust performance comparison on a common platform we need to fix one of them and compare the other. To achieve the common platform, bit rate in Mbps and PSNR in dB are obtained using the proposed algorithm with input image in YCbCr format and then in La * b * format, keeping rest of the algorithm and settings same. Here we choose to maintain bit rate constant for both the color spaces.
The typical bit rate values shown in Table 2 are the achieved bit rate values using La * b * space with quantization parameters of intra-frames (QP i ) fixed at 1 and that of interframes (QP p ) fixed also at 1. QP p in the proposed scheme with YCbCr color space is heuristically adjusted to obtain the bit rates equal to the fixed bit rate achieved using La * b * space as described further. Value of QP i is fixed at 1 and that of QP p for the YCbCr space is varied from 1 to 2 in the steps of 0.05 to obtain the bit rate equal to La * b * . As presented in Table 2 , the average PSNR obtained by the proposed scheme with YCbCr color space is less than that obtained by the proposed scheme with La * b * space at the specific bit rate, by 4.95dB over the tested video sequences. Thus, the La * b * space is found to be better than the YCbCr space for compression applications. The other advantages of the La * b * space which make it suitable for compression applications have been described in section II and III A.
B. TILE SIZE SELECTION
Since SPECK is applied on tiles (i.e. sub-blocks) of frames individually, tile size is an important design consideration for the success of the proposed scheme. Tile sizes are obtained by dividing the overall frame size by tile size factors. Therefore, results are obtained for different tile size factors, which are defined as 2 n , where n = 1, 2, 3, . . . 6. These results are tabulated in Table 3 . We have started with full image (no tile) decomposition corresponding to tile size factor 1. Further we have used tile sizes starting from 72 × 88 corresponding to tile size factor 2 to 5 × 6 (tile size factor 16) for the spatial resolution of 144 × 176 (QCIF). Similarly, we use tile sizes starting from 144 × 176 (tile size factor 2) for spatial resolution of 288 × 352 (CIF). Videos with spatial resolution of 720 × 1280 (720p) are divided into decreasing tile sizes in a similar way.
Note that as mentioned earlier, only luminance plane PSNR values are presented. PSNR values obtained are same irrespective of the tile size. This is because, intra/inter frames are divided into sub-blocks (tiles) only at the time of application of SPECK algorithm which is the last step of the proposed scheme. Loss/error is introduced in the proposed scheme due to rounding of transform coefficients. Entropy coding (SPECK) only rearranges and binarizes these rounded off coefficients. Thus, division into tile sizes do not affect reconstructed image quality.
As seen from Table 3 , as the tile size factor goes on increasing, bit rate and time required for encoding goes on reducing. However, for very large tile size factors like 32 corresponding to small tile size, there is no decrease in encoding time. As evident from Table 3 , encoding time is minimum at tile size factor 8 for QCIF video sequences. However, for higher resolution video sequences such as CIF and 720p, encoding time is minimum at tile size factor 16. Bit rate versus encoding time graph is plotted and shown for video sequences; Stefan (QCIF) and Tennis (CIF) in fig. 8 . Bit rate and encoding time values are obtained for all the tile size factors starting from 1 (no tile) to 32 or 64 (tile sizes -9 × 11 or 5 × 6) and are plotted in the same order. Had the graphs been plotted in increasing/decreasing order of encoding time or bit rate, we would have obtained a proper curve. However, the graphs are plotted in increasing order of tile size factor in order to highlight the effect of tile size factor on bit rate and encoding time.
As seen in fig. 8 (a) , both bit rate and encoding time are minimum for tile size factor 8 (tile size 18 × 22) which is the minimum point in Stefan (QCIF) graph. In fig. 8 (b) , minimum point is at tile size factor 16 corresponding to tile size 18×22 for CIF video sequences. Thus, tile size factor of 8 is used for further benchmarking and comparison on QCIF videos and tile size factor 16 is used for benchmarking and comparison of CIF and higher resolution videos.
C. COMPARISON WITH H.264 USING STANDARD TEST VIDEO SEQUENCES
Results of the proposed scheme are compared with H.264 baseline encoder using JM reference software version 18.6 [65] . H.264 mainly has 3 profiles, namely; baseline, main and extended. Main and extended profiles of H.264, which are hierarchical coding schemes, use features like bidirectional and weighted prediction. They are computationally more complex compared to a sequential coding scheme like baseline. This work presents a ''lowcomplexity'' sequential coding scheme which does not use bidirectional and weighted prediction. Therefore, we compare performance of the H.264 baseline profile only with the proposed scheme.
For fair comparison of results, we keep most of the comparable input parameters of H.264 and the proposed scheme same. Intra-period of the H.264 baseline encoder is set at 10 frames in accordance with the GOP length of the proposed scheme. Quantization Parameters of intra-frames (QP i ) and inter-frames (QP p ) in the proposed algorithm are set to one (no quantization). Pixel level motion estimation is used in both the schemes. Search range for the H.264 baseline encoder and the proposed scheme is set at 32 pixels. Rest of the parameters of H.264 are set to default since they are not applicable in the proposed scheme. For fair comparison, ''rate control'' option in H.264 encoder software is used to set bit rate approximately equal to the bit rate achieved by proposed scheme. Thus, QPs of I and P frames in H.264 are dynamically set by the rate control mechanism. The obtained luminance PSNR values in dB, encoding time in seconds and their percentage improvements compared to H.264 baseline encoder are tabulated in Table 4 .
As seen from Table 4 , both encoding time and PSNR achieved using the proposed video coding scheme are better than H.264 for most of the video sequences. However, for a few video sequences such as Miss America (OCIF, CIF), Claire (QCIF), Mother Daughter (QCIF) and Stefan (CIF), PSNR performance of H.264 is better than that of the proposed scheme. The proposed scheme achieves 0.71 dB higher average PSNR with 17.61% less average encoding time compared to H.264 baseline encoder. However, since the PSNR achieved by the proposed scheme and H.264 are much more than 40 dB, reconstructed video quality is visually same.
It is a well-known fact that H.265 is a clear successor of H.264 and is gaining market now-a-days, but has not yet commercially matured. Computational complexity of H.265 is clear that H.265 achieves better PSNR than the proposed scheme. However, its computational complexity is very high compared to the proposed scheme and it may not be suitable for low complexity applications like mobile computing.
We have evaluated performance of the proposed scheme using videos with three different resolutions. As evident, the proposed scheme achieves results better than H.264 for most of the video sequences irrespective of video resolution. Therefore, it is clear that the proposed scheme is suitable for any higher video resolution. The proposed scheme requires around 18% less encoding time compared to H.264, independent of video spatial resolution.
In order to compare the performance of H.264 and proposed scheme at different bit rates, Rate Distortion (RD) curves (i.e. bit rate versus PSNR curves) are plotted for Container (QCIF), Tennis (CIF), Stockholm (720p), Kristen and Sara (720p) and Hall (QCIF) test video sequences. Bit rate versus encoding time curves are also plotted along with the RD curves as shown in fig. 9 (a) to (e). Average RD curve along with average bit rate versus encoding time curve is also shown in fig. 9 From fig. 9 (a) and (b), it is clear that the proposed video coding scheme outperforms H.264 in case of PSNR at all the bit rates for Container (QCIF) and Tennis (CIF) video sequences. However, in case of Stockholm (720p) video sequence, PSNR performance of H.264 is better than the proposed scheme at lower bit rates as evident from fig. 9 (c) . As evident from fig. 9 (d) and (e), PSNR performance of the proposed scheme is better than H.264 at alternate bit rates. It is also evident from fig. 9 (a) to (f) that encoding time required by the proposed scheme is always less than that required by H.264 at all the bit rates. For plotting the average curves shown in fig. 9 (f), bit rate and encoding time values obtained at resolutions higher than QCIF are normalized to QCIF range in order to calculate the average bit rate and encoding time values. Performance of the proposed scheme and H.264 is quantitatively compared using Bjontegaard's metric for calculating average PSNR and bit rate differences between two RD curves [66] . Average PSNR difference between two RD curves is called Bjontegaard Delta PSNR (BDPSNR) measured in dB and average bit rate difference between two curves is called Bjontegaard Delta Bit Rate (BDBR) measured in %. A negative BDPSNR value indicates loss in PSNR compared to H.264 and hence is not preferable. Similarly, a positive BDBR value indicates increase in bit rate compared to H.264 and is also not preferable. BDPSNR and BDBR values are quoted for the RD curves shown in fig. 9 . As evident, the proposed scheme requires average 0.1608 % more bit rate than H.264 baseline encoder while achieving 0.0478 dB less PSNR than H.264. Though average performance of H.264 is slightly better than the proposed scheme, proposed scheme performs better than H.264 for most of the test video sequences in terms of BDPSNR and BDBR as evident from fig. 9 . For videos like Stockholm, Kristen and Sara and Hall, the proposed scheme performs better than H.264 at higher bit rates whereas for videos like Container (QCIF) and Tennis (CIF), the proposed scheme outperforms H.264 at all the bit rates. The fact that the proposed scheme performs better than H.264 at higher bit rates for almost all the test videos is evident from the average RD curve shown in fig. 9 (f) . This fact is also proved by Table 4 which shows the PSNR values achieved by the proposed scheme and H.264 at same bit rates. As already discussed and seen from Table 4 , PSNR obtained by the proposed scheme is better than H.264 for most of the tested video sequences.
VII. CONCLUSION
In this paper, a novel differential directional filter bank decomposition based video compression scheme is proposed.
For the first time, to the best of author's knowledge, linear and perceptually uniform CIE La * b * color space is used for video coding. The scheme uses directional filter bank decomposition for encoding the residual frames generated by taking motion compensated difference between consecutive frames. Thus, temporal discontinuities present in the residual frames of a video are efficiently represented using fewer DFB filtered coefficients. Due to perceptual uniformity of CIE La * b * space, errors generated by rounding of coefficients in residual frames are perceptually same at different intensity values. In the proposed scheme, SPECK algorithm is used on tiles or sub-blocks of videos frames as opposed to the conventional practice of applying SPECK on complete video frames. Tiled SPECK used in the proposed scheme reduces encoding time as evident from the results. Memory requirement of SPECK is also considerably less compared to CABAC used in H.264 as it does not need to store any look-up tables. The proposed scheme uses ARPS for motion estimation and compensation which requires less memory compared to EPZS in H.264. Due to these factors, hardware implementation of the proposed codec is simpler compared to H.264. The proposed scheme achieves an average PSNR improvement of 0.71 dB over H.264 with 17.6 % less encoding time.
Computational complexity analysis as well as experimental evidence is presented to show that computational complexity of the proposed scheme is considerably less compared to H.264.
