ABSTRACT Recently, a novel class of on-site coding receivers was proposed. The architecture is suitable for digital beamforming in addition to offering multiple-input multiple-output capabilities. Essential to its realization is a code division multiplexing technique aggregating multiple signal paths at the analog front end into a single analog-to-digital converter. As a result, a significant hardware reduction and a higher power efficiency are achieved when compared with the conventional digital beamforming techniques. In this paper, we examine the system's performance with different types of spreading codes, both orthogonal and nonorthogonal, namely Walsh-Hadamard and Gold codes. Bit error rate calculations show that Walsh-Hadamard codes outperform Gold codes in achieving higher dynamic range with less signal-to-noise ratio degradation, assuming a perfectly synchronous system.
I. INTRODUCTION
Ultra-wideband (UWB) systems with digital beam forming are essential to the realization of cognitiveand software-defined radios. Typically, beamforming has been used in applications such as radar systems, wireless communication, surveillance, radio astronomy, sonar, and audio fields [1] . However, beamforming is now of interest in medical and surveillance imaging systems [2] , [3] . Concurrent advances in digital signal processing hardware and algorithms have allowed for increased data rate handling, large memory blocks, and adaptivity [4] , [5] . Thus, techniques such as monopulsing, multiple beams and null steering can be employed for phased arrays and MIMO-based antennas with hardware, cost, and power reductions [1] , [6] , [7] .
A novel on-site coding (OSC) transceiver architecture was recently realized for cognitive sensing aimed at significantly reducing the intense hardware and power requirements for digital beamforming [8] - [15] . Essential to this realization is the introduction of an on-site coding technique that enables a reduction in the total number of ADCs. Central to the process is the implementation of a code division multiplexing (CDM) technique that uniquely identifies the signal's path or source (see Fig. 1 ). Specifically, signals from each antenna path are mixed with a high speed spread spectrum code, typically, Walsh-Hadamard (WH) or Gold codes (GC) [16] - [20] . Subsequently, all spread signals are combined into a composite one without loss of source identity and fed to an ADC for digitization. Understandably, use of the spread spectrum coding technique implies higher data rate signals and hence bandwidth expansion at the digital stage. However, this is not an issue, as the signal bandwidth is typically around 20-40 MHz for most commercial communication systems. After digitization, the composite signal is decorrelated using the same codes to recover the original signals received by each antenna element, as depicted in Fig. 1 . At the digital back end, FPGA is used for data post-processing, such as signal recovery and/or beamforming.
The accuracy of the recovered signal depends on the receiver's input signal-to-noise ratio (SNR). Along the signal paths, SNR undergoes some degradation due to an increase in the system noise floor. As illustrated in Fig. 2 and Table 1 , the noise floor is defined by the in-channel and quantization noise, as well as the inter-channel interference (ICI) resulting from on-site coding. A detailed system description with RF power budgeting were presented in [8] . In [12] , the trade-offs using non-ideal components (e.g. filters, finite resolution ADCs,...) and their impact on the systems noise floor were examined. It was concluded that minimal SNR degradation is achieved using filters of order 4 and ADCs with 10 bit resolution along with WH codes. Further, the impact of onsite coding on phase error (essential to predict angle of arrival) was studied in [13] for a two-path receiver. Measurements showed that with proper signal and code synchronization, the phases were faithfully recovered with minimal degradation.
In this paper, we first consider ideal situations where the used spreading codes are perfectly orthogonal. Hence, their cross-correlation is zero, assuming perfect synchronization between spreading and despreading. However, in a typical asynchronous scenario, the cross-correlation of the codes becomes non-zero for certain time shifts, thus increasing channels' interference [17] . Furthermore, as the number of signal paths per cluster (see Fig. 1 ) increases, inter-channel signal and noise interference increase, drastically degrading the SNR. This can be circumvented by increasing the code's spreading factor SF (viz. the code length L c ) [18] . Bit error rate (BER) curves are also provided based on the SNR at different stages across the radio chain and for all the considered case studies.
This paper is organized as follows. In Section II, we present an overview on different types of spreading codes. Section III provides SNR and BER analyses to validate system performance. Also an experimental analysis is conducted to quantify the amount of SNR degradation with increasing the number of signal paths per cluster for different length of spreading codes. Finally, in Sections IV and V, we evaluate the trade-offs using different set of spreading codes, namely, WH and GC. In these sections, we compute the BER curves and amount of SNR degradation due to on-site coding for low and high SNR applications.
II. OVERVIEW ON SPREADING CODES
A handful of spreading code families have been reported in literature [16] , [17] , and [21] - [23] . Such codes are considered robust if they satisfy the following properties: (a) they are bit sequences, (b) exhibit a single sharp auto-correlation and equal spectrum spreading over the band, FIGURE 2. Equivalent system model of a two-path receiver back-end showing the source of noise and interference along each signal path. At the receiver side, the noise in each signal path is modeled by an additive White Gaussian noise (AWGN).
(c) their full and partial cross-correlation is low, (d) the code should have an equal numbers of 1 and 0 or 1 and −1 to avoid DC component in the spread. We remark that full cross-correlation is calculated at zero time shift while partial cross correlation is computed by shifting one of the codes.
WH codes are known to be perfectly orthogonal and perform well in synchronized systems [16] , [17] . They are generated as follows
where 2 × N is the length of the code. The maximum number of orthogonal codes is then 2 × N. Among these, 1 + log 2 (2N ) are considered basis codes. In this paper, studies are performed using basis and non-basis codes. The smallest set is
WH codes suffer from a few drawbacks. First, some of the codes do not have a single narrow auto-correlation peak. As a result, code synchronization is difficult to achieve. Another major issue relates to the code's spectral distribution. In fact, spreading only occurs at discrete frequency components. Further, partial cross-correlation (with time shift) leads to high peaks and hence increases ICI in asynchronous scenarios.
Another set of spreading codes is the pseudo-random noise (PN) families, namely, the Maximal-length (ML), a.k.a m-sequences, the Gold codes (GC), and the Kasami codes (KC). Unlike the WH codes, these codes are non-orthogonal and with different correlation properties. By definition, a PN code is a binary codeword generated using n-stage linear feedback shift registers [16] , [21] , [22] . These m-sequences have excellent auto-correlation properties, i.e., they have a single narrow auto-correlation peak. However, their cross-correlation can have relatively high peaks, making them unsuitable for asynchronous systems. Further, although m-sequences are easy to generate, they suffer from small code family sizes. Other sets of codes with good cross-correlation properties are the Gold and Kasami codes. These codes do not fully satisfy the auto-correlation requirements, yet they are significant due to their large code family size as compared to other codes. Also, Gold codes outperform WH codes in asynchronous systems.
III. SYSTEM EVALUATION
To evaluate the recovered signal quality at the digital baseband and the resulting SNR, we conduct multiple simulations using the equivalent system model illustrated in Fig. 2 . For all simulations, we considered a binary phase shift keying (BPSK) modulated signal and employed Matlab Simulink. The test signal is pulse-shaped using a root-raised cosine (RRC) filter to limit the spectral bandwidth. Also, the baseband data rate is chosen to be 6.25 Mbps and a RRC roll-off factor of α = 0.5 was used implying a transmission bandwidth B = (1+0.5)/T b = 9.375 MHz. The baseband bandwidth is then 0.75/T b . At the receiver side, the signal at each antenna element arrives with a delay τ .
Typically, multiple factors contribute to the SNR degradation, namely, the excess noise induced by each component along the RF chain (for instance, ADC quantization noise) [8] and the amount of ICI due to spreading and despreading. Further, ICI greatly depends on the design of the analog low pass filters implemented right before spreading [12] and the robustness of the spreading codes. In an experimental setup, spreading codes are generated separately using an FPGA for each individual path. To minimize ICI due to codes' imperfection, comparators and filters are employed in the analog domain to clean high frequency noise and guarantee that all these codes are uncorrelated. In subsequent sections, SNR and BER analyses are conducted under ideal conditions, that is, brick-wall filters and high resolution ADCs. Finally, we evaluate the system's performance using WH and GC.
A. SNR CALCULATIONS
In contrast to conventional CDM systems, for the OSCR, spreading and despreading occur together within the receiver chain. Therefore, the noise and signal in each path (antenna element path) are spread together, as illustrated in Fig. 2 . The spread signal and noise from all paths are combined into a single composite signal.
To assess the effect of on-site coding on the receiver's output SNR, we apply an additive Gaussian noise n i (t), with zero mean and variance σ 2 , to each incoming signal in the i th path/channel. This combined signal (signal + noise) is then passed through a low pass filter prior to encoding. We define the SNR input,i as the input SNR right before spreading at the i th -path. That is,
where P b,i is the instantaneous power of the signal s b,i , given by
Since s b,i (t) is a baseband signal, it slowly varies in the time
As usual, N b,i is the average power of the band-limited noise n b,i (t) computed at the i th path, right before spreading (see Fig. 2 ). That is,
Here, A n b,i (τ = 0) denotes zero time shift auto-correlation of the noise n b,i . For our calculations, we assumed equal signal and noise power in all paths. That is, we set P b,i = P b and
The spread signals from all paths are combined and passed to a single ADC for digitization. As already noted, we assumed that the ADC has a high enough resolution so that quantization noise can be neglected. The combined signal is then decoded by the same spreading codes. At the k th -path, the despread signal s ds,k (t) is
Inter-channel signal and noise interference (6) prior to passing it through a matched filter h k (t). By definition, a filter is considered matched to a signal s b,k (t) if its impulse response is
At the output of the matched filter (RRC filter) at the k th path, we have
Referring to (20) in the Appendix,
whereŝ andn refers to the decorrelated signals. Specifically,
Also, the Signal-to-Interference plus Noise Ratio (SINR) at the output of the matched filter is
In (11) The decorrelated signal power is given bŷ
and from (21)- (26) of the Appendix, we havê
Further, referring to (27)-(30) in the Appendix, the average
Of course, ICI is expected to increase after decorrelation leading to excess noise. Thus, signals and noise from other paths spill into the k th -path contributing to SINR degradation. Following the same procedure (see (31)-(36) in the Appendix), the instantaneous power due to ICI iŝ
where C c is the cross-correlation coefficient given by (35). Also, the average inter-channel noise power inn d,i is (see (37)-(38) in the Appendix)
Combining (13), (15), (16) and (30) into (11), we get the overall SINR for the proposed OSCR:
We note that the major contribution to SINR degradation in (17) is due to cumulative inter-channel noise. Of course, this ICI noise can be suppressed by using perfectly orthogonal codes (C c = 0). Ideally, using perfectly orthogonal codes (i.e. Walsh-Hadamard codes), very little SNR degradation is observed (see Fig. 3 ). In this case, Walsh-Hadamard codes of length L c = 32 were employed. 
B. COMBINED GAIN
The combined system gain (CG) can be evaluated at the digital baseband after decorrelation. Referring to Fig. 1 , after despreading and filtering, appropriate phase shifting is applied to the signals to realize beamforming. At this stage, since the signals are correlated (while noise is uncorrelated), the CG can be obtained. Ideally, for a maximum of N c signal paths, the combined signal power will be increased by a factor of N 2 c whereas the combined noise power will be increased only by a factor of N c . That is, the beamforming SINR OSCR,BF becomes
Assuming equal power for all signals, (18) becomes
This result can be verified by examining Fig. 3 , where CG of 3 dB, 6 dB and 9 dB are achieved for 2, 4, and 8 signal paths, respectively.
C. CODE-LENGTH OPTIMIZATION
To minimize ICI and hence achieve the theoretical CG given by (19) , codes with robust cross-correlation (C c = 0) properties must be employed. That is, for a receiver with N c signal paths, N c orthogonal codes of length L c ≥ N c are required. However, even with perfectly orthogonal codes (i.e., Walsh-Hadamard codes), cross-correlation cannot be ignored when the number of codes (N c ) reaches closer to the code length L c (i.e. spreading factor). This issue imposes an upper limit to the maximum allowable number of signal paths per cluster. On the other hand, the maximum code length L c is dictated by the available ADC speed. Indeed, it is desirable to keep the ADC speed below certain limits to guarantee cost and power efficiency. That is, our main objective is to find the optimal code length (L c ) to accommodate the maximum number of paths (N c ) with minimal SNR degradation. To evaluate SNR degradation versus the number of signal paths, we conducted multiple case studies using the setup presented earlier. We first carry out a simulation for two signal paths (N c = 2) using codes of lengths 8, 16, and 32. As shown in Fig. 4, since N c L c for these simulations, no SNR degradation was observed. Next, we increased the signal paths to four (N c = 4). 
IV. SNR EVALUATION USING WALSH-HADAMARD CODES A. CROSS-CORRELATION USING WALSH-HADAMARD CODES
As mentioned earlier, the choice of spreading codes is critical to achieve minimum SNR degradation after decorrelation. That is, the main objective is to suppress the ICI. Among codes to be used, WH codes are known to be perfectly orthogonal in synchronous systems. However, some of them exhibit very high cross-correlation in the presence of a slight time shift. This is depicted in Fig. 7 , where we plot the cross-correlation of three different pairs of Walsh-Hadamard codes of length L c = 32. We note that the (2,3) code pair are non-basis codes and hence exhibits very high cross-correlation. The other pairs of codes (basis codes) display significantly lower cross-correlation for various time shifts. For our simulations, perfect synchronization between spreading and despreading is guaranteed implying that the 264 VOLUME 3, 2015 codes are perfectly orthogonal (C c (0) = 0) and no inter-channel interference is expected. However, this is not always the case since we are not decorrelating two noisefree codes. Rather, there is correlation with a code that has been corrupted with either channel signal or noise. As a result, non-zero cross-correlation occurs even in a perfectly synchronized system. This issue can be circumvented by keeping the signal and noise bandwidth much lower than the code speed. Ultimately, the codes need to be as random as possible to secure an equal spreading of signal and noise over the entire bandwidth. Unfortunately, some of the WH codes have very poor spreading capability. Eventually, this perturbs the codes' orthogonality resulting in significant ICI.
To relate the code orthogonality with the amount of SNR degradation, we derive the BER curves for each of the three pairs of codes, as illustrated in Fig. 8 . As expected, the (2,3) pair has very poor cross-correlation (see Fig. 7 ) and shows a 2 dB SNR degradation as compared to the other code pairs. Also, as depicted in Fig. 9 , even with perfect synchronization, the power spectral density of the cross-correlation function exhibits a relatively high peak at 6.2 MHz. This peak leads to a substantial increase in inter-channel interference. We note that, for the same pair of codes, the CG varies between 1.5 to 2 dB. A CG of 3 dB (maximum achievable with two paths) is also observed for the other two pairs of codes, namely, (4,7) and (4,25). Above, we showed that for a cluster of N c signal paths, the signal at the k th path after decorrelation, is given by (6) . Specifically, the signalŝ k at the k th -path is the sum of 1) the recovered in-band signalŝ d,k , 2) the noisen d,k of the path itself, and 3) the ICI signalsŝ d,i and noisê n d,i (i = 1, 2, . . . , N c , i = k). Our approach to compute the SINR d,k is to activate one signal or noise at a time and measure the corresponding amount of power captured at the k th path after decorrelation. Doing so, for low SNR < 10 dB, we depict in Fig. 10 , the SNR for the code pair (2,3) . The results compare well with the BER curves in Fig. 8 . In-channel and Inter-channel signal and noise powers for the spreading code pair (7,25).
FIGURE 13.
In-channel and Inter-channel signal and noise powers for the spreading code pair (4,7). signal power (see Fig. 11 ). Also, the inter-channel noise power is very low and can be practically neglected. As a result, the output SINR reaches a plateau at approximately 10 dB, setting the system's dynamic range to the same maximum value.
A pair of codes with very good performance at low SNR is (7, 25) . For this pair, at high SNR values, the inter-channel signal power is almost 30 dB lower than the in-channel signal power (see Fig. 12 ). Hence the system's dynamic range has an upper bound at 30 dB. The pair with optimal performance for low and high SNR values is (4, 7) . In this case, at high SNR, the ICI floor is more than 65-dB less than the in-channel signal power (see Fig. 13 ). As a result, the dynamic range of the system becomes as high as 65 dB.
Although the pairs (7,25) and (4,7) have low cross-correlation and show no SNR degradation at low SNR, the performance of the (7,25) pair at high SNR was not as good as that of the (4,7) pair. Their performance difference is better understood when we look at Fig. 9 . We observe that the (7,25) pair exhibits peaks in the spectral density at 6.2 MHz. However, for the (4,7) pair, the corresponding power spectral density is low and this is the reason for the higher dynamic range. Referring to (19) , the dynamic range can be improved by 3 dB, as depicted in Fig. 14.   FIGURE 14 . High SNR calculations for a different set of WH codes. SNR in is the SNR computed before spreading, and SNR out is calculated after the decorrelation block.
B. DYNAMIC RANGE VERSUS BANDWIDTH
In the previous section, it was noted that ICI increases due to higher order harmonics. Ultimately, the power spectral density of a signal, after spreading and despreading, should have a single peak at zero frequency. However, in the presence of higher order harmonics, cross-correlation occurs even when the codes are orthogonal. As shown in Fig. 9 , for the code pairs (2,3) and (7,25), a peak also occurs at 6.2 MHz. Therefore, if signal bandwidth is less than 6.2 MHz, no SNR degradation would occur.
To validate our reasoning, power and SNR calculations were performed. However, the baseband signal bandwidth was set to 4 MHz to suppress the peak at 6.2 MHz. Indeed, from Fig. 15 , the dynamic range was increased to 62 dB for the code pair (2, 3) . This is a 50 dB improvement as compared to the results in Fig. 14 . Also, no SNR degradation was observed at the low end. Similarly, for code pair (7, 25) , more than 30 dB improvement was realized, implying a dynamic range as high as 75 dB after combining. It is clear that codes (4,7) and (7,25) achieve a significantly lower ICI floor and hence a higher dynamic range than codes (2,3). Next, we compute the dynamic range for a system of 4 and 8 signals paths.
C. DYNAMIC RANGE VS. INTER-CHANNEL INTERFERENCE
In Section III-C, we showed that, for low SNR values, WH codes lead to low ICI if the code length is kept at least twice the cluster size. Therefore, for code length L c = 32, increasing the number of paths to 4 and 8 should not cause SNR degradation. This is highlighted in Fig. 3 . To assess the VOLUME 3, 2015 performance of these same sets of codes when SNR is high, we compute and compare the SNR after decorrelation at each signal path.
First, four signal paths are considered, using the same set of WH codes used to generate the BER curves in Fig. 3 . The amount of in-channel and inter-channel signal and noise power is computed at each path. As shown in Fig. 16(a) , SNR d,k flattens out at about 21 dB for channel 4. We also observe that after combining, the maximum output SNR increases to 23 dB.
The main reason for deterioration in SNR performance is the presence of the cross-correlation peak at 6.2 MHz for some of the channels. This is illustrated in Fig. 9 . To circumvent this issue, we reduce the bandwidth to 4 MHz. Doing so, the ICI in all channels is greatly reduced, leading to a 20 dB increase in system dynamic range (see Fig. 16(b) ). After combining, the maximum output SNR shoots up to 40 dB.
Similarly, for an 8-channel receiver, the task of picking up codes with good performance at high SNR becomes FIGURE 18. BER calculations with 2, 4, and 8 paths using BPSK modulation. Spreading and despreading are performed using two different sets of GC of length L c = 31. Each code set is generated using different pairs of preferred sequences. more challenging. In Fig 17(a) , we plot the input and the output SNR for all paths. Obviously, path 8 has the highest dynamic range. We also note that after combining, the dynamic range is increased to 26 dB.
To further improve the dynamic range, the bandwidth is reduced to 4 MHz, leading to a dynamic range of more than 70 dB for some channels. This is depicted in Fig. 17(b) and after path combining, the dynamic range saturates to 37 dB, viz. 12 dB higher than the previous case.
Next, we evaluate the system using non-orthogonal codes. More specifically, Gold codes will be considered.
V. PERFORMANCE WITH GOLD CODES A. BER CALCULATION UNDER IDEAL CONDITIONS
In this section, we compute the BER curves using GC, under ideal conditions. For our analysis, 2, 4 and 8 signal paths (see Fig. 2 ) were considered. For each of these cases, we attempt to optimize the choice of sequences that achieve the best results.
First, we compute the BER curves using GC of length 31. As already mentioned, using GC of length 31 allows up to 33 different sequences. As illustrated in Fig. 18 , for two signal paths, very little SNR degradation is observed. Hence in this case, GCs of length 31 have similar performance as WH codes of length 32 (see Fig. 3 ). As the signal paths are increased, more SNR degradation is observed. Specifically, for 4 signal paths, curves show that there is at least 1 dB SNR degradation using the first set of codes and up to 2 dB degradation with the second set. However, in both sets, a combined gain of 5.2 dB is realized (maximum of 6 dB attained using WH codes). With 8 signal paths, 2 to 3 dB degradation per path is observed leading to about 6.5 dB combined gain (maximum 9 dB with WH codes). 
B. GOLD CODES CROSS-CORRELATION VERSUS SNR DEGRADATION
We start by considering a two-signal path receiver using a GC of length 31. Since GC codes are non-orthogonal codes, cross-correlation at zero time shift is non-zero, as clearly shown in Fig. 19(a) . This gives rise to more inter-channel interference. More specifically, the power spectral density of the zero time-shifted cross-correlation function shows a peak at DC, as depicted in Fig. 19(b) . Also, a relatively higher peak is observed at 6.2 MHz. This peak leads to substantially higher ICI, and degrades performance.
For low SNR applications, ICI power is proportional to the SNR degradation. This is clearly observed in the BER curves of Fig. 18 where only simulations up 10 dB are depicted. To assess system performance at high SNR, we employ the same procedure as in section IV-A. That is, after signal decorrelation, we calculate the power attributed to each term in (6) . Doing so, we plot the curves in Fig. 20 , showing in-channel and inter-channel signals as well as noise powers. We observe that for an input SNR greater than 55 dB, the inter-channel signal power is almost 20 dB below the in-channel power. This sets an upper bound in the system dynamic range. More details about dynamic range are provided in the next section.
As would be expected, increasing signal paths to 4 and 8 leads to more ICI. This is mainly due to the non-zero cross-correlation among signals (see Fig. 19(b) ). Concluding, not only the cross-correlation is important to achieve low ICI, but also, the spectral spreading and despreading must also be unique for each pair of codes.
C. DYNAMIC RANGE VERSUS INTER-CHANNEL INTERFERENCE
In the previous section, we computed ICI based on the codes' cross-correlation and the spectral spreading achieved by each code. In this section, we use the same set of Gold codes of length 31, and also consider the same on-site coding system for 2, 4 and 8 signal paths. A goal is to compute the upper limit of the receiver's dynamic range. We vary the input SNR, calculated right before spreading, and compute the output SNR (after decorrelation). Assuming infinite resolution ADC, hence, quantization noise is neglected, the difference between input SNR and output SNR constitutes the amount of degradation per signal path, due to spreading and despreading.
As stated earlier, with two signal paths, two different sets of codes, pertaining to different preferred polynomials, were employed. In Fig. 20 , we showed that the ICI level for both channels is 20 dB lower than the in-band signal. Therefore, for an input SNR higher that 20 dB, the output SNR is going to be limited by this ICI level. That is, VOLUME 3, 2015 FIGURE 21. High SNR calculations for the proposed system using Gold codes of length 31: (a) For 2 signal paths, dynamic range saturates at 20 and 21 dB for each codes set, respectively. A CG of 2.7 dB is achieved at low SNR. For higher SNR, around 3 dB dynamic range is realized increasing the dynamic by the same amount. (b) For 4 signal paths, dynamic range per channel is upper-bounded by 16 dB. After combining, dynamic range is increased to 22 dB. (c) For 8 signal paths, the dynamic range for each channel saturates at 12 dB. After combining, dynamic range reaches a maximum upper limit of 21 dB. (d) High SNR calculations for the proposed system with input signal bandwidth equal to 4 MHz (less than 6.2 MHz): for 8 signal paths, the dynamic range for each channel saturates at around 18 dB. After combining, dynamic range is upper bounded by 28 dB.
in Fig. 21(a) , we plot SNR in (SNR b,k ) versus SNR out (SNR d,k ) for both Gold codes sets. We observe that, as expected at low SNR, there is a minimum degradation compared to ideal (i.e., SNR d,k = SNR b,k ). For High SNR values, the output SNR reaches a plateau at 20 dB. After combing, dynamic range is further expanded by 3 dB (theoretical maximum for a two-path receiver).
Going higher with signal paths decreases the dynamic range. For instance, with 4 signal paths (see Fig. 21(b) ), the maximum output SNR achieved per channel is 16 dB. However, after combining, a gain of 6 dB is realized, pushing the dynamic range upper bound to 22 dB. Increasing signal paths to 8, induces more SNR degradation compared to ideal, as illustrated in Fig. 21(c) . Nevertheless, after combining, the dynamic range saturates at 21 dB.
In section IV-B, we highlighted the relation between ICI and higher order harmonics as a result of the spreading/despreading process using WH codes. We also showed that the power spectral density of the zero-time shift crosscorrelation needs to be as low as possible so to guarantee codes' orthogonality. Furthermore, we proved that by reducing the bandwidth, we were able to increase the dynamic range. Here, we employ the same procedure to attempt to increase the dynamic range. We already know that Gold codes are non-orthogonal, that is, their cross-correlation is not zero. As a result, the Fourier transform of the cross-correlation exhibits a peak at zero-frequency. Another peak appears at 6.2 MHz, as shown in Fig. 19(b) . By shrinking the bandwidth to 4 MHz, and using the right matched filter for decorrelation, the peak at 6.2 MHz goes out-of-band and has minor effect. Indeed, we compute the in-channel and inter-channel signal powers for 8 channels. As a result, the maximum output SNR per channel reaches 20 dB for certain channels, as clearly shown in Fig. 21(d) . After combining, the dynamic range expands to 29 dB (8 dB higher than for the example using the full bandwidth). This result is 8 dB lower compared to the one using WH codes, presented in Fig. 17(b) .
VI. CONCLUSION
In this paper, we evaluated the performance of a codemodulated front-end receiver using different types of codes, both orthogonal (Walsh-Hadamard) and non-orthogonal (Gold codes). Under ideal conditions, we demonstrated that a combination of brick-wall filters, high resolution ADC, and perfectly orthogonal codes, allow for signal recovery at the baseband with no SNR degradation. More specifically, BER curves showed that negligible SNR degradation can be realized for noise-limited systems (low SNR). As SNR increases, the system turns into interference-limited due to the inter-channel interference, resulting in a significantly lower dynamic range. To improve dynamic range, we proposed reducing the signal bandwidth so to avoid the high tonal content resulting from codes' cross-correlation. Finally, for a system of 8 signal paths, Walsh-Hadamard codes achieved as much as 8 dB higher dynamic range than Gold codes. This is of course, assuming a perfectly synchronous system.
APPENDIX
The decorrelated signal at the k th -path is found by substituting (6) and (7) in (8), we get
The powerP d,k of the decorrelated signal at the k th -path is computed as follows:
Using Schwarz inequality [24] f (x)g(x)dx 2 ≤ |f (x)| 2 dx. |g(x)| 2 dx (22) where f (x) and g(x) are square-integrable complex-valued functions (with equality if and only if f (x) and g(x) are linearly dependent), (21) becomeŝ
Since in a one bit interval (T b ), the signal s b,k (t) varies slowly compared to the spreading codes c k (t), (23) becomeŝ
The auto-correlation of a spreading code of length L c ,
Using (4) and (25), (24) becomeŝ
The average noise powerN d,k of the decorrelated signal at the k th is computed as follows The auto-correlation of the noise n b,k (t) at zero time shift is equal to the noise power, such as
Using ( Referring to (5), (29) becomeŝ
The inter-channel signal powerP d,i due to a given path i, isP 
The cross-correlation of a spreading code of length L c ,
Using (34), we define the factor C c to be
The inter-channel noise becomeŝ 
