We establish the asymptotic normality for estimators of the additive regression components under random censorship. To build our estimates, we couple the marginal integration method ([Newey(1994) ]) with an initial estimate of the multivariate censored regression function introduced by [Carbonez et al.(1995) ] and [Kohler et al.(2002) ]. Our result somehow extends that obtained by [Camlong-Viot et al.(2000) ] in the uncensored case.
Introduction and motivations
Censored data arise in many statistical application domains, especially in epidemiology where the encountered variables (typically the onset of a disease) are related to numerous factors. Consider the particular case of the construction of a disease risk score, that is, the estimation of the probability of developing the disease, given a number (about ten generally) of known risk factors. In this setting, non parametric estimates are often unsuitable because of the well-known curse of dimensionality. Indeed, the rate of convergence of the conditional survival function estimate has been shown to be an increasing function of the regressor dimension (see [Dabrowska(1995) 
]).
To get round this issue, we will work under the additive model assumption. In the general setting of the multivariate censored regression function study, asymptotic normality is established for the additive components estimates defined in (8) using the marginal integration method (see [Newey(1994)] ). This limit law extends that obtained by [Camlong-Viot et al.(2000) ] in the uncensored case (see also [Sperlich et al.(2002) ] and [Linton and Nielsen(1995) ]).
Notations
Consider the triple (Y, C, X) defined in R × R × R d , d ≥ 1, where Y is the variable of interest, C the censoring variable and X = (X 1 , ..., X d ) a vector of concomitant variables. Throughout, we work with a sample {(Y i , C i , X i ) 1≤i≤n } of independent and identically distributed replica of (Y, C, X). Actually, in the right censorship model, Y i is not observed and only Z i = min{Y i , C i } and δ i = I {Y i ≤C i } , 1 ≤ i ≤ n are at our disposal, I E standing for the indicator function of E. Then, set, for all t ∈ R, F (t) = P (Y > t), G(t) = P (C > t) and H(t) = P (Z > t) = F (t)G(t), the survival functions pertaining to Y , C and Z respectively. Further introduce T L = sup{t : L(t) > 0} for any right continuous survival function L. Denote by ψ a given real measurable function, fulfilling the following assumption,
In this paper, we are concerned with the regression function of ψ(Y ) evaluated at X = x, when this function is additive and Y is censored,
In view of (2), the functions m l as well as the constant µ are defined up to an additive constant. Therefore, we introduce the identifiability assumption Em l (X l ) = 0, l = 1, ..., d, which ensures that µ = Eψ(Y ).
Let (h n ) n≥1 and (h l,n ) n≥1 , l = 1, . . . , d, be d + 1 sequences of real numbers and denote by f the density function of the covariate X. Further setf n the Akaike- Parzen-Rosenblatt ([Akaike(1954) ], [Parzen(1962) ], [Rosenblatt(1956) ]) estimate of f , that is,
where K is a given convolution kernel in R d . Further introduce some kernels K l , l = 1, . . . , d, defined in R. In the sequel, we denote by G n the Kaplan-Meier ([Kaplan and Meier(1958) ]) estimate of G. Namely, for all y ∈ R,
To estimate the regression function defined in (1), we propose the following estimator (see [Kohler et al.(2002) ], [Carbonez et al.(1995) ] and [Jones et al.(1994) 
For all x = (x 1 , ..,
We estimate the additive components via the marginal integration method ( [Linton and Nielsen(1995) ], [Newey(1994) 
in such a way that the two following equalities hold,
In view of (6) and (7), η l and m l are equal up to an additive constant. Therefore, η l is also an additive component, fulfilling a different identifiability condition.
From (4) and (5), a natural estimate of this l-th component is given by
Hypotheses and Results
These preliminaries being given, we introduce the assumptions to be made to state our results. First, consider the hypotheses pertaining to (Y, C, X).
Remark 3.1. The combination of (A) and (C.2) implies that τ < T H .
Remark 3.2. It is noteworthy that condition (C.1) is stronger than that generally assumed in the censored regression literature. Namely, [Beran(1981) ] worked under the assumption that C and Y are conditionally independent given X to build an estimate of the conditional survival function (see also [Dabrowska(1995) ] and [Deheuvels and Derzko(2006)] [Carbonez et al.(1995) ].
Denote by
and any α > 0, introduce the α-neighborhood E α of E, namely E α = {x : inf y∈E |x − y| R q ≤ α}, | · | R q standing for the euclidian norm on R q . We will work under the following regularity assumptions on f and f l , l = 1, ..., d (f l denoting the density function of X l , as in Remark 2.1). These functions are supposed to be continuous. Moreover, we assume the existence of a constant α > 0 such that the following assumptions hold.
The kernels K and K l , l = 1, . . . , d, defined in R d and R respectively, are assumed to be bounded, integrable to 1, with compact support and such that,
In addition, we impose the following assumptions on the integrating density functions q −l and q l , l = 1, ..., d.
(Q.1) q −l is bounded and continuous, l = 1, ..., d. (Q.2) q l has k + 1 continuous and bounded derivatives, with compact support included in C ℓ , l = 1, ..., d.
Turning our attention to the sequences (h n ) n≥1 and (h l,n ) n≥1 , l = 1, ..., d, we will work under the conditions below.
, for a fixed 0 < c ′ < ∞.
Some more notation is needed for the statement of our results. Set, for all x ∈ R d and every
and
where
Theorem 3.1. Under the conditions
This result naturally implies the following corollary.
Corollary 3.1. Under the conditions of Theorem 3.1, we have, for every l = 1, ..., d and all
. A rough outline of the proof of Theorem 3.1 is as follows. First, we consider the case where both the density function f of X and the function G are known (Lemma 4.1 below). In this setting, we show that the estimate defined in (4) can be written as an estimate of the generalized uncensored regression function, and Lemma 4.1 follows from similar arguments as those developed in [Camlong-Viot et al.(2000) ]. Then, from the result of [Ango-Nze and Rios (2000)], we can extend Lemma 4.1 to the case where only G is known. Finally, the uniform consistency of G n (see for instance [Földes and Rejtő(1981) ]) enables us to conclude the demonstration of Theorem 3.1 in the general case. Details of the proof are postponed until Section 4.
Remark 3.3. Our hypotheses allow C to be defective, corresponding to the case where P (C = ∞) = 1, i.e. the case where Y is not censored. In this particular case, G(t) = G n (t) = 1 for all t ∈ R, Z = Y and δ = 0 almost surely. Then, m ⋆ ψ,n "formally" equals the estimate given in [Camlong-Viot et al.(2000) ] in the uncensored case. To state our results, we do not have to work under assumption (A) anymore, but Y has to be bounded, to ensure G(T F ) > 0. 
The estimate of the l-th additive component is given by
Consider the function Ψ : R 2 −→ R such that,
It is noteworthy that, in view of (14) and (16), m ψ,n can be written as an estimate of the generalized uncensored regression function (see for instance [Deheuvels and Mason(2004) ]), a nice property that makes it particularly easy to manipulate. Indeed, we have
In the sequel we will make frequent use of a conditional argument, along with the independence assumption (C.1), that especially enables us to obtain the following kind of results.
Lemma 4.1. Assume (C.1) − (C.4), (K.1), (Q.1) − (Q.2) and (H.2) hold. Then, for every l = 1, . . . , d and all
Proof. Introduce the following quantities (see [Camlong-Viot et al.(2000) ]).
Observe that
and set
From (29) − (31), and because of Slutsky's theorem, the proof of Lemma 4.1 will be finished as soon as the four following results are established.
Proof of (32): In a first step, our aim is to show that
We claim that
where σ 2 1 (x 1 ) is as in (11). Recalling (24), note that
.
Using conditioning arguments and recalling the definition (25) ofm, it is straightforward that
In other respect, the definitions (22) and (25), when combined with the argument used in (19), yield
in such a way that
Moreover, using once again the argument of (19), it is easy to derive that, under (C.1), and recalling the definition (12) of H,
Next, making use of the classical change of variable v l h l,n = u l − x l along with a Taylor expansion of order k (which is rendered possible by (Q.2)), we readily have by (K.1), for a given 0 < θ < 1,
Combining (39) and (40), we get
In addition, setting Φ(x 1 ) =
dx −1 and using once again the change of
Then, under the assumptions (C.3), (K.1), (F.1), (Q.1)−(Q.2), setting
| is clearly bounded. Therefore, (41) and Lebesgue's dominated convergence Theorem enable us to conclude that
From (38) and (42), the claim (37) is proved.
Next, we set
For all ε > 0, we have
where M 1 and M 2 are two given positive constants. Combining (44) with the fact that T i,n /s 2 n → 0 (which is obvious from (37) and (43)), we can apply the normal convergence criterion (see, e.g. [Loève(1963) ], p.295) to obtain
Finally, (36) readily comes from (24), (37), (43) and (45). Now, our aim is to control the term |m(x 1 ) − Eα 1 (x 1 )|. First, from (22), (23) and (25), note thatm
Then, using a conditioning argument along with the independence assumption (C.1), we get
Thus, by (K.1) and (C.4), a Taylor expansion yields
In view of (36) and (46), we conclude to (32).
Proof of (33).
Recall the definitions (26) and (27) of C n andĈ n . Then, according to Fubini's Theorem and under the additive model assumption,
Setting, as usual, v 1 h 1,n = x 1 − u 1 and using a Taylor expansion, we get, by (C.4) and (K.1),
which allows us to conclude to (33).
Proof of (34).
In view of the definitions (14), (22), (23) and (27), using the boundedness of G (ensured by the conditions (Q.1) − (Q.2)) and Ψ (ensured by the assumption (C.3)) along with the fact that f is bounded away from 0 (see hypothesis (F.1)), we have, for a given M 3 > 0,
Proof of (35) Using the Cauchy-Schwartz inequality, we infer from (37) and (48) that,
As already mentioned, combining (32), (33), (34) and (35) readily completes the proof of Lemma 4.1.
The case where f is unknown but G is known
The key idea in this case is to use the following decomposition,
When the density f is unknown and G is known, the additive components estimates are defined as follows, for l = 1, . . . , d,
We will establish the following result.
Lemma 4.2. Under the hypotheses of Theorem 3.1, we have
Proof. First note that the term (nh d 1,n ) −1 n i=1 |K((x − X i )/h 1,n )| is almost surely uniformly bounded on C under the assumptions we made on K and f . Moreover, f and then f n (for n large enough) are bounded away from 0 (see (F.1)). Then, in view of the definitions (4) and (14), along with the decomposition (49), we get by (F.2) and (H.1), for a given C 1 > 0,
where we used the following result, due to [Ango- Nze and Rios(2000) ], Next, under the assumptions (A), (C.2) and (C.3), we have max i ψ(Z i )/G(Z i ) < ∞. Thus, from (15), (50) and (51), we conclude that, for a given C 2 > 0, sup
which is Lemma 4.2.
