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In dieser Arbeit verallgemeinern wir einige der bisher bekannten Adiabatensätze
auf Situationen mit nichtunitären Zeitentwicklungen in Banachräumen. Wir bewei-
sen Adiabatensätze mit gleichmäßiger Spektrallückenbedingung (in Verallgemeine-
rung eines Satzes von Abou Salem), Adiabatensätze mit nichtgleichmäßiger Spek-
trallückenbedingung (in Verallgemeinerung eines Satzes von Kato) und qualitative
sowie quantitative Adiabatensätze ohne Spektrallückenbedingung (in Verallgemei-
nerung von Sätzen von Avron und Elgart und Teufel). Außerdem geben wir eine
verallgemeinerte Version eines Adiabatensatzes höherer Ordnung an, der von Nen-
ciu stammt. In all diesen Adiabatensätzen müssen die betrachteten Spektralwerte
nicht notwendig auf der imaginären Achse liegen und in den Adiabatensätzen mit
Spektrallückenbedingung und dem Adiabatensatz höherer Ordnung genügen sogar
kompakte Untermengen des Spektrums (insbesondere müssen diese nicht aus Eigen-
werten bestehen). In zahlreichen Beispielen loten wir die Stärke der hier vorgestellten
Adiabatensätze aus. Insbesondere zeigen wir, dass die Sätze der vorliegenden Arbeit
allgemeiner sind als die bisher bekannten.
Diese Arbeit wurde im Oktober 2010 fertiggestellt und als Diplomarbeit am Fach-
bereich Mathematik der Universität Stuttgart eingereicht. Die in der Zwischenzeit
(im Juni 2011) erschienenen neueren Resultate von Avron, Fraas, Graf und Grech
sind daher in der vorliegenden Arbeit nicht berücksichtigt. Wir weisen aber darauf
hin, dass die Sätze der vorliegenden Arbeit allgemeiner sind als die ihnen entspre-
chenden Sätze von Avron, Fraas, Graf und Grech – mit Ausnahme des Adiabaten-
satzes höherer Ordnung, der in keinem logischen Verhältnis zu dem Adiabatensatz
höherer Ordnung von Avron, Fraas, Graf und Grech steht.
Wir sind dabei die wichtigsten Sätze der vorliegenden Arbeit in einem Artikel
zusammenzustellen und werden diesen in Kürze auf das arXiv hochladen.
In this work we generalize some of the previously known adiabatic theorems to
situations with non-unitary evolutions in Banach spaces. We prove adiabatic theo-
rems with uniform gap condition (generalizing a theorem of Abou Salem), adiabatic
theorems with non-uniform gap condition (generalizing a theorem of Kato) and qua-
litative as well as quantitative adiabatic theorems without gap condition (generali-
zing theorems of Avron and Elgart, and Teufel). Additionally, we give a generalized
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version of an adiabatic theorem of higher order due to Nenciu. In all these adiabatic
theorems the considered spectral values need not lie on the imaginary axis and in the
adiabatic theorems with spectral gap condition and the adiabatic theorem of higher
order compact subsets of the spectrum are sufficient (in particular, these subsets
need not consist of eigenvalues). We explore the strength of the presented adiabatic
theorems in numerous examples. In particular, we show that the theorems of the
present work are more general than the previously known theorems.
This work was finished in October 2010 and handed in as a diploma thesis at
the mathematics department of the University of Stuttgart. The more recent results
of Avron, Fraas, Graf und Grech which appeared in the meantime (in June 2011)
are therefore not taken into consideration here. We point out, however, that the
theorems of the present work are more general than the corresponding theorems
of Avron, Fraas, Graf und Grech – with the exception of the adiabatic theorem of
higher order which is in no logical relation to the adiabatic theorem of higher order
of Avron, Fraas, Graf and Grech.
We are about to gather the most important theorems of the present work in an
article and will upload it to arXiv soon.
2010 Mathematics Subject Classification: 34E15 (primary), 34G10, 47D06 (secondary)
Key words and phrases: adiabatic theorems in Banach spaces, non-unitary evolutions, spectral
gap condition
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In der ganzen Arbeit bezeichnen wir mit I das Intervall [0, 1], mit X einen Banachraum
über C, mit H einen Hilbertraum über C und mit D einen dichten Unterraum von X
bzw. H (wobei D auch mit X bzw. H übereinstimmen kann).
1 Worum geht’s?
1.1 Adiabatentheorie – Ausgangslage und -frage
Wir gehen von der folgenden Situation aus, die man als allgemeine Ausgangssituation
der Adiabatentheorie ansehen kann:
• A(t) ist für jedes t ∈ I eine abgeschlossene lineare Abbildung D ⊂ X → X, sodass
für alle T ∈ (0,∞) die Anfangswertprobleme
y′ = TA(t)y, y(s) = x
wohlgestellt sind (s. Abschnitt 3.1),
• σ(t) ist für jedes t ∈ I eine kompakte Untermenge von σ(A(t)),
• P (t) ist für jedes t ∈ I eine beschränkte Projektion in X mit
A(t)
(
P (t)X ∩D) ⊂ P (t)X und σ(A(t)∣∣
P (t)X∩D
)
= σ(t).
Zunächst interessieren wir uns eigentlich für die Anfangwertprobleme
y′ = A
( t′
T
)
y, y(0) = x
auf [0, T ] (für T ∈ (0,∞)) mit den für große T langsam zeitveränderlichen linearen Ab-
bildungen A
(
t′
T
)
. Diese Anfangswertprobleme gehen durch Skalierung aber offensichtlich
über in die eingangs angeschriebenen Anfangswertprobleme
y′ = TA(t)y, y(0) = x
auf dem festen Intervall I.
Die Ausgangsfrage der Adiabatentheorie ist nun: wann – unter welchen Voraussetzun-
gen an A(t), σ(t) und P (t) – überführt die Zeitentwicklung UT zu TA (s. Abschnitt 3.1)
Vektoren aus dem Unterraum P (0)X in Vektoren, die für große T beinahe in dem Un-
terraum P (t)X liegen? Anders (und präziser) gefragt: unter welchen Voraussetzungen
gilt
(1− P (t))UT (t)P (0) −→ 0 (T →∞)
für alle t ∈ I?
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Sätze, die solche Voraussetzungen angeben, heißen – durchaus treffend – Adiabaten-
sätze. Warum treffend? Weil das griechische Wort „adiabatos“ so viel bedeutet wie „kei-
ne Übergänge zulassend“ und Adiabatensätze besagen eben (grob gesprochen) gerade,
dass aus dem Unterraum P (0)X für große T unter der Wirkung von UT (t) kaum etwas
übergeht in den Unterraum (1 − P (t))X. Wir können das auch so ausdrücken, dass die
Zeitentwicklung UT zu TA für große T in einem gewissen Sinn (s. Abschnitt 3.3) beinahe
adiabatisch ist bzgl. P .
Wir unterscheiden zwischen Adiabatensätzen mit (gleichmäßiger oder nichtgleichmä-
ßiger) Spektrallückenbedingung und Adiabatensätzen ohne Spektrallückenbedingung : bei
den einen ist σ(t) für jedes t ∈ I isoliert in σ(A(t)) (gleichmäßig oder nichtgleichmäßig),
bei den andern ist σ(t) nicht für jedes t ∈ I isoliert in σ(A(t)) (s. Abschnitt 2.1.1).
In den folgenden Zeichnungen sind drei typische Situationen veranschaulicht, und zwar
für den Sonderfall, dass σ(A(t)) ⊂ iR und σ(t) = {λ(t)} für alle t ∈ I. In den ersten
beiden liegt eine gleichmäßige bzw. nichtgleichmäßige Spektrallücke vor, in der dritten
liegt keine Spektrallücke vor.
Die horizontale Achse ist dabei jeweils die reelle Achse (t-Achse), die vertikale Achse
die imaginäre Achse (λ-Achse), die Mengen σ(t) sind rot und die Mengen σ(A(t)) \ σ(t)
grau gefärbt.
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1.2 Was ist bekannt?
Die Wurzeln der Adiabatentheorie sind natürlich physikalisch, genauer: quantenmecha-
nisch, und daher sind die ersten Adiabatensätze auch für schiefselbstadjungierte A(t)
formuliert (Schrödingeroperatoren – multipliziert mit einem Faktor i – sind ja bekannt-
lich schiefselbstadjungiert). In der Arbeit [6] von Born, Fock (1928) und in der Arbeit [16]
von Kato (1950) werden Adiabatensätze mit Spektrallückenbedingung bewiesen (gleich-
mäßig und nichtgleichmäßig), und zwar eben für schiefselbstadjungierte A(t). Außerdem
sind die σ(t) in diesen Arbeiten als endlich vorausgesetzt. Diese Voraussetzung schwächt
Nenciu in seinem Artikel [28] aus dem Jahr 1980 ab: für einen Adiabatensatz mit gleich-
mäßiger Spektrallückenbedingung (und weiterhin für schiefselbstadjungierte A(t)) genügt
es, wenn σ(t) bloß kompakt ist für jedes t ∈ I.
1992 veröffentlichen Nenciu und Rasche (in dem Artikel [29]) einen Adiabatensatz
für nichtschiefselbstadjungierte A(t), der jedoch nur in sehr speziellen Situationen (mit
gleichmäßiger Spektrallückenbedingung) anwendbar ist. In der Arbeit [30] von 1993 be-
weist Nenciu einen Adiabatensatz, der alle bis dahin bekannten Adiabatensätze beliebiger
Ordnung enthält (Abschnitt 1 in [30]). In diesem Satz sind die A(t) als schiefselbstad-
jungiert vorausgesetzt.
Im Jahr 1998 beweisen Avron und Elgart (in der Arbeit [3]) und unabhängig davon
Bornemann (in der Arbeit [7]) Adiabatensätze ohne Spektrallückenbedingung, beidesmal
für schiefselbstadjungierte A(t). Die Zugänge der beiden Arbeiten unterscheiden sich
deutlich, Bornemanns Zugang (über quadratische Formen) erlaubt es auch Situationen
zu behandeln, in denen die Definitionsbereiche D(A(t)) von t abhängen. Wir werden das
aber in dieser Arbeit nicht weiterverfolgen.
In der Arbeit [1] von 2007 schließlich beweist Abou Salem einen ersten allgemeinen
Adiabatensatz für nichtschiefselbstadjungierte A(t) (und zwar unabhängig von dem spe-
ziellen Satz Nencius und Rasches aus [29]). Die A(t) in diesem Satz sind nur als Erzeuger
von Kontraktionshalbgruppen vorausgesetzt.
Wir weisen ausdrücklich darauf hin, dass wir hier nur diejenigen Adiabatensätze her-
ausgegriffen haben, die für diese Arbeit besonders wichtig sind. Einen umfassenderen
Abriss der Adiabatentheorie, der auch die Anwendungen stärker berücksichtigt, bietet
beispielsweise Abschnitt 3 in [3].
1.3 Was machen wir in dieser Arbeit? Was ist neu?
Wir werden in dieser Arbeit einige der eben genannten bisher bekannten Adiabatensätze
verallgemeinern und damit die Adiabatentheorie ein klein wenig weiterentwickeln. Alle
Adiabatensätze (und auch alle Beispiele) dieser Arbeit ordnen sich in die eingangs be-
schriebene allgemeine Ausgangssituation der Adiabatentheorie ein.
Im vorbereitenden Abschnitt 2 stellen wir grundlegende Definitionen und Sätze zusam-
men, auf die wir in den darauffolgenden Abschnitten immer wieder zurückgreifen werden.
In Abschnitt 2.2.2 skizzieren wir einen wenig geläufigen aber sehr direkten Zugang zum
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Spektralsatz für normale lineare Abbildungen, der auf Bernaus Artikel [5] beruht. Der
Abschnitt 2 kann zunächst überflogen werden.
Abschnitt 3 handelt von Zeitentwicklungen: zunächst führen wir den Zeitentwicklungs-
begriff ein, der uns ja in der oben formulierten Ausgangsfrage der Adiabatentheorie schon
begegnet ist. Inbesondere werden wir sehen, dass in der eingangs geschilderten Ausgangs-
situation der Adiabatentheorie die Zeitentwicklung UT zu TA wirklich existiert für alle
T ∈ (0,∞) (Satz 3.1). Vor allem aber werden wir in Abschnitt 3 klären, unter welchen
Voraussetzungen an die A(t) eine (dann eindeutige) Zeitentwicklung UT zu TA exis-
tiert (Satz 3.9 und Satz 3.13). Auf Proposition 3.14 sei hier besonders hingewiesen: sie
erlaubt es die Voraussetzungen des Satzes von Kato in der Version von Yosida (Theo-
rem XIV.4.1 in [39]) deutlich einfacher auszusprechen, was bisher nicht bekannt gewesen
zu sein scheint. In Abschnitt 3.3 führen wir den Adiabatizitätsbegriff für Zeitentwick-
lungen ein und eine für die Adiabatensätze in den Abschnitten 4 bis 6 sehr wichtige
Vergleichszeitentwicklung, die adiabatische Zeitentwicklung zu TA und P .
In Abschnitt 4 stellen wir zwei triviale Adiabatensätze vor, bevor wir dann im Ab-
schnitt 5 unsere ersten nichttrivialen Adiabatensätze beweisen. In Abschnitt 5.1 zei-
gen wir zwei Adiabatensätze mit gleichmäßiger Spektrallückenbedingung (Satz 5.2 und
Satz 5.5), die den oben angesprochenen Adiabatensatz von Abou Salem verallgemeinern:
die dort getroffene Voraussetzung, dass σ(t) = {λ(t)} für Eigenwerte λ(t) mit algebrai-
scher Vielfachheit 1, ist überflüssig – es genügt, wenn σ(t) kompakt ist für alle t ∈ I.
Wir heben hier außerdem Proposition 5.3 hervor, die einen allgemeinen Zusammenhang
zwischen Isoliertheit und gleichmäßiger Isoliertheit von kompakten in σ(A(t)) isolierten
Untermengen σ(t) von σ(A(t)) herstellt. In Abschnitt 5.2 beweisen wir einen Adiabaten-
satz mit nichtgleichmäßiger Spektrallückenbedingung (Satz 5.8), der den oben erwähnten
Adiabatensatz Katos verallgemeinert: die Voraussetzung, dass die A(t) schiefselbstadjun-
giert und die σ(t) endlich sind, ist überflüssig – wir brauchen nur, dass A(t) für jedes
t ∈ I eine stark stetige Halbgruppe erzeugt und A (M, 0)-stabil ist (s. Abschnitt 3.2) und
σ(t) kompakt.
Der Abschnitt 6 handelt von Adiabatensätzen ohne Spektrallückenbedingung. In Ab-
schnitt 6.1 beweisen wir zwei solche Sätze (Satz 6.4 und Satz 6.7), die den oben genann-
ten Adiabatensatz von Avron und Elgart und einen daran anknüpfenden Adiabatensatz
von Teufel (Artikel [37] von 2001) verallgemeinern: wir können auf die Voraussetzung
der Schiefselbstadjungiertheit verzichten, stattdessen genügt es, wenn die A(t) wie in
den Adiabatensätzen des Abschnitts 5 Halbgruppenerzeuger sind mit derselben Stabi-
litätseigenschaft wie dort. Wir haben uns bemüht Satz 6.4 noch weiter zu verallgemei-
nern. Satz 6.9 ist so eine Verallgemeinerung, die jedoch etwas unbefriedigend ist. In
Abschnitt 6.2 übertragen wir zwei quantitative Adiabatensätze ohne Spektrallückenbe-
dingung von Avron und Elgart und von Teufel auf Situationen mit nichtschiefselbstad-
jungierten A(t). Diese quantitativen Adiabatensätze sagen im Unterschied zu den Sätzen
aus Abschnitt 6.1 nicht nur, dass UT für große T beinahe adiabatisch ist bzgl. P , son-
dern auch wie adiabatisch bzw. diabatisch UT für große T ist, genauer: sie beinhalten
eine Aussage über die Konvergenzrate von (1− P (t))UT (t)P (0).
In Abschnitt 7 stellen wir eine verallgemeinerte Version (Satz 7.4) des erwähnten Adia-
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batensatzes aus [30] von Nenciu vor: auch hier ist die Schiefselbstadjungiertheit nicht
vonnöten. Aus Satz 7.4 erhalten wir unmittelbar einen Adiabatensatz höherer Ordnung
(Korollar 7.5) und nebenbei fällt aus diesem Satz – jedoch (nach Beispiel 7.8) nicht schon
aus seinem Vorbild aus Nencius Arbeit [30] – noch einmal unser Adiabatensatz mit gleich-
mäßiger Spektrallückenbedingung (Satz 5.2) ab.
In all diesen Adiabatensätzen schwächen wir auch die Regularitätsvoraussetzungen an
A(t), σ(t) und P (t) ab im Vergleich zu den bekannten Adiabatensätzen, aus denen unsere
Sätze entstanden sind. So genügt es beispielsweise – wie wir dies in den Adiabatensätzen
der Abschnitte 5 und 6 tun – zu fordern, dass t 7→ A(t)x stetig differenzierbar ist für alle
x ∈ D. Dies ist eine deutliche Vereinfachung der entsprechenden Voraussetzungen der
bisher bekannten Adiabatensätze.
Wir ergänzen darüberhinaus unsere Adiabatensätze durch Beispiele, die vor Augen
führen sollen, was die Sätze können und was nicht. So zeigen wir durch Beispiele einer-
seits, dass mit den vorgestellten Adiabatensätzen Situationen behandelt werden können,
in denen die bisher bekannten Adiabatensätze nicht anwendbar sind, mit anderen Wor-
ten: dass die vorgestellten Adiabatensätze echt allgemeiner sind als ihre Vorbilder und
nicht nur allgemeiner aussehen. Andererseits versuchen wir durch Beispiele auszuloten,
was in Situationen geschieht, in denen unsere Adiabatensätze nicht anwendbar sind: ob
dann auch die Aussage des Adiabatensatzes verletzt ist oder ob diese trotzdem noch gilt.
Wir zeigen insbesondere, dass etwa die Voraussetzungen an A, die wir in unseren Adia-
batensätzen machen, nicht mehr wesentlich abgeschwächt werden können (Beispiel 5.13
und Beispiel 6.14).
Viele unserer Beispiele weisen dieselbe einfache Struktur auf, die in dem mit „Stan-
dardbeispiele“ überschriebenen Abschnitt 4.2 verankert ist.
Wir beschließen die Arbeit mit einem Anwendungsbeispiel aus der Neutronentransport-
theorie. Die A(t) dort sind nicht schiefselbstadjungiert und auch nicht normal, was belegt,
dass Adiabatensätze für nichtschiefselbstadjungierte A(t) nicht nur abstrakte Spielerei
sind.
2 Vorbereitungen: grundlegende Definitionen und Sätze
2.1 Analysis
2.1.1 Stetigkeit mengenwertiger Abbildungen und Isoliertheit
Sei X0 ein metrischer Raum und E ⊂ X0. Wir schreiben dann
Ur(E) := {x ∈ X0 : dist(x,E) < r} und U r(E) := {x ∈ X0 : dist(x,E) ≤ r}
für alle r ∈ (0,∞) und dehnen damit die allgemein übliche entsprechende Schreibweise
für einpunktige Mengen E = {a} aus: Ur({a}) = Ur(a) und U r({a}) = U r(a).
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Wie man sich leicht überlegt, ist Ur(E) offen und U r(E) abgeschlossen und
Ur1
(
Ur2(E)
) ⊂ Ur1+r2(E) und U r1(U r2(E)) ⊂ U r1+r2(E)
für alle Untermengen E von X0 und alle positiven Zahlen r, r1 und r2. Wenn X0 sogar
ein Innenproduktraum ist, dann gelten auch die umgekehrten Inklusionen und darüber-
hinaus U r(E) = Ur(E).
Sei X0 wieder ein metrischer Raum, J ein Intervall in R und seien E ⊂ F ⊂ X0 und
E(t) ⊂ F (t) ⊂ X0 für alle t ∈ J . Dann heißt E isoliert in F genau dann, wenn eine
positive Zahl r existiert, sodass
Ur(E) ∩ F = E.
Die E(t) heißen gleichmäßig (bzgl. t ∈ J) isoliert in F (t) genau dann, wenn eine von
t ∈ J unabhängige positive Zahl r existiert, sodass
Ur(E(t)) ∩ F (t) = E(t)
für alle t ∈ J . Sei E(t) für jedes t ∈ J isoliert in F (t). Wir sagen dann, E(t) falle an der
Stelle t0 ∈ J in F (t) \ E(t) hinein genau dann, wenn eine Folge (tn) in J existiert mit
tn −→ t0 (n→∞) und dist(E(tn), F (tn) \ E(tn)) −→ 0 (n→∞).
Wie man leicht bestätigt, gilt für kompakte Intervalle J : E(t) ist gleichmäßig (bzgl.
t ∈ J) isoliert in F (t) genau dann, wenn E(t) an keiner Stelle t0 ∈ J in F (t) \ E(t)
hineinfällt.
Sei J ein Intervall, X0 ein metrischer Raum und E(t) ⊂ X0 für jedes t ∈ J . Dann heißt
die (mengenwertige) Abbildung t 7→ E(t) oberhalbstetig bzw. unterhalbstetig in t0 genau
dann, wenn zu jedem ε > 0 eine in J offene Umgebung Ut0 von t0 existiert, sodass
E(t) ⊂ Uε(E(t0)) bzw. E(t0) ⊂ Uε(E(t))
für alle t ∈ Ut0 . Sie heißt oberhalbstetig bzw. unterhalbstetig genau dann, wenn sie unter-
bzw. oberhalbstetig in jedem t0 ∈ J ist.
Weiter heißt die Abbildung t 7→ E(t) stetig (in t0) genau dann, wenn sie ober- und
unterhalbstetig ist (in t0).
Wie man leicht sieht, ist die mengenwertige Abbildung t 7→ E(t) := {a1(t), . . . , am(t)}
stetig im eben definierten Sinn, wenn alle Abbildungen t 7→ ai(t) ∈ X0 stetig sind. Wenn
E(t) einpunktig ist gilt auch die Umkehrung: aus der Stetigkeit von t 7→ E(t) = {a(t)}
folgt dann schon die Stetigkeit von t 7→ a(t) im gewöhnlichen Sinn.
Wir merken noch an, dass die Abbildung t 7→ E(t) für kompakte Untermengen E(t)
von X0 genau dann stetig ist, wenn sie stetig bzgl. der Hausdorffmetrik ist, wobei diese
gegeben ist durch
d(E,F ) := max
{
sup
a∈E
(dist(a, F )), sup
b∈F
(dist(b, E))
}
für kompakte Untermengen E und F von X0.
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2.1.2 Einseitig differenzierbare Abbildungen
Sei J ein nichttriviales Intervall in R mit a := inf J , b := sup J ∈ R∪{−∞,∞} und sei f
eine Abbildung J → X. Dann heißt f bekanntlich rechts- bzw. linksseitig differenzierbar
in t ∈ J genau dann, wenn der limes
∂+f(t) := lim
h↘0
f(t+ h)− f(t)
h
bzw. ∂−f(t) := lim
h↘0
f(t− h)− f(t)
−h
existiert. Weiter nennen wir f rechts- bzw. linksseitig (stetig) differenzierbar genau dann,
wenn ∂+f(t) bzw. ∂−f(t) für alle t ∈ J \ {b} bzw. alle t ∈ J \ {a} existiert (und
J \ {b} 3 t 7→ ∂+f(t) bzw. J \ {a} 3 t 7→ ∂−f(t) stetig ist).
Satz 2.2, der in den Ausführungen nach Definition II.3.2 in [22] angedeutet ist, stellt
einen Zusammenhang her zwischen einseitiger Differenzierbarkeit und Differenzierbarkeit.
Wir verallgemeinern zunächst den Mittelwertsatz auf einseitig differenzierbare X-wertige
Abbildungen. Die Idee ist dieselbe wie die zu Theorem IV.2.18 in [2].
Lemma 2.1. Sei J ein offenes Intervall in R und f eine stetige und rechtsseitig oder
linksseitig differenzierbare Abbildung J → X. Dann gilt
‖f(b)− f(a)‖ ≤ sup
t∈[a,b]
‖∂±f(t)‖ (b− a)
für alle a, b ∈ J mit a < b.
Beweis. Sei f rechtsseitig differenzierbar und seien a, b ∈ J mit a < b. Sei ε > 0,
Jε :=
{
t ∈ [a, b] : ∥∥f(t′)− f(a)∥∥ ≤ ( sup
x∈[a,b]
‖∂+f(x)‖+ ε
)
(t′ − a) für alle t′ ∈ [a, t]
}
und tε := supJε. Dann ist a ∈ Jε, insbesondere ist tε ∈ [a, b], und
‖f(t)− f(a)‖ ≤ ( sup
x∈[a,b]
‖∂+f(x)‖+ ε
)
(t− a)
für alle t ∈ [a, tε) und auch für t = tε, da f ja (linksseitig) stetig ist in tε.
Wir zeigen nun, dass tε = b. Angenommen, tε < b. Dann existiert ein δ > 0, sodass
tε + δ ≤ b und ∥∥∥∥f(t)− f(tε)t− tε − ∂+f(tε)
∥∥∥∥ < ε
für alle t ∈ (tε, tε + δ], woraus wir schließen können, dass
‖f(t)− f(a)‖ ≤ ‖f(t)− f(tε)‖+ ‖f(tε)− f(a)‖
≤ ( sup
x∈[a,b]
‖∂+f(x)‖+ ε
)(
(t− tε) + (tε − a)
)
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für alle t ∈ (tε, tε + δ]. Also gilt
‖f(t)− f(a)‖ ≤ ( sup
x∈[a,b]
‖∂+f(x)‖+ ε
)
(t− a)
für alle t ∈ [a, tε] ∪ (tε, tε + δ], das heißt, tε + δ ∈ Jε im Widerspruch zur Definition von
tε. Also ist tatsächlich tε = b und die Behauptung folgt, indem wir ε gegen 0 schicken.
Sei nun f linkseitig differenzierbar. Dann folgt die Behauptung, indem wir die eben be-
wiesene Aussage auf die stetige und rechtsseitig differenzierbare Abbildung f˜ andwenden,
wobei f˜(t) := f(−t) für alle t ∈ J˜ := −J . 
Die Voraussetzung des obigen Lemmas, dass f stetig ist, können wir nicht weglassen.
Sei nämlich f := χ[0,∞) und J := R, dann ist f zwar rechtsseitig (sogar rechtsseitig
stetig) differenzierbar mit ∂+f(t) = 0 für alle t ∈ J , aber f ist nicht konstant.
Satz 2.2. Sei J ein nichttriviales (offenes, halboffenes oder abgeschlossenes) Intervall in
R, f eine stetige und einseitig (rechts- oder linksseitig) stetig differenzierbare Abbildung
J → X und ∂+f bzw. ∂−f sei stetig fortsetzbar in den rechten bzw. linken Randpunkt
von J , falls dieser zu J gehört. Dann ist f schon (beidseitig) stetig differenzierbar auf J
und f ′ = ∂±f .
Beweis. Sei f rechtsseitg stetig differenzierbar. Wir nehmen J zunächst als offen an und
zeigen, dass
f(t) = f(t0) +
∫ t
t0
∂+f(τ) dτ
für alle t ∈ J . Wie man sofort sieht, sind beide Seiten: f und t 7→ f(t0) +
∫ t
t0
∂+f(τ) dτ
rechtsseitig stetig differenzierbar und ihre rechtsseitigen Ableitungen stimmen überein,
woraus mit Lemma 2.1 (angewandt auf die Differenz der beiden Seiten) folgt, dass tat-
sächlich
f(t) = f(t0) +
∫ t
t0
∂+f(τ) dτ
für alle t ∈ J . Da nun t 7→ f(t0) +
∫ t
t0
∂+f(τ) dτ sogar beidseitig stetig differenzierbar ist,
gilt dies auch für f und f ′ = ∂+f .
Wir nehmen nun J nicht mehr als offen an. Zunächst ist dann (nach dem, was wir
gerade eben gezeigt haben) nur f
∣∣
J◦ = f
∣∣
(a,b)
stetig differenzierbar. Wir müssen also
noch zeigen, dass f auch in den Randpunkten (falls sie zu J gehören) differenzierbar ist
und die Ableitung f ′ dort stetig ist. Wenn der linke Randpunkt a zu J gehört, dann ist
f (rechtsseitig) differenzierbar in a und
[a, b) 3 t 7→ f ′(t) = ∂+f(t)
ist stetig (in a) – wir nehmen ja gerade an, dass f rechtsseitig stetig differenzierbar ist.
Wenn der rechte Randpunkt b zu J gehört, dann ist f (linksseitig) differenzierbar in b
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und (a, b] 3 t 7→ f ′(t) ist stetig (in b). Sei nämlich g die stetige Fortsetzung von ∂+f in
den Randpunkt b hinein. Dann gilt
f(b− h)− f(b)
−h − g(b) = limε↘0
f(b− ε)− f(b− ε− h)
h
− g(b)
= lim
ε↘0
1
h
∫ b−ε
b−ε−h
g(τ) dτ − g(b)
=
1
h
∫ b
b−h
g(τ) dτ − g(b) −→ 0 (h↘ 0),
weil f
∣∣
(a,b)
stetig differenzierbar ist mit f ′
∣∣
(a,b)
= ∂+f
∣∣
(a,b)
= g
∣∣
(a,b)
und g stetig ist auf
ganz J . Also ist f tatsächlich (linksseitig) differenzierbar in b und
(a, b] 3 t 7→ f ′(t) = g(t)
ist stetig (in b).
Sei f nun linksseitig stetig differenzierbar. Wir setzen dann f˜(t) := f(−t) für alle t ∈
J˜ := −J und sehen, dass f˜ eine stetige und rechtsseitig stetig differenzierbare Abbildung
J˜ → X ist und ∂+f˜ stetig fortsetzbar ist in den rechten Randpunkt von J˜ , falls dieser
zu J˜ gehört. Also ist f˜ nach dem eben Bewiesenen (beidseitig) stetig differenzierbar und
damit auch f , und die Ableitung stimmt mit der linksseitigen Ableitung überein. 
2.1.3 Komplexe Analysis
Sei U offen in C und f eine Abbildung U → X. Dann heißt f holomorph genau dann,
wenn f in jedem z ∈ U (komplex) differenzierbar ist.
Wie man mithilfe des Satzes von Banach, Steinhaus leicht zeigen kann (Theorem VI.4
in [32]), ist f holomorph genau dann, wenn ϕ ◦ f für alle ϕ ∈ X ′ eine holomorphe Ab-
bildung U → C ist. Dieser Zusammenhang erlaubt es, Sätze über X-wertige holomorphe
Abbildungen zurückzuführen auf die entsprechenden Sätze für X = C. Wir vermerken
hier den cauchyschen Satz (in der homologischen Version). Zuvor jedoch noch einige Ver-
einbarungen zur Sprechweise.
Wie üblich verstehen wir unter einem (geschlossenen) Integrationsweg in U eine stück-
weise stetig differenzierbare Abbildung γ : [a, b]→ U (mit γ(b) = γ(a)) und unter einem
Zykel in U eine formale Summe γ1 + · · · + γm (in dem präzisen Sinn von Definition 1.4
in [13]) von geschlossenen Integrationswegen γ1, . . . , γm in U . Die ganze Zahl
n(γ, z) :=
1
2pii
∫
γ
1
w − z dw
heißt Umlaufzahl des geschlossenen Integrationsweges γ um z /∈ im γ und entsprechend
heißt
n(γ, z) := n(γ1, z) + · · ·+ n(γm, z)
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Umlaufzahl des Zykels γ = γ1 + · · · + γm um z /∈ im γ := ∪mi=1 im γi. Wir schreiben
für Mengen K ⊂ C \ im γ oft n(γ,K) = 0 oder 1 und meinen damit natürlich, dass
n(γ, z) = 0 bzw. 1 für alle z ∈ K.
Zwei Zykel γ1 und γ2 in U heißen homolog in U genau dann, wenn n(γ1, z) = n(γ2, z)
für alle z ∈ C \ U .
Schließlich verstehen wir unter einem einfach geschlossenen Integrationsweg einen ge-
schlossenen Integrationsweg γ : [a, b] → C, sodass γ|[a,b) injektiv ist, und unter einem
positiv einfach geschlossenen Zykel einen Zykel γ = γ1 + · · ·+ γm bestehend aus einfach
geschlossenen Integrationswegen γi, sodass n(γ, z) ∈ {0, 1} für alle z ∈ C \ im γ.
Satz 2.3. Sei U offen in C, f eine holomorphe Abbildung U → X und γ ein Zykel in U
mit n(γ, C \ U) = 0. Dann gilt ∫
γ
f(z) dz = 0
und insbesondere gilt
n(γ, a)f(a) =
1
2pii
∫
γ
f(z)
z − a dz
für alle a ∈ C \ im γ.
Aus diesem Satz folgt insbesondere, dass eine Abbildung f : U → X genau dann
holomorph ist, wenn sie analytisch ist (das heißt, lokal um jeden Punkt a von U als eine
Potenzreihe mit Entwicklungspunkt a geschrieben werden kann).
Die folgende Proposition werden wir häufig benützen. Sie ist (anschaulich) sehr ein-
leuchtend, allerdings ist sie nicht ganz so einfach zu beweisen.
Proposition 2.4. Sei U offen in C und K eine kompakte Untermenge von U . Dann
existiert ein positiv einfach geschlossener Zykel γ in U \K mit n(γ,K) = 1 und n(γ,C \
U) = 0.
Beweis. Das folgt aus Proposition 13.1.8 in [9]. 
Eine schwächere Version der obigen Proposition, die nur von Zykeln statt sogar von
positiv einfach geschlossenen Zykeln spricht, ist in Satz IV.3.3 in [13] enthalten. Wir
würden auch mit dieser schwächeren Version auskommen, allerdings würde der Beweis
von Proposition 5.3, in dem wir obige Proposition in ihrer vollen Allgemeinheit benutzen,
dann um einiges umständlicher.
Wir vermerken noch eine sehr einfache Aussage zur Vertauschbarkeit von Ableitungen
und Wegintegralen, die wir später brauchen werden.
Lemma 2.5. Sei J0 ein nichttriviales Intervall, γ0 ein Zykel, m ∈ N ∪ {0} und f eine
Abbildung J0 × im γ0 → X, sodass J0 3 t 7→ f(t, z) m-mal stetig differenzierbar ist für
jedes z ∈ im γ0 und im γ0 3 z 7→ ∂k1f(t, z) stetig ist für jedes t ∈ J0 und
sup
(t,z)∈J0× im γ0
∥∥∥∂k1f(t, z)∥∥∥ <∞
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für alle k ∈ {0, 1, . . . ,m}. Dann ist t 7→ ∫γ0 f(t, z) dz m-mal stetig differenzierbar und
dk
dtk
∫
γ0
f(t, z) dz =
∫
γ0
∂k1f(t, z) dz
für alle k ∈ {0, 1, . . . ,m}.
Beweis. Das folgt mithilfe des lebesgueschen Satzes. 
2.1.4 Regularitätslemmas für operatorwertige Abbildungen
Die folgenden Lemmas werden wir im weiteren Verlauf sehr häufig benutzen. Wir be-
ginnen mit einem Lemma, das einen einfachen Zusammenhang zwischen Regularität
bzgl. der Normoperatortopologie und Regularität bzgl. der starken Operatortopologie
herstellt. Die entsprechende Aussage für holomorphe operatorwertige Abbildungen ist
wohlbekannt.
Lemma 2.6. Sei J ein nichttriviales Intervall in R und m ∈ N ∪ {0,∞}. Sei A(t)
für jedes t ∈ J eine beschränkte lineare Abbildung in X, t 7→ A(t) (m + 1)-mal stetig
differenzierbar bzgl. der starken Operatortopologie von X. Dann ist t 7→ A(t) m-mal stetig
differenzierbar bzgl. der Normoperatorotopologie von X.
Beweis. Das folgt sehr leicht mit Induktion aus dem Satz von Banach, Steinhaus (Prinzip
der gleichmäßigen Beschränktheit). 
Auch die Aussage des folgenden Lemmas ist sehr leicht einzusehen.
Lemma 2.7. Sei J ein nichttriviales Intervall in R und t0 ∈ J . Sei A(t) für jedes
t ∈ J eine beschränkte lineare Abbildung in X, t 7→ A(t)x stetig bzw. differenzierbar
in t0 für alle x ∈ D, t 7→ x(t) ∈ D ebenfalls stetig bzw. differenzierbar in t0 und sei
supt∈J ‖A(t)‖ <∞. Dann ist t 7→ A(t)x(t) stetig bzw. differenzierbar in t0.
Beweis. Seien t 7→ A(t)x und t 7→ x(t) zunächst stetig in t0 für alle x ∈ D. Dann gilt
wegen supt∈J ‖A(t)‖ <∞ und x(t0) ∈ D, dass
A(t0 + h)x(t0 + h)−A(t0)x(t0)
= A(t0 + h)
(
x(t0 + h)− x(t0)
)
+
(
A(t0 + h)x(t0)−A(t0)x(t0)
) −→ 0 (h→ 0),
die Abbildung t 7→ A(t)x(t) ist also stetig in t0.
Seien t 7→ A(t)x und t 7→ x(t) nun differenzierbar in t0 für alle x ∈ D. Dann ist
t 7→ A(t)x insbesondere stetig in t0 für alle x ∈ D und wegen supt∈J ‖A(t)‖ < ∞ und
der Dichtheit von D in X folgt daraus, dass t 7→ A(t)x sogar für alle x ∈ X stetig ist.
Aufgrund dieser starken Stetigkeit von t 7→ A(t) in t0 erhalten wir nun
A(t0 + h)x(t0 + h)−A(t0)x(t0)
h
= A(t0 + h)
x(t0 + h)− x(t0)
h
+
A(t0 + h)x(t0)−A(t0)x(t0)
h
−→ A(t0)x′(t0) +A′(t0)x(t0) (h→ 0),
wie gewünscht. 
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Die Vektoren x(t) ∈ D werden im folgenden meist gegeben sein als B(t)x mit einem
festen Vektor x ∈ D und beschränkten linearen Abbildungen B(t) in X, die D für alle
t ∈ J in sich überführen.
Lemma 2.8. Die Menge U der bijektiven beschränkten linearen Abbildungen ist offen in
der Menge aller beschränkten linearen Abbildungen in X und die Abbildung
U 3 A 7→ A−1
ist beliebig oft differenzierbar, insbesondere stetig.
Beweis. Siehe etwa Satz VII.7.2 in [2]. 
Das folgende Lemma wird an einigen Stellen entscheidend sein. A′(t) bezeichnet dabei
natürlich die lineare Abbildung
D 3 x 7→ lim
h→0
A(t+ h)x−A(t)x
h
.
Wir weisen darauf hin dass eine Variante dieses Lemmas schon in [22] (Lemma II.1.5) zu
finden ist. Wir haben Lemma 2.9 aber unabhängig davon bewiesen.
Lemma 2.9. Sei J ein nichttriviales Intervall in R und m ∈ N∪{0,∞}. Sei A(t) : D ⊂
X → X für jedes t ∈ J eine bijektive abgeschlossene lineare Abbildung, sei t 7→ A(t)x
m-mal (stetig) differenzierbar für alle x ∈ D und sei supt∈J
∥∥A(t)−1∥∥ < ∞. Dann ist
t 7→ A(t)−1x m-mal (stetig) differenzierbar für alle x ∈ X und es gilt (wenn m 6= 0)
d
dt
A(t)−1x = −A(t)−1A′(t)A(t)−1x
für alle t ∈ J .
Beweis. Sei zunächst m = 0. Dann ist t 7→ A(t)y also stetig für alle y ∈ D und daher
gilt wegen supt∈J
∥∥A(t)−1∥∥ <∞, dass
A(t+ h)−1x−A(t)−1x = A(t+ h)−1 (A(t+ h)−A(t))A(t)−1x −→ 0 (h→ 0)
für alle x ∈ X und alle t ∈ J . Also ist t 7→ A(t)−1 wie behauptet stark stetig.
Wir zeigen die Aussage des Lemmas nun für m ∈ N, genauer zeigen wir zusätzlich,
dass die m-te starke Ableitung von t 7→ A(t)−1 aus Summanden besteht, die sich zu-
sammensetzen aus den beschränkten linearen Abbildungen A(t)−1, A′(t)A(t)−1, . . . ,
A(m)(t)A(t)−1 (und skalaren Vorfaktoren). Diese verschärfte Aussage beweisen wir mit
Induktion über m ∈ N (für m = 0 haben wir sie eben schon eingesehen).
Zuvor jedoch vergewissern wir uns noch kurz, dass die eben angesprochenen linearen
Abbildungen A(t)−1, A′(t)A(t)−1, . . . , A(m)(t)A(t)−1 wirklich alle beschränkt sind (wir
diese also insbesondere bedenkenlos addieren und multiplizieren können). Wir haben für
alle k ∈ {1, . . . ,m}, dass
A(k)(t)A(t)−1 = A(k)(t)A(0)−1A(0)A(t)−1
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für alle t ∈ J . A(0)A(t)−1 ist beschränkt (als eine auf ganz X definierte Verkettung einer
abgeschlossenen und einer beschränkten linearen Abbildung), A′(t)A(0)−1 ist als starker
limes der beschränkten linearen Abbildungen
A(t+ h)A(0)−1 −A(t)A(0)−1
h
ebenfalls beschränkt (Satz von Banach, Steinhaus) und induktiv (und ganz entsprechend)
folgt, dass auch A(k)(t)A(0)−1 beschränkt ist für alle k ∈ {1, . . . ,m}.
Sei m = 1. Dann gilt nach der für den Fall m = 0 bereits bewiesenen Behauptung,
dass
A(t+ h)−1x−A(t)−1x
h
= −A(t+ h)−1 A(t+ h)−A(t)
h
A(t)−1x
−→ −A(t)−1A′(t)A(t)−1x (h→ 0)
für alle x ∈ X und alle t ∈ J . Die Abbildung t 7→ A(t)−1 ist also 1-mal stark differnzierbar
und die 1-te starke Ableitung hat die behauptete Struktur.
Wenn t 7→ A(t)x sogar 1-mal stetig differenzierbar ist für alle x ∈ D, dann ist die Ablei-
tung von t 7→ A(t)−1 stark stetig. Zum einen ist nämlich t 7→ A(t)−1 stark stetig (Behaup-
tung im Fallm = 0) und zum andern ist auch t 7→ A′(t)A(t)−1 = A′(t)A(0)−1A(0)A(t)−1
stark stetig. Warum? Zunächst ist natürlich t 7→ A′(t)A(0)−1 stark stetig, aber – und
das ist jetzt entscheidend – auch
t 7→ A(0)A(t)−1 = (A(t)A(0)−1)−1
ist stark stetig, weil t 7→ A(t)A(0)−1 nach Lemma 2.6 stetig sogar bzgl. der Normopera-
tortopologie ist und damit nach Lemma 2.8 auch die Inverse t 7→ (A(t)A(0)−1)−1 stetig
bzgl. der Normoperatortopologie, mithin insbesondere stark stetig ist.
Seim ∈ N und die zu zeigende Aussage stimme fürm−1. Dann ist t 7→ A(t)−1 (m−1)-
mal stark (stetig) differenzierbar und die (m − 1)-te starke Ableitung von t 7→ A(t)−1
besteht aus Summanden, die sich zusammensetzen aus den beschränkten linearen Ab-
bildungen A(t)−1, A′(t)A(t)−1, . . . , A(m−1)(t)A(t)−1 (und skalaren Vorfaktoren). Wir
sehen mithilfe von Lemma 2.7, dass t 7→ A(t)−1, A′(t)A(t)−1, . . . , A(m−1)(t)A(t)−1 alle
noch einmal stark differenzierbar sind und die jeweiligen Ableitungen aus Summanden
bestehen, die sich zusammensetzen aus den beschränkten linearen Abbildungen A(t)−1,
A′(t)A(t)−1, . . . , A(m−1)(t)A(t)−1, A(m)(t)A(t)−1 (und skalaren Vorfaktoren). Also ist
t 7→ A(t)−1 m-mal stark differenzierbar und die m-te starke Ableitung von t 7→ A(t)−1
besteht aus Summanden, die sich zusammensetzen aus den beschränkten linearen Abbil-
dungen A(t)−1, A′(t)A(t)−1, . . . , A(m)(t)A(t)−1 (und skalaren Vorfaktoren).
Wenn t 7→ A(t)x sogarm-mal stetig differenzierbar ist, dann sind t 7→ A(t)−1,A′(t)A(t)−1,
. . . , A(m−1)(t)A(t)−1, A(m)(t)A(t)−1 stark stetig, denn dann ist t 7→ A(k)(t)A(0)−1 stark
stetig für alle k ∈ {1, . . . ,m} und auch
t 7→ A(0)A(t)−1 = (A(t)A(0)−1)−1
17
ist wegen der Stetigkeit von t 7→ A(t)A(0)−1 bzgl. der Normoperatortopologie (Lem-
ma 2.6) und wegen Lemma 2.8 stetig, insbesondere stark stetig. Also ist t 7→ A(t)−1
sogar m-mal stark stetig differenzierbar. 
Wir merken an, dass die Voraussetzung
sup
t∈J
∥∥A(t)−1∥∥ <∞
des obigen Lemmas ganz von selbst erfüllt ist, wenn J kompakt ist und t 7→ A(t)x stetig
differenzierbar ist für alle x ∈ D. Denn dann ist t 7→ A(t)A(0)−1 stetig differenzierbar
bzgl. der starken Operatortopologie. Aufgrund von Lemma 2.6 ist diese Abbildung dann
insbesondere stetig bzgl. der Normoperatortopologie und damit ist nach Lemma 2.8 auch
die Inverse t 7→ (A(t)A(0)−1)−1 = A(0)A(t)−1 und mithin auch t 7→ A(t)−1 stetig bzgl.
der Normoperatortopologie.
2.1.5 Projektionen
Sei P eine beschränkte lineare Abbildung in X. Dann heißt P bekanntlich beschränkte
Projektion in X genau dann, wenn P 2 = P . P heißt orthogonale Projektion in H genau
dann, wenn P eine beschränkte Projektion in H ist mit P ∗ = P .
Wie man sofort sieht, geben beschränkte Projektionen P eine Zerlegung von X in die
abgeschlossenen Unterräume PX und (1− P )X,
X = PX + (1− P )X und PX ∩ (1− P )X = 0,
und für das Spektrum gilt: σ(P ) ⊂ {0, 1}, denn
z − P = (z − 1)P + z(1− P )
für alle z ∈ C. Außerdem ist eine beschränkte Projektion P in H genau dann orthogonal,
wenn die Unterräume PH und (1− P )H orthogonal zueinander sind.
Auf das folgende Lemma, das wir für Banachräume formulieren (statt wie in [15]
(Lemma 10.2) für Hilberträume), werden wir uns oft berufen.
Lemma 2.10. Sei P (t) für jedes t ∈ I eine beschränkte Projektion in X und t 7→ P (t)
stetig im Punkt t0 ∈ I. Dann ist t 7→ rkP (t) ∈ N ∪ {0,∞} lokal um t0 konstant.
Beweis. Zunächst halten wir fest: für alle t ∈ I bildet 1 + (P (t)−P (t0)) den Unterraum
P (t0)X in P (t)X ab und 1 +
(
P (t0)− P (t)
)
den Unterraum P (t)X in P (t0)X, weil(
1 + (P (t)− P (t0))
)
P (t0) = P (t)P (t0) und
(
1 + (P (t0)− P (t))
)
P (t) = P (t0)P (t).
Da nun t 7→ P (t) stetig ist in t0, existiert eine in I offene Umgebung Ut0 , sodass
‖P (t)− P (t0)‖ < 1 für alle t ∈ Ut0 . Also ist 1 +
(
P (t) − P (t0)
)
und 1 +
(
P (t0) − P (t)
)
invertierbar für alle t ∈ Ut0 , das heißt, für t ∈ Ut0 bildet 1+
(
P (t)−P (t0)
)
den Unterraum
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P (t0)X injektiv in P (t)X ab und 1 +
(
P (t0)−P (t)
)
bildet P (t)X injektiv in P (t0)X ab.
Also gilt
dimP (t0)X ≤ dimP (t)X und dimP (t)X ≤ dimP (t0)X
für alle t ∈ Ut0 , was zu zeigen war. 
Im obigen Lemma genügt es übrigens nicht, nur vorauszusetzen, dass t 7→ P (t) stark
stetig ist in t0. Sei nämlich X := Lp(R,C) für ein p ∈ [1,∞) und
P (t)g := χ[−t,t]g
für alle g ∈ X und alle t ∈ I. Dann ist P (t) für jedes t ∈ I eine beschränkte Projektion
in X und t 7→ P (t) ist stark stetig, aber rkP (0) = 0 6=∞ = rkP (t) für alle t ∈ (0, 1].
Lemma 2.11. Sei (X0,A, µ) ein Maßraum und X := Lp(X0,C) für ein p ∈ [1,∞). Sei
Et ∈ A für alle t ∈ I und sei t 7→ P (t)g := χEt g differenzierbar für alle g ∈ X. Dann ist
t 7→ P (t) konstant.
Beweis. Sei g ∈ X. Wir müssen zeigen, dass P ′(t)g = 0 für alle t ∈ I. Sei t ∈ I, dann gilt
P (t+ h)g − P (t)g
h
−→ P ′(t)g (h→∞)
und damit existiert nach einem bekannten maßtheoretischen Satz (s. etwa Satz VI.4.3
und Korollar VI.4.13 in [11]) eine Folge (hn) in R \ {0}, sodass hn −→ 0 (n→∞) und(P (t+ hn)g − P (t)g
hn
)
(x) −→ (P ′(t)g)(x) (n→∞)
für fast alle x ∈ X0.
Sei Nt die Menge genau der x ∈ X0, für die das nicht gilt, und sei x ∈ X0 \Nt. Wenn
g(x) = 0, dann gilt
(
P ′(t)g
)
(x) = lim
n→∞
χEt+hn (x)− χEt(x)
hn
g(x) = 0.
Und wenn g(x) 6= 0, dann gilt ebenfalls
(
P ′(t)g
)
(x) = lim
n→∞
χEt+hn (x)− χEt(x)
hn
g(x) = 0,
denn wegen{−1
hn
, 0,
1
hn
}
3 χEt+hn (x)− χEt(x)
hn
−→ 1
g(x)
(
P ′(t)g
)
(x) (n→∞)
muss χEt+hn (x)− χEt(x) ab einem gewissen n ∈ N gleich 0 sein.
Also gilt insgesamt (P ′(t)g)(x) = 0 für alle x ∈ X0 \ Nt, das heißt, P ′(t)g = 0 (in
Lp(X0)), wie gewünscht. 
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Wenn wir nur wissen, dass P (t) = χEt für fast alle t ∈ I, dafür aber sogar wissen, dass
t 7→ P (t)g stetig differenzierbar ist für alle g ∈ X, dann bleibt die Aussage des obigen
Lemmas bestehen: t 7→ P (t) ist dann auch hier konstant.
Sei nämlich I ′ die Menge genau der t ∈ I, für die wir die Darstellung P (t) = χEt
haben, und sei t ∈ I ′. Dann existiert eine Folge (hn) mit denselben Eigenschaften wie
im obigen Beweis und der zusätzlichen Eigenschaft, dass t + hn ∈ I ′ für alle n ∈ N,
schließlich liegen ja fast alle t ∈ I auch schon in I ′. Und es folgt genau wie oben, dass
P ′(t)g = 0. Weil nun s 7→ P ′(s)g nach Voraussetzung stetig ist und weil t ∈ I ′ beliebig
war, folgt P ′(s)g = 0 für alle s ∈ I.
2.2 Spektraltheorie
2.2.1 Spektraltheorie abgeschlossener linearer Abbildungen in Banachräumen
Sei A eine lineare Abbildung D ⊂ X → X. Dann heißt
ρ(A) :=
{
z ∈ C : z −A ist eine bijektive lineare Abbildung D ⊂ X → X
und (z −A)−1 ist beschränkt
}
Resolventenmenge von A und σ(A) := C \ ρ(A) heißt Spektrum von A.
Wir erinnern daran, dass ρ(A) offen und σ(A) demnach abgeschlossen ist und die
Abbildung
ρ(A) 3 z 7→ (z −A)−1
(die Resolventenabbildung) holomorph ist. Weiter erinnern wir daran, dass
(z −A)−1(w −A)−1 = 1
w − z
(
(z −A)−1 − (w −A)−1)
für alle z, w ∈ ρ(A) mit z 6= w. Jede abgeschlossene Untermenge σ von C ist Spektrum
einer abgeschlossenen linearen Abbildung – auch in den Sonderfällen σ = ∅ und σ = C
(Beispiel IV.1.5 in [12]).
Beispiel 2.12. Sei (X0,A, µ) ein Maßraum, p ∈ [1,∞) und X := Lp(X0,C). Sei ferner f
eine messbare Abbildung X0 → C. Dann heißt die lineare Abbildung Mf , gegeben durch
D(Mf ) := {g ∈ X : fg ∈ X} und Mf g := fg,
Multiplikationsoperator mit f auf X.Mf ist dicht definiert und abgeschlossen und σ(Mf ) ⊂
ess-im f , wobei
ess-im f :=
{
z ∈ C : µ(f−1(Uε(z))) 6= 0}
den wesentlichen Wertebereich von f bezeichnet. Zumindest wenn (X0,A, µ) σ-endlich
ist, gilt sogar σ(Mf ) = ess-im f . J
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Wenn A : X → X beschränkt ist und X 6= 0, dann ist das Spektrum von A nichtleer
und beschränkt, genauer gilt
rA = lim
n→∞ ‖A
n‖ 1n
für den Spektralradius rA := sup{|z| : z ∈ σ(A)} von A. Insbesondere gilt also σ(A) ⊂
U‖A‖(0) für beschränkte A.
Sei A eine lineare Abbildung D ⊂ X → X und P eine beschränkte Projektion in
X. Wie man leicht einsieht, ist dann PA ⊂ AP gleichbedeutend damit, dass PD, (1 −
P )D ⊂ D und A(PD) ⊂ PX sowie A((1 − P )D) ⊂ (1 − P )X (damit also, dass die
Unterräume PX und (1 − P )X in einem gewissen Sinne invariant sind unter A). Die
folgende Proposition besagt, dass eine Zerlegung von X in A-invariante Unterräume eine
(allerdings nicht notwendig disjunkte) Zerlegung des Spektrums von A nach sich zieht.
Proposition 2.13. Sei A : D ⊂ X → X eine abgeschlossene lineare Abbildung und P
eine beschränkte Projektion in X mit PA ⊂ AP . Dann sind auch A∣∣
PD
und A
∣∣
(1−P )D
abgeschlossen in PX bzw. (1− P )X und
σ(A) = σ(A
∣∣
PD
) ∪ σ(A∣∣
(1−P )D).
Beweis. Das folgt elementar. 
Der sehr wichtige Satz 2.14 (der sich von Theorem III.6.17 in [20] nur dadurch un-
terscheidet, dass er auf die dort getroffene nach Proposition 2.4 aber überflüssige Vor-
aussetzung, dass gewisse einfach geschlossene rektifizierbare Wege existieren, verzichtet)
sagt aus, dass umgekehrt eine Zerlegung des Spektrums von A zu einer Zerlegung von
X in A-invariante Unterräume führt, genauer: dass diese Zerlegung von X durch eine
Rieszprojektion gegeben ist. Was wir darunter genau verstehen wollen, halten wir nun
fest.
Sei A eine abgeschlossene lineare Abbildung D ⊂ X → X und σ eine kompakte in
σ(A) isolierte Untermenge von σ(A), das heißt, das Spektrum von A zerlegt sich in die
beiden abgeschlossenen Mengen σ und σ(A) \σ und σ ist zudem beschränkt. Dann heißt
P Rieszprojektion von A auf σ genau dann, wenn
P =
1
2pii
∫
γ
(z −A)−1 dz
für einen (und damit nach Satz 2.3 für alle) Zykel γ in ρ(A) mit n(γ, σ) = 1 und
n(γ, σ(A) \ σ) = 0.
Zu jeder kompakten und in σ(A) isolierten Untermenge σ von σ(A) existiert genau
eine Rieszprojektion von A auf σ, denn wegen der Isoliertheit von σ existiert (nach
Proposition 2.4) ein Zykel γ in ρ(A) mit n(γ, σ) = 1 und n(γ, σ(A) \ σ) = 0, und alle
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solche Zykel sind homolog in ρ(A), das heißt, die Wegintegrale stimmen (nach Satz 2.3)
für alle solche Zykel überein. Im Sonderfall σ = ∅ stimmt das noch nicht ganz – wir
müssen da zusätzlich voraussetzen, dass ρ(A) 6= ∅ (denn dies folgt da noch nicht aus
der (leeren) Isoliertheitsbedingung an σ = ∅). Unter dieser zusätzlichen Voraussetzung
existiert, wie man (mithilfe von Satz 2.3) leicht einsieht, auch zu σ = ∅ genau eine
Rieszprojektion, und zwar ist diese gleich 0.
Satz 2.14. Sei A : D ⊂ X → X eine abgeschlossene lineare Abbildung mit ρ(A) 6= ∅, σ
eine kompakte in σ(A) isolierte Untermenge von σ(A) und P die Rieszprojektion von A
auf σ. Dann ist P eine beschränkte Projektion in X mit PA ⊂ AP , AP ist beschränkt
und
σ(A
∣∣
PD
) = σ und σ(A
∣∣
(1−P )D) = σ(A) \ σ.
Beweis. Sei zunächst σ = ∅. Dann gilt P = 0, woraus sofort PA ⊂ AP folgt und
σ(A
∣∣
PD
) = σPX(0) = ∅ = σ sowie σ(A
∣∣
(1−P )D) = σ(A) = σ(A) \ σ.
Sei nun σ 6= ∅. Sei r0 eine positive Zahl mit Ur0(σ)\σ ⊂ ρ(A), die wegen der Isoliertheit
von σ auch wirklich existiert. Sei γ1 ein Zykel in U r0
2
(σ) \ σ mit n(γ1, σ) = 1 und
n(γ1,C \ U r0
2
(σ)) = 0 und sei γ2 ein Zykel in Ur0(σ) \ U r0
2
(σ) mit n(γ2, U r0
2
(σ)) = 1
und n(γ2,C \ Ur0(σ)) = 0. Solche Zykel existieren wegen σ 6= ∅ (beachte: für σ = ∅ wäre
Ur0(σ) = ∅) nach Proposition 2.4 Dann liegen γ1 und γ2 in ρ(A) und beide umlaufen σ
einmal und σ(A) \ σ keinmal, das heißt
P 2 =
1
2pii
∫
γ1
(z −A)−1 dz 1
2pii
∫
γ2
(w −A)−1 dw
=
1
2pii
∫
γ1
1
2pii
∫
γ2
(z −A)−1(w −A)−1 dw dz
=
1
2pii
∫
γ1
( 1
2pii
∫
γ2
1
w − z dw
)
(z −A)−1 dz
+
1
2pii
∫
γ2
( 1
2pii
∫
γ1
1
z − w dz
)
(w −A)−1 dw
=
1
2pii
∫
γ1
n(γ2, z) (z −A)−1 dz + 1
2pii
∫
γ2
n(γ1, w) (w −A)−1 dw = P,
P ist also eine beschränkte Projektion in X.
Sei x ∈ X. Dann ist Px ∈ D und
APx =
1
2pii
∫
γi
A(z −A)−1 x dz = 1
2pii
∫
γi
z(z −A)−1 x dz,
denn im γi 3 z 7→ A(z − A)−1 = −1 + z(z − A)−1 ist stetig, das heißt das zugehörige
Wegintegral existiert, und A ist abgeschlossen, weshalb wir A wirklich ins Wegintegral
hineinziehen dürfen. Weiter gilt
PAx =
1
2pii
∫
γi
(z −A)−1 Axdz = 1
2pii
∫
γi
A(z −A)−1 x dz = APx
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für alle x ∈ D. Also haben wir PA ⊂ AP und mehr noch: PX ⊂ D (insbesondere also
PD = PX ∩D = PX) und AP ist beschränkt in X.
Wir müssen nun noch zeigen, dass σ(A
∣∣
PD
) = σ und σ(A
∣∣
(1−P )D) = σ(A) \ σ. Sei
dazu λ /∈ σ und γ ein Zykel in ρ(A) mit n(γ, σ) = 1, n(γ, σ(A) \ σ) = 0 und n(γ, λ) = 0
(Proposition 2.4!). Dann gilt
(λ−A)
( 1
2pii
∫
γ
1
λ− z (z −A)
−1 dz
)
x
=
1
2pii
∫
γ
(z −A)−1 dz x+ 1
2pii
∫
γ
1
λ− z dz x = Px
für alle x ∈ X und ( 1
2pii
∫
γ
1
λ− z (z −A)
−1 dz
)
(λ−A)x = Px
für alle x ∈ D, das heißt λ /∈ σ(A∣∣
PD
). Also gilt σ(A
∣∣
PD
) ⊂ σ.
Sei nun λ /∈ σ(A) \ σ und γ ein Zykel in ρ(A) mit n(γ, σ) = 1, n(γ, σ(A) \ σ) = 0 und
n(γ, λ) = 1 (Proposition 2.4!). Dann gilt
(λ−A)
( 1
2pii
∫
γ
1
z − λ (z −A)
−1 dz
)
x
= − 1
2pii
∫
γ
(z −A)−1 dz x+ 1
2pii
∫
γ
1
z − λ dz x = (1− P )x
für alle x ∈ X und( 1
2pii
∫
γ
1
z − λ (z −A)
−1 dz
)
(λ−A)x = (1− P )x
für alle x ∈ D, das heißt λ /∈ σ(A∣∣
(1−P )D). Also gilt σ(A
∣∣
(1−P )D) ⊂ σ(A) \ σ.
Da nach Proposition 2.13 σ(A) = σ(A
∣∣
PD
) ∪ σ(A∣∣
(1−P )D) gilt, muss nun sogar
σ(A
∣∣
PD
) = σ und σ(A
∣∣
(1−P )D) = σ(A) \ σ
gelten, wie behauptet. 
Aus diesem Satz folgt, dass die Rieszprojektion P von A auf σ (A und σ wie im Satz)
genau dann gleich 0 ist, wenn σ leer ist. Insbesondere ist die Rieszprojektion von A auf
das ganze Spektrum σ(A) (falls dieses beschränkt ist) nicht immer gleich 1, denn σ(A)
kann ja leer sein.
Der obige Satz sagt, dass die Rieszprojektion einer linearen Abbildung A eine Zerlegung
von X in A-invariante Unterräume gibt, die einer (vorgegebenen) Zerlegung von σ(A) in
σ (kompakt) und σ(A) \ σ (abgeschlossen) entspricht. Die folgende Proposition besagt
nun, dass die Rieszprojektion von A auf σ die einzige solche Projektion ist.
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Proposition 2.15. Sei A : D ⊂ X → X eine abgeschlossene lineare Abbildung mit
ρ(A) 6= ∅ und P eine beschränkte Projektion in X, sodass PA ⊂ AP , die Mengen
σ(A
∣∣
PD
) und σ(A
∣∣
(1−P )D) disjunkt sind und A
∣∣
PD
beschränkt (auf PD) ist. Dann ist
P die Rieszprojektion von A auf σ(A
∣∣
PD
).
Beweis. Sei σ := σ(A
∣∣
PD
) und P0 die Rieszprojektion von A auf σ. Diese existiert
wirklich, denn wegen der Abgeschlossenheit und der Beschränktheit von A
∣∣
PD
haben wir
PD = PX, das heißt, σ ist (als Spektrum der beschränkten linearen Abbildung A
∣∣
PD
auf dem Banachraum PX) kompakt und daher getrennt von σ(A
∣∣
(1−P )D) = σ(A) \ σ.
Wir haben dann für jeden Zykel γ in ρ(A), der σ einmal und σ(A)\σ keinmal umläuft,
dass (wie gewünscht)
P0 =
1
2pii
∫
γ
(z −A)−1 P dz + 1
2pii
∫
γ
(z −A)−1 (1− P ) dz
=
1
2pii
∫
γ
(z −A∣∣
PD
)−1 dz P +
1
2pii
∫
γ
(z −A∣∣
(1−P )D)
−1 dz (1− P ) = P,
denn einerseits ist
1
2pii
∫
γ
(z −A∣∣
PD
)−1 dz
als Rieszprojektion von A
∣∣
PD
(beschränkt!) auf σ = σ(A
∣∣
PD
) (das ganze Spektrum von
A
∣∣
PD
!) die identische Abbildung auf PX und andererseits ist
1
2pii
∫
γ
(z −A∣∣
(1−P )D)
−1 dz
gleich null, weil γ das Spektrum von A
∣∣
(1−P )D nicht umläuft. 
Wie ändert sich die Rieszprojektion, wenn wir die Zerlegung des Spektrums ändern?
Die folgende Proposition zeigt, dass dabei nichts Unerwartetes passiert.
Proposition 2.16. Sei A : D ⊂ X → X abgeschlossen mit ρ(A) 6= ∅, seien σ1, σ2 zwei
kompakte in σ(A) isolierte Untermengen von σ(A) und P1, P2 die zugehörigen Rieszpro-
jektionen. Dann ist P1P2 = P2P1 die Rieszprojektion von A auf σ1 ∩ σ2. Wenn σ1 und
σ2 zusätzlich disjunkt sind, dann ist P1 + P2 die Rieszprojektion von A auf σ1 ∪ σ2.
Beweis. Zunächst bemerken wir, dass σ12 := σ1∩σ2 eine kompakte und in σ(A) isolierte
Untermenge von σ(A) ist und dass damit auch σi \ σ12 kompakt und isoliert ist in σ(A)
(i ∈ {1, 2}). Also existiert eine positive Zahl r0, sodass Ur0(σ12), Ur0(σ1 \ σ12) und
Ur0(σ2 \ σ12) paarweise disjunkt sind und darüberhinaus das Spektrum σ(A) nur in σ12,
σ1 \ σ12 bzw. σ2 \ σ12 selbst schneiden. Sei γ12 ein Zykel in Ur0(σ12) \ σ12 mit
n(γ12, σ12) = 1 und n(γ12, C \ Ur0(σ12)) = 0
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und sei γi ein Zykel in Ur0(σi \ σ12) \
(
σi \ σ12
)
mit
n(γi, σi \ σ12) = 1 und n(γi, C \ Ur0(σi \ σ12)) = 0
(Proposition 2.4!). Dann ist
P12 :=
1
2pii
∫
γ12
(z −A)−1 dz
die Rieszprojektion von A auf σ12 und für die Rieszprojektionen Pi gilt
Pi =
1
2pii
∫
γi+γ12
(z −A)−1 dz = 1
2pii
∫
γi
(z −A)−1 dz + 1
2pii
∫
γ12
(z −A)−1 dz.
Da die Zykel γ12, γ1 und γ2 sich nicht gegenseitig umlaufen, verschwinden die Produkte
aus den Projektionen P12, 12pii
∫
γ1
(z−A)−1 dz und 12pii
∫
γ2
(z−A)−1 dz (sofern sie natür-
lich aus verschiedenen Faktoren bestehen), und daraus folgt schließlich, dass P1P2 = P12
und P2P1 = P12, wie gewünscht.
Seien nun σ1 und σ2 zusätzlich disjunkt. Dann existiert eine positive Zahl r0, sodass
Ur0(σ1) und Ur0(σ2) disjunkt sind und darüberhinaus das Spektrum σ(A) nur in σ1 bzw.
σ2 selbst schneiden. Sei nun γi ein Zykel in Ur0(σi) \ σi, der σi einmal und C \ Ur0(σi)
keinmal umläuft (i ∈ {1, 2}). Dann ist γ1+γ2 ein Zykel in ρ(A) mit n(γ1+γ2, σ1∪σ2) = 1
und n(γ1 + γ2, σ(A) \ (σ1 ∪σ2)) = 0, das heißt, die Rieszprojektion von A auf σ1 ∪σ2 ist
gegeben durch
1
2pii
∫
γ1+γ2
(z −A)−1 dz = 1
2pii
∫
γ1
(z −A)−1 dz + 1
2pii
∫
γ2
(z −A)−1 dz = P1 + P2,
wie behauptet. 
Abschließend noch ein wichtiger Satz zum Sonderfall isolierter Spektralwerte λ ab-
geschlossener linearer Abbildungen A in X (Theorem VIII.8.3 und Theorem VIII.8.4
in [39]). Wir nennen λ dabei einen isolierten Spektralwert der Ordnung m ∈ N ∪ {∞}
genau dann, wenn λ – als isolierter Spektralwert offensichtlich eine isolierte Singularität
der Resolventenabbildung – ein m-facher Pol von ( . − A)−1 ist (wobei wir unter einem
∞-fachen Pol natürlich eine wesentliche Singularität verstehen).
Die algebraische Vielfachheit von λ ist als dimPX definiert, wobei P die Rieszprojek-
tion von A auf {λ} ist. Der isolierte Spektralwert λ heißt halbeinfach genau dann, wenn
die geometrische Vielfachheit von λ mit der algebraischen übereinstimmt, kurz: wenn
dim ker(A−λ) = dimPX. Insbesondere ist λ dann ein Eigenwert. Schließlich nennen wir
λ einfach, wenn die algebraische Vielfachheit von λ gleich 1 ist.
Satz 2.17. Sei A : D ⊂ X → X eine abgeschlossene lineare Abbildung, λ ein isolierter
Spektralwert von A der Ordnung m ∈ N∪{∞} und P die Rieszprojektion von A auf {λ}.
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(i) Sei m ∈ N. Dann ist λ ein Eigenwert von A und
PX = ker(A− λ)n und (1− P )X = im(A− λ)n
für alle natürlichen Zahlen n ≥ m.
(ii) Sei m =∞. Dann ist die algebraische Vielfachheit von λ unendlich.
Beweis. Sei
Un :=
1
2pii
∫
γ
(z −A)−1
(z − λ)n+1 dz
für alle n ∈ Z, wobei γ einen (kreisförmigen) Zykel in ρ(A) bezeichnet, der {λ} einmal
und σ(A) \ {λ} keinmal umläuft. Un ist der n-te Laurentkoeffizient von ( . −A)−1 bei λ.
Wir sehen sofort, dass
UnA ⊂ AUn und UnX ⊂ D
für alle n ∈ Z. Außerdem sehen wir (durch direktes Nachrechnen), dass
(A− λ)Un =
{
Un−1, n ∈ Z \ {0}
U−1 − 1, n = 0
,
woraus sich wiederum ergibt, dass
U−n−1 = (A− λ)nU−1 = (A− λ)nP und P − 1 = U−1 − 1 = (A− λ)nUn−1 (1)
für alle n ∈ N.
(i) Sei nun m ∈ N, dann gilt U−n−1 = 0 für alle n ≥ m. Aus (1) folgt damit, dass
PX ⊂ ker(A− λ)n und (1− P )X ⊂ im(A− λ)n
für alle n ≥ m, woraus sich erneut mithilfe von (1) ergibt, dass (1−P )(ker(A−λ)n) = 0
und P
(
im(A− λ)n) = 0 und daher
PX = ker(A− λ)n und (1− P )X = im(A− λ)n
für alle n ≥ m, wie gewünscht.
(ii) Sei m =∞, dann gilt nach (1)
(A− λ)nP = U−n−1 6= 0
für unendlich viele n ∈ N. Die lineare Abbildung (A − λ)∣∣
PX
ist also nicht nilpotent.
Wegen σ
(
(A− λ)∣∣
PX
)
= {0} (Satz 2.14) kann PX daher nicht endlichdimensional sein,
denn nach einem elementaren Satz der linearen Algebra (über die Trigonalisierbarkeit
linearer Abbildungen in endlichdimensionalen Räumen) ist jede lineare Abbildung in
einem endlichdimensionalen Raum nilpotent, wenn ihr Spektrum gleich {0} ist. 
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2.2.2 Spektraltheorie normaler linearer Abbildungen
Sei A eine lineare Abbildung in H. Dann heißt A bekanntlich normal genau dann, wenn
A dicht definiert und abgeschlossen ist und A∗A = AA∗ gilt.
A heißt (schief)symmetrisch genau dann, wenn A dicht definiert ist und A ⊂ A∗
(A ⊂ −A∗) gilt. Und A heißt (schief)selbstadjungiert genau dann, wenn A dicht definiert
ist und A = A∗ (A = −A∗) gilt, mit anderen Worten: wenn A (schief)symmetrisch ist
und σ(A) ⊂ R (σ(A) ⊂ iR) (Theorem 2.5 in [15] oder Theorem X.1 in [33]).
Schließlich heißt eine lineare Abbildung U : H → H unitär genau dann, wenn U iso-
metrisch und surjektiv ist, mit anderen Worten: wenn U∗U = 1 = UU∗.
(Schief)selbstadjungierte und unitäre lineare Abbildungen sind also offensichtlich nor-
mal. Und auch der folgende Satz ist für (schief)selbstadjungierte und unitäre A offen-
sichtlich.
Satz 2.18. Sei A : D(A) ⊂ H → H normal. Dann gilt D(A∗) = D(A) und ‖A∗x‖ =
‖Ax‖ für alle x ∈ D(A). Insbesondere gilt kerA∗ = kerA.
Beweis. Theorem 13.32 in [34]. 
Sei (X0,A) ein messbarer Raum und sei PE für jedes E ∈ A eine orthogonale Pro-
jektion in H. Dann heißt P Spektralmaß auf (X0,A, H) (Definition IX.1.1 in [8] oder
Definition 12.17 in [34]) genau dann, wenn gilt:
(i) P∅ = 0 und PX0 = idH
(ii) PE∩F = PE PF für alle E,F ∈ A
(iii) P∪∞n=1Enx =
∑∞
n=1 PEnx für alle x ∈ H und alle paarweise disjunkten En ∈ A.
Jedes Spektralmaß P auf (X0,A, H) gibt für alle x, y ∈ H ein komplexes Maß Px,y auf
(X0,A), und zwar so: Px,y(E) := 〈x, PEy〉 für alle E ∈ A. Insbesondere ist Px,x für jedes
x ∈ H mit ‖x‖ = 1 ein Wahrscheinlichkeitsmaß auf (X0,A).
Wir erinnern an Spektralintegrale. Sei f eine einfache messbare Abbildung X0 → C,
das heißt, f ist messbar und nimmt nur endlich viele Werte α1, . . . , αm ∈ C an:
f =
m∑
k=1
αk χEk
für messbare Mengen E1, . . . , Em. Dann heißt∫
f dP :=
m∑
k=1
αk PEk
Spektralintegral von f bzgl. P , wobei P ein Spektralmaß auf (X0,A, H) ist. Der defi-
nierende Ausdruck rechts hängt nicht von der (nichteindeutigen) Darstellung von f als
endliche Linearkombination charakteristischer Funktionen ab.
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Sei f nun eine beliebige messbare Abbildung X0 → C. Dann ist das Spektralintegral∫
f dP von f bzgl. P die Abbildung in H, gegeben durch
D
(∫
f dP
)
:= Df :=
{
x ∈ H :
∫
|f |2 dPx,x <∞
}
und ∫
f dPx := lim
n→∞
∫
fn dPx
für alle x ∈ D(∫ f dP ), wobei die fn einfache messbare Abbildungen X0 → C sind mit
fn(x) −→ f(x) (n→∞) und |fn(x)| ≤ |f(x)| für alle x ∈ X. Solche einfache messbare
Abbildungen fn existieren und der definierende Ausdruck auf der rechten Seite hängt
nicht von der speziellen Wahl solcher fn ab.
Spektralintegrale sind sehr handlich, wie der folgende Satz belegt.
Satz 2.19. Sei P ein Spektralmaß auf (X0,A, H) und seien f, g : X0 → C messbare
Abbildungen. Dann gilt:
(i)
∫
f dP ist linear, dicht definiert und abgeschlossen.
(ii)
∥∥∫ f dPx∥∥2 = ∫ |f |2 dPx,x für alle x ∈ Df .
(iii) D
(∫
f dP +
∫
g dP
)
= Df+g ∩Dg = Df+g ∩Df und∫
f dP +
∫
g dP ⊂
∫
f + g dP.
D
(∫
f dP
∫
g dP
)
= Dfg ∩Dg und(∫
f dP
)(∫
g dP
)
⊂
∫
fg dP.
Insbesondere gilt PE
(∫
f dP
) ⊂ (∫ f dP )PE für alle E ∈ A.
(iv) ker
∫
f dP = P{f=0}H. Insbesondere ist
∫
f dP genau dann injektiv, wenn P{f=0} =
0.
(v)
(∫
f dP
)∗
=
∫
f dP .
Beweis. Die Aussagen (i) bis (iii) und (v) folgen aus Theorem 13.24 in [34]. Zur (sehr
einfachen) Aussage (iv)! Die Inklusion P{f=0}H ⊂ ker
∫
f dP folgt aus (iii). Sei umgekehrt
x ∈ ker ∫ f dP , dann gilt nach (ii)
0 =
∥∥∥∥∫ f dPx∥∥∥∥2 = ∫ |f |2 dPx,x,
das heißt, f = 0 Px,x-fast überall. Also gilt∥∥P{f 6=0}x∥∥2 = 〈x, P{f 6=0}x〉 = Px,x({f 6= 0}) = 0
und damit x = P{f=0}x ∈ P{f=0}H, wie gewünscht. 
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Aus diesem Satz folgt, dass jedes Spektralintegral
∫
f dP normal ist:(∫
f dP
)∗ (∫
f dP
)
=
∫
|f |2 dP =
(∫
f dP
)(∫
f dP
)∗
.
Der folgende überaus wichtige Satz, der Spektralsatz (in der Spektralmaßversion), be-
sagt nun, dass umgekehrt jede normale lineare Abbildung als Spektralintegral dargestellt
werden kann.
Satz 2.20 (Spektralsatz). Sei A eine normale lineare Abbildung in H. Dann existiert
genau ein Spektralmaß auf (C,BC, H) mit
A =
∫
id dP
und für dieses gilt suppP = σ(A), wobei
suppP :=
{
z ∈ C : PUε(z) 6= 0 für alle ε > 0
}
der Träger von P ist.
Beweis. Theorem 13.33 in [34] oder Theorem X.4.11 in [8]. 
Das eindeutige Spektralmaß P aus dem obigen Satz heißt das Spektralmaß von A und
wir werden es künftig mit PA bezeichnen.
Wir weisen darauf hin, dass es neben den geläufigen Zugängen zum Spektralsatz für
beschränkte normale lineare Abbildungen A – dem beispielsweise in Rudins Buch [34]
vorgestellten Zugang über C∗-Algebren oder dem Zugang über den Sonderfall selsbstad-
jungierter A und die Bildung des Produktspektralmaßes (s. etwa Satz VII.1.25 in Werners
Buch [38]) – auch noch andere Zugänge gibt. So ist es beispielsweise möglich elementar
zu zeigen, dass
σ(p(A)) = p(σ(A)) = {p(z) : z ∈ σ(A)}
für alle fast polynomialen Abbildungen p : C → C (Theorem 2 in [5]), worunter wir
Abbildungen p verstehen mit
p(z) = p0(z, z) =
m∑
i,j=0
aijz
i zj
für alle z ∈ C (p0 ein Polynom in zwei Variablen). p(A) steht natürlich abkürzend für∑m
i,j=0 aij A
i (A∗)j . Aus diesem Spektralabbildungssatz für fast polynomiale Abbildungen
folgt, dass die Abbildung
U := {fast polynomiale Abbildungen p : σ(A)→ C} ⊂ C(σ(A))
−→ {beschränkte lineare Abbildungen in H}
p 7→ p(A)
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wohldefiniert ist und dass sie isometrisch ist:
‖p(A)‖ = sup{|w| : w ∈ σ(p(A))} = sup{|p(z)| : z ∈ σ(A)} = ‖p‖C(σ(A))
für alle p ∈ U , denn p(A) ist normal und daher gilt
‖p(A)‖ = rp(A)
nach Satz VI.1.7 in [38]. Außerdem ist U offensichtlich eine Unteralgebra von C(σ(A),C),
die 1 enthält, trennend und konjugationsstabil ist, und U 3 p 7→ p(A) ist ein Algebrenho-
momorphismus. Der Satz von Stone, Weierstraß (Theorem V.4.7 in [2]) ergibt also, dass
U dicht liegt in C(σ(A),C), das heißt, der angesprochene isometrische Algebrenhomo-
morphismus ist fortsetzbar zu einem ebenfalls isometrischen Algebrenhomomorphismus
C(σ(A)) 3 f 7→ f(A), dem sog. stetigen Funktionalkalkül von A. Zu beachten ist dabei,
dass wir nicht mit der (hinsichtlich des Spektralabbildungssatzes) viel einfacheren Unter-
algebra der polynomialen Abbildungen p0 : σ(A) → C arbeiten können, weil diese eben
für allgemeine normale A nicht konjugationsstabil ist.
Aus dem stetigen Funktionalkalkül ergibt sich der Spektralsatz für beschränkte nor-
male A dann ohne größere Schwierigkeiten: der rieszsche Satz (über den bijektiven Zu-
sammenhang zwischen i ∈ C0(σ(A))′ = C(σ(A))′ und den regulären komplexen Maßen
µ auf (σ(A),Bσ(A)) (Theorem C.18 in [8])) liefert das gesuchte Spektralmaß von A.
Proposition 2.21. Sei A normal mit Spektralmaß PA. Dann gilt:
(i) λ ist Eigenwert von A genau dann, wenn PA{λ} 6= 0, mehr noch:
ker(A− λ) = PA{λ}H
für alle λ ∈ C.
(ii)
∥∥(z −A)−1∥∥ = (dist(z, σ(A)))−1 für alle z ∈ ρ(A).
(iii) Wenn σ eine kompakte in σ(A) isolierte Untermenge von σ(A) ist, dann ist die
Rieszprojektion von A auf σ gleich PAσ (eine orthogonale Projektion). Insbesondere
stimmt die algebraische Vielfachheit eines isolierten Spektralwerts λ von A mit der
geometrischen Vielfachheit überein und λ ist also ein Eigenwert von A.
Beweis. Aussage (i) folgt aus Satz 2.19 (iv) und Aussage (ii) und (iii) folgen aus
(z −A)−1 =
∫
1
z − w dP
A(w) =
∫
σ(A)
1
z − w dP
A(w),
was sich wiederum aus Satz 2.19 (iii) und suppPA = σ(A) ergibt. 
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2.3 Stark stetige Halbgruppen
Wir erinnern zunächst an die Definition stark stetiger Halbgruppen und der Erzeuger
stark stetiger Halbgruppen.
Sei T (t) für jedes t ∈ [0,∞) eine beschränkte lineare Abbildung in X. Dann heißt T
stark stetige Halbgruppe auf X genau dann, wenn
(i) T (0) = 1 und T (t+ s) = T (t)T (s) für alle s, t ∈ [0,∞)
(ii) die Abbildung [0,∞) 3 t 7→ T (t)x (rechtsseitig) stetig ist in 0 für alle x ∈ X, das
heißt T (h)x −→ x (h↘ 0).
Sei T eine stark stetige Halbgruppe auf X. Dann heißt die lineare Abbildung A, die
gegeben ist durch
D(A) :=
{
x ∈ X : [0,∞) 3 t 7→ T (t)x ist (rechtsseitig) differenzierbar in 0},
Ax := lim
h↘0
T (h)x− x
h
,
der Erzeuger von T . Wir sagen auch, A erzeuge T .
Beispiel 2.22. Sei A eine beschränkte lineare Abbildung in X und
T (t) := eAt =
∞∑
n=0
An
n!
tn
für alle t ∈ [0,∞). Wie man leicht nachprüft, ist T dann eine stark stetige Halbgruppe
auf X und A ist der Erzeuger von T . Jede beschränkte lineare Abbildung in X erzeugt
also eine stark stetige Halbgruppe auf X. J
Proposition 2.23. Sei T eine stark stetige Halbgruppe auf X. Dann gibt es Zahlen
M ∈ [1,∞) und ω ∈ R, sodass
‖T (t)‖ ≤Meωt
für alle t ∈ [0,∞), und [0,∞) 3 t 7→ T (t)x ist stetig für alle x ∈ X.
Beweis. Proposition I.5.3 und Proposition I.5.5 in [12]. 
Wir nennen ein ω wie in der obigen Proposition einen Wachstumsexponenten von T
und das Infimum der Wachstumsexponenten
ωT := inf
{
ω ∈ R : es gibt ein Mω ∈ [1,∞), sodass ‖T (t)‖ ≤Mω eωt für alle t ∈ [0,∞)
}
heißt Wachstumsschranke von T . Sie ist nach obiger Proposition enthalten in R∪ {−∞}
und kann jeden der Werte darin annehmen (Beispiel I.5.7 (i) und (iii) in [12]). Zu beachten
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ist, dass die Wachstumsschranke kein Wachstumsexponent sein muss, wie man etwa an
dem Beispiel
T (t) := eAt für alle t ∈ [0,∞) mit A :=
(
0 1
0 0
)
sieht, in dem die Wachstumsschranke gleich 0 ist und daher kein Wachstumsexponent
ist. T heißt Quasikontraktionshalbruppe bzw. Kontraktionshalbgruppe genau dann, wenn
ein ω ∈ R bzw. ein ω ∈ (−∞, 0] existiert, sodass ‖T (t)‖ ≤ eωt für alle t ∈ [0,∞).
Sei T eine stark stetige Halbgruppe auf X und A ihr Erzeuger. Dann ist die Abbildung
[0,∞) 3 t 7→ T (t)x rechtsseitig differenzierbar für alle x ∈ D(A) mit rechtsseitiger
Ableitung t 7→ T (t)Ax, denn es gilt ja T (t + h) = T (t)T (h) für alle t, h ∈ [0,∞).
Insbesondere ist T (t)x ∈ D(A) für alle x ∈ D(A) und es gilt
AT (t)x = lim
h↘0
T (t+ h)x− T (t)x
h
= T (t)Ax
für alle x ∈ D(A) und alle t ∈ [0,∞), kurz: AT (t) ⊃ T (t)A für alle t ∈ [0,∞). Außerdem
ist die eben erwähnte rechtsseitige Ableitung nach Proposition 2.23 stetig, mithilfe von
Satz 2.2 folgt also, dass [0,∞) 3 t 7→ T (t)x beidseitig stetig differenzierbar ist für alle
x ∈ D(A), und daraus wiederum ergibt sich mithilfe von Lemma 2.7 und der Dichtheit
von D(A) (Satz 2.24) leicht, dass A außer T keine weitere stark stetige Halbgruppe auf
X erzeugt (s. Theorem II.1.4 in [12]). Wir können daher von der von A erzeugten stark
stetigen Halbgruppe sprechen und diese symbolisch auch mit eA . bezeichnen (was sich
mit Beispiel 2.22 verträgt).
Außerdem können wir deshalb die Wachstumsschranke von T auch mit ωA bezeichnen:
ωA := ωeA . = ωT .
Satz 2.24. Sei T eine stark stetige Halbgruppe auf X mit Erzeuger A und seien M ∈
[1,∞) und ω ∈ R, sodass ‖T (t)‖ ≤Meωt für alle t ∈ [0,∞). Dann gilt:
(i) A ist eine dicht definierte abgeschlossene lineare Abbildung
(ii) {z ∈ C : Re z > ω} ⊂ ρ(A) und es gilt∥∥(z −A)−n∥∥ ≤ M
(Re z − ω)n
für alle n ∈ N und alle z ∈ C mit Re z > ω.
Beweis. Theorem II.1.4, Theorem II.1.10 und Korollar II.1.11 in [12]. 
Aus diesem Satz folgt unmittelbar, dass
σ(A) ⊂ {z ∈ C : Re z ≤ ωA},
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mit anderen Worten: die Spektralschranke sA von A ist kleiner oder gleich ωA, wobei
sA := sup{Re z : z ∈ σ(A)}.
Spektralschranke und Wachstumsschranke stimmen (in Anwendungen) häufig überein
(Korollar IV.3.11, Korollar IV.3.12 und Lemma V.1.9 in [12]), so etwa auch in unserem
Anwendungsbeispiel aus Abschnitt 8 (nach Theorem VI.1.15 in [12]).
Beispiel 2.25. (i) Sei (X0,A, µ) ein Maßraum, X := Lp(X0,C) und f eine messbare
Abbildung X0 → C, sodass Re f(x) ≤ ω für fast alle x ∈ X0 (für eine von x unabhängige
reelle Zahl ω). Sei (
T (t)g
)
(x) := ef(x) tg(x)
für alle g ∈ X und alle t ∈ [0,∞). Dann ist T eine stark stetige Halgbgruppe (lebes-
guescher Satz!), eine sog. Multiplikationshalbgruppe, und es gilt ‖T (t)‖ ≤ eωt für alle
t ∈ [0,∞). Sei A der Erzeuger von T , dann gilt A = Mf . Sei nämlich g ∈ D(A). Dann
gilt
T (h)g − g
h
−→ Ag (h↘ 0)
und daher existiert (beispielsweise nach Satz VI.4.3 und Korollar VI.4.13 in [11]) eine
Folge (hn) in (0,∞), sodass hn −→ 0 (n→∞) und
ef(x)hn − 1
hn
g(x) =
(T (hn)g − g
hn
)
(x) −→ (Ag)(x) (n→∞)
für fast alle x ∈ X0. Also gilt fg = Ag und damit A ⊂Mf . Da erstens {Re z > ω} ⊂ ρ(A)
nach Satz 2.24 und zweitens {Re z > ω} ⊂ ρ(Mf ) nach Beispiel 2.12, gilt ρ(A)∩ρ(Mf ) 6=
∅ und daher (nach Aufgabe IV.1.21 (5)) A = Mf , wie behauptet.
(ii) Sei X := Lp(R,C) und sei (
T (t)f
)
(x) := f(x+ t)
für alle f ∈ X und alle t ∈ [0,∞). Dann ist T , wie man leicht sieht (s. Beispiel I.5.4
in [12]), eine stark stetige Halbgruppe auf X, eine sog. Translationshalbgruppe, und es
gilt ‖T (t)‖ ≤ 1 für alle t ∈ [0,∞). Sei A der Erzeuger von T , dann ist A gegeben durch
die schwache Ableitung auf W 1,p(R), genauer: A = B, wobei
D(B) := W 1,p(R,C) := {f ∈ Lp(R,C) : f schwach differenzierbar und f ′ ∈ Lp(R)}
und Bf := f ′ (schwache Ableitung). Sei nämlich f ∈ D(A). Dann gilt einerseits∫ (T (h)f − f
h
)
(x)ϕ(x) dx −→
∫ (
Af
)
(x)ϕ(x) dx (h↘ 0)
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für alle ϕ ∈ C∞c (R,C) und andererseits∫ (T (h)f − f
h
)
(x)ϕ(x) dx =
∫
f(x)
ϕ(x− h)− ϕ(x)
h
dx
−→ −
∫
f(x)ϕ′(x) dx (h→ 0)
für alle ϕ ∈ C∞c (R,C), woraus sich ergibt, dass f schwach differenzierbar ist mit schwa-
cher Ableitung f ′ = Af . Also ist A ⊂ B und aus Satz 2.24 und Proposition II.2.10
in [12] folgt, dass ρ(A) ∩ ρ(B) 6= ∅ und daher wieder mithilfe von Aufgabe IV.1.21 (5),
dass A = B, wie gewünscht. J
Der folgende ungemein wichtige Satz von Hille, Yosida kehrt die Aussage von Satz 2.24
um.
Satz 2.26 (Hille, Yosida). Sei A eine lineare Abbildung in X, die (i) und (ii) aus
Satz 2.24 erfüllt. Dann erzeugt A (genau) eine stark stetige Halbgruppe auf X.
Beweis. Theorem II.3.8 in [12]. 
Dieser Satz vereinfacht sich deutlich, wenn A normal ist. Die Voraussetzung, dass (i)
und (ii) aus Satz 2.24 erfüllt sind, wird dann nämlich zu
σ(A) ⊂ {z ∈ C : Re z ≤ ω}
(nach Satz 2.19 (ii) und (iii)) und die von A erzeugte stark stetige Halbgruppe T ist
gegeben durch ein Spektralintegral:
T (t) = eAt =
∫
ezt dPA(z)
für alle t ∈ [0,∞), wovon man sich ebenfalls mithilfe von Satz 2.19 (ii) und Auf-
gabe IV.1.21 (5) in [12] überzeugt. Wenn A sogar schiefselbstadjungiert ist, dann ist
σ(A) ⊂ iR, das heißt,
U(t) :=
∫
ezt dPA(z)
ist für alle t ∈ R unitär (nach Satz 2.19 (iii) und (v)) und R 3 t 7→ U(t)x ist stark stetig,
kurz: U ist eine stark stetige unitäre Gruppe.
Der Satz von Stone (Theorem X.5.6 in [8]) besagt, dass umgekehrt jede stark stetige
unitäre Gruppe einen schiefselbstadjungierten Erzeuger hat.
Der nachfolgende Satz von Lumer, Phillips ist eine oft nützliche Charakterisierung von
Kontraktionshalbgruppenerzeugern, die ohne Resolventenabschätzungen auskommt. Sie
benützt stattdessen den Begriff der Dissipativität, an den wir kurz erinnern wollen. Sei
A eine lineare Abbildung in H. Dann heißt A dissipativ genau dann, wenn
Re 〈x,Ax〉 ≤ 0
für alle x ∈ D(A) (s. Proposition II.3.23 und Aufgabe II.3.25 in [12]).
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Satz 2.27 (Lumer, Phillips). Sei A eine dicht definierte lineare Abbildung in H. Dann
erzeugt A genau dann eine Kontraktionshalbgruppe auf H, wenn A dissipativ ist und
λ−A surjektiv ist für ein λ ∈ (0,∞).
Beweis. Theorem II.3.15 und Proposition II.3.14 in [12]. 
Schließlich führen wir noch eine abkürzende Sprechweise ein, die im Zusammenhang
mit Satz 4.2, einem unserer trivialen Adiabatensätze, natürlich erscheint. Sei T eine stark
stetige Halbgruppe auf X mit Erzeuger A. Wir nennen dann
ω′T , ω
′
A := inf
{
ω ∈ R : ‖T (t)‖ ≤ eωt für alle t ∈ [0,∞)}
die quasikontraktive Wachstumsschranke von T . Sie ist enthalten in R ∪ {∞} und ist
kleiner als ∞ genau dann, wenn T eine Quasikontraktionshalbgruppe erzeugt. In diesem
Fall ist sie ein Wachstumsexponent von T . Insbesondere ist die Wachstumsschranke von
T kleiner oder gleich der quasikontraktiven Wachstumsschranke: ωA ≤ ω′A.
Darüberhinaus besteht aber kein allgemeiner Zusammenhang zwischen Wachstums-
schranke und quasikontraktiver Wachstumsschranke, denn zu jedem (ω1, ω2) ∈ R2 mit
ω1 ≤ ω2 existiert eine stark stetige Halbgruppe T , sodass ωT = ω1 und ω′T = ω2. Warum?
Sei
A(α) :=
(
ω1 α
0 ω1
)
für alle α ∈ [0,∞). Dann ist ωA(α) = sA(α) = ω1 nach Korollar IV.3.12 in [12] für alle
α ∈ [0,∞) und die Abbildung α 7→ ω′A(α) ist stetig, monoton wachsend und unbeschränkt
und ω′A(0) = ω1, das heißt, es gibt ein α0 ∈ [0,∞), sodass ω′A(α0) = ω2, womit wir gezeigt
haben, was zu zeigen war.
2.4 Störungstheorie
Wir vermerken zunächst einen elementaren Satz zur stetigen Abhängigkeit des Spektrums
beschränkter linearer Abbildungen A(t) vom Parameter, der besagt, dass das Spektrum
von jeder festen Stelle t0 aus gesehen nicht plötzlich (unkontrolliert) wächst.
Proposition 2.28. Sei A(t) für jedes t ∈ I eine beschränkte lineare Abbildung in X und
t 7→ A(t) stetig. Dann ist t 7→ σ(A(t)) oberhalbstetig.
Beweis. Das folgt mithilfe der neumannschen Reihe. 
I.a. ist t 7→ σ(A(t)) allerdings nicht auch unterhalbstetig, wie Beispiel IV.3.8 in [20]
zeigt: dort existiert eine Stelle t0 ∈ I, sodass σ(A(t0)) = U1(0), während σ(A(t)) =
∂U1(0) für alle t in einer punktierten Umgebung von t0. Von t0 aus gesehen schrumpft
dort das Spektrum also plötzlich.
Was wir zusätzlich voraussetzen müssen, um auch die Unterhalbstetigkeit (und damit
wegen obiger Proposition die Stetigkeit) von t 7→ σ(A(t)) zu bekommen, klären wir in
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Proposition 2.32.
Seien An, A abgeschlossene lineare Abbildungen in X (nicht notwendig dicht defi-
niert). Dann konvergieren die An im verallgemeinerten Sinn gegen A genau dann, wenn
dˆ(An, A) −→ 0 (n → ∞), wobei dˆ die in Abschnitt IV.2.4 von [20] definierte Metrik
auf der Menge aller abgeschlossenen linearen Abbildungen in X ist. Wir schreiben dafür
kurz
An −→ A (n→∞) im verallgemeinerten Sinn.
Sei J ein Intervall in R und sei A(t) für jedes t ∈ J eine abgeschlossene lineare Abbil-
dung in X. Dann heißt die Abbildung t 7→ A(t) stetig (in t0 ∈ J) im verallgemeinerten
Sinn genau dann, wenn sie stetig (in t0) bzgl. der Metrik dˆ ist. Anders gesagt: t 7→ A(t)
ist stetig in t0 im verallgemeinerten Sinn genau dann, wenn A(tn) −→ A(t0) (n → ∞)
im verallgemeinerten Sinn für jede Folge (tn) in J mit tn −→ t0 (n→∞).
Wir geben nun eine Charakterisierung der verallgemeinerten Konvergenz (Theorem
IV.2.25 in [20]) unter der Voraussetzung ρ(A) 6= ∅. Diese Zusatzvoraussetzung ist in
Anwendungen wohl meistens erfüllt – wenigstens für Halbgruppenerzeuger (insbesondere
schiefselbstadjungierte) A ist sie immer erfüllt (Satz 2.24) – und Reed, Simon dient
folgende Charakterisierung denn auch als Definition der verallgemeinerten Konvergenz
(Definition in Abschnitt VIII.7 von [32]).
Satz 2.29. Seien A, An abgeschlossene lineare Abbildungen in X und sei ρ(A) 6= ∅.
Dann sind folgende Aussagen äquivalent:
(i) An −→ A (n→∞) im verallgemeinerten Sinn
(ii) für alle z ∈ ρ(A) gilt: z ∈ ρ(An) für genügend große n und (An − z)−1 −→ (A −
z)−1 (n→∞)
(iii) für ein z ∈ ρ(A) gilt: z ∈ ρ(An) für genügend große n und (An − z)−1 −→
(A− z)−1 (n→∞)
Insbesondere folgt aus diesem Satz mithilfe von Lemma 2.8, dass An −→ A (n→∞)
im verallgemeinerten Sinn für beschränkte An, A genau dann gilt, wenn An −→ A (n→
∞) im gewöhnlichen Sinn (das heißt bzgl. der Normoperatortopologie).
Der nachfolgende Satz ist, wie man mithilfe des obigen Satzes 2.29 (und der Tatsache,
dass die Spektren σ(A(t)) unter den Voraussetzungen von Proposition 2.28 gleichmäßig
in t ∈ I beschränkt sind) leicht sieht, eine Verallgemeinerung von Proposition 2.28.
Satz 2.30. Sei A(t) für jedes t ∈ I eine abgeschlossene lineare Abbildung in X und
t 7→ A(t) stetig an der Stelle t0 ∈ I im verallgemeinerten Sinn. Sei weiter K eine
kompakte Untermenge von ρ(A(t0)). Dann existiert eine in I offene Umgebung Ut0 von
t0, sodass K ⊂ ρ(A(t)) für alle t ∈ Ut0.
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Beweis. Das folgt aus Theorem IV.3.1 in Katos Buch [20]: dieser Satz besagt, dass ein
δ > 0 existiert, sodass K ⊂ ρ(B) für alle abgeschlossenen linearen Abbildungen B in X
mit dˆ(B,A) < δ (beachte den in Abschnitt IV.2.4 von [20] beschriebenen Zusammenhang
zwischen dˆ und δˆ), und zu diesem δ existiert wegen der verallgemeinerten Stetigkeit von
t 7→ A(t) in t0 eine in I offene Umgebung Ut0 , sodass dˆ(A(t), A) < δ für alle t ∈ Ut0 . 
Auf den folgenden Satz – eine Verallgemeinerung des obigen Satzes – werden wir im Ab-
schnitt über Adiabatensätze mit Spektrallücke häufig zurückgreifen. Im Fall beschränkter
A(t) folgt er (sehr elementar) genau wie Proposition 2.28.
Satz 2.31. Sei A(t) für jedes t ∈ I eine abgeschlossene lineare Abbildung in X und
t 7→ A(t) stetig im verallgemeinerten Sinn. Dann ist
U := {(t, z) ∈ I × C : z ∈ ρ(A(t))}
offen in I × C und U 3 (t, z) 7→ (A(t)− z)−1 ist stetig.
Beweis. Sei (t0, z0) ∈ U . Dann existiert nach Theorem IV.3.15 in [20] zu jedem ε > 0 ein
δ > 0, sodass z ∈ ρ(B) und ∥∥(B − z)−1 − (A(t0)− z0)−1∥∥ < ε für alle abgeschlossenen
linearen Abbildungen B in X mit dˆ(B,A) < δ und alle z ∈ C mit |z − z0| < δ. Wegen
der verallgemeinerten Stetigkeit von t 7→ A(t) in t0 folgt nun die Behauptung. 
Jetzt können wir, wie nach Proposition 2.28 angekündigt, (topologisch und analytisch)
klären, wann genau unter den Voraussetzungen dieser Proposition sogar Unterhalbste-
tigkeit (und damit Stetigkeit) von t 7→ σ(A(t)) vorliegt.
Proposition 2.32. Sei A(t) wie in Proposition 2.28. Dann sind folgende Aussagen äqui-
valent:
(i) t 7→ σ(A(t)) ist unterhalbstetig
(ii)
⋃
t∈I{t} × C \ Uε
(
σ(A(t))
)
ist abgeschlossen für jedes ε > 0
(iii) zu jedem ε > 0 existiert eine Zahl Mε, sodass
∥∥(A(t)− z)−1∥∥ ≤ Mε für alle z ∈
C \ Uε
(
σ(A(t))
)
und t ∈ I.
Insbesondere ist t 7→ σ(A(t)) unterhalbstetig, wenn die A(t) alle normal oder die Spektren
σ(A(t)) alle endlich sind.
Beweis. Sei (i) erfüllt. Sei ε > 0 und (t0, z0) ∈ I×C sowie (tn, zn) eine Folge in
⋃
t∈I{t}×
C \ Uε
(
σ(A(t))
)
mit (tn, zn) −→ (t0, z0) (n → ∞). Angenommen, z0 ∈ Uε(σ(A(t0)).
Dann existiert ein ε′ ∈ (0, ε) mit z ∈ Uε′(σ(A(t0)) und daher existiert auch ein ε0 > 0,
sodass Uε0(z) ⊂ Uε′(σ(A(t0)). Da einerseits zn −→ z0 (n → ∞), gilt zn ∈ Uε0(z) für
genügend große n, und da andererseits t 7→ σ(A(t)) nach (i) unterhalbstetig in t0 ist, gilt
Uε′(σ(A(t0)) ⊂ Uε(σ(A(tn)) für genügend große n. Also gilt insgesamt
zn ∈ Uε0(z) ⊂ Uε′(σ(A(t0)) ⊂ Uε(σ(A(tn))
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für n groß genug, was imWiderspruch dazu steht, dass (tn, zn) ∈
⋃
t∈I{t}×C\Uε
(
σ(A(t))
)
für alle n ∈ N. Unsere Annahme war also falsch und die Abgeschlossenheit von ⋃t∈I{t}×
C \ Uε
(
σ(A(t))
)
folgt.
Sei (ii) erfüllt. Sei R eine positive Zahl mit supt∈I ‖A(t)‖ ≤ R. Dann gilt σ(A(t)) ⊂
UR(0) für alle t ∈ I und∥∥(z −A(t))−1∥∥ = ∥∥∥∥1z (1− A(t)z )−1
∥∥∥∥ ≤ 1R
für alle z ∈ C \ U2R(0) und alle t ∈ I (neumannsche Reihe!).
Sei nun ε > 0. Da t 7→ A(t) stetig und damit stetig im verallgemeinerten Sinn ist,
ist nach Satz 2.31 U := {(t, z) ∈ I × C : z ∈ ρ(A(t))} offen und die Abbildung U 3
(t, z) 7→ (A(t)−z)−1 stetig und daher lokal beschränkt. Insbesondere ist diese Abbildung
beschränkt auf der nach (ii) kompakten Untermenge⋃
t∈I
{t} × C \ Uε
(
σ(A(t))
) ∩ I × U2R(0) = ⋃
t∈I
{t} × U2R(0) \ Uε
(
σ(A(t))
)
von U .
Also haben wir insgesamt, dass (t, z) 7→ (A(t)− z)−1 beschränkt ist auf ⋃t∈I{t}×C \
Uε
(
σ(A(t))
)
, wie gewünscht.
Sei (iii) erfüllt. Sei t0 ∈ I und sei ε > 0. Dann existiert eine in I offene Umgebung Ut0 ,
sodass
‖A(t)−A(t0)‖ ≤ 1
2Mε
für alle t ∈ Ut0 .
Sei t ∈ Ut0 und sei z /∈ Uε(σ(A(t)). Dann gilt nach (iii)
∥∥(A(t)− z)−1∥∥ ≤ Mε, und
daraus folgt, dass 1− (A(t0)−A(t))(z −A(t))−1 und damit auch
z −A(t0) =
(
1− (A(t0)−A(t))(z −A(t))−1
)
(z −A(t))
invertierbar ist.
Also haben wir σ(A(t0)) ⊂ Uε(σ(A(t)) für alle t ∈ Ut0 , was die gewünschte Unter-
halbstetigkeit von t 7→ σ(A(t)) ergibt.
Seien nun die A(t) alle normal. Dann ist Aussage (iii) erfüllt mit Mε := 1ε (Propositi-
on 2.21) und die Unterhalbstetigkeit folgt aus dem eben Bewiesenen.
Seien schließlich die Spektren σ(A(t)) der A(t) alle endlich. Wir zeigen durch Wi-
derspruch, dass t 7→ σ(A(t)) dann tatsächlich unterhalbstetig ist. Angenommen also,
t 7→ σ(A(t)) sei nicht unterhalbstetig in der Stelle t0. Dann existiert, da σ(A(t0)) ja
endlich ist, ein λ0 ∈ σ(A(t0)), eine positive Zahl ε0 > 0 und eine Folge (tn) in I, sodass
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tn −→ t0 (n→∞) und λ0 /∈ Uε0(σ(A(tn))) für alle n ∈ N und σ(A(t0))∩Uε0(λ0) = {λ0}.
Wir sehen, dass σ(A(tn))∩Uε0(λ0) = ∅ für alle n ∈ N, und darüberhinaus nach Satz 2.30,
dass eine in I offene Umgebung Ut0 von t0 existiert, sodass ∂U ε0
2
(λ0) ⊂ ρ(A(t)) für alle
t ∈ Ut0 . Sei nun
P0(t) :=
1
2pii
∫
∂U ε0
2
(λ0)
(z −A(t))−1 dz
für alle t ∈ Ut0 . Dann ist Ut0 3 t 7→ P0(t) stetig, denn Ut0 × ∂U ε0
2
(λ0) 3 (t, z) 7→
(z−A(t))−1 ist ja stetig nach Satz 2.31 und wir können den lebesgueschen Satz anwenden.
Weiter ist P0(t) für jedes t ∈ Ut0 die Rieszprojektion von A(t) auf σ(A(t))∩U ε0
2
(λ0), und
daher gilt P0(tn) = 0 für alle n ∈ N und P0(t0) 6= 0. Das widerspricht nach Lemma 2.10
der Stetigkeit von Ut0 3 t 7→ P0(t). 
Schließlich noch ein einfacher Störungssatz für Halbgruppenerzeuger.
Satz 2.33. Sei A Erzeuger einer stark stetigen Halbgruppe auf X, sodass
∥∥eAt∥∥ ≤Meωt
für alle t ∈ [0,∞), und sei B eine beschränkte lineare Abbildung in X. Dann ist auch
A+B Erzeuger einer stark stetigen Halbgruppe auf X und es gilt∥∥∥e(A+B)t∥∥∥ ≤Me(ω+M‖B‖)t
für alle t ∈ [0,∞).
Beweis. Theorem III.1.3 in [12]. 
Wenn A sogar eine Kontraktionshalbgruppe erzeugt, dann haben wir einen weiter
gehenden Störungssatz (Theorem III.2.7 in [12]), der den Satz von Kato, Rellich (Theo-
rem V.4.3 in [20] oder Theorem X.12 in [33]) verallgemeinert: es genügt dann, wenn
die Störung B (wie A) dissipativ ist und A-beschränkt mit A-Schranke kleiner als 1
(Definition in Abschnitt IV.1.1 von [20]).
3 Zeitentwicklungen
3.1 Der Zeitentwicklungsbegriff
In diesem Abschnitt bezeichnet J := [a, b] stets ein nichttriviales kompaktes Intervall in
R und ∆J := {(s, t) ∈ J2 : s ≤ t}. Außerdem schreiben wir von nun an immer ∆ für ∆I .
Wir vereinbaren zunächst, was wir unter wohlgestellten Anfangswertproblemen verste-
hen wollen. Die folgende Definition ist angelehnt an Definition II.3.2 in [22].
Sei A(t) für jedes t ∈ J eine lineare Abbildung D ⊂ X → X. Wir sagen, die Anfangs-
wertprobleme zu A seien wohlgestellt, genau dann, wenn gilt:
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(i) das Anfangswertproblem
y′ = A(t)y, y(s) = x
ist eindeutig lösbar auf [s, b] für alle x ∈ D und alle s ∈ [a, b). y( . , s, x) bezeichnet
die eindeutige Lösung des obigen Anfangswertproblems für s ∈ [a, b) und x ∈ D
und y(b, b, x) := x für alle x ∈ D.
(ii) ∆J 3 (s, t) 7→ y(t, s, x) ist stetig für alle x ∈ D und y(t, s, xn) −→ 0 (n → ∞)
gleichmäßig in (s, t) ∈ ∆J für alle (xn) in D mit xn −→ 0 (n→∞).
Die Anfangswertprobleme zu A sind also, wie man das erwartet, wohlgestellt genau
dann, wenn sie eindeutig lösbar sind und deren Lösung (in einem gewissen Sinne) stetig
von den Anfangsdaten abhängt.
Jetzt führen wir den für alles weitere sehr wichtigen Zeitentwicklungsbegriff ein.
Sei A(t) für jedes t ∈ J eine lineare Abbildung D ⊂ X → X und U(t, s) für jedes
(s, t) ∈ ∆J eine beschränkte lineare Abbildung in X. Dann heißt U Zeitentwicklung zu
A genau dann, wenn gilt:
(i) [s, b] 3 t 7→ U(t, s)x löst das Anfangswertproblem
y′ = A(t)y, y(s) = x
für alle x ∈ D und alle s ∈ [a, b) und U(t, s)U(s, r) = U(t, r) für alle (r, s), (s, t) ∈
∆J
(ii) ∆J 3 (s, t) 7→ U(t, s)x ist stetig für alle x ∈ X.
U heißt Zeitentwicklung (schlechthin) in X genau dann, wenn ein dichter Unterraum D
von X und lineare Abbildungen A(t) : D ⊂ X → X existieren, sodass U eine Zeitent-
wicklung zu A ist.
Schließlich schreiben wir auch U(t) für U(t, 0), falls J = [0, b] und U eine Zeitentwick-
lung (auf J) ist.
Dieser Zeitentwicklungsbegriff ist sehr natürlich, wie der folgende Satz zeigt (vgl. die
Ausführungen in [22], die sich an Definition II.3.2 anschließen).
Satz 3.1. Sei A(t) für jedes t ∈ J eine lineare Abbildung D ⊂ X → X. Dann sind
die Anfangswertprobleme zu A genau dann wohlgestellt, wenn eine Zeitentwicklung zu A
existiert.
Beweis. Seien die Anfangswertprobleme zu A wohlgestellt. Sei U0(t, s)x := y(t, s, x) für
alle (s, t) ∈ ∆J und alle x ∈ D, wobei die y( . , s, x) die eindeutigen Lösungen der zu
A gehörigen Anfangswertprobleme seien und y(b, b, x) := x. Dann ist U0(t, s) für alle
(s, t) ∈ ∆J offensichtlich eine lineare Abbildung D → X, die zudem beschränkt ist.
Sei nämlich (xn) in D mit xn −→ 0 (n → ∞), dann gilt wegen der Wohlgestelltheit
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U0(t, s)xn = y(t, s, xn) −→ 0 (n → ∞), was die Beschränktheit von U0(t, s) beweist.
Weiter gilt
sup
(s,t)∈∆J
‖U0(t, s)‖ <∞.
Andernfalls gäbe es nämlich eine Folge (sn, tn) in ∆J und eine Folge (xn) in D, sodass
xn −→ 0 (n→∞) und ‖U0(tn, sn)xn‖ ≥ 1 für alle n ∈ N,
was der Wohlgestelltheit widerspräche. Wir können also U0(t, s) für alle (s, t) ∈ ∆J
fortsetzen zu einer beschränkten linearen Abbildung U(t, s) auf ganz X und für diese gilt
sup
(s,t)∈∆J
‖U(t, s)‖ = sup
(s,t)∈∆J
‖U0(t, s)‖ <∞.
Daraus folgt, da (s, t) 7→ y(t, s, x) = U(t, s)x wegen der Wohlgestelltheit stetig ist
für alle x ∈ D, dass (s, t) 7→ U(t, s)x auch für alle x ∈ X stetig ist. Außerdem gilt
U(t, s)U(s, r) = U(t, r) für alle (r, s), (s, t) ∈ ∆J , denn für beliebiges (r, s) ∈ ∆J und
x ∈ D lösen die Abbildungen [s, b] 3 t 7→ U(t, s)U(s, r)x und [s, b] 3 t 7→ U(t, r)x beide
das Anfangswertproblem
y′ = A(t)y, y(s) = U(s, r)x
auf [s, b], das aufgrund der Wohlgestelltheit eindeutig lösbar ist auf [s, b]. Also ist U eine
Zeitentwicklung zu A ist.
Sei umgekehrt eine Zeitentwicklung U zu A gegeben. Dann ist für jedes x ∈ D und
jedes s ∈ [a, b) das Anfangswertproblem
y′ = A(t)y, y(s) = x
lösbar auf [s, b], und zwar durch [s, b] 3 t 7→ U(t, s)x. Wir müssen zeigen, dass dieses An-
fangswertproblem auch eindeutig lösbar sind. Sei also y irgendeine Lösung dieses Anfangs-
wertproblems. Dann ist für beliebiges t ∈ (s, b] die Abbildung [s, t] 3 τ 7→ U(t, τ)y(τ)
rechtsseitig differenzierbar und die rechtsseitige Ableitung verschwindet, denn
U(t, τ + h)z − U(t, τ)z
h
= −U(t, τ + h) U(τ + h, τ)z − z
h
−→ −U(t, τ)A(τ)z (h↘ 0)
für alle z ∈ D und alle τ ∈ [s, t). Aus Lemma 2.1 folgt damit, dass [s, t] 3 τ 7→ U(t, τ)y(τ)
konstant ist und also
y(t)− U(t, s)x = U(t, τ)y(τ)∣∣τ=t
τ=s
= 0
für alle t ∈ [s, b]. Das Anfangswertproblem ist daher eindeutig lösbar und aufgrund
der starken Stetigkeit von U haben wir auch die stetige Abhängigkeit (im Sinne unse-
rer Definition von Wohlgestelltheit). Die Anfangsertprobleme zu A sind also tatsächlich
wohlgestellt. 
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Die folgende Proposition ergibt sich unmittelbar aus der Definition und obigem Satz.
Proposition 3.2. Sei A(t) für jedes t ∈ J eine lineare Abbildung D ⊂ X → X. Dann
existiert höchstens eine Zeitentwicklung zu A.
Beweis. Seien U und V zwei Zeitentwicklungen zu A, dann stimmen die Abbildungen
[s, b] 3 t 7→ U(t, s)x und [s, b] 3 t 7→ V (t, s)x für alle x ∈ D und alle s ∈ [a, b) überein,
da die Anfangswertprobleme nach Satz 3.1 eindeutig lösbar sind. Also gilt
U(t, s)x = V (t, s)x
für alle x ∈ D und alle (s, t) ∈ ∆J mit s ∈ [a, b). Wegen der Beschränktheit der U(t, s)
und V (t, s) und starken Stetigkeit von U und V gilt dies auch für x ∈ X und s = b. 
Auf die nächste Proposition werden wir immer wieder zurückgreifen: sie erlaubt es zwei
Zeitentwicklungen miteinander zu vergleichen.
Proposition 3.3. Sei A(t) für jedes t ∈ J eine lineare Abbildung D ⊂ X → X und
U(t, s) für jedes (s, t) ∈ ∆J eine beschränkte lineare Abbildung in X, sodass [s, b] 3 t 7→
U(t, s)x das Anfangswertproblem
y′ = A(t)y, y(s) = x
für alle x ∈ D und alle s ∈ [a, b) löst, und ∆J 3 (s, t) 7→ U(t, s)x für alle x ∈ X stetig
ist. Sei darüberhinaus t 7→ A(t)x stetig für alle x ∈ D. Dann sind folgende Aussagen
äquivalent:
(i) U(t, s)U(s, r) = U(t, r) für alle (r, s), (s, t) ∈ ∆J .
(ii) [a, t] 3 s 7→ U(t, s)x ist differenzierbar und
d
ds
U(t, s)x = −U(t, s)A(s)x
für alle s ∈ [a, t], x ∈ D und alle t ∈ (a, b].
Beweis. Sei (i) erfüllt. Sei x ∈ D, t ∈ (a, b] und f(s) := U(t, s)x für alle s ∈ [a, t].
Wir verifizieren die Voraussetzungen von Satz 2.2. Zunächst ist f stetig, denn Zeitent-
wicklungen sind stark stetig. Weiter ist f rechtsseitig differenzierbar in jedem s ∈ [a, t)
und
∂+f(s) = −U(t, s)A(s)x
(wobei (i) in der gleichen Weise wie im Beweis von Satz 3.1 eingeht). Nun ist [a, t] 3 s 7→
−U(t, s)A(s)x nach unserer Zusatzvoraussetzung stetig (auch an der Stelle t), f ist also
rechtsseitig stetig differenzierbar und ∂+f ist stetig fortsetzbar in den rechten Randpunkt
t von [a, t]. Also ist f nach Satz 2.2 beidseitig stetig differenzierbar und
d
ds
U(t, s)x = f ′(s) = −U(t, s)A(s)x,
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für alle s ∈ [a, t], was (ii) beweist.
Sei (ii) erfüllt. Sei x ∈ D, s ∈ [a, b) und sei y irgendeine auf ganz [s, b] definierte Lösung
des Anfangswertproblems
y′ = A(t)y, y(s) = x.
Dann ist y(t) = U(t, s)x für alle t ∈ [s, b]. Sei nämlich t ∈ (s, b] (für t = s ist nichts zu
zeigen). Dann ist [s, t] 3 τ 7→ U(t, τ)y(τ) nach (ii) und Lemma 2.7 differenzierbar und
d
dτ
U(t, τ)y(τ) = −U(t, τ)A(τ) y(τ) + U(t, τ) A(τ)y(τ) = 0
für alle τ ∈ [s, t]. Also gilt tatsächlich
y(t)− U(t, s)x = U(t, τ)y(τ)∣∣τ=t
τ=s
= 0,
woraus sich aufgrund von Satz 3.1 die Aussage (i) ergibt. 
Wir machen darauf aufmerksam, dass wir die Stetigkeit von t 7→ A(t)x nur gebraucht
haben, um zeigen zu können, dass Aussage (i) Aussage (ii) nach sich zieht (genauer: um
sogar die in Aussage (ii) behauptete beidseitige Differenzierbarkeit zu bekommen – die
rechtsseitige Differenzierbarkeit folgt auch ohne die zusätzliche Stetigkeitsvoraussetzung,
wie der Beweis von Satz 3.1 zeigt).
Die folgenden Beispiele befassen sich mit dem Sonderfall, dass A(t) = A0 ist für alle
t ∈ J . Sie zeigen, dass eine Zeitentwicklung zu solch einem A genau dann existiert, wenn
A0 abschließbar ist und A0 eine stark stetige Halbgruppe erzeugt.
Beispiel 3.4. Sei A0 eine lineare Abbildung D ⊂ X → X und A(t) := A0 für alle t ∈ J .
Wenn A0 eine stark stetige Halbgruppe T auf X erzeugt, dann existiert eine (und damit
genau eine) Zeitentwicklung zu A und diese ist gegeben durch
U(t, s) := T (t− s) = eA0(t−s)
für alle (s, t) ∈ ∆J . Dass dies wirklich eine Zeitentwicklung zu A ist, folgt z.B. mithilfe
von Proposition 3.3, denn Aussage (iii) aus diesem Satz ist hier offensichtlich erfüllt. J
Beispiel 3.5. Seien A0 und A(t) wie im obigen Beispiel. Wenn eine Zeitentwicklung U
zu A existiert, dann ist A0 abschließbar und A0 erzeugt eine stark stetige Halbgruppe
auf X. Sei nämlich
T (t) := U(b, a)m U(t−m(b− a) + a, a)
für alle t ∈ [m(b−a), (m+1)(b−a)),m ∈ N∪{0}. Dann ist T eine stark stetige Halbgruppe
auf X. (Um zu zeigen, dass tatsächlich T (t + s) = T (t)T (s) für alle s, t ∈ [0,∞), zeigt
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man diese Halbgruppeneigenschaft zunächst für s, t ∈ [0, (b− a)] und beweist damit den
Fall allgemeiner s, t ∈ [0,∞).) Sei AT ihr Erzeuger und x ∈ D. Dann gilt:
T (h)x− x
h
=
U(h+ a, a)x− U(a, a)x
h
−→ A(a)U(a, a)x = A0x (h↘ 0),
das heißt, x ∈ D(AT ) und ATx = A0x, also A0 ⊂ AT . Wegen
T (t)D = U(b, a)m U(t−m(b− a) + a, a)D ⊂ D
ist D nach Proposition II.1.7 in [12] sogar ein core für AT , mit anderen Worten: A0 =
AT
∣∣
D
ist abschließbar und A0 = AT
∣∣
D
= AT erzeugt die stark stetige Halbgruppe T . J
Übrigens muss A0 in der Situation des obigen Beispiels nicht sogar abgeschlossen sein.
Sei nämlich D ein echter (und, wie immer, dichter) Unterraum von X und A0 := idD,
dann existiert zwar eine Zeitentwicklung U zu A, die gegeben ist durch U(t, s) := et−s,
aber A0 ist eben nicht abgeschlossen.
Im folgenden werden wir uns fast ausschließlich auf Aussagen über das Intervall J := I
beschränken, insbesondere werden wir unsere Adiabatensätze nur für das Einheitsinter-
vall I formulieren. Adiabatensätze für allgemeine (kompakte nichttriviale) Intervalle J
können wir aber mithilfe des nächsten Lemmas aus den Adiabatensätzen für I folgern.
In Lemma 5.7 werden wir das exemplarisch für den ersten Adiabatensatz mit Spektral-
lückenbedingung, Satz 5.2, (sozusagen einmal für allemal) ausführen.
Lemma 3.6. Sei A(t) für jedes t ∈ J = [a, b] eine lineare Abbildung D ⊂ X → X
und U eine Zeitentwicklung zu A. Sei B(t) := (b − a)A(a + t(b − a)) für alle t ∈ I und
V (t, s) := U(a+ t(b−a), a+s(b−a)) für alle (s, t) ∈ ∆. Dann ist V eine Zeitentwicklung
zu B.
Beweis. Das ist (fast) offensichtlich. 
3.2 Wann existieren Zeitentwicklungen?
Wir haben in Satz 3.1 gesehen, dass die Anfangswertprobleme zu vorgegebenem A genau
dann wohlgestellt sind, wenn eine (und damit genau eine) Zeitentwicklung zu A existiert.
Aber wann, unter welchen (leicht verifizierbaren) Voraussetzungen an A existiert denn
eine Zeitentwicklung zu A? Satz 3.9 und der sehr viel tiefer liegende Satz 3.13 geben
solche Voraussetzungen an – der eine für den Fall beschränkter A(t), der andere für den
Fall nicht notwendig beschränkter A(t).
Zunächst führen wir einen Stabilitätsbegriff ein, der auf Kato [18] zurückgeht.
Sei J ein Intervall und A(t) für jedes t ∈ J Erzeuger einer stark stetigen Halbgruppe
auf X (dessen Definitionsbereich durchaus von t abhängen darf),M ∈ [1,∞) und ω ∈ R.
Dann heißt A (M,ω)-stabil genau dann, wenn∥∥∥eA(tn)sn · · · eA(t1)s1∥∥∥ ≤Meω(sn+ ···+s1)
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für alle s1, . . . , sn ∈ [0,∞), alle t1, . . . , tn ∈ J mit t1 ≤ · · · ≤ tn und alle n ∈ N.
Wir sehen sofort: wenn die Familie A = (A(t))t∈I von Halbgruppenerzeugern (M,ω)-
stabil ist, dann erzeugt jedes A(t) eine stark stetige Halbgruppe mit
∥∥eA(t)s∥∥ ≤ Meωs
für alle s ∈ [0,∞). Die Umkehrung dieser Aussage gilt beispielsweise im Fall M =
1, das heißt im Fall, dass die A(t) allesamt Quasikontraktionshalbgruppen mit einer
quasikontraktiven Wachstumsschranke kleiner oder gleich ω erzeugen.
Wenn die A(t) allesamt normale lineare Abbildungen sind, dann fallen (M,ω)- und
(1, ω)-Stabilität zusammen, wie folgendes Beispiel zeigt.
Beispiel 3.7. Sei A(t) für jedes t ∈ I eine normale lineare Abbildung D ⊂ H → H.
Dann ist A (M,ω)-stabil für irgendein M ∈ [1,∞) genau dann, wenn A (1, ω)-stabil ist.
Sei nämlich A (M,ω)-stabil. Dann gilt für alle t ∈ I:∥∥∥eA(t)s∥∥∥ ≤Meωs
für alle s ∈ [0,∞), das heißt nach von Satz 2.24, dass σ(A(t)) ⊂ {z ∈ C : Re z ≤ ω} und
damit∥∥∥eA(t)sx∥∥∥2 = ∥∥∥∥∥
∫
σ(A(t))
ez s dPA(t)(z)x
∥∥∥∥∥
2
=
∫
σ(A(t))
∣∣ez s∣∣2 dPA(t)x,x (z) ≤ (eωs ‖x‖)2
für alle x ∈ H und alle s ∈ [0,∞). Also haben wir sogar∥∥∥eA(t)s∥∥∥ ≤ eωs
für alle s ∈ [0,∞), woraus, wie eben bemerkt, die (1, ω)-Stabilität von A folgt. J
Im allgemeinen fallen (M,ω)- und (1, ω)-Stabilität aber (natürlich) nicht zusammen.
Sei beisbielsweise A0 der Erzeuger der Translationshalbgruppe mit Sprung aus Bei-
spiel I.5.7 (iii) in [12] und A(t) = A0 für alle t ∈ I. Dann erzeugt A0 keine Quasi-
kontraktionshalbgruppe, weshalb A auch nicht (1, ω)-stabil ist, aber A ist wegen
eA(tn)sn · · · eA(t1)s1 = eA0(sn+ ···+s1)
nach Beispiel I.5.7 (iii) (M, 0)-stabil für alle M ∈ [2,∞).
Die folgende Proposition (Proposition 3.5 aus [18]) ist eine Verallgemeinerung des im
vorbereitenden Abschnitt erwähnten Störungssatzes, Satz 2.33, für Halbgruppenerzeuger.
Proposition 3.8. Sei A(t) für jedes t ∈ I Erzeuger einer stark stetigen Halbgruppe auf
X, A (M,ω)-stabil und B(t) für jedes t ∈ I eine beschränkte lineare Abbildung in X, für
die b := supt∈I ‖B(t)‖ <∞. Dann ist A+B (M,ω +Mb)-stabil.
Ein Beweis dieser Aussage (und auch eine Charakterisierung von (M,ω)-Stabilität)
findet sich z.B. in [31].
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Der nächste sehr einfache Satz (vgl. Theorem X.69 in [33]) besagt, dass im Fall be-
schränkter A(t) eine Zeitentwicklung zu A existiert, wenn t 7→ A(t)x stetig ist für alle
x ∈ X – dies folgt größtenteils auch schon mithilfe des Satzes von Picard, Lindelöf.
Außerdem liefert er eine Reihendarstellung für die Zeitentwicklung und eine Abschät-
zung der Zeitentwicklung (in deren Beweis die grundlegende Idee von Lemma 3.12 schon
anklingt).
Satz 3.9. Sei A(t) für jedes t ∈ I eine beschränkte lineare Abbildung in X und t 7→ A(t)x
stetig für alle x ∈ X. Dann existiert genau eine Zeitentwicklung U zu A und diese ist
gegeben durch
U(t, s)x = x+
∫ t
s
A(t1)x dt1 +
∫ t
s
∫ t1
s
A(t1)A(t2)x dt2 dt1
+
∫ t
s
∫ t1
s
∫ t2
s
A(t1)A(t2)A(t3)x dt3 dt2 dt1 + · · · ,
für alle (s, t) ∈ ∆ und alle x ∈ X, die Dysonreihe zu A.
Sei zusätzlich A (M,ω)-stabil, B(t) für jedes t ∈ I eine beschränkte lineare Abbildung in
X und t 7→ B(t)x stetig für alle x ∈ X. Dann gilt für die (durch Dysonreihen gegebenen)
Zeitentwicklungen U und V zu A bzw. A+B:
‖U(t, s)‖ ≤M eω(t−s) und ‖V (t, s)‖ ≤M e(ω+Mb)(t−s) für alle (s, t) ∈ ∆.
Beweis. Sei
U(t, s)x = x+
∫ t
s
A(t1)x dt1 +
∫ t
s
∫ t1
s
A(t1)A(t2)x dt2 dt1
+
∫ t
s
∫ t1
s
∫ t2
s
A(t1)A(t2)A(t3)x dt3 dt2 dt1 + · · · ,
für alle (s, t) ∈ ∆ und alle x ∈ X. Der limes rechts existiert gleichmäßig in (s, t) ∈ ∆,
weil ∥∥∥∥∫ t
s
∫ t1
s
· · ·
∫ tn−1
s
A(t1)A(t2) · · · A(tn)x dtn . . . dt2 dt1
∥∥∥∥
≤ cn
∫ t
s
∫ t1
s
· · ·
∫ tn−1
s
1 dtn . . . dt2 dt1 ‖x‖
= cn
(t− s)n
n!
‖x‖ ≤ c
n
n!
‖x‖
für alle n ∈ N und alle (s, t) ∈ ∆, wobei c := supt∈I ‖A(t)‖. Wegen der gleichmäßigen
Konvergenz ist ∆ 3 (s, t) 7→ U(t, s)x stetig für alle x ∈ X. Weiter ist
I 3 t 7→
∫ t
s
∫ t1
s
· · ·
∫ tn−1
s
A(t1)A(t2) · · · A(tn)x dtn . . . dt2 dt1
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differenzierbar mit
d
dt
(∫ t
s
∫ t1
s
· · ·
∫ tn−1
s
A(t1)A(t2) · · · A(tn)x dtn . . . dt2 dt1
)
= A(t)
∫ t
s
· · ·
∫ tn−1
s
A(t2) · · · A(tn)x dtn . . . dt2
= A(t)
∫ t
s
· · ·
∫ tn−2
s
A(t1) · · · A(tn−1)x dtn−1 . . . dt1
für alle s, t ∈ I, und auch
I 3 s 7→
∫ t
s
∫ t1
s
· · ·
∫ tn−1
s
A(t1)A(t2) · · · A(tn)x dtn . . . dt2 dt1
=
∫ t
s
∫ t
tn
· · ·
∫ t
t2
A(t1) · · · A(tn−1)A(tn)x dt1 . . . dtn−1 dtn
ist differenzierbar mit
d
ds
(∫ t
s
∫ t1
s
· · ·
∫ tn−1
s
A(t1)A(t2) · · · A(tn)x dtn . . . dt2 dt1
)
= −
∫ t
s
· · ·
∫ t
t2
A(t1) · · · A(tn−1)A(s)x dt1 . . . dtn−1
= −
∫ t
s
· · ·
∫ tn−2
s
A(t1) · · · A(tn−1)A(s)x dtn−1 . . . dt1
für alle s, t ∈ I und alle x ∈ X. Wir sehen nun (da auch die Reihen der Ableitung nach
t bzw. s gleichmäßig konvergieren) mit Proposition 3.3, dass U eine Zeitentwicklung zu
A ist.
Wir müssen nun noch die Abschätzung der (nach dem bis jetzt Bewiesenen auch wirk-
lich existierenden) Zeitentwicklungen U und V herleiten. Dabei genügt es, dies für U ,
die ungestörte Zeitentwicklung, zu tun: die allgemeinere Abschätzung für die gestörte
Zeitentwicklung V folgt dann mit Proposition 3.8.
Sei für jedes k ∈ N
Uk(t, s) := e
A
( bksc
k
)
(t−s)
für alle (s, t) ∈ ∆, die in ein und demselben (abgeschlossenen) Intervall der 1k -Zerlegung
von I liegen, und
Uk(t, s) := e
A
( bktc
k
)
(t− bktc
k
)
e
A
( bktc−1
k
)
1
k · · · eA
( bksc
k
)
(
bksc+1
k
−s)
für alle (s, t) ∈ ∆, die nicht in ein und demselben (abgeschlossenen) Intervall der 1k -
Zerlegung von I liegen. Dann gilt
‖Uk(t, s)‖ ≤M eω(t−s)
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für alle (s, t) ∈ ∆, da A ja (M,ω)-stabil ist. Wir zeigen nun, dass
Uk(t, s)x −→ U(t, s)x (k →∞)
für alle (s, t) ∈ ∆ und alle x ∈ X. Dann folgt die behauptete Abschätzung für U . Sei
also x ∈ X und (s, t) ∈ ∆ mit s 6= t (für s = t ist nichts zu zeigen). Sei weiter k ∈ N und(
tn
)
n∈{0,...,m} eine Zerlegung des Intervalls [s, t] (das heißt, s = t0 < t1 < · · · < tm = t),
sodass t1, . . . , tm−1 genau die in (s, t) enthaltenen Zerlegungsstellen der 1k -Zerlegung von
I sind. Dann ist
(tn−1, tn) 3 τ 7→ Uk(t, τ)U(τ, s)x
nach Lemma 2.7 differenzierbar und
d
dτ
(
Uk(t, τ)U(τ, s)x
)
= Uk(t, τ)
(
A(τ)−A
(bkτc
k
))
U(τ, s)x
für alle τ ∈ (tn−1, tn) und alle n ∈ {1, . . . ,m}, das heißt
(tn−1, tn) 3 τ 7→ d
dτ
(
Uk(t, τ)U(τ, s)x
)
ist stetig und beschränkt durch Meω 2c supτ∈[s,1] ‖U(τ, s)‖ ‖x‖. Also gilt
U(t, s)x− Uk(t, s)x = Uk(t, τ)U(τ, s)x
∣∣τ=t
τ=s
=
∫ t
s
Uk(t, τ)
(
A(τ)−A
(bkτc
k
))
U(τ, s)x dτ
für alle k ∈ N, woraus wir mit dem lebesgueschen Satz schließlich
U(t, s)x− Uk(t, s)x
−→
∫ t
s
lim
k→∞
Uk(t, τ)
(
A(τ)−A
(bkτc
k
))
U(τ, s)x dτ = 0 (k →∞)
erhalten. 
Im Sonderfall vertauschender A(t) vereinfacht sich der Ausdruck für die Zeitentwick-
lung aus obigem Satz stark.
Korollar 3.10. Sei A(t) für jedes t ∈ I eine beschränkte lineare Abbildung, t 7→ A(t)x
stetig für alle x ∈ X und die A(t) mögen paarweise vertauschen, das heißt, A(t′)A(t) =
A(t)A(t′) für alle t, t′ ∈ I. Dann gilt für die Zeitentwicklung U zu A:
U(t, s) = e
∫ t
s A(τ) dτ
für alle (s, t) ∈ ∆, wobei das Integral natürlich im starken Sinne zu verstehen ist.
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Beweis. Sei x ∈ X, n ∈ N und
f(t1, t2, . . . , tn) := A(t1)A(t2) · · ·A(tn)x
für alle (t1, t2, . . . , tn) ∈ In. Sei weiter (s, t) ∈ ∆ und
Eσ := {(t1, t2, . . . , tn) ∈ In : t ≥ tσ(1) ≥ tσ(2) ≥ · · · ≥ tσ(n) ≥ s}
für alle σ ∈ Sn (Menge der Permutationen von {1, . . . , n}) sowie E := Eid. Dann gilt
wegen der Vertauschbarkeit der A(t), dass
f(t1, . . . , tn) = f(tσ(1), . . . , tσ(n))
für alle (t1, . . . , tn) ∈ In und alle σ ∈ Sn, und darüberhinaus gilt
Eσ = σ˜
−1(E)
für alle σ ∈ Sn, wobei σ˜ die lineare Abbildung Rn → Rn ist, die (t1, . . . , tn) auf
(tσ(1), . . . , tσ(n)) schickt (Permutation der Koordinaten). Also gilt∫
Eσ
f(t1, . . . , tn) d(t1, . . . , tn) =
∫
Eσ
f(tσ(1), . . . , tσ(n)) d(t1, . . . , tn)
=
∫
σ˜−1(E)
f
(
σ˜(t1, . . . , tn)
)
d(t1, . . . , tn) =
∫
E
f(t1, . . . , tn) d(t1, . . . , tn),
denn | det σ˜| ist ja gleich 1. Wir erhalten damit∫ t
s
∫ t1
s
· · ·
∫ tn−1
s
A(t1)A(t2) · · · A(tn)x dtn . . . dt2 dt1
=
∫
E
f(t1, . . . , tn) d(t1, . . . , tn) =
1
n!
∑
σ∈Sn
∫
Eσ
f(t1, . . . , tn) d(t1, . . . , tn)
=
1
n!
∫
[s,t]n
f(t1, . . . , tn) d(t1, . . . , tn) =
1
n!
(∫
[s,t]
A(τ) dτ
)n
x,
weil die Vereinigung der Eσ gleich [s, t]n ist und sich die Eσ nur in Nullmengen schneiden.
Aus der Dysonreihenreihendarstellung der Zeitentwicklung U zu A aus dem obigen
Satz wird nun
U(t, s)x =
∞∑
n=0
1
n!
(∫
[s,t]
A(τ) dτ
)n
x = e
∫ t
s A(τ) dτ x,
wie gewünscht. 
Jetzt kommen wir zu Zeitentwicklungen zu Familien unbeschränkter A(t).
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Lemma 3.11. Sei A(t) : D ⊂ X → X für jedes t ∈ I eine bijektive abgeschlossene
lineare Abbildung und
{(s′, t′) ∈ I2 : s′ 6= t′} 3 (s, t) 7→ 1
t− s C(t, s)x
sei beschränkt für alle x ∈ X, wobei
C(t, s) := A(t)A(s)−1 − 1
für alle (s, t) ∈ I2. Dann ist t 7→ A(t)x stetig für alle x ∈ D und t 7→ C(t, t0)x und
t 7→ C(t0, t)x sind stetig für alle x ∈ X und t0 ∈ I.
Beweis. Sei x ∈ D und t ∈ I. Dann ist
A(t+ h)x−A(t)x = C(t+ h, t)A(t)x
und daher
‖A(t+ h)x−A(t)x‖ ≤ c ‖A(t)x‖ |h|
für alle h ∈ R mit t+ h ∈ I, wobei
c := sup
(s,t)∈{s′ 6=t′}
∥∥∥∥ 1t− s C(t, s)
∥∥∥∥ ,
was (nach unserer Voraussetzung und dem Satz von Banach, Steinhaus) eine reelle Zahl
ist. Also ist t′ 7→ A(t′)x stetig in t.
Sei x ∈ X, t0 ∈ I und t ∈ I. Dann folgt mit der eben bewiesenen Stetigkeitsaussage
C(t+ h, t0)x− C(t, t0)x =
(
A(t+ h)−A(t)) A(t0)−1x −→ 0 (h→ 0)
und wegen sup(s,t)∈I2 ‖C(t, s)‖ ≤ c
C(t0, t+ h)x− C(t0, t)x = A(t0)A(t+ h)−1
(
A(t)−A(t+ h))A(t)−1x
=
(
C(t0, t+ h) + 1
)(
A(t)−A(t+ h))A(t)−1x
−→ 0 (h→ 0),
wie gewünscht. 
Das nächste Lemma ist eine geringfügige Abwandlung von Theorem XIV.4.1 aus Yo-
sidas Buch [39], das im wesentlichen auf Kato zurückgeht (Theorem 4 in [17]). Worin
unterscheidet sich unser Lemma von Theorem XIV.4.1? Wir setzen nur (M, 0)-Stabiltät
voraus (anstelle von (1, 0)-Stabilität) und wir ersetzen die Voraussetzung, dass (s, t) 7→
1
t−s C(t, s)x gleichmäßig stetig ist, durch die (jedenfalls in der Situation von Satz 3.13)
etwas leichter nachprüfbare Voraussetzung, dass limt↘0C(t)x existiert. Am Beweis än-
dert sich dadurch allerdings kaum etwas, weshalb wir auch nur die Argumente genauer
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ausführen, die abgewandelt werden müssen. Wir halten fest, dass Lemma 3.12 im Fall
M = 1 äquivalent ist zu Yosidas Theorem XIV.4.1. Dies folgt aus Proposition 3.14 und
den sich daran anschließenden Ausführungen.
Allgemeinere Aussagen als die von Lemma 3.12 finden sich in Katos Arbeiten [18]
(Theorem 6.1) und [19] (Theorem 1) und Kobayasis Arbeit [21] (in der das eben ge-
nannte Theorem 6.1 Katos noch einmal geringfügig verallgemeinert wird). Die größere
Allgemeinheit des Satzes in der Arbeit Kobayasis sieht man beispielsweise daran, dass
dieser unseren Satz 3.9 enthält, was für Theorem XIV.4.1 nicht gilt: nach den Ausführun-
gen im Anschluss an Proposition 3.14 ist dieses Theorem nämlich auf bloß stark stetige
(aber nicht auch stark stetig differenzierbare) A nicht anwendbar.
Lemma 3.12. Sei A(t) : D ⊂ X → X für jedes t ∈ I eine bijektive lineare Abbildung,
die eine stark stetige Halbgruppe auf X erzeugt, sei A (M, 0)-stabil und für alle x ∈ X
gelte:
(i)
{(s′, t′) ∈ I2 : s′ 6= t′} 3 (s, t) 7→ 1
t− s C(t, s)x
ist beschränkt (C(t, s) wie in Lemma 3.11)
(ii)
C(t)x := lim
h↘0
1
h
C(t, t− h)x
existiert gleichmäßig in t ∈ (0, 1], das heißt, C(t)x := limh↘0 1hC(t, t − h)x existiert für
alle t ∈ (0, 1] und
sup
t∈[h,1]
∥∥∥∥1hC(t, t− h)x− C(t)x
∥∥∥∥ −→ 0 (h↘ 0)
(iii) (0, 1] 3 t 7→ C(t)x ist stetig und C(0)x := limt↘0C(t)x existiert.
Dann existiert genau eine Zeitentwicklung U zu A und für diese gilt:
‖U(t, s)‖ ≤M für alle (s, t) ∈ ∆.
Beweis. Sei für jedes k ∈ N
Uk(t, s) := e
A
( bksc
k
)
(t−s)
für alle (s, t) ∈ ∆, die in ein und demselben (abgeschlossenen) Intervall der 1k -Zerlegung
von I liegen, und
Uk(t, s) := e
A
( bktc
k
)
(t− bktc
k
)
e
A
( bktc−1
k
)
1
k · · · eA
( bksc
k
)
(
bksc+1
k
−s)
für alle (s, t) ∈ ∆, die nicht in ein und demselben (abgeschlossenen) Intervall der 1k -
Zerlegung von I liegen. Sei weiter
Wk(t, s) := A(t)Uk(t, s)A(s)
−1
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für alle (s, t) ∈ ∆ und alle k ∈ N.
Wir sehen dann sofort, dass
Uk(t, s)Uk(s, r) = Uk(t, r)
und
‖Uk(t, s)‖ ≤M
für alle (r, s), (s, t) ∈ ∆, dass ∆ 3 (s, t) 7→ Uk(t, s)x stetig ist für alle x ∈ X, und dass
die Wk(t, s) beschränkte lineare Abbildungen in X sind. Weiter sehen wir (vgl. Yosidas
Beweis), dass
Wk(t, s) =
(
1 + C
(
t,
bktc
k
))(
W
(0)
k (t, s) + · · ·+W (mk(t,s))k (t, s)
)
(
1 + C
(bksc
k
, s
))
(2)
für alle (s, t) ∈ ∆ und alle k ∈ N, wobei W (0)k (t, s) := Uk(t, s) und
W
(m)
k (t, s) :=
bktc∑
l1=bksc+m
l1−1∑
l2=bksc+m−1
· · ·
lm−1−1∑
lm=bksc+1
Uk
(
t,
l1
k
)
C l1
k
,
l1−1
k
·
· Uk
( l1
k
,
l2
k
)
C l2
k
,
l2−1
k
· · · Uk
( lm−1
k
,
lm
k
)
C lm
k
, lm−1
k
Uk
( lm
k
, s
)
,
C li
k
,
li−1
k
:= C
( li
k
,
li − 1
k
)
für alle m ∈ N und
mk(t, s) := max{k ∈ N : bksc+m ≤ bktc} ∈ N ∪ {0},
die Anzahl der Zerlegungspunkte der 1k -Zerlegung von I, die im Intervall (s, t] liegen – das
heißt, mk(t, s) + 1 ist die Anzahl der in Uk(t, s) vorkommenden Faktoren. Die W
(m)
k (t, s)
definierende Summe ist leer (und damit gleich 0) genau dann, wenn in (s, t] weniger als
m Zerlegungspunkte der 1k -Zerlegung liegen – anders gesagt, wenn in Uk(t, s) weniger als
m+ 1 Faktoren auftreten.
Sei
c := sup
(s,t)∈{s′ 6=t′}
∥∥∥∥ 1t− s C(t, s)
∥∥∥∥ ,
was nach Voraussetzung eine reelle Zahl ist. Dann gilt∥∥∥W (m)k (t, s)∥∥∥ ≤Mm+1 ( ck)m
bktc∑
l1=bksc+m
l1−1∑
l2=bksc+m−1
· · ·
lm−1−1∑
lm=bksc+1
1
≤M (Mc)
m
km
(bktc − (bksc+ 1))m
m!
≤M (Mc (t− s))
m
m!
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für alle m ∈ N und damit
‖Wk(t, s)‖ ≤
(
1 +
c
k
)(mk(t,s)∑
m=0
M
(Mc (t− s))m
m!
)(
1 +
c
k
)
≤M
(
1 +
c
k
)2
eMc (t−s) (3)
für alle (s, t) ∈ ∆, k ∈ N.
Wir können jetzt zeigen, dass
(
Uk(t, s)x
)
für alle x ∈ X eine Cauchyfolge ist, und zwar
gleichmäßig in (s, t) ∈ ∆.
Sei zunächst x ∈ D und (s, t) ∈ ∆ mit s 6= t. Seien k, l natürliche Zahlen und(
tn
)
n∈{0,...,m} eine Zerlegung des Intervalls [s, t] (das heißt, s = t0 < t1 < · · · < tm = t),
sodass t1, . . . , tm−1 genau die in (s, t) enthaltenen Zerlegungsstellen der 1k -Zerlegung und
der 1l -Zerlegung von I sind. Dann ist
(tn−1, tn) 3 τ 7→ Ul(t, τ)Uk(τ, s)x
(nach Lemma 3.11 sowie Proposition 3.3 und nach Lemma 2.7) differenzierbar und
d
dτ
(
Ul(t, τ)Uk(τ, s)x
)
= Ul(t, τ)
(
C
(bkτc
k
, τ
)
− C
(blτc
l
, τ
))
Wk(τ, s)
(
1 + C(s, 0)
)
A(0)x
für alle τ ∈ (tn−1, tn) und alle n ∈ {1, . . . ,m}. Weil die Abbildungen (tn−1, tn) 3 τ 7→
bkτc, blτc, mk(τ, s) konstant sind, ist
(tn−1, tn) 3 τ 7→Wk(τ, s)y
wegen (2) und Lemma 3.11 stetig für alle y ∈ X und damit auch
(tn−1, tn) 3 τ 7→ d
dτ
(
Ul(t, τ)Uk(τ, s)x
)
stetig (erneut wegen Lemma 3.11). Außerdem haben wir aufgrund von (3)∥∥∥∥ ddτ (Ul(t, τ)Uk(τ, s)x)
∥∥∥∥ ≤M ( ck + cl )M(1 + c)2 eMc (1 + c) ‖A(0)x‖
für alle τ ∈ (tn−1, tn) und alle n ∈ {1, . . . ,m}. Also gilt
Ul(t, tn)Uk(tn, s)x− Ul(t, tn−1)Uk(tn−1, s)x
= lim
ε↘0
Ul(t, tn − ε)Uk(tn − ε, s)x− Ul(t, tn−1 + ε)Uk(tn−1 + ε, s)x
= lim
ε↘0
∫ tn−ε
tn−1+ε
d
dτ
(
Ul(t, τ)Uk(τ, s)x
)
dτ
=
∫ tn
tn−1
d
dτ
(
Ul(t, τ)Uk(τ, s)x
)
dτ
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für alle n ∈ {1, . . . ,m} und damit
‖Uk(t, s)x− Ul(t, s)x‖ ≤M2 (1 + c)3 eMc
( c
k
+
c
l
)
‖A(0)x‖ (t− s),
da ja
Uk(t, s)x− Ul(t, s)x = Ul(t, t)Uk(t, s)x− Ul(t, s)Uk(s, s)x
=
m∑
n=1
Ul(t, tn)Uk(tn, s)x− Ul(t, tn−1)Uk(tn−1, s)x.
Also ist
(
Uk(t, s)x
)
tatsächlich für alle x ∈ D eine Cauchyfolge gleichmäßig in (s, t) ∈ ∆
und wegen ‖Uk(t, s)‖ ≤M gilt dies auch für alle x ∈ X.
Sei nun
U(t, s)x := lim
k→∞
Uk(t, s)x
für alle (s, t) ∈ ∆ und alle x ∈ X. Dann gilt
‖U(t, s)‖ ≤M,
U(t, s)U(s, r) = U(t, r)
für alle (r, s), (s, t) ∈ ∆ und (s, t) 7→ U(t, s)x ist stetig für alle x ∈ X.
Wir haben gerade gesehen, dass
(
W
(0)
k (t, s)x
)
=
(
Uk(t, s)x
)
für alle (s, t) ∈ ∆ und
alle x ∈ X gegen W (0)(t, s)x := U(t, s)x konvergiert, jetzt wollen wir zeigen, dass(
W
(m)
k (t, s)x
)
auch für m ∈ N für alle (s, t) ∈ ∆ und alle x ∈ X konvergiert.
Sei also m ∈ N, x ∈ X und (s, t) ∈ ∆. Sei weiter
f
(m)
k (t1, t2, . . . , tm)
:=
bktc∑
l1=bksc+m
l1−1∑
l2=bksc+m−1
· · ·
lm−1−1∑
lm=bksc+1
Uk
(
t,
l1
k
)
k C l1
k
,
l1−1
k
·
· Uk
( l1
k
,
l2
k
)
k C l2
k
,
l2−1
k
· · · Uk
( lm−1
k
,
lm
k
)
k C lm
k
, lm−1
k
Uk
( lm
k
, s
)
x ·
· χ[ l1−1
k
,
l1
k
)(t1) χ[ l2−1
k
,
l2
k
)(t2) · · · χ[ lm−1
k
, lm
k
)(tm),
und
f (m)(t1, t2, . . . , tm) := U(t, t1)C(t1)U(t1, t2)C(t2) · · · U(tm−1, tm)C(tm)U(tm, s)x
für alle (t1, t2, . . . , tm) ∈ ∆(m)[s,t] := {(t′1, t′2, . . . , t′m) ∈ [s, t]m : t′1 ≥ t′2 ≥ · · · ≥ t′m} und alle
k ∈ N und sei
W (m)(t, s)x :=
∫ t
s
∫ t1
s
· · ·
∫ tm−1
s
f (m)(t1, t2, . . . , tm) dtm . . . dt2 dt1.
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Dieses Integral existiert, weil t′ 7→ C(t′) nach Voraussetzung stark stetig ist, auch in 0.
Wir können nun W (m)k (t, s)x als Integral ausdrücken:
W
(m)
k (t, s)x =
∫ bktc
k
bksc+m−1
k
∫ bkt1c
k
bksc+m−2
k
· · ·
∫ bktm−1c
k
bksc
k
f
(m)
k (t1, t2, . . . , tm) dtm . . . dt2 dt1.
Weiter gilt ∥∥∥f (m)k (t1, t2, . . . , tm)∥∥∥ ≤M (Mc)m ‖x‖
für alle (t1, t2, . . . , tm) ∈ ∆(m)[s,t] und alle k ∈ N und
f
(m)
k (t1, t2, . . . , tm) −→ f (m)(t1, t2, . . . , tm) (k →∞)
für alle (t1, t2, . . . , tm) ∈ ∆(m)[s,t] mit s < tm < · · · < t2 < t1 < t, wobei wir benutzt haben,
dass
sup
(s′,t′)∈∆
∥∥Uk(t′, s′)y − U(t′, s′)y∥∥ −→ 0 (k →∞),
∆ 3 (s′, t′) 7→ U(t′, s′)y stetig ist,
sup
t′∈
[
1
k
,1
] ∥∥∥∥k C(t′, t′ − 1k)y − C(t′)y
∥∥∥∥ −→ 0 (k →∞)
und (0, 1] 3 t′ 7→ C(t′)y stetig ist für alle y ∈ X. Also erhalten wir mit dem lebesgueschen
Satz, dass∫
∆
(m)
[s,t]
f
(m)
k (t1, t2, . . . , tm) d(t1, t2, . . . , tm) −→
∫
∆
(m)
[s,t]
f (m)(t1, t2, . . . , tm) d(t1, t2, . . . , tm)
= W (m)(t, s)x (k →∞)
und damit auch
W
(m)
k (t, s)x −→W (m)(t, s)x (k →∞).
Sei
W (t, s)x :=
∞∑
m=0
W (m)(t, s)x
für alle (s, t) ∈ ∆ und alle x ∈ X. Dann ist (s, t) 7→ W (t, s)x stetig für alle x ∈ X, weil
(s, t) 7→W (m)(t, s)x stetig ist und die Reihe gleichmäßig konvergiert, und es gilt
Wk(t, s)x =
(
1 + C
(
t,
bktc
k
))( ∞∑
m=0
W
(m)
k (t, s)
)(
1 + C
(bksc
k
, s
))
x
−→W (t, s)x (k →∞)
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für alle (s, t) ∈ ∆ und alle x ∈ X, weil W (m)k (t, s)y −→ W (m)(t, s)y (k → ∞) und∥∥∥W (m)k (t, s)∥∥∥ ≤M (Mc (t−s))mm! für alle y ∈ X und alle (s, t) ∈ ∆.
Jetzt können wir (endlich) zeigen, dass U eine Zeitentwicklung zu A ist. Sei dazu x ∈ D.
Dann gilt
A(t)Uk(t, s)x = Wk(t, s)A(s)x −→W (t, s)A(s)x (k →∞),
das heißt,
U(t, s)x ∈ D und A(t)U(t, s)x = W (t, s)A(s)x
(A(t) ist ja abgeschlossen) für alle (s, t) ∈ ∆ und (s, t) 7→ A(t)U(t, s)x ist stetig. Weiter
gilt
Uk(t, s)x− x =
∫ t
s
d
dτ
Uk(τ, s)x dτ =
∫ t
s
(
1 + C
(bkτc
k
, τ
))
Wk(τ, s)A(s)x dτ
−→
∫ t
s
W (τ, s)A(s)x dτ =
∫ t
s
A(τ)U(τ, s)x dτ (k →∞),
woraus sich ergibt, dass [s, 1] 3 t 7→ U(t, s)x differenzierbar ist und
d
dt
U(t, s)x = A(t)U(t, s)x
für alle t ∈ [s, 1] und alle s ∈ [0, 1). Die übrigen Zeitentwicklungseigenschaften folgen
mithilfe von Propostion 3.3, da t 7→ A(t)x nach Lemma 3.11 stetig ist für alle x ∈ D. 
Die Voraussetzung (ii) im obigen Lemma hätten wir übrigens auch durch die schwächere
Bedingung
C(t)x := lim
k→∞
k C
(
t, t− 1
k
)
x existiert gleichmäßig in t ∈ (0, 1]
ersetzen können, denn nur diese haben wir im Beweis des Lemmas gebraucht.
Wir können jetzt den folgenden sehr wichtigen Satz (s. Satz VI.9.5 in [12]) beweisen –
der Schlüssel dazu ist Lemma 3.12.
Satz 3.13. Sei A(t) für jedes t ∈ I eine lineare Abbildung D ⊂ X → X, die eine stark
stetige Halbgruppe auf X erzeugt, sei A (M,ω)-stabil und t 7→ A(t)x stetig differenzierbar
für alle x ∈ D. Sei B(t) für jedes t ∈ I eine beschränkte lineare Abbildung in X, t 7→
B(t)x stetig differenzierbar für alle x ∈ X und b := supt∈I ‖B(t)‖. Dann existiert genau
eine Zeitentwicklung U zu A und genau eine Zeitentwicklung V zu A+ B und für diese
gilt:
‖U(t, s)‖ ≤M eω(t−s), ‖V (t, s)‖ ≤M e(ω+Mb)(t−s) für alle (s, t) ∈ ∆.
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Beweis. Sei A˜(t) := A(t)−(ω+1) für alle t ∈ I. Wir zeigen, dass die Voraussetzungen von
Lemma 3.12 für A˜ (statt A) erfüllt sind. Sei C(t, s) := A˜(t)A˜(s)−1− 1 für alle (s, t) ∈ I2
(beachte, dass ω + 1 ∈ (ω,∞) ⊂ ρ(A(t)) nach Satz 2.24) und sei x ∈ X. Dann ist A˜
offensichtlich (M, 0)-stabil und
1
t− s C(t, s)x =
1
t− s (A˜(t)− A˜(s)) A˜(s)
−1x =
1
t− s
∫ t
s
A˜′(τ)A˜(s)−1x dτ
für alle s, t ∈ I mit s 6= t. A˜′(t)A˜(0)−1 ist als starker limes der beschränkten linearen
Abbildungen 1h(A˜(t+h)− A˜(t)) A˜(0)−1 selbst beschränkt in X für alle t ∈ I und I 3 t 7→
A˜′(t)A˜(0)−1 ist stark stetig. A˜(0)A˜(s)−1 ist als auf ganz X definierte Verkettung einer
abgeschlossenen mit einer beschränkten linearen Abbildung beschränkt für alle s ∈ I,
weiter ist I 3 s 7→ (A˜(0)A˜(s)−1)−1 = A˜(s)A˜(0)−1 stark stetig differenzierbar, das heißt,
s 7→ (A˜(0)A˜(s)−1)−1 ist stetig (nach Lemma 2.6), woraus mithilfe von Lemma 2.8 folgt,
dass auch s 7→ A˜(0)A˜(s)−1 stetig und insbesondere stark stetig ist. Also ist
I2 3 (s, t) 7→ A˜′(t)A˜(s)−1x = A˜′(t)A˜(0)−1A˜(0)A˜(s)−1x
stetig und damit gleichmäßig stetig. Wir erhalten daraus (mithilfe der obigen Integraldar-
stellung), dass {(s′, t′) ∈ I2 : s′ 6= t′} 3 (s, t) 7→ 1t−s C(t, s)x beschränkt ist und
1
h
C(t, t− h)x = 1
h
∫ t
t−h
A˜′(τ)A˜(t− h)−1x dτ −→ C(t)x := A˜′(t)A˜(t)−1x (h↘ 0)
für alle t ∈ (0, 1]. Wir erhalten sogar
sup
t∈[h,1]
∥∥∥∥1h C(t, t− h)x− C(t)x
∥∥∥∥ = sup
t∈[h,1]
∥∥∥∥1h
∫ t
t−h
A˜′(τ)A˜(t− h)−1x− A˜′(t)A˜(t)−1x dτ
∥∥∥∥
−→ 0 (h↘ 0).
Schließlich existiert limt↘0C(t)x = limt↘0 A˜′(t)A˜(t)−1x = A˜′(0)A˜(0)−1x, das heißt die
Voraussetzungen von Lemma 3.12 sind tatsächlich alle erfüllt. Also existiert (genau) eine
Zeitentwicklung U˜ zu A˜. Sei
U(t, s) := U˜(t, s) e(ω+1)(t−s)
für alle (s, t) ∈ ∆. Dann ist U , wie man leicht sieht, eine Zeitentwicklung zu A und für
diese gilt
‖U(t, s)‖ = lim
k→∞
∥∥∥U˜k(t, s) e(ω+1)(t−s)∥∥∥ ≤M eω(t−s),
wobei U˜k(t, s) wie im Beweis von Lemma 3.12 (mit A ersetzt durch A˜) definiert ist.
Wir müssen nur noch die entsprechenden Aussagen für A + B statt A zeigen. Aber
diese folgen sofort aus dem eben Bewiesenen – wir müssen nur beachten, dass A+B nach
Proposition 3.8 (M,ω + Mb)-stabil ist und t 7→ A(t)x + B(t)x stetig differenzierbar ist
für alle x ∈ D. 
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Wie hängen die Voraussetzungen (i) bis (iii) aus Lemma 3.12 mit der in Satz 3.13
getroffenen (im Vergleich) bemerkenswert einfachen Voraussetzung
t 7→ A(t)x ist stetig differenzierbar für alle x ∈ D
zusammen? Zunächst mag diese einfache Voraussetzung einschränkender erscheinen als
jene Voraussetzungen (i) bis (iii) – aber das ist tatsächlich nicht so, wie die folgende
Proposition zeigt.
Proposition 3.14. Sei A(t) : D ⊂ X → X für jedes t ∈ I eine bijektive abgeschlossene
lineare Abbildung und für alle x ∈ X seien (i) bis (iii) aus Lemma 3.12 erfüllt. Dann ist
t 7→ A(t)x stetig differenzierbar für alle x ∈ D.
Beweis. Sei x ∈ D und f(t) := A(t)x für alle t ∈ I. Wir zeigen, dass f die Voraussetzun-
gen von Satz 2.2 erfüllt. Zunächst ist f nach Lemma 3.11 stetig. Weiter ist f linksseitig
differenzierbar in jedem t ∈ (0, 1]. Sei nämlich t ∈ (0, 1]. Dann gilt
f(t− h)− f(t)
−h =
1
h
C(t, t− h)A(t− h)x −→ C(t)A(t)x (h↘ 0)
wegen Lemma 2.7, das heißt, f ist tatsächlich linksseitig differenzierbar in t und
∂−f(t) = C(t)A(t)x.
Da nun [0, 1] 3 t 7→ C(t)A(t)x stetig ist, ist f sogar linksseitig stetig differenzierbar und
∂−f ist stetig fortsetzbar in den Randpunkt 0 hinein. Also ist f nach Satz 2.2 (beidseitig)
stetig differenzierbar. 
Aus dieser Proposition folgt, dass Theorem XIV.4.1 aus [39] (ebenso wie Theorem X.70
aus [33]) nicht stärker ist als Satz 3.13, denn die in Theorem XIV.4.1 getroffene Vorausset-
zung, (s, t) 7→ 1t−s C(t, s)x sei gleichmäßig stetig, führt dazu, dass sogar limh↘0 1hC(t, t−
h)x gleichmäßig in t ∈ (0, 1] existiert (und nicht nur C(t)x := limk→∞ k C
(
t, t − 1k
)
x)
und dass C(0)x := limt↘0C(t)x existiert. Wir könnten also in Theorem XIV.4.1 genauso
gut
t 7→ A(t)x ist stetig differenzierbar für alle x ∈ D
voraussetzen, ohne Allgemeinheit einzubüßen. Dies scheint – so entnehmen wir [35] –
bisher nicht bekannt zu sein.
Satz 3.13 legt die Voraussetzungen an A in den nichttrivialen Adiabatensätzen unten
(Abschnitt 5 bis 7) schon weitgehend fest: dort werden wir immer voraussetzen, dass
A(t) : D ⊂ X → X für jedes t ∈ I eine stark stetige Halbgruppe auf X erzeugt,
dass A (M, 0)-stabil ist und schließlich dass t 7→ A(t)x stetig differenzierbar ist für alle
x ∈ D. Die einzige Verschärfung gegenüber den Voraussetzungen von Satz 3.13 besteht
also darin, dass ω in den Adiabatensätzen kleiner oder gleich 0 ist – und auch sein muss
(nach Beispiel 5.13 und Beispiel 6.14).
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Diese Voraussetzungen an A verbessern nun diejenigen etwa aus [4] und [14]. Vor allem
natürlich, weil dort sogar verlangt wird, dass die A(t) schiefselbstadjungiert sind. Aber
auch weil die Voraussetzung der stetigen Differenzierbarkeit von t 7→ A(t)x ein klein
wenig besser ist als die dortigen Regularitätsvoraussetzungen: sie ist nicht nur (vom
theoretischen und erst recht vom praktischen Standpunkt her) einfacher, sondern auch
allgemeiner als die in [4] und [14] getroffenen Regularitätsannahmen. Dies kann man
durch ähnliche Argumente wie die für Lemma 2.7 und Lemma 2.9 einsehen.
Und auch die Voraussetzungen aus [3], [37] und [1] implizieren (gemäß den Ausfüh-
rungen nach Proposition 3.14) die stetige Differenzierbarkeit von t 7→ A(t)x für alle
x ∈ D, sofern es diese Voraussetzungen wirklich – wie dort behauptet – erlauben Theo-
rem XIV.4.1 aus [39] anzuwenden.
Wir merken noch an, dass wir aus einer exponentiellen Abschätzung einer Zeitent-
wicklung U (zu A) eine entsprechende exponentielle Abschätzung einer gestörten Zeit-
entwicklung V (zu A+B) herleiten können, und zwar mithilfe einer wenig erstaunlichen
Störungsreihendarstellung von V (Dysonreihe). Wir müssen dabei nur voraussetzen, dass
die Zeitentwicklung zu A + B überhaupt existiert und die Störungen B(t) beschränkt
sind sowie stark stetig von t abhängen. (Vgl. dies mit den schärferen Voraussetzungen
von Satz 3.13, in dem es anders als hier um die Existenz der gestörten Zeitentwicklung
geht.)
Proposition 3.15. Sei A(t) für jedes t ∈ I eine lineare Abbildung D ⊂ X → X und
t 7→ A(t)x stetig für alle x ∈ D. Sei B(t) eine beschränkte lineare Abbildung in X
und sei t 7→ B(t) stark stetig. Weiter gebe es eine Zeitentwicklung U zu A und eine
Zeitentwicklung V zu A+B. Dann gilt
V (t, s)x =
∞∑
n=0
Vn(t, s)x
für alle (s, t) ∈ ∆ und alle x ∈ X, wobei
V0(t, s)x := U(t, s)x und Vn+1(t, s)x :=
∫ t
s
U(t, t1)B(t1)Vn(t1, s)x dt1.
Insbesondere gilt
‖V (t, s)‖ ≤Me(ω+Mb)(t−s)
für alle (s, t) ∈ ∆ (wobei b := supt∈I ‖B(t)‖), wenn die entsprechende Abschätzung
‖U(t, s)‖ ≤Meω(t−s) für U gilt.
Beweis. Sei
M0 := sup
(s,t)∈∆
‖U(t, s)‖ ,
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was eine reelle Zahl ist (U ist ja als Zeitentwicklung stark stetig). Dann erhalten wir
induktiv, dass
‖Vn(t, s)‖ ≤Mn+10 bn
(t− s)n
n!
für alle (s, t) ∈ ∆ und alle n ∈ N ∪ {0}. Also konvergiert die Reihe
V˜ (t, s)x :=
∞∑
n=0
Vn(t, s)x
gleichmäßig in (s, t) ∈ ∆ für alle x ∈ X und die Abbildung (s, t) 7→ V˜ (t, s)x ist stetig für
alle x ∈ X (die Vn sind ja alle stark stetig).
Wir zeigen nun, dass V (., s)x und V˜ (., s)x für alle s ∈ I und x ∈ X dieselbe (volter-
rasche) Integralgleichung erfüllen. Sei s ∈ I und x ∈ X. Dann gilt einerseits
V (t, s)x = U(t, s)x+ U(t, τ)V (τ, s)x
∣∣τ=t
τ=s
= U(t, s)x+
∫ t
s
U(t, τ)B(τ)V (τ, s)x dτ (4)
für alle t ∈ [s, 1] (zunächst gilt dies für x ∈ D, denn [s, t] 3 τ 7→ U(t, τ)V (τ, s)x ist
für diese x nach Proposition 3.3 und Lemma 2.7 stetig differenzierbar mit Ableitung
τ 7→ U(t, τ)B(τ)V (τ, s)x, wegen der Dichtheit von D gilt es dann aber auch für beliebige
x ∈ X) und andererseits
V˜ (t, s)x = V0(t, s)x+
∞∑
n=0
Vn+1(t, s)x = U(t, s)x+
∫ t
s
U(t, τ)B(τ)V˜ (τ, s)x dτ (5)
für alle t ∈ [s, 1].
Aus (4) und (5) folgt nun leicht, dass V (t, s)x = V˜ (t, s)x für alle t ∈ ∪mi=1[ti−1, ti] =
[s, 1] und alle x ∈ X, wobei
t0 := s und ti := min
{
ti−1 +
1
2M0 b+ 1
, 1
}
und m eine (die kleinste) natürliche Zahl ist mit tm = 1.
Also haben wir
V (t, s)x =
∞∑
n=0
Vn(t, s)x
für alle x ∈ X, wie behauptet.
Schließlich nehmen wir zusätzlich an, dass wir für U sogar eine exponentielle Abschät-
zung haben,
‖U(t, s)‖ ≤Meω(t−s)
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für alle (s, t) ∈ ∆. Wir bekommen dann induktiv
‖Vn(t, s)‖ ≤Mn+1 bn (t− s)
n
n!
eω(t−s)
für alle n ∈ N ∪ {0}, und daraus, wie gewünscht,
‖V (t, s)‖ ≤
∞∑
n=0
Mn+1 bn
(t− s)n
n!
eω(t−s) = Me(ω+Mb)(t−s)
für alle (s, t) ∈ ∆. 
Ähnlich wie im zeitunabhängigen Fall (A(t) = A0 für alle t ∈ I) (stonescher Satz!)
besteht auch im zeitabhängigen Fall ein enger Zusammenhang zwischen Schiefsymmetrie
und Isometrie.
Proposition 3.16. (i) Sei A(t) für jedes t ∈ I eine lineare Abbildung D ⊂ H → H,
t 7→ A(t)x stetig für alle x ∈ D und U eine Zeitentwicklung zu A. Dann ist U(t, s)
isometrisch für alle (s, t) ∈ ∆ genau dann, wenn A(t) schiefsymmetrisch ist für alle
t ∈ I.
(ii) Sei A(t) : D ⊂ H → H für jedes t ∈ I schiefselbstadjungiert, t 7→ A(t)x stetig (im
Fall D = H) bzw. stetig differenzierbar (im allgemeinen Fall) für alle x ∈ D und U die
Zeitentwicklung zu A. Dann ist U(t, s) unitär für alle (s, t) ∈ ∆.
Beweis. (i) Seien x, y ∈ D, dann ist [s, 1] 3 t 7→ 〈U(t, s)x, U(t, s)y〉 differenzierbar und
d
dt
〈U(t, s)x, U(t, s)y〉 = 〈A(t)U(t, s)x, U(t, s)y〉+ 〈U(t, s)x,A(t)U(t, s)y〉
= 〈A(t)U(t, s)x, U(t, s)y〉+ 〈A(t)∗ U(t, s)x, U(t, s)y〉
für alle t ∈ [s, 1] und alle s ∈ [0, 1).
Sei U(t, s) isometrisch für alle (s, t) ∈ ∆. Dann gilt
0 =
d
dt
〈U(t, s)x, U(t, s)y〉 ∣∣
t=s
= 〈A(t)U(t, s)x, U(t, s)y〉+ 〈A(t)∗ U(t, s)x, U(t, s)y〉
∣∣∣
t=s
= 〈A(s)x, y〉+ 〈A(s)∗x, y〉 ,
für alle x, y ∈ D und alle s ∈ [0, 1), das heißt, A(s) ist schiefsymmetrisch für alle s ∈ [0, 1).
Da t 7→ A(t)x stetig ist für alle x ∈ D, erhalten wir mithilfe von Proposition 3.3, dass
0 =
d
ds
〈U(1, s)x, U(1, s)y〉 = 〈−U(1, s)A(1)x, U(1, s)y〉+ 〈U(1, s)x,−U(1, s)A(1)y〉
für alle s ∈ [0, 1] und damit insbesondere
0 = 〈−A(1)x, y〉+ 〈x,−A(1)y〉
für alle x, y ∈ D, woraus sich die Schiefsymmetrie von A(1) ergibt.
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Sei umgekehrt A(t) schiefsymmetrisch für alle t ∈ I. Dann gilt
d
dt
〈U(t, s)x, U(t, s)y〉 = 〈A(t)U(t, s)x, U(t, s)y〉+ 〈A(t)∗ U(t, s)x, U(t, s)y〉 = 0,
folglich
〈U(t, s)x, U(t, s)y〉 = 〈U(t, s)x, U(t, s)y〉 ∣∣
t=s
= 〈x, y〉
für alle x, y ∈ D, alle t ∈ [s, 1] und alle s ∈ [0, 1), das heißt, U(t, s) ist isometrisch für
alle t ∈ [s, 1] und alle s ∈ [0, 1) und wegen U(1, 1) = 1 auch für (s, t) = (1, 1).
(ii) Wir wissen schon aus (i), dass die Zeitentwicklung U zu A isometrisch ist, es bleibt
also zu zeigen, dass
U(t, s)U(t, s)∗ = 1
für alle (s, t) ∈ ∆. Wir tun dies nur im Fall von beliebigem D, in dem wir sogar die
stetige Differenzierbarkeit der Abbildungen t 7→ A(t)x vorausgesetzt haben. Für den
(einfacheren) Fall D = H verweisen wir auf Theorem X.69 in [33].
Sei A˜(t) := A(t)− 1 für alle t ∈ I, Uk(t, s) wie im Beweis von Lemma 3.12,
U˜k(t, s) := Uk(t, s)e
−(t−s) und U˜(t, s) := U(t, s)e−(t−s)
sowie
V˜k(t, s) := A˜(s)Uk(t, s)
∗ A˜(t)−1
für alle (s, t) ∈ ∆. Dann ist Uk(t, s) unitär (die A(t′) sind ja schiefselbstadjungiert, erzeu-
gen also unitäre Gruppen auf H) für alle k ∈ N und (nach dem Beweis von Lemma 3.12,
dessen Voraussetzungen nach dem Beweis von Satz 3.13 ja wirklich erfüllt sind)
Uk(t, s)x = U˜k(t, s)e
(t−s)x −→ U˜(t, s)e(t−s)x = U(t, s)x (k →∞)
für alle x ∈ H, und damit insbesondere
〈U(t, s)Uk(t, s)∗x, y〉 = 〈x, Uk(t, s)U(t, s)∗y〉
−→ 〈x, U(t, s)U(t, s)∗y〉 = 〈U(t, s)U(t, s)∗x, y〉 (k →∞)
für alle x, y ∈ H und alle (s, t) ∈ ∆. Weiter gilt, erneut wegen der Schiefselbstadjungiert-
heit der A(t′), dass
V˜k(t, s) = A˜(s)Uk(t, s)
∗ A˜(t)−1
= A˜(s) e
A
( bksc
k
)
(s− bksc+1
k
)
e
A
( bksc+1
k
)
(− 1
k
) · · · eA
( bktc
k
)
(
bktc
k
−t)
A˜(t)−1
=
(
1 + C
(
s,
bksc
k
))
e
A
( bksc
k
)
(s− bksc+1
k
) ·
·
(
1 + C
(bksc
k
,
bksc+ 1
k
))
e
A
( bksc+1
k
)
(− 1
k
) · · ·
· · ·
(
1 + C
(bktc − 1
k
,
bktc
k
))
e
A
( bktc
k
)
(
bktc
k
−t)
(
1 + C
(bktc
k
, t
))
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und daher ∥∥∥V˜k(t, s)∥∥∥ ≤ (1 + c
k
)mk(t,s)+2 ≤ (1 + c
k
)k(t−s) (
1 +
c
k
)3
≤ ec(t−s) (1 + c)3
für alle k ∈ N und alle (s, t) ∈ ∆, wobei C(t, s) := A˜(t)A˜(s)−1 − 1,
c := sup
(s,t)∈{s′ 6=t′}
∥∥∥∥ 1t− s C(t, s)
∥∥∥∥ .
und mk(t, s) wie im Beweis von Lemma 3.12 erklärt sei.
Wir zeigen nun, dass
U(t, s)Uk(t, s)
∗x −→ x (k →∞)
für alle x ∈ D und alle (s, t) ∈ ∆.
Sei also (s, t) ∈ ∆ mit s 6= t (für s = t ist die Behauptung klar) und x ∈ D. Sei weiter
k ∈ N und (tn)n∈{0,...,m} eine Zerlegung des Intervalls [s, t], sodass t1, . . . , tm−1 genau die
in (s, t) enthaltenen Zerlegungsstellen der 1k -Zerlegung von I sind. Dann ist
(tn−1, tn) 3 τ 7→ Uk(t, τ)U(τ, s)Uk(t, s)∗x
wegen Uk(t, s)∗D ⊂ D differenzierbar (nach Lemma 2.7) und
d
dτ
(
Uk(t, τ)U(τ, s)Uk(t, s)
∗x
)
= Uk(t, τ)
(
−A
(bkτc
k
)
+A(τ)
)
U(τ, s)Uk(t, s)
∗x
= −Uk(t, τ)C
(bkτc
k
, τ
)
W˜ (τ, s)eτ−s V˜k(t, s) A˜(t)x
für alle τ ∈ (tn−1, tn) und alle n ∈ {1, . . . ,m}, wobei W˜ (t′, s′) := A˜(t′)U˜(t′, s′)A˜(s′)−1.
Nach dem Beweis von Lemma 3.12 ist ∆ 3 (s′, t′) 7→ W˜ (t′, s′) stark stetig und es gilt∥∥∥W˜ (t′, s′)∥∥∥ ≤ (1 + c)2 ec(t′−s′)
für alle (s′, t′) ∈ ∆. Wir sehen damit und mithilfe von Lemma 3.11, dass
(tn−1, tn) 3 τ 7→ Uk(t, τ)U(τ, s)Uk(t, s)∗x
sogar stetig differenzierbar ist und∥∥∥∥ ddτ (Uk(t, τ)U(τ, s)Uk(t, s)∗x)
∥∥∥∥ ≤ ck (1 + c)2e(c+1)(τ−s) ec(t−s) (1 + c)3 ∥∥∥A˜(t)x∥∥∥
≤ c
k
(1 + c)5 e2c+1
∥∥∥A˜(t)x∥∥∥
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für alle τ ∈ (tn−1, tn) und alle n ∈ {1, . . . ,m}, das heißt
‖U(t, s)Uk(t, s)∗x− x‖ =
∥∥∥Uk(t, τ)U(τ, s)Uk(t, s)∗x∣∣τ=tτ=s∥∥∥
≤ c
k
(1 + c)5 e2c+1 (t− s)
∥∥∥A˜(t)x∥∥∥ .
Also gilt tatsächlich
U(t, s)Uk(t, s)
∗x −→ x (k →∞)
und damit
〈U(t, s)U(t, s)∗x, y〉 = lim
k→∞
〈U(t, s)Uk(t, s)∗x, y〉 = 〈x, y〉
für alle x ∈ D, y ∈ H und alle (s, t) ∈ ∆, woraus sich schließlich U(t, s)U(t, s)∗ = 1 für
alle (s, t) ∈ ∆ ergibt. 
Wir weisen darauf hin, dass aus
Uk(t, s) unitär für alle k ∈ N und
Uk(t, s)x −→ U(t, s)x (k →∞) für alle x ∈ X
allein noch nicht folgt, dass auch U(t, s) unitär ist (Bemerkung II.4.10 in [36]). Wir
müssen also wirklich etwas mehr arbeiten, was den langen Beweis von Aussage (ii) des
obigen Satzes erklärt.
3.3 Adiabatische Zeitentwicklungen
Wir erinnern uns: ein erstes Ziel der Adiabatentheorie ist es zu klären, wann (1 −
P (t))UTP (0) in der in Abschnitt 1 beschriebenen Ausganssituation gegen 0 konvergiert
für T gegen ∞, kurz gefasst: wann die Zeitentwicklung UT beinahe adiabatisch ist bzgl.
P . Was genau wir unter bzgl. P adiabatischen Zeitentwicklungen verstehen wollen, legen
wir nun fest. (Vgl. dies auch mit Abschnitt IV.3.1 und IV.3.2 in [22].)
Sei U eine Zeitentwicklung in X und P (t) für jedes t ∈ I eine beschränkte Projektion
in X. Dann heißt U adiabatisch bzgl. P im engeren bzw. weiteren Sinne genau dann,
wenn
(1− P (t))U(t, s)P (s) = 0 bzw. (1− P (t))U(t, 0)P (0) = 0
für alle (s, t) ∈ ∆ bzw. für alle t ∈ I.
Zeitentwicklungen, die adiabatisch sind bzgl. einer Familie P von beschränkten Projek-
tionen, lassen also keine Übergänge von den Unterräumen P (s)X bzw. dem Unterraum
P (0)X in die Unterräume P (t)X zu. In diesem Sinne sind sie adiabatisch.
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Wie man leicht einsieht, ist eine Zeitentwicklung U in X i. e. S. adiabatisch bzgl. P
und 1− P genau dann, wenn
P (t)U(t, s) = U(t, s)P (s)
für alle (s, t) ∈ ∆.
Zunächst ein offensichtliches Lemma.
Lemma 3.17. Sei A(t) für jedes t ∈ I Erzeuger einer stark stetigen Halbgruppe auf X
und sei A (M,ω)-stabil. Dann ist TA (M,Tω)-stabil für alle T ∈ (0,∞).
Beweis. Wir müssen nur beachten, dass TA(t) für alle T ∈ (0,∞) tatsächlich eine stark
stetige Halbgruppe auf X erzeugt, die gegeben ist durch
e(TA(t)) s = eA(t) (T s)
für alle s ∈ [0,∞). 
Wie die folgende Proposition nahelegt, sollten wir (in der in Abschnitt 1 beschriebe-
nen Ausgangssituation) von der Zeitentwicklung UT zu TA höchstens erwarten, dass sie
beinahe adiabatisch ist bzgl. P . Wir können nicht erwarten, dass sie (echt) adiabatisch
ist (i. e. S. bzgl. P und 1− P ).
Proposition 3.18. Sei A(t) für jedes t ∈ I eine lineare Abbildung D ⊂ X → X, die eine
stark stetige Halbgruppe auf X erzeugt, sei A (M,ω)-stabil und t 7→ A(t)x stetig (falls
D = X) bzw. stetig differenzierbar (falls D ein beliebiger dichter Unterraum ist) für alle
x ∈ D. Sei P (t) für jedes t ∈ I eine beschränkte Projektion in X mit P (t)A(t) ⊂ A(t)P (t)
und sei t 7→ P (t)x differenzierbar für alle x ∈ X. Wenn die Zeitentwicklung UT zu TA
(die nach Lemma 3.17 und Satz 3.9 bzw. Satz 3.13 existiert) i. e. S. adiabatisch ist bzgl.
P und 1− P , dann gilt P ′ = 0, die durch P gegebene Zerlegung von X hängt dann also
nicht von t ∈ I ab.
Beweis. Sei die Zeitentwicklung UT zu TA i. e. S. adiabatisch bzgl. P und 1− P . Dann
gilt
P (t)UT (t, s) = UT (t, s)P (s)
für alle (s, t) ∈ ∆. Sei nun s ∈ [0, 1), dann erhalten wir durch Ableiten nach t, dass
P ′(t)UT (t, s)x+ P (t)TA(t)UT (t, s)x = TA(t)UT (t, s)P (s)x
für alle t ∈ [s, 1] und damit insbesondere
P ′(s)x = T
(
A(s)P (s)x− P (s)A(s)x) = 0
für alle x ∈ D. Wir müssen nun nur noch zeigen, dass auch P ′(1) = 0. Wir wissen, dass
P (1)UT (1, s) = UT (1, s)P (s)
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für alle s ∈ [0, 1]. Durch Ableiten nach s (beachte Proposition 3.3) erhalten wir
P (1)
(−UT (1, s)TA(s)x) = −UT (1, s)TA(s)P (s)x+ UT (1, s)P ′(s)x
für alle s ∈ [0, 1] und damit insbesondere
P ′(1)x = T
(
A(1)P (1)x− P (1)A(1)x) = 0,
für alle x ∈ D, woraus die Behauptung folgt. 
Wie können wir nun zeigen, dass die Zeitentwicklung zu TA (wenigstens) beinahe
adiabatisch ist? Der nächste Satz, den wir Kato [16] sowie Dalecki und Krein (s. die
Anmerkungen zu Kapitel IV in [22]) verdanken, ist ein erster wichtiger Schritt dorthin:
dieser Satz gibt uns eine bzgl. P und 1 − P adiabatische Zeitentwicklung VT , die – wie
wir in den Adiabatensätzen in den Abschnitten 4 bis 6 sehen werden – die uns eigentlich
interessierende Zeitentwicklung UT gut approximiert.
Satz 3.19. Sei A(t) für jedes t ∈ I eine lineare Abbildung D ⊂ X → X und sei t 7→ A(t)x
stetig für alle x ∈ D. Sei P (t) für jedes t ∈ I eine beschränkte Projektion in X mit
P (t)A(t) ⊂ A(t)P (t) und sei t 7→ P (t)x stetig differenzierbar für alle x ∈ X. Schließlich
existiere für jedes T ∈ (0,∞) die Zeitentwicklung zu TA+ [P ′, P ] und diese sei mit Ua,T
bezeichnet. Dann gilt
P (t)Ua,T (t, s) = Ua,T (t, s)P (s)
(die intertwining relation) für alle (s, t) ∈ ∆ und alle T ∈ (0,∞).
Beweis. Zunächst gilt
P ′ =
(
P 2
)′
= P ′P + PP ′,
woraus durch Anwendung von P von rechts und von links folgt, dass
PP ′P = 0.
Sei (s, t) ∈ ∆ mit s 6= t (für s = t ist die intertwining relation offensichtlich) und sei
x ∈ D. Wir erhalten dann wegen
P (t′)D ⊂ D für alle t′ ∈ I
mithilfe von Lemma 2.7 und Proposition 3.3, dass [s, t] 3 τ 7→ Ua,T (t, τ)P (τ)Ua,T (τ, s)x
differenzierbar ist und
d
dτ
(
Ua,T (t, τ)P (τ)Ua,T (τ, s)x
)
= Ua,T (t, τ)
(
−(TA(τ) + [P ′(τ), P (τ)])P (τ) + P ′(τ)
+ P (τ)
(
TA(τ) + [P ′(τ), P (τ)]
))
Ua,T (τ, s)x
= Ua,T (t, τ)
(
−TA(τ)P (τ) + P (τ)TA(τ)
)
= 0
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für alle τ ∈ [s, t] und alle T ∈ (0,∞). Also gilt
P (t)Ua,T (t, s)x− Ua,T (t, s)P (s)x = Ua,T (t, τ)P (τ)Ua,T (τ, s)x
∣∣∣τ=t
τ=s
= 0,
wie gewünscht. 
Wenn sie denn existieren, werden wir die Zeitentwicklungen zu TA und TA + [P ′, P ]
künftig immer mit UT bzw. Ua,T bezeichnen, wobei wir natürlich die Abhängigkeit von
A und P unterdrücken.
Der obige Satz zeigt, dass die Zeitentwicklung Ua,T zu TA+ [P ′, P ] unter den – abge-
sehen von der Invarianzbedingung P (t)A(t) ⊂ A(t)P (t) (s. Proposition 2.13) – nicht sehr
einschränkenden Voraussetzungen dieses Satzes adiabatisch ist bzgl. P und 1 − P . Wir
werden sie daher auch als adiabatische Zeitentwicklung zu TA und P bezeichnen. Wegen
[(1−P )′, (1−P )] = [P ′, P ] stimmen die adiabatische Zeitentwicklung zu TA und P und
diejenige zu TA und 1− P überein.
Abschließend sei noch angemerkt, dass die adiabatische Zeitentwicklung durch die
intertwining relation aus obigem Satz bei weitem nicht eindeutig bestimmt ist (Theo-
rem IV.3.1 in [22]): die Zeitentwicklung VT zu TA + B ist (unter den Voraussetzungen
des obigen Satzes und der Voraussetzung, dass die B(t) beschränkte lineare Abbildun-
gen sind, die stark stetig von t ∈ I abhängen) nämlich genau dann adiabatisch bzgl.
P und 1 − P , wenn für jedes t ∈ I eine beschränkte mit P (t) vertauschende lineare
Abbildung C(t) existiert, sodass B(t) = [P ′(t), P (t)] + C(t). Dies sieht man wie im Be-
weis von Satz 3.19, indem man für (s, t) ∈ ∆ mit s 6= t und x ∈ D die Ableitung von
[s, t] 3 τ 7→ VT (t, τ)P (τ)VT (τ, s)x bestimmt.
4 Zwei triviale Adiabatensätze und Standardbeispiele
4.1 Die beiden Sätze
Der folgende Satz ist angesichts von Satz 3.19 ziemlich trivial.
Satz 4.1. Sei A(t) für jedes t ∈ I eine lineare Abbildung D ⊂ X → X, die eine stark
stetige Halbgruppe auf X erzeugt, sei A (M,ω)-stabil und t 7→ A(t)x stetig (falls D = X)
bzw. stetig differenzierbar (falls D ein beliebiger dichter Unterraum ist) für alle x ∈ D.
Sei P (t) für jedes t ∈ I eine beschränkte Projektion in X mit P (t)A(t) ⊂ A(t)P (t) und
sei t 7→ P (t) konstant. Dann gilt
(1− P (t))UT (t, s)P (s) = 0 und P (t)UT (t, s)(1− P (s)) = 0
für alle (s, t) ∈ ∆.
Beweis. Wegen P ′ = 0 stimmt die Zeitentwicklung UT zu TA mit der Zeitentwicklung
Ua,T zu TA + [P ′, P ] überein (Proposition 3.2) und für diese gilt nach Satz 3.19 die
intertwining relation, die äquivalent ist zur behaupteten Adiabatizität i.e.S. bzgl. P und
1− P . 
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Zusammen mit Proposition 3.18 ergibt dieser Satz, dass die eigentlich interessierende
Zeitentwicklung UT zu TA genau dann i.e.S. adiabatisch ist bzgl. P und 1− P , wenn P
konstant ist.
Der nächste Satz ist etwas weniger offensichtlich. Dieser Satz steht im wesentlichen
auch in [22] (Theorem IV.1.7), jedoch haben wir ihn unabhängig davon bewiesen.
Satz 4.2. Sei A(t) für jedes t ∈ I eine lineare Abbildung D ⊂ X → X, die eine stark
stetige Halbgruppe auf X erzeugt, sei A (M,ω)-stabil für eine (negative) Zahl ω ∈ (−∞, 0)
und sei t 7→ A(t)x stetig (falls D = X) bzw. stetig differenzierbar (falls D ein beliebiger
dichter Unterraum ist) für alle x ∈ D. Sei P (t) für jedes t ∈ I eine beschränkte Projektion
in X mit P (t)A(t) ⊂ A(t)P (t) und sei t 7→ P (t)x stetig differenzierbar für alle x ∈ X.
Schließlich existiere die Zeitentwicklung Ua,T zu TA+ [P ′, P ] für jedes T ∈ (0,∞). Dann
gilt
sup
t∈I
‖Ua,T (t)− UT (t)‖ = O
( 1
|ω|T
)
(T →∞).
Wenn zusätzlich suppP ′ ⊂ (r0, 1] für eine positive Zahl r0, dann gilt sogar
sup
t∈I
‖Ua,T (t)− UT (t)‖ = O
(
e−r0 |ω|T
)
(T →∞).
Beweis. Sei x ∈ D. Dann gilt
Ua,T (t)x− UT (t)x = UT (t, s)Ua,T (s)x
∣∣s=t
s=0
=
∫ t
s
U(t, s) [P ′(s), P (s)]Ua,T (s)x ds (6)
für alle t ∈ I und alle T ∈ (0,∞), denn die Abbildung [0, t] 3 s 7→ UT (t, s)Ua,T (s)x ist
nach Proposition 3.3 und Lemma 2.7 stetig differenzierbar mit
d
ds
UT (t, s)Ua,T (s)x = UT (t, s) [P
′(s), P (s)]Ua,T (s)x
für alle s ∈ [0, t].
Weiter gilt nach Satz 3.9 bzw. Satz 3.13 und Lemma 3.17
‖UT (t, s)‖ ≤MeTω(t−s)
für alle (s, t) ∈ ∆ und daher nach Proposition 3.15 auch
‖Ua,T (t, s)‖ ≤Me(Tω+Mc)(t−s)
für alle (s, t) ∈ ∆, wobei wir c := sups∈I ‖[P ′(s), P (s)]‖ setzen.
Also haben wir
‖Ua,T (t)x− UT (t)x‖ ≤
∫ t
0
MeTω(t−s) cMe(Tω+Mc)s ds ‖x‖
≤M2 c eMc e−|ω|Tt t ‖x‖
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für alle t ∈ I, T ∈ (0,∞) und alle x ∈ D, und damit
‖Ua,T (t)− UT (t)‖ ≤M2 c eMc e−|ω|Tt t (7)
für alle t ∈ I und alle T ∈ (0,∞).
Weil nun [0,∞) 3 ξ 7→ e−ξ ξ beschränkt ist, ergibt sich daraus
sup
t∈I
‖Ua,T (t)− UT (t)‖ = O
( 1
|ω|T
)
(T →∞),
wie gewünscht.
Sei schließlich suppP ′ ⊂ (r0, 1] für eine positive Zahl r0. Dann ist Ua,T (t)−UT (t) = 0
für alle t ∈ [0, r0] nach (6) und nach (7) ist
‖Ua,T (t)− UT (t)‖ ≤M2 c eMc e−|ω|Tt t ≤M2 c eMc e−|ω|T r0
für alle t ∈ (r0, 1]. Also folgt auch
sup
t∈I
‖Ua,T (t)− UT (t)‖ = O
(
e−r0 |ω|T
)
(T →∞)
und wir sind fertig. 
4.2 Standardbeispiele
Wir werden den Adiabatensätzen in den Abschnitten 5 bis 7 stets Beispiele zur Seite stel-
len, um aufzuzeigen, was die Sätze können und was nicht, genauer: um erstens vor Augen
zu führen, in welchen Situationen die Voraussetzugen (und damit auch die Aussagen)
dieser Sätze erfüllt sind, und um zweitens vor Augen zu führen, was (mit der Aussage
dieser Sätze) in Situationen geschieht, in denen die Voraussetzungen nicht erfüllt sind.
Insbesondere sollen die Beispiele zeigen, dass die Adiabatensätze der folgenden Abschnit-
te nicht trivial sind.
A und P werden in unseren Beispielen meist von der folgenden einfachen Struktur sein
(weshalb wir auch von Standardbeispielen sprechen): A(t) geht für jedes t ∈ I durch eine
isometrische Ähnlichkeitstransformation R(t) aus der linearen Abbildung A0(t) hervor
und P (t) geht durch dieselbe Ähnlichkeitstransformation aus der beschränkten Projek-
tion P0(t) hervor. Wir haben dann die folgenden einfachen Zusammenhänge.
Proposition 4.3. Sei A0(t) für jedes t ∈ I eine beschränkte lineare Abbildung in X, P0(t)
eine beschränkte Projektion in X, R(t) eine surjektive isometrische lineare Abbildung in
X und t 7→ R(t)x zweimal stetig differenzierbar für alle x ∈ X. Sei weiter
A(t) := R(t)−1A0(t)R(t) und P (t) := R(t)−1P0(t)R(t)
für alle t ∈ I. Dann stimmt die quasikontraktive Wachstumsschranke von A(t) für jedes
t ∈ I mit der von A0(t) überein und mit t 7→ A0(t)x ist auch t 7→ A(t)x stetig diffe-
renzierbar für alle x ∈ X. Weiter ist P (t) für jedes t ∈ I eine beschränkte Projektion
in X, die mit A(t) genau dann vertauscht, wenn P0(t) mit A0(t) vertauscht, und mit
t 7→ P0(t)x ist auch t 7→ P (t)x zweimal stetig differenzierbar für alle x ∈ X.
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Beweis. Die quasikontraktiven Wachstumsschranken von A(t) und A0(t) stimmen für
alle t ∈ I überein, weil eA(t) . = R(t)−1 eA0(t) . R(t) und weil R(t) und damit auch R(t)−1
isometrisch ist für alle t ∈ I.
Die übrigen Aussagen folgen wegen supt∈I
∥∥R(t)−1∥∥ < ∞ aus Lemma 2.7 und Lem-
ma 2.9. 
Weiter wird in unseren Beispielen meist X = `p(Id) sein für ein d ∈ N ∪ {∞}, wobei
Id :=
{
{1, 2, . . . , d}, d ∈ N
N, d =∞.
Wir haben dann also die kanonische Schauderbasis {en : n ∈ Id} (s. beispielsweise Auf-
gabe IV.7.18 in [38]) (im Fall p = 2 eine Orthonormalbasis) und können jede beschränkte
lineare Abbildung A in X darstellen durch das (endliche oder unendliche) Zahlenschema
e1
∗(Ae1) e1∗(Ae2) · · · · · ·
e2
∗(Ae1) e2∗(Ae2) · · · · · ·
e3
∗(Ae1) e3∗(Ae2) · · · · · ·
...
...
...
...
 ,
wobei en∗ die beschränkte lineare Abbildung X → C mit x 7→ xn (der Koeffizient in
der (eindeutigen!) Reihenentwicklung von x nach der Schauderbasis {en : n ∈ Id}) be-
zeichnet. Wir werden im folgenden beschränkte lineare Abbildungen in X mit dem sie
darstellenden Zahlenschema identifizieren. So schreiben wir etwa
0 0
1 0
. . .
0 1 0
. . .
. . . 1 0
. . .
. . . . . . . . .

bzw.

0 1 0
0 0 1
. . .
. . . 0 1
. . .
. . . 0
. . .
. . . . . .

für den Shift nach rechts bzw. links, die beschränkte lineare Abbildung in `p(I∞) also
mit
(x1, x2, x3, . . . ) 7→ (0, x1, x2, . . . ) bzw. (x2, x3, x4, . . . )
für alle x = (x1, x2, x3, . . . ) ∈ `p(I∞). Zu beachten ist dabei, dass nicht jedes beliebige
unendliche Zahlenschema eine beschränkte lineare Abbildung auf X = `p(I∞) (bzgl.
der Schauderbasis {en : n ∈ I∞}) darstellt. Die Zahlenschemas in unseren Beispielen
werden aber immer (wie bei den Shiftoperatormatrizen eben) ziemlich offensichtlich eine
beschränkte lineare Abbildung in X wiedergeben.
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Beispiel 4.4. Sei A1 bzw. A2 der Shift nach rechts bzw. links auf X := `2(I∞). Dann
gilt
σ(A1) = U1(0) = σ(A2).
Warum? Zunächst ist ‖A1‖ = 1 = ‖A2‖, das heißt, σ(Ai) ⊂ U1(0). Weiter gilt für
z ∈ U1(0), dass
x := (1, z, z2, z3, . . . ) ∈ X und (A1 − z)x = 0,
das heißt, U1(0) ⊂ σp(A1) ⊂ σ(A1). Daraus folgt wegen A∗2 = A1 und der Invarianz von
U1(0) unter komplexer Konjugation, dass U1(0) ⊂ σr(A2) ⊂ σ(A2). Insgesamt sehen wir
nun, dass σ(A1) und σ(A2) gleich U1(0) sind. J
Schließlich führen wir noch Zahlen λd ein, die in unseren Standardbeispielen oft vor-
kommen werden:
λd := sup
{
λ ∈ R : Re 〈x,Ad(λ)x〉 ≤ 0 für alle x ∈ `2(Id)
}
,
wobei
Ad(λ) :=

λ 1 0
0 λ 1
. . .
. . . λ 1
. . .
. . . λ
. . .
. . . . . .

für alle λ ∈ R und alle d ∈ N ∪ {∞}.
Proposition 4.5. Die Zahlen λd liegen in dem Intervall [−1, 0], λ1 = 0, λ∞ = −1, es
gilt λd −→ λ∞ (d→∞) und λd+1 ≤ λd für alle d ∈ N.
Beweis. Zunächst gilt
Re 〈x,Ad(−1)x〉 =
d∑
k=1
Re(xk (−xk)) +
d−1∑
k=1
Re(xk xk+1)
≤ −
d∑
k=1
|xk|2 +
(d−1∑
k=1
|xk|2
) 1
2
(d−1∑
k=1
|xk+1|2
) 1
2 ≤ 0
für alle x ∈ `2(Id) und alle d ∈ N ∪ {∞}, woraus wir ersehen, dass λd ≥ −1 für alle
d ∈ N ∪ {∞}. Weiter gilt
Re 〈e1, Ad(λ)e1〉 = λ,
für alle λ ∈ R und alle d ∈ N ∪ {∞}, woraus folgt, dass λd ≤ 0 für alle d ∈ N ∪ {∞}.
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Wir sehen darüberhinaus sofort, dass λ1 = 0, und auch λ∞ = −1 ist nicht schwer
einzusehen. Sei nämlich ε > 0. Dann haben wir für alle d ∈ N
Re 〈e1 + · · ·+ ed, A∞(−1 + ε)(e1 + · · ·+ ed)〉
= Re 〈e1 + · · ·+ ed, Ad(−1 + ε)(e1 + · · ·+ ed)〉 = d ε− 1,
was für genügend große d positiv ist. Also gilt λ∞ ≤ −1+ε und λd ≤ −1+ε für genügend
große d, das heißt, λ∞ = −1 und λd −→ −1 (d→∞).
Schließlich bleibt zu zeigen, dass die λd monoton fallend sind in d. Sei ε > 0 und d ∈ N.
Dann existiert nach Definition von λd ein Vektor x ∈ `2(Id) mit Re 〈x,Ad(λd + ε)x〉 > 0.
Also gilt für y := (x, 0) ∈ `2(Id+1), dass
Re 〈y,Ad+1(λd + ε)y〉 = Re 〈x,Ad(λd + ε)x〉 > 0,
woraus hervorgeht, dass λd+1 ≤ λd + ε und damit, dass λd+1 ≤ λd. 
Wir merken an, dass beispielsweise λ2 = −12 und λ3 = − 1√2 (was man mithilfe von
Lagrangemultiplikatoren einsehen kann). Insbesondere gilt nach der obigen Proposition
λd ≤ −12 < 0 für alle d ∈ {2, 3, . . . }.
Der Witz an den Zahlen λd ist, dass Ad(λd) gerade noch dissipativ ist und damit (nach
dem Satz von Lumer, Phillips (Satz 2.27)) gerade noch eine Kontraktionshalbgruppe auf
`2(Id) erzeugt, womit wir natürlich meinen, dass die quasikontraktive Wachstumsschran-
ke von Ad(λd) gleich 0 ist. Aus den Ad(λd) können wir daher mithilfe von Proposition 4.3
(nichtnormale) beschränkte lineare Abbildungen A(t) auf X := `2(Id′) konstruieren, so-
dass A zwar (1, 0)-stabil aber nicht sogar (1, ω)-stabil ist für negative Zahlen ω. Solche
A(t) fallen also wenigstens nicht unter die etwas schwächere Version von Satz 4.2 mit
M = 1: die Aussage des Adiabatensates ist für solche A(t) also wenigstens nicht ganz
trivial erfüllt.
Aber natürlich ist es denkbar, dass solche A trotzdem (M,ω)-stabil sind für eine ne-
gative Zahl ω und ein M ∈ (1,∞). Schließlich stimmt ja die Wachstumsschranke von
Ad(λd) mit der Spektralschranke überein (Korollar IV.3.12 in [12]), die für d ∈ N wieder-
um gleich λd und damit für d 6= 1 echt kleiner als 0 ist, woraus wir ersehen, dass für jede
negative Zahl ω ∈ (λd, 0) eine Zahl Mω (notwendig echt größer als 1) existiert, sodass∥∥∥eAd(λd)s∥∥∥ ≤Mω eω s
für alle s ∈ [0,∞).
Wir weisen indes darauf hin, dass wir in allen unseren Beispielen (zu den Adiabatensät-
zen) der folgenden Abschnitte – mit Ausnahme von Beispiel 5.12 und Beispiel 6.17 – sicher
sagen können, dass nicht nur keine (1, ω)- sondern auch keine (M,ω)-Stabilität vorliegt
für negative Zahlen ω. Und durch geringfügige Abwandlung der genannten Ausnahme-
beispiele können wir erreichen, dass auch dort sicher keine (M,ω)-Stabilität vorliegt für
negative ω.
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5 Adiabatensätze mit Spektrallückenbedingung
5.1 Adiabatensätze mit gleichmäßiger Spektrallückenbedingung
Wir beginnen mit der folgenden wichtigen Aussage.
Lemma 5.1. Sei J ein Intervall und A(t) : D ⊂ X → X für jedes t ∈ J Erzeuger einer
stark stetigen Halbgruppe auf X, sei A (M,ω)-stabil und t 7→ A(t)x stetig differenzierbar
für alle x ∈ D. Dann ist t 7→ A(t) stetig im verallgemeinerten Sinn.
Beweis. A(t)− (ω+ 1) ist für jedes t ∈ J eine bijektive abgeschlossene lineare Abbildung
D ⊂ X → X und
sup
t∈J
∥∥∥(A(t)− (ω + 1))−1∥∥∥ ≤ M
(ω + 1)− ω <∞,
weil A ja (M,ω)-stabil ist (Satz 2.24), und t 7→ (A(t)−(ω+1))x ist stetig differenzierbar
für alle x ∈ D. Also ist t 7→ (A(t)− (ω + 1))−1 x nach Lemma 2.9 stetig differenzierbar
für alle x ∈ X und damit t 7→ (A(t) − (ω + 1))−1 nach Lemma 2.6 stetig, das heißt,
t 7→ A(t) ist folgenstetig im verallgemeinerten Sinn nach Satz 2.29 und damit auch stetig
im verallgemeinerten Sinn. 
Wir können nun einen ersten nichttrivialen Adiabatensatz beweisen. Diesen Satz (wie
auch Satz 5.5) haben wir aus Theorem 2.2 in Abou Salems Arbeit [1] gewonnen. Später
haben wir festgestellt, dass die Sätze 5.2 und 5.5 und insbesondere Abou Salems Theo-
rem 2.2 auch aus einer verallgemeinerten Version (Satz 7.4) eines Adiabatensatzes von
Nenciu folgen. Wir unterstreichen aber, dass Abou Salems Satz (und damit erst recht
Satz 5.2 und Satz 5.5) aus Nencius ursprünglichem Satz noch nicht folgt (Beispiel 7.8).
Abou Salems Satz ist nur für einpunktige Untermengen σ(t) = {λ(t)} des Spektrums
σ(A(t)) mit einem einfachen Eigenwert λ(t) formuliert, und t 7→ λ(t) ist dort als einmal
stetig differenzierbar vorausgesetzt, wohingegen die Sätze 5.2 und 5.5 für allgemeine
kompakte Untermengen σ(t) von σ(A(t)) formuliert sind und auch mit der Stetigkeit
von t 7→ σ(t) auskommen.
Satz 5.2. Sei A(t) für jedes t ∈ I eine lineare Abbildung D ⊂ X → X, die eine stark
stetige Halbgruppe auf X erzeugt, sei A (M, 0)-stabil und t 7→ A(t)x stetig differenzierbar
für alle x ∈ D. Sei σ(t) für jedes t ∈ I eine kompakte in σ(A(t)) isolierte Untermenge
von σ(A(t)) und zu jedem t0 ∈ I gebe es einen Zykel γt0 und eine in I offene Umgebung
Ut0 von t0, sodass im γt0 ⊂ ρ(A(t)) und n(γt0 , σ(t)) = 1 und n(γt0 , σ(A(t)) \ σ(t)) = 0
für alle t ∈ Ut0. Sei P (t) für jedes t ∈ I die Rieszprojektion von A(t) auf σ(t) und sei
t 7→ P (t)x zweimal stetig differenzierbar für alle x ∈ X. Dann gilt
sup
t∈I
‖Ua,T (t)− UT (t)‖ = O
( 1
T
)
(T →∞)
und insbesondere
sup
t∈I
‖(1− P (t))UT (t)P (0)‖ = O
( 1
T
)
(T →∞).
73
Beweis. Sei für jedes t ∈ I
B(t) :=
1
2pii
∫
γt
(A(t)− z)−1P ′(t)(A(t)− z)−1 dz,
wobei γt ein Zykel in ρ(A(t)) sei mit n(γt, σ(t)) = 1 und n(γt, σ(A(t)) \ σ(t)) = 0. So
ein Zykel existiert nach Voraussetzung und der Wert des obigen Wegintegrals ist (nach
Satz 2.3) für alle solchen Zykel gleich, weil
ρ(A(t)) 3 z 7→ (A(t)− z)−1 P ′(t) (A(t)− z)−1
holomorph ist und je zwei solche Zykel homolog in ρ(A(t)) sind.
Sei nun t0 ∈ I und Ut0 eine in I offene Umgebung von t0, sodass im γt0 ⊂ ρ(A(t))
und n(γt0 , σ(t)) = 1 und n(γt0 , σ(A(t)) \ σ(t)) = 0 für alle t ∈ Ut0 . Wir zeigen, dass die
Abbildung Ut0 3 t 7→ B(t)x stetig differenzierbar ist für alle x ∈ X.
Sei x ∈ X und sei Vt0 eine in I offene Umgebung von t0 mit V t0 ⊂ Ut0 . Zunächst
beobachten wir, dass
B(t) =
1
2pii
∫
γt
(A(t)− z)−1 P ′(t) (A(t)− z)−1 dz
=
1
2pii
∫
γt0
(A(t)− z)−1 P ′(t) (A(t)− z)−1 dz
für alle t ∈ Ut0 , denn γt und γt0 sind für jedes t ∈ Ut0 Zykel in ρ(A(t)), die wegen
n(γt, σ(t)) = 1 = n(γt0 , σ(t))
und
n(γt, σ(A(t)) \ σ(t)) = 0 = n(γt0 , σ(A(t)) \ σ(t))
zudem homolog in ρ(A(t)) sind. Sei U := {(t, z) ∈ I × C : z ∈ ρ(A(t))}. Dann ist U
nach Satz 2.31 und Lemma 5.1 offen in I × C und U 3 (t, z) 7→ (A(t) − z)−1 stetig,
insbesondere lokal beschränkt, und daher gilt
sup
(t,z)∈Vt0×im γt0
∥∥(A(t)− z)−1∥∥ <∞.
Wir sehen daher mit Lemma 2.9, dass Vt0 3 t 7→ (A(t)−z)−1 stark stetig differenzierbar
ist für alle z ∈ im γt0 , das heißt,
Vt0 3 t 7→ f(t, z) := (A(t)− z)−1 P ′(t) (A(t)− z)−1 x
ist stetig differenzierbar für alle z ∈ im γt0 (nach Lemma 2.7). Weiter ist im γt0 3 z 7→
∂1f(t, z) stetig für alle t ∈ Vt0 und
sup
(t,z)∈Vt0×im γt0
‖∂1f(t, z)‖ <∞.
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Die Abbildung U 3 (t, z) 7→ ∂1f(t, z) ist nämlich stetig. Warum? Weil
d
dt
(A(t)− z)−1 y = −(A(t)− z)−1A′(t) (A(t)− z)−1 y
= −(A(t)− z)−1A′(t)A(0)−1A(0)(A(t)− z)−1 y
für alle (t, z) ∈ U und alle y ∈ X, und weil U 3 (t, z) 7→ (A(t) − z)−1 stetig ist,
I 3 t 7→ A′(t)A(0)−1 stark stetig ist und auch U 3 (t, z) 7→ A(0)(A(t)− z)−1 = ((A(t)−
z)A(0)−1
)−1 wegen der Stetigkeit von U 3 (t, z) 7→ (A(t)− z)A(0)−1 (Lemma 2.6!) nach
Lemma 2.8 stetig ist.
Aus Lemma 2.5 folgt nun, dass Vt0 3 t 7→ 12pii
∫
γt0
f(t, z) dz = B(t)x stetig differen-
zierbar ist mit
B′(t)x =
1
2pii
∫
γt0
∂1f(t, z) dz
für alle t ∈ Vt0 . Also ist I 3 t 7→ B(t)x tatsächlich stetig differenzierbar für alle x ∈ X.
Jetzt kommen wir zum wesentlichen Schritt. Sei x ∈ D, dann haben wir für alle t ∈ I
die folgende (sogenannte) Kommutatorgleichung:
B(t)A(t)x−A(t)B(t)x
=
1
2pii
∫
γt
(A(t)− z)−1 P ′(t) (A(t)− z)−1A(t)x dz
− 1
2pii
∫
γt
A(t)(A(t)− z)−1 P ′(t) (A(t)− z)−1x dz
=
1
2pii
∫
γt
(A(t)− z)−1P ′(t)x dz + 1
2pii
∫
γt
(A(t)− z)−1P ′(t) z(A(t)− z)−1x dz
− 1
2pii
∫
γt
P ′(t)(A(t)− z)−1x dz − 1
2pii
∫
γt
z(A(t)− z)−1P ′(t)(A(t)− z)−1x dz
= −
(
1
2pii
∫
γt
(z −A(t))−1 dz
)
P ′(t)x+ P ′(t)
(
1
2pii
∫
γt
(z −A(t))−1 dz
)
x
= P ′(t)P (t)x− P (t)P ′(t)x,
wobei wir benutzt haben, dass A(t) abgeschlossen ist. Insbesondere zeigt diese Gleichung,
dass B(t)D ⊂ D. Wir erhalten damit, da t 7→ B(t) – wie eben gezeigt – stark stetig
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differenzierbar ist, dass(
Ua,T (t)− UT (t)
)
x = UT (t, s)Ua,T (s)x
∣∣s=t
s=0
=
∫ t
0
UT (t, s)[P
′(s), P (s)]Ua,T (s)x ds
=
1
T
∫ t
0
UT (t, s)
(
B(s)TA(s)− TA(s)B(s)
)
Ua,T (s)x ds
=
1
T
∫ t
0
UT (t, s)
(
−TA(s)B(s) +B′(s) +B(s)(TA(s) + [P ′(s), P (s)]))Ua,T (s)x ds
− 1
T
∫ t
0
UT (t, s)
(
B′(s) +B(s)[P ′(s), P (s)]
)
Ua,T (s)x ds
=
1
T
∫ t
0
d
ds
(
UT (t, s)B(s)Ua,T (s)x
)
ds
− 1
T
∫ t
0
UT (t, s)
(
B′(s) +B(s)[P ′(s), P (s)]
)
Ua,T (s)x ds
für alle t ∈ I und alle T ∈ (0,∞). Weiter sehen wir, dass
‖UT (t, s)‖ ≤M und ‖Ua,T (t, s)‖ ≤MeMc(t−s)
für alle (s, t) ∈ ∆ und alle T ∈ (0,∞), weil A ja nach Voraussetzung (M, 0)-stabil ist
und damit TA und TA+[P ′, P ] nach Lemma 3.17 und Proposition 3.8 (M, 0)-stabil bzw.
(M, 0 +Mc)-stabil ist – dabei bezeichnet c eine Zahl mit∥∥[P ′(s), P (s)]∥∥ , ‖B(s)‖ und ∥∥B′(s)∥∥ ≤ c
für alle s ∈ I. Also gilt, da x beliebig war in D,
sup
t∈I
‖Ua,T (t)− UT (t)‖ ≤ 1
T
(
2McMeMc +McMeMc +Mc2MeMc
)
für alle T ∈ (0,∞), woraus mit Satz 3.19 insbesondere auch
sup
t∈I
‖(1− P (t))UT (t)P (0)‖ = O
( 1
T
)
(T →∞)
folgt, die P (t) vertauschen ja als Rieszprojektionen von A(t) tatsächlich mit A(t) (nach
Satz 2.14). 
Im obigen Satz haben wir keine gleichmäßige Spektrallücke vorausgesetzt, sondern nur,
dass σ(t) für jedes einzelne t ∈ I isoliert ist in σ(A(t)) – das hat ausgereicht. Wie wir
aber in Korollar 5.4 sehen werden, ist die Spektrallücke unter den Voraussetzungen des
obigen Satzes ganz von selbst gleichmäßig.
Die folgende Proposition stellt einen Zusammenhang her zwischen Isoliertheit und
gleichmäßiger Isoliertheit. Sie besagt, dass eine kompakte in σ(A(t)) isolierte Untermenge
σ(t), die oberhalbstetig von t abhängt, sogar gleichmäßig isoliert ist in σ(A(t)), wenn die
Rieszprojektion von A(t) auf σ(t) stetig von t abhängt (oder auch nur der Rang der
Rieszprojektionen konstant ist in t) und t 7→ A(t) stetig im verallgemeinerten Sinn ist.
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Proposition 5.3. Sei J ein kompaktes Intervall. Sei A(t) für jedes t ∈ J eine abgeschlos-
sene lineare Abbildung D ⊂ X → X und t 7→ A(t) stetig im verallgemeinerten Sinn. Sei
σ(t) für jedes t ∈ J eine kompakte in σ(A(t)) isolierte Untermenge von σ(A(t)), σ(t)
falle an der Stelle t0 in σ(A(t)) \ σ(t) hinein und t 7→ σ(t) sei oberhalbstetig in t0. Sei
schließlich P (t) für jedes t ∈ J die Rieszprojektion von A(t) auf σ(t). Dann ist t 7→ P (t)
nicht stetig in t0 und
lim sup
n→∞
(
rkP (tn)
) ≤ rkP (t0)− 1
für alle (tn) in J mit tn −→ t0 und dist(σ(tn), σ(A(tn)) \ σ(tn)) −→ 0 (n→∞).
Beweis. Sei γt0 ein positiv einfach geschlossener Zykel in ρ(A(t0)) mit n(γt0 , σ(t0)) = 1
und n(γt0 , σ(A(t0)) \ σ(t0)) = 0. So ein Zykel existiert nach Proposition 2.4, weil σ(t0)
isoliert ist in σ(A(t0)). Sei V := {z ∈ C \ im γt0 : n(γt0 , z) = 1} (das Innere von γt0) und
sei
σ0(t) := σ(A(t)) ∩ V sowie τ(t) := σ0(t) \ σ(t)
für alle t ∈ J . Dann ist V eine offene Umgebung von σ(t0), das heißt, es gibt eine
positive Zahl r0, sodass U2r0(σ(t0)) ⊂ V . Weiter existiert (beachte Satz 2.30) eine in J
offene Umgebung Ut0 von t0, sodass im γt0 ⊂ ρ(A(t)) und σ(t) ⊂ Ur0(σ(t0)) ⊂ V für alle
t ∈ Ut0 , denn t 7→ A(t) ist ja stetig im verallgemeinerten Sinn (in t0) und t 7→ σ(t) ist
oberhalbstetig in t0.
Wir erhalten damit, dass σ0(t) = σ(t)∪ τ(t) für alle t ∈ Ut0 , und außerdem können wir
uns leicht davon überzeugen, dass σ0(t) und τ(t) für jedes t ∈ Ut0 kompakte in σ(A(t))
isolierte Untermengen von σ(A(t)) sind.
Sei für jedes t ∈ Ut0 P0(t) die Rieszprojektion von A(t) auf σ0(t) und Q(t) die Riesz-
projektion von A(t) auf τ(t). Dann gilt P0(t) = P (t) +Q(t) für alle t ∈ Ut0 nach Propo-
sition 2.16 und
P0(t) =
1
2pii
∫
γt0
(z −A(t))−1 dz,
weil γt0 für jedes t ∈ Ut0 ein Zykel in ρ(A(t)) ist mit
n(γt0 , σ0(t)) = n(γt0 , V ) = 1
und
n(γt0 , σ(A(t)) \ σ0(t)) = n
(
γt0 ,
(
C \ im γt0
) \ V ) = 0.
Im letzten Gleichheitszeichen haben wir benutzt, dass γt0 ein positiv einfach geschlossener
Zykel ist. Die Abbildung Ut0 3 t 7→ P0(t) ist stetig, denn wegen der Stetigkeit von
t 7→ A(t) im verallgemeinerten Sinn gilt
sup
(t,z)∈Vt0×im γt0
∥∥(A(t)− z)−1∥∥ <∞
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für jede in J offene Umgebung Vt0 von t0 mit V t0 ⊂ Ut0 (beachte Satz 2.31), und wir
können den lebesgueschen Satz anwenden.
Sei nun (tn) eine (nach Voraussetzung wirklich existierende) Folge in J mit tn −→ t0
und dist(σ(tn), σ(A(tn)) \ σ(tn)) −→ 0 (n→∞). Dann gilt
σ(A(tn)) \ σ(tn) ∩ Ur0(σ(tn)) 6= ∅
für genügend große n und, da Ur0(σ(tn)) ⊂ U2r0(σ(t0)) ⊂ V für genügend große n
(t 7→ σ(t) ist oberhalbstetig in t0!), gilt auch
τ(tn) = σ(A(tn)) \ σ(tn) ∩ V ⊃ σ(A(tn)) \ σ(tn) ∩ Ur0(σ(tn)) 6= ∅
für n groß genug. Also folgt Q(tn) 6= 0 für n groß genug, und wir sehen mithilfe von
Lemma 2.10, dass t 7→ Q(t) nicht stetig ist in t0, denn τ(t0) = σ0(t0) \ σ(t0) = ∅ und
damit Q(t0) = 0. Da Ut0 3 t 7→ P0(t) stetig ist, ist Ut0 3 t 7→ P (t) = P0(t) − Q(t) also
nicht stetig in t0. Weiter ist rkP0(tn) = rkP (t0) für n groß genug (Lemma 2.10) und
rkP (tn) + rkQ(tn) = rk(P (tn) + Q(tn)) für n groß genug, weil P (tn)Q(tn) = 0 nach
Proposition 2.16. Also haben wir
rkP (tn) + 1 ≤ rkP (tn) + rkQ(tn) = rkP0(t0) = rkP (t0)
für n genügend groß, was die behauptete Aussage ergibt. 
In der Situation der obigen Proposition kann die Abbildung
J \ {t0} 3 t 7→ P (t)
durchaus stetig fortsetzbar sein in t0 (Beispiel 5.12). Sie muss es aber nicht (Beispiel 5.15
und 5.16).
Wie angekündigt zeigen wir nun, dass die Spektrallücke unter den Voraussetzungen
des Satzes 5.2 automatisch gleichmäßig ist.
Korollar 5.4. Seien A(t), σ(t) und P (t) wie in Satz 5.2. Dann ist t 7→ σ(t) oberhalbst-
etig, insbesondere ist σ(t) gleichmäßig isoliert in σ(A(t)).
Beweis. Wir zeigen, dass t 7→ σ(t) oberhalbstetig ist. Dann folgt mithilfe von Propositi-
on 5.3, dass σ(t) an keiner Stelle t0 ∈ I in σ(A(t))\σ(t) hineinfällt und daher gleichmäßig
isoliert ist in σ(A(t)).
Wir können annehmen, dass P (t) 6= 1 für alle t ∈ I. Andernfalls ist nämlich 1−P (t) = 0
für alle t ∈ I nach Lemma 2.10 und daher σ(t) = σ(A(t)∣∣
P (t)D
) ∪ σ(A(t)∣∣
(1−P (t))D) =
σ(A(t)) trivialerweise gleichmäßig isoliert in σ(A(t)).
Sei t0 ∈ I und seien γt0 , Ut0 wie in der Voraussetzung von Satz 5.2. Dann ist
Ut0 3 t 7→ A(t)P (t) =
1
2pii
∫
γt
z (z −A(t))−1 dz = 1
2pii
∫
γt0
z (z −A(t))−1 dz
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stetig nach Satz 2.31, Ut0 3 t 7→ σ(A(t)P (t)) also oberhalbstetig nach Proposition 2.28.
Weiter bemerken wir, dass
σ(A(t)P (t)) = σ
(
A(t)P (t)
∣∣
P (t)D
) ∪ σ(A(t)P (t)∣∣
(1−P (t))D
)
= σ(t) ∪ {0}
für alle t ∈ I (nach Proposition 2.13). Also existiert zu jedem ε > 0 ein δ > 0, sodass
σ(t) ⊂ σ(t) ∪ {0} ⊂ Uε
(
σ(t0) ∪ {0}
)
für alle t ∈ Uδ(t0) ∩ I.
Wenn nun 0 ∈ σ(t0), dann folgt die Oberhalbstetigkeit von t 7→ σ(t) in t0 sofort aus
der obigen Beziehung.
Wenn 0 /∈ σ(t0), erhalten wir die Oberhalbstetigkeit mit einemWiderspruchsargument.
Angenommen, t 7→ σ(t) ist nicht oberhalbstetig in t0. Dann existiert ein ε0 > 0, eine Folge
(tn) in I mit tn −→ t0 (n→∞) und eine Folge (λn) mit λn ∈ σ(tn) und λn /∈ Uε0(σ(t0))
für alle n ∈ N. Sei ε ∈ (0, ε0], dann gilt wegen der Oberhalbstetigkeit von t 7→ σ(t)∪ {0}
λn ∈ σ(tn) ⊂ Uε
(
σ(t0) ∪ {0}
) ⊂ Uε(σ(t0)) ∪ Uε(0)
und daher λn ∈ Uε(0) für genügend große n. Wir sehen also, dass λn −→ 0 (n → ∞),
woraus wegen λn ∈ σ(tn) ⊂ σ(A(tn)) und der Stetigkeit von t 7→ A(t) im verallgemei-
nerten Sinn folgt, dass 0 ∈ σ(A(t0)) (benutze Satz 2.31). Also gilt
n(γt0 , 0) = n(γt0 , σ(A(t0)) \ σ(t0)) = 0,
aber andererseits gilt auch
n(γt0 , 0) = limn→∞n(γt0 , λn) = 1,
da n(γt0 , σ(tn)) = 1 für alle n ∈ N mit tn ∈ Ut0 . Das ist ein Widerspruch und wir sind
fertig. 
Die Voraussetzung in Satz 5.2, dass zu jedem t0 ∈ I eine Umgebung Ut0 und ein Zykel
γt0 existiert, der für jedes t ∈ Ut0 in ρ(A(t)) verläuft und σ(t) einmal und σ(A(t)) \ σ(t)
keinmal umläuft, sieht nicht besonders handlich aus. Wie der nächste Satz zeigt, können
wir sie durch die handlichere Voraussetzung, dass t 7→ σ(t) stetig ist, ersetzen – und zwar
vermutlich ohne großen Verlust an Allgemeinheit (s. Proposition 5.6).
Satz 5.5. Sei A(t) für jedes t ∈ I eine lineare Abbildung D ⊂ X → X, die eine stark
stetige Halbgruppe auf X erzeugt, sei A (M, 0)-stabil und t 7→ A(t)x stetig differenzierbar
für alle x ∈ D. Sei σ(t) für jedes t ∈ I eine kompakte in σ(A(t)) isolierte Untermenge
von σ(A(t)) und t 7→ σ(t) sei stetig. Sei P (t) für jedes t ∈ I die Rieszprojektion von A(t)
auf σ(t) und sei t 7→ P (t)x zweimal stetig differenzierbar für alle x ∈ X. Dann gilt
sup
t∈I
‖Ua,T (t)− UT (t)‖ = O
( 1
T
)
(T →∞)
und insbesondere
sup
t∈I
‖(1− P (t))UT (t)P (0)‖ = O
( 1
T
)
(T →∞).
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Beweis. Wir bemerken zunächst, dass σ(t) nach Proposition 5.3 sogar gleichmäßig isoliert
ist, denn t 7→ σ(t) ist ja (insbesondere) oberhalbstetig, t 7→ A(t) ist stetig im verallgemei-
nerten Sinne (nach Lemma 5.1) und t 7→ P (t) ist stetig nach Lemma 2.6. Also existiert
eine positive Zahl r0, sodass
Ur0(σ(t)) \ σ(t) ⊂ ρ(A(t))
für alle t ∈ I.
Wir zeigen nun, dass die oben angesprochene etwas unhandliche Voraussetzung aus
Satz 5.2 erfüllt ist. Sei also t0 ∈ I. Da t 7→ σ(t) stetig ist, existiert eine in I offene
Umgebung Ut0 , sodass
σ(t) ⊂ U r0
3
(σ(t0)) und σ(t0) ⊂ U r0
3
(σ(t))
für alle t ∈ Ut0 . Sei γt0 ein Zykel in U 2
3
r0
(σ(t0)) \ U r0
3
(σ(t0)) mit n
(
γt0 , U r0
3
(σ(t0))
)
= 1
und n
(
γt0 ,C \ U 2
3
r0
(σ(t0))
)
= 0 (Proposition 2.4!). Dann gilt
σ(t) ⊂ U r0
3
(σ(t0))
und
σ(A(t)) \ σ(t) ⊂ C \ Ur0(σ(t)) ⊂ C \ U 2
3
r0
(σ(t0))
für alle t ∈ Ut0 , weshalb γt0 für t ∈ Ut0 in ρ(A(t)) verläuft und
n(γt0 , σ(t)) = n
(
γt0 , U r0
3
(σ(t0))
)
= 1
und
n(γt0 , σ(A(t)) \ σ(t)) = n
(
γt0 ,C \ U 2
3
r0
(σ(t0))
)
= 0.
Das zeigt, dass die Voraussetzungen von Satz 5.2 tatsächlich erfüllt sind, und dieser Satz
liefert die Behauptung. 
Wir haben gerade im Beweis gesehen, dass die Voraussetzungen des obigen Satzes
diejenigen von Satz 5.2 nach sich ziehen. Dieser Satz ist also (eher) allgemeiner als der
obige etwas handlichere Adiabatensatz. Allerdings ist er wohl nicht viel allgemeiner, wie
folgende Proposition vermuten lässt.
Proposition 5.6. Seien A(t), σ(t) und P (t) wie in Satz 5.2. Sei ferner 0 ∈ σ(t) für
alle t ∈ I oder 0 /∈ σ(t) für alle t ∈ I und sei t 7→ σ(A(t)P (t)) unterhalbstetig, was
beispielsweise dann erfüllt ist, wenn alle A(t) normal oder die σ(t) alle endlich sind (s.
auch die Charakterisierung in Proposition 2.32). Dann ist t 7→ σ(t) stetig, das heißt, die
Voraussetzungen von Satz 5.5 sind erfüllt.
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Beweis. Wir können wie im Beweis von Korollar 5.4 zur Vereinfachung annehmen, dass
P (t) 6= 1 für alle t ∈ I, denn andernfalls ist P (t) = 1 für alle t ∈ I und die behauptete
Stetigkeit von t 7→ σ(t) = σ(A(t)P (t)) folgt schon aus der vorausgestzten Unterhalbste-
tigkeit und Korollar 5.4. Aus unserer vereinfachenden Annahme folgt, dass
σ(t) ∪ {0} = σ(A(t)∣∣
P (t)D
) ∪ {0} = σ(A(t)P (t)∣∣
P (t)D
) ∪ σ(A(t)P (t)∣∣
(1−P (t))D)
= σ(A(t)P (t))
für alle t ∈ I.
Sei zunächst 0 ∈ σ(t) für alle t ∈ I. Dann ist t 7→ σ(t) = σ(A(t)P (t)) unterhalbstetig,
also nach Korollar 5.4 sogar stetig.
Sei nun 0 /∈ σ(t) für alle t ∈ I. Dann ist t 7→ σ(t) ebenfalls unterhalbstetig und damit
nach Korollar 5.4 auch stetig, wie ein Widerspruchsargument zeigt. Angenommen näm-
lich, t 7→ σ(t) ist nicht unterhalbstetig in der Stelle t0 ∈ I. Dann existiert ein ε0 > 0 und
eine Folge (tn) in I, sodass tn −→ t0 (n → ∞) und σ(t0) 6⊂ Uε0(σ(tn)) für alle n ∈ N,
und damit existiert eine Folge (λn) in σ(t0), sodass λn /∈ Uε0(σ(tn)) für alle n ∈ N. Aus
der Unterhalbstetigkeit von t 7→ σ(t)∪{0} (in t0) folgt nun, dass λn −→ 0 (n→∞), und
daher (wegen der Abgeschlossenheit von σ(t0)), dass 0 ∈ σ(t0). Das ist ein Widerspruch
zu unserer Voraussetzung.
Zuletzt: dass t 7→ σ(A(t)P (t)) wirklich unterhalbstetig ist, wenn die A(t) alle normal
oder die σ(t) alle endlich sind, folgt aus Proposition 2.32, weil t 7→ A(t)P (t) (nach dem
Beweis von Korollar 5.4) stetig ist und mit A(t) auch A(t)P (t) normal ist (P (t) ist dann
ja nach Proposition 2.21 gleich PA(t)σ(t) ). 
5.2 Adiabatensätze mit nichtgleichmäßiger Spektrallückenbedingung
Wir erweitern nun die Adiabatensätze des vorangehenden Abschnitts, in denen ja σ(t)
(wegen der gleichmäßigen Spektrallücke) an keiner Stelle in σ(A(t)) \ σ(t) hineinfallen
konnte, auf bestimmte Situationen mit nichtgleichmäßiger Spektrallücke: nämlich auf
genau solche, in denen σ(t) an endlich vielen Stellen in σ(A(t)) \ σ(t) hineinfällt und
die Rieszprojektionen in diesen endlich vielen Stellen zweimal stark stetig differenzierbar
fortgesetzt werden können.
Wir können dabei aber keine Aussage mehr über die Konvergenzrate machen, sondern
erhalten nur noch, dass überhaupt Konvergenz vorliegt.
Zunächst ein einfaches Lemma, das besagt, dass der erste Adiabatensatz aus dem
vorangehenden Abschnitt auch für beliebige Intervalle [a, b] gilt (vgl. die Bemerkung vor
Lemma 3.6), was wenig erstaunlich ist.
Lemma 5.7. Sei [a, b] ein nichttriviales kompaktes Intervall in R und seien A(t), σ(t)
und P (t) wie in Satz 5.2 mit I überall ersetzt durch [a, b]. Dann gilt
sup
t∈[a,b]
‖Ua,T (t, a)− UT (t, a)‖ = O
( 1
T
)
(T →∞),
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wobei UT , Ua,T die (nach Satz 3.13 und Lemma 3.6 wirklich existierende) Zeitentwicklung
zu TA bzw. TA+ [P ′, P ] bezeichnet.
Beweis. Sei A˜(t) := (b − a)A(a + t(b − a)), σ˜(t) := (b − a)σ(a + t(b − a)) und P˜ (t) :=
P (a+ t(b− a)) für alle t ∈ I. Sei weiter
U˜T (t, s) := UT (a+ t(b− a), a+ s(b− a))
und
U˜a,T (t, s) := Ua,T (a+ t(b− a), a+ s(b− a))
für alle (s, t) ∈ ∆. Dann ist nach Lemma 3.6 U˜T die Zeitentwicklung zu
(
(b−a) ·TA(a+
t(b−a)))
t∈I = TA˜ und U˜a,T die Zeitentwicklung zu
(
(b−a) ·
(
TA(a+ t(b−a))+ [P ′(a+
t(b− a)), P (a+ t(b− a))]))
t∈I
= TA˜+ [P˜ ′, P˜ ], also die adiabatische Zeitentwicklung zu
TA˜ und P˜ .
Aus den getroffenen Voraussetzungen an A(t), σ(t) und P (t) folgen sehr leicht die
entsprechenden Voraussetzungen für A˜(t), σ˜(t) und P˜ (t). Wir führen das kurz aus. A˜(t)
erzeugt für jedes t ∈ I eine stark stetige Halbgruppe auf X, A˜ ist (M, 0)-stabil (Lem-
ma 3.17) und t 7→ A˜(t)x ist stetig differenzierbar für alle x ∈ D. Weiter ist σ˜(t) für jedes
t ∈ I eine kompakte in (b − a)σ(A(a + t(b − a)) = σ(A˜(t)) isolierte Untermenge von
σ(A˜(t)) und zu jedem t0 ∈ I existiert ein Zykel γ˜t0 , nämlich γ˜t0 := (b − a) γa+t0(b−a)
(wobei γa+t0(b−a) wie in der Voraussetzung von Satz 5.2 sei), und eine in I offene Umge-
bung U˜t0 von t0, nämlich U˜t0 :=
1
b−a
(
Ua+t0(b−a) − a
)
(wobei auch Ua+t0(b−a) wie in der
Voraussetzung von Satz 5.2 sei), sodass
im γ˜t0 = (b− a) im γa+t0(b−a) ⊂ (b− a) ρ
(
A(a+ t(b− a))) = ρ(A˜(t)),
n(γ˜t0 , σ˜(t)) = n
(
(b− a) γa+t0(b−a), (b− a)σ(a+ t(b− a))
)
= n
(
γa+t0(b−a), σ(a+ t(b− a))
)
= 1
und
n
(
γ˜t0 , σ(A˜(t)) \ σ˜(t)
)
= n
(
(b− a) γa+t0(b−a), (b− a)
(
σ(A˜(t)) \ σ(a+ t(b− a))))
= n
(
γa+t0(b−a), σ
(
A(a+ t(b− a))) \ σ(a+ t(b− a))) = 0
für alle t ∈ U˜t0 . Schließlich ist deswegen
P˜ (t) = P (a+ t(b− a)) = 1
2pii
∫
γa+t(b−a)
(z −A(a+ t(b− a))−1 dz
=
1
2pii
∫
γ˜t
(w − A˜(t))−1 dw
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für jedes t ∈ I die Rieszprojektion von A˜(t) auf σ˜(t) und t 7→ P˜ (t)x ist zweimal stetig
differenzierbar für alle x ∈ X.
Also erfüllen A˜(t), σ˜(t) und P˜ (t) tatsächlich die Voraussetzungen von Satz 5.2, und
dieser liefert
sup
t∈I
‖Ua,T (a+ t(b− a), a)− UT (a+ t(b− a), a)‖
= sup
t∈I
∥∥∥U˜a,T (t)− U˜T (t)∥∥∥ = O( 1
T
)
(T →∞),
wie behauptet. 
Die dem folgenden Satz zugrundeliegende Idee ist sehr einfach und entwickelt eine Idee
aus Katos Artikel [16] weiter. Wir wollen sie kurz erklären.
Sei zur Vereinfachung t1 die einzige Stelle in I, in der σ(t) in σ(A(t))\σ(t) hineinfällt,
und diese liege im Innern von I. Sei ε > 0 vorgegeben. Wir zerlegen dann I in drei
kleinere Intervalle: ein sehr kleines, mittleres Intervall (t−1δ, t
+
1δ), das die kritische Stelle
t1 enthält, und die beiden Intervalle [0, t−1δ] und [t
+
1δ, 1] links und rechts davon.
Die Idee ist nun: wir können die Differenz Ua,T (t, t−1δ)x − UT (t, t−1δ)x (für x ∈ D)
wie üblich durch ein Integral ausdrücken mit den Integrationsgrenzen t−1δ und t und
einem Integranden, der gleichmäßig in T ∈ (0,∞) abgeschätzt werden kann, und diese
Differenz daher beliebig klein machen, indem wir das Intervall [t−1δ, t
+
1δ] nur genügend klein
machen und t nur dieses Intervall durchlaufen lassen. Dann können wir den Adiabatensatz
mit gleichmäßiger Spektrallücke nach obigem Lemma auf die beiden äußeren Intervalle
anwenden (schließlich enthalten diese die einzige kritische Stelle t1 nicht), und erhalten,
dass die Differenzen Ua,T (t, 0) − UT (t, 0) und Ua,T (t, t+1δ) − UT (t, t+1δ) für t im linken
bzw. rechten Teilintervall beliebig klein werden, wenn wir nur T genügend groß machen.
Schließlich müssen wir nur noch erkennen, dass wir aus den auf diese Weise abschätzbaren
Ausdrücken die uns interessierende Differenz Ua,T (t)− UT (t) aufbauen können.
Satz 5.8. Sei A(t) für jedes t ∈ I eine lineare Abbildung D ⊂ X → X, die eine stark
stetige Halbgruppe auf X erzeugt, sei A (M, 0)-stabil und t 7→ A(t)x stetig differenzierbar
für alle x ∈ D. Sei σ(t) für jedes t ∈ I eine kompakte in σ(A(t)) isolierte Untermenge
von σ(A(t)), es gebe nur endlich viele Stellen t1, . . . , tm, in denen σ(t) in σ(A(t)) \ σ(t)
hineinfällt, und zu jedem t0 ∈ I \{t1, . . . , tm} gebe es einen Zykel γt0 und eine in I offene
Umgebung Ut0, sodass im γt0 ⊂ ρ(A(t)) und n(γt0 , σ(t)) = 1 und n(γt0 , σ(A(t))\σ(t)) = 0
für alle t ∈ Ut0. Sei P (t) für jedes t ∈ I eine beschränkte Projektion in X, für jedes
t ∈ I \ {t1, . . . , tm} die Rieszprojektion von A(t) auf σ(t), und sei t 7→ P (t)x zweimal
stetig differenzierbar für alle x ∈ X. Dann gilt
sup
t∈I
‖Ua,T (t)− UT (t)‖ −→ 0 (T →∞)
und insbesondere
(1− P )UTP (0) −→ 0 (T →∞) gleichmäßig auf I.
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Beweis. Wir zeigen die gleichmäßige Konvergenz Ua,T −UT −→ 0 (T →∞) mit Induk-
tion über die Anzahl m der Stellen, in denen σ(t) in σ(A(t)) \ σ(t) hineinfällt.
Sei m = 1. Sei ε > 0 und
δ :=
ε
2M2c (MeMc)2
,
wobei c eine Zahl sei mit ‖[P ′(t), P (t)]‖ ≤ c für alle t ∈ I. Sei weiter t−1δ := max{0, t1−δ}
und t+1δ := min{t1 + δ, 1}.
Wir können Lemma 5.7 auf das Intervall [0, t−1δ] anwenden (vorausgesetzt es ist nicht
trivial), und dieses liefert ein T−δ ∈ (0,∞), sodass
sup
t∈[0,t−1δ]
‖Ua,T (t)− UT (t)‖ ≤ ε
(MeMc)2
≤ ε
für alle T ∈ (T−δ ,∞). (Wenn das Intervall [0, t−1δ] trivial ist, können wir das Lemma zwar
nicht anwenden, aber die Abschätzung gilt wegen UT (0), Ua,T (0) = 1 natürlich trotzdem.)
Sei nun t ∈ [t−1δ, t+1δ]. Dann gilt
Ua,T (t)− UT (t) = Ua,T (t, t−1δ)
(
Ua,T (t
−
1δ)− UT (t−1δ)
)
+
(
Ua,T (t, t
−
1δ)− UT (t, t−1δ)
)
UT (t
−
1δ)
(Proposition 3.3) und für die beiden Ausdrücke in Klammern haben wir∥∥Ua,T (t−1δ)− UT (t−1δ)∥∥ ≤ ε(MeMc)2
für alle T ∈ (T−δ ,∞) sowie∥∥Ua,T (t, t−1δ)− UT (t, t−1δ)∥∥ ≤M cMeMc · 2δ,
da für x ∈ D
Ua,T (t, t
−
1δ)x− UT (t, t−1δ)x = UT (t, τ)Ua,T (τ, t−1δ)x
∣∣τ=t
τ=t−1δ
=
∫ t
t−1δ
UT (t, τ)[P
′(τ), P (τ)]Ua,T (τ, t−1δ)x dτ
gilt und A (M, 0)-stabil ist. Also haben wir
‖Ua,T (t)− UT (t)‖ ≤MeMc ε
(MeMc)2
+ 2M2cMeMc δ ≤ 2ε
für alle T ∈ (T−δ ,∞).
Schließlich können wir Lemma 5.7 auf das Intervall [t+1δ, 1] anwenden (wieder sofern es
nicht trivial ist), und erhalten ein T+δ ∈ (0,∞), sodass
sup
t∈[t+1δ,1]
∥∥Ua,T (t, t+1δ)− UT (t, t+1δ)∥∥ ≤ εM
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für alle T ∈ (T+δ ,∞). Da
Ua,T (t)− UT (t) = Ua,T (t, t+1δ)
(
Ua,T (t
+
1δ)− UT (t+1δ)
)
+
(
Ua,T (t, t
+
1δ)− UT (t, t+1δ)
)
UT (t
+
1δ)
für alle t ∈ [t+1δ, 1], ergibt sich damit und mit der Abschätzung für das mittlere Intervall
[t−1δ, t
+
1δ], dass
sup
t∈[t+1δ,1]
‖Ua,T (t)− UT (t)‖ ≤MeMc
( ε
MeMc
+ 2M2cMeMc δ
)
+
ε
M
M ≤ 3ε
für alle T ∈ (Tδ,∞), wobei Tδ := max{T−δ , T+δ }. Also gilt insgesamt
sup
t∈I
‖Ua,T (t)− UT (t)‖ ≤ 3ε
für alle T ∈ (Tδ,∞). Das beweist die Behauptung im Fall m = 1.
Sei nun m ∈ N und die behauptete Aussage sei wahr für dieses m. Wir müssen zeigen,
dass sie dann auch für m+ 1 zutrifft. Sei ε > 0 und wiederum
δ :=
ε
2M2c (MeMc)2
(c wie oben). Sei weiter t−m+1δ := max{tm, tm+1 − δ} und t+m+1δ := min{tm+1 + δ, 1}.
Da im Intervall [0, t−m+1δ] nur noch m Stellen liegen, in denen σ(t) in σ(A(t)) \ σ(t)
hineinfällt, können wir die Induktionsvoraussetzung anwenden, und zwar auf A˜(t) :=
t−m+1δ A(t · t−m+1δ), σ˜(t) := t−m+1δ σ(t · t−m+1δ) und P˜ (t) := P (t · t−m+1δ), t ∈ I (vgl. den
Beweis von von Lemma 5.7). Wir erhalten auf diese Weise ein T−δ ∈ (0,∞), sodass
sup
t∈[0,t−m+1δ]
‖Ua,T (t)− UT (t)‖ = sup
t∈I
∥∥∥U˜a,T (t)− U˜T (t)∥∥∥ ≤ ε
(MeMc)2
≤ ε
für alle T ∈ (T−δ ,∞), wobei U˜T , U˜a,T natürlich die Zeitentwicklung zu TA˜ bzw. die
adiabatische Zeitentwicklung zu TA˜ und P˜ bezeichnet.
Weiter ergibt sich (und zwar genau wie im Induktionsanfang), dass
sup
t∈[t−m+1δ,t+m+1δ]
‖Ua,T (t)− UT (t)‖ ≤MeMc ε
(MeMc)2
+ 2M2cMeMc δ ≤ 2ε
für alle T ∈ (T−δ ,∞).
Wenden wir schließlich noch einmal Lemma 5.7 auf das Intervall [t+m+1δ, 1] an, so be-
kommen wir ein T+δ ∈ (0,∞), sodass
sup
t∈[t−m+1δ,t+m+1δ]
‖Ua,T (t)− UT (t)‖ ≤MeMc
( ε
MeMc
+ 2M2cMeMc δ
)
+
ε
M
M ≤ 3ε
für alle T ∈ (Tδ,∞), wobei Tδ := max{T−δ , T+δ }.
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Also gilt insgesamt wieder
sup
t∈I
‖Ua,T (t)− UT (t)‖ ≤ 3ε,
für alle T ∈ (Tδ,∞), was belegt, dass die behauptete Aussage auch für m+ 1 stimmt.
Zum Schluss müssen wir uns noch davon überzeugen, dass P (t)A(t) ⊂ A(t)P (t) für
alle t ∈ I, um Satz 3.19 anwenden zu können und
(1− P )UTP (0) −→ 0 (T →∞) gleichmäßig auf I
aus dem eben Bewiesenen folgern zu können.
Für t ∈ I \ {t1, . . . , tm} ist die Vertauschbarkeit von A(t) und P (t) klar, weil P (t) für
diese t die Rieszprojektion von A(t) auf σ(t) ist. Sei also t = ti für ein i ∈ {1, . . . ,m}
und sei x ∈ D. Dann existiert eine Folge (tin) in I \{t1, . . . , tm} mit tin −→ ti (n→∞).
Wegen der (starken) Stetigkeit von P erhalten wir P (tin)x −→ P (ti)x (n → ∞).
Außerdem gilt P (tin)x ∈ D für alle n ∈ N, da ja P (tin)A(tin) ⊂ A(tin)P (tin), und es gilt
A(ti)P (tin)x = A(tin)P (tin)x+
(
A(ti)−A(tin)
)
P (tin)x
= P (tin)A(tin)x+
((
A(ti)− 1
)(
A(tin)− 1
)−1 − 1)P (tin)(A(tin)− 1)x
−→ P (ti)A(ti)x (n→∞),
denn ∥∥∥(A(ti)− 1)(A(tin)− 1)−1 − 1∥∥∥ ≤ c |ti − tin|
für alle n ∈ N (nach dem Beweis von Satz 3.13) und P (tin)A(tin)x −→ P (ti)A(ti)x (n→
∞) nach Lemma 2.7. Also folgt wegen der Abgeschlossenheit von A(ti), dass P (ti)x ∈ D
und A(ti)P (ti)x = P (ti)A(ti)x, wie gewünscht. 
Wie im vorigen Abschnitt (Beweis von Satz 5.5) erhalten wir eine schwächere, dafür
aber auch etwas handlichere Version des obigen Satzes, indem wir die etwas sperrige
Voraussetzung über die Zykel γt0 und die Umgebungen Ut0 ersetzen durch die kurze
Bedingung
t 7→ σ(t) ist stetig in allen Stellen t0 ∈ I \ {t1, . . . , tm}.
5.3 Wie weit reichen die Sätze? Beispiele
Wir beginnen mit einem sehr einfachen Beispiel, in dem X endlichdimensional ist.
Beispiel 5.9. Sei X := `2(I3). Sei
A0 :=
0 0 00 λ2 1
0 0 λ2
 , R(t) :=
 cos t sin t 0− sin t cos t 0
0 0 1
 ,
86
σ(t) := {0} für alle t ∈ I und P0 die orthogonale Projektion auf span{e1}. Sei
A(t) := R(t)∗A0R(t) und P (t) := R(t)∗P0R(t)
für alle t ∈ I. Dann erfüllen A, σ, P nach Proposition 4.3 die Voraussetzungen von
Satz 5.5, denn A0 erzeugt als direkte Summe der Kontraktionshalbgruppenerzeuger
0 (auf span{e1}) und
(
λ2 1
0 λ2
)
(auf span{e2, e3})
selbst eine Kontraktionshalbgruppe auf X und P0 ist (wie man sofort nachrechnet oder
mithilfe von Proposition 2.15 erschließt) die Rieszprojektion von A0 auf {0} und daher
ist
P (t) = R(t)∗
( 1
2pii
∫
∂U 1
2
(0)
(z −A0)−1 dz
)
R(t)
=
1
2pii
∫
∂U 1
2
(0)
(
z −R(t)∗A0R(t)
)−1
dz
die Rieszprojektion von A(t) auf σ(t) für alle t ∈ I.
Also ist die Aussage von Satz 5.5 erfüllt, aber nicht schon trivialerweise: erstens ist
t 7→ P (t) nicht konstant, weil
t 7→ P (t)X = span{R(t)∗e1}
nicht konstant ist, und zweitens ist A für keine negative Zahl ω (M,ω)-stabil, weil dazu
σ(A(t)) = {0, λ2} in der offenen linken Halbebene {z ∈ C : Re z < 0} enthalten sein
müsste. Wir erhalten die Aussage des Adiabatensatzes also nicht schon aus den trivialen
Adiabatensätzen (Satz 4.1 und Satz 4.2) des vorigen Abschnitts. J
Jetzt ein Beispiel, in dem σ(t) = {λ(t)} mit Spektralwerten λ(t), die keine Eigenwer-
te sind. Insbesondere zeigt dieses Beispiel, dass Satz 5.5 und erst recht Satz 5.2 echt
allgemeiner ist als der Adiabatensatz (Theorem 2.2) aus Abou Salems Artikel [1].
Beispiel 5.10. Sei X := `2(I∞). Sei
A0 :=

0 0
0 −1 0
0 12! −1 0
0 13! −1 0
0 14! −1
. . .
. . . . . . . . .

, R(t) :=

cos t sin t 0 · · ·
− sin t cos t 0
0 0 1
. . .
...
. . . . . .
 ,
σ(t) := {−1} für alle t ∈ I und P0 die orthogonale Projektion auf span{e2, e3, . . . }. Sei
A(t) := R(t)∗A0R(t) und P (t) := R(t)∗P0R(t)
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für alle t ∈ I.
Wir sehen sofort, dass −1 kein Eigenwert von A0 ist, wohl aber ein Spektralwert, da
A0 − (−1) nicht surjekiv ist. Wir zeigen nun, dass σ(A0) = {0,−1}, woraus hervorgeht,
dass −1 ein isolierter Spektralwert von A0 und damit auch von jedem A(t) ist.
Zunächst gilt A0 = A1 ⊕ A2, wobei A1 := 0 auf span{e1} und A2 := −1 + B auf
span{e2, e3, . . . } und
B :=

0 0
1
2! 0 0
0 13! 0 0
0 14! 0
. . .
. . . . . . . . .
 .
Wegen
Bn x =
(
0, . . . , 0,
x1
(n+ 1)! · · · 2! ,
x2
(n+ 2)! · · · 3! ,
x3
(n+ 3)! · · · 4! , . . .
)
haben wir
‖Bn x‖2 =
∞∑
k=1
(
1
(n+ k)! · · · (1 + k)!
)2
|xk|2 ≤
( 1
n!
)2 ‖x‖2
für alle x ∈ X und alle n ∈ N. Also gilt
‖Bn‖ ≤ 1
n!
für alle n ∈ N und damit gilt
rB = lim
n→∞ ‖B
n‖ 1n = 0
für den Spektralradius rB von B. Daraus folgt, dass σ(B) = {0} und daher
σ(A0) = σ(A1) ∪ σ(A2) = {0} ∪ (−1 + σ(B)) = {0,−1}
nach Proposition 2.13, wie gewünscht.
Schließlich erzeugt A0 eine Kontraktionshalbgruppe (was man wie im Beweis von Pro-
position 4.5 mithilfe des Satzes von Lumer, Phillips einsehen kann) und P0 ist nach
Proposition 2.15 die Rieszprojektion von A0 auf {−1}.
Anhand von Proposition 4.3 sieht man nun, dass alle Voraussetzungen von Satz 5.5
erfüllt sind, und zwar wieder nicht schon trivialerweise. J
Im nächsten Beispiel ist σ(t) nicht mehr einpunktig.
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Beispiel 5.11. Sei X := `2(I∞). Sei
A0 :=

i 0 0
0 −i 0 0
0 −1 1 0
0 −1 1 0
0 −1 1 . . .
0 −1 . . .
. . . . . .

, R(t) :=

1 0 0 0 · · ·
0 cos t sin t 0 · · ·
0 − sin t cos t 0
... 0 0 1
. . .
...
...
. . . . . .
 ,
σ(t) := U1(−1) für alle t ∈ I und P0 die orthogonale Projektion auf span{e3, e4, . . . }.
Sei
A(t) := R(t)∗A0R(t) und P (t) := R(t)∗P0R(t)
für alle t ∈ I.
Zunächst haben wir die Zerlegung A0 = A1 ⊕A2 in
A1 :=
(
i 0
0 i
)
und A2 := −1 +B :=

−1 1 0
0 −1 1 0
0 −1 1 . . .
0 −1 . . .
. . . . . .

auf span{e1, e2} bzw. span{e3, e4, . . . }, woraus ersichtlich wird, dass A0 eine Kontrak-
tionshalbgruppe auf X erzeugt (beachte, dass A2 = A∞(−1), und s. den Beweis von
Proposition 4.5).
Außerdem sehen wir, dass
σ(A0) = σ(A1) ∪ σ(A2) = {−i, i} ∪ (−1 + σ(B)) = {−i, i} ∪
(−1 + U1(0))
= {−i, i} ∪ U1(−1)
nach Proposition 2.13 und Beispiel 4.4, σ(t) ist also gleichmäßig isoliert in σ(A(t)).
Schließlich folgt mithilfe von Proposition 2.15, dass P0 die Rieszprojektion von A0 auf
U1(−1) ist, und damit P (t) die Rieszprojektion von A(t) auf σ(t).
Aus Proposition 4.3 entnehmen wir nun, dass alle Voraussetzungen von Satz 5.5 erfüllt
sind, dessen Aussage also auch – aber wiederum nicht schon trivialerweise – erfüllt ist. J
Schließlich ein Beispiel, in dem die Spektrallücke nicht gleichmäßig ist: dort fällt ein
(nichthalbeinfacher) Eigenwert an endlich vielen Stellen in das übrige Spektrum hinein.
Dieses Beispiel zeigt zugleich, dass Satz 5.8 echt allgemeiner ist als der Satz in Katos
Arbeit [16], wo die A(t) als schiefselbstadjungiert vorausgesetzt sind und damit jeder
Eigenwert halbeinfach ist.
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Beispiel 5.12. Sei X := `2(I3). Sei λ eine stetig differenzierbare Abbildung I →
(−∞, λ2], sodass λ(t) = λ2 für endlich viele t ∈ I, sei
A0(t) :=
λ2 0 00 λ(t) 1
0 0 λ(t)
 , R(t) :=
 cos t sin t 0− sin t cos t 0
0 0 1
 ,
σ(t) := {λ(t)} für alle t ∈ I und P0 die orthogonale Projektion auf span{e2, e3}. Sei
A(t) := R(t)∗A0(t)R(t) und P (t) := R(t)∗P0R(t)
für alle t ∈ I.
Dann ist σ(t) für jedes t ∈ I isoliert in {λ2, λ(t)} = σ(A(t)), die Abbildung t 7→ σ(t)
ist stetig und σ(t) fällt nur an endlich vielen Stellen, nämlich genau an den Schnittstellen
von λ und λ2, in σ(A(t)) \ σ(t) hinein. Weiter ist P (t) für alle anderen Stellen die
Rieszprojektion von A(t) auf σ(t) (nach Proposition 2.15).
Wir sehen damit (und mit Proposition 4.3), dass alle Voraussetzungen von Satz 5.8
erfüllt sind. Die Aussage dieses Satzes gilt allerdings nicht schon ganz trivialerweise,
denn t 7→ P (t) ist nicht konstant und A(t) erzeugt für jedes t ∈ I nur gerade noch eine
Kontraktionshalbgruppe. J
Wir zeigen mit dem folgenden Beispiel, dass die Voraussetzung der (M, 0)-Stabilität für
Satz 5.2, Satz 5.5 und Satz 5.8 entscheidend ist: wenn A nicht (M, 0)-stabil (sogar wenn
A nicht (1, 0)-stabil) ist, braucht die Aussage dieser Sätze nicht zu gelten. Zu vergleichen
ist dieser Sachverhalt mit Satz 3.13: für die Existenz der Zeitentwicklung zu TA genügt
nach diesem Satz auch (M,ω)-Stabilität für irgendein ω ∈ R.
Beispiel 5.13. Sei X := `2(I2). Sei λ eine stetig differenzierbare Abbildung I → [0,∞),
die an keiner Stelle bzw. nur an endlich vielen Stellen 0 wird, sei
A0(t) :=
(
λ(t) 0
0 0
)
, R(t) :=
(
cos(2pit) sin(2pit)
− sin(2pit) cos(2pit)
)
,
σ(t) := {λ(t)} für alle t ∈ I und P0 die orthogonale Projektion auf span{e1}. Sei weiter
wie üblich
A(t) := R(t)∗A0(t)R(t) und P (t) := R(t)∗P0R(t)
für alle t ∈ I.
Dann sind alle Voraussetzungen von Satz 5.5 (erst recht die von Satz 5.2) bzw. von
Satz 5.8 erfüllt mit der einzigen Ausnahme, dass A hier nicht (M, 0)-stabil ist, weil sonst
σ(A(t)) in {z ∈ C : Re z ≤ 0} enthalten wäre für alle t ∈ I. A ist hier nur (1, ω)-stabil
für ω := supt∈I λ(t).
Und tatsächlich geht hier die Aussage des Adiabatensatzes schief, wie wir nun zeigen
werden. Zunächst gilt
A(t) = λ(t)
(
cos2(2pit) cos(2pit) sin(2pit)
cos(2pit) sin(2pit) sin2(2pit)
)
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für alle t ∈ I und weiter gilt für die Zeitentwicklung UT zu TA nach Satz 3.9
UT (t)x = x+ T
∫ t
0
A(t1)x dt1 + T
2
∫ t
0
∫ t1
s
A(t1)A(t2)x dt2 dt1 + · · ·
für alle x ∈ X.
Wir sehen daraus, dass die linearen Abbildungen A(t) und UT (t) positiv sind für alle
t ∈ [0, 14 ] und alle T ∈ (0,∞), das heißt, sie überführen {x ∈ `2(I2,R) : x ≥ 0} (den
positiven Kegel des Banachverbands `2(I2,R) (s. etwa Bemerkung X.4.9 in [2])) in sich.
Außerdem ist P (t) für jedes t ∈ I die orthogonale Projektion auf span{R(t)∗e1} und
damit 1− P (t) die orthogonale Projektion auf
span{R(t)∗e2} =
{(− sin(2pit)
cos(2pit)
)}
.
Sei nun t0 := 14 . Dann gilt 1− P (t0) = P0 und daher
(1− P (t0))UT (t0)P (0)e1 = P0 UT (t0)e1 = 〈e1, UT (t0)e1〉 e1
für alle T ∈ (0,∞). Wegen der Positivität von UT (t0) und A(t) für t ∈ [0, 14 ] folgt, dass
‖(1− P (t0))UT (t0)P (0)e1‖
= | 〈e1, UT (t0)e1〉 | = 〈e1, UT (t0)e1〉
= 1 + T
∫ t0
0
〈e1, A(t1)e1〉 dt1 + T 2
∫ t0
0
∫ t1
0
〈e1, A(t1)A(t2)e1〉 dt2dt1 + · · ·
≥ 1 + T
∫ t0
0
〈e1, A(t1)e1〉 dt1 = 1 + T
∫ t0
0
λ(t) cos2(2pit1)dt1,
was nicht gegen 0 konvergiert für T gegen ∞. Also ist die Aussage des Adiabatensatzes
hier nicht erfüllt. J
Im folgenden Beispiel sind die A(t) Multiplikationsoperatoren Mft auf L2(R,C). Die
beiden Voraussetzungen von Satz 5.5, dass t 7→ A(t)g stetig differenzierbar ist und dass
t 7→ P (t)g zweimal stetig differenzierbar ist für alle g ∈ L2(R,C), sind hier nicht erfüllt
und auch die Aussage dieses Satzes fällt durch.
Beispiel 5.14. Sei X := L2(R,C). Sei
ft := f0( . + t) und f0 := i χ[−1,1],
sei A(t) := Mft auf X, σ(t) := {0} und P (t) die Rieszprojektion von A(t) auf σ(t) für
alle t ∈ I (beachte, dass σ(t) wirklich isoliert ist in {0, i} = σ(A(t)).
Dann ist A(t) für jedes t ∈ I beschränkt und schiefselbstadjungiert und auch die
übrigen Voraussetzungen von Satz 5.5 (insbesondere die von Satz 5.2) sind erfüllt bis
auf zwei: zum einen ist t 7→ A(t)g nur stetig für alle g ∈ X, aber nicht sogar stetig
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differenzierbar, und zum andern t 7→ P (t)g ist nur stetig für alle g ∈ X, aber nicht sogar
zweimal stetig differenzierbar (beispielsweise nach Lemma 2.11), denn
(
P (t)g
)
(x) =
( 1
2pii
∫
∂U 1
2
(0)
(z −A(t))−1 dz
)
(x) =
1
2pii
∫
∂U 1
2
(0)
1
z − ft(x) dz g(x)
= χ{ft=0}(x) g(x)
für alle g ∈ X und alle x ∈ R, und t 7→ {ft = 0} ist nicht konstant.
Wir zeigen nun, dass dies die Aussage von Satz 5.5 (genauer die speziellere Aussage,
dass (1−P )UTP (0) und PUT (1−P (0)) beide für T gegen ∞ gleichmäßig auf I gegen 0
konvergieren) schon zerstört. Die A(t) vertauschen offensichtlich paarweise, weshalb für
die Zeitentwicklung UT zu TA nach Korollar 3.10 gilt:
UT (t) = e
T
∫ t
0 A(τ) dτ
für alle t ∈ I und alle T ∈ (0,∞). Wir haben daher wegen ft(R) ⊂ iR, dass
‖(1− P (t))UT (t)P (0)g − P (t)UT (t)(1− P (0))g‖2
=
∫ ∣∣∣((1− χEt) eT ∫ t0 fτ dτ χE0 g)(x)− (χEt eT ∫ t0 fτ dτ (1− χE0) g)(x)∣∣∣2 dx
=
∫ ∣∣∣((1− χEt)χE0 g)(x)− (χEt (1− χE0) g)(x)∣∣∣2 dx = ‖P (t)g − P (0)g‖2
für alle T ∈ (0,∞), alle t ∈ I und alle g ∈ X. Weil nun die rechte Seite nicht von T
abhängt, kann die linke Seite nur dann für alle g ∈ X und alle t ∈ I gegen 0 konvergieren
für T gegen ∞, wenn
P (t)g = P (0)g
für alle t ∈ I und alle g ∈ X, mit anderen Worten: wenn t 7→ P (t) konstant ist. Da nun
P nach Wahl aber eben nicht konstant ist, können (1 − P )UTP (0) und PUT (1 − P (0))
nicht beide gleichmäßig auf I gegen 0 konvergieren für T gegen ∞, wie gewünscht. J
Wir weisen darauf hin, dass allgemein die Voraussetzungen von Satz 5.5 und Satz 5.2
für A(t) = Mft nur erfüllt sein können, wenn t 7→ P (t) konstant ist (wenn wir also
auch schon den trivialen Adiabatensatz, Satz 4.1, anwenden können). Sei nämlich X :=
L2(X0,C) für einen Maßraum (X0,A, µ), sei A(t) = Mft aufX für messbare Abbildungen
ft, für die Re ft(x) ≤ 0 für fast alle x ∈ X, sei σ(t) eine kompakte in σ(A(t)) isolierte
Untermenge von σ(A(t)), sodass die Zykelbedingung aus Satz 5.2 erfüllt ist, und sei P (t)
die Rieszprojektion von A(t) auf σ(t). Dann gilt
(
P (t)g
)
(x) =
( 1
2pii
∫
γt0
(z −A(t))−1 g dz
)
(x) =
1
2pii
∫
γt0
1
z − ft(x) dz g(x)
= χEt(x) g(x)
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für alle t ∈ Ut0 , alle g ∈ X und alle x ∈ X0, wobei Et := {ft ∈ σ(t)}. Wenn also die
Rieszprojektionen P (t) nicht konstant sind, können sie nach Lemma 2.11 nicht stark
differenzierbar, erst recht nicht zweimal stark stetig differenzierbar von t abhängen, wie
das in Satz 5.2 verlangt wird.
Aber auch die Aussage dieses Satzes scheint – wenn überhaupt – nur sehr selten nicht-
trivialerweise erfüllt zu sein. Wenigstens wenn A(t) = Mft beschränkt ist, ft(X0) ⊂ iR
für alle t ∈ I und t 7→ A(t)g stetig ist für alle g ∈ X, können (1 − P )UTP (0) und
PUT (1 − P (0)) nur dann beide gleichmäßig auf I gegen 0 konvergieren, wenn t 7→ P (t)
schon konstant ist (wie man auf dieselbe Weise wie im obigen Beispiel einsieht).
Das nächste Beispiel zeigt, dass die Aussage von Satz 5.8 nicht zu gelten braucht, wenn
die in diesem Satz getroffene Voraussetzung, dass t 7→ P (t) zweimal stark stetig differen-
zierbar ist, als einzige verletzt ist. Auch dann nicht, wenn die A(t) schiefselbstadjungiert
sind und t 7→ A(t) sogar analytisch ist.
Beispiel 5.15. Sei X := `2(I2). Sei λ1(t), λ2(t) := ∓
(
t− 12
)2,
A(t) :=
(
iλ1(t) 0
0 iλ2(t)
)
und sei σ(t) := {λ(t)} für alle t ∈ I, wobei
λ(t) :=
{
iλ1(t), t ∈ [0, 12)
iλ2(t), t ∈ [12 , 1]
.
Dann ist A(t) für jedes t ∈ I schiefselbstadjungiert und t 7→ A(t) ist analytisch (insbeson-
dere einmal stark stetig differenzierbar). Ferner ist σ(t) für jedes t ∈ I isoliert in σ(A(t)),
σ(t) fällt an einer Stelle, nämlich bei t = 12 , in σ(A(t)) \ σ(t) hinein und t 7→ σ(t) ist
stetig, weil t 7→ λ(t) stetig ist. Aber für die Rieszprojektionen P0(t) von A(t) auf σ(t)
gilt
P0(t) =

P1, t ∈ [0, 12)
1, t = 12
P2, t ∈ (12 , 1]
,
wobei P1, P2 die orthogonale Projektion auf span{e1} bzw. span{e2} bezeichnet. Und
daraus folgt, dass keine beschränkten Projektionen P (t) existieren, die stetig von t ab-
hängen und außer in t = 12 mit P0(t) übereinstimmen, kurz: P0
∣∣
I\{ 1
2
} ist nicht stetig
(insbesondere nicht zweimal stark stetig differenzierbar) fortsetzbar.
Also sind zwar die Voraussetzungen an A und σ von Satz 5.8 erfüllt aber nich die an
P . Wie wir nun zeigen werden, ist hier auch die Aussage von Satz 5.8 nicht erfüllt. Sei
nämlich P (t) für jedes t ∈ I eine beschränkte Projektion in X und für jedes t ∈ I \ {12}
gleich der Rieszprojektion P0(t) von A(t) auf σ(t). Dann gilt
UT (t) = e
T
∫ t
0 A(τ) dτ =
(
eiT
∫ t
0 λ1(τ) dτ 0
0 eiT
∫ t
0 λ2(τ) dτ
)
93
für alle T ∈ (0,∞) und alle t ∈ I (Korollar 3.10), und 1 − P (t) = P1 = P (0) für alle
t ∈ (12 , 1]. Wir haben also, dass
‖(1− P (t))UT (t)P (0)‖ =
∥∥∥eiT ∫ t0 λ1(τ) dτ P1∥∥∥ = 1
für alle t ∈ (12 , 1], das heißt, die Aussage des Adiabatensatzes ist hier tatsächlich nicht
erfüllt. J
Auch im folgenden klassischen Beispiel Rellichs (Beispiel II.3.5 in [20]) sind die Vor-
aussetzungen von Satz 5.8 nicht erfüllt, weil die Rieszprojektionen nicht stetig in eine
Überschneidungsstelle hinein fortgesetzt werden können. Allerdings wissen wir hier (an-
ders als im obigen Beispiel) nicht, ob auch die Aussage dieses Satzes nicht erfüllt ist oder
ob sie trotzdem erfüllt ist. Die Schwierigkeit besteht darin, dass es wohl keinen einfa-
chen Ausdruck für die (als Dysonreihe gegebene) Zeitentwicklung gibt – jedenfalls ist
Korollar 3.10 nicht anwendbar.
Beispiel 5.16. Sei X := `2(I2). Sei
A(0) := 0 und A(t) := ie−
1
t2
(
cos 2t sin
2
t
sin 2t − cos 2t
)
für alle t ∈ (0, 1],
λ(t) :=
{
0, t = 0
ie−
1
t2 , t ∈ (0, 1]
σ(t) := {λ(t)} und P0(t) die Rieszprojektion von A(t) auf σ(t).
Dann ist A(t) für jedes t ∈ I schiefselbstadjungiert, t 7→ A(t) ist stetig differenzierbar
(sogar beliebig oft differenzierbar), σ(A(t)) = {±λ(t)}, λ(t) ist also ein Eigenwert von
A(t) und t 7→ λ(t) ist stetig differenzierbar (sogar beliebig oft differenzierbar). Darüber-
hinaus ist
P0(0) = 1 und P0(t) =
(
cos2 1t cos
1
t sin
1
t
cos 1t sin
1
t sin
2 1
t
)
für alle t ∈ (0, 1], woraus hervorgeht, dass keine stetige Abbildung t 7→ P (t) existiert, die
mit Ausnahme von endlich vielen Stellen mit P0 übereinstimmt. Die Voraussetzungen
von Satz 5.8 sind hier also tatsächlich nicht erfüllbar. J
Wir schließen mit einem Beispiel, das zeigt, dass die Aussage des Adiabatensatzes
auch dann gelten kann, wenn die Projektion P (t) für kein t ∈ I mit A(t) vertauscht.
Insbesondere müssen die Projektionen P (t) nicht die Rieszprojektionen von A(t) auf
σ(t) sein, damit die Aussage von Satz 5.2 gelten kann.
Beispiel 5.17. Sei X := `2(I3). Sei
A0 :=
λ2 1 00 λ2 0
0 0 λ2
 , R(t) :=
1 0 00 cos t sin t
0 − sin t cos t
 ,
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σ(t) := {λ2} und P0 die orhtogonale Projektion auf span{e1, e3}. Sei
A(t) := R(t)∗A0(t)R(t) und P (t) := R(t)∗P0R(t)
für alle t ∈ I.
Dann gilt
A(t) =
λ2 cos t sin t0 λ2 0
0 0 λ2

für alle t ∈ I, woraus hervorgeht, dass die A(t) paarweise vertauschen. Wir bekommen
also mithilfe von Korollar 3.10
UT (t) = e
T
∫ t
0 A(τ) dτ = eλ2Tt
1 T sin t T (1− cos t)1 0
1

für alle T ∈ (0,∞) und alle t ∈ I. Weiter ist P (0) die orthogonale Projektion auf
span{e1, e3} und 1− P (t) ist die orthogonale Projektion auf
span{R(t)∗e2} = span

 0cos t
sin t

für alle t ∈ I. Damit erhalten wir erstens
(1− P (t))UT (t)P (0)e1 =
〈 0cos t
sin t
 , UT (t)e1〉
 0cos t
sin t
 = 0
für alle t ∈ I und alle T ∈ (0,∞), und zweitens
(1− P (t))UT (t)P (0)e3 =
〈 0cos t
sin t
 , UT (t)e3〉
 0cos t
sin t
 = sin t eλ2Tt
 0cos t
sin t

für alle t ∈ I und alle T ∈ (0,∞), woraus sich wegen der Beschränktheit von t 7→ sin tt
und der Negativität von λ2 ergibt, dass
sup
t∈I
‖(1− P (t))UT (t)P (0)‖ = O
( 1
T
)
(T →∞),
also die Aussage des Adiabatensatzes. J
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6 Adiabatensätze ohne Spektrallückenbedingung
In diesem Abschnitt beweisen wir Adiabatensätze, die ohne Spektrallückenbedingung aus-
kommen, und zwar zunächst solche, in denen nur ausgesagt wird, dass UT überhaupt bei-
nahe adiabatisch ist bzgl. P (qualitative Adiabatensätze ohne Spektrallückenbedingung),
und anschließend solche, in denen auch gesagt wird, wie adiabatisch bzw. diabatisch UT
bzgl. P ist (quantitative Adiabatensätze ohne Spektrallückenbedingung).
Anders als in den Adiabatensätzen mit Spektrallückenbedingung des vorigen Abschnitts
müssen die σ(t) hier einpunktig sein: σ(t) = {λ(t)} für alle t ∈ I, und die Spektralwer-
te λ(t) müssen Eigenwerte sein, die immerhin noch nach einer Seite hin isoliert sind in
σ(A(t)): λ(t) + εeiϑ0 ∈ ρ(A(t)) für alle ε ∈ (0, ε0] und alle t ∈ I. Schließlich brauchen wir
noch Abschätzungen an
∥∥∥(λ(t) + εeiϑ0 −A(t))−1∥∥∥.
6.1 Qualitative Adiabatensätze ohne Spektrallückenbedingung
Wir beginnen mit einigen vorbereitenden Aussagen. Das nachfolgende Lemma ist der
entscheidende Schlüssel für Satz 6.4 und Satz 6.7.
Lemma 6.1. Sei A eine abgeschlossene lineare Abbildung D ⊂ X → X und sei λ ∈ C
mit
λ+ εeiϑ0 ∈ ρ(A) und
∥∥∥(λ+ εeiϑ0 −A)−1∥∥∥ ≤ M0
ε
für alle ε ∈ (0, ε0],
wobei ε0 ∈ (0,∞) und ϑ0 ∈ R. Dann gilt
ε(λ+ εeiϑ0 −A)−1y −→ 0 (ε↘ 0)
für alle y ∈ im(A− λ).
Beweis. Sei y ∈ im(A− λ), dann y = (A− λ)x für ein x ∈ D und
ε(λ+ εeiϑ0 −A)−1y = ε(λ+ εeiϑ0 −A)−1(A− λ)x
= −εx+ ε
(
εeiϑ0(λ+ εeiϑ0 −A)−1
)
x −→ 0 (ε↘ 0).
Weil nun
∥∥ε(λ+ εeiϑ0 −A)−1∥∥ ≤M0 für alle ε ∈ (0, ε0], gilt
ε(λ+ εeiϑ0 −A)−1y −→ 0 (ε↘ 0)
auch für alle y ∈ im(A− λ). 
Das nächste ziemlich offensichtliche Lemma erlaubt es unter gewissen Voraussetzungen
von der Konvergenz in der starken Operatortopologie auf Konvergenz bzgl. der Norm-
operatortopologie zu schließen.
Lemma 6.2. Seien An, A und B beschränkte lineare Abbildungen in X für alle n ∈ N,
sodass An −→ A (n→∞) bzgl. der starken Operatortopologie von X, und sei rkB <∞.
Dann gilt AnB −→ AB (n→∞) bzgl. der Normoperatortopologie.
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Beweis. Sei {y1, . . . , ym} eine Basis des (endlichdimensionalen!) Unterraums BX von X
und sei κ die lineare Abbildung BX → Cm, die jedem Vektor y ∈ BX seinen Koor-
dinatenvektor bzgl. der Basis {y1, . . . , ym} zuordnet. Dann ist κ beschränkt (als eine
auf einem endlichdimensionalen normierten Raum definierte lineare Abbildung) und wir
erhalten, da
AnBx−ABx =
m∑
i=1
κ(Bx)i
(
An −A
)
yi
für alle x ∈ X, dass
‖AnB −AB‖2 = sup
x∈SX
‖AnBx−ABx‖2
≤ ‖κ‖2 ‖B‖2
m∑
i=1
∥∥(An −A)yi∥∥2 −→ 0 (n→∞),
wie gewünscht. 
Wir weisen darauf hin, dass wir unter denselben Voraussetzungen nicht auf
BAn −→ BA (n→∞) bzgl. der Normoperatortopologie
schließen können. Sei nämlich X := `2(N), An := A0n für alle n ∈ N, A := 0 und B die
orthogonale Projektion auf span{e1}. A0 bezeichnet den Shift nach links, das heißt,
A0(x1, x2, x3, . . . ) = (x2, x3, . . . )
für alle x ∈ X. Dann gilt zwar Anx −→ 0 = Ax (n→∞) für alle x ∈ X und rkB <∞,
aber (An∗B∗e1) = (en+1) konvergiert nicht, erst recht konvergiert (BAn) nicht bzgl. der
Normoperatortopologie.
Lemma 6.3. Sei A(t) für jedes t ∈ I eine abgeschlossene lineare Abbildung D ⊂ X → X
und sei t 7→ A(t)x stetig differenzierbar für alle x ∈ D. Sei λ(t) ∈ C mit λ(t) + εeiϑ0 ∈
ρ(A(t)) und ∥∥∥(λ(t) + εeiϑ0 −A(t))−1∥∥∥ ≤ M0
ε
für alle ε ∈ (0, ε0] und alle t ∈ I (wobei ε0, ϑ0 sowieM0 positive von t unabhängige Zahlen
bezeichnen), und sei t 7→ λ(t) stetig differenzierbar. Dann ist t 7→ (λ(t)+εeiϑ0−A(t))−1x
stetig differenzierbar und es gibt eine Zahl M ′0, sodass∥∥∥∥ ddt ((λ(t) + εeiϑ0 −A(t))−1x)
∥∥∥∥ ≤ M ′0ε2 ‖x‖
für alle t ∈ I, ε ∈ (0, ε0] und alle x ∈ X.
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Beweis. Aus Lemma 2.9 folgt sofort, dass t 7→ (λ(t) + εeiϑ0 − A(t))−1x stetig differen-
zierbar ist und
d
dt
(
(λ(t) + εeiϑ0 −A(t))−1x
)
=
(
λ(t) + εeiϑ0 −A(t))−1(A′(t)(A(t)− 1)−1) (A(t)− 1)(λ(t) + εeiϑ0 −A(t))−1x
− (λ(t) + εeiϑ0 −A(t))−1 λ′(t) (λ(t) + εeiϑ0 −A(t))−1x
für alle x ∈ X und alle t ∈ I. Wegen supt∈I
∥∥A′(t)(A(t)− 1)−1∥∥ < ∞ (Beweis von
Lemma 2.9) folgt nun die gewünschte Abschätzung. 
Wir können nun unseren ersten Adiabatensatz ohne Spektrallückenbedingung bewei-
sen, der einen entsprechenden Satz von Avron und Elgart (Theorem 1 bzw. Theorem 3
in [3]) und einen daran anknüpfenden Satz von Teufel aus [37] verallgemeinert: dort
sind die A(t) als schiefselbstadjungiert vorausgesetzt, unser Satz geht auch für lineare
Abbildungen A(t) (wie immer mit t-unabhängigem Definitionsbereich), die jeweils nur
Erzeuger einer stark stetiger Halbgruppe auf einem Banachraum X sind und für die A
(M, 0)-stabil ist. Wir orientieren uns am Beweis in [14].
Satz 6.4. Sei A(t) für jedes t ∈ I eine lineare Abbildung D ⊂ X → X, die eine
stark stetige Halbgruppe auf X erzeugt, sei A (M, 0)-stabil und sei t 7→ A(t)x stetig
differenzierbar für alle x ∈ D. Sei λ(t) für jedes t ∈ I ein Eigenwert von A(t), seien ε0,
ϑ0 sowie M0 positive Zahlen, sodass λ(t) + εeiϑ0 ∈ ρ(A(t)) und∥∥∥(λ(t) + εeiϑ0 −A(t))−1∥∥∥ ≤ M0
ε
für alle ε ∈ (0, ε0] und alle t ∈ I, und sei t 7→ λ(t) stetig differenzierbar. Sei P (t) für
jedes t ∈ I eine beschränkte Projektion in X mit P (t)A(t) ⊂ A(t)P (t), sodass
P (t)X ⊂ ker(A(t)− λ(t))
für alle t ∈ I und
(1− P (t))X ⊂ im(A(t)− λ(t))
für fast alle t ∈ I, sei rkP (0) < ∞ oder rk(1 − P (0)) < ∞ und sei t 7→ P (t) stetig
differenzierbar. Dann gilt
(1− P )UTP (0) −→ 0 (T →∞) gleichmäßig auf I.
Beweis. Sei VT die nach Satz 3.9 existierende Zeitentwicklung zu Tλ + [P ′, P ]. (Wir
können, wann immer diese existiert, auch mit der Zeitentwicklung zu TA+ [P ′, P ] arbei-
ten, denn diese stimmt auf P (0)X mit VT überein). Dann gilt nach demselben Satz und
Lemma 3.17
‖VT (t, s)‖ ≤ ec(t−s)
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für alle (s, t) ∈ ∆ und alle T ∈ (0,∞) (wobei c eine Zahl ist, für die ‖P (s)‖, ‖P ′(s)‖ und
‖[P ′(s), P (s)]‖ ≤ c für alle s ∈ I) und nach Satz 3.19 gilt
P (t)VT (t) = VT (t)P (0)
für alle t ∈ I und alle T ∈ (0,∞). Also haben wir
(1− P (t))UT (t)P (0) = (1− P (t))
(
UT (t)− VT (t)
)
P (0).
Sei nun x ∈ X. Dann ist [0, t] 3 s 7→ UT (t, s)VT (s)P (0)x = UT (t, s)P (s)VT (s)x
differenzierbar nach Proposition 3.3 und Lemma 2.7 (beachte, dass P (s)X ⊂ D für alle
s ∈ I nach Voraussetzung) mit
d
ds
UT (t, s)VT (s)P (0)x
= UT (t, s)
(
T (λ(s)−A(s)))VT (s)P (0)x+ UT (t, s) [P ′(s), P (s)]VT (s)P (0)x
= UT (t, s)P
′(s)VT (s)P (0)x
für alle s ∈ [0, t] (benutze im zweiten Gleichheitszeichen die obige intertwining relation für
VT ), woraus hervorgeht, dass [0, t] 3 s 7→ UT (t, s)VT (s)P (0)x sogar stetig differenzierbar
ist. Also gilt
VT (t)P (0)x− UT (t)P (0)x = UT (t, s)VT (s)P (0)x
∣∣s=t
s=0
=
∫ t
0
UT (t, s)P
′(s)VT (s)P (0)x ds
=
∫ t
0
UT (t, s) (λ(s)−A(s))
(
λ(s) + εeiϑ0 −A(s))−1 P ′(s)VT (s)P (0)x ds
+
∫ t
0
UT (t, s) εe
iϑ0
(
λ(s) + εeiϑ0 −A(s))−1 P ′(s)VT (s)P (0)x ds (8)
für alle ε ∈ (0, ε0], alle t ∈ I und alle T ∈ (0,∞).
Sei nun
U˜T (t, s) := UT (t, s) e
−T ∫ ts λ(τ) dτ und V˜T (t, s) := VT (t, s) e−T ∫ ts λ(τ) dτ
für alle (s, t) ∈ ∆ und alle T ∈ (0,∞). Dann ist, wie man sofort sieht, U˜T die Zeitent-
wicklung zu T (A− λ) und V˜T die Zeitentwicklung zu [P ′, P ].
Sei weiter
Qn(t) :=
∫ 1
0
γ 1
n
(t− r)P ′(r) dr = (γ 1
n
∗ (P ′χ[0,1])
)
(t)
für alle t ∈ I und alle n ∈ N, wobei γ 1
n
:= nγ(n . ) für eine Abbildung γ ∈ C1c (R, [0,∞))
mit supp γ ⊂ [−1, 1] und ∫ γ(r) dr = 1. Dann gilt Qn(t) −→ P ′(t) (n → ∞) für alle
t ∈ (0, 1),
‖Qn(t)‖ ≤ sup
r∈I
∥∥P ′(r)∥∥ ≤ c
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für alle t ∈ I und alle n ∈ N und die Abbildung t 7→ Qn(t) ist (stark) stetig differenzierbar
für alle n ∈ N.
Wir sehen nun, dass [0, t] 3 s 7→ U˜T (t, s)
(
λ(s) + εeiϑ0 − A(s))−1Qn(s) V˜T (s)P (0)x
stetig differenzierbar ist (Lemma 2.9) mit der Ableitung
s 7→ U˜T (t, s)T
(
λ(s)−A(s)) (λ(s) + εeiϑ0 −A(s))−1Qn(s) V˜T (s)P (0)x
+ U˜T (t, s)
( d
ds
(
λ(s) + εeiϑ0 −A(s))−1)Qn(s) V˜T (s)P (0)x
+ U˜T (t, s)
(
λ(s) + εeiϑ0 −A(s))−1 (Q′n(s) +Qn(s) [P ′(s), P (s)])V˜T (s)P (0)x
und daher gilt (partielle Integration)∫ t
0
UT (t, s) (λ(s)−A(s))
(
λ(s) + εeiϑ0 −A(s))−1Qn(s)VT (s)P (0)x ds
=
1
T
eT
∫ t
0 λ(τ) dτ
∫ t
0
U˜T (t, s)T
(
λ(s)−A(s))(
λ(s) + εeiϑ0 −A(s))−1Qn(s) V˜T (s)P (0)x ds
=
1
T
UT (t, s)
(
λ(s) + εeiϑ0 −A(s))−1Qn(s)VT (s)P (0)x∣∣s=ts=0
− 1
T
∫ t
0
UT (t, s)
( d
ds
(
λ(s) + εeiϑ0 −A(s))−1)Qn(s)VT (s)P (0)x ds
− 1
T
∫ t
0
UT (t, s)
(
λ(s) + εeiϑ0 −A(s))−1(
Q′n(s) +Qn(s) [P
′(s), P (s)]
)
VT (s)P (0)x ds
für alle ε ∈ (0, ε0], n ∈ N und alle t ∈ I sowie T ∈ (0,∞).
Schätzen wir nun die rechte Seite von (8) ab! Zunächst gilt∥∥∥∥∫ t
0
UT (t, s) (λ(s)−A(s))
(
λ(s) + εeiϑ0 −A(s))−1 (P ′(s)−Qn(s))VT (s)P (0)x ds∥∥∥∥
≤
∫ t
0
M (1 +M0)
∥∥(P ′(s)−Qn(s))P (s)∥∥ ec ds ‖x‖ . (9)
Weiter gilt nach der eben ausgeführten partiellen Integration∥∥∥∥∫ t
0
UT (t, s) (λ(s)−A(s))
(
λ(s) + εeiϑ0 −A(s))−1Qn(s)VT (s)P (0)x ds∥∥∥∥
≤ 2
T
(
M
M0
ε
c ec c
)
‖x‖
+
1
T
∫ t
0
M
M ′0
ε2
c ec c ds ‖x‖
+
1
T
∫ t
0
M
M0
ε
(
cn + c
2
)
ec c ds ‖x‖ , (10)
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wobei wir Lemma 6.3 benutzt haben und cn := sups∈I ‖Q′n(s)‖ gesetzt haben. Schließlich
gilt wegen P ′P = (1− P )P ′P∥∥∥∥∫ t
0
UT (t, s) εe
iϑ0
(
λ(s) + εeiϑ0 −A(s))−1 P ′(s)VT (s)P (0)x ds∥∥∥∥
≤
∫ t
0
M
∥∥∥ε (λ(s) + εeiϑ0 −A(s))−1 (1− P (s))P ′(s)P (s)∥∥∥ ec ds ‖x‖ . (11)
Sei εT := T−
1
3 für alle T ∈ [ε30,∞). Dann folgt mit den Abschätzungen (9), (10), (11)
aus (8), dass
‖VT (t)P (0)− UT (t)P (0)‖
≤
∫ 1
0
M (1 +M0)
∥∥(P ′(s)−Qn(s))P (s)∥∥ ec ds
+ 2Mc2 ec
M0
εT T
+Mc2 ec
M ′0
ε2T T
+Mcec
(
cn + c
2
) M0
εT T
+
∫ 1
0
M
∥∥∥εT (λ(s) + εT eiϑ0 −A(s))−1 (1− P (s))P ′(s)P (s)∥∥∥ ec ds (12)
für alle n ∈ N, alle t ∈ I und alle T ∈ [ε30,∞).
Wir bemerken nun erstens, dass∫ 1
0
M (1 +M0)
∥∥(P ′(s)−Qn(s))P (s)∥∥ ec ds −→ 0 (n→∞)
nach dem lebesgueschen Satz. Zweitens gilt ebenfalls nach dem lebesgueschen Satz∫ 1
0
M
∥∥∥ε (λ(s) + εeiϑ0 −A(s))−1 (1− P (s))P ′(s)P (s)∥∥∥ ec ds −→ 0 (ε↘ 0),
denn nach Lemma 6.1 gilt
ε
(
λ(s) + εeiϑ0 −A(s))−1 (1− P (s))P ′(s)P (s) −→ 0 (ε↘ 0)
bzgl. der starken Operatortopologie für fast alle s ∈ I und nach Lemma 2.10 gilt rkP (s) <
∞ für alle s ∈ I oder rkP (s) < ∞ für alle s ∈ I, woraus dann wegen Lemma 6.2 folgt,
dass sogar ∥∥∥ε (λ(s) + εeiϑ0 −A(s))−1 (1− P (s))P ′(s)P (s)∥∥∥ −→ 0 (ε↘ 0)
für fast alle s ∈ I.
Aus (12) ersehen wir nun, dass wir
sup
t∈I
‖VT (t)P (0)− UT (t)P (0)‖
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beliebig klein machen können, indem wir zunächst eine so große natürliche Zahl n0 wäh-
len, dass ∫ 1
0
M (1 +M0)
∥∥(P ′(s)−Qn0(s))P (s)∥∥ ec ds
klein genug ist, und dann T0 ∈ [ε30,∞) so groß wählen, dass
2Mc2 ec
M0
εT T
+Mc2 ec
M ′0
εT 2 T
+Mcec
(
cn0 + c
2
) M0
εT T
sowie ∫ 1
0
M
∥∥∥εT (λ(s) + εT eiϑ0 −A(s))−1 (1− P (s))P ′(s)P (s)∥∥∥ ec ds
klein genug ist für alle T ∈ [T0,∞). Wir haben also
sup
t∈I
‖VT (t)P (0)− UT (t)P (0)‖ −→ 0 (T →∞)
und damit auch supt∈I
∥∥(1− P (t))UT (t)P (0)∥∥ −→ 0 (T →∞), wie behauptet. 
Wenn wir die Voraussetzung
rkP (0) <∞ oder rk(1− P (0)) <∞
des obigen Adiabatensatzes durch die Bedingung rkP (0) < ∞ ersetzen, dann gilt die
Aussage des Satzes auch dann noch, wenn wir P nur als einmal stark stetig differenzierbar
voraussetzen.
Dies können wir durch eine leichte Abwandlung der oben gegebenen Argumentation
einsehen. Die Zeitentwicklung VT zu Tλ + [P ′, P ] existiert nach wie vor und die oben
benützten Eigenschaften bleiben erhalten, und auch die Definition der beschränkten li-
nearen Abbildungen Qn(t) können wir übernehmen, wenn wir das definierende Integral
als starkes Integral auffassen. Dann ist t 7→ Qn(t) wieder stark stetig differenzierbar für
alle n ∈ N.
Allerdings haben wir jetzt nur noch, dass Qn(s) −→ P ′(s) (n→∞) bzgl. der starken
Operatortopologie für alle s ∈ (0, 1), und auch die Existenz der Integrale auf den rechten
Seiten von (9) und (11) ist zunächst fraglich – wir wissen jetzt ja nur noch, dass s 7→ P ′(s)
stark stetig ist. Aber tatsächlich existieren die Integrale doch: weil rkP (s) < ∞ für
alle s ∈ I (nach unserer neuen Voraussetzung), folgt mit Lemma 6.2 und Lemma 2.6,
dass die Integranden s 7→ (P ′(s) − Qn(s))P (s) und s 7→ ε (λ(s) + εeiϑ0 − A(s))−1 (1 −
P (s))P ′(s)P (s) sogar stetig bzgl. der Normoperatortopologie sind.
Außerdem folgt aus Lemma 6.2 wegen unserer neuen Voraussetzung auch
(
Qn(s) −
P ′(s)
)
P (s) −→ 0 (n→∞) für alle s ∈ (0, 1), weswegen wir immer noch∫ 1
0
M (1 +M0)
∥∥(P ′(s)−Qn(s))P (s)∥∥ ec ds −→ 0 (n→∞)
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haben.
Alle übrigen Argumente können wir wörtlich aus dem obigen Beweis übernehmen.
Wir wollen jetzt untersuchen, wann gewisse Voraussetzungen des Satzes 6.4 (automa-
tisch) erfüllt sind. Zunächst zur stetigen Differenzierbarkeit der Eigenwertkurve t 7→ λ(t).
Proposition 6.5. Sei X ein Hilbertraum. Dann ergibt sich die Voraussetzung von Satz 6.4,
dass t 7→ λ(t) stetig differenzierbar ist, aus den übrigen Voraussetzungen dieses Satzes,
sofern P (0) 6= 0.
Beweis. Seien alle von der infrage stehenden Voraussetzung verschiedenen Vorausset-
zungen von Satz 6.4 erfüllt und sei P (0) 6= 0 (wenn P (0) = 0 ist, dann ist dieser Satz
natürlich nicht mehr interessant). Sei t0 ∈ I. Dann ist P (t0) 6= 0 nach Lemma 2.10 und
Lemma 2.6, das heißt, es existiert ein x0 ∈ X mit P (t0)x0 6= 0. Wegen der Stetigkeit von
t 7→ P (t)x0 gilt also P (t)x0 6= 0 auch für alle t ∈ Ut0 für eine in I offene Umgebung Ut0
von t0. Weiter gilt
1
λ(t)− 1 =
〈
P (t)x0 , (A(t)− 1)−1 P (t)x0
〉
〈P (t)x0, P (t)x0〉
für alle t ∈ Ut0 und daraus ergibt sich, da die rechte Seite stetig differenzierbar von t
abhängt (Lemma 2.9), dass Ut0 3 t 7→ λ(t) stetig differenzierbar ist, wie gewünscht. 
Jetzt zu der wesentlich interessanteren Voraussetzung
λ(t) + εeiϑ0 ∈ ρ(A(t)) und
∥∥∥(λ(t) + εeiϑ0 −A(t))−1∥∥∥ ≤ M0
ε
für alle ε ∈ (0, ε0].
Diese folgt (mit ϑ0 := 0 und ε0 ∈ (0,∞) beliebig) beispielsweise dann, wenn λ(t) für alle
t ∈ I auf der imaginären Achse liegt (insbesondere also dann, wenn die A(t) alle schief-
selbstadjungiert sind), schon aus den übrigen Voraussetzungen von Satz 6.4, genauer: aus
der (M, 0)-Stabilität von A (nach Satz 2.24).
Im Sonderfall normaler A(t) können wir mehr sagen: dort ergibt sich die obige Resol-
ventenabschätzung schon dann aus den übrigen Voraussetzungen des Satzes 6.4, wenn
nur ein (kleiner) in λ(t) angehefteter Sektor
λ(t) + ε0 S(ϑ−0 ,ϑ
+
0 )
:= {λ(t) + εeiϑ : ε ∈ (0, ε0), ϑ ∈ (ϑ−0 , ϑ+0 )}
in ρ(A(t)) liegt für alle t ∈ I. Diese Sektorbedingung ist nicht sehr einschränkend, auch
wenn sie natürlich – selbst bei von t unabhängigem Spektrum σ(A(t)) – nicht immer
erfüllt ist (etwa dann nicht, wenn ein cusp (s. etwa Abschnitt 6.1 in [10]) bei λ(t) vorliegt).
Proposition 6.6. Sei A(t) für jedes t ∈ I eine normale lineare Abbildung D ⊂ H → H,
λ(t) ∈ σ(A(t)) und seien ε0 ∈ (0,∞) und ϑ−0 , ϑ+0 ∈ [0, 2pi) mit ϑ−0 < ϑ+0 , sodass
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λ(t) + ε0 S(ϑ−0 ,ϑ
+
0 )
⊂ ρ(A(t)) für alle t ∈ I. Dann existieren positive Zahlen ε′0 und M0,
sodass λ(t) + εeiϑ0 ∈ ρ(A(t)) und∥∥∥(λ(t) + εeiϑ0 −A(t))−1∥∥∥ ≤ M0
ε
für alle ε ∈ (0, ε′0] und alle t ∈ I, wobei ϑ0 := 12
(
ϑ+0 + ϑ
−
0
)
.
Beweis. Sei ε ∈ (0, ε0] und β0 := 12
(
ϑ+0 − ϑ−0
) ∈ (0, pi) (halber Öffnungswinkel des
Sektors). Dann gilt
dist
(
λ(t) + εeiϑ0 , σ(A(t))
) ≥ dist(λ(t) + εeiϑ0 , C \ (λ(t) + ε0 S(ϑ−0 ,ϑ+0 )))
= min{ε sinβ0, ε0 − ε},
wie man anhand einer Zeichnung leicht (elementargeometrisch) einsieht.
Seien nun
ε′0 :=
ε0
1 + sinβ0
und M0 :=
1
sinβ0
und sei ε ∈ (0, ε′0]. Dann gilt
λ(t) + εeiϑ0 ∈ λ(t) + ε0 S(ϑ−0 ,ϑ+0 ) ⊂ ρ(A(t))
und, da die A(t) normal sind,∥∥∥(λ(t) + εeiϑ0 −A(t))−1∥∥∥ = 1
dist
(
λ(t) + εeiϑ0 , σ(A(t))
) ≤ M0
ε
für alle t ∈ I (Proposition 2.21), wie gewünscht. 
Der folgende Satz verschärft Satz 6.4 im Sonderfall normaler A(t), denn in diesem Fall
reduzieren sich die Voraussetzungen von Satz 6.4 auf die Voraussetzungen des folgenden
Satzes: die P (t) aus Satz 6.4 sind im Sonderfall normaler A(t) automatisch orthogonal, da
P (t)H und (1−P (t))H wegen ker(A(t)−λ(t))∗ = ker(A(t)−λ(t)) (Satz 2.18) orthogonale
Unterräume sind (zunächst nur für fast alle t ∈ I, ein Stetigkeitsargument zeigt aber,
dass dann P (t)∗ = P (t) sogar für alle t ∈ I).
Der Beweis ist angelehnt an Teufels Argumentation in [37].
Satz 6.7. Sei A(t) für jedes t ∈ I eine normale lineare Abbildung D ⊂ H → H mit
σ(A(t)) ⊂ {z ∈ C : Re(z) ≤ 0} und sei t 7→ A(t)x stetig differenzierbar für alle x ∈ D.
Sei λ(t) für jedes t ∈ I ein Eigenwert von A(t) und seien ε0, ϑ0 sowieM0 positive Zahlen,
sodass λ(t) + εeiϑ0 ∈ ρ(A(t)) und∥∥∥(λ(t) + εeiϑ0 −A(t))−1∥∥∥ ≤ M0
ε
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für alle ε ∈ (0, ε0] und alle t ∈ I (was beispielsweise unter der Sektorbedingung von
Proposition 6.6 erfüllt ist). Sei P (t) für jedes t ∈ I eine orthogonale Projektion in H,
sodass P (t)H ⊂ ker(A(t)−λ(t)) für alle t ∈ I und P (t)H = ker(A(t)−λ(t)) für fast alle
t ∈ I, sei rkP (0) < ∞ oder rk(1 − P (0)) < ∞ und sei t 7→ P (t) stetig differenzierbar.
Dann gilt
(1− P )UTP (0) −→ 0 (T →∞) gleichmäßig auf I
und sogar
Ua,T − UT −→ 0 (T →∞) gleichmäßig auf I,
wenn nur die Zeitentwicklung Ua,T existiert für alle T ∈ (0,∞).
Beweis. Wir überzeugen uns zunächst davon, dass die Voraussetzungen von Satz 6.4
erfüllt sind.
Weil die A(t) normal sind und σ(A(t)) ⊂ {z ∈ C : Re(z) ≤ 0}, ist A (1, 0)-stabil (wie
man mithilfe der Spektralintegraldarstellung der Halbgruppen eA(t) . einsieht). Außerdem
ist t 7→ λ(t) nach Proposition 6.5 stetig differenzierbar.
Zeigen wir nun, dass P (t)A(t) ⊂ A(t)P (t) für alle t ∈ I. Wir wissen nach Vorausset-
zung, dass
P (t)H ⊂ ker(A(t)− λ(t)) = PA(t){λ(t)}H
für alle t ∈ I, woraus leicht folgt, dass P (t) = P (t)PA(t){λ(t)} und damit
P (t)A(t) = P (t)P
A(t)
{λ(t)}A(t) ⊂ P (t)A(t)P
A(t)
{λ(t)} = P (t)λ(t)P
A(t)
{λ(t)} = λ(t)P (t) = A(t)P (t)
für alle t ∈ I.
Schließlich zeigen wir noch, dass (1−P (t))H ⊂ im(A(t)− λ(t)) für fast alle t ∈ I. Wir
haben nach Satz 2.18(
im(A(t)− λ(t)))⊥ = ker(A(t)− λ(t))∗ = ker(A(t)− λ(t)) = P (t)H
für fast alle t ∈ I und daher
im(A(t)− λ(t)) =
((
im(A(t)− λ(t)))⊥)⊥ = (P (t)H)⊥ = (1− P (t))H
für fast alle t ∈ I.
Also sind tatsächlich alle Voraussetzungen von Satz 6.4 erfüllt und dieser liefert, dass
(1− P )UTP (0) −→ 0 (T →∞) gleichmäßig auf I,
wie behauptet.
Wir nehmen nun (zusätzlich) an, dass die Zeitentwicklung Ua,T zu TA + [P ′, P ] für
jedes T ∈ (0,∞) existiert und zeigen den zweiten Teil der behaupteten Aussage.
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Sei Qn(t) für jedes n ∈ N und jedes t ∈ I die im Beweis von Satz 6.4 definierte
beschränkte lineare Abbildung in H und sei
Bnε(t) :=
(
λ(t) + εeiϑ0 −A(t))−1Qn(t)P (t) + P (t)Qn(t) (λ(t) + εeiϑ0 −A(t))−1,
Cnε(t) := P (t)Qn(t) εe
iϑ0
(
λ(t) + εeiϑ0 −A(t))−1
− εeiϑ0(λ(t) + εeiϑ0 −A(t))−1Qn(t)P (t)
sowie
Cε(t) := P (t)P
′(t) εeiϑ0
(
λ(t) + εeiϑ0 −A(t))−1
− εeiϑ0(λ(t) + εeiϑ0 −A(t))−1 P ′(t)P (t)
für alle n ∈ N, ε ∈ (0, ε0] und alle t ∈ I. Dann gilt Qn(t) −→ P ′(t) (n → ∞) für
alle t ∈ (0, 1), die Abbildung t 7→ Qn(t) ist (stark) stetig differenzierbar für alle n ∈
N und daher ist auch t 7→ Bnε(t) stark stetig differenzierbar für alle n ∈ N und alle
ε ∈ (0, ε0] (Lemma 6.3). Weiter gilt, wie man leicht nachrechnet, folgende approximative
Kommutatorgleichung:
Bnε(t)A(t)x−A(t)Bnε(t)x+ Cnε(t)x = Qn(t)P (t)x− P (t)Qn(t)x
für alle x ∈ D und alle t ∈ I.
Wir erhalten damit
Ua,T (t)x− UT (t)x
=
∫ t
0
UT (t, s)
(
[P ′(s), P (s)]− [Qn(s), P (s)]
)
Ua,T (s)x ds
+
∫ t
0
UT (t, s)
(
Bnε(s)A(s)−A(s)Bnε(s)
)
Ua,T (s)x ds
+
∫ t
0
UT (t, s)Cnε(s)Ua,T (s)x ds
=
∫ t
0
UT (t, s)
(
[P ′(s), P (s)]− [Qn(s), P (s)]
)
Ua,T (s)x ds
+
1
T
UT (t, s)Bnε(t)Ua,T (s)x
∣∣∣s=t
s=0
+
1
T
∫ t
0
UT (t, s)
(
B′nε(s) +Bnε(s)[P
′(s), P (s)]
)
Ua,T (s)x ds
+
∫ t
0
UT (t, s)
(
Cnε(s)− Cε(s)
)
Ua,T (s)x ds+
∫ t
0
UT (t, s)Cε(s)Ua,T (s)x ds (13)
für alle T ∈ (0,∞), t ∈ I, alle n ∈ N, ε ∈ (0, ε0] und alle x ∈ D. Jetzt schätzen wir
nacheinander die Summanden auf der rechten Seite ab. Zunächst bemerken wir, dass
wegen der (1, 0)-Stabilität von A, Proposition 3.15 und Lemma 3.17
‖Ua,T (t, s)‖ ≤ ec(t−s) ≤ ec
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gilt für alle (s, t) ∈ ∆, wobei c eine reelle Zahl sei mit
‖P (s)‖ ,∥∥P ′(s)∥∥ und ∥∥[P ′(s), P (s)]∥∥ ≤ c
für alle s ∈ I. Weiter bemerken wir, dass
‖Qn(t)‖ ≤ c
für alle n ∈ N und alle t ∈ I (Definition der Qn(t)), und dass nach Lemma 6.3∥∥B′nε(t)∥∥ ≤ 2 M ′0ε2 c2 + 2 M0ε (c2 + c cn)
für alle n ∈ N, ε ∈ (0, ε0] und alle t ∈ I, wobei wir cn := sups∈I ‖Q′n(s)‖ gesetzt haben.
Aus (13) erhalten wir daher
‖Ua,T (t)x− UT (t)x‖
≤
∫ 1
0
2c
∥∥Qn(s)− P ′(s)∥∥ ec ds ‖x‖
+
4
T
M0
ε
c2 ec ‖x‖+ 1
T
(
2
M ′0
ε2
c2 + 2
M0
ε
(c2 + c cn) + 2
M0
ε
c2
)
‖x‖
+
∫ 1
0
2M0c
∥∥Qn(s)− P ′(s)∥∥ ec ds ‖x‖+ ∫ 1
0
2M0c ‖Cε(s)‖ ec ds ‖x‖ (14)
für alle T ∈ (0,∞), t ∈ I, alle n ∈ N, ε ∈ (0, ε0] und alle x ∈ D.
Weil nun ∥∥∥(λ(t) + εe−iϑ0 −A(t)∗)−1∥∥∥ = ∥∥∥(λ(t) + εeiϑ0 −A(t))−1∥∥∥ ≤ M0
ε
für alle ε ∈ (0, ε0] und alle t ∈ I (nach Proposition X.1.18 in [8]) und
im
(
A(t)∗ − λ(t)) = (ker(A(t)− λ(t))∗∗)⊥ = (ker(A(t)− λ(t)))⊥ = (1− P (t))H
für fast alle t ∈ I (nach Proposition X.1.6 in [8]), folgt mithilfe von Lemma 6.1, angewandt
auf A(t) und λ(t) bzw. A(t)∗ und λ(t), und mithilfe von Lemma 6.2∥∥∥ε(λ(t) + εeiϑ0 −A(t))−1P ′(t)P (t)∥∥∥
=
∥∥∥ε(λ(t) + εeiϑ0 −A(t))−1(1− P (t))P ′(t)P (t)∥∥∥ −→ 0 (ε↘ 0)
bzw.∥∥∥P (t)P ′(t) ε(λ(t) + εeiϑ0 −A(t))−1∥∥∥
=
∥∥∥ε(λ(t) + εe−iϑ0 −A(t)∗)−1(1− P (t))P ′(t)P (t)∥∥∥ −→ 0 (ε↘ 0)
und damit ‖Cε(t)‖ −→ 0 (ε↘ 0) für fast alle t ∈ I.
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Sei nun εT := T−
1
3 für alle T ∈ [ε−30 ,∞). Anhand von (14) sehen wir dann, dass wir
sup
t∈I
‖Ua,T (t)− UT (t)‖
beliebig klein machen können, indem wir zunächst eine (feste) natürliche Zahl n0 wählen,
die so groß ist, dass∫ 1
0
2c
∥∥Qn0(s)− P ′(s)∥∥ ec ds und ∫ 1
0
2M0c
∥∥Qn0(s)− P ′(s)∥∥ ec ds
genügend klein sind, und dann T0 ∈ [ε−30 ,∞) so groß wählen, dass
4
T
M0
εT
c2 ec +
1
T
(
2
M ′0
εT 2
c2 + 2
M0
εT
(c2 + c cn0) + 2
M0
εT
c2
)
+
∫ 1
0
2M0c ‖CεT (s)‖ ec ds
genügend klein ist für alle T ∈ [T0,∞). 
Wir weisen darauf hin, dass wir im eben gegebenen Beweis von
sup
t∈I
‖Ua,T (t)− UT (t)‖ −→ 0 (T →∞) (15)
nur an einer einzigen Stelle mehr gebraucht haben, als schon in Satz 6.4 vorausgesetzt
ist: nämlich um zu zeigen, dass
P (t)P ′(t)ε
(
λ(t) + εeiϑ0 −A(t))−1 −→ 0 (ε↘ 0)
bzgl. der Normoperatortopologie für fast alle t ∈ I (für die Konvergenz bzgl. der starken
Operatortopologie genügen auch die Voraussetzungen von Satz 6.4). Im Beweis des obigen
Satzes haben wir ausgenutzt, dass die Projektionen sogar orthogonal sind (was aus der
Normalität der A(t) folgte). Aber auch nicht mehr als das: um auf (15) schließen zu
können genügt es, wenn die Projektionen P (t) aus Satz 6.4 orthogonal sind – dass die
A(t) zusätzlich normal sind (wie im obigen Satz), ist nicht nötig.
Auch rk(1−P (0)) <∞ ist so eine Zusatzvoraussetzung (zu den Voraussetzungen von
Satz 6.4), über die hinaus nichts gebraucht wird, um sogar supt∈I ‖Ua,T (t)− UT (t)‖ −→
0 (T →∞) zu bekommen.
Satz 6.4 greift nur in Situationen, in denen
ker(A(t)− λ(t)) + im(A(t)− λ(t)) = X
für fast alle t ∈ I. Wir haben versucht, ihn so zu erweitern, dass er auch in gewissen
Situationen anwendbar ist, in denen nur
ker(A(t)− λ(t))m0 + im(A(t)− λ(t))m0 = X
für fast alle t ∈ I und eine natürliche Zahl m0 gilt. Solche Situationen sind schließlich
nicht untypisch: denken wir etwa an isolierte (aber nicht gleichmäßig isolierte) Eigenwerte
108
λ(t), deren algebraische Vielfachheit nicht mit der geometrischen Vielfachheit überein-
stimmt (Satz 2.17!). Wenn die λ(t) nur endlich oft in σ(A(t))\{λ(t)} hineinfallen, können
wir möglicherweise unseren Adiabatensatz mit nichtgleichmäßiger Spektrallückenbedin-
gung (Satz 5.8) anwenden. Wenn sie aber unendlich oft in σ(A(t)) \ {λ(t)} hineinfallen
(wie etwa in Beispiel 6.17), hilft dieser Satz 5.8 nicht weiter.
Ein neuer Satz wäre daher wünschenswert. Wir sind in dieser Sache aber leider (noch)
nicht sehr weit gekommen: Satz 6.9 sagt zwar unter zufriedenstellend allgemeinen Vor-
aussetzungen, wann genau die Aussage von Satz 6.4 erfüllt ist, aber die angegebene Be-
dingung scheint (im Fall m0 6= 1) nicht sehr leicht nachprüfbar. So dient dieser Satz 6.9
vor allem dazu vor Augen zu führen, wo Schwierigkeiten auftreten, wenn wir die Vorge-
hensweise von Satz 6.4 auf die neue Situation zu übertragen versuchen. Vielleicht kann
dieser Satz (und sein Beweis) ja aber auch den Weg weisen zu einem neuen Satz, der
auch Beispiel 6.17 abdeckt – obwohl wir eher nicht daran glauben: vermutlich muss man
einen ganz neuen Weg einschlagen (wenn es denn überhaupt gehen sollte).
Lemma 6.8. Sei A(t) : D ⊂ X → X für jedes t ∈ I Erzeuger einer stark stetigen
Halbgruppe auf X, sei A (M, 0)-stabil und t 7→ A(t)x stetig für alle x ∈ D. Sei λ(t) für
jedes t ∈ I ein Eigenwert von A(t), sodass λ(t) + εeiϑ0 ∈ ρ(A(t)) für alle ε ∈ (0, ε0] und
alle t ∈ I, und sei t 7→ λ(t) stetig. Sei P (t) für jedes t ∈ I eine beschränkte Projektion
in X mit P (t)A(t) ⊂ A(t)P (t) und t 7→ P (t)x stetig für alle x ∈ X.
(i) Sei weiter
P (t)X ⊂ ker(A(t)− λ(t))m0
für alle t ∈ I. Dann existiert eine Zahl M1, sodass∥∥∥(λ(t) + εeiϑ0 −A(t))−1P (t)∥∥∥ ≤ M1
εm0
für alle ε ∈ (0, ε0] und alle t ∈ I.
(ii) Sei weiter
(1− P (t))X ⊂ im(A(t)− λ(t))m0
für fast alle t ∈ I und es existiere eine Zahl M2, sodass∥∥∥(λ(t) + εeiϑ0 −A(t))−1 (1− P (t))∥∥∥ ≤ M2
ε
für alle ε ∈ (0, ε0] und alle t ∈ I. Dann gilt∥∥∥ε (λ(t) + εeiϑ0 −A(t))−1 (1− P (t))∥∥∥ −→ 0 (ε↘ 0)
bzgl. der starken Operatortopologie für fast alle t ∈ I.
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Beweis. (i) Wir zeigen zunächst, dass t 7→ (A(t) − λ(t))kP (t) stark stetig ist für alle
k ∈ {0, . . . ,m0 − 1}. Sei also k ∈ {0, . . . ,m0 − 1} und sei z eine komplexe Zahl, sodass
Re(λ(t) + z) ≥ 1 für alle t ∈ I. Dann gilt aufgrund der (M, 0)-Stabilität von A, dass
λ(t) + z ∈ ρ(A(t)) und ∥∥∥(A(t)− λ(t)− z)−1∥∥∥ ≤M
für alle t ∈ I, und daher ist t 7→ (A(t)− λ(t)− z)−1 stark stetig nach Lemma 2.9.
Wegen P (t)X ⊂ ker(A(t) − λ(t))m0 gilt (A(t) − λ(t))k+iP (t) = 0 für alle i ∈ {m0 −
k, m0 − k + 1, . . . } und wir erhalten mit der binomischen Formel
(A(t)− λ(t))kP (t)x
= (A(t)− λ(t))k (A(t)− λ(t)− z)m0−1 (A(t)− λ(t)− z)−(m0−1) P (t)x
=
m0−k−1∑
i=0
(
m0 − 1
i
)
(A(t)− λ(t))k+i (−z)m0−1−i (A(t)− λ(t)− z)−(m0−1) P (t)x
für alle x ∈ X und alle t ∈ I. Da nun t 7→ (A(t)−λ(t))k+i (A(t)−λ(t)−z)−(m0−1) für i ∈
{0, . . . ,m0−k−1} stark stetig ist, folgt die starke Stetigkeit von t 7→ (A(t)−λ(t))kP (t).
Jetzt können wir die behauptete Abschätzung sehr leicht einsehen. Wegen (A(t) −
λ(t))m0P (t) = 0 haben wir nämlich
(
λ(t) + εeiϑ0 −A(t))−1P (t) = 1
εeiϑ0
(
1− A(t)− λ(t)
εeiϑ0
)−1
P (t)
=
1
εeiϑ0
m0−1∑
k=0
(
A(t)− λ(t)
εeiϑ0
)k
P (t)
und daher existiert wegen supt∈I
∥∥(A(t)− λ(t))kP (t)∥∥ <∞ wie behauptet eine ZahlM1,
sodass ∥∥∥(λ(t) + εeiϑ0 −A(t))−1P (t)∥∥∥ ≤ M1
εm0
für alle ε ∈ (0, ε0] und alle t ∈ I.
(ii) Sei N :=
{
t ∈ I : (1− P (t))X 6⊂ im(A(t)− λ(t))m0}. Wir zeigen, dass∥∥∥ε (λ(t) + εeiϑ0 −A(t))−1 (1− P (t))∥∥∥ −→ 0 (ε↘ 0)
bzgl. der starken Operatortopologie für alle t ∈ I \N .
Sei t ∈ I \N und zunächst y0 ∈ im(A(t) − λ(t))m0 . Dann y0 = (λ(t) − A(t))m0x0 für
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ein x0 ∈ D
(
(A(t)− λ(t))m0) und daher
ε
(
λ(t) + εeiϑ0 −A(t))−1 (1− P (t))y0
= ε
(
λ(t) + εeiϑ0 −A(t))−1 (λ(t)−A(t))m0 (1− P (t))x0
= ε
(
λ(t) + εeiϑ0 −A(t))−1 (−εeiϑ0)m0(1− P (t))x0
+ ε
m0∑
k=1
(
m0
k
)(
λ(t) + εeiϑ0 −A(t))k−1 (−εeiϑ0)m0−k (1− P (t))x0
−→ 0 (ε↘ 0).
Sei nun y ∈ (1− P (t))X. Dann y ∈ im(A(t)− λ(t))m0 und, da∥∥∥ε (λ(t) + εeiϑ0 −A(t))−1 (1− P (t))∥∥∥ ≤M2
für alle ε ∈ (0, ε0], folgt aus obigem, dass auch
ε
(
λ(t) + εeiϑ0 −A(t))−1 (1− P (t))y −→ 0 (ε↘ 0),
wie gewünscht. 
Aus diesem Lemma bekommen wir nun leicht den angesprochenen nicht sehr befriedi-
genden Satz.
Satz 6.9. Sei A(t) für jedes t ∈ I eine lineare Abbildung D ⊂ X → X, die eine stark
stetige Halbgruppe auf X erzeugt, sei A (M, 0)-stabil und sei t 7→ A(t)x stetig diffe-
renzierbar für alle x ∈ D. Sei λ(t) für jedes t ∈ I ein Eigenwert von A(t), sodass
λ(t)+εeiϑ0 ∈ ρ(A(t)) für alle ε ∈ (0, ε0] und alle t ∈ I, und sei t 7→ λ(t) stetig differenzier-
bar. Sei P (t) für jedes t ∈ I eine beschränkte Projektion in X mit P (t)A(t) ⊂ A(t)P (t),
sodass
P (t)X ⊂ ker(A(t)− λ(t))m0
für alle t ∈ I und
(1− P (t))X ⊂ im(A(t)− λ(t))m0
für fast alle t ∈ I, sei rkP (0) < ∞ oder rk(1 − P (0)) < ∞ und sei t 7→ P (t)x zweimal
stetig differenzierbar für alle x ∈ X. Schließlich existiere eine Zahl M0, sodass∥∥∥(λ(t) + εeiϑ0 −A(t))−1 (1− P (t))∥∥∥ ≤ M0
ε
für alle ε ∈ (0, ε0] und alle t ∈ I. Dann gilt die Aussage von Satz 6.4 genau dann, wenn
sup
t∈I
∥∥∥∥(1− P (t))∫ t
0
UT (t, s)T
(
λ(s)−A(s))VT (s)P (0) ds∥∥∥∥ −→ 0 (T →∞),
wobei VT die Zeitentwicklung zu Tλ+ [P ′, P ] bezeichnet.
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Beweis. Sei VT die Zeitentwicklung zu Tλ + [P ′, P ]. Dann gilt ‖VT (t, s)‖ ≤ ec(t−s) für
alle (s, t) ∈ ∆ und alle T ∈ (0,∞) (c eine generische Konstante) und es gilt VT (t)P (0) =
P (t)VT (t) für alle t ∈ I (s. den Beweis von Satz 6.4).
Die Abbildung [0, t] 3 s 7→ UT (t, s)VT (s)P (0)x ist differenzierbar für alle x ∈ X mit
Ableitung
s 7→ d
ds
UT (t, s)VT (s)P (0)x
= UT (t, s)
(
T (λ(s)−A(s)))VT (s)P (0)x+ UT (t, s)P ′(s)VT (s)P (0)x,
die wegen der starken Stetigkeit von s 7→ (A(s) − λ(s))P (s) (Beweis von Lemma 6.8)
stetig ist. Also
VT (t)P (0)x− UT (t)P (0)x
=
∫ t
0
UT (t, s)
(
T (λ(s)−A(s)))VT (s)P (0)x ds
+
∫ t
0
UT (t, s)P
′(s)VT (s)P (0)x ds (16)
für alle x ∈ X und alle t ∈ I sowie T ∈ (0,∞).
Wir zeigen nun, dass
sup
t∈I
∥∥∥∥∫ t
0
UT (t, s)P
′(s)VT (s)P (0) ds
∥∥∥∥ −→ 0 (T →∞),
woraus dann aufgrund von (16) die behauptete Äquivalenz folgt.
Zunächst gilt∫ t
0
UT (t, s)P
′(s)VT (s)P (0)x ds
=
∫ t
0
UT (t, s) (λ(s)−A(s))
(
λ(s) + εeiϑ0 −A(s))−1 P ′(s)VT (s)P (0)x ds
+
∫ t
0
UT (t, s) εe
iϑ0
(
λ(s)− εeiϑ0 −A(s))−1 P ′(s)VT (s)P (0)x ds (17)
für alle ε ∈ (0, ε0]. Aus Lemma 6.8 folgt∥∥∥(λ(s) + εeiϑ0 −A(s))−1∥∥∥ ≤ c
εm0
für alle s ∈ I und alle ε ∈ (0, ε0] und daraus nach Lemma 2.9, dass s 7→
(
λ(s) +
εeiϑ0 − A(s))−1 stark stetig differenzierbar ist. Wir können also wieder (wie im Beweis
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von Satz 6.4) partiell integrieren und erhalten∫ t
0
UT (t, s) (λ(s)−A(s))
(
λ(s) + εeiϑ0 −A(s))−1 P ′(s)VT (s)P (0)x ds
=
1
T
UT (t, s)
(
λ(s) + εeiϑ0 −A(s))−1 P ′(s)VT (s)P (0)x∣∣s=ts=0
− 1
T
∫ t
0
UT (t, s)
( d
ds
(
λ(s) + εeiϑ0 −A(s))−1)(1− P (s))P ′(s)P (s)VT (s)P (0)x ds
− 1
T
∫ t
0
UT (t, s)
(
λ(s) + εeiϑ0 −A(s))−1(P ′′(s) + P ′(s)2)VT (s)P (0)x ds.
Jetzt können wir die Summanden auf der rechten Seite von (17) abschätzen. Erstens
gilt nach der eben durchgeführten partiellen Integration∥∥∥∥∫ t
0
UT (t, s) (λ(s)−A(s))
(
λ(s) + εeiϑ0 −A(s))−1 P ′(s)VT (s)P (0)x ds∥∥∥∥
≤ c
( 1
T ε
+
1
T εm0+1
+
1
T εm0
)
‖x‖ ≤ c
T εm0+1
‖x‖ , (18)
denn mithilfe von Lemma 2.9 bekommen wir∥∥∥∥( dds(λ(s) + εeiϑ0 −A(s))−1)(1− P (s))
∥∥∥∥ ≤ cεm0+1
für alle s ∈ I. Zweitens gilt∥∥∥∥∫ t
0
UT (t, s) εe
iϑ0
(
λ(s)− εeiϑ0 −A(s))−1 P ′(s)VT (s)P (0)x ds∥∥∥∥
≤ c
∫ t
0
∥∥∥εeiϑ0 (λ(s)− εeiϑ0 −A(s))−1 (1− P (s))P ′(s)P (s)∥∥∥ ds ‖x‖ (19)
Weiter haben wir nach dem lebesgueschen Satz∫ t
0
∥∥∥ε (λ(s)− εeiϑ0 −A(s))−1 (1− P (s))P ′(s)P (s)∥∥∥ ds −→ 0 (ε↘ 0),
da ja wegen Lemma 6.8 und rkP (0) <∞ oder rk(1− P (0)) <∞
ε
(
λ(s)− εeiϑ0 −A(s))−1 (1− P (s))P ′(s)P (s) −→ 0 (ε↘ 0)
bzgl. der Normoperatortopologie für fast alle s ∈ I.
Sei nun
εT := T
− 1
m0+2 für alle T ∈ [ε−(m0+2)0 ,∞).
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Dann folgt mithilfe von (18) und (19) aus (17), dass
sup
t∈I
∥∥∥∥∫ t
0
UT (t, s)P
′(s)VT (s)P (0) ds
∥∥∥∥
≤ c
T εTm0+1
+
∫ 1
0
∥∥∥εT (λ(s)− εT eiϑ0 −A(s))−1 (1− P (s))P ′(s)P (s)∥∥∥ ds
−→ 0 (ε↘ 0),
wie gewünscht. 
6.2 Quantitative Adiabatensätze ohne Spektrallückenbedingung
In unserem ersten (qualitativen) Adiabatensatz ohne Spektrallückenbedingung (Satz 6.4)
war es ganz entscheidend, dass∥∥∥ε (λ(t) + εeiϑ0 −A(t))−1 P ′(t)P (t)∥∥∥ −→ 0 (ε↘ 0)
für fast alle t ∈ I. Wenn wir dies nun verschärfen und annehmen, dass
sup
t∈I
∥∥∥ε (λ(t) + εeiϑ0 −A(t))−1 P ′(t)P (t)∥∥∥ ≤ η(ε)
für eine (von t unabhängige!) Abbildung η mit η(ε) −→ 0 (ε↘ 0), so erhalten wir eine
Konvergenzrate für den uns interessierenden Ausdruck supt∈I ‖(1− P (t))UT (t)P (0)‖, das
heißt einen quantitativen Adiabatensatz.
Der folgende Satz ist direkt aus [14] übertragen und kommt ohne die Voraussetzung
aus, dass rkP (0) < ∞ oder rk(1 − P (0)) < ∞, und auch auf die Voraussetzung, dass
(1− P (t))X ⊂ im(A(t)− λ(t)) für fast alle t ∈ I, können wir verzichten.
Satz 6.10. Seien A(t) und λ(t) wie in Satz 6.4. Sei P (t) für jedes t ∈ I eine beschränkte
Projektion in X mit P (t)A(t) ⊂ A(t)P (t), sodass P (t)X ⊂ ker(A(t)−λ(t)) für alle t ∈ I,
und sei t 7→ P (t)x zweimal stetig differenzierbar für alle x ∈ X. Sei schließlich η eine
Abbildung (0, ε0]→ (0,∞), sodass η(ε) ≥ ε und
sup
t∈I
∥∥∥(λ(t) + εeiϑ0 −A(t))−1 P ′(t)P (t)∥∥∥ ≤ η(ε)
ε
für alle ε ∈ (0, ε0]. Dann existiert eine Zahl c, sodass
sup
t∈I
‖(1− P (t))UT (t)P (0)‖ ≤ c η
(
T−
1
2
)
für alle T ∈ [ε−20 ,∞).
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Beweis. Sei VT die Zeitentwicklung zu Tλ + [P ′, P ]. Dann ergibt sich auf die übliche
Weise, dass
VT (t)P (0)x− UT (t)P (0)x
=
1
T
UT (t, s)
(
λ(s) + εeiϑ0 −A(s))−1 P ′(s)VT (s)P (0)x∣∣s=ts=0
− 1
T
∫ t
0
UT (t, s)
( d
ds
(
λ(s) + εeiϑ0 −A(s))−1)P ′(s)P (s)VT (s)P (0)x ds
− 1
T
∫ t
0
UT (t, s)
(
λ(s) + εeiϑ0 −A(s))−1(P ′′(s) + P ′(s)2)VT (s)P (0)x ds
+
∫ t
0
UT (t, s) εe
iϑ0
(
λ(s)− εeiϑ0 −A(s))−1 P ′(s)VT (s)P (0)x ds
für alle x ∈ X und alle t ∈ I sowie T ∈ (0,∞).
Sei εT := T−
1
2 für alle T ∈ [ε−20 ,∞). Angesichts von∥∥∥∥( dds(λ(s) + εeiϑ0 −A(s))−1)P ′(s)P (s)
∥∥∥∥ ≤ M0ε c′ η(ε)ε
für alle ε ∈ (0, ε0] und alle s ∈ I (vgl. den Beweis von Lemma 6.3) und der getroffenen
Voraussetzungen ist die Behauptung nunmehr klar. 
Wenn wir neben
sup
t∈I
∥∥∥(λ(t) + εeiϑ0 −A(t))−1 P ′(t)P (t)∥∥∥ ≤ η(ε)
ε
auch noch
sup
t∈I
∥∥∥P (t)P ′(t) (λ(t) + εeiϑ0 −A(t))−1∥∥∥ ≤ η(ε)
ε
für alle ε ∈ (0, ε0] voraussetzen und die übrigen Voraussetzungen des obigen Satzes
unverändert übernehmen, bekommen wir sogar
sup
t∈I
‖Ua,T (t)− UT (t)‖ ≤ c η
(
T−
1
2
)
für alle T ∈ [ε−20 ,∞). Dies sieht man wie im Beweis von Satz 6.7 (anhand von (13), wo
wir Qn durch P ′ ersetzen können, da wir P hier sogar als zweimal stark stetig differen-
zierbar annehmen).
Wir geben noch einen auf den Sonderfall normaler A(t) zugeschnittenen quantitati-
ven Adiabatensatz an, der einen entsprechenden Satz von Avron und Elgart (Korollar 1
in [3]) und auch Bemerkung 1 in [37] ein wenig verallgemeinert, insbesondere die dort
angegebenen Konvergenzraten geringfügig verbessert.
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Satz 6.11. Sei A(t) wie in Satz 6.7. Sei λ(t) für jedes t ∈ I ein Eigenwert von A(t) mit
S(t) := λ(t) + ε0 S(ϑ−0 ,ϑ
+
0 )
⊂ ρ(A(t)),
wobei ε0 ∈ (0,∞) und ϑ−0 , ϑ+0 ∈ [0, 2pi) von t unabhängige Zahlen seien mit ϑ−0 <
ϑ+0 . Sei P (t) für jedes t ∈ I eine orthogonale Projektion mit P (t)A(t) ⊂ A(t)P (t) und
P (t)H ⊂ ker(A(t)−λ(t)) und sei t 7→ P (t)x zweimal stetig differenzierbar für alle x ∈ H.
Seien schließlich die Spektralmaße PA(t) der A(t) α-hölderstetig gleichmäßig in t ∈ I für
ein α ∈ (0, 1], das heißt: es gibt ein c0 ∈ (0,∞), sodass
PA(t)x,x (E) ≤ c0 λ(E)α ‖x‖2
für alle E ∈ BC mit λ(E) ≤ 1, alle x ∈ H und alle t ∈ I. Dann existiert eine Zahl c,
sodass
sup
t∈I
‖Ua,T (t)− UT (t)‖ ≤ c T−
α
2(1+α)
für alle T ∈ (0,∞).
Beweis. Wir zeigen, dass positive Zahlen ε′0 und M ′ existieren, sodass∥∥∥(λ(t) + εeiϑ0 −A(t))−1∥∥∥ ≤M ′ ε α1+α
ε
für alle ε ∈ (0, ε′0] und alle t ∈ I, wobei ϑ0 := 12
(
ϑ−0 + ϑ
+
0
)
.
Sei r := 11+α und sei
σ1ε(t) := σ(A(t)) ∩ Uεr(λ(t)) sowie σ2ε(t) := σ(A(t)) ∩ C \ Uεr(λ(t))
für alle ε ∈ (0,∞) und alle t ∈ I. Dann gilt nach Satz 2.19∥∥∥(λ(t) + εeiϑ0 −A(t))−1x∥∥∥2
=
∫
σ1ε(t)
1
|λ(t) + εeiϑ0 − z|2 dP
A(t)
x,x (z) +
∫
σ2ε(t)
1
|λ(t) + εeiϑ0 − z|2 dP
A(t)
x,x (z)
≤ sup
z∈σ1ε(t)
1
|λ(t) + εeiϑ0 − z|2 P
A(t)
x,x (σ1ε(t))
+ sup
z∈σ2ε(t)
1
|λ(t) + εeiϑ0 − z|2 P
A(t)
x,x (σ2ε(t)) (20)
für alle x ∈ X. Wir schätzen nun die beiden Summanden auf der rechten Seite ab. Sei
t ∈ I.
Wenn z ∈ σ1ε(t), dann z ∈ Uεr(λ(t)) \ S(t) und wir sehen wie im Beweis von Proposi-
tion 6.6, dass
|λ(t) + εeiϑ0 − z| ≥ ε sinβ0
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für genügend kleine ε ∈ (0, ε0], wobei β0 := 12
(
ϑ+0 − ϑ−0
)
. Also gilt wegen der α-
Hölderstetigkeit der Spektralmaße
sup
z∈σ1ε(t)
1
|λ(t) + εeiϑ0 − z|2 P
A(t)
x,x (σ1ε(t))
≤ 1
(sinβ0)2 ε2
c0 λ
(
Uεr(λ(t))
)α ‖x‖2 = c0 piα
(sinβ0)2
(
εαr
ε
)2
‖x‖2
= c1
2
(
ε
α
1+α
ε
)2
‖x‖2 (21)
für genügend kleine ε ∈ (0, ε0].
Wenn z ∈ σ2ε(t), dann z /∈ Uεr(λ(t)) und daher
|λ(t) + εeiϑ0 − z| ≥ |λ(t)− z| − ε ≥ (1− ε1−r) εr ≥ 1
c2
εr
für genügend kleine ε ∈ (0, ε0]. Also gilt
sup
z∈σ2ε(t)
1
|λ(t) + εeiϑ0 − z|2 P
A(t)
x,x (σ2ε(t))
≤ c22
(
ε1−r
ε
)2
‖x‖2 = c22
(
ε
α
1+α
ε
)2
‖x‖2 (22)
für genügend kleine ε ∈ (0, ε0].
Aus (20), (21) und (22) folgt nun, dass ein ε′0 ∈ (0, ε0] und eine Zahl M ′ existiert,
sodass ∥∥∥(λ(t) + εeiϑ0 −A(t))−1∥∥∥ ≤M ′ ε α1+α
ε
für alle ε ∈ (0, ε′0] und alle t ∈ I.
Sei nun η(ε) := ε
α
1+α für alle ε ∈ (0, ε′0]. Dann folgt mit den Ausführungen nach
Satz 6.10, dass eine Zahl c existiert, sodass
sup
t∈I
‖Ua,T (t)− UT (t)‖ ≤ c η(T− 12 ) = c T−
α
2(1+α)
für alle T ∈ (0,∞). 
6.3 Wie weit reichen die Sätze? Beispiele
Wir beginnen mit einem Beispiel, in dem λ(t) für kein einziges t ∈ I isoliert ist in σ(A(t)).
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Beispiel 6.12. Sei X := `2(I∞). Sei
A0 :=

0 0 0
0 −1 1 0
0 −1 1 0
0 −1 1 . . .
0 −1 . . .
. . . . . .

, R(t) :=

cos t sin t 0 · · ·
− sin t cos t 0
0 0 1
. . .
...
. . . . . .
 ,
λ(t) := 0 für alle t ∈ I und P0 die orthogonale Projektion auf span{e1}. Sei
A(t) := R(t)∗A0R(t) und P (t) := R(t)∗P0R(t)
für alle t ∈ I.
Dann ist A0 = A1⊕A2 mit A1 := 0 auf span{e1} und A2 := −1 +B, B der Shift nach
rechts. Dann erzeugt A0 nach Proposition 4.5 und damit auch A(t) für jedes t ∈ I eine
Kontraktionshalbgruppe auf X, das heißt, σ(A(t)) ⊂ {z ∈ C : Re z ≤ 0} und∥∥∥(λ(t) + ε−A(t))−1∥∥∥ ≤ 1
ε
für alle ε ∈ (0,∞) und alle t ∈ I. Weiter vertauscht P0 mit A0, P0X ⊂ ker(A0 − λ(t))
und (1−P0)X ⊂ im(A0 − λ(t)), und daher gelten die entsprechenden Aussagen für A(t)
und P (t) statt A0 und P0. Schließlich ist offensichtlich rkP (t) = 1 für alle t ∈ I.
Also sind alle Voraussetzungen von Satz 6.4 erfüllt. Die Aussage dieses Satzes folgt
aber nicht aus den Adiabatensätzen mit Spektrallückenbedingung der vorigen Abschnitts,
denn σ(A(t)) ist hier nach Beispiel 4.4 gleich U1(−1), weshalb λ(t) = 0 für kein t ∈ I
isoliert ist in σ(A(t)). Und auch die trivialen Adiabatensätze aus Abschnitt 4 können wir
nicht heranziehen. J
Im folgenden Beispiel ist λ(t) zwar für jedes t ∈ I isoliert in σ(A(t)), fällt aber an
unendlich vielen Stellen in σ(A(t)) \ {λ(t)} hinein. Satz 5.8 ist hier also sicher nicht
anwendbar, weil es dazu nur endlich viele Überschneidungsstellen geben dürfte, Satz 6.7
aber schon.
Beispiel 6.13. Sei X := `2(I2). Sei
A0(t) :=
(
λ(t) 0
0 0
)
, R(t) :=
(
cos t sin t
− sin t cos t
)
,
λ(t) :=
{
0, t = 0
t2
(
sin 1t − 1
)
, t ∈ (0, 1]
und P0 die orthogonale Projektion auf span{e1}. Sei
A(t) := R(t)∗A0(t)R(t) und P (t) := R(t)∗P0R(t)
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für alle t ∈ I.
Dann ist A(t) für jedes t ∈ I normal, λ ist eine stetig differenzierbare Abbildung
I → (−∞, 0], weshalb
σ(A(t)) = {λ(t), 0} ⊂ {z ∈ C : Re z ≤ 0}
und t 7→ A(t) stetig differenzierbar ist. Weiter gilt λ(t) + εeiϑ0 ∈ ρ(A(t)) und∥∥∥(λ(t) + εeiϑ0 −A(t))−1∥∥∥ = ∥∥∥(λ(t) + εeiϑ0 −A0(t))−1∥∥∥ = ∥∥∥∥( 1iε 00 1λ(t)+iε
)∥∥∥∥ ≤ 1ε
für alle ε ∈ (0,∞) und alle t ∈ I, wobei ϑ0 := pi2 . Schließlich ist P (t) für jedes t ∈ I eine
orthogonale Projektion, P (t) projiziert für alle t ∈ I in ker(A(t)− λ(t)) hinein und P (t)
projiziert für fast alle t ∈ I auf ganz ker(A(t)− λ(t)), weil P0 entsprechend für alle t ∈ I
in ker(A0(t) − λ(t)) hineinprojiziert und für fast alle t ∈ I, nämlich für alle (abzählbar
unendlich vielen!) t ∈ I mit λ(t) 6= 0, auf ganz ker(A0(t)− λ(t)) projiziert.
Wir sehen nun mithilfe von Proposition 4.3, dass auch die übrigen Voraussetzungen
von Satz 6.7 erfüllt sind. Und die Aussage dieses Satzes folgt nicht schon aus den trivialen
Adiabatensätzen in Abschnitt 4. J
Auch in den Adiabatensätzen ohne Spektrallückenbedingung (Satz 6.4 und Satz 6.7)
ist die Voraussetzung der (M, 0)-Stabilität wesentlich: wenn sie verletzt ist, braucht die
Aussage dieser Sätze nicht zu gelten. Wir können, um dies einzusehen, Beispiel 5.13
übernehmen.
Beispiel 6.14. Sei X := `2(I2). Sei λ eine stetig differenzierbare Abbildung I → [0,∞),
die fast überall von 0 verschieden ist, und seien A(t), P (t) wie in Beispiel 5.13 definiert.
Wie man leicht sieht, sind dann alle Voraussetzungen von Satz 6.7 (und damit auch
die von Satz 6.4) erfüllt mit der einzigen Ausnahme, dass A hier nicht (M, 0)-stabil ist,
weil sonst σ(A(t)) in {z ∈ C : Re z ≤ 0} enthalten wäre für alle t ∈ I. A ist hier nur
(1, ω)-stabil für ω := supt∈I λ(t).
Dasselbe Argument wie in Beispiel 5.13 zeigt, dass die Aussage des Adiabatensatzes
denn auch nicht erfüllt ist. J
Das folgende Beispiel ist eine Übertragung von Beispiel 5.14 auf die Situation ohne
Spektrallückenbedingung.
Beispiel 6.15. Sei X := L2(R,C). Sei
ft := f0( . + t) und f0 ∈ C1c (R, iR) mit f0 6= 0,
A(t) := Mft auf X, λ(t) := 0 für alle t ∈ I und P (t) eine orthogonale Projektion in X,
die in ker(A(t)−λ(t)) hinein projiziert für alle t ∈ I und auf ker(A(t)−λ(t)) projiziert für
fast alle t ∈ I. Dann sind fast alle Voraussetzungen von Satz 6.7 erfüllt, nur ist hier sowohl
rkP (0) =∞ als auch rk(1−P (0)) =∞ und t 7→ P (t) ist gemäß den Ausführungen nach
Lemma 2.11 nicht stetig differenzierbar, da t 7→ P (t) nicht konstant ist: es gilt ja
ker(A(t)− λ(t)) = {g ∈ X : (ft − λ(t))g = 0} = {g ∈ X : g = χ{ft=λ(t)} g}
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für alle t ∈ I und damit
P (t)g = χ{ft=λ(t)} g = χ{ft=0} g
für fast alle t ∈ I und alle g ∈ X.
Und tatsächlich geht auch die Aussage des Satzes 6.7 schief, was man wie in Bei-
spiel 5.14 sieht. J
Was wir im Anschluss an Beispiel 5.14 bemerkt haben, gilt auch hier (in der entspre-
chenden Situation ohne Spektrallücke): auf der einen Seite können die Voraussetzungen
von Satz 6.7 für A(t) = Mft nur dann erfüllt sein, wenn t 7→ P (t) konstant ist. Sei
nämlich X := L2(X0,C) für einen Maßraum (X0,A, µ), sei A(t) = Mft für messbare
Abbildungen ft mit Re ft ≤ 0 fast überall, sei λ(t) ein Eigenwert von A(t) und sei P (t)
eine orthogonale Projektion in X, sodass P (t)X = ker(A(t) − λ(t)) für fast alle t ∈ I.
Wie im Beispiel oben erhalten wir, dass dann
P (t)g = χ{ft=λ(t)} g
für fast alle t ∈ I und für alle g ∈ X, und damit aufgrund der Ausführungen nach
Lemma 2.11, dass die Abbildung t 7→ P (t) nur dann stark stetig differenzierbar sein
kann, wenn sie schon konstant ist.
Auf der anderen Seite scheint aber auch die Aussage von Satz 6.7 – wenn überhaupt –
nur sehr selten nichttrivialerweise erfüllt zu sein. Zumindest für beschränkte schiefselbst-
adjungierte A(t), die stark stetig von t abhängen, ist die Aussage dieses Satzes sicher
nicht erfüllt. Dies folgt mit demselben Argument wie in Beispiel 5.14.
Wie in Beispiel 5.15 zeigen wir nun, dass die Aussage von Satz 6.7 nicht zu gelten
braucht, wenn die in diesem Satz getroffene Voraussetzung, dass t 7→ P (t) stetig diffe-
renzierbar ist, als einzige verletzt ist.
Beispiel 6.16. Seien A(t) und λ(t) wie in Beispiel 5.15. Dann ist A(t) für jedes t ∈ I
schiefselbstadjungiert, t 7→ A(t) ist analytisch (insbesondere einmal stark stetig diffe-
renzierbar), λ(t) ist für jedes t ∈ I ein Eigenwert von A(t), sodass λ(t) + ε ∈ ρ(A(t))
und ∥∥∥(λ(t) + ε−A(t))−1∥∥∥ ≤ 1
ε
für alle ε ∈ (0,∞) und alle t ∈ I (A(t) erzeugt ja eine Kontraktionshalbgruppe). Aber
für die orthogonalen Projektionen P0(t) von A(t) auf ker(A(t)− λ(t)) gilt
P0(t) =

P1, t ∈ [0, 12)
1, t = 12
P2, t ∈ (12 , 1]
,
wobei P1, P2 die orthogonale Projektion auf span{e1} bzw. span{e2} bezeichnet. Und
daraus folgt, dass keine orthogonalen Projektionen P (t) existieren, die stetig von t ab-
hängen und bis auf eine Nullmenge mit P0(t) übereinstimmen.
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Also sind zwar die Voraussetzungen von Satz 6.7 an A und σ erfüllt aber nich die an
P . Wie in Beispiel 5.15 folgt nun, dass auch die Aussage des Adiabatensatzes hier nicht
erfüllt ist. J
Wir schließen mit einem Beispiel, das einen über Satz 6.4 hinausgehenden Adiaba-
tensatz wünschenswert erscheinen lässt. Dieses Beispiel ist eine überaus natürliche und
einfache Verbindung unserer bisherigen Beispiele zu Spektralwertüberschneidungen (Bei-
spiel 5.12 und Beispiel 6.13) und leider wissen wir nicht, ob in diesem Beispiel die Aussage
des Adiabatensatzes gilt oder nicht. Angesichts der beiden eben genannten Beispiele, in
denen die Aussage des Adiabatensatzes jeweils erfüllt ist, vermuten wir aber, dass sie
auch hier erfüllt ist.
Beispiel 6.17. Sei X := `2(I3). Sei λ eine stetig differenzierbare Abbildung I →
(−∞, λ2], sodass λ(t) = λ2 für unendlich viele t ∈ I und λ(t) 6= λ2 für fast alle t ∈ I, sei
A0(t) :=
λ(t) 1 00 λ(t) 0
0 0 λ2
 , R(t) :=
1 0 00 cos t sin t
0 − sin t cos t

und sei P0 die orhtogonale Projektion auf span{e1, e2}. Sei
A(t) := R(t)∗A0(t)R(t) und P (t) := R(t)∗P0R(t)
für alle t ∈ I.
Dann ist Satz 6.4 nicht anwendbar, weil für alle t ∈ I gilt, dass R(t)∗e2 /∈ ker(A(t) −
λ(t)) und R(t)∗e2 /∈ im(A(t)− λ(t)) und damit ker(A(t)− λ(t)) + im(A(t)− λ(t)) 6= X.
Wir zeigen nun, dass die Voraussetzungen von Satz 6.9 hingegen erfüllt sind. Zunächst
ist A (1, 0)-stabil, weil λ(t) ≤ λ2 für alle t ∈ I, t 7→ A(t) ist stetig differenzierbar,
λ(t) + εeiϑ0 ∈ ρ(A(t)) für alle ε ∈ (0,∞) und alle t ∈ I (wobei ϑ0 := pi2 ) und t 7→ λ(t) ist
stetig differenzierbar. Weiter vertauscht P0 mit A0(t) für alle t ∈ I und
P0X = span{e1, e2} ⊂ ker(A0(t)− λ(t))2
für alle t ∈ I und
(1− P0)X = span{e3} ⊂ im(A0(t)− λ(t))2
für fast alle t ∈ I (nämlich für alle t ∈ I mit λ(t) 6= λ2), woraus wir erhalten, dass P (t) mit
A(t) vertauscht für alle t ∈ I, dass P (t) für alle t ∈ I in ker(A0(t)−λ(t))2 hineinprojiziert
und 1 − P (t) für fast alle t ∈ I in im(A0(t) − λ(t))2 hineinprojiziert. Schließlich ist
rkP (0) = 2, t 7→ P (t) ist zweimal stetig differenzierbar und wegen A0(t)
∣∣
(1−P0)X = λ2
haben wir die Abschätzung∥∥∥(λ(t) + εeiϑ0 −A(t))−1 (1− P (t))∥∥∥ = ∥∥∥(λ(t) + εeiϑ0 −A0(t))−1 (1− P0)∥∥∥
≤
∣∣∣ 1
λ(t) + iε− λ2
∣∣∣ ‖1− P0‖ ≤ 1
ε
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für alle ε ∈ (0,∞) und alle t ∈ I.
Also sind tatsächlich alle Voraussetzungen von Satz 6.9 erfüllt. Um allerdings mithilfe
dieses Satzes auf die Aussage des Adiabatensatzes schließen zu können, bräuchten wir
einen handlichen Ausdruck für die Zeitentwicklung zu T (A − λ), den es nicht zu geben
scheint. Jedenfalls vertauschen die A(t) nicht paarweise, weil A(t)−λ(t) nur für diejenigen
t ∈ (0, 1] mit A(0)− λ(0) vertauscht, für die λ(t) = λ2. Wir können uns also wenigstens
nicht auf Korollar 3.10 berufen. Und auch auf die trivialen Adiabatensätze, Satz 4.1 und
Satz 4.2 in der Version mit M = 1, können wir nicht zurückgreifen. J
7 Adiabatensätze höherer Ordnung
In diesem Abschnitt entwickeln wir Satz 5.2 weiter zu Satz 7.4 und bekommen auf diese
Weise auch einen Adiabatensatz höherer Ordnung (Korollar 7.5), der unter geeigneten
Voraussetzungen höhere Konvergenzordnungen als die bisher besprochenen Adiabaten-
sätze liefert. Wir folgen dabei der Arbeit [30] Nencius, die wir ein wenig verallgemeinern.
Das Vorgehen Nencius unterscheidet sich deutlich von unserer bisherigen Vorgehensweise:
bisher haben wir die Zeitentwicklung U 1
ε
an die Projektionen P (t) angepasst, indem wir
übergegangen sind zu einer Zeitentwicklung V 1
ε
(der adiabatischen Zeitentwicklung zu A
und P ), die adiabatisch i. e. S. ist bzgl. P und 1− P und die (unter geeigneten Voraus-
setzungen) die eigentlich interessierende Zeitentwicklung U 1
ε
für ε↘ 0 gut approximiert.
Jetzt passen wir nach Nenciu die Projektionen P (t) an die Zeitentwicklung U 1
ε
an, und
zwar gehen wir über zu Projektionen Pε(t), sodass
sup
t∈I
‖Pε(t)− P (t)‖ = O(ε) (ε↘ 0)
und
sup
(s,t)∈∆
∥∥∥Pε(t)U 1
ε
(t, s)− U 1
ε
(t, s)Pε(s)
∥∥∥ = O(εm−1) bzw. O(e− cε ) (ε↘ 0).
Wir führen zunächst eine abkürzende Sprechweise ein, in der es um verschiedene Stufen
der Regularität geht. Diese verschiedenen Stufen kennzeichnen wir mit dem Symbol m
(das für eine natürliche Zahl oder ∞ steht) bzw. ω (das an Analytizität erinnern soll).
Sei A(t) für jedes t ∈ I eine abgeschlossene lineare Abbildung D ⊂ X → X, σ(t)
eine kompakte in σ(A(t)) isolierte Untermenge von σ(A(t)) und P (t) die Rieszprojektion
von A(t) auf σ(t). Wir nennen dann A, σ, P (zusammengenommen) m-regulär für ein
m ∈ N ∪ {∞} genau dann, wenn gilt:
(i) A(t) erzeugt für jedes t ∈ I eine stark stetige Halbgruppe auf X und A ist (M, 0)-
stabil, t 7→ A(t)x ist stetig differenzierbar für alle x ∈ D und t 7→ (A(t)− 1)−1x ist
(m− 1)-mal stetig differenzierbar für alle x ∈ X
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(ii) zu jedem t0 ∈ I existiert ein Zykel γt0 und eine in I offene Umgebung Ut0 von t0,
sodass im γt0 ⊂ ρ(A(t)) und n(γt0 , σ(t)) = 1 und n(γt0 , σ(A(t)) \ σ(t)) = 0 für alle
t ∈ Ut0
(iii) t 7→ P (t)x ist m-mal stetig differenzierbar für alle x ∈ X.
Wir nennen A, σ, P (zusammengenommen) ω-regulär genau dann, wenn A, σ, P ∞-
regulär sind und zusätzlich eine Zahl c existiert und zu jedem t0 ∈ I eine in I offene
Umgebung Vt0 von t0 mit Vt0 ⊂ Ut0 , sodass
sup
(t,z)∈Vt0× im γt0
∥∥∥∥ dkdtk (A(t)− z)−1
∥∥∥∥ ≤ ck k!
für alle k ∈ N.
Zu dieser Vereinbarung ist einiges anzumerken. Zunächst haben wir, wenn A, σ, P
m-regulär sind für ein m ∈ N, dass zu jedem t0 ∈ I eine in I offene Umgebung Vt0 von
t0 existiert mit Vt0 ⊂ Ut0 und
sup
(t,z)∈Vt0× im γt0
∥∥(A(t)− z)−1∥∥ <∞.
Das folgt mithilfe von Lemma 5.1 und Satz 2.31 (genauso wie im Beweis von Satz 5.2).
Aber es gilt noch mehr (s. den Beweis des folgenden Lemmas): die Abbildung Vt0 3
t 7→ (A(t) − z)−1x ist (m − 1)-mal stetig differenzierbar für alle z ∈ im γt0 und alle
x ∈ X, die Abbildung im γt0 3 z 7→ d
k
dtk
(A(t) − z)−1 ist stetig für alle t ∈ Vt0 und alle
k ∈ {1, . . . ,m− 1} bzw. alle k ∈ N und
sup
(t,z)∈Vt0× im γt0
∥∥∥∥ dkdtk (A(t)− z)−1
∥∥∥∥ <∞
für alle k ∈ {1, . . . ,m− 1} bzw. alle k ∈ N. Insbesondere existieren die in der Definition
von ω-Regularität vorkommenden Ableitungen überhaupt.
Schließlich ist σ(t) – dies entnimmt man dem Beweis von Korollar 5.4 – automatisch
gleichmäßig isoliert in σ(A(t)), wenn m-Regularität vorliegt.
Die Zykelbedingung ist (nach dem Beweis von Satz 5.5) beispielsweise dann erfüllt,
wenn t 7→ σ(t) stetig ist. Die Bedingung, dass die Abbildung t 7→ (A(t)− 1)−1x (m− 1)-
mal stetig differenzierbar ist für alle x ∈ X, ist etwa dann erfüllt, wenn t 7→ A(t)x
(m− 1)-mal stetig differenzierbar ist für alle x ∈ D (Lemma 2.9).
Lemma 7.1. Sei A(t) für jedes t ∈ I eine abgeschlossene lineare Abbildung D ⊂ X → X,
σ(t) eine kompakte in σ(A(t)) isolierte Untermenge von σ(A(t)) und P (t) die Rieszpro-
jektion von A(t) auf σ(t), sodass A, σ, P m-regulär sind für ein m ∈ N. Sei weiter
E0(t) := P (t)
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und
Ek(t) :=
1
2pii
∫
γt
(A(t)− z)−1
(
P (t)E′k−1(t)P (t)− P (t)E′k−1(t)P (t)
)
(A(t)− z)−1 dz
+ Sk(t)− 2P (t)Sk(t)P (t)
für alle k ∈ {1, . . . ,m} und alle t ∈ I, wobei P (t) := 1− P (t) und
Sk(t) :=
k−1∑
l=1
Ek−l(t)El(t).
Dann ist t 7→ Ek(t)x (m − k)-mal stetig differenzierbar für alle x ∈ X und alle k ∈
{0, 1, . . . ,m} und es gilt Ek(t)X ⊂ D für alle t ∈ I und alle k ∈ {0, 1, . . . ,m}.
Beweis. Wir beginnen mit ein paar kleinen (oben schon angedeuteten) Vorbereitungen,
die es uns erlauben werden mithilfe von Lemma 2.5 die behaupteten Aussagen (mitsamt
der Wohldefiniertheit der Ek(t)) sehr leicht einzusehen.
Zunächst existiert, wie oben bemerkt, zu jedem t0 ∈ I eine in I offene Umgebung Vt0
von t0 mit Vt0 ⊂ Ut0 und
sup
(t,z)∈Vt0× im γt0
∥∥(A(t)− z)−1∥∥ <∞.
Insbesondere gilt
sup
(t,z)∈Vt0× im γt0
∥∥∥∥(1− (z − 1)(A(t)− 1)−1)−1∥∥∥∥
= sup
(t,z)∈Vt0× im γt0
∥∥(A(t)− 1)(A(t)− z)−1∥∥ <∞
und daher ist
Vt0 3 t 7→ (A(t)− z)−1 = (A(t)− 1)−1
(
1− (z − 1)(A(t)− 1)−1
)−1
x
nach Lemma 2.9 (m− 1)-mal stetig differenzierbar für alle x ∈ X und alle z ∈ im γt0 .
Weiter ist
ρ(A(t)) 3 z 7→
(
1− (z − 1)(A(t)− 1)−1
)−1
= (A(t)− 1)(A(t)− z)−1
holomorph für alle t ∈ I und daher ist auch ρ(A(t)) 3 z 7→ dk
dtk
(
1− (z−1)(A(t)−1)−1)−1
holomorph für alle k ∈ {1, . . . ,m − 1}, denn diese Ableitung besteht aus Summanden,
die sich nach dem Beweis von Lemma 2.9 (abgesehen von skalaren Vorfaktoren) zusam-
mensetzen aus d
l
dtl
(A(t) − 1)−1 und (1 − (z − 1)(A(t) − 1)−1)−1 selbst. Wir sehen nun,
dass auch
ρ(A(t)) 3 z 7→ d
k
dtk
(A(t)− z)−1
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holomorph und insbesondere stetig ist für alle t ∈ I.
Schließlich sehen wir anhand der eben beschriebenen Zusammensetzung von d
k
dtk
(
1 −
(z − 1)(A(t)− 1)−1)−1, dass
sup
(t,z)∈Vt0× im γt0
∥∥∥∥ dkdtk (A(t)− z)−1
∥∥∥∥ <∞
für alle k ∈ {1, . . . ,m− 1}.
Aufgrund dieser Vorbereitungen ist es nun leicht mit (endlicher) Induktion über k ∈
{0, 1, . . . ,m} zu zeigen, dass die rekursive Definition der Ek(t) überhaupt sinnvoll ist
und dass t 7→ Ek(t)x (m − k)-mal stetig differenzierbar ist für alle x ∈ X und alle
k ∈ {0, 1, . . . ,m}, wie behauptet. Wir müssen uns nur an Lemma 2.5 erinnern.
Zuletzt: da
ρ(A(t)) 3 z 7→ A(t)
(
(A(t)− z)−1
(
P (t)E′k−1(t)P (t)− P (t)E′k−1(t)P (t)
)
(A(t)− z)−1
)
stetig (sogar holomorph) ist und damit insbesondere das zugehörige Wegintegral existiert,
folgt wegen der Abgeschlossenheit von A(t), dass(
1
2pii
∫
γt
(A(t)− z)−1
(
P (t)E′k−1(t)P (t)− P (t)E′k−1(t)P (t)
)
(A(t)− z)−1 dz
)
X ⊂ D
für alle t ∈ I. Induktiv folgt nun, dass Ek(t)X ⊂ D für alle t ∈ I und alle k ∈
{0, 1, . . . ,m}, und wir sind fertig. 
Das folgende Lemma (Lemma 1 in [30]) ist der entscheidende Schritt hin zu Satz 7.4.
Wie man darauf kommt ausgerechnet Operatoren Ek(t) mit den Eigenschaften in diesem
Lemma zu suchen, verrät Abschnitt 1 in [30].
Lemma 7.2. Seien A(t), σ(t) und P (t) wie in Lemma 7.1 und auch die Ek(t) seien wie
in diesem Lemma definiert. Dann gilt
Ek(t) =
k∑
l=0
Ek−l(t)El(t)
für alle k ∈ {0, 1, . . . ,m} und
E′k(t) ⊃ [A(t), Ek+1(t)]
für alle k ∈ {0, 1, . . . ,m − 1}. Weiter sind die Ek(t) dadurch und durch E0(t) = P (t)
eindeutig bestimmt.
Beweis. Wir können die Argumentation Nencius übernehmen. 
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Seien A(t), σ(t) und P (t) wie im obigen Lemma und seien A, σ, P m-regulär für ein
m ∈ N bzw. ω-regulär. Wir setzen dann
Tε(t) :=
mε−1∑
k=0
Ek(t)ε
k
für alle ε ∈ (0,∞) und alle t ∈ I, wobei
mε :=
{
m, wenn A, σ, P m-regulär⌊
1
gε
⌋
, wenn A, σ, P ω-regulär
und g eine positive Zahl sei, sodass
‖Ek(t)‖ ≤ gk k! und
∥∥E′k(t)∥∥ ≤ gk+1 (k + 1)!
für alle k ∈ N und alle t ∈ I. So eine Zahl existiert im Fall von ω-Regularität wirklich, und
zwar nach Lemma 4 in [30] (dessen Aussage auch in unserer leicht abgewandelten Situati-
on gilt, wie eine sorgfältige Analyse des Beweises dieses Lemmas und des Lemmas 3 zeigt).
Das folgende Lemma gibt Lemma 5 aus [30] wieder.
Lemma 7.3. Seien A(t), σ(t) und P (t) wie in Lemma 7.1 und seien A, σ, P m-regulär
für ein m ∈ N oder ω-regulär. Dann gilt
sup
t∈I
‖Tε(t)− P (t)‖ = O(ε) (ε↘ 0).
Beweis. Im Fall von m-Regularität folgt das sofort aus
sup
t∈I
‖Ek(t)‖ <∞
für alle k ∈ {0, 1, . . . ,m}, was sich aus der starken Stetigkeit von t 7→ Ek(t) (Lemma 7.1)
ergibt.
Im Fall von ω-Regularität folgt das mithilfe der Abschätzung
‖Ek(t)‖ ≤ gk k!
für alle k ∈ N und des stirlingschen Satzes (s. etwa Beispiel 6.13 in [2]). Dieser sagt, dass
k!
(2pik)
1
2 kk e−k
−→ 1 (k →∞)
und es folgt, dass eine Zahl c0 ∈ (1,∞) existiert, sodass
k! ≤ c0 k 12 ek log k e−k
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für alle k ∈ N ∪ {0}. Sei nun β ∈ (0, 1). Dann haben wir aufgrund der Abschätzung von
‖Ek(t)‖, der eben angeführten Abschätzung für k! und der Wahl von mε, dass
‖Tε(t)− P (t)‖ ≤ gε
mε−1∑
k=1
(gε)k−1 (k − 1)! k
≤ c′0 gε
mε−1∑
k=1
(
k
3
2 e−(1−β)k
)
e−βk ≤ c′′0 gε
∞∑
k=1
e−βk
für alle ε ∈ (0,∞) und alle t ∈ I, woraus die Behauptung folgt. 
Wir sehen anhand des obigen Lemmas und anhand des Beweises von Proposition 2.28,
dass ein ε0 ∈ (0,∞) existiert, sodass σ(Tε(t)) ⊂ U 1
3
(
σ(P (t))
) ⊂ U 1
3
({0, 1}) für alle
ε ∈ (0, ε0] und alle t ∈ I. Also können wir setzen
Pε(t) :=
1
2pii
∫
∂U 1
2
(1)
(z − Tε(t))−1 dz
für alle ε ∈ (0, ε0] und alle t ∈ I.
Jetzt können wir durch geringfügige Abwandlung der Argumente Nencius eine verall-
gemeinerte Version von Theorem 2 in [30] beweisen. Wir knüpfen damit an die Schluss-
bemerkung in Nencius Artikel an, in der die Verallgemeinerungsfähigkeit von Theorem 2
schon angedeutet wird: für nichtschiefselbstadjungierte A(t) sei es notwendig geeignete
Schranken an die (bei uns) mit V 1
ε
bezeichnete Zeitentwicklung zu finden, und in dem Ar-
tikel [29] wird auch eine spezielle Situation behandelt, in der das möglich ist. Allerdings
werden dort (wie auch in [30] selbst) keine allgemeinen Voraussetzungen formuliert, unter
denen so eine Abschätzung erzielt werden kann. Satz 7.4 gibt mit der (M, 0)-Stabilität
von A so eine Voraussetzung an.
Satz 7.4. Seien A(t), σ(t) und P (t) wie in Lemma 7.1 und seien A, σ, P m-regulär für
ein m ∈ N bzw. ω-regulär. Seien weiter die Pε(t) wie oben definiert. Dann gilt:
(i)
sup
t∈I
‖Pε(t)− P (t)‖ = O(ε) (ε↘ 0)
(ii) Es gibt ein ε′0 ∈ (0, ε0], sodass t 7→ Pε(t)x stetig differenzierbar ist für alle x ∈ X
und [A(t), Pε(t)] fortsetzbar ist zu einer beschränkten linearen Abbildung auf X für alle
ε ∈ (0, ε′0], sodass für alle c ∈
(
0, 1g
)
gilt:
sup
t∈I
∥∥∥∥P ′ε(t)− 1ε [A(t), Pε(t)]
∥∥∥∥ = O(εm−1) bzw. O(e− cε ) (ε↘ 0).
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(iii)
sup
t∈I
∥∥∥(1− Pε(t))U 1
ε
(t)Pε(0)
∥∥∥ ,
sup
t∈I
∥∥∥Pε(t)U 1
ε
(t)(1− Pε(0))
∥∥∥ = O(εm−1) bzw. O(e− cε ) (ε↘ 0)
und wenn die Zeitentwicklung V 1
ε
zu 1εA + (1 − 2Pε)
(
P ′ε − 1ε [A,Pε]
)
für alle ε ∈ (0, ε′0]
existiert, dann ist V 1
ε
adiabatisch i. e. S. bzgl. Pε und 1− Pε und es gilt
sup
t∈I
∥∥∥V 1
ε
(t)− U 1
ε
(t)
∥∥∥ = O(εm−1) bzw. O(e− cε ) (ε↘ 0).
Beweis. Wir zeigen zunächst, dass ein ε′0 ∈ (0, ε0] existiert und eine Zahl M0, sodass∥∥(z − Tε(t))−1∥∥ ≤M0
für alle z ∈ ∂U 1
2
(1), alle ε ∈ (0, ε′0] und alle t ∈ I.
Wir haben erstens, dass
(z − Tε(t))−1
(
1− (Tε(t)− P (t))(z − P (t))−1) = (z − P (t))−1
für alle z ∈ ∂U 1
2
(1), alle ε ∈ (0, ε0] und alle t ∈ I. Weil nun supt∈I ‖Tε(t)− P (t)‖ −→
0 (ε↘ 0) nach Lemma 7.3, existiert zweitens ein ε′0 ∈ (0, ε0], sodass∥∥(Tε(t)− P (t))(z − P (t))−1∥∥ ≤ 1
2
für alle z ∈ ∂U 1
2
(1), alle ε ∈ (0, ε′0] und alle t ∈ I. Sei nun
M0 := 2 sup
(t,z)∈I×∂U 1
2
(1)
∥∥(z − P (t))−1∥∥ ,
was eine reelle Zahl ist. Dann folgt wie gewünscht∥∥(z − Tε(t))−1∥∥ ≤M0
für alle z ∈ ∂U 1
2
(1), alle ε ∈ (0, ε′0] und alle t ∈ I (neumannsche Reihe!).
(i) Aus (z − P (t))−1 = 1z−1 P (t) + 1z (1− P (t)) folgt, dass
P (t) =
1
2pii
∫
∂U 1
2
(1)
(z − P (t))−1 dz
und damit
Pε(t)− P (t) = 1
2pii
∫
∂U 1
2
(1)
(z − Tε(t))−1 − (z − P (t))−1 dz
=
1
2pii
∫
∂U 1
2
(1)
(z − Tε(t))−1
(
Tε(t)− P (t)
)
(z − P (t))−1 dz
128
für alle ε ∈ (0, ε′0] und alle t ∈ I. Aus der eingangs bewiesenen Abschätzung und Lem-
ma 7.3 ergibt sich nun
sup
t∈I
‖Pε(t)− P (t)‖ = O(ε) (ε↘ 0),
wie behauptet.
(ii) Zunächst erhalten wir mithilfe von Lemma 7.1, der eingangs bewiesenen Abschät-
zung, Lemma 2.9 und Lemma 2.5, dass t 7→ Pε(t)x stetig differenzierbar ist für alle x ∈ X
und alle ε ∈ (0, ε′0] und dass
P ′ε(t)x =
1
2pii
∫
∂U 1
2
(1)
(z − Tε(t))−1 T ′ε(t) (z − Tε(t))−1x dz
für alle t ∈ I. Weil nun
T ′ε(t) =
mε−1∑
k=0
E′k(t) ε
k ⊃
mε−2∑
k=0
[A(t), Ek+1(t)] ε
k + E′mε−1(t) ε
mε−1
=
1
ε
[A(t), Tε(t)] + E
′
mε−1(t) ε
mε−1
nach Lemma 7.2, ergibt sich
P ′ε(t)x =
∫
∂U 1
2
(1)
(z − Tε(t))−1 1
ε
[A(t), Tε(t)] (z − Tε(t))−1x dz
+
∫
∂U 1
2
(1)
(z − Tε(t))−1E′mε−1(t) εmε−1 (z − Tε(t))−1x dz (23)
für alle x ∈ D, alle ε ∈ (0, ε′0] und alle t ∈ I. Wir haben dabei benutzt, dass Tε(t)X ⊂ D
nach Lemma 7.1 und dass wegen
(z − Tε(t))−1 = 1
z
+
1
z
Tε(t) (z − Tε(t))−1
auch (z − Tε(t))−1D ⊂ D gilt.
Weiter ist A(t)Tε(t) wegen Tε(t)X ⊂ D und der Abgeschlossenheit von A(t) eine
beschränkte lineare Abbildung. Die Abbildung
∂U 1
2
(1) 3 z 7→ A(t) (z − Tε(t))−1x = 1
z
A(t)x+
1
z
A(t)Tε(t) (z − Tε(t))−1x
ist also stetig für alle x ∈ D, alle ε ∈ (0, ε′0] und alle t ∈ I, insbesondere existiert das
zugehörige Wegintegral, und aufgrund der Abgeschlossenheit von A(t) haben wir∫
∂U 1
2
(1)
(z − Tε(t))−1x dz ∈ D
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sowie
A(t)
∫
∂U 1
2
(1)
(z − Tε(t))−1x dz =
∫
∂U 1
2
(1)
A(t) (z − Tε(t))−1x dz (24)
für alle x ∈ D.
Aus (23) und (24) folgt nun, dass
P ′ε(t)x−
1
ε
[A(t), Pε(t)]x
=
1
2pii
∫
∂U 1
2
(1)
(z − Tε(t))−1E′mε−1(t) εmε−1 (z − Tε(t))−1x dz
für alle x ∈ D, alle ε ∈ (0, ε′0] und alle t ∈ I, insbesondere ist [A(t), Pε(t)] fortsetzbar zu
einer auf ganz X definierten beschränkten linearen Abbildung und∥∥∥∥P ′ε(t)− 1ε [A(t), Pε(t)]
∥∥∥∥ ≤ 12 M20 ∥∥E′mε−1(t)∥∥ εmε−1
für alle ε ∈ (0, ε′0] und alle t ∈ I.
Wenn A, σ, P m-regulär sind, dann folgt
sup
t∈I
∥∥∥∥P ′ε(t)− 1ε [A(t), Pε(t)]
∥∥∥∥ = O(εm−1) (ε↘ 0)
sofort, da in diesem Fall mε = m unabhängig von ε.
Wenn A, σ, P sogar ω-regulär sind, dann folgt die entsprechende Aussage ähnlich wie
in Lemma 7.3. Sei nämlich β ∈ (0, 1) und c := βg . Wir haben∥∥E′k(t)∥∥ ≤ gk+1 (k + 1)!
für alle k ∈ N und alle t ∈ I, und
gmεmε! ε
mε−1 ≤ c0 g
( 1
gε
) 3
2
e−mε ≤ c′′′0 g e−
β
gε = c′′′0 g e
− c
ε
für alle ε ∈ (0,∞), woraus sich
sup
t∈I
∥∥∥∥P ′ε(t)− 1ε [A(t), Pε(t)]
∥∥∥∥ = O(e− cε ) (ε↘ 0)
ergibt, wie behauptet.
(iii) Die beiden Abbildungen [0, t] 3 s 7→ U 1
ε
(t, s)Pε(s)U 1
ε
(s)Pε(0)x und [0, t] 3 s 7→
Pε(t)U 1
ε
(t, s)Pε(s)U 1
ε
(s)x sind wegen Pε(s)D ⊂ D differenzierbar für alle x ∈ D (Lem-
ma 2.7), woraus sich nach (der geläufigen Version von) Lemma 2.1 ergibt, dass∥∥∥(1− Pε(t))U 1
ε
(t)Pε(0)x
∥∥∥ = ∥∥∥U 1
ε
(t, s)Pε(s)U 1
ε
(s)Pε(0)x
∣∣s=t
s=0
∥∥∥
≤ sup
s∈[0,t]
∥∥∥∥U 1ε (t, s)(P ′ε(s)− 1ε [A(s), Pε(s)])U 1ε (s)Pε(0)x
∥∥∥∥
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und∥∥∥Pε(t)U 1
ε
(t)(1− Pε(0))x
∥∥∥ = ∥∥∥Pε(t)U 1
ε
(t, s)Pε(s)U 1
ε
(s)x
∣∣s=t
s=0
∥∥∥
≤ sup
s∈[0,t]
∥∥∥∥Pε(t)U 1ε (t, s)(P ′ε(s)− 1ε [A(s), Pε(s)])U 1ε (s)x
∥∥∥∥
für alle ε ∈ (0, ε′0] und alle t ∈ I. Weil nun A (M, 0)-stabil ist und supε∈(0,ε′0], t∈I ‖Pε(t)‖ <∞, erhalten wir
sup
t∈I
∥∥∥(1− Pε(t))U 1
ε
(t)Pε(0)
∥∥∥ ,
sup
t∈I
∥∥∥Pε(t)U 1
ε
(t)(1− Pε(0))
∥∥∥ = O(εm−1) bzw. O(e− cε ) (ε↘ 0),
wie gewünscht.
Schließlich existiere die Zeitentwicklung V 1
ε
zu 1εA+ (1− 2Pε)
(
P ′ε − 1ε [A,Pε]
)
für alle
ε ∈ (0, ε′0]. Dann ist die Abbildung [s, t] 3 τ 7→ V 1
ε
(t, τ)Pε(τ)V 1
ε
(τ, s)x differenzierbar für
alle x ∈ D nach Proposition 3.3, denn
τ 7→ (P ′ε(τ)− 1ε [A(τ), Pε(τ)])y
=
1
2pii
∫
∂U 1
2
(1)
(z − Tε(τ))−1E′mε−1(τ) εmε−1 (z − Tε(τ))−1y dz
ist stetig für alle y ∈ X nach Lemma 7.1, und ihre Ableitung verschwindet, denn
(1− 2Pε)P ′ε = [P ′ε, Pε]
und
1
ε
Ay − (1− 2Pε) 1
ε
[A,Pε]y =
A
ε
y − (Pε A
ε
Pε y + Pε
A
ε
Pε y
)
= Pε
A
ε
Pε y + Pε
A
ε
Pε y
für alle y ∈ D und alle ε ∈ (0, ε′0] (wobei Pε := 1−Pε). Dies zeigt, dass die Zeitentwicklung
V 1
ε
adiabatisch i. e. S. ist bzgl. Pε und 1− Pε.
Auch die Abbildung [0, t] 3 s 7→ U 1
ε
(t, s)V 1
ε
(s)x ist differenzierbar für alle x ∈ D und
sogar stetig differenzierbar, weil (wie eben bemerkt)
s 7→ (P ′ε(s)− 1ε [A(s), Pε(s)])y
stetig ist für alle y ∈ X. Also haben wir
V 1
ε
(t)x− U 1
ε
(t)x = U 1
ε
(t, s)V 1
ε
(s)x
∣∣s=t
s=0
=
∫ t
0
U 1
ε
(t, s) (1− 2Pε(s))
(
P ′ε(s)−
1
ε
[A(s), Pε(s)]
)
V 1
ε
(s)x ds,
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woraus wegen (ii) und der (M, 0)-Stabilitiät von A folgt (Lemma 3.17 und Propositi-
on 3.15), dass
sup
t∈I
∥∥∥V 1
ε
(t)− U 1
ε
(t)
∥∥∥ = O(εm−1) bzw. O(e− cε ) (ε↘ 0),
wie behauptet. 
Aus diesem Satz folgt insbesondere die zweite Aussage unseres früheren Adiabaten-
satzes mit Spektrallückenbedingung, Satz 5.2. Wir müssen dazu nur beachten, dass die
dort getroffenen Voraussetzungen nichts anderes bedeuten, als dass A, σ, P 2-regulär sind.
Außerdem ergibt sich (s. Abschnitt 1 in [30]) mühelos der folgende Adiabatensatz
höherer Ordnung.
Korollar 7.5. Seien A(t), σ(t), P (t) wie in Satz 7.4 und sei zusätzlich suppP ′ 6= I.
Dann gilt
sup
t∈I\suppP ′
∥∥∥(1− P (t))U 1
ε
(t)P (0)
∥∥∥ ,
sup
t∈I\suppP ′
∥∥∥P (t)U 1
ε
(t)(1− P (0))
∥∥∥ = O(εm−1) bzw. O(e− cε ) (ε↘ 0).
Beweis. Anhand der Definition der Ek(t) (Lemma 7.1) sieht man induktiv, dass Ek(t) = 0
für alle t ∈ I \ suppP ′ und alle k ∈ {1, . . . ,m} (falls m-Regularität vorliegt) bzw. alle
k ∈ N (falls ω-Regularität vorliegt), woraus Tε(t) = P (t) und damit auch
Pε(t) =
1
2pii
∫
∂U 1
2
(1)
(z − Tε(t))−1 dz = P (t)
folgt für alle t ∈ I \ suppP ′. Satz 7.4 liefert nun die behauptete Aussage. 
Avron, Seiler und Yaffe zeigen einen ähnlichen Satz (Theorem 2.8) in [4], allerdings
nur für den Sonderfall schiefselbstadjungierter A(t). Die Vorgehensweise dieser Arbeit
(im wesentlichen mehrfache partielle Integration) scheint ganz wesentlich auf der Schief-
selbstadjungiertheit der A(t) zu beruhen und ist daher wohl nicht auf allgemeinere Si-
tuationen (wie im obigen Korollar) übertragbar.
Wir weisen darauf hin, dass wir die Aussagen (i) und (ii) von Satz 7.4 (ebenso alle
Aussagen der vorangehenden Lemmas 7.1, 7.2 und 7.3) auch unter deutlich schwächeren
Voraussetzungen bekommen hätten: um diese Aussagen zu bekommen, hätte es genügt
vorauszusetzen, dass
(i) A(t) für jedes t ∈ I eine abgeschlossene lineare Abbildung D(A(t)) ⊂ X → X ist
mit ρ(A(t)) 6= ∅,
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(ii) σ(t) für jedes t ∈ I eine in σ(A(t)) isolierte kompakte Untermenge von σ(A(t))
ist und zu jedem t0 ∈ I ein Zykel γt0 und eine Umgebung Ut0 existiert, sodass
im γt0 ⊂ ρ(A(t)) und n(γt0 , σ(t)) = 1 und n(γt0 , σ(A(t))\σ(t)) = 0 für alle t ∈ Ut0 ,
(iii) die Abbildung Ut0 3 t 7→ (A(t) − z)−1x (m − 1)-mal stetig differenzierbar bzw.
beliebig oft differenzierbar ist für alle z ∈ im γt0 und alle x ∈ X, die Abbildung
im γt0 3 z 7→ d
k
dtk
(A(t)− z)−1 stetig ist für alle t ∈ Ut0 und alle k ∈ {1, . . . ,m− 1}
bzw. alle k ∈ N und
sup
(t,z)∈Ut0× im γt0
∥∥∥∥ dkdtk (A(t)− z)−1
∥∥∥∥ <∞
für alle k ∈ {1, . . . ,m− 1} bzw.
sup
(t,z)∈Ut0× im γt0
∥∥∥∥ dkdtk (A(t)− z)−1
∥∥∥∥ ≤ ck k!
für alle k ∈ N,
(iv) P (t) für jedes t ∈ I die Rieszprojektion von A(t) auf σ(t) ist und t 7→ P (t)x m-mal
stetig differenzierbar ist für alle x ∈ X.
Wir sind aber vor allem an Aussage (iii) von Satz 7.4 interessiert und für diese brauchen
wir die schärfere Voraussetzung der m- bzw. ω-Regularität, insbesondere die (M, 0)-
Stabilität von A (nach Beispiel 5.13).
Wenn wir in den eben aufgeführten schwächeren Voraussetzungen (i) bis (iv) überall
m− 1 durch m ersetzen und zudem σ(t) als gleichmäßig isoliert in σ(A(t)) voraussetzen,
so erhalten wir die Voraussetzungen aus Nencius Arbeit [30] (dort G und Sm bzw. S0
genannt) für das beschränkte Grundintervall J := I. Jedenfalls verstehen wir die Vor-
aussetzungen in [30] so – und dass diese nicht genauso gemeint sein können, wie sie dort
formuliert sind, zeigt das folgende Beispiel. In diesem sind zwar die wörtlich genommenen
Voraussetzungen Nencius erfüllt, aber t 7→ P (t)x ist nicht (stetig) differenzierbar für alle
x ∈ X. Die in Lemma 1 in [30] gegebene Definition der Ek(t) ist in diesem Beispiel also
nicht sinnvoll.
Beispiel 7.6. Sei A(t) für jedes t ∈ I eine beschränkte lineare Abbildung in X mit
konstantem Spektrum
σ(A(t)) = U1(0) \ U 1
2
(0) ∪ {0,−3i}
und sei t 7→ A(t) m-mal stetig differenzierbar bzw. (reell) analytisch. Sei weiter
σ(t) :=
{
U1(0) \ U 1
2
(0) ∪ {0}, t ∈ I \ {0}
U1(0) \ U 1
2
(0), t = 0
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und P (t) für jedes t ∈ I die Rieszprojektion von A(t) auf σ(t).
Dann ist
∂U d(t)
2
(σ(t)) =
{
∂U2(0), t ∈ I \ {0}
∂U 5
4
(0) ∪ ∂U 1
4
(0), t = 0,
,
wobei d(t) := dist(σ(t), σ(A(t)) \ σ(t)), und die positiv einfach geschlossenen Zykel γt,
die ∂U d(t)
2
(σ(t)) beschreiben (und die in [30] wohl gemeint sind), sind gegeben durch
γt =
{
∂U2(0), t ∈ I \ {0}
∂U 5
4
(0)− ∂U 1
4
(0), t = 0
.
Wir sehen nun, dass die Voraussetzungen G und Sm bzw. S0 aus [30] wörtlich erfüllt
sind, es gilt ja sogar im γt0 ⊂ ρ(A(t)) für alle t ∈ I, die Abbildung I 3 t 7→ (A(t)− z)−1
ist m-mal stetig differenzierbar bzw. beliebig oft differenzierbar für alle z ∈ im γt0 , die
Abbildung im γt0 3 z 7→ d
k
dtk
(A(t) − z)−1 ist stetig für alle k ∈ {0, 1, . . . ,m} bzw. alle
k ∈ N und
sup
(t,z)∈I× im γt0
∥∥∥∥ dkdtk (A(t)− z)−1
∥∥∥∥ <∞
für alle k ∈ {0, 1, . . . ,m} bzw.
sup
(t,z)∈Vt0× im γt0
∥∥∥∥ dkdtk (A(t)− z)−1
∥∥∥∥ ≤ ck k!
für alle k ∈ N, wobei sich diese letzte Abschätzung aus den cauchyschen Ungleichungen
(die aus Satz 2.3 folgen) ergibt: wir müssen nur beachten, dass A fortgesetzt werden kann
zu einer holomorphen Abbildung B auf einer in C offenen Umgebung von I, dann eine so
kleine positive Zahl r0 wählen (Theorem IV.3.1 in [20]), dass im γt0 ⊂ ρ(B(w)) für alle
w ∈ Ur0(t0), und Vt0 := U r0
2
(t0) ∩ I setzen.
Aber t 7→ P (t)x ist nicht für alle x ∈ X differenzierbar in 0, denn
2pii
P (h)− P (0)
h
x =
1
h
∫
γh
(z −A(h))−1x dz − 1
h
∫
γ0
(z −A(0))−1x dz
=
1
h
∫
∂U2(0)
(z −A(h))−1x− (z −A(0))−1x dz
+
1
h
∫
∂U 1
4
(0)
(z −A(0))−1x dz,
was nicht konvergiert, schließlich ist
∫
∂U 1
4
(0)(z−A(0))−1 dz (bis auf Vorfaktor) die Riesz-
projektion von A(0) auf {0} 6= ∅ und verschwindet daher nicht. J
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Sofern wir die Voraussetzungen in [30] auf die eben beschriebene Art verstehen (dür-
fen), ist Satz 7.4 allgemeiner als Nencius Theorem 2. Seien nämlich die so verstandenen
Voraussetzungen von Theorem 2 erfüllt und die A(t) zusätzlich schiefselbstadjungiert.
Dann sind A, σ, P m-regulär bzw. ω-regulär, nach Satz 7.4 gilt also, dass
sup
t∈I
∥∥∥V 1
ε
(t)− U 1
ε
(t)
∥∥∥ = O(εm−1) bzw. O(e− cε ) (ε↘ 0)
(wenn nur die Zeitentwicklung V 1
ε
zu 1εA + P
′
ε − 1ε [A,Pε] existiert) oder, was nach der
folgenden Proposition dasselbe bedeutet,
sup
t∈I
∥∥∥V 1
ε
(t)∗ U 1
ε
(t)− 1
∥∥∥ = O(εm−1) bzw. O(e− cε ) (ε↘ 0).
Und dies ist die (letzte und einzige uns hier interessierende) Aussage von Theorem 2.
Proposition 7.7. Seien A(t), σ(t), P (t) sowie Pε(t) wie in Satz 7.4 und die A(t) seien
zusätzlich schiefselbstadjungiert. Dann sind die Projektionen Pε(t) orthogonal und wenn
die Zeitentwicklung V 1
ε
zu 1εA+ (1− 2Pε)
(
P ′ε − 1ε [A,Pε]
)
existiert, dann ist sie unitär.
Beweis. Sei m ∈ N und seien A , σ, P m-regulär. Wir zeigen zunächst mit Induktion
über k ∈ {0, 1, . . . ,m}, dass Ek(t) symmetrisch ist für alle k ∈ {0, 1, . . . ,m} und alle
t ∈ I.
Sei k = 0. Dann ist Ek(t) = P (t) als Rieszprojektion der schiefselbstadjungierten
linearen Abbildung A(t) orthogonal (Proposition 2.21), insbesondere symmetrisch für
alle t ∈ I.
Sei k ∈ {1, . . . ,m} und El(t) sei symmetrisch für alle l ∈ {0, . . . , k− 1} und alle t ∈ I.
Wegen σ(t) ⊂ σ(A(t)) ⊂ iR ist der Zykel γt für jedes t ∈ I in ρ(A(t)) homolog zu ei-
nem Zykel γ0t, der aus endlich vielen Kreiswegen mit Mittelpunkten auf der imaginären
Achse besteht. Nach Induktionsvoraussetzung ist P (t)E′k−1(t)P (t) − P (t)E′k−1(t)P (t)
schiefsymmetrisch, womit sich durch Ausschreiben des Wegintegrals (beachte die Schief-
selbstadjungiertheit von A(t)) ergibt, dass
1
2pii
∫
γ0t
(A(t)− z)−1
(
P (t)E′k−1(t)P (t)− P (t)E′k−1(t)P (t)
)
(A(t)− z)−1 dz
symmetrisch ist für alle t ∈ I. Weiterhin zeigt die Induktionsvoraussetzung, dass auch
Sk(t) symmetrisch ist für alle t ∈ I. Also ist Ek(t) symmetrisch für alle t ∈ I, wie
gewünscht.
Jetzt sehen wir, dass
Tε(t) =
mε−1∑
k=0
Ek(t)ε
k
symmetrisch ist, und daher ist Pε(t) als Rieszprojektion von Tε(t) auf σ(Tε(t)) ∩ U 1
2
(1)
orthogonal für alle ε ∈ (0, ε′0] und alle t ∈ I.
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Schließlich sind die (1− 2Pε(t))
(
P ′ε(t)− 1ε [A(t), Pε(t)]
)
schiefsymmetrisch fortsetzbar,
da die linearen Abbildungen
(1− 2Pε(t))P ′ε(t) = [P ′ε(t), Pε(t)]
und
(1− 2Pε(t)) 1
ε
[A(t), Pε(t)] = Pε(t)
A(t)
ε
Pε(t) + Pε(t)
A(t)
ε
Pε(t)
wegen der Schiefselbstadjungiertheit der A(t) und der eben gezeigten Orthogonalität der
Projektionen Pε(t) schiefsymmetrisch auf D sind.
Aufgrund von Proposition 3.15 können wir V 1
ε
als Störungsreihe darstellen (die Abbil-
dung t 7→ P ′ε(t) − 1ε [A(t), Pε(t)] ist nach dem Beweis von Satz 7.4 wirklich stark stetig)
und diese Störungsreihendarstellung von V 1
ε
liefert wegen der eingangs gezeigten Schief-
symmetrie der Störung (1−2Pε(t))
(
P ′ε(t)− 1ε [A(t), Pε(t)]
)
die gewünschte Unitarität von
V 1
ε
. 
Aufgrund von Satz 3.13 existiert die Zeitentwicklung V 1
ε
, wenn t 7→ P ′ε(t)−1ε [A(t), Pε(t)]
stark stetig differenzierbar ist für alle ε ∈ (0, ε′0], was nach dem Beweis von Satz 7.4 bei-
spielsweise dann erfüllt ist, wenn t 7→ E′mε−1(t) noch einmal stark stetig differenzierbar
ist.
Wie eben schon erwähnt, ist Satz 7.4 (eher) allgemeiner als Theorem 2 in [30]. Aber er
ist – wie folgendes Beispiel zeigt – auch echt allgemeiner, und zwar weil die A(t) in diesem
Beispiel zum einen nicht schiefselbstadjungiert sind und zum andern weniger regulär sind
als in Theorem 2 verlangt.
Beispiel 7.8. Sei X := `2(I3). Sei
λ(t) := 0 und µ(t) :=
{
λ2 −
(
t− 12
)2
, t ∈ [0, 12)
λ2, t ∈ [12 , 1]
,
A0 :=
λ(t) 0 00 µ(t) 1
0 0 µ(t)
 , R(t) :=
 cos t sin t 0− sin t cos t 0
0 0 1
 ,
σ(t) := {λ(t)} = {0} für alle t ∈ I und P0 die orthogonale Projektion auf span{e1}. Sei
A(t) := R(t)∗A0R(t) und P (t) := R(t)∗P0R(t)
für alle t ∈ I.
Wir zeigen, dass dann zwar die Voraussetzungen von Satz 5.5 (und damit auch die
Voraussetzungen von Satz 7.4 mit m = 2) erfüllt sind, aber nicht die von Nencius Theo-
rem 2. Daraus folgt dann, wie gewünscht, dass Satz 5.5 nicht aus Theorem 2 folgt, und
dass Satz 7.4 echt allgemeiner ist als Theorem 2.
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Zunächst erzeugt jedes A0(t) und damit auch jedes A(t) eine Kontraktionshalbgruppe
auf X und t 7→ A(t) ist einmal stetig differenzierbar, weil t 7→ µ(t) einmal stetig differn-
zierbar ist. Weiter ist σ(t) gleichmäßig isoliert in {0, µ(t)} = σ(A(t)) und t 7→ σ(t) = {0}
ist stetig. Schließlich ist P0 die Rieszprojektion von A0 auf {0} (Nachrechnen oder Pro-
position 2.15), das heißt, P (t) ist die Rieszprojektion von A(t) auf σ(t) für alle t ∈ I und
t 7→ P (t) = R(t)∗P0R(t) ist zweimal stetig differenzierbar.
Also sind tatsächlich die Voraussetzungen von Satz 5.5 erfüllt. Aber die Voraussetzun-
gen von Theorem 2 in [30] sind nicht erfüllt: erstens sind die A(t) nicht schiefselbstad-
jungiert und auch nicht normal und zweitens ist t 7→ A(t)x nicht zweimal stetig differen-
zierbar für alle x ∈ X, denn t 7→ µ(t) und damit t 7→ A0(t)e2 ist zwar einmal aber nicht
zweimal (stetig) differenzierbar.
Zuletzt sei gesagt, dass die Aussage des Adiabatensatzes hier nicht schon aufgrund der
trivialen Adiabatensätze erfüllt ist, denn zum einen ist t 7→ P (t) nicht konstant und zum
andern ist A auch für keine negative Zahl ω ∈ (−∞, 0) (M,ω)-stabil, weil dazu σ(A(t))
in {z ∈ C : Re z < 0} enthalten sein müsste. J
Wir haben versucht, Satz 7.4 auf Situationen ohne Spektrallücke auszudehnen. Jedoch
erfolglos – selbst im Sonderfall normaler A(t) und einpunktiger σ(t) = {λ(t)} mit einem
nach einer Seite hin in σ(A(t)) isolierten λ(t) (das heißt, λ(t) + δeiϑ0 ∈ ρ(A(t)) für alle
δ ∈ (0, δ0] und alle t ∈ I, wie in den Sätzen von Abschnitt 6).
8 Anwendungsbeispiel
In diesem letzten Abschnitt besprechen wir eine kleine Anwendung der Adiabatentheorie,
und zwar eine Anwendung in der Neutronentransporttheorie. Wir stützen uns dabei auf
die Arbeiten [23], [24] Lehners und Wings und werden auch sonst nur die wichtigsten
Schritte ausführlich begründen: es geht uns hier nur um Satz 8.4.
Wir betrachten die folgenden Anfangsrandwertprobleme (T ∈ (0,∞)) auf I× [−a, a]×
[−1, 1]:
∂ϕ
∂t
(t, x, µ) = T
(
−µ ∂ϕ
∂x
(t, x, µ) +
c(t)
2
∫ 1
−1
ϕ(t, x, µ′) dµ′ − s(t)ϕ(t, x, µ)
)
,
ϕ(0, x, µ) = ϕ0(x, µ),
ϕ(t, a, µ) = 0 für alle µ ∈ [−1, 0) und ϕ(t,−a, µ) = 0 für alle µ ∈ (0, 1].
Diese beschreiben, wie sich die Verteilung ϕ(t, . , . ) der Neutronen in einer unendlich
ausgedehnten Platte der Dicke 2a (umgeben von Vakuum) zeitlich entwickelt. ϕ(t, . , . )
bezeichnet genauer die Anzahldichte (im Sinne des Satzes von Radon, Nikodym) der
Neutronen zur Zeit t, das heißt
∫
E ϕ(t, x, µ) d(x, µ) ist die Anzahl der Neutronen, die sich
zur Zeit t in der Untermenge E ∈ B[−a,a]×[−1,1] des Ortsrichtungsraumes [−a, a]× [−1, 1]
aufhalten, insbesondere ist ∫
E1×E2
ϕ(t, x, µ) d(x, µ)
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die Anzahl der Neutronen, die zur Zeit t in E1 ∈ B[−a,a] sind und sich in eine Richtung
µ aus E2 ∈ B[−1,1] bewegen (was bedeuten soll, dass µ gleich dem Kosinus des Winkels
zwischen Bewegungsrichtung des Neutrons und der positiven x-Achse ist). Wir nehmen
dabei an, dass die Neutronen nur mit dem Medium wechselwirken (und zwar durch
Stöße), aber nicht untereinander, dass die Streuung infolge der Stöße isotrop ist und dass
alle Neutronen (betragsmäßig) dieselbe Geschwindigkeit haben. Die Zahl s(t) bezeichnet
den totalen Wirkungsquerschnitt zur Zeit t (kennzeichnet die Wahrscheinlichkeit einer
Wechselwirkung, das heißt eines Zusammenstoßes) und c(t)s(t) die durchschnittliche Anzahl
Neutronen, die aus dem Zusammenstoß eines Neutrons mit einem Kern hervorgehen:
c(t)
s(t) < 1 bedeutet also Streuung und Absorption,
c(t)
s(t) = 1 reine Streuung und
c(t)
s(t) > 1
eine Vervielfältigung.
Die Randbedingungen schließlich bedeuten, dass zu keiner Zeit t Neutronen von rechts
oder links aus dem Vakuum in die Platte eindringen.
Den obigen konkreten Anfangsrandwertproblemen entsprechen die folgenden abstrak-
ten Anfangswertprobleme (T ∈ (0,∞)) auf I:
ϕ′ = TA(t)ϕ, ϕ(0) = ϕ0,
wobei A(t) := A0(c(t))− s(t) und A0(c) := A0 + cB für alle c ∈ (0,∞). B ist dabei die
lineare Abbildung in X := L2([−a, a]× [−1, 1],C), gegeben durch(
Bϕ
)
(x, µ) :=
1
2
∫
[−1,1]
ϕ(x, µ′) dµ′
für alle ϕ ∈ X, und A0 ist die wie folgt gegebene lineare Abbildung: D(A0) ist die Men-
ge (der Äquivalenzklassen) genau der 2-integrierbaren (das heißt quadratintegrierbaren)
Abbildungen ϕ : [−a, a]× [−1, 1]→ C, für die gilt:
(i) (−a, a) 3 x 7→ ϕ(x, µ) ist schwach differenzierbar für fast alle µ ∈ [−1, 1]
(ii) [−a, a]× [−1, 1] 3 (x, µ) 7→ µ ∂ϕ∂x (x, µ) ist 2-integrierbar
(iii) ϕ(a, µ) = 0 für fast alle µ ∈ [−1, 0) und ϕ(−a, µ) = 0 für fast alle µ ∈ (0, 1],
und (
A0ϕ)(x, µ) := −µ ∂ϕ
∂x
(x, µ)
für alle ϕ ∈ D(A0), wobei ∂ϕ∂x (x, µ) hier und im folgenden für
(
ϕ( . , µ)
)′
(x) steht und(
ϕ( . , µ)
)′ die für fast alle µ ∈ [−1, 1] existierende schwache Ableitung von (−a, a) 3 x 7→
ϕ(x, µ) bezeichnet. Weiter meinen wir mit einer p-integrierbaren Abbildung f auf einem
Maßraum (X0,A, µ) natürlich eine messbare Abbildung X0 → C mit
∫ |f |p dµ <∞.
Zu dieser Definition von A0 (s. Abschnitt 1 in [24] oder in [25]) ist anzumerken: wenn
ϕ, ϕ˜ : [−a, a] × [−1, 1] → C zwei 2-integrierbare Abbildungen sind, die fast überall
übereinstimmen, und (−a, a) 3 x 7→ ϕ(x, µ) schwach differenzierbar ist für fast alle
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µ ∈ [−1, 1], dann ist auch die Abbildung (−a, a) 3 x 7→ ϕ˜(x, µ) schwach differenzierbar
für fast alle µ ∈ [−1, 1] und es gilt(
ϕ˜( . , µ)
)′
(x) =
(
ϕ( . , µ)
)′
(x)
für fast alle (x, µ) ∈ [−a, a]× [−1, 1]. Insbesondere hängt der A0 definierende Ausdruck
nicht vom gewählten Vertreter ab.
Weiter ist zu beachten: wenn ϕ eine 2-integrierbare Abbildung mit (i) und (ii) ist,
dann ist (−a, a) 3 x 7→ (ϕ( . , µ))′(x) 2-integrierbar für fast alle µ ∈ [−1, 1] und daher
ist [−a, a] 3 x 7→ ϕ(x, µ) absolut stetig. Warum? Weil ganz allgemein W 1,p(J,C) für
beschränkte offene Intervalle J und p ∈ [1,∞) beschrieben werden kann als die Menge
(der Äquivalenzklassen) der absolut stetigen Abbildungen f : J → C, deren fast überall
gegebene punktweise Ableitung p-integrierbar ist. Insbesondere ist für eine Abbildung ϕ
mit (i) und (ii) die Randbedingung (iii) überhaupt sinnvoll.
Die fast überall gegebene punktweise Ableitung einer absolut stetigen Abbildung f wie
eben stimmt mit der schwachen Ableitung von f überein. All dies folgt aus Satz VII.4.14
in [11] (Charakterisierung absolut stetiger Abbildungen) und dem bekannten Satz, wo-
nach eine schwach differenzierbare p-integrierbare Abbildung f : J → C mit f ′ = 0 (im
wesentlichen) konstant ist.
Wegen C∞c ((−a, a) × (−1, 1)) ⊂ D(A0) ist D(A0) dicht in X. Außerdem ist A0 dissi-
pativ, was man mithilfe partieller Integration gemäß Satz VII.4.16 in [11] einsieht (Ab-
schnitt 1 in [25]), und B ist eine orthogonale Projektion, wie man leicht bestätigt.
Lemma 8.1. Sei J = (a, b) ein beschränktes offenes Intervall und p ∈ [1,∞). Seien
f, g ∈ Lp(J), f schwach differenzierbar und f ′ = λf + g für eine komplexe Zahl λ. Dann
gilt
f(x) = f(a)eλ(x−a) +
∫
(a,x]
eλ(x−t) g(t) dt
für fast alle x ∈ J .
Beweis. Sei
f1(x) := e
−λ(x−a)f(x) und f2(x) :=
∫
(a,x]
e−λ(t−a) g(t) dt
für alle x ∈ J . Wie man leicht sieht, sind f1 und f2 dann schwach differenzierbar und
f ′1(x) = −λe−λ(x−a) f(x) + e−λ(x−a) f ′(x) = e−λ(x−a) g(x) = f ′2(x)
für fast alle x ∈ J . Also existiert eine Zahl c ∈ C, sodass f1(x) = c + f2(x) für fast alle
x ∈ J , oder mit anderen Worten:
f(x) = eλ(x−a)c+
∫
(a,x]
eλ(x−t) g(t) dt
für fast alle x ∈ J . Wir können f daher kanonisch auf ∂J fortsetzen, denn die rechte
Seite der obigen Gleichung ist ja (absolut) stetig in x ∈ J . 
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Aus diesem Lemma folgt: wenn ϕ ∈ D(A0), ψ ∈ X und (λ−A0)ϕ = ψ für ein λ ∈ C,
dann ist ϕ gegeben durch
ϕ(x, µ) =
− 1µ
∫
[x,a] e
−λ
µ
(x−t)
ψ(t, µ) dt für fast alle (x, µ) ∈ [−a, a]× [−1, 0)
1
µ
∫
[−a,x] e
−λ
µ
(x−t)
ψ(t, µ) dt für fast alle (x, µ) ∈ [−a, a]× (0, 1]
.
Wenn umgekehrt ϕ durch die rechte Seite der obigen Gleichung definiert ist (mit einem
ψ ∈ X) und Reλ > 0, dann ist ϕ 2-integrierbar, ϕ ∈ D(A0) und (λ−A0)ϕ = ψ. Also ist
λ − A0 surjektiv für Reλ > 0 und mit dem Satz von Lumer, Phillips (Satz 2.27) folgt,
dass A0 eine Kontraktionshalbgruppe auf X erzeugt. Wegen Satz 2.33 erzeugt daher
A0(c) = A0 + cB eine stark stetige Halbgruppe und∥∥∥eA0(c)s∥∥∥ ≤ ecs
für alle s ∈ [0,∞). Insbesondere ist die quasikontraktive Wachstumsschranke dieser Halb-
gruppe kleiner oder gleich c.
Proposition 8.2. Die quasikontraktive Wachstumsschranke von A0(c) ist gleich c für
alle c ∈ (0,∞).
Beweis. Sei c ∈ (0,∞). Wir haben eben schon gesehen, dass ω′A0(c) ≤ c. Wir zeigen nun,
dass A0(c)− ω für Zahlen ω < c nicht dissipativ ist, woraus dann folgt, dass ω′A0(c) ≥ c.
Sei also ω < c. Sei weiter ϕ ∈ C1c ((−a, a),C) mit ϕ 6= 0 und sei ψ(x, µ) := ϕ(x) für
alle (x, µ) ∈ [−a, a]× [−1, 1]. Dann gilt ψ ∈ D(A0), Bψ = ψ und
〈ψ,A0ψ〉 =
∫
[−a,a]×[−1,1]
ψ(x, µ)
(−µ∂ψ
∂x
(x, µ)
)
d(x, µ)
= −
∫
[−a,a]
ϕ(x)ϕ′(x)
(∫
[−1,1]
µdµ
)
dx = 0.
Also erhalten wir
〈ψ, (A0(c)− ω)ψ〉 = 〈ψ,A0ψ〉+ 〈ψ, cBψ − ωψ〉 = (c− ω) ‖ψ‖2 > 0,
das heißt, A0(c)− ω ist nicht dissipativ, was zu zeigen war. 
A0 ist nicht normal, weil D(A∗0) 6= D(A0). D(A∗0) ist nämlich die Menge (der Äqui-
valenzklassen) genau der 2-integrierbaren Abbildungen ϕ : [−a, a] × [−1, 1] → C, für
die (−a, a) 3 x 7→ ϕ(x, µ) schwach differenzierbar ist für fast alle µ ∈ [−1, 1], für die
[−a, a] × [−1, 1] 3 (x, µ) 7→ µ ∂ϕ∂x (x, µ) 2-integrierbar ist und ϕ(a, µ) = 0 für fast alle
µ ∈ [−1, 0) und ϕ(−a, µ) = 0 für fast alle µ ∈ (0, 1], und(
A∗0ϕ)(x, µ) = µ
∂ϕ
∂x
(x, µ).
Auch A0(c) ist damit nicht normal, die Adiabatensätze für nichtnormale (erst recht für
nichtschiefselbstadjungierte) A(t) sind also durchaus – auch von den Anwendungen her
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– wünschenswert (s. auch die Anwendungen in Abou Salems Arbeit [1]).
Was können wir über das Spektrum von A0 sagen? Zunächst gilt σ(A0) ⊂ {z ∈ C :
Re z ≤ 0}, weil A0 ja eine Kontraktionshalbgruppe erzeugt (Satz 2.24). Weiter ist 1 /∈
im(λ−A0) für Reλ < 0, woraus sich ergibt, dass σ(A0) = {z ∈ C : Re z ≤ 0}. Schließlich
gilt nach der Schlussfolgerung aus Lemma 8.1 σp(A0) = ∅ und σp(A∗0) = ∅, das heißt,
σr(A0) = ∅ und daher σ(A0) = σc(A0).
Die Spektralstruktur von σ(A0(c)) für c ∈ (0,∞) zu klären ist deutlich anspruchsvoller.
Der nächste auf Lehner und Wing zurückgehende Satz tut dies.
Satz 8.3. Sei c ∈ (0,∞). Dann gilt:
(i) σp(A0(c)) ist eine nichtleere endliche Untermenge von (0,∞):
σp(A0(c)) = {β1(c), . . . , βmc(c)} ⊂ (0,∞),
wobei β1(c), . . . , βmc(c) nach geometrischer Vielfachheit gezählt und absteigend ge-
ordnet sind. σc(A0(c)) = {z ∈ C : Re z ≤ 0} und σr(A0(c)) = ∅.
(ii) β1(c), . . . , βmc(c) sind jeweils isolierte Spektralwerte von A0(c) der Ordnung 1, ins-
besondere stimmen geometrische und algebraische Vielfachheit jedes Eigenwertes
überein.
Beweis. (i) ist die Aussage des in Abschnitt 1 von [23] festgehaltenen Satzes. Die Aussage
(ii) folgt aus Lemma 2 in [24] und Satz 2.17. 
Zur Abhängigkeit der Eigenwerte von A0(c) vom Störungsparameter c ∈ (0,∞) ist zu
sagen: die Anzahl mc der nach geometrischer Vielfachheit gezählten Eigenwerte wächst
monoton und unbeschränkt mit c, die Definitionsbereiche domβn sind unbeschränkte
offene Intervalle mit
domβn+1 ⊂ domβn ⊂ (0,∞) = domβ1
für alle n ∈ N, und c 7→ βn(c) ∈ (0,∞) ist für jedes n ∈ N eine streng monoton wach-
sende stetige Abbildung mit βn(c) −→ ∞ (c → ∞) und βn(c) −→ 0 (c ↘ inf domβn).
Außerdem gilt domβn ( (0,∞) für alle n 6= 1. Diese Aussagen gehen alle aus der Argu-
mentation Lehners und Wings in [23] hervor.
Jetzt können wir zeigen, dass die Aussage des Adiabatensatzes gilt, wenn wir wie oben
A(t) := A0(c(t)) − s(t) setzen für genügend reguläre Abbildungen c, s : I → (0,∞)
mit c(t)s(t) ≤ 1 für alle t ∈ I und weiter λ(t) als den größten Eigenwert von A(t) wählen.
Übrigens ist nur dieser physikalisch bedeutsam (Abschnitt 5.1 in [26]).
Satz 8.4. Seien c und s zweimal stetig differenzierbare Abbildungen I → (0,∞) mit
c(t) ≤ s(t) für alle t ∈ I. Sei A(t) := A0(c(t))− s(t), λ(t) := β1(c(t))− s(t) und P (t) die
Rieszprojektion von A(t) auf {λ(t)} für alle t ∈ I. Dann gilt
sup
t∈I
‖Ua,T (t)− UT (t)‖ = O
( 1
T
)
(T →∞).
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Beweis. Wir zeigen zunächst, dass λ(t) gleichmäßig isoliert ist in σ(A(t)). Der Schlüssel
dazu liegt in Proposition C-III.3.5 aus [27] (vgl. Theorem VI.1.12 in [12]), die die Aussage
von Satz 8.3 entscheidend ergänzt: sie besagt nämlich, dass unter der Voraussetzung,
A0(c) erzeuge eine irreduzible positive Halbgruppe, die algebraische (und damit auch
geometrische) Vielfachheit von β1(c) gleich 1 ist für alle c ∈ (0,∞).
Zeigen wir nun, dass diese Voraussetzung der Positivität und Irreduzibilität erfüllt ist.
Wir zeigen dazu, dass für alle c ∈ (0,∞) ein λ ∈ (0,∞) existiert, sodass
(λ−A0(c))−1ϕ ≥ 0 bzw. > 0 fast überall
für alle ϕ ∈ X mit ϕ ≥ 0 bzw. > 0 fast überall. Zunächst gilt
(
(λ−A0)−1ϕ
)
(x, µ) =
− 1µ
∫
[x,a] e
−λ
µ
(x−t)
ϕ(t, µ) dt, (x, µ) ∈ [−a, a]× [−1, 0)
1
µ
∫
[−a,x] e
−λ
µ
(x−t)
ϕ(t, µ) dt, (x, µ) ∈ [−a, a]× (0, 1]
(25)
für alle ϕ ∈ X und alle λ ∈ (0,∞). Sei nun c ∈ (0,∞) und sei λ := 2c. Dann gilt weiter,
dass ∥∥cB(λ−A0)−1∥∥ ≤ c 1
λ
=
1
2
(A0 erzeugt ja eine Kontraktionshalbgruppe und B ist eine orthogonale Projektion) und
damit
(λ−A0(c))−1 = (λ−A0)−1
(
1− cB(λ−A0)−1
)−1
= (λ−A0)−1 + (λ−A0)−1
∞∑
n=1
(
cB(λ−A0)−1
)n
. (26)
Aus (25) und (26) und der Positivität von B (im Verbandssinn) folgt nun, dass
(λ−A0(c))−1ϕ ≥ 0 bzw. > 0 fast überall
für alle ϕ ∈ X mit ϕ ≥ 0 bzw. > 0 fast überall, und damit nach Theorem VI.1.8
in [12] und der Definition C-III.3.1 von Irreduzibiltät (zusammen mit den Ausführungen
in Abschnitt C-I.2 in [27]), dass A0(c) tatsächlich für jedes c ∈ (0,∞) eine irreduzible
positive Halbgruppe auf X erzeugt.
Jetzt können wir Proposition C-III.3.5 anwenden, die besagt, dass β1(c) für alle c ∈
(0,∞) die algebraische Vielfachheit 1 hat. Wegen der Stetigkeit von c 7→ A0(c) im verall-
gemeinerten Sinn (Lemma 5.1) und der Stetigkeit von c 7→ {β1(c)} (Ausführugen nach
Satz 8.3) folgt daraus mithilfe von Proposition 5.3, dass β1(c) gleichmäßig in c ∈ J iso-
liert ist in σ(A0(c)) für jedes kompakte Intervall J ⊂ (0,∞), und daraus schließlich, dass
λ(t) = β1(c(t))− s(t) gleichmäßig (in t ∈ I) isoliert ist in σ
(
A0(c(t))− s(t)
)
= σ(A(t)),
wie gewünscht.
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Was haben wir nun von der gleichmäßigen Isoliertheit von λ(t)? Aus ihr ergibt sich,
dass t 7→ P (t)ϕ zweimal stetig differenzierbar ist für alle ϕ ∈ X. Sei nämlich t0 ∈ I und
r0 eine positive Zahl, sodass
U r0(λ(t)) \ {λ(t)} ⊂ ρ(A(t))
für alle t ∈ I. Dann exisitiert wegen der Stetigkeit von t 7→ λ(t) eine in I offene Umgebung
Ut0 von t0, sodass
{λ(t)} ⊂ U r0
3
(λ(t0)) und σ(A(t)) \ {λ(t)} ⊂ C \ U r0(λ(t)) ⊂ C \ U 2r0
3
(λ(t0))
für alle t ∈ Ut0 , das heißt,
P (t)ϕ =
1
2pii
∫
γt0
(z −A(t))−1ϕdz
für alle t ∈ Ut0 und alle ϕ ∈ X, wobei γt0 := ∂U 2r0
3
(λ(t0)). Aus der zweimaligen stetigen
Differenzierbarkeit der Abbildungen c und s folgt deshalb mit Lemma 2.5, dass Vt0 3
t 7→ P (t)ϕ zweimal stetig differenzierbar ist (für jede in I offene Umgebung Vt0 von t0
mit V t0 ⊂ Ut0) und daher, weil t0 beliebig war in I, dass t 7→ P (t)ϕ zweimal stetig
differenzierbar ist für alle ϕ ∈ X. Wir sehen nun, dass alle Voraussetzungen von Satz 5.2
erfüllt sind, und dieser liefert die Behauptung. 
Wir weisen darauf hin, dass die gleichmäßige Isoliertheit von λ(t) unter der einschrän-
kenderen Voraussetzung, dass c(t) /∈ domβ2 für alle t ∈ I, offensichtlich ist, denn
σp(A0(c(t)) ist ja dann für alle t ∈ I gleich {β1(c(t))}, was wegen der Stetigkeit von
t 7→ β1(c(t)) ∈ (0,∞) gleichmäßig isoliert ist in {Re z ≤ 0} ∪ {β1(c(t))} = σ
(
A0(c(t))
)
.
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