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Abstract
By studying non-commutative series in an infinite alphabet we introduce shift-
plethystic trees and a class of integer compositions as new combinatorial models for
the Rogers-Ramanujan identities. We prove that the language associated to shift-
plethystic trees can be expressed as a non-commutative generalization of the Rogers-
Ramanujan continued fraction. By specializing the noncommutative series to q-series
we obtain new combinatorial interpretations to the Rogers-Ramanujan identities in
terms of signed integer compositions. We introduce the operation of shift-plethysm
on non-commutative series and use this to obtain interesting enumerative identities
involving compositions and partitions related to Rogers-Ramanujan identities.
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1 Introduction
The Rogers-Ramanujan identities, equations (1) and (2), have had a fructiferous influence in
many, some of them unexpected, subjects in Mathematics and Physics.
∞∑
n=0
qn
2
(1− q)(1− q2) . . . (1− qn) =
∞∏
k=0
1
(1− q5k+1)(1− q5k+4) (1)
∞∑
n=0
qn(n+1)
(1− q)(1− q2) . . . (1− qn) =
∞∏
k=0
1
(1− q5k+2)(1− q5k+3) (2)
They were discovered and proved by Rogers in 1894 [18], rediscovered by Ramanujan (without
proof) in 1913, and again by I. Schur in 1917 [20]. It is impossible to summarize in a few
lines the enormous amount of contributions related to the Rogers-Ramanujan identities and their
generalizations. The reader is referred to the recent book of Sills [21], for further references and
a nice introduction to the subject in its historical context. In [18] Rogers presented what is now
known as the Rogers-Ramanujan continued fraction R(q),
R(q) = q 15 1
1 +
q
1 +
q2
. . .
2
and proved that
R(q) = q 15
∑∞
n=0
qn(n+1)
(1−q)(1−q2)...(1−qn)∑∞
n=0
qn2
(1−q)(1−q2)...(1−qn)
.
In what follows we shall drop the factor q
1
5 fromR(q), since our main concern here is about the
combinatorial meaning of the Rogers-Ramanujan continued fraction and identities. MacMahon
[13] and Schur [20] were the first in reporting the combinatorial meaning of the Rogers-Ramanujan
identities. The left-hand side of (1) is the generating function for the number of partitions of
positive parts with a difference of at least two among adjacent parts (2-distinct partitions in the
terminology of [2]). Its right hand side is the generating function of the partitions with each part
congruent either with one or four module five. Similarly, the left-hand side of (2) is the generating
function for the number of 2-distinct partitions, but having each part strictly greater than one.
Its right hand side counts the number of partitions with each part congruent either with two
or three module five. Hence, each of them establish an equipotence between two different sets
of partitions. Garsia and Milne gave a bijective proof of the Rogers-Ramanujan identities by
establishing a complicated bijection between these two kinds of partitions [6]. For that end they
created what now is called the Garsia-Milne involution principle. The Garsia-Milne proof was
later simplified in [4].
We introduce here a noncommutative version of R(−q) in an infinite number of variables
X0, X1, X2, X3, . . . ,
and prove that its expansion is the language of words associated to a combinatorial structure we
call shift-plethystic trees. Our model based on shift-plethystic trees lead us to consider compo-
sitions (instead of partitions) whose risings are at most one, and express the non-commutative
version of R(−q) as a quotient of two generating functions on this kind of compositions. We call
a q-umbral evaluation on a noncommutative series the procedure of substituting each variable
Xk by zq
k or simply by qk. By q-umbral evaluation of those generating functions we obtain an
alternative (dual) combinatorial interpretation of Rogers-Ramanujan identities in terms of signed
compositions (Section 5). A combinatorial understanding of the cancellations taking place in
the signed compositions that we obtain would provide an elegant and, hopefully, simple proof of
the Rogers-Ramanujan identities. In Section 6 we introduce shift plethysm of non-commutative
series. It generalizes the classical substitution of q series. By q-umbral evaluating shift-plethysm
on a particular class of non-commutative series we obtain the classical substitution of q-series. By
means of elementary computation of inverses on generalized shift-plethystic trees we recover some
classical identities in Subsection 6.1, and prove in Section 7 new ones relating Rogers-Ramanujan
identities, compositions, partitions and shift plethystic trees.
Previous work on non-commutative versions of the Rogers-Ramanujan continued fractions can
be found in [3] and [15]. Although their approach does not rely on an infinite number of variables,
a coupling of both approaches would lead to novel identities involving signed compositions.
2 Formal power series in non commuting variables
Let A be be an alphabet (a totally ordered set) with at most a countable number of elements
(letters). Let A∗ be the free monoid generated by A. It consists of words or finite strings of letters
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in A, ω = ω1ω2 . . . ωn, including the empty string represented as 1. We denote by `(ω) the length
of ω. Let K be a field of characteristic zero. A noncommutative formal power series in A over K
is a function R : A∗ → K. We denote R(ω) by 〈R,ω〉 and represent R as a formal series
R =
∑
ω∈A∗
〈R,ω〉ω, 〈R,ω〉 ∈ K,
The sum and product of two formal power series R and S are respectively given by
R+ S =
∑
ω∈A∗
(〈R,ω〉+ 〈S, ω〉)ω
R.S =
∑
ω∈A∗
(
∑
ω1ω2=ω
〈R,ω1〉〈S, ω2〉)ω.
The algebra of noncommutative formal power series is denoted by K〈〈A〉〉. There is a notion of
convergence on K〈〈A〉〉. We say that R1, R2, R3, . . . converges to R if for all ω ∈ A∗, 〈Rn, ω〉 =
〈R,ω〉 for n big enough. If 〈R, 1〉 = α 6= 0, then R has an inverse given by (see Stanley [22])
R−1 =
1
α
∞∑
n=0
(
1− R
α
)n
.
Let B be a series having constant term equal to zero, 〈B, 1〉 = 0. We denote by 11−B , the
inverse of the series 1−B,
1
1−B := (1−B)
−1 =
∞∑
n=0
Bn.
A language (on A) is a subset of A∗. We identify a language L with its generating function,
the formal power series
L =
∑
ω∈L
ω.
We consider now a special kind of languages obtained from a given set of ‘links’ B ⊆ A×A. Define
LB = {ω|(ωi, ωi+1) ∈ B, for every i = 1, 2, . . . , `(ω)− 1},
and the language L associated to B by
L = 1 + A + LB. (3)
We shall call an L of this form a linked language. Define the K-dual L! to be the language
associated with the complement set of links
L! = 1 + A + LBc
For linked languages we define a second formal power series,
Lg =
∑
ω∈L
(−1)`(ω)ω.
We call it the graded generating function of L. We have the following inversion formula for linked
languages. It is a non-commutative version of Theorem 4.1. in Gessel PhD thesis, [8], from where
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we borrow the terminology of linked sets. Propositions 1 and 2 are indeed particular instances of
inversion formulas on generating functions for Koszul algebras and Koszul modules over Koszul
algebras. Koszul algebras were introduced in [17], see also [16] for more details on Koszul algebras
and the inversion formulas for generating functions of Koszul algebras and modules.
Proposition 1. Let L be a linked language, and L! its K-dual. Then we have
L! = (Lg)−1. (4)
Proof. The product Lg.L! is equal to
Lg.L! =
∑
(ω,ω′)∈L×L!
(−1)`(ω′)ω.ω′. (5)
Define the function φ : L× L! → L× L!,
φ(ω1ω2 . . . ωk, ω
′
1ω
′
2 . . . ω
′
j) = (ω1ω2 . . . ωkω
′
1, ω
′
2 . . . ω
′
j)
when (ωk, ω
′
1) ∈ B or if ω = 1 and ω′ 6= 1. Make
φ(ω1ω2 . . . ωk, ω
′
1ω
′
2 . . . ω
′
j) = (ω1ω2 . . . , ωkω
′
1ω
′
2 . . . ω
′
j)
if (ωk, ω
′
1) ∈ Bc or if ω′ = 1 and ω 6= 1. Finally, make φ(1, 1) = (1, 1). The function φ is a sign
reversing involution when restricted to the signed set L×L!−{(1, 1)}. Moreover φ(1, 1) = (1, 1).
Hence L!Lg = 1.1 = 1.
Example 1. Let X+ be the infinite alphabet {X1, X2, X3, . . . }. Denote by P the set of partitions
λ written in weak increasing order, λ1 ≤ λ2 ≤ λ3 . . . . The set P is represented as a language
with letters in X+,
P =
∑
λ∈
Xλ = lim
m→∞
m∏
n=1
1
1−Xn =
∞∏
n=1
1
1−Xn .
It is a linked language, with set of links B = {(Xi, Xj)|i ≤ j}. The complement is the set
Bc = {(Xi, Xj)|i > j}, and hence the K-dual language P ! is the generating functions of the set of
partitions in decreasing order with distinct parts. The graded generating function of P is equal
to
Pg =
∑
λ∈P
(−1)`(λ)Xλ = lim
m→∞
m∏
n=1
1
1 +Xn
=
∞∏
n=1
1
1 +Xn
By Proposition 1, since taking inverses is a continuous operation,
P ! = (Pg)−1 = lim
m→∞(1 +Xm)(1 +Xm−1) . . . (1 +X1)
This limit can be (symbolically) written as the product
∏1
n=∞(1 +Xn). Since
(1 +Xm)(1 +Xm−1) . . . (1 +X1) = 1 +
m∑
n=1
Xn(1 +Xn−1)(1 +Xn−2) . . . (1 +X1),
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P ! is then equal to the series
P ! =
∞∏
n=1
(1 +Xn) = 1 +
m∑
n=1
Xn(1 +Xn−1)(1 +Xn−2) . . . (1 +X1).
Analogously, the K-dual of the language of partitions written in decreasing order, is the language
of partitions with different parts, written in increasing order(
1∏
n=∞
1
1−Xn
)!
= (1 +
∞∑
n=1
Xn
1∏
j=n
1
1−Xn )
! =
∞∏
n=1
(1 +Xn) (6)
Let L be a linked language L = 1 + A + LB. Given a subset A1 of A, and another set of links
C ⊆ A1 × A, let N ⊆ A1 × A∗, be the language defined by
N = A1 + LC,B,
where
LC,B = {ω|(ω1, ω2) ∈ C and (ωi, ωi+1) ∈ B, i = 2, 3, . . . , `(ω)− 1}.
The language N will be called a right (linked) L-module. Denote by N ! (called the K-dual of N)
the L!-module defined by
N ! = A1 + LCc,Bc ,
where the complement of C is taken over the set A1 × A, Cc = A1 × A− C.
Proposition 2. The generating function for the language N ! defined as above is given by the
formula
N ! = NgL! = Ng(Lg)−1, (7)
where the graded generating function Ng is defined as
Ng =
∑
ω∈N
(−1)`(ω)−1ω. (8)
Proof. We have to prove that NgL! =
∑
ω∈N ! ω. We have
NgL! =
∑
(ω,ω′)∈N×L!
(−1)`(ω)−1ωω′.
Define the function ψ : N × L! → N × L! by considering the following cases. Assume first that
`(ω) ≥ 2. If (ωk, ω′1) ∈ B we make
ψ(ω1ω2 . . . ωk, ω
′
1ω
′
2 . . . ω
′
j) = (ω1ω2 . . . ωkω
′
1, ω
′
2 . . . ω
′
j),
If (ωk, ω
′
1) ∈ Bc or if ω′ = 1, define
ψ(ω1ω2 . . . ωk, ω
′
1ω
′
2 . . . ω
′
j) = (ω1ω2 . . . ωk−1, ωkω
′
1, ω
′
2 . . . ω
′
j).
Assume now that `(ω) = 1. If (ω1, ω
′
1) ∈ C define
ψ(ω1, ω
′
1ω
′
2 . . . ω
′
j) = (ω1ω
′
1, ω
′
2ω
′
3 . . . ω
′
j).
6
Otherwise, if (ω1, ω
′
1) ∈ Cc or if ω′ = 1 we make ψ(ω1, ω′) = ψ(ω1, ω′). The function ψ is a sign
reversing involution, its fixed points being of the form (ω1, ω
′), if either (ω1, ω′1) ∈ Cc or ω′ = 1.
Then
NgL! =
∑
(ω1,1)∈A1×1
ω11 +
∑
(ω1,ω′):(ω1,ω′)∈Cc, ω′∈L!−{1}
ω1ω
′
1 = A1 + LCc,Bc = N
!.
3 Shift and the shift plethystic trees language
Consider the algebra K〈〈X〉〉, X being the alphabet
X = {X0, X1, X2 . . . }.
Let κ = (κ1, κ2, . . . , κm) be an element of Nm ( a weak composition). We denote by Xκ the word
Xκ1Xκ2 . . . Xκn . As usual, the empty word will be denoted by 1. We denote by |κ| the sum of its
parts,
|κ| = κ1 + κ2 + . . . .
Let R be an element of K〈〈X〉〉. The series R is written as
R =
∑
κ∈N∗
〈R,Xκ〉Xκ.
Remark 1. Let S be set of weak compositions. In the rest of the article, when no risk of
confusion, we identify S with the associated language {Xκ|κ ∈ S }, and its generating series∑
κ∈S Xκ.
We shall call κ a (strong) composition if κi 6= 0, for every i. In what follows, word ‘composi-
tion’ will mean by defect strong composition.
Definition 2. Define σ : K〈〈X〉〉 → K〈〈X〉〉 by extending the shift σXi = Xi+1, i = 0, 1, 2 . . . , as
a continuous algebra map. Equivalently, by making it multiplicative and to commute with the
series sum symbol.
Definition 3. A shift plethystic (SP) tree is a plane rooted tree whose vertices are colored with
colors in N. The color of a given vertex indicates its height (length of the path from the root).
Let T be a shift plethystic tree. We associate to T the word ωT on X, obtained by reading
the vertices of T in preorder from left to right as follows. Assume that T consist of k ≥ 0 sub-
trees, T1, T2, . . . , Tk, attached to The root (of color 0). The preorder word of T is then defined
recursively by
ωT =
{
X0 if k = 0
X0 σωT1 σωT2 . . . σωTk if k > 0.
(9)
We denote by A the language of shift plethystic trees,
A =
∑
T
ωT (10)
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Figure 1: Shift plethystic tree and associated word.
It is easy to check that the tree T is uniquely obtained from its word ωT . The series σA gives us
the language of shift plethystic trees with the root colored with color 1, and every vertex colored
with its height plus 1. Similarly, σnA is the language of shift plethystic trees, the root colored n
and each vertex colored n plus its height.
Theorem 4. The language A can be expanded as the noncommutative continued fraction
A = X0
1
1−X1
1
1−X2
1
. . .
= lim
n→∞X0
1
1−X1
1
1−X2
1
. . . 1−Xn−1
1
1−Xn
(11)
Proof. Assume that the root of an SP tree has k children, k ≥ 0. By the definition of ωT (Eq.
(9)), to read its colors we read first the root and then read in preorder from left to right the colors
of each one (or none) of the k trees above the root. Each of them will produce a word in σA .
Hence we have the identity
A = X0(1 + σA + (σA )
2 + (σA )3 + . . . ) = X0
1
1− σA (12)
Applying σj−1, j = 1, 2, . . . , to both sides of the above identity we get
σj−1A = Xj−1
1
1− σjA .
Recursively from Eq. (12), we obtain
A = X0
1
1−X1
1
1−X2
1
. . . 1−Xn−1
1
1− σnA
. (13)
Denote by An the language A restricted to the symbols {X0, X1, . . . , Xn} (the words of SP trees
of height at most n). We have that limn→∞An = A and since σnAn = Xn, from Eq. (13) we
obtain the result.
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Proposition 3. The words coming from shift plethystic trees are completely characterized by
the following properties:
1. Its first letter is X0.
2. If `(ωT ) > 1 it is followed by a word of the form Xκ, κ being a composition with first
element equal to 1 and risings at most 1, κi+1 − κi ≤ 1.
Proof. Easy from Eq. (9), by induction on the number of vertices.
Definition 5. We denote by C the language of compositions, and by C (1) language of composi-
tions with risings at most 1. Observe that σC (1) consists of the compositions in C (1), but where
every part is at least 2. More generally we define C (m) to be the language of compositions with
rising at most m.
All the languages C and C (m), m ≥ 1, include the empty word. Proposition 3 can be now
restated as follows, in terms of generating functions.
Proposition 4. The language A can be expanded as
A = X0(1 +
∑
κ∈C (1), κ1=1
Xκ). (14)
Define the alphabets
X+ = {X1, X2, X3, . . . } and X+2 = {X2, X3, . . . }.
Definition 6. We denote by N the C (1)-module of compositions κ such that κ1 ≥ 2.
N =
∑
κ∈C (2), κ1≥2
Xκ, (15)
The languages C (1) and σC (1) are both linked. The language C (1) ⊂ X∗+ with set of links
B = {(Xi, Xj)|j − i ≤ 1} ⊂ X+ × X+,
and σC (1) ⊂ X∗2+ with the shifted set of links
σB = {(Xi, Xj)|j − i ≤ 1, i, j ≥ 2} ⊂ X2+ × X2+.
The C (1)-module N has as set of links C ⊂ X2 × X+,
C = {(Xi, Xj)|j − i ≤ 1, i ≥ 2} ⊂ X2+ × X+.
Definition 7. We denote by Pm the language of m-distinct partitions (in the terminology of [2]).
Being more explicit, P2 is the language of words of the form Xλ, λ being a partition (written in
increasing order), 1 ≤ λ1 < λ2 < λ3, . . . , satisfying
λi+1 − λi ≥ m, (16)
(the empty and the singleton words being included in Pm). In particular we have that P0 = P is
the language of partitions with repetitions, P1, that of partitions without repetitions, and finally
P2 is the language of 2-distinct partitions, directly related to the combinatorics of the Rogers-
Ramanujan identities. Observe that σP2 is the language of 2-distinct partitions, where each part
is at least 2.
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Proposition 5. We have that P2 is the K-dual of C (1), σP2 is the K- dual of σC (1). The K-dual
of N is the P2-module N of 2-distinct partitions with first part greater than 2,
P2 = (C (1))!
σP2 = (σC (1))!
N = N !
Proof. Easy, by simple inspection.
Observe that since λ is a partition, if λ1 > 1, the rest of parts have also to be greater than 1,
and the series N equals the non constant part of σP2,
N = σP2 − 1.
Their graded generating functions are related as follows
Pg2 = 1 +
∑
λi+1−λi≥2
(−1)`(λ)Xλ = 1−
∑
λi+1−λi≥2
(−1)`(λ)−1Xλ = 1−N g. (17)
Theorem 8. The language A can be expressed as the product
A = X0(σPg2 )(Pg2 )−1. (18)
Proof. By Eq. (14) we have
A = X0(C
(1) −N).
Since the operation of taking duals is involutive, P !2 = C (1), (σP2)! = σC (1), and N ! = N . By
Eq. (17), Prop. 2 and Prop. 1,
C (1) −N = (Pg2 )−1 −N g(Pg2 )−1 = (1−N g)(Pg2 )−1 = (σPg2 )(Pg2 )−1.
Eq. (18) can be written more explicitly as the product
A = X0(σPg2 )(Pg2 )−1 = X0(1+
∑
λi+1−λi≥2, λ1≥2
(−1)`(λ)Xλ)(1+
∑
λi+1−λi≥2, λ1≥1
(−1)`(λ)Xλ)−1. (19)
Since (C (1))−1 = Pg2 , and (σC (1))−1 = σPg2 , Theorem 8 has the following dual form
Corollary 9. The language A can be written as the product
A = X0(σC
(1))−1C (1) = X0(1 +
∑
κi+1−κi≤1
Xκ)
−1(1 +
∑
κi+1−κi≤1, κi≥2
Xκ). (20)
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4 Path length and q-series
For a series S on the alphabet X, making the q-umbral evaluation Xk → zqk in the pair of
commuting variables z and q, we obtain a q-series that by abuse of language we denote with the
same symbol S, S(z, q). Observe that for every series S in K〈〈X〉〉 we have
(σS)(z, q) = S(zq, q). (21)
Recall that the path length of a rooted tree is defined to be the sum of the heights of its vertices.
When we make the substitution Xk → zqk in the word ωT associated to a tree T we get znqpl(T),
where n is the number of vertices of T and pl(T ) its path length. For example, in the tree of Fig.
1, the q-substitution in the word X0X1X2X2X1X2X2X2X3 gives us
X0X1X2X2X1X2X2X2X3 7→ z(zq)(zq2)2(zq)(zq2)3(zq3) = z9q15.
Then, the q-series A (z, q) counts the number of plane rooted trees according with their path
length. Observe that the path length of a plane rooted tree with n vertices is bounded by the
path length of the branch-less tree, which is equal to 0 + 1 + 2 + 3 + · · ·+ n− 1 = (n2). From Eq.
(13) we get
A (z, q) =
∞∑
n=1
(
(n2)∑
m=0
P (n,m)qm)zn =
z
1− zq
1− zq
2
. . .
, (22)
where P (n,m) is the number of plane rooted tree on n vertices having path length equal to m,
A (z, q) = z + qz2 + (q2 + q3)z3 + (q3 + 2q4 + q5 + q6)z4
+ (q4 + 3q5 + 3q6 + 3q7 + 2q8 + q9 + q10)z5
+ (q5 + 4q6 + 6q7 + 7q8 + 7q9 + 5q10 + 5q11 + 3q12 + 2q13 + q14 + q15)z6 + . . . .
From Eq. (19),
A (z, q) = z
P2(zq, z)
P2(z, q) = z
1 +
∑
λ∈σP2(−z)`(λ)q|λ|
1 +
∑
λ∈P2(−z)`(λ)q|λ|
. (23)
From Eq. (20) we obtain the dual expression
A (z, q) = z
C (1)(z, q)
C (1)(zq, q)
= z
1 +
∑
κ∈C (1) z
`(κ)q|κ|
1 +
∑
κ∈σC (1) z`(κ)q|κ|
. (24)
5 Rogers-Ramanujan Identities and Compositions
Theorem 10. We have the following identities
(C (1))(−1, q) = (C (1))g(1, q) = 1 +
∑
κ∈C (−1)
(−1)`(κ)q|κ| =
∞∏
k=0
(1− q5k+1)(1− q5k+4) (25)
(σC (1))(−1, q) = (σC (1))g(1, q) = 1 +
∑
κ∈C2
(−1)`(κ)q|κ| =
∞∏
k=0
(1− q5k+2)(1− q5k+3) (26)
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Proof. From Proposition 1, (C (1))g = (P2)−1 and (σC (1))g = (P2)−1. Then, q-umbral evaluation
gives us
(C (1))g(z, q) =
∑
κ∈C (1)
(−1)`(κ)z`(κ)q|κ| = 1
1 +
∑
λ∈P2 z
`(λ)q|λ|
(σC (1))g(z, q) =
∑
κ∈σC (1)
(−1)`(κ)z`(κ)q|κ| = 1∑
λ∈σP2 z
`(λ)q|λ|
By the well known identities∑
λ∈P2
z`(λ)q|λ| =
∞∑
n=0
znqn
2
(1− q)(1− q2) . . . (1− qn)∑
λ∈σP2
z`(λ)q|λ| =
∞∑
n=0
znqn(n+1)
(1− q)(1− q2) . . . (1− qn) ,
using the Rogers-Ramanujan identities (Eq. (2) and Eq. (1)) we get the result.
Let C (1)[n] and C (1)[n, k] respectively be the set of compositions of n in C (1), and the set
of composititions of n in C (1) having exactly k parts. Similarly, define σC (1)[n] and σC (1)[n, k].
From Theorem 10, we get the identities
1 +
∞∑
n=1
(
n∑
k=1
(−1)k|C (1)[n, k]|)qn =
∞∏
k=0
(1− q5k+1)(1− q5k+4)} (27)
1 +
∞∑
n=2
(
n∑
k=1
(−1)k|σC (1)[n, k]|)qn =
∞∏
k=0
(1− q5k+2)(1− q5k+3) (28)
Observe that the series in the right hand side of equation (27) gives us the partitions (in decreasing
order) with distinct parts congruent with 1 or 4 module 5, signed by its number of parts. The
right hand side of (28) enumerates a similar kind of signed partitions, each part congruent with
2 or 3 module 5. For example 4 + 1 is the only partition of 5 enumerated by the right hand side
of Eq. (27), and {7 + 3, 8 + 2} are the only partitions of 10 enumerated by the right hand side
of Eq. (28). The compositions in σC (1)(10) and in σC (1)(11) are given respectively in tables 1
and 2.
Consider the set Ĉ (1)[n, k] of restricted compositions. This set only excludes from C (1)[n, k]
the strictly decreasing compositions with all its parts congruent with 1 or 4 module 5. In a similar
way, we define σ̂C (1)[n, k].
Then, the Rogers-Ramanujan identities have the following combinatorial form in terms of
compositions.
Theorem 11. The signed sets Ĉ (1)[n] and σ̂C (1)[n] have both zero total weight
n∑
k=1
(−1)k|Ĉ (1)[n, k]| = 0, for n ≥ 1 (29)
n∑
k=1
(−1)k|σ̂C (1)(n, k)| = 0, for n ≥ 2. (30)
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k weight
1 10 -1
2 55 64 73 82 2
3 532 523 622 442 433 343 334 -7
4 2233 2323 3223 2332 3232 3322 4222 7
5 22222 -1
Table 1: Compositions in σC (1)[10]
k weight
1 11 -1
2 56 65 74 83 92 4
3 722 632 623 542 533 452 443 -9
434 344
4 522 4322 4232 4223 3422 3332 3323 11
3233 2333 2342 2234
5 32222 23222 22322 22232 22223 -5
Table 2: Compositions in σC (1)[11]
6 Shift plethysm, and general shift-plethystic trees
Definition 12. Let R be a series in K〈〈X〉〉 with zero constant term, 〈R, 1〉 = 0. We define the
shift-plethystic substitution of R in a word Xκ = Xκ1Xκ2Xκ3 . . . Xκl , as the substitution of the
shift σκiR on each of the letters of Xκ,
Xκ ◦s R := (σκ1R)(σκ2R) . . . (σκlR).
For a formal power series T , define the shift plethysm T ◦s R by
T ◦s R =
∑
κ∈N∗
〈T,Xκ〉Xκ ◦s R =
∑
κ∈N∗
〈T,Xκ〉(σκ1R)(σκ2R) . . . (σκlR). (31)
The series in the right hand side of Eq. (31) is convergent. To see this, let us denote by Rκ
the product (σκ1R)(σκ2R) . . . (σκlR). We see that 〈Rκ, Xτ 〉 = 0 whenever either l = `(κ) > |τ |
or |κ| > |τ |. Hence the set {τ |〈Rκ, Xτ 〉 6= 0} is finite. Shift plethysm is an associative operation
having X0 as identity.
Proposition 6. Every series R with zero constant term and such that 〈R,X0〉 6= 0 has a two
sided shift plethystic inverse, denoted R〈−1〉,
R ◦s R〈−1〉 = R〈−1〉 ◦s R = X0
Proof. Let α 6= 0 be the value of R at X0, 〈R,X0〉 = α 6= 0. Define R+ = R − αX0, and the
series T by the implicit equation
T = α−1(X0 −R+ ◦s T ).
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From here we get αT +R+ ◦s T = X0. Which can be written as (αX0 +R+) ◦s T = R ◦s T = X0.
Then, R〈−1〉 = T .
6.1 Shift-plethysm and q-composition of series
In this subsection we show how shift-plethysm generalizes the classical definition of q-composition
of series. This is relevant due to the importance of the q-Lagrange inversions formulas for appli-
cations in proving identities in q-series (see [1], [9] [5], [10], [7], [12]). A general shift-plethystic
Lagrange inversion, not yet found, would lead to new forms of q-Lagrange inversion as well as to
the reinterpretation in a general context of the known ones. Shift-plethysm also offers the advan-
tage, in contrast to q-substitution, of being an associative operation. From that, the plethystic
inverse is a bilateral one, also in contrast to the known forms of q-composition inverse.
Let C be the series
C =
∞∑
n=1
cnX0X1X2 . . . Xn−1.
Consider the shift plethysm H := C ◦s R, R being an arbitrary series with zero constant term.
We have
H = C ◦s R =
∞∑
n=1
cnR(σR)(σ
2R) . . . (σn−1R). (32)
Taking q-series, by Eq. (21) we recover the classical q-substitution,
H(z, q) = (C ◦s R)(z, q) =
∞∑
n=1
cnR(z, q)R(zq, q)R(zq
2, q) . . . R(zqn−1, q). (33)
Now consider R to be a series in the variable X0, and express it in the form R(X0) =
X0φ
−1(X0). Shift plethysm with C will give us
H =
∞∑
n=1
cn
X0
φ(X0)
X1
φ(X1)
. . .
Xn−1
φ(Xn−1)
. (34)
Which, by q-umbral evaluation, gives
H(z, q) =
∞∑
n=1
cn
q(
n
2)zn
φ(z)φ(zq) . . . φ(zqn−1)
. (35)
Obtaining cn in terms of the hn in the expansion of H(z, q) is similar to the q-Lagrange inversion
problem in [1].
6.2 Enriched shift-plethystic trees
In this section we introduce the M -enriched shift-plethystic trees, M being a normalized invertible
(non-commutative) series, based in the similar notion formalized by Joyal in [11] and its plethystic
generalization in the commutative framework of colored species [14].
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Definition 13. Let M be a series with constant term equal to 1, 〈M, 1〉 = 1. We define the
M -enriched trees series by the implicit equation
AM = X0(M ◦s AM ). (36)
Proposition 7. The shift-plethystic inverse of AM is given by the formula
(AM )
〈−1〉 = X0M−1
Proof. From Eq. (36) we have AM (M
−1 ◦s AM ) = (X0M−1) ◦s AM = X0.
The plethystic inversion for enriched trees, in the most elementary examples where the shift-
plethystic inverse can be easily computed, leads by q-umbral evaluation to generalizations of some
classical formulas.
Example 14. From Eq. (12), the SP trees A satisfy the implicit equation
A = X0(
1
1−X1 ◦s A ). (37)
Hence, they are obtained by enriching with the series 11−X1 , A = A 11−X1
. From this we get
A (1− σA ) = A −A σA = (X0 −X0X1) ◦s A = X0,
its shift plethystic inverse
A 〈−1〉 = X0 −X0X1,
and the implicit equation
A = X0 + (X0X1) ◦s A .
The q-series of the SP trees satisfies the implicit equations
A (z, q) = z +A (z, q)A (zq, q)
A (z, q) =
z
1−A (zq, q) .
Those equations were studied by Garsia in [5] in relation with his q-Lagrange inversion formulas,
but without any combinatorial interpretation.
Example 15. Let L be the language
L = 1 +X0 +X0X1 +X0X1X2 +X0X1X2X3 + . . . .
The language of the branchless trees, enriched with 1 +X1 is equal to L+ = L− 1,
L+ = A(1+X1) = X0(1 + σL+).
Its shift-plethystic inverse is equal to
L〈−1〉+ = X0
1
1 +X1
.
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Then,
L+ ◦s (X0 1
1 +X1
) =
∞∑
n=1
n∏
j=1
Xj−1
1
1 +Xj
= X0.
The q-umbral evaluation gives us
∞∑
n=1
q(
n
2)zn
(1 + zq)(1 + zq2) . . . (1 + zqn)
= z.
From that ∞∑
n=0
q(
n
2)zn
(1 + zq)(1 + zq2) . . . (1 + zqn)
= 1 + z.
Making z = 1 and z = −1 we recover respectively the classical identities A.1 and A.4 in [21].
Example 16. Let L(e)+ be the even form of L+,
L(e)+ =
∞∑
n=0
X0X2X4 . . . X2n−2 = X0(1 + σ2L
(e)
+ ) = A(1+X2).
Its shift-plethystic inverse is equal to
(L(e)+ )
〈−1〉 = X0
1
1 +X2
.
Hence we have the identity
L(e)+ ◦s X0
1
1 +X2
=
∞∑
n=1
n−1∏
j=0
X2j
1
1 +X2j+2
= X0. (38)
The odd version of L+, L
(o)
+ , is equal to the shift σL
(e)
+ .
L(o)+ =
∞∑
n=1
X1X3X5 . . . X2n−1.
From Eq.(38), by shifting and adding 1 we obtain
L(o) ◦s X0 1
1 +X2
= 1 + L(o)+ ◦s X0
1
1 +X2
= 1 +
∞∑
n=1
n−1∏
j=0
X2j+1
1
1 +X2j+3
= 1 +X1.
Multiplying by (1 +X1)
−1 the left of both sides of the rightmost equality
1
1 +X1
+
∞∑
n=1
1
1 +X1
n−1∏
j=0
X2j+1
1
1 +X2j+3
= 1.
By q-umbral evaluation we obtain
∞∑
n=0
qn
2
zn
(1 + zq)(1 + zq3) . . . (1 + zq2n+1)
= 1. (39)
Eq. (39) generalizes Rogers identity (C) 6 in [19, p. 333], obtained by specializing to z = −1. See
also [21], Formula (A.2).
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Example 17. Denote by Σ0L+ the language obtained from L+ by left shift plethysm with the
series Σ0 =
∑∞
j=0Xj ,
Σ0L+ =
∞∑
j=0
Xj ◦s L+ =
∞∑
j=0
∞∑
n=1
XjXj+1 . . . Xn+j−1. (40)
Since Σ0 − σΣ0 = X0, the shift-plethystic inverse of Σ0 is equal to X0 −X1. Hence
(Σ0L+)
〈−1〉 = (Σ0 ◦s L+)〈−1〉 = (L+)〈−1〉 ◦s (X0 −X1) = (X0 −X1) 1
1 + (X0 −X1) .
By plethystic composition with Σ0L+ we obtain the identity
∞∑
j=0
∞∑
n=1
(Xj −Xj+1) 1
1 + (Xj+1 −Xj+2) . . . (Xn+j−1 −Xn+j)
1
1 + (Xn+j −Xn+j+1) = X0.
Interchanging sums, by q-umbral evaluation,
∞∑
n=1
znq(
n
2)(1− q)n
∞∑
j=0
qjn∏n
k=1(1− zqj+k(1− q))
= z. (41)
Equivalently, making the change z(1− q) 7→ z,
∞∑
n=1
znq(
n
2)
∞∑
j=0
qjn∏n
k=1(1− zqj+k)
=
z
1− q . (42)
Example 18. The shift-plethystic trees enriched with the language σL, AσL, satisfy the equation
AσL = X0(1 + σAσL + (σAσL)(σ
2AσL) + . . . ).
Its shift-plethystic inverse is equal to
A
〈−1〉
σL = X0(σL)
−1 = X0(1 +X1 +X1X2 +X1X2X3 + . . . )−1.
Example 19. The series of shift-plethystic trees enriched with
M = (1− σL+)−1 = (1− (X1 +X1X2 +X1X2X3 + . . . ))−1
satisfies the implicit equations
AM = X0
1
1− σL+ ◦s AM
AM = X0 + (AM )(σAM ) + (AM )(σAM )(σ
2AM ) + . . . .
Its shift-plethystic inverse is equal to
A
〈−1〉
M = X0 −X0σL+.
Taking q-series we obtain the implicit equation
AM (z, q) = z +AM (z, q)AM (zq, q) +AM (z, q)AM (zq, q)AM (zq
2, q) + . . .
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7 Some other shift-plethystic identities
In this section we establish some relations between the languages of partitions, compositions
and shifted plethystic trees. As a motivating example for Theorem 20, let us take the following
composition in C (1),
κ = 56763454343342332.
Placing a bar before each local (non-strict) minimum of the sequence,
|5676|3454|34|3|34|233|2.
We see that the local minima form a partition in weakly decreasing form λ = 5333322. Each
word between two bars is associated to a word of a shifted plethystic tree,
X5676X3454X34X3X34X233X2
is in the language (σ5A )(σ3A )(σ3A )(σ3A )(σ3A )(σ2A )(σ2A ) = Xλ ◦s A .
Theorem 20. We have the following identities
C (1) =
1∏
n=∞
1
1−Xn ◦s A =
1∏
n=∞
1
1− σnA . (43)
σC (1) =
2∏
n=∞
1
1−Xn ◦s A =
2∏
n=∞
1
1− σnA . (44)
Proof. Let κ be a composition in C (1). Define i1 = 1 and λ1 = κ1, and while the set Ar−1 = {i >
ir−1|κi ≤ κir−1 = λr−1} is nonempty define recursively
ir = minAr−1 and λr = κir .
Let κ(r) be the segment of κ after (and including) λr = κir and before (and excluding) kir+1 =
λr+1. We claim that each word Xκ(r) is in the language σ
λrA . If `(κ(r)) = 1 the statement is
trivial. If `(κ(r)) > 1, it follows since κ(r) is in C (1) and all of its parts after λr (the shifted height
of the root) are greater than it. Hence, for each word Xκ ∈ C (1), there exists a unique partition
λ1 ≥ λ2 ≥ · · · ≥ λl, as defined above, such that Xκ ∈ Xλ ◦sA . Conversely, every word in Xλ ◦sA
is in C (1). Then C (1) can be expanded as follows, using the generating function of the weakly
decreasing partitions (6)
C (1) =
∑
λ
Xλ ◦s A =
1∏
n=∞
1
1−Xn ◦s A .
Eq. (44) follows immediately by shifting.
From Eq.(43) we get
(C (1))g = (
1∏
n=∞
1
1−Xn ) ◦s A (−X) (45)
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where A (−X) is the graded generating function of A . Using the fact that the shift-plethystic
inverses of A and A (−X) are respectively equal to X0 − X0X1 and X0X1 − X0, we get the
identities
C (1) ◦s (X0 −X0X1) =
1∏
n=∞
1
1−Xn (46)
P2 ◦s (X0X1 −X0) = ((C (1))g)−1 ◦s (X0X1 −X0) =
∞∏
n=1
(1−Xn) (47)
The left hand side of equations (46) and (47) are respectively equal to
C (1) ◦s (X0 −X0X1) =
∑
κ∈C (1)
`(κ)∏
i=1
Xκi(1−Xκi+1)
P2 ◦s (X0X1 −X0) =
∑
λ∈P2
`(λ)∏
i=1
Xλi(Xλi+1 − 1)
Substituting Xn 7→ qn, we get the identities
∞∑
n=0
qn
∑
κ∈C (1)[n]
`(κ)∏
i=1
(1− qκi+1) =
∞∏
n=1
1
1− qn
∞∑
n=0
qn
∑
λ∈P2[n]
`(λ)∏
i=1
(qλi+1 − 1) =
∞∏
n=1
(1− qn).
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