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Abstract
Location-awareness has become an important issue in modern life. In en-
vironments with good view to the sky, global navigation satellite systems can
provide very accurate location estimates. Though, their positioning perfor-
mance decreases significantly if the view to satellites is blocked. Indoors, no
localization solution may be obtained at all.
Terrestrial signals such as from telecommunication base stations or wireless
local area network routers can be used for indoor localization. However, the
localization performance may suffer from multipath propagation when tradi-
tional propagation delay based algorithms are applied. The transmit signal is
reflected, scattered and diffracted in the environment, distorting the signal and
leading to a bias in the delay estimates.
With multipath assisted positioning, a new approach has emerged, that ex-
ploits the information in multipath components (MPCs) by treating them as
line-of-sight signals from virtual transmitters. While the locations of the physi-
cal and virtual transmitters are generally unknown, they can be estimated with
simultaneous localization and mapping (SLAM). One SLAM based multipath
assisted positioning algorithm is Channel-SLAM, where the user location is esti-
mated simultaneously with creating a map of physical and virtual transmitters.
The Channel-SLAM algorithm is limited to single users. There are many
settings where multiple users move in the same indoor environment, such as in
shopping malls or public buildings. The contribution of this thesis is to extend
Channel-SLAM by cooperation among users in terms of exchanging maps of
transmitter locations. This cooperation can drastically increase the positioning
performance of all cooperating users.
However, Channel-SLAM is only a relative localization system, as no relation
of the user location to an absolute coordinate frame is known. The transfor-
mation parameters relating the coordinate systems of a user to the coordinate
system of a map the user obtains from a different user are unknown. In addition,
the correspondences among transmitters observed by the user and transmitters
in the map are unknown. Estimating these transformation parameters and cor-
respondences is referred to as map matching.
A robust map matching scheme is crucial for such cooperation. Since the lack
of diversity among virtual transmitters leads to ambiguities in map matching,
the transmitter state space is augmented by information from where transmit-
ters are visible. A transmitter is visible, if its signal can be received in a LoS
condition. Two new tracking filters for Channel-SLAM are derived that map not
only the locations, but also the visibility information about transmitters. The
visibility information increases the robustness of Channel-SLAM by facilitating
the detection of loop closures. In addition, it is used to derive a robust data asso-
ciation scheme. Data association in multipath assisted positioning refers to the
challenge of associating signal components with transmitters, leading to robust
and accurate long term SLAM. Finally, increasing the transmitter diversity with
visibility information improves the positioning performance of Channel-SLAM
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A wide range of services require precise localization. In outdoor environments
with a clear view to the sky, the performance of global navigation satellite sys-
tems (GNSSs) can satisfy the need of many location-based services with respect
to the localization performance [ME11]. In particular the spread of smartphones
equipped with GNSS sensors has made users accustomed to knowing their cur-
rent locations. In urban canyons or indoors, though, GNSS based localization
suffers from multipath propagation, shadowing and blocking of signals or low
received signal strengths, for example. In indoor scenarios, the performance of
GNSS is poor, or no localization solution can be obtained at all.
Services based on location awareness in indoor scenarios can be found in nu-
merous fields of life, such as in entertainment, in the health sector, in automation
or in marketing. Examples for such services include the following.
 Navigation in airports, malls and administrative offices aims at improv-
ing the user experience by guidance on the fastest or most convenient way
to a destination.
 First-responder localization during and after disastrous events is of
crucial importance to the safety of rescue squads and affected citizens. In
particular, search and rescue missions in harsh indoor areas are dependent
on knowing the current location of active forces.
 Assistive healthcare systems can assist and relieve nurses with the
location of patients. Patients with Alzheimer’s disease, for example, may
roam and get lost within a healthcare facility and need to be found by the
staff.
 Intelligent warehouses allow decreasing the cost of logistics consider-
ably by automation. Robots picking up and delivering goods in a ware-
house need to know where they are and where the goods are stored.
 Interactive and mixed reality games are played simultaneously in
a virtual and the real world. Events in the virtual world are triggered
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by a player approximating a location in the physical world. For example,
players can be rewarded with virtual points or posed challenges when they
are at certain physical locations.
 Augmented reality refers to an enhancement or extension of the per-
ception of the real world with virtual features. The placement of virtual
features requires a precise localization of a user or device in the real world
for a convenient user experience.
1.1 Indoor Localization
The demand for indoor localization has pushed the research in localization tech-
nologies and algorithms that do not rely on GNSSs. There are localization
approaches that utilize wireless infrastructure such as radio-frequency identifi-
cation (RFID) [Bd08] or ultra-wideband (UWB) [SM16] transceivers. Never-
theless, deploying and maintaining such infrastructure can be too expensive or
time consuming. In contrast, radio signals from cellular base stations or wireless
local area network (WLAN) routers tend to be ubiquitously available in popu-
lated areas. In addition, with smartphones, the necessary hardware to receive
these signals is widespread. Although such signals are not designed solely for
localization purposes, the information they reveal regarding the location of a
receiver can be exploited [DSR12].
Indoor scenarios have often been considered difficult for wireless localization
due to multipath propagation [YSG09]. A transmitted radio signal is reflected
at walls and scattered and diffracted at objects. Therefore, a sum of signal
components that have traveled along different propagation paths arrives at the
receiver. A signal component is either the line-of-sight (LoS) component or a
multipath component (MPC). The LoS component describes the signal compo-
nent traveling on the direct propagation path from the transmitter to the re-
ceiver. All other signal components are MPCs. Using propagation delay based
localization methods, for example, multipath propagation causes a bias in the
estimate of the propagation time of the LoS component from a transmitter to a
receiver. Consequently, the estimated location of the receiver is biased as well.
The term user may refer to a mobile user or the actual receiver a user is
equipped with in the following.
1.2 Multipath Assisted Positioning
With multipath assisted positioning, a novel approach that exploits the spatial
information contained in MPCs for localization has emerged. It regards each
MPC as a LoS signal from a virtual transmitter as exemplarily depicted in
Fig. 1.1. Omitting the LoS path from the physical transmitter Tx to the user,
a MPC arrives at the user after being reflected at a wall. This MPC can be
regarded as a LoS signal from the virtual transmitter vTx, which is located at the






Figure 1.1: In multipath assisted positioning, the MPC arriving at the user
after being reflected at the wall is interpreted as a LoS signal from the virtual
transmitter vTx.
has no correspondence in the physical world. It merely indicates the apparent
origin of a MPC. Each MPC detected by a receiver can be interpreted as a signal
from a virtual transmitter in a LoS condition.
If the locations of the physical transmitter and structures in the environ-
ment such as reflecting walls or scattering and diffracting objects are known,
the locations of the virtual transmitters can be calculated. Structures in the
environment may be known from a floor plan, for example. Using virtual trans-
mitters, localizing a user might be possible with only one single physical trans-
mitter. Multipath assisted positioning approaches that assume the environment
to be known have been presented for UWB [MGW10; Mei+13; Lei+14] or radar
[Set+12] signals, for example. In [NK17], a network of physical transmitters is
assumed to be available for multipath assisted positioning. Even with knowl-
edge of a floor plan, the associations of received signal components to physical
and virtual transmitters need to be established [OSD15; Lei+16].
In a general setting, information on the environment is not available, and
the location of the physical transmitter is unknown. However, the locations
of the physical and the virtual transmitters can be estimated jointly with the
location of a user with simultaneous localization and mapping (SLAM) [DB06].
In SLAM terms, the user is localized simultaneously with mapping the states
of physical and virtual transmitters. A transmitter state comprises both the
location of a transmitter and its clock offset towards the user.
Multipath assisted positioning algorithms using SLAM without prior in-
formation on the environment have been presented in [Wit+16; Wym+18;
Kim+18; Sha+18; Yas+18; Men+19b; Men+19a] for fifth generation (5G) and
mmWave systems. UWB systems have been considered in [KAT13; Lei+17],
for example. The authors of [Lei+17; Lei+19] focus on algorithms using factor
graphs in multipath assisted positioning.
Theoretical bounds for multipath assisted positioning have been provided in
[SW09; WM12; SD13; Lei+15; Gen+16a], for example.
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With Channel-SLAM, the authors of [GJD13b] and [Gen+16a] have intro-
duced a SLAM based multipath assisted positioning algorithm that does not
require prior knowledge of the environment. Channel-SLAM does not differen-
tiate between the LoS component and MPCs. Instead, every signal component
is regarded as a LoS signal from a transmitter.
1.3 Goal of the Thesis
Channel-SLAM has been designed for estimating the location of a single user.
In many indoor scenarios such as malls, museums or public buildings, a high
fluctuation of users can be expected. For each user in a scenario, Channel-
SLAM estimates the transmitter states from scratch. Thus, a transmitter’s
state estimate tends to have a high uncertainty upon initialization, leading to a
high uncertainty about the user location, a long convergence time and a limited
localization performance.
The goal of this thesis is to exploit the so far unused potential of coopera-
tion in Channel-SLAM. Users can cooperate by exchanging maps of estimated
transmitter states to avoid the high uncertainty about the transmitter states
when the transmitters are initialized. If a user moves in a scenario with a map
obtained from a different user, the information in such a map can be used as
prior information. The localization performance is expected to improve and the
convergence time to decrease at the same time. In addition, the user can update
and improve the information on transmitter states in the prior map. Finally, the
updated map can be handed over to the next user. With more and more users
contributing to the map, the map becomes more complete in terms of number of
transmitters and convergence of transmitter state estimates. In turn, a better
prior map improves the localization performance of the users.
The effect of cooperation is exemplarily illustrated in Fig. 1.2. It shows
the same scenario as Fig. 1.1, but with a second user and ellipses indicating
the uncertainty about the users’ locations. The first user simultaneously esti-
mates their location and the state of the transmitters while traveling through
the scenario. The uncertainty about the user location drawn in blue decreases
only slowly, since the initial uncertainty about the transmitters’ states is high.
When the first user hands over a prior map of the transmitter state estimates to
the second user, the initial uncertainty about the transmitters’ states and con-
sequently also about the location of the second user is considerably lower. For
simplicity, the uncertainty about the transmitter states is not drawn in Fig. 1.2.
Though, Channel-SLAM is only a relative localization system. The user
location is estimated relative to the locations of the transmitters in a local co-
ordinate system that the user creates. In general, the initial position of the user
is unknown, and no reference to an absolute coordinate system is known from
GNSSs or other localization systems. In an indoor scenario, for example, a user
may enter a building from an underground parking garage or a subway station,
lose location information in a building, or turn on localization functionality on







Figure 1.2: The ellipses around the users indicate the uncertainty about their
locations. For the first user, the uncertainty about their location is high and the
convergence time is long. If the first user shares a map of the transmitters’ state
estimates with the second user, the initial uncertainty about the transmitters’
states and thus about the second user’s location is decreased considerably.
When a prior map is handed from one user to another, there are two un-
knowns that need to be estimated to be able to use this map. First, the coor-
dinate system of the prior map and the coordinate system of the user receiving
the prior map are related by a rotation and a two-dimensional translation, lead-
ing to three unknown transformation parameters. Second, the correspondences
among transmitters in the prior map and transmitters observed by the user re-
ceiving the prior map are unknown. It is not clear which of the transmitters
observed by the user correspond to which transmitters in the prior map, or if
there are such correspondences in the first place.
A prior map contains only estimated locations and clock offsets of transmit-
ters. These estimates are the basis for map matching. We define the term map
matching as the estimation of the transmitter correspondences and the transfor-
mation parameters relating the coordinate systems. In particular in scenarios
with only one physical transmitter, ambiguities in map matching occur if only
few transmitters have been observed by the user and many transmitters are in
the prior map. In this case, it is likely that the arrangement of transmitter
locations observed by the user can be found in the prior map multiple times.
Likewise, ambiguities in map matching occur if many transmitters have been
observed by the user and only few transmitters are in the prior map.
The fundamental problem of map matching is the lack of diversity among
transmitters. Diversity refers to how easy or hard it is to differentiate among
transmitters. Since a physical transmitter and the virtual transmitters corre-
sponding to MPCs transmit the very same signal that is merely reflected and
scattered in the environment, it is hard to differentiate among these transmit-
ters, and consequently there is only little diversity among them. Thus, it is hard












Figure 1.3: In (a) and (b), visibility areas of the transmitters Tx and vTx,
respectively, are shown. In areas colored green, the respective transmitter is
visible, while in red areas it is not.
transmitter correspondences in map matching.
In order to increase the transmitters’ diversity, a transmitter state can be
augmented by additional information. Within this thesis, the transmitter state
is augmented by the information from which locations a transmitter is visible
or not. A transmitter is visible from a certain location, if a user can receive
the transmit signal in a LoS condition. Following the idea of multipath assisted
positioning, each MPC is a LoS signal from a different virtual transmitter. Since
different transmitters are visible from different locations, visibility information
increases the diversity among transmitters by adding characteristics to trans-
mitters that can help differentiating among them.
Fig. 1.3 visualizes the idea of visibilities of transmitters. It depicts the same
scenario as Fig. 1.1, but with an obstacle blocking the transmit signal of the
physical transmitter. The visibility areas of the physical transmitter are depicted
in Fig. 1.3 (a), and of the virtual transmitter vTx in Fig. 1.3 (b). In green
areas, the corresponding transmitter is visible, whereas in red areas, it is not.
In particular, at both user positions, the physical transmitter is not visible,
whereas the virtual transmitter vTx is.
1.4 Major Contributions
While Channel-SLAM is a promising localization scheme in GNSS denied mul-
tipath scenarios if only few physical radio transmitters are available, it targets
only single users. In this thesis, methods are developed to expand the exist-
ing Channel-SLAM algorithm such that information on estimated transmitter
states can be exchanged and exploited to increase the localization accuracy.
A fundamental problem in Channel-SLAM is the lack of diversity among
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virtual transmitters. In particular, exchanging maps of estimated transmitter
states requires diversity among transmitters for a robust map matching. A
major contribution of this thesis is the inclusion of visibility information in
Channel-SLAM as a requirement for a reliable cooperation in terms of exchang-
ing maps among users. No additional hardware or infrastructure is necessary
to exploit the information on transmitter visibilities. Visibility information is
incorporated in the following aspects of Channel-SLAM.
 New tracking filters using visibility information
If a user comes across a location where they had been before, the same
set of transmitters that had been visible before is supposed to be visible
again. Detecting such a loop closure is an important aspect in SLAM
schemes. Information on transmitter visibility is used for detecting loop
closures in Channel-SLAM and thus increases the localization accuracy.
Two new tracking filters are derived to estimate and exploit transmitter
visibility information.
 Data association
Data association in multipath assisted positioning describes the associa-
tion among signal components, i.e., transmitters, over time. Finding as-
sociations among transmitters across time is a crucial issue for long term
robust SLAM. The lack of diversity among transmitters makes data as-
sociation a particularly difficult problem in multipath assisted positioning
schemes. Augmenting transmitter states by visibility information makes
data association much more robust against false associations. A data
association scheme using transmitter visibility information is derived for
the new tracking filter. It increases the localization performance and in
particular the robustness of Channel-SLAM.
 Cooperation by exchanging maps
The lack of diversity among transmitters makes map matching unreliable,
as ambiguities are likely to arise if only one physical transmitter is available
and certain geometries in the scenario exist. However, with information
about the visibility of transmitters, such ambiguities may be resolved. A
map matching algorithm is developed that relies on both the transmitter
states and visibility information as estimated by the new tracking filter,
increasing the robustness of map matching considerably. The ability to
exchange prior maps of transmitter states among users for cooperation
is a fundamental change in the philosophy of state-of-the-art Channel-
SLAM. It allows for a considerably better localization performance and
simultaneously decreases the complexity.
Thus, including visibility information does improve the performance of single
user Channel-SLAM with a new tracking filter and a reliable data association
scheme. Even more important, it enables exploiting the unused potential of
cooperation among users.
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1.5 Structure of the Thesis
This thesis comprises eight chapters, which are structured as follows.
Fundamental concepts of wireless localization and estimation are introduced
in Chapter 2. It focuses on principles that are used in later parts of the thesis.
Chapter 3 presents the idea of multipath assisted positioning and Channel-
SLAM as one multipath assisted positioning algorithm in detail. It mainly relies
on work published in [Gen+16a] and [Gen18].
In Chapter 4, visibility information on transmitters is introduced. After-
ward, a new Rao-Blackwellized particle filter is derived for Channel-SLAM that
includes such visibility information. The chapter concludes with the derivation
of a reliable data association method based on transmitter states and visibil-
ities for this new filter. The contents of this chapter have been presented in
[Ulm+17a; Ulm+17b; UGD19; Ulm+20].
Cooperation among users by exchanging maps of transmitter states and
visibilities is explained in Chapter 5. It explains how such maps are created,
shared and merged. Parts of this chapter have been published in [ULG18; UG18;
UG19; UGD20].
As the transmitter states are estimated by particle filters in Channel-SLAM,
the communication load is large when prior maps are exchanged. In Chapter 6,
a new tracking filter is derived where the transmitter states are represented by
Gaussian mixture models to decrease the communication load. A data associ-
ation scheme for the filter is derived as well. The contents of the chapter have
partly been presented in [Ulm+18].
In Chapter 7, the performance of Channel-SLAM with exchanging transmit-
ter maps among users is analyzed by means of simulations in an indoor scenario
with respect to several parameters.





The estimation of a user’s position can be performed with a wide range of sen-
sors and corresponding principles. Each of them have specific strengths and
weaknesses, making them suitable to certain scenarios and unfavorable to oth-
ers. Reasons to decide for a certain localization system include the localization
performance, the size, cost and availability of the sensors, necessary or available
infrastructure, the reliability of the system, or environmental conditions.
Inertial sensors for example measure accelerations, and do therefore not re-
quire an infrastructure of any kind. Since the acceleration measurements need
to be integrated twice to obtain a position, errors accumulate and cause large bi-
ases in the long term. Similar considerations hold for gyroscopes, which measure
turn rates of a device [TWW04].
On mobile platforms, odometry measurements can be used to estimate a
position relative to a starting location. Such measurements can be obtained from
rotary encoders on wheels, including the steering wheel [DCC03], or cameras
[SF11], for example.
With an approach called fingerprinting, databases of features in the environ-
ment are created. When a user observes certain features, they can be matched
against the database to localize the user. Features can be images taken with
cameras, for example. Different camera models, exposure times, weather and
daytime conditions, or changes in the environment over time complicate the
matching process. Furthermore, large databases need to be hold available by or
communicated to the user [BOO08].
Magnetic field sensors allow localization by detecting certain patterns in the
magnetic field of the earth, or changes in magnetic patterns. They may be prone
to interfering magnetic fields from non-stationary objects of magnetic materials
or power supply systems, for example [SSR10].
The authors of [Mül+17] have proposed an indoor localization system that
is based on electric noses. Electric noses measure gas concentrations in the
atmosphere. Based on different concentrations of certain gases, the location of
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a user equipped with an electric nose may be determined.
In general, any kind of sensors can be combined in a localization system, and
their information fused to create hybrid systems. The strength of one system
may compensate the weaknesses of another, and systems therefore complement
each other. Combining information from different sensors optimally is a chal-
lenging task, as a common system architecture needs to be found [Kle04; KS11;
Gro13].
Subsequently, we focus on localization with radio frequency signals. From
such signals, position related parameters can be inferred. In Section 2.1, funda-
mental principles of wireless localization are explained. Section 2.2 presents how
a user’s position can be estimated and tracked over time in a Bayesian sense.
2.1 Wireless Localization Principles
Wireless localization approaches use radio frequency signals for localization.
Such signals often stem from systems that are deployed for the sole purpose
of localization. A famous example for such systems are GNSSs such as the
American Global Positioning System (GPS) or the European Galileo system.
Satellites continuously transmit dedicated signals that users on earth can receive
and use to estimate their location. On a smaller scale, ultra-wideband tags or
Bluetooth beacons can be deployed on a room or building scale.
However, there are plenty of other sources of radio frequency signals which
can be used for localization, such as television signals from satellites or terres-
trial transmitters, WLAN or cellular signals, for example. Such signals have
in common that they are not designed for the purpose of localizing a user, but
they may still be utilized for localization, and are therefore called signals of
opportunity (SoOs) [DSR12].
Wireless localization approaches with radio frequency signals can be grouped
into two categories. The first category uses fingerprinting techniques, while the
second category relies on estimating location related parameters of the received
signals.
The first category is based on creating a map or database of signal parame-
ters that have been recorded or calculated prior to the actual position estimation
process. Typically, measurements of signal parameters are taken at many points
of known locations in the scenario of interest in an offline phase. In this way, a
map of so called fingerprints, or training data, is created. Such methods are often
called fingerprinting. When a user moves through a scenario in the online phase,
they take measurements and match them against the mapped fingerprints to de-
rive their position. Fingerprint types that are widely used are measurements
of the received signal strength (RSS), or, in more advanced systems, snapshots
of the channel impulse response (CIR). One main challenge of fingerprinting
are short- or long-term changes in the environment by new objects, removal of
other objects, or people. Such changes lead to different attenuations, reflec-
tions and scattering of the signals, and maps of fingerprints becoming outdated.
Recent research aims to reduce the number of fingerprints needed to update a
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fingerprint map [HC16]. Further more advanced techniques and recent develop-
ments include the improvement of fingerprinting models [BK12], exploiting the
correlations between signals and structures in the indoor environment, and the
calibration of different receiving devices, for example [HC16].
The second category is typically implemented in two stages. In the first
stage, position related parameters of the received wireless signal are estimated.
Examples for such parameters are the delay or time of arrival (ToA), angle of
arrival (AoA), phase, or signal strength. The estimates are used in the second
stage to obtain a localization solution.
In the following, we focus on localization principles based on estimated
ToAs and AoAs of received signals. The position of the user is denoted by
pu = [xu yu]
T , and the location of the jth node of a network by p<j> =
[x<j> y<j>]T . Such nodes are transmitters or transceivers, which are able to
send and receive signals to and from a user.
2.1.1 Time of Arrival Measurements
The expression ToA denotes a point in time when a signal is received. In the
following, we will use the expressions ToA and signal delay synonymously with
time of flight, i.e., the time a signal takes to travel from a network node to a
user or vice versa. The estimation of the ToA of a signal thus yields information
about the distance between a user and a network node. If such ToA estimates
are obtained for a sufficient number of nodes with known location in the network,
the position of the user can be calculated. A simplified model of the received
signal r(t) over time t is expressed as
r(t) = s(t− τ(t)) + n(t), (2.1)
where the transmit signal is denoted by s(t), τ(t) is the ToA, and n(t) is a
stochastic noise process. The estimation of the actual ToA can be performed by
means of a correlator [YSG09] or matched filters [Tur60], for example. When the
nodes are time synchronized among themselves, but not to the user, the clock
offset e of the user relative to the network needs to be estimated in addition.
The function hToA(·) relating the user position pu, the location p<j> of the jth





‖pu − p<j>‖ − e, (2.2)
where c0 denotes the speed of light. The ToA may be expressed in time domain
as τ or in distance domain as d = c0τ .
If a sufficient number of measurements to different nodes is available, the user
location can be estimated. Fig. 2.1 depicts an example for ToA localization with
three transmitting nodes under the simplified assumption of no measurement
errors. The three ToAs τ<j> between the user and the three network nodes
correspond to the three distances d<j> = c0τ
<j> between the user and the
nodes, where j is the index of a node. Consequently, the user position is the








Figure 2.1: Around each of the three network nodes Tx1, Tx2 and Tx3, a circle is
drawn whose radius corresponds to the distance d<j> between the user and the
corresponding transmitter. This distance is obtained by from the corresponding
ToA measurement. The three circles intersect in the user location.
In an n-dimensional scenario where the user is perfectly time synchronized
to the network, at least n + 1 nodes are necessary to uniquely determine the
location of the user. In the two-dimensional scenario in Fig. 2.1, for example,
all three nodes are necessary. For each additional parameter to estimate, such
as user clock offset, a ToA measurement to one more node is necessary.
An example for ToA based localization systems are GNSSs [ME11]. The
GNSS satellites are time synchronized by atomic clocks and orbit the earth on
known trajectories. The satellites continuously transmit navigation messages.
Users jointly estimate their own positions and clock offsets relative to the satel-
lite network.
A distance can also be estimated with two-way ranging between a user and
a transceiver. A signal from the user is received by a network node and imme-
diately transmitted back, or vice versa. From the time between transmission of
the signal and reception of the response, the user can estimate the distance to
the node. In such a case, the unknown clock offset between user and the network
does not influence the distance estimate. Such a protocol is implemented in the
IEEE 802.11 WLAN standard [IEE16], for example. This specific protocol relies
on a two-way ranging process between a router and mobile terminal. Users can

















Figure 2.2: A wave front arrives at an antenna array of three elements with
element spacing da under an angle θ.
2.1.2 Angle of Arrival Measurements
Information about the AoA of a received signal is information about the direc-
tion the signal is coming from. Typically, antenna arrays are used to obtain
information about the AoA. The delay of a signal at an antenna element is
specific to the location of each antenna element in the array. If the geometry
of the array is known, the differences in these delays can be used to calculate
the AoA of the signal relative to the array orientation. Fig. 2.2 shows a linear
antenna array with three elements as an example. The waves arrive at the an-
tenna elements at an angle θ. With an antenna element spacing of da, the delay
difference among neighboring antennas for an incoming wavefront is da/c0 cos θ.
For narrow-band signals, the differences in the delays correspond to differences
in the phase of the signal.
Fig. 2.3 illustrates localization with AoA information in absence of mea-
surement errors. The AoAs of signals of two nodes Tx1 and Tx2, θ<1> and
θ<2>, respectively, are sufficient to determine the position of the user in a two-
dimensional scenario, if the orientation u of the antenna array is known. If the
orientation is unknown, it has to be estimated as an additional parameter, in
which case one more AoA measurement is required. Since the AoA information
is independent from time, synchronization among the network nodes themselves
or network nodes and the user is not necessary.
A simplified model of the received signal for the mth antenna element in the
array is described by [RRL99]
rm(t) = am(θ)s(t− τm(t)) + n(t), (2.3)
where θ is the AoA of the signal and n(t) a stochastic noise process. The scalar
am(θ) is the response of the m
th antenna element dependent on the AoA θ, and







Figure 2.3: The signals from two network nodes Tx1 and Tx2 arrive at the user
under angles θ<1> and θ<2>, respectively, relative to the user orientation u.
The user is located at the intersection of the corresponding lines.
The function linking the AoA measurement θ<j> to the user position and




yu − y<j>, xu − x<j>
)
, (2.4)
where atan2 (y, x) is the four-quadrant inverse tangent function. It returns
the unique counter-clockwise angle between the positive x-axis and the line
connecting the origin with the point given by the coordinates (x, y).
2.1.3 Performance Issues
In reality, the parameter estimates such as ToA and AoA are subject to various
sources of error degrading the localization performance. The most prominent
source is thermal noise affecting the transmitter and receiver hardware. Three
more sources of error are considered in the following, namely multipath prop-
agation, non-line-of-sight (NLoS) propagation and the geometrical dilution of
precision (GDoP), as they play an important role in the following chapters.
2.1.3.1 Multipath Propagation
Multipath propagation is illustrated in Fig. 2.4, where the signal from the trans-
mitter Tx is received by the user via different propagation paths due to reflec-
tions and scattering in the surroundings. The LoS component arrives at the
receiver on the direct propagation path. After undergoing a reflection at a wall,
a second signal component arrives at the receiver as the first NLoS component,
or MPC. A second and a third MPC arrive at the receiver after being scattered
at point scatterers. Each signal component arrives at the receiver with its own
signal parameters, such as amplitude, phase, ToA and AoA.
Although additive noise is always present, we consider a received signal with-
out noise in the following considerations for clarity. Furthermore, dense mul-
tipath components (DMCs) [Ric05] are neglected. DMCs are the MPCs in a






Figure 2.4: The transmit signal from the network node Tx arrives at the user via
different propagation paths. The direct path is drawn solid, whereas reflected
and scattered MPCs are drawn with dashed lines.
The CIR h(t) of a simple static multipath channel can then be expressed as









where α<j> and τ<j> are the complex amplitude and ToA, respectively, of
the jth signal component. The received signal r(t) is the convolution of the
transmit signal with the CIR. The received signal is therefore a sum of the
transmit signal s(t) arriving at the receiver with different parameters such as









In real systems, the signal bandwidth is limited, though. The CIR and a
superimposed received signal with limited bandwidth for the scenario in Fig. 2.4
are plotted in Fig. 2.5. The CIR consists of the four Dirac functions shown with
diamond shaped markers. The first Dirac function with ToA τ1 corresponds to
the LoS component. The second Dirac function with ToA τ2 corresponds to the
MPC reflected at the wall, while the two Dirac functions with delays τ3 and τ4
correspond to the MPCs scattered at the two point scatterers in the scenario in
Fig. 2.4.
The transmit signal considered in Fig. 2.5 is of rectangular shape in frequency




















Figure 2.5: Different signal components correspond to different sinc functions.
The absolute value of the sum of the sinc functions is plotted as a thick red line.
where B corresponds to the bandwidth.
In Fig. 2.5, the absolute values of the contributions to the received signal
corresponding to the single propagation paths are drawn in time domain with
dotted lines. Thus, each dotted line is the absolute value of a scaled version of
the transmit signal shifted in time and phase. The colors of the sinc functions
correspond to the colors of the propagation paths in Fig. 2.4. The absolute
value of the received signal r(t), which is the sum of the four signal components’
contributions, is plotted in red with the solid line.
The principle of estimating the ToA of a signal often relies on finding the
maximum of the first significant peak in the received signal. The argument of the
sinc function in Eq. (2.7) is proportional to the bandwidth used. A larger signal
bandwidth leads to a more narrow sinc function. The higher the bandwidth,
the sharper are the single sinc components, and the more likely is it that no
other signal component’s sinc curve has influence on the ToA estimate. In such
a case, a ToA estimator would be unbiased. In contrast, if the bandwidth of
the transmit signal is small, the influence of signal components on each other is
significant and thus a biased estimate is more likely.
Fig. 2.6 illustrates such a case. The received signal is plotted for the delays
from Fig. 2.5 for different bandwidths. The energies of the received signals are
not equal for the sake of clarity of the figure. Denoting the bandwidth in Fig. 2.5
by B0, the considered bandwidths are 0.5B0, B0, and 5B0. It becomes evident
that the second signal component shifts the maxima of the curves further to the
right away from τ1. The shift increases as the bandwidth decreases. The excess















Figure 2.6: The received signal is plotted for three different bandwidths. The
maximum amplitudes of the curves are set equal for clarity.
the delay of the maximum of the received signal and τ1, is labeled ∆e. If the
bandwidth increases towards infinity, this propagation delay decreases towards
zero.
Furthermore, thermal noise on the transmit and receiver hardware affects
the signals as well, leading to additional errors on ToA estimates. The influence
of noise is likely to be greater the smaller the signal bandwidth is, as the peaks
of the sinc functions are sharper for a higher bandwidth.
Hence, multipath propagation causes an excess propagation delay which bi-
ases the ToA estimate. It can be a significant source of error in localization
systems, particularly in urban or indoor scenarios [ZGL19; del+18]. In the
literature, various measures to cope with multipath propagation are proposed.
One measure is the proper modeling of the propagation conditions. If a sta-
tistical model of the scenario, such as indoor or urban, is known, multipath
propagation errors can be reduced [YSG09].
A different approach is to use advanced signal processing methods. Some
methods try to estimate the true CIR between a node and the user, for ex-
ample with Space-Alternating Generalized Expectation-Maximization (SAGE)
[Fle+99] or Estimation of Signal Parameters via Rotational Invariance Tech-
niques (ESPRIT) [PRK85]. If the CIR is known, the influence of MPCs on the
estimate of the LoS component can be mitigated. In [LK06], for example, the
authors use a maximum likelihood (ML) estimator in a delay-locked loop to es-
timate the actual ToA of the signal. Such advanced signal processing methods






Figure 2.7: The direct path between the network node Tx and the user is
blocked. The transmit signal from the network node Tx arrives at the user via
two different propagation paths due to a reflection and scattering at objects in
the environment. Blocked propagation paths are indicated by the gray dotted
lines.
2.1.3.2 Non-Line-of-Sight Propagation
In complex environments, there is often no LoS condition between a network
node and the user, as signals may be blocked by obstacles and objects like
walls. However, a transmit signal from a network node might still arrive at
the user via other propagation paths. Such a situation is depicted in Fig. 2.7,
which shows the same scenario as Fig. 2.4, but with an obstacle blocking the
LoS component and the MPC corresponding to the propagation path via a
scatterer. The blocked signal components are grayed out. The situation where
no LoS component is received as in Fig. 2.7 is referred to as NLoS propagation.
The first signal component arrives at the user after being reflected at the wall.
The user may falsely interpret this MPC as the LoS signal. In this case, the
parameters of the received signal estimated at the user are biased. On the one
hand, the ToA estimate is biased by a positive offset, the excess propagation
delay. On the other hand, the AoA of the first MPC received by the user is
different from the blocked LoS component. In addition, a lower signal-to-noise
ratio (SNR) of the reflected signal compared to a LoS signal further deteriorates
the localization performance [QK02]. Hence, NLoS propagation can be one of
the most significant sources of error [SR96].
There are several techniques to deal with NLoS propagation. A first step
is to detect when the LoS signal between node and user is lost, and thus to
identify a NLoS propagation condition. One approach is to take a hypothesis
test of current range estimates against the history of estimates. In addition,
the standard deviation of the measurement noise can be taken into account in
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such a test [WH96]. Other approaches include distribution tests, where sta-
tistical properties of the received signal are evaluated to differentiate between
LoS and NLoS propagation [YSG09]. When NLoS propagation is detected, the
corresponding measurement may be corrected by estimating the excess propa-
gation delay, or excluded from the set of available measurements if the system
is overdetermined.
2.1.3.3 Geometric Dilution of Precision
Multipath propagation and NLoS propagation affect the estimates of parameters
of signal components. Independently from the quality of these estimates, the
geometry of the scenario influences the performance of localization algorithms.
In Fig. 2.8, there are two situations with two network nodes Tx1 and Tx2 and
one user at an unknown position indicated by the red diamond. In Figs. 2.8
(a) and (b), the user and the node Tx1 are at the same locations, while the
location of node Tx2 is different. The locations of both nodes are known. The
ToA estimates to the two transmitters correspond to the distance estimates
d<1> and d<2>. For the sake of clarity, the distance estimates are offset by a
maximum of ±δu. The user must therefore be on both the blue annulus around
Tx1 and the green annulus around Tx2. The area where the two annuli overlap
and thus the uncertainty about the user location is significantly larger in Fig. 2.8
(b) compared to the overlapping area in Fig. 2.8 (a). The uncertainty due to
the geometry of the scenario is often denoted by the term geometrical dilution
of precision.
Denote the angle between the two lines connecting the user with the two
network nodes as in Fig. 2.8 by θ. It is intuitive that the geometrical dilution
of precision of the user location is related to θ. In fact, it is proportional to
the inverse of sin θ [YSG09]. As θ gets closer to an uneven multiple of π/2 as in
Fig. 2.8 (a), the geometrical dilution of precision shrinks. If the angle gets close
to a multiple of π as in Fig. 2.8 (b), it increases.
More insight into the geometrical dilution of precision is given in [Kel03] and
[YSG09]. The relationship between the geometrical dilution of precision and the
Fisher information is presented in [CA94]. The concept of geometrical dilution
of precision has mostly been investigated for GNSSs with respect to satellite
constellations [PS96; KH05].
2.2 Estimation and Tracking Principles
When estimating the state of a parameter, it is often not possible to measure
the state directly, but only to measure quantities that are somehow related to
the state. For example, in Eq. (2.2) and Eq. (2.4), it is not the position of a
user that is measured, but quantities such as the ToA or AoA of the received
signal from which this position can be inferred. These measurements, or obser-
vations, are typically noisy. Such noise is due to the use of imperfect sensors,
thermal noise, or measurement specific errors, for example. In terms of ToA and


















Figure 2.8: The network nodes Tx1 and Tx2 are arranged in different ways in
(a) and (b). The user position is indicated by the red diamond. The delay offset
measurements are affected by noise, leading to an uncertainty of ±δu indicated
by the transparent annuli around the nodes. The overlapping area of these
annuli is in (a) much smaller than in (b), although there is an ambiguity in the
user position in (a).
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[YSG09]. Estimators seek to find the optimal estimate for the parameter based
on the noisy measurements [BLK04]. Optimality may refer to the maximization
of a likelihood or minimization of an error function, for example.
When the parameters to be estimated are not static, but change over time,
they are referred to as the state of a system, and the steady estimation of the
state as tracking of a dynamic system [BLK04]. If there are correlations between
states at subsequent time instants, knowledge from one time instant can be
taken into account as prior knowledge in the next time instant. In the following,
recursive Bayesian estimation is introduced as a concept of tracking. Afterward,
two algorithms implementing discrete-time recursive Bayesian estimation are
presented, which are the Kalman filter and the particle filter.
2.2.1 The Bayesian Philosophy
In classical estimation approaches, the parameter or state x to be estimated
is a deterministic but unknown constant. The data model is expressed by the
known probability density function (PDF)
p (z;x) , (2.8)
which denotes the PDF of the measurement z parametrized by x. In contrast,
the idea behind the Bayesian philosophy of estimation is to consider x a real-
ization of a random variable or vector [Kay98]. Thus, the model of interest is
the joint PDF of the random variables z and x,
p (z,x) = p (z|x) p (x) . (2.9)
The fundamental difference to classical approaches is that prior knowledge on
the state, namely p (x), is incorporated in the estimation process.
An important estimator is the minimum mean square error (MMSE) esti-
mator. It minimizes the expectation value of the mean square error (MSE)
between the random variable x and the estimator. In the classical case, this
expectation value is minimized with respect to the parametrized PDF p (z;x).
In the Bayesian philosophy, the expectation value is calculated with respect to
the joint PDF p (z,x). This leads to the Bayesian MMSE estimator [Kay98]
x̂MMSE = arg min
x̂
∫
‖x− x̂‖2 p (x|z) dx =
∫
x p (x|z) dx. (2.10)
2.2.2 Recursive Bayesian Estimation
Recursive Bayesian estimation is a method to recursively estimate the evolution
of the dynamic state vector x in the Bayesian philosophy. In particular, the
posterior PDF
p (xk|z1:k) (2.11)
is sought, where xk is the state vector at time instant k, and z1:k are the






Figure 2.9: The dynamic Bayesian network illustrates the conditional dependen-
cies between the state variable x and the measurements z over time, assuming
a Markov process of first order.
Recursive Bayesian estimation works in two stages. In the prediction stage,
the evolution of the state from one time instant to another is predicted based
on a system model. In the update stage, the predicted state is updated by
measurements.
The evolution of the state from one time instant k − 1 to time instant k is
modeled by the system model
xk = fk (xk−1,wk−1) , (2.12)
where the function fk(·) is assumed to be known. To model arbitrary behavior
of the system or an uncertainty in the system dynamics, a sample wk−1 of the
process noise with known covariance matrix Qk is introduced. In localization
problems, the system model is often referred to as movement model. It describes
the stochastic movement of a pedestrian or vehicle, for example, taking into
account certain dynamics [Sär13].
With the measurement model
zk = hk (xk,nk) , (2.13)
the state is linked to the available measurements at time instant k to update
the state estimate. The function hk(·) is assumed known and the measurement
noise sample nk models uncertainty in the measurement. It is a realization of
a measurement noise process with known covariance matrix Rk. Examples for
simplified measurement models without noise are given by Eq. (2.2) for ToA
measurements, and by Eq. (2.4) for AoA measurements.
Fig. 2.9 depicts a simple dynamic Bayesian network, which shows the esti-
mated states, the measurements and their relationships and dependencies over
time. In Fig. 2.9, the measurement zk at time instant k is only dependent on
the state xk at time instant k. Likewise, the state xk depends only on the
previous state xk−1. If this previous state is known, xk becomes conditionally
independent from any state before time instant k−1. Such a relationship is often
assumed and describes a Markov process of order one [CT06]. Mathematically
speaking,
p (xk|x0:k−1) = p (xk|xk−1) , (2.14)
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where x0:k−1 is the history of the states from time instants zero to k − 1.
The system model in Eq. (2.12) is related to the horizontal arrows representing
the evolution of the state. Likewise, the measurement model in Eq. (2.13) is
related to the vertical arrows representing the link between the state and the
measurements.
In a Bayesian perspective, the goal is to recursively calculate the degree of
belief in the state xk at time instant k based on the measurements from time
instants 1 to k, z1:k. Thus, we seek the posterior distribution p (xk|z1:k) at time
instant k. In the prediction step, the prior PDF of the current state xk given
the measurements from time instants one to k − 1 is calculated by
p (xk|z1:k−1) =
∫
p (xk|xk−1) p (xk−1|z1:k−1) dxk−1, (2.15)
where we assume a first order Markov process as in Fig. 2.9. Hence, the state
at time instant k is independent from the measurements from time instants one
to k− 1, if the state at time instant k− 1 is known, since the information about
the measurements from time instants one to k − 1 is contained in state at time
instant k − 1. In the update step, the posterior PDF of the current state xk
given the measurements from time instants 1 to k is calculated with Bayes’
theorem by
p (xk|z1:k) =
p (zk|xk) p (xk|z1:k−1)
p (zk|z1:k−1)
. (2.16)
The denominator in Eq. (2.16) is independent from the state xk and therefore
only a normalizing constant.
The first factor in the integral of Eq. (2.15) relates to the system model in
Eq. (2.12), while the second factor is obtained by the update step in Eq. (2.16)
at time instant k − 1. Likewise, the second factor in the nominator Eq. (2.16)
is obtained from the previous prediction in Eq. (2.15). The first factor in the
nominator is related to the measurement model in Eq. (2.13), and it is referred
to as the likelihood function. For a given prior distribution p (x0) of the initial
state x0, the state posterior p (xk|z1:k) can in principle be calculated recursively
with the above equations.
Tracking a state over time may allow obtaining an estimate in an underde-
termined system, if a part of the state to estimate can be assumed static. To
illustrate that idea, consider a two-dimensional scenario with two network nodes
Tx1 and Tx2 of known locations, and one user with unknown initial location
pu,0 as depicted in Fig. 2.10.
The user is assumed to be time synchronized to the network. There are four
unknowns, namely the two locations pu,0 and pu,1 of the user in two dimensions
each. With only one ToA measurement from one user location to the two net-
work nodes, the user location can not be solved uniquely at one time instant,
indicated by the two intersection points of each pair of circles around the nodes.
The solid circles intersect at the first user position pu,0 and at a different posi-







Figure 2.10: The user takes ToA measurements at two different positions pu,0
and pu,1 at time instants zero and one. The ToAs correspond to the radii of the
circles around the network nodes Tx1 and Tx2.
However, the user may move within the network, and take ToA measure-
ments from different locations. The step pu,1 − pu,0 from one user position to
another is indicated by the dotted arrow. Assume that the relative movement
of the user and thus the system model as in Eq. (2.12) is known with only some
uncertainty, for example by the history of the movement or from the odometry.
For each time instant, there are two new ToA measurements, corresponding
to two equations linking the unknowns to measured values. Over time, this
system becomes overdetermined, and tracking the user position with ToA mea-
surements within the network is possible. As the user moves in the scenario
taking ToA measurements to the nodes, the uncertainty about the step vectors
and consequently the user positions is reduced over time.
In absence of knowledge of the original state x0, the prior distribution p (x0)
may be chosen to be uniform. In localization problems, there often is prior
knowledge of some kind available. For example, a rough location may be given
by the identifier of a received cellular or WLAN signal from a transmitter whose
location is known at least to a certain extent.
2.2.3 Optimal and Non-Optimal Estimators
The integral in Eq. (2.15) is in general intractable or does not have a closed-form
solution at all, depending on the PDFs in the integral. Nevertheless, in some
special cases, closed-form solutions to recursive Bayesian estimation that can be
calculated with efficient algorithms exist. For example, under the assumptions
that
1. the system and measurement noise terms in Eq. (2.12) and Eq. (2.13),
respectively, are drawn from Gaussian distributions,
2. the prior PDF p (x0) follows a Gaussian distribution, and
3. the system and measurement models in Eq. (2.12) and Eq. (2.13), respec-
tively, are described by linear functions,
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an optimal solution can be obtained with the Kalman filter [Kal60].
The Kalman filter is optimal in an MSE sense, i.e., it minimizes the MSE of
the estimated quantities. In absence of the above assumptions regarding linear-
ity and Gaussian noise, non-optimal solutions using approximations exist. In
the following, the Kalman filter, the unscented Kalman filter (UKF), the Gaus-
sian sum filter (GSF), and the particle filter, which is such an approximation,
are presented.
2.2.3.1 The Kalman Filter
Under the assumption of linear models, a Gaussian prior distribution and Gaus-
sian noise terms as above, all involved PDFs in the recursive Bayesian estimation
process are Gaussian distributed. This can be explained by the fact that the
conjugate prior of the Gaussian distribution is the Gaussian distribution itself.
Hence, updating a prior Gaussian PDF with data which are also Gaussian dis-
tributed results again in a Gaussian PDF.
A Gaussian PDF of the state x with dimension N × 1 can be parametrized












If a scalar value is estimated, both the mean and the covariance involved in the
Kalman filter are scalars as well. An intuitive derivation of the Kalman filter
for this case is presented in [Far12]. The equations of the Kalman filter are
presented in Appendix A.1.
In localization problems, the measurement model is rarely linear. For ToA
estimation in more than one dimension as well as for AoA estimation, the models
are nonlinear, as can be seen in Eqs. (2.2) and (2.4), respectively. If any model
is nonlinear, it can be linearized around the operating point. The extended
Kalman filter (EKF) [BLK04] uses a first-order Taylor series expansion for lin-
earization of the system models. However, the extended Kalman filter is not an
optimal filter, and its performance depends on the degree of the nonlinearity of
the system, which may introduce large errors into the estimates [WM00].
2.2.3.2 The Unscented Kalman Filter
A variant of the Kalman filter is the unscented Kalman filter [JUD95; JU97;
WM00], which employs a nonlinear transformation to deal with nonlinear sys-
tem and measurement models. In particular, it relies on the unscented transform
[Jul02]. If a random variable x of dimension N undergoes a nonlinear trans-
formation g(·), the statistics of the resulting random variable y = g(x) can in
general not be computed in closed form. The idea of the unscented transform
is to propagate a set of deterministically chosen, weighted points, called sigma
points, through the nonlinear function. Based on the resulting points, a mean
and covariance are approximated for the random variable y.
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An outcome of the unscented transform are numerical approximations of
certain types of integrals. If the integrand is a product of a function g(x) and
a Gaussian PDF N (x;µx,Cx) with mean µx and covariance Cx, the integral
can be approximated by∫




where Xm is the m
th of the Nsig sigma points, and ωm its associated weight.
Valuable insight into sigma point methods and their relation to Gaussian process
quadratures can be found in [Sär+16].
In the literature, various sets of sigma points have been proposed [Jul02;
AH09]. Sigma points are chosen with the goal to preserve many moments of the
original statistics of x through the transform. Since the number of sigma points
influences the computational complexity, a small number of points is desirable.
The authors of [JUD95] chose the Nsig = 2N + 1 sigma points and their
weights for a real number κ as























for m = 1, ..., N . The vector (A)m is the m
th column of the matrix A, and
(N + κ)Cx is factorized such that







With the above choice of sigma points, the first and second moments of the
random variable x are preserved through a nonlinear transformation.
In [AH09], the authors present a choice of 2N sigma points for the unscented
Kalman filter with an intuitive derivation for the sigma points, giving useful
insight into the unscented Kalman filter. Their sigma points are the ones in
Eq. (2.19) for κ = 0. However, the very same choice of sigma points had been
proposed before in [Sim06].
The unscented Kalman filter outperforms the extended Kalman filter in
a wide range of applications [WM00; JU04]. Filters based on the unscented
Kalman filter have been applied in various kinds of localization problems, such
as [MC05; TBF05]. In [KSC07; KSC08], the authors split the state space in a
SLAM problem. The states of landmarks are estimated with unscented Kalman
filters, where the measurement model is based on a linearization, though.
The equations of the unscented Kalman filter are presented in Appendix A.2.
2.2.3.3 The Gaussian Sum Filter
Modeling a posterior PDF as a Gaussian PDF is often a poor approximation
and degrades the performance of a Bayesian filter. A better approximation is a
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weighted sum of NN Gaussian components, where the `
th component has a mean
µ<`>x , a covariance C
<`>
x , and an associated weight w
<`>. The posterior PDF
of the state’s history given the history of measurements z1:k at time instants













where the weights at each time instant sum up to one. The model in Eq. (2.21)
is referred to as Gaussian mixture model [AM12]. The Gaussian sum filter uses
Kalman filters to estimate the evolution of the single Gaussian components in
the Gaussian mixture. Other Kalman based filters such as the extended Kalman
filter or unscented Kalman filter can be used in a straightforward manner. In the
update step of the Kalman filters, the weights of the components are updated
based on the measurements and normalized to one afterward. The equations
for the weight update can be found in [AM12] for the extended Kalman filter
case. In [Leo+13] the authors propose a Gaussian sum unscented Kalman filter.
The equations for the weight updates in the unscented Kalman filter case can
be found in [Kot14], for example.
2.2.3.4 The Particle Filter
The particle filter [GSS93] is a Monte Carlo (MC) based method to solve the
recursive Bayesian estimation problem [Gus+02; Aru+02]. The idea of the
particle filter is to represent the involved PDFs by a set of random, weighted
samples, the so-called particles, in the state space. Each particle can be regarded
as a hypothesis of the true state. The history of the state of the ith particle at
time instant k is denoted by x<i>0:k and their weights by w
<i>
0:k . The number of









A PDF represented as in Eq. (2.22) is denoted by the term particle cloud.
With an increasing number of particles, the representation in Eq. (2.22)
becomes more accurate, and the non-optimal particle filter approaches the per-
formance of an optimal estimator.
The representation of the involved PDFs in the particle filter allows in prin-
ciple for a simple implementation of the system and measurement models in
Eqs. (2.2) and (2.4). In the prediction step, new particles are drawn based on
the system model. In the update step, the weights of the particles are updated
based on the measurements. A particle filter can handle both nonlinear models
and system and measurement noise terms that are distributed arbitrarily.
It is in general difficult or computationally complex to draw samples from
an arbitrary PDF, though. Instead of sampling directly from the PDF on the
left hand side of Eq. (2.22), one can sample particles from an importance den-





















Figure 2.11: If sampling from the PDF p (x) is difficult or complex, particles
can be drawn from the importance density q (x). The weights of the particles
are adjusted accordingly.











Fig. 2.11 illustrates the idea of importance sampling. Instead of directly
sampling particles from the PDF p (x), samples are taken from the importance








A good importance density is crucial in the design of a particle filter. On the
one hand, it should be chosen such that sampling from it is simple. On the
other hand, it should be close to proportional to the actual posterior PDF.
The weights in Eq. (2.23) are based on the entire history of user positions.
It would be favorable to be able to update the weights sequentially at each time
instant k. With the assumption of a first order Markov process and a causal
system, the importance density is
q (x0:k|z1:k) = q (xk|x0:k−1, z1:k) q (x0:k−1|z1:k−1) . (2.25)































where the right hand side can be obtained from the system model. In this case,








After the weights are updated, they need to be normalized. The weight of the







A particle filter typically suffers from degeneracy. Over time, it is likely
that the weight of one particle approaches one, while the weights of all other
particles go to zero. Hence, the approximation of the posterior PDF becomes
very poor, while a large part of the computational complexity is spent on up-
dating particles with negligible contribution. To cope with this problem, one
can resample the particles based on their weights to eliminate particles with
low weight and thus limited contribution. One possible resampling algorithm is
exemplarily illustrated in Fig. 2.12. First, the cumulative distribution function





for s = 1, . . . , Np, and c0 = 0. The weight CDF sequence is plotted in blue.
The weights wi = w
<i> correspond to the vertical distances between values of
the CDF sequence. Likewise, a sequence u of Np values is chosen such that u1
is drawn from a uniform distribution between zero and 1/Np, and




for i = 2, . . . , Np. The values of u are depicted in red. The first value u1
is random and determines the other values of the sequence. The differences
between neighboring entries in the sequence u are 1/Np.
For simplicity, a particle before resampling is denoted by the term old par-
ticle, and a particle after resampling by the term new particle. The ith new
particle x∗<i>k is chosen such that it is the î
th old particle x<î>k if cî−1 < ui ≤ cî.
A resampling algorithm is presented in Algorithm 1.
For example, in Fig. 2.12, c1 < u3 ≤ c2, and thus the third new particle
is the second old particle. In particular, some particles might be eliminated
or duplicated once or multiple times. In Fig. 2.12, the second old particle is
duplicated, and corresponds to the second and third new particle. Therefore,






k are obtained. The third
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resampling
Figure 2.12: The blue curve corresponds to a CDF of the particle weights. The
particles are resampled based on the sequence u drawn in red.
Algorithm 1: Resampling algorithm
Input: old particles x<i>k and weights w
<i>
k for i = 1, ..., Np
Output: new particles x∗<i>k and weights w
∗<i>
k for i = 1, ..., Np
1 construct the CDF sequence c with c0 = 0 and Eq. (2.30);
2 set l = 1;
3 draw u1 from a uniform distribution between zero and 1/Np;
4 construct the sequence u with Eq. (2.31);
5 for i = 1, ..., Np do
6 while ui > cl do
7 l=l+1;






old particle x<3>k is eliminated. The further assignments in the example in










k . In the
resampling process, the weights of the new particles are set uniformly to 1/Np
as in Line 9 in Algorithm 1.
The resampling algorithm is applied if the degeneracy becomes too large. A
possible measure for the degeneracy is the effective sample size N effp [KLW94],








where the weights w<i> are normalized to one. When N̂ effp falls below a thresh-
old N̄ effp , the particles may be resampled [Aru+02]. In the special case where
w<i>k =
1/Np for i = 1, . . . , Np, the estimated effective sample size N̂
eff
p equals
the actual sample size Np. This special case occurs after resampling as in Algo-
rithm 1, for example.
One iteration of a generic particle filter at time instant k > 0 is summarized
in Algorithm 2. There are numerous variants of the particle filter in the litera-
ture. They differ by the choice of the importance density, by the time instants
for resampling, or the resampling procedure itself, for example.
Algorithm 2: A generic particle filter step at time instant k > 0
Input: x<i>0:k−1 and w
<i>
0:k−1 for i = 1, ..., Np, z1:k
Output: x<i>k and w
<i>
k for i = 1, ..., Np
1 for i = 1, ..., Np do





3 calculate the weight w<i>k with Eq. (2.28);
4 normalize the weights with Eq. (2.29) ;
5 if the particles suffer from degeneracy then
6 resample the particles
The particle filter and the unscented Kalman filter seem to bear resemblance
to each other as they use points in the state space that are propagated through
nonlinear models. However, the idea of the two is fundamentally different. In the
unscented Kalman filter, a set of relatively few points is chosen deterministically
with the goal of preserving certain moments of the original PDF through the
transformation. In the particle filter, a typically large set of points is chosen
randomly. Fig. 2.13 illustrates the two different concepts. On the left hand side,
a PDF is indicated by its mean depicted by the red cross and the 95 % confidence
region depicted by the red ellipse. The probability that a sample taken from the
PDF lies within the ellipse is therefore 95 %, and thus the concept of a confidence
region is closely related to the covariance matrix. The green dots are 100 samples
of this PDF, which can be interpreted as particles. The blue diamond-shaped

















Figure 2.13: The mean and 95 % confidence region of a normal distribution are
plotted in red on the left hand side. In addition, 100 particles drawn in green
were sampled, and five sigma points, drawn in blue, are plotted. The original
mean, the particles and the sigma points are propagated through the nonlinear
function g(·) onto the right hand side. The green and blue ellipses are the 95 %
confidence regions of the reconstructed covariances based on the particles and
sigma points, respectively. The transformed mean, the first sigma point and the
particles’ mean on the right hand side are in the same location.
blue and coincides with the mean of the PDF. All points and particles on the
right hand side have undergone the nonlinear transformation g(·). The mean
and the first sigma point still coincide after the transformation. The mean of
the transformed particles is almost the same as the transformed mean. The
green and blue ellipses represent the 95 % confidence regions reconstructed from
the transformed particles and sigma points, respectively. While the mean of
the transformed particles and the first transformed sigma points are almost the
same, there is some discrepancy in the reconstructed 95 % confidence regions.
Particle filters are applied in a vast range of applications. In [CS13], they are
used in structural health monitoring. The authors of [Jou+16] discuss particle
filters for prognostics. In biology and chemistry, particle filters are used to track
complex cellular processes [She+06] or polymerization processes [Che+04], for
example. Further applications include tracking of the human body [MCS02] or
human lips [CN10]. In economics, particle filters are used for dynamic stochastic
general equilibrium modeling [AT10], to track dynamic macroeconomic models
[FR07], or to estimate financial time series such as stock return [SS03], for
example.
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2.2.4 Simultaneous Localization and Mapping
The problem at hand in SLAM is to localize a user in an unknown environment
and to simultaneously create a consistent map of the environment. The user in
the SLAM problem was originally a mobile robot, while applications of SLAM
include indoor and outdoor, underwater, vehicular or airborne scenarios, for
example [DB06]. Likewise, the sensors and types of maps and measurements
used for SLAM vary widely.
The map is defined here as the set M of landmarks, or anchors, where the
jth landmark is denoted by M<j>. Depending on the sensor and system, such a
landmark could be a visual feature, a magnetic signature, or a radio transmitter,
for example. In SLAM, the goal is to estimate the posterior PDF of the user
locations x0:k and the map M based on measurements z1:k,
p (x0:k,M |z1:k) . (2.33)
The structure of Eq. (2.33) resembles the structure of recursive Bayesian
estimation in Eq. (2.11). Indeed, recursive Bayesian estimation can be di-
rectly applied to solve the SLAM problem, for example in form of an extended
Kalman filter. However, the computational complexity of such an approach
grows quadratically with the number of states, making a direct application of
recursive Bayesian estimation unfeasible for many applications.
With an algorithm named FastSLAM, the authors of [Mon+02] have intro-
duced a SLAM approach that reduces the state space by Rao-Blackwellization.
The key idea is to factorize the SLAM posterior in Eq. (2.33) to
p (x0:k,M |z1:k) = p (M |x0:k, z1:k) p (x0:k|z1:k) . (2.34)
This factorization splits the user state from the map, reducing the dimension
of the problem. FastSLAM uses a particle filter to track the state of the user
corresponding to the second factor on the right hand side of Eq. (2.34), and
extended Kalman filters to estimate the landmarks’ locations corresponding to
the first factor on the right hand side of Eq. (2.34). Each user particle is not
only a hypothesis of the user state, but also carries an estimate of the landmark
states, independent from the other particles. The landmark state estimates M
are conditioned on the corresponding user particle history x<i>0:k . A filter with
such a structure is called a Rao-Blackwellized particle filter.
If the measurements for the single landmarks are uncorrelated, the land-
marks can be estimated independently from each other. The first factor at the
right hand side of Eq. (2.34) can then be written as
p
(










which further decreases the complexity drastically. In this case, though, the
spatial correlations among the landmarks can not be used. If an extended
Kalman filter is used to estimate the landmarks’ state, this means that the
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covariance matrix of the map becomes a block diagonal matrix, where each
block on the diagonal is the covariance of one single landmark.
The original FastSLAM algorithm uses the movement model of the user as
importance density in the particle filter as in Eq. (2.27). The full algorithm with
a derivation can be found in [Mon+02]. An updated version with a different
importance density can be found in [Mon+03].
The research in SLAM has been driven mainly by the field of robotics, where
a robot location is estimated simultaneously with a map of the environment
[DB06; BD06]. A variety of different sensors, platforms and applications have
been used, and SLAM schemes have been tailored to all kinds of problems.
Autonomous robots doing SLAM are particularly helpful in hostile environ-
ments, such as under water [Gut+14], underground [Thr+05], in space [NCR19]
or as assistance for humans on rescue missions [BBS10]. Depending on the sen-
sors used, maps can be of various kinds, for example of magnetic field strengths
[HSE17] or radio sources [Men+09]. Overviews of developments and future re-
search activities in SLAM are provided in [Cad+16] and [HD16].
2.3 Summary and Outlook
Within this chapter, we have had a look at several aspects of wireless localiza-
tion and estimation theory. The concept of ToA and AoA positioning will be
used throughout the thesis. The performance issues that were mentioned are
important to understand the concept of multipath assisted positioning.
All tracking filters used in the following are based on recursive Bayesian
estimation. In particular, the particle filter will recur throughout the thesis. In
the following chapter, it is used in the multipath assisted positioning scheme
named Channel-SLAM, which forms the basis of this thesis. Channel-SLAM is
based on SLAM, as it estimates the state of a user simultaneously with creating






Multipath propagation has so far been considered detrimental for wireless lo-
calization. In Section 2.1.3, it was shown how it decreases the positioning per-
formance for signals with finite bandwidths. However, multipath propagation
carries spatial information about the environment. The idea of multipath as-
sisted positioning is to exploit this spatial information for localization.
Within this chapter, a wireless radio frequency localization system exploit-
ing multipath propagation is introduced. The network node(s) transmit radio
frequency signals and are called transmitters. A user equipped with a receiver
utilizes these signals for positioning.
Section 3.1 introduces the idea behind multipath assisted positioning. The
multipath signal model is presented in Section 3.2. An overview of the Channel-
SLAM algorithm is given in Section 3.3. The two steps of Channel-SLAM,
namely channel parameter estimation and state estimation, are explained in
detail in Section 3.4 and Section 3.5, respectively. Section 3.6 presents extensions
to the Channel-SLAM algorithm.
3.1 The Idea of Multipath Assisted Positioning
The key idea of multipath assisted positioning is to regard MPCs arriving at a
receiver as LoS signals from virtual transmitters. Fig. 3.1 illustrates this idea
with one physical transmitter labeled Tx, one reflecting wall and one point
scatterer. The wall represents a planar surface that reflects signals in a specular
manner. The model of a point scatterer is such that it distributes the energy
of an impinging signal uniformly to all directions. The user moves along their
trajectory and receives the transmitted signal at two different locations. For










Figure 3.1: The signal from the physical transmitter Tx arrives at the user via
three different propagation paths. The first MPC that is reflected at the wall
and drawn in blue is regarded as a LoS signal from the virtual transmitter vTx1.
On its second propagation path, the signal is scattered at a point scatterer. The
user regards the corresponding MPC as a signal from vTx2 in a LoS condition.
In the third case, the signal is scattered at the point scatterer and afterwards
reflected at the wall before arriving at the user. The MPC is regarded as the
LoS component from vTx3.
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ted. The signal arrives at the user as a superposition of three different MPCs,
which correspond to three different propagation paths that are discussed in the
following.
The first propagation path in blue leads from the physical transmitter to the
user via a reflection at the reflecting wall. The corresponding signal component
is thus a MPC. However, the user treats this signal component as a signal in a
LoS condition from the virtual transmitter vTx1. The location of the virtual
transmitter is the location of the physical one mirrored at the reflecting wall.
Although the reflection point at the wall depends on the position of the user,
the location of the virtual transmitter does not. In fact, the location of the
virtual transmitter is static if the physical transmitter and the wall are static
as well. Furthermore, the two transmitters Tx and vTx1 are perfectly time
synchronized. This can be deduced from the observation that the propagation
distance of a signal from the physical transmitter to the user via the reflection
point at the wall is exactly the same as the LoS propagation distance from the
virtual transmitter to the user.
On the second propagation path in red, the transmit signal is scattered at
the point scatterer. Again, the corresponding MPC at the user is regarded as a
signal from the virtual transmitter vTx2 in a LoS condition. The location of the
virtual transmitter vTx2 is the location of the point scatterer, and hence is static
as well. Though, there is a propagation delay offset τ0 between the physical
transmitter and the virtual transmitter vTx2. In contrast to the case where
the signal is reflected, the propagation distance from the physical transmitter
Tx to the user via the scatterer is different from the propagation distance of
the signal from the virtual transmitter vTx2 to the user. Their difference is
the Euclidean distance d0 between the two transmitters Tx and Tx2 and can be
regarded as an additional propagation distance. The corresponding propagation
delay τ0 = d0/c0 can be interpreted as a clock offset. In the sense of virtual
transmitters, diffraction of the transmit signal can be regarded as scattering.
On the third propagation path in violet, the transmit signal is first scattered
at the point scatterer, and afterward reflected at the wall. In this case, the single
cases can be regarded one after another as described above. First, the signal is
scattered, and the corresponding virtual transmitter is vTx2. Then the signal is
reflected, and the resulting virtual transmitter vTx3 is at the location of trans-
mitter vTx2 mirrored at the wall. One can thus observe that the propagation
delay offset between the transmitters vTx2 and vTx3 is zero, and the delay off-
set between the transmitters Tx and vTx3 is τ0. In this way, the position and
propagation delay offset between the physical and a virtual transmitter can be
obtained for any combination of specular reflections at surfaces and scattering
at point scatterers. If the signal undergoes only reflections along its propaga-
tion path, the physical and the resulting virtual transmitter are perfectly time
synchronized. If the signal undergoes scattering as well, the length of the actual
propagation path from the physical transmitter to the last involved scatterer
determines the delay offset between the physical and the corresponding virtual
transmitter.
In a nutshell, multipath assisted positioning regards every signal component
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arriving at a receiver as a signal in a pure LoS condition from a physical or
virtual transmitter. A pure LoS condition between a transmitter and the user’s
receiver describes the case in which there is only a LoS signal and no MPCs.
As a consequence, there are no MPCs in multipath assisted positioning, but the
user is either in a pure LoS condition to a transmitter or does not receive a
signal from the transmitter at all.
The Channel-SLAM algorithm that is introduced in the following sections
does not differentiate between physical and virtual transmitters. The term
transmitter by itself therefore refers to either a physical or a virtual transmitter.
Likewise, the term signal component refers to either a LoS component or a MPC.
3.2 Signal Model
The physical propagation channel that is considered is a linear, time-variant
multipath channel. The transmit signal from a physical transmitter arrives at
the receiving antenna array as a superposition of different signal components,
each of them traveling on a different propagation path. The ToA of the jth
signal component at time instant k is denoted by τ<j>k , its AoA by θ
<j>
k , its
complex amplitude by α<j>k , and the array response of the m
th antenna element
given the AoA θ by am (θ). Neglecting noise terms, the CIR hm(τ, k) at time
instant k with respect to the mth receiver antenna in the array can then be













In theory, the number of signal components arriving at the user can be
infinite. In real systems, the receiver sensitivity and noise limit the number of
detectable signal components. When the transmit signal s(t) is sent over the
channel, it is convolved with the CIR. The received signal is sampled at time
instants k. The resulting received signal rm(τ, k) at time instant k at the m
th













where n(τ) is additive noise, which includes both additive white Gaussian noise
and dense multipath components [Ric05]. In Eq. (3.2), it is assumed that the
channel is static during the short time interval during which a snapshot of the
signal is sampled at time instant k.
3.3 Overview of Channel-SLAM
The authors of [GJD13a; Gen+16a] have introduced Channel-SLAM as a mul-
tipath assisted positioning algorithm to track a single user in a multipath sce-











Figure 3.2: Channel-SLAM is a two step approach. In the fist step, the pa-
rameters of the arriving signal components are estimated based on the received
signal. In the second step, these estimates are used to jointly estimate the user
state and the transmitter states with SLAM. In addition, further sensors such
as from an inertial measurement unit may be used.
user in the scenario is equipped with a radio frequency receiver that is time
synchronized to the physical transmitter. In the case that there is no time syn-
chronization between the receiver and the physical transmitter, the time offset
and possibly its derivatives are estimated as well. Within this thesis, such a time
synchronization is assumed. In the following, scenarios with only one physical
transmitter are considered.
Channel-SLAM does not differentiate between the LoS component and MPCs
of a physical transmitter. Each signal component arriving at the user corre-
sponds to one transmitter. Hence, there is no differentiation between physical
and virtual transmitters, and all transmitters are covered by the same model.
Each transmitter is characterized by its location and delay offset as explained
in Section 3.1.
In Channel-SLAM, no knowledge about the location of the physical transmit-
ter or a floor plan to calculate transmitter locations is required. Thus, Channel-
SLAM estimates both the user position and velocity in two dimensions jointly
with the transmitter locations and clock offsets.
An overview of the Channel-SLAM algorithm is depicted in Fig. 3.2. Channel-
SLAM is a two step approach. In a first step, the parameters of signal compo-
nents are estimated by a channel estimator. Details on the channel parameter
estimation are provided in Section 3.4. The estimated ToAs and, if an antenna
array is available at the receiver, AoAs of the signal components are then used
as measurements in the second step, where the position and velocity of the user
and the locations and delay offsets of the transmitters are estimated jointly with
SLAM by means of a Rao-Blackwellized particle filter. Additional sensors, such
as an inertial measurement unit (IMU), can be used in this second step, which
is described in detail in Section 3.5.
The system of equations considered by Channel-SLAM is underdetermined
when one single time instant is considered. Each of the NTX transmitters has
three unknowns, namely its two-dimensional location and its clock offset. In a
general D-dimensional scenario, the number of unknowns for each transmitter
is D+1. In addition, the location of the user corresponds to D more unknowns,
if the user is time synchronized to the physical transmitter. For the sake of
simplicity, estimating the user velocity is omitted in the following consideration.
The number of linearly independent equations relating the measured quantities
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to the unknowns at one time instant and for one transmitter in the second stage
of Channel-SLAM is denoted by E. If only ToA measurements are available from
the channel estimator, for example, E = 1, and if in addition AoA measurements
can be obtained, E = 2. To be able to solve the system conceptually, the number
of equations ENTX must be at least the number of unknowns, yielding
ENTX ≥ (D + 1)NTX︸ ︷︷ ︸
unknowns from transmitters
+ D︸︷︷︸
unknown from the user
. (3.3)
A necessary condition for Eq. (3.3) to hold in a D = 2 dimensional sce-
nario is E > 3. Hence, such a system can not be solved with only E = 2
linearly independent measurements. However, as the user moves through the
scenario, signals at different user positions are received, and additional linearly
independent equations are obtained. At every new time instant, there are only
D more unknowns from the user position, but ENTX more equations. With
measurements from k different user positions,
kENTX ≥ (D + 1)NTX + kD. (3.4)
Rearranging yields the necessary condition ENTX > D, which can be fulfilled
with a sufficient number of transmitters, and the entire system of equations can
in principle be solved over time.
3.4 Channel Parameter Estimation
In Channel-SLAM, a stationary scenario is assumed. However, the channel
is time-variant due to the movement of the receiver. To use the MPCs for
positioning, it is important to know how the signal components’ parameters
evolve over time. In particular, associations among signal components across
time instants are required to be able to correctly assign signal components to
transmitters. Snapshot-based estimators for estimating parameters of signal
components are therefore not well suited.
The channel estimator used within this thesis is the Kalman Enhanced Super
Resolution Tracking (KEST) algorithm [Jos+12]. KEST works in two stages.
In the inner stage, a Kalman filter tracks the parameters of signal components.
In the update stage of the Kalman filter, a snapshot based estimator is used
to update the parameter estimates. While KEST can use any ML estimator in
the inner stage, the SAGE algorithm is used within this thesis. The outer stage
of KEST runs several of these Kalman filters in parallel. Each Kalman filter
carries a different hypothesis of the number of signal components in the received
signal. Initially, this number of signal components needs to be estimated, which
is a model order estimation problem. Afterward, the outer stage of KEST tracks
this number over time.
The PDF, or likelihood function, of a snapshot of the received signal r
parametrized by Θ is denoted by p (r; Θ). The vector Θ contains parameters
that are observable from the received signal, such as ToA, AoA or amplitude,
and their derivatives, which are typically non-observable.
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3.4.1 Model Order Estimation
The parametric model of a signal is often known, but not the number of param-
eters in the model. Estimating the number of signal components within a noisy
signal is an example for such a model order estimation problem [RR97]. Model
order estimation problems have been studied in the literature for decades. The
most prominent approach uses information theoretic criteria [SS04]. It is based
on a best fit of the received signal and the model, where a criterion for a good
fit is based on the Kullback–Leibler divergence, for example. Methods using
information theoretic criteria have in common that they try to minimize the
term
−2 log p (r; Θ) + η (L,Nr)L, (3.5)
where η (L,Nr) is a function of the model order L and the length Nr of the
received signal.
Most information theoretic criteria based approaches to model order estima-
tion differ only in the choice of η (·), which can be regarded as a penalty for an
increasing model order L. Without such a penalty term, an estimator tends to
fit the model to the noise.
Famous selection rules include the Akaike information criterion (AIC), for
which η (L,Nr) = 2, and the Bayesian information criterion (BIC), for which
η (L,Nr) = logNr [SS04]. While the AIC might be inconsistent and tends to
overestimate L, the BIC is considered a better choice as it is an approximation
to the maximum a posteriori (MAP) rule. Within this thesis, the BIC selection
rule is used.
3.4.2 Snapshot-Based Channel Parameter Estimation
In the update step of the Kalman filters in the inner stage of KEST, a snapshot
based ML estimator is applied to estimate the parameters of signal compo-
nents. Such estimators are often used in channel sounding [Wan14], and they
can be split into three major categories [KV96]. The first category is based on
spectral estimation, with the Multiple Signal Classification (MUSIC) [Sch86]
algorithm as the most famous representative. The second category are para-
metric subspace based estimators such as the ESPRIT algorithm. The idea
is to separate the signal and noise subspace based on an eigendecomposition.
The third category contains deterministic parametric estimators, of which the
Expectation-Maximization (EM) algorithm [DLR77] and SAGE [Fle+96] as an
extension of EM algorithm are the most prominent examples. Estimators in this
category are ML based methods. While ESPRIT and SAGE have been shown
to perform very similarly in channel sounding [Tsc+99], we focus on SAGE in
the following.
The EM algorithm has been used to estimate a single parameter of signal
components [FW88], while the SAGE algorithm can estimate multiple parame-
ters jointly [Fle+96]. The optimum ML estimator can in general not be obtained
analytically, or the computational complexity is too high, since too many param-
eters are involved. The underlying idea of both algorithms is to approximate the
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Figure 3.3: In the scenario, there is one physical transmitter labeled Tx. The
black lines are walls that reflect the transmit signal, and the black dot represents
a point scatterer that distributes the energy of an arriving signal uniformely to
all directions. The blue curve from the point labeled START to the point labeled
END is a user trajectory.
ML solution iteratively in two steps, namely expectation and maximization, and
thus to decompose the estimation problem to problems of smaller dimension.
The two steps are briefly described in the following.
In the maximization step, the parameters of each single signal component
are obtained from an ML estimator. If only one parameter is estimated, the
ML estimator can be obtained in closed form [Fle+99]. While the parameters
for one signal component are estimated, the respective other signal components’
parameters are assumed fixed and known.
The complete data describes the sum of the signal components forming the
noise-free received signal. This complete data is unobservable. Observations
of the incomplete data, which is the noisy received signal, can be made. The
complete data is then reconstructed from these observations and the previous
estimates of the signal components in the expectation step. Therefore, the con-
tribution of the estimated signal components are subtracted from the observed
incomplete data. The expectation and maximization step are performed itera-
tively until convergence is achieved.
In the SAGE algorithm, refining the parameters of each signal component
in the maximization step is performed with the EM algorithm.
The SAGE algorithm needs prior knowledge on the number of signal com-
ponents, which can be obtained from model order estimation schemes in Sec-
tion 3.4.1, for example.
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Figure 3.4: The SAGE results are plotted in terms of propagation distance of
signal components versus the user traveled distance. The dotted lines indicate
the true propagation distances for all propagation paths up to an order of two.
Fig. 3.3 shows an example scenario with one physical transmitter illustrated
by the red triangle labeled Tx. The black lines represent walls that reflect
the transmit signal, and the black circle represents a point scatterer. A user
trajectory is plotted in blue with the start point labeled START and the end
point labeled END.
The results of the SAGE algorithm for simulations of a user track in the
scenario in Fig. 3.3 are plotted in Fig. 3.4. The user is equipped with a receiver
with a rectangular antenna array consisting of nine elements. Every 100 ms, the
user records a snapshot of the received signal. The transmitter continuously
transmits a signal with a bandwidth of 100 MHz and a uniform power spectrum
density. In the simulations, the CIR is calculated for each user location with ray
tracing. To create a multipath scenario, single and double reflections and/or
scattering are incorporated as the transmit signal is reflected at the walls or
scattered at the point scatterer. The SNR of the received power averaged over
the user track is 10.1 dB.
In Fig. 3.4, the propagation distances of signal components are plotted versus
the distance the user has traveled assuming eight signal components at each time
instant. The propagation distance is the ToA of the signal component multiplied
by the speed of light. The colors of the curves indicate the absolute values of
the amplitudes of the respective signal component relative to the maximum
amplitude of all signal components throughout the track in linear domain. At
each user location corresponding to a different traveled distance, the propagation
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distances of signal components with parameters estimated by SAGE can be
obtained. The dotted lines correspond to the true propagation paths for the
signal components up to an order of two, i.e., they represent single and double
reflections and/or scattering.
The curve with the shortest propagation distance throughout the track cor-
responds to the LoS path. While the signal components with small propagation
distances are estimated with high accuracy, some MPCs, in particular with
higher propagation distances, are estimated with less accuracy, only for a cer-
tain distance, pointwise, or not at all.
If two or more signal components are closely spaced in several parameters
such as ToA, AoA and phase, the corresponding parameter estimates can be
biased, or the signal components can not be resolved. In this respect, a high
bandwidth of the transmit signal is preferable, since it allows for a better reso-
lution of the signal components in time domain as shown in Section 2.1.3.
3.4.3 Tracking the Model Order
In KEST, the parameters of signal components and their first order derivatives
are tracked by a number of parallel Kalman filters to obtain the evolution of
such parameters over time. Each of the Kalman filters carries a hypothesis L̂ of
the number of signal components, i.e., the model order.
In the inner stage of KEST, a Kalman filter corresponding to such a model
order hypothesis tracks the mean and covariance of the signal components’ pa-
rameters. The system model in the Kalman filters is linear and the process
noise assumed to be additive white Gaussian noise (AWGN) [Jos14]. In the
prediction step, the mean Θ̂L̂,k−1 and covariance matrix P̂L̂,k−1 estimated at
the previous time instant undergo the movement model of the Kalman filter,
resulting in the predicted mean Θ̂−
L̂,k
and covariance matrix P̂−
L̂,k
. In the update
step, these predicted values are fed as initialization into the SAGE algorithm,
which returns the corresponding posterior estimates Θ̂L̂,k and P̂L̂,k based on
the current snapshot of the signal. The detailed equations of the Kalman fil-
ters can be found in [Jos+12]. An example of the prediction and update in
one Kalman filter with L̂ = 4 regarding the mean of the ToA of one signal
component is illustrated in Fig. 3.5. The figure shows the absolute value of a
received signal drawn in blue at time instant k − 1, and below at time instant
k. The amplitude estimates of the four signal components are drawn at the
corresponding delays as red solid lines. The estimated mean τ̂<1>k−1 of the delay
of the first signal component from time instant k − 1 undergoes the prediction
in the Kalman filter resulting in τ̂<1>−k indicated by the red dashed line. The
gray arrow labeled Prediction visualizes this transition. In the update step of
the Kalman filter, the SAGE algorithm is used to obtain the posterior mean
τ̂<1>k as indicated by the gray arrow labeled Update. The predicted values for
the delays and amplitudes of the other three signal components at time instant
k are drawn as red dotted lines. The Kalman filters track not only the means,
but also the covariance matrices of the signal components’ parameters, which





































Figure 3.5: The absolute value of a received signal is plotted in blue at time
instant k − 1 and at time instant k to visualize the prediction and update step
of KEST. The KEST delay estimates for the four delays τ̂ are plotted for both
time instances in red with solid lines. The predicted delay estimate τ̂<1>−k at




















Figure 3.6: In KEST, the signal components’ parameters are estimated with
Kalman Filters (KFs) in parallel for different numbers of signal components.
Three separate Kalman filter instances as explained above run in parallel
with different model orders. The estimated model order at time instant k − 1
is denoted by L̂k−1, and the set of model order hypotheses at time instant k by
Lk. At time instant k, the three model order hypotheses in Lk are L̂k−1 − 1,
L̂k−1 and L̂k−1 + 1. After one iteration of the Kalman filters, a decision block
decides for one of the hypotheses, and thus for the current model order L̂k.
Whenever the model order is chosen as the maximum in Lk in the decision
block, the model order max (Lk)+1 is added to Lk, and a Kalman filter instance
is run with the corresponding highest model order in the new set Lk. Likewise,
every time the minimum of Lk is chosen to be the new model order, the model
order min (Lk)− 1 is added to Lk, and a Kalman filter instance is run with the
corresponding lowest model order in the new set Lk. Afterward, a new decision
on the model order is made based on the new set Lk. Hence, the model order
may change from one time instant to another by any number. A flow chart of
KEST is depicted in Fig. 3.6. The quantities Θ̂L̂k,k and P̂L̂k,k are the estimated
mean and covariance, respectively, of the signal components’ parameters for a
model order of L̂k.
In the decision block, the residuals between the reconstructed signal for the
different model orders and corresponding parameters and the received signal
are calculated. If the decision is made for the order and parameters of the
lowest residual energy, KEST tends to over-fit the signal, though. Such over-
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fit means that noise samples are tracked. In addition, frequent changes of the
model order would cause tracking of signal components with low power and a
short lifetime [Jos14]. Hence, two penalty terms are introduced. The first one
penalizes changes in the model order, and the second one high model orders.
The second penalty term is in line with the information criterion for model order
selection. The final decision is made for the model order for which the sum of
the two penalty terms and an approximation quality term, which is based on
the residual energy, is the lowest [Jos+12]. The model order, the corresponding
estimates of the parameters and their covariance matrices are used in the next
time instant as prior information for the Kalman filter instances.
The change in the model order from time instant k − 1 to time instant k is
denoted by δL,k = L̂k − L̂k−1. If the model order does not change, δL,k = 0.
If δL,k > 0, additional signal components were detected. The reconstructed
signal based on the estimated parameters is subtracted from the received signal.
The parameters of the δL,k new signal components are sequentially initialized
based on the resulting residual. The state vector Θ is extended accordingly.
If δL,k < 0, signal components are discarded. The signal components to be
discarded are chosen such that the residual when subtracting the reconstructed
signal with the remaining signal components from the received signal is the
lowest. The corresponding signal components are deleted from the state vector.
An example where one signal component is discarded from one time instant to
another is illustrated in Fig. 3.7.
The KEST results in terms of propagation distance versus traveled distance
for the scenario in Fig. 3.3 with the same signal parameters and user track are
plotted in Fig. 3.8. The curve with the shortest propagation distance throughout
the track corresponds to the LoS path. In contrast to Fig. 3.4 where SAGE is
used for estimating the signal components’ parameters, one can observe that
in particular signal components with larger propagation distances are tracked
more smoothly. Furthermore, the number of signal components is inherently
tracked by KEST.
Tracking the parameters of signal components with Kalman filters inher-
ently yields associations of signal components from one time instant to another.
In contrast to snapshot-based estimators such as the pure SAGE algorithm,
no additional data association schemes that establish relations among signal
components for neighboring time instants need to be applied. However, KEST
cannot associate a signal component once track of the component is lost. If
track of a component is lost, and the signal component corresponding to the
same propagation path is detected again at a later time instant, KEST can
not establish the corresponding association. Instead, Channel-SLAM initializes
a new transmitter for this signal component. The problem of associating sig-
nal components to transmitters is referred to as data association, and will be































Figure 3.7: The blue curves are the absolute values of received signals at time
instants k and k + 1. The red lines represent estimates of signal components’
parameters from KEST. The fourth signal component at time instant k is dis-
carded at time instant k + 1.
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Figure 3.8: The KEST results are plotted in terms of propagation distance of
signal components versus the user traveled distance. The thin dotted lines are
true propagation distances for all propagation paths up to an order of two.
3.5 State Estimation
The estimates from KEST are used in the second step of Channel-SLAM as
measurement input to simultaneously track the user and estimate the states of
the transmitters. The number of transmitters that are detected and tracked by
KEST at time instant k is denoted by NTX,k, and corresponds to the model
order estimate L̂k. The overall number of transmitters that have been detected
and tracked by KEST from time instants one to k is denoted by NaTX,k. If KEST







Within this thesis, ToA and AoA measurements are considered in Channel-









The vector θk contains the corresponding AoA estimates,
θk =
[














The length of zR,k is NTX,kNm, where Nm denotes the number of different types
of measurements that are available. For example, if ToA and AoA measurements
are used, Nm = 2.
The ToA estimates in Eq. (3.6) are expressed here in time domain. They
can also be stated in a distance domain as propagation delay estimates
dk = c0
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In the following, the ToA estimates’ representation in the distance domain are
used wherever it provides notational simplicity or a more intuitive understand-
ing.
Channel-SLAM considers a static two-dimensional environment with one
physical transmitter. The generalization to multiple physical transmitters is
straightforward if the transmit signals are separated in time, frequency or code
domain, for example. All transmitters have a static location and clock offset.
The location of the jth transmitter at time instant k is denoted in Cartesian






, and its clock offset by τ<j>0,k . The state
















In Channel-SLAM, both the user location pu,k = [xk yk]
T
and the user
velocity vu,k = [vx,k vy,k]
T








= [xk yk vx,k vy,k]
T
. (3.11)




















Within this thesis, the user is assumed to be time synchronized to the phys-
ical transmitter. It is straightforward to drop this assumption, though. In such
a case, the clock offset between the physical transmitter and the user needs to
be estimated and to be included in the user state vector [Gen18]. Depending
on the model of the clock, not only the clock offset but also its derivatives need
to be estimated.
In Channel-SLAM, the history of the state of the user and the states of the
transmitters are estimated based on the measurements and, if available, control
inputs, which are obtained from other sensors such as an inertial measurement
unit. In particular, recursive Bayesian estimation is used to track the PDF
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p (x0:k|zR,1:k,u1:k), where the measurements and the control inputs from time
instants one to k are denoted by zR,1:k and u1:k, respectively. The vector x0:k
denotes the history of the user and transmitter states from time instants zero
to k. Regarding the conditional probability, the PDF can be written as the
product
p (x0:k|zR,1:k,u1:k) = p (xTX,0:k,xu,0:k|zR,1:k,u1:k)
= p (xu,0:k|zR,1:k,u1:k) p (xTX,0:k|xu,0:k, zR,1:k)
(3.13)
to separate the user space from the transmitter space. The user states can
therefore be estimated separately from the transmitters, while the transmit-
ters’ states are estimated conditioned on the user states. The control input
is assumed independent from the transmitters’ states. Factorizing a PDF in
this way is called Rao-Blackwellization. As the computational complexity of
SLAM typically grows polynomially in the dimension of the state space, this
Rao-Blackwellization decreases the computational complexity considerably.
Furthermore, Channel-SLAM assumes independence among the measure-
ments for the single transmitters. Correlations among estimated signal compo-
nents in KEST occur only if two or more signal components are spaced closely
in all signal parameters tracked by KEST, for example if two signal components
arrive at the receiver from the same direction with similar ToAs and complex
amplitudes. It can be assumed that such situations occur only for short time
spans. Thus, correlations affect the estimation of the signal components’ pa-
rameters only for short time spans as well. Consequently, the KEST estimates
and therefore the measurements for the signal components’ parameters can be
assumed uncorrelated in the long term.
The second factor in the second line of Eq. (3.13), which is the posterior
PDF of the transmitters’ state, is further decomposed as [Thr+04]








The above factorization decreases the computational complexity for the estima-
tion of the transmitter states drastically. Instead of one estimator estimating
3NTX,k quantities, there are now NTX,k estimators for three quantities each.
The MMSE estimator x̂0:k of the state vector x0:k is defined as in Eq. (2.10),
x̂0:k,MMSE =
∫
x0:k p (x0:k|zR,1:k,u1:k) dx0:k. (3.15)
3.5.2 Rao-Blackwellized Particle Filter
Channel-SLAM uses a Rao-Blackwellized particle filter to recursively estimate
the posterior PDF in Eq. (3.13). The particle filter estimating the user posterior
PDF is referred to as user particle filter, and its particles as user particles. The



















Figure 3.9: The structure of the Rao-Blackwellized particle filter in Channel-
SLAM. The states of the transmitters are estimated with particle filters for
every user particle in the user particle filter.
where x<i>u,0:k is the i
th user particle history and w<i>0:k its associated weight. The
number of particles in the user particle filter is denoted by Np. The information
regarding the ith user particle comprises the particle itself and the transmitter












where x<i,j>TX,0:k is the history of states of the j
th transmitter regarding the ith
user particle. Hence, the user state history for the ith particle is assumed to be
given by the user particle history x<i>u,0:k, and the transmitter states are estimated
assuming that x<i>u,0:k is the true user state history.
The structure of the Rao-Blackwellized particle filter is depicted in Fig. 3.9.
As indicated by Eq. (3.13), the user state space on the left is separated from
the transmitter state space on the right. The transmitters’ states are estimated
for each user particle independently from the other user particles. In Fig. 3.9,
the structure of the estimation of the transmitter states with NTX transmitters
is depicted for one user particle. Since the measurements for the transmitters
are assumed independent as in Eq. (3.14), each transmitter state is estimated
independently from the other transmitter states. The state of each transmit-
ter is estimated by a particle filter. Therefore, the posterior PDF of the jth

















where x<i,j,`>TX,0:k is the history of the `
th particle in the particle filter for the
jth transmitter and the ith user particle, and w<i,j,`>0:k its associated weight.
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A particle filter estimating the state of a transmitter is denoted by the term
transmitter particle filter, and a corresponding particle by transmitter particle.
The number Np,Tx of transmitter particles may differ for different time instants,
different user particles and different transmitters. For notational simplicity, the
corresponding indices are omitted in Np,Tx.
The transmitters are assumed to be static in Channel-SLAM. For numerical
stability though, a very slow movement of the transmitters is considered. The
movement model for the transmitters corresponding to Eq. (2.12) is expressed
as
xTX,k = xTX,k−1 +wTX,k−1, (3.19)
where wTX,k−1 is a noise sample from a known zero-mean distribution with very
small variance from which sampling is possible.
For modeling the movement of a pedestrian, various models exist in the
literature [BLK04]. In Channel-SLAM, a gyroscope, for example from a smart-
phone, is incorporated into a Gaussian transition model [BLK04] as control
input [Gen18]. The heading change rate ∆β,k is the difference in the heading of
the user between time instants k and k − 1 as measured by the gyroscope. At
time instant k, the relative rotation matrix R(∆β,k) is defined as
R(∆β,k) =
[
cos (∆β,k + ωk) − sin (∆β,k + ωk)
sin (∆β,k + ωk) cos (∆β,k + ωk)
]
, (3.20)
where ωk is a heading noise sample following a von Mises distribution [JS01] to
model inaccuracies in the gyroscope measurements. With the rotation matrix,








xu,k−1 +wu,k−1 = Fu,kxu,k−1 +wu,k−1, (3.21)
where Tk is the time between time instants k − 1 and k, and wu,k−1 a noise
sample from a known zero-mean distribution as in [RAG04]. The speed of the
user is assumed constant in Eq. (3.21). Changes in the speed are covered by
the covariance matrix of the noise sample wu,k−1 [Gen18]. An overview of the
involved state variables and measurements is provided in Fig. 3.10.





for the ToA and AoA measurements, respectively. These
variances are obtained from the covariance estimates of KEST. In the update
step of the user particle filter, the likelihood of the ith user particle regarding





















































Figure 3.10: At time instant k, the user location and velocity are [xk yk]
T and
[vx,k vy,k]
T , respectively. The heading change of ∆β,k is relative to the velocity
at time instant k − 1, [vx,k−1 vy,k−1]T . The signal from the jth transmitter
located at [x<j>TX,k y
<j>
TX,k]
T is drawn red. It arrives at the user with a ToA
τ<j>k − τ
<j>
0,k at an angle of θ
<j>
k relative to the user heading.







































is the location and
 τ<i,j,`>0,k the clock offset of the `
th transmitter particle.
The importance density in the user particle filter is chosen to be the state
transition prior,
q (xu,k|xu,0:k−1, z1:k,u1:k) ..= p (xu,k|xu,k−1,uk) , (3.25)
which is obtained from the movement model in Eq. (3.21). The weights of the





















is calculated as in Eq. (3.22). It follows directly






















Figure 3.11: The plot shows the estimates of the transmitter locations after
initializing five transmitters in the first time instant of Channel-SLAM. Each
location estimate is represented as a particle cloud. A particle cloud with a
different color corresponds to a different transmitter. The red triangle is the
location of the physical transmitter, and the magenta downward triangles are
ground truth locations of virtual transmitters. The red circle is the user position.
After the update of the user particle filter, the weights of all transmitter
particle filters and the user particle filters are normalized to one. Resampling
is performed in all particle filters if necessary.
When KEST detects a new signal component, a new transmitter is initial-
ized. A new transmitter particle filter is created for each of the user particles.
The initial state PDF is based on the KEST estimates for the mean and the co-
variance matrix of the signal component’s parameters, i.e., the measurements for
the corresponding transmitter. Fig. 3.11 visualizes the initialization of five trans-
mitters in Channel-SLAM at the first time instant for the scenario in Fig. 3.3.
The red triangle labeled Tx marks the location of the physical transmitter, and
the magenta triangles pointing down are the true locations of the detected vir-
tual transmitters. The location of the user is depicted by the red circle at the
beginning of the user track drawn in blue. There are five particle clouds in
different colors, corresponding to location estimates for the five transmitters.
Both ToA and AoA measurements are assumed to be available.
As mentioned above and becomes evident in Fig. 3.11, even if both ToA and
AoA measurements are available, the system considered at one time instant is
underdetermined, leading to a high uncertainty about a new transmitter’s state.
Over time, as measurements for this transmitters are taken from different user
positions, the transmitter’s state uncertainty tends to shrink, and the trans-
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mitter provides more and more information about the user state. Thus, signal
components that are tracked over a long distance, are preferable. In contrast,
transmitters with a short life span do not contribute much to the positioning
performance of Channel-SLAM, but only increase the computational complexity.
When KEST loses track of a signal component, the corresponding transmitter
particle filters are removed for all user particles.
The Channel-SLAM algorithm for one time instant k > 0 without initializing
or discarding transmitters is presented in Algorithm 3.
Algorithm 3: Channel-SLAM algorithm at one time instant k > 0.
Input:
user particles x<i>u,0:k−1 and weights w
<i>
0:k−1 for i = 1, ..., Np,
transmitter particles x<i,j,`>u,0:k−1 and weights w
<i,j,`>
0:k−1 for i = 1, ..., Np,
j = 1, ..., NaTX,k,` = 1, ..., Np,Tx,
measurement zR,k and control input uk
Output:
user particles x<i>u,k and weights w
<i>
k for i = 1, ..., Np,
transmitter particles x<i,j,`>u,k and weights w
<i,j,`>
k for i = 1, ..., Np,
j = 1, ..., NaTX,k,` = 1, ..., Np,Tx,
1 for i = 1, ..., Np do





3 for j = 1, ..., NTX,k do
4 for ` = 1, ..., Np,Tx do






calculate the weight w<i,j,`>k with Eq. (3.27);
5 calculate the weight w<i>k with Eq. (3.26);
6 normalize all user and transmitter weights with Eq. (2.29) ;
7 if any user or transmitter particles suffer from degeneracy then
8 resample the corresponding particles
A dynamic Bayesian network of Channel-SLAM is depicted in Fig. 3.12.
A first order Markov process is assumed. The quantities at time instant k are
surrounded by the dashed rectangle. The transmitters’ state xTX,k and the user
state xu,k determine the measurements zR,k. If the user state at time instant
k − 1 is known, the user states prior to time instant k − 1 are not relevant
for the knowledge of the user state at time instant k. The same holds for the
transmitters’ state.
3.6 Extensions to Channel-SLAM
Channel-SLAM does not require certain measurement types such as ToA or






Figure 3.12: The dynamic Bayesian network illustrates the conditional depen-
dencies among the involved variables in Channel-SLAM. A Markov process of
order one is assumed.
states of the transmitters can be used. For example, in [GJD13b] or [Ulm+15],
only time differences of arrival (TDoAs) among signal components are consid-
ered. Thus, no time synchronization between the physical transmitter and the
user is required. In [Gen+14], the Doppler shift is exploited to gain information
on the AoA of signal components. The likelihood in Eq. (3.22) needs to be
adapted to the kinds of measurement used. More different kinds of measure-
ments lead to a better positioning performance of Channel-SLAM, and a shorter
convergence time of the particle filters.
In addition to measurements relating the user to the transmitter states,
additional sensors can be used in the particle filter of Channel-SLAM. In the
particle filter above, gyroscope measurements are incorporated for the prediction
of the user movement. In [Gen+17a], the authors have also included GNSS raw
measurements into the particle filter for positioning on a global scale.
To improve the predictability of the user movement, location-based maps as
in [AR12] can be used. Such hexagonal grid maps that store the history of a user
trajectory are incorporated into Channel-SLAM in [Gen+16c]. Furthermore, in
[Gen+16b], hexagonal grid maps are used to detect and exploit loop closures in
Channel-SLAM. Loop closures occur when the user revisits a location.
In a practical implementation of a particle filter, the weights of some particles
have values close to zero after the update step. To improve the numerical
stability of Channel-SLAM in such a case, the weights can be represented in a
logarithmic domain. A Channel-SLAM algorithm that works completely in a
logarithmic domain is presented in [GZJ18].
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As a user is in motion and takes measurements of transmitters from different
locations, the initially high uncertainties about the transmitters’ states tend to
shrink. The smaller the uncertainty, the fewer particles are necessary for a good
approximation. In [Gen+17b], the authors have presented a particle reduction
method for the transmitter state estimates. The transmitter state space is
divided into a discrete grid of bins. In each bin, there is only a certain number
of particles allowed. When the particles are resampled and a bin is already fully
occupied with particles, any further particle that would be resampled into that
bin is deleted. The weight of the deleted particles is proportionately added to
the weights of the particles that are already in the corresponding bin.
3.7 Summary and Outlook
The Channel-SLAM algorithm is the foundation for the work performed in this
thesis. It is a multipath assisted positioning algorithm that works in two steps.
In the first step, a channel estimator tracks the parameters of signal components.
In the second step, these estimates are used to jointly localize a single user and
map physical and virtual transmitters.
SLAM has mainly been studied in robotics, where a mobile robot position
is estimated simultaneously with mapping the environment. A map of the envi-
ronment consists in general of a set of landmarks. A fundamental difference of
SLAM in robotics and in multipath assisted positioning is the nature of these
landmarks. In robotic SLAM schemes, visual sensors such as cameras, or radar
based sensors are used widely. The estimated maps are therefore maps of ac-
tual physical objects detected by the robot, such as walls, doors, or furniture,
for example, resulting in a physical plan of the environment. When features of
these objects, for example structures of objects or visual patterns, can be ex-
tracted, they can be used to differentiate among them [Low+16]. In multipath
assisted positioning, though, states of physical and virtual radio transmitters
are mapped. Virtual transmitters have no correspondence in the physical world.
They merely describe locations where MPCs seem to originate from. Since vir-
tual transmitters arise only due to reflections and scattering of a transmit signal,
it is hard to differentiate among them based on the features of the signal, such
as waveform or transmit signal for example.
The next chapter builds upon Channel-SLAM, and augments the transmitter
states by visibility information. As we will see, visibility information by itself
increases the positioning performance of Channel-SLAM already. In addition, it
can be exploited for data association and is a key enabler for cooperation among





In Channel-SLAM, the states of the transmitters are estimated jointly with
the user state. The estimates of the transmitter states are denoted by the
term transmitter state map, or just state map. To improve the positioning
performance, state maps can be augmented by additional information about
transmitters. In the following, state maps are augmented by the information
from which user positions a transmitter is visible. A transmitter is visible from
a position if the user can receive the transmit signal in a LoS condition. The
estimates of visibilities of transmitters are denoted by the term visibility map.
In this chapter, we derive a new tracking filter for Channel-SLAM that es-
timates not only the states but also visibility maps of transmitters. Estimating
and exploiting such visibility maps increases the positioning performance of sin-
gle user Channel-SLAM, as it increases the robustness of detecting loop closures.
When a loop closure is detected, uncertainties in the user and the transmitter
state estimates shrink. If a user revisits a location where it had been before,
the same set of transmitters is likely to be visible again.
Data association is of crucial importance in any SLAM scheme. In Channel-
SLAM, it refers to associating detected signal components with transmitters
across time instants. In multipath assisted positioning, it is difficult to dif-
ferentiate among transmitters, since their state comprises only their location
and clock offset. In that sense, the diversity among transmitters is low, which
makes data association difficult in Channel-SLAM. Augmenting the transmitter
states by visibility information increases this diversity as it provides an addi-
tional source of information to differentiate among transmitters. Being able to
reliably differentiate among transmitters enables a robust data association.
The definition of a visibility map is presented in Section 4.1. In Section 4.2,
a new Rao-Blackwellized particle filter for Channel-SLAM including the estima-
tion and exploitation of visibility maps is derived. A data association scheme
for the new particle filter is derived in Section 4.3.
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4.1 Visibility Maps
A transmitter might be visible from the same user position at one time instant,
but not at another. Some of the possible reasons for this effect are the following.
 Low received power of the signal components: even when a transmitter
is in LoS, the channel estimator might be able or unable to track the
corresponding signal component depending on the received power of the
signal component and the receiver sensitivity. For example, the direction
from which the user is coming or small scale fading may play a role.
 Changes in the environment: objects or people temporarily block certain
propagation paths or cause additional multipath propagation.
 Data association: if a signal component gets associated with the wrong
transmitter, that transmitter may be falsely deemed visible or not visible.
 Biased user state estimate: if the user position is estimated with a bias,
the visibility estimates may be biased as well.
To cope with these issues, information on transmitter visibilities is stored
in a location-based, probabilistic map for a convenient representation of the
spatial visibility information and for a simple mapping process. To create such
a map, the two-dimensional space is divided into hexagons. A two-dimensional
space can be tiled with only three shapes of equal side lengths, namely triangles,
squares and hexagons. Hexagons are chosen to minimize the discretization error,
since the distance of the center of the corresponding shape to an arbitrary point
within the shape is on average shorter for hexagons compared to squares and
triangles of equal area [BOB07]. In the hth hexagon, the probability that the jth
transmitter is visible from an arbitrary position within the hexagon is denoted by
V <j>h . The probability that the transmitter is not visible is V̄
<j>
h = 1− V
<j>
h .
An example for such a visibility map regarding one physical transmitter Tx
is depicted in Fig. 4.1. The black lines are walls that reflect or block the transmit
signal. The color of a hexagon denotes the probability that the transmitter Tx
is in LoS from an arbitrary position within this hexagon. For example, in the
green hexagons, this probability equals one, whereas in the red hexagons, this
probability equals zero as the red hexagons are shadowed by walls. In the yellow
hexagons, the probability is 1/2, corresponding to the probability to be in front
of or behind the walls dividing the hexagons into two parts of equal size.
Visibility information regarding one hexagon comprises the probabilities of
each of the NaTX transmitters being visible from within the hexagon. The visi-
bility information for the hth hexagon is therefore the set of probabilities
Mh =
{





The visibility probabilities for all NH hexagons are comprised in the set

























Figure 4.1: The LoS signals from the physical transmitter Tx can be received
only at certain locations in the scenario due to blocking by walls. The colors
of the hexagons indicate the probability that the transmitter is in LoS from an
arbitrary location within the hexagon.
In a nutshell, a visibility map M comprises the probabilities of each of the NaTX
transmitters being visible from each of the NH hexagons. However, the true
probabilities V <j>h of the single transmitters being visible in the hexagons are
unknown. The corresponding random variable at time instant k is denoted by
M<j>h,k . Analogue to Eqs. (4.1) and (4.2), the set Mh,k comprises the random
variables M<j>h,k for all transmitters in the hexagon with index h, and the set
Mk comprises the random variablesM
<j>
h,k for all transmitters and all hexagons.
The measurements by a user regarding the visibilities of the transmitters
from time instants one to k are denoted by zV,1:k. Section 4.2.1 deals with
the question how to obtain zV,1:k. With these measurements, the conditional





estimated. Each of these PDFs is assumed to follow a Beta distribution, which
represents the degree of belief at time instant k that the jth transmitter is visible
in the hth hexagon. The PDF of a Beta distribution with positive parameters p
and q is defined as




p−1(1− x)q−1 if 0 < x < 1
0 otherwise
, (4.3)
where the Beta function
B (p, q) =
Γ (p) Γ (q)
Γ (p+ q)
(4.4)
is defined by means of the Gamma function Γ (·) [AAR99]. The PDF of the
Beta distribution is plotted in Fig. 4.2 exemplarily for different parameters.
Generally, the greater the sum of the parameters, the sharper is the peak of the
PDF.
The parameters of the Beta distributions representing the belief that the jth
transmitter is visible at time instant k from the hth hexagon are denoted by
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Figure 4.2: The PDF of the Beta distribution is plotted for different parameters.
p<j>h,k and q
<j>

















The first addends, C<j>h,k and C̄
<j>
h,k , are based on the user observations zV,1:k
and are thus dependent on the time instant k. To learn a visibility map, these
addends are constantly updated by the user. In Section 4.2.3 we will explain
how to obtain them.
The second addends, ν<j>h and ν̄
<j>
h , correspond to prior knowledge and are
therefore independent from the time instant. They have two purposes. On the
one hand, they can prevent overly confident conclusions about the corresponding
transmitter’s visibility if only few or no observations are available. In such a
case, C<j>h,k and C̄
<j>
h,k have very small values or equal zero. On the other hand,
they can be used to incorporate prior knowledge about the visibilities. If no
such prior knowledge is available, ν<j>h = ν̄
<j>
h . The possibility to include such
prior knowledge to the user observations makes the Beta distribution suitable
for the phase of learning a visibility map. The number of user observations can
then be regarded as a measure of trust in the belief in the visibilities of the
transmitters.




representing the belief that the jth
























) (M<j>h,k )p<j>h,k −1 (M̄<j>h,k )q<j>h,k −1 .
(4.6)
At time instant k, the expectation values of the Beta distribution for the jth































The memory requirement of a visibility map estimate in amount of numbers
to be stored is 2NHN
a





for each observed transmitter and each hexagon in the map.
4.2 Particle Filter for Channel-SLAM using Vis-
ibility Information
Visibility information can be used in a Rao-Blackwellized particle filter similar
to the one in Channel-SLAM. The user location is estimated simultaneously
with mapping the states and visibilities of transmitters. If a user comes across a
location a second time, which is denoted by the term loop closure, the visibility
estimates help correcting the user location estimate. In the original Channel-
SLAM algorithm in Chapter 3, no use is made of loop closures.
4.2.1 Visibility Measurements
In Section 3.5, the vector zR,k of radio measurements was obtained from the
inner stage of KEST and contained the ToAs and AoAs of all theNTX,k currently
visible transmitters as in Eq. (3.8). It was assumed that the associations of
signal components from one time instant to another were known implicitly. In
the following, the additional measurement vector zV,k is introduced making
these associations explicit. The vector zV,k is of length N
a
TX,k and its j
th entry
is denoted by z<j>V,k . If the j
th of the NaTX,k transmitters is visible at time instant
k, then z<j>V,k is the index of the ToA measurement for that transmitter in zR,k.
Otherwise, z<j>V,k is zero. Thus, zV,k has NTX,k non-zero entries.
Fig. 4.3 illustrates the relation between zR,k and zV,k exemplarily for the case
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Figure 4.3: The jth entry of zV,k denotes the index of the ToA measurement for
the jth of the NaTX,k transmitters in zR,k at time instant k, if that j
th transmitter
is visible. If the jth transmitter is not visible, this jth entry is zero.
transmitters that are visible at time instant k have the indices two, four and
seven, corresponding to the indices of the non-zero entries in zV,k. For example,
the first entry in zR,k is the ToA measurement of the second of the N
a
TX,k = 8
transmitters that have been visible so far. I.e., it is the ToA estimate of the
second of the NaTX,k = 8 signal components that have been tracked by KEST
from time instants one to k. If AoA measurements are available as well, the
length of zR,k is 2NTX,k as in Eq. (3.8), but the vector zV,k stays the same.
Hence, the history zV,1:k holds information on associations among signal
components, or transmitters, at consecutive time instants. At time instant k,
zV,k indicates which of the N
a
TX,k transmitters are visible. Thus, it is denoted
by the term visibility measurement vector. The visibility measurement vector
is obtained from KEST. No additional actual measurements are necessary.
The measurement vector zk comprises the radio measurement vector zR,k








4.2.2 Structure of the Particle Filter
By including the visibility measurement vector into the measurements as in
Eq. (4.9), both the states xTX,0:k and the visibility maps M0:k can be esti-
mated jointly with the user states in Channel-SLAM. Fig. 4.4 shows the cor-
responding dynamic Bayesian network. Comparing Fig. 4.4 to Fig. 3.12, the
dynamic Bayesian network in Fig. 4.4 is expanded by the visibility map M and
the visibility measurement vector zV.
The new posterior PDF that is to be estimated is
p (x0:k,M0:k|z1:k,u1:k)
= p (xTX,0:k,xu,0:k,M0:k|z1:k,u1:k)
= p (xu,0:k,M0:k|z1:k,u1:k) p (xTX,0:k|xu,0:k,M0:k, z1:k,u1:k)
= p (xu,0:k,M0:k|z1:k,u1:k) p (xTX,0:k|xu,0:k, z1:k) ,
(4.10)







Figure 4.4: The dynamic Bayesian network illustrates the conditional dependen-
cies among the involved variables in Channel-SLAM with visibility information
on transmitters.
the control input u1:k and assuming that the transmitter states do not depend
on the visibility maps M0:k.
Following the structure in Eq. (4.10), a Rao-Blackwellized particle filter is
used to jointly estimate the user states and the visibility maps on the one hand,
and the transmitter states on the other hand. The particle filter estimating the
user states and the transmitter visibility maps is denoted by the term user-map
particle filter, and a particle in that filter a user-map particle. Fig. 4.5 illustrates
the structure of the Rao-Blackwellized particle filter. Each user-map particle
carries a hypothesis of the transmitter states and the transmitter visibility map.









comprising the history of the user particle x<i>u,0:k and the visibility map M
<i>
0:k .















Analogue to Eq. (3.16), the first factor in the last line of Eq. (4.10), the























Figure 4.5: The structure of the Rao-Blackwellized particle filter for Channel-
SLAM with visibility information. The posterior PDFs of the transmitter states
are represented by particle clouds for every particle in the user-map particle fil-
ter. A hexagonal visibility map is estimated jointly with every user-map particle.










where w<i>0:k is the weight of the i
th user-map particle.
In the Rao-Blackwellized particle filter, each transmitter’s state is estimated
for every user-map particle independently from the other transmitters’ states as
in the particle filter in Section 3.5. The posterior PDF of the transmitter states





























where x<i,j,`>TX,0:k is the history of the `
th particle in the transmitter particle filter




In the user-map particle filter, samples need to be drawn from the posterior PDF
on the left hand side of Eq. (4.13). In general, it is hard or computationally
expensive to draw such samples. Instead, the idea of importance sampling can
be applied as in Section 2.2.3. With importance sampling, samples are drawn
from an importance density q (xu,0:k,M0:k|z1:k,u1:k). The mismatch between
sampling from the importance density rather than from the posterior PDF is
compensated by the weights on the right hand side of Eq. (4.13). If the posterior














To calculate the weights in Eq. (4.15), the entire history of the user state
and the visibility map has to be considered. However, with the assumption of a
first order Markov process and a causal system, the importance density can be
factorized as
q (xu,0:k,M0:k|z1:k,u1:k) = q (xu,k,Mk|xu,0:k−1,M0:k−1, z1:k,u1:k)
× q (xu,0:k−1,M0:k−1|z1:k−1,u1:k−1) ,
(4.16)





































































The details of the derivation of Eq. (4.18) for the user-map particle filter is
presented in Appendix B.1. The derivation in a general form can be found in
[Aru+02].
The radio measurement zR is independent from any visibility information or
control input. In addition, the visibility measurement zV depends only on the
visibility map M and the user location, which indicates in which hexagon the




= p (zV,k|xu,0:k,M0:k, z1:k−1,u1:k)
× p (zR,k|xu,0:k,M0:k, zV,1:k, zR,1:k−1,u1:k)
(4.19)
= p (zV,k|xu,k,Mk)
× p (zR,k|xu,0:k, zV,1:k, zR,1:k−1) .
(4.20)
The location of the user is in general conditionally dependent on the visibility
map. However, to exploit information on the visibility of transmitters at a
time instant k, it is necessary to know which transmitters are visible. That
knowledge is obtained from the visibility measurement vector. Thus, without
explicit knowledge on the visibility measurement, the visibility map does not
reveal any information about the user location. The numerator in the second






× p (Mk|xu,k,Mk−1) .
(4.22)
In Eq. (4.22), Mk is independent from xu,k−1 if Mk−1 is known, since the
knowledge of the user state at time instant k − 1 with respect to the visibility
map is already contained in Mk−1.
As described in Section 2.2.3, choosing the importance density is a crucial
step in the design of the particle filter. One aspect is that it should be designed
such that samples can be drawn from it easily. The denominator in the second
line of Eq. (4.18) equals
q (xu,k,Mk|xu,0:k−1,M0:k−1, z1:k,u1:k)
= q (xu,k|xu,0:k−1,M0:k−1, z1:k,u1:k)
× q (Mk|xu,0:k,M0:k−1, z1:k,u1:k)
(4.23)
= q (xu,k|xu,0:k−1,M0:k−1, z1:k,u1:k)
× q (Mk|xu,0:k,M0:k−1, zR,1:k, zV,1:k,u1:k) .
(4.24)
The importance density in the user-map particle filter is defined such that
q (xu,k,Mk|xu,0:k−1,M0:k−1, z1:k,u1:k)
..= p (xu,k|xu,k−1,uk) p (Mk|xu,k,Mk−1, zV,k) .
(4.25)




























To sample a new user-map particle, the second line in Eq. (4.26) is evaluated
from left to right. The first factor corresponds to the movement model of the
user. With the choice of the movement model as in Eq. (3.21), a new user
particle x<i>u,k can be drawn given the user particle x
<i>
u,k−1 at time instant k− 1
and the control input uk.
The new user particle x<i>u,k is then used in the second factor in the second
line of Eq. (4.26) to draw the new visibility map M<i>k given M
<i>
k−1 , the user
particle x<i>u,k and the measurements zV,k of the visibilities of transmitters.
The visibility measurements are used to learn the visibility map M<i>k . As
the user moves through the scenario, the numbers C<i,j>h,k−1 and C̄
<i,j>
h,k−1 count
the number of times that the jth transmitter has been visible and not visible,
respectively, from the hth hexagon by the ith user-map particle up to time instant




h,k−1 are updated with




h,k for the h
th hexagon for
all transmitters. If the jth transmitter was visible,
C<i,j>h,k = C
<i,j>




h,k−1 + 1. (4.28)
The user state x<i>u,k is only necessary to identify the index h of the hexagon in
which the ith user-map particle is located at time instant k.
A visibility measurement z<j>V,k can be regarded as the realization of a random
variable that follows a binomial distribution. Since the Beta distribution is the
conjugate prior of the normal distribution, the parameters p<i,j>h,k and q
<i,j>
h,k of












respectively. In short, drawing a new visibility map is done by updating the
parameters of the Beta distributions of all transmitters for the hexagon in which
the corresponding user-map particle is located.







































































With Bayes’ theorem, the denominator in the last line of Eq. (4.30) can be
expressed as




















































The last factor in the last line of Eq. (4.32) is the likelihood with respect to
































if z<j>V,k 6= 0
1 if z<j>V,k = 0
,
(4.34)






is evaluated as in Eq. (3.22). The
derivation of Eq. (4.33) following [Gen+16a] can be found in Appendix B.2.







Eqs. (4.33) and (4.34) serves as an indicator whether the jth transmitter is
visible at time instant k.
The second factor in the last line of Eq. (4.32) is the likelihood with respect
to the visibility measurements. The visibility measurements are dependent on
M<i>k−1 and the user-map particle. The user-map particle is only required to
identify the hexagon in which the user-map particle is located at time instant






















where it is assumed that the visibility measurements z<j>V,k for the single trans-
mitters are independent from each other. The factors in the second line of
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Eq. (4.35) can be calculated as the expectation values of the corresponding


















if z<j>V,k = 0.
(4.36)
Inserting Eqs. (4.33) and (4.35) into Eq. (4.32) reveals the final equation for
































The weights in Eqs. (4.37) and (4.38) are calculated only up to proportion-
ality and need to be normalized in the respective particle filters.
The number of hexagons and the number of transmitters grow dynamically
as the user moves. When the user enters a new hexagon with index h at time
instant k, this hexagon is added to the visibility map, and the numbers C<i,j>h,k−1
and C̄<i,j>h,k−1 are initialized with zero for all transmitters. Likewise, if KEST
detects a new signal component with index j, a new transmitter is added for
all hexagons. In this case, the new transmitter has never been visible in any
hexagon at previous time instants. Thus, C<i,j>h,k−1 = 0, and C̄
<i,j>
h,k−1 is the number
of time instants during which the ith user-map particle has been located in the
hexagon with index h from time instants zero to k − 1.
The Channel-SLAM algorithm from Chapter 3 with the Rao-Blackwellized
particle filter derived above is denoted by the term Channel-SLAM with visi-
bility information, and presented in Algorithm 4 for one time instant k > 0.
Adding and discarding transmitters are not considered in Algorithm 4.
4.2.4 Complexity
As mentioned above, the memory requirement of a visibility map estimate is
2NHN
a




h,k , which need to be stored
for every user-map particle. It grows as more transmitters are detected and more
hexagons are visited.
Estimating and exploiting visibility information has negligible influence on
the computational complexity of Channel-SLAM. Compared to the standard
Channel-SLAM algorithm from Chapter 3, two additional calculations need to
be performed for every user-map particle, namely for drawing a new visibility
map and for calculating the new user-map particle weights.
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Algorithm 4: Channel-SLAM with visibility information at one time
instant k > 0.
Input:
user-map particles [xu,0:k−1 M0:k−1]
<i>
and weights w<i>0:k−1 for
i = 1, ..., Np,
transmitter particles x<i,j,`>u,0:k−1 and weights w
<i,j,`>
0:k−1 for i = 1, ..., Np,
j = 1, ..., NaTX,k, ` = 1, ..., Np,Tx,
measurements zR,k and zV,k, and control input uk
Output:
user-map particles [xu,k Mk]
<i>
and weights w<i>k for i = 1, ..., Np,
transmitter particles x<i,j,`>u,k and weights w
<i,j,`>
k for i = 1, ..., Np,
j = 1, ..., NaTX,k, ` = 1, ..., Np,Tx,
1 for i = 1, ..., Np do












4 for j = 1, ..., NTX,k do
5 for ` = 1, ..., Np,Tx do






calculate the weight w<i,j,`>k with Eq. (4.38) ;
6 calculate the weight w<i>k with Eq. (4.37);
7 normalize all user-map and transmitter weights with Eq. (2.29) ;
8 if any user-map or transmitter particles suffer from degeneracy then











Figure 4.6: The user receives the signal from transmitter Tx in region I, loses
the signal in region II due to blocking, and receives it again in region III. The
user needs to associate the signal received in region III with the transmitter Tx.
Drawing a new visibility map is described in Line 3 of Algorithm 4. It
reduces to updating 2NaTX,k parameters based on the visibility measurement for
the hexagon the user-map particle is located in as described in Section 4.2.3.
Thus, for each user-map particle, 2NaTX,k integer additions are performed.
The user-map particle weight update is performed in Line 6 of Algorithm 4.
Compared to the standard Channel-SLAM algorithm, the additional NaTX,k fac-
tors in Eq. (4.35) need to be evaluated following Eq. (4.36).
4.3 Data Association
Data association is a crucial part of any long-term robust SLAM scheme. It
essentially tries to answer the question which measurements stem from which
landmarks. An example for the data association problem in wireless localization
is depicted in Fig. 4.6. The user travels along the trajectory in three regions. In
region I, the signal from the transmitter Tx is received. After passing the point
L1 and entering region II, the signal is lost due to blocking by an obstacle. The
signal is received again in region III after passing the point L2 and needs to be
associated with the transmitter Tx.
In Channel-SLAM, data association tries to find correspondences among the
transmitters. This problem is equivalent to finding which signal components
correspond at different time instants, i.e., which signal components correspond
to the same propagation path. In KEST, the tracking nature of the Kalman
filters inherently yields associations among signal components from one time
instant to another. However, once the track of a signal component is lost and
detected later again as in Fig. 4.6, KEST can not associate the two signal
components. Instead, KEST treats the re-detected signal component in region
III as a new signal component that had not been observed before.
When KEST detects a signal component, a new transmitter is initialized









Figure 4.7: The estimated PDFs for the locations of three transmitters are
exemplarily plotted by the shaded ellipses. Given the estimated ToA τ = d/c0
and AoA θ for a newly detected signal component, this new signal component
may be associated with any of the three transmitters.
tainty about the transmitter’s state tends to be high upon initialization. This
issue is due to the fact that Channel-SLAM considers an underdetermined sys-
tem at one single time instant as described in Section 3.3. Hence, if a user
travels through a scenario loosing track of transmitters and detecting new or
even previously observed transmitters, the uncertainty about the user state
grows. However, if a new signal component is detected by KEST and a correct
association of this new and a previously observed transmitter is made, the initial
uncertainty about the new transmitter’s state is reduced considerably. With a
perfect data association, the uncertainty about the user state is bounded if a
sufficient number of transmitters from a limited set of transmitters is visible
throughout the user trajectory.
For notational simplicity, the transmitters that had been visible before time
instant k − 1, but are not visible currently at time instant k, are called old
transmitters. Whenever a new signal component and thus a new transmitter
is detected by KEST, the challenge of data association in Channel-SLAM is to
decide between the following two cases.
1. The new transmitter is indeed a new transmitter that had never been
visible before.
2. The new transmitter corresponds to an old transmitter that had been
visible before.
In the second case, the question is to which of the old transmitters the new one
corresponds.
The data association problem for Channel-SLAM is exemplarily depicted in
Fig. 4.7. While the user is located in the hth hexagon at time instant k, KEST
detects a new signal component with radio measurement z̃newR,k with ToA τ = d/c0




















Figure 4.8: The location space is the x-y plane indicated by the red rectangle,
and the delay offset space corresponds to the τ0 axis. A ToA measurement
τ = d/c0 and an AoA measurement θ may correspond to any transmitter located
along the blue line.
Tx1, Tx2, and Tx3 are depicted by the ellipses. The question of data associ-
ation is now whether the new signal component with radio measurement z̃newR,k
corresponds to one of the three old transmitters, and if so, to which one, or to
a new one.
Due to the unknown clock offsets of the transmitters, each transmitter lo-
cation on the dashed line might be suitable. This issue is further illustrated by
Fig. 4.8. The location space in the x-y plane is indicated by the red rectangle.
The τ0 axis pointing up depicts the delay offset space of a transmitter. The loca-
tion space and the delay offset space together form the transmitter state space.
Thus, a transmitter can be represented as a point in the three-dimensional space
in Fig. 4.8, as it is described by a location and a delay offset.
The user location pu is in the origin of the coordinate system for simplicity,
and the user is oriented towards vu. The measurement z̃
new
R,k for the new trans-
mitter consists of the ToA τ = d/c0 and the AoA θ. Both measured quantities
are in the location space.
The measurement z̃newR,k could correspond to a transmitter with a state any-
where on the blue line alike. If the location of the transmitter corresponding
to z̃newR,k is closer to the user in the location space, it has a higher clock offset.
The red line labeled d represents the ToA measurement and is the projection of
the blue line onto the location space. Therefore, the transmitter location could
be anywhere on the red line if the delay offset is unknown. Exemplarily, three
possible transmitter states T1, T2 and T3 are depicted with their locations pro-
jected into the location space for the measurement z̃newR,k . I.e., each of the three
states fits the measurement z̃newR,k regarding their location in the x-y plane and
their delay offset on the τ0 axis. If the delay offset is zero, for example, the
transmitter is located in the x-y plane at the point T1.
In the absence of AoA measurements, the blue line extends to a cone around
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the τ0 axis that cuts the x-y plane in a circle with radius d around the origin.
The new transmitter with measurement z̃newR,k is then located anywhere on or
within this circle, making the data association problem even harder.
Wrong association decisions can introduce a bias in the state estimate of both
the user and the transmitters. In the worst case, they cause a filter to diverge.
The underdetermined system at one time instant k in Channel-SLAM can cause
association ambiguities and thus wrong decisions. Hence, the robustness and
reliability of data association is of high importance.
In many other SLAM problems, data association is a rather easy problem,
since it is easy to differentiate among the single landmarks. For example in
SLAM schemes based on visual cameras, landmarks can be differentiated based
on their appearance [Low+16]. In multipath assisted positioning schemes, data
association is hard, since virtual transmitters arise only due different propaga-
tion paths of the very same transmit signal. The fundamental problem is the
lack of diversity among the physical and virtual transmitters. The information
on transmitter visibilities increases this diversity considerably.
In the following, a data association scheme for the Channel-SLAM algorithm
with visibility information is derived, which is based on both the transmitter
state and visibility estimates. In Section 4.3.1, it is assumed that no more than
one new signal component is detected by KEST at one time instant. A gener-
alization to the case where KEST detects more than one new signal component
is described in Section 4.3.2.
4.3.1 Data Association for One New Transmitter
As mentioned above, wrong association decisions cause biases in the estimates
and may even cause the filter to diverge. Hence, a multiple hypothesis track-
ing (MHT) association method is applied. Every user-map particle makes a
hard decision on associations. The user-map particle state space is extended
by association decisions. The association decisions of one particle are one hy-
pothesis for the correct associations. The ensemble of user-map particles with
their different hypotheses can be regarded as a soft decision. In the following,
a data association scheme for one user-map particle is derived. For notational
simplicity, the particle index i may be omitted in the association variables.
Assuming that KEST detects one new signal component, i.e., one new trans-





T . Since the new signal component has been detected and
we assume only one new signal component, z̃newV,k = 1 is the index of the ToA
measurement in z̃newR,k . The set of indices of old transmitters that have not been
associated with any transmitter at time instant k is denoted by Υk. The set Υk
thus contains indices of transmitters that the new transmitter can be associated
with. The association variable ak is the index of an old transmitter that the
new transmitter is associated with. It can take any of the values in Υk or zero,
in which case no association is made, and a new transmitter is initialized based
on z̃newR,k . The set of previous association decisions from time instants zero to
k − 1 is denoted by Ak−1. It contains tuples (a, ν), which mean that the new
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transmitter with index ν has been associated with the old transmitter with in-
dex a. Consequently, the νth transmitter has been initialized with the state of
the ath transmitter.
First, the marginalized likelihoods for an association of the new transmitter
























which are explicitly conditioned on the association variables ak and Ak−1. The
first factor in Eq. (4.40) is the likelihood regarding the radio measurement, and
the second factor the likelihood regarding the visibility. In the second factor,
the user state is only relevant for the knowledge that the user-map particle is














and indicates the probability that the new transmitter is visible at time instant
k in the hth hexagon conditioned on the association with the old transmitterwith



































since the radio measurement is independent from the visibility map and mea-



















The second factor in the integral of Eq. (4.43) is the PDF of the ak
th trans-
mitter after the prediction and before the update in the particle filter. Thus,
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where x<i,ak,`>−TX,k is the `
th particle of the ak
th transmitter after the prediction,
but before the update in the corresponding particle filter at time instant k.
Therefore, its associated weight w<i,ak,`>k−1 is the weight at time instant k − 1.














which can be evaluated analogue to Eq. (3.22).
Finally,
pak = pr,akpv,ak (4.47)
with Eqs. (4.46) and (4.42), respectively.
For complexity reasons, only transmitters with indices ak for which pak ex-
ceeds a threshold ρ are regarded for associations. The set of indices of such old
transmitters at time instant k is denoted by
Γk = {j : j ∈ Υk ∧ pj > ρ} . (4.48)
The probability p0 denotes the probability that no association is made. Ac-
cordingly, if ak = 0 is chosen as association, no association is made and the
new transmitter’s state is initialized based on the radio measurement. In the
following, two principles to come to an association decision (a, ν) between the
new transmitter with index ν and the old transmitter with index a for the ith
user-map particle are considered.
1. With the ML method, the association for which the likelihood is maxi-
mized is chosen deterministically, i.e.,
â<i>ML,k = arg max
j∈Γk∪{0}
pj . (4.49)
2. With the data association sampling (DAS) method, an association â<i>DAS,k
is sampled randomly from the set Γk ∪ {0} based on the corresponding
likelihoods from Eq. (4.47).
With data association sampling, association decisions are expected to be
spread wider across the range of possible associations. On the one hand, this
increases the computational complexity, since more user-map particles are re-
quired. On the other hand, allowing associations that seem less likely at one
time instant k improves the robustness of data association.
78
As mentioned above, wrong associations cause in general biases in the esti-
mates or even the particle filter to diverge. However, the weights of particles
with wrong association decisions are very likely to considerably decrease over
time, since the measurement likelihoods in Eqs. (4.33) and (4.36) are likely to
become small. Hence, such particles are likely to not be resampled at future
time instants. In this way, the user-map particle filter inherently removes wrong
association decisions over time.
One user-map particle holds now the hypothesis of the user state vector
x<i>u,0:k, the transmitter visibility map M
<i>







for j = 1, . . . , NaTX,k, and the set of data asso-















4.3.2 Data Association for Multiple New Transmitters
The above association method can be applied to find an association between a
new and an old transmitter if only one new transmitter is initialized at a time
instant k. This constraint is dropped in the following, as KEST may detect





T ]T . (4.51)
The vector z̃newV,k contains the indices of the ToA estimates in z̃
new
R,k for the N
new
TX,k
new transmitters at time instant k and is thus simply the vector
z̃newV,k =
[
1 2 . . . NnewTX,k
]T
. (4.52)
The set of the NnewTX,k new transmitter indices that are initialized at time instant
k for the new signal components is denoted by Vk. The association between the
old transmitter with index a ∈ Υk and the new transmitter with index ν ∈ Vk
is represented by the tuple (a, ν). As in Section 4.3.1, an association decision is
made by every user-map particle individually. Nevertheless, the particle index
i and the time instant index k may be omitted in the following.
Analogue to Section 4.3.1, the marginalized likelihoods for associations can
be calculated as














is the radio measurement likelihood regarding the radio measurement z̃new<ν>R,k






























Figure 4.9: The greedy algorithm for associating multiple new signal compo-
nents represented in purple on the left hand side of the bipartite graphs with
previously observed transmitters represented by the green circles on the right
hand side of the graphs works recursively. After the association decision in-
dicated by the blue double headed arrow in (a), the involved nodes b and 4
are deleted from the graph, and the algorithm is applied on the remaining sub-
graphs in (b). In each graph, the edge between the two red nodes represents
the decision for no association being made.
indicates the probability that the new transmitter with index a is visible at time
instant k in the hth hexagon, in which the corresponding user-map particle is
located, conditioned on the association with the old transmitter with index a
and the visibility map M<i>h,k .
Again, only associations with marginalized likelihoods exceeding the thresh-
old ρ are regarded. The set of possible associations is thus
Γk =
{
(a, ν) : a ∈ Υk ∧ ν ∈ Vk ∧ p(a,ν) > ρ
}
. (4.56)
Association decisions are again based on a ML method or on data association
sampling. In the ML method, the association
(â, ν)
<i>
ML,k = arg max
(a,ν)∈Γk∪{(0,0)}
p(a,ν) (4.57)
is chosen, where the association tuple (0, 0) with likelihood p(0,0) represents
the case where no association is made. With data association sampling, an
association (â, ν)
<i>
DAS,k is sampled based on the probabilities p(a,ν) .
For choosing associations from the set Γk, a greedy algorithm is applied,
which is exemplarily illustrated in Fig. 4.9. First, a bipartite graph is con-
structed with the newly initialized transmitters with indices in Vk on the one
side, and the old transmitters with indices in Υk on the other side. For each pos-
sible association (a, ν) ∈ Γk, an edge is drawn connecting the two corresponding
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nodes if p(a,ν) > ρ. In Fig. 4.9 (a), Vk = {a, b, c} with nodes in blue on the
left, and Υk = {1, 2, 3, 4, 5} with nodes in green on the right, and the edges
correspond to the possible associations in Γk. One additional edge is drawn be-
tween the red nodes. This edge represents the decision for no association with
association tuple (0, 0).
Each edge in the graph represents a possible association. The edge between
the nodes with indices a ∈ Vk and ν ∈ Υk representing the association with tuple
(a, ν) ∈ Γk is weighted by p(a,ν) . With the ML method or data association
sampling, a decision is made for one association (â, ν) from Γk based on the
likelihoods p(a,ν) . While the ML method decides for the edge with highest
weight in the graph as in Eq. (4.57), the data association sampling method
samples one edge randomly based on the weights of the edges. The edge weights
thus determine the order in which transmitters are chosen for associations.
If (â, ν) = (0, 0), the algorithm returns and no further associations decisions
are made. Otherwise, (â, ν) 6= (0, 0), and the set of association decisions Ak is
updated with the new association (â, ν). The association tuples that involve the
associated transmitters a and ν are removed from Γk, since each transmitter can
be associated only once. In Fig. 4.9 (a), an association between the old trans-
mitter with index 4 and the new transmitter with index b is made, indicated by
the blue double-headed arrow. The corresponding edge and all nodes the edge is
connected to are removed from the graph. The above procedure is then repeated
for all remaining subgraphs considering the tuple (0, 0) representing no associ-
ation, indicated by the two red nodes in each graph in Fig. 4.9. In Fig. 4.9 (b),
the two remaining subgraphs are drawn. In the upper subgraph, the association
decision for the old transmitter with index 2 with the new transmitter with
index a is made. In the lower subgraph, the decision for no further association,
i.e, the tuple (0, 0), is made. Hence, the tuples (4, b) and (2, a) are added to
Ak−1 to obtain Ak. The new transmitters a and b are initialized with the state
estimate of the old transmitters 2 and 4, respectively. The new transmitter with
index c is newly initialized based on the corresponding measurement.
The greedy algorithm based on the graph is summarized for one user-map
particle i in Algorithm 5. The output of the algorithm is a list of tuples repre-
senting associations, which are used to update Ak−1 to obtain Ak. In particular,
the output of the algorithm is a hard decision of associations. As mentioned
above, since association decisions are made by each user-map particle individu-
ally, the ensemble of association decisions regarding all user-map particles can
be regarded as a soft decision output.
4.3.3 Complexity
The main computational complexity in the data association scheme explained
in Section 4.3.2 is the calculation of the radio likelihoods in Eq. (4.54). The
number of these likelihoods is |Υk|NnewTX,k, corresponding to all possible associa-
tions between an old transmitter from Υk and a new transmitter from Vk. The
number of visibility likelihoods that need to be evaluated as in Eq. (4.55) is the
number of old transmitters |Υk|.
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Algorithm 5: Greedy algorithm for data association
Input:
new transmitter indices Vk and old transmitters indices Υk,
user-map particle [xu,k Mk]
<i>
,
transmitter states x<i,j>TX,k for j ∈ Υk,
measurements z̃new<ν>k for ν ∈ Vk
Output:
list of associations
1 create the set Γk from Υk and Vk as in Eq. (4.56);
2 create the bipartite graph as in Fig. 4.9 from Γk;
3 decide for an association (â, ν) with ML or DAS from Γk ∪ (0, 0);
4 if decision for no association, i.e., (â, ν) = (0, 0), then
5 return;
else
6 add association (â, ν) to list of associations;
7 remove associated nodes from bipartite graph;
8 apply this algorithm on all remaining subgraphs with the
corresponding subsets of Vk and Υk;
For the greedy algorithm in Algorithm 5, the computational worst case is
that min{|Υk|, NnewTX,k} associations are made. Thus, the maximum number of
recursions of the greedy algorithm is min{|Υk|, NnewTX,k}.
The number of times that the data association algorithm is performed during
the user movement is bounded by the overall number of transmitters a user
detects minus one, i.e., NaTX,k − 1. In this worst case, there is never more than
one transmitter visible at any time instant, i.e., NTX,k ≤ 1 for all k. Hence,
the NaTX,k detected transmitters are visible one after another. Only for the
first transmitter, the data association scheme can not be applied since at that
time, no old transmitters are mapped by the user. For the NaTX,k − 1 other
transmitters, the data association scheme is applied.
The evaluation of the factors in Eq. (4.47) contributes negligibly to the over-
all computational complexity of Channel-SLAM. However, the state space of
the user is increased by the association decisions. A higher dimension of the
state space in a particle filter requires more particles for the same robustness
and positioning performance. The increase of user-map particles due to the
data association scheme can significantly increase the computational complex-
ity. Nevertheless, the robustness of the data association scheme against false
associations limits the amount of additional particles needed. In the best case,
all data associations are correct and no additional particles need to be deployed
at all. Since the data association scheme incorporates visibility information
about transmitters, it turns out to be very robust.
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4.4 Summary and Outlook
This chapter has introduced the concept of visibility of transmitters. The new
particle filter that has been derived estimates visibility maps of transmitters
jointly with the user state and the states of the transmitters. The estimated
visibility maps can improve the positioning performance of Channel-SLAM if a
location that a user had been visited before is visited again.
While the diversity among transmitters is by nature poor in multipath as-
sisted positioning, it is drastically increased if information regarding the visi-
bility of the transmitters is incorporated. Data association in SLAM is heavily
dependent on diversity among landmarks. Thus, a data association scheme was
derived for Channel-SLAM that incorporates information regarding the visibil-
ity of transmitters for an increased association robustness.
Most important, the diversity gained by estimating the visibility of trans-
mitters is a key enabler for user cooperation in Channel-SLAM. We will see in
the next chapter how the increased diversity allows users to cooperate in terms






In scenarios such as malls, museums or public buildings, many users travel
through the same scenario on different trajectories. Users can cooperate by
exchanging information on transmitters. The first user in the scenario creates a
transmitter map with Channel-SLAM, and hands the map on. The second user
exploits the knowledge in the transmitter map obtained from the first user. Since
the second user takes radio and visibility measurements from different positions,
the original map can be improved with this new information on the states and
visibilities of the transmitters in the map. In terms of transmitter states, the
uncertainty tends to shrink when measurements from different users at different
positions are made. In terms of visibilities, the information becomes more and
more reliable and extensive. Furthermore, the second user may add information
on transmitters that the first user has never observed to the map. Finally, the
second user hands the updated map over to the third user. Users can in this
way iteratively use and improve transmitter maps in a crowdsourcing scheme
[SG11]. The shared transmitter map is continuously updated with information
from new users.
A transmitter map can be handed on from one user to another directly, or
managed by a local unit. The local unit could be the physical transmitter in
a scenario, for example. If cellular signals are used, it is a base station, and if
WLAN signals are used, it is a WLAN router.
Section 5.1 shows how to create a comprehensive transmitter map from
the transmitters’ states and visibilities estimated with Channel-SLAM. In Sec-
tion 5.2, a scheme to share and use the information within transmitter maps
among users is presented. A method to merge maps from different users is
shown in Section 5.3.
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5.1 Creating Maps
In the Rao-Blackwellized particle filter for Channel-SLAM with visibility in-
formation derived in Section 4.2, each user-map particle represents a weighted
hypothesis of the user state, a transmitter state map, a transmitter visibility
map and a set of association decisions as in Eq. (4.50).
To create a comprehensive transmitter map that can be shared with other
users, the information from all Np user-map particles’ transmitter maps is
merged. The set of indices of user-map particles that have not associated the




i : @ (j, ·) ∈ A<i>
}
, (5.1)
where (j, ·) is a tuple representing an association between the old transmitter
with index j with any new transmitter. Thus, if i ∈ Tj , there is no tuple of the
form (j, ·) in the set of association decisions A<i> of the ith user-map particle,
where · may be the index of any new transmitter. Otherwise, if the ith user-
map particle has decided for an association between the jth transmitter with a
new transmitter at some point, there is a tuple (j, ·) in A<i>, and i /∈ Tj .
A transmitter state map in Channel-SLAM consists of a set of posterior
PDFs of transmitter states, which are represented by particle clouds. In the
comprehensive transmitter state map, the particle cloud representing the state
x<·,j>TX,k of the j



















After applying Eq. (5.2), the number of particles in the PDF for a transmitter
is very high. The particle reduction method from [Gen+17b] mentioned in
Section 3.6 is applied to decrease the memory occupation of the state map. The















where x<·,j,`>TX is the `
th transmitter particle and w<·,j,`> its associated weight,
and the time instant index k is left out. The number of particles in the particle
cloud marginalized over the user-map particles is denoted by N∗p,Tx. The weights
need to be normalized to one. An alternative representation of a transmitter









To obtain a comprehensive visibility map, the counters of the visibilities of
the jth transmitter in the hth hexagon are proportionally added up to marginal-














With these counters, the parameters of the Beta distributions for the jth trans-












Due to different association decisions, there is a certain belief in that a
transmitter in the comprehensive map exists in the first place. For example,
if all user-map particles have decided for an association between a transmitter
with index j with any other transmitter when the transmitter with index j was
initialized, the belief that this transmitter exists is zero. In general, this belief





In addition to the belief in the existence of a transmitter, a measure of the
reliability of the transmitter is defined in the following. In particular, the reli-
ability distance of a transmitter denotes the distance that the user has traveled








where d<i,j>rel,u is the distance traveled by the i
th user-map particle while the jth
transmitter was visible. For example, if the jth transmitter was only visible
between time instants three and five, but not at any other time instant, then
d<i,j>rel,u = ‖p
<i>
u,4 − p<i>u,3 ‖+ ‖p<i>u,5 − p<i>u,4 ‖, (5.9)
where p<i>u,k denotes the location of the i
th user-map particle at time instant k.
The reasoning behind the reliability distance is that the uncertainty in a
transmitter’s state estimate tends to shrink as measurements from different
user positions are made. Hence, with a long distance covered by the user while
the transmitter is visible, the uncertainty about the transmitter’s state tends to
decrease. In contrast, a transmitter’s state estimate tends to be uncertain if its
reliability distance is short.
Finally, a comprehensive transmitter map consists of a set of transmitters,
where each transmitter is characterized by
87
1. a PDF denoting the transmitter’s state, calculated by Eq. (5.2),
2. a hexagonal visibility map, where the parameters of the Beta distributions
are obtained from Eqs. (5.5) and (5.6),
3. a probability of existence as in Eq. (5.7), and
4. a reliability distance, given by Eq. (5.8).
As mentioned above, comprehensive transmitter maps may be shared among
users. Transmitters that are located far away from the user trajectories tend to
have a high uncertainty in their state estimate due to a bad geometrical dilution
of precision. On the one hand, many particles are needed to represent their state
PDF, which considerably increases the memory occupation of a transmitter
map. On the other hand, they do not contribute a lot to the positioning of a
user due to the uncertainty about their state. Likewise, transmitters that have
been visible only for a short time tend to have a high uncertainty in their state
estimate since Channel-SLAM considers an underdetermined problem at one
time instant as stated in Section 3.5.
When maps of transmitters are exchanged among users, transmitters with
a high uncertainty about their state are therefore removed from the map. The
mean and the covariance matrix of the PDF of the jth transmitter’s state esti-




















respectively. The jth transmitter is removed from the map if the trace of the







To further decrease the memory occupation, transmitters that are unlikely
to exist due to data association decisions are removed from the comprehensive
transmitter map. If the probability of existence of the jth transmitter as in
Eq. (5.7) is below a threshold τex, it is removed from the map.
5.2 Exchanging Maps
Channel-SLAM is a relative positioning system in the sense that a user estimates
their own location relative to the transmitters in the environment. The user
coordinate system is chosen arbitrarily, and in general no relation to a global
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coordinate system is known. Likewise, when a user receives a comprehensive
transmitter map from a different user or some central entity, such a map is in a
coordinate system different from the user’s.
The transmitter map estimated by a user with Channel-SLAM is denoted by
the term user map. A comprehensive transmitter map that a user receives from a
third party and that is used as prior knowledge is denoted by the term prior map.
The two maps are represented in different coordinate systems that are related by
a two-dimensional translation γ̄ = [x̄ ȳ]
T
and a rotation ϕ̄. In order to be able
to exploit the information in a prior map, these three unknown transformation
parameters need to be estimated. In addition to the transformation parameters,
correspondences among transmitters in the user map and the prior map need to
be found. A transmitter in the user map may or may not have a correspondence
to a transmitter in the prior map, and vice versa. A set of such correspondences
of transmitters in the two maps is denoted by C. It contains tuples of the form
(ju, jp), where ju is the index of a transmitter in the user map and jp the index
of the corresponding transmitter in the prior map. The number of corresponding
transmitters and thus the cardinality of the set C is denoted by NC .
Estimating both the transformation parameters and the correspondences
among transmitters is denoted by the term map matching. The algorithm to
match two maps is explained in the following sections.
5.2.1 The Map Matching Algorithm
An overview of the map matching algorithm is illustrated in Fig. 5.1. The
inputs are the user and the prior map. The first stage is a modified random
sample consensus (RANSAC) algorithm framed by the dashed line. The idea of
RANSAC is presented in Section 5.2.2. The modified RANSAC adapted to the
map matching problem consists of four blocks that are framed by the dotted line
and repeated Nit times. First, a number of transmitters from each of the two
maps is chosen randomly, which is discussed in Section 5.2.3. The corresponding
block is labeled R1. With the choice of the transmitters, the correspondences
among the transmitters are estimated in the block labeled R2, which is described
in Section 5.2.4. The transformation parameters are estimated in the block R3,
which is explained in detail in Section 5.2.5. Afterward, a local optimization
scheme is applied to increase the robustness and accuracy of the parameter
estimates in the block labeled R4. The local optimization scheme is discussed
in Section 5.2.6
For each of the Nit iterations, one solution, or hypothesis, of a map match is
obtained. The sth such hypothesis is denoted by Hs. It is a set comprising the
estimated transformation parameters γ̄s and ϕ̄s and the set of correspondences
Cs of size NC,s. A set of correspondences is also denoted by the terms correspon-
dence set or consensus set. Each hypothesis Hs obtained from the optimization
in the RANSAC algorithm is added to the set of hypotheses H.
The above method provides hypotheses for map matching that are based
on the transmitter state estimates in the two maps. The actual decision for















Figure 5.1: Based on the user and the prior map, map matching works in
two stages as indicated by the flow chart. First, a modified RANSAC algorithm
outputs a number of hypotheses of map matches based on the transmitter states.
A likelihood ratio test based on the visibility information about transmitters
chooses the best hypothesis.
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estimates of the transmitters in the maps. This likelihood ratio test is explained
in detail in Section 5.2.7.
5.2.2 The RANSAC Algorithm
The RANSAC algorithm [FB81] is a tool to estimate the parameters of a math-
ematical model given a noisy data set that is corrupted by outliers. Outliers are
data points that do not match the model. In contrast, inliers are data points
supporting the model. RANSAC has been used mainly in computer vision for
image stitching [Sze06]. There is a variety of modifications and extensions to
the original RANSAC algorithm in the literature [RFP08; HNM13].
A generic RANSAC algorithm is summarized in Algorithm 6. The inputs
are the data set, also called the complete set, and the mathematical model.
RANSAC returns the estimated parameters for the model, after testing a num-
ber of hypotheses for model parameters in an iterative fashion. The number of
iterations is often chosen such that a correct result can be found with a certain
probability. In each iteration, a set of data points is chosen randomly from the
data set. In the original RANSAC algorithm, the cardinality of this set, i.e., the
number of data points that are chosen, is the minimum number of data points
that are required to uniquely calculate the model parameters. With the chosen
data points, the model parameters are calculated. Afterward, the solution is
evaluated by testing each data point from the complete set against the model.
Typically, the decision whether a data point supports the model is taken on a
threshold basis. The data points supporting the model are inliers, and they are
defined as the consensus set. The hypothesis is then added to the set H.
Finally, the best of the hypotheses in H is chosen and the corresponding
model parameters are returned. Optimality often refers to the cardinality of the
correspondence set, since a solution supporting many data points is considered
very reliable. In this case, the parameters that are supported by the most data
points in the complete set are returned. An important feature of RANSAC is
that it inherently estimates which data points are inliers and which are outliers.
Algorithm 6: A generic RANSAC algorithm
Input: a data set and a mathematical model
Output: parameters of the mathematical model
1 for a certain number of times do
2 choose a random set of data points from the data set;
3 calculate the model parameters for these data points;
4 find the consensus set;
5 add the hypothesis to the set H;
6 find the best hypothesis set from H and return the corresponding model
parameters;
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5.2.3 Number of Iterations
In RANSAC, NT data points are selected randomly at each iteration as in Line 2
of Algorithm 6. Typically, this number NT is chosen to be the minimum number
of data points that is required to calculate a unique solution for the parameter
set that needs to be estimated. In map matching, there are three unknown
transformation parameters, and thus NT = 3 transmitters in the user map and
NT = 3 transmitters in the prior map are chosen randomly in each iteration
of the modified RANSAC in the block labeled R1 in Fig. 5.1. Each iteration
corresponds to a RANSAC hypothesis, and each hypothesis assumes that all
NT = 3 data points that were chosen are inliers. I.e, it is assumed that each
of the NT chosen transmitters in the user map has a correspondence in the NT
transmitters chosen from prior map.
The number Nit of iterations that are performed in RANSAC in Line 1 of
Algorithm 6 is determined in a probabilistic manner. It is defined such that the
probability that a correct solution for the transmitter correspondences is chosen
in at least one iteration exceeds a threshold psucc. Choosing a correct solution
means choosing transmitters in the user map that actually do correspond to the
transmitters chosen from the prior map. In the following considerations, it is
assumed that there are at least NT inliers in the two maps.
Denote the probability of sampling NT of the NU transmitters in the user
map and the corresponding NT of the NP transmitters in the prior map by q.
This is the probability that in one iteration of RANSAC, NT inliers from the
user map and their corresponding transmitters in the prior map are sampled
in arbitrary order. Since q depends on the actual number of inliers NIN, it is
expressed explicitly as a function q (NIN).
In at least one of the Nit RANSAC iterations, a set of NT corresponding
transmitters in each map shall be sampled with a probability that is not smaller
than psucc. If Nit iterations of RANSAC are performed, the probability that a
set of only inliers has not been sampled shall be smaller than 1−psucc. Therefore,
(1− q (NIN))Nit ≤ 1− psucc. (5.13)
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The number NIN of inliers is usually unknown. Nevertheless, since q (NIN)
is a function that increases monotonically with NIN, NIN can be conservatively
estimated to be the cardinality of the largest set of inliers found so far. It is
initialized with NIN = NT = 3. Whenever a larger consensus set is found, the
estimate of NIN is updated. The number of iterations is thus adapted on the
fly as RANSAC is operating.
To calculate Nit, it is assumed that given NT transmitters from the user map
and the corresponding transmitters in the prior map, the actual correspondences
are estimated perfectly. A scheme to estimate the correspondences is presented
in Section 5.2.4.
5.2.4 Correspondence Estimation
Given the NT randomly chosen transmitters from each map, the goal is now to
find the best set of correspondences for these transmitters in the block labeled
R2 in Fig. 5.1. The set of the NT chosen transmitter indices in the user map
is denoted by U , while the set of the NT chosen transmitter indices in the prior
map is P.
For notational convenience, a tuple in a correspondence set is denoted within
this section by (Uq, Pr), which describes a correspondence between a transmitter
with index Uq ∈ U from the user map and a transmitter with index Pr ∈ P from
the prior map.
Since there are NT ! possibilities to arrange NT transmitters, there are also
NC = NT ! distinct possible sets of correspondences of NT transmitters for each
RANSAC hypothesis. In the sth RANSAC hypothesis, these sets are denoted
by Cs,1, . . . , Cs,NC . For NT = 3, the number of possible correspondence sets is
NC = 6.
Because the transformation parameters between the coordinate systems of
the user and the prior map are unknown, the absolute locations of transmit-
ters in the two maps do not contain any relevant information. However, the
relative distances among transmitters in each map are used to obtain the set of
correspondences Ĉs.
The shape of a transmitter’s state PDF depends on the user’s trajectory and
the corresponding geometrical dilution of precision for that transmitter. This
shape can thus be very different for different user trajectories as exemplarily
shown in Fig. 5.2. The particles of the location estimates of three different
transmitters are shown after the user has traveled on two different user trajec-
tories that are drawn in blue in Fig. 5.2 (a) and (b). The start and end positions
of the user are labeled START and END, respectively. In the scenario, there is
one physical transmitter Tx1 indicated by the red upward triangle. The trans-
mit signal is reflected at the wall drawn in black and scattered at the point
scatterer. The corresponding virtual transmitters are vTx2 and vTx3. The































Figure 5.2: In the scenario with one physical transmitter Tx1 and two virtual
transmitters Tx2 and Tx3, different user tracks in (a) and (b) lead to different
estimates for estimated PDFs of the transmitter states in Channel-SLAM. The
estimates are indicated by the particles in different colors. The geometrical
dilution of precision influences the uncertainty in the transmitter state estimates.
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While the uncertainty about the location of transmitter Tx1 is low in both
cases, the uncertainty about the location of transmitter Tx2 is low in Fig. 5.2
(a) and high in Fig. 5.2 (b). For the virtual transmitter Tx3, the situation
is reversed. The high or low uncertainty can be explained with a bad or good
geometrical dilution of precision as in Section 2.1.3. From a transmitter point of
view, the geometrical dilution of precision is low if the user takes measurements
from many different locations distributed around the transmitter location. For
example, in Fig. 5.2 (b), the user travels towards Tx2 from one single direction,
leading to a high geometrical dilution of precision and a high uncertainty about
the transmitter’s state. In contrast, in Fig. 5.2 (a), the uncertainty about the
state of Tx2 is considerably smaller due to the different user trajectory.
As a measure for the distance between two transmitters, standard metrics
or divergences between two PDFs such as the Kullback–Leibler divergence may
therefore end up in misleading results [Cal18]. Since only transmitters with a
small variance as in Eq. (5.12) are stored in transmitter maps, the distance be-
tween two transmitters is defined as the Euclidean distance between the means
of the two transmitters’ state estimates in the alternative representation with
additional propagation distances as in Eq. (5.4). It is calculated for two trans-










where x̃<·,j,`>TX is the `
th of the N<j>p particles of the j
th transmitter in the
alternative representation, and w<·,j,`> its associated weight.
For notational convenience, the distance dUq,Uq̃ between two transmitters in
the user map with indices Uq and Uq̃ is denoted by d
U
q,q̃. Likewise, the distance
dPr,Pr̃ of two transmitters in the prior map with indices Pr and Pr̃ is denoted by
dPr,r̃.
For each of the NC possible sets of correspondences, each distance between
two transmitters in the prior map is compared to the distance between the two
corresponding transmitters in the user map. The squared differences of these
distances are summed up. The set of correspondences Ĉs for which the summed
squared differences are minimal is chosen. Mathematically,









leading to the best solution in a least squares sense as the squared differences
of the relative distances among transmitters are minimized.
Fig. 5.3 illustrates finding correspondences among transmitters in two maps.
The four squares in light and dark blue on the left side with labels U1, ..., U4
represent the locations of four transmitters from the user map. The light and
dark green circles labeled P1, ..., P5 are the locations of five transmitters from
the prior map. The indices of transmitters that are chosen randomly in this

















Figure 5.3: The blue squares and green circles represent locations of transmit-
ters from a user and a prior map, respectively. The relative distances among
transmitters within each map are used to obtain correspondences among trans-
mitters in the user map with transmitters in the prior map.
from the prior map. The best set of correspondences Ĉs is chosen as in Eq. (5.19).
In Fig. 5.3, the best set is Ĉs = {(U2, P4) , (U3, P2) , (U4, P1)}.
5.2.5 Parameter Estimation
With the best correspondence set Ĉs as obtained in Section 5.2.4, the trans-
formation parameters are estimated in the block labeled R3 in Fig. 5.1. To
simplify the notation, the transmitters in the prior map and the user map are
arranged such that in Ĉs there is a correspondence between the jth transmitter
in the user map and the jth transmitter in the prior map for j = 1, . . . , NT .









. Likewise, the mean of the jth transmitter’s state estimate








. The means are calculated
analogue to Eq. (5.10).
The means of the states of the NT transmitters chosen from the user map
are stacked in the matrix
Lu =
[





The means of the states of the corresponding transmitters in the prior map are
stacked in the same way in the matrix
Lp =
[





With γ = [x̄ ȳ 0], J = [1 . . . 1]
T
of dimension NT × 1 and the rotation matrix
Rϕ̄ =
 cos ϕ̄ sin ϕ̄ 0− sin ϕ̄ cos ϕ̄ 0
0 0 1
 , (5.22)
the two matrices Lu and Lp are related by
Lu = LpRϕ̄ + Jγ +E, (5.23)
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where E is a residual matrix.
The common covariance matrix C of the user and prior map transmitters is















p,j are the traces of the co-
variance matrices of the jth transmitter in the user map and in the prior map,
respectively. These covariance matrices are calculated following Eq. (5.11) based
on the corresponding transmitter particles and weights. Rearranging Eq. (5.23)
yields the residual matrix
E = Lu −LpRϕ̄ − Jγ. (5.25)
The in a least squares sense best transformation parameters ˆ̄x, ˆ̄y and ˆ̄ϕ are ob-




, which is the trace of the matrix EC−1E.




is derived by each transformation pa-

















































































































































is smaller are chosen.
The transformation is performed in the location space of the transmitters as
can be seen in the form of the rotation matrix in Eq. (5.22). The clock offset of
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a transmitter does also have an influence on the estimate of the transformation
parameters as its uncertainty is taken into account in the common covariance
matrix in Eq. (5.24).
With the transformation parameters, the prior map can be transformed into













The estimation of the transmitter correspondences in Section 5.2.4 and of
the transformation parameters above corresponds to Line 3 in Algorithm 6.
In the RANSAC algorithm, the set of correspondences Ĉs in Eq. (5.19) is
expanded by all additional correspondences (Uq, Pr) that are in accordance with
the transformation parameters as in Line 4 of Algorithm 6. These additional
correspondences are transmitter pairs for which the distance between the means
µuUq and
TµaPr of a transmitter Uq from the user map and a transformed trans-
mitter Pr from the prior map, respectively, is smaller than the threshold δd, i.e.,
for which
‖µuUq −
TµaPr‖ < δd. (5.31)
If the assignment of transmitters in the transformed prior map to transmitters
in the user map is ambiguous, the Hungarian algorithm [Sch03] is used to ob-
tain the best solution for correspondences. Such ambiguities arise if the distance
from two transmitters in the prior map after the transformation to one or more
transmitters in the user map is smaller than δd, for example. The Hungar-
ian algorithm is a combinatorial optimization algorithm which finds the best
assignment for correspondences based on the distances among transmitters.
5.2.6 Local Optimization
One assumption of the RANSAC algorithm is that a model estimated only
with inliers is consistent with all other inliers from the complete data. In map
matching, though, this assumption does not hold, since the data points, which
are the means of transmitters in the prior and the user map, may be biased.
One reason for such a bias stems from the fact that only the mean of a trans-
mitter state estimate is regarded, while the shape of the corresponding PDF is
neglected. Another reason is a possible bias from the channel estimator KEST
for the signal components’ parameter estimates, which translates into a bias in
the transmitter state estimates.
To cope with biased estimates, a local optimization scheme as proposed
in [CMK03] is applied after the transformation parameters and the consensus
set are calculated in one iteration of RANSAC. This optimization scheme is
performed in the block labeled R4 in Fig. 5.1. Based on the estimated trans-
formation parameters, all inliers, i.e., transmitters from the prior map and user
map that support the model, are obtained and added to the consensus set as
described in Section 5.2.5. In the local optimization, the transformation param-
eters are re-estimated based on the consensus set, and if further correspondences
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are found in accordance with Eq. (5.31), the consensus set is updated as well.
The re-estimation of the parameters and the consensus set is performed repeat-
edly until the consensus set does not grow any further.
With the local optimization, biases in the means of the transmitter state
estimates are considered. The more inliers are found, the more reliable is a
solution.
5.2.7 Likelihood Ratio Test
The RANSAC algorithm described above considers only the state estimates of
transmitters in the two maps. In [UG19], for example, the best of the RANSAC








where ρrew is a reward term that accommodates for the fact that hypotheses
with large consensus sets are considered more reliable, andNC,s is the cardinality
of the consensus set of the sth hypothesis.
While map matching with RANSAC turns out to be very robust if there are
many transmitter correspondences in the two maps, i.e., if the cardinality of the
actual correspondence set C is large, there occur map matching ambiguities in
some scenarios and in the case of small actual correspondence sets. For example,
if the scenario is such that the transmitter locations show certain symmetries,
the correspondence estimates in Section 5.2.4 might be wrong, leading to biased
estimates for the transformation parameters. As a consequence, if such a trans-
mitter map is used by a user, the map might not bring any benefit or even bias
the user’s and transmitters’ state estimate.
Fig. 5.4 illustrates map matching ambiguities. In Fig. 5.4 (a), the blue
squares represent transmitter locations from a user map, and the green circles
transmitter locations from a prior map. The transformation parameters relating
the coordinate systems of the two maps are unknown. In Fig. 5.4 (b), a map
match has been found with the correspondence set C1 = {(1, A), (2, B), (4, D)}
of size three. The blue dashed circles around the prior map transmitters are
of radius δd. If the green prior map transmitters lie within such a circle, two
corresponding transmitters are found. In Fig. 5.4 (c) and (d), different map
matches with correspondence sets C2 = {(2, A), (4, D)} of size two and C3 =
{(1, B), (2, A), (3, D)} of size three were found.
A fundamental problem leading to map matching ambiguities as described
above is the lack of diversity among virtual transmitters, making it hard to
differentiate among them. However, with visibility maps, the diversity among
transmitters is increased. A transmitter is not only described by its state, i.e.,
location and clock offset, but also by the information from where it is visible.































Figure 5.4: The blue squares and green circles in (a) represent locations of
transmitters from the user map and from a prior map, respectively. In (b), (c)
and (d), different map matching solutions are found.
a likelihood ratio test [Bav09] regarding the visibility maps, namely by





p (Mk|Hs) p (Hs) ,
(5.33)
where Mk is the user visibility map. The prior knowledge p (Hs) on the s
th







where E+H,s = max{EH,s, 1 m}, and EH,s is obtained from Eq. (5.32). The
reasoning for the max function in E+H,s is that negative values in EH,s can
falsify the results of the likelihood ratio test.
The best hypothesis in Eq. (5.33) is chosen by replacing the prior knowledge
p (Hs) by the term in Eq. (5.34),





To calculate the numerator in the argument of Eq. (5.35), the prior visibility






Figure 5.5: The hexagons drawn in gray are from the equivalent prior map,
and thus in the user hexagonal grid. The hexagon drawn with dashed lines is
a hexagon from the prior map after a translation and rotation. The visibil-
ity information from that hexagon is transferred into the equivalent prior map
hexagons proportionally to the respective overlapping areas. For example, the
overlapping area of the hexagon from the user map with hexagon B is drawn
blue.
mation parameters into the hexagonal grid of the user’s visibility map. The
resulting visibility map is denoted by the term equivalent prior visibility map.
To create the equivalent prior visibility map, each hexagon in the prior visi-
bility map is considered separately. First, the hexagon is rotated and translated
according to the transformation parameters. In general, it is then not in the
hexagonal grid of the user visibility map any more. Such a situation is depicted
in Fig. 5.5. The hexagon with dashed edges is a hexagon from the prior map
transformed with the corresponding parameters. The gray hexagons with indices
A, B, C and D are hexagons in the equivalent prior map, and therefore in the
hexagonal grid of the user map. The parameters of the Beta distribution for the
jth transmitter in the equivalent prior map are initialized with p<·,j>B = ν
<j>
h
and q<·,j>B = ν̄
<j>
h for the hexagon with index B, for example.
All hexagons in the equivalent prior map that overlap with any transformed
hexagon from the prior map are found. In Fig. 5.5, the gray hexagons with
indices A, B, C and D are such hexagons that overlap with the transformed
hexagon. The parameters of the Beta distributions of each of the overlapping
hexagons in the equivalent prior map are updated with the parameters from the
transformed prior visibility map hexagon for all transmitters under consideration
of the corresponding overlapping area. The overlapping area can be calculated
with standard clipping algorithms such as the Sutherland–Hodgman algorithm
[SH74], for example.
For example, in Fig. 5.5, the overlapping area of the transformed prior vis-
ibility map hexagon with hexagon B in the equivalent prior visibility map is a
fraction r<j>B,h of an entire hexagon’s area, and it is drawn in dark blue. Thus,
the Beta distribution parameters p<·,j>B and q
<·,j>
B in the equivalent prior visi-
bility map hexagon with index B for the jth transmitter are updated with the
corresponding parameters Tp<·,j>h and
Tq<·,j>h from the transformed prior map
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All hexagons in the prior visibility map are processed in the same way. The
equivalent prior visibility map finally holds the information from the prior visi-
bility map in the hexagonal grid of the user visibility map.
With the equivalent prior map, the numerator in the argument of Eq. (5.35)



















where Ho,s is the set of indices of hexagons that are in both the user and the
equivalent prior visibility map, E
<jp>
h is the expectation value of the Beta dis-
tribution regarding the visibility of the jp
th transmitter in the hth hexagon in
the equivalent prior map, and p<ju>h,k and q
<ju>
h,k are the parameters of the Beta
distribution for the ju
th transmitter in the hth hexagon of the user map. The
expectation value of a Beta distribution is obtained as in Eq. (4.7).
For numerical stability, the terms in Eq. (5.37) and Eq. (5.35) are calculated
in logarithmic domain.
The choice for the best hypothesis with the likelihood ratio test corresponds
to Line 4 in Algorithm 6.
5.2.8 Summary and Complexity of Map Matching
The computational complexity of map matching is the sum of the complexity
of the modified RANSAC and the complexity of the likelihood ratio test, as can
be seen in Fig. 5.1.
The number of iterations in RANSAC depends on the definition of psucc
and on the number of inliers, i.e., transmitters in the two maps that actually
correspond to each other. It can be calculated with Eq. (5.14).
Previous to the RANSAC iterations, the distances among transmitters in














In each RANSAC iteration, the following steps are performed.
 Correspondence estimation as in Section 5.2.4:
With the distances from Eq. (5.18), Eq. (5.19) is evaluated for all NC =
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NT ! = 6 possible sets of correspondences to obtain the best correspon-
dence set Ĉs. If the summed squared distances for Ĉs in Eq. (5.19) are
large, this RANSAC hypothesis is very unlikely. To decrease the compu-
tational complexity, the corresponding RANSAC iteration is aborted and
the hypothesis discarded if these summed squared distances are above a
threshold τdist. In this case, RANSAC continues with the next iteration.
 Parameter estimation as in Section 5.2.5:
For the set Ĉ, the three transformation parameters are calculated analyti-
cally with Eqs. (5.26), (5.28) and (5.29). Further correspondences are cal-
culated with Eq. (5.31), which needs to be evaluated (NU−NT )(NP−NT )
times for all transmitter pairs in the prior and the user map that are not
in the correspondence set.
 Local optimization as in Section 5.2.6:
The local optimization scheme tries to find additional inliers and refines
the transformation parameters. The maximum number of iterations in
the local optimization is min{NU −NT , NP −NT }. In each iteration, the
transformation parameters are calculated and new correspondences are
found.
In general, the more inliers are found, the less iterations of RANSAC need to
be performed. In the best case regarding the computational complexity, all
transmitters in the user map have a correspondence in the prior map and vice
versa, and these correspondences are found in the first iteration of RANSAC.
To reduce the computational complexity, only map matching hypotheses
from RANSAC whose error as in Eq. (5.32) falls below a threshold τE are
further considered in the likelihood ratio test. Thus, Eq. (5.32) is evaluated
for all hypotheses. If no hypothesis matches the threshold, no map match was
found.
In the likelihood ratio test, the following two steps are performed for each
remaining hypothesis.
 First, the equivalent prior map is calculated. Each hexagon in the prior
map is transformed. If it overlaps with any hexagon from the user visibility
map after the transformation, its information is added proportionally to
the overlapping hexagons in the user hexagon grid.
 Second, the best hypothesis is chosen with Eq. (5.35). For each hypothe-
sis, the PDFs of the Beta distributions are evaluated in Eq. (5.37). The
number of these PDFs is the size of the respective correspondence set
multiplied with the number Ho,s of hexagons in the user map and the
equivalent prior map that overlap.
Overall, map matching is a computationally complex process if many trans-
mitters and hexagons are involved. In the beginning of a user track, only few
transmitters have been visible to the user, and the user has come across only few
hexagons. Over time, the number of visible transmitters and crossed hexagons
increases.
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However, since map matching is not directly a part of the actual SLAM
problem in Channel-SLAM, it can be run in parallel to Channel-SLAM. Fur-
thermore, the state and visibility estimates of the user change only little from
one time instant to another. Thus, map matching does not need to be performed
at every single time instant, as the map matching results are likely to be very
similar across short time periods. Instead, map matching is performed every
time when the user has covered a certain distance dint, or when the uncertainty
in the estimates of the state of one or more transmitters has shrunk by a cer-
tain extent. In this way, map matching does not increase the computational
complexity of Channel-SLAM significantly.
Once a map match has been found, the prior map is transformed into the co-
ordinate system of the user. For the transmitter states, each transmitter particle
is transformed according to the estimated transformation parameters analogue
to Eq. (5.30). For the visibility map, the corresponding equivalent visibility
map obtained in Section 5.2.7 can be taken over directly. The transmitters in
the transformed prior map can then be used for data association by the user.
5.2.9 Data Association with Prior Maps
When KEST detects a new signal component, the corresponding new transmit-
ter is associated with an old transmitter that had been observed before by the
user, with a transmitter from the prior map, or with no transmitter.
In accordance with Section 4.3.1, the set of indices of transmitters in the prior
map that have not yet been associated at time instant k is denoted by Υpk, and
the index of the transmitter in the prior map that a new transmitter is associated
with by apk. For notational simplicity, the sets Υk from Section 4.3.1 and Υ
p
k
are assumed distinct to differentiate between old transmitters and transmitters
from the prior map.
The marginalized likelihoods for the transmitters in the prior map are cal-




























as in Eq. (4.42). The `th transmitter particle of the apk
th
transmitter in the prior
map is denoted by x
<·,apk,`>
TX , and its weight by w
<·,apk,`>. The probability of
existence p
<apk>
e,a represents the belief as in Eq. (5.7) that a transmitter in the
prior map exists.
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The set Γk for the case that both old transmitters estimated by the user so
far and transmitters from the prior map that can be associated with the new
transmitter is, similar to Eq. (4.48),
Γk = {j : (j ∈ Υk ∨ j ∈ Υpk) ∧ pj > ρ}. (5.42)
If multiple new transmitters are initialized, the greedy algorithm from Sec-
tion 4.3.2 can be applied in a straightforward manner.
5.3 Map Merging
In Section 5.2, the use of a prior map has been explained with respect to one
single user. This user first estimates the rotation and translation relating the
coordinate systems of the user and the prior map and can then associate newly
detected signal components with transmitters from the prior map. After the
user has finished their run, the observations made by the user, i.e., the user’s
transmitter map, are merged with the prior map. This merging of the user map
and the prior map is denoted by the term map merging. While merging the two
maps, the user updates the prior map by adding information on transmitters
obtained during their run. The new prior map after merging the user map into
the prior map is denoted by the term resulting map. The resulting map can be
shared with other users. As described in Section 5.1, information on a transmit-
ter contains its state and visibility estimates, the probability of existence and a
reliability distance.
Three cases are regarded for adding a transmitter from the user map into
the resulting map as follows.
1. The transmitter has a correspondence in the prior map obtained from the
map match as in Section 5.2.4.
2. The transmitter was associated with a transmitter from the prior map by
at least one user-map particle.
3. The transmitter is not in the consensus set nor was it associated with a
transmitter from the prior map by any user-map particle.
Case 1
If the ju
th transmitter in the user map corresponds to the jp
th transmitter in
the prior map, there is a tuple (ju, jp) in the consensus set Ĉ. In this case,
the information about the two transmitters is merged based on the reliability
distances. The index of the transmitter in the resulting map after merging the
ju
th transmitter in the user map and the jp
th transmitter in the prior map
is assumed to be j. For merging the transmitters, the relative user reliability



















respectively. With the relative reliability distances, the transmitter estimates
from the user and the prior map can be merged with taking into account how
much the user and the users who had created the prior map contributed in terms
of observations made.
The state estimate PDF for the merged transmitter with index j in the































where x<i,ju,`>TX,k is the `
th of the N<ju>p,u transmitter particles of the ju
th trans-
mitter of the ith user-map particle in the user map, w<i,ju,`>k is its associated
weight, x
<jp,`>
TX is the `
th of the N
<jp>
p,a transmitter particles of the ju
th trans-
mitter in the prior map and w<jp,`> its associated weight.
The reliability distance of the merged transmitter is the sum of the reliability






The probability of existence p<j>e for the resulting j











where p<ju>e,u is the probability of existence of the transmitter in the user map,
and p
<jp>
e,a the probability of existence in the prior map.
The parameters of the Beta distributions in the visibility map in the hth












where p<ju>h,k and q
<ju>










independent from the reliability distances, which are inherently accounted for
in the corresponding parameters of the user and the prior map.
Case 2
If a new signal component corresponding to the ju
th transmitter in the user
map is associated with the jp
th transmitter from the prior map by a number
of user-map particles, the information about the transmitter in the prior map
is implicitly taken into the state estimate, the visibility map and the reliability
distance for each single particle making the association. The transmitter is taken
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into the resulting map if the thresholds for the transmitter’s state uncertainty
in Eq. (5.12) and the probability of existence τex are met.
Case 3
A transmitter from the user map that is not associated is taken into the resulting
map with its estimated state PDF, its visibility map, probability of existence
and reliability distance as described in Section 5.1, if the thresholds for the
transmitter’s state uncertainty in Eq. (5.12) and the probability of existence τex
are met.
The transmitters from the prior map are in general taken into the resulting
map. There are again three cases regarded for such a transmitter in the prior
map as follows.
1. The transmitter has a correspondence in the user map obtained from the
map match.
2. The transmitter was associated with a transmitter from the user map by
at least one user-map particle.
3. The transmitter is not in the consensus set nor was it associated with a
transmitter from the user map by any user-map particle.
Case 1
Such a case is handled by the first case described above. The information about
the prior map transmitter is merged with the information about the transmitter
from the user map and added to the resulting map.
Case 2
If there is an association between any new signal component, i.e., transmitter,
and the jp
th transmitter from the prior map for a number of user-map particles,
there are association tuples (·, jp) in the sets A<i>k of association decisions of
the user-map particles. The transmitter jp from the prior map is taken into the
resulting map as the j̃th transmitter with its original state PDF, visibility map
and reliability distance. Only the probability of existence is adapted. Denote
the set of all user-map particles that have not associated the jp
th transmitter
from the prior map with any other transmitter in the user map by T̃jp . The





Thus, it is the summed weight of all particles that do not associate the original
transmitter with a new transmitter. If all user-map particles decide for an asso-
ciation between the jp
th transmitter in the prior map and any new transmitter,


















































user N· · ·
Figure 5.6: In Channel-SLAM with cooperation among users, estimates on the
transmitter states and visibilities are used to update the transmitter map that
is handed from one user to another.
Case 3
In the case of no association during the map match or with any user transmitter,
a transmitter from the prior map is taken into the resulting map as is.
After creating the resulting map, transmitters that do not meet the thresh-
olds regarding their state uncertainty in Eq. (5.12) and probability of existence
τex are deleted from the resulting map.
Finally, the resulting map is distributed to other users. A flow chart of
the Channel-SLAM algorithm with cooperating users is depicted in Fig. 5.6.
The estimates on the transmitter states and visibilities as output of single user
Channel-SLAM depicted in Fig. 3.2 are used to update the resulting transmit-
ter map that is handed from one user to another to increase the localization
performance. The transmitter map may be shared directly among users or via
a central entity.
5.4 Summary and Outlook
Cooperation among users is a paradigm shift in Channel-SLAM. We have seen
how users can create, share and update transmitter maps. Such cooperation in-
creases the positioning performance of Channel-SLAM considerably. Transmit-
ter visibility information plays a crucial role, as it permits robust map matching,
which is a requirement for sharing transmitter maps.
Since the estimated transmitter state PDFs are represented by particle clouds
in Channel-SLAM, the memory consumption of transmitter maps can be high.
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Hence, these estimated state PDFs need to be transformed into PDFs with lower
memory consumption when transmitter maps are exchanged. In the following
chapter, we will derive a new tracking filter that can represent transmitter states







The Channel-SLAM algorithm derived in Chapter 4 uses a Rao-Blackwellized
particle filter to estimate the user state jointly with the transmitter states and
visibilities. The state PDF of a transmitter is thus represented by a possibly
large number of particles. When maps of transmitter states are shared among
users, all particles and their weights need to be transmitted. It is therefore
preferable to represent transmitter state PDFs in a parametrized fashion, while
keeping the transmitted information the same. The Gaussian sum particle fil-
ter (GSPF) presented within this section is a novel filter for Channel-SLAM,
in which the transmitter states are estimated by Gaussian sum filters. This
representation reduces the memory complexity considerably.
The idea and structure of the GSPF are presented in Section 6.1. The filter
is derived in Section 6.2. Section 6.3 presents a data association scheme for the
GSPF.
6.1 The Idea and Structure of the Gaussian Sum
Particle Filter
The idea behind the GSPF is to use a parametrized PDF instead of a particle
cloud to represent a transmitter state estimate. A parametrized PDF can be
stored more efficiently, and consequently allows to decrease the amount of data
that needs to be transmitted when maps of transmitter states are shared. While
a Gaussian distribution can be represented very efficiently with a mean and a
covariance matrix, it does very often not match the targeted posterior PDFs of
the transmitter states, which may be of any shape and composed of different
modes. For example, the shape of a PDF of a transmitter location estimate
after initialization with a ToA and an AoA measurement in Channel-SLAM
resembles a circular sector as in Fig. 3.11. With Gaussian mixture models,




















Figure 6.1: The structure of the Gaussian sum particle filter for Channel-SLAM.
The posterior PDFs of the transmitter states are represented by Gaussian mix-
ture models for every user-map particle, and estimated by Gaussian sum filters.
The components of the Gaussian mixtures are estimated by unscented Kalman
filters. A hexagonal visibility map is estimated with every user-map particle.
few parameters.
One approach is to perform Channel-SLAM with the Rao-Blackwellized par-
ticle filter as described in Section 4.2, and to approximate the estimated pos-
terior PDF of every transmitter state, which is represented by a particle cloud
as in Eq. (4.14), by a Gaussian mixture model when a map is exchanged. Es-
timating a parametrized PDF from a set of samples, or particles, is a problem
referred to as density estimation [Sil86].
The approach of the GSPF for Channel-SLAM is to describe the transmit-
ter state PDFs with Gaussian mixture models. While the user state is still
estimated with a particle filter, the single Gaussian components in the Gaus-
sian mixture are estimated with unscented Kalman filters. The structure of the
GSPF is illustrated in Fig. 6.1. Following Eqs. (4.10) and (4.12), the state of
each transmitter is estimated for every user-map particle, and the transmitter
states are estimated independently from each other assuming independent mea-
surements. The state PDF of the jth transmitter of the ith user-map particle
at time instants zero to k corresponding to Eq. (4.14) is modeled by a Gaussian



















where the history of the `th Gaussian component has a mean x<i,j,`>TX,0:k , a co-
variance matrix P<i,j,`>0:k and an associated weight w
<i,j,`>
0:k . The mean and
covariance matrix at time instant k are obtained from the update of the cor-
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responding unscented Kalman filter at the previous time instant k − 1. The
unscented Kalman filter equations are presented in Appendix A.2. Although
NG depends on the time instant k, the user-map particle index i and the trans-
mitter index j, these indices are omitted in NG for notational simplicity.
6.2 The Gaussian Sum Particle Filter for Channel-
SLAM
The prediction step for the user-map particle filter in the GSPF case is the same
as for the user-map particle filter in Section 4.2, as the importance density is
the same. A new user-map particle is thus drawn from the importance density
in Eq. (4.25). The likelihood referring to the radio measurement for the jth



















The measurement covariance matrix of the jth transmitter at time instant k is





of the ToA and AoA measurements on the diagonal. The radio





























The predicted measurement ẑ<i,j,`>R,k is a vector of the predicted ToA and AoA,
τ̂<i,j,`>k and θ̂
<i,j,`>
k , that can be calculated analogue to Eq. (3.23) and Eq. (3.24),
respectively, with the mean of the `th Gaussian component.
The prediction and update equations of the unscented Kalman filter are
calculated by the standard unscented Kalman filter equations presented in Ap-
pendix A.2. The crucial part in the GSPF is the recursive calculation of the
weights in the user-map particle filter. Following Eq. (4.32), the weights in the














The second factor on the right hand side of Eq. (6.4) can be calculated as in
Eqs. (4.35) and (4.36). The third factor can be written with the assumption of
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The first factor in the integral in Eq. (6.6) is the likelihood in Eq. (6.2). For
notational simplicity, the likelihood of the jth transmitter with respect to the

























The second factor in the integral in Eq. (6.6) describes the state of the jth
transmitter for the ith user-map particle after the prediction and before the
update step at time instant k. The corresponding state of the `th Gaussian




























































The second factor in the above integral as in Eq. (6.7) is a nonlinear func-
tion in the integration variable x<i,j,`>TX,k . However, the integral has the form of
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whereXm is the m
th of the Nsig sigma points and ωm its associated weight. The
sigma points and weights can be calculated by Eq. (2.19), for example, where
µx = x
<i,j,`>−
TX,k and Cx = P
<i,j,`>−
k (6.12)
are the mean and the covariance matrix, respectively, obtained from the corre-
sponding unscented Kalman filter before the update, and N = 3 is the dimension
of a transmitter’s state. The indices of the transmitters and Gaussian compo-
nents as well as of the time instants are omitted in the sigma points and their
weights for notational simplicity. The weights in Eq. (6.4) are calculated with














ωm gz (Xm). (6.13)
From Eq. (6.11) follows for the weight update of the unscented Kalman filter






ωm gz (Xm). (6.14)















The mean of a Gaussian component can be regarded as a hypothesis of the
state of the transmitter, and its covariance as the corresponding uncertainty.
The associated weight indicates how likely this hypothesis is. As the user moves,
the means, covariances and weights of the Gaussian components evolve. When
the weight of a Gaussian component falls below a threshold, the correspond-




In the following, we derive a data association scheme for the GSPF analogue to
Section 4.3.
Eq. (4.40) holds for the GSPF case as well. The second factor in Eq. (4.40)
can be calculated in the same way as for the Rao-Blackwellized particle filter
with Eq. (4.41) and Eq. (4.42). For the first factor in Eq. (4.40), Eq. (4.43) and
Eq. (4.44) hold.
In the GSPF case, the second factor in the integral of Eq. (4.43) is the
PDF of the ak
th transmitter after the prediction and before the update in the




















where x<i,ak,`>−TX,k and P
<i,ak,`>−
k are predicted the mean and covariance of the
`th component of the Gaussian mixture of the ak
th transmitter, and w<i,ak,`>k−1
the corresponding weight. For notational simplicity, the `th addend in Eq. (6.16)
























































with the unscented transform, where the sigma points Xm and their weights
ωm can again be obtained by Eq. (2.19), for example, where
µx = x
<i,ak,`>−
TX,k and Cx = P
<i,ak,`>−
k (6.20)
are the predicted mean and the covariance, respectively, from the corresponding
unscented Kalman filter. Finally, the marginalized likelihoods are calculated as
pak = pr,akpv,ak (6.21)
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with pr,ak from Eq. (6.19) and pv,ak from Eq. (4.42).
If only one new transmitter is detected at time instant k, the ML method or
data association sampling can be used with the marginalized likelihoods from
Eq. (6.21). In the case of multiple transmitters, the greedy algorithm from
Section 4.3.2 is applied. If transmitters from a prior map may be incorporated,
the method from Section 5.2.9 is applied in a straightforward manner.
6.4 Summary and Outlook
The GSPF allows for a compact representation of transmitter states in the trans-
mitter tracking filter. The communication overhead when sharing transmitter
maps is considerably reduced without additional signal processing in terms of
changing the representation of transmitter state estimates.






While the concept of Channel-SLAM and virtual transmitters has been shown to
work in real indoor [Gen+16a; Gen+17a; GU17; KG20] and outdoor [Gen+14;
Gen+15; Gen+17b; Ulm+18] scenarios, simulations in an indoor environment
are performed to evaluate the methods developed in this thesis.
The simulation scenario and relevant parameters of the simulations are in-
troduced in Section 7.1. Section 7.2 briefly discusses the implementation of the
simulations. The results are presented in Section 7.3.
7.1 Simulation Scenario
The simulation scenario is depicted in Fig. 7.1. It shows the top view of an indoor
shopping mall with one single physical transmitter marked by the red triangle
labeled Tx. The thick black lines represent walls that reflect the transmit signal,
and the black dots model point scatterers.
The physical transmitter continuously transmits a signal with a uniform
power spectrum density using an omnidirectional antenna. The bandwidth of
the signal is 100 MHz and the carrier frequency 1.9 GHz. While a high band-
width is preferred for multipath assisted positioning schemes as they rely on the
ability to resolve MPCs at the receiver, the bandwidth of 100 MHz was chosen
since it is in accordance with current mass market technology. For example,
the 3rd Generation Partnership Project (3GPP) Long Term Evolution (LTE)
standard provides bandwidths up to 100 MHz with carrier aggregation [3rd13].
Likewise, the IEEE 802.11 WLAN standard defines signal bandwidths of up to
80 MHz and optionally up to 160 MHz [IEE16].
With the locations of the physical transmitter and the walls and scatterers,
a channel impulse response can be calculated at each location in the scenario.
A power loss of 3 dB is assumed when the signal is reflected by a wall. When
a signal is scattered at a point scatterer, the power loss is assumed 6 dB. The
noise-free channel impulse response is band-limited to 100 MHz, and white Gaus-
sian noise is added to obtain the received signal. In the following evaluations,
propagation paths up to an order of three are considered. Thus, the transmit
119
Figure 7.1: Top view of an indoor mall serving as the simulation scenario with
one physical transmitter marked by the red triangle labeled Tx. Black lines
represent walls that reflect the transmit signal, whereas black dots represent
point scatterers. A user track is depicted by the blue line.
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signal from the physical transmitter may be reflected and scattered at up to
three objects before arriving at the user.
Each user is equipped with a planar antenna array consisting of nine elements
aligned in a uniform quadratic grid. The distance between neighboring antenna
elements is a quarter of a wavelength.
The transmit signal is known to the user. Every 100 ms, a snapshot of the
received signal is sampled at the receiver and recorded. The sampled snapshot
serves then as input in KEST for tracking the signal components.
Neither the location of the physical transmitter nor the locations of the walls
and scatterers are known to the user. Consequently, the states of the virtual
transmitters are unknown as well.
The user carries an inertial measurement unit, which is rigidly mounted on
the receiver. However, no acceleration measurements, but only rates of change
of the user heading from the gyroscope are used. They are incorporated in the
user movement model as described in Section 3.3.
In Fig. 7.1, there is one user track depicted by the blue line. The start and
end points of the track are labeled START and END, respectively. This track
serves as a reference for some of the following evaluations and is denoted by the
term reference track. The length of the reference track is 311.2 m.
Unless stated otherwise, the following parameters are used for the evalua-
tions.
 Signal
– Bandwidth: 100 MHz
– Carrier frequency: 1.9 GHz
 Particle Filter
– Number of user and user-map particles: Np = 500, see Eqs. (3.16)
and (4.13)
– Effective sample size threshold: N̄ effp = 0.8Np, see Section 2.2.3.4
– Time between time instants: Tk = 100 ms ∀ k > 1, see Section 3.5.2
 Visibility mapping
– Prior Beta distribution parameters: ν<j>h = ν̄
<j>
h = 0.8, see Eq. (4.5)
– Hexagon side length: 2 m, see Section 4.1
 Data association
– Threshold for association: ρ = 10−4, see Eqs. (4.48) and (4.56)
– Likelihood for no association: p0 = 10
−3, see Section 4.3.1
– Likelihood for no association: p(0,0) = 10
−3, see Section 4.3.2
– Method: data association sampling, see Section 4.3
 Map creation
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– Threshold transmitter covariance: τσ = 20 m
2, see Eq. (5.12)
– Threshold transmitter probability of existence: τex = 0.2, see Sec-
tion 5.1
 Map matching
– RANSAC success probability: psucc = 0.95, see Eq. (5.13)
– RANSAC distance threshold: δd = 6 m, see Eq. (5.31)
– Reward term: ρrew = 2 m, see Eq. (5.32)
– Summed squared distance threshold: τdist = 100 m
2, see Section 5.2.8
– Hypothesis error threshold: τE = 10 m, see Section 5.2.8
– Map matching interval: dint = 2 m, see Section 5.2.8
7.2 Implementation
In the channel estimator KEST, i.e., the first step of Channel-SLAM, the Kalman
filters in the outer stage are implemented in MATLAB©. The SAGE algorithm
in the inner stage is implemented in C++.
The environment of the state and visibility estimation, i.e., the second step
in Channel-SLAM, is written in MATLAB©. The implementation of the actual
filtering process at each time instant including the Rao-Blackwellized particle
filter, data association and the map matching algorithm, is written in C++. As
an interface between MATLAB© and the C++ functions, MEX files are used.
Since this thesis focuses on the second step in Channel-SLAM, all evalua-
tions in terms of complexity refer to the second step of Channel-SLAM and its
implementation in C++. Overhead of passing variables between MATLAB©
and C++ is neglected.
All simulations were performed on a single core of an Intel© Xeon© proces-
sor E5-2697 with a processor frequency of 2.3 GHz.
7.3 Simulation Results
In the following, the methods developed in the thesis are evaluated regarding
the positioning performance and the complexity. Unless stated otherwise, it is
assumed that the starting location and heading of each user are known in a local
coordinate system. However, no relation of the local coordinate system to any
other reference system is known. Furthermore, no knowledge on the states or
visibilities of the physical and virtual transmitters is assumed. The simulation
scenario itself, i.e., the location of the walls and scatterers, is unknown as well.
The users move with a speed of 1 m/s.
The positioning performance is evaluated in terms of the mean absolute error








Figure 7.2: The results of KEST for the reference track. The propagation
distances of signal components are plotted versus the distance traveled by the
user. The color of the curves indicates the relative amplitude of the signal
components.
where p<i>u,k is the position and w
<i>
k the weight of the i
th user particle, and
p
u,k
the true position of the user. Since particle filters are Monte Carlo methods
and therefore probabilistic, all plots showing MAE curves are averaged over 250
iterations.
7.3.1 Reference Track
The KEST results for the reference track are plotted in Fig. 7.2. The plot shows
the propagation distances of signal components versus the traveled distance of
the user. For each time instant corresponding to a traveled distance on the hor-
izontal axis, the vertical axis yields propagation distances of signal components
estimated by KEST. The colors of the curves indicate the absolute values of the
amplitudes of the signal components relative to the maximum amplitude of all
signal components throughout the track in linear domain.
The curve with the shortest propagation distance throughout the track cor-
responds to the LoS path. As can be seen in Fig. 7.1, the user is constantly
in LoS to the physical transmitter, and the LoS component is tracked through-
out the entire track. The propagation distance of the LoS component is 55.1 m
at the beginning of the track, and 117.31 m at the end, corresponding to the
distance of the user from the physical transmitter at the respective positions.
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Figure 7.3: The results of KEST for the reference track at one snapshot at a trav-
eled distance of 4 m. The blue curve shows the absolute value of the amplitude
of the received signal versus the propagation distance. The red lines indicate
the KEST estimates regarding the propagation distances and amplitudes. The
amplitudes are normalized to the maximum amplitude of the received signal.
The SNR at the receiver averaged over the track is 13.0 dB. Overall, NaTX = 47
signal components and thus transmitters are detected by KEST.
A snapshot of the KEST algorithm at a traveled distance of 4 m along the
reference track in Fig. 7.1 is illustrated in Fig. 7.3. It shows the absolute value
of the amplitude of the received signal drawn in blue versus the propagation
distance. The KEST estimates for the amplitudes and the ToAs corresponding
to propagation distances of signal components are drawn in red. The ampli-
tudes are normalized to the maximum amplitude of the received signal. One
can see that at the corresponding user position, three signal components, i.e.,
transmitters, are tracked by KEST.
The user MAE for the reference track is plotted in blue in Fig. 7.4 versus
the traveled distance. As mentioned above, the MAE is averaged over 250
simulation runs. The data association scheme from Section 4.3 is applied, but
no mapping of the transmitter visibilities. Thus, pv,(a,ν) is set to 1 in Eq. (4.53).
In addition to the MAE, the 95th and 5th percentiles are plotted in Fig. 7.4.
In 95% of the simulation runs, the error was below the dotted line, while in 5%
of the runs, it was below the dashed line.
The starting location of the user is assumed to be known in a local coordi-
nate system. The initial user MAE is therefore zero. The MAE grows in the
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Figure 7.4: The MAE is plotted in blue for the reference track in Fig. 7.1 versus
the distance the user has traveled. In addition, the 95th and 5th percentiles are
plotted with a dotted and a dashed line, respectively.
beginning, since the states of the transmitters that are initialized based on newly
detected signal components tend to have a high uncertainty in their estimates.
However, when the user travels along the loop, data association can establish
associations among newly detected signal components and old transmitters. Old
transmitters are transmitters that had been observed earlier. Thus, the posi-
tioning error is limited and even shrinks after a traveled distance of approx.
72 m.
Leaving the loop, the positioning error increases again, since many new
transmitters are detected that had not been visible before. Consequently, the
data association scheme can not contribute. In particular during the last 70 m
of the user track, the MAE grows rapidly. This can be explained with the high
geometrical dilution of precision in this region. Almost all signal components
arrive at the user from a similar direction.
The error curve in Fig. 7.4 shows a fundamental issue in Channel-SLAM.
The positioning error is limited when a user can reuse transmitters with a data
association scheme and detect loop closures as during the first approx. 120 m
on the reference track. When the user enters a new area where no loop closures
can be exploited, though, the contribution of data association schemes is small
and the positioning error keeps increasing as new transmitters are detected and
track of old ones is lost.
This issue motivates the need for cooperation among users. If many users
cooperate by creating a comprehensive transmitter map, newly detected signal
components can be associated with transmitters in the map and thus be ini-
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Figure 7.5: The MAE is plotted for the reference track in Fig. 7.1 for different
numbers of user particles.
tialized with a low uncertainty about their state. The MAE curve is expected
to flatten out in this case. Users may not revisit places where they themselves
had been before, but visit places where other users have been and mapped
transmitter states and visibilities already.
To understand the influence of the motion model and the gyroscope on the
Channel-SLAM performance, a user walks along the reference track estimating
their own position only based on the motion model and the gyroscope. Hence,
in the user particle filter, only the prediction step is performed, but not the
update step, and the user makes no use of any transmitters.
Even if the initial velocity is known, the MAE grows quadratically to a
value in the order of 320 m at the end of the track. The motion model and the
gyroscope do only have short term influence on the positioning performance, in
particular at the beginning of a track, where the uncertainty about all detected
transmitters’ states is still high.
7.3.2 Number of Particles and Complexity
The number of user particles influences the positioning performance, but also
the complexity of Channel-SLAM. Fig. 7.5 shows the MAE for the reference
track in Fig. 7.1 for different numbers of particles.
Fig. 7.6 shows the processing time for the Rao-Blackwellized particle filter in
the Channel-SLAM algorithm at each time instant for different numbers of user
particles. The processing time from the channel estimator is neglected in these
evaluations. Using KEST, this processing time is on average approx. 560 ms
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Figure 7.6: The processing times of Channel-SLAM are plotted for the user
track in Fig. 7.1 for different numbers of user particles.
per time instant for the reference track. No visibility mapping or map matching
were performed. The black line indicates the time between time instants in the
Channel-SLAM implementation, which is 100 ms. Thus, if the processing time
curves are below the black line, the filter runs in real-time. For the blue curve
representing 100 user particles, the filter runs in real-time almost throughout
the user track. The purple line representing 500 user particles indicates that the
filter runs in real-time during only 90.6 m of the 311.2 m of traveled distance.
The plot also shows how the computational complexity of Channel-SLAM grows
linearly with the number of particles.
The processing time of Channel-SLAM at one time instant depends on the
number of transmitters NTX,k and the numbers of transmitter particles Np,Tx
for the transmitters. The number of transmitter particles depends on the trans-
mitter and the time instant. In addition, this number may be different for
different user-map particles in the Rao-Blackwellized particle filter. It tends
to be high upon transmitter initialization, in particular if the corresponding
transmitter is located far from the user and if the uncertainty regarding the
KEST parameter estimates is high. Thus, the particle reduction method from
[Gen+17b] mentioned in Section 3.6 is used, where the number of transmitter
particles is adapted to the uncertainty about a transmitter’s state estimate.
The maximum number of transmitter particles observed in the simulations
for one transmitter and one user particle was 864. Averaging over the user-map
particles in the reference track, the mean of the number of transmitter particles
for that transmitter while it is visible was 492. The physical transmitter is
initialized with 89 particles for each user particle on the reference track. This
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Figure 7.7: The simulation scenario with the track to evaluate the data associa-
tion methods. The starting point is marked with the circle, and the user heads
towards the top walking along the track for four laps.
number drops on average down to 11 after a traveled distance of approx. 77 m,
and stays at 10 after a traveled distance of approx. 139 m.
7.3.3 Data Association
To evaluate the impact of data association, we regard the user track depicted
in Fig. 7.7. The scenario itself is the same as in Fig. 7.1. The user starts at the
position marked with the circle heading to the top, and walks along the track
for four laps, ending at the starting position. The SNR averaged over the track
is 14.9 dB.
The KEST results for that track are depicted in Fig. 7.8. The user is con-
stantly in LoS to the physical transmitter. The LoS signal and the MPC starting
with a propagation distance of approx. 97 m at the beginning are the only sig-
nal components tracked by KEST throughout the user trajectory. While other
signal components seem to be tracked constantly, they are interrupted at some
points.
The MAE for the user track in Fig. 7.7 is plotted in Fig. 7.9 in red for the
case that no data association scheme is applied. For the curves in blue and
orange, the data association scheme derived in Section 4.3 is applied with the
ML data association method and data association sampling, respectively. No
visibility mapping is performed. The red curve thus corresponds to the standard
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Figure 7.8: The KEST results for the data association track in Fig. 7.7. Every
approx. 100 m, the user returns to the starting position and starts into a new
loop.
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Figure 7.9: The MAE is plotted for the user track in Fig. 7.7. The red curve
is the MAE with no data association scheme, the blue curve with ML data
association, and the orange curve with data association sampling.
single user Channel-SLAM algorithm in Chapter 3.
Since the physical transmitter is in LoS throughout the user trajectory, the
MAE for the red curve is bounded. Nevertheless, the error spikes periodically,
as newly detected transmitters are initialized with a relatively high uncertainty.
For the orange curve corresponding to data association sampling, associa-
tions among the tracked signal components in Fig. 7.8 can be established. When
a new signal component is detected, it can be associated with the correspond-
ing transmitter that had been visible before. Consequently, new transmitters
are initialized with a small uncertainty. The MAE is in this case considerably
smaller than without a data association scheme, and it settles down at approx.
2 m.
With the ML data association scheme, the positioning performance is in the
order of the performance without data association. Along the track, data asso-
ciation is often ambiguous. The ML method always decides for the association
with highest likelihood as in Eq. (4.49). If this association decision is wrong, the
respective user particles quickly become strongly biased towards the true user
position. When a majority of user particles take wrong associations decisions,
high errors in the user position estimate occur. In the resampling step of the
particle filter, such biased particles are likely to not be resampled if they drift
too far away from the true user state, and the user position estimate improves
again. In this way, the spikes in the positioning performance in Fig. 7.9 can be
explained for the blue curve regarding the ML association scheme.
In contrast, for data association sampling, the association decisions are not
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Figure 7.10: The simulation scenario with the user tracks to evaluate cooperative
Channel-SLAM. The starting points of the tracks are marked by circles.
taken based on the highest likelihood, but sampled randomly based on the
likelihoods. Thus, association decisions are distributed broader among the user
particles, leading to a higher robustness and a better positioning performance.
7.3.4 Cooperative Channel-SLAM
This section evaluates the cooperative Channel-SLAM approach developed in
the thesis. First, a user walks along the reference track in Fig. 7.1 doing Channel-
SLAM without any prior information on the transmitters or the scenario. The
user creates a transmitter map that is handed over to a second user who walks
on a different trajectory through the scenario. The second user uses and updates
the map as described in Chapter 5, and shares the map with the third user, and
so on. In our evaluations, there are 21 users that successively receive, use and
update the map originally created by the first user, following the flow chart in
Fig. 5.6. They all walk along different tracks through the environment, which
are plotted in Fig. 7.10. The start points of the tracks are marked by circles. The
lengths and averaged SNRs at the receivers of these 21 tracks are summarized
in Table 7.1. Including the first user walking along the reference track, 22 users
have contributed to the final transmitter map.
Fig. 7.11 exemplarily shows the user MAE for five of the involved tracks.
The blue curves donate the MAE for single user, i.e., non-cooperative, Channel-
SLAM. The data association scheme in Section 4.3, but no visibility mapping
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Table 7.1: Average SNRs and lengths of the user tracks.
Track 1 2 3 4 5 6 7
SNR [dB] 15.52 17.59 14.12 10.80 11.61 13.22 10.42
Length [m] 131.9 176.3 143.2 210.7 204.6 174.7 176.8
Track 8 9 10 11 12 13 14
SNR [dB] 15.31 14.99 10.07 12.12 15.69 15.84 11.31
Length [m] 162.3 169.5 194.3 218.8 338.2 244.0 162.3
Track 15 16 17 18 19 20 21
SNR [dB] 17.01 10.24 13.84 12.16 7.82 9.35 10.07
Length [m] 81.2 163.6 176.4 138.4 217.8 198.3 222.7
(a) Track 1 (b) Track 2
(c) Track 6 (d) Track 10 (e) Track 20
Figure 7.11: The MAEs are plotted for five different tracks versus the user trav-
eled distances in single user Channel-SLAM in blue and in cooperative Channel-
SLAM without and with visibility information in red and orange, respectively.
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Figure 7.12: The simulation scenario with the user tracks from Fig. 7.10 that
are evaluated in Fig. 7.11 are shown again. The starting positions of the users
are marked by circles.
is applied.
The red curves are the MAE for cooperative Channel-SLAM as in Chapter 5
without visibility mapping. The transmitter map that is continuously used and
updated contains estimates of transmitter states, but no visibility information.
The orange curves donate the MAE for cooperative Channel-SLAM with
mapping and exploiting visibility information. Accordingly, the map that is
used and updated by the users contains both estimated states and visibility
information of transmitters. In this case, visibility information is mapped fol-
lowing Section 4.2 and used for data association following Section 4.3 and map
matching following Section 5.2.7.
The user tracks from Fig. 7.10 that are evaluated in Fig. 7.11 are again plot-
ted in Fig. 7.12 for clarity, where the circles mark the users’ starting positions.
In the beginning, all three error curves essentially coincide in every plot in
Fig. 7.11. They start from zero, since the initial position in the local coordinate
system is known. Once a map match has been obtained, the respective prior
map can be exploited in the cooperative Channel-SLAM cases, and associations
among newly detected signal components and transmitters in the prior map can
be established. The corresponding MAE is then considerably below the MAE
for single user Channel-SLAM.
The tracks in Fig. 7.11 vary in their positioning performances. For example,
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the MAEs of the tracks in Figs. 7.11 (a) and 7.11 (b) are never greater than 8 m.
In contrast, the errors for the tracks in Figs. 7.11 (c), 7.11 (d) and 7.11 (e) are in
the non-cooperative case in the order of 25 m near the end of the tracks. From
Fig. 7.11 can be seen that the tracks in Figs. 7.11 (a) and 7.11 (b) start relatively
close to the physical transmitter. Due to a favorable geometrical dilution of
precision situation, the initial uncertainty about the physical transmitter’s and
some virtual transmitters’ states shrinks quickly for these two tracks. Since
in addition the physical transmitter is always in LoS and tracked by KEST
throughout the tracks, the positioning performance is relatively good. The
tracks in Figs. 7.11 (c), 7.11 (d) and 7.11 (e) start at locations with unfavorable
geometrical dilutions of precision. The high uncertainty about the transmitter
states shrinks only slowly, leading to a high uncertainty about the user location.
The geometrical dilutions of precision, in particular at the initial user position,
has a considerable impact on the positioning performance of both single user
and cooperative Channel-SLAM.
The information regarding the visibility of transmitters affects the position-
ing performance of the tracks in Fig. 7.11 differently as well. For example,
visibility information has not much influence on the positioning performance in
7.11 (b), while the positioning performance is significantly better in 7.11 (e) if
visibility information is estimated and exploited. As mentioned in Section 4.3
and Section 5.2.7, visibility information increases the robustness of data asso-
ciation and map matching mostly in case of ambiguities. Depending on the
user track and the transmitters in the prior map, association and map matching
ambiguities are more or less likely, and the influence of visibility information is
accordingly significant or small.
In particular, if there are many transmitters mapped by the user and only
few transmitters in the prior transmitter map or vice versa, such ambiguities are
more likely and the influence of visibility higher. In addition, high uncertainties
in transmitter state estimates in the user and prior map cause these ambiguities.
In contrast, if the transmitter state estimates in the prior map and in the user
map have converged, ambiguities are less likely, and the influence of visibility
information on the positioning performance is relatively small.
In short, visibility information significantly contributes to the positioning
performance in three cases. The first case is the detection of loop closures. If a
user returns to a previously visited hexagon, the mapped visibility information
helps in estimating the user location in the particle filter derived in Section 4.2.
In the second case, visibility information improves the robustness of the data
association scheme and of map matching if only few transmitters are in the
prior map, i.e., if the map learning process is in an early stage and only few
users have contributed to the prior map. In the third case, the user is in the
beginning of their track and has mapped few transmitters with a yet relatively
high uncertainty. Again, visibility information contributes to the robustness of
the data association scheme and of map matching.
Fig. 7.13 exemplarily shows the evolution of the hexagonal visibility map for
the physical transmitter after one, two, six and twelve users have contributed
to the map. Green hexagons indicate that the transmitter is visible, while red
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(a) After one user (b) After two users
(c) After six users (d) After twelve users
Figure 7.13: The visibility maps for the physical transmitter are plotted exem-
plarily after the contribution of one, two, six, and twelve users. Green hexagons
indicate that the transmitter is visible, and red hexagons that it is not. The
opacity indicates the reliability of the visibility estimates.
hexagons indicate that it is not. The opacity of the hexagon colors corresponds
to the variance of the respective Beta distribution. A high opacity thus cor-
responds to a high certainty about the transmitter visibility. The transmitter
location estimate is plotted by the dark blue particles.
The evolution of the number of transmitters and hexagons in the prior map
in cooperative Channel-SLAM is plotted in Fig. 7.14. Both curves grow linearly
in the beginning and start to flatten out towards the end.
After a transmitter map was created, shared, used and updated by the pre-
vious 22 users, a final user walks along the reference track again with this
transmitter map as prior knowledge.
Fig. 7.15 shows the MAE curve for this final user on the reference track
for three cases. The first case drawn blue is single user Channel-SLAM with
data association, but without visibility information, and corresponds to the
error curve in Fig. 7.4. The second case corresponding to the red curve is
the MAE of the final user with the prior transmitter map created by the 22
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Figure 7.14: The number of transmitters and the number of hexagons in the
prior map in cooperative Channel-SLAM are plotted versus the number of co-
operating users.
users. In this second case, no visibility information was mapped or used in
the data association and map matching schemes. Finally, the third case with
the orange MAE curve corresponds to the second case, but all users map and
exploit visibility information for both data association and map matching. The
MAE curves for the cooperative cases are bounded in the order of 3− 4 m and
throughout most of the track considerably lower than the MAE for the single
user. Only near the end of the track, the errors start to increase slightly. This
effect can be explained with the bad geometrical dilution of precision in this
region. All signal components arrive at the user from a similar direction, which
introduces an uncertainty into the user location estimate.
The positioning performance with and without visibility information are
almost identical. As mentioned above, visibility information increases the ro-
bustness of data association and map matching if ambiguities arise. Many of the
transmitters visible from the reference track have been mapped in the prior map
by the previous users with a relatively low uncertainty about their state. Data
association and map matching ambiguities are therefore unlikely, and visibility
information has hardly any influence on the positioning performance along the
reference track.
Fig. 7.16 (a) shows the processing time of map matching for the single time
instants versus the user traveled distance for the reference track. A zoom into
the part of the figure framed by the dotted rectangle is provided in Fig. 7.16 (b).
It can be seen that map matching is performed every 2 m of traveled distance. As
mentioned in Section 5.2, map matching is computationally expensive, especially
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Figure 7.15: The MAE is plotted for the user track in Fig. 7.1 for single user
Channel-SLAM in blue, and for cooperative Channel-SLAM without and with
visibility information in red and orange, respectively. In the cooperative cases, a
prior transmitter map that has been created by the 22 users with tracks depicted
in Fig. 7.1 and Fig. 7.10 is used.
if many transmitters are involved. However, it is not performed at every time
instant, and it can be performed in parallel to the Channel-SLAM algorithm.
To evaluate the convergence of the transmitter map, we regard again a coop-
erative scenario, where 21 different users walk along the tracks in Fig. 7.10. The
first user starts with no prior knowledge, i.e., with no prior transmitter map,
creates such a map with Channel-SLAM and hands it on to the second user. All
other 20 users receive the transmitter map from the respective previous user,
use it as they travel along their track, update it and pass it on to the respective
next user in the cooperative Channel-SLAM framework.
Each time the map is passed from one user to another, it is also passed on to
a reference user who walks along the reference track in Fig. 7.1 with that map as
prior information. The results in terms of MAE of the reference user exploiting
the prior map after one, two, six, ten, 15 and 21 users have contributed to the
map are plotted in Fig. 7.17. In addition, the blue curve in Fig. 7.17 refers to
single user Channel-SLAM as reference.
From Fig. 7.17, it becomes evident that a transmitter map that has been
created by one single user in the same scenario improves the positioning per-
formance considerably, if multiple transmitters are mapped already with a rela-
tively small uncertainty about their state. If an additional user has contributed
to the prior map, the positioning performance of the reference user improves
again substantially near the end of the reference track. In this area, fewer
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(a) Processing time across the track (b) Processing time zoomed
Figure 7.16: The processing times for map matching along the reference track
are plotted versus the user traveled distance. In (a), the processing times across
the entire track are shown. In (b), the same plot is shown zoomed into the
dotted rectangle in (a).
Figure 7.17: The MAEs are plotted for users walking along the reference track
in Fig. 7.1. The single user Channel-SLAM case is depicted in blue. The
other curves show the MAE of a user walking along the reference track with
cooperative Channel-SLAM after a number of users have contributed to the
prior transmitter map. These users have traveled along the respective tracks in
Fig. 7.10.
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Figure 7.18: The simulation scenario with the user track for the GSPF evalua-
tion.
transmitters have been mapped with a converged state estimate, and the geo-
metrical dilution of precision is relatively high. Consequently, more and better
transmitter state and visibility estimates in the prior map can improve the po-
sitioning performance in particular in such areas with few mapped transmitters
and a high geometrical dilution of precision.
7.3.5 The Gaussian Sum Particle Filter
The track for evaluating the GSPF from Chapter 6 is plotted in Fig. 7.18. The
KEST results for the track in Fig. 7.18 are plotted in Fig. 7.19. From Fig. 7.19
can be observed that there are at least three of the transmitters visible at any
user position. The LoS component corresponds to the signal component with
lowest propagation distance, which is tracked from the beginning to a traveled
distance of 129.1 m. Afterward, during the last approx. 40 m of the track,
the user is in a NLoS condition and makes only use of virtual transmitters for
localization.
The MAE of single user Channel-SLAM with data association is plotted in
Fig. 7.19 for the track in Fig. 7.18 for the two cases. In the first case correspond-
ing to the blue line, the GSPF as in Chapter 6 is used, where the transmitter
states are represented by Gaussian mixture models and estimated by unscented
Kalman filters. For the second case drawn red, the Channel-SLAM algorithm as
derived in Chapter 4 is used, where the transmitter states are estimated using
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Figure 7.19: The KEST results for the user track in Fig. 7.18. The LoS compo-
nent is tracked from the beginning to a traveled distance of 129.1 m.
particle filters.
The performance for both implementations is almost the same, which is
true for all user tracks in Fig. 7.10. Since track of transmitters is lost and
new transmitters show up constantly, the data association scheme can hardly
contribute to the positioning performance, and the MAE keeps increasing over
time.
The processing times of the Channel-SLAM algorithm are plotted in Fig. 7.1
for the implementation of the transmitter states estimated by unscented Kalman
filters as in Chapter 6 and by particle filters as in Chapter 4. In both cases,
there are 500 user particles used. While the processing time for the unscented
Kalman filter case is much higher, it can still be decreased with a more efficient
implementation of numerical calculations in C++, such as matrix inversions and
decompositions. A black line is drawn at a time of 100 ms, indicating the time
between time instants in Channel-SLAM. If the processing time curves are below
the black line, the filter runs in real-time. Thus, the GSPF for Channel-SLAM
does not run in real-time throughout the track, while the Rao-Blackwellized
particle filter runs in real-time for only 13.5 m of traveled distance.
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Figure 7.20: The MAE is plotted in blue for the user track in Fig. 7.18 versus
the distance the user has traveled. The curve in blue refers to the GSPF in
Chapter 6, and the curve in red to the Channel-SLAM filter in Chapter 4.
Figure 7.21: The processing times of Channel-SLAM are plotted for the user
track in Fig. 7.18. The curve in blue refers to the GSPF in Chapter 6, and the





Multipath assisted positioning exploits multipath propagation for positioning
by considering MPCs as LoS signals from virtual transmitters. Channel-SLAM
is a multipath assisted positioning algorithm that simultaneously estimates the
position of the user and maps the states of physical and virtual transmitters.
Though, Channel-SLAM has two major limitations, namely the limitation to a
single user and the lack of a data association method.
Data association is a crucial element for any long term robust SLAM scheme,
as it finds correspondences among landmarks. Without data association, the un-
certainty about the user position increases and the positioning error accumulates
over time.
In single user positioning schemes, users estimate their position on their own.
The high uncertainty about transmitter states upon initialization translates into
a limited positioning performance of the user in Channel-SLAM. The enormous
potential of cooperation among user is unused.
In this thesis, the existing Channel-SLAM algorithm has been extended by
a reliable data association scheme and cooperation. In both data association
and cooperation by transmitter map exchange, it is crucial to be able to iden-
tify transmitters and differentiate among them. Hence, the diversity among
transmitters needs to be sufficiently high. However, in multipath assisted posi-
tioning algorithms, this diversity among transmitters is very poor, since virtual
transmitters correspond only to reflected and scattered versions of the transmit
signal.
To increase the diversity among transmitters, we have introduced the concept
of visibility in Chapter 4. The idea is to differentiate among transmitters not
only based on their states, but also based on their local visibilities. To gain such
visibility information, we have derived a new particle filter that both estimates
and exploits information on transmitter visibilities. In particular, visibility in-
formation in Channel-SLAM facilitates detecting loop closures. When a user
comes back to a previously visited location, previously mapped transmitters are
expected to be visible again.
The challenge of data association in multipath assisted positioning is to
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associate signal components with transmitters. The increased diversity among
transmitters when considering visibility areas facilitates data association consid-
erably by resolving possible association ambiguities. With the multiple hypoth-
esis tracking data association scheme for Channel-SLAM derived in Chapter 4,
the error of a user’s position estimate can be bounded in the long term. Due
to the robustness of the data association scheme coming from the increased di-
versity among transmitters, its complexity in terms of additional user particles
that are necessary is negligible.
Since Channel-SLAM is a relative positioning approach, the coordinate sys-
tem of a user is random and not aligned with the coordinate system of a prior
map. The transformation parameters relating the coordinate systems are in
general unknown. When maps are shared, map matching is the fundamental
problem, as both the transformation parameters and correspondences among
transmitters need to be estimated. We have presented a map matching scheme
in Chapter 5, which is based on the RANSAC algorithm. Certain conditions
such as a low number of transmitters observed by the user or in the prior map,
or scenarios with specific symmetries can lead to ambiguities in map matching.
Such ambiguities in turn can lead to heavily biased estimates of the transforma-
tion parameters and transmitter correspondences. Thus, visibility information
about transmitters is incorporated in our map matching scheme by a likelihood
ratio test to resolve these ambiguities. The robustness of the map matching
scheme enables the creation and constant improvement of transmitter maps
with crowdsourcing. If the relation of a transmitter map to a global coordinate
system is known, Channel-SLAM turns from a relative to an absolute localiza-
tion system, marking a fundamental shift in the concept of Channel-SLAM.
When maps are exchanged among users, information about transmitter
states and visibilities is transmitted. Mapping the transmitters’ states may
require a high amount of memory, since they are represented as particle clouds
in the Rao-Blackwellized particle filter in Channel-SLAM. One option to avoid a
high amount of data to be transferred is to approximate the particle clouds with
parametrized distributions that are represented with few parameters before a
map is shared. A different approach to decrease the amount of data has been
taken in Chapter 6, where a new tracking filter named Gaussian sum particle
filter has been derived for Channel-SLAM. It represents the transmitter states
by Gaussian mixture models and estimates the single Gaussian components by
unscented Kalman filters.
The methods developed in this thesis have been evaluated in Chapter 7. As
expected, the data association scheme can significantly improve the positioning
performance of single user Channel-SLAM, if the user revisits locations where
they had been earlier. Also, data association helps if track of signals components
is lost temporarily in KEST, for example due to blocking or if two or more signal
components can not be resolved. Nevertheless, when the user track is such that
only few or no associations can be established, the data association scheme can
not contribute to a better positioning performance.
In this case, cooperation can significantly improve the positioning perfor-
mance. With crowdsourcing, maps of transmitter states and visibilities are
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created. A user who has obtained such a map can associate newly detected sig-
nal components with transmitters from the prior map. The initial uncertainty
about the transmitters’ states and visibilities is often drastically decreased, lead-
ing to a significant decrease of the uncertainty about the user position. If the
prior map has converged and the geometrical dilution of precision is low, the
positioning error of a user is bounded in the long term.
Visibility information can increase the robustness of data association and
map matching considerably. In particular during the learning phase of a trans-
mitter map of a scenario, such information can therefore improve the user po-
sitioning estimate and in turn the transmitter state and visibility estimates in
the map. Likewise, in the beginning of a user track when a user has to rely
on only few converged transmitter state estimates, visibility information con-
tributes significantly to the robustness of data association and map matching.
Future research topics in multipath assisted positioning and Channel-SLAM
could include the following.
 Channel-SLAM is a two step approach. In a first step, the parameters of
signal components are estimated, while in a second step, these estimates
are used to estimate the user position and map the transmitter states.
Combining these two steps into one can bring additional gain in terms of
robustness and accuracy.
 The Channel-SLAM algorithm considers two-dimensional scenarios. In
reality, it is unlikely that transmitters and receivers are all in a two-
dimensional plane. For example, ground reflections or scatterers on the
ceiling are not considered by Channel-SLAM and may introduce biases.
The extension to three-dimensional scenarios is therefore worth investi-
gating.
 The cooperation in this thesis refers to sharing of transmitter maps. A
different form of cooperation in Channel-SLAM is ranging among user
transceivers, when users move in a scenario at the same time. Such range
estimates among a network of users bring further benefit, and they could
be integrated into the current Channel-SLAM algorithm. In that sense,
a decentralized estimation of multiple users’ states and transmitter states
would be performed.
 Cooperative Channel-SLAM in its current implementation does not run
in real-time in most cases. Both steps of Channel-SLAM, the channel pa-
rameter estimation and the state and visibility estimation can be improved
in terms of complexity in both an algorithmic and an implementational
sense. Combining the channel parameter estimation with the user and
transmitter state and visibility estimation in a single step may not only
improve the positioning performance, but also reduce the computational
complexity considerably. Especially the high processing times of the chan-





The following sections recap the equations for the Kalman filter and the un-
scented Kalman filter. The state estimate at time instant k is denoted by xk,
and its covariance matrix estimate by Pk. The noise samples wk and nk are
assumed to be drawn drawn from normal distributions with zero mean and
covariance matrices Qk and Rk, respectively.
A.1 Standard Kalman Filter
The Kalman filter assumes the system model at time instant k to be of the form
xk = Akxk−1 +Bkuk +wk, (A.1)
where Ak models the state transition, uk is the control input and Bk its model.
The noise sample wk is drawn from a zero-mean Gaussian distribution of known
covariance matrix Qk. The measurement model is assumed to be of the form
zk = Hkxk + nk, (A.2)
where Hk is the measurement model relating the state estimate xk to the mea-
surement zk. The noise sample nk is drawn from a zero-mean Gaussian distri-
bution of known covariance matrix Rk.
A.1.1 Prediction
The prediction in the Kalman filter involves the prediction of the state estimate,
x−k = Akxk−1 +Bkuk, (A.3)




























Finally, the covariance matrix is calculated as
Pk = (I −KkHk)P−k . (A.7)
A.2 Unscented Kalman Filter
The system and measurement model are given by Eq. (2.12) and Eq. (2.13),
respectively.
A.2.1 Prediction
Given xk−1 and Pk−1, first the Nsig sigma points Xm,k−1 and their weights
ωm,k−1 are calculated for m = 1, . . . , Nsig, for example by Eq. (2.19). The
sigma points are propagated through the system model as
X−m,k−1 = fk (Xm,k−1,uk) (A.8)






















Given x−k and P
−
k , the Nsig sigma points X
−
m,k and their weights ωm,k are











































are used to compute the Kalman gain
Kk = Pxz,kPzz,k
−1. (A.15)

















Derivations for the Particle
Filter with Visibility
Information
In the following two sections, more details on the derivation of the particle filter
with visibility information from Section 4.2 are presented.
B.1 Weight Derivation
This section derives Eq. (4.18) from Eq. (4.15). With Bayes’ theorem, the




× p (xu,0:k,M0:k|z1:k−1,u1:k) .
(B.1)
The user state xu,k at time instant k does not depend on measurements and
control inputs at time instants before k − 1 if xu,k−1 is known. In addition,
information from future time instants is not incorporated. Hence, the factor in
the second line on the right hand side in Eq. (B.1) is further decomposed by
p (xu,0:k,M0:k|z1:k−1,u1:k) = p (xu,k,Mk|xu,0:k−1,M0:k−1, z1:k−1,u1:k)
× p (xu,0:k−1,M0:k−1|z1:k−1,u1:k−1)
= p (xu,k,Mk|xu,k−1,Mk−1,uk)
× p (xu,0:k−1,M0:k−1|z1:k−1,u1:k−1) .
(B.2)
The denominator in the first line on the right hand side of Eq. (B.1) does
not depend on xu or M and is therefore a constant. Inserting Eq. (B.2) into
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Eq. (B.1) yields
p (xu,0:k,M0:k|z1:k,u1:k) ∝ p (zk|xu,0:k,M0:k, z1:k−1,u1:k)
× p (xu,k,Mk|xu,k−1,Mk−1,uk)
× p (xu,0:k−1,M0:k−1|z1:k−1,u1:k−1) .
(B.3)
The weights in Eq. (4.18) result from inserting Eq. (B.3) and Eq. (4.16) into
Eq. (4.15).
B.2 Radio Measurement Likelihood
In the following, the likelihood in Eq. (4.33) is derived. The control input at
time instant k has no information on the radio measurement if the user state is























Since the radio measurement depends only on the user location, transmitter
states and, for a correct association of the radio measurements with the trans-















For the second factor in the integral in Eq. (B.4), marginalizing over the









































The second factor in the integral in Eq. (B.7) is the posterior PDF of the
state of the jth transmitter at time instant k − 1. It can be represented as a
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number of Np,Tx transmitter particles x
<i,j,`>
TX,k−1 with weights w
<i,j,`>
k−1 analogue




































where the very last term corresponds to the movement model of the transmitters












































| · | absolute value of a scalar or cardinality of a set
det(·) determinant of a matrix
‖·‖ Euclidean norm of a vector
E [·] expectation value
Tr (·) trace of a matrix
(·)T transpose of a vector or matrix
atan2 (x, y) four-quadrant inverse tangent function
B (x; p, q) PDF of the Beta distribution in x
B (p, q) Beta function
δ(x) Dirac delta distribution
Γ (p) Gamma function
N (x;µx,Cx) Gaussian PDF in x with mean µx and covari-
ance matrix Cx
0n zero matrix of dimension n× n
1n identity matrix of dimension n× n
h index of a hexagon
i index of a user or user-map particle
j index of a signal component or transmitter
` index of a transmitter particle or Gaussian com-
ponent
k time instant
Tk time between time instants k − 1 and k
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x<i> ith particle
w<i> weight of the ith particle
Xm m
th sigma point
ωm weight of the m
th sigma point
NN number of components in a Gaussian mixture
NH number of hexagons in a visibility map
Np number of particles in a particle filter
Nsig number of sigma points
NTX number of signal components or transmitters
NTX,k current number of signal components or trans-
mitters at time instant k
NaTX,k overall number of signal components or trans-
mitters at time instant k
τk ToA estimates at time instant k
θk AoA estimates at time instant k
zR,k radio measurement vector at time instant k
zV,k visibility measurement vector at time instant k
uk control input at time instant k
x<j>TX,k state of the j
th transmitter at time instant k
p<j>TX,k location of the j
th transmitter at time instant k
τ<j>0,k propagation delay or clock offset of the j
th
transmitter at time instant k
xu,k user state at time instant k
xk state vector at time instant k in Channel-SLAM
x<i,j>TX,k state vector of the j
th transmitter regarding the
ith user particle at time instant k
x<i>u,k i
th user or user-map particle at time instant k
w<i>k weight of x
<i>
u,k at time instant k
x<i,j,`>TX,k `
th transmitter particle or mean of the `th Gaus-
sian component regarding the ith user particle
and the jth transmitter at time instant k
w<i,j,`>k weight of x
<i,j,`>
TX,k at time instant k
P<i,j,`>k covariance matrix of the `
th Gaussian compo-
nent regarding the ith user particle and the jth
transmitter at time instant k
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V <j>h probability that the j
th transmitter is visible
from the hth hexagon
V <j>h,k random variable regarding V
<j>
h at time instant
k
Mk set of random variables V
<j>
h,k for all transmit-
ters and hexagons at time instant k
p<j>h,k parameter of a Beta distribution regarding the
jth transmitter was visible from the hth hexagon
q<j>h,k parameter of a Beta distribution regarding the
jth transmitter was not visible from the hth
hexagon
C<j>h,k number of times the j
th transmitter has been
visible from the hth hexagon
C̄<j>h,k number of times the j
th transmitter has not
been visible from the hth hexagon
E
<j>
h,k expectation value of the Beta distribution re-
garding the jth transmitter being visible in the
hth hexagon at time instant k
Ē
<j>
h,k expectation value of the Beta distribution re-
garding the jth transmitter not being visible in
the hth hexagon at time instant k
ak association variable at time instant k
Ak set of association decisions at time instant k
p<j>e,u belief in the existence of the j
th transmitter




Cs set of correspondences regarding the sth
RANSAC hypothesis
NC,s size of the set of correspondences regarding the
sth RANSAC hypothesis
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Acronyms
3GPP 3rd Generation Partnership Project
5G fifth generation
AIC Akaike information criterion
AoA angle of arrival
AWGN additive white Gaussian noise
BIC Bayesian information criterion
CDF cumulative distribution function
CIR channel impulse response
DAS data association sampling
DMC dense multipath component
EKF extended Kalman filter
EM Expectation-Maximization
ESPRIT Estimation of Signal Parameters via Rotational Invari-
ance Techniques
GDoP geometrical dilution of precision
GNSS global navigation satellite system
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GSF Gaussian sum filter
GSPF Gaussian sum particle filter
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KEST Kalman Enhanced Super Resolution Tracking
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LTE Long Term Evolution
MAE mean absolute error
MAP maximum a posteriori
MC Monte Carlo
MHT multiple hypothesis tracking
ML maximum likelihood
MMSE minimum mean square error
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MPC multipath component
MSE mean square error
MUSIC Multiple Signal Classification
NLoS non-line-of-sight
PDF probability density function
RANSAC random sample consensus
RFID radio-frequency identification
RSS received signal strength
SAGE Space-Alternating Generalized Expectation-
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SLAM simultaneous localization and mapping
SNR signal-to-noise ratio
SoO signal of opportunity
TDoA time difference of arrival
ToA time of arrival
UKF unscented Kalman filter
UWB ultra-wideband
WLAN wireless local area network
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and Noureddine Zerhouni. “Particle Filter-Based Prognostics: Re-
view, Discussion and Perspectives”. In: Mechanical Systems and
Signal Processing 72-73 (2016), pp. 2–31.
[JS01] S. Rao Jammalamadaka and Ashis Sengupta. Topics in Circular
Statistics. Vol. 5. Series on Multivariate Analysis. World Scientific,
Apr. 2001.
[JU04] Simon J. Julier and Jeffrey K. Uhlmann. “Unscented Filtering and
Nonlinear Estimation”. In: Proceedings of the IEEE. 2004, pp. 401–
422.
[JU97] S.J. Julier and J.K. Uhlmann. “A New Extension of the Kalman
Filter to Nonlinear Systems”. In: Proceedings of AeroSense: The
11th International Symposium on Aerospace/Defense Sensing, Sim-
ulations and Controls. 1997.
[JUD95] S. J. Julier, J. K. Uhlmann, and H. F. Durrant-Whyte. “A New
Approach for Filtering Nonlinear Systems”. In: Proceedings of the
American Control Conference. Vol. 3. June 1995, pp. 1628–1632.
[Jul02] S. J. Julier. “The Scaled Unscented Transformation”. In: Proceed-
ings of the 2002 American Control Conference. Vol. 6. May 2002,
4555–4559 vol.6.
[Kal60] R. E. Kalman. “A New Approach to Linear Filtering and Pre-
diction Problems”. In: Journal of Basic Engineering 82.1 (Mar.
1960), pp. 35–45.
[KAT13] Yubin Kuang, K. Astrom, and F. Tufvesson. “Single Antenna Anchor-
Free UWB Positioning based on Multipath Propagation”. In: IEEE
International Conference on Communications (ICC). June 2013,
pp. 5814–5818.
168
[Kay98] S.M. Kay. Fundamentals of Statistical Signal Processing: Estima-
tion Theory. Fundamentals of Statistical Signal Processing. Prentice-
Hall PTR, 1998.
[Kel03] Alonzo Kelly. “Precision Dilution in Triangulation based Mobile
Robot Position Estimation”. In: In Intelligent Autonomous Sys-
tems. 2003.
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