Abstract. The characteristics-mixed method considers the transport not of a single point or fluid particle, but rather the mass in an entire region of fluid. This mass is transported along the characteristic curves of the hyperbolic part of the transport equation, and the scheme thereby produces very little numerical dispersion, conserves mass locally, and can use long time steps. However, since the shape of a characteristic trace-back region must be approximated in numerical implementation, its volume may be incorrect, resulting in inaccurate concentration densities and, further, inaccurate reaction dynamics. We present a simple modification to the characteristics-mixed method that conserves both mass and volume of the transported fluid regions. Our algorithm also handles boundary conditions through a space-time change of variables in the trace-back routines, which allows the boundary to be treated as if it were interior to the domain. Nearly point sources, such as wells, present special difficulties, since characteristic trace-back curves converge in their vicinity. We also present techniques that allow one to conservatively implement wells. The techniques are illustrated in four numerical examples.
Introduction.
We consider the problem of tracer transport in a flow field, as might arise in a porous medium or a shallow water or atmospheric system. We concentrate on the problem as it arises in porous media simulation, though many of the ideas carry over to other contexts.
Let Ω ⊂ R 2 be our bounded domain, and consider an incompressible bulk fluid of velocity u(x, t) satisfying the incompressibility condition
where q(x, t) is a given external source or sink function, assumed smooth enough for our purposes, and J = (0, ∞) is the time interval. Our interest lies in the transport of some dilute tracer or other solute species of concentration c(x, t) within the bulk fluid. We assume that it does not change the overall velocity u. The concentration will generally satisfy an advection-diffusion equation of the form
where R(x) is the retardation factor, φ(x) is the storage factor of the medium called porosity, subscript t is time partial differentiation, D(x, t) is the diffusion/dispersion coefficient (that may also depend on u), q + (x, t) ≥ 0 is q when q > 0 and 0 otherwise, q − (x, t) = q − q + ≤ 0, and c I (x, t) is the given concentration of injected fluid.
To apply characteristic methods to (1.2), one generally uses an operator splitting technique to isolate the hyperbolic and parabolic parts of the equation. That is, over a time step, one approximates the hyperbolic part of the operator, in some order. We discuss neither the operator splitting nor the approximation of the parabolic part in this paper. The hyperbolic part of the equation (1.3) is the most delicate to approximate well. It models pure transport of the fluid particles, while the rest of the operator, −∇ · (D∇c), is diffusive. In the absence of shocks and diffusion, fluid particles simply travel along the characteristics of the equation (1.3), see (2.2) below. The fluid must obey two principles: mass conservation and incompressibility, or, loosely speaking, volume conservation. The first principle is well known; we make the second precise in the next section, but, basically, for an incompressible fluid, the volume occupied by a given amount of mass is fixed.
Numerical methods based on fixed grids, such as Godunov's method [13] , are locally mass conservative by design. They are also automatically volume conserving, since the volumes of the fixed grid elements do not change in time.
Moving mesh and characteristic methods, however, do not automatically conserve volume. Characteristic methods became viable when Douglas and Russell described their modified method of characteristics in 1982 [12] . In their method, one approximates the characteristic derivative by a finite difference in the characteristic direction; that is,
∇c(x, t) ≈ c(x, t + ∆t) − c(x, t) ∆t ,
where x is a grid point, ∆t > 0, andx is defined by tracing the point (x, t + ∆t) backwards in time along the characteristics to (x, t) (see §2). This results in the approximation Rφ c(x, t + ∆t) − c(x, t) ∆t = (c I − c)q + of (1.3). Because the method is based on points, it violates both local mass and volume constraints. A subsequent modification produced a global mass balance [10] , but not a local mass balance. Various ELLAM [6] schemes have been developed based on the local mass constraint, including the characteristics-mixed method [2, 3] and its two-phase variant [11] . The basic idea is to trace back along the characteristics each entire grid element E toÊ. In this way, all mass can be accounted for locally; that is, all the mass in E is numerically transported forward into E. In the absence of sources, sinks, and external boundaries, the volumes of E andÊ agree. However, to traceÊ back in time requires tracing each boundary point back, which can only be done in one space dimension (unless perhaps the velocity is particularly simple). So, in practice, one must approximateÊ by some simpler shapeẼ by, say, tracing back only the vertices of the element. Almost assuredly the volumes ofẼ andÊ will disagree, violating the volume conservation principle.
Although mass is conserved locally, incorrect local volumes lead to incorrect concentrations, which measure mass per volume. That is, the density is incorrectly approximated and can lead to overshoot or undershoot and seriously degrade the quality of the solution over time, especially when reaction dynamics, based on densities, are also considered.
We present in this paper a simple and relatively computationally efficient iterative method for adjusting the trace-back regionsÊ toẼ. The difficulty, of course, is that the set ofẼ must tessellate the region (i.e., they must have no overlaps or gaps). For simplicity of exposition, we consider in this paper only a 2-dimensional domain and a rectangular grid of elements. In principle, our ideas should generalize to other grids and even to 3-dimensions, but we have no numerical experience to report for these cases at this time.
A more computationally expensive method was proposed by Chilakapati [7, 8] . He proposed a procedure that modifies the way in which the Darcy velocity itself is computed, and then applies this to the advection equation.
An outline of the paper follows. We define the characteristics in the next section, and point out that our techniques cannot handle multiple characteristics as might arise in multi-phase flow. In §3, we then carefully derive the local mass and volume constraints. Since sources and sinks in porous media simulation arise from wells, which are very small, the source terms must be approximated carefully, as described in §4. Similar to sources are inflow boundaries, where u · ν < 0 and points track out of the domain as time reverses, so we treat these in §5. We finally describe our volume adjustment algorithm in §6. The final section is devoted to four numerical examples illustrating the need for volume adjustment and showing the efficacy of the proposed scheme.
Characteristic trace-back.
In the absence of diffusion and dispersion (i.e., D = 0), fluid particles governed by (1.3) travel along paths called characteristics. In multi-phase flow problems, there are multiple characteristics, as each phase flows at its own speed. We allow here only the relatively simple situation of linear adsorption, with a single fluid phase and a single incompressible solid phase. Assuming adsorption of the tracer, but not the bulk fluid, the bulk and tracer fluid particles travel at different speeds. This can be seen more easily if the medium is considered as being compressible, i.e., φ depends also on time. Then (1.1) should be written as
and we see that bulk fluid particles flow with velocity u/φ. However, tracer particles flow with velocity u/Rφ, which is not the same if R = 1. Multiple characteristics cause difficulties, so we have assumed incompressibility of the medium (φ and R depend only on x). Then (1.1) is equivalent to
with characteristic speed u/Rφ. We remark that we could have instead assumed that R = 1 and allowed φ to depend on t. Our technique extends to this case. We consider only flow during a time step, so let ∆t > 0 be given and t n = n∆t for n = 0, 1, ... . As is usual, for a generic function ϕ, we denote ϕ(t n ) by ϕ n . The time interval of interest is [t n , t n+1 ]. The characteristic trace-back of the point x ∈ Ω is denotedx =x(x; t), and it satisfies the (time backward) ordinary differential equation
unless the particle traces to the boundary of the domain or is created at an external source. In either of these two exceptional cases, the particle arises from the outside world and must be treated accordingly.
3. The local mass and volume constraints. Let T be a finite partition of Ω into closed elements with disjoint interiors; that is,Ω = E∈T E and
Often in our discussion T can be an arbitrary partition of Ω; however, sometimes we need more structure, so we tacitly assume that both Ω and the partition T are rectangular, with T having M ×N elements. We use the usual Cartesian labeling of the grid points x i,j = (x i , y j ), where i = 1, 2, ..., M + 1 and j = 1, 2, ..., N + 1, and x i < x i+1 and y j < y j+1 . Then rectangular element E i,j ∈ T has vertices {x i,j , x i+1,j , x i,j+1 , x i+1,j+1 }. We also denote the midpoints of the element edges as x i+1/2,j = (x i+1/2 , y j ) and x i,j+1/2 = (x i , y j+1/2 ), where x i+1/2 = (x i + x i+1 )/2 and y j+1/2 = (y j + y j+1 )/2.
The key idea used to obtain mass conserving characteristic methods is to trace regions rather than points. The particles in E ∈ T trace back to a region we callÊ, defined byÊ = {x ∈ Ω :x =x(x; t n ) for some x ∈ E}.
In space and time, we actually trace a region E = E(E) given by
We decompose ∂E into three regions, viewing time as going "up." Then the "top" is E, where t = t n+1 , the "bottom" isÊ, where t = t n , and the "sides" we call S. The sides come in two flavors. If particles trace back to the boundary of the domain, we have S B = ∂E ∩ ∂Ω × (t n , t n+1 ). Otherwise, we have the more usual interior side
. That is, we have the disjoint union
Local mass conservation of the tracer can be obtained over E ∈ T by integrating (1.3) in space-time over E and using the divergence theorem [3] . First, if dσ is the space-time boundary differential on ∂E, we compute
since on the top and bottom of the domain ν x,t = (0, ±1). The last term is integration on the space-time sides S of E. Because the region E is defined by following characteristics, u Rφ is orthogonal to ν x,t on S I , that is, on S unless we have traced to the boundary of the domain. Thus the last term is
). The local mass constraint. Combining, we have the local mass constraint
This equation is the basis for approximation of (1.3) in the the characteristics-mixed method [2, 3] . The local volume constraint. A similar local mass constraint for the bulk fluid can also be derived analogously starting from the flow equation (1.1), or, equivalently, (2.1); that is, compute as above with c ≡ 1. Since we are dealing with incompressible fluids, we call this constraint the local volume constraint, and it is (3.2)
As mentioned in the introduction, the reason why volume is not conserved locally is that the trace-back regionÊ has an irregular shape, which must therefore be approximated by a simpler regionẼ so that the integrals in (3.1) can be evaluated. We propose to defineẼ as a simple octagonal shape that is approximately the original trace-back regionÊ. We do this by tracing back the vertices and midpoints of the edges of E, and then adjusting the positions of these trace-back points locally and iteratively until the volume constraint is satisfied (to some acceptably small tolerance). Recall that the characteristics are the solutions of a nonlinear ordinary differential equation (2.2)-(2.3), so these are approximated numerically. Thus the trace-back pointsx are only approximately in the correct position, so some adjustment of them to maintain a system constraint seems quite reasonable.
Approximation of wells.
We must also approximate the integral of the source function in the volume balance equation (3.2) . In porous medium applications, this function models wells, which have small scales that require special consideration. At an injection well (q > 0), fluid particles trace back into the well-bore where they arise. If we simply use the trapezoidal rule,
then, if S B is empty, the discrete volume constraint becomes
At injection, where q > 0, the left-hand side is positive, but the right-hand side could be negative if ∆t and/or q is large. Thus there is no adjustment ofÊ that will result in local volume conservation. Since we desire to use large time steps with characteristic methods, simply restricting ∆t is inappropriate. Instead, we use a weighted trapezoidal rule with weight w between 0 and 1, as in
so that the volume constraint becomes
Rφ dx + w∆t whereinẼ = E on the far left-hand side andẼ is a point on the far right-hand side.
To determine an appropriate w, we argue as follows. Suppose that there is an injection well in element E. Since fluid is being injected, q > 0 and we expect traceback into the element. Assume that
2 is square, q and Rφ are constant on E, the solution is symmetric near the well, and the velocity is, say, approximated by a lowest order Raviart-Thomas mixed finite element [14] . With these assumptions, the solution is found as follows. First
since u · ν is assumed constant on ∂E. Thus u · ν = qh/4 and the corresponding Raviart-Thomas function in E is
It is now easy to follow the characteristics (2.2)-(2.3). For x ∈ E, we have that
applying the weighted trapezoidal rule to the time integration. We choose the weight w so that this volume balance approximation is exact; that is,
Note that w(0 + ) = 1/2, w(+∞) = 1, and
Now in the general case we should define w by (4.4) using
Since w < 1, we have the first inequality in (4.3), and the second follows easily. Adjustment ofÊ in §6 can then result in satisfaction of the volume constraint (4.2). Once this is done, the mass constraint (3.1) is then computed analogously from
We remark that the weighted trapezoidal rule is accurate to order ∆t, which is the same rate of convergence in time expected of the characteristics-mixed method (see [3] ). The trapezoidal rule itself is accurate to order ∆t 2 , but gives worse results over time because it leads to violation of local volume balance.
There is no need to treat the integral representing sink (i.e., production or extraction) wells in a special way. If q < 0 on element E, trace back regionÊ simply contains E. Thus
Approximation of inflow boundaries.
Inflow boundaries are similar to internal sources in that particles trace to the boundary where they enter the system. Again, some care is needed to approximate this process. We use a technique that allows us to "trace out of the domain" in some sense. The term of concern in the volume balance equation (3.2) is
which has an irregular shape on the space-time boundary ∂Ω × (t n , t n+1 ). The idea is to "fold" the time axis down to the xy-plane to create a "ghost region," see Given an element E, one traces a vertex or midpoint from time t n+1 as usual. The only question is what velocity to use outside the domain Ω. One uses unit speed in the direction of ν, so that the points lying on the inflow boundary of Ω trace to the t = t n boundary of the folded domain. This procedure defines the generalized space-time trace-back regionẼ, which is decomposed intoẼ ∩ Ω, the usual trace-back region, and a pieceS B =Ẽ \Ẽ ∩ Ω which approximates S B . Thus the volume constraint is simply
wherein Rφ is defined to be u · ν in the ghost region.
The local mass constraint defining the characteristics method is similarly computed by replacing the quantity Rφc n by c n I u · ν in the ghost region, where c n I is the given inflow concentration; that is, we have simply
In the way described in this section, we avoid explicit reference to the inflow boundary and reduce its computations to the same ones used in the interior of the domain. There is no need to treat outflow boundaries in a special way, since the trace back region will remain within the spatial domain Ω.
6. Trace-back volume adjustment. We begin the process by tracing back the four vertices {x i,j , x i+1,j , x i,j+1 , x i+1,j+1 } and the four midpoints of the four
We continue to call the first four corner points "vertices," and the last four "midpoints." We adjust only these eight points to enforce the local volume constraint.
We assume in this section that every element traces back without hitting the boundary of the domain. This is always possible using the space-time "folding" technique presented in §5. That is, we may trace an element E out of Ω as described, and obtain what for algorithmic purposes looks like an octagonẼ that can be adjusted as needed. Our only restriction related to external boundaries arises if part of the boundary is no-flow, where we should respect this condition and disallow adjustment of such points. If x ∈ ∂Ω and the velocity field arises from the Stokes or Navier-Stokes equations with u(x) = 0, we should not allow any adjustment of the pointx = x. If only u(x) · ν(x) = 0, we should not allow adjustment ofx in the normal direction (unless perhaps x traces back along ∂Ω to a point where the boundary condition changes to a type that allows such movement).
We describe now three basic algorithms that we use to adjust the trace-back points so that the volume constraint (4.2), as modified for wells as in §4, holds element by element. Our full trace-back volume adjustment algorithm uses all three of these basic algorithms, and it is described after the basic algorithms are detailed.
Algorithm 1: Exact adjustment.
This first basic algorithm is noniterative. We simply march through the elements systematically, adjusting each so as to satisfy volume balance. We depict the procedure in Fig. 6 .1, and explain it in words below.
First adjust in any reasonable way the points of the bottom left elementẼ 1,1 to satisfy (4.2). If part of the external boundary is no-flow, with either u·ν = 0 or u = 0, we might not be able to adjust a boundary point. Fortunately, we have at least 3 points that can be adjusted fully in any direction,x 2,2 and the midpointsx 3/2,2 and x 2,3/2 . We adjust only these fully adjustable points in any way that approximately minimizes the total displacement.
We then treat elementẼ 2,1 . We must not adjustx 2,1 ,x 2,3/2 , andx 2,2 , or we will destroy volume balance forẼ 1,1 . Moreover, external boundary conditions may restrict the movement ofx 2,1 ,x 5/2,1 , andx 3,1 . However, we are left with at least 3 points that can be adjusted fully, and we do so. 2 2 2 2   2 2 2 2  2 2   2 2  3 3 2 2 2 2 2 2 3 3 Continuing down the row, we finally adjust the last elementẼ M,1 , which may have only the single pointx M+1/2,2 that can be adjusted freely. We adjust it appropriately.
We then move to the next rowẼ i,2 and adjust similarly. Note that now we cannot adjust the points that traced back from the line y = y 2 , or we would destroy the first row of elements.
Continuing through the rows, we end at the last row of elementsẼ i,N , for which we have (depending on the external boundary conditions) perhaps only a single midpoint x i+1,N +1/2 to fully adjust for all elements but the last. The final elementẼ M,N must satisfy the local volume constraint if a global constraint is satisfied. This is the case for no-flow boundary conditions on all of ∂Ω. If not, then there is at least one adjustable boundary point. In that case, we should rearrange the order of the adjustments so as to end with an element that has an adjustable boundary point (assumed to bê x M+1/2,N +1 in Fig. 6.1 ).
This scheme is biased by the starting element and the route taken throughout the domain. Errors tend to propagate and accumulate into the final elements treated. Using this algorithm alone, we have seen non-physical flows in some numerical experiments. It is useful only for fine tuning a nearly correct local volume balance. In fact, it is reasonable to choose the route based on the flow field to minimize errors.
For example, consider the quarter five-spot example to be presented below in § §7.2, in which flow is generally from the lower felt corner to the upper right corner of the domain. Instead of the above systematic route, we actually use a route that respects the flow field by maintaining diagonal symmetry throughout the adjustment process, as illustrated in Fig. 6 
Algorithm 2: Iterative adjustment.
In order to resolve the bias of the exact adjustment, we define now an iterative scheme which is largely independent of orientation. It is useful for obtaining a nearly exact local volume balance.
For any traceback point that can be moved, we need to compare its volume errors to those for some nearby points, and take the point with the least error. To define the nearby points, we take small parameters > 0 and η > 0, and consider only the eight neighboring points (x ± , y ± η), (x ± , y), and (x, y ± η). It is dangerous to move a single point vary far from its current location, so we took and η to be about 1/100 of the grid spacing, and actually repeated the adjustment process up to about 20 times (successive applications consider less than eight new points). Of course, on no-flow boundaries, we must restrict the locations of the nearby points.
When considering the adjustment of a vertex point, the total volume error is a function of the volume errors of the four adjoining traceback regions sharing the vertex point. We found that simply taking the sum of the absolute values of the individual volume errors worked well. Similarly, for a midpoint, the total volume error is the sum of the absolute values of the two adjoining traceback regions sharing the midpoint.
We cycle through the trace-back points systematically, but in a way to reduce bias. We describe now a single cycle, which has eight or nine parts. (1) We begin by adjusting the vertices x 2i,2j . We then adjust the midpoints below and above these vertex points; that is, the midpoints x 2i,2j−1/2 and x 2i,2j+1/2 . Finally, we adjust the midpoints to the left and right of the vertices: midpoints x 2i−1/2,2j and x 2i+1/2,2j . This results in independent adjustment of the volumes of the four traceback regions around each such vertex. (2) We next switch to the vertices x 2i−1,2j−1 . We adjust these vertices, then the midpoints below and above (x 2i−1,2j−3/2 and x 2i−1,2j−1/2 ), and finally the midpoints left and right (x 2i−3/2,2j−1 and x 2i−1/2,2j−1 ). (3) We next switch to the vertices x 2i,2j−1 and, again, we adjust these vertices, the midpoints below and above (x 2i,2j−3/2 and x 2i,2j−1/2 ), and finally the midpoints left and right (x 2i−1/2,2j−1 and x 2i+1/2,2j−1 ). (4) We complete half the cycle by switching to the last set of vertices, x 2i−1,2j , adjusting them, the midpoints below and above (x 2i−1,2j−1/2 and x 2i−1,2j+1/2 ), and finally the midpoints left and right (x 2i−3/2,2j and x 2i−1/2,2j ). (5) For the second half of the cycle, we go through the sets of vertices in an alternate order. We begin with the vertices x 2i,2j−1 , but this time we do not adjust them. We only adjust the midpoints below and above (x 2i,2j−3/2 and x 2i,2j−1/2 ) and the midpoints left and right (x 2i−1/2,2j−1 and x 2i+1/2,2j−1 ). (6) Switch to the vertices x 2i−1,2j but adjust only the midpoints below and above (x 2i−1,2j−1/2 and x 2i−1,2j+1/2 ) and the midpoints left and right (x 2i−3/2,2j and x 2i−1/2,2j ). (7) Switch to the vertices x 2i,2j and adjust the midpoints below and above (x 2i,2j−1/2 and x 2i,2j+1/2 ) and the midpoints left and right (x 2i−1/2,2j and x 2i+1/2,2j ). (8) We finally switch to the vertices x 2i−1,2j−1 and adjust the midpoints below and above (x 2i−1,2j−3/2 and x 2i−1,2j−1/2 ) and the midpoints left and right (x 2i−3/2,2j−1 and x 2i−1/2,2j−1 ).
We perform about five cycles, and then we add the step below to the sixth and succeeding cycles.
(9) Identify the traceback regionsẼ with relative volume error exceeding our tolerance (about 10 −3 ), and move its midpoints to minimize its error only.
We continue iterating until all of the relative volume errors meet the tolerance (about 10 −3 ).
Algorithm 3:
Adjustment around wells. The algorithms described above are only valid for problems with weak well flow (or very small time steps), in which the relative volume errors are only about 10%. Problems with a strong injection or production well can easily have relative volume errors of the trace-back regions exceeding 100% near the well, so we must handle these regions differently. We propose a radial adjustment strategy around the wells.
Injection wells shrink, and production wells grow, during trace-back. The computed value of the well trace-back volume |Ẽ i,j | is adjusted until it is within tolerance of the target value |Ẽ i,j,target |, computed using §4. With respect to the center of the well E i,j , we simply move each corner and midpoint ofẼ i,j by the factor |Ẽ i,j,target |/|Ẽ i,j | (in 2 dimensions), appropriately modified if some of the points are on no-flow external boundaries.
The adjacent trace-back regions also need adjustment. Consider the next ring of elements surroundingẼ i,j :Ẽ i±1,j±1 ,Ẽ i±1,j , andẼ i,j±1 (see Fig. 6.3) . We cannot move the inner points (i.e., those shared by the well, marked with a solid dot in the figure), so simply dilating or contracting space does not work. Instead, we will dilate or contract the adjustable (non-inner) points ofẼ k, by the factor
Three types of adjustable points result. Some of the points are not shared by two or more elements (marked with an open circle in the figure), and these can simply be adjusted along the radial direction from the well by the factor α. Some of the points are shared, but are on the outer boundary. These points are all vertices, and marked with ⊗ in the figure. We have two α factors, which we average before dilating or contracting along the radial direction. Finally, we have shared midpoints (marked with × in the figure), and these require an averaged α. Moreover, we moved these points along the trace-back edge connecting the point to the adjacent well vertex. We repeat this process iteratively until all the relative trace-back volume errors meet some tolerance, such as 5 × 10 −3 (we do not need too fine a tolerance, since Algorithm 2 will remove the rest of the error).
For particularly difficult flow fields, we may determine by inspection that more elements require well adjustment. In that case, we repeat the above for the next ring of trace-back regions. In principle, we can do this for as many rings as necessary. After these adjustments, the relative volume errors of the trace-back regions around the well have been reduced to about the same magnitude as those in the rest of the domain.
6.4.
The overall trace-back adjustment algorithm. We apply the above three algorithms as follows.
1. Adjust trace-back points near the well using well adjustment Algorithm 3. 2. Because inflow and outflow boundaries tend to have larger errors, similarly to wells, we work on a subset of the elements near such boundaries (and possibly also near the wells) of from one to five elements into the domain. On this subset, we apply the iterative adjustment Algorithm 2 until the relative volume errors of the trace-back regions in this subset have been reduced to about the same magnitude as those in the rest of the domain.
3. We then apply the iterative adjustment Algorithm 2 to the entire domain. 4. The convergence of the iterative adjustment Algorithm 2 is not very rapid, since the algorithm is basically a Gauss-Seidel-like scheme, but it easily gets us to some larger tolerance such as 10 −3 . We can then finish the adjustment in the entire domain by applying the exact adjustment Algorithm 1. The process above can in principle be fully automated, since we have a well defined criteria of trace-back volume imbalance. In practice, however, since every flow field is different, we simply use a bit of trial and error to determine the correct application of the three basic algorithms. Flow fields that produce trace-back regions that self intersect are unacceptable, and so one must reduce the time step if this occurs. This is in principle the only limitation on the time step ∆t.
Numerical experiments.
In this section we illustrate the volume balance techniques in four examples. In each example, we determine the Darcy velocity u of the fluid in terms of the pressure p according to Darcy's Law
where µ is the viscosity and k is the permeability. We assume that the wells q are independent of time t, so that it suffices to solve for u once from the divergence constraint (1.1), subject to the boundary conditions, which vary with the example. We assume that µ is constant (i.e., the concentrations of the components are too small to affect the viscosity of the fluid), and has the value 0.01 poise (i.e., water) in our examples. However, k varies with the example, and it is heterogeneous. A measure of the variability of k is given by the dimensionless coefficient of variation
, which is the ratio of the standard deviation of k and its mean value
We solve for the Darcy velocity using a standard lowest order Raviart-Thomas mixed method [14] implemented as cell-centered finite differences [15, 4] .
We will be solving (1.2), wherein the diffusion/dispersion tensor D is given by the formula
where E(u) denotes projection along the vector u, E ⊥ (u) its orthogonal complement, and where the molecular diffusion coefficient d mol = 10 −7 cm 2 /sec, the longitudinal dispersion coefficient d long = 10 −3 cm, and the transverse dispersion coefficient d trans = 10 −4 cm. Again we use Raviart-Thomas spaces to approximate this part of the operator (see [2, 3] for details).
A nuclear contamination problem.
In our first example, we describe a nuclear contamination problem in a water saturated porous medium. The domain Ω is a square of size 256 m by 256 m. The permeability k is depicted in Fig. 7.1 . The permeability is log-normal and fractal, with mean 2 × 10 −10 cm 2 (about 20 md) and
Our assumption that µ is constant merely says that the concentrations of the nuclear components are too small to affect the viscosity of the fluid. We impose the boundary conditions of no normal flow u·ν = 0 on the "top" and "bottom" faces of the domain (y = 0 m and y = 256 m, respectively), and a constant pressure at the left face of 5 × 10 5 g/cm·sec 2 and a constant pressure at the right face of −5 × 10 5 g/cm·sec 2 , giving rise to a background flow from left to right. There is a single injection well covering 4 grid cells and placed at (64, 128) m. We inject one pore volume every 50 years. We transport a decaying nuclear component of concentration c. It satisfies the advection-diffusion equation (1.2), with a reaction term added in:
We take the porosity φ = 0.01, the retardation factor R = 12, and the decay constant (for 234 U) λ = 9 × 10 −14 /sec. We inject into an initially clean aquifer a concentration c I of 1 × 10 −5 g/cm 2 . In the first set of runs, we consider a 64 × 64 rectangular grid and contrast three schemes: the unmodified characteristics-mixed method (CMM) [2, 3] , a higher order Godunov method [16, 5, 9, 13, 1] , and our volume conserving CMM (VCCMM). We obtain the trace-back regions by tracing back the corners of each grid element, and connecting the points by straight lines to form parallelograms. On the left side of Fig. 7 .2, we plot these trace-back regions near the injection well for the CMM and the corresponding volume (i.e., area) errors. We see up to 292% volume balance error at the well. Most of the regions are beyond ±1%, and many beyond ±10%. Starting from these trace-back regions, the VCCMM adjustment algorithm converges to the trace-back regions on the right side of Fig. 7.2 We show the contour plots of the contaminant concentration c at 30 years in Figs. 7.3-7.4 for the CMM, higher order Godunov, and the VCCMM. The shape and sharpness of the front, and the presence of undershoot or overshoot, are to be noted. The CMM, while locally mass conservative, does not conserve volume, so the concentrations exhibit significant overshoot, reaching 162% of the maximum possible value near the well using a time step of 1.0 year, and 134% when using a 1.5 year time step. Moreover, volume non-conservation introduces many non-physical local minima and maxima into the solution. The higher order Godunov and VCCMM give comparable results. Neither exhibits undershoot or overshoot, and each predicts a similar front shape. However, the VCCMM is slightly less numerically diffuse, in that the front is sharper.
The CFL time-step [13] is
where h is the grid spacing. Explicit methods in 1-dimension require at least that ∆t ≤ ∆t CFL . Since we are working in 2-dimensions, we should limit ∆t to half the CFL step. We used the half CFL limited time-step of 0.586 year for the Godunov method, and a much larger time step of 1.5 years for the VCCMM. Finally, in Figs. 7.5 and 7.6, we show the results of using finer grids: 128 × 128 and 256 × 256. The front sharpens under refinement, indicating that most of the spread is indeed due to the numerical methods. Again, the higher order Godunov and VCCMM give comparable results, but the VCCMM is somewhat less numerically diffusive.
A quarter five-spot flood.
The second example is related to miscible flooding in a petroleum reservoir. We consider a quarter of a "five-spot" pattern of wells, which is a rectangular domain with an injection well in the lower left corner and a production well in the upper right corner, and no-flow (homogeneous Neumann) boundary conditions. Our domain is 40 × 40 meters square, and we impose a 40 × 40 grid over the domain. It is initially clean: c(x, 0) = 0. Grid cell (1, 1) is the injector with a rate of 1 pore volume every 5 years, injecting an inert tracer with concentration c I = 1. The producer is at grid cell (40, 40) and its rate is opposite that of the injector. We solve (1.2) with no retardation (i.e., R = 1), no reactions, a constant porosity of 0.25, and the heterogeneous permeability k depicted in Fig. 7 .7, which was geostatistically generated and has mean 100 md (10 −9 cm 2 ) and C v = 2.58, and varies by about 4 orders of magnitude. In Fig. 7.8 we plot the results at 3.4 years (using 500 steps of 0.0068 year/step, which is 3 times the half CFL number). The CMM shows both overshoot and undershoot in what should be the swept region, while the VCCMM shows no such artifacts. The poor performance of the CMM can be attributed to the extreme local heterogeneity of the permeability (C v = 2.58), which produces large volume imbalances throughout the domain.
A fluvial domain.
The third example is related to a fluvial geological environment that is correlated over large distances. The problem is taken from White and Horne [17] , and the permeability is depicted in Fig. 7 .9, which clearly shows an ancient river bed with high permeability. We use only three values for the permeability, with mean 4.056 darcy and C v = 1.15. The domain is 600 × 600 feet squared and posed on a 30 × 30 grid. There is an injection well at grid cell (3, 3) , and a production well at grid cell (28, 28). The injection concentration is c I = 1, and the rate is 1 pore volume every 3 years. The production rate is opposite, and there are no-flow boundary conditions. The porosity is constant at 0.2, and c is initially set to zero. Again, we use three times the half CFL time step.
In Fig. 7 .10, we show results at 1 and 1.6 years (100th and 160th steps). Notice how easily and smoothly the tracer follows the ancient river channel and avoids the low permeability regions. The plume near the production well at 1.6 years is only about a grid element in width, and it is connected; however, the plotting routine cannot handle such a thin plume and shows it as being disconnected. We see a similar illusion at 1 year where the plume is very thin. The trace-back regions and their relative volume error are shown on the left in Fig. 7 .11. Serious errors are observed both at the wells and along the ancient riverbank, where a "stair-step" pattern of grid elements is used to approximate its shape. Using these traceback regions, the wells are so poorly approximated that the CMM produces negative concentrations. To isolate the riverbank errors, we applied only the well adjustment Algorithm 3 to the traceback regions near the wells, as shown on the right in Fig. 7.11 . The result of CMM using this partially processed trace-back mesh is depicted in Fig. 7 .12. We obtained significant improvement over straight CMM (not pictured), but overshoots continue to dominate the central region of the plume, unlike in the VCCMM results. Thus the problem is not simply associated to the treatment of wells, but to treatment of trace-back regions throughout the domain. We note that the relative errors along the "stair-step" river bank reduce under grid refinement (as long as the refinement attempts to follow the true, smooth river bank). The front is retarded in the CMM results compared to the VCCMM. This is most easily seen on the left face of the domain in Figs. 7.10 and 7.12, where the VCCMM shows a full sweep, but the CMM with well adjustment simulation has a concentration below 0.875. (The results for CMM without well adjustment-not pictured-show an even more obviously retarded front.) The retardation is due to the piling up of mass in the center of the plume.
A linear flood.
Our fourth and final example tests the inflow boundary adjustment. We use the permeability field in the second example (see Fig 7.7) . However, this time we assume no wells and instead impose a linear pressure drop across the domain in the x-direction (the pressure difference is about a tenth of that in the first example). The time step is 0.18 year, which is three times the (half) CFL time step. In Fig. 7 .13, we show results after 140 steps, or about 25 years. The CMM is very disappointing. It exhibits severe overshoots up to a concentration of 1.65 and volume errors exceed 10% in the interior of the domain. However, the VCCMM algorithms were able to remove these severe volume errors, and we observe good results with mass and volume being strictly conserved.
Conclusions.
A critical aspect of approximating hyperbolic transport problems is to conserve the mass of the tracer locally. As we saw in the numerical examples, it is just as critical to the conserve locally the mass of the bulk fluid. We have termed this constraint volume conservation. Incorrect densities, and therefore incorrect reaction dynamics, result from violation of the volume constraint. It can also lead to severe overshoot, especially around injection wells, and the consequent retardation of fronts.
We should remark that one can recover smooth densities by modifying the definition of the traceback concentration. Simply multiply the concentration obtained for element E by the correction factor |Ẽ|/|E|. This results in volume conservation, and, to the eye, all the plumes appear smooth (i.e., show no overshoot or undershoot) like the VCCMM results. However, this modification destroys mass conservation.
When adjusting trace-back points, care must be used to avoid introducing systematic bias into the transport computation. We presented algorithms that produce good trace-back regions, even in the presence of wells and inflow boundaries (which are treated transparently through a space-time "fold-down" strategy). We do not suggest that ours in the only reasonable adjustment strategy; it is merely one of many that could be implemented. The point of the paper has been to point out how critical this step is, and to present one practical solution to the problem. We saw that the algorithm allows us to take large time steps such as three times the (half) CFL limited time step, which results in less numerical dispersion than explicit differencing methods such as Godunov's method.
Traceback adjustment requires a fair amount of computation. Thus characteristic methods such as ELLAM and CMM are perhaps best suited to steady or near steady flows and long time periods, or perhaps when numerical diffusion simply cannot be tolerated. These situations arise, for example, in the modeling of geologic basin formation, long-lived radio-isotope decay, or miscible fingering.
