Abstract. A new generalized contraction mapping principle in probabilistic metric spaces is obtained. As an application, we utilize this principle to prove the existence theorems of solutions to differential equations in probabilistic metric spaces. All the results presented in this paper are new.
Introduction and preliminaries
The purpose of this paper is to obtain a new generalized contraction mapping principle in probabilistic metric spaces. As an application, we utilize this principle to study the existence problem of solutions for some kind of differential equations in probabilistic metric spaces. The results presented in this paper are all new.
For the sake of convenience, we first recall some definitions and notation in [3] - [5] .
Throughout this paper, let R = (−∞, +∞) and R + = [0, +∞).
Definition 1. A mapping F : R → R + is called a distribution function if it is nondecreasing and left-continuous with inf t∈R F (t) = 0 and sup t∈R F (t) = 1.
In what follows we always denote by D the st of all distribution functions and by H the specific distribution function defined by H(t) = 0, if t ≤ 0, 1, if t > 0.
Definition 2.
A probabilistic metric space (briefly, a PM-space) is an ordered pair (E, F), where E is a nonempty set and F is a mapping from E × E into D. We denote the distribution function F(x, y) by F x,y , and F x,y (t) represents the value of F x,y at t ∈ R. The function F x,y is assumed to satisfy the following conditions: for all x, y ∈ E, (PM-1) F x,y (t) = 1 for all t > 0 if and only if x = y, (PM-2) F x,y (0) = 0, (PM-3) F x,y (t) = F y,x (t) for all t ∈ R, (PM-4) if F x,y (t 1 ) = 1 and F y,z (t 2 ) = 1, then F x,z (t 1 + t 2 ) = 1. 
Definition 4.
A Menger PM-space is a triplet (E, F, ∆), where (E, F) is a PMspace and ∆ is a t-norm satisfying the following triangle inequality: for all x, y, z ∈ E and t 1 , t 2 ≥ 0,
Schweizer, Sklar and Thorp [5] proved that if (E, F, ∆) is a Menger PM-space with sup 0<t<1 ∆(t, t) = 1, then (E, F, ∆) is a Hausdorff topological space in the topology T induced by the family of (ε, λ)-neighborhoods
where
Definition 5. A triplet (E, F, ∆) is called a Menger probabilistic normed space
(briefly, a Menger PN-space) if E is a real vector space, F is a mapping from E into D (for x ∈ E, the distribution function F(x) is denoted by F x and F x (t) is the value of F x at t ∈ R) and ∆ is a t-norm satisfying the following conditions:
Definition 6. Let (E, F, ∆) be a Menger PM-space with sup 0<t<1 ∆(t, t) = 1.
(1) A sequence {x n } in E is said to be T -convergent to x ∈ E (we write x n T → x) if for any given ε > 0 and λ > 0, there exists a positive integer 
for all x, y ∈ E, t ≥ 0 and α, β ∈ (0, +∞) with F x,y (α) > 0 and F x,y (β) < 1, where
is a function. Then T has exactly one fixed point in E.
In the sequel the mapping T which satisfies (2.1) is called a generalized contraction mapping on E.
To prove the conclusion of Theorem 1, we need the following lemma:
Proof of Theorem 1.
(1) First we prove that for any given ε > 0 and λ ∈ (0, 1) there
Suppose the contrary. Then there exist ε 0 > 0 and λ 0 ∈ (0, 1) such that for each x ∈ E, there is an x 1 ∈ E with
.2) and (2.3), we have
By condition (2.1) and the assumption of (a), we have
From (2.2) and (2.3), we have
Therefore we have
2 , then by the condition (2.1), we have
and so we have
by (2.5) we have
Besides, for any fixed x 0 ∈ E, since lim t→+∞ F x0,T x0 (t) = 1, there exists a t 1 > 0 such that F x0,T x0 (t 1 ) > 0. It is easy to see that
Taking t = η 0 , we have
Letting n be large enough so that
which contradicts (2.6). The desired conclusion is proved. Because T satisfies condition (2.1), T is continuous and so
(2) For given ε n > 0 and λ n ∈ (0, 1), n = 1, 2, . . . , with ε n > ε n+1 , λ n > λ n+1 , ε n → 0 + and λ n → 0 + , by the conclusion proved in (1), there exist
It is obvious that
Next, we prove that n≥1 N (x n , ε n , λ n ) = ∅. In fact, for any given ε > 0, λ > 0 and n large enough such that ε n < ε, λ n < λ, take t n,m ∈ (ε n , ε) such that t n,m is a continuous point of F xn,xn+m (t). Since x n+m ∈ N (x n , ε n , λ n ), by the lemma, we have
The desired conclusion is proved.
(3) Finally, we prove that n≥1 N (x n , ε n , λ n ) has only one point. Suppose the contrary. Then there exist x, y ∈ n≥1 N (x n , ε n , λ n ) with x = y and hence there exist t 0 > 0 and λ 0 ∈ (0, 1) such that F x,y (t 0 ) < λ 0 . Letting n be large enough so that ε n < t 0 /2 and 1 − λ n > λ 0 , then we have
2 ) and s n ∈ (ε n , t0
2 ) such that t n is a continuous point of F x,xn (t) and s n is a continuous point of F xn,y (t), then we have
and so F x,y (t 0 ) > λ 0 , which is a contradiction. Therefore, n≥1 N (x n , ε n , λ n ) has only one point, say x * , and it is just the unique fixed point of T . This completes the proof.
In order to give the other result, we first give the following definition ( 
Theorem 2. Let (E, F, ∆) be a complete Menger PN-space, C be a probabilistically bounded closed convex subset of E, T : C → E be a generalized contraction mapping defined on C and S : C → E be a continuous mapping with S(C) being relatively compact. If T x + Sy ∈ C for all x, y ∈ C, then T + S has a fixed point in C.
Proof. For any given y ∈ C, we know that T x + Sy : C → C is a generalized contraction mapping. By Theorem 1, T x + Sy has exactly one fixed point x (y) ∈ C such that
Now we define a mapping K by Ky = x (y) for all y ∈ C, where x (y) is the unique fixed point of T x+ Sy. It is obvious that K is a continuous mapping from C into C and K(C) is relatively compact. Therefore there exists y * ∈ C such that y * = Ky * . Taking y = y * in (2.8), we have Y * = Ky * = x (y * ) = T x (y * ) + Sy * , i.e., T y * + Sy * = y * . This completes the proof.
Differential equations in probabilistic normed spaces
In this section we shall use the results in the section 2 to show the existence of solutions of a class of differential equations in Menger PN-spacs.
Let (E, F, ∆) be a Menger PN-space and C([0, T ], E) be a set of mappings x(·) : [0, T ] → E which are continuous in the topology T on (E, F, ∆). Define a mapping F : C([0, T ], E) → D by
and denote the distribution function F x(·) by F x(·) and the value of F x(·) at t ∈ R by F x(·) (t).
We have the following results about (C([0, T ], E), F, ∆) :
Proposition 3. Let (E, F, ∆) be a Menger PN-space with a continuous t-norm
is also a Menger PN-space.
Proof. (I) First we prove that F is a mapping from C([0, T ], E) into D. In fact, for any given x(·) ∈ C([0, T ], E):
2. Next we prove that F x(·) (t) is left-continuous. In fact, since inf s∈[0,T ] F x(s) (t) is increasing in t, for any given t n ∈ R with t n → t−, we have
Letting {r n } be any sequence in (0, +∞) such that r n → 0 + and noting again that
Thus combining (3.1) and (3.2), it follows that
This implies that F x(·) (t) is left-continuous in t.
3. Finally we prove that sup t∈R F x(·) (t) = 1.
From (1) of Lemma and the continuity of x(·), we now that for each
Without loss of generality, we can assume that s k → s t as k → t− (otherwise, we can choose a subsequence of {s k }). Hence we have
It follows from (3.4) and (3.5) that
Without loss of generality, we assume that s t → s 0 as t → +∞. Therefore, for any ε ∈ (0, t/2), from the condition (PN-4) in Definition 5, we have
From (3.6)-(3.9), we have
(II) Next we prove that F satisfies all the conditions (PN-1)-(PN-4) in Definition 5.
In fact, it follows that
Since
In view of the continuity of ∆ and (3.10), we have
This completes the proof. 
By using {x n (·)} ⊂ (C([0, T ], E), F, ∆) and (3.11), we have
is complete. This completes the proof.
We are now in a position to show the existence of solutions of the following differential equation:
in a complete Menger PN-space (E, F, ∆) with a t-norm ∆ satisfying ∆(t, t) ≥ t for all t ∈ [0, 1]. For any ε > 0 and λ > 0, we denote
Let f and g be two continuous mappings from R × N (x 0 , ε, λ) into E satisfying the following conditions: N (x 0 , ε, λ) ) is a relatively compact subset in E. Theorem 5. Under the above conditions (i) and (ii), there exists a δ 0 > 0 small enough such that the following differential equation:
Proof. We know that (3.12) is equivalent to the following integral equation:
Let C([0, δ 0 ], E) be the same as above, and let
where δ 0 > 0 is small enough such that Lδ 0 < 1 and
It is easy to see that Letting n → ∞ and taking the limit on the right side of (3.13), we have 
F T x(t)−T y(t)
(
