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This research is motivated by gain scheduling, a technique which has been success­
fully applied to many nonlinear control problems. In flight controls, the wide variations 
in the characteristics of the aircraft dynamics throughout the flight envelope make gain 
scheduling a particularly suitable design strategy. This research consists of two parts: 
(1) aircraft pitch attitude scheduling scheme designs, and (2) control of a class of linear 
parametrically varying (LPV) systems. 
In the first part, the classical gain scheduling technique and the single quadratic 
Lyapunov function (SQLF) based LPV technique are investigated. In the classical gain 
scheduling design, the Hoo mixed sensitivity GS/T method is chosen for local linear 
time invariant (LTI) designs to provide robustness to unmodeled dynamics and para­
metric uncertainties. Following a model reduction procedure that exploits the optimal 
controller structure, LTI controllers designed at the selected equilibrium points are re­
duced to second order controllers and realized in a feedback path configuration. Such 
controllers are shown to retain the superior robust performance at each flight condi­
tion, while having a low order that is amenable to scheduling. A gain-scheduling law is 
developed and simulation results verify that the closed-loop performance specifications 
xiii 
are met. In the LPV design, the mixed sensitivity S/KS/T design setup is used. An 
approximation to the original LPV controller using the linear fractional transformation 
(LFT) representation is constructed. Our design exhibits potential applications of the 
LPV technique to commercial aircraft gain scheduling designs. 
In the second part, we consider a class of discrete, affine, linear parametrically 
varying (DALPV) systems. For this type of systems, the parameters are assumed to 
vary in a polytope and the state space matrices are assumed to depend affinely on the 
varying parameters. A sufficient condition is derived to analyze the stability and the £«, 
to performance of a DALPV system. For an open-loop DALPV system, a procedure 
is proposed to design a gain-scheduled controller such that the closed-loop system is 
asymptotically stable and achieves a certain level of £00 to performance. 
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CHAPTER 1 INTRODUCTION 
Gain scheduling is a popular nonlinear control method [1], which has been success­
fully applied in many engineering applications such as aircraft, missile, engine, and 
process control. In these cases, the plant dynamics change during system operation. 
In general, the model is constructed such that the operating conditions are specified 
by one or more exogenous variables, which are called scheduling variables. The values 
of these variables are not known in advance, but can be measured in real time. The 
idea of gain scheduling is to incorporate the information of parameters and adjust the 
control law based on the real-time parameter measurements. Such a control strategy 
typically yields higher performance than what a single linear time invariant (LTI) con­
troller can provide when the system parameters undergo large variations. In fact, a 
single stabilizing LTI controller may not even exist for the whole operating envelope in 
some cases. 
1.1 Gain-Scheduled Control 
The classical gain scheduling technique could be traced back to the 1960's. A typical 
design procedure is as follows: choose many operating conditions that represent the 
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plant dynamics throughout the operating envelope and obtain an LTI approximation to 
the plant at each operating condition; for each linearized plant, design an LTI controller 
to meet the performance requirements; using some scheduling law, interpolate the local 
linear designs to yield an overall nonlinear controller that covers the entire operating 
range. Despite the wide and successful applications of the classical gain scheduling 
technique, it remains an ad hoc method, with no theoretical guarantees on the stability 
and performance of the gain-scheduled system. The stability of the gain-scheduled 
system is examined through extensive simulations. Successful designs are typically 
guided by heuristic rules-of-thumb, such as "the scheduling variable should capture 
the plant's nonlinearities" and "the scheduling variable should vary slowly". These 
guidelines are simply reminders that the gain-scheduled controller is designed using a 
collection of LTI approximations to the nonlinear plant at fixed operating conditions. 
Since the late 1980's, there has been a renewed interest in gain scheduling designs 
with many theoretical results obtained. Rugh et al. [2][3] developed an analytical frame­
work for designing gain-scheduled controllers using extended linearization. Shamma and 
Athans [4] [5] introduced the concept of linear parametrically varying (LPV) systems and 
for this class of systems, gave quantitative interpretations to the heuristic design rules, 
such as the scheduling variable should "capture the plant's nonlinearities" and "vary 
slowly". Their work reveals that these rules in fact place fundamental limitations on 
the achievable performance of gain-scheduled systems. 
Since the 1980's, the linear matrix inequality (LMI) techniques have emerged as 
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powerful design tools because efficient algorithms (e.g., interior point algorithms [6]) 
have been developed to solve the LMIs. Many interesting problems, such as mixed 
%/%oo design with root clustering constraints [7] and multiobjective output-feedback 
control [8], can be formulated as convex optimization problems under the LMI frame­
work. A brief review of the history of LMIs in control theory can be found in the book 
by Boyd and his coauthors [9]. An important application of the LMI technique is in the 
design of gain-scheduled controllers. Based on LPV plant representations, several gain 
scheduling approaches have been developed using the LMI technique. These methods 
share the common properties that the induced ZIg-norm is used as the performance mea­
sure and the solvability condition is formulated into a set of LMIs, for which efficient 
software is available [10]. These approaches mainly fall into two categories: the small 
gain theorem based linear fractional transformation (LFT) approach and the quadratic 
Lyapunov function based LPV apporach. In the LFT approach, a special class of LPV 
systems are considered, referred to as LFT systems, whose state space matrices are 
linear fractional functions of the varying parameters. Packard [11] considered discrete 
time systems and independent work was reported by Apkarian and Gahinet [12] for 
both continuous time systems and discrete time systems. The controller is assumed 
to have the same linear fractional dependence on the varying parameters. Using the 
scaled small gain technique, the existence of such a controller is characterized in terms 
of three LMIs. The LFT approach has been successfully applied to F-14 aircraft lateral-
directional axis control during powered approach landing [13]. However, this approach 
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is often overly conservative because the parameters are assumed to be complex and vary 
arbitrarily fast. Using a single quadratic Lyapunov function (SQLF), Becker [14] [15] 
defined the quadratic stability and quadratic performance for LPV systems. Sufficient 
conditions are derived which guarantee that an LPV system is exponentially stable and 
achieves an induced ^-norm performance objective. The applications include missile 
autopilot design [16], robot arm control design [17], and road adaptive active suspension 
design [18], etc. The SQLF-based LPV technique exploits the realness of the varying pa­
rameters, and thus should be less conservative than the small gain based LFT technique. 
The SQLF-based LPV technique is still conservative in the sense that the parameters 
are allowed to vary arbitrarily fast. VVu et al. [19] [20] further reduced conservativeness 
by using parameter-dependent quadratic Lyapunov functions to allow for the bounds 
on the parameters' rates-of-variations — at the cost of a greater computational effort, 
though. 
1.2 Research Addressed in this Thesis 
This research consists of two parts. In the first part, we focus on designing scheduling 
schemes for controlling the longitudinal attitude of a light commercial aircraft. In the 
second part, we consider the control problem of a special class of gain-scheduled systems 
using the induced loo-norm performance measure. 
The classical gain scheduling technique enables designers to apply the well-developed 
and tested linear design methods to time-varying and/or nonlinear control problems. 
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During the last two decades, robust optimal control has gained significant attention. 
Several robust control techniques, such as Hoo design, Ll design, and fj, design, have been 
developed and extensively applied to flight controls (see for instance [21] and references 
therein). These robust control techniques yield controllers that deliver stability and 
performance while being robust to model uncertainty and parameter variations. Nev­
ertheless, a single robust LTI controller usually cannot meet all the performance and 
stability requirement for the entire operating range, and some form of gain schedul­
ing is still required [22]. However, the task of scheduling optimal linear controllers is 
complicated by the relatively high order and complex structure of these controllers, at 
least when compared with what can be obtained with classical designs. This presents 
a challenge for applying the robust optimal techniques to gain scheduling designs. In 
this research, we use the Hoo optimal control method for local LTI designs to achieve 
superior performance at the corresponding flight conditions, and we aim at developing 
a gain-scheduled controller which inherits the robustness of optimal linear controllers 
while is simple in terms of gain scheduling. 
Besides the classical gain scheduling design, the SQLF-based LPV technique [14] [15] 
is investigated. Summary of these two designs is made. 
Although LPV design techniques have attracted much attention, the research has 
been focusing on the performance measure of the induced Z^-norm. However, in many 
engineering applications, it may be more natural to measure the system performance 
using the induced £œ-norm. For example, in flight controls, it is often true that the 
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input signal (e.g., wind disturbance or reference) is a magnitude bounded signal, and 
the actuator deflection is required to be less than a certain value to avoid the actuator 
saturation. This requirement can be naturally cast into a performance problem mea­
sured by the induced lœ-norm. However, up to now, there is still no results available 
on the general LPV control using the induced ^-norm performance measure in spite 
of its importance. In the second part of this thesis, we consider the control problem 
of a special class of LPV systems, which we call discrete, affine, linear parametrically 
varying (DALPV) systems. A theoretical method is proposed to analyze the stability 
and the to performance of a DALPV system, and a procedure is suggested to 
design a gain-scheduled controller for an open-loop DALPV system. 
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CHAPTER 2 MATHEMATICAL BACKGROUND 
In this chapter, we state some definitions and results that will be used later. The 
materials in this chapter are frequently used in the robust control area, and we include 
them here for reference. 
2.1 Norms of Signals 
Let 11 be the field of real numbers. TV1 denotes the set of ^-dimensional real vectors 
and 7Znxm denotes the set of real, n x m matrices. 
Definition 2.1.1 Vector £p Norm 
For x 6 7£n, the £p norm, | • \p : TZn —• 11 is 
|x|p = (|xL|p H h |xn|p)L/p, where p > 1. 
We are particularly interested in the cases where p = 1,2, oo. On TZ n ,  the sum norm 
(or li norm) is: 
Mi = |ariH h knl; 
the standard Euclidean norm (or li norm) is: 
M2 = (|*l|2H— + l^n|2)1/2; 
and the max norm (or loo norm) is: 
Moo = max(|xl|,...,|xn|). 
Definition 2.1.2 £2 Norm 
Let f : 7l+ —> TZn be measurable, if 
{ f Q  \ f { i - ) \ ldr}*-  < oo, 
then the Co norm of f is defined as 
2 := { f Q  \ f {r) \ ldr}^ .  
Definition 2.1.3 I™ Norm 
For any vector-valued real sequence x of dimension n, i.e. x = (xq, Xi,  . . . )  wi th  
xk E ftn, î/ 
sup max |xfc(i)| < oo, 
fc 1 
then the norm of x is defined as 
|x||oo := sup max|xt(i)|. 
k 1 
2.2 Linear Fractional Transformations 




where My E ~JlniXmi for i,j E 1,2. If L E 7?,m2Xn2 and (/ — M 2iL ) is invertible, then 
the lower linear fractional transformation of M on L is defined as 
F/(M, L) := Mu 4" — M22L) ^M^i. 
Similarly, if U E 7£miXni and the matrix (/ — M n U) is invertible, then the upper linear 
fractional transformation of M on U is defined as 
FU(M, (7) := M22 + M2i£7(J — MuC7) ^Mi2. 
These two operations are called linear fractional transformations, and are depicted in 
Figure 2.1. 
Fa(M,N) 
Figure 2.1 Diagram of linear fractional transformations 
2.3 %oo Synthesis 
Definition 2.3.1 ^ Norm The %(X norm of a stable and. proper transfer matrix 
G(s) is defined as 
IIGIloo := ess sup â[G(jw)] ,  
uien. 
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where a denotes the maximum singular value ofG(jw). 
Figure 2.2 General setup for output feedback problem 
Table 2.1: Nomenclature 
P(s )  generalized plant: including all of the known parts in the system, 
such as the nominal plant model, performance and/or uncertainty 
weighting functions, and the system interconnection 
K(s) the controller 
w exogenous input: including commands, disturbance, and noise 
z regulated output: the "error" signals to be minimized 
u control input: the output of the controller 
y measured output: the input to the controller 
It can be shown that for a stable, proper, real rational linear time-invariant system, 
the Hoc norm of the system transfer matrix is equal to the induced £2-norm from 
the input to the output. To apply the optimal design method, we need to cast the 
11 
problem into the general output feedback problem shown in Figure 2.2. The implications 
of the symbols in the figure are explained in Table 2.1. 
The transfer function from w to z is a linear fractional transformation of P on K: 
Tzw = Fi(P, K) = Pn + Pl2K(I - P22K)~lP2i. 
The optimal fioo design problem is to find a real rational proper K over all the stabilizing 
controllers which minimizes the norm of the transfer matrix from w to z, i.e., 
KstSang 
Glover and Doyle [23] presented the detailed state space formulae for the solution of 
the optimal design problem. The controller can be obtained by solving two coupled 
algebraic Riccatti equations and the algorithm is implemented in the Robust Control 
Toolbox [24]. 
2.4 Linear Matrix Inequalities 
A variety of design specifications and constraints can be expressed as LMIs. In this 
section, we give a brief introduction to the LMIs. Let M E 72.nxn be a symmetric 
matrix, M is positive definite (denoted as M > 0) iff 
xTMx > 0 for all x E 72.™ and x 0; 
M is positive semi-definite (denoted as M > 0) iff 
X T M X  >  0 for all x E 72." ; 
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M is negative definite (denoted as M < 0) iff 
x T Mx < 0 f o r  a l l  x  E 7Zn and x 0; 
M is negative semi-definite (denoted as M < 0) iff 
xT Mx < 0 for all x E TV1. 
Definition 2.4.1 Linear Matrix Inequality 
A linear matrix inequality has the form 
A(x )  :=  Ao + x iA i  +  •  •  •  +  x m A m  < 0, (2.1) 
where x = [x;,..., xm]' is a vector of unknown scalars called decision variables, and 
Af E 1Znxa, i = 0,1,..., m, are given symmetric matrices. 
In most control applications, LMI does not arise in its canonical form (2.1), but in 
the following form 
C(Xi , . .  . ,  X n )  <  H(X i , . . . ,  X n ) ,  
where L(-) and R( - )  are affine functions of some structured matrix variables Xi,..., X n .  
A simple example is the Lyapunov inequality: 
X >0 ,  AtX + XA< 0 .  
Two LMI problems play important roles in the LMI-based design. One is the fea­
sibility problem, which is the problem of finding a solution x to the LMI (2.1). The 
13 
other one is the linear objective minimization problem, which is to minimize a linear 
function of x subject to an LMI constraint, i.e., 
min (Fx  
s . t . A(x) < 0. 
Both of these two problems are convex optimization problems, and are tractable using 
current convex optimization techniques [6] [25]. 
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PART I 
AIRCRAFT PITCH ATTITUDE GAIN 
SCHEDULING DESIGNS 
15 
CHAPTER 3 AIRCRAFT MODEL 
In this chapter, we first give a description of the equations of motion of a rigid, 
symmetric aircraft and the linearization process around one flight condition. This is 
well known in the literature [26], but is included here for completeness and references. 
We then introduce the aircraft longitudinal dynamics and the performance require­
ments that will be used for designs in the next two chapters. Some preliminary design 
treatment is discussed. 
3.1 Equations of Motion 
The term rigid aircraft means that all points in the aircraft structure maintain fixed 
relative positions in space. However, it is a common phenomenon for a large passenger 
aircraft to have flexible modes due to body bending and wing flexure. Nevertheless, the 
rigid model is of fundamental importance and we consider the aircraft as a rigid model. 
For a rigid, symmetric aircraft having a uniform mass distribution, applying Newton's 
second law, we can derive its equations of motion, which consist of the rotational dy­
namics (3.1) and translational dynamics (3.2). The rotational motion of the aircraft 
includes rolling, pitching, and yawing motions about the center of gravity (e.g.), and 
16 
the translational motion includes the three components of translation of e.g. 
three body axes. 
I X P -  ( / y  -  I Z )QR  -  I x : (PQ +  R)  =  L  
IyQ + (/r - h)PR + 4=(P2 - ti2) = M 
AÂ - (4 - /„)PQ + Ix:(QR — P) = N 
m(l7 - W + QW) = % 
m(V - PW + RU) = Y 
m(W — QU + PV) = Z 
The implications of the symbols are tabulated in Table 3.1. 
Table 3.1: Symbols in the aircraft equations of motion 
m Mass 
/x Moment of inertia in roll 
h Moment of inertia in pitch 
Iz Moment of inertia in yaw 
/x= Product of inertia about ox and 
oz axes 
L Rolling moment Sum of the components of 
M Pitching moment aerodynamic, thrust and 
N Yawing moment weight moments 





Y Side force aerodynamic, thrust and 
Z Normal 'lift' force weight forces 
P Roll rate Components of angular 
Q Pitch rate velocity 
R Yaw rate 
U Axial velocity Components of linear 
V Lateral velocity velocity of the e.g. 
w Normal velocity 
The six degrees-of-freedom (6-DOF) nonlinear aircraft model includes both lateral 
and longitudinal motions. If we define the state vector X = [U V W P Q R]T and define 
the control input Û = [X Y Z L M N]T, then the equations of motion of the aircraft 
can be expressed by the following nonlinear, coupled, ordinary differential equations: 
È =  f ( Jc ,X ,Û) ,  (3.3) 
where / is a vector of six scalar nonlinear functions. Note that we use capital symbols 
X and Û to denote the state and input vectors, because in the nonlinear model, they 
represent the actual values of aircraft variables. 
Steady state flight condition (equilibrium point) can be defined as a condition where 
all of the motion variables (linear and angular velocity components) are constant, i.e., 
a constant pair (X0, ÛQ) such that /(X0, ÛQ) = 0. We now consider small perturbations 
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from an equilibrium point (X Q ,  Û Q ) .  According to the small perturbation assumption, 
we expand the nonlinear state equation (3.3) about the equilibrium point (XQ, ÛQ) using 
Taylor series expansion and keep only the first-order terms. The following linearized 
aircraft model can be obtained: 
x = Ax + BU , (3.4) 
where lowercase symbols x and u are used to indicate that they are deviations from the 
n o m i n a l  v a l u e s .  T h e  a c t u a l  v a l u e s  o f  a i r c r a f t  v a r i a b l e s  a r e  X =  X Q  + X  a n d  Û =  Û Q  +  U .  
For an aircraft which has fixed wings and symmetric configuration, the linearized model 
is decoupled in the lateral and longitudinal motions. 
3.2 Longitudinal Dynamics and Performance Specifications 
In the next two chapters, we will design gain scheduling schemes for pitch attitude 
control of a light commercial aircraft. Linearized longitudinal models are provided by 
Rockwell Collins with performance requirements specified. 
3.2.1 Longitudinal dynamics 
a 'and 
K(s) TS+1 H(s) % P(s) TS 
Controller Integrator Actuator Aircraft 
Figure 3.1 Diagram of the aircraft pitch attitude control system 
19 
The diagram of the aircraft pitch attitude control system is shown in Figure 3.1. In 
the figure, 0^ is the pitch command generated by guidance control laws, P(s) denotes 
the aircraft longitudinal dynamics, H{s) denotes the actuator dynamics, and K(s) is 
the controller to be designed. The controller output is fed through an integrator before 
being applied to the actuator. For a unity feedback system, the integrator guarantees 
zero steady state error to a step command. 
The linearized longitudinal model has four states ( [8 ,q ,u ,w] ' ) ,  one input (5e), and 
five outputs ([9,q, nz,nx, V']'). These variables respectively denote: 0-pitch angle (deg), 
g-pitch rate (deg/sec), u-X axis velocity (feet/sec), w-Z axis velocity (feet/sec), Se-
elevator deflection (deg), ^-vertical acceleration (feet/sec2), nz-forward acceleration 
(feet/sec2), and V'-true airspeed (knots). The linearized longitudinal model has two 
pairs of stable, lightly damped complex poles, which respectively correspond to the 
short period mode and the phugoid mode. In Appendix A, we provide state space data 
of the linearized longitudinal model at one flight condition such that the reader can 
duplicate the approach and results in Chapter 4. 
3.2.2 Performance specifications 
Based on desirable handling qualities and robustness considerations, linear perfor­
mance specifications are prescribed by Rockwell Collins both in the time domain and 
in the frequency domain: 
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1. The desired dynamics from #cmd to 6 is described by a second order system 52+4S+4 • 
The pitch angle response to a unit step pitch command is confined to the template 
specified by two second order systems, ^,+2485+4 and ^+3 g^+l 96, which respec­
tively represent the upper and lower bound dynamics (Figure 3.2). 
1.4 
1 — Upper Bound Dynamics 
2 — Desired Dynamics 
0.4 
3 — Lower Bound Dynamics 
0.2 
Time (sec) 
Figure 3.2 Upper bound, desired, and lower bound dynamics from to 
e 
2. Based on the pilot/passengers comfort requirement, the vertical acceleration (n z )  
in response to a unit step in shall not exceed 12.88 feet/sec2. 
3. Due to the physical restriction of the elevator, a limit of ±5 degrees is imposed 
on the actuator output (Je) to a unit step in Ocmd-
4. The gain crossover frequency of the open loop broken at the input to the aircraft 
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shall not exceed 4 rad/sec so as to limit the control bandwidth. 
3.3 Design Strategy 
During flight, both the indicated airspeed (IAS) and flight altitude can be measured. 
Compared with IAS, the flight altitude has far less influence on the aircraft longitudinal 
dynamics. Hence, to simplify the design and scheduling tasks, we will only use IAS as 
the scheduling variable and treat the dynamics changes caused by the variations of the 
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Figure 3.3 Frequency response of the interconnection of the integrator and 
actuator 
In the design stage, we will ignore the integrator and actuator dynamics. This sim-
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plifies the design process and leads to controllers of lower orders. The justification is as 
follows: the frequency response of the interconnection of the integrator and actuator has 
a gain of unity with very small phase lag at frequencies around 4 rad/sec (Figure 3.3), 
thus when we include them in the final closed-loop realization, the requirement on the 
open loop gain crossover frequency will not be violated. At the same time, it could be 
expected that with the integrator and actuator dynamics in place, the closed-loop per­
formance will be improved since the open loop gain becomes larger at low frequencies 
and smaller at high frequencies, which leads to better performance and robustness to 
high frequency unmodeled dynamics. The integrator and actuator dynamics will be in­
cluded in the computer model to verify the effectiveness of the design through computer 
simulations. 
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CHAPTER 4 CLASSICAL GAIN SCHEDULING DESIGN 
In this chapter, we design a gain-scheduled controller for aircraft pitch attitude 
control using the classical gain scheduling technique. The flight envelope under con­
sideration consists of plants whose IAS ranges from 93 knots to 320 knots and flight 
altitude ranges from 5000 feet to 41000 feet, with varying weight and e.g. locations. 
The modeling uncertainty due to weight and e.g. variations is fairly evident in pitch 
attitude control. These two parameters influence the pitch axis control effect, yet they 
cannot be measured in real time and cannot be used for control. We will use the op­
timal HQO method in local LTI designs to provide robustness to these two uncertain 
parameters. 
4.1 Pointwise Linear Robust Controller Design 
Six flight conditions are selected for the pointwise linear controller design. The 
IAS' of these flight conditions are respectively 115, 130, 150, 200, 240, and 300 knots. 
Without loss of generality, in the sequel, we shall take the flight condition of 200 knots 
IAS as an example to illustrate the design. The nominal plant is at 5000 feet high, with 
a weight/e.g. combination of 11262 lbs/24.924 feet. 
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4.1.1 Design consideration and rationale 
In formulating the design problem, we choose to use a two-stage design process. 
The first stage involves designing for each IAS flight condition a unity feedback system 
based on Woo mixed sensitivity design methods. The second stage augments a prefilter 
to the closed-loop system designed in the first stage. The rationale for this choice is as 
follows. In the first stage, an optimal unity feedback design that achieves robustness of 
the loop while shaping the sensitivity function S = (I + GK)~l and the complementary 
sensitivity function T = GK(I + GK)~l can be obtained. In shaping these functions, 
we ensure that â(S) is small at low frequencies and <r(T) is small at high frequencies. 
These two objectives can be achieved by appropriately selecting weighting functions for 
S and T in the W^ mixed sensitivity design. Small <r(5) at low frequencies ensures good 
reference tracking because T = I — S, while small <r(T) at high frequencies restricts the 
gain crossover frequency and assures attenuation to high frequency noises and robust 
stability to output multiplicative perturbations. Once a controller is obtained to meet 
these objectives, the second design stage adds a prefilter with the objective of achieving 
desirable handling qualities. Since in the first design stage the loop controller is required 
to robustly yield T(ju) close to unity at low frequencies, any stable system whose input-
output dynamics capture desirable handling qualities, when implemented in series with 
T(s) (i.e. as prefilter), can be expected to endow these qualities to the composite 
system. In this way, the performance can be adjusted without altering the system's 
robustness, which has been achieved mainly through the unity feedback design. For the 
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system under consideration, we use the desired handling qualities captured by 32+43+4 
as a prefilter (see Figure 3.2). An added benefit for this arrangement is that unlike the 
main loop controller the prefilter does not need to be gain-scheduled with the change 
in flight conditions. 
In what follows we focus mainly on the first design stage. We first consider a standard 
mixed-sensitivity formulation. We show that this formulation leads to designs with 
certain undesirable features. We then choose a modified formulation that overcomes 
these shortcomings. 
4.1.1.1 Standard S /KS /T  design 
1 Zl 
O 
i Z2 t Zj 




Figure 4.1 Setup for the standard S /KS /T  mixed sensitivity design 
We first consider the standard S /KS /T  weighting scheme for the Hoo mixed sen­
sitivity design. In Figure 4.1, G(s) denotes the nominal plant, and K(s) represents 
the controller to be designed. Instead of directly shaping the open loop transfer func­









Figure 4.2 Weighting functions for Hoo S/KS/T design (solid: We, dash-
do t :  W t )  
characteristics are modified by shaping closed-loop transfer functions. In the figure, the 
sensitivity function (S) and complementary sensitivity function (T) are shaped by the 
weighting functions We and Wt. Typically, We is a low pass filter and Wt is a high pass 
filter (see Figure 4.2). This in turn yields small <r(S) at low frequencies and small <r(T) 
at high frequencies. KS is weighted by a small positive constant (e) to avoid a singular 
Hoo problem. 
Based on our experience, the vertical acceleration (n z )  and elevator deflection (£e) 
will not exceed the prescribed regions under a unit pitch maneuver, so we do not 
penalize these two variables in the design setup, choosing instead to check their values by 
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simulations to verify that the performance specifications are satisfied. Suitable choices 
of We and Wt are made to meet the performance requirements on the pitch angle 
response and the open loop gain crossover frequency. 
'cmd 
H(s) K(s) P(s) 
T S + l  
TS s- + 4 s +4 
Figure 4.3 Forward loop implementation for linear designs 
The nominal plant is of fourth order and the weighting functions We and Wt are both 
of first order, so the resulting optimal Hoo controller is of sixth order. The closed-loop 
realization is shown in Figure 4.3 with a prefilter added, which captures the desired 
handling qualities. The feedback loop with the optimal Hoo controller K(s) in assures 
robust stabilization and good tracking property. We shall call this closed-loop configura­
tion "forward loop implementation" as opposed to the "feedback path implementation" 
that we will introduce later. 
From the pitch angle responses, we observe that the Koo controller works perfectly 
on the nominal plant (Figure 4.4(a)), but results in slow oscillations when controlling 
the perturbed plants (Figure 4.4(b)). Examining the controller closely, we find that 
it has zeros at the stable poles of the nominal plant. This is a common phenomenon 
in many Hoo designs ([27]-[29]). Although this exact pole-zero cancellation does not 
affect the nominal performance, uncertainty in the locations of these poles leads to slow 
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Figure 4.4 Slow oscillations caused by the pole-zero cancellation in the 
S/KS/T mixed sensitivity design 
oscillations when the poles are lightly damped, which is the case in our problem. The 
optimal controller cancels the stable, lightly damped short period mode and phugoid 
mode of the nominal plant, and results in slow oscillations under large parametric 
uncertainty. Some methods, such as Woo loop shaping [28] and %<*> GS/T approach [29], 
have been proposed to deal with this problem. In [30], for example, Woo loop shaping 
was successfully applied to a VSTOL aircraft where gain-scheduling Woo controllers is 
achieved by utilizing the observer structure of this particular robustness optimization. 
In the sequel, we will employ the Woo GS/T approach [29] in linear controller designs 
to avoid pole-zero cancellations. 
4.1.1.2 GS/T  design 
The main idea of the Woo GS/T approach is to include the nominal plant in the 
weight  fo r  t he  s ens i t i v i t y  func t i on .  The  des ign  s e tup  i s  shown  i n  F igu re  4 .5 ,  whe re  G(s )  
and /<"(s) respectively denote the nominal plant and the controller to be designed. An 
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" + 
We K(s)  G(s) 
Figure 4.5 Setup for the Hoo GS/T design 
external auxiliary signal v is introduced to allow for the sensitivity function (S) at the 
plant input. WeG weights S and We should reflect the inverse of the desired sensitivity 
function which is not yet considered by G, but only the steady state gain of the plant 
should be included. Otherwise, the controller would invert the plant again. Wt weights 
the complementary sensitivity function and should be chosen to reflect the inverse of the 
desired complementary sensitivity function, d is applied to avoid a singular Hoo problem 
and e could be chosen as any small constant. This is an Hoo mixed sensitivity design 
problem, and the controller can be obtained by solving the standard Hoo optimization 
problem. 
For our problem, the setup for linear designs appears in Figure 4.5, where G(s )  
represents the transfer function of the nominal aircraft plant from the input (5e) to the 
first output (0). The frequency responses of We and Wt, along with that of the actual 
weighting function WeG for the sensitivity function, are shown in Figure 4.6. The 
resulting optimal Hoo controller is of sixth order. The controller has two zeros close to 
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Figure 4.6 Weighting functions for Tioo GS/T design (solid: We, dashed: 
Wt, dashdot: WeG) 
the nominal plant phugoid mode. That is, the GS/T design successfully avoids 
pole-zero cancellations. The closed-loop realization is the same as that in Figure 4.3. 
Simulation results are shown in Figure 4.7. All the performance specifications are 
met. Note that the pitch angle responses settle down quickly without slow oscillations, 
which certifies the effectiveness of the GS/T setup in solving the pole-zero cancellation 
problem. 
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;7222 
Time (sec) 
Figure 4.7 GS/T design at 200 knots IAS (The closed-loop realization 
is shown in Figure 4.3.) 
4.1.2 Model reduction and feedback path implementation 
A helpful observation is that the sixth order LTI controller can be reduced to a 
lower order improper controller and realized in a new closed-loop configuration without 
deteriorating control performance: 
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1. The transfer function of the sixth order controller is as follows: 
-0.0232(s + 10) (s + 0.7285) 
(1.0073 x 10'4s + l)(s + 1.31)(s + 0.09) X 
(s + 0.0221) (s2 + 2.866s + 11.78) 
(s + 0.02269) (2.2046 x 10-6s2 + 2.3898 x 10~3s + 1) ' 
The elements "1.0073 x 10"4s + 1" and "2.2046 x 10~6s2 + 2.3898 x 10"3s + 1" 
can be removed since they come into effect at frequencies far beyond the control 
bandwidth. The pole at "—0.02269" and the zero at "—0.0221" can be cancelled 
since they are sufficiently close. In doing so, we adjust the steady state gain so 
that it is unchanged and get the following second order improper transfer function: 
2. Exploiting the fact that q = 9, this second order improper controller can be 
realized in the closed-loop configuration shown in Figure 4.8, where Kp = 16.4501, 
Kd = 1.4727, Kdd = 0.1373, and 
0.0849s2 + 0.2433s + 1 
"" (0.7634s + l)(ll.lllls + 1)' 
We use to approximate the improper transfer function "s". The constant 
Co is to ensure that the steady state gain from 9cmd to 9 remains one, which is 
obtained by evaluating + 1.4727s + 1" at zero (Co = 1 here). 
With the closed-loop configuration in Figure 4.8, the pitch angle response is slightly 
slower than the desired dynamics during the rise time (see Figure 4.9(a)). This is 
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Figure 4.9 Adding prefilter to increase the speed of the pitch angle transient 
response 
feedback instead of in the forward path such that the command input does not directly 
excite the dynamics of the controller and the controller becomes less aggressive. A 
prefilter is chosen and included in the final closed-loop realization (shown in Figure 4.10) 
to increase the speed of the pitch angle transient response (see Figure 4.9(b)). The 
prefilter is a band-pass filter, whose frequency response is shown in Figure 4.11. The 
prefilter increases the gain of the transfer function from Qcmd to 9 at frequencies around 
the crossover frequency without changing its steady state gain. This allows for more 
high frequency signals to pass. We call the closed-loop configuration in Figure 4.10 
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"feedback path implementation" because some of the control action is implemented in 
the feedback loop. 
The closed-loop configuration in Figure 4.10 coincides with what is commonly adopted 
in classical aircraft designs: the pitch rate (q) is fed back to improve the system damp­
ing property known as "stability augmentation", q is fed back through a washout cir­
cuit "ôla+î" whose output disappears when the system reaches its steady state, and 
the slowly varying pitch angle (9) is fed back in the outer loop for attitude control. 
In our design, however, the tedious trial and error work involved in classical designs is 
avoided. Controller parameters are obtained immediately after the optimization process 
and model reduction. Controller parameters at the selected design points are tabulated 
in Table 4.1. 
'and 
Kdd 
TS H(.) P(S) Prefilter 
0.1 s +1 
Figure 4.10 Feedback path implementation for the 'H<x GS/T design 
4.2 Gain-Scheduled Controller Design 
During flight, linear controller parameters (gains) are changed (scheduled) when the 
aircraft is traversed from one flight condition to another, resulting in an overall gain-









Figure 4.11 Frequency response of the prefilter 
by interpolating the local linear designs such that for all frozen values of the scheduling 
variables, the closed-loop system is stable and has desired performance under parametric 
and modeling uncertainties. 
4.2.1 Controller parameter adjustment 
To achieve a smoothly scheduled controller, each controller parameter is desired to 
vary monotonically with respect to the scheduling variables. Also, it is preferred to 
schedule on as few parameters as possible. Apparently, the controller parameters in 
Table 4.1 do not accord with the above two criteria. However, this is a natural result of 
the robust design. In the robust design, one can achieve good closed-loop performance 
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Table 4.1 Pointwise linear controller parameters 
IAS K 0 (s)  K, 
115 0.3154s
2+0.7461s + l 
( 1.0304s+ 1)( 11.111 ls + 1) 22.0550 1.5156 0.1416 
130 0.1877s
2 + 0.4292s+ 1 
(0.9662s +1 )( 11.111 ls + 1) 23.3606 1.6330 0.1533 
150 0.1588s
2 + 0.3837s+ 1 
(1.0310s + 1)( 11.111 ls + 1) 18.7004 1.6533 0.1553 
200 
0.0849s2 + 0.2433s + 1 
(0.7634s+ l)(l 1.111 ls + 1) 16.4501 1.4727 0.1373 
240 
0.0430s2 + 0.1256s + l 
(0.5513s+ l)(l 1.111 ls+1) 31.9623 1.1555 0.1056 
300 0.0302s
2+0.1188s+ 1 
(0.5322s +1 )( 11.111 ls + 1) 22.8393 1.2673 0.1167 
by properly choosing the design setup, nominal plant, and weighting functions. The 
controller depends on the choice of these design components, but there are no explicit 
relations between controller parameters and these components. Instead, controller pa­
rameters are obtained as a byproduct of the optimization process. This is different from 
most classical designs where the designer has direct control on the selection of controller 
parameters: a controller structure may be chosen with only one or a few parameters 
varying in terms of operating conditions; then the parameters are tuned and fixed one 
at a time from the inner loop to the outer loop following the so-called "subsequent loop 
closure" procedure. 
We try to adjust the controller parameters to make them suitable for scheduling. 
The following procedure is proposed and carried out: 
1. In Figure 4.10, the open loop transfer function of the feedback loop broken at the 
37 
Table 4.2 Gain-scheduled controller parameters 
IAS A:„(*) K* 
115 0.3154s
1 +0.7461s + l 
( l . l s  +  l ) ( l l . l l l l s  +  l )  18 1.5156 0.1416 
130 0.1877s
2+0.4292s + l 
( l . l s  +  l ) ( l l . l l l l s  +  l )  22 1.5156 0.1416 
150 0.1588s
2 + 0.3837s+ 1 
( l . l s  +  l ) ( l l . l l l l s  +  l )  22 1.5156 0.1416 
200 
0.0849s2+0.2433s + l 
( l . l s  +  l ) ( l l . l l t l s  +  l )  22 1.5156 0.1416 
240 
0.0430s2+0.1256s+ 1 
( l . l s  +  l ) ( l l . l l l l s  +  l )  32 1.5156 0.1416 
300 
0.0302s2+0.1188s+ 1 
( l . l s  +  l ) ( l l . l l l l s  +  l )  37 1.5156 0.1416 
input to the aircraft is 
+K
"
+1)Irr'G(s) 'H(s) ' K°(s)-
where G(s)  denotes the transfer function from S e  to 0. Adjusting Kd and Km 
will change the open loop gain, and consequently the gain crossover frequency. 
Observing the small variations of Kd and Kdd across the whole flight envelope, 
we simply fix them to be Kd = 1.5156 and Kdd = 0.1416. For plants at 200 knots 
IAS, the open loop gain and gain crossover frequency increase, but only slightly. 
The closed-loop performance is not affected much by this operation. 
2. There are two time constants in the denominator of /fo(s). One is constant 
(11.1111 sec) resulting from the weighting function We in Figure 4.5, which has a 
time constant of 11.1111 sec. The other one varies as IAS changes. We will fix this 
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time constant to be 1.1 sec. Fixing the time constant has no obvious influences 
on the system's performance. The open loop gain and gain crossover frequency 
are reduced for all the flight conditions in this step. The influences on the open 
loop gain and gain crossover frequency by the first two steps would be offset to 
some extent when we adjust KP in the third step. 
3. Finally, K P  is adjusted to change monotonically with IAS. In this step, it should 
be kept in mind that the performance specifications must still be satisfied after 
adjusting KP (see Figure 4.12). 
This adjustment process sounds more like classical designs than like robust designs. 
But since we already have linear robust optimal controllers which ensure high perfor­
mance at the corresponding flight conditions, the adjustment is easily accomplished 
without too much tuning effort as involved in classical designs. Now only KP and the 
two coefficients in the numerator of K0(s) need to be scheduled, and they vary mono­
tonical ly  with IAS (Table  4 .2) .  Note  that  the two coeff ic ients  in  the numerator  of  KQ(S)  
can not be fixed since they are closely related with the aircraft short period mode and 
must be scheduled with the transition of plant dynamics. 
4.2.2 Scheduling of controller parameters 
In between the design points, controller parameters are obtained by linearly inter­
polating those at the design points. The scheduling of KP and the two coefficients in 





















Figure 4.12 Simulations at 200 knots IAS with the adjusted controller pa­
rameters (The closed-loop realization is shown in Figure 4.10.) 
Frequency responses of K 0 ( s )  at the design points are shown in Figure 4.14. K 0 ( s )  
has very small gains at high frequencies with a normalized steady state gain. This in 
turn allows the overall robust controller to have a large steady state gain (Kp) while 
still possessing small enough gains at high frequencies so as not to excite high frequency 
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Figure 4.13 Scheduling of K p  and the coefficients a and b in the numerator 
of AToW (KoW = 
4.2.3 Simulations of the gain-scheduled controller 
At the design points, the corresponding linear controllers deliver satisfactory per­
formance, see for example the simulations at 200 knots IAS (Figure 4.12). To test the 
control effect of the gain-scheduled controller, one hundred linearized plants are gener­
ated, whose IAS' range from 93 to 320 knots, with different combinations of IAS, flight 
altitudes, weights, and e.g. locations. The information of the one hundred operating 
points is tabulated in Appendix B. Simulation results are shown in Figure 4.15. All 
the performance specifications are satisfied, and the closed-loop responses settle down 
quickly without slow oscillations. The gain-scheduled controller delivers satisfactory 
performance. 
To compare the control effect of the gain-scheduled controllers designed by the GS/T  
method and classical method, nonlinear simulations are conducted at the one hundred 
operating points using the 6-DOF nonlinear aircraft model. Simulation results are 
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Figure 4.14 Frequency responses of KQ(S)  at the design points 
shown in Figure 4.16 and Figure 4.17. The gain-scheduled robust controller delivers 
better performance than the controller designed by classical method. In Chapter 6, we 
will make a further comparison between the classical design and robust design. 
4.3 Summary 
In this chapter, a gain-scheduled robust controller is designed for controlling aircraft 
pitch attitude using the classical gain scheduling technique. The fioo mixed sensitivity 
method is used in pointwise LTI controller designs to provide robustness to unmod­
eled and parametric uncertainties. The standard S/KS/T weighting scheme for the 
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Figure 4.15 Linear simulations of the gain-scheduled controller (IAS = 
93 — 320 knots) 
Hoo mixed sensitivity design is determined to be unsuitable for this problem because 
the controller cancels the stable, lightly damped modes of the aircraft and results in 
s low osc i l l a t ions  in  the  c losed- loop  responses .  To  so lve  th i s  p rob lem,  an  GS/T  
weighing scheme is used. After a suitable model reduction procedure, linear robust 
controllers are reduced to second order controllers and realized in the closed-loop using 
a "feedback path implementation". This control structure is simple for scheduling. A 
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gain-scheduling law is developed with all the performance in point designs preserved 
and only three parameters involved in gain-scheduling. Computer simulations indicate 
that the prescribed performance specifications are met. 
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Figure 4.16 Nonlinear simulations of the gain-scheduled controller designed 
by Hoo GS/T method 
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Figure 4.17 Nonlinear simulations of the gain-scheduled controller designed 
by classical control method 
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CHAPTER 5 LPV GAIN SCHEDULING 
In this chapter, we investigate the application of the SQLF-based LPV technique 
to aircraft pitch attitude control. The flight envelope under consideration consists of 
plants whose IAS ranges from 130 knots to 320 knots and flight altitude ranges from 
5000 feet to 41000 feet, at a fixed weight/c.g. combination of 11262 lbs and 24.924 feet. 
5.1 SQLF-based LPV Control Synthesis 
In this section, we provide a brief introduction to the SQLF-based LPV control 
synthesis technique. 
5.1.1 LPV control synthesis 
Given a compact set V C W, the parameter variation set T-p denotes the set of 
all piecewise continuous functions mapping It (time) into V with a finite number of 
discontinuities in any interval. This set contains all the possible parameter trajectories 
throughout the operating envelope. The parameters are not known in advance, but can 
be measured on line. The linear parametrically varying (LPV) system is assumed to be 
a finite dimensional linear system whose state space matrices depend continuously on 
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x( t )  
d{ t )  
(5.1) 
C(p(t)) D(Xt)) 
where p 6 T-p, A(p), B(p), C(p), and D(p)  are continuous functions of appropriate 
dimensions. Using a single quadratic Lyapunov function, the quadratic stability and the 
induced lo-norm performance objective with respect to all the parameter trajectories 
are defined. 
Definition 5.1.1 The function A is quadratically stable over V if there exists a P € 
1Zn*n. P = PT > 0, such that for all p € V, AT(p)P + PA(p) < 0. An LPV system is 
quadratically stable if A is quadratically stable. For a quadratically stable LPV system, 
under zero initial conditions, the induced Co-norm is defined as 
l|e||2 HG^II := sup sup (5.2) 
"r" ri in • pefv iM|2#o,de£2 Il«ll2 
For an open loop LPV plant, the quadratic LPV ^-performance problem is to find 
a linear, finite dimensional output feedback controller, whose state space matrices also 
depend continuously on p, such that the closed-loop system is quadratically stable and 
the induced ^-norm from d to e is less than 7. It is shown that the existence of such 
a controller can be expressed as the feasibility of a set of LMIs [14] [15]. The set of 
LMIs represent convex constraints on two unknown positive definite matrices X and 
Y. Thus, the feasibility problem is a convex optimization problem for which efficient 
convex optimization techniques are available. Using the solutions X and Y to the LMI 
constraints, explicit formulae are derived to construct an ^-dimensional, strictly proper 
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controller that solves the quadratic LPV ^-performance problem (for more details, see 
Appendix C [14][15]). 
5.1.2 Computational issue 
The quadratic LPV "/-performance problem is a convex, but infinite dimensional 
optimization problem because the set of LMIs are required to hold for all p G V and the 
parameter space V contains an infinite number of parameter vector p. In general, we 
turn to solving an approximate problem: gridding the parameter space and requiring 
the set of LMIs hold on the subset of V formed by the gridding points. This is a convex 
feasibility problem with a finite number of constraint. If a solution can not be found 
for this approximate problem, then obviously the original infinite dimensional problem 
has no solution. If a solution is found that satisfies the LMIs at all the gridding points, 
then the LMI constraints can be checked to see if the solution holds on a larger subset 
of V containing a much denser gridding. Since V has infinite number of p, this does 
not guarantee in general that the solution holds for all p € V. However, the matrix 
functions are continuous with respect to p\ after checking on a dense enough subset of 
V, it is reasonable to expect that the LMIs hold for all p 6 V. This is computationally 
much less expensive compared with solving the problem on a larger subset of V directly. 
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5.2 LPV Controller Design 
In our work, the aircraft plant is a general nonlinear model instead of an LPV model. 
We approximate the aircraft dynamics by an LPV model. This is done by defining an 
LPV plant whose dynamics at each flight condition are those of the linearized aircraft 
plant at that flight condition. Although there is no theoretical justification, it seems 
that this is the general treatment in literature [32]. 
5.2.1 LPV design setup and closed-loop configuration 
The weighted interconnection of the LPV design is shown in Figure 5.1. The mixed 
sensitivity S/KS/T setup is used. We weights the sensitivity function S, and Wt weights 
the complementary sensitivity function T. In shaping S and T, we ensure that â(S) is 
small at low frequencies and <x(T) is small at high frequencies, e is applied to avoid a 
singular problem and could be chosen as any small constant. 
o K(s) G(s) 
Figure 5.1 Weighted interconnection of the LPV design 
To form an approximate convex optimization problem to the original LPV problem, 
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five gridding points are chosen, with the IAS/altitude combinations of 130knots/5000feet, 
180knots/5000feet, 230knots/5000feet, 280knots/20000feet, and 320knots/20000feet, 
respectively. The weighting functions are fixed at all the gridding points. The fre­
quency responses of the weighting functions are shown in Figure 5.2, where We is a low 
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Figure 5.2 Weighting functions for LPV design (solid: We, dashdot: Wt) 
The weighted interconnection is constructed at each gridding point. Each intercon­
nection can be thought of as a weighted Koo control interconnection at that operating 
point. The approximate problem is formed by constructing the LMI constraints at all 
the gridding points. This problem is feasible and achieves the closed-loop induced L-i-
norm of 3.2554. The solution to the LMI constraints is checked on a larger subset of the 
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flight envelope containing plants whose IAS ranges from 130 knots to 320 knots with an 
increment of 5 knots at the flight altitude of 5000, 20000, 30000, and 41000 feet. The 
LMI constraints is satisfied on this larger subset of the flight envelope. 
Using the solution to the LMI constraints, formulae for the controller can be ob­
tained [14]. Substituting the solution into controller formulae, we obtain the controllers 
at the five gridding points. The state space matrices of these controllers are denoted 
as  A [AS ,BTAS ,C [AS ,  and DIAS for  IAS = 130,  180,  230,  280,  and 320,  where "IAS" 
represents the corresponding indicated airspeed. The LPV controller is generated by 
linearly interpolating the controllers at the gridding points. For example, if the indi­
cated airspeed of the plant satisfies 180 knots < IAS < 230 knots, then the state space 
matrices of the controller are obtained by linearly interpolating those of the controllers 
at 180 and 230 knots, that is, 
r IAS —180 . . .. 
= 230 - 180 ' 5 = ~ X 180 230' 
and similarly for B/.45, CIAS,  and D [ A S .  
P(s) m H(s) 
T S + l  
X S  
Figure 5.3 Closed-loop configuration of the LPV system 
The closed-loop configuration of the LPV system is shown in Figure 5.3. A second 
degrees-of-freedom control structure is chosen, with a prefilter augmented to the unity 
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feedback system designed above. The desired handling qualities captured by a2+^5+4 is 
chosen as a prefilter. 
5.2.2 Closed-loop simulations and performance analysis 
8 10 12 
Time (sec) 
a to i2 
Time (sec) 
Time (sec) 
Open-Loop Frequency Responses 
Frequency (rad/sec) 10 
Figure 5.4 Simulations of the LPV system 
Simulations are conducted for plants whose LAS ranges from 130 knots to 320 knots 
with an increment of 5 knots, at the flight altitude of 5000, 20000, 30000, and 41000 
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feet. The responses of pitch angle, vertical acceleration, and elevator deflection to a unit 
step pitch command, and the open loop frequency responses are plotted in Figure 5.4. 
All the performance specifications are satisfied. 
Observing the LPV controller, we find that although the S/KS/T  design setup is 
used, the controller doesn't cancel the stable modes of the plant at each gridding point. 
This is because at each gridding point, the controller doesn't try to cancel the plant 
modes to get perfect performance at that single point. Rather, the quadratic LPV 7 
performance is used as performance measure which is evaluated with respect to all the 
possible parameter trajectories. The LPV design sacrifices frozen point performance 
somehow to achieve a better overall system performance through the entire flight enve­
lope. 
Table 5.1: Weighted closed-loop Tioo norms at the grid­
ding points 
IAS (knots) Altitude(feet) optimal Hoo controller LPV controller 
130 5000 2.7809 3.1802 
180 5000 2.7672 3.1791 
230 5000 2.7611 3.1809 
280 20000 2.7580 3.1833 
320 20000 2.7550 3.1831 
At each of the five gridding points, one optimal Hco controller is designed for the 
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corresponding LTI plant, using the same design setup and weighting functions as those 
in the LPV controller design. The weighted closed-loop Hoo norms achieved by the 
optimal Hoc controllers are tabulated in Table 5.1, along with those achieved by the 
LPV controller evaluated at the frozen points. The closed-loop Hoo norms achieved by 
the LPV controller at the frozen points are larger than those achieved by the optimal Hoo 
controllers. This can be expected because the LPV controller is synthesized with respect 
to all the possible parameter trajectories in the parameter variation set and for each 
frozen parameter vector, the corresponding frozen point controller is not necessarily 
the optimal Hoo controller for that frozen point LTI plant. The LPV control is a 
generalization of the optimal Hoo control from LTI systems to LPV systems. When V 
contains only one parameter vector, the LPV plant is an LTI plant, and the LPV design 
reduces to the optimal Hoo design. 
Note that the closed-loop Hoo norms achieved by the LPV controller evaluated at the 
frozen parameters are smaller than 70. This is reasonable because each frozen param­
eter vector represents one particular parameter trajectory in the parameter variation 
set. For this parameter trajectory, the parameters keep constant throughout system 
operation. The LPV controller is synthesized with respect to all the possible parameter 
trajectories and the quadratic LPV 7 performance is the worst case performance over all 
the possible trajectories. Therefore, for each parameter trajectory, the system achieves 
a performance level not worse than 70. 
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Figure 5.5 LFT realization of the LPV controller 
If the LPV controller depends on the varying parameters in a rational manner, it 
is possible to implement the parametrically dependent controller in a linear fractional 
transformation (LFT) form as shown in Figure 5.5. In the figure, KQ(S) is an LTI plant 
and 
A (p ( t ) )  =  d iag(p i ( t ) I n ,  p2{ t ) I r 2 , . . . ,  p s ( t ) I r 3 )  €  1 l r x r ,  
where p  6 .Fp, and r := rL 4- r2 H h r„  for some rL, r2,..., rs. For i  =  1,2,. . . ,  s ,  the 
varying parameter pi is repeated r* times in the LFT form. The LFT representation can 
be easily implemented on a digital computer: at each time instant, the parameters are 
measured and the controller is obtained by evaluating the LFT interconnection, that 
i s ,  K = F l (K 0 ( s ) ,A(p( t ) ) ) .  
For our problem, p represents the indicated airspeed. Assume that the LPV con­
i k ( t )  
u ( t )  
(5.3) 
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troller has the following dynamics: 
Ak(p( t ) )  B k (p ( t ) )  x k ( t )  
C k (p ( t ) )  D k (p{ t ) )  e ( t )  
where p  6 Fp,  Xk  is the controller state, e is the controller input, and u  is the controller 
output. Using the least squares estimation, each component of the state space data at 
the five gridding points is well fitted by a first order polynomial of p. Thus, the state 
space matrices of the LPV controller can be approximated as follows: 
(5.4) 
A/c(p( t ) )  B k (p ( t ) )  
+ PI*)  
-4I B\ 
= 
C*(p(t)) DT (p(()) CQ DQ CI D X  
where .4,, Bi, Q, and D{ (i = 0,1) are some constant matrices. 
Pl7 
Figure 5.6 Diagram of the LPV controller dynamics 
After approximation, the controller is affine in p and its dynamics are depicted in 
Figure 5.6. The controller can be realized in the LFT form (Figure 5.5), and the state 
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A = A0, Bi = Bo,  So = [Ai Bi], Ci = C0, X>u = Do, Pi2 = [Q DJ 
Co 
1 0 0 0 0 0 0 
0 1 0 0 0 0 0 
0 0 1 0 0 0 0 
0 0 0 1 0 0 ,£>21 = 0 
0 0 0 0 1 0 0 
0 0 0 0 0 1 0 
0 0 0 0 0 0 1 
(5.6) 
1 ^22 — 07x 7-
The closed-loop configuration of the LPV system is shown in Figure 5.7. Simulations 
are repeated for the same plants which are used in the simulations of the original LPV 
controller. Performance specifications are satisfied (see Figure 5.8), and the results 
testify that the dynamics of the original LPV controller are well characterized by the 
parametrically dependent controller in the LFT form. 
5.4 Summary 
An LPV controller is synthesized for controlling aircraft pitch attitude using the 
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Figure 5.7 Closed-loop configuration of the LPV system. The parametri­
cally dependent controller is realized in the LFT form. 
controller design. Five gridding points are chosen to form a finite dimensional convex 
optimization problem. The resulting LPV controller is of sixth order and achieves a 
closed-loop induced £2-norm of 3.2554. An LFT approximation to the original LPV 
controller is constructed. Simulations are conducted on a subset of the flight envelope 
consisting of plants whose IAS ranges from 130 knots to 320 knots with an increment 
of 5 knots at the flight altitude of 5000, 20000, 30000, and 41000 feet. Performance 
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Figure 5.8 Simulations of the LPV system. The parametrically dependent 
controller is realized in the LFT form. 
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CHAPTER 6 DESIGN SUMMARY AND FUTURE WORK 
In this chapter, we summarize the work in the last two chapters and suggest some 
future research directions. 
6.1 General Summary 
In Chapter 4, we apply the ideas and concepts in modern robust control techniques 
to the aircraft control system design. The robust optimal 7i00 control method is investi­
gated. Using a suitable design setup, excellent system performance and robustness are 
obtained. A simple scheduling law is developed. The main work completed includes: 
1. The Hoo mixed sensitivity design setup is chosen for pointwise LTI controller 
designs to provide robustness to unmodeled and parametric uncertainties. The 
standard S/KS/T weighting scheme is determined to be unsuitable for this prob­
lem because the optimal controller cancels the stable, lightly damped modes of 
the nominal plant and results in slow oscillations in the closed-loop responses. 
2. The GS/T design setup is adopted which successfully avoids lightly-damped pole-
zero cancellations, therefore resulting in fast settling times. At each flight con­
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dition, the optimal Hx, controller provides superior performance and robustness 
to unmodeled dynamics and parametric uncertainties caused by the variations of 
weight and e.g. location. 
3. Taking advantage of the optimal controller structure, a suitable model reduction 
procedure is proposed which yields low order controllers. Such controllers are 
shown to retain most of the system's performance and robustness properties. 
4. The reduced order controllers are realized in the closed-loop using a "feedback 
path implementation". This control structure is convenient for scheduling. A 
prefilter is designed and included in the final closed-loop to increase the speed of 
the pitch angle transient response. 
5. The scheduling of robust controllers is addressed. A scheduling law is developed 
with all the performance in point designs preserved and only three parameters 
involved in gain-scheduling. 
6. Linear and nonlinear simulations are conducted at the selected operating points 
to test the gain-scheduled controller. Computer simulations indicate that the 
prescribed performance specifications are met. 
In Chapter 5, we attempt to design the gain scheduling scheme using the recently 
developed LPV technique. The SQLF-based LPV control technique is employed [14] [15]. 
The main work completed includes: 
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1. The mixed sensitivity S/KS/T design setup is used. Five gridding points are 
chosen to form an approximate finite dimensional convex optimization problem. 
The approximate problem is feasible with a performance level of 3.2554. 
2. The LPV controller is formed by linearly interpolating the controllers at the five 
gridding points. Linear simulations show that the LPV controller delivers satis­
factory performance. 
3. The state space data of the LPV controller are approximated by first order poly­
nomials using the least squares estimation, and are realized by an LFT represen­
tation. 
4. Linear simulations are conducted for the LFT approximation and the results tes­
tify that the performance specifications are satisfied. 
6.2 Comparisons of Different Design Methods 
In most engineering applications, aircraft control systems are designed using the 
classical gain scheduling technique with local LTI controllers designed by classical con­
trol methods. The classical control methods were fully developed in the 1930's and 
1940's. These methods provide simple procedures for designing control systems, and 
are popular in industries. The resulting controller structure is simple, and is generally 
of low order. However, there are some shortcomings of these methods, which limit their 
effectiveness, especially when high performance is required. We list some of them below: 
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• The classical techniques are essentially single-input single-output (SISO) methods 
and are generally not suitable for multi-input multi-output (MIMO) control ap­
plications. For example, MIMO systems can display a sensitivity to uncertainty 
not found in SISO systems. 
• Classical techniques do not explicitly incorporate unmodeled dynamics and pa­
rameter variations, and therefore, robustness may not be guaranteed. 
• Using classical methods, it is very difficult to know the limitation of performance 
for a given system. So a designer cannot know how close the performance of a 
given design is to the best achievable performance. 
• Intensive engineering experience and tuning effort may be required to get good 
performance. 
Modern robust control techniques along the major road of optimal control have 
been into a mature stage after the rapid development in the 1980's. Most of the short­
comings of classical control methods are addressed in robust control. Unlike classical 
control, modern robust control techniques incorporate robustness explicitly in the de­
sign process. Since optimality is one of the design criteria, it is possible to compare 
a given design result with the best achievable result, and an optimal/suboptimal con­
troller can be achieved. The modern robust control methods provide a systematic way 
for designing and analyzing MIMO feedback systems. Powerful software based on these 
methods have been developed for the analysis and synthesis of control systems [24] [33]. 
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A well-designed robust optimal controller typically results in improved robustness 
and outperforms a low order controller obtained using classical control methods. How­
ever, for flight conditions which are considerably far away from the design points, even 
the robust controllers deliver poor performance. Scheduling the controllers with the 
transition of flight conditions is inevitable. This is done using the classical gain schedul­
ing technique, where point designs at the selected flight conditions are scheduled as the 
flight conditions change. However, there is no systematic way to design a scheduling 
law. Furthermore, since the optimal robust controllers achieve superior performance 
and robustness by utilizing more sophisticated structure than what can be obtained 
through classical control methods, the task of designing a scheduling law is more diffi­
cult. Although this difficulty is overcome in our work, it is not clear how the treatment 
in our design can be carried over to more complicated design problems. Even all the 
point designs achieve good performance and robustness at the corresponding flight con­
ditions, the performance and robustness are not guaranteed for the final gain-scheduled 
system. Even the stability of the gain-scheduled system is not guaranteed. This is 
specially important when the system parameters undergo large and fast variations. Ex­
tensive simulations are required to test the system stability and performance. On this 
point, there is no difference between classical designs and robust designs. 
The root of the above shortcoming is in the strategy of the classical gain scheduling 
design: the gain-scheduled controller is achieved through a two-step procedure consist­
ing of local LTI controller designs and scheduling law design. In the local point designs, 
65 
it is not taken into consideration that the controller will be eventually scheduled and the 
gain-scheduled system is a nonlinear system. Most scheduling methods are ad hoc, and 
require extensive tuning for good performance. Obtaining an effective gain scheduling 
law is time and effort consuming. This shortcoming is overcome by the recent developed 
LPV control techniques. These techniques combine the local LTI designs and scheduling 
scheme design into a single step, making it possible for the first time to systematically 
schedule robust controllers. These methods have theoretical guarantees on the stability 
and performance of the gain-scheduled system throughout the entire operating enve­
lope. The LPV controller could be treated as an entity, with gain-scheduling achieved 
automatically with respect to parameter changes. 
6.3 Suggested Future Work 
In the LPV design, we consider flight conditions with fixed weight and e.g. location, 
and the robustness of the LPV controller to parametric uncertainties is not addressed. In 
the future, the modeling uncertainty due to the variations of the flight altitude, weight, 
and e.g. location can be constructed and included explicitly in the design stage such 
that the LPV controller has guaranteed robustness over these uncertain parameters. 
Also, nonlinear simulations need to be carried out to test the LPV design results. 
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PART II 
CONTROL OF DISCRETE, AFFINE, LINEAR 
PARAMETRICALLY VARYING SYSTEMS 
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CHAPTER 7 PERFORMANCE ANALYSIS 
In this chapter, we define a special class of LPV systems, whose parameters vary in 
a polytope and the plant dynamics depend affinely on the varying parameters. We call 
such a system discrete, affine, linear parametrically varying (DALPV) system. Stability 
and performance analysis of a DALPV system is investigated. A sufficient condition is 
given which guarantees that a DALPV system is asymptotically stable and achieves a 
certain level of 4o to performance. 
7.1 Discrete, Affine, Linear Parametrically Varying Systems 
In this section, we define a discrete, affine, linear parametrically varying system. 
The parameter set V is assumed to be a polytope in TV. The vertex set of V is 
denoted as VE := {p^PT. • • • >Pjvr}> where pfr = [pf (l),pf (2),...,pf (*)]' for 
y  =  1 , 2 , . . . ,  N. 
Definition 7.1.1 Parameter Variation Set 
Given a polytope V C TV, the parameter variation set T-p is defined to be the set of 
all sequences {p0, pi,..., p*,...} such that p& E P for all k = 0,1,2, — 
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The parameter variation set F-p consists of all the allowable parameter trajectories. 
In the sequel, p E V denotes a vector in the parameter set V, and {pk} E T-p denotes 
a parameter trajectory in the parameter variation set F?. 
Definition 7.1.2 Affine Function 
A function A : TV —> Ttlxp is said to be an affine function if 
A{p) = À + 52 P(Z')Â 
i=i 
for any p = [p(l), p( 2),..., p(s)]' E 7£s, where v4o,. . . ,  As are constant matrices in 72.'xp. 
Definition 7.1.3 Discrete, Affine, Linear Parametrically Varying System 
Assume that the following is given 
• a polytope V C TV, 
• an affine function A : TV —> TZnxn, 
• an affine function B : TV —> Hnxnd, 
• an affine function C : TV —> TZn'xn, 
• an affine function D : TV —> TVcXnd. 
An nth order discrete, affine, linear parametrically varying system is defined as: 
•Efc+l A(Pfc) B(pt) Xfc 
Cfc 4 
where E Tv, %k, dk, and ejt respectively represent the state vector, input vector, 
and output vector, k = 0,1,2, — 
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Remark 7.1.1 Since the matrix functions A, B, C, and D are continuous functions 
of p E V and. V is a compact set, there exist constants 7A, 7B, 7C, OTMZ 70 such that 
l l A ( P ) l l i  <  7 A ,  | | B ( p ) | | i  <  7 s ,  | | C ( p ) | | I  <  7 c ,  a n d  | | D ( p ) | | i  <  y D  f o r  a l l  p G V .  
7.2 Notations 
In this section, we introduce some notations that will be used later. Suppose that 
for p = [p(l), p(2),..., p(s)]' E V, 
A(p)  =  Â 0  + 53  
i=l 
where À Q , Â I , . . . , Â S  E TZNXN are constant matrices. Define AO := ÀQ and Aj := 
S 
53 Pjer(i)Âi for j = 1,..., iV. For a vector a = [a(l),..., a(AT)]' E KN, define 
t=L 
A(a) :=  Ao  + 51 <x( j )A j ,  j=i 
then A(A) is an affine function. 
Define 
fi := {a E 72.^I a = [a(l),..., a(iV)]', where 0 < a(j) < 1 
AT 
for  j  = 1,..., AT, and 53 aU) = 1}, 
/=i 
then Q is a compact set in 72." (see Claim D.0.1 in Appendix D). 
Since V  is a polytope with the vertex set V E ,  for each p E V ,  there exists (might 
AT 
not be unique) a constant vector E Q such that p = 53 a(/)P/er- It is easy to verify 
j'=i 
that A(p) = A(a). Conversely, for each a  £  CI ,  there exists a unique vector p E V 
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N 
defined as p  =  y a( j )pT r  such that «4(a) = A{p) .  Therefore, we have 
3=1 
{A(p)|p6P} = {A(a)|aEf2}. 
For j  = 1 define ajer = [o^er(l),..., o:jer(/V)]', where a v j e r ( j )  =  1 and 
Oije r ( i )  = 0 for i  =  1,. . . ,  N  and i ^ j, then o:jer E f2. Define f2£ := {a"er,..., ocv^T}, it 
is easy to verify that fi is a polytope with vertex set fiE. It can be shown that 
{A(p) \p  eV E }  =  {A(a) \  a  en B } .  
7.3 Performance Analysis 
Before giving the main analysis lemma, we first look at some preliminary results. 
Claim 7.3.1 Given a natural number I, assume that Ar0 E {!,..., /}. Fix q^eQ for 
i 
& = and k ^ fco- The maximum value of || JJ A(&t) || i exists and is achieved at 
fc=t 
some E f2£. 
i 
Proof: Denote the element of the matrix JJ A(«fc) by atv, where t,v = 1,..., n. For 
fc=i 
t E {!,...,n}, define 7t := 53 latv|- Since jt is continuous in f2 and Q is compact, 7t 
U=1 
has a maximum value in $1. Assume that the maximum value is % and assume that 
7t is achieved at a0 = [a°(l),..., a°(N)}' E Q. We now show that the maximum value 
can be achieved at some a/t0 E QE~ 
AT 
Let Si := 53 a°U)i and define 
i=3 
Ti := {a E 72.^1 a = [a(l), 1 -<?i -a(l),a0(3),...,a°(N)} ' ,  a(l) E [0,1 -5i]}. 
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In Tu atv is linear in a(l), where a(l) E [0,1 — 5L]. It can be shown that in 7\, 7t 
has a maximum value, which can be obtained when a(l) — O or a(l) = 1 — S\ (see 
Claim D.0.3 in Appendix D). Without loss of generality, we assume that the maximum 
value is obtained when a(l) = 0. T\ C fi and a0 E 7\, so this maximum value is equal 
to 7t. Therefore, can be achieved at a1 := [0,1 — 5i,a°(3),..., a°(iV)]/. 
Repeating the above argument, we can show that 7t can be achieved at aN~2 := 
[0,0...., 1 — a°(N),a°(N)}'. Define 
:={ûÊ^|a = [0,0,...,oc(N - 1), 1 - a(N - 1)]', a(N - 1) E [0,1]}. 
In TjV-i, atv is linear in a(N — 1), where a(N — 1) E [0,1]. It can be shown that in 7V_i, 
7t has a maximum value, which can be obtained when a ( N — l )  = 0 or a ( N — l )  =  1 (see 
Claim D.0.3 in Appendix D). Without loss of generality, we assume that the maximum 
value is obtained when a(iV —1) = 0. Since 7V-i C Q and aN~2 E 7V-i, this maximum 
value is equal to yt. Therefore, can be achieved at a^-1 := [0,..., 0,1]', i.e., by 
Of'v-L E fiE. Since we can arrange the parameters in any sequence, the maximum value 
7t can be achieved at some ajt0 E QE. 
t 
Since || JJ A(afc)||i is continuous in the compact set fi, it has a maximum value 7 
in fi, and 7 = max 7t. Therefore, 7 can be achieved at some a*0 E • 
<£{!,—,n} 
Remark 7.3.1 Given a natural number I, assume that kQ E {1,..., I}. Fix pk EV for 
k = 1,..., I and k ^ kQ. Since 
{A(p) \p  E V }  = {A(a)| a E f)} and  {A{p) \p  E V E }  =  {A(a)| a  E fiE}, 
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i 
by Claim 7.3.1, the maximum value of || A(pt)||i exists and can be achieved at some 
Pko  e  V E .  
Given a natural number I, let {1,..., N}1 denote the Cartesian product of {1,, N}. 
Define 
Af := (ii Ï,) 6 {1,2,...,^}'}. 
Clearly, Af is a finite set. 
i 
Lemma 7.3.1 || .4(pt)||i < 1 for any pk E V, where k = I,..., I, if and only if 
k=l 
!|Af(i'i, — »*i)|[i < 1 for all Af(ii,..., it) 6 Af. 
Proof: (=>•) Define 
fi' := {a E 1Zm\a = [a^,. . . ,  aj]', where ak E Q for k = I,...,1}, 
then Ql is a compact set in 1Zm (see Claim D.0.2 in Appendix D). Furthermore, if we 
define 
i 
P := {JI A(p k ) \  p k  E  V, where k = 1 , . . . , Z } ,  
k=I 
I 
Q := { JJ A(afc)| a<.. E fi, where k = 1,. . . , / } ,  
k=l 
R:= (II a = [a'u...,aj]' E fi'}, 
fc=l 
then P = Q = R, and Af C P. 
z 
Since || A(a*)||i is continuous with respect to a = [o^,..., aj]' E Ql and f2' is com-
k=l 
i i 
pact, || JJ A (o r fc )||i has a maximum value in Q.1, denoted as 7. Therefore, || JJ A(afc)lli fc—1 k= I 
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i 
has a maximum value of 7 in R. Since P = R, || A(pfc)||i has a maximum value 
&=1 
of 7 in P. Using Remark 7.3.1 I times, one can conclude that 7 can be achieved at 
some E Ap. So if ||Af(t'i,..., î'i)||i < 1 for all Af( i i , . . . ,  i [ )  E Ap, then 
1 
|| JJ A(pfc)||! < 1 for any pk E V, where k = 
fc=l 
(<=) Necessity follows from the fact that Ap is a subset of P. • 
Remark 7.3.2 From the proof of Lemma 7.3.1, we can estimate the i\-norm bounds 
on the state space matrices of a DALPV system. Define 
7A := max ||A(pfr)lli, (7-2) 
then ||A(p)||i < 7.4 for a l l  p  E V,  and simi lar ly  for  B(p) ,  C(p) ,  and  D(p) .  
Remark 7.3.3 If ||Af (û,..., i{)||i < 1 for all Af(it,. ..,ii) E A®, define 
P := - • - »*'*)lli. (7-3) 
Af(n,—.tl)6A,E 
I 
then (3 < 1. By Lemma 7.3.1, || JJ A(pt)||i < (3 for any pk E V, where k = 1,..., Z. 
t=l 
We now give the main analysis lemma on the stability and performance of a DALPV 
system. 
Lemma 7.3.2 For the DALPV system (7.1), if there exists a natural number I such 
that ||Af (zt,..., Zj ) 111 < 1 for all Af(iu ...,it) E Ap, then 
1. the system is asymptotically stable; 
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2. there exists some 7 > 0 such that under zero initial conditions, ||e||oo < 7||d||oo 
for any {pk} G T? and any d 6 . 
Proof: (1) Consider the following undriven system 
xk+i = A(pk)xk. 
Suppose 7 a  and /? are defined as in (7.2) and (7.3). Define c := max(l ,  7 ^ ,  7 a ,  •  •  • ,  7 a " 1 ) -
Given any initial condition XQ (assume that XQ 0), and any e > 0, let 
M = ( x (1 + [log(-jj^jj-)/log/3]), 
where [•] denotes the maximum integer which is less than or equal to the argument. For 
any allowable parameter trajectory, when k > M, we have 
IM» < c-/3l+[,og(®fc,/l08'"-||xolU 
< c.^aFfcViogS.u^n^ 
that is, xk —> 0 as k -» 00. This proves that the system is asymptotically stable. 
1 
(2) By Remark 7.3.3, || JJ A(/%)||i < /3 for any p k  E V,  where k  =  1,. . . ,  Z. 
k= L 
Let {p*;} be any allowable parameter trajectory. For simplicity, we use the following 
abbrev ia t ions :  A k  :=  A(p k ) ,  B k  :=  B(p k ) ,  C k  :=  C(p k ) ,  and  D k  :=  D{p k ) .  
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ck n a'bI i=j+l ChBk-i Dk dk 
• (7.4) 
For k = 0,1,2,..., define 
fc-L 
7fc := ||Ck JI AiB0 Ck n AiBj 
i=j+l CkBk-1 -Dfelli, 
then for this parameter trajectory, the induced ^-norm of the system is 7 := sup 7*. 
<: 
For j = 0,1,..., k — 1, denote the columns of Bj as 6^1,..., bj tTld, then Bj = 
[bj,i,.. • ,bj<nd\. Let c be any row of Ck, and let d = [di,..., d„J be the correspond­
ing row of Dk- Define 7k as follows: 
Ar—I k—I k— 1 
% := 11 c n A,Au ••• c n Aih 1 •••c n a»^-,. J.n<t cbk-i,nd dx ••• d, nd||ooi 
t=L i= j+ l  i= j+ l  
then 
nd k—L nd k—1 
% = 13 53 Ie II Ai6yi£|+531^1 j=0 t=l t'=j+1 t=L 
fc-L nj fc—I nd 
^ 53 53 llcllill II Aiiiiii6J>t||i+53 \dt\ j=0 £=l 1=7 -f 1 i=i 
At—L k—1 
< 53 ^ 7c7flli n At 111 + 7d-j=0 i=j+l 
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Suppose k = NI -+- s for some N E {0,1,2,...} and s E {1,2,— 1} (then fc > 1). 
Then 
7fc < 7id7c7s[(l + 7A + ••• +7 l Â l ) ( l+ /3  hyS^ - 1 )  
+ p N(l +  7A +  • • •  +  7A™1)] + 7 D-
Since 
1 + 7A h +7A-1 < mâx (I + 7A +  • • •  + 7A_1) 
< 1 + 7A+ ••• +7A-1. 
we have 
îk < ridTfclB • JZTp " (x + tA + • • • + 7A~1) + 7D =: 7-
Therefore, 7^ < 7 for k > 1. It is easy to verify that for fc = 0, ||D0||i < 70 < 7. So 
7fc < 7 for all A: = 0,1,2, — Therefore, the induced ^-norm of the system is bounded 
by 7. 
Since the trajectory we take is arbitrary, we can conclude that the induced loo-norm 
of the DALPV system (7.1) is bounded by 7 with respect to all the allowable parameter 
trajectories. • 
Lemma 7.3.2 gives us a sufficient condition to analyze the system stability and 
performance. If we can find a finite I such that the condition in Lemma 7.3.2 is satisfied, 
then the DALPV system (7.1) is asymptotically stable, and furthermore, the system 
has a bounded to performance under zero initial conditions with respect to all 
the allowable parameter trajectories. 
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7.4 Summary 
In this chapter, we consider DALPV systems, whose parameters vary in a polytope 
and state space matrices depend affinely on the varying parameters. Instead of using 
the induced /%2-norm which is commonly adopted in the LPV control, we use the in­
duced ^oo-norm as performance measure due to its engineering importance. A sufficient 
condition is given which guarantees that a DALPV system is asymptotically stable and 
has a finite to performance. 
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CHAPTER 8 CONTROL SYNTHESIS 
In this chapter, based on Lemma 7.3.2, we propose a procedure to design a gain-
scheduled controller for an open-loop DALPV system. We show that by solving a 
sequence of finite dimensional, quadratically constrained optimization problems, a gain-
scheduled controller may be obtained such that the closed-loop system is asymptotically 
stable and achieves a certain level of to £oo performance. 
8.1 Problem Formulation 
Consider the following open-loop system: 
Xk+I  A(p fc )  B i ( / ) f c )  B 2  
Cfc = Ci(pk)  Dn(pk)  D l 2  dk  
Vk  C<i D21 D22 u k  
where {/%} E F-p, and at each time instant k = 0,1,..., Xk E 72." is the state vector, 
dk E 7£n<i is the exogenous input, e* E 72"e is the regulated output, uk E 72."u is the 
control input, and yk E 72."v is the measured output. The matrix-valued functions A, 
B\, Ci, and Dn are of compatible dimensions. 
Assumption 8.1.1 We make the following assumptions on the open-loop system: 
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•  A,  Bi ,  Ci ,  and Du are aff ine  funct ions;  
•  B2,  C2,  D12,  and D21 are  constant  matr ices;  
• D22 — 0. 
Then the open-loop system is a DALPV system. 






Uk  D{pk)  Vk  
where £K 6 HN is the controller state, A, B, C, and D are affine functions of compatible 
dimensions. Then the closed-loop system is given by: 
Xk+l  A{pk)  + B2D(pfc)C2 B 2 C(pk)  Bi(pk)  + B2D(pk)D 2 i  Xk 
ffc-rl 
= B{pk)C2 Â{Pk)  B(pfc)D21 Xk 
Ck Ci{pk)  + Di2D(pk)C2 D\ 2 C{pk)  DI I ( P K )  +  Di2D(pk)D 2 i  d k  
(8.3) 
Define 




Bcip(p)  ;— 
and 
A(p)  +  B 2 D(p)C 2  B 2 C(p)  
â(p)C2 Â(p) 
B\(p)  +  B 2 D(p)D 2 l  
B(p)D 2 1  
C c ip{p)  •— Cx(p)  +  D12D(P)C2 D\ 2 C(p)  
Dcip(p)  •  Du(p)  + Di 2 D(p)D 2 i  
then Aczp, Bcip, Cczp, and DCIP are affine functions, and the closed-loop system (8.3) can 




Acip(pk)  B c i p (pk )  
Cc ip (Pk)  D c i p (pk )  dk  
Therefore, the closed-loop system is a DALPV system. 
The controller synthesis problem considered in this chapter is to find a natural num­
ber I and a set of affine functions A, È, C, and D such that the closed-loop system 
(8.5) satisfies the condition in Lemma 7.3.2. Once such a set of affine functions and 
the natural number I are obtained, a stabilizing gain-scheduled controller can be recov­
ered using (8.2), and the closed-loop system is guaranteed to achieve a certain level of 
performance. 
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8.2 Problem Solution 
Suppose that A, B, C, and D have the following representations: 
M p )  =  Â o +  é / 3 ( î ' ) Â , - .  
i=i 
Ê{p)  =  Bo+Ec( ' )B i ,  
i=l 
C(p) = Co + 
i=l 
D(p)  =  D 0  + 53  P( Z *)Â ,  
i=l 
(aJ.J, A: = 1,..., n, Z = 1,..., rc, i = 0, . . . ,  s ,  
j  Ai — 1 ,  » . . ,  Z — 1 , . .  »,  n*>y,  i  — 0,  » .  » i  s ,  
(cjfci)) A? == 1, . . . , fly, Z = 1, . . . , 71, i = 0, . . . , 3, 
( c Z f c t ) ,  f c  =  1 , . . . , n u ,  I  =  I , . . .  , n y ,  i  = 0 , . . . ,  s .  
AcZp »— (,9kl) i l — 1) * * * i 271, 
then Qki is a multi-linear function of 
v := [ a?x -
'• 
ann" • aU 
6?i " •* 611 • • • K n v  
c?i • <n • •• csu • • * CS nttn 
^11 " " * ' dU dn«n„ ]'» 
and 








Now the problem becomes to find a vector v and a natural number I such that the 
closed-loop system (8.5) satisfies the condition in Lemma 7.3.2. 
Denote 
Adp(p] e r)  = k ,  I  = 1,..., 2n, j  =  1,. . . ,  N ,  
then jpkl = gki{pfT). 
Now we consider the case of I = 1. We want to check if there exists a vector v such 
that the following condition is satisfied: 
\ \A c l p {p f r ) ||i ci, j  =  l , . . . ,N ,  
that is, 
2 n 
53 \pii\ < 1) k = l, . . . , 2n ,  j  = 1,...,iV. (8.6) 
i=i 
Let pjw", pif be variables which satisfy: 
Pkt >0, pi7> 0, pit - Pk7 = pin 
then 
\pki\ < IpiT\ + Ipfc7l =pit+piT-
Therefore, for (8.6) to hold, it is sufficient to require that: 
2 n 
E(p î î+p iD<i  
i=i 
pit > 0, pi: > o, pit - PIT = Pi, (8'7) 
2n, j — If • • • ^ iNT. 
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In fact, (8.7) is also a necessary condition, because if there exists a vector v such that 
(8.6) holds, define 
PKI = max(pfct, 0), PKI = - min(pfcz, 0), 
then (8.7) holds. 
Thus the feasibility of the condition (8.6) can be verified by solving the following 
problem: 
Hi := min 7 
2 n 
s.t. YKPÎT + Pki) < 7 
i=i 
PIT > 0, PÎT > 0 
pit -VÎT = 9ki(pv j e r )  
k, 1 = 1 , . . . ,  2 n,  y  =  1, . . . ,  JV.  
This is an optimization problem with (2n + 4n2 • 2 + 4n2) • N constraints. Define 
X := [ 7 V p\t Pu ••• P2n,2n P2n,2n ' ' ' Pll+ Pll" ' ' ' Pfin P&n ]', 
and 
c := [ 1 0 - - - O ]/. 
dim(r)—l 
Then problem HI can be reformulated into the following problem: 
fj.i := min (Fx 
s.t. Ax < b (8-8) 
Cx = d 
where A, C, b, d are constant matrices. This is a standard linear programming (LP) 
problem and can be easily solved. If < 1, the condition (8.6) is satisfied and we 
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obtain a stabilizing gain-scheduled controller. If y,i > 1, we proceed to the case of 
1 = 2. 
For the case of I = 2, we want to check if there exists a vector v such that the 
following condition is satisfied: 
IIAdpGC) •  Adrff iT) I I ,  < 1, (m,  i) e {1 JV}2. (8.9) 
Define 





Then the condition (8.9) becomes 
2 71 
53 Wl < 1, A: = l,...,2n, (m,t) 6 iV}2. 
I=L 
Let and be variables which satisfy 
E%t+ > 0, Etf~ > 0, E%t+ - = Etf. 
Then the feasibility of the condition (8.9) can be verified by solving the following opti­
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mization problem: 
H2 := min 7 
s.t. jr(ES'+ + ES'-) < 7 
1=1 
Eu* > 0, £5'- > 0 
Bm1+ _ £g-- = f- p£ . p«( 
t / = l  
Pki = 9ki{pfT) 
fc, Z = l,...,2n, y = 1,..., AT, (m, A/*}2. 
This is an optimization problem with (2n• AT2+4n2-2• AT2+4n2 • AT2+4n2 • AT) constraints. 
2n 
Note that £^t+ — E]^~ = ^ pj™, • p„, is a non-convex quadratic constraint, so problem 
U=1 
fj.2 is a non-convex optimization problem. 
To ease the development, let us introduce a new set of variables: 
-.ml — —m . nt 
Define 
Vkvi := Pku ' Pvh k , v , l  =  l , . . . , 2 n ,  m ,  t  =  1,..., AT. 
X  := [ 7"'Pll ••• P2n,2n * * * Pit P&,2n 
c i l l +  p l l —  r l l +  r l l —  iiu £-ii • * * £<2n,2n ^2n,2a 
b m -  . . .  
„u nii Pill P2n,2n,2n 
nIW AW 1/ Pill P2n,2n,2n J ) 
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and 
c { 10 0  o l ' .  
dim(i)—1 
Then problem ^ becomes 
fj.2 := min (Fx 
s.t. Ax < b 
(8.10) 
Cx = d 
x k  = X{ •  X j ,  ( i ,  j ,  k )  E some index set I. 
By replacing the equality constraint Cx = d with two inequality constraints Cx < d 
and —Cx <  —d , problem (8.10) can be equivalently formulated into the following form: 
If no < 1, the condition (8.9) is satisfied and we obtain a stabilizing gain-scheduled 
controller. If /J.I > 1, we proceed to the case of I = 3. 
For the case of / > 3, we can use the same technique as for the case off = 2 to 
reformulate the optimization problem of interest into the form of (8.11). If we can find 
an I such that ni < I, then we find a stabilizing controller which makes the closed-loop 
DALPV system satisfy the analysis lemma. 
Without loss of generality, the variables of problem (8.11) can be assumed to be 
bounded. For such a class of optimization problems, a linear-relaxation based approach 
has been proposed in [36] to compute the solutions. In this approach, on each sub-
region of the variable space, each of the quadratic non-linear constraint x* = x• Xj of 
Hi := min (Fx 
s.t. Ax < b (8.11) 
x k  = Xi  •  X j ,  (z, j ,  k )  E some index set I. 
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(8.11) is replaced by four linear inequalities and the resulting optimization problem is 
an LP problem, whose optimal solution can be used to recover an upper bound of the 
original non-linear optimization problem on the sub-region. Then by using a branch 
and bound algorithm (e.g. [37]), a sub-optimal solution of the problem (8.11) can be 
obtained whose performance is within any prescribed tolerance to the global optimum 
(for details, see [36][37]). 
8.3 Future Research 
In this chapter, we consider the controller synthesis problem for a DALPV system. 
Based on the sufficient condition derived in the last chapter, a procedure is proposed 
to design a gain-scheduled controller such that the closed-loop system is asymptotically 
stable and achieves a certain level of loo to loo performance. 
It should be mentioned that the proposed procedure to design a gain-scheduled con­
troller is conservative. Since the available computational resources are always limited, 
it is impossible for the designer to check the feasibility condition for very large natural 
number I. Furthermore, since the controller is constrained to have the same order as the 
plant, it may be true that there does not exist an nth order controller while there exists 
an (n + 1)^ or higher order stabilizing gain-scheduled controller. Thus an interesting 
future direction is to investigate how to reduce the conservativeness of the proposed 
approach by reducing or removing the constraint imposed on the controller order. 
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APPENDIX A EXAMPLE PLANT DATA 
0 1.0000 0 
-1.0500 0.0029 -0.0207 
-32.0257 -25.8078 -0.0150 0.1464 
-3.0860 267.8270 -0.1275 -1.0483 
57.2958 0 0 
0 57.2958 0 0 
-0.0000 4.4238 0.1255 1.0575 















APPENDIX B INFORMATION OF THE ONE HUNDRED 
OPERATING POINTS 
CASE IAS(kts) ALT (ft) Weight(lbs) XCG(ft) 
1 130 5000 11262 24.924 
2 150 5000 11262 24.924 
3 200 5000 11262 24.924 
4 250 5000 11262 24.924 
5 300 5000 11262 24.924 
6 200 20000 11262 24.924 
7 250 20000 11262 24.924 
8 300 20000 11262 24.924 
9 320 20000 11262 24.924 
10 200 30000 11262 24.924 
11 250 30000 11262 24.924 
12 315 30000 11262 24.924 
13 200 41000 11262 24.924 
90 
14 240 41000 11262 24.924 
15 127 5000 12500 25.092 
16 150 5000 12500 25.092 
17 200 5000 12500 25.092 
18 250 5000 12500 25.092 
19 300 5000 12500 25.092 
20 200 20000 12500 25.092 
21 250 20000 12500 25.092 
22 300 20000 12500 25.092 
23 320 20000 12500 25.092 
24 200 30000 12500 25.092 
25 250 30000 12500 25.092 
26 290 30000 12500 25.092 
27 200 41000 12500 25.092 
28 240 41000 12500 25.092 
29 130 5000 8525 24.338 
30 150 5000 8525 24.338 
31 200 5000 8525 24.338 
32 250 5000 8525 24.338 
33 300 5000 8525 24.338 
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34 200 20000 8525 24.338 
35 250 20000 8525 24.338 
36 300 20000 8525 24.338 
37 320 20000 8525 24.338 
38 200 30000 8525 24.338 
39 250 30000 8525 24.338 
40 315 30000 8525 24.338 
41 200 41000 8525 24.338 
42 240 41000 8525 24.338 
43 115 5000 8014 25.203 
44 150 5000 8014 25.203 
45 200 5000 8014 25.203 
46 250 5000 8014 25.203 
47 300 5000 8014 25.203 
48 200 20000 8014 25.203 
49 250 20000 8014 25.203 
50 300 20000 8014 25.203 
51 315 20000 8014 25.203 
52 200 30000 8014 25.203 






















315 30000 8014 25.203 
200 41000 8014 25.203 
240 41000 8014 25.203 
127 5000 12500 24.554 
150 5000 12500 24.554 
200 5000 12500 24.554 
250 5000 12500 24.554 
300 5000 12500 24.554 
200 20000 12500 24.554 
250 20000 12500 24.554 
300 20000 12500 24.554 
320 20000 12500 24.554 
300 20000 12500 24.554 
320 20000 12500 24.554 
200 30000 12500 24.554 
250 30000 12500 24.554 
315 30000 12500 24.554 
250 30000 12500 24.554 
315 30000 12500 24.554 
200 41000 12500 24.554 
93 
74 240 41000 12500 24.554 
75 200 41000 12500 24.554 
76 240 41000 12500 24.554 
77 116 2000 11262 24.924 
78 113 2000 11262 24.924 
79 110 2000 11262 24.924 
80 116 5000 11262 24.924 
81 113 5000 11262 24.924 
82 110 5000 11262 24.924 
83 122 2000 12500 25.092 
84 119 2000 12500 25.092 
85 116 2000 12500 25.092 
86 122 5000 12500 25.092 
87 119 5000 12500 25.092 
88 116 5000 12500 25.092 
89 98 2000 8014 25.203 
90 96 2000 8014 25.203 
91 93 2000 8014 25.203 
92 98 5000 8014 25.203 
93 96 5000 8014 25.203 
94 
94 93 5000 8014 25.203 
95 122 2000 12500 24.554 
96 191 2000 12500 24.554 
97 115 2000 12500 24.554 
98 122 5000 12500 24.554 
99 119 5000 12500 24.554 
100 116 5000 12500 24.554 
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APPENDIX C LPV CONTROL SYNTHESIS 
Definition C.0.1 Given a compact set V C TV, the parameter variation set J--p de­
notes the set of all piecewise continuous functions mapping 7Z (time) into V with a 
finite number of discontinuities in any interval. 
Definition C O.2 Given a compact set V C TV, and continuous functions A : TV —> 
TZnxn. B :TV 7Zn*nd, C : TV 7ZncXn, and D : TV 7Vlc*nd, an nth order linear 
parametrically varying (LPV) system, denoted as Dp, is defined as 





, where p E !F-p. 
A (p ( t ) )  B (p ( t ) )  x ( t )  
C(p ( t ) )  D(p ( t ) )  J [ d( t )  
Definition C O.3 The function A is quadratically stable over V if there exists a P € 
Fx", P — PT > 0, such that for all p G V, Âr(p)P + PA(p) < 0. An LPV system 
S-p is quadratically stable if A is quadratically stable. 
For a quadratically stable LPV system S-p, under zero initial conditions, the induced 
/%2-norm is defined as 
HG^H := sup sup e 2 ""f H in > peFv iKi|25éo,der2 ||"||2 
and this quantity is finite. 
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Lemma C.0.1 Given an LPV system E-p, and scalar 7 > 0, if there exists an X E 
7£nxn, X = XT > 0 such that for all p E V, 
AT(.p)X + XA(p) XB(p) 
B T (p )X  - I  - r l D T (p )  <0 ,  
-r'cw r l D(p)  -1  
then (1) the function A is quadratically stable over V; (2) there exists a 0 < 7 such 
that 11G f-p 11 < /?• 
Given a compact set V C IV ,  consider the following open-loop LPV plant 
A(p( t ) )  Bx ip i t ) )  B 2 {p ( t ) )  x ( t )  
CMt ) )  D n (p ( t ) )  D l 2 (p ( t ) )  d ( t )  
C 2 {p{ t ) )  D 2 i {p ( t ) )  D 2 2 {p ( t ) )  u { t )  
where p E T-p, x E TV is the state vector, d E 1Vd is the exogenous disturbance, 
e E IVe is the error output, u E 72."" is the control input, y E TV" is the measurement, 
and the matrix valued functions A(p), B(p), C(p), and D(p) are continuous functions 
of p E V of appropriate dimensions. 
Without loss of generality, we can assume that D 2 2 (p ) = 0. Assuming that D\ 2 (p )  is 
full column rank and D2i(p) is full row rank for all p E V, we can apply norm-preserving 
transformations on the disturbance and error signals and invertible transformations on 
the controller input and output to make Z)L2 = [0 InJ' and D2\ = [0 /nJ. We also 
assume that Dn(p) = 0 for the simplicity of exposure, and this assumption can be 
relaxed at the expense of more complicated formulae. Thus the open loop LPV plant 
x ( t )  
e { t )  = 






e 2 { t )  
y ( t )  
(C.l) 
becomes 
A(p( t ) )  Bu(p ( t ) )  B u (p ( t ) )  B 2 (p ( t ) )  x { t )  
C n (p{ t ) )  0 0 0 diCt) 
CMt) )  0  0  I n u  d 2 ( t )  
C 2 {p ( t ) )  0 /„„ 0 j [ u( t )  
where p G x G 7ln, dY G 72."dt, d2 G nd2 := ny, ndl +nd2 = nd, ex G 7£"ei, 
e2 G 7?."e2, nC2 := nu, net +nC2 =ne,«G 72."", y G 72."», and the matrix valued functions 
are of appropriate dimensions. From now on, we will consider the open loop LPV plant 
described by (C.l). 
Assume that the output feedback controller depends on the parameter vector p in 
the following form: 
x k ( t )  
u ( t )  
(C.2) 
AM*))  B k {p ( t ) )  x k ( t )  
C k (p ( t ) )  D k (p ( t ) )  \  [ y ( t )  
where x k  represents the m-dimensional controller state vector, and A k ,  B k ,  C k ,  and D k  
are parametrically dependent, continuous functions of appropriate dimensions. Define 
xjlp(t) = [xT(t) xk(t)], then the closed-loop system can be written as 
e{t)  
(C.3) 
-4 C i p (p ( i ) )  B c i p (p ( t ) )  x c i p ( t )  
CciP {p{ t ) )  D d p (p{ t ) )  _ d ( t )  
The LPV control synthesis problem is defined below. This problem is a generaliza­
tion of the standard problem from LTI systems to LPV systems. 
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Definition CO.4 Given V, the open-loop LPV system (C.l), and 7 > 0. The quadratic 
LPV y-performance problem is solvable if there exist anm > 0, an m-dimensional con­
troller (C.2), and an X E 7£(n+"l)x(n+m)) X = XT > 0 such that for all p 6 V, 
where the matrix functions Acip, Bcip, Ccip, and Ddp are defined in (C.3). 
From Lemma C.0.1, a controller solving the quadratic LPV 7-performance problem 
guarantees that the closed-loop system is quadratically stable and the induced ZIg-norm 
from d to e is less than 7. It is shown in [14] that the quadratic LPV 7-performance 
problem is solvable if and only if a set of LMIs hold for all p 6 V. Explicit formulae are 
given to construct an M-dimensional, strictly proper controller that solves the quadratic 
LPV 7-performance problem. 
Theorem C.0.1 Given V, and the open loop LPV system in equation (C.l), the quadratic 
LPV y -per formance  prob lem i s  so lvab le  i f  and  on ly  i f  t here  ex i s t  ma t r i ces  X,  Y €  7Z n x n ,  
X = XT > 0, and Y = YT > 0 such that for all p GV 
+ X/Wf) X2dp(p) 7-'%(p) 
Bj l p (p )X  - I  7~ l Dl p {p )  <  0  
7 ~ l Cd P (p )  7 ~ l D c l p (p )  - I  
(C.4) 
YÂ T (p )+Â(p)Y-B 2 (p )B?(p )  YClM y~ l Bi (p )  







< 0 ,  
X 7 "l/n 
7"l/n r 
> 0 ,  
where 
.4(p )  := ,4(p) - Bi (p )Cn(p ) ,  B i {p )  :=  [Bu(p) B12(p)], 
Â(/>) := A(p) - Bl3(p)C2(p), CÏ(P)  :=  [CftM CgW]. 
// i/ie above conditions are satisfied, then it is possible to perturb X such that the above 
LMIs still hold and (X — 7~ 2 Y~ l )  >  0. Define Q := (X — 7~ 2 Y~ l ) ,  and  de f ine  
F (p )  :=  - (BÏ (p )Y- i+C i 2 (p ) ) ,  
L (p )  :=- (X- l C?(p)  +  B l 2 (p ) ) ,  
H ( P )  : =  - { A tf( P ) Y ~ 1  + Y ~ ' A f( P )  + C £ ( P ) C F ( P )  +7 - 2 Y - L B l (p ) B {{p ) Y - I ) ,  
where AF(p) := A(p) +  B 2 (p )F(p )  and  C j (p )  :=  [Cj [ (p )  C[ 2 (p )  +  F T {p ) \ .  An n-
dimensional, strictly proper controller that solves the quadratic LPV y-performance 
problem is defined as 
A fc (p )  :=  A(p )  +  B 2 (p )F(p )  +  Q~ l XL(p)C 2 (p )  +  7- 2 [Q~ l XL(p)B j 2 (p )+  
B1(p)Bf(p)]r-1-7-2Q-l^(p), 
B K { P )  := —Q~ l XL(p) ,  
C K { P ) := F(p), 
^K-(p) := 0. 
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APPENDIX D AUXILIARY RESULTS 
Claim D.O.I Define 
fi := {a € 1ZN\ a = [a(l),...,o:(iV)]', where 0 < a(j) < 1 
N  
for j = 1,..., N, and ^ a(j) = 1}, 
j=i 
then fi is a compact set. 
Proof: Clearly Q C is bounded. Suppose {/3n} is a sequence in fi such that {/?„} 
converges to some point /? in 1ZN. Suppose that 
Pn = [ a„(l) • • • oc n {N)  ] ' ,  n = 1 ,2 , . . . ,  
/? = [ a(l) •• • a(N)  } ' ,  
then for j = 1,..., N, 
an( j ) —> oc( j )  as n oo. 
Thus it follows that 
0 < a( j )  <  1 ,  j  =  l , . . . ,N ,  
and 
AT JV 




For any n, 5~2ctn(j) = 1, so 53 a ( j )  =  1. Hence, /3 E $1. This proves that 0 is closed. j=i j=t 
Since f2 is a closed and bounded subset of it is compact. • 
Claim D O.2 Define 
Çll := {a E 1ZNL\a = [a't,...,a|]', where ak E /or fc = 1,...,/}, 
£/ien $1' zs a compact set. 
Proof: The result follows directly by using Claim D.0.1 and the Tychonoff's theorem 
([38]). • 
Claim D O.3 Given an interval [a, b] C 1Z and. a single variable function f : [a,b] —> 
1Z+ which is defined as 
n 
/(«) = 531aia+6il» a € [°> 61-
i=i 
On [a, 6], i/ie maximum of f exists and is achieved at a or b. 
Proof: Since / is continuous on the compact set [a, 6], the maximum of f exists on the 
interval [a, 6], 
Define 
(3j ( a )  := \aja + b j \ ,  a  E [a, 6], j  = 1,..., n, 
then 
/(a) = 53 &(a)> a 6 ["' 61-
5=1 
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For \p, q] C 11, define A[pi9] to be the set of all nonnegative linear functions on \p, q}: 
A[pi9] := {/3(a) : [p, q]  -> 72.+[/3(a) = fca + d, where k ,d  G 72}. 
It can be easily shown that A^j has the following three properties: (A) for any /3(a) G 
A{pi?], the maximum of /3(a) exists and is achieved at p or <7; (B) any finite sum of 
elements from A[pi9] belongs to A^, and therefore, achieves its maximum at p or <7; 
(C) if /3(a) G A[p,9], and [s,i] C [p, 9], then on [s,£], /3(a) G A[Sit]. 
For any j = 1,..., n, /3y(a) falls in one of these two cases: 
Case (1) : /3,-(a) G A[A,6]; 
Case (2) : There exists some c, G (a, 6) such that (z) / 3 j ( c j )  = 0, (u) on [a ,C j ] ,  
P j (a )  G A[QiCj.] and /3y (a) = for some < 0, (Hi )  on [c j , 6], 
Pj (a) G A[Cji6] and /3j(a) = fcy2a + d j 2  for some k j 2  > 0. 
There are three possibilities to /: 
1. For all j = 1,..., n, /3j(a) falls in Case (1). Then the claim holds. 
2. For some i G {!,...,n}, /3,-(a) falls in Case (2), and for j G {!,...,n}, j ^ i, 
Pj(a) falls in Case (1). Then on [a,c,], /(a) G A[a,Ci], and on [c,-,6], /(a) G A[cii6]. 
Therefore, on [0,6], the maximum of / exists and is achieved at a, or c,, or b. 
Since /(a) - /3,-(a) G A[0I6], 
/(a) - /3t-(a) > /(c,-) - /3t-(c,-) or f (b )  - /3t(6) > f (a )  -  fr fa )  holds. 
Since /34(a) > A(c.) and /3t-(6) > A(Q), we have either f (a )  >  f (a )  or f (b )  >  f (a ) .  
Therefore, the claim holds. 
103 
3. For some j x , . .  , , j t  € {1,... ,n}, . . . ,0 j t (a )  fall in Case (2), and the re­
maining Pj{a) falls in Case (1). Without loss of generality, assume that a < cJt < 
ch < < cjt < b- Let Cj0 = a and cJt+l = b. On [cjk,Cjk+l], k = 0, 
f(a) 6 A[Cj.fciCj.fc+i]. Therefore, on [a, 6], the maximum of f exists and is achieved 
at some cJfc, A: E {0,1, ...,* +1}. 
On [cj0, cJ3], the maximum of / exists and is achieved at cJO, or c,t, or cJ2, or cj3. 
Following the argument in 2, on [cj0,cj2], we have 
/(cjo) > /(cJt) or /(cj2) > /(cj-J, (D.l) 
and on [cjL,Cj3], we have 
/(cji) > f (c h )  or f ( c j 3 )  >  f ( c h ) .  (D.2) 
From (D.l) and (D.2), there are four possibilities: 
• /(Cjo) > /(CjJ > /(c,-2), 
• /(Cjo) > /(cJt) and f { c j 3 )  >  f ( c h ) ,  
• /(c,3) > /(cJ2) > /(cjL), 
• /(Cjt) = /(Cj2). 
For the first three possibilities, it is obvious that the maximum of / on [cj0,cj3\ 
is achieved by cJ0 or c,3. For the fourth possibility, on [c/u c,-2], Pj2(a) = + rfi 
for some < 0, and on [cj2,cy3], (a) = fc2a 4- d2 for some fc2 > 0. On 
[cjL, cy3], /(a) - y5j2(a) € A[CjiiCj3], so /(a) - %(a) = ka + d for some k and 
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d .  /(cjL) = /(çj-j) implies k x  + k  =  0, thus k 2  + k  >  0. Hence /(ç,-3) > f ( c j 2 ) .  
Therefore, on [çj0,cj3], the maximum of f is achieved by cJQ or cJ3. 
Repeating the above argument, we can show that on [a, 6], the maximum of f is 
achieved at cJ0 or cJt+l, i.e., at a or b. • 
105 
BIBLIOGRAPHY 
[1] K. J. Astrom and B. VVittenmark, Adaptive Control. Addison-Wesley Publishing 
Company, May 1989. 
[2] W. T. Baumann and W. J. Rugh, "Feedback Control of Nonlinear Systems by 
Extended Linearization," IEEE Transactions on Automatic Control, Vol. 31, No. 
1, pp. 40-46, Jan 1986. 
[3] W. J. Rugh, "Analytical Framework for Gain Scheduling," IEEE Control Systems 
Magazine, Vol. 11, No. 1, pp. 79-84, Jan 1991. 
[4] J. S. Shamma and M. Athans, "Analysis of Gain Scheduled Control for Nonlinear 
Plants," IEEE Transactions on Automatic Control, Vol. 35, No. 8, pp. 898-907, 
Aug 1990. 
[5] J. S. Shamma and M. Athans, "Guaranteed Properties of Gain Scheduled Control 
for Linear Parameter-varying Plants," Automatica, Vol. 27, No. 3, pp. 559-564, 
May 1991. 
[6] I. E. Nesterov and A. S. Nemirovskii, Interior-point polynomial algorithms in con­
vex programming. Society for Industrial and Applied Mathematics, 1994. 
106 
[7] M. Chilali and P. Gahinet, "Hoo Design with Pole Placement Constaints: An LMI 
Approach," IEEE Transactions on Automatic Control, Vol. 41, No. 3, pp. 358-366, 
1996. 
[8] C. Scherer, P. Gahinet, and M. Chilali, "Multiobjective Output-Feedback Control 
via LMI Optimization," IEEE Transactions on Automatic Control, Vol. 42, No. 7, 
pp. 896-9il, 1997. 
[9] S. P. Boyd, E. Ghaoui, E. Feron, and V. Balakrishnan, Linear matrix inequalities 
in system and control theory. Society for Industrial and Applied Mathematics, 
1994. 
[10] P. Gahinet, A. Nemirovski, A. J. Laub, and A. Chilali, LMI Control Toolbox For 
Use with MATLAB. The MATH WORKS Inc., May 1995. 
[11] A. Packard, "Gain scheduling via linear fractional transformations," Systems and 
Control Letters 22 (1994), PP- 79-92, 1994. 
[12] P. Apkarian and P. Gahinet, "A Convex Characterization of Gain-Scheduled 
Controllers," IEEE Transactions on Automatic Control, Vol. 40, No. 5, pp. 853-
864, May 1995. 
[13] I. Fialho, G. Balas, A. Packard, J. Renfrow, and C. Mullaney, "Linear Fractional 
Transformation Control of the F-14 Aircraft Lateral-Directional Axis During Pow­
ered Approach Landing," Proceedings of the 1997 American Control Conference, 
Vol. 1, pp. 128-132, 1997. 
107 
[14] G. Becker, Quadratic Stability and Performance of Linear Parameter Dependent 
Systems. PhD thesis, Department of Mechanical Engineering, University of Cali­
fornia at Berkeley, Dec 1993. 
[15] G. Becker and A. Packard, "Robust performance of linear parametrically vary­
ing systems using parametrically-dependent linear feedback," Systems and Control 
Letters 23 (1994), VP• 205-215, 1994. 
[16] W. Tan, A. K. Packard, and G. J. Balas, "Quasi-LPV Modeling and LPV Control 
of a Generic Missile," Proceedings of the 2000 American Control Conference, Vol. 
5, pp. 3692-3696, 2000. 
[17] G. Becker, "Parameter-dependent control of an under-actuated mechanical sys­
tem,"  Proceed ings  o f  t he  1995  Con ference  on  Dec i s ion  and  Con t ro l ,  Vo l .  1 ,  pp .  
543-548, 1995. 
[18] I. Fialho and G. J. Balas, "Road Adaptive Active Suspension Design Using Lin­
ear Parameter-Varying Gain-Scheduling," IEEE Transactions on Control Systems 
Technology, Vol. 10, No. 1, pp. 43-54, Jan 2002. 
[19] F. Wu, Control of Linear Parameter Varying Systems. PhD thesis, Department of 
Mechanical Engineering, University of California at Berkeley, May 1995. 
[20] F. Wu, X. H. Yang, A. Packard, and G. Becker, "Induced La-Norm Control for 
LPV Systems with Bounded Parameter Variation Rates," International Journal of 
Robust and Nonlinear Control, Vol. 6, pp. 983-998, 1996. 
108 
[21] J. Magni, S. Bennani, and J. Terlouw, Robust Flight Control: A Design Challenge. 
London: Springer-Verlag, 1997. 
[22] M. H. Khammash, L. Zou, J. Almquist, and C. Van Der Linden, "Robust aircraft 
pitch-axis control under weight and center of gravity uncertainty," Proceedings of 
the 38th IEEE Conference on Decision and Control, Vol. 2, pp. 1970-1975, 1999. 
[23] K. Glover and J. Doyle, "State-space formulae for all stabilizing controllers that 
satisfy an %oo-norm bound and relations to risk sensitivity," Systems and Control 
Letters 11 (1988), Vol. 11, pp. 167-172, 1988. 
[24] R. Y. Chiang and M. G. Safonov, Robust Control Toolbox. The Mathworks Inc., 
March 1996. 
[25] L. Vandenberghe and S. Boyd, "Semidefinite Programming," SI AM Review, pp. 
49-95, March 1996. 
[26] B. L. Stevens and F. L. Lewis, Aircraft Control and Simulation. John Wiley & 
Sons, Inc., 1992. 
[27] J. Sefton and K. Glover, "Pole/zero cancellations in the general "Hoo problem with 
reference to a two block design," Systems and Control Letters 14 (1990), pp. 295-
306, 1990. 
[28] D. McFarlane and K. Glover, "A Loop Shaping Design Procedure Using Hoo Syn­
thesis," IEEE Transactions on Automatic Control, Vol. 37, No. 6, pp. 759-769, 
June 1992. 
109 
[29] U. Christen and H. P. Geering, "Inverting and noninverting Hoo controllers," Sys­
tems and Control Letters 30 (1997), pp. 31-38, 1997. 
[30] R. A. Hyde and K. Glover, "The Application of Scheduled Controllers to a 
VSTOL Ai rc ra f t , "  IEEE Transac t ions  on  Au tomat i c  Con t ro l ,  Vo l .  38 ,  No .  7 ,  pp .  
1021-1039, July 1993. 
[31] Z. Lin and M. Khammash, "Robust gain-scheduled aircraft longitudinal controller 
design using an approach," Proceedings of the 2001 American Control Confer­
ence, Vol. 4, VP- 2724-2729, 2001. 
[32] G. J. Balas, I. Fialho, A. Packard, J. Renfrew, and C. Mullaney, "On the Design 
of LPV Controllers for the F-14 Aircraft Lateral-Directional Axis During Powered 
Approach," Proceedings of the American Control Conference, pp. 123-127, June 
1997. 
[33] G. J. Balas, J. C. Doyle, K. Glover, A. Packard, and R. Smith, User's Guide for 
H — Analysis and Synthesis Toolbox. The Math Works Inc., 1996. 
[34] M. A. Dahleh and I. J. Diaz-Bobillo, Control of Uncertain Systems: A Linear 
Programming Approach. Prentice Hall, Englewood Cliffs, New Jersey 07632, 1995. 
[35] P. H. Bauer, K. Premaratne, and J. Duran, "A Necessary and Sufficient Condi­
tion for Robust Asymptotic Stability of Time-Variant Discrete Systems," IEEE 
Transactions on Automatic Control, Vol. 38, No. 9, pp. 1427-1430, Sept 1993. 
110 
[36] X. Qi, M. H. Khammash, and M. V. Salapaka, "Integrated Parameter and Control 
Design," Proceedings of the 2002 American Control Conference, May 2002. 
[37] M. Khammash, M. Salapaka, and T. Van Voorhis, "Robust Synthesis in t\. A 
Globally Optimal Solution ," IEEE Transactions on Automatic Control, vol. 46, 
No. 11, pp. 1744-1754, Nov 2001. 
[38] G. K. Pedersen, Analysis now. Springer-Verlag New York Inc., 1988. 
