Abstract-In this paper, we consider a central estimating officer (CEO) scenario, where sensors observe a noisy version of a binary sequence generated by a single hidden source (the phenomenon). Distributed source coding is not used; rather, the correlation is exploited at the access point (AP), whose goal is to estimate, by properly fusing the data received through AWGN or block fading channels, this sequence. We assume that each node uses a classical channel code to transmit its information to the AP, where decoding is followed by fusion. In the decoding block, joint channel decoding (JCD) or separate channel decoding (SCD) are considered: in the former case, correlation is exploited in the decoding process, whereas in the latter case it is not. We first investigate the ultimate achievable performance limits with JCD (i.e., considering the multiple access channel), in terms of: (i) feasible capacity region in the additive white Gaussian noise (AWGN) channel case; (ii) outage feasible capacity region, in block faded channel case. This analysis provides preliminary insights on the impact of the number of observations. Then, we investigate the overall system performance in terms of bit error rate (BER), probability of outage (only in the block faded case), and probability of decision error (after fusion).
I. INTRODUCTION
Wireless multiple access schemes, where correlated signals, observed at different nodes, need to be transferred to one or more collectors, model several communication scenarios. For example, these schemes apply to wireless sensor networks, where a set of nodes collect and transmit correlated data to a common sink in an energy-efficient way [1] . In the case of a single collector node (the access point, AP), the design of efficient transmission mechanisms is often referred to as reach-back channel problem [2] - [4] . Assuming orthogonal additive white Gaussian noise (AWGN) channels between the nodes and the collector, the separation between source and channel coding is known to be optimal [4] . This means that the theoretical limit can be achieved by, first, compressing each source up to its Slepian-Wolf (SW) limit and, then, utilizing independent capacity-achieving channel codes (one per source) [5] . In an attempt to exploit the correlation inherent to the observations, many works have recently focused on the design of distributed source coding schemes that approach the SW fundamental limit on the achievable compression rate [6] , [7] .
An alternative solution to distributed source coding is given by joint source channel coding (JSCC) schemes, where the correlated data are not source encoded but only channel encoded and the correlation is exploited at the decoder, which jointly recovers the information signals of all nodes. For this reason, this approach is also referred to as joint channel decoding (JCD) [8] - [10] . In this scenario, the presence of block-faded channels may dramatically degrade the performance, unless some countermeasures are taken to protect highly-faded links.
In this paper, our ultimate goal is to analyze an instance of the so-called central estimating officer (CEO) problem [11] . More precisely, the information sequences at the input of the sensors correspond to noisy observations of the sequence output by a single hidden binary source. The AP, upon reception of proper information from the sensors, estimates the source sequence. While we first derive the optimal maximum a posteriori (MAP) joint decoding and fusion strategy, we then consider a suboptimal (but computationally feasible) receiver scheme where decoding is separate from fusion. For the decoding block, we consider the following two approaches. A first suboptimal strategy makes use of JCD, followed by a proper fusion of the soft-output values generated by the JCD algorithm. According to the fusion strategy, observation correlation is exploited in both JCD and fusion operations. In order to reduce the complexity of the decoding operation, we propose a second scheme where the observation correlation is not exploited by the decoders, which decode independently of each other, but only in the fusion operation. We denote this scheme as separate channel decoding (SCD) followed by fusion. In order to derive futher insights on the impact of the number of sensor observations, we characterize JCD schemes (without fusion) in terms of: (i) multi-dimensional feasible capacity region, with additive white Gaussian noise (AWGN) channels; (ii) multi-dimensional outage feasible capacity region, with block faded channels. Then, we extensively analyze the performance in the presence of decoding and fusion. The obtained results suggest that fusion has a dominant role in the considered block faded CEO scenarios, thus making the use of JCD practically irrelevant. The use of JCD is instead appealing in the AWGN case. This paper is structured as follows. In Section II, preliminaries on the system model are provided. In Section III, simple disjoint decoding (either JCD or SCD) and fusion strategies are derived for the scenario of interest. In Section IV, the multidimensional feasible (in the AWGN channel case) and outage feasible (in the block fading channel case) regions associated with JCD are characterized. Simulation results are presented and discussed in Section V. Section VI concludes the paper.
s (2) η (n) α (n) Fig. 1 . CEO scenario with block fading: multiple access scheme followed by the AP with decoding and fusion-the AWGN scheme is obtained by setting α α α (k) = 1 1 1, k = 1,... ,n.
II. SYSTEM MODEL
Consider n spatially distributed sensor nodes which observe (i.e., receive at their inputs) binary information sequences
L ], where k = 1,... ,n and L is the signal length (the same for all sensors). The following simple additive observation model is considered:
where {b i } are independent and identically distributed (i.i.d.) binary random variables and {z
. binary random variables with probability ρ to be 0 (and 1 − ρ to be 1). In particular, we assume that P(b i = 1) p 1 and P(b i = 0) p 0 = 1 − p 1 , regardless of the value of i. The observations {x (k) i } in (1) can be equivalently interpreted as generated by n correlated sources with this correlation model. Obviously, if ρ = 0.5 there is no correlation between the binary information signals {x
, whereas if ρ = 1 the observation signals are identical. The random variable b i can be interpreted as the status (common to all sensors) of a physical phenomenon under observation.
According to the chosen observation model, the a priori joint probability mass function (PMF) of the observation signals at the inputs of the n sensors at the i-th epoch (i ∈ {1,...,L}) can be computed. After a few manipulations, one can show that [12] 
where
is the number of zeros in x x x i .
In Fig. 1 , the overall model for the CEO scenario of interest with block fading channels is shown, in which α α α
N ] denotes the complex gain vector over the kth link, which encompasses both path loss and fading,-the AWGN scenario is directly obtained by setting α α α (k) = 1 1 1, k = 1,...,n. The goal of the AP is that of recovering the informa-
with the lowest possible probability of error. x x x (k) is the a corrupted version of b b b observed at the k-th sensor. At this point, the sensor encodes the information sequence at its input using a standard channel code. Referring to the equivalent low-pass signal representation, we denote as s s s (k) the complex samples transmitted by the k-th sensor and as N the length of s s s (k) . In the remainder of this work, we will assume the same coding rate r = L/N at all sensors: however, the proposed approach is general and can be applied also to scenarios where the transmitting rate varies from sensor to sensor. By η η η
N ] we denote a complex AWGN vector with variance σ 2 = N 0 /2 per real and imaginary component. The information sequence at each sensor is channel encoded and we denote as ν ν
i ∈ {0, 1}) generated at the k-th node. For simplicity, we assume that binary phase shift keying (BPSK) is the modulation format, i.e., s
is the energy per coded bit transmitted by the k-th node.
For the communication links between the sensors and the AP, we assume either a block fading model or an AWGN model. In the first case, the fading coefficient of each link is constant for the entire duration of a single packet transmission, i.e., α
..,N. The fading coefficients are assumed to be independent from link to link and, on a single link, between consecutive packet transmissions. 1 Their amplitudes {|α (k) |} n k=1 are assumed to be Rayleigh distributed with E[|α (k) | 2 ] = 1. We assume that the link gains are perfectly estimated at the AP (e.g., using a short preamble with pilot symbols).
We consider a system with orthogonal links. This is meaningful for wireless sensor networking scenarios where reservation-based (or polling) medium access control (MAC) protocols are chosen. The use of these protocols allows to represent the multiple access channel as a set of parallel orthogonal channels [4] .
Under the above assumptions, after matched filtering and carrier-phase estimation, the received signal at the AP, relative to a transmitted symbol, can be expressed as
is the real part of the complex AWGN sample η (k) i . In the block fading channel case, the bit signal-to-noise ratio (SNR) has an exponential distribution and we define its average value as
where we have omitted the dependence on the link index k, since all communications are supposed to have the same statistical properties. In the AWGN case, the (deterministic) SNR has formally the rightmost expression of (4).
III. DECODING AND FUSION STRATEGIES

A. Optimal MAP Joint Decoding and Fusion Strategy
In order to estimate the i-th bit emitted by the hidden source, i.e., b i (i = 1,... ,L), we consider the following MAP rule:
ch are the vectors of channel log-likelihood ratios (LLRs) (one for each observation) defined as follows:
where we have used the fact that the channel gain α (k) i are supposed known at the receiver. Using the Bayes' theorem, one obtains:
Note that if the common source is directly visible to the sensor nodes, it can be coded and the problem is equivalent to a diversity problem. However, since the common source is hidden, one needs to resort to the more complicated MAP strategy which will be detailed in the following. One may average over all possible sequences of L information bits b b b, thus obtaininĝ
where the notation b b b : b i indicates that the sum is carried out over all sequences b b b with b i in the i-th position. From (7), by using the total probability theorem, one obtains:
where, in the last line, we have exploited the fact that the joint PDF of {L L L
ch }, conditionally on {s s s (1) ,... ,s s s (n) }, does not depend on b b b. The probability P s s s (1) ,... ,s s s (n) |x x x (1) ,... ,x x x (n) is equal to one if {s s s (1) ,... ,s s s (n) } 2 We remark that the uppercase P is used to denote the PMF of a discrete random variable, whereas the lowercase p is used to denote the probability density function (PDF) of a continuous random variable.
are the codewords associated with {x x x (1) ,... ,x x x (n) }, respectively, or to zero otherwise. Since the information sequences {x x x (1) ,... ,x x x (n) } are coded independently, it follows that:
On the other hand, since the coded signals are sent over orthogonal block-faded channels, it holds:
(10) Finally, P x x x (1) ,... ,x x x (n) |b b b can be obtained from the observation model. At this point, each addendum on the right-hand side of (8) can be evaluated andb i can thus be obtained.
While the above MAP strategy is exact, direct evaluation of the sums on the right-hand side of (8) is computationally intractable. In fact, the number of sums in the argument of the argmax in (8) 
, where we use the symbol ∼ to loosely indicate "on the order of." Moreover, each addendum of the sum in (8) × n from (9) × nL
The computational complexity of the optimal MAP fusion rule is therefore
Therefore, we propose suboptimal, but computationally feasible, strategies.
B. Suboptimal Strategies
The proposed sub-optimal strategies rely on the separation between channel decoding and fusion. The general block model of the AP is shown in Fig. 2 (a) , where the correlation ρ is possibly used, depending on the decoding strategy, in both blocks implementing the AP. In particular, the correlation ρ is always used by the fusion operation. The decoder uses this a priori information if it is based on JCD (see Fig. 2 (b)), whereas it does not use it if it is based on SCD (see Fig. 2 
(c)).
While decoding is based on the n vector of channel LLRs, fusion is based on the n vectors of soft-output values generated by the channel decoder. In the following, we first describe the fusion operation, common to both (JCD and SCD) suboptimal strategies. Then, we describe the JCD and SCD operations.
1) Fusion:
The MAP fusion rule reads: configurations for x x x i . The specific expression of {L L L i } depends on the channel decoder implementation (either JCD or SCD) and will be clearly described later. After some manipulations, the fusion rule (12) becomeŝ
from decoder LLRs (13) where we have highlighted that each addendum of the outer sum can be expressed as a product of two factors: the first one depends only on the correlation between the observations {x ( j) i }, whereas the second one depends only on the decoder LLRs, i.e., only on the decoding scheme. Since the number of possible configurations for x x x i is 2 n and each addendum has a complexity on the order of n products, the computational complexity, in terms of summations and multiplications, of this fusion rule is
If one compares C sub in (14) with C opt in (11), it is easy to observe that the computational complexity has been drastically reduced, since in practical applications n L. Moreover, one should also consider the computational complexity needed to derive the vectors of LLRs associated with the information sequences. However, as will be shown in Subsection III-B.2 and Subsection III-B.3, this complexity is limited and, therefore, the computational complexity of the overall suboptimal rule (i.e., separate decoding and fusion) is still lower than that of the optimal MAP strategy. The probability of decision error on a single bit can then be written as
The evaluation of the average probability of decision error, for a given value of the channel SNR, can be carried out through simulations, by averaging over a sufficiently large number of transmitted packets. However, the asymptotic (for very large values of the channel SNR) probability of decision error can be analytically evaluated. In this case, in fact, the decoding scheme allows to recover perfectly the effectively transmitted sequence and its limiting value (for large channel SNR) can be given, after a few steps, the following expression [13] :
where K is the following function of ρ and p 0 :
The limiting probability of decision error in (16) corresponds to the probability of decision error in the presence of majority fusion, as typically observed in the realm of distributed detection [14] , and does not depend on the channel SNR. Therefore, the probability (16) corresponds to a floor. Moreover, the final expression (16) shows that the limiting probability of decision error does not depend on the particular decoding scheme (either JCD or SCD). However, as will be shown in Section V, the chosen decoding scheme will affect the behavior of the probability of decision error above the limiting floor. In particular, the decoding strategy will influence the "speed" at which the floor is reached, i.e., the channel SNR at which the probability of decision error practically converges to its floor.
2) Joint Channel Decoding: In this case, n subdecoders, one per sensor, are present at the AP. Each subdecoder works on the basis of its channel LLRs and the a priori soft information obtained from the soft-output information generated by the other subdecoders (associated with the remaining observations), properly combined taking into account the observation correlation. This combining operation is carried out by a block denoted, in the following, as "COMB." The key idea of an overall JCD iterative decoder is that of iteratively refining, by running the subdecoders, the exchanged soft information. The exchanged soft information at the input of a specific subdecoder represents an a priori "suggestion," by the other subdecoders, on the values of the observations at its inputthe more reliable this exchanged information, the better the performance of each subdecoder. Various activation schedules for the subdecoders can be considered, including circular and parallel schedules. Our results show that the activation schedule has a minor impact on the system performance. Therefore, in the remainder of this paper we will consider parallel scheduling, according to which the channel subdecoders carry out their decoding iterations, at each step, at the same time. Therefore, at the first iteration all decoders do not use any a priori information. Once the decoders have carried out their decoding operations, the soft output values are passed to the COMB block, which generates a priori (input) information for the second iteration. From the second iteration on, each subdecoder can thus use a priori (input) information obtained from the soft values output by the other subdecoders at the previous iteration.
The total LLR relative to the i-th received signal at the input of the k-th subdecoder can be expressed as follows [13] :
where the channel LLR, relative to the i-th sample (i ∈ {1,...,N}) received from the k-the sensor (k ∈ {1,...,n}), can be expressed as in (6) and the a priori component of the LLR at the input of the k-th subdecoder can be written as
is the column vector denoting the bits at the input of the various sensors, with the exception of the k-th one, at time epoch i. The terms P(x x x i ) denote the probabilities of n − 1 of the n observations coming from the other decoders. Assuming such n − 1 outputs as independent to simplify decoding (despite they are not), one can write
The terms P(x ( )
i ) can be approximately computed from the soft output of the other component decoders and, therefore, equation (18) can be rewritten as (19) whereP(x ( ) i ) denotes the estimate of the probability of x
given by the corresponding subdecoder.
3) Separate Channel Decoding: In order to reduce the computational complexity of the decoder, JCD, which uses the observation correlation, can be replaced by SCD, which prescinds from observation correlation. In this case, each subdecoder separately decodes its observations by relying only on its own channel LLRs. In other words, the input LLRs are
Obviously, since the observation correlation is not exploited, no a priori information can be derived for the subdecoders. In other words, in the presence of SCD "one-shot" per-sensor decoding is considered. We remark that the fusion rule after SCD is the same derived in Subsection III-B.1 and given by (13) .
IV. THEORETICAL PERFORMANCE LIMITS WITH JCD (PRE-FUSION)
In this section, following the approaches introduced in [15] , [16] (AWGN scenario) and in [17] (block fading), we try to gain insight on the impact of the number of correlated observations on the performance of JCD. This is expedient to understand the benefits (performance-wise) of the use of correlation in the decoding phase, before fusion. In order to derive theoretical performance limits, in the AWGN case we utilize the concept of feasible capacity region introduced in [15] , [16] , whereas in the block fading case we introduce the concept of outage feasible capacity region, which represents the feasible capacity region for a given (acceptable) outage probability.
A. AWGN Scenario
In this case, the performance achievable by a DSC scheme followed by channel coding is identical to that achievable if the observations were jointly channel encoded. The SW theorem thus allows to determine the achievable rate region for the case of separate lossless encoding of correlated sources (i.e., sensor observations). Denoting by r s,k the source encoding rate for the k-th transmitter, the family of inequalities which define the SW region [18] can be compactly formulated as the intersection of the family of inequalities
for p ∈ {1,...,n} and {k 1 ,... ,k p } ⊆ {1,...,n}, where
with the conventional assumption that H(0) = 0. The formulation (20) can be derived by straightforward manipulations and can be found, e.g., in [17] . By assuming that source coding is followed by channel coding, the channel code rates {r c,k } n k=1 may be expressed as
where we recall that r = L/N. The channel code rates must satisfy the following Shannon bounds:
where λ k and γ k are the capacity, in bits per channel use, and the SNR, at the AP, relative to the k-th link, respectively. As anticipated in Section I, compressing each observation up to the SW limit and then utilizing independent capacity-achieving channel codes allows to achieve the ultimate performance limits [4] , [19] . Combining inequalities to be satisfied by the individual link capacities {λ k } n k=1 :
for p ∈ {1,...,n} and {k 1 ,... ,k p } ⊆ {1,...,n}. For brevity, we refer to this region as feasible capacity region. 3 In Fig. 3 , the feasible capacity region is shown in scenarios with (a) n = 2 nodes and (b) n = 3 nodes. In all cases, ρ = 0.95 and r = 1/2 at each node. In general, the border of the feasible capacity region is given by the intersection of the 2 n − 1 hyperplanes defined by (24).
A few characteristic points can be easily identified on the border of the feasible capacity region. In particular, two characteristic operational regions, denoted as "balanced" and "unbalanced," can be identified. In the balanced case, the characteristic point on the border of the feasible region corresponds to a scenario where all observations are transmitted at the same single-channel capacity, i.e., λ 1 = λ 2 = ··· = λ n . This value, denoted as λ bal , can be determined by considering the hyperplane associated with p = n in (24), thus obtaining
and, therefore,
In the unbalanced case, instead, the considered scenario is characterized by n − 1 channels, e.g., channels from 1 to n − 1, with values of λ i (i = 1,...,n − 1) sufficiently large to satisfy the corresponding constraints (24). In this case, λ unb is the smallest value of λ n such that the operational point lies on the border of the feasible region. This corresponds to considering the hyperplane associated with p = 1 and k 1 = n in (24), thus obtaining
Note that λ bal and λ unb are functions of n, i.e., λ bal = λ bal (n) and λ unb = λ unb (n): for the sake of readability, we will not explicitly indicate the dependance on n-the context will eliminate any ambiguity. In Fig. 3 , the characteristic (balanced and unbalanced) points on the border of the feasible capacity region are indicated.
In [20] , the following Theorems and Corollary are proved. In Fig. 4 , we show the widest (λ 1 , λ 2 ) projections of the feasible capacity region for various values of n: 2, 3, 4, and ∞. One should observe that for n = 4 the projection of the feasible capacity region is already very close to the limiting capacity region predicted by our analytical framework.
Theorem 1 For large values of n, the border of the feasible region approaches a hyperoctant with the same limiting value
B. Block Fading Scenario
In a block fading scenario, conditionally on a specific fading realization α k , the k-th transmission rate (k = 1,...,n) must satisfy the following inequality: in which, γ inst k = γ k |α k | 2 is the instantaneous SNR-recall that γ k , defined in (4) is the average SNR. Similarly, we can define the "instantaneous" capacity of the k-th link as
In [17] , it is shown that the probability of outage (PO) can be computed as follows:
and an exact integral expression is given for n = 2 and balanced SNRs. By generalizing this approach, the PO for two channels with average SNRs γ 1 and γ 2 can be given the following expression:
At this point, by fixing γ 1 (equivalently, λ 1 ), it is possible to determine the minimum value of γ 2 (equivalently, λ 2 ) in correspondence to which the PO given by (29) has a desired value. This leads to the identification of an outage feasible capacity region: if the operating point falls within this region, then the conditions (24) are satisfied with the given PO. The borders of the outage feasible capacity region, in the case with n = 2, for various values of the PO are shown in Fig. 5 . In all cases, r = 1/2 and ρ = 0.95. The evaluation of the exact outage feasible region in a scenario with n > 2 would entail very cumbersome (n − 1)-dimensional integrations. However, in order to determine the projection of the outage feasible capacity region on the (λ 1 , λ 2 ) plane, one can assume λ 3 = ∞ (i.e., regardless of the fading realization, link 3 is absolutely reliable): this allows to evaluate P (JCD) o by solving a bi-dimensional integral (as in the case with n = 2). The borders of the projection of the outage feasible capacity region, in the case with n = 3 and for various values of the PO, are shown in Fig. 6 . In all cases, r = 1/2 and ρ = 0.95. By comparing the curves in Fig. 6 with those in Fig. 5 , it can be concluded that the projection can be conjectured to become a square. This fact is similar to the behavior in the AWGN case, as can be seen in Fig. 4 . It can also be observed that the outage feasible capacity region tends to be a square in a similar way to the AWGN case. Therefore, we can conclude that, from a theoretical point of view, n = 4 observations are sufficient to approach the limiting system performance in the considered setting. This conclusion will be confirmed by simulations in Section V for a practical LDPC code.
We remark that evaluating, for a given PO, the limiting border of the projection of the corresponding outage feasible capacity region is an open problem. More generally, the evaluation of the "shape" of the multi-dimensional outage feasible capacity region is currently under investigation.
V. PERFORMANCE RESULTS WITH DECODING AND FUSION
We now present numerical results for the proposed scenario, by means of a custom simulator written in C. Each of the observation sequences is encoded using a regular rate-1/2 (3,6) low-density parity-check (LDPC) code, as in [13] . The considered LDPC code has L = 1000. Each component LDPC subdecoder at the AP uses a classical sum-product algorithm with a maximum number n int−max it = 50 of internal iterations. In the presence of JCD, the number n ext it of external iterations between the subdecoders is fixed to 20. Finally, ρ is set 4 to 0.95. In most of the results presented in the remainder of this section, we will consider a binary phenomenon with equally likely states, i.e., p 0 = p 1 = 1/2. For a given SNR, the results are averaged over different indipendent runs until at least 200 received packets or 10 4 received bits are erroneous. These values have been chosen in order to guarantee a 95% confidence interval. Finally, in order to bound the simulation duration, the maximum number of transmitted bits is set to 10 9 for each SNR value.
A. Partial Performance Analysis: Decoding
We first analyze the performance of the decoding strategies presented in Subsection III-B.2 and Subsection III-B.3, in order to highlight (i) the impact of the scheduling strategy and (ii), in the presence of SCD, the relative loss with respect to JCD schemes. The average bit error rate (BER) and the outage probability (denoted as P O ) are the considered performance indicators. The average BER is defined as the average number of errors between the true sensor observations and their estimates at the AP and is evaluated by averaging over all n data flows and all fading realizations. Concerning the outage probability, an outage event occurs when at least one bit in at least one of the n packets received by the the AP is in error with respect to those transmitted by the n sensors. The outage probability is thus evaluated as the arithmetic average of the numbers of outage events over all fading realizations.
In Fig. 7 , the performance, in terms of BER as a function of the bit SNR, of the JCD algorithm is compared with that of the SCD algorithm, considering various values of the number of sensors n and p 0 = p 1 = 1/2. The sensor-AP links are affected by AWGN. As expected, when the number of observations increases, the BER with JCD reduces, owing to the fact that a larger number of observations is considered. Moreover, SCD shows a significant performance loss with respect to JCD. This is to be expected, since the subdecoders do not 4 We performed simulations for different values of ρ and found results similar to those presented in this paper for values of ρ higher than 0.8. exchange any soft-information to improve their performance.
More precisely, since all communication links are statistically equivalent, the performance with SCD does not depend on the number of sensors. Moreover, the use of JCD allows to obtain a performance improvement with respect to SCD (e.g., an SNR gain around 1.3 dB at a BER equal to 10 −5 and n = 2).
In Fig. 8 , the performance, in terms of (a) BER and (b) outage probability as functions of the bit SNR, of the JCD algorithm is compared with that of the SCD algorithm. The sensor-AP links are block-faded. As expected, when the number of observations increases, the BER reduces, owing to the fact that the correlation between the observations is exploited by the JCD algorithm. In fact, since there is a larger number of communication links, the high BER at the output of a strongly faded link can be partially lowered thanks to the reliable a priori information coming from the softoutput subdecoders associated with the other sensors which experience less faded links. Considerations similar to those carried out for the BER performance still hold for the outage probability. In this case, however, a significant difference can be highlighted with respect to the performance in terms of BER. In fact, the outage probability increases when the number of observations n increases (e.g., from 2 to 4). This is due to the fact that when the number of observations and, consequently, of transmitted packets increases, it is more likely that at least one bit (over all links) is in error. On the other hand, if the outage probability is the performance metric of interest, the beneficial presence of a priori information from the other (less faded) links is less noticeable than in the BER-based analysis, and the worst link dominates. As already pointed out in Fig. 7 , the performance with SCD does not depend on the number of observations n. Moreover, the use of JCD allows to obtain a significant performance improvement with respect to SCD (e.g., an SNR gain about 5 dB at a BER equal to 10 −3 and n = 2). In the outage probability case, the same considerations carried out for the BER are still valid. Therefore, the performance worsens as the number of sensors increases, and this degradation can be observed with both JCD and SCD. Finally, since the improvement from n = 3 to n = 4 is limited, it is confirmed that about 4 observations are sufficient to achieve good decoding performance. At this point, one may conclude that the use of JCD is the best choice in decoding correlated observations, since SCD has a significant performance loss and, therefore, the soft information output by a JCD is more reliable. However, as will be shown in Subsection V-B, this is not a general conclusion when decoding is followed by fusion.
B. Complete Performance Analysis: Decoding and Fusion
After analyzing the performance of the decoding block, we now evaluate the overall performance in the presence of both decoding and fusion operations. More precisely, we evaluate the probability of decision error on the information sequence b b b. In Fig. 9 , the probability of decision error is shown, as a function of the bit SNR, for various values of the number n of sensors. The sensor-AP links are affected by AWGN. In the decoding block, the JCD algorithm is used. As anticipated in Subsection III-B.1, all curves reach, for large values of γ b , the floor predicted by (16) . In particular, since for p 0 = p 1 = 1/2 the fusion rule does not improve (in terms of the floor) when n increases from an odd value (e.g., 3) to the next even value (4), no improvement is observed for the limiting performance values in Fig. 9 . For the sake of completeness, in the same figure the theoretical performance limits predicted by the use of (16) is shown. It can be observed that the use of JCD guarantees an SNR gain, in terms of convergence to the limiting probability of decision error with respect to SCD, approximately equal to 2 dB. Other results (not shown here for lack of space) show that the scheduling strategy and the combination operation used in the JCD algorithm has no impact at all if information fusion is considered afterwards.
In Fig. 10 , the probability of decision error, as a function of the bit SNR, in a scenario with JCD is directly compared with that of a scenario with SCD. Various values of n are considered. The sensor-AP links are block-faded. First, all considerations about the limiting performance (in terms of probability of decision error floor) highlighted in Fig. 9 are still valid. It is interesting to observe that, while SCD has a detrimental impact on the performance at the output of the decoding algorithm (as shown in Subsection V-A), this effect is highly reduced by the fusion operation. This allows to conclude that, when a CEO problem similar to that considered here (with block faded links) is of interest, observation correlation does not have to be used in the decoding algorithm, but only in the fusion operation. Therefore, a simple decoding strategy (such as SCD) can be used, thus limiting the receiver complexity without degrading its performance.
VI. CONCLUDING REMARKS In this paper, we have analyzed a CEO scenario, where the sensors observe a noisy version of a binary sequence generated by a single hidden source and the AP's goal is to estimate this sequence, on the basis of the channel encoded data received by the sensors and taking into account the observation correlation. Both AWGN and block faded sensor-AP link models have been considered. We have first concentrated on the receiver design. Because of the unfeasible computational complexity of an optimum joint MAP decoding-fusion rule, we have proposed two-suboptimal strategies, both based on the separation of decoding (carried out with JCD or SCD) and fusion operations. The impact of the number of the observations on the feasible (AWGN) and outage feasible (block fading) capacity regions has been first investigated: our results suggest that a small number of observations (namely, 4) are sufficient to approach the limiting capacity regions (in both AWGN and block faded scenarios). We have then investigated the overall system performance in terms of bit error rate (BER), probability of outage (only in the block faded case), and probability of decision error (after fusion). Our results show that the particular instance of the decoding block (SCD or JCD) has a strong impact on the average BER and outage probability before the fusion operation. When the probability of error after fusion is of interest, it has been observed that JCD is appealing in the AWGN case, whereas it has a minor impact on the block faded case. Therefore, in the block faded case the use of SCD followed by fusion incurs a very limited performance loss with respect to a scheme with JCD, keeping the computational complexity very low.
