Abstract. Using the mollifier method, we show that for a positive proportion of holomorphic Hecke eigenforms of level one and weight bounded by a large enough constant, the associated symmetric square L-function does not vanish at the central point of its critical strip. We note that our proportion is the same as that found by other authors for other families of L-functions also having symplectic symmetry type.
Introduction
A recurring theme in the theory of L-functions is the study of whether or not an L-function vanishes at its central point (the point of symmetry of the L-function's functional equation). One may be interested in this question if the central value is expected to be a special value, as in the case of the L-function associated to an elliptic curve over a number field, for which the Birch and Swinnerton-Dyer Conjecture predicts that the order of vanishing at the central point is the same as the rank of the elliptic curve. Even if the central value of the L-function under study is not expected to be a special value, the question of non-vanishing is connected to deep conjectures on the distribution of the L-function's zeros. The following type of problem is usually formulated: given a suitable collection of related Lfunctions ordered by analytic conductor, how much of this family is non-vanishing at the central point? A great deal of work has been done on this problem for many families of L-functions, of which only a small selection will be referenced in the course of this paper. Here we study the problem for a family of degree three L-functions: symmetric square L-functions lifted from classical cusp forms.
Let H k denote the set of holomorphic cusp forms f of level one and weight k which are eigenfunctions of every Hecke operator and have Fourier expansions of the form
for ℑ(z) > 0 with a f (1) = 1. The coefficients a f (n) are necessarily real and satisfy the Ramanujan-Petersson bound |a f (n)| ≤ d(n), where d(n) is the divisor function. The set H k has k 12 + O(1) elements and forms an orthogonal basis of the space of cusp forms of level one and weight k (see [6] ). For ℜ(s) > 1 we can define the symmetric square L-function associated to f ∈ H k as the absolutely convergent . The symmetric square L-function has the degree three Euler product
Shimura [16] showed that L(s, sym 2 f ) analytically extends to an entire function on C and satisfies the functional equation
where . We also see from the functional equation that the conductor of L(s, sym 2 f ) in the weight aspect is k 2 . Gelbart and Jacquet [4] showed that L(s, sym 2 f ) is actually the L-function attached to a cusp form on GL (3) .
There is no trivial reason for L(s, sym 2 f ) to vanish at s = 1 2 ; that is, the functional equation does not force L( 1 2 , sym 2 f ) to equal zero. There seems to be no non-trivial reason either, as L( 1 2 , sym 2 f ) is not known to be a special value. By this general principle and by the Density Conjecture, which we discuss in the next section, it is conjectured that L( 1 2 , sym 2 f ) is never zero. Indeed it would be a great achievement to prove that for a positive percentage of the family H k we have L( 1 2 , sym 2 f ) = 0. We do not solve this problem here but settle for something weaker. We show a positive percentage of non-vanishing on a larger family: essentially K≤k≤2K k≡0 mod 2 H k for large K. We are in the standard situation where the ratio of log(conductor) to log(family size) is 1, while this ratio is 2 in the case of a family of an individual weight. In a different direction, Blomer [1] has considered symmetric square lifts of cusp forms f of prime level N , real primitive nebentypus and fixed weight (so that the ratio log(conductor):log(family) is 1). He showed that for large N , we have L( For any complex numbers α f depending on f , let
. 
For the rest of the paper, let us fix a function h satisfying the conditions of the theorem. Thus taking a arbitrarily close to 1 2 and counting harmonically, we have that at least 19 27 > 70% of our family is non-vanishing at the central point. The reason for the theorem's presentation of the constant of proportionality in terms of a parameter a rather than just the best numerical value will be explained.
We expect the same theorem to hold if we replace the sums h by uniform sums
We have only worked with harmonic sums here, but it would be interesting to remove the weights L(1, sym 2 f ) −1 . A method to do this was described in [10] . With less work, one can get a smaller but explicit uniform proportion of nonvanishing from our result using just the Cauchy-Schwarz inequality and moments of L(1, sym 2 f ).
1.2.
The Katz-Sarnak Philosophy. In this section, we discuss a few instances relevant to our paper of the so-called Katz-Sarnak philosophy. Since the discovery of a connection between zeros of the Riemann Zeta function and eigenvalues of random matrices by Montgomery [13] and Dyson [3] in the 1970's, there has been a lot of work by many authors studying the distribution of zeros of L-functions in families. The conjectures stemming from this work (and the proofs in function field settings by Katz and Sarnak [9] ) suggest that the distribution of zeros near the central point of a family of L-functions is the same as the distribution of eigenvalues with small argument of a corresponding classical compact group. Here we are concerned with the group U Sp(2N ) of 2N × 2N complex matrices which are both unitary and symplectic. In [7] , Iwaniec, Luo, and Sarnak studied the one-level density distribution of the low-lying zeros of some GL(2) and GL(3) families of L-functions. Their work yields non-vanishing results conditional on the Generalized Riemann Hypothesis for these families. Therefore, let us assume the GRH throughout this section even though some other results of their paper are unconditional. For the the symmetric square family {L(s, sym 2 f )|f ∈ H k }, denote a zero of L(s, sym 2 f ) by 1 2 + iγ f , where γ f is real. Let T be a slowly growing function of k, say T = O(log k). The number of zeros of L(s, sym 2 f ) counted with multiplicity with imaginary part between zero and the short height T is asymptotic to cT log k for some constant c. Letγ f = γ f c log k so that the average spacing between these normalized zeros is 1. Define for an even Schwartz class function φ,
To get an understanding of the fine behavior of the zeros near the point s = 1 2 , we would like to evaluate the average of D(sym 2 f, φ) over the family H k for φ with arbitrarily small support. Investigating this problem, Iwaniec, Luo, and Sarnak proved that for W USp (x) = 1 − sin(2πx) 2πx , we have 1
as k → ∞ provided thatφ, the Fourier transform of φ, is supported on the interval (− 1 2 , 1 2 ). The condition onφ is very restrictive and does not permit taking φ with finite support. The Density Conjecture claims that (1.8) holds without restriction onφ. With an extra averaging over the weight the same result is found for a larger class of test functions. Assuming the GRH for Dirichlet L-functions as well, the three authors proved that
as K → ∞ provided thatφ is supported on the interval (− ≪ ǫ 2 and so
What is amazing is that W USp is the same function which occurs on the Random Matrix Theory side. A matrix A ∈ U (2N ) has N pairs of complex conjugate eigenvalues e iθA on the unit circle, counted with multiplicity. Letθ A = N π θ A so that the average spacing between the normalized angles is 1. Katz and Sarnak showed that for an even Schwartz class function φ we have (1.10) as N → ∞, where dA is Haar measure.
Another family that is found to be symplectic is the family of degree one quadratic Dirichlet L-functions L(s, ( 8d · )) for d odd and squarefree with X ≤ d ≤ 2X. This was first shown byÖzluk and Snyder [14] . For another example, consider the set of degree two L-functions attached to 'odd' primitive cusp forms f of weight 2 and prime level q. By odd we mean that at the central point, the functional equation 
(1.11) Above δ 0 is the Dirac delta function, which occurs because every (unitary) matrix in SO(2N + 1) has 1 as an eigenvalue. In this case it is clearly more interesting to study the non-vanishing of the derivative
vanishes precisely when L(s, f ) has an additional zero at s = where v > 0, we have φ(0) = 1, φ(x) ≥ 0, andφ supported on (−v, v) . With this test function we have from (1.9) that is gotten conditionally on GRH in [7] . Actually a slightly better answer is also found by optimizing the choice of φ.
Similarly for the quadratic Dirichlet L-function family above, by taking v = 2 in (1.13),Özluk and Snyder conditionally showed that for large X at least 15 16 of the family is non-vanishing at the central point. For the third family, of odd Hecke L-functions, again it was conditionally obtained in [7] that when q is large enough, for at least 15 16 of the family we have
2 ) = 0. In all three examples, the Density Conjecture implies a proportion of 1 by taking v arbitrarily large.
1.3. The mollifier method. We prove Theorem 1.1 using the mollifier method, a technique which goes back to Bohr and Landau and was used by Selberg [15] to show that a positive proportion of the non-trivial zeros of the Riemann Zeta function lie on the half line. Let us begin by observing that in principle we can recover the distribution of the values L(
n for all n ∈ N. However our knowledge of these moments is very limited. For the first moment it is known (see [12] 
For the second moment we have the conjecture (1.16) where P h and Q h are degree one and degree three polynomials respectively which depend on h, and ǫ is an arbitrarily small positive constant. This shows that the average value of L( 1 2 , sym 2 f ) is proportional to log K, and we would like to be able to conclude that a lot of values of L( 
Thus we get that for a proportion of (log K) −1 of Hecke cusp forms of weight less than K, we have L(
This however is 0% and we can improve upon it by using the mollifier method. With the power savings in the error terms of (1.16), there is room to find a little more than the second moment. Define a short Dirichlet series, called a mollifier,
where a > 0 is a constant and x r are coefficients to be chosen. Since the nonvanishing of L(
We shall compute the mollified moments in terms of the coefficients x r and then carefully choose x r to maximize this ratio. This choice of M (f ) dampens or mollifies the large values of L( 1 2 , sym 2 f ), so that the square of the first moment and K times the second moment are comparable. Thus we will get that L(
is not zero for a positive percentage of our family. In fact we will show that for an optimal mollifier of length K a , where recall that K 2 is the size of conductor of our family, we get a proportion of 1 − (1 + a) −3 . Our methods enable us to take a < 1 2 . Soundararajan [17] proved using the mollifier method that for at least 2 ) for odd primitive cusp forms f of weight 2 and prime level q. Taking a mollifier of length ( √ q) a , where q is the conductor of L ′ (s, f ) and a < 1 2 (which the authors remarked can be improved to a < 1), they showed that for large enough q we have that L ′ (f, 2 ) = 0 for a proportion of 1 − (1 + a) −3 of this family. Thus our result supports the belief that these three different families of L-functions share the same distribution of low lying zeros. In fact, from a family's symmetry type one can make predictions using the Ratios Conjecture about non-vanishing by the use of mollifiers (see [2] ).
Being able to take a mollifier M (f ) of length K a is roughly comparable to being able find the (2 + 2a)
th moment of L( , sym 2 f ) on average over the weight. Thus we can make a heuristic connection between a and v, with v corresponding to a + 1. In this way, our proportion of non-vanishing of 19 27 is the unconditional analogue of the conditional proportion 8 9 of [7] . Similarly, the unconditional proportion 27 are quite good-this can be explained by the repulsion of zeros that is expected at the central point in the symplectic family. This may be compared with the orthogonal family considered in [8] , where a proportion greater than 1 2 is sought, but not quite achieved, to show that Landau-Siegel zeros do not exist for Dirichlet L-functions.
The first twisted moment
In this section we find the first moment of L(
on average over k. This will yield the first mollified moment.
where C is an absolute constant, ǫ > 0 is an arbitrarily small positive constant and the error term depends on ǫ and h.
Let us adopt the following convention throughout this paper: ǫ will always denote an arbitrarily small positive constant, but not necessarily the same one from one occurrence to the next. Any implied constants may depend implicitly on h and ǫ, unless otherwise indicated. Before proving this theorem we will need some preliminary results.
2.2.
Petersson trace formula. We will need the Petersson trace formula:
where the value of δ m,n is 1 if m = n and 0 otherwise, S(n, m; c) is a Kloosterman sum, and J k−1 is the J-Bessel function. 2 f ) as a weighted Dirichlet series. From property (2.4) below, the terms of this series are only significant for n ≤ k 1+ǫ , so that the length of the Dirichlet series is essentially equal to the square root of the conductor. We will use Stirling's approximation: log Γ(z)
where for any real ξ > 0 and A > 0,
is real valued and satisfies,
, for any A > 0 and integer B ≥ 0.
(2.5)
.
(2.6)
We also have that
for any A > 0, where G(y) = π 
where the integral is taken from c − i∞ to c + i∞ and converges absolutely because the integrand decays exponentially as |ℑ(y)| → ∞. In the range ℜ(y) ≥ − ) and so we get that L(
we can use the Dirichlet series expansion (1.2) to get
where we implicity exchanged summation and integration by absolute convergence. This establishes (2.2).
For ℜ(y) = A we have by Stirling's estimates that
This implies (2.4). We obtain (2.5) by first differentiating V k (ξ) and then using Stirling's estimates. To get (2.6) we move the line of integration of V k (ξ) to ℜ(y) = −1, crossing a double pole at y = 0. The main term (2.6) is the residue from this pole and the error is given by Stirling's estimates.
Let us turn to (2.7). We have
. For ℑ(y) ≤ k ǫ it follows from Stirling's estimates that
A and G(y) is exponentially decreasing on vertical strips, we can restrict the integral in
). The line of integration can be moved any A > 0 to get (2.7).
2.5. An average of the J-Bessel function. We have the following standard estimates:
The long term behavior of the J-Bessel function manifests itself when we average over k: Lemma 2.6. We have for t > 0,
e iuv du andĥ denotes the Fourier transform of h. The implied constant is absolute.
Proof. We refer to [6, Lemma 5.8] for the full proof. It is shown there that the sum we want equals
where the last line follows by writing cos 2πv = 1 − 2π
. We have written the main term as it appears in [7, Corollary 8.2] .
We have that (v) ≪ 1 and by integrating by parts several times we get that (v) ≪ B v −B for any B ≥ 0. Thus the main term of (2.11) is not dominant if
By lemma 2.6 we have
(2.14)
Using the integral definition of V k (n) we have
for any A 1 , A 2 > 0. By integrating by parts several times and Stirling's formula we have for
for any B ≥ 0. This together with the fact that G(y) decreases exponentially as ℑ(y) → ∞ implies
Thus W is essentially supported on n ≤ K 1+ǫ , m ≤ K 1+ǫ , and v ≤ K ǫ . Similarly by integrating by parts, the error in (2.14) is
for any A 1 , A 2 > 0. In applications t will be bounded by a power of K and so this error term essentially only appears when n ≤ K 1+ǫ and m ≤ K 1+ǫ . In combination with (2.7) we have
where we define for real ξ 1 > 0 and ξ 2 > 0, Similarly we have
e iuv du and A > 0. We have 
Estimating V k (r) using (2.6) and using (2.24) we get that (2.28) equals,
for any A > 0. In the third line of (2.29), the sum can be restricted to n ≤ K 1+ǫ with an error of O(K −10 ). By the bound (2.25) on W K , the sums in the second line can be restricted to n ≤ K 1+ǫ and c ≤ nr/K 2−ǫ , with an error of O(K −10 ). Then using Weil's bound for the Kloosterman sum, we find that the last two lines of (2.29) are bounded by O(r 
for any B > 0, whereĥ denotes the Fourier transform of h. Writing log k = log(
) and using (2.30) the proof is complete.
The second twisted moment
In this section we find the second moment of L( 1 2 , sym 2 f ) twisted by a Fourier coeffiecient a f (r 2 ) on average over k. This will yield the second mollified moment. Interesting features make this computation natural and simple. 
where P i is a polynomial of degree i and we write log i x = (log x) i .
We will need the following results.
Sum of Kloosterman sums.
We will need the following sum of twisted Kloosterman sums. 
We first deal with the inner sum above. We assume throughout this proof that b ≤ rK 1+ǫ/4 ≤ K 2−ǫ/2 and c ≤ nbK −2+ǫ/4 ≤ K 1−ǫ/2 , since otherwise both sides of (3.1) would be of size O(K −100 ). This follows by the bound (2.23). Using definition (2.20) and integration by parts we have have the following bound on the derivatives of W for ξ > 0: By integrating by parts j times and using (3.3) we find that for |n| = 0 we have
, the above is of size O(|n| −2 K −100 ) by taking j large enough. Thus only the n = 0 term is significant and (3.4) equals
by Poisson summation again.
As for the outer sum of (3.2), opening the Kloosterman sum we have .
This is multiplicative in c, and so we can assume c to be a prime power p k . Let ord p (a) denote the highest power of p dividing a.
3.4. A Mellin transform. Denote by f the Mellin transform of a function f .
Lemma 3.5. For 0 < ℜ(s) < 1, we have
and the bound z (s) ≪ ℜ(z) (1 + |z|) 3 |s| −2 . For 0 < c < 1 we have
Proof. We have the Mellin transform ∞ 0 v s−1 e iv dv = Γ(s)e iπs/2 for 0 < ℜ(s) < 1. Thus since h is compactly supported on (0, ∞) we have
as T → ∞. This gives (3.9). By Stirling's approximation we have Γ(s)e iπs/2 ≪ |s| for 0 < ℜ(s) < 1. So on integrating by parts the expression (3.9) we get 
Using the approximate functional equation and the Petersson trace formula, we get that the twisted second moment is 
We first evaluate line (3.15), the diagonal contribution to the second moment, and turn to the off-diagonal part (3.16) in the next section. We have using (2.7),
We move the line of integration ℜ(x) = ǫ to ℜ(x) = −1 + ǫ , crossing a double pole at x = 0 and a simple pole at x = −y. The integral on the new line is ≪ rK −1+ǫ . Thus since ζ(1 + 2x)/x = 1/(2x 2 ) + γ/x + . . . we get that (3.17) is
Now we move the line of integration in (3.18) to ℜ(y) = −1 + ǫ, crossing a pole of order 4 at y = 0. The integral on the new line is
. From the residue at the pole we find that (3.18) equals
where P i is a polynomial of degree i. Inserting (3.20) into (3.15) and averaging over k using (2.30) gives the main term of Theorem 3.1. Inserting (3.19) into (3.15) gives that the contribution of this term to the diagonal is
We will see that this cancels out with the off-diagonal! Note that the integrand is an even function of y. One can check that d|r 2 1 √ d1 r y d y is even by observing that it is multiplicative in r and then checking that it is even for r equal to a prime power.
3.7. Proof of Theorem 3.1: the off-diagonal. In this section we evaluate line (3.16) . By (2.14) we have that (3.16) equals − 4πK
8πnmr ) (3.22) 
The error above is O(r ) we get that the main term of (3.23) is, up to an error of O(K −10 ),
The point here is the 'completion of the square' which we saw in (3.7). This feature also appears in [5] and [7] . Note that the condition r ≤ K 1−ǫ of Lemma 3.3 is the real limitation to the length of our mollifier.
We have by Lemma 3.5 that
Inserting this into (3.24) and exchanging orders of summation and integration freely by absolute convergence we get that (3.24) equals
where we used that ζ(2s)ζ(2s + 1)
. Now we move the lines of integration ℜ(x) = ℜ(y) = 1 to ℜ(x) = ℜ(y) = ǫ, crossing simple poles at y = s and x = s. On the new lines
, so the contribution to (3.26) of the new integrals is O(r 1 2 K ǫ ). Thus from the poles we get that (3.26) equals
Using Lemma 3.5 the main term of (3.27) equals
We will see by the functional equation of ζ(s) that the integrand above is an even function of s. In fact (3.28) exactly cancels out with (3.21). This is another feature of the moment calculation.
, so to show that (3.28) and (3.21) cancel we need to show that (8π)
. By the functional equation of ζ(s) and the duplication formula of Γ(s) we have 
Optimizing the mollifier
In the previous sections we found the first and second moments of L( 1 2 , sym 2 f ) twisted by the Fourier coefficient a f (r 2 ). These immediately lead to the moments of L(
. Here x r are coefficients to be determined with x r = 0 for r ≤ 0 or r > M , where M = K a for some constant a > 0 also to be determined. Also suppose that x r ≪ M ǫ as this will be the case once choices are made. In this chapter we choose a mollifier that maximizes the proportion of non-vanishing of L( 1 2 , sym 2 f ) given by (1.19). We shall see that this boils down to a problem of minimizing a quadratic form in the x r with a linear constraint. By Theorem 2.1 we have the first mollified moment, a linear form in x r :
Using the Hecke relation (3.13) we have the second mollified moment, a quadratic form in x r :
Above
Thus under this condition we have by Theorem 3.1,
(r1,r2)=1
where
and P i are degree i polynomials as in Theorem 3.1. We see from this that the longest length of mollifier we are able to take is M = K 1 2 −ǫ and hence we make the restriction a < (4.5) where in the second sum d is the divisor function. Note that τ (p) = 2+p − 1 2 , so that τ behaves roughly like the divisor function. Since S(r) is roughly of size (log K) 3 for r ≤ K 1−ǫ , we expect M 2 to be roughly of size
We will make a choice of x r based on this quadratic form; one that maximizes the ratio of M 2 1 to (4.6), under the assumption that x r is supported on square-free r. The form of our mollifier and this last assumption are reasonable from the Euler product (1.3) and the expectation that the mollifier will mimic a multiple of the inverse of L( 1 2 , sym 2 f ). For this choice we will find that M 1 ≍ K(log K) 3 and M 2 ≍ K(log K) 6 , and we'll get that
Thus together with observation (1.19) the main theorem will follow. 4.1. Change of variables. We simplify the problem by diagonalizing the quadratic form (4.6). We assume that x r = 0 if r is not square-free. We have
where in the last line we used the Mobius function to detect the condition (r 1 , r 2 ) = 1. Define a change of variables
Thus y j is supported on positive square-free integers j less than or equal to M . This change of variables is invertible:
where we used the Mobius function to detect n = 1 in the first sum. Also define coefficients for positive square-free j (and otherwise set equal to zero), and (4.6) equals K log 3 K j v j y 2 j . This is the diagonal quadratic form that we will work with. For this change of variables, the linear form M 1 equals (4.13) where the coefficients are
For square-free j we have
where we define for positive square-free j (and otherwise set equal to zero),
As the notation suggests, µ * behaves roughly like µ. Now,
With this change of variables we can easily determine the optimum choice for y j . By the Cauchy-Schwarz inequality we have,
obtains its upper bound when
Set y j to this value henceforth and note that y j ≪ log K. 
The error is O(K log 2 K). We have that
after a nice simplification. Now it is well known that
Indeed, we have that j≥1
where F (s) is analytic and absolutely convergent for ℜ(s) > − By partial summation we get
Expanding the logarithms in the definition of S(r 1 r 2 α 2 /e), we see that M 2 is a sum of terms proportional to
where i 0 , . . . , i 5 are non-negative integers with i 0 + . . .
We show in this section that (4.25) is of size K(log K) 6 when i 0 + i 3 + i 4 = 3. In the next section we will see that it is bounded by K(log K) 5 otherwise. Thus in this section we want to evaluate the quadratic form,
for the choice made in (4.20). We have
and we evaluate the contribution of each of these terms one by one.
• The contribution of the log 3 K term of (4.27) to (4.26) is
by the same calculations as for the evaluation of M 1 .
• The contribution of the log 2 K log r 1 r 2 term of (4.27) to (4.26) is
by symmetry. Using the Mobius function to detect (r 1 , r 2 ) = 1 this equals
in terms of the new variables y j . Using that α
(1 + p − 1 2 +ǫ ) and the bound y j ≪ log K, we have that the second line of (4.30) is
j for j ≥ 0 be the generalized von Mangoldt function. Thus Λ 0 (1) = 1 and Λ 0 (n) = 0 for n ≥ 2, and Λ 1 (n) is the usual von Mangoldt function Λ(n) supported on prime powers. The function Λ j (n) is supported on integers n having at most j distinct prime factors and satisfies
for coprime integers n and m. Writing log r 1 = b|r1 Λ(b), the first term of (4.30) is
on substituting the value u j /v j of y j and using (4.17). As the sum above is restricted to prime values of b, we can remove the condition (b, j) = 1 since otherwise b|j and the contribution of such terms is ≪ K log 5 K. The above sum can be evaluated by partial summation. Recall that µ * (j) by partial summation.
• The contribution of the log K log r 1 r 2 log d 2 term of (4.27) to (4.26) iŝ h(0)K log K x αβr1 x αβr2 τ (r 1 )τ (r 2 ) log(βr 1 ) r 1 r 2 .
In terms of the new variables y j , the first two lines of (4.36) contributê h(0)K log K for some coefficients a ijk , with a 110 = 2. Only the term with i = j = 1 and k = 0 of this expansion is significant. Showing that the contribution to (4.40) of any term with k ≥ 1 is O(K log 5 K) is very similar to how we showed that third term of (4.36) is small. This leaves us to consider the contribution of the term with i = 2 and j = k = 0. This is less than K log K 
