Etgen and Pawlowski have recently given criteria for oscillation of matrix differential equations which involve the value of positive linear functional on the matrices appearing in a matrix differential equation. We characterize these functional and indicate relationships to eigenvalue criteria for oscillation. Our results are also useful for the detection of the oscillation of particular matrix differential equations.
A CHARACTERIZATION OF POSITIVE LINEAR FUNCTIONALS AND OSCILLATION CRITERIA FOR MATRIX DIFFERENTIAL EQUATIONS TERRY WALTERS
Abstract. Etgen and Pawlowski have recently given criteria for oscillation of matrix differential equations which involve the value of positive linear functional on the matrices appearing in a matrix differential equation. We characterize these functional and indicate relationships to eigenvalue criteria for oscillation. Our results are also useful for the detection of the oscillation of particular matrix differential equations.
1. Introduction. In this article we examine positive linear functionals on the linear space of square matrices of order n. We show that there is a one-to-one correspondence between nonnegative definite matrices and positive linear functionals and we bound the value of the positive linear functional on a given matrix by the eigenvalues of the given matrix. These results are useful for the detection of the oscillation of matrix differential equations and we discuss this application in §4 of this article. The following well-known lemmas will be needed in the sequel. The proofs of these lemmas as well as the definitions of terms from linear algebra can be found in Lemma 2.2. For any n X n real matrix A, ATA is positive semidefinite. Conversely, if B is positive semidefinite, then there exists an n X n matrix A such that B = ATA. 3. Main results. The first result is a characterization of positive linear functionals on Mn. We let < , > denote the inner product on R" and u will denote the column vector in R" such that m, = 1, / = 1, 2, . . ., u. Let / denote the identity matrix. This is a contradiction to the positiveness of g. Consequently, [a¡\ is nonnegative definite. The converse follows from Theorem 1, p. 94 of [1] and the equalities 8(B) = ¿ a0b0= 2 afr-giB'). ',y=i ij-i
The following theorem concerns itself with the fact that the norm of a positive linear functional is equal to its value at the identity matrix. This statement is in Corollary (4.5.3) of Rickart's book [6] but we give an independent proof since Rickart considers complex Banach algebras and his proof does not carry over to the case of a real Banach algebra. iiî-<i%V<1" (3-10)
Consequently, I ju,| < 1.
From the fact that all the eigenvalues of S are bounded in absolute value by 1, it follows that / -S is nonnegative definite and, using Lemma 2. Then it is easy to see that g(Q(t)) = \/3t2 and g(P(t)) = 1/3 + 2/3/. To show that the resulting scalar equation is oscillatory, we note that eventually 2 > (1 + 2/t) and employ the Sturm-Picone theorem [5] to reduce the question of oscillation to the comparison equation u" + \/2t2u = 0. This equation is oscillatory by Theorem 2.1 of [8] .
Noticing that from the form of the scalar comparison equation in Theorem A we can assume that g has norm one, Theorem 3.3 suggests that some eigenvalue criterion might be stronger than the criteria of Theorem A using positive linear functionals. In fact, Tomastik [9] and [10] has some results in this direction. It should be noted however, that St. Mary has shown in [7] that the oscillation of (Xm(P(x)y'))' + XM(Q(x))y = 0 is not sufficient for the oscillation of (4.1).
