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Empirical likelihood based methods have seen many applications. It in-
herits the flexibility of non-parametric methods and keeps the interpretabil-
ity of parametric models. In recent times, many researchers begin to con-
sider using such methods in Bayesian paradigm. The posterior derived from
the BayEL lacks analytical form and its support has complex geometry. Ef-
ficient Markov chain Monte Carlo techniques are needed for sampling from
the BayEL posterior. In this thesis, two computational techniques are con-
sidered. We first consider Hamiltonian Monte Carlo method, which takes
advantage of the gradient of log Bayesian empirical likelihood posterior to
guide the sampler in the non-convex posterior support. Due to the nature
of the gradient, the Hamiltonian Monte Carlo sampler would automatically
draw samples within the support and rarely jumps out of it. The second
method is a two-step Metropolis Hasting, which is efficient for both fixed
and varying dimensional parameter space. The proposal in our method is
based on the maximum conditional empirical likelihood estimates. Since
such estimates are usually in the deep interior of the support, candidates
proposed close to them are more likely to lie in the support. Furthermore,
when the sampler jumps to a new model, with the help of this proposal,
the BayEL posteriors in both of the models are close. Therefore, the move
viii
Summary
and its inverse both have a good chance of being accepted. Another aspect
considered in this thesis is the BayEL based Bayesian model selection.
We propose an empirical likelihood based deviance information criterion
(ELDIC), which has similar form to the classical deviance information cri-
terion, but the definition of deviance now is based on empirical likelihood.
The validity of ELDIC using as a criterion for Bayesian model selection
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Empirical likelihood based methods have garnered immense interest in
the statistics world in recent times. These methods are based on a non-
parametric estimate of the underlying distribution of the data, constrained
by model based parametric restrictions. Thus they benefit from the flex-
ibility of non-parametric procedures without losing the interpretability of
parametric models.
In its present form empirical likelihood was introduced by Owen (1988).
However, similar procedures were discussed in Hartley and Rao (1968)
(scale-load approach), Thomas and Grunkemeier (1975) (survival analy-
sis), Rubin (1981) (Bayesian bootstrap) and others. Owen (1988) made a
thorough theoretical study of the Wilk’s statistics corresponding to an em-
pirical likelihood ratio and showed that asymptotically it converges to a
chi-squared distribution.
Empirical likelihood based methods have many advantages. First, the
corresponding Wilk’s statistic can be inverted to produce data-determined
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confidence intervals (Owen, 1988; Berger and De La Riva Torres, 2012).
These intervals don’t require an estimate of the variance. Second, these
intervals are Bartlett correctable (DiCiccio et al., 1991; Corcoran, 1998),
and inherits asymptotic higher order efficiency (Chen and Cui, 2007). Fur-
thermore, parameters can be estimated by maximising empirical likelihood
under model based constraints. Qin and Lawless (1994) showed that such
estimates are strongly consistent and asymptotically normally distributed
under usual regularity conditions. Finally, available auxiliary information
can also be easily incorporated (Chen and Qin, 1993; Chen and Sitter,
1999; Chaudhuri et al., 2008). These desirable properties are the main mo-
tivation for using empirical likelihood based methods in many applications
including demography (Chaudhuri et al., 2008), sample survey (Chen and
Qin, 1993; Wu and Rao, 2006), covariance estimation (Chaudhuri et al.,
2007), estimation with missing data (Wang et al., 2002; Qin et al., 2009)
among others.
More recently, several researchers have started considering the possibil-
ity of using empirical likelihood under Bayesian paradigm. In Bayesian em-
pirical likelihood (BayEL∗) procedure, likelihood is estimated by empirical
likelihood. A posterior distribution can be derived by multiplying this like-
lihood with available priors for parameters. The validity of this procedure
has been discussed extensively. Lazar (2003) used the criterion proposed
by Monahan and Boos (1992) to explore the validity of resultant posterior.
Fang and Mukerjee (2006) considered a class of empirical-type likelihoods
for the population mean and developed higher-order asymptotics for the
∗Sometimes referred to as BEL, but so is blocked empirical likelihood (see Kitamura
et al. (1997) )
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frequentist coverage of Bayesian credible sets. Schennach (2005) derived
the related Bayesian exponentially tilted empirical likelihood (ETEL) from
a non-parametric procedures. Grenda´r and Judge (2009a) discussed the
asymptotic equivalence of empirical likelihood and Bayesian maximum a
posteriori probability estimator. Moreover, BayEL procedures have been
applied to various models catering to different problems, like complex sam-
ple survey (Rao and Wu, 2010), small area estimation (Chaudhuri and
Ghosh, 2011), quantile regression (Yang and He, 2012), etc.
The BayEL posterior cannot be expressed in an analytic form. Markov
chain Monte Carlo (MCMC) techniques are used instead to simulate sam-
ples from the posterior distribution. Lack of an analytic form of the pos-
terior makes implementation of Gibbs sampling almost impossible. In such
cases, one needs to resort to carefully designed random walk Metropolis
Hastings or some of its adaptive variations (see eg.Haario et al. (2001)).
However, due to the complexity of posterior support, a Metropolis algo-
rithm capable of sampling from a BayEL posterior efficiently is not easily
constructed. Therefore this motivates us to explore other Markov chain
Monte Carlo techniques which can draw samples from the posterior in a
more efficient way.
In order to solve the problem discussed above, two computational ap-
proaches are considered in this thesis. The first is Hamiltonian Monte Carlo
(HMC) method (Neal, 2011; Girolami and Calderhead, 2011), which takes
advantage of the gradient of log posterior to guide the sampler in the non-
convex posterior support. The second is a two-step Metropolis Hastings,
where the proposal is based on the maximum empirical likelihood estimates
3
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or the maximum conditional empirical likelihood estimates. This method
is useful in both of the fixed and varying dimensional parameter space.
In this thesis, we also consider the BayEL based model selection prob-
lem. To our best knowledge, the Bayesian selection of moment condition
models through empirical likelihood remains an open problem. Therefore
an empirical likelihood based deviance information criterion (ELDIC) is
proposed. It has similar form to classical deviance information criterion,
but the definition now is based on empirical likelihood.
The rest of this chapter is organised as follows. In section 1.1, we for-
mally construct the empirical likelihood with some known estimating equa-
tions as its constraints. We also derive the Bayesian empirical likelihood
based posterior through the Bayes Theorem. The main results of BayEL
techniques are presented in section 1.2. The validity of using empirical like-
lihood under the Bayesian paradigm as well as the application of this proce-
dure are discussed briefly. In section 1.3, we mainly explain the motivations
of our study. Our research is motivated by two aspects, the computational
issues involved in sampling from the posterior and the insufficient study of
the BayEL based model selection. Approaches to solve these problems will
be proposed in the following chapters of this thesis.
1.1 Introduction of Bayesian empirical likelihood
Suppose x = (x1, . . . , xn) are n observations of a random variable X
which follows a distribution F 0θ ∈ Fθ depending on a parameter θ =
(θ1, . . . , θd) ∈ Θ ⊆ Rd, where Fθ is a family of distribution described
4
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by θ. We assume that both the distribution and true parameter value
θ0 corresponding x are unknown. However, certain functions h(X, θ) =
(h1(X, θ), . . . , hq(X, θ))
T are known to satisfy
EF 0θ [h(X, θ)] = 0. (1.1)
For example, for regression models, we can take score functions as h(x, θ)
in 1.1.
Additionally, We have prior knowledge of our parameter specified by
the prior pi(θ), θ ∈ Θ. We assume that for some reason it is not possible or
desirable to specify F 0θ in a parametric form. However, it is not beneficial
to estimate F 0θ completely non-parametrically. The goal is to include the
information contained in (1.1) in the estimation procedure.
Empirical likelihood provides an alternative semi-parametric way to es-
timate F 0θ incorporating information contained in (1.1). Furthermore, this
likelihood can be used in Bayesian paradigm to include prior information
on the parameters.
Let F ∈ Fθ be a distribution function depending on a parameter θ ∈ Θ.




{F (xi)− F (xi−)} (1.2)
where F (xi−) = P (X < xi). Empirical likelihood estimates F 0θ by Fˆ 0θ ∈ Fθ
by maximising L(F ) over Fθ under constraints, depending on h(x, θ).















ωi(θ)h(xi, θ) = 0
}
∩∆n−1.
Here ∆n−1 is the n− 1 dimensional simplex.
Once ωˆ is determined from equation (1.3), F 0θ can be estimated by




Notice that, Fˆ 0θ (x) is a step function with a jump of size ωi at xi, i =
1, . . . , n. Thus the estimate of F 0θ is discrete. From (1.2), it is clear that if
F is continuous, L(F ) = 0. Furthermore, ifWθ = ∆n−1, i.e. no information
about h(x, θ) is present, ωˆi(θ) = n
−1, for all i. Thus Wθ = ∆n−1 and Fˆ 0θ (x)
is the usual empirical distribution function.





From (1.3), notice that each ωˆ ≥ 0 if and only if 0 can be expressed as a
convex combination of h(x1, θ), . . . , h(xn, θ). If such is not possible for some
θ, (1.3) is infeasible. For such θ, it is customary to define L(θ) = 0.
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If h(x, θ) presents no information, then L(θ) = n−n. Thus Π(θ|x) = pi(θ).
The constrained maximization problem in (1.3) can be solved by La-
grange Multiplier method (Rockafellar, 1993). Suppose for i = 1, . . . , n, the
weight ωi > 0. The objective function is defined as

















where λ ∈ Rq and γ ∈ R are Lagrange multipliers.
Setting to zero the partial derivative of (1.6) with respective to ωi gives











∂L(θ, ω1, . . . , ωn, λ)
∂ωi
= n+ γ.





1 + λˆTh(xi, θ)













n{1 + λˆTh(xi, θ)}
.
From the above discussion, it is seen that to evaluate the empirical
likelihood at a given θ, one needs to solve the equation (1.8) for λ, which has
to be done numerically in most cases. Solving (1.3) is actually minimizing
its dual problem, which is given by









1 + λTh(xi, θ) ≥ 1/n for each i = 1, . . . , n. (1.10)
The constraints in (1.10) come from 0 ≤ ωi ≤ 1, for each i = 1, . . . , n. Let
D = {λ : 1 + λTh(xi, θ) ≥ 1/n for each i = 1, . . . , n}
Then the dual problem (1.9) becomes the problem of minimizing L(θ, λ)
over the set D. Note that the set D is compact and convex, and the dual
function (1.9) is concave. Thus λˆ is unique and can usually be obtained




In Bayesian empirical likelihood (BayEL) procedures, inferences of pa-
rameters are drawn based on samples obtained from Π(θ|x) defined in (1.5).
The validity of this posterior is a topic of much discussion. Monahan and
Boos (1992) proposed a criterion to examine the appropriateness of an al-
ternative likelihood for Bayesian inference. In particular, a likelihood is
considered to be a proper Bayesian likelihood if and only if for every ab-
solute continuous prior distribution, every posterior coverage set achieves
its nominal level. Using this criterion, Lazar (2003) explored the validity
of BayEL. She considered frequentist properties, lengths and coverages of
the BayEL posterior intervals under priors with different modes and mag-
nitudes of diffuseness. It was shown that a concentrated prior with a wrong
belief on the prior mean would give rise to a very low coverage probabil-
ity of posterior credible intervals, whereas their nominal levels could be
achieved by moderate or extremely diffused priors.
The study in Lazar (2003) gave researchers some confidence of using
empirical likelihood in Bayesian inference. However, her study was primar-
ily based on Monte Carlo simulations. The probabilistic interpretation was
still lacking. Schennach (2005) derived a related Bayesian exponentially
tilted empirical likelihood (BETEL) from a limit of a non-parametric pro-
cedure. In her procedure, a non-informative prior favouring distributions
with a small support was considered. Among the distributions having the
same support, those with large entropy were then preferred. The limit of
her procedure gave rise to a likelihood in the form of empirical likelihood,
9
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but its weights were obtained via exponential tilting. So the BETEL was
as computationally convenient as the BayEL but had better probabilistic
interpretation.
Fang and Mukerjee (2006) considered a general class of empirical-type
likelihoods for the mean of a univariate population and investigated the
higher-order asymptotic properties for the frequentist coverage of poste-
rior credible sets. They also observed that, under any data-free priors, the
BayEL and the BETEL posterior credible sets could not achieve their nom-
inal values. In fact, they are not O(n−1) correct. However, for BayEL, nom-
inal value is achieved if data-dependent priors are used instead (Mukerjee
et al., 2008).
Grenda´r and Judge (2009a) justified the use of empirical likelihood in
Bayesian context by Bayesian law of large numbers. They connected empiri-
cal likelihood and maximum a posterior probability (MAP) in Bayesian set-
tings. In particular, if an infinite-dimensional prior satisfied certain require-
ments, the point estimators obtained by the Bayesian MAP method and
empirical likelihood were asymptotic equivalent. Such equivalence would
hold even when the model was not correctly specified.
In more recent times, the BayEL procedures have been constructed for
various models in various problems. Rao and Wu (2010) considered empir-
ical likelihood for complex sampling designs in Bayesian settings. Based on
the design features such as unequal probabilities of selection and clustering,
they proposed a Bayesian pseudo-empirical likelihood. It is in the the same
form of empirical likelihood but with the weights adjusted by sampling
probability. The resulting posterior credible intervals achieved asymptotic
10
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validity under the design-based set-up. Furthermore, due to the nature of
empirical likelihood, auxiliary population information were easily incorpo-
rated.
Chaudhuri and Ghosh (2011) discussed an empirical likelihood based
Bayesian approach for small area estimation. Their approach did not de-
pend on parametric assumptions. Both continuous and discrete data could
be handled in a unified manner. In particular, they considered one-parameter
exponential family models where the linear predictors included random ef-
fects. Based on the first and second Bartlett identities, the empirical like-
lihood were then constructed for both area and unit level models. Hier-
archical priors were used and finally more accurate estimates in terms of
posterior standard deviation were obtained. Moreover, this BayEL based
approach was generic for other mixed effects models.
Yang and He (2012) applied the Bayesian empirical likelihood to quan-
tile regression models. They used fixed prior first and derived consistency
for maximum empirical likelihood estimates and asymptotic normality for
the resultant posterior distribution. Then they considered the case that
informative priors shrunk with the sample size. With informative proper
priors, more efficient estimates of the quantiles were obtained.
More recently, Mengersen et al. (2013) considered empirical likelihood
for approximate Bayesian computation (ABC). This technique is usually
used for situations where it is difficult or impossible to specify a likelihood.
The ABC based methods directly generate observations from the posterior
by carefully simulating data from the model. The outcomes of the observa-
tions simulated from the model are compared with the observed data. The
11
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parameter values, which give rise to the observations close to the observed
data, are assumed to have been generated from the posterior. By the nature
of the empirical likelihood, it can be used as a proxy to the exact likelihood.
Simulations from models are therefore bypassed. There is significant gain
in speed.
In summary, due to the advantages of empirical likelihood, many re-
searchers have attempted to use the BayEL procedure in Bayesian analysis.
However, computational issues are encountered in most cases. Moreover, for
the Bayesian empirical likelihood, the BayEL based model selection is not
sufficiently studied. These problems will be discussed in details in the next
section. Additionally, our proposed methods are introduced as well.
1.3 Problems and our studies
In this thesis, two aspects of BayEL procedures are mainly considered,
the computational techniques and Bayesian model selection. For the com-
putational techniques, we first discuss the reasons for the computational dif-
ficulty, and then briefly introduce our proposed methods that can overcome
such difficulties. For Bayesian model selection, we propose an information
criterion based on the Bayesian empirical likelihood, which is presented at
the end of this section.
12
1.3. Problems and our studies
1.3.1 Computational techniques
The empirical likelihood is solved numerically. Thus the resultant pos-
terior has no analytic form. The Bayesian inference depends on the samples
drawn from the posterior by some Markov chain Monte Carlo based tech-
niques. Unfortunately, due to the absence of the analytic form, the Gibbs
sampling (Casella and George, 1992) becomes almost infeasible. Instead,
carefully designed random walk Metropolis Hastings or some of its adaptive
variations (see eg. Haario et al. (2001)) are considered. However, because
of the complex geometry of the posterior support, an efficient proposal for
Metropolis algorithm is not easily constructed.
As mentioned in section 1.1, the maximization problem (1.3) is not
feasible in the whole parameter space. As a consequence, the posterior is
not supported everywhere. The posterior support may be non-convex even
for a simple model. Therefore it is difficult to select a proper step size for
random walk proposals which make the sampler always explore within the
complex support.
In many cases, especially when the data can be divided into several
groups with few observations in each group, mixing becomes extremely
slow. In such situations, advanced techniques like parallel tempering (Geyer
and Thompson, 1995; Earl and Deem, 2005) need to be implemented. Par-
allel tempering may speed up mixing to some extent. However, one may
still need to run the chains for a long time to generate data from the true
posterior with any confidence.
When the dimension of the parameter space varies between iterations,
13
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sampling from the BayEL becomes more difficult. In such a case, reversible
jump Markov chain Monte Carlo (RJMCMC) (Green, 1995) sampler is gen-
erally used. However, the construction of an efficient cross-model proposal
for the BayEL based RJMCMC is quite challenging. In fact, in fixed dimen-
sional cases, in order to make the proposed values have a good chance of
being accepted, candidates are usually proposed close to the current values.
However, this notion does not work well in the varying dimensional case, es-
pecially when the BayEL is used. This happens because the support of the
BayEL posteriors under different models may change dramatically. Even
for common parameters, the BayEL posterior supports may be entirely
different. Inefficient proposal makes the reversible jump sampler explore
the parameter space slowly or even entirely fail. Consequently, the Markov
chain takes long time to converge.
In the frequentist settings, the problem that the maximization (1.3)
is not feasible over the whole parameter space is encountered by many
researchers. Variations of the original empirical likelihood are suggested to
solve this problem, such as adding one or two pseudo-observations (Chen
et al., 2008; Emerson et al., 2009; Liu et al., 2010), or expanding the support
of empirical likelihood to the full parameter space (Tsao et al., 2013; Tsao,
2013). However, none of these methods are ideal for Bayesian applications.
In Bayesian context, the BayEL posterior support has to be considered
explicitly.
In this thesis, two Markov chain Monte Carlo approaches for this com-
putational problem are discussed. In Chapter 2, we explore Hamiltonian
Monte Carlo (HMC) method, which is a Metropolis algorithm, where new
14
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states are proposed by using a Hamiltonian dynamics. The method solves a
pair of partial differential equations sequentially, which depend on the value
as well as the gradient of the log posterior. Hamiltonian Monte Carlo based
techniques have been studied quite thoroughly in recent times (Sexton and
Weingarten, 1992; Neal, 1994; Girolami and Calderhead, 2011; Neal, 2011).
It is known that this algorithm mixes pretty fast and has a higher effective
sample size.
In Chapter 2, we will show that Hamiltonian Monte Carlo methods
have an huge natural advantage in sampling from a BayEL posterior. Even
though the support of the posterior is possibly non-convex, its gradient
explodes at the boundary of the support. This means that when an Hamil-
tonian Monte Carlo sampler approaches any part of the boundary, due to
the high absolute value of the gradient, it bounces back towards the interior
of the support. Thus Hamiltonian Monte Carlo is extremely useful in draw-
ing samples from a BayEL posterior. Our study shows that Hamiltonian
Monte Carlo algorithm converges quite quickly as well.
Another method for sampling from the BayEL posterior is discussed
in Chapter 3. A two-step Metropolis Hastings algorithm is proposed in
that chapter. This method can be applied to both of the fixed and varying
dimensional state spaces. The basic idea is to propose some parameters
based on their maximum conditional empirical likelihood estimates (MCE-
LEs) given the values of the other parameters. The main advantage of our
method is to ensure the proposed values to be in the posterior support.
This is due to the fact that the MCELEs would be in the interior of the
support. Therefore candidates proposed close to these estimates lie in the
15
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support automatically. Clearly, this cannot be achieved by usual Metropolis
Hastings proposals.
Our method is also efficient in the context of reversible jump Markov
chain Monte Carlo (RJMCMC) (Green, 1995). In principle, for varying di-
mensional state space, an efficient proposal should ensure that the proposed
parameters in the new model will give rise to Hastings ratios with small
variance, so that the forward move and its reverse both have a good chance
of being accepted. This goal can be achieved with our two-step method.
In Chapter 3, we consider variable selection for Bayesian linear models. In
our reversible jump algorithm, the coefficients are first proposed based on
the MCELEs given the new model and then the error variance is proposed
based on its MCELE given the coefficients. By our method, the values of
the BayEL posterior under both models are close. Therefore the proposed
model is likely to be accepted.
1.3.2 Bayesian model selection
In this thesis, we also considered the BayEL based Bayesian model selec-
tion procedure. The Bayesian model selection has seen many applications
in statistical world. In most cases, the Bayes Factor is used to compare
between models. The Bayes Factor is defined as the ratio of marginal like-
lihoods. Many variants of the Bayes factors have been proposed and their
weaknesses and strengths are well studied (Aitkin, 1997; Berger and Per-
icchi, 1998; Gelman et al., 1995; Berger et al., 2003). However, due to the
absence of the analytic form of the posterior, the Bayes Factors are not
easy to calculate for the BayEL posterior.
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Another group of the methods for model selection is based on the pos-
terior predictive distribution (Geisser and Eddy, 1979). Based on this dis-
tribution, many criteria and statistics were proposed for Bayesian model
selection (Gelman et al., 1996; Gelfand and Ghosh, 1998; Gelman et al.,
1995; Bayarri and Berger, 2000; Ibrahim et al., 2001; Pe´rez and Berger,
2002). The posterior predictive distribution is a distribution of the future
observations (prediction) conditional on the currently observed data. It is
an integral of the likelihood function with respect to the posterior distri-
bution. However, for the same reason as the Bayes Factor, this integral is
not easily obtained for the BayEL posterior.
Another attractive method for Bayesian model comparison is the de-
viance information criterion (DIC, Spiegelhalter et al. (2002)). It is de-
fined as the posterior expectation of the deviance penalized by a measure
of effective number of the parameters. Deviance information criterion has
been used in a wide range of models including stochastic volatility models
(Berg et al., 2004), missing data models (Celeux et al., 2006), approximate
Bayesian computation (Franc¸ois and Laval, 2011) and latent variable mod-
els (Li et al., 2012), etc. Its advantages as well as the limitations have been
extensively discussed (Linde, 2005; Spiegelhalter et al., 2014; Gelman et al.,
2013).
The calculation of DIC only depends on the samples drawn from pos-
terior distribution by some MCMC techniques. It is natural to consider
using DIC in the BayEL procedures. In Chapter 4, we propose empiri-
cal likelihood based deviance information criterion (ELDIC) for Bayesian
model selection and comparison. By analogy, ELDIC is the sum of measures
17
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for BayEL model fit and BayEL model complexity. The decision theoretic
justification of ELDIC is shown, which requires asymptotic normality of
BayEL posterior and consistency of posterior mean. We also discuss the
appropriateness of the measure of BayEL complexity under some specific
priors. Applications of ELDIC on linear models and generalized linear mod-
els show the advantages of our method.
18
Chapter 2
Hamiltonian Monte Carlo In
Bayesian Empirical Likelihood
Computation
As discussed in Chapter 1, the BayEL posterior cannot be expressed
in an analytic form. This prevents the use of Gibbs sampling. One needs
to resort to carefully designed random walk Metropolis Hastings or some
of its variations (see eg.Haario et al. (2001)). However, a Metropolis algo-
rithm capable of sampling from a BayEL posterior efficiently is not easily
constructed. Much of the difficulties arise from the fact that for finite sam-
ples, by construction, the support of a BayEL posterior is non-convex even
for simple models (see an example later). Thus it is extremely difficult to
determine a correct step size. The samples often mix very slowly.
To solve this problem, Hamiltonian Monte Carlo (Neal, 2011) is con-
sidered in this chapter for the BayEL posterior. Hamiltonian Monte Carlo
is a Metropolis algorithm, where the proposal is guided by the gradient of
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the log of the posterior distribution. Due to the nature of the gradient, the
sampler explores the posterior within its support and rarely jumps out of
it. This algorithm mixes very fast and provides essentially the only way to
explore a BayEL posterior with any confidence.
The rest of the chapter is organised as follows. We start with a brief
description of Bayesian empirical likelihood (BayEL). This section (i.e. sec-
tion 2.1) also contains examples of models, where the support turns out to
be non-convex. Section 2.2 is devoted to an exploration of the properties of
log-empirical likelihood. In particular, we inspect how its gradient behaves
near the boundary of the support. In the next section, the implementation
of the Hamiltonian Monte Carlo (HMC) techniques are detailed. HMC is
readily applicable to generalised linear models (GLM) setting. In section
2.4, we focus on various sets of estimating equations used in a GLM setting
and provide the gradient of log-BayEL posterior with respect to the model
parameters. The proposed HMC is explored using an illustrative numerical
study. We also apply our proposed method in two real datasets. The first
is a Job satisfaction survey in US described by Fowlkes et al. (1988) and
studied by Ghosh et al. (1998). The second one is the famous rat population
growth data presented in Gelfand et al. (1990).
2.1 Bayesian empirical likelihood and its non-convexity
problem
The construction of empirical likelihood have been introduced in details
in section 1.1. Here, for convenience, we briefly review it again.
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Suppose x = (x1, . . . , xn) are n observations from a distribution F
0
θ de-
pending on a parameter θ = (θ(1), . . . , θ(d)) ∈ Θ ⊆ Rd. We assume that both
the distribution and true parameter value θ0 corresponding x are unknown.
However, certain smooth functions h(X, θ) = (h1(X, θ), . . . , hq(X, θ))
T are
known to satisfy
EF 0θ [h(X, θ
0)] = 0. (2.1)
Additionally, information about the parameter are available in terms of
a prior density pi(θ) with support Θ. We define ω = (ω1, . . . , ωn) as a vector






ωih(xi, θ) = 0
}
∩∆n−1
and ∆n−1 is the dimensional simplex. The empirical likelihood correspond-











Once L(θ) and the prior pi(θ) over Θ are known, we can define a posterior
as




In Bayesian empirical likelihood (BayEL), Π(θ|x) is used as the pos-
terior to draw inferences on the parameter. Since ωˆ(θ) is determined nu-
merically from (2.3), no analytic form of Π(θ|x) is available in general.
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One needs to generate observations from Π(θ|x) using Markov chain Monte
Carlo techniques.
Adaptation of Markov chain Monte Carlo methods for BayEL poses
several challenges. First of all an absence of any analytic form of Π(θ|x)
prevents Gibb’s sampling (Geman and Geman, 1984). In most cases one
needs to resort to random walk Metropolis procedures, with carefully cho-
sen step sizes. However, the nature of the support of Π(θ|x) makes the
choice of an appropriate step size extremely difficult.
From the definition of L(θ) it is clear that Π(θ|x) may not be supported






∣∣∣ω ∈ ∆n−1} (2.5)
is the closed convex hull of the q dimensional vectorsH(x, θ) = {h(xi, θ), i =
1, . . . , n}. C(x, θ) is a convex polytope. C0(x, θ) and ∂C(x, θ) are its interior
and its boundary respectively. From (2.3), it follows that L(θ) > 0 if and
only if 0 ∈ C0(x, θ). We hold the data x fixed so H(x, θ) and C(x, θ) vary
with θ. In general, it is not easy to ensure that 0 is in C0(x, θ). When 0 is
not in C(x, θ), the primal problem in (2.3) is infeasible. That is Wθ = ∅.
Many authors have encountered this problem in frequentist applica-
tions. Such ”empty set” problems are quite common (Grenda´r and Judge,
2009b) and become more frequent in problems with large number of pa-
rameters (Bergsma et al., 2012). A problem there is no easy way to check
if Wθ = ∅. Interior point methods (Wright, 1997; Boyd and Vandenberghe,
2004) may be useful. Often it is quicker to calculate ωˆ and check if a so-
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lution could be obtained. The condition proposed by Peng et al. (2013) is
too stringent in most cases. Several authors (Chen et al., 2008; Emerson
et al., 2009; Liu et al., 2010) have suggested addition of extra observations
generated from the available data designed specifically to ensure Wθ 6= ∅.
They show that such observations can be proposed without changing the
asymptotic distribution of the corresponding Wilk’s statistics. Tsao et al.
(2013) used a transformation for population mean so that the contours of
resultant empirical likelihood could be extended beyond the feasible region.
However, none of these methods seem to be ideal for our purpose. We need
to define the support of Π(θ|x) explicitly.
For any θ ∈ Θ, θ is in the support of the posterior if and only if L(θ) > 0.
Let us define the support of Π(θ|x) as,
Θ1 = {θ : L(θ) > 0} . (2.6)
A good MCMC algorithm should be able to draw samples efficiently from
Π(θ|x). The efficiency of MCMC algorithm thus would depend on Θ1 and
the behaviour of Π(θ|x) over it. Several interesting observations can be
made in this context. The first one being that, Θ1 may not be a convex set.
We illustrate this with a simple example.
Example 2.1. 30 independent observations were generated from a simple
linear regression model given by
yi = .5 + vi + i,
where both vi and i were independent standard Gaussian random vari-
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ables for i = 1, . . . , 30. Holding the data fixed the empirical likelihood was
calculated for various values of the intercept (β0) and the slope (β1) us-
ing el.test function in the emplik package in R (Zhou, 2014). We chose
a bivariate normal prior for θ = (β0, β1), where the two components were
independent to each other, each following a N(0, 1002) distribution.
The empirical likelihood was computed with the restrictions
n∑
i=1
ωi{yi − (β0 + β1vi)} = 0,
n∑
i=1
ωivi{yi − (β0 + β1vi)} = 0,
with ω ∈ ∆29. Two estimating functions used originated from the usual
normal equations for simple linear regression.
A perspective plot of the log posterior surface i.e. log Π(θ|x) as defined
in (2.4) is shown in Figure 2.1. From the figure it is clear that the support
of the posterior is non-convex. Near the true value of β and the ordinary
least square estimator of β the surface is concave and looks well behaved.
However, away from these points, abrupt deep ridges appear. Unless, the
starting point and the step size are carefully chosen a random walk MCMC
may propose many values in these ridges, which would slow down mix-
ing. However, the ridges are sharp, i.e. the absolute values of the gradients
of the log-posterior with respect to β0 and β1 are high. Thus a MCMC
algorithm witch uses gradient to propose steps (eg. Langevin-Hastings al-
gorithm, HMC) may be beneficial.
In the next section we consider the properties of the log-posterior in
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(2.4) over Θ1. In particular, we focus on its rate of change with respect to
the model parameters at the boundary of Θ1. The results will be used in
later sections to develop a HMC method to sample from Π(θ|x).
2.2 Properties of log empirical likelihood
Various properties of log-empirical likelihood have been discussed in
literature. However, the properties of its gradients with respect to the model
parameters are relatively unknown. Our main goal in this section is to study
the behaviour of the gradients of log-empirical likelihood on the support of
the BayEL posterior.
By construction, for any θ0 ∈ Θ, L(θ0) > 0 if and only if 0 ∈ C0(x, θ0).
It turns out that (see Lemma 2.1) when θ is in the boundary of the support
of BayEL posterior, the origin will lie in one of the boundaries of C(x, θ0).
The optimisation problem in (2.3) is still feasible when 0 ∈ ∂C(x, θ0) even
though L(θ0) = 0. We show below that under mild conditions for any
θ0 ∈ Θ such that 0 ∈ ∂C(x, θ0), the gradient of the logL(θ0) with respect
to at least one component of θ has a large positive or a large negative value.
We recall the definition of Θ1 as the support of Π(θ|x) from (2.6). Let
∂Θ1 be the boundary of Θ1 and Θ1 = Θ1 ∪ ∂Θ1 be its closure. We make
the following assumptions.
A1 Θ1 is a non-empty open set in Θ. Θ is an open subset of Rd.
A2 supθ∈Θ1 ‖ h(xi, θ) ‖<∞, where ‖ · ‖ is Euclidean norm.
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Figure 2.1: The perspective plots of (a) log Π(β0, β1|y, v), (b)
∂ log Π(β0, β1|y, v)/∂β0 and (c) ∂ log Π(β0, β1|y, v)/∂β1 for different values
of β0 and β1 for the simple linear regression in Example. The • is the true
value of (β0, β1) ie. (.5, 1). N denotes the least squares estimate of (β0, β1).
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A3 Let |I| be the cardinality of a set I ⊆ {1, . . . , n}. We assume that if
|I| ≥ q, then for ∀θ ∈ Θ1,
∑
i∈I h(xi, θ)h(xi, θ)
T is positive definite
and smallest eigenvalue is strictly greater than some δI > 0.
A4 h(X, θ) is smooth in θ.
A5 Let the Jacobian of h(X, θ) be given by


























We assume that for any a = (a1, . . . , an) ∈ ∆n−1, if there are at least
q elements of a greater than 0,
∑n
i=1 aiJθ (h(xi, θ)) has full column
rank.
The assumptions A1-A5 are mild and should be satisfied by most mod-
els. A1 assumes that the support of the posterior is a subset of the support
of the prior. This would be satisfied for models, where the parameters are
unrestricted and have their natural range, which is the case for most mod-
els. The assumptions A2-A4 controls the behavior of the estimating equa-
tions. Note that A2 assumes that for fixed data, the estimating equation
is bounded over the support of the posterior. We expect this assumption
to hold in most cases. The assumptions are discussed in more details later
(see section 2.6).
We start with a characterisation of the solution of (2.3) when 0 ∈
∂C(x, θ). Note that C(x, θ) is a convex polytope. Boundaries are unions
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of convex combinations of vector h(xi1 , θ), . . . , h(xik , θ) for some k and
i1, . . . , ik.
Proposition 2.1. If θ ∈ {θ : 0 ∈ ∂C(x, θ)}, problem (2.3) admits a solu-
tion. Also, for some θ ∈ Θ, S0 = {i1, . . . , ik} is such that
0 ∈ ∂C(x, θ) ∩ PS0 ,
where PS0 = {h(xi, θ), i ∈ S0} is the linear span of the points {h(xi, θ0), i ∈
S0}. Then the solution to the primal problem in (2.3) is given by
ωi =
 0 i 6∈ S0> 0 i ∈ S0
Proposition 2.1 indicates that when 0 ∈ ∂C(x, θ), the primal problem
(2.3) still admits a solution, but L(θ) = 0. Thus any θ such that 0 ∈ ∂C(x, θ)
cannot be in Θ1, i.e. the support of the posterior. On the other hand, if
θ ∈ Θ1, 0 ∈ C0(x, θ).
If θ ∈ Θ\Θ1, clearly L(θ) = 0. In this case by definition, 0 6∈ C0(x, θ).
However, (2.3) may be still feasible, since 0 can be in ∂C(x, θ). Let ∂Θ1
be the boundary of Θ1. We argue below that, for the purpose of MCMC
chains, behaviours of L(θ) on ∂Θ1 is of special interest to us.
Proposition 2.2. Assume A1 and A4. Suppose {θk}∞k=1 is a sequence in
Θ1 converging to θ0. Then the problem (2.3) is feasible at θ0.
By the definition of the boundary, any θ ∈ ∂Θ1 can be approached by
a sequence of θ ∈ Θ1. From the Proposition 2.2, we know that the problem
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(2.3) is feasible at the boundary of Θ1. Now we need to investigate the
position of the origin in C(x, θ) when θ ∈ ∂Θ1.
Lemma 2.1. Under A1 and A4, we have ∂Θ1 ⊆ {θ : 0 ∈ ∂C(x, θ)}.
Lemma 2.1 makes the connection between ∂Θ1 and {θ : 0 ∈ ∂C(x, θ)},
which allows us to explore the behaviour of L(θ) on ∂Θ1. It implies that
in order to consider the behaviour on the boundary of the support of the
posterior, it is sufficient to consider the situations where the origin would
lie on ∂C(x, θ). In general the set {θ : 0 ∈ ∂C(x, θ)}\∂Θ1 6= ∅. However,
such points would be isolated from Θ1 and cannot be reached from Θ1 by
following an infinite sequence in Θ1. Furthermore, the value of the likelihood
is zero at these points. Thus without loss of generality we can assume that
∂Θ1 = {θ : 0 ∈ ∂C(x, θ)}. This assumption seems to hold in most real life
situations.
Before proceeding further, we need to discuss some properties of the
weight vector ωˆ(θ) which solves the primal problem (2.3). It is easily seen
that (Qin and Lawless, 1994) when θ ∈ Θ1, ωˆi = {n(1 + λˆTh(xi, θ))}−1
for ∀i = 1, 2, . . . , n. Here λˆ is the Lagrange multiplier which solves f(λ) =∑n
i=1 h(xi, θ)/ (1 + λh(xi, θ)) = 0. Furthermore, the Jacobian of f(λ) is∑n
i=1 h(xi, θ)h(xi, θ)
T , which is positive definite (see A3). Since h(x, θ) is
smooth (see A4), using Implicit function theorem Qin and Lawless (1994)









1 + λˆT (θ)h(xi, θ)
)
(2.7)
are smooth in θ ∈ Θ1 as well.
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From (2.7) it quickly follows that the gradient vector of logL(θ) with







1 + λˆ(θ)Th(xi, θ)
λˆ(θ). (2.8)
Our goal is to draw samples from the BayEL posterior over its sup-
port using a HMC algorithm. A MCMC algorithm draws a sequence of
observations in such a way that eventually the probability distribution of
the values become same as the target posterior distribution. An efficient
MCMC algorithm will converge to its target distribution quickly. For a
BayEL posterior there are several issues in designing an efficient MCMC.
The starting point may be outside the support of the posterior. In that
case we may be stuck for a long time. Once the chain is inside the support,
it will not walk out of it, however if it is near the boundary, due to the
lack of a good proposed value, it may be stuck. Thus the properties of the
posterior near the boundary of the support is important.
The proposed HMC algorithm will eventually use the gradient of log-
posterior. The log empirical likelihood is the main constrain of the log
posterior, especially when the sample size is large. So we consider the prop-
erties of the log-likelihood near ∂Θ1. Furthermore, since all we generate is
a sequence of points in Θ1, it will be sufficient to discuss the properties
of L(θ) and logL(θ) along a sequence of points {θk}∞k=1, converging to a
point θ0 in ∂Θ1. It can be shown that some weights will converge to 0 as
θk converges to θ0. Therefore the empirical likelihood will converge to 0 as
well.
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Theorem 2.1. Assume A1 and A4. Suppose θ0 ∈ ∂Θ1 and {θk}∞k=1 is a
sequence in Θ1 converging to θ0. Let ωˆ(θ0) and ωˆ(θk) be the solution of
(2.3) for θ0 and θk, k = 1, . . . ,∞. Let S0 be a subset of {1, 2, . . . , n} such
that ∀i 6∈ S0, ωˆi(θ0) = 0. Then the following statements hold.
(i) ∀i 6∈ S0, limk→∞ ωˆ(θk) = 0.
(ii) limk→∞ L(θk) = L(θ0).
Theorem 2.1 shows that for those data points, which have zero weights
when θ0 ∈ ∂Θ1, their weights converge to zero as θk → θ0. Moreover, if we
define
Θ2 = {θ : 0 belongs to q − 1 dimensional faces of C(x, θ)} ∩ ∂Θ1. (2.9)
We will show that, the estimated empirical likelihood weights are continu-
ously extendable to Θ2.
Theorem 2.2. Assume A1, A3 and A4. Suppose θ0 ∈ Θ2. Let θk, θ0



















ωˆi(θk) = νˆi(θ0), ∀i ∈ S0.
Theorem 2.1 and 2.2 together show that for those points θ0 ∈ ∂Θ1
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such that 0 is on a q − 1 dimensional face of C(x, θ0), the weight ωˆ is
continuously extendable. We conjecture that the optimal weights have a
continuous extension on the whole of ∂Θ1, which at the moment we cannot
prove. Based on the extendable continuity of the weight, we can prove that
the norm of the gradient of the log empirical likelihood diverges to infinity
as θ approaches the boundary of Θ1.
Theorem 2.3. Assume that θ = (θ1, . . . , θd), d ≥ q. Let θ0 ∈ ∂Θ1 and
suppose {θk}∞k=1 is a sequence of points in Θ1 such that θk → θ0, as k →∞.
Let
0 ∈ ∂C(x, θ) ∩ PS0 ,
where S0 = {i1, . . . , il} and PS0 = {h(xi, θ0), i ∈ S0}. Further assume that




1 + λˆTk h(xi, θk)
= 0
Then under A1-A5, the following statements hold:
(i) As k →∞, ‖ λˆk ‖→ ∞.
(ii) For θk ∈ Θ2 defined in (2.9), as k →∞, ‖ ∂ logL(θ)∂θ |θ=θk‖→ ∞.
Theorem 2.3 shows that when for a given θ ∈ ∂Θ1 where 0 belongs
to a q − 1 dimensional faces of C(x, θ), there is at least one component
of the gradient of log empirical likelihood diverging to positive or negative
infinity. The direction of the gradient is the direction in which log empirical
likelihood increases the fastest. The value of log-likelihood is large around
the centre of the support. Thus the gradient points to the centre of Θ1. In
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the following section we will see, this behaviour of log empirical likelihood
forces the candidates of θ generated by HMC proposals to bounce back
from the boundary of Θ1, and consequently once inside Θ1, the proposed
candidates are unlikely to get out of the support.
2.3 Hamiltonian Monte Carlo for Bayesian empirical
likelihood
The posterior defined via the empirical likelihood usually does not have
an analytic form. The lack of an analytic expression makes Gibbs sampling
inapplicable, whereas the non-convexity of support makes a random walk
Metropolis Hastings algorithm quite inefficient. Often parallel tempering
is needed, which is computationally costly. Hamiltonian Monte Carlo may
be used to draw samples from the above posterior. A closed form of the
posterior is not required. More importantly, as we show below, the deriva-
tive of the log posterior can be used to overcome the difficulty caused by
non-convexity of the posterior support. All in all, Hamiltonian Monte Carlo
methods are easy to implement in drawing samples from a BayEL posterior.
They can explore the support of the posterior extremely efficiently.
Hamiltonian Monte Carlo algorithm is a Metropolis algorithm where
proposal distribution is based on Hamiltonian dynamics. One can visualize
the dynamics as a cube sliding frictionlessly in a bowl with smooth surface.
The total energy of the cube is the sum of the potential energy U(θ),
defined by its position θ and kinetic energy K(p), which is determined by
its momentum p. Without friction, the cube will continue to slide up and
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down on the smooth surface of the bowl forever. The total energy of the
cube will be conserved in the whole process. However the potential and the
kinetic energy would vary with the position of the cube.
In order to sample from Π(θ|x) using Hamiltonian dynamics we define
U(θ) = − log Π(θ|x) and K(p) = 1
2
pTM−1p.
Here p is the momentum vector generated usually from a N(0,M) distri-
bution with M = mI. If the posterior Π(θ|x) is zero, U(θ) =∞.
As mentioned above Hamiltonian of the system is the total energy
H(θ, p) = U(θ) +K(p). (2.11)
In Hamiltonian mechanics, the variation in the the position θ and mo-
mentum p with time t is determined by the Hamiltonian dynamics. The














It is known that (Neal, 2011) Hamiltonian dynamics is reversible, invari-
ant and volume preserving. These properties make Hamiltonian dynamics
suitable for MCMC sampling schemes.
The differential equations (2.12) and (2.13) cannot be solved analyti-
cally (except for a few simple cases), and they must be approximated nu-
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merically at discrete time points. Leapfrog integration (Birdsall and Lang-
don, 2004) is a procedure for numerically integrating the pair of differential
equations. A step-size  for the time variable t is first chosen. Given the
value of θ and p at the current time point t (denoted θ(t) and p(t) respec-






















The leapfrog integration satisfies the reversibility and preserves the vol-
ume. However, since the approximation introduces errors, the invariance of
the Hamiltonian is not preserved. This is similar to the Langevin-Hastings
algorithm (Besag, 2004), which is described in details by Leimkuhler and
Reich (2004). Fortunately, lack of invariance does not pose much problem.
The accept-reject step in MCMC procedure ensures that eventually samples
get drawn from the correct posterior.
At the beginning of each iteration of the HMC algorithm, the momen-
tum vector p is randomly drawn from N(0,M) distribution. Starting with
the current state (θ, p), leapfrog integrator described above is used to sim-
ulate Hamiltonian dynamics for Ls steps with step size of s. At the end of
this Ls-step trajectory, the momentum p is negated so that the Metropolis
proposal is symmetric. At the end of this L-step iterations, the proposed
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state (θ∗, p∗) is accepted with probability
min{1, exp(−H(θ∗, p∗) +H(θ, p))}.



















We have discussed some properties of ∂ logL(θ)/∂θ in section 2.2. The
gradient of the log-posterior would depend on the gradient of the log
prior. Notice that the likelihood may not depend directly on all param-
eters present the model. For hierarchical models there are more than one
hyper-parameters which may not be directly related to the data generating
process. So the estimating equations won’t depend on these parameters.
As a result, neither would the empirical likelihood and its gradient with
respect to these hyper-parameters be zero.
In order to control the behavior of ∂ log Π(θ|x)/∂θ close to ∂Θ1, we
make the following assumption.
A6 Let θ = (θ(1), . . . , θ(d)) such that for each i = 1, 2, . . . , d, there is
at least one j = 1, 2, . . . , q such that hj(x, θ) directly depends on
θ(i). Now suppose {θk}∞k=1 is a sequence of points in Θ1 such that
θk → θ0 ∈ ∂Θ1. Then for each i = 1, 2, . . . , d,
lim
k→∞
∣∣∣∂ log pi(θk)/∂θ(i)k ∣∣∣∣∣∣∂ log Π(θk|x)/∂θ(i)k ∣∣∣ = 0.
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The assumption A6 assumes that near the boundary of the support,
main contribution in the gradient of log-posterior with respect to any pa-
rameter appearing in the argument of the estimating equations comes from
the corresponding gradient of log empirical likelihood. This is in most cases
expected, especially if the sample size is large. For large sample size, the
log likelihood should be the dominant term in the log-posterior. We are
just assuming here that the gradients behave the same way. A6 would also
ensure that in the boundary the gradient of the log likelihood and the log-
posterior does not cancel each other, which we shall see would be crucial
later. If the parameter is a hyper-parameter, clearly A6 is not relevant.
We know that when the parameter approaches the boundary of the
support where the origin is on the q − 1 dimensional faces of the convex
hull, the norm of the gradient of the log empirical likelihood diverges to
infinity. We conjecture that this would happen on the whole boundary of
the support. Even if our conjecture is not true, from the setup, it is clear
that the sampler rarely move to the region where the origin belongs to the
lower dimensional faces of the convex hull. Thus we make the following
assumption.
A7 With an appropriately defined probability, assume that the proba-
bility that a random sequence θk ∈ Θ1, k = 1, 2, . . ., converges to
θ0 ∈ ∂Θ1\Θ2 is zero.
For BayEL posteriors satisfying A6 and A7, HMC has a huge advantage.
In section 2.2, we have shown that in most cases near the boundary of
the support the gradient of the log empirical likelihood with respect to
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at least one parameter diverges. Thus whenever the current state of the
chain is close to the boundary of Θ1, the leapfrog bounces back and moves
towards the centre of Θ1. However, if the current state is already deep in
the interior of Θ1, the leapfrog may or may not change the value of log
posterior significantly.
A heuristic explanation of this phenomenon can be outlined as follows.
Note that from (2.14), (2.15) and (2.16),


























Let θ0 ∈ ∂Θ1 and B(θ0, r) be an open ball of radius r centred of θ0. Now
assume θ(t) ∈ B(θ0, r) ∩ Θ1. For sufficient small r, θ(t) would be close to
∂Θ1, which by Theorem 2.3 imply that ∂ log Π(θ
(t)|x)/∂θ would have a large

































∥∥∥∥2 > 0 (2.18)
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Note that θ(t+1)−θ(t) is a vector in direction of θ(t) to θ(t+1). ∂ log Π(θ(t)|x)/∂θ
points towards the direction of the greatest ascent of log Π(θ|x). The in-
equality (2.18) shows that the angle between the vector θ(t+1)−θ(t) and the
gradient ∂ log Π(θ(t)|x)/∂θ is acute. Furthermore, since ‖ log ∂Π(θ(t)|x)/∂θ ‖2
is large, this angle is expected to be small. This implies if  is not too large,
log Π(θ(t+1)|x) > log Π(θ(t)|x) and θ(t+1) is more central than θ(t).
Moreover, if θ(t) is near the centre of Θ1, such that ‖ log ∂Π(θ(t)|x)/∂θ‖2
is small, the magnitude of p(t) would make the first term comparable to the
other terms. This means the angle between the vector θ(t+1) − θ(t) and the
gradient ∂ log Π(θ(t)|x)/∂θ and can be acute or obtuse. Thus log Π(θ(t)|x)
may or may be larger than log Π(θ(t+1)|x).
Note that in both the above cases the choice of  is important. A large
s may take a large step from one boundary to another and even may step
outside Θ1. Choice of Ls is also crucial, which is described in details in
Neal (2011). For a fixed s and Ls, the HMC takes large steps in θ near the
boundaries, where as the steps near the centre are relatively small. This is
clearly due to the large norm of ∂ log Π(θ|x)/∂θ near the boundary of the
support. Adaptive choices of s and Ls may be helpful. In this context, “No-
U-Turn Sampler” (NUTS) proposed by Hoffman and Gelman (2014) may
be relevant to our BayEL posterior as well. Furthermore, Riemann Manifold
Langevin (mMALA) and Hamiltonian Monte Carlo methods proposed by
Girolami and Calderhead (2011) may be used to circumvent the subjective
choice of s.
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2.4 The gradient of log empirical likelihood for gen-
eralized linear models
Consider a one-parameter exponential family model for an observed
response vector y = (y1, . . . , yn) given by
yi | ηi ∼ exp
[
φ−1i {ηiyi − ψ(ηi) + c(yi, φi)
]
, i = 1, . . . , n (2.19)
µi = g(ηi) and µi = x
T
i β,
where x1, . . . , xn are the observed covariates, β is an unknown parameter
vector of interest and g(·) is a strictly increasing link function. The dis-
persion parameter φi > 0, i = 1, . . . , n are usually assumed to be known.
Furthermore, it is assumed that given η1, . . . , ηn, the response y1, . . . , yn are
mutually independent. The first and second Bartlett identities (McCullagh
and Nelder, 1989) imply that
E(yi|ηi) = ψ′(ηi) = ψ′g−1(µi) = k(µi), (2.20)
var(yi|ηi) = φψ′′(ηi) = φ(ψ′′g−1)(µi) = V (µi), (2.21)
where ψ′(η) and ψ′′(η) are the first and second derivative with respect to
η respectively.
In order to estimate β using empirical likelihood based methods, score
functions are often used as estimating functions (see Owen (1991),Chaud-
huri et al. (2008)). It is often beneficial to do so in the Bayesian set-up as
well.
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The score function corresponding to (2.19) is given by




Here g′(ηi) is the first derivative of g(ηi) with respect to ηi. Note that by
our assumption g(η) is a strictly increasing link function, so g′(η) > 0,∀η.











where g′′(ηi) is the second derivative of g(ηi) with respect to ηi. Note that








Kolaczyk (1994) considered empirical likelihood based methods for gen-
eralised linear models, using quasi-likelihood (Wedderburn, 1974). He de-
rived the estimating function of the form
h
(2)









Clearly, (2.24) and (2.22) are equivalent.
Chaudhuri and Ghosh (2011) applied BayEL method to mixed effects
model in the context of small area estimation. They used the estimating
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Here ψ′′′(η) is the third derivative of ψ(η) with respect to η.














distinct observations are required.
2.5 Illustrative Applications
In this section, we present three illustrative examples of advantages of
using the proposed HMC method in sampling from BayEL posterior. The
first example uses simulated data. The other two examples are based on
real datasets. Models for both these datasets have been studied in litera-
ture before. BayEL procedure with various estimating equations were also
attempted. However, MCMC procedures turned out to be extremely diffi-
cult to implement in both cases for various reasons. We show below that
the proposed HMC procedures mixed very fast in these cases and provide
reliable samples from the posterior and interpretable results.
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2.5.1 Simulation study: Example 1
We take another look at the simple regression problem described in
Example 1. The 30 observations are held fixed and starting from a point
far away from the least square estimate, we track the steps taken by the
proposed HMC sampler and a random walk MCMC sampler.
Starting from an initial value of (1.8, 2.2) a HMC and a random walk
MCMC chain were run for 1000 steps. The HMC was run with Ls = 10.
Two different values of the step size were used, 0.03 for the slope and 0.1
for the intercept. For the random walk MCMC the step size was fixed at
0.08 for slope and 0.15 for the intercept. The acceptance rate for HMC and
random walk are 72.8% and 28.8% respectively. These are quite close to
the optimal acceptance rates for the respective methods.
In Figure 2.2 we plot the paths of the HMC and random walk MCMC
chains directly on the log-posterior surface. We label each position by the
number of steps the respective chain remains stuck in that position. The
HMC sampler moves to the central area quite fast. It takes long steps when
it is close to the boundary and shorter steps when it is at the centre. The
random walk MCMC step moves and mixes much slower. In fact, Figure
2.2(a) shows that the proposed HMC can jump across ridges, which random
walk MCMC would rarely do.
In Figure 2.3 we plot the autocorrelation function of the last 500 values
of slope and the intercept generated by the HMC and the random walk
MCMC sampler. From the figure it is clear that in this case HMC has
produced samples with autocorrelation decreasing much faster than the
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Figure 2.2: Plots of a typical realisation of HMC and random walk MCMC
for the simple linear regression problem in Example 1. Each chain was
initiated from the point (1.8, 2.2). Each position is labelled by the number





































































Figure 2.3: Plots of autocorrelation functions of β0 (left) and β1 (right) for
the chains obtained from HMC (top) and random walk MCMC (bottom).
random walk MCMC.
In order to investigate the average behaviour of the autocorrelation
functions in more details, we ran 100 pairs of HMC and random walk
MCMC chains from random starting points. Each chain was run up to 1000
steps with a burn-in of 500 steps. Table 2.1 presents the average value of the
absolute autocorrelation for various lags over these 100 chains. It is clearly
seen that in this example the autocorrelation function for HMC dies down
much quicker than random walk MCMC. For HMC the average absolute
autocorrelation function is insignificant after lag 2. however for random
walk MCMC the average absolute autocorrelation remains significant for
longer steps.
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Table 2.1: Average absolute autocorrelations of β0 and β1 for various lags
obtained from a HMC and a random walk MCMC (RW MCMC) chains.
The averages were taken over 100 replications. Starting points in each repli-
cation were random.
Lag 1 2 3 4 5 10 15 20
β0 HMC 0.197 0.114 0.084 0.086 0.086 0.077 0.073 0.063
RW MCMC 0.749 0.560 0.418 0.311 0.232 0.092 0.071 0.073
β1 HMC 0.481 0.268 0.160 0.117 0.097 0.088 0.081 0.073
RW MCMC 0.812 0.658 0.535 0.435 0.355 0.127 0.094 0.081
2.5.2 Real data analysis: Job satisfaction survey in US
As our first example with real data we consider a job satisfaction survey
discussed in Fowlkes et al. (1988). Individual employees of a large corpo-
ration in US was asked if he or she was satisfied with his or her job. The
respondents were divided in seven geographic regions of US (Northeast,
Mid-Atlantic, Southern, Midwest, Northwest, Southwest and Pacific), as
well as demographic categories such as age (less than 35, 35-44, and greater
than 44), sex (male and female), and race (white and others). In total there
were 7× 3× 2× 2 = 84 cells. The responses was binary, yes or no.
In some cells, it turned out that, the sample sizes were too small. Thus
it was difficult to get any reliable estimate of the proportion of the satisfied
employees in that cell. Ghosh and Natarajan (1999) considered a hierar-
chical Bayesian (HB) procedure for the data. A mixed effect model was
introduced in order to borrow information from similar cells, thereby in-
creasing the effective sample size, resulting in a more accurate estimate of
the proportion. Similar techniques are used in small area estimation (Rao,
2005). Chaudhuri and Ghosh (2011) used BayEL methods in small area
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estimation. Their unit-level model can be applied to the current problem.
Suppose Yij denote the number of employees who were satisfied with
their jobs in the ith region (i = 1, . . . , 7) and jth cell (j = 1, . . . , 12). It is
natural to assume
Yij ∼ B(nij, pij),
where nij is the number of employees sampled within jth cell of the ith
region, and pij represents the true proportion of the employees who are
satisfied with their jobs within that cell.
The model denoted by M2 in Ghosh and Natarajan (1999) assumes
θij = log
pij




xTijβ = u+ αa + γs + ηr + (γη)sr,
where αa, γs and ηr are the main effects of the ath age, sth gender and
rth race group, and (γη)sr is the first order interaction effect of the sth
gender and rth race. vi is the area-specific random effect in the ith area,
i = 1, . . . , 7. It is assumed that each vi is i.i.d. N(0, s
2
0).
Our BayEL formulation is based on the same model. We follow Chaud-
huri and Ghosh (2011) for the specification of the estimating equations. In
particular we use
E {yij − nijpij} = 0 and E
{
(yij − nijpij)2
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We use the same prior in Ghosh and Natarajan (1999), that is, β ∼
N(0, 1002) and s20 ∼ IG(0.1, 0.1). Our prior is different from Chaudhuri
and Ghosh (2009).
Even though the model is relatively straightforward, sampling from the
posterior is difficult. Results not shown here indicate standard random walk
MCMC mixes extremely slowly.
We applied proposed HMC method to sample from the posterior result-
ing from our BayEL formulation. Area-wise random effects vi, i = 1, . . . , 7
as well as their variance s20 were considered to be parameters. We chose
Ls = 10, s = 0.021 for β, vi and  = 0.005 for s
2
0.
The random effects appear in the estimating equations whereas s0 does
not. As a result the gradient of the log-posterior with respect to s20 is same
as the derivative of its log-prior. The gradient of log empirical likelihood
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with respect to β and vi are presented as follows. For each i = 1, 2, . . . , 7,
let
hi1(yij, xij, β, vi) = yij−nijpij and hi2(yij, xij, β, vi) = {yij − nijpij}
2
nijpij(1− pij)−1
be the objective functions. The Jacobian of hi1(yij, xij, β, vi) and hi2(yij, xij, β, vi)
with respect to β and vi are given by
Jβ (hi1(yij, xij, β, vi)) = −nijpij(1− pij)xij,
Jβ (hi2(yij, xij, β, vi)) = −
{





Jvi (hi1(yij, xij, β, vi)) = −nijpij(1− pij),
Jvi (hi2(yij, xij, β, vi)) = −
{





Let for i = 1, 2, . . . , 7 and k = 1, 2, λik be the Lagrange multiplier corre-
sponding to the constraint
∑12
j=1 ωijhik(yij, β, vi) = 0 in the objective func-
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We present our results in Table 2.2. They are based on last 50,000 draws
out of a run of 100,000. Only the results from the North west, South west
and Pacific regions are compared. The sample estimates are obtained di-
rectly from the sample. The HB estimates were from Ghosh and Natarajan
(1999). The point estimates and the standard deviations respectively are
the mean and standard deviations of the sample obtained from the poste-
rior.
From Table 2.2 it is clear that our estimates are more accurate than
those obtained directly from the sample. This is specially true, for cells
with small sample sizes. When compared to HB estimates we are slightly
better in terms of standard deviation for cells with small sample sizes.
This indicates that the empirical likelihood is able to borrow information
across the cells better than the normal likelihood used in HB estimates.
This advantage of using EL was expected. However, without the proposed
HMC method it was essentially impossible to confirm our belief. It is almost
impossible to reliably implement the random walk MCMC procedures in
this case.
Table 2.2: Estimates for the North west, South west and Pacific region of
US in job satisfactory survey.
Category No.of No.of Sample HB BayEL
Satisfied Total Prop. SD Prop. SD Prop. SD
North west
White, < 35, M 270 180 0.600 0.023 0.606 0.019 0.591 0.020
White, < 35, F 176 151 0.538 0.028 0.562 0.024 0.584 0.031
White, 35− 44, M 215 108 0.666 0.026 0.660 0.021 0.635 0.022
White, 35− 44, F 80 40 0.667 0.043 0.645 0.029 0.627 0.030
White, > 44, M 268 136 0.664 0.023 0.679 0.020 0.694 0.020
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White, > 44, F 110 40 0.733 0.036 0.703 0.026 0.688 0.028
Other, < 35, M 36 20 0.643 0.064 0.658 0.033 0.632 0.035
Other, < 35, F 25 16 0.610 0.076 0.549 0.038 0.537 0.036
Other, 35− 44, M 9 7 0.563 0.124 0.685 0.037 0.673 0.036
Other, 35− 44, F 11 5 0.688 0.116 0.582 0.041 0.581 0.036
Other, > 44, M 16 3 0.842 0.084 0.748 0.033 0.729 0.035
Other, > 44, F 4 5 0.444 0.166 0.620 0.041 0.645 0.037
South west
White, < 35, M 252 126 0.667 0.024 0.649 0.021 0.623 0.020
White, < 35, F 97 61 0.614 0.039 0.604 0.027 0.616 0.030
White, 35− 44, M 162 72 0.692 0.030 0.673 0.023 0.665 0.024
White, 35− 44, F 47 27 0.635 0.056 0.633 0.031 0.658 0.031
White, > 44, M 199 93 0.682 0.027 0.692 0.021 0.722 0.019
White, > 44, F 62 24 0.721 0.048 0.694 0.029 0.715 0.026
Other, < 35, M 69 24 0.742 0.045 0.679 0.030 0.662 0.033
Other, < 35, F 45 36 0.556 0.055 0.542 0.034 0.570 0.035
Other, 35− 44, M 14 7 0.667 0.103 0.691 0.035 0.702 0.035
Other, 35− 44 F 8 4 0.667 0.136 0.579 0.042 0.613 0.037
Other, > 44, M 14 5 0.737 0.101 0.740 0.033 0.754 0.033
Other, > 44, F 2 0 1.000 0.000 0.632 0.041 0.675 0.035
Pacific
White, <35, M 119 177 0.672 0.035 0.643 0.026 0.636 0.023
White, <35, F 62 95 0.653 0.049 0.615 0.031 0.628 0.031
White, 35-44, M 66 86 0.767 0.046 0.685 0.030 0.677 0.026
White, 35-44, F 20 30 0.667 0.086 0.637 0.034 0.669 0.031
White, >44, M 67 88 0.761 0.045 0.719 0.027 0.733 0.022
White, >44, F 25 35 0.714 0.076 0.689 0.032 0.726 0.027
Other, <35, M 45 61 0.738 0.056 0.678 0.033 0.674 0.034
Other, <35, F 22 37 0.595 0.081 0.545 0.038 0.583 0.036
Other, 35-44, M 15 25 0.600 0.098 0.681 0.036 0.713 0.035
Other, 35-44, F 10 18 0.556 0.117 0.572 0.041 0.626 0.037
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Other, >44, M 8 14 0.571 0.132 0.731 0.035 0.764 0.033
Other, >44, F 6 8 0.750 0.153 0.633 0.041 0.686 0.036
2.5.3 Real data analysis: Rat population growth data
Gelfand et al. (1990) study growth of a rat population under a treat-
ment and a placebo. We consider the growth of the control group in this
illustration.
In the reported study, mass of thirty rats in a control group were mea-
sured weekly for five weeks. Gelfand et al. (1990) assumed that each rat
has its own growth curve and postulated a parametric hierarchical Bayes
model for them.
We consider the same model as well. In particular, yij, the mass of the
ith rat in the jth week is given by
yij = αi + βi(tj − t¯) + ij, (i = 1, . . . , 30; j = 1, . . . , 5).
Here the covariate tj denotes the jth week and t¯ = 22. The intercept and
the slope of each rat is different, which reflects that each rat has its own
growth curve. It is assumed that αi | (αc, σ2α) ∼ N (αc, σ2α); βi | (βc, σ2β) ∼
N (βc, σ2β); σ2 ∼ IG(5/2, 10/2); αc ∼ N (0, 1002); βc ∼ N (0, 1002); σ2α ∼
IG(5/2, 10/2); σ2β ∼ IG(5/2, 10/2). Note that our specification differs from
Gelfand et al. (1990) in one aspect. Instead of a Wishart prior on σ2α, σ
2
β we
assume that they are independently distributed as inverse-gamma. Unlike
Gelfand et al. (1990) we don’t assume that the slope and the intercept of
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the individual rats are correlated. This is a simplification of the model.
However, we found that in practice it makes little difference.
In our BayEL formulation we estimate the joint likelihood of the mass
of the ith rat in jth week for each of the 30 rats and 5 weeks. Suppose
α = (α1, . . . , α30), β = (β1, . . . , β30). The set of feasible weights in our






ωij {yij − αi − βi(tj − t¯)} = 0, i = 1, 2, . . . , 30,
5∑
j=1






[{yij − αi − βi(tj − t¯)}2 − σ2 ] = 0
}
∩∆149.
The empirical likelihood L(α, β, σ2 ) is given by















Note that our likelihood originates from an estimate of the data using a
constrained empirical distribution. There are 61 constraints for 61 param-
eters.
Gelfand et al. (1990) and WinBug used a Gaussian likelihood and Gibbs
sampling to sample from the resulting posterior. Unfortunately, designing
a MCMC procedure to efficiently sample from BayEL posterior in (3.27) is
by no means easy. There are more than two constraints on each rat with
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Table 2.3: Posterior means, standard deviations, 2.5% quantile, median
and 97.5% quantile of α0, βc and σ simulated from BayEL by HMC and
corresponding results obtained from a fully parametric formulation using
Gaussian likelihood via WinBugs (WB).
Mean SD 2.5% Median 97.5%
HMC WB HMC WB HMC WB HMC WB HMC WB
α0 107.1 106.6 4.331 3.655 98.70 99.44 107.06 106.5 115.7 113.8
βc 6.176 6.185 0.158 0.106 5.864 5.975 6.175 6.185 6.489 6.349
σ 4.414 6.086 0.327 0.461 3.827 5.255 4.390 6.061 5.110 7.049
five observations. The intercepts and the slopes of the growth curves are
clustered. So generating them from their respective priors won’t be efficient.
The generated values would rarely be able to keep Wα,β,σ2 6= ∅. Separate
random walks on the 30 pairs of (αi, βi) is not easy either. It is difficult to
determine the step-lengths. The adaptive step-length procedures (Haario
et al., 1999) mixes quite slowly as well. Parallel tempering is a possible way
forward. However, it does not work that well either.
It turns out that the proposed HMC method works very well in this
case. The gradients of the log-posterior are easy to compute. For each
i = 1, 2, . . . , 30, let
hi1(yij, tj, α, β) = yij − αi − βitj,
hi2(yij, tj, α, β) = tj(yij − αi − βitj),
hσ(yij, tj, α, β, σ
2
 ) = (yij − αi − βitj)2 − σ2 .
be the objective functions. Let for i = 1, 2, . . . , 30 and k = 1, 2, λik and λσ
are Lagrange multiplier corresponding to the constraint
∑5





j=1 hσ(α, β, σ
2
 ) = 0 in the objective function respectively.
The gradient of the log-likelihood L(αi, βi, σ
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∂ logL(α, β, σ2 )
∂σ2
= 150λσ.




β) do not appear in the con-
straints determining the likelihood. Thus the gradient of the log-likelihood
with respect to the hyperparameters are just the derivatives of their log pri-
ors. HMC was run with Ls = 10 and s = (0.2, 0.01, 0.2, 0.3, 0.01, 0.05, 0.001)
for α, β, σ2, σ2α and σ
2
β respectively. We ran the chain for 50000 times, with
a burn in of 10000 times.
Our results are presented in Table 2.3. and Figure 2.4. we compare
them with these obtained from a fully parametric set up, using a Gaussian
likelihood. The actual results for the latter we quote from the o˝pen bugs
example available on the web∗. The point estimates of the hyper mean
parameters i.e. βc, α0 = αc − βct¯ obtained from the HMC BayEL and
WinBug applied to parametric formulation methods quite closely. However
our estimate of the error variance is significantly lower than that obtained
from WinBug. This we believe is due to the particular combination of our
choice of likelihood and priors. We use empirical likelihood and priors less
flat than in WinBug application.
∗See http://mathstat.helsinki.fi/openbugs/Examples/Rats.html.
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Figure 2.4: The estimated posterior distribution of (a) α0, (b) βc and (c)
σ obtained from the proposed BayEL formulation by HMC algorithm.
2.6 Discussion
In this chapter we discuss the use of Hamiltonian Monte Carlo algo-
rithm to sample from a Bayesian empirical likelihood posterior. In order
to construct such a posterior, the distribution of the data is first estimated
by its empirical distribution function under parametric constraints. The
jump points of this estimate are then multiplied to form a likelihood. Fi-
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nally the un-normalised posterior is obtained by multiplying the above
likelihood with the prior. The normalisation constant is intractable and
so is an analytic expression of the posterior. However, samples from this
un-normalised posterior can be drawn using MCMC techniques. Imple-
mentation of Markov chain Monte Carlo techniques for BayEL posterior
are difficult. The support of the posterior is non-convex for most models.
Outside this support the empirical likelihood is traditionally defined to be
zero. The usual random walk sampler mixes very slowly. In fact, the speed
of convergence is not much improved if one uses parallel tempering or any
adaptive techniques. It appears that Hamiltonian Monte Carlo mixes much
faster in such situations. Primarily this is due to an interesting property of
the gradient of the log-empirical likelihood. Under mild conditions, for a
class of models, at the boundary of the support, at least one derivative of
the log-empirical likelihood with respect to parameter diverges. Thus once
our current position is inside the support of the posterior, the chain does
not go out. Whenever it reaches the boundary, it jumps back to the interior
of the support. This implies that a properly scaled HMC chain or in fact a
Langevin-Hastings chain would be efficient in generating samples from the
posterior.
Implementation of HMC for BayEL is quite easy. For most models used
in practice, the estimating equations are explicitly known and their Jaco-
bian with respect to the parameters can be easily calculated. We illustrate
this fact with generalised linear models. Once the step length and step size
for the leap-frog method used in HMC are specified, rest is essentially auto-
matic. The appropriate values of the parameters controlling the HMC can
be easily found.
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This chapter solves a problem with huge practical implication. It was
well known that empirical likelihood based methods have many advantages
over fully parametric methods in many constrained problems. The Bayesian
formulation of these models in a BayEL set up was straightforward. How-
ever, there was a lack of reliable sampling methods to explore the resulting
posterior. This chapter bridges this gap for most models used in practice.
Now, using HMC one can possibly use BayEL procedure in a large class of
models with a high degree of confidence.
The described technique can be extended in several directions. In some
examples the gradient of the log-empirical likelihood may not be read-
ily available and should be computed numerically. An optimal strategy to
sample using HMC in these situations requires more investigation. Many
models encountered in practice are over-specified. That is there are more
estimating equations than parameters. In such cases it is possible that any
gradient of the log-empirical likelihood will not diverge in some boundaries.
This event should be of low probability in most cases. However, nothing
definite is known.
Neal (2011) uses HMC with Gibbs sampler for parametric hierarchical
models. Same can be done for hierarchical BayEL as well. Chaudhuri and
Yin (2014) show that in many applications it may be efficient to propose a
part of the parameters first. The empirical likelihood can then be maximised
over the other parameters to obtain their suitable values. These parameters
are then proposed close to these suitable values. This method is particu-
larly efficient for Reversible jump Markov chain Monte Carlo (Green, 1995)
applied to BayEL based model selection. HMC can be used to propose the
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first set of parameters in the above procedure.
In this chapter we show that the norm of the gradients of the log em-
pirical likelihood with respect to any parameter appearing in the argument
of the estimating equations diverges at the boundary of the support. We
don’t investigate the rate of this divergence. This rate may be an interest-
ing topic of investigation. In particular, it may be useful to know when the
assumption A5 does not hold.
BayEL only considers constraints based on estimating equations involv-
ing data and some parameters. However, the parameters may be itself con-
strained (eg. specific sign, order restriction, etc). In such cases, A1 may not
always hold. However, by carefully defining the derivative at some bound-
aries it may be possible to use HMC. This seems to be an exciting direction
of search.
Finally, in many applications, where the constraints are based on the
quantiles of the data, the assumption of smoothness of the estimating func-
tions on the parameters do not hold. In such cases, the log empirical like-
lihood surface is stepped and it is not clear how to construct a HMC.




A Two-step Metropolis Hastings for
Bayesian Empirical Likelihood
Computation
In this chapter, we propose a two-step Metropolis Hastings algorithm
for Bayesian empirical likelihood. It can be used for both fixed and varying
dimensional parameter spaces. In the first step of our method, some param-
eters are updated by Metropolis Hastings algorithm as usual. In the second
step, the remaining parameters are updated by some proposals depending
on their maximum conditional empirical likelihood estimates. Furthermore,
with a carefully designed reversible jump scheme, this method can be easily
extended to reversible jump Markov chain Monte Carlo (Green, 1995).
This chapter is organised as follows. In section 3.1, for our convenience,
the Bayesian empirical likelihood is reintroduced in another form of set-
tings. A simple method of computing the maximum conditional empirical
likelihood estimate is then presented. In the section 3.2, based on this esti-
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mate, a two-step Metropolis Hastings is proposed for both fixed and varying
dimensional parameter spaces. Several illustrative examples are shown in
section 3.3. Our method performs well in both parameter spaces.
3.1 Bayesian empirical likelihood and maximum con-
ditional empirical likelihood estimate
In this section, we propose a convenient method to obtain maximum
conditional empirical likelihood estimate. This method takes advantages of
the fact that the estimating equations can be divided into two sets based on
the parameters. For our convenience, we first define the empirical likelihood
in another form and then propose our estimation method.
3.1.1 Bayesian empirical likelihood
We have independent observations x1, . . . , xn from an unknown distri-
bution F 0, which depends on a parameter vector θ = (θ1, θ2) ∈ Θ = Θ1×Θ2
of length p + q. Suppose the unknown distribution F 0 satisfies certain es-
timating equations. Some of these estimating equations do not explicitly
depend on θ2 while the others involve all parameters. Specifically, let
EF 0 [g(x, θ1)] = 0 and EF 0 [h(x, θ1, θ2)] = 0, (3.1)
where g(x, θ1) ∈ Rl and h(x, θ1, θ2) ∈ Rd.
Let F ∈ Fθ be a distribution function depending on a parameter θ ∈ Θ.
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{F (xi)− F (xi−)} (3.2)
over Fθ under constraints, depending on g(x, θ1) and h(x, θ1, θ2).
Specifically, suppose ωi = F (xi) − F (xi−) and ω = (ω1, . . . , ωn) is the
vector of weights at the points x1, . . . , xn. Given θ1 ∈ Θ1 and θ2 ∈ Θ2, the














ωih(xi, θ1, θ2) = 0
} ∩∆n−1, (3.4)
where ∆n−1 is a n − 1 dimensional simplex. Then the “non-parametric
likelihood” in (3.2) is maximized over
W(θ1, θ2) =WG(θ1) ∩WH(θ1, θ2). (3.5)











Note that the maximization problem in (3.7) is feasible, i.e. each ωˆ ≥ 0,
if and only if 0 is in the convex hull of {g(xi, θ1), h(xi, θ1, θ2)}ni=1 for some
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given θ1 and θ2. However, usually, this condition is not satisfied in the whole
space of the parameters.
Now further assume that we have available prior knowledge on θ, which
is specified by the prior pi(θ1, θ2). Bayesian empirical likelihood (BayEL)





Note that the denominator in (3.8) is intractable, therefore BayEL posterior
is lack of analytical form.
The validity of the empirical likelihood for Bayesian inference has been
discussed in Chapter 1. The application of this procedure is presented in
that chapter as well.
In BayEL procedures, samples from posterior are drawn by Markov
chain Monte Carlo (MCMC) techniques. The absence of analytical form
makes the Gibbs sampling almost impossible. In this case, Metropolis Hast-
ings methods are considered instead. For such methods, proposal distribu-
tions are crucial to the performance. For BayEL, however, efficient propos-
als are not easily constructed. In fact, due to the convex hull issue, the
posterior is not supported everywhere in the whole parameter space and
the posterior support is usually non-convex even for a simple model. Fur-
thermore, for a finite dataset, as the number of constraints increases, the
geometry of the posterior support becomes more complex. Therefore usual
proposals in Metropolis Hastings cannot ensure the sampler to explore the
BayEL posterior within its complex support.
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Sampling from the BayEL becomes more difficult when the dimension
of the parameter space can vary between iterations. In such case, reversible
jump Markov chain Monte Carlo (RJMCMC) (Green, 1995) sampler is
generally used. Because the sampler can jump between models, it has
been widely applied to model determination problems (see Fan and Sis-
son (2010); Dellaportas et al. (2002); Robert et al. (2002)).
A challenge of the RJMCMC is the construction of the cross-model
proposals. The usual notions that can guide the sampler in the fixed di-
mensional state space now appear useless. Inefficient proposal makes the
reversible jump sampler explore the parameter space slowly or even entirely
fail. Consequently, the Markov chain takes long time to converge. Therefore
the construction of an efficient proposal is a topic of extensively discussion
(Brooks et al., 2003; Sisson, 2005; Green and Hastie, 2009). Many variants
of RJMCMC are also proposed (Al-Awadhi et al., 2004; Jasra et al., 2007).
When the RJMCMC is used in the BayEL procedures, constructing an
efficient proposal becomes even harder. This is because even for common
parameters under different models, the posterior supports may be entirely
different. Therefore, for RJMCMC in the BayEL procedure, it is quite
challenging to design a cross-model proposal which can ensure the proposed
candidates to be in their new supports.
To solve the problems discussed above, we propose a two-step Metropo-
lis Hastings method, which is also very efficient in varying dimensional pa-
rameter space. In our method, the proposals of some parameters are based
on the maximum conditional empirical likelihood estimates of the other
parameters. Such estimates are usually in the deep interior of the posterior
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support. Thus the proposed values are more likely in the posterior sup-
port. Similar idea can be seen in Gamerman (1997), who considered using
weighted least squares to construct proposal for generalized linear model
and mixed effect models. However, their method is not applicable to the
case of empirical likelihood.
Clearly, the computation of the maximum conditional empirical like-
lihood estimate is usually not trivial. Therefore in the next section, we
propose a simpler method to obtain it.
3.1.2 A maximum conditional empirical likelihood estimator
Suppose θ1 = a ∈ Θ1 is given, we define the maximum conditional
empirical likelihood estimate (MCELE) of θ2 as













There are several ways to compute θˆEL2 (a). Equation (3.10) indicates that
it can be obtained from a two-stage maximisation. It can also be computed
directly by solving (3.7) and (3.9) after substituting θ1 by a.
The following characterisation of θˆEL2 (a) provides an easy way for its
computation. This characteristion is also key to the two-step Markov chain
Monte Carlo method for drawing sample from the BayEL posterior in (3.8).
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By substituting νˆ(a) for ω in (3.4), we get the following equations in θ2.
n∑
i=1
νˆi(a)h(xi, a, θ2) = 0. (3.12)
The following results connects θˆEL2 (a) with the solutions of (3.10).
Theorem 3.1. Suppose θ˜2 solves (3.12). Then θ˜2 = θˆ
EL
2 (a).
Proof. Since νˆ(a) maximises over WG(a) and it is in W(a, θ˜2), by the
uniqueness of the solution, we get
ωˆ(a, θ˜2) = νˆ(a). (3.13)



















ωˆi(a, θ˜2) = L(a, θ˜2)
The the statement holds.
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Our proposed maximum conditional estimator of θ2 given θ1 = a is mo-
tivated partly by Chaudhuri et al. (2008), who used similar procedure in a
frequentist setting. We shall see later that computationally, the characteri-
sation in Theorem 3.1 is very convenient. For a known value a, maximising
the product of weights over WG(a) is a convex problem. Thereafter, given
the optimal weights νˆ, one has to solve (3.12) at the worst numerically,
which is often easy. In many cases, analytical solutions can be found. By
judicious choice of θ1 and θ2, these solutions can often be made to be unique,
which forms the basis of the two-step MCMC procedure we describe next.
3.2 Markov chain Monte Carlo for Bayesian empiri-
cal likelihood
In Chapter 2, Hamiltonian Monte Carlo method has been discussed for
Bayesian empirical likelihood. This method requires the calculation of the
gradient of the log-posterior. To my best knowledge, this method is mainly
used in fixed dimensional state space. In this section, we propose a two-step
Metropolis Hastings method, which is in efficient varying dimensional state
space as well.
3.2.1 A two-step Metropolis Hastings method for fixed dimen-
sional state space
For simplicity, given θ1 = a ∈ Θ1, we assume θ˜2 is unique. Our method
easily generalises when (3.12) has multiple solutions. Our two-step Metropo-
lis Hastings method is presented in Table 3.1. An illustrative figure for our
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Table 3.1: The two-step Metropolis Hastings algorithm.




2 At iteration t+1:
i θ
(t+1)
1 is proposed from q1(· | θ(t)1 );
ii Given θ1 = θ
(t+1)
1 , obtain ωˆ(θ
(t+1)
1 ) by solving (3.11);
iii Compute θ˜
(t+1)
2 from the equation (3.12);
iv Propose θ2
(t+1) from q2(· | θ(t+1)1 , θ˜(t+1)2 );


































2 |θ(t+1)1 , θ˜(t+1)2 )q1(θ(t+1)1 | θ(t)1 )
}
;
3 go back to step 2.
method is presented in Figure 3.1. In our two-step method, the MCELE
is used to propose values of θ2. In the first step of the iteration t, θ
(t+1)
1 is
proposed by usual Metropolis Hastings proposal q1(θ
(t+1)
1 |θ(t)1 ). In the sec-
ond step, we first follow the procedure in 3.1.2 to calculate the MCELE
of θ2, which is denoted as θ˜
(t+1)
2 . Then we propose θ
(t+1)
2 by a proposal
q2(θ
(t+1)
2 |θ(t+1)1 , θ˜(t+1)2 ). Given the new values θ(t+1)1 and θ(t+1)2 , the empirical





are accepted together with some probability α, which will be defined later.
Otherwise, θ1 and θ2 remain the current values.
The main advantage of our method is to ensure the proposed value of θ2
to lie in its posterior support automatically. This happens because proposal
for θ2 takes advantage of the MCELE given θ1. Such estimate is usually in
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2 · · ·
Figure 3.1: An illustrative figure for the two-step Metropolis Hastings al-
gorithm.
the centre of the posterior support. Thus candidates proposed close to this
estimate automatically lie in the posterior support. Clearly, this cannot be
always ensured by using a usual random walk proposal.
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1 is independent of θ
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2 is a deterministic function of θ
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2 ) is a Markov chain and
we can calculate the transition probability as well.




2 ) is obtained by the al-
gorithm in Table 3.1. Let θ˜
(t+1)
2 is the unique solution of the equation (3.12)
given θ
(t+1)




2 ) is a Markov chain and the transition prob-

































) ∣∣θ(t)1 , using properties of the condi-






























) ∣∣ (θ(t+1)1 , θ(t)1 , θ(t)2 ) . (3.16)
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2 |θ(t+1)1 , θ˜(t+1)2
)
70
3.2. Markov chain Monte Carlo for Bayesian empirical likelihood






























2 |θ(t+1)1 , θ˜(t+1)2
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is a Markov chain and the
transition probability is the product of q1(·|θ(t)1 ) and q2(·|θ(t+1)1 , θ˜(t+1)2 ). In
order to show that our sequence can converge to the stationary distribution,
the irreducibility and aperiodicity need to be satisfied. They can be ensured
by the choice of the proposal distribution q1 and q2. We can choose q1 and q2
in such a way that the transition probability is positive for ∀(θ1, θ2) ∈ Θ1×
Θ2. Therefore the Markov chain converges to the stationary distribution.
Because in each iteration, we use empirical likelihood as the likelihood, the
stationary distribution is the BayEL posterior. Moreover, due to the scheme
of Metropolis Hastings, our obtained Markov chain is also reversible.
3.2.2 A two-step reversible jump method for varying dimen-
sional state space
Our two-step Metropolis Hastings algorithm can be extended to re-
versible jump Markov chain Monte Carlo (RJMCMC). Our BayEL based
reversible jump algorithm has two stages. First, it updates parameters
within a model, and then it updates parameters cross models. The first
stage is the same as our two-step method discussed in the section 3.2.1.
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The second stage requires an efficient cross-model proposal that can pro-
pose values, which are more likely to be accepted, in the new model. In this
section, we mainly discuss the construction of such cross-model proposal.
We consider variable selection for Bayesian linear model by BayEL
based RJMCMC. Specifically, we denote a model by γ = (γ1, . . . , γs), where
γi is a binary indicator taking the value 1 if the ith covariate is included
in the model and 0 otherwise. The total number of potential covariates is
s. Now suppose y is the response variable and xγ = (xγ,i : γi = 1, i ∈
{1, . . . , s}) is the vector of covariates under model γ . Correspondingly, the
coefficient vector is βγ = (βγ,i : γi = 1, i ∈ {1, . . . , s}). The linear model is
then given by
y = xTγ βγ + γ , E(γ) = 0, var(γ) = σ
2
γ . (3.17)
In BayEL procedures, the empirical likelihood under model γ is built
based on the estimating equations
E
[




xi(y − xTγ βγ )
]
= 0, i = 1, . . . , s (3.18)
E
[
(y − xTγ βγ )2 − σ2γ
]
= 0. (3.19)
Note that in (3.18), the residual from the current model is assumed uncor-
related with all covariates including the one that is absent from the model.
we follow the Variyath et al. (2010) and Kolaczyk (1995), who used the
same setup in context of frequentist model selection in generalised linear
and moment condition models.
72
3.2. Markov chain Monte Carlo for Bayesian empirical likelihood
Assume that we are currently in the state (γ,βγ , σ
2
γ) with dimension
k and we want to propose a jump to a state (γ′ ,βγ′ , σ2γ′ ) with dimension
k′, where k′ > k. In RJMCMC, the cross-model proposal is constructed
through two steps. First, for the purpose of dimensional matching, a ran-
dom variable vector u of length k′ − k is generated from a proposal dis-
tribution q(u), i.e. dim(βγ ) + dim(u) = dim(βγ′ ). Second, (βγ , u, σ
2
γ) is
mapped to (βγ′ , σ
2
γ′ ) by a one-to-one mapping function gγ→γ′ . At the end of
RJMCMC, the new state (γ′ ,βγ′ , σ2γ′ ) would be accepted with probability
α(γ,γ′) = min
{
Π(γ′ ,βγ′ , σ2γ′ |y, x)p(γ |γ ′)
Π(γ,βγ , σ2γ |y, x)p(γ ′|γ)q(u)




where p(γ′ |γ) is the probability of proposing the jump from model γ to
model γ′ and Π(γ,βγ , σ2γ |y, x) is the BayEL posterior. The last factor in
(3.20) is the Jacobian of the transformation from (βγ , u, σ
2
γ) to (βγ′ , σ
2
γ′ ).
In the RJMCMC algorithm with empirical likelihood, the construc-
tion of the cross-model proposals appears difficult because the supports
of Π(γ,βγ , σ
2
γ |y, x) and Π(γ′ ,βγ′ , σ2γ′ |y, x) may be quite different. Even for
the common parameters in both models, the BayEL posteriors may be sup-
ported by different regions. Therefore a carefully designed mapping gγ→γ′
is required.
In principle, an efficient proposal should ensure that the proposed new
state (βγ′ , σ
2
γ′ ) will have values of the BayEL posterior close to that in
the current state (βγ , σ
2
γ). This ensures that the move and its reverse both
have a good chance of being accepted. This can be achieved with the help
of our two-step method. Our two-step algorithm for varying dimensional
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Table 3.2: The two-step reversible jump algorithm.
1 Initiate the algorithm by choosing an initial model, γ (0) to start
in and initial parameter values β (0) and σ2
(0)
.
2 At iteration t, the current model is γ




model γ by our two-step Metropolis Hastings method;
ii Update between models: assume model γ is updated to
model γ ′ by adding a variable xj. Then




, u) to (β′γ
(t+1), σ2γ ′
(t+1)
) by gγ→γ′ ,
which is given by
gγ→γ′
(












where βγ′ ,−j is the coefficient vector of xγ′ excluding
xj. βˆγ ′,j and βˆγ′ ,−j is the MCELE of βγ′ ,j and βγ′,−j
respectively. σˆ2γ ′ (σˆ
2











) is accepted with probability
α(γ′ |γ) = min
{
Π(γ′ ,βγ′ , σ2γ′ |y, x)p(γ |γ ′)
Π(γ,βγ , σ2γ |y, x)p(γ ′|γ)q(u)
}
3 go back to step 2
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parameter space is presented in Table 3.2. Similar to the fixed dimensional
case, the parameters are hierarchically mapped to the new model based on
their MCELEs. In particular, the coefficients βγ and u are mapped to βγ′
first based on their MCELEs given the proposed new model. Then σ2γ is
mapped to σ2γ′ based on its MCELE given the new value of βγ′ . Note that,
the MCELEs of the regression coefficients given the model are the same as
their ordinary least square estimates. So their computation is trivial if the
sample size is larger the the number of covariates. Given the coefficients,
the MCELE of σ2γ′ can be obtained by the procedures in the section 3.1.2.
From (3.2), it is seen that βγ and βγ′ are equidistant from their MELEs.
If βγ is close to βˆγ , then βγ′ is close to βˆγ′ as well. Similar to βγ′ , the
parameter σ2γ and σ
2
γ′ are equidistant from their MCELEs as well. Therefore
by the design of gγ→γ′ , the values of BayEL posteriors under both models
are close. The proposed model has a good chance of being accepted.
Note that gγ→γ′ is a linear mapping. Thus the determinant of Jacobian
factor in the acceptance probability in (3.20) is one. This is will be shown
in the following theorem.
Theorem 3.3. The current state (βγ , σ
2
γ) and the random vector u are
mapped to the new state (β′γ , σ
2
γ ′) through a one-to-one mapping function
gγ→γ′ denoted by equation (3.2). The determinant of Jacobian factor in the
acceptance probability of our method is
∣∣∣∣ ∂(β′γ , σ2γ ′)∂(βγ , u, σ2γ)
∣∣∣∣ = 1
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Proof.
∣∣∣∣ ∂(β′γ , σ2γ ′)∂(βγ , u, σ2γ)














The proposal for reverse move, from model γ ′ to γ is made determinis-
tically in this setting. The proposed parameters are accepted with proba-
bility min{1, 1/α}. In our method, the mapping is hierarchical and guided
by MCELEs. Such design ensures the BayEL posterior to be similar under
the current and new models.
3.3 Simulation study
In this section, we present two numerical studies to see how our two-
step method performs in both fixed and varying dimensional state space.
For fixed dimensional parameter space, the random effects model is con-
sidered. The performance is evaluated by posterior coverage probability of
the parameters. For varying dimensional parameter space, we use linear
regression model and see if true model can be selected by our method.
3.3.1 Linear model example
Suppose xij be the ith observation in the jth group and µi be the
random effect for the ith group. For i = 1, . . . , 15 and j = 1, . . . , 5, ij is
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defined as the individual-specific error. The random effect model is then
given by
xij = µi + ij (j = 1, . . . , 5, i = 1, . . . , 15) E(ij) = 0 var(ij) = σ
2.
(3.22)
We assume µi ∼ N(µc, τ 2), σ2 ∼ IG(5/2, 10/2), µc ∼ N(0, 100), τ 2 ∼
IG(5/2, 10/2). The lower-level parameter vector θ = (µ1, . . . , µn, σ
2) is of
our interest.





























Note that for each group there are only 5 observations. However, these
observations need to satisfy two constraints. Due to the relatively high
number of constraints compared to the number of observations, it is not
easy to apply usual random walk Metropolis Hastings in this case.
It turns out that our proposed method can explore this BayEL poste-
rior more efficiently. We evaluate the coverage probabilities of the Bayesian
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Table 3.3: coverage (%) of two-sided 95% credible interval for µi, (i =
1, . . . , 9), µc, σ
2
u and σ
2. Data are generated from normal and t distribution
with degree of freedom 5.
µ1 µ2 µ3 µ4 µ5 µ6 µ7 µ8 µ9
Normal 91.4 91.2 93.0 90.0 93.4 89.6 94.0 92.4 92.6
t5 88.8 90.8 91.0 89.8 89.4 90.2 91.0 89.2 90.4





Normal 93.4 90.4 94.2 91.2 91.2 92.0 94.8 95.2 89.4
t5 90.2 90.6 91.8 88.6 90.4 89.8 93.8 96.6 87.8
credible intervals. In our simulations, the hyper-parameters µc and τ
2 were
generated from N(100, 0.1) and IG(5, 10) respectively. The lower-level pa-
rameters µi was generated from its prior and the error variance σ
2 was
generated from IG(5, 8). The dataset xij was generated from N(µc, σ
2
c )
and t5 distribution respectively.
For each generated dataset, samples of size 25, 000 with a burn-in of
5000 are drawn from the posterior distribution. Convergence of this run is
tested through diagnostic test proposed by Heidelberger and Welch (1983).
Table 3.3 presents the marginal coverage of the two-sided 95% credible
intervals obtained from 500 repetitions of the above procedure. It is seen
that, although the coverage probabilities for datasets generated from t5
distribution is slightly lower than normal distribution, both of them are
fairly close to their nominal values.
Our two-step method has satisfactory acceptance rate. This can be seen
from Figure 3.2, which shows the histogram of acceptance rate for these 500
repetitions. For normal distribution, 74% of 500 repetitions have acceptance
rate above 20% , while below 10% only accounts for less than 6%. For the






























Figure 3.2: Histogram of acceptance rates for 500 repetitions of the modified
Metropolis Hastings samples of size 25, 000 with a burn-in 5, 000. (a) Data
generated from normal distribution; (b) Data generated from t5 distribution
3.3.2 Reversible jump Markov chain Monte Carlo
In this section, we consider variable selection problem in linear models.
Our example is the same as in Linde (2005). This dataset will be used for
empirical likelihood based deviance information criterion (ELDIC) in next
chapter as well.
Let y be the response variable in the linear model with 5 potential
covariates and 60 observations. Each covariate follows standard normal
distribution. Suppose vij is the ith observation of the jth covariate. Then
the dependent variable is generated according to the model
yi = vi4 + 1.2vi5 + i, i ∼ N(0, σ2), σ = 2.5, i = 1, . . . , 60.
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Suppose β = (β1, β2, β3, β4) is the coefficient vector. We use the same
prior of β as in Linde (2005). In particular, β ∼ N(0, 2) and 1/σ2 ∼
IG(0.002, 0.012). In Linde (2005), variables were selected by forward selec-
tion method. However, in our case, we use our proposed two-step reversible
jump method to identify the models that have a good fit of the data.
The model is denoted by γ = (γ1, . . . , γ5). Suppose that xiγ is the ith
observation for covariate vector of model γ and βγ is the corresponding






ωi(yi − viγ Tβγ) = 0,
n∑
i=1
ωixij(yi − viγ Tβγ) = 0,
j = 1, . . . , 5
}
∩∆59. (3.24)











A run of the reversible jump sampler of size 100, 000 with different start-
ing values is drawn from posterior distribution. The first half is discarded
as burn-in. The parameter β and σ are estimated by posterior mean while
the posterior model probabilities are estimated by empirical frequencies.
Table 3.4 presents the models with posterior probability above 1%. From
it, it is seen that the performance of our method is reasonably good. First,
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Table 3.4: Posterior model probabilities (PMP) above 1% for two-step re-
versible jump Markov chain Monte Carlo (RJMCMC). The posterior model
probabilities are estimated by empirical frequencies.
Covariates PMP (%)
X1, X4, X5 24·37
X1, X3, X4, X5 18·69
X1, X2, X4, X5 16·13
X1, X2, X3, X4, X5 11·33
X4, X5 9·82
X3, X4, X5 7·59
X2, X4, X5 6·74
X2, X3, X4, X5 4·78
Table 3.5: The table presents the posterior mean (PM) and standard de-
viance (SD) of βi, (i = 1, . . . , 5) as well as the ordinary least square (OLS)
and their standard errors (SE). The ordinary least square estimates and
standard errors are obtained from R function lm.
Parameters PM SD OLS SE
β1 -0.606 0.309 -0.535 0.394
β2 0.010 0.025 0.078 0.324
β3 -0.108 0.306 -0.110 0.329
β4 1.046 0.254 1.121 0.312
β5 1.153 0.252 1.222 0.350
although the true model is not the one with highest posterior model prob-
ability, it is among the first 5 best models. Second, our method selects the
same model with X1, X4, X5 as ELDIC shown in Chapter 4 of this thesis.
Furthermore, except the model with X2, X3, X4, X5, the other seven models
in Table 3.4 have the smallest seven ELDICs (ELDIC will be discussed in
the next chapter). This implies that our method is able to identify a set of
models that are most likely to best fit the data. Moreover, there are 22 out
of 32 models have been visited and accepted, which means our sampler can
traverse the space of models. Finally, the acceptance rate is about 30%, for
reversible jump MCMC, which is reasonable.
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Table 3.5 presents the posterior means of parameters. They are com-
pared to the ordinary least square estimates (OLSs) in the full model. It
can be seen from Table 3.5 that the posterior means and the OLSs are
close. The standard errors obtained by both methods are also comparable.
This implies that estimates obtained from samples drawn by our method
are as good as the ones by parametric method.
3.4 Illustrative applications
3.4.1 Rat population growth data
Gelfand et al. (1990) studied growth of a rat population under a treat-
ment and a placebo. We consider the growth of the control group in this
illustration. This example is also used in Chapter 2 where Hamiltonian
Monte Carlo (HMC) was discussed for the BayEL posterior.
In the reported study, mass of thirty rats in a control group were mea-
sured weekly for five weeks. In Gelfand et al. (1990), each rat was assumed
to have its own growth curve and a parametric hierarchical Bayes model
was postulated. We consider the same model. Specifically, suppose tj is the
jth week and yij is the mass of the ith rat in the jth week. The model for
the mass of the rat is given by
yij = αi + βi(tj − t¯) + ij, (i = 1, . . . , 30; j = 1, . . . , 5).
where t¯ = 22. Hierarchical priors are also considered. In particular, it is
assumed that αi | (αc, σ2α) ∼ N (αc, σ2α); βi | (βc, σ2β) ∼ N (βc, σ2β); σ2 ∼
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IG(5/2, 10/2); αc ∼ N (0, 1002); βc ∼ N (0, 1002); σ2α ∼ IG(5/2, 10/2);
σ2β ∼ IG(5/2, 10/2).
Note that, unlike Gelfand et al. (1990), we assume that the slope and
intercept of the individual rats are uncorrelated. Thus independent inverse
gamma distributions are used instead of Wishart prior. This prior is the
same as in Chapter 2.
Now suppose ωij be the weight in empirical likelihood for the mass of
the ith rat in jth week. Let α = (α1, . . . , α30), β = (β1, . . . , β30). The set of






ωij {yij − αi − βi(tj − t¯)} = 0, i = 1, 2, . . . , 30,
5∑
j=1






[{yij − αi − βi(tj − t¯)}2 − σ2 ] = 0
}
∩∆149.(3.26)
The empirical likelihood L(α, β, σ2 ) is given by















In (3.26), there are 61 constraints for 61 parameters in the feasible
set. Each rat has more than two constraints with five observations. Simple
random walk is by no means easy. Other MCMC methods like parallel
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Table 3.6: Posterior means, standard deviations, 2.5% quantile, median
and 97.5% quantile of α0, βc and σ simulated from BayEL by two-step
Metropolis Hastings (TMH) and HMC
.
Mean SD 2.5% Median 97.5%
HMC TMH HMC TMH HMC TMH HMC TMH HMC TMH
α0 107.1 106.9 4.331 3.604 98.70 99.80 107.06 106.9 115.7 113.9
βc 6.176 6.19 0.158 0.106 5.864 5.975 6.175 6.183 6.489 6.396
σ 4.414 4.251 0.327 0.318 3.827 3.676 4.390 4.231 5.110 4.917
tempering may work, but it is expected to take a long time to converge.
Note that given αi, βi and σ
2





lytical form of posterior marginals. Therefore Metropolis within Gibbs sam-
pling (Givens and Hoeting, 2005) incorporated with our two-step method is
considered. In particular, αi, βi and σ
2
 are updated by our two-step method,





A run of size 150, 000 with 5, 000 as burn-in are drawn from the pos-
teriors. Convergence of all the chains is tested through Heidelberger and
Welch (1983) diagnostic. We compare our posterior means of αc, βc and σ
with the estimates based on samples drawn by Hamiltonian Monte Carlo
(Chapter 2). From Table 3.6, it is seen that the point estimates of the hy-
perparameters i.e. βc, α0 = αc − βct¯ obtained from the two step method
and HMC are quite close. The standard deviations are also comparable.
However, using our method, we do not need to derive the gradients of the
parameters. Therefore in this case our method is simpler but has same
degree of efficiency as HMC.
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3.4.2 Gene expression data
In this section, we demonstrate our proposed two-step reversible jump
MCMC using data from n = 118 micorarray experiments collected and
analyzed by Wille et al. (2004). The experiments measure gene expression
in Arabidopsis thaliana and we focus on p = 13 genes from the initial part
of the MEP pathway, which is one of the two pathways received special
attention in Wille et al. (2004). The data is standardized. The order of the
genes is the same as Drton and Perlman (2007) and we consider a linear
model for each gene (node) separately. Given each node, all its parents are
considered as potential covariates.
Note that the total number of potential models are very huge. There-
fore our proposed two-step reversible jump method is used to select the
directed acyclic graphic (DAG) model that can best fit the data. Suppose
k ∈ {4, 5, . . . , 13} indicate the number of the gene. Given the kth gene,
the model to fit this gene is denoted by γk = (γ1, . . . , γk−1). Let βγk be




exponential (0, λ) and inverse gamma (0.1, 0.1) respectively. The hyper-
parameter λ follows inverse gamma (5, 5) and the prior for model space is
Beta (2, 7).
The set of constraints for empirical likelihood is defined same as (3.24).
Samples of size 100,000 are drawn from the derived BayEL posterior and
the first half is discarded as burn-in.
Figure 3.3 shows the selected DAG model. Our selected model is similar
to the one in Drton and Perlman (2007) where a multiple testing procedure
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Figure 3.3: Directed acyclic graphic model for gene expression data
Table 3.7: Acceptance rate for each node.
Node DXR MCT CMK MECPS HDS
Acceptance rate 0.065 0.190 0.256 0.142 0.101
Node HDR IPPI1 GPPS PPDS1 PPDS2
Acceptance rate 0.178 0.176 0.164 0.162 0.090
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was considered. This result shows the effectiveness of our two-step reversible
jump MCMC method. This data will be analyzed by our ELDIC method
in Chapter 4 again. The two orange edges are the ones different from the
DAG by ELDIC.
Table 3.7 presents the acceptance rates for each nodes. Except the DXR
and PPDS2, the acceptance rates for all the other nodes are above 10%.
Some of them even above 20%. This means constructing proposals based
on MCELE efficiently increases the acceptance rates.
3.5 Discussion
In this chapter, we propose a two-step Metropolis Hastings method,
which is efficient for both fixed and varying dimensional state space. The
parameters in the model are divided into two sets. The first set is involved
in all estimating equations. The second is involved in part of them only. The
basic idea of our method is to update the parameters hierarchically. The
first set of parameters is updated first, then based on their values, maximum
conditional empirical likelihood estimates of parameters in the second set
are calculated. Candidates are proposed based on these estimates.
This method also extends to reversible jump Markov chain Monte Carlo.
Similar scheme is used. The main advantage of our method is to ensure
the proposed candidates lie in their supports. The values of the BayEL
posteriors would be close. Thus the new model is likely to be accepted.
Our method is generic. It can be applied to various models as long as
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the parameters can be split in the way we discussed. One disadvantage
of our method is that, the autocorrelation among the generated samples
is high. This we believe happens due to our use of random walk Markov
chain Monte Carlo in the first step. Better procedures geared towards re-
ducing the autocorrelation may be beneficial in this case. As for example




Empirical Likelihood Based Deviance
Information Criterion
The BayEL procedures have seen a wide range of applications. However,
the BayEL based model selection procedures are explored insufficiently. In
Bayesian paradigm, the scope of model selection is widespread, which in-
cludes goodness of fit or statistics based on posterior predictive distribu-
tions (Gelman et al., 1995; Bayarri and Berger, 2000; Pe´rez and Berger,
2002) and Bayes factor or its variants (Aitkin, 1997; Berger and Pericchi,
1998; Gelman et al., 1995; Berger et al., 2003), or some iterative schemes
(Nott and Leonte, 2004; Nott and Kohn, 2005) etc. Due to the absence
of analytical form of BayEL posterior, the estimation of posterior predic-
tive distribution and the calculation of Bayes factors are not easy. There
are efficient Markov chain Monte Carlo methods to solve these problems
(Del Moral et al., 2006; Zhou et al., 2013). However, they are costly for the
case of Bayesian empirical likelihood.
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Another attractive method for Bayesian model comparisons is the de-
viance information criterion (DIC) (Spiegelhalter et al., 2002). It is the
posterior expectation of a well defined deviance penalized by a measure of
the effective number of the parameters in the model. Since DIC takes a form
similar to Akaike Information Criterion (AIC, Akaike (1974)), the model
with the minimum value of DIC is preferred. Moreover, the computation of
DIC solely depends on the samples drawn from the posterior. With the help
of Markov chain Monte Carlo (MCMC) techniques, DIC can be computed
without too much trouble. Nowadays, DIC is available in BUGS and can
be easily monitored.
In practice, however, DIC has some weaknesses. First, the measure for
effective number of parameters is not invariant to reparameterization. Also,
DIC might have different values for two models, which are equivalent to
each other in terms of distribution. In addition, in some contexts (like mix-
ture models), DIC lacks a solid theoretical justification. These problems
of DIC have not affected its popularity. It has been used in a wide range
of models including stochastic volatility models (Berg et al., 2004), miss-
ing data models (Celeux et al., 2006), approximate Bayesian computation
(Franc¸ois and Laval, 2011) and latent variable models (Li et al., 2012), etc.
Since the computation of DIC merely depends on the samples drawn
from the posterior, it is natural to consider using it for the BayEL proce-
dures. In this chapter, an empirical likelihood based deviance information
criterion (ELDIC) is proposed and its validity is discussed. ELDIC has
similar form of the classical DIC, but the definition of the deviance is now
defined based on the empirical likelihood. The decision theoretic justifica-
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tion of ELDIC can be derived, which requires the consistency of the BayEL
posterior mean and the asymptotic normality of the posterior distribution.
Both of them can be proved under some mild conditions. Furthermore, a
BayEL based estimate of the effective number of the parameters is pro-
posed, which is shown to be a proper measure for the model complexity.
From our study, ELDIC works well, and in some cases it outperforms DIC.
The rest of this chapter is organised as follows. In section 4.1, the con-
struction of the classical DIC is first introduced, and the empirical likeli-
hood DIC is then proposed. In this section, we also show the consistency
of the BayEL posterior mean and the asymptotic normality of the poste-
rior distribution in mild conditions. In section 4.2, the decision theoretic
justification of ELDIC is discussed and the validity of using as a criterion
to select model is shown. In section 4.3, we consider some properties of the
proposed BayEL based estimate of the effective number of the parameters.
It is proved to be a proper measure for the model complexity. Several illus-
trative examples are presented in the section 4.5. In this section, we mainly
focus on the variable selection for Bayesian linear and generalized linear
models.
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4.1 Empirical likelihood based deviance information
criterion
4.1.1 Deviance information criterion
Suppose y1, . . . , yn are n i.i.d random variables following a distribution
F 0θ admitting a density f(y|θ) with respect to a suitable measure. The
density f(y|θ) depends on a parameter vector θ ∈ Θ ⊆ Rp. The prior
knowledge of θ over Θ is specified by an available prior pi(θ). A posterior




From a frequentist’s perspective, model assessment or comparison should
be based on the deviance, which is defined as the difference in the log
likelihoods between the fitted and the saturated model. Spiegelhalter et al.
(2002) analogously defined a Bayesian deviance as
D(θ) = −2 log p(y|θ)− 2 log p(y). (4.1)
where p(y) is some fully specified standardizing term which is a function of
the data alone. Based on (4.1), Spiegelhalter et al. (2002) proposed deviance
information criterion (DIC) for Bayesian model comparison. It is defined as
a Bayesian measure of model fit penalised by Bayesian measure for model
complexity. Bayesian model fit is measured by posterior expectation of the
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deviance, i.e.
D(θ) = EΠ [D(θ)] (4.2)
and Bayesian model complexity is measured by the effective number of
parameters in the model, which is the difference between posterior mean
of the deviance and the deviance evaluated at some posterior estimates of
parameters θˆΠ, i.e.
pD = D(θ)−D(θˆΠ). (4.3)
Then Spiegelhalter et al. (2002) defined DIC as
DIC = D(θ) + pD. (4.4)
Furthermore, from (4.4) and (4.3), DIC can be written as
DIC = 2D(θ)−D(θˆΠ) = D(θˆΠ) + 2pD. (4.5)
From decision theoretic point of view, DIC can be heuristically justified
as the expected loss in predicting replicates generated from the same mech-
anism which gives rise to the current observations. pD has to be positive,
which is ensured when the posterior distribution is approximately normal.
The decision theoretic justification of DIC also depends on the normal
approximation of the posterior distribution. Furthermore, with an approx-
imately normal posterior and a negligible prior, DIC can be described as a
Bayesian version of the Akaike information criterion (AIC) (Akaike, 1974).
To see this, recall that AIC is given by
AIC = −2 log p(y | θˆML) + 2p = D(θˆML) + 2p (4.6)
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where θˆML is the maximum likelihood estimate. From (4.5) and (4.6), DIC
and AIC have the similar form. If posterior mean is used as θˆΠ and prior is
flat, it was shown by Spiegelhalter et al. (2002) that pD is approximately p
and θˆΠ is the same as θˆML. Therefore DIC reduces to AIC.
A major problem with DIC is that pD lacks invariance. It means that
the values of pD may be slightly different with equivalent reparameteriza-
tion. An alternative measure of model complexity pV , which was originally
proposed by Gelman et al. (2003), turns out to be useful (Spiegelhalter






From (4.7), pV is positive and invariant since the posterior distribution of
the deviance is unchanged with equivalent reparameterizations.
4.1.2 Empirical likelihood based deviance information criterion
In BayEL procedure, random variables are no longer assumed to have
some specific probability density. Instead, we assume y1, . . . , yn from an
unknown distribution F 0θ , which depends on a parameter vector θ ∈ Θ ⊆ Rp
and satisfies some estimating equations
EF 0θ [h(Y, θ)] = 0, (4.8)
where h(Y, θ) = (h1(Y, θ), . . . , hq(Y, θ)) ∈ Rq. In Qin and Lawless (1994), it
was specified that q > p. In our case, it does not matter whether there are
more estimating equations than parameters. Empirical likelihood is derived
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by maximizing a product of data weights satisfying some constraints of θ
defined through estimating equations (4.8).
Specifically, suppose ω = (ω1, . . . , ωn) is the vector of weights at the






ωih(yi, θ) = 0
}
∩∆n−1. (4.9)
















If no information about h(y, θ) is present, ωˆi = n
−1 and empirical likelihood
in this case is Ln = n
−n. An empirical likelihood ratio LR(θ) of L(θ) and





Based on (4.12), the empirical likelihood deviance is given by
DEL(θ) = −2 logLR(θ) = −2
n∑
i=1
log ωˆi(θ)− 2n log n. (4.13)
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Notice that (4.13) is the same as empirical likelihood ratio statistics defined
in Owen (1988). It is known that under some regularity conditions the right
hand side of (4.13) converges to a chi-squared distribution.
Given a prior pi(θ) defined over Θ, a Bayesian empirical likelihood




Note that if h(y, θ) presents no information, i.e. L(θ) = Ln, then we have
ΠEL(θ|y) = pi(θ). The validity of using this posterior in Bayesian inference
has been examined by Lazar (2003). More details about the theoretical
justification in probability can be seen in Fang and Mukerjee (2006) and
Grenda´r and Judge (2009a).
The empirical likelihood based deviance information criterion (ELDIC)
can be constructed in a same way as the classical DIC. We need a measure
for BayEL model fit as well as BayEL model complexity. By analogy, BayEL
model fit can be defined as BayEL posterior mean of empirical likelihood
based deviance defined in (4.13), i.e.
DEL(θ) = EΠEL [DEL(θ)] . (4.15)
The BayEL model complexity is defined as the effective number of param-
eters, which is estimated by
pELD = DEL(θ)−DEL(θ¯EL). (4.16)
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where θ¯EL is the mean of BayEL posterior. Now the ELDIC is defined as
ELDIC = DEL(θ) + p
EL
D . (4.17)
Similar to the DIC, ELDIC is easily computable. Both EΠEL [DEL(θ)]
and θ¯EL can be estimated by samples drawn from BayEL posterior of θ
with some effective MCMC technique. Since ΠEL(θ|y) has no closed form,
random walk Metropolis-Hastings methods are usually used. However, in
some cases, due to the complex geometry of posterior support, random
walk Metropolis-Hastings are not efficient. In such cases, other methods like
Hamiltonian Monte Carlo (in Chapter 2) or two-step Metropolis Hastings
method (in Chapter 3) may be considered.
The justification of ELDIC using as a Bayesian model comparison crite-
rion depends on the asymptotic normality of BayEL posterior and consis-
tency of θ¯EL (see section 4.2 and 4.3). These two properties are also needed
by pELD to be a reasonable estimate of effective number of parameters. For-
tunately, these are satisfied under regular assumptions about estimating
functions.
4.1.3 Properties of BayEL
In this section, we discuss two important properties of BayEL posterior.
We first prove the asymptotic normality of BayEL posterior and then we
show the consistency of posterior mean under a large class of priors.
Let θ0 be true parameter of θ and ‖ · ‖ denote Euclidean norm. The
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estimating function h(y, θ) has following assumptions.
A1 h(yi, θ), i = 1, . . . , n are smooth with respect to θ.
A2 ‖ h(y, θ) ‖3, ‖ ∂h(y, θ)/∂θ ‖ and ‖ ∂2h(y, θ)/∂θ∂θT ‖ are bounded by
integrable function G(θ) in the neighbourhood of θ0.
A3 D(θ0) = E[∂h(y, θ0)/∂θ] has full row rank.
A4 Ω(θ0) = E[h(y, θ0)h(y, θ0)
T ] is positive definite.
A5
∑n
i=1 h(yi, θ)h(yi, θ)
T is positive definite.
To show the asymptotic normality and the consistency, we need one
more assumption on the prior.
A6 Assume log prior pi(θ) is uni-modal and its mode is m0. Let







The Taylor expansion of log pi(θ) at m0 is given by
log pi(θ) = log pi(m0)− 1
2
(θ −m0)TJ0(θ −m0) +R0 (4.19)
We assume that R0 = o(1).
Assumption A1-A5 are common assumptions used in the literatures. Sim-
ilar assumptions can be found in Qin and Lawless (1994), Yuan et al.
(2009) and Chen et al. (2010). When θ is unknown, it can be estimated
by maximizing the empirical likelihood ratio LR(θ) defined in (4.12) over
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Qin and Lawless (1994) proved the asymptotic properties of MELE
under A1-A4. Yuan et al. (2009) presented similar results in a more relaxed
setting. Yang and He (2012) also discussed the asymptotic properties of
MELE for quantile regression models. In this article, the consistency of θˆn
will be used repeatedly. Therefore we present the results in Yuan et al.
(2009) here.
Theorem 4.1 (Yuan et al. (2009)). Assume A1-A4. Suppose that Λ(θ) =
D(θ)Ω(θ)−1D(θ) has full rank. Then θˆn is consistent and asymptotically
normal with asymptotic variance matrix given by Λ(θ0)
−1.
In BayEL procedures, Bayesian inference are drawn based on BayEL
posterior. The asymptotic normality of BayEL posterior has been discussed
by Lazar (2003) and Yang and He (2012) for a single parameter in a smooth
function and parameter vector for quantile regression respectively. Here we
give the asymptotic normality for a parameter vector.
Theorem 4.2. Let








Assume that J(θˆn) and J0 are invertible. Under the Assumption A1-A6,
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where
Jn = J0 + nJ(θˆn), (4.22)
θ¯EL = J
−1
n {J0m0 + nJ(θˆn)θˆn}. (4.23)
Furthermore, if J(θˆn) and J0 are positive definite, J
1/2
n (θ−θ¯EL) D−→ N(0, I).
The asymptotic normality of BayEL posterior is important in the justi-
fying pELD as a proper measure of effective number parameters in the model
(see section 4.3). Furthermore, due to the approximate normality, ELDIC is
a proper information criterion for Bayesian model comparison and ELDIC
can be taken as a Bayesian version of empirical likelihood based AIC (see
in section 4.2).
Notice that the approximate normality of BayEL posterior shown in
Theorem 4.2 holds only in a neighbourhood of posterior mean. BayEL
posterior may not be approximately normally distributed over the whole
support. In fact, the whole support of posterior may even be non-convex.
However, the value of empirical likelihood is extremely small in the region
where BayEL is not normal, so usual MCMC techniques will rarely draw
samples from that region. Therefore non-normality on the whole support
has little influence in the calculation of ELDIC.
Another important property of BayEL posterior is the consistency of
the posterior mean, which is shown in the next Theorem.
Theorem 4.3. Assume m0 = Op(1) and J0 = Op(1), under the assumption
A1-A5 and the same assumptions in Theorem 4.2, θ¯EL
p−→ θ0.
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Proof. From (4.23), θ¯EL can be further decomposed as
θ¯EL = θˆn − [nJ(θˆn) + J0]−1J0(θˆn −m0)
By Theorem 4.1, θˆn







−1J0(θˆn −m0) p−→ 0.
Thus θ¯EL also converges to the true value θ0.
In Theorem 4.3, the prior is fixed and does not vary with the size of the
sample. In practice, when little prior knowledge on the model exists and
a sufficient number of observations have been obtained, a diffused or non-
informative prior may be used. However, when the researchers have strong
belief on some specific values of parameters and the belief gets stronger
as more data is observed, an informative prior shrinking with n may be
considered. In order to emphasize the dependence of the prior on the sample
size, we write m0 as m0,n and J0 as J0,n. Specifically, we shall consider the
following three classes of priors.
1 For pi1(θ), m0,n = Op(1), J0,n = op(n)
2 For pi2(θ), m0,n = θ0 + op(1), J0,n = Op(n)
3 For pi3(θ), m0,n = θ0 + op(1), J0,n = Op(n
1+α), where α > 0
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Notice that for pi1(θ), J0,n increases in a slower rate than n. The prior would
become irrelevant when sufficient amount of data is obtained. Different from
pi1(θ), pi2(θ) and pi3(θ) are shrinking to θ0 at the same rate of n and at a
faster rate than n respectively. We will show that these three classes of
priors lead to a consistent posterior mean.
We use ‖ A ‖= maxx 6=0 ‖Ax‖‖x‖ to denote a norm of a matrix, where
‖ x ‖ is Euclidean norm of x, and use λ(i)(A), i = 1, . . . , p to denote the
ith largest eigenvalue of A. It is well known that, if A is positive definite,
‖ A ‖= λ(1)(A); if A is invertible, ‖ A−1 ‖= 1/λ(p)(A), where rank(A) = p.
Theorem 4.4. Assume that λ(1)J(θˆn)) and λ(1)(J(θˆn)
−1) are bounded.
Under the Assumption A1-A6 and the same assumptions in Theorem 4.2,
under the priors pi1(θ), pi2(θ) and pi3(θ), θ¯EL
p−→ θ0.
As the process of Bayesian inference involves passing information from
a prior to a posterior, it is natural to expect that the prior mode plays a
considerable role in determining the posterior mean. For pi1(θ), since the
prior becomes increasingly diffused, the initial guess of the value of the
parameter becomes irrelevant. Different from pi1(θ), the influence of the
prior mode of pi2(θ) and pi3(θ) cannot be ignored in the posterior mean. This
can be seen from the proof of Theorem 4.4. If the equation ‖ m0,n − θ0 ‖=
op(1) does not hold, i.e. pi2(θ) and pi3(θ) have a wrong belief in prior mode,
θ¯EL will not converge to θ0. This implies that the mean of resultant BayEL
posterior cannot be consistent.




4.2. Some properties of ELDIC
We know that Λ(θ0)
−1 is the asymptotic variance of θˆn. Therefore it is
reasonable to assume that λ(1)(J(θˆn)) and λ(1)(J(θˆn)
−1) are bounded. Oth-
erwise Λ(θ0) is ill-conditioned and Λ
−1(θ0) may not exist.
4.2 Some properties of ELDIC
In this section, we discuss two main properties of ELDIC. First, EL-
DIC is an approximation of the expectation of posterior predictive risk
with respect to the marginal distribution of the observation. Second, un-
der a diffused prior, similar to classical DIC, ELDIC reduces to empirical
likelihood based AIC (Variyath et al., 2010).
Suppose yrep = (yrep,1, . . . , yrep,n) is a replicate of the observed data
y = (y1, . . . , yn) from the same data generating process. The distribution
of yrep is F
0
rep,θ, which is actually same as F
0
θ . Let
Wyrep,θ = {ω :
n∑
i=1
ωih(yrep,i, θ) = 0} ∩∆n−1.
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Once ωˆrep is obtained, the estimate of F
0





Notice that since F 0rep,θ and F
0





A particular loss function of using the observed data y to predict the
replicate yrep is defined as




where θ˜(y) is a summary of θ based on the observed data y. The loss func-
tion defined in (4.24) is derived from the empirical likelihood when the
replicate yrep is known and parameter is estimated by the current observa-
tion y.




Then the risk of predicting yrep by using y can be defined as the expectation
of L(yrep, y) with respect to F (yrep|y), i.e.
R(y) = Eyrep|y(L(yrep, y)) =
∫
L(yrep, y)dF (yrep|y). (4.26)
The risk defined in (4.26) is similar to the posterior predictive risk defined
in Gelfand and Ghosh (1998). They used squared error loss function and
derived a model selection criterion by minimizing the posterior predictive
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risk. In our case, we can prove that ELDIC is an unbiased estimate of
Ey(R(y)).
Theorem 4.5. Assume A1-A6 and the same assumptions in Theorem
4.2. If θ˜(y) = θ¯EL, assuming that yrep and y are generated from the same
mechanism, we get
Ey(R(y)) = EyEyrep|y (L(yrep, y)) = Ey(ELDIC) + o(1). (4.27)
Similar result was presented in Spiegelhalter et al. (2002). Note that in
the proof of Theorem (4.5), the posterior predictive risk is approximated
by Taylor expansion, which requires the approximate normality of BayEL
posterior. Moreover, we use the consistency of the posterior mean in order
to estimate the terms in the expansion form the data.
From Theorem 4.5, we know that ELDIC is an unbiased estimate of
Ey(R(y)). Thus heuristically, the model with minimum value of ELDIC
has the smallest risk of predicting yrep by using y. Therefore from decision-
theoretic viewpoint, ELDIC is an appropriate model selection criterion.
Additionally, under a diffused prior (i.e. J0 = op(1) ). By Theorem 4.2,
we have θ¯EL ≈ θˆn and pELD ≈ p. Thus
ELDIC = DEL(θ¯EL) + 2p
EL
D ≈ −2 log l(θˆn) + 2p.
As a consequence, ELDIC reduces to empirical likelihood based AIC and
ELDIC can be regarded as the Bayesian version of empirical likelihood
AIC.
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4.3 Some properties of BayEL model complexity
In section 4.1.3, we have discussed that priors have influence on posterior
mean. We now consider the influence of prior on the behaviour of pELD .
Lemma 4.1. Under the Assumption A1-A6 and the same assumptions in
Theorem 4.2, we have





J−1n ) + op(1). (4.28)
Clearly, by (4.28), the effective number of parameters is dependent on
the nature of the prior. The following theorem shows the behaviours of pELD
under the priors discussed in section 4.1.3.
Theorem 4.6. Under the same assumption of Theorem 4.4, let p be the
dimension of the parameter, the following statements hold.
1 If the prior is pi1(θ), p
EL
D
p−→ p, as n→∞
2 If the prior is pi2(θ), then p
EL
D < p, as n→∞.
3 If the prior is pi3(θ), then p
EL
D
p−→ 0, as n→∞
When informative prior is assigned to the model, additional restrictions
are imposed on the parameter space. These restrictions effectively reduce
the degree of freedom of the model, which can be measured by the effective
number of parameters. Following Gelman et al. (2003), if a parameter is
estimated with no constraints or prior information, it counts as 1; if a
parameter is fully constrained or if all the information about the parameter
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comes from the prior distribution, it counts as 0. For pi1(θ), since when n is
large, the prior is very diffused, the restrictions imposed on the model by
pi1(θ) is irrelevant. Thus the reduction of parameter is asymptotically zero.
Then the effective number of parameters is approximately equivalent to the
dimension of the parameter vector. However, for pi2(θ), because the prior
does not become that diffused even for a large n, the restrictions imposed
by pi2(θ) cannot be neglected completely. Consequently, the reduction of
parameter by pi2(θ) is greater than zero but less than p. When the prior
shrinks to the true parameter at a faster rate than n, such as pi3(θ), all the
information in posterior would come from the prior distribution eventually.
Therefore pELD is approximately zero.
From the discussions above, we know that under these three different
priors pELD is a reasonable estimate of the effective number of parameters.
Therefore pELD can be used as a measure for model complexity.
However, pELD may not be positive if the BayEL posterior distribution
is not approximately normally distributed. Moreover, like pD in DIC, p
EL
D
is not invariant to equivalent reparameterization. To see this, suppose η =
η(θ) and for ∀i, ωˆi(η) = ωˆi(η(θ)). Let ηEL be posterior mean of η. Since
usually η¯EL 6= η(θ¯EL), then DEL(η¯EL) 6= DEL(η(θ¯EL)). Thus pELD is not
invariant to reparameterization.
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4.4 An alternative definition of BayEL model com-
plexity
To improve pELD , we need an alternative measure for BayEL model com-
plexity. Recall that in DIC, pV is used to improve pD. Analogously, we can





There are two advantages of pELV . First, by the definition of p
EL
V , clearly,
it is always positive. Second, pELV is invariant, because the distribution of
DEL(θ) does not change with equivalent repqrameterization. More impor-
tantly, from the next theorem, it can be seen that pELV is a proper measure
for model complexity.
Theorem 4.7. Assume J0 = op(1), under the same assumptions in Theo-
rem 4.4, we have
pELV = p
EL
D + op(1) (4.30)
Proof. Since J0 = op(1), from (4.22) and (4.23), we have
θ¯EL = θˆn and Jn = J(θˆn). (4.31)
By Theorem 4.2, for a large enough n, the BayEL posterior ΠEL(θ|y) de-
fined in (4.14) can be approximated by
ΠEL(θ|y) ∼ N(θ¯EL, J−1n )
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From (4.31), it then follows that
ΠEL(θ|y) ∼ N(θˆn, J(θˆn)−1) (4.32)
The expansion of DEL(θ) at θˆn is given by
DEL(θ) = DEL(θˆn) + n(θ − θˆn)TJ(θˆn)(θ − θˆn) + op(1). (4.33)
From (4.32), it follows that
n(θ − θˆn)TJ(θˆn)(θ − θˆn) ∼ χ2p
As a result,
VΠEL [DEL(θ)] = VΠEL
[




pELV = VΠEL [DEL(θ)]/2
p−→ p
By Theorem 4.6, for sufficient large n, pELV = p
EL
D + op(1).
Theorem 4.7 suggests that when the prior is diffused we can use pELV to
substitute pELD to measure the effective number of parameters in the model.
Recall that in Theorem 4.5, we have shown that ELDIC is a proper Bayesian
model selection criterion. ELDIC is an unbiased estimate of Ey(R(y)). If
the penalty term in ELDIC is replaced by pELV , under a diffused prior,
Theorem 4.5 still holds.
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Corollary 4.1. Suppose ELDIC(2) is defined as
ELDIC(2) = DEL(θ¯EL) + 2p
EL
V .
Under the same assumptions of Theorem 4.7,
EyEyrep|y (L(yrep, y)) = Ey(ELDIC(2)) + o(1) (4.34)




4.5 Simulation studies and real data analysis
In this section, we present four illustrative examples of using ELDIC to
select models. The first example further proves the validity of pELD under
three different priors that we have discussed in the above section. In the
second and third examples, we focus on the variable selection for linear
and generalized linear models. We expect that our proposed method can
distinguish models better than parametric methods. The last example is
based on a real dataset. The performance of ELDIC and DIC are compared.
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4.5.1 Priors and pELD
This simulation is aimed at confirming the results in Theorem 4.6.
The predictor vector xi = (xi1, xi2, xi3, xi4, xi5)
T was generated indepen-
dently from a multivariate normal distribution with mean zero and co-
variance matrix I, where I is the identity matrix. The coefficient vector
β = (β1, β2, β3, β4, β5) was generated independently from multivariate nor-
mal distribution with mean one and covariance matrix 0.25I. 100 inde-




i β + i , i = 1, 2, . . . , 100,
where i follows N(0, 2.5
2). Three priors of β corresponding to pi1(β), pi2(β)
and pi3(β) in Theorem 4.4 are considered. They are N(0, 100), N(β0, 0.01)
and N(β0, 0.001) respectively. In pi2(β) and pi3(β), β0 is the true value of β.
Suppose ω = (ω1, . . . , ωn) is the vector of jumps of the estimated joint







ωi(yi − xTi β) = 0,
n∑
i=1
ωixij(yi − xTi β) = 0, j = 1, . . . , 5
}
∩∆99.
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Table 4.1: The means and standard deviations (sd) of DEL(θ), DEL(θ¯EL),
pELD and p
EL
V for 1000 repetitions under priors N(0, 100), N(β0, 0.01) and
N(β0, 0.001) respectively.





Mean sd Mean sd Mean sd Mean sd
N (0, 100) 7.65 2.92 2.62 2.92 5.04 0.12 5.14 0.32
N (β0, 0.1) 6.48 2.80 3.29 2.77 3.19 0.17 3.06 0.68
N (β0, 0.001) 8.85 5.77 8.76 5.77 0.09 0.02 0.26 0.23
The ELDIC , pELD and p
EL
V are calculated based on L(β) in (4.35).
The procedure described above is repeated 1000 times under each prior
distribution. In each repetition, xi, β and yi are randomly generated. 10,000
samples are drawn by random walk Metropolis Hastings from posteriors and
the first half is discarded as burn-in. Table 4.1 summarizes the means and
standard deviations of these 1000 repetitions for DEL(θ), DEL(θ¯EL) and
pELD .
The dimension of the parameters now is five. From Table 4.1, we can
see that in these 1000 repetitions, when the prior is N(0, 100), the mean of
pELD is close to the dimension of the parameters. Under N(β0, 0.1), p
EL
D is
less than the dimension of parameter but greater than zero. However, when
the prior is N(β0, 0.001), p
EL
D is close to zero. These results are consistent
with Theorem 4.6 in section 4.3. Furthermore, the standard deviations of
pELD under three different prior distributions are very small (0.12, 0.18 and
0.02 respectively). This implies that the measure of effective number of
parameters does not vary much across the samples. Additionally, pELV was
also derived under the three priors. It can be seen that the means and
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standard deviations of pELV are close to p
EL
D under all priors.
4.5.2 ELDIC for variable selection
In this section, we focus on variable selection for linear and generalized
linear model. Linde (2005) justified DIC as a variable selection criterion
in parametric scenario. To see if ELDIC is also valid for variable selection
in BayEL procedures, we present two examples. The first example is a
linear model same as in Linde (2005). Our second example involves an
over-dispersed poisson regression model. This example was also used in
Variyath et al. (2010).
Variable selection in linear model
We consider a model selection problem in standard linear regression
setup with 5 potential covariates and 60 observations. Let xij be the i
th
observation of the jth covariate. Each xij was obtained independently from
a standard normal distribution. The dependent variable was generated ac-
cording to the model
yi = xi4 + 1.2xi5 + i, i ∼ N(0, σ2), σ = 2.5, i = 1, . . . , 60.
The least square estimate of the coefficient vector β based on these data
is βˆ = (−0.54, 0.08,−0.11, 1.12, 1.22). The maximum likelihood estimate of
σ2 is σˆ = 2.66. We use the same prior as in Linde (2005). In particular, β ∼
N(0, 2) and 1/σ2 ∼ Gamma(0.002, 0.012). As in Linde (2005), variables
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are selected by forward selection method. We start with no variables in
the model. At each iteration one variable corresponding to the minimum
ELDIC is added. The process is continued until there are no variables left
which can reduce the ELDIC.
Let γ = (γ1, . . . , γ5) be a vector of binary variables. If the i
th covariate
is present in the model, γi = 1 and otherwise γi = 0. We use γ to denote
model. Suppose that xiγ is the i
th observation for covariate vector of model







ωi(yi − xiγ Tβγ) = 0,
n∑
i=1
ωixij(yi − xiγ Tβγ) = 0, (4.36)
j = 1, . . . , 5
}
∩∆n−1.











Finally, the ELDIC , pELD and p
EL
V are calculated based on L(βγ) in (4.37).
Note that the empirical likelihood defined in (4.37) is constructed by
imposing the conditions that the residual has mean zero and is uncorrelated
with all the covariates, including the ones that are absent from the model. In
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the calculation of the residuals, only covariates in the model are considered.
The same procedure was also discussed in Kolaczyk (1995) where similar
constraints were used to construct an information criterion called empirical
likelihood criterion.
Table 4.2: DEL(θ), DEL(θ¯EL), p
EL
D , ELDIC, D(θ), D(θˆΠ), pD and DIC
for each model at each iteration. θˆΠ is the mean of the posterior derived
from normal likelihood. The minimum ELDIC and DIC in each iteration
is boldfaced. Xa,b,c id denoted as Xa, Xb, Xc.
Variables DEL(θ) D(θ¯EL) p
EL
D ELDIC D(θ) D(θˆΠ) pD DIC
X1 26.37 25.43 0.94 27.31 303.86 302.51 1.35 305.22
X2 31.42 30.42 1.00 32.42 305.81 304.36 1.45 307.26
X3 32.02 31.25 0.77 32.80 305.35 303.93 1.42 306.77
X4 24.28 23.01 1.27 25.55 297.99 296.60 1.39 299.38
X5 20.66 19.68 0.98 21.65 297.79 296.38 1.41 299.20
X5,1 15.94 13.99 1.95 17.89 297.50 295.06 2.44 299.95
X5,2 21.42 19.6 1.82 23.23 298.64 296.31 2.33 300.97
X5,3 21.24 19.43 1.81 23.04 298.44 295.99 2.45 300.89
X5,4 5.06 3.03 2.04 7.10 286.92 284.18 2.73 289.65
X5,4,1 3.43 0.49 2.94 6.37 285.10 282.05 3.05 288.15
X5,4,2 5.92 2.79 3.13 9.05 287.50 284.02 3.48 290.97
X5,4,3 5.93 2.97 2.96 8.89 287.08 284.06 3.02 290.10
X5,4,1,2 4.48 0.37 4.12 8.60 286.72 282.09 4.63 291.36
X5,4,1,3 4.22 0.23 3.98 8.20 287.78 283.87 3.91 291.69
X5,4,1,3,2 5.25 0.28 4.97 10.23 287.11 282.03 5.09 292.20
Table 4.2 presents the DEL(θ), DEL(θ¯EL), p
EL
D , ELDIC, D(θ), D(θˆΠ), pD
and DIC for each model at each iteration. From Table 4.2, it is seen that the
selection sequence is X5 → (X4, X5)→ (X4, X5, X1)→ (X4, X5, X1, X3)→
(X4, X5, X1, X3, X2). The model with X4, X5, X1 yields minimum ELDIC
of 6.37. Therefore it is selected as the model best predicting Y . Similar pro-
cedures are carried out by using parametric DIC. The selection sequence of
DIC is coincident with ELDIC. Comparing to the sequence in Linde (2005),
we see the selected models in the first two iterations are the same, whereas
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Table 4.3: Forward selection sequence based on ELDIC and DIC
Xγ X5 X4, X5 X4, X5, X1 X4, X5, X1, X3 X
ELDIC + pELD 26.83 9.14 9.31 12.18 15.20
DIC + pD 300.61 292.38 291.20 295.60 297.29
in Linde (2005), X2 and X1 are added in the next two iterations respec-
tively. We use different simulated dataset from Linde (2005) and the redun-
dant variables are quite similar. Thus which variable will be added into the
model after X5 and X4 are present in the model depends on the dataset.
In our example, both ELDIC and DIC select the model with X4, X5, X1,
whereas the true model only has X4 and X5. Linde (2005) suggested that
DIC might not penalise enough for model complexity but DIC+ pD might
emphasize the difference more strongly. Thus we reselect the models by
using ELDIC+pELD and DIC+pD. The sequences are shown in Table 4.3.
From Table 4.3, it follows that the forward selection sequences by ELDIC+
pELD and DIC + pD are still the same. However, our proposed method now
can select the true model with minimum value of 9.14.
Variable selection in generalized linear model
We use the same settings as in Variyath et al. (2010). Let y be the
response variable in a over-dispersed poisson regression with covariates X1
and X2 following N2(0, {ρij}) where ρ11 = ρ22 = 1, ρ12 = ρ21 = 0.5. The
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mean parameter µ is defined as
log(µ) = 0.5 + 0.5X1 + 0.6X2. (4.38)
In order to inflate the variance, we further define a variable u following
a Gamma (λ, 1/λ) distribution. Finally, given µ and u, the response y is
assumed to follow a Poisson (µu) distribution. Notice that in our setup
(Variyath et al., 2010),
E(y) = µ and V ar(y) = µ(1 + µλ).
That is the degree of over-dispersion is controlled by λ.
Suppose now that other than X1 and X2, two more variable X3 and X4
are available. With X1, X2, these four covariates follow normal distribution
with mean zero and the correlation matrix is given by
ρ =

1 0.5 0.52 0.53
0.5 1 0.5 0.52
0.52 0.5 1 0.5
0.53 0.52 0.5 1

.
Suppose β = (β0, β1, β2, β3, β4) is the coefficient vector. For i = 0, . . . , 4,
the prior of βi isN(0, 100). The over-dispersion parameter λ = 1, 1/8, 1/6, 1/4.
For each given λ, 100 independent observations of covariates xi = (xi1, . . . , xi4)
are generated from the normal distribution defined above. We use ELDIC
to select the model for y by ignoring the over-dispersion and treating the
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problem as a regular poisson regression problem. The above procedure is
repeated 1000 times. In each repetition, the value of β = (0.5, 0.5, 0.6, 0, 0)
is fixed and xi are randomly generated.
Similar to linear model example, we use γ = (γ1, . . . , γ4) to denote
model and xiγ to denote the i
th observation for covariate vector of model γ .







ωi(yi − exp{β0 + xiγβγ})=0,
n∑
i=1
ωixij(yi − exp{β0 + xiγβγ})=0,
j = 1, 2, 3, 4}
}
∩∆99











Then ELDIC is calculated based on L(βγ) in (4.39).
In each repetition, ELDIC with penalty term of pELD and p
EL
V (denoted
as ELDIC(1) and ELDIC(2)) are calculated. In order to compare the per-
formance of ELDIC to DIC, we also derive DIC with penalty term pD and
pV in each repetition (denoted as DIC
(1) and DIC(2)). The performance
is compared based on percentages of time when true model, true model
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with at most one additional covariate and true model with at most two
additional covariates are selected. The results are presented in Table 4.4.
From Table 4.4, it is seen that when there is no over-dispersion, our
proposed ELDIC method has similar performance with parametric DIC.
However, the percentage of time when true model is selected is slightly
less than the parametric DIC. It is expected because when the model is
correctly specified, we cannot beat the parametric method. When the model
is over-dispersed, the performance of all criteria deteriorates. In fact, their
performance gets worse with the increase in over-dispersion. Our proposed
ELDIC seems to have two advantages over the corresponding DIC. First,
at all levels of over-dispersion, the percentage of time when the selected
model is true by ELDIC is higher than by DIC. Second, ELDIC has a
slower rate of decreasing in percentage of time than DIC. For example,
when λ = 1/8, 1/6, 1/4, the true model is selected 62.0%, 62.4% and 59.2%
of time by ELDIC respectively. However, by DIC, they are 54.5%, 54.8%
and 44.0% respectively. These results suggest that when the data is over-
dispersed, ELDIC is a more stable method to select models than DIC.
From Table 4.4, it is also seen that ELDIC(1) has similar performance
with ELDIC(2). This implies that under the negligible prior, ELDIC(2)
appears to be a good substitute of ELDIC(1).
The results shown in Table 4.4 are very similar to Table 1 in Variy-
ath et al. (2010). However, it is expected because we use a diffused prior
and from the discussion in section 4.2, under these conditions, ELDIC will
reduce to empirical likelihood based AIC.
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Table 4.4: Comparison of ELDIC(1), ELDIC(2),DIC(1) andDIC(2) based
on % time the model selected (1) is the true model (TM); (2) contains the
true model with one additional covariate (TM+1); (3) contains the true
model with at most two additional covariates (TM+2) with different over-
dispersed parameter.
λ Model ELDIC(1) ELDIC(2) DIC(1) DIC(2)
0 TM 0.676 0.660 0.712 0.684
TM+1 0.942 0.940 0.964 0.954
TM+2 1.000 1.000 1.000 1.000
1/8 TM 0.620 0.604 0.548 0.508
TM+1 0.944 0.930 0.896 0.888
TM+2 1.000 1.000 1.000 1.000
1/6 TM 0.624 0.606 0.548 0.518
TM+1 0.954 0.950 0.902 0.880
TM+2 1.000 1.000 1.000 1.000
1/4 TM 0.592 0.590 0.440 0.418
TM+1 0.920 0.928 0.876 0.842
TM+2 0.994 0.992 0.998 0.998
4.5.3 Analysis of gene expression data
In this section, we apply our proposed ELDIC method to the same gene
expression data (Wille et al., 2004) in Chapter 3. The experiments measure
gene expression in Arabidopsis thaliana and we focus on p = 13 genes from
the initial part of the MEP pathway, which is one of the two pathways
received spacial attention in Wille et al. (2004). Each gene has n = 118
measurements. The data for each gene is standardized. The order of the
genes is the same as Drton and Perlman (2007) and we consider a linear
model for each gene (node) separately. Given each node, all its parents are
considered as potential covariates.
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The empirical likelihood is constructed the same as Chapter 3. However,
we assign a non-informative prior, i.e. double exponential (0, 100) for the
coefficients βγk of the model γ
k for the kth gene. We use forward variable
selection procedure for each nodes. Table 4.5 presents DEL(βγk), DEL(βγk),
DEL(βγk) and ELDIC for each nodes at each iteration. The minimum value
of ELDIC is bold for each node. Furthermore, for DXR, GPPS and PPDS2,
each has two models with the values of ELDIC being quite close. Therefore,
it is hard to distinguish between these two models. Figure 4.1 shows the
directed acyclic graph selected by our forward variable selection procedure
with ELDIC.
Table 4.5: Forward variable selection results by ELDIC for each node.
Variable added DEL(βγk) DEL(βγk) DEL(βγk) ELDIC
DXR
DXPS2 71.350 70.70681175 0.643290704 71.99339316
DXPS3 70.440 68.85705085 1.582755317 72.02256148
DXPS1 81.761 78.95757686 2.803035716 84.56364829
MCT
DXR 65.224 64.33086585 0.893083874 66.1170336
DXPS2 69.493 67.64710989 1.845942357 71.3389946
DXPS3 80.609 78.06534643 2.543689118 83.15272467
DXPS1 93.927 90.42233392 3.504417213 97.43116834
CMK
MCT 75.921 74.91422886 1.006878068 76.92798499
DXPS3 79.533 77.61650063 1.916161897 81.44882443
DXPS1 87.014 84.39430256 2.620083453 89.63446947
DXR 93.696 91.087 2.610 96.306
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DXPS2 103.440 99.884 3.556 106.996
MECPS
DXR 109.030 108.000 1.030 110.060
DXPS3 96.228 96.184 0.045 96.273
DXPS1 89.647 88.103 1.544 91.191
CMK 95.303 92.433 2.870 98.173
MCT 104.814 101.045 3.770 108.584
DXPS2 115.184 110.457 4.727 119.911
HDS
MECPS 107.952 106.978 0.974 108.926
DXPS2 98.902 97.047 1.855 100.757
DXPS1 103.822 100.610 3.212 107.034
DXR 108.116 103.901 4.215 112.330
MCT 116.060 112.761 3.299 119.359
DXPS3 116.952 112.583 4.370 121.322
CMK 127.781 121.479 6.302 134.083
HDR
DXPS2 87.289 86.625 0.664 87.953
MCT 87.537 85.784 1.753 89.290
DXPS1 95.077 92.726 2.351 97.428
HDS 102.318 99.287 3.031 105.349
DXR 106.360 102.235 4.125 110.485
CMK 117.774 113.596 4.179 121.953
DXPS3 128.367 122.537 5.830 134.197
MECPS 139.447 132.386 7.060 146.507
IPPI1
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HDS 73.674 72.564 1.110 74.783
MECPS 81.819 80.146 1.673 83.492
DXR 90.198 88.369 1.829 92.028
DXPS1 98.240 95.036 3.205 101.445
CMK 106.608 102.151 4.457 111.064
HDR 116.520 111.630 4.890 121.410
DXPS3 127.093 121.434 5.660 132.753
DXPS2 139.587 132.517 7.070 146.656
MCT 151.872 144.182 7.690 159.562
GPPS
HDR 93.837 93.072 0.765 94.601
DXPS2 88.785 87.197 1.588 90.373
DXPS1 88.235 85.541 2.694 90.929
MCT 94.067 91.432 2.636 96.703
HDS 105.275 101.690 3.586 108.861
CMK 116.624 112.301 4.323 120.948
IPPI1 128.197 122.829 5.368 133.565
MECPS 138.675 133.528 5.147 143.822
DXPS3 152.692 145.818 6.874 159.566
DXR 165.622 157.573 8.049 173.671
PPDS1
HDR 166.154 165.078 1.076 167.230
GPPS 82.893 80.924 1.969 84.862
DXPS1 88.042 85.415 2.627 90.669
DXR 98.114 94.990 3.124 101.238
MCT 108.259 104.050 4.210 112.469
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DXPS2 117.953 113.182 4.771 122.724
CMK 128.738 122.885 5.852 134.590
IPPI1 139.389 132.764 6.625 146.014
HDS 150.587 143.060 7.527 158.114
MECPS 161.500 153.707 7.793 169.293
DXPS3 172.705 164.293 8.412 181.117
PPDS2
DDPS1 195.252 194.700 0.552 195.805
DXR 131.264 129.248 2.015 133.279
IPPI1 109.336 106.392 2.945 112.281
DXPS2 108.554 104.760 3.794 112.348
CMK 110.800 105.410 5.390 116.190
HDS 116.566 111.053 5.513 122.079
MCT 128.724 121.929 6.795 135.520
MECPS 140.286 132.807 7.479 147.765
GPPS 151.709 142.779 8.930 160.640
HDR 161.869 153.051 8.817 170.686
DXPS1 177.351 167.849 9.502 186.852
DXPS3 187.003 174.967 12.036 199.039
4.6 Discussion
In this chapter, we propose Bayesian empirical likelihood based model
selection criterion and discuss its validity and performance. We first define
an empirical likelihood based deviance. Based on it, we propose the empiri-
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Figure 4.1: Directed acyclic graphic model for gene expression data by
forward selection procedure with ELDIC.
cal likelihood based deviance information criterion (ELDIC). The proposed
ELDIC has similar form to the classical DIC and the model with minimum
value of ELDIC is selected. In order to justify the validity of using EL-
DIC in Bayesian model selection, we show the consistency of the BayEL
posterior mean and the asymptotic normality of the posterior distribution.
Based on these properties of the BayEL, a decision theoretic justification is
derived. It shows that, heuristically, the model with the minimum ELDIC
has the smallest posterior predictive risk. Therefore ELDIC is a valid model
selection criterion in the Bayesian context.
In this chapter, we also propose a BayEL based estimate for the effective
number of parameters in the model. It is proved to be a valid measure for
the complexity of the model. This estimate is defined as the difference be-
tween the posterior expectation of the deviance and the deviance evaluated
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at the posterior mean. By the definition, this estimate is not invariant to
the reparameterization of the parameters. Therefore we propose an alter-
native estimate of the effective number of parameters. It is defined as the
half of the posterior variance of our empirical likelihood based deviance.
The distribution of the deviance is unchanged with the reparameterization.
Several illustrative examples are presented in the section 4.5. We mainly
focus on the variable selection of Bayesian linear and generalized linear
models. Examples originally in Linde (2005) and Variyath et al. (2010)
are considered here. In Linde (2005), a DIC based forward selection pro-
cedure for variable selection was used for linear models. In Variyath et al.
(2010), they considered a over-dispersion Poisson regression model and em-
pirical likelihood AIC. The performance of our proposed ELDIC is similar
to theirs. For the linear model, our ELDIC has the same forward selection
sequence as DIC. We considered this example in the Chapter 3 as well.
The BayEL based reversible jump Markov chain Monte Carlo (RJMCMC)
algorithm was applied to select models. Both methods chose the same set
of models as most likely for the data.
For the over-dispersion Poisson regression model, our ELDIC outper-
forms DIC when the over-dispersion is significant. Furthermore, the perfor-
mance of ELDIC is quite similar to empirical likelihood based AIC. This is
because under a diffused prior, ELDIC reduces to the empirical likelihood
AIC.
The swiss fertility and socio-economic indicators data (Mosteller and
Tukey, 1977) is considered at the end of the section 4.5. This example has
been discussed in Chapter 3 as well. From our study, it is seen that the
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4.6. Discussion
ELDIC and RJMCMC select the same model and the sets of models with
the smaller ELDIC and with larger posterior model probabilities are quite
similar.
We have used the ELDIC for Bayesian linear and generalized linear
models only. Its application on the other models remains an open problem.
Also, due to the fact that Monte Carlo errors are involved in the compu-
tation of ELDIC, the magnitude of significant difference between values of
ELDICs is still not clear. These issues need further study.
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Proof of Proposition 2.1











Note that H1 and H2 are of the order k×q and (n−k)×q respectively. where
k is the number of elements in S0. Since 0 ∈ C(x, θ) ∩ PS0 by supporting
hyperplane theorem (Boyd and Vandenberghe, 2004), there exists a ∈ Rq
and a 6= 0 such that
H1a = 0 and H2a < 0.











 a = 01×1.
Now since H1a = 0, ∑
i 6∈S0
ωih
T (xi, θ)a = 0.
However hT (xi, θ)a < 0 for i 6∈ S0, this implies
ωi = 0 ∀i 6∈ S0.
Proof of Proposition 2.2
Proof. Suppose the statement does not hold. Then 6 ∃ any ω ∈ ∆n−1 s.t.∑n







ωih(xi, θ)|| > . (A-1)
By continuity of each hj(xi, θ), for ∀j = 1, . . . , q and k > 0, ∃δij > 0,
s.t. if ||θk − θ0|| < δij, then |hj(xi, θk) − hj(xi, θ0)| <
√
1/q. Notice that
since i and j are finite, we can choose a δ, s.t. whenever ||θk − θ0|| < δ,
|hj(xi, θk)− hj(xi, θ0)| <
√
1/q for ∀i, j.
Moreover, since θk → θ0, ∃Kδ , s.t. ∀k > Kδ , ||θk − θ0|| < δ. Since the
problem (2.3) is feasible at each θk, ∃ ωˆ(k) is in the interior of the simplex
solving (2.3), s.t.




|ωˆT(k)hj(x, θ0)| = |ωˆT(k)(hj(x, θk)−hj(x, θ0)| ≤ ||ωˆ(k)|| · ||hj(x, θk)−hj(x, θ0)||.
Now ||ωˆ(k)|| ≤ 1/
√







||ωˆT(k)[h1(x, θ0), . . . , hq(x, θ0)]|| ≤ .
So we arrive at a contradiction to (A-1) above.
Proof of Lemma 2.1
Proof. From Proposition 2.2, ∀θ ∈ ∂Θ1, problem (2.3) is feasible. Since
(2.3) is infeasible if 0 6∈ C(x, θ), ∂Θ1 ⊆ {θ : 0 ∈ C0(x, θ)} ∪ {θ : 0 ∈
∂C(x, θ)}.
Clearly, by A1, Θ1 ∩ ∂Θ1 = ∅, the statement follows.
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Proof of Theorem 2.1
Proof. Given θ0 ∈ ∂Θ1, by supporting hyperplane theorem ∃a 6= 0, ||a|| = 1
such that
aTh(xi, θ0) = 0 i ∈ S0
aTh(xi, θ0) > 0 i 6∈ S0
We know that ωˆi(θ0) = 0, for ∀i 6∈ S0. Using the continuity of h(x, θ) we
get ∀ > 0, ∃δ s.t. ||θk− θ0|| < δ, then for ∀i, ||h(xi, θk)−h(xi, θ0)|| < . So








































[ωˆi(θk)− ωˆi(θ0)] aTh(xi, θ0) = 0.








∣∣aT (h(xi, θk)− h(xi, θ0))∣∣ ≤ .









Th(xi, θ0)| ≤ 
Now note that ωˆi(θk) > 0 and a
Th(xi, θ) > 0 for ∀i 6∈ S0. So
ωˆi(θk)a
Th(xi, θ0) <  for ∀i 6∈ S0.
i.e.
ωˆi(θk) < /a
Th(xi, θ0) for ∀i 6∈ S0.




. Thus for ∀i 6∈ S0, ωi(θk) < ′. Since 
is arbitrary and aTh(xi, θ) is fixed, the statement (i) follows.
Now











So limk→∞ L(θk) = L(θ0).
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Proof of Theorem 2.2
Proof. Notice that, for ∀k, ωˆ(θk) solves (2.3) and is strictly greater than 0.
Suppose ∑
i 6∈S0
ωˆi(θk) = k and
∑
i 6∈S0
ωˆi(θk)h(xi, θk) = rk.
For ∀i ∈ S0, let us define
zˆi(θk) =
1
1− k ωˆi(θk) and g(xi, θk) = h(xi, θk) +
rk
1− k .










uig(xi, θ) = 0
}
∩∆|S0|−1. (A-3)
We now show that zˆ is the unique solution of (A-3). Suppose given θk,







Conversely note that the vector
ω˜(θk) =
 (1− k)uˆi(θk) i ∈ S0ωˆi(θk) i 6∈ S0







































Now by the uniqueness of the solution (A-3), we get
zˆi(θk) = uˆi(θk) for ∀i ∈ S0. (A-4)





1 + λˆThh(xi, θ0)





1 + λTh (θ0)h(xi, θ0)
= 0. (A-5)





1 + λˆTg g(xi, θk)







1 + λTg (θk)g(xi, θk)
= 0 (A-6)
Since g(xi, θ) is smooth in θ, limk→∞ g(xi, θk) = h(xi, θ0) for ∀i ∈ S0.
Note that limk→∞ rk = 0 and limk→∞ k = 0. Also note that |S0| ≥ q and
under the assumption A3 the smallest eigenvalue of S0 is bounded away



















is positive definite. Thus by Implicit function theorem there is a unique





Proof of Theorem 2.3
Proof. By assumption θk ∈ Θ1 and θk → θ0 ∈ ∂Θ1. Let ωˆ(k) and ωˆ(0) be
the solutions of the primal problem in (2.3) corresponding to θk and θ0
respectively. From Proposition 2.1, it follows that
ωˆ
(k)
i > 0 for i ∈ S0,
ωˆ
(k)
i = 0 for i 6∈ S0.
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1 + λˆTk h(xi, θk)
} .
So from (A-7) it follows that,
λˆTk h(xi, θk)→∞ for i 6∈ S0.
Now using Cauchy-Schwartz inequality
‖ λˆk ‖‖ h(xi, θk) ‖> |λˆTk h(xi, θk)|.
Also by assumption h(xi, θk) is bounded for each k, so ‖ λˆk ‖→ ∞ and the
statement follows.
(ii) Suppose we define the unit vectors for all k, ek = λˆk/ ‖ λˆk ‖. For
notational convenience let
Jθ (h(xi, θk)) = Jθ (h(xi, θ)) |θ=θk .






















i Jθ (h(xi, θ0))




i Jθ (h(xi, θ0)) has full col-













i Jθ (h(xi, θk)) ek ‖2 6= 0.
It follows that as k →∞,
∥∥∥∥∂ logL(θ)∂θ ∣∣∣θ=θk
∥∥∥∥→∞.
Proof of Theorem 4.2
Proof. For {θ :‖ θ − θ0 ‖= O(n−1/2)}, using Implicit function theorem,
Qin and Lawless (1994) showed that L(θ) is a smooth function if h(y, θ) is
smooth. Consequently, the empirical likelihood L(θ) has derivatives with
respect to θ of all orders. Therefore for {θ :‖ θ − θ0 ‖= O(n−1/2)}, we can
expand log-empirical likelihood at the θˆn, which is given by
logL(θ) = logL(θˆn)− n
2
(θ − θˆn)TJ(θˆn)(θ − θˆn) +Rn, (A-8)
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where J(θˆn) is defined in (4.20) and Rn is the remainder of Taylor expan-
sion. Notice that
Rn = op(‖ θ − θˆn ‖2) < op(‖ θ − θ0 ‖2) + op(‖ θˆn − θ0 ‖2).
By Thoerem 4.1, we have Rn = op(1).
From (A-8) and (4.19), it follows that































































) → N(0, I), we need to show the tightness of
ΠEL(θ|y). That is, for ∀ > 0, ∃M, such that, as n→∞,
P
[∥∥J−1/2n (θ − θ¯EL)∥∥ > M] < .
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Let t = J
1/2











. Furthermore, since L(θ)pi(θ) ≤






























































where M is greater than the 1− quantile for standard normal distribution.
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Proof of Theorem 4.4
Proof. It suffices to show P [‖ θ¯EL − θ0 ‖> ] → 0 as n → ∞. From the



































[∥∥θ¯EL − θ0∥∥ > ]
= P
[∥∥∥∥[J0,n + nJ(θˆn)]−1 J0,n(m0,n − θ) + [[J0,n + nJ(θˆn)]−1 nJ(θˆn)(θˆn − θ)∥∥∥∥ > ]
≤ P
[∥∥∥∥[J0,n + nJ(θˆn)]−1 J0,n(m0,n − θ0)∥∥∥∥ > /2]
+P
[∥∥∥∥[J0,n + nJ(θˆn)]−1 nJ(θˆn)(θˆn − θ0)∥∥∥∥ > /2]
Furthermore,
P







]−1∥∥∥∥∥∥∥∥J(θˆn)∥∥∥∥∥∥θˆn − θ0∥∥∥ > /2
]
≤ P











)∥∥∥θˆn − θ0∥∥∥ > /2]→ 0 (A-11)
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(A-11) holds since λ(1)J(θˆn)) and λ(1)(J(θˆn)
−1) are bounded, and ‖ θˆn −
θ0 ‖ p−→ 0.
Now we consider
P
[∥∥∥∥[J0,n + nJ(θˆn)]−1 J0,n(m0,n − θ0)∥∥∥∥ > /2]
≤ P
[∥∥∥∥[J0,n + nJ(θˆn)]−1∥∥∥∥ ‖J0,n‖ ‖m0,n − θ0‖ > /2]
≤ P




























Case 1: Prior pi1(θ)




Case 2: Prior pi2(θ)
(A-12) holds because 1
n
‖ Jn,0 ‖ and λ(1)(J(θˆn)−1) are bounded, and
‖m0,n − θ0‖ p−→ 0.
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Case 3: Prior pi3(θ)
P
[∥∥∥∥[J0,n + J(θˆn)]−1 J0,n (m0,n − θ0)∥∥∥∥ > /2]
≤ P
[∥∥∥∥[J0,n + J(θˆn)]−1∥∥∥∥ ‖J0,n‖ ‖(m0,n − θ0)‖ > /2]















‖(m0,n − θ0)‖ > /2
]
→ 0.
Proof of Theorem 4.5
Proof. Since the posterior predictive distribution
F (yrep | y) =
∫
ΠEL(θ|y)F 0rep,θdθ
The posterior mean of the loss function can be expressed as
Eyrep|y [L(yrep, y)] =
∫








= EΠELEF 0rep,θ(L(yrep, y))
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Let l(θ, y) =
∑n
i=1 log ωˆi(θ) and l(θ, yrep) =
∑n
i=1 log ωˆrep,i(θ). Then L(yrep, y) =
−2l(θ¯EL, yrep).
Therefore







l(θ¯EL, yrep)− l(θ, yrep) + l(θ, yrep)− l(θ, y) + l(θ, y)




A1 + A2 + A3 + l(θ¯EL, y)
]
where
A1 = l(θ¯EL, yrep)− l(θ, yrep)
A2 = l(θ, yrep)− l(θ, y)
A3 = l(θ, y)− l(θ¯EL, y)
In A1, from a Taylor series expansion of l(θ, yrep) around θ¯EL, we get
A1 = −(θ − θ¯EL)l′(θ¯EL, yrep)− 1
2


















(θ − θ¯EL)l′(θ¯EL, yrep)− 1
2


























where Λ(θ0) = D(θ0)
TΩ(θ0)






Thus it follows that







(θ − θ¯EL)TEF 0yrep,θ
[





























































































































For A2, we get
EyEΠELEF 0rep,θ [A2]
= EθEF 0θEF 0rep,θ [A2]
= EθEF 0θEF 0rep,θ [l(θ, yrep)− l(θ, y)]
= EθEF 0rep,θ [l(θ, yrep)]− EθEF 0θ [l(θ, y)] = 0 (A-15)
For A3, we get
EΠELEF 0rep,θ [−2A3] = −2EΠELEF 0rep,θ
[











= DEL(θ)−DEL(θ¯EL) = pELD (A-16)
From (A-14), (A-15) and (A-16), it follows that








[−(θ − θ¯EL)T [l′′(θ¯EL, y)]− 2l′(y, θ¯EL)(θ − θ¯EL)
+pELD − 2l(θ¯EL, y)
]]
+ o(1)
Note that DEL(θ) = −2l(θ, y). Therefore,
EyEΠELEF 0rep,θ [L(yrep, y)]
= EyEΠELEF 0rep,θ
[








































= Ey[ELDIC] + o(1)
Proof of Lemma 4.1
Proof. Expansing −2 logL(θ) at θ¯EL, we have









(θ − θ¯EL) +R′n(A-17)
where R′n = o(‖ θ − θ¯EL ‖2).





= −2 logL(θ¯EL)− EΠEL(θ|y)
[












(θ − θ¯EL) +R′n
]
= −2 logL(θ¯EL)− EΠEL(θ|y)
[





(θ − θ¯EL) +R′n
]

















































By ΠEL(θ|y) shown in Theorem 4.2, for sufficiently large n, we have
EΠEL
[




(θ − θ¯EL)(θ − θ¯EL)TdΠEL(θ|y)
=
∫
























where Rn = o(‖θ − θˆn‖2) + o(1) ≤ o(‖θ − θ¯EL‖2) + o(‖θˆn − θ¯EL‖2) + o(1).
Let t = J
1/2
n (θ − θ¯EL). we get
EΠEL
[
















Since o(‖θ − θˆEL‖) ≤ 14‖θ − θˆEL‖, we get




























exp{o(‖θˆn − θˆEL‖) + o(1)}.






















(θ − θ¯EL)(θ − θ¯EL)T
]











J−1n ) + op(1).
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Thus (A-18) can be written as





J−1n ) + op(1).
Proof of Theorem 4.6
Proof. By Theorem 4.4 and 4.1, we know that θ¯EL
p−→ θ0 and θˆn p−→ θ0.















→ Λ(θ0) in probability (A-20)













By (A-18) and (A-21), we have





































































For the second term of equation (A-22), ∀, we have,
P











[∣∣∣op(1)tr (J(θˆn)−1)∣∣∣ > ]→ 0. (A-23)




































































































Therefore ∀ > 0, we have
P









































Combining equation (A-22), (A-23) and (A-25) gives
P
[∣∣pELD − p∣∣ > 2]
≤ P




[∣∣∣∣op(n)tr([nJ(θˆn) + J0,n]−1)∣∣∣∣ > ]→ 0
Case 2: Prior pi2(θ)




























































































































































Case 3: Prior pi3(θ)
P
[∣∣pELD − p∣∣ > ]
= P



















Under pi3(θ), since J0,n = Op(n
1+α), then λ(p) (J0,n) = Op(n
1+α). Thus




∣∣∣∣ > ]→ 0.
Therefore pELD → 0.
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