We propose a finite-difference version of the Drinfeld-Sokolov reduction. A q-deformation analog of the classical W-algebras is obtained. For the sl(n) case it yields the Poisson structure inherited by the zentrum of the affine quantum group U q ( sl(n)) at the critical level. The nontrivial consistency conditions eliminate the residual freedom in the choice of the classical r-matrix which underlies the entire construction and lead to a new class of elliptic classical r-matrices.
Introduction
It is well known that the space of ordinary differential operators carries a remarkable Poisson structure (the so called second Gelfand-Dickey bracket, [7] ); in a more general way, one can associate a similar Poisson algebra (usually called a classical W-algebra) to any semisimple Lie algebra g. (The case g = sl(n) corresponds to n-th order differential operators; in particular, for n = 2 we get the Poisson-Virasoro algebra, i.e., the symmetric algebra of the Virasoro algebra equipped with the Lie-Poisson bracket.) Classical Walgebras admit several equivalent descriptions; the simplest definition is via the Drinfeld-Sokolov reduction [6] (this construction is briefly recalled in section 1); an alternative definition is based on the study of the center of the universal enveloping algebra of an affine Lie algebra. Namely, let g be a semisimple Lie algebra, g the corresponding level 1 affine Lie algebra. The center Z( g) −h ∨ of an appropriate completion of the universal enveloping algebra U( g) k at the critical value k = −h ∨ (the dual Coxeter number) of the central charge appears to be very ample and carries a natural Poisson bracket; a deep theorem first conjectured by Drinfeld and proved by B.Feigin and E.Frenkel [11] asserts that the Poisson algebra Z( g) −h ∨ is isomorphic to the W-algebra associated with the Langlands dual of g. In a recent paper [12] E.Frenkel and N.Reshetikhin have generalized the second approach to the q-deformed case; their main result is an explicit description of the corresponding Poisson algebra (the classical q-W-algebra) in the case g = sl(n). It is the goal of the present note to describe a generalization of the first approach; a natural way to construct q-deformations of classical W-algebras is connected with the study of q-difference operators.
At first glance, the generalization of the Drinfeld-Sokolov reduction to the setting of q-difference equations should be more or less straightforward; our message in this note is to explain that this is not quite true. As we shall see, the reduction procedure leads to a new kind of anomaly in the Poisson bracket relations. 1 In order to get rid of this anomaly we have to modify the initial choice of the classical r-matrix which underlies the entire construction. (One of our main theorems asserts that the choice of the classical r-matrix compatible with the q-difference version of the Drinfeld-Sokolov reduction is 1 In physical terms, the reduction procedure consists of two steps: (a) imposing the constraints and (b) passing to the quotient over the gauge group. As important point in the Drinfeld-Sokolov reduction is that these constraints are of the 1st class, according to Dirac, i.e., their Poisson bracket vanishes on the constraint surface. In the q-difference case these constraints may become 2nd class, due to the non-Hamiltonian nature of the gauge group action, which would result in a drastic change of the structure of the reduced phase space.
essentially unique.) The resulting classical r-matrix is new; it yields an elliptic deformation of the Lie bialgebra structure on the loop algebras associated with the so called Drinfeld's new realizations of quantized affine algebras. [5] , [13] (This r-matrix was implicit in the paper of E.Frenkel and N.Reshetikhin for g = sl(n).) The same choice of the classical r-matrix is necessary for a consistent treatment of the q-deformed Miura transform. A special case of our construction yields the so called lattice W-algebras (in particular, the lattice Virasoro algebra [8] ).
A direct comparison of the Poisson structures obtained via the q-DrinfeldSokolov reduction with the formulae in [12] shows that the two approaches match together; at the present moment we do not know an intrinsic proof of this result.
Putting abstract difference equations into the context of affine Lie groups and Lie algebras requires specific results in structure theory of affine Lie groups which we believe are new; they generalize the cross-section theorems of R.Steinberg [23] and B.Kostant [14] , [15] . The key technical idea is the role of Coxeter elements of the Weyl group; the Coxeter transformation also appears in the formula for the deformed r-matrix.
Differential operators and Drinfeld-Sokolov reduction
Let (−∂ 2 t + u)ψ = 0 be a 2nd order linear differential equation with potential u ∈ C ∞ (R/Z) . By assigning to ψ a column vector
we may reduce it to a 1st order matrix equation
This correspondence between 2nd order linear differential operators and 2×2 matrices is not quite canonical; indeed, we may replace ψ t in (1.1) with a linear combination ψ t + αψ, where α ∈ C ∞ (R/Z) ; this amounts to a gauge transformation,
In this way l may be replaced with a more general matrix,
matrices of the form (1.2) represent a cross-section of the gauge action (1.3). Thus there exists a bijective correspondence between the set of 2nd order linear differential operators and the set of 1st order linear differential operators (or, linear connections with coefficients in sl(2)) of the special form (1.4) modulo the action of the gauge group (1.3) of lower triangular matrices. In a more general way, we have the following well known result. Let D n be the set of n-th order linear differential operators with coefficients in C ∞ (R/Z). Let M n be the set of all matrix connections with coefficients in gl(n), i.e., of the 1st order linear differential operators of the form
Let M n f ⊂ M n be the subset of all connections with l having the following special form: 6) let N be the group of lower triangular unipotent matrices with coefficients in C ∞ (R/Z) . The group N is acting on M f n by gauge transformations,
represents a cross-section of the gauge action N × M 
Hamiltonian approach
Drinfeld and Sokolov observed that this standard description of n-th order linear differential operators may be put into the Hamiltonian context and generalized to arbitrary semisimple Lie algebras. We briefly recall the corresponding construction.
For every finite-dimensional Lie group A with Lie algebra a we denote their current group and current algebra by A = C ∞ (R/Z, A) and a = C ∞ (R/Z, a) correspondingly. Let G be a complex semisimple Lie group with Lie algebra g. We identify g with its dual by means of the inner product 8) where (, ) is an invariant nondegenerate bilinear form on g. Let ϑ be the standard right-invariant Maurer-Cartan form on G. Let g be the central extension of g associated with the 2-cocycle
we identify its dual g * with g ⊕ C . The coadjoint action of G on g * leaves invariant the hyperplanes g *
(Note that g * ϑ is a 1-form on R/Z; i ∂t g * ϑ is its contraction with the standard vector field ∂ t .) In the sequel we put k = 1.
Let ψ ∈ C ∞ (R, G) satisfy
Since l ∈ g is periodic, we have ψ(t + 1) = ψ(t)M, where M ∈ G is the monodromy matrix. The following assertion is well known. 
on the same coadjoint orbit if and only if the corresponding monodromy matrices are conjugate in G.
The following notation will be used throughout the paper. Let us fix a Cartan subalgebra h ⊂ g. Let ∆ be the set of roots of (g, h) ; let e α ∈ g be a root vector which corresponds to α ∈ ∆. Let ∆ + be a system of positive roots; let b = h + be their respective nil-radicals. We may identify n with the dual of n; let p : g → n be the projection onto n in the decomposition g = b+n and p : g → n the projection onto n in the decomposition g = b+n.
Let l = rank g and let P ={α 1 , ..., α l } be the set of simple roots. For
Let H 0 ∈ h be the unique element such that H 0 , α i = 1, i = 1, ..., l. Let d i , i ∈ Z, be the eigenspace of adH 0 corresponding to the eigenvalue i.
Put
one has dim s = l. Let s be so chosen. Let H = exp h, N = exp n, B = HN be the Cartan subgroup, the maximal unipotent subgroup and the Borel subgroup of G which correspond to the Lie subalgebras h, n, and b, respectively. We identify the dual of n with n = C ∞ (R/Z, n) . The restriction of the coadjoint action (1.10) to N ⊂ G is still Hamiltonian; the corresponding moment map
be the level surface of the moment map; we have
Since f ∈ n is a fixed point of the coadjoint action of N in n ≃ n * , this level surface is stable under the action of N . More precisely, let O ⊂ g * 1 ⊂ g * be a coadjoint orbit; the quotient space O/N is a Poisson manifold; its various symplectic leaves correspond to different level surfaces of the moment map µ N . We are interested in a very special symplectic leaf in O/N which corresponds to the principal nilpotent element f ∈ n.; this leaf coincides with O ∩ M f /N . Dropping out the condition on the monodromy we get a (slightly degenerate) Poisson structure on the affine manifold M f /N . It yields precisely the classical W (g) algebra. Various symplectic leaves in this affine manifold are parametrized by the conjugacy classes of the corresponding monodromies. In the special case when g = sl(n), we may choose
(according to our convention, positive root vectors correspond to lower triangular matrices) and identify f + s with the set of companion traceless matrices. 
Generalized Miura Transform
Consider an imbedding i h : h → M f :
The composition of i h and the canonical projection π is called the generalized Miura transform:
Considered as a map into s f it assigns to l ∈ h the unique element l 0 ∈ s f which belongs to the same gauge class as l + f . Remark 1.1 implies that the Miura transform is differential algebraic, i.e. the matrix coefficients of l 0 = m (l + f ) are differential polynomials in entries of l. This map has a remarkable property : one can equip h with a Poisson structure in such a way that m becomes a Poisson mapping. Namely put
Then the main theorem of [6] asserts:
The original proof by Drinfeld and Sokolov consists of a straightforward check of the fact. This computation will be reproduced for the q-difference case in section 6.
A reader which is familiar with the Dirac reduction technique may keep in mind the following qualitative explanation of this result.
Let N =exp n be the opposite nilpotent subgroup of G. The restriction of the gauge action (1.10) to N is Hamiltonian with moment map
The second assertion means that the orbits of N , N are transversal to h f .
Remark 1.3 In contrast with theorem 1.2, h f is not a global cross-section. (Indeed the gauge transformation which transforms a given potential l ∈ b to canonical form is a solution of a differential equation and does not necessarily belong to the group
In physical language the conditions µ N (x) = f and µ N = 0 represent a set of first class constraints and subsidiary conditions, respectively. Together they fix a (local) model for the reduced space M f /N ; the Poisson structure on the intersection M f ∩ M 0 is described by the Dirac bracket which differs from the Lie-Poisson bracket in g * 1 by specific correction terms. Since the roles of N and N are completely symmetric, the same intersection also provides a (local) model for M 0 /N . The cumbersome calculation of the Dirac bracket may actually be avoided. Every function ϕ ∈ C ∞ (h) may be extended to a function ϕ * ∈ C ∞ (g * 1 ) by means of the canonical projection j : g * 1 → h. One can show using explicit formula for the Lie-Poisson bracket that the bracket of ϕ * and µ N is zero being restricted to h f Since both µ N and µ N are of the first class the Dirac bracket of ϕ, ψ coincides with the restriction to h f of the Lie-Poisson bracket of ϕ * , ψ * . Explicitly we get formula (1.16). In view of the preceding arguments, this formula also locally describes the reduced Poisson structure on M f /N (in the specific gauge described by the subsidiary conditions µ N = 0). Since Poisson bracket is a local quantity we immediately get theorem 1.3.
Difference equations
Let G be a Lie group, τ an automorphism of G. An abstract difference equation in G associated with τ has the form
(we regard it as an equation for ψ with given L). Typical examples which will be studied below are 1. G is a loop group, G = LG, consisting of regular functions on C \ {0} with values in G, and τ is given by ψ τ (z) = ψ(qz), q ∈ C, |q| < 1.
G consists of functions on the lattice with values in
We shall suppose that the group G is semisimple. We shall also briefly refer to the groups of the two types described above as the 'current groups' of the type 1 or 2 associated with G. For current groups and algebras of these types we shall keep the notations introduced in section 1.2. We shall use also the standard scalar products to identify g * and g of the types 1 and 2 :
1.
Let τ be one of the three automorphisms described above. A second order scalar difference equation has the form
we may reduce it to the matrix equation
Again, the definition of the column vector in (2.4) is not canonical and admits a gauge freedom
the corresponding gauge transformation of the 2× 2 matrix L is given by
Let G = SL(2, C) and let G be one of the two associated 'current groups'. Let N ⊂ G be the 'gauge group' consisting of lower triangular unipotent matrices. Let M s ⊂ G be the set of matrices of the following form: In a similar way, a scalar difference equation of arbitrary even order 2n may be written in the following form:
we may associate with it the following matrix difference equation:
(Difference equations of odd order are written in a similar way, but are less symmetric.) Put
observe that s normalizes the standard Cartan subgroup in SL(2n) consisting of diagonal matrices and represents a Coxeter element in the Weyl group ( s induces a cyclic permutation of the eigenvalues and hence is a product of all simple reflections). We have L = vs −1 , where
is an element of the subgroup N ′ ⊂ G consisting of functions with values in the unipotent subgroup N ′ = {v ∈ N; svs −1 ∈ N}. The generalization to arbitrary semisimple Lie groups is described as follows. We shall keep to the standard notation introduced in section 1.2. Let G be a connected simply connected complex Lie group with Lie algebra g. Let W be the Weyl group of (g, h) ; we shall denote a representative of w ∈ W in G by the same letter. Let s 1 , ..., s l be reflections which correspond to simple roots; let s = s 1 s 2 · · · s l be a Coxeter element. For x ∈ G we write s (x) := s · x · s −1 (this notation will be frequently used in the sequel). Put N ′ = {v ∈ N; svs −1 ∈ N}; it is easy to see that
The same statement is true for the current groups. Let M s be the cell in G consisting of functions with values in M s . Then every element L ∈ M s may be represented in the unique form We shall identify M s /N with S. The proof of the theorem will be given in section 4. A similar theorem for semisimple Lie algebras and τ = id is due to Kostant [14] ; Steinberg [23] proved that N ′ s −1 ⊂ G is a cross-section of the set of regular conjugacy classes in G. As follows from our proof, the construction of the gauge transformation which reduces an element L ∈ G to canonical form is purely algebraic, i.e., it does not involve solution of difference equations.
Poisson Aspects of Difference Equations
We are now in a position to describe the key steps of our construction. We are looking for Poisson structures which are compatible with the gauge invariant description of difference equations outlined above; this goal will be achieved in the following stages.
• Choose Poisson structures on G and on G τ in such a way that the gauge action (2.8) is Poisson covariant.
We shall assume that G is equipped with the structure of a PoissonLie group; since g is semisimple, the Poisson structure on G is given by a Sklyanin bracket which depends on the choice of a classical r-matrix r ∈ End g; a G-covariant Poisson structure on G τ which corresponds to a given r may be constructed canonically provided that r commutes with τ [21] . This construction will be described in section 3.
• Specify the choice of r in a way which is compatible with the restriction of the gauge action to N ⊂ G.
Let (g, g * ) be the tangent Lie bialgebra of G. The compatibility condition means that n ⊥ ⊂ g * should be a Lie subalgebra (cf. proposition 3.1). Classical r-matrices which satisfy this condition are associated with the 'pointwise Bruhat decomposition' in g. Namely, let P + , P 0 , P − be the projection operators onto n, h, n, respectively, in the direct sum decomposition g = n+h+n.
(2.9)
where r 0 ∈ End h is an arbitrary skew symmetric operator. Classical rmatrices of this type fall within the general Belavin-Drinfeld classification [1] . In the terms of the Belavin-Drinfeld data r 0 has the form:
where θ is an unitary automorphism of h without the unit as an eigenvalue. In his paper [5] Drinfeld has essentially used an r-matrix of this kind (cf. the remark following formula (2.13)).
• It is instructive to write down a more explicit formula for r 0 in different particular cases. Let g = Lg be the Lie algebra of g-valued functions which are regular in C \ {0}; elements X ∈ h ⊂ g are represented by convergent Laurent series,
Let H p ∈ h, p = 1, ..., l, be the eigenvectors of the Coxeter element, s(H p ) = e 2πikp h H p ;here h is the Coxeter number and k 1 , ... k l are the exponents of g. There exists a permutation σ of the set {1, ...l} such that the basis{H σp } is biorthogonal to {H p } ; we may assume that H p , H σp = 1.Then
(2.13) Note that the Lie bialgebra studied by Drinfeld in [5] corresponds to the 'crystalline' limit q → 0 in (2.13); in this case r 0 amounts to the Hilbert transform in h. It is convenient to write
where
Functions ϕ p satisfy the q-difference equations, In the lattice case we get a similar formula. Assume that the length N is relatively prime with h. Let ω = exp 2πi N be a primitive root of unity. Linear operator r 0 ∈ End h may be identified with a function Z/NZ, → h ⊗ h : k −→ r 0 (k) . We have
Poisson Geometry of Gauge Transformations
In this section we briefly recall the construction of Poisson structures which are adapted to difference gauge transformations [21] , [19] . Let M be a Poisson manifold, H a Poisson Lie group. A Poisson action H × M → M is a group action which is also a Poisson map (as usual, we suppose that H × M is equipped with the product Poisson structure).
Proposition 3.1 Let (h, h * ) be the tangent Lie bialgebra of H. A connected Lie subgroup K ⊂ H with Lie algebra k ⊂ h is admissible if k
⊥ ⊂ h * is a Lie subalgebra.
In particular, H itself is admissible. (Note that K ⊂ H is a Poisson subgroup if and only if k
⊥ ⊂ h * is an ideal; in that case the tangent Lie bialgebra of K is k, h * /k ⊥ .) Let K ⊂ H be an admissible subgroup; assume that the quotient M/K is a smooth manifold; There exists a Poisson structure on M/K such that the canonical projection π : M → M/K is a Poisson map. The space M/K is called the reduced Poisson manifold. Even if M is symplectic, the reduced Poisson bracket on M/K is usually degenerate. The difficult part of reduction is the description of its symplectic leaves. In the Hamiltonian case, the appropriate technique is provided by the use of the moment map. Although a similar notion of the nonabelian moment map in the context of Poisson group theory is also available [16] , it is less convenient. 3 The following simple assertion may be extracted from [16] and will serve as a substitute.
Let M be a Poisson manifold, π : M → B a Poisson submersion. Hamiltonian vector fields ξ ϕ , ϕ ∈ π * C ∞ (B), generate an integrable distribution H π in T M.
Proposition 3.2 Let V ⊂ M be a submanifold; W = π(V ) ⊂ B is a Poisson submanifold if and only if V is an integral manifold of H π .
Assume that this condition holds true; let N V ⊂ T * M | V be the conormal bundle of V ; clearly,
Proposition 3.3 We have
in particular, the r.h.s. does not depend on the choice of dϕ, dψ.
An important special case of proposition 3.2 is provided by the notion of a dual pair [24] . Let M be a symplectic manifold. Two Poisson surjections 
. 3 The point is that the nonabelian moment map is 'less functorial' than the ordinary abelian moment. Namely, if H × M → M is a Hamiltonian action with moment map µ H : M → h * , its restriction to a subgroup K ⊂ H is also Hamiltonian with moment µ K = π • µ H (here π : h * → k * is the canonical projection). If H is a Poisson Lie group, H * its dual, H ×M → M a Poisson group action with moment µ H : M → H * , and K ⊂ H a Poisson subgroup, the action of K still admits a moment map. By contrast, if K ⊂ H is only admissible, the restricted action does not have a bona fide moment map. This is precisely the case which is encountered in the study of the q-Drinfeld-Sokolov reduction.
Let G be a Poisson Lie group, (g, g * ) its tangent Lie bialgebra; (g, g * ) is called a factorizable Lie bialgebra if the following conditions are satisfied [18] , [4] :
• g is equipped with a fixed nondegenerate invariant inner product ·, · .
We shall always identify g * and g by means of this inner product.
• The dual Lie bracket on g * ≃ g is given by
where r ∈ End g is a skew symmetric linear operator (classical r-matrix).
• r satisfies the modified classical Yang-Baxter identity:
Proposition 3.4 r ± are Lie algebra homomorphisms from g * into g ; moreover, r * + = −r − , and r + − r − = id.
Example 3.1 Lie bialgebras associated with classical r-matrices of the form (2.10) are factorizable.
The double of a factorizable Lie bialgebra admits the following explicit description. Put d = g ⊕ g (direct sum of two copies).The mapping
is a Lie algebra embedding. Thus we may identify g * with a Lie subalgebra in d. Equip d with the inner product
is a factorizable Lie bialgebra; the corresponding r-matrix r d ∈ End (g ⊕ g) is given by
Let G be a connected simply connected Lie group with Lie algebra g. Put D = G × G. Embedding g * ֒→ d may be extended to a homomorphism G * ֒→ D; we shall identify G * with the corresponding subgroup in D.
Proposition 3.6 (i) Any element X ∈ g admits a unique representation
X = X + − X − , where (X + , X − ) ∈ g * ⊂ d. (ii) Elements L ∈ G admitting a factorization L = L + L −1 − , where (L + , L − ) ∈ G * ⊂ D, form
an open dense subset of G.This factorization is unique in a neighborhood of the unit element. (iii) In an open dense subset of D the following factorization if true:
As an example, let us consider the factorization problem in current groups associated with the r-matrix (2.10). Let G be a connected simply connected semisimple Lie group with Lie algebra g. We keep to the notation introduced in section 1.2. Let B, B ⊂ G be the opposite Borel subgroups corresponding to the Borel subalgebras b, b , B, B ⊂ G be the corresponding 'current groups' and π : B → B/N ≃ H, π : B → B/N ≃ H the canonical projections. Almost all elements x ∈ G admit factorization
For every group A we define left and right gradients ∇ϕ, ∇ ′ ϕ ∈ a * of a function ϕ ∈ C ∞ (A) by the formulae
The canonical Lie-Poisson bracket on D associated with the double bialgebra structure has the form:
It is well known that the bracket (3.9) satisfies the Jacobi identity and equips D with the structure of a Poisson Lie group; moreover, G, G * ⊂ D are its Poisson subgroups.
Let τ ∈ Aut G; we shall denote the corresponding automorphism of g by the same letter. Assume that τ satisfies the following conditions:
form an open dense subset of G. This factorization is unique in a neighborhood of the unit element.
We denote G ′ τ ⊂ G the set of all elements h ∈ G admitting twisted factorization.
Example 3.2 Twisted factorization problem in the current group G associated with the r-matrix (2.10) amounts to the relation
We shall associate with τ the so called twisted Poisson structure on D. Put 13) and define the twisted Poisson bracket on D by
The Jacobi identity for (3.14) follows from the classical Yang-Baxter identity (3.3) for r d . The pair D τ = (D, {, } τ ) is called the twisted Heisenberg double (for τ = id we get the ordinary Heisenberg double). In the study of Poisson group actions the Heisenberg double replaces the cotangent bundle T * G; the twisted double corresponds to the magnetic cotangent bundle [22] .
Equip G with the standard Lie-Poisson structure induced by an original factorizable Lie bialgebra structure. 
Proposition 3.8 [19],[22] (i) The actions of G on D τ by left and right translations defined by
G × D τ → D τ : g(x, y) = (gx, gy), D τ × G → D τ : (x, y)g = (xg τ −1 , yg)p : D τ → G : (x, y) → y −1 x, p ′ : D τ → G : (x, y) → x τ (y) −1
and form a dual pair. (iii) The reduced Poisson bracket on G is given by
{ϕ, ψ} τ = r∇ϕ, ∇ψ + r∇ ′ ϕ, ∇ ′ ψ − 2 r τ + ∇ ′ ϕ, ∇ψ − 2 r τ − ∇ϕ, ∇ ′ ψ ,(3.Put G τ = (G, {, } τ ) . Define the gauge action G × G τ → G τ : (g, L) −→ g τ Lg −1 . (3.16)
Proposition 3.9 Formula (3.16) defines a Poisson group action.
Indeed, the diagonal action of G on D = G × G by left translations is Poisson and the following diagram composed of Poisson mappings is commutative:
We shall need another formula for the quotient Poisson bracket {, } τ which is related to the twisted factorization in G.
In the next formula we shall use gradients of a function ϕ ∈ C ∞ (G) with respect to the G * group structure on the set G
We define Z ϕ ∈ g by the following relation:
Cross-Section Theorem
We shall prove the following statement.
Let C s ⊂ W be the cyclic subgroup generated by the Coxeter element. C s has exactly l = rankg different orbits in ∆(g, h). The proof depends on the structure of these orbits; for this reason we have to distinguish several cases.
1. Let g is of type A l .
The following lemma is checked by straightforward calculation. ∆ (g, h) consists of exactly h elements; one can order these orbits in such a way that k-th orbit contains all positive roots of height k and all negative roots of height h − k.
Lemma 4.1 (i) Each orbit of C s in
For each k we can choose α k ∈ ∆ + in such a way that
For any n ∈ N there exists a factorization
moreover, each n k may be factorized as
be the corresponding factorization ofũ.
Lemma 4.2 We haveũ
depend only on u, v and on n q j with j < k.
Assume now that n satisfies (4.1); then we haveṽ = v 0 ,ũ = n. This leads to the following relations:
where we set formally n
Lemma 4.3 The system (4.2) may be solved recursively starting with
Clearly, the solution is unique. This concludes the proof for g of type A l .
2. Let now g be a simple Lie algebra of type other than A l and E 6 , l its rank.
Lemma 4.4 (i) The Coxeter number h (g) is even. (ii) Each orbit of C s in ∆ (g, h) consists of exactly h elements and contains an equal number of positive and negative roots. (iii) Put
If g is not of the type D 2k+1 this result follows from [3] (proposition 33, Chap.6, no 1.11 and corollary 3 ,Chap.3 ,no 6.2). If it is not the case the statements are still true what may be checked directly.
the elements n p will be determined recursively. Put s −1 (w) = s −1 · w · s, w ∈ N. We have
We shall say that an element x ∈ G is in the big cell in G if, for all values of the argument z the value x (t) is in the big Bruhat cell BN ⊂ G.
Lemma 4.5 v ·s −1 (u) is in the big cell in G and admits a factorization Assume that n 1 , n 2 , ..., n k−1 are already computed. Put
and consider the element
Lemma 4.6 L k is in the big cell in G and admits a factorization
The elements x k ± are computed recursively from the known quantities. By applying a similar transform to the r.h.s. of (4.4) we get
comparison of (4.7) and (4.6) yields
− , which concludes the induction.
3. For g is of type E 6 the theorem is proved by straightforward calculation.
Poisson Reduction and q-W algebras
We are going to apply the technique described in section 3 to the q-difference equations.Fix an r-matrix and equip group G with the Poisson structure (3.15). Let us denote this Poisson manifold as G τ . As a manifold it appeared in section 2 already. By proposition 3.9 the gauge action (3.16) of group G on G τ is Poisson if G carries the standard Lie-Poisson bracket associated with the same r-matrix.
Lemma 5.1 If r is given by (2.10) then N is an admissible subgroup in G.
This result follows immediately from an identification n ⊥ ≃ b and formula (3.2) for the commutator in g * . So under the choice (2.10) of r-matrix we may restrict the gauge action of G to its subgroup N . By lemma 5.1 and the remark after proposition 3.1 the space G τ /N inherits a reduced Poisson structure. According to the ideology developed in section 2 we need for S ≃ M ∫ /N to be a Poisson submanifold of it. 
, we rewrite the Poisson bracket on G τ in the following form:
thus in the left trivialization of T G τ the Hamiltonian field generated by ϕ has the following form:
On the other hand, in the left trivialization of
s if and only its h-component vanishes, i.e., if
which is equivalent to (5.1).
Starting from this point we shall suppose r to be fixed by the previous theorem.
The Poisson algebra C ∞ (S) is called the q-W algebra of a semisimple Lie algebra g and denoted by W q (g).
The Miura transform
We shall define an embedding i H : H → M s ∩ B. Let w 0 ∈ W be the longest element; let σ ∈ Aut ∆ + be the automorphism defined by σ (α) = −w 0 ·α, α ∈ ∆ + . Let N i ⊂ N be the 1-parameter subgroup generated by the root vector e σ(α i ) , α i ∈ P. Choose an element u i ∈ N i , u i = 1.
We may choose u i in such a way that w 0 u i w
Remark 6.1 The choice of u i is not unique, however this non-uniqueness does not affect the arguments below.
Define the immersion
The twisted factorization problem in B (cf. (3.11) amounts to the relation
− , where x ± ∈ H, n + ∈ N and
where B inherits the group structure of G * via an imbedding
(ii) vector fields generated by the corresponding one-parameter subgroups span the tangent space
Since H normalizes N and N is a group the r.h.s of the last equality belongs to M s . It proves (i). (ii) follows from the dimensional counting and from the fact that the action (6.4) preserves G {ϕ, ψ} H = P H ∇ϕ, ∇ψ , (6.9)
The next theorem is quite similar to the one in the linear case.
Theorem 6.1 The q-Miura transform is a Poisson mapping.
We have to show:
We start with a calculation of the l.h.s. Observe that we are quite in the situation of proposition 3.3. Denote ϕ * = π * ϕ, ψ * = π * ψ , then by (3.1)
One should notice also that
. It provides for formula (3.18) to be applicable for the practical calculation. To compute the differentials of ϕ * , ψ * we use a bases of T M s introduced in lemma 6.3. In the coordinates (L + , L − ) the action of these vector fields has an extremely simple form
(6.14)
The standard imbedding b → g allows to regard dϕ * as an element dϕ of g. Combining (6.12) and (3.18) we get:
The r.h.s of the last formula depends only on h-components of dϕ, dψ which can be easily computed with the help of (6.13),(6.14): 
The SL(n) case Our aim in this section is to compare the Poisson structures arising via the q-Drinfeld-Sokolov reduction with the results in [12] . To begin with, let us list the standard facts concerning the structure of SL(n).
Let W = S n be the Weyl group of SL(n). The Coxeter element s ∈ W is acting on the Cartan subgroupH as a cyclic permutation, s (diag(x 1 , x 2 , ..., x n )) = diag(x n , x 1 , ..., x n−1 ); its representative in G = SL(n) is given by
The unipotent element f constructed in lemma 6.1 is given by (7.4) Substituting (7.4) into (7.3), we get (7.2).
After a rescaling q → q 2 formula (7.2) coincides with the Poisson bracket derived in [12] .
Lattice Virasoro algebra
In section 2.1 above we have given a formula for the corrected r-matrix on the lattice in terms of the finite Fourier transform. For G = SL(2) it is easy to get an explicit formula which can be compared with the 'lattice Virasoro algebra' defined in [8] . We have r 0 (k) = ϕ k σ 3 ⊗ σ 3 , where ϕ k = 0, k = 0, (−1) k , k = 0, where σ 3 ∈ sl(2) is the standard generator of its Cartan subalgebra. Let H = H Z/N Z be the 'lattice current group' associated with the Cartan subgroup H ⊂ SL (2) , N = 1mod2. Let us denote v k the standard affine coordinate on the k-th copy of H ; in other words, we identify elements of H with families {L k ; k ∈ Z/NZ} of diagonal matrices L k ∈ H, L k = diag (v k , v 
The quotient Poisson algebra obtained via the Drinfeld-Sokolov reduction is described by the following Poisson bracket relations:
These Poisson bracket relations are nonlocal, i.e. the Poisson brackets between distant neighbors on the lattice are nonzero; by contrast, the Poisson brackets in [8] involve only nearest neighbors. The situation is clarified by the following simple trick. Put w k = v k v k+1 , U k = u k u k+1 ; we have
.
Proposition 7.3
The smoothed down variables U k , k ∈ Z/NZ, span a subalgebra in the Poisson algebra defined by (7.5) which coincides with the lattice Virasoro algebra as defined in [8] .
