Abstract. We present a high performance computing framework for quantifying uncertainties in the propagation of acoustic waves through a stochastic media comprising a large number of three-dimensional particles. We subsequently describe an efficient postprocessing approach using our framework to statistically quantify the sensitivity of the uncertainties with respect to input parameters that govern the stochasticity in the model. The stochasticity arises through the random positions and orientations of the component particles in the media. Simulation even for a single deterministic three-dimensional configuration is inherently difficult because of the large number of particles; the stochasticity leads to a larger dimensional model involving three spatial variables and additional stochastic variables, and accounting for uncertainty in key parameters of the input probability distributions leads to prohibitive computational complexity. In the first part of our paper we describe a high performance computing framework for uncertainty quantification with fixed input parameters. In the second part of our paper we describe and analyze an efficient offline/online approach that allows characterization of the quantity of interest with respect to the variance of the input stochastic variables. Our approach provides a framework for high performance computing implementation to compute statistical moments for the three-dimensional model and can be used in conjunction with any method to simulate a single-particle deterministic model. We demonstrate the efficiency of our high performance computing implementation with Monte Carlo (MC) and quasi-Monte Carlo (QMC) realization numerical results for more than one thousand stochastic dimensions describing stochastic media comprising hundreds to thousands of nonconvex particles. Our demonstration of the efficient sensitivity analysis algorithm includes over a million MC samples of the backscattered cross section and thousands of generalized polynomial chaos-based realizations of the three-dimensional model with parallelization in both spatial and stochastic variables.
Introduction.
Computational uncertainty quantification techniques are a crucial tool for understanding wave scattering by large configurations of particles with uncertain geometry. Innovative approaches are required to overcome the significant computational challenges that are inherent due to both the large stochastic dimension and the large dimension due to spatial discretization of the underlying three-dimensional partial differential equation (PDE) model. In addition, a key component for quantification of uncertainties in stochastic configurations is to perform sensitivity analysis on the output quantity of interest (QoI) with respect to various sources of uncertainties in the random input data that determine the stochastic configurations.
In this article we are interested in (i) developing iterative computational tools for evaluating various statistical quantities (such as moments of the QoI) for stochastic configurations with fixed probability distributions; and (ii) developing an efficient fast online algorithm to perform sensitivity analysis with respect to a key parameter that determines the input probability distributions.
Simulations of acoustic and electromagnetic waves interacting with three-dimensional configurations containing large numbers of individual particles are important in several applications, including atmospheric science and medicine. For further details we refer the reader to [20, 21, 22] and the extensive references therein. Recent advances in fast, high-order, and model reduction methods and multiple scattering techniquessee [10, 11, 12, 13] and references therein-combined with high performance computing (HPC) have made such deterministic simulations tractable, even for realistically large configurations containing hundreds or thousands of individual particles with complex shapes in three dimensions.
The quality of the results produced by such simulations is dependent on knowledge of the exact positions and orientations of the particles. In particular, simulations using approximate or average data may give inaccurate results if the problem is sensitive to perturbations. A standard technique to deal with inexact data is to model the uncertainty in the data as a random process, resulting in a stochastic PDE model.
In the last decade there have been significant advances in the solution of various stochastic PDE problems using the Monte Carlo (MC), quasi-Monte Carlo (QMC), and generalized polynomial chaos (gPC) methods and the recent quasi-, multifidelity, sparse-grid, and multilevel counterparts of the MC/gPC methods [17, 23, 26, 27, 28] . If the QoI to be approximated is smooth in the stochastic variables, the QMCand gPC-based discretizations are more efficient than MC. For a review we refer the reader to [6, 26] and the book [19] . In particular, stochastic MC/gPC techniques have demonstrated great success for various stochastic wave scattering problems in PDE form; see the recent work [7, 16, 18, 24] and references therein.
Typically the stochastic scattering model is reformulated (approximately) in terms of a finite number of random variables whose distribution-and in particular the mean and variance-are assumed to be known. This is realistic in many physical problems where the finite number of random variables are used to approximate a random field, for example, using a Karhunen-Loève expansion. In practice, the number of random variables that can be used in the expansion depends on the spatial dimension and complexity of the physical models and the ability to utilize HPC environments. Of the numerical results provided in the large literature cited above, almost all simulations that are used to validate the various stochastic techniques are based on either oneor two-dimensional spatial models. In particular, application of stochastic techniques for uncertainty quantification of three-dimensional spatial models is a significant challenge because of the computational expense of solving even a single three-dimensional PDE.
In this work our focus is on stochastic particles that are located in a three-dimensional homogeneous medium (as opposed to an inhomogeneous medium modeled by an infinite-dimensional random field coefficient), and hence the randomness in our model occurs naturally in terms of a finite number of input random variables with fixed mean but whose variance is not known. The main focus of this work is to first efficiently quantify the uncertainty in the stochastic scattered or far field for input random variables with fixed variance, and subsequently compute the sensitivity of the stochastic scattered or far field to input random variables with varying variance. We achieve the latter in a quantitative way by evaluating stochastic properties of the scattered or far field as functions of the variance of the input random variables.
Multiple scattering problems posed in an unbounded three-dimensional region exterior to a configuration comprising N individual particles are computationally challenging, even for deterministic models, when N is large. In particular, domain discretization techniques such as the finite element method (for a truncated domain model with an approximation to the radiation condition) or techniques based on the surface integral equation lead to systems with a number of unknowns proportional to N (and to the number of degrees of freedom per particle). Furthermore, taking into account stochastic translations and orientations of each particle in three dimensions, the stochastic dimension of our model problem is 6N, and hence the overall dimension of the spatially discretized model is proportional to 6N
2 . For the stochastic simulations and sensitivity analysis in this article, we even consider the case of stochastic configurations with three-dimensional nonconvex curved surface particles (such as those occurring in biological sciences) with N > 10 000.
In this article, we introduce an appropriate framework for the modeling of large stochastic multiple scattering configurations by addressing the particular challenge of a large number of spatial unknowns (due to the large number of three-dimensional scatterers) and a large number of stochastic unknowns (due to the stochastic dimensions). Our computational framework, which utilizes parallelization in both spatial and stochastic dimensions using distinct message passing interface (MPI) communicators, allows us to perform uncertainty quantification for large three-dimensional configurations with full stochasticity. In particular, our framework can be applied with the MC or QMC approaches, which converge with only weak dependence on the stochastic dimension, and we present numerical results with more than one thousand stochastic dimensions with tens of thousands of realizations.
It is well known that the standard high-order gPC approach [19] (that requires a full tensor product grid) can in practice be used for small stochastic-dimensional models. Consequently, our framework can also be applied with the standard gPC approach provided the stochastic dimension is reduced under the simplifying assumption that the location and orientation of a single particle in the configuration (determined by at most 6 independent random variables) influences the location and orientation of the other particles. Because of the various limitations in hardware and mathematical techniques at the time of writing this article, it is not possible-in say a week, using one thousand CPU cores in an HPC environment-to use the gPC approach for the three-dimensional stochastic model considered in this article if one allows all 6N random variables to be independent. However, using the sparse grid-based gPC, the HPC framework developed in the first part of the article can be applied for a higher stochastic-dimensional version of the wave scattering model. We will implement this in a future work.
In the second part of this article we develop a novel gPC-based efficient sensitivity analysis algorithm to quantify the dependence of the moments of the QoI on the variance of the input random variables. We demonstrate our sensitivity analysis algorithm using several histogram figures with each histogram obtained using over a million MC samples of the scattering cross section of the N -particle configuration. Each of these samples requires high-order approximate simulation of the three-dimensional stochastic wave propagation model in an unbounded domain exterior to the configuration, determined by the independent random variables, for each value of the variance parameter governing the input distribution. We achieve this large scale simulation using the iterative HPC framework presented in the first part of this work.
Thus the main contribution of this work has two parts. The first part is an (offline) framework for evaluating-using MC, QMC, or gPC approaches-stochastic properties of the field scattered by a large number of particles for input random variables with given fixed variance. The second is a postprocessing (online) technique that computes, in negligible CPU time, the stochastic properties of the scattered field for input random variables with varying standard deviation. These stochastic properties are used to quantify the sensitivity to perturbations of the computed quantities of interest.
This article is structured as follows. In section 2 we describe in detail our stochastic model. In section 3 we describe briefly our multiple scattering surface integral equation reformulation for deterministic configurations and its fully discrete Galerkin discretization. In section 4 we describe briefly our fast scheme for evaluating the interactions between different particles in a deterministic configuration, which is crucial for fast iterative solution of the linear systems arising in the discretized equation. In section 5 we review the fully discrete stochastic pseudospectral Galerkin method (that is equivalent to the stochastic collocation for a specific number of quadrature/realization points) and introduce important notation. In section 6, we present numerical results showing the efficiency of our uncertainty quantification approach, concluding the offline framework. In the second part we consider stochastic properties as functions of the standard deviations of the input random variables and develop a fast online framework that can be quickly simulated even using a single core within a simple, say, MATLAB computing environment. In section 7 we describe and analyze our efficient postprocessing technique. We finish in section 8 with numerical results showing the sensitivity of the acoustic cross section with respect to the input random variables.
Mathematical model. We focus on computing the acoustic cross section of a stochastic configuration
Here the random variable ω is an element of Ω ⊆ R n , where n is the stochastic dimension, and (Ω, F , P ) is a probability space with Euclidean sample space Ω and Borel σ-algebra F . The probabilities of the events in F are given by the probability measure P . A sample configuration D(ω) with N = 1000 computer-modeled biconcave red blood cell (erythrocyte) particles is visualized in Figure 1 . The sample configuration, which we use in our simulation as one of the realizations of a 5000 stochastic-dimensional model, is obtained using random perturbations of the location and orientation of each particle in a regular 10 × 10 × 10 lattice configuration D N 0 ; see Figure 2 . In our model, ω = (ω 1 , . . . , ω n ) T and the components ω i are random variables satisfying normal, lognormal, or uniform distributions. For the acoustic cross section f (ω) of the configuration D(ω) in a fixed observation direction, the first two statistical moments, the mean
and variance
are measures of the location and dispersion of f (ω), respectively. The standard devi-
is an alternative measure of dispersion to the variance. We suppose that the configuration D(ω) interacts with an incident plane wave with direction given by the unit vector d and wavenumber κ = 2π/λ, where λ is the incident wavelength. The interaction of the incident wave with D(ω) induces a radiating scattered wave u(x; ω) that satisfies the Helmholtz equation [2] (2.4)
and the Sommerfeld radiation condition
uniformly in all directions x = x/|x|. In the case that D(ω) is sound-soft we have the Dirichlet boundary condition
is sound-hard, we have the Neumann boundary condition
where n(x) denotes the unit outward normal to the surface
Our algorithm is applicable in both the sound-soft and sound-hard cases as well as for configurations with particles that are either sound-soft or sound-hard. We describe our algorithm for the case of sound-hard scatterers. Implementation for the sound-soft or the mixed case is similar. The scattered field u(·; ω) is a radiating field, and its behavior at infinity is captured by its far field u ∞ (·; ω),
with x = x/|x| ∈ ∂B, the unit sphere in R 3 . The acoustic cross section of D(ω) is then given by
The far field and the acoustic cross section are smooth functions of x (see, for example [2] ), and we assume that they are also smooth with respect to the stochastic variable ω. The high-order QMC and gPC approximations that we obtain in this article provide evidence supporting this assumption. Stochastic regularity results for a classical Laplace-type elliptic PDE (with a random coefficient) were established in [1] , and following a similar approach, in a future work we shall investigate the regularity assumption for the stochastic wave propagation model.
3.
Multiple scattering problem with fast iterative solver. We begin by describing the efficient wave propagation algorithm that we use for simulating the far field u ∞ ( x; ω) for fixed deterministic configurations ω ∈ Ω by solving the Helmholtz equation (2.4) in the unbounded domain R 3 \ D(ω). Due to the unbounded domain in (2.4), it is efficient to introduce a surface integral representation for the scattered field, .7) is satisfied. Taking the Neumann trace of (3.1) onto ∂D(ω) using the jump relations [2, Theorem 3.1] and using the boundary condition (2.7) yields the surface integral equation
This equation has a unique solution, provided κ is a regular wavenumber; in the remainder of this article we assume that this is the case and, for each fixed ω, the unknown continuous function on ∂D(ω) satisfying (3.2) is denoted by φ.
The surface integral equation model (3.2) can be written in operator theoretic form as an N -dimensional system:
where ψ I = φ| ∂DI (ω) for I = 1, . . . , N and we use the surface integral interaction operators defined as
with input density η acting on the Jth surface and the output density defined on the Ith surface for I, J = 1, . . . , N. The kernel of M I,J is weakly singular when I = J and smooth when I = J.
The stochastic wave propagation computer model developed in this article is independent of any specific numerical method for simulating a deterministic singleparticle acoustic scattering model. There has been substantial development in this area; see, for example, the 2012 book [2] and extensive references therein. For each J = 1, . . . , N, we use two discretization parameters h J and dim hJ to derive, in a general framework, a fully discrete linear algebraic system that approximates the Ndimensional continuous system (3.3). We use h instead of h J when the index J is clear.
There are various low-order and high-order techniques for efficiently discretizing the weakly singular operators; see, for example, [2, 9, 13] and references therein. Let M I,J h denote the fully discrete (summation-based) approximation of the Jth particle surface integral operator M I,J for I, J = 1, . . . , N. We use known methods developed in the literature for a single-particle problem for the I = J case. In the next section, because we allow the number of particles N to be large, we describe a scheme to efficiently evaluate the
We assume that the N unknown surface densities ψ 1 , . . . , ψ N are approximated, respectively, by ψ ,
In the case of applying the following fast evaluation algorithm using a collocation or Nyström-based single-particle scattering algorithm instead of a Galerkin algorithm, the only change required is to replace the inner product in (3.6) with evaluation of G at the dim hJ collocation or quadrature points.
. . , N and the coefficients x I satisfy the linear system
where
h F I and
The far field is computed at any observation direction x ∈ ∂B, using (3.9) u
The dense matrix in the linear system (3.7) has dimension n mat = N J=1 dim hJ , and solving this linear system using a direct solver requires large amounts of memory and is computationally prohibitive when N is large. In this work we solve the linear system (3.7) using a multiple scattering version of preconditioned GMRES [25] , and in the next section we describe a fast scheme for evaluating matrix vector products with the matrix in (3.7) without assembling the matrix. The memory requirement of our fast scheme is sufficiently small that the algorithm runs on a laptop, even for configurations ∂D(ω) with hundreds or thousands of scatterers. The scheme is particularly efficient when using high-order algorithms and model reduction techniques developed by the authors [9, 10, 12] .
Fast iterative solver.
In this section we describe a fast scheme for evaluating matrix vector products with the matrix in (3.7) without assembling the matrix. To describe our fast scheme, it is convenient to split the matrix in the linear system (3.7) into its block-diagonal part of A D and the remainder A E . Then the diagonal part can be written A
and
).
The off-diagonal part, which corresponds to interactions between particles, can be written
where γ I n is the normal-trace operator onto ∂D I (ω) and M J h is a discrete approximation to the smooth operator M J defined by
It follows that M
operations because it is block diagonal. Our fast method of applying A E is based on expansion of the various interactions between particles in spherical wavefunctions. The regular and radiating spherical wavefunctions are, respectively, 
for l ∈ N, and |j| ≤ l is the spherical harmonic of degree l. Here P |j| l denotes the associated Legendre functions, and we have used spherical polar coordinates for x ∈ ∂B, the unit sphere in R 3 , with θ the polar angle and ϕ the azimuth angle. Given a field v that satisfies the Helmholtz equation (2.4) and the radiation condition (2.5), and an expansion center z, there exists R > 0 such that, exterior to the ball of radius R centered at z, the field has a radiating wavefunction expansion
where c z lj are the expansion coefficients. A function v that satisfies the Helmholtz equation (2.4) and is regular inside a ball of radius R about w has a regular wavefunction expansion
that is valid inside the ball, where c w lj are the expansion coefficients. Let m be some truncation parameter for the series (4.5)-(4.6). In [12] , using a reduced basis model reduction approach, the authors developed and proved a quantifiable way to select the truncation parameter m that depends only on the wavenumber and radius of each scatterer, solving an open problem that the parameter m is independent of the shape of the particle. We define operators
where the coefficients c n R z n maps radiating wavefunction expansion coefficients about the center z to regular wavefunction expansion coefficients about the center w. A closed form for this operator is given by the translation addition theorem [8] , and an efficient O(m 3 ) implementation to apply A w,z is described in [11] .
From (4.1) the result of applying the I, Jth block of A
In this expression, the radiating field v from the Jth particle, induced by the coefficients
We introduce a local origin x J inside each particle D J (ω) for J = 1, . . . , N. The corresponding radiating wavefunction expansion coefficients R
J with respect to the origin x J can be computed in an efficient and stable way using the scheme in [11] , which is based on the efficient and stable T-matrix algorithm [12] . In a neighborhood of the Ith particle, v may be approximated using projections onto both radiating wavefunctions (with respect to expansion center x J ) and regular wavefunctions (with respect to expansion center x I ),
Thus we can approximate A E ,
The error in the approximation (4.11) is controlled by the parameter m that determines the number of terms in the spherical wavefunction expansions. The advantage of (4.11) over (4.1) is seen by observing that all matrices in (4.11) apart from A E are diagonal and are applied in O(N ) operations. Application of A E has complexity O(N 2 ), but there are efficient schemes for applying each A
(see, for example, [11] ) and hence the order constant is small. We refer the reader to [11] for full details on the order constants and CPU time. For large N , using the above framework, the complexity is reduced to O(N log N ) using the multilevel fast multipole algorithm (MLFMA) [11] to apply A E .
Uncertainty quantification framework.
Having presented our efficient scheme for computing the far field for deterministic configurations in sections 3-4, we now review approximation tools for the stochastic gPC approach, which reduces the stochastic PDE to a series of independent deterministic problems, and we introduce notation required in section 7 to compute the sensitivity with respect to the stochastic variables. We describe the stochastic variable discretization using the fully discrete (pseudospectral) Galerkin method, which is equivalent to the collocation method for a class of quadrature approximation. We refer the reader to [19] for full details of the stochastic Galerkin/collocation methods for the fixed variance case. Below we develop the tools required for treating the variance as a parameter, and we describe associated gPC approximations.
In the case of a single random variable ω with uniform distribution U(a, b) having mean μ = (a + b)/2 and standard deviation (b − a)/ √ 12, the expected value of an integrable function f (ω) is
where ω has uniform distribution U(−σ, σ) having zero mean and standard deviation σ/ √ 3, and we have used a change of variables ω = μ + ω . In the case that ω has normal distribution N (μ, σ 2 ) with mean μ and standard deviation σ, the expected value of f (ω) is
where ω has normal distribution N (0, σ 2 ) having zero mean and standard deviation σ, and we have again used a change of variables ω = μ + ω .
Without loss of generality, using the change of variables above as necessary, we assume that all random variables in this article have zero mean. It is convenient to write U σ for the uniform distribution U(−σ, σ) with associated domain and probability density function
Similarly, we write N σ for the normal distribution N (0, σ 2 ) with associated domain and probability density function
In the case of higher stochastic dimensions with n random variables ω 1 , . . . , ω n having distribution U σj or N σj for j = 1, . . . , n, we write ω = (
T . The associated probability density function is
In the case that ω 1 , . . . , ω n all have the same kind of distribution, it is convenient to say that ω has distribution U σ or N σ as appropriate.
We first consider the case of a single random variable ω with uniform distribution U σ or normal distribution N σ . For functions f, g ∈ L 2 (Ω σ ) the expected value induces an inner product
The Legendre polynomials, satisfying the recurrence relation
are orthogonal with respect to the inner product (5.3) for the distribution U σ with σ = 1. Similarly, the Hermite polynomials, satisfying the recurrence relation
are orthogonal with respect to the inner product (5.3) for the distribution N σ with σ = 1. Associated with the orthogonal polynomials, for each l = 0, 1, 2, . . . we have the orthonormalization factors
Most of the details that follow are the same or similar in the uniform and normal random variable cases, and it is helpful to write
i fω is a normal random variable and the normalization factor
if ω is a normal random variable.
To handle the case where σ = 1, it is convenient to define the dilation operator T γ for γ > 0,
for functions f . For α, β > 0 it is readily seen that in both the uniform and normal random variable cases,
and hence
Using (5.8) and the orthogonality of the Legendre or Hermite polynomials, we see that
and so the polynomials T 1/σ Q l are orthogonal with respect to the inner product (5.3) for all σ > 0.
In practice we need a discrete approximation to the inner product (5.3). In this work, for polynomials of degree not greater than L, we use the L + 1 point GaussLegendre rule with weights ν 
where S = P if ω is a uniform random variable and S = H if ω is a normal random variable. In the case that σ = 1 we approximate f, g σ using (5.8):
Using (5.10) we approximate a function f by its discrete orthogonal projection onto the finite-dimensional subspace
with coefficients
Using (5.10) in (5.11) we have the alternative expression
Now we consider the multivariate case with ω = (ω 1 , . . . , ω n ) T , where ω j has distribution U σj or N σj for j = 1, . . . , n. We do not assume that ω 1 , . . . , ω n have the same distribution. The algorithm is the same in the uniform or normal or mixed case, and we simplify the discussion by omitting the type of distribution from our notation. We introduce the tensor product polynomials
where l = (l 1 , . . . , l n ) is a multi-index, and |l| = max{l 1 , . . . , l n }. The tensor product polynomials of degree |l| ≤ L are orthogonal with respect to the discrete inner product
T . Here Following the single-variable case above, we define the dilation operator T σ by
The tensor product polynomials T 1/σ Q l are then orthogonal with respect to the dis-
Using the discrete inner product (5.14) we approximate the function f by its discrete orthogonal projection P σ L f in the finite-dimensional subspace
Using the discrete orthogonal projection in (5.16) we obtain approximations to the expected value and variance:
where E σ and V σ are multivariate generalizations of (5.3).
Remarks 5.1.
1. In the case of a lognormal random variable ψ, we treat f (ψ) as f (exp(ω)), where ω is a normal random variable, and proceed as above using the Hermite polynomials as a basis for the discrete orthogonal projection. 2. The fully discrete pseudospectral stochastic Galerkin method as described above can only be used for up to five random variables (that is, n ≤ 5) in practice. For larger values of n, sparse-grid and/or multilevel counterparts of the gPC [26, 27] are required. The fully discrete Galerkin method provides some flexibility in reducing the number of sample points (compared to the collocation method) if we do not impose the constraint that the quadrature discretization of the L 2 inner product is a discrete inner product in the finitedimensional (stochastic) approximation space spanned by global orthonormal polynomials of degree at most L.
Numerical results: Stochastic configurations with fixed variance.
In this section, we demonstrate our uncertainty quantification framework using the MC, QMC, and gPC methods for model stochastic wave propagation configurations obtained by random perturbation of the locations and orientations of particles in a deterministic regular cubic lattice configuration D N 0 comprising between 5 and 22 particles along each side, giving between N = 5 3 = 125 and N = 22 3 = 10 648 particles in our simulation configurations.
In each case we fix the diameter of D N 0 to be 16.38 times the incident wavelength λ = 7.11. Thus the acoustic distances between particles (in terms of the wavelength) decrease as the number of particles increases in the configuration, leading to strong interaction of scattered waves. We consider randomness that is induced by a probability distribution with zero mean and a fixed variance. In the next section we develop an efficient algorithm for the case that the variance is not fixed.
The particles in our models are biconcave model erythrocytes [15, 29] with unit diameter. Figure 2 shows an unperturbed configuration D Each model erythrocyte (which can be described in spherical polar coordinates) in the deterministic regular cubic lattice configuration D N 0 with N erythrocytes, is rotationally symmetric about its short vertical z-axis (passing through the north pole (0, 0, 1) T ), and hence a general rotation of the erythrocyte can be described using two (latitudinal and longitudinal) parameters. Hence there are five stochastic variables for each erythrocyte, which determine its orientation and translation. Thus the stochasticity in the N -particle model is described by a total of 5N random variables.
In more detail, in the stochastic configuration D(ω), the Jth erythrocyte has center
. . , N to be given by independent random variables satisfying the uniform distribution U 1 = U(−1, 1) with standard deviation σ/ √ 3 and variance σ/3, with σ = 1. In this case the rotations of each particle have a uniform distribution over the unit sphere [14] . Since all random variables have the same variance we denote this stochastic configuration by D σ (ω).
We recall that the QoI for the computation model problem is the numerical far field u ∞ h ( x; ω), defined in (3.9), where x = p(θ, φ) is the observation direction. For each realization of ω, induced by the MC or QMC approximation of the highdimensional (stochastic variable) integrals (see (2.1)) to compute E 1,Nsim [u ∞ h (φ; ·)], we need to simulate the three-dimensional wave propagation model.
In all of our experiments we fix the direction of the incident wave (2.3) that impinges upon the configuration to be d = (−1, 0, 0) T . We measure the simulated far field (2.8), (3.9) at observation points x in the x-y plane cross section of the unit sphere and parametrize x as a function of the azimuth angle φ. Accordingly, throughout this section we write f (φ) in place of f ( x) for any function f of the observation direction x. We compute the approximation to the maximum norm of f over the azimuth angle φ by taking the maximum error over 1202 fixed azimuth angles equally spaced in the interval [0, 2π].
In Table 1 we demonstrate the capability of our HPC framework to tackle large configurations with full randomness by tabulating the error
and CPU time to approximate the mean and variance of the cross section using the MC method for the configuration above in which the location and orientation of each particle is given by independent random variables. The CPU time is the wall clock time on a cluster of compute nodes with each node equipped with dual octa-core Intel X5670 2.93GHz processors. In (6.1),
] denotes the approximation to the expected value computed using the MC or QMC method with N sim simulations, and
] is the reference solution computed for the tabulated values using 2 16 = 65 536 MC/QMC realizations. For efficient HPC implementation of the algorithm, which requires parallelization in both the spatial and stochastic variables, it is important to develop several local communicators that are subsets of the default MPI COMM WORLD. For example, in the N = 216 case, we create 128 local communicators and distribute the 65 536 simulations among these communicators. Each simulation is performed in parallel using the four cores in its corresponding local communicator. Thus we parallelize in both the stochastic and spatial variables, and this allows us to take advantage of the embarrassingly parallel nature of the MC/QMC scheme while efficiently distributing the memory required for the scattering simulations. Each local communicator performs 512 independent scattering simulations in total.
One of the approaches to improving the accuracy of MC simulation is to use the QMC method [3, 4] . In Table 2 we demonstrate the greater accuracy achieved with QMC using higher-order Sobol points computed with interlace factor 1 [5] .
Using the computed far field u ∞ h of a deterministic configuration, it is common to plot the (bistatic) cross section
in decibels, where (6.2) ρ(v) = 10 log 10 4πv.
In Figure 3 we visualize the MC sampling-based computed mean and the spread of the QoI section for a configuration of 1000 particles and stochastic dimension 5000 by plotting To visualize the spread of the cross section due to the randomness in the configuration, we also plot
To demonstrate our framework with the gPC scheme we use a similar model to that above. To reduce the dimension so that the gPC scheme is practical, we enforce for w = θ, φ. We allow some subset of { x , y , z , θ , φ } to be given by independent random variables satisfying the uniform distribution U 1 with standard deviation 1/ √ 3 and variance 1/3. The remaining variables in { x , y , z , θ , φ } are set to zero so that we are able to apply our framework with the gPC method for stochastic configurations with at least one and up to five random variables.
The reduced stochastic dimension configuration models structures-a special case of the structures described above-where the locations and orientations of the particles are correlated, so that the location and position of a single particle determines the location and position of the other particles. In general, the multiple particle scattering is sensitive to all of the independent stochastic dimensions in medium to high frequency regimes. The key to why truncation of the stochastic dimension within the gPC framework leads to good results is that the multiple particle configuration's spatially smooth QoIs (such as the far field and the acoustic cross section) are expected to be similarly smooth in the stochastic variable ω. Such stochastic regularity results are well known for the random coefficient Laplace-type elliptic PDE [1] , but not yet proven for the scattering model. Results in this work provide a strong motivation for our future work to prove such stochastic regularity results for our wave propagation system.
For the smaller configurations, the CPU time for a deterministic simulation is sufficiently small that we can run large numbers of simulations to validate our algorithm. In this section we focus on demonstrating the efficiency and accuracy of the uncertainty quantification algorithm in sections 3-5 for small to medium configurations. In section 8 we present further numerical results showing the sensitivity of the far field to perturbations, which we can compute even for large configurations using the efficient online scheme in section 7.
We apply the pseudospectral stochastic Galerkin scheme in section 5 to the configuration D 1 (ω) to compute the gPC approximation-based first and second moments, defined in (5.18)-(5.19). In Tables 3-6 we demonstrate the high-order accuracy and spectrally accurate convergence (with only small increase in the stochastic discretization parameter L) of our algorithm by tabulating the error
for configurations with 125 and 1000 individual particles, where
] is the reference solution. Because the true expected value is not known for this problem, we follow the standard approach of using
In Figures 4-5 we visualize the mean cross section of configurations D σ (ω) with 125 and 1000 individual particles for σ = 1 by plotting
To visualize the spread of the cross section due to the randomness in the configuration, we also plot 
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and this motivates the additional application of the pseudospectral stochastic algorithm and highlights the advantage of the gPC algorithm to compute the expected value of the cross section. In Tables 7-8 we give the CPU time required to compute the polynomial P σ L u ∞ h (φ; ·) for configurations with n random variables. This calculation involves (L +1) n scattering simulations using the multiple scattering scheme in sections 3-4. We perform the simulations in parallel on eight-core Intel X5670 2.93GHz processors using distinct message passing interface (MPI) communicators to implement parallelization in spatial and stochastic variables. The results in Table 7 were obtained using four cores for each deterministic simulation and performing four simulations simultaneously. The results in Table 8 were obtained using one compute node (with dual Intel X5670 2.93GHz processors) for each deterministic simulation and between one and sixteen simulations simultaneously. The simulations for each stochastic quadrature point are independent, and so the parallelization over the stochastic variables is embarrassingly parallel. 7. Efficient online postprocessing method for sensitivity analysis. In this section, following the notation introduced earlier, we consider the expected value E σ [f ] and the standard deviation S σ [f ] of a QoI f to be functions of σ and consider the problem of analyzing the sensitivity of the QoI to σ by simulating several stochastic configurations determined by the input parameter σ ∈ Σ = {σ 1 , . . . , σ m }.
Computing approximations to the expected value and standard deviation at these m distinct input parameter values using m applications of the stochastic gPC scheme in section 5 is typically prohibitively expensive when evaluating f requires a full deterministic simulation for each of the tens of thousands of realizations. We present a postprocessing technique that requires only offline application of the full stochastic gPC scheme for a single fixed input parameter value; further information for all other parameter values is obtained using an online postprocessing method. The online postprocessing technique can be used repeatedly for several parameter values using stored offline data.
For α = (α 1 , . . . , α n ) T ∈ R n and β = (β 1 , . . . , β n ) T ∈ R n we say that β ≤ α if for all j = 1, . . . , n there exists c such that 0 < c < β j ≤ α j . Assuming like probability distributions, the respective probability density functions (see (5.1) for the uniform case and (5.2) for the normal case) are denoted by w αj and w βj , and for ω = (ω 1 , . . . , ω n )
T we use the notation
A consequence of β ≤ α is that for like probability distributions, Ω β ⊆ Ω α , and using (5.1)-(5.2), there exists C α,β > 0 such that
Below, we take α to be fixed and β is a varying parameter. We suppose that f is a sufficiently smooth function on Ω α and that for some fixed gPC polynomial degree L the gPC polynomial approximation (5.15) . More precisely, we assume that the QoI functional f is such that there exists s > 0 (depending on the smoothness of f ) with
is the weighted L 2 space with positive weight function w α , and the constant C f is independent of L and h, respectively, the stochastic and spatial discretization parameters. In the last section, we demonstrated spectrally accurate highorder convergence of P α L u ∞ h , thereby establishing that the bound (7.2) holds for our stochastic configurations, with the QoI being the far field. This validates our assumptions on the smoothness of the far field on Ω α .
We recall the representation of P In particular, our approximations are
Using (5.16)-(5.17), we have the representation
In detail, using (7.5), our approximations to the expected value and variance of f are
Computing the coefficients in (7.5) requires evaluation of (P α L f )(ω) at the quadrature points in (5.13) but does not require evaluation of f at the quadrature points. Hence computing Q β,α L f is computationally inexpensive. Remark 7.1. Because the L + 1 point Gauss-Legendre and Gauss-Hermite rules are exact for polynomials of degree 2L we have
However, the coefficients f β,α,L and f α,L are not equal because the orthogonal polynomials used in the two projections have different dilation factors.
We complete this section with error estimates establishing the spectral accuracy of the above inexpensive postprocessing/online approximations in the case of uniform and normal random variables. Similar arguments can be used for the mixed and other distributions. We prove the result for the first statistical moment approximation. The proof is similar for the second moment approximation.
Theorem 7.2. For each variance parameter β ≤ α,
Proof. For an integrable function g, we define
Let I L (g) denote the approximation to I(g) obtained using, for the uniform/normal distribution case, respectively, the tensor product Gauss-Legendre/Hermite rule in (5.13)-(5.14) that is exact for polynomials of degree not greater than 2L. Then, using (7.6) and exactness of the quadrature rule, (7.8) where in the penultimate line we used the Cauchy-Schwarz inequality and the assumption β ≤ α, and (7.1)-(7.2) is applied in the last line. 1/q . In some cases q = 1 and p = ∞ may be of particular interest. 2. The result (7.7) is valid for other probability distributions (that characterize the stochastic wave propagation configuration D(ω)) under the assumption that inequalities (7.1)-(7.2) hold.
Numerical results.
In section 6 we demonstrated the convergence of the uncertainty quantification algorithm presented in sections 3-5 with fixed variance. In this section we demonstrate our method for determining the sensitivity with respect to perturbations for small to large configurations containing 125 to 10 648 individual particles. These stochastic configurations are described in detail in section 6.
We begin by demonstrating the accuracy of our algorithm. Using the notation in the last section, throughout this section in our numerical experiments we take α = (1, . . . , 1)
T and β = β(1, . . . , 1) T ≤ α. For the medium configuration of 125 particles, the CPU time for a single deterministic simulation using our efficient algorithm in sections 3-4 is sufficiently small that we can obtain a reference solution using the stochastic collocation scheme in section 5 to compute the mean and variance for several values of the input parameter. This simple test case for stochastic dimension n = 1, 2 is useful for demonstrating the power of the approximation introduced in the last section. For the test case we choose the parameter β ∈ Σ 20 = {β 1 , . . . , β 20 }, where β 1 , . . . , β 20 are equally spaced points in (0, 1].
In Table 9 we demonstrate the accuracy of the efficient method in section 7 by tabulating the error in the expected value of the backscattered far field at the fixed observed direction x = (1, 0, 0)
T that corresponds to the azimuthal angle φ = 0. The error is defined as Finally, in Figures 6-8 we visualize the sensitivity of the backscattered cross section to β for independent uniform random variables, with each having uniform distribution U β . In our experiments the backscattering direction is azimuth φ = 0. The values μ dB mean (0; β), σ dB lower (0; β), and σ dB upper (0; β) for β < α were obtained using the postprocessing scheme described in section 7 to efficiently compute the polynomial Q β L u ∞ (φ; ·) from the polynomial P α L u ∞ (φ; ·). The latter was computed using the pseudospectral stochastic scheme in sections 3-5 only for the single fixed parameter α = (1, . . . , 1) T . The histograms in Figures 6-8 visualize the distribution of u ∞ (0, ·) for fixed values of the input parameter β and are obtained using an MC sampling. In particular, we for j = 1, . . . , m appears in these subintervals. In our figures we use m = (ceil(10 6/n )) n so that we have approximately, and not less than, one million samples for each histogram. 
