Abstract-Face recognition algorithms work properly only under strict conditions. There is no doubt that the system accuracy drops significantly when some of those conditions are not applied. In this paper, we take care of the most detrimental factor, variant head poses, to recognize the face. Novel method is proposed to construct the virtual view of face from a single frontal face. Instead of using the whole face, some patches are selected from only half of the face. Features are extracted via biorthogonal wavelet transform. Block of feed forward neural networks is applied to infer the mapping ratio between poses and gallery. CMU database is utilized to demonstrate the robustness of the proposed method.
I. INTRODUCTION
Although more than three decades of efforts have been dedicated to face recognition systems, today's systems are only reliable under strict conditions. The three most important restrictions to recognize the face in real world are illumination, expression and pose. However it has been proven that the pose is more difficult to deal with and it is well-known as a bottleneck in recognizing the face [1] - [4] . It could be shown that the extracted data from different identities show more similarity when compared to data extracted from the same identity but in different poses. If the system could recognize the face without preconditions, it will be useful for variety of applications such as security and surveillance systems and human-computer interactions.
Still there is yet another problem which has been neglected in most of previous works [5] - [12] . Specifically it is the number of face images per person used as gallery. Since in real-world it is a tedious task to provide many images from different poses of one identity in the database, it is noteworthy for the system to remain accurate by relying only on the single image per person. The frontal face is more appropriate to be used as a gallery because of the important and necessary information it provides in applications such as in a access control system as well as for biometric database (passports or ID cards).
There are different categories in the recognition of face with varying poses. In the view point of types of image, it is divided to 2D and 3D. There are many works which used three dimensional images [11] , [13] - [17] . These systems could obtain higher accuracy compared to 2D images. However, due to their high dimensionality of data, they are time consuming and thus not suitable for real-time applications. Another drawback of using 3D images is the huge database needed for every image at different angles. On the contrary, 2D image could be easily gathered via ordinary camera. It also does not need too much time to process the data because of its low dimensionality.
Another categorization is according to their usage of either the entire face (global methods) [5] , [7] , [18] - [22] or only using some patches in the face (local methods) [23] - [25] . Theoretically using the entire face should give the system better performance compared to using local methods. Nevertheless, since some regions of the face do not provide extra information, their inclusions do not improve the accuracy and in some situation those regions may cause misclassification. Thus, in this case local methods provide more promising results.
In the method proposed by Li et al. [1] similarity between faces is evaluated via correlations in a media subspace among different poses. Their work is also based on the patch level and in their method media subspace is constructed by Canonical Correlation Analysis in order to maximize the intra-individual correlations. However, the pose is limited to angles with which two eyes are visible.
Du et al. [2] partition the whole image into 7 fixed size patches. The virtual frontal for each patch is then estimated separately. The virtual image is constructed by integrating these virtual frontal patches. Similar to the previous methods [1] , [3] , the pose is confined to the orientation whereby two eyes are visible. The other problem with their method is that the fixation of patch size and its only dependency on the two centers of the eyes may cause a considerable reduction in accuracy. In this paper, 2D images are used as inputs. These images are patched according to their pose. It should be noted that throughout this paper, it is assumed the pose of each face is known. Biorthogonal Wavelet transform are applied to the patches to get the second order features. By training block of feed forward neural networks, the system is learned how to construct the virtual view from frontal one. Finally, simple comparison between constructed face and gallery face defines the target identity. Fig. 1 depicts our proposed method in a glimpse. In the next section, the proposed method is overviewed. The experimental results are given in section 3. Finally in section 4, conclusion and future work are presented.
II. PROPOSED METHOD
In this section patching of both gallery and testing (probe) face is briefly discussed. Then biorthogonal wavelet transform is presented as a feature extractor. Feed forward neural network is the last component which is introduced in this section.
A. Patching Process
By using patches or regions of the face instead of using whole the face, the following advantages are guaranteed:
• The redundant features are removed.
• The dimension of data becomes lower and consequently the needed processing time decreased significantly. For the frontal gallery images, seven regions are considered viz. left eye, right eye, nose tip, left mouth, right mouth, left area and right area of chin (see Fig. 2 ). These regions are chosen due to their importance in face recognition.
According to [25] , [26] the commonly accepted assumption is that human head is bilaterally symmetrical. We take an advantage of this characteristic and therefore consider only patches on the side of the face which is fully visible. This gives us the benefit as when the direction of the face is in full or near side view; we still have reliable patches for recognition task. Therefore, four patches are extracted in the pose case, i.e. for the left side view pose, left eye, nose tip, left mouth, and left area of chin are chosen and for the right side view pose, right eye, nose tip, right mouth, and right area of chin are selected. Both gallery and pose images are patched manually. Some samples of patching the pose image are shown in Fig. 3 .
B. Biorthogonal Wavelet Transform
In this paper, biorthogonal wavelet transform is adopted as a feature extractor tool. It is applied on each of the patch image. Fig. 2 . Selected patches in the gallery (frontal) image Biorthogonal wavelet is the extended version of wavelets. Instead of using the regular wavelets, the biorthogonal wavelets utilized two wavelets, one for decomposition and another one for reconstruction. The outstanding characteristic of this type of wavelets is that symmetry and precise reconstruction is feasible by using FIR filters. Biorthogonal wavelets are various in decomposition and reconstruction orders. In this paper, the biorthogonal wavelets with reconstruction order 5 (N r ) and also decomposition order of 5 (N d ) are chosen, because in this case reconstruction and decomposition functions and filters are close in value. The effective length of decomposition low pass filter and decomposition high pass filter are 9 and 11 respectively. These types of wavelets are illustrated in Fig. 4 .
C. Feed Forward Neural Network
For the purpose of training the system in mapping the pose face to its corresponding frontal counterpart, feed forward neural network is implemented. In this stage, the features extracted from the biorthogonal wavelet are used to train the network. The input and output of the network are pose and the corresponding gallery respectively. In our work, for each element of outcome features, there is one neural network assigned. The process of neural network learning is illustrated in Fig. 5 . Block of neural networks is introduced here which contains n (number of elements or wavelet features for each face) neural networks. By giving the pose as input and the corresponding gallery as target, the weights of the neural network block is updated and as a consequence, the block is trained.
The sequential training mode, learning via LevenbergMarquardt is utilized in our work. This method of learning, updates the neural network weights as follows: where in and out are input and output of the activation function respectively.
III. EXPERIMENTAL RESULTS
In testing our proposed method, we employed face images from the CMU database. We randomly divided the face images into two parts, namely training and testing. Although too many standard databases have been published for face recognition purpose, not many of them include non-frontal faces [27] . Two most common databases which have been used frequently in face recognition across varying pose domain are FERET and CMU. In comparison with CMU, FERET has some problems such as imprecise control of angle and also limitation of pose between -40 degree and 40 degree in the horizontal axis [25] , [28] . CMU contains more than 40,000 facial images which were collected from 68 persons about a decade ago [29] . PIE stands for pose, illumination and expression that imply these difficulties are included in this database. To gather this database, 13 cameras were used in different angles in the CMU 3D room. Nine of these cameras were located at head height relatively from left profile to a right profile. Two other cameras were positioned higher and lower than the frontal camera, and the last two cameras were positioned in the corners [29] .
A. CMU (PIE) Database
For our work, the CMU faces which only include different poses are chosen with the normal condition in illumination and expression. Therefore, 68 people each one with 13 different poses are selected for our experiment. In order to further enhance the speed of the system and also to reduce complexity, all of the images were converted to grayscale and then resized from 486 × 640 to 82 × 106 by the scale of 0.17.
B. Training
For this training phase, 34 subjects with all of their poses were used. Initially all faces were patched according to their orientations (left or right). To elaborate this, for left oriented face four patches (i.e. left eye, nose, left mouth and left chin) were selected and also for right oriented face four patches (i.e. right eye, nose, right mouth and right chin) were selected as stated in II-A. Each patch has the size of 9×9. Then biorthogonal wavelet transform was applied on these patches to provide second order features. By having features from both pose image and gallery image of same identity, the trained block of neural network for corresponding gallery G and pose P was achieved by presenting the pose as an input and gallery as an output of the neural network.
Neural Network Block( )
where i G represents gallery of the pose, ik P , ( th k pose and th i identity with 1,2,...,13
). As mentioned in Section II_C each element has its own special neural networks. These networks have 6 hidden neurons and one neuron in input layer and also one neuron for output layer. Now each pose has its own corresponding trained block of neural networks.
These neural networks which are defined for each pose would govern the relationship between pose and frontal image of the same identity. By using these networks, frontal view of target face could be generated easily from the pose one in test section.
C.
Testing For the testing phase, new 34 faces were fetched to the proposed system as the probe faces. To create the virtual face (or expected gallery), the probe face is sent to its corresponding pose block of neural networks. 
D. Results
The proposed method was simulated using MATLAB, running on a 2GHz Intel Core 2 Duo processor with 1GB RAM on board. The proposed method was able to recognize the posed face with an average accuracy of 72%. The recognition results are shown in Fig. 6 . It is obvious that by varying the pose from the frontal to the full side view, the accuracy of face recognition system decreases. Fig. 7 depicts the result of our proposed method in comparison with the work which has been conducted by Li et al. [1] . Note that the degree of pose orientation they used was limited to between ±50 degrees only. 
IV. CONCLUSION
A new method has been proposed in this paper to cope with the difficulties in recognizing the face of different pose. The method is very simple to implement. The results are promising even in the case of large head deviation. We are considering other features such as the structure of head, style of the hair and the color or the texture of face in our future work in an effort to increase the accuracy.
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