In this chapter the turbulence models frequently used for turbine-flow computations are discussed. Two different models are compared with each other for the computations of the flow through rotating and stationary cooling passages in a blade: the linear and nonlinear k-ω models. In the turbulence model employed, the cubic terms are incorporated to represent the effect of extra strain rates such as streamline curvature and three-dimensionality on both normal and shear turbulence stresses. Discussion is also made on the numerical simulation techniques by comparing numerous schemes. In order to accurately predict such complex flowfields, a higher-order bounded interpolation scheme has been used to discretize all the transport equations. The calculated results, by using different models, are compared with the experimental data for several different cases. It is shown that non-linear closure models produce satisfactory predictions of the flows development inside the sharp U-bend for both nonrotating and rotating ducts and well capture the characteristics of the turbulence anisotropy within the duct core region and wall sub-layer.
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secondary flow with sufficient accuracy. The recent study by Song et al. [5] showed that the main flow features and secondary multi-vortices in a mildcurved duct can be well captured using a non-linear low-Reynolds number k-ω model over the entire flow domain. However, it was also stated that refined turbulence models are needed to obtain more reliable results.
The numerical studies on strongly curved U-bends have been carried out for years. Besserman and Tanrikut [6] , Xia and Taylor [7] confirmed that the use of the wall-function cannot provide us qualitatively useful calculations. Similarly, Sathyamurthy et al. [8] presented numerical results on the rotating square duct with a 180 o bend duct using the standard k-ε model with the wall function treatment. They indicated that either a low-Reynolds number k-ε model, twolayer k-ε model or a second-moment closure model is least necessary for accurate predictions of the flow and heat transfer for this complex flow situation.
Stephen et al. [9] predicted a flow through a 180 o bend in a rotating two-pass square duct. The computations were carried out using a low-Reynolds number k-ω model and the calculated heat transfer coefficient were compared reasonably well with the experimental data. Iacovides et al. [10] examined the flow inside a sharp U bend using four different turbulence models. These are: (i) a highReynolds number k-ε model with the near-wall treatment using a one-equation model; (ii) a high-Reynolds number algebraic-stress model (ASM) with oneequation in the near-wall regions; (iii) a low-Reynolds number ASM model where the dissipation-rate of turbulence is obtained algebraically within the wall sub-layer; and (iv) a low-Reynolds number ASM model where the dissipation rate equation is solved over the entire flow domain. They concluded that turbulence anisotropy within the duct core and the viscous sub-layer has a strong influence on the flow development affected by strong curvature. Although the results they obtained with two low-Reynolds number ASM models were much improved compared with early work, the profiles in the separated region and downstream region from the reattachment point were still not satisfactory. They indicated that the second-moment closure model may be needed for more accurate predictions for such complex flows. Most recently, several researchers have employed the Reynolds-stress transport models (RSM) to simulate the cooling passages in the gas turbine such as a study by Amano and Song [11] . Bonhoff et al. [12] presented the heat-transfer prediction for rotating U-shaped coolant channels. The differential Reynolds-stress transport model was used for the calculations. The predicted averaged heat transfer agreed closely with the experimental data in the first passage of the channel, while the heat transfer in the second passage was overestimated. Chen et al. [13] employed the full Reynolds-stress model (RSM) for computing rotating two-pass square channels. They stated that the second-moment closure model accurately predicted the complex three-dimensional flow and heat-transfer characteristics resulting from rotation and strong curvature. However, there are no detailed comparisons between predictions and measurements for mean velocities and turbulence quantities.
The Reynolds-stress model (RSM) requires a large memory size with a long CPU time to obtain results. Despite the superiority of the RSM demonstrated by numerous researchers such as Launder et al. [14] ; Lumley [15] , Luo and Lakshminarayana [16] , and Amano and Song [11] , one of the serious disadvantages of the use of an RSM is its employment of a formidable number of transport equations. Just to mention the number of transport equations used to solve a three-dimensional heat transfer problem, it requires three momentum equations, one of either ε or ω transport equation, six Reynolds-stress equations, one energy-transport equation, three velocity-scalar (temperature, for example) product equations, many more for triple products, etc. Thus, use of RSM is seen to be too complicated for routine industrial applications. For this reason, many researchers [17] [18] [19] have focused on new two-equation models in which the quadratic terms of strain-rates are introduced into the stress-strain relation. These models do represent the anisotropy of Reynolds normal stresses, but do not have any effects of extra strain-rates on the shear stresses. Craft et al. [20] proposed a non-linear k-ε model and Song and Amano [21] developed a nonlinear k-ω model in which the cubic terms were introduced in the strain-stress relation in order to represent the effects of extra strain-rates on turbulence shear stresses. Compared with the k-ε model, the k-ω model has great potential advantages for simulating complex geometry flows and are more stable to be solved since the E terms and Yap [23] correction appearing in the standard ε-equation are no longer needed in the transport equation for specific dissipation rate ω. The study by Song and Amano [21] on two-dimensional turbulent flows with rotation and curvature showed that the non-linear k-ω model proposed by them well predicted such flows. In the present study, the non-linear lowReynolds number k-ω model is employed to simulate the complex flow inside the sharp U-bend.
As for the CFD technology, it is the conventional belief and practice that an upwind scheme is enough for the k and ε transport equations as a discretization scheme since the source and sink terms in their transport equations dominate their distributions over the convection and the diffusion. However, after examining the flow inside a sharp U-bend, Bo et al. [3] showed that it was essential to employ higher-order discretization schemes for convection on the turbulence quantities as well as the mean flow variables. The study by Song and Amano [21] on two-dimensional flow around a flat plate showed that it is necessary to use higher-order numerical schemes in order to obtain reliable mean flow variables and turbulence kinetic energy. This conclusion is quite contrary to the conventional belief. This chapter introduces some practical turbulence and numerical methods that are useful for the computations of turbulent duct flows with and without rotation.
Governing equations
For steady-state turbulent flows, the averaged governing equations in the tensor index notations are written as follows:
Momentum:
Energy:
To solve the above momentum equations, appropriate closure models must be provided for the Reynolds stresses.
Low-Reynolds number k-ε model
In the Launder-Sharma model [22] , the Reynolds stresses are modeled as:
The turbulence viscosity is given as:
where the damping function is defined as:
The kinetic energy and its dissipation rate can be determined from their own transport equations. 
and C Y is the Yap [23] length-scale correction, which is normally employed in the linear k-ε model, given in the following form: (10) and E represents the near-wall source term, which is given by:
and the coefficients in eqn. (12) are defined as:
The constants in the Launder-Sharma model are given in Table 1 . Table 1 . Constants appearing in Launder-Sharma model. At the wall boundaries, both the kinetic energy and the dissipation rate * ε are set to zero.
k-ω turbulence model
In the present study, a non-linear low-Re k-ω model proposed by Song et al. [21, 34] is adopted. That is, 
Turbulence viscosity is determined from, (14) where k and ω are the turbulent kinetic energy and specific dissipation rates, respectively. α* is a low Re damping function introduced by Wilcox [24] for a low Reynolds number flow in near wall regions. The deformation and vorticity tensors are defined as:
.
The previous numerical study [34] for channel flow and curved channel flow as well as rotating channel flow shows that the optimal values for the coefficients in eqn. (13) are given in Table 2 . Table 2 . Constants appearing in turbulence model.
The equations for kinetic energy and specific dissipation rate are given as:
where k P denotes the turbulence production term and is defined as
and other parameters are given as follows: where the constants are given in Table 3 . Table 3 . Constants appearing in turbulence model. (20) where y denotes the normal distance away from the wall. Here, care must be taken to accurately compute ω through the viscous sublayer. Wilcox [24] recommended that the first 7-10 grid points must be located in the viscous sublayer (y + ≤ 2.5).
Numerical method
Numerical studies of turbulent flows in turbine-cooling engineering demand, besides mathematical representations of the turbulent motion, a general, flexible, efficient, accurate, and -perhaps most importantly -stable and bounded numerical algorithm for the solution of a complete set of average equations and turbulence equations. The formulation of the approximation scheme of convection fluxes may be one of the major tasks to meet such demands. Among the unique procedures to be used in this project are: (i) a multi-block system for complex geometry in the coolant-flow passages; (ii) mathematical models consisting of the full Navier-Stokes equations with Coriolis and rotating effects as well as buoyancy being taken into account; (iii) a Reynolds-stress closure model that takes severe non-isotropic turbulence into account; and (iv) a higher-order numerical scheme that minimizes artificial viscosity.
As for the numerical method, the classic first-order schemes such as UPWIND and HYBRID [25, 37] are unconditionally bounded (solutions do not suffer from over/under-shoot), but tend to misrepresent the transport process through addition of numerical diffusion arising from flow-to-grid skewness. These are the schemes that most of the commercial codes employ. The higherorder schemes such as second-order upwind [26] , third-order upwind (QUICK) [27] schemes offer a route to improve accuracy of computation, but all suffer from the boundedness problem; that is; their solutions may display overshoots and undershoots. In some applications, small overshoots and undershoots may be tolerable. However, under other circumstances, the non-linear processes of turbulence diffusion will feed back and amplify these overshoots and undershoots, and may lead to divergence of a solution. During the last decade, efforts have been made to derive high-resolution and bounded schemes. Among the proposed methods such as a local oscillation-damping algorithm (LODA) by Zhu and Leschziner [28] , Simple-high-accuracy resolution program (SHARP) by Leonard [29] , SHARP and monotonic algorithm for realistic transport (SMART) by Gaskell and Lau [30] , all of these methods display an unbounded behavior that leads to an increase of the computer storage requirement, especially for three-dimensional flow calculations. For this reason, Iacovides et al. [10] employed the LODA scheme developed by Zhu and Leschnizer [28] to discretize the governing equations. However, the LODA scheme introduces the contribution of the upwind scheme, and still remains the first-order and then introduced the second-order diffusion into the regions where QUICK [27] displays unbounded behavior. Unlikely, a higher-order interpolation scheme weighted average coefficients ensuring boundedness (WACEB) proposed by Song et al. [32] [33] [34] [35] is adopted in the computations presented in this chapter.
In view of the above discussion, the model comprised of the non-linear lowRe k-ω turbulence model and the WACEB scheme are used to demonstrate the effectiveness of the computations for the flow through a U-bend duct with a sharp curvature (R τ /D=0.65). The success of the present prediction indicates that the model can be applied to the flow simulation through a coolant passage in an actual gas-turbine blade.
The accuracy with which convection is approximated plays a crucial role in the overall predictive performance of the numerical algorithm. The conventional way in simulating turbulent flows is that the QUICK scheme is used for solving the momentum equations and the first-order UPWIND scheme is used for solving the turbulence equations such as the kinetic-energy equation, dissipationrate equation, and the Reynolds-stress equations. Because of its poor track record, one should always be suspicious of the first-order UPWIND scheme. The numerical studies [3, 5] arrived at this conclusion. A scheme like WACEB is demonstrated to assure retaining the higher-order accuracy and resolving the boundedness problem in this chapter.
This method is based on the variable normalization proposed by Leonard [29] . We introduce a normalized variable defined as:
where the subscripts U and D represent the upstream and the downstream locations, respectively. In the normalized form, the higher-order schemes can be rewritten as:
Solving for κ
In order to ensure boundedness, the total variation diminishing (TVD) constraints can be used; that is, (24) which are corresponding to the triangle region shown in Fig. 1 .
The Taylor serious expansion shows that the first two leading truncation error terms of the interpolation scheme are . Therefore, the scheme has at least second-order accuracy.
The maximum accuracy (third-order) can be achieved if κ is set equal to 1/2. Thus, the scheme can be formed in such a way that κ lies as close to 1/2 as possible, while satisfying the TVD constraints. Based on this idea, the normalized cell face value can be computed by the following expressions:
As shown in Fig. 1 , TVD constraints are overly restrictive according to the convection boundedness criterion (CBC). However, use of a larger multiplying constant will not noticeably increase the accuracy. The reasons are that, first, the constant only affects the accuracy in the range from A to B (see Fig. 1 ) and this range varies at most from 0 to 0.3 (if we use constant 3, A=0.1666, and B=0.3). Secondly, Even with the smaller constant, the accuracy of the scheme is still second order. Therefore, the WACEB scheme employs normalized variable formulation (eqn. (25) ) to calculate the weighted-average coefficient to preserve boundedness.
The weighted-average coefficient can be given by: 
Stationary square duct
The fully developed turbulent flow through a stationary square duct, as shown schematically in Fig. 2 , is numerically simulated in the present study. The computational domain was divided by 5×67×34 gridlines (see Fig. 3 ). To obtain a fully developed flow, a periodic boundary condition was imposed for the inlet condition Fig.  4(a) , the linear model produces no secondary flows. The nonlinear model predicts eight vortices (Fig. 4(b) ). The magnitude of non-dimensional secondary velocities is about 0.01 of mainstream bulk velocity. It is well known that this kind of secondary flows is due to the anisotropy of Reynolds normal stresses near the duct corners. Figure 5 shows the predicted contours for the streamwise velocity. The secondary flows carry the high momentum fluids in the core regions to the duct corners, which leads to high mainstream velocity gradients near the corners and promotes the heat transfer and the flow resistance.
(a) Rotating duct 
Rotating square duct
The fully developed turbulent flows through a rotating square duct with different Rossby number Ro, as shown schematically in Fig. 2(a) , are simulated with both the nonlinear and the linear k-ω models. All the calculations are performed at Re=20,000. A periodic boundary condition was employed in the mainstream direction to obtain a fully developed flow situation. In the cross section, a 64×34 mesh is used to achieve grid-independent results. and carries higher momentum fluids flowing from the suction side (SS) to the pressure side (PS), which leads to higher mainstream velocity gradients near the pressure side and lower mainstream-velocity gradients near the suction side comparing with the stationary duct. The present predictions show that both the linear and nonlinear models capture this flow feature well. However, differences exist between the results with two different turbulence models. The nonlinear model produces a lower mainstream velocity near the suction side than the linear model. This means that the nonlinear model has a larger rotation effect on velocity profiles. The reason for this behavior is that the nonlinear model produces much lower Reynolds shear stresses near the suction side than the linear model, which leads to less turbulence and less momentum exchanges. In the pressure side, the secondary velocity vectors predicted by the nonlinear model are less than those predicted by the linear model due to the same reason as mentioned above, especially at the duct corner between the pressure side and the side wall of the channel, which is the effects of anisotropy of the Reynolds stresses. 
Ro=0.05

Ro=0.15
The flow pattern with Rossby number 0.15 is totally different from that with Rossby number 0.05 (see Figs. 8 and 9 ). In the pressure side, the second vortex appears. It leads to a distortion in the mainstream velocity contours. In the pressure side, the flow is unstable because of the effect of the rotation. When the Rossby number is large enough, any disturbance can lead to the generation of a second vortex. Both the nonlinear and linear models capture this feature well. However, the distorted region predicted by the linear model is much larger than that presented by the nonlinear model. This means that the nonlinear model possesses a property that can control a flow-stability phenomenon over the linear model through the terms that account for the non-isotropic turbulence fluctuation behaviors. This realization is contributed by the cubic stress-strain relation adopted in the non-linear model that brings enabling stress levels to be captured over a far wider range of complex strain fields.
PS SS
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It is clearly shown in Fig. 9 that the second vortex presented by the nonlinear model is less than that by the linear model. In the suction side, the nonlinear model gives a little larger secondary velocity than the linear model. 
Ro=0.35
It is noteworthy that the second vortex disappears when the Rossby number reaches 0.35, that is, the larger rotation will suppress the second vortex. Much higher velocity gradients are generated using the nonlinear model compared with the linear model. These high-gradient regions are quite concentrated near the pressure side, which is a jet pattern appearing in rotating passages. The secondary flow patterns are similar, but of a different magnitude.
Sharp U-bend
The turbulent flow through a square-sectioned U-bend with a curvature ratio R c /D=0.65, as shown schematically in Fig. 2(b) , is numerically simulated in the present study by using the non-linear k-ω model. As mentioned in the preceding section, the first 7 grid points were located in the viscous sub-layer (y flow Reynolds number based on the hydraulic diameter and bulk velocity is 100,000. An experimental study of a flow through a sharp U-bend was carried out by Cheah et al. [36] . Only the flow in one half of the duct is computed because of the symmetry of the flow configuration. The inlet conditions at three diameters upstream of the bend entry, which best matched the available measurements, were generated from separate calculations of developing flow in a straight duct that has the same mean-flow Reynolds number as in the experiment and assigned here. At the duct exit, which is located at nine diameters downstream from the bend exit, the zero gradients for velocities and turbulent quantities were employed. On the cross-sectional plane, a non-uniform grid of 97×50 in the normal and radial directions was employed, with mesh refined in the near-wall region, as shown in Fig. 3 . In the stream-wise direction, 150 stream-wise planes were used, consisting of 20 planes in the upstream sections, 70 planes within the bend, and 60 planes downstream. The grid-sensitivity tests of the computational study for the experimental case by Bo et al. [3] showed that, if a higher-order scheme (LODA) was used for the discretization of all the transport equations, these grids were sufficiently fine to prevent numerical errors from degrading the solutions. In the present study, the first eight grid points near the walls are located within the viscous sublayer (y + ≤ 2.5).
The predicted mainstream-velocity profiles along the symmetrical plane are shown in Fig. 12 and compared with the experimental data [36] . The results computed by using the Launder-Sharma model are also included in the figure. It is observed that the flow is strongly accelerated along the inner wall from the bend entry (θ = 0 o ) to the plane θ = 45 o , while the flow is decelerated along the outer wall due to the centrifugal forces induced by curvature. Because of the strong acceleration, the separation occurs at the θ = 90 o plane near the inner wall. Then the separation bubble grows wider, which in turn results in the flow along the outer wall accelerating. The separation bubble reaches its maximum width in the plane z = 1D downstream from the bend exit. In the plane z = 3D, the flow reattaches to the inner wall and a recovery process begins. Comparing with the experimental data [36] , it is noted that the present model well reproduces the flow development pattern and shows satisfactory results. It is observed that the predicted results by using the Launder-Sharma model are less satisfactory.
It is also noted that the velocity profile at the plane z = 3D is a little unsatisfactory, which means the predicted recovery after reattachment is a little slower than the experiment data (note that the results with the linear LaunderSharma model are even worse). In the study of Iacovides et al. [10] , a similar flow behavior after reattachment was obtained by using two low-Reynolds number ASM models. This study also prevailed with the linear k-ε model along with the one-equation near-wall model, the prediction of the separation along the inner wall is delayed by at least o 45 ; the separation bubble is considerably narrower. Our previous study [5] on the two-dimensional flow around the flat plate produced a similar conclusion. It is suggested that further improvement of www.witpress.com, ISSN 1755-8336 (on-line) the model after reattachment is needed. The predicted mainstream-velocity contours are illustrated in Fig. 13 . From the planes (θ = 0 o to θ = 90 o ), the variation of the mainstream velocity along the y-direction is mainly limited by the near bottom-wall regions. In the plane θ = 90 o , the separation in the nearwall occurs near the symmetrical plane. In the separated regions, the flow exhibits very complex three-dimensionality. The separation bubble squeezes the fluid to the outer wall and the secondary flow induced by the centrifugal forces carries high-momentum fluids from the duct core to the outer-wall regions, which all cause the flow along the outer wall to be accelerated. Beyond the plane z = 3D, the three-dimensionality strongly remains. It is noted that a significant difference exists between the predictions by using the non-linear k-ω model and the Launder-Sharma model.
The distributions of the cross-duct velocity (secondary velocity) component are compared with the experimental data in Fig. 14 along the symmetrical plane.
The positive velocities at the bend entry θ = 0 o indicate that a strong inward motion at the bend entry is well predicted by using the present k-ω model. But it is quite uncertain why the discrepancy in the magnitude of the velocity between the prediction and the experimental data is so distinctive, although the computed trend faithfully simulates the experimental data. The calculations of Iacovides et al. [10] showed that the four models including two low-Re ASM models all produced much lower outward velocities. In this figure, it is seen that the present model gives very satisfactory radial-velocity distributions. It is also noted that in the separated regions of the plane θ = 180 o , the radial velocity is higher than the experimental data, which is consistent with the mainstream velocity profile (lower separated velocities) in this plane. Figure 15 shows the comparisons of turbulence normal stresses between predictions and measurements in the streamwise along the symmetrical plane. The predicted turbulence normal stresses agree well with the experimental data near the outer wall. It is seen that the present model produces quite promising profiles for normal stresses near the inner wall and separated regions, which are very similar to the experimental data. However, it has to be noted that the significant discrepancies are still present. 
Conclusions
In this chapter simulation techniques for the flow in turbomachinery are introduced. The main foci are to predict a rotating-duct flow and a flow through a sharp-bend duct. Several different turbulence models as well as the higherorder bounded interpolation scheme (WACEB) have been employed and demonstrated to simulate complex three-dimensional turbulent flows inside nonrotating and rotating ducts. From the present predictions, it is shown that the nonlinear k-ω model produces an eight-vortex structure in a non-rotating duct, which is due to the anisotropy of Reynolds normal stresses. It is observed that for a low rotation speed, the two-vortex secondary-flow patterns are exhibited, and for moderate rotation speed, the four-vortex secondary flow patterns are produced, and for a high rotation speed, two-vortex secondary patterns are predicted. It is noted that the nonlinear and linear k-ω models produce similar results, but with differences to some extent. The comparisons between predicted results and experimental data show that the present non-linear model can well produce the flow development inside the U-bend. Compared with the linear Launder-Sharma model, it suggests that the present non-linear model captures the characteristics of the turbulence anisotropy well within the duct core region and wall sublayer, and then leads to satisfactory simulations of flow development inside the U-bend. However, none of the turbulence models can predict turbulence quantities properly beyond the reattachment.
