Abstract-This
INTRODUCTION
When scheduling jobs to be processed on machines, it is common to avoid any machine idle when there are waiting jobs. The attempt is to pursue high equipment utilization and throughput. Thus, idle time is seen as waste and has to be prevented. However, deliberately delaying job processing and holding a machine idle can be beneficial in many situations. For example, when the predicted capacity utilization is less than ideal, which is quite common in global economic crisis, machine idle is bound to occur. It is then practical to focus on other performance measures. If on-time job completion is preferred, it is desired to schedule jobs such that they are completed right on their due dates. Starting times of job processing are arranged aiming to reduce earliness and tardiness. Machines may be idle between processing of jobs. The main issue becomes how to suitably insert idle time in job schedules.
This study considers the parallel machine scheduling problem with Insertion of Idle Time (IIT). Unrelated parallel machine scheduling is widely applied in manufacturing environments [1] . In addition, idle time insertion arises in JIT environments where costs associated with early completion time of jobs are relevant [2] . As a result, it has drawn attention of numerous researchers. However, most related research either does not allow idle time or does not address the use of IIT.
The goal of this paper is to investigate how inserted idle time can be utilized in the unrelated parallel machine scheduling problems (UPMSP) given the objective of minimizing the total earliness and tardiness (ET). We propose an effective and efficient mixed integer linear programming formulation (MIP) for finding optimal solutions to the addressed problem. Results of our numerical experiment show that by allowing IIT, scheduling flexibility increased and performance is improved.
UPMSP have been drawn attention to many researchers [3] and [4] . However, researches on those problems with idle time are very limited. Among the few papers, [5] proposed the MIP formulations the objective of ET minimization, then the same problem is solved by formulations with dispatching rules [6] . A lot of research work has been done to date on the development of solutions for UPMSP tackling a variety of objectives. However, in many manufacturing environments, it is desired to finish jobs on time rather than being early or late. This paper which addressees this problem does consider objective of minimizing ET. Reference [7] studied this UPMSP with sequence dependent setup times minimize the sum of weighted ET and proposed a heuristic to solve it. For the same objective, [8] presented the heuristics to solve the job scheduling problem with sequence dependent setup times on UPMSP. Reference [9] employed simulated annealing to schedule jobs with sequence dependent setup times on UPMSP with objective of ET to obtain near optimal solutions. Authors considered the use of heuristic for problems of continuous [10] and discrete-variable [11] . Then, UPMSP is discrete-variable problem, and then [12] developed the heuristic with dispatching rules to solve the same problem with sequence-dependent setups time given the weighted tardiness minimization, and [13] developed and solved, too.
To the best of the authors' knowledge, there have been only three publications that proposed MIP solutions for the earliness and tardiness parallel machine scheduling problem with setup time. Reference [14] proposed a MIP for minimizing ET in an UPMSP with sequence dependent setup times considerations. More recently, [15] improved the MIP model [14] .
The work presented in this paper differs from the above three publications in that an improved MIP is developed and analysis on the effects of allowing idle time on job schedule performance is conducted. Overall, the contribution of this study is twofold.
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• The proposed mixed-integer model is improved in two ways. A potential problem of negative job starting time that may occur in some instances with the models in the above-mentioned publications. It has been fixed in the proposed model. In addition, the proposed model also finds optimal solutions more efficiently.
• How job scheduling performance is influenced by allowing idle time is investigated in this study. Three models with various degrees of idle time allowance are developed. Numerical experiments designed for that purpose is conducted. The rest of the paper is organized as follows: the next section introduces the applied methodology and mathematical formulations. The conducted numerical experiments and results are displayed in Section 3. The conclusion and future work is presented in the last section.
II. MATHEMATICAL FORMULATIONS
This study considers three models for four jobs and two machines in Fig. 1 . Model MTA of idle time is allowed to be inserted before the processing of any job; Then, Model MTR of idle time is allowed to be inserted between any two jobs on the same machine. However, the first job on each machine has to be processed without any delay. Third model is Model MTP, which idle time is not allowed at all. The formulation for MTA with allowing machine idle time is constructed [14] shown as follows.
( )
Subject to: 1, 2,..., .
, , 0, 1, 2,..., .
Equation (1) represents the objective function which aims to minimize the sum of earliness and tardiness. Equation (2) calculates completion time C j , earliness E j and tardiness T j of each job j. Equation (3) ensures that each job is processed on one and only one machine. To be used calculate completion times and to ensure that no job can precede and succeed the same job by (4) and (5). Equation (6) states that the completion time for the dummy job 0 is zero. Equation (7) ensures that completion times, earliness and tardiness are non-negative. Equations (8) and (9) There is a potential problem with this model. Since the completion time of a job is not restricted to be greater than or equal to the processing time of the job, the starting time of a job can be negative. This problem usually occurs when due dates are tight. Fig. 2 depicts the jobs schedules for a case with six jobs and two machines. Therefore, model state of negative can be obtained improvement by (10) , where makes sure that the completion time of any job is not less than the processing time of that job. , 1, 2,..., ; 1, 2,..., .
Equation (11) proposed by [15] is also added to the formulation. With this constraint, the search space is greatly reduced and run time can be significantly shortened. In our numerical experiment, the run time can be reduced over 100 times with this constraint in some test instances. 
In MTR, idle time is not allowed to be inserted before the first job on each machine. In addition to the eleven constraints in MTA, we introduce (12) in the formulation of MTR to ensure that the completion time of the first job on each machine is equal to its processing time. 1, 2,..., .
With this constraint, however, (4) and (5) have to be replaced by (13) and (14), respectively. The difference between the two sets of constraints is the range of index j. In the formulation of MTA, a range of j from i + 1 to n is sufficient for (4) and (5). Since (12) is included in the formulation of MTR, the range of j has to be adjusted to be from 1 to n in order to match the range in (12). MTP does not allow any inserted idle time. Its formulation is similar to the one of MTA with an extra constraint as follows. Equation (15) ensures that the total completion time of each machine is smaller than any job's completion time. 
III. COMPUTATIONAL EXPERIENCE
The constructed formulations of the three models presented in the previous section are solved using Gurobi v4.5.2 on a desktop computer with Intel Xeon W3520 2.67GHz CPU and memory capacity of 4GB. Processing times are randomly generated from U [50,100]. There are three due date ranges (DDRs), loose, moderate and tight, adapted from [6] . They are generated from U [0.75∆, 1∆], U[0.5∆, 0.75∆] and U[0.25∆, 0.5∆], respectively, where ∆ = P/m, P is the total all job process times and m is the number of machines. The number of machines is set between 2 to 4 and the number of jobs ranges from 6 to 10. For each combination of job number, machine number and due date range, 15 instances are generated, resulting in a total of 675 test instances. Table I lists the averages of optimal ET and the total insertion of idle time (IITs) under the three models. The average of the resulting makespan (C max ) is also provided. As can be seen, MTA has the smallest average ET (275.38). It clearly shows that by IITs (102.32), scheduling flexibility increases and better ET can be achieved. It can also be observed from that MTR has lower average ET over MTP. When comparing the average IITs, it is also interesting to see that the value drops dramatically from 102.32 in MTA to 36.08 in MTR. This indicates, when allowed, a large portion of idle time is preferred to be inserted before the first job on each machine. The average RPD are listed in Table II . The improvement in average ET values by allowing idle time is significant. The average ET obtained in MTA is 21.42% and 26.28% lower than those in MTR and MTP, respectively. Even though the average C max increases, the percentage difference is a lot smaller. In addition, we again see that allowing inserted idle time before the first job to be processed on a machine has a lot more effect on the improvement of ET than allowing inserted idle time between jobs. Table III illustrates the average performance measure values with various DDRs, numbers of jobs and machines in MTA, including earliness (E) and tardiness (T). The ET values with loose and moderate DDRs are very close, even though there is an obvious difference in the amount of idle time used. However, the gap in the C max is more apparent. The ET increases significantly when the DDRs is tight. It is not surprising, as the room for inserting idle time is a lot less. Furthermore, it becomes less possible to find the balance between ET. When DDRs are tight, more jobs are tardy.
To further investigate the various numbers of jobs, all the values increase in the number of jobs. However, to various numbers of machines, all the values decrease as the number of machines increases. It is worth pointing out that the average total amount of inserted idle times has the same trend, but not very significantly. 
IV. CONCLUSION
We studied the unrelated parallel machine scheduling problem with insertion of idle time. An improved MIP was developed for the model where idle time is allowed to be inserted before any job. The proposed formulation fixed a potential problem by [14] . In addition, it can be solved a lot more efficiently. For comparison, we also constructed MIP for the model where idle time is allowed only between jobs and the model where insertion of idle time is prohibited. The results of our numerical experiment showed ET values can be significantly reduced if idle time is properly inserted before jobs. It indicates that the use of inserted idle time is able to improve on-time job completion. It is especially beneficial if capacity utilization is low and idle time is inevitable. On-time completion should be considered as the primary objective instead of total completion time. Furthermore, allowing idle time to be inserted before the first job has greater contribution to the benefit compared to inserted idle time between jobs.
