Abstract-The advancements in distributed computing have driven the emergence of service-based infrastructures that allow for on-demand provision of ICT assets. Taking into consideration the complexity of distributed environments, significant challenges exist in providing and managing the offered on-demand resources with the required level of Quality of Service (QoS), especially for real-time interactive multimedia applications. Common to these applications is the service-oriented approach being followed, thus applications consist of application service components that interact in order to provide the corresponding application functionality. In this paper we present an architectural design of a complete Workflow Management System (WfMS) for enacting application service components that have been deployed in a Virtualized Environment. The WfMS aims at synchronizing the application components, monitoring their execution and handling faults while adhering to the QoS requirements of the application.
INTRODUCTION
With the advent of Service Oriented Architectures (SOA) [1] and technologies such as Grid [2] and Cloud [3] computing, applications have started to move away from the monolithic approach towards a paradigm that emphasizes modular design, giving rise to the wider adoption of the Cloud Service Model. The model covers all layers of IT, including infrastructure, platform and application, hence the terms Infrastructure-as-aService (IaaS), Platform-as-a-Service (PaaS) and Software-asa-Service (SaaS) [4] . The IaaS provider aims to offer the raw machines on a demand basis, possibly concealing the infrastructure through virtualization techniques. The PaaS provider provisions a development environment that allows for the adaptation of an application to a Service Oriented Infrastructure (SOI), as well as acting as the mediator between the SaaS and the IaaS providers. The SaaS provider offers an application as a service over the Internet aiming to benefit from the opportunities this approach has to offer.
As the Cloud Service Model matures and becomes ubiquitous, Internet-based interactive multimedia applications will be amongst the first to be deployed in such platforms. These applications pose Quality of Service (QoS) requirements that could classify them into soft real-time systems. A real-time system is one in which its correctness is defined not only by its final result but also by the time that this is produced [5] . In cases where some deviations from the timing requirements are acceptable, as long as these are few in occurrence and within some predefined boundaries, then the system can be considered as soft real-time.
In the context of such a cloud ecosystem with stringent time requirements, the Workflow Management subsystem plays a central part [6] . This must support the modeling of application modules or components into a complete workflow that takes into consideration QoS requirements and also be able to dynamically react to events triggered by either the user or the platform in cases of faults.
In this paper we present a hierarchical Workflow Management System (WfMS) that consists of two different services. One service, the Workflow Manager resides within the scope of the PaaS provider and is responsible for managing multiple workflows. The other, called the Workflow Enactor, is deployed within the Virtualized Environment and its main responsibility is to enact the application components as specified by the workflow. To this end, it also monitors the workflow execution, asserts that it complies to the QoS requirements handles faults that may occur and communicates with the Workflow Manager any noteworthy events. This twolayer approach, which allows for the Workflow Enactor to reside within the Virtualized Environment provides the benefit that communication delays are minimized.
The remainder of the paper is structured as follows. Section II presents the requirements of a WfMS in a service-oriented environment, whereas Section III presents related work in the field of Grid/Cloud workflow management. The overall system architecture is described in detail in Section IV and finally, Section V concludes the paper.
II. WORKFLOW MANAGEMENT SYSTEM REQUIREMENTS
The main aim of a WfMS is to execute a set of tasks according to a predefined order. Apart from this basic requirement a WfMS that hosts effective workflows over a service-oriented infrastructure needs to fulfill a set of requirements in order to make it viable. Within the context of the IRMOS project a Market and Technical Requirements analysis was conducted which included an online survey targeted at end users [7] . This along with other literature on the subject led us to identify the following requirements: Scalability. A WfMS needs to be able to handle multiple concurrent requests for workflow execution without impact on its performance. Security. A WfMS needs to provide the appropriate level of security for all involved parties, having a sound infrastructure for authentication, authorization and secure message exchange between services. Obfuscation of underlying infrastructure. The application user needs to be unaware of the underlying infrastructure, both in terms of physical resources as well as middleware components. In those terms a user need not know the characteristics of the particular servers that host the whole or part of an application. Declaration of QoS requirements in user-friendly terms. There are numerous situations where an application user needs to be able to define QoS parameters either for the application workflow as a whole or parts thereof. This should be done in terms the user is familiar with, such as minimum dropped frames of a multimedia application to be under a specific threshold, and not in technical terms, such as network bandwidth or CPU speed. Interactivity for the end user. A WfMS should be flexible and dynamic in order to provide the ability to the user to interact with a running workflow. This means that the user should be able to change the control or data flow of a running application, as well as the QoS requirements of a running workflow. Fault handling. Faults are bound to happen both on hardware as well as on software level. The WfMS must firstly be able to acknowledge these and also provide the capability to the application developer to define a set of corrective actions to be taken under certain circumstances. Legacy code support. While most WfMS are targeted towards the SOA paradigm it is also important to be able to execute tasks not developed in a service oriented function. This is feasible by creating service wrappers around legacy code and is important so as to allow for fast integration of legacy application into the SOA universe.
III. RELATED WORK
The area of WfMS is vast and distributed solutions have been around for a while [8] , [9] . Moreover various solutions dealing with QoS and service selection have been proposed, such as [10] and [11] . Some proposals include Taverna [12] which follows a centralized architecture raising questions on the scalability of the system. The GridBus Toolkit [13] follows a hierarchical approach and supports the definition of QoS constraints. The Askalon project [14] is mainly focused in performance oriented applications. Users are able to specify high-level constraints and properties centered on execution time and the workflow is scheduled based on performance prediction. In the Amadeus environment [15] QoS parameters concerning time and cost are supported and performance prediction is carried out in order to find the optimal resource, while also provisioning SLAs between the user and the provider of the service. The GrADS project [16] is based on the Globus Toolkit (GT) [17] and it aims at applications with large computational and communication load. The project is focused mainly on the use of Message Passing Interface (MPI) and does not provide any workflow model or language. GrADS supports QoS constraints through estimating the application execution time by use of historical data and analytical modeling.
Our solution moves beyond the presented works in the area of workflow management as it is targeted towards a cloud environment. To this end, the WfMS presented in this paper is able to support QoS requirements that are defined in a userfriendly way and enforced through SLA agreements. Moreover, the proposed approach for workflow management enables the execution of applications in a virtualized environment, which besides others allows for higher levels of security through the isolation it provides. The hierarchical architecture of our solution provides scalability benefits as well as allowing for parts of the workflow management to be situated within the virtualized environment, taking advantage of the QoS guarantees that it provides. Finally, it is also able to support legacy applications, which can be enacted in a service oriented way.
IV. SYSTEM ARCHITECTURE

A. Overall System Architecture
Following the SOA paradigm, we consider four different layers and actors associated with them, as depicted in Figure 1 . On the bottom end of the spectrum is the IaaS provider who provides the needed hardware resources, such as computing power and networking, in a virtualized way. The PaaS provider builds upon the provisions made by the IaaS provider, who the former can query for and receive resources with specific QoS, though predefined interfaces. The PaaS provider provisions the service engineering tools, such as the WfMS and Monitoring subsystem, needed by the SaaS provider to make an application ready to be incorporated and hosted on the underlying cloud. From then on the client is able to use the application as a service without any knowledge of the underlying platform or resources. The PaaS layer, also called Framework Services, is a set of services aimed at enabling the design and deployment of applications on a Virtualized Environment and acts as a "glue" between the Application and Infrastructure layers. Their functionality includes services that are responsible for provisioning and managing the execution of real-time services, such as service engineering, service advertisement, fully automated SLA negotiation, mapping of high level performance parameters to low level, discovery and reservation of resources needed for the execution of an application.
Through the use of the tools provided by the Framework Services a Virtual Service Network (VSN) is defined. This includes all the descriptions and parameters for all the Application Service Components (ASCs) that make up an Application including the Workflow Enactor and Monitoring Services as well as the way that these are interconnected, but not any business process logic, which is represented in the Workflow Description Document. The IaaS provider is responsible to deploy these services on physical resources and provide the network links between them according to the specified QoS requirements.
B. Workflow Management Components
The WfMS follows a hierarchical design and is consisted of two components, which are:
Workflow Manager. The Workflow Manager is the central authority for all the running workflows of the platform and is responsible for managing multiple Workflow Enactors that are deployed within the Virtualized Environment.
Workflow Enactor. The Workflow Enactor is responsible for executing the various tasks as they are described by the Workflow Description, as well as evaluating events passed to it by the monitoring service and acting according to predefined rules. One dedicated Workflow Enactor is deployed within the virtualized environment for every VSN.
C. Phases
The process of deploying an application within a servicebased platform and using it can be divided into three distinct phases. Even though Workflow Management does not participate in all of the phases, these are presented here for completeness reasons since various inputs are provided to the WfMS during the execution phase from the previous phases.
1) Publication phase.
In this phase the Application Provider models the application in order to be deployed within a service-based Platform. Each application is a workflow consisted of numerous ASCs, each of which provides some discrete functionality. The application developer interacts with a set of service engineering tools, which enables the definition of the input and output interfaces of an ASC as well as the required computing and network resources, which may be depending on the input and output formats actually used as well as timing constraints, leading to an ASC Description (ASCD). For this process the UML Profile for Modeling and Analysis of Realtime and Embedded Systems (MARTE) [18] and UML for Modeling Quality of Service and Fault Tolerance Characteristics and Mechanisms [19] are used. Using the ASCD the developer can proceed to the specification of the workflow, defining desired QoS for the whole of the application, as well as defining events that are considered important for each ASC. Thereafter, the PaaS is able to benchmark the application and generate the rules needed for the mapping of high level parameters, used by the developer, to low-level parameters [20] . During this phase the Workflow Enactor component as well as the monitoring service are also taken into consideration and are treated as part of the application. Therefore resource requirements are also generated for these and their execution is guaranteed by the IaaS provider.
2) Negotiation Phase
The user of an application creates a request towards the PaaS Provider containing the application workflow and highlevel requirements, using templates created by the application developer. This is automatically transformed by the PaaS to a request containing low-level requirements towards the IaaS provider. If the request is accepted by the IaaS a cost is returned to the user and if it is accepted the required resources are reserved for use within the predefined time-frame. Moreover SLAs are signed both between the customer and the PaaS provider as well as between the PaaS provider and the IaaS provider.
3) Execution phase a) Pre-execution sub phase
Prior to the actual execution of the application is the preexecution phase. This is triggered based on the time that the reservation is active. During this phase all theVirtual Machine Units (VMUs) are set up by the IaaS provider. The Workflow Manager calls the Workflow Enactor that is specific for the application and resides within the Virtualized Environment, passing to it the workflow description document as well as the configuration parameters for all the ASCs. The Workflow Enactor uses this information to configure all the ASCs, making them ready for execution.
b) Execution sub phase
The execution phase starts when the user logs on to the platform through the IaaS Portal Service and provides the credentials needed for authentication. If it succeeds, the application user is able to request the execution of the workflow. The Portal Service propagates this request along with the SLA ID, to which the application refers to, to the Workflow Manager. The Workflow Manager invokes the Monitoring Service, which is responsible for monitoring the execution of the application, and propagates to it a list of monitoring parameters and events associated with them. When this is complete, the Workflow Manager invokes the Workflow Enactor and asks for the execution of the application. The Workflow Enactor uses the workflow description document to start the execution all the ASCs.
During execution the Workflow Enactor is able to receive events from many sources. Firstly, the Workflow Manager is able to contact the Workflow Enactor and ask that a running workflow is stopped or paused, based on user input. In the case of the pause operation, a screenshot of all VMUs that are hosting running ASCs is taken and saved in a repository. After this is completed, the Workflow Enactor contacts the Virtualized Environment Gateway and asks that all VMUs are put in a pause state. The user is then able to resume execution at any point in time within the reservation period. The saved snapshots can be used for fault tolerance reasons. They are also planned to be used for the continuation of the execution under a new reservation in future implementations of the system. The Workflow Enactor service is also able to receive events generated by the Monitoring Service. This service constantly monitors the execution of the ASCs and collects information regarding the QoS parameters stated in the SLA. If any deviation occurs then an event is propagated to the Workflow Enactor. The workflow description contains information on what steps should be taken in every known event. The steps could include invocation of other services or changes to the configuration of already running ones. An example of this could be in the case where a service produces a video stream in a known format with a predefined streaming rate. If this rate falls below a threshold, the service could be reconfigured to produce output in another, less resource consuming format until a second service is added to the workflow to achieve the desired output. This provides the capability that a short violation of the QoS expectations will not be detrimental for the application.
The Workflow Enactor is also able to react to faults through the definition of fault handling steps defined in the workflow description. These can be simple, such as retry or fail, or more complex, defined by the application developer that may contain the invocation of new services or the reconfiguration of running ones.
Also, during execution of the workflow, the Workflow Enactor may need to make decisions based on variables held by the ASCs, as in case of a while loop. These variables are written to an Index Service that resides in the same VMU as each ASC. This Index Service is a flexible registry that publishes information as resource properties that can be retrieved by clients that use the standard WSRF resource property query and subscription/notification interfaces. The Workflow Enactor is thus able to query the Index Service and retrieve the value of particular variable The possibility also exists that the user wishes to change a running workflow. This is achieved by the Workflow Manager contacting the Workflow Enactor and passing to it an updated workflow description document, as well as updating the Monitoring Service.
V. CONCLUSION
In this paper, we presented a two-layered WfMS that resides both on the platform services layer but also within a virtualized environment. Taking into consideration that applications tend to become service-oriented, the primary objective of the proposed approach is to invoke the application services, monitor the execution and handle faults with regard to specific performance constraints as set by future internet applications, i.e. interactive real-time multimedia applications. Key to the proposed WfMS is the two-layer approach being followed, enabling an instance of the enactor to reside within the virtualized environment in order to manage the application service components and minimize interactions with the platform services. Based on this approach, the operation of the proposed mechanism with regard to performance constraints achieves the constraints set by real-time applications, since invocation of services and faults are being handled by the Workflow Enactor within specific timing limits.
