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METEOR PROCESS ON Zd
KRZYSZTOF BURDZY
Abstract. The meteor process is a model for mass redistribution on a graph. The
case of finite graphs was analyzed in [3]. This paper is devoted to the meteor process
on Zd. The process is constructed and a stationary distribution is found. Convergence
to this stationary distribution is proved for a large family of initial distributions. The
first two moments of the mass distribution at a vertex are computed for the stationary
distribution. For the one-dimensional lattice Z, the net flow of mass between adjacent
vertices is shown to have bounded variance as time goes to infinity. An alternative
representation of the process on Z as a collection of non-crossing paths is presented.
The distributions of a “tracer particle” in this system of non-crossing paths are shown
to be tight as time goes to infinity.
1. Introduction
We study a model of mass redistribution on a graph. A vertex x of the graph holds
mass Mxt ≥ 0 at time t. When a “meteor hits” x at time t, the mass Mxt of the soil
present at x is distributed equally among all neighbors of x (added to their masses).
There is no soil (mass) left at x just after a meteor hit. Meteor hits are modeled
as independent Poisson processes, one for each vertex of the graph. This model was
studied in [3] in the case of finite graphs. The existence and uniqueness of the stationary
distribution were proved for all connected simple graphs. The rate of convergence to
the stationary distribution was estimated for some graphs. Various properties of the
stationary distribution were proved.
This paper is mostly devoted to the meteor process on Zd. The existence of the
process is proved for arbitrary (infinite) graphs with a bounded degree in Section 2. In
Section 3, a stationary distribution is found for the process on Zd, for every d ≥ 1. In the
same section, the first two moments of the mass distribution at a vertex in the stationary
regime are determined. Convergence to this stationary distribution is proved for a large
family of initial distributions in Section 4. In Section 5, for the one-dimensional lattice
Z, the net flow of mass between adjacent vertices is shown to have bounded variance
as time goes to infinity. The same section contains an alternative representation of
the process on Z as a collection of non-crossing paths. The distributions of a “tracer
particle” in this system of non-crossing paths are shown to be tight as time goes to
infinity.
Section 6 is the only part of the paper devoted to finite graphs. It is shown that, for
finite graphs, the support of the stationary distribution is equal to the “largest possible”
candidate for this set.
Research partially supported by NSF grant DMS-1206276.
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We presented a review of related models and articles in [3]. The following is a
shortened version of that discussion with some new references.
A model of mass redistribution similar to ours appeared in [13] but that paper went
in a completely different direction. It was mostly focused on the limit model when the
graph approximates the real line. There is a considerable literature on a mass redistri-
bution model called “chip-firing”; we mention here only [4, 18]. Mass redistribution is
a part of every sandpile model, including a “continuous” version studied in [9]. See also
“divisible sandpile” in [15]. Sandpile models have considerably different structures and
associated questions from ours. In a different direction, the reader may want to consult
a paper [16] on “overhang”. The introduction to [3] explains how our model on a finite
graph can be represented as a product of random matrices. This is similar to the prod-
uct of random matrices that appeared in [14]. So far, no technically useful connection
between our model and random matrices has been found but such a connection seems
to be an intriguing possibility. A more recent line of investigation related to our work
is on Markov chains on the space of partitions—see [6, 5].
An important technical tool in [3] and this paper is a pair of “weakly interacting”
continuous time symmetric random walks on the graph. They are called WIMPs for
“weakly interacting mathematical particles.” If the two random walks are at different
vertices, they move independently. However, if they are at the same vertex, their
next jumps occur at the same time, after an exponential waiting time, common to
both processes. The dependence ends here—the two processes jump to vertices chosen
independently, even though they jump at the same time. One can think about each of
the random walks as a grain of sand. The mass present at every vertex can be thought
of as a large number of very small grains of sand. WIMPs played an important role in
[8]. A similar process (“associate Markov chain”) appeared in Section 2.1 of [1].
2. Construction and basic properties
This section contains definitions and results from [3]. Only Proposition 2.1 is new.
The following setup and notation will be used in most of the paper. All constants
will be assumed to be strictly positive, finite, real numbers, unless stated otherwise.
The notation |S| will be used for the cardinality of a finite set, S. We will write
0 = (0, 0, . . . , 0).
We will consider only connected graphs with no loops and no multiple edges. We will
often denote the chosen graph by G and its vertex set by V . In particular, we often
use k for |V |. We let dv stand for the degree of a vertex v, and write v ↔ x if vertices
v and x are connected by an edge.
We will write Ck to denote the circular graph with k vertices, k ≥ 2. In other words,
the vertex set of Ck is {1, 2, . . . , k} and the only pairs of vertices joined by edges are of
the form (j, j + 1) for j = 1, 2, . . . , k − 1, and (k, 1). For Ck, all arguments will apply
“mod k”. For example, we will refer to k as a vertex “to the left of 1,” and interpret
j − 1 as k in the case when j = 1.
Every vertex v is associated with a Poisson process Nv representing “arrival times of
meteors” with intesity 1. We assume that all processes Nv are jointly independent. A
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vertex v holds some “soil” with mass equal to Mvt ≥ 0 at time t ≥ 0. The processes
Mv evolve according to the following scheme.
We assume that Mv0 ∈ [0,∞) for every v, a.s. At the time t of a jump of Nv,
Mv jumps to 0. At the same time, the mass Mvt− is “distributed” equally among all
adjacent sites, that is, for every vertex x ↔ v, the process Mx increases by Mvt−/dv,
that is, Mxt = M
x
t− + M
v
t−/dv. The mass M
v will change only when Nv jumps and
just prior to that time there is positive mass at v, or Nx jumps, for some x ↔ v and
just prior to that time there is positive mass at x. We will denote the meteor process
Mt = {Mvt , v ∈ V }.
The informal definition of the meteor process Mt is clearly rigorous if meteor hits,
i.e., jump times of processes Nv, do not have accumulation times. Hence, the definition
does not require any more attention in the case when V is finite. The case of infinite
graph requires a more formal argument, presented in the following proposition.
Proposition 2.1. Suppose that G is a (not necessarily finite) graph and assume that
dG := supv∈V dv < ∞. Assume that Mv0 ∈ [0,∞) for every v, a.s. Then there exists a
unique process {Mt, t ≥ 0} evolving in the manner described above.
Proof. The proof is an implementation of the graphical construction method first pro-
posed in [12]. Heuristically speaking, this method works because on short enough time
intervals, we have domination by subcritical percolation.
It will be convenient to use independent Poisson processes Nvt defined for all t ∈ R,
not only for t ≥ 0. For a set A ⊂ V , let U(A) = {v ∈ V : ∃y ∈ A such that v ↔ y}.
Consider any x ∈ V and T > 0. Let ∆Nvt = Nvt − Nvt−. Let A0 = {x}, t0 = T and
for j ≥ 1, let
tj = sup{t ≤ tj−1 : ∆Nyt 6= 0 for some y ∈ U(Aj−1)},
yj = y such that ∆N
y
tj 6= 0,
Aj = Aj−1 ∪ {yj},
Sj = tj−1 − tj .
We have |Aj| ≤ 1 + j and |U(Aj)| ≤ (1 + j)dG. Given Aj−1, the distribution of Sj is
exponential with the mean 1/|U(Aj−1)|. Let S∗j be independent exponential random
variables with ES∗j = 1/((1+j)dG). One can couple (construct on the same probability
space) Sj ’s and S
∗
j ’s so that S
j ≥ S∗j for all j ≥ 1, a.s. A straightforward application of
Kolmogorov’s three series theorem shows that
∑
j≥1 S
∗
j =∞, a.s. Hence
∑
j≥1 Sj =∞,
a.s. Let I be the largest i such that
∑i
j=1 Sj < T and note that I <∞, a.s.
Recall that x ∈ V is fixed. We will say that a function {Λt, t ∈ [0, T ]} with values in
V is an acceptable path if ΛT = x, Λ jumps at a time t if and only if Λt− = v and N
v
has a jump at time t, and the jump takes Λ to one of the neighbors of v, i.e., if t is a
jump time then Λt ↔ Λt−.
It is easy to see that if Λ is an acceptable path then Λt = x ∈ A0 for t ∈ [t1, t0]. By
induction, Λt ∈ Aj for all t ∈ [tj+1, tj) ∩ [0, T ]. Hence, Λ0 ∈ AI . It follows that the
number of acceptable paths is finite, a.s.
Suppose that Λ is an acceptable path with exactly j jumps on the interval [0, T ] and
let u1 < u2 < · · · < uj be the jump times of Λ. We will write d(x) in place of dx for
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typographical reasons. Let M˜ΛT = M
Λ0
0
∏j
i=1 1/d(Λui−) and let M
x
T =
∑
Λ M˜
Λ
T , where
the sum is over all acceptable paths Λ. Note that MxT is well defined and finite, a.s.
It is easy to check that (x, t)→Mxt has the properties described in the definition of
Mxt and that it is the unique process with these properties. 
We will now define WIMPs (“weakly interacting mathematical particles”).
Definition 2.2. Consider a finite graph. Suppose that a meteor process M is given
and let a =
∑
v∈V M
v
0 . For each j ≥ 1, let {Y jn , n ≥ 0} be a discrete time symmetric
random walk on G with the initial distribution P(Y j0 = x) = M
x
0 /a for x ∈ V . We
assume that conditional on M0, all processes {Y jn , n ≥ 0}, j ≥ 1, are independent.
Recall Poisson processes Nv defined earlier in this section and assume that they are
independent of {Y jn , n ≥ 0}, j ≥ 1. For every j ≥ 1, we define a continuous time
Markov process {Zjt , t ≥ 0} by requiring that the embedded discrete Markov chain for
Zj is Y j and Zj jumps at a time t if and only if Nv jumps at time t, where v = Zjt−.
Note that the jump times of all Zj’s are defined by the same family of Poisson processes
{Nv}v∈V .
Processes Zj are continuous time nearest neighbor symmetric random walks on G
with exponential holding time with mean 1. The joint distribution of (Z1, Z2) is the
following. The state space for the process (Z1, Z2) is V 2. If (Z1t , Z
2
t ) = (x, y) with x 6= y
then the process will stay in this state for an exponential amount of time with mean 1/2
and at the end of this time interval, one of the two processes (chosen uniformly) will
jump to one of the nearest neighbors (also chosen uniformly). This behavior is the same
as that of two independent random walks. However, if (Z1t , Z
2
t ) = (x, x) then the pair
of processes behave in a way that is different from that of a pair of independent random
walks. Namely, after an exponential waiting time with mean 1 (not 1/2), both processes
will jump at the same time; each one will jump to one of the nearest neighbors of x
chosen uniformly and independently of the direction of the jump of the other process.
Remark 2.3. The meteor process {Mt, t ≥ 0} is a somewhat unusual stochastic process
in that its state space can be split into an uncountable number of disjoint communicating
classes. For example, consider the following two initial distributions. Suppose that
Mv0 = 1 for all v. Fix some x ∈ V , and let M˜v0 = 1/π for all v 6= x and M˜x0 =
|V |− (|V |−1)/π. If {Mt, t ≥ 0} and {M˜t, t ≥ 0} are meteor processes with these initial
distributions then for every t > 0, the distributions of Mt and M˜t will be mutually
singular.
It follows from these observations that proving convergence of {Mt, t ≥ 0} to the
stationary distribution cannot proceed along the most classical lines.
Theorem 2.4. ([3]) Consider the process {Mt, t ≥ 0} on a finite graph G. Assume
that |V | = k and ∑v∈V Mv0 = k. When t → ∞, the distribution of Mt converges to a
distribution Q on [0, k]k. The distribution Q is the unique stationary distribution for
the process {Mt, t ≥ 0}. In particular, Q is independent of the initial distribution of
M.
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Remark 2.5. It is easy to see that, for a finite graph G, there exists a stationary
version of the process Mt on the whole real line, i.e., there exists a process {Mt, t ∈ R},
such that the distribution of Mt is the stationary measure Q for each t ∈ R. Moreover,
one can construct independent Poisson processes {Nvt , t ∈ R}, v ∈ V , on the same
probability space, such that {Mt, t ∈ R} jumps according to the algorithm described
above, relative to these Poisson processes. We set Nv0 = 0 for all v for definiteness.
The following result has been proved in [3] for finite graphs.
Proposition 2.6. Suppose G is finite. Let T vt denote the time of the last jump of N
v
on the interval [0, t], with the convention that T vt = −1 if there were no jumps on this
interval. Let U(v) = {v} ∪ {x ∈ V : x↔ v}.
(i) Assume that Mv0 +M
x
0 > 0 for a pair of adjacent vertices v and x. Then, almost
surely, for all t ≥ 0, Mvt +Mxt > 0.
(ii) Let Rt be the number of pairs (x, v) such that x ↔ v and Mvt +Mxt = 0. The
process Rt is non-increasing, a.s.
(iii) Assume that Mx0 > 0 for x ∈ U(v) \ {v}. Then Mvt = 0 if and only if one of
the following conditions holds: (a) T vt = max{T xt : x ∈ U(v)} > −1 or (b) Mv0 = 0 and
max{T xt : x ∈ U(v) \ {v}} = −1.
(iv) Suppose that the process {Mt, t ≥ 0} is in the stationary regime, that is, its
distribution at time 0 is the stationary distribution Q. Then Mvt +M
x
t > 0 for all t ≥ 0
and all pairs of adjacent vertices v and x, a.s.
(v) Recall from Remark 2.5 the stationary meteor process {Mt, t ∈ R} and the cor-
responding Poisson processes {Nvt , t ∈ R}, v ∈ V . Let T v denote the time of the last
jump of Nv on the interval (−∞, 0] and note that T v is well defined for every v because
such a jump exists, a.s. Then Mv0 = 0 if an only if T
v = max{T x : x ∈ U(v)}.
3. Stationary distribution on Zd.
Recall that Ck denotes the circular graph with k vertices, k ≥ 2. In other words, the
vertex set of Ck is {1, 2, . . . , k} and the only pairs of vertices joined by edges are of the
form (j, j + 1) for j = 1, 2, . . . , k − 1, and (k, 1).
We will show that for any d ≥ 1, stationary distributions for meteor processes on
tori Cdk converge, as k →∞, to a stationary distribution for the meteor process on Zd,
in an appropriate sense. We need the following notation to state the theorem.
We equip the space RZ
d
with a metric ρ defined by
ρ(f, g) =
∑
x∈Zd
(|f(x)− g(x)| ∧ 1)2−|x|, f, g ∈ RZd .
Note that limn→∞ ρ(fn, gn) = 0 if and only if limn→∞ |fn(x) − gn(x)| = 0 for every
x ∈ Zd. We define the Skorokhod space D([0,∞),RZd) of RCLL functions and its
topology in the usual way relative to the metric ρ.
For n ≥ 1, let Kn = {1, 2, . . . , n}d ⊂ Zd and K ′n = Kn− (⌊n/2⌋, . . . , ⌊n/2⌋). In other
words, K ′n is Kn is shifted so that it is (almost) centered at the origin.
Consider any d ≥ 1. Let Vk be the vertex set of Cdk and let Mkt = {Mk,xt , x ∈ Vk} be
the meteor process on Cdk, with the average mass 1 per vertex. Let Qk be the stationary
distribution for Mk.
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Consider the graph with the vertex set K ′k and edges connecting vertices at distance 1
(according to the Euclidean distance). This graph can be embedded in the obvious way
into Cdk. The vertex sets K
′
k and Vk of the two graphs are in one to one correspondence
so we will consider the process Mk as a process on K ′k, although its transitions do not
respect the edge structure of K ′k.
For each k ≥ 2, t ≥ 0 and x ∈ Zd, let Mk,xt = Mk,yt , where y ∈ K ′k is the unique
vertex such that x − y = kv for some v ∈ Zd. By abuse of notation, we will write
Mkt = {Mk,xt , x ∈ Zd} and we will use Qk to denote the stationary distribution for the
process {Mk,xt , x ∈ Zd}.
Theorem 3.1. (i) The distributions Qk converge to a distribution Q∞ on R
Z
d
as k →
∞.
(ii) If the distribution of Mk0 is Qk for every k, then processes {Mkt , t ≥ 0} converge
weakly in the Skorokhod space D([0,∞),RZd) to a process {M∞t , t ≥ 0} with the initial
distribution equal to Q∞, when k →∞.
We will give the proof only in the case d ≥ 2. The case d = 1 can be treated using a
simplified version of the argument given below.
The idea of the proof of Theorem 3.1 is the following. If the distributions Qk do
not converge then for any sequence of processes with these distributions constructed
on the same probability space, there will be some pairs of these processes with large
indices which will have different values of the mass at some finite set of vertices, with
non-vanishing probability. This will be proved to be false by representing masses using
“grains of sand”, that is, random walks (a single mass can be thought of as consisting
of a very large number of grains of sand). We will couple pairs of random walks with
jump times and locations determined by the same system of Poisson processes, and we
will show that they will meet sufficiently fast for our purposes. The precise formulation
of the coupling is given in the next lemma. Using this coupling, we can construct
a sequence of meteor processes on the same probability space, with distributions Qk,
with masses very close to each other for large indices, thus contradicting the original
assumption.
For any (discrete time or continuous time) stochastic process R, any set A and an
element a of the state space of R (for example, a can be a number), let T (R,A) =
inf{t ≥ 0 : Rt ∈ A} and T (R, a) = inf{t ≥ 0 : Rt = a}. For real a, we will write
T+(R, a) = inf{t ≥ 0 : Rt ≥ a} and T−(R, a) = inf{t ≥ 0 : Rt ≤ a}.
Lemma 3.2. Suppose that {Nxt , t ∈ R}, x ∈ Zd, are independent Poisson processes.
For any β ∈ (0, 1) and δ1 > 0 there exist δ > 0, a0 > 1, m1 and λ > 1 such that
(1/β)(1− δ) > 1,(3.1)
(1 + λ + 3δ)/2 < (1/β)(1− δ),(3.2)
and for all a ≥ a0, m ≥ m1, and z0, z˜0 ∈ Zd such that |z0− z˜0| ≤ aλm, one can construct
a coupling of continuous time random walks Z and Z˜ on Zd, starting from Z0 = z0 and
Z˜0 = z˜0, with jumps determined by {Nxt , t ∈ R}, x ∈ Zd, (the same family for both Z
and Z˜), in the sense of Section 2, and with the following properties.
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(i) Let t∗ = 2a
(1+λ+2δ)λm . Then
P
(
sup
0≤t≤t∗
|Zt − Z0| ≥ a(1+λ+3δ)λm/2
)
≤ δ1,(3.3)
P
(
sup
0≤t≤t∗
|Z˜t − Z˜0| ≥ a(1+λ+3δ)λm/2
)
≤ δ1.(3.4)
(ii) Let
T∗ = t∗ ∧ T+(|Z· − Z0|, a(1+λ+3δ)λm/2) ∧ T+(|Z˜· − Z˜0|, a(1+λ+3δ)λm/2).(3.5)
Then
P(T (Z − Z˜, 0) < T∗) > 1− δ1.(3.6)
The proof of the lemma is quite technical so it will be presented at the end of Section
3.
Proof of Theorem 3.1. Step 1. We will first prove part (i) of the theorem. Since
EQk M
k,x
0 = 1 for every x and k, it follows that for every fixed x, the family of dis-
tributions of {Mk,x0 , k ≥ 1} is tight. Hence, for every fixed x1, . . . , xj , the family of
j-dimensional distributions of {(Mk,x10 , . . . ,Mk,xj0 ), k ≥ 1} is tight. Using the diagonal
method, we can find a subsequence km such that for any x1, . . . , xj, the distributions of
{(Mkm,x10 , . . . ,Mkm,xj0 ), m ≥ 1} converge. The limiting distributions are consistent by
construction so there exists a distribution Q on RZ
d
whose restriction to any x1, . . . , xj
is equal to the limit of the distributions of {(Mkm,x10 , . . . ,Mkm,xj0 ), m ≥ 1}.
Assume that part (i) of the theorem is false, i.e., Qk do not converge to Q. Then
there exist x1, . . . , xi1 ∈ Zd and ℓm such that ℓm → ∞ as m → ∞, and the vectors
(M ℓm,x10 , . . . ,M
ℓm,xi1
0 ) do not have the same limiting distribution as (M
km,x1
0 , . . . ,M
km,xi1
0 )
when m→∞.
Suppose that {Mℓmt , t ≥ 0}, m ≥ 1, and {Mkmt , t ≥ 0}, m ≥ 1, are constructed on
the same probability space. This implies that the distribution of Mℓmt is Qℓm and the
distribution of Mkmt is Qkm for all m ≥ 1 and t ≥ 0. But we do not assume anything
about the relationship between the two families of processes; in particular, we do not
assume that the family {Mℓmt , t ≥ 0}, m ≥ 1, is independent of {Mkmt , t ≥ 0}, m ≥ 1.
The assumption that (M ℓm,x10 , . . . ,M
ℓm,xi1
0 ) and (M
km,x1
0 , . . . ,M
km,xi1
0 ) do not have
the same limiting distribution implies that there exist c1, p1 > 0 such that for every m0
there exists m > m0 such that,
P
(
i1∑
i=1
|Mkm,xi0 −M ℓm,xi0 | > c1
)
> p1.(3.7)
Note that c1 and p1 can depend on the (“marginal”) distributions of (M
ℓm,x1
0 , . . . ,M
ℓm,xi1
0 )
and (Mkm,x10 , . . . ,M
km,xi1
0 ) form ≥ 1, but they can be chosen so that they do not depend
on the (“joint”) distributions of (M ℓm,x10 , . . . ,M
ℓm,xi1
0 ,M
km,x1
0 , . . . ,M
km,xi1
0 ) for m ≥ 1.
Let i2 = 2 ⌈max1≤i,j≤i1 |xi − xj |⌉. Let Γ1n = {x1, . . . , xi1} and let {Γjn, j = 1, . . . , i3}
be the family of all sets of the form Γ1n+ i2v for some v ∈ Zd, such that Γ1n+ i2v ⊂ K ′n.
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If j 6= i then Γjn ∩ Γin = ∅. Note that i3 = i3(n) ≥ ⌊n/(2i2)⌋d ≥ c2nd for n ≥ 2i2. We
obtain from (3.7) that for every m0 there exists m > m0 such that,
E
∑
x∈Kn
|Mkm,x0 −M ℓm,x0 | = E
∑
x∈K ′n
|Mkm,x0 −M ℓm,x0 | ≥ E
i3∑
j=1
∑
x∈Γjn
|Mkm,x0 −M ℓm,x0 |
= i3
∑
x∈Γ1n
E |Mkm,x0 −M ℓm,x0 | ≥ i3c1p1 ≥ c3nd.(3.8)
By stationarity, for every t ≥ 0, the distributions of (M ℓm,x1t , . . . ,M ℓm,xi1t ) and
(Mkm,x1t , . . . ,M
km,xi1
t ) are the same as those of the vectors (M
ℓm,x1
0 , . . . ,M
ℓm,xi1
0 ) and
(Mkm,x10 , . . . ,M
km,xi1
0 ). In view of the remark following (3.7), that formula applies also
at time t. Thus (3.8) also applies at any t ≥ 0, i.e.,
E
∑
x∈Kn
|Mkm,xt −M ℓm,xt | ≥ c3nd.(3.9)
We will construct {Mkt , t ≥ 0} on a common probability space in such a way that the
last inequality is false for large n and hence part (i) of the theorem is true.
Step 2. Consider k0, ℓ0 and n such that for all k ≥ k0 and ℓ ≥ ℓ0, Kn ⊂ K ′k ∩ K ′ℓ.
Fix some β ∈ (0, 1). We will consider pairs of positive integers n and nβ such that
n is the smallest integer greater than or equal to n
1/β
β which is divisible by nβ. Let
K1n = {1, . . . , nβ}d and let {Kjn, j = 1, . . . , jn} be the family of all sets of the form
K1n+nβv for some v ∈ Zd, such that (K1n+nβv)∩Kn 6= ∅. We will write J = {1, . . . , jn}.
We have
EQk
∑
x∈Kjn
Mk,x0
 = |Kjn| = ndβ.(3.10)
Let ∂Kjn be the set of (nearest neighbor) edges in Z
d such that exactly one of the
endpoints is in Kjn. We have |∂Kjn| = 2dnd−1β so, by Theorem 5.1 and Remark 5.2 (v)
of [3],
lim
k→∞
VarQk
∑
x∈Kjn
Mk,x0
 = |∂Kjn|/(2d) = nd−1β .
We will assume from now on that k and ℓ are so large that
VarQk
∑
x∈Kjn
Mk,x0
 ≤ 2nd−1β , VarQℓ
∑
x∈Kjn
M ℓ,x0
 ≤ 2nd−1β .(3.11)
By (3.10)-(3.11) and Ho¨lder’s inequality,
EQk
∣∣∣∣∣∣
∑
x∈Kjn
Mk,x0 −
∑
x∈Kjn
M ℓ,x0
∣∣∣∣∣∣ ≤ EQk
∣∣∣∣∣∣
∑
x∈Kjn
Mk,x0 − ndβ
∣∣∣∣∣∣+ EQk
∣∣∣∣∣∣
∑
x∈Kjn
M ℓ,x0 − ndβ
∣∣∣∣∣∣(3.12)
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≤
√
2n
(d−1)/2
β +
√
2n
(d−1)/2
β = 2
√
2n
(d−1)/2
β .
Fix Kjn and suppose that
∑
x∈Kjn
Mk,x0 ≤
∑
x∈Kjn
M ℓ,x0 . Then let
a(k, ℓ, j, n) =
∑
x∈Kjn
Mk,x0∑
x∈Kjn
M ℓ,x0
≤ 1,(3.13)
M∗,k,x0 = M
k,x
0 , x ∈ Kjn,(3.14)
M∗,ℓ,x0 = a(k, ℓ, j, n)M
ℓ,x
0 , x ∈ Kjn,(3.15)
Λjn =
∑
x∈Kjn
M∗,k,x0 =
∑
x∈Kjn
M∗,ℓ,x0 .(3.16)
If
∑
x∈Kjn
Mk,x0 ≥
∑
x∈Kjn
M ℓ,x0 then we interchange the roles of k and ℓ in the definitions
(3.13)-(3.15) so that (3.16) still holds.
We obtain from (3.16), ∑
x∈Kn
M∗,k,x0 =
∑
x∈Kn
M∗,ℓ,x0 .
It follows from (3.12) that
E
((∑
x∈Kn
Mk,x0 −
∑
x∈Kn
M∗,k,x0
)
+
(∑
x∈Kn
M ℓ,x0 −
∑
x∈Kn
M∗,ℓ,x0
))
(3.17)
≤ 4
√
2n
(d−1)/2
β c4n
d(1−β) ≤ c5nd−(d+1)β/2.
Step 3. First we will choose values of parameters used in this step. Recall that we
have fixed a β ∈ (0, 1). We now fix δ1 > 0 so small that 6δ1 < c3/2, where c3 is the
constant in (3.9). Then we choose a0, m1, δ and λ corresponding to β and δ1 as in
Lemma 3.2. Consider a ≥ a0, m ≥ m1 and let nβ be such that dnβ < aλm ≤ 2dnβ.
Recall c5 from (3.17). We make n and m larger, if necessary, so that
nd − 2dnd−1((2d)(1/β)(1−δ)n1−δ + nβ) > |Kn|(1− δ1),(3.18)
c5n
d−(d+1)β/2 ≤ δ1nd.(3.19)
Assume that k0 and ℓ0 are so large that for all k ≥ k0 and ℓ ≥ ℓ0, we have dist(Kn, (K ′k)c) ≥
a(1+λ+3δ)λ
m/2 and dist(Kn, (K
′
ℓ)
c) ≥ a(1+λ+3δ)λm/2.
Suppose that {Nxt , t ∈ R}, x ∈ Zd, are independent Poisson processes. Consider
k, ℓ ≥ 2. Recall that the stationary distribution Qk was extended from K ′k (identified
with Cdk) to Z
d in a periodic way. Suppose thatMk0 has the distribution Qk and similarly
we assume that Mℓ0 has the distribution Qℓ. We do not need any assumptions about
the relationship of Mk0 and M
ℓ
0 but, for definiteness, we assume that M
k
0, M
ℓ
0 and
{Nxt , t ∈ R}, x ∈ Zd, are independent.
Recall definitions (3.13)-(3.16). Let µj,k and µj,ℓ be (random) probability measures
on Kjn defined by
µj,k(x) = M∗,k,x0 /Λ
j
n, µ
j,ℓ(x) = M∗,ℓ,x0 /Λ
j
n, x ∈ Kjn.
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Let Zt and Z˜t be a coupling of two continuous time nearest neighbor random walks
constructed as in Lemma 3.2, with the following initial distributions,
P(Z0 = x) = µ
j,k(x), P(Z˜0 = x) = µ
j,ℓ(x), x ∈ Kjn.
The joint distribution of Z0 and Z˜0 is irrelevant to our argument but for the sake of
definiteness we assume that these random variables are independent given Mk0 and M
ℓ
0.
We will now define processes X and X˜ closely related to Z and Z˜. We will consider
a new family of Poisson processes. For each t ≥ 0 and x ∈ K ′k, let N̂k,xt = Nxt . For
each t ≥ 0 and x ∈ Zd, let N̂k,xt = N̂k,yt , where y ∈ K ′k is the unique point such that
x− y = kv for some v ∈ Zd. Let N̂ ℓ,xt = Nxt for t ≥ 0 and x ∈ K ′ℓ. For each t ≥ 0 and
x ∈ Zd, let N ℓ,xt = N ℓ,yt , where y ∈ K ′ℓ and x− y = ℓv for some v ∈ Zd.
Recall that we can identify the torus Cdk withK
′
k. We assume thatX0 = Z0 ∈ Kn ⊂ Cdk
and X˜0 = Z˜0 ∈ Kn ⊂ Cdℓ . We define X as a continuous time random walk on the torus
Cdk with jump times defined by {N̂k,xt , t ∈ R}, x ∈ Cdk. Let SZj be the time of the
j-th jump of Z and let SXj be the time of the j-th jump of X . We require that
XSX
j
− XSX
j
− = ZSZ
j
− ZSZ
j
− for all j, where addition is in the sense of operation on
the torus for X and operation on Zd for Z. The formula defining the directions of the
jumps of X is informal but its meaning should be unambiguous to the reader. The
conditions listed above define X uniquely.
The definition of X˜ is analogous, relative to Cdℓ and {N̂ ℓ,xt , t ∈ R}, x ∈ Cdℓ .
The definitions of k0 and ℓ0 at the beginning of this step and the definition of T∗ in
(3.5) show that X and X˜ have the same trajectories as Z and Z˜, up to time T∗. Recall
that dnβ < a
λm ≤ 2dnβ. Then |X0 − X˜0| ≤ aλm and Lemma 3.2 implies that,
P(T (X − X˜, 0) < T∗) > 1− δ1.(3.20)
Since aλ
m ≤ 2dnβ, and in view of (3.2),
a(1+λ+3δ)λ
m/2 = (aλ
m
)(1+λ+3δ)/2 ≤ (2dnβ)(1+λ+3δ)/2(3.21)
≤ (2dnβ)(1/β)(1−δ) ≤ (2d)(1/β)(1−δ)n1−δ.
Recall J from Step 2. Let A be the family of all j ∈ J such that dist(Kjn, Kcn) ≥
a(1+λ+3δ)λ
m/2. We will estimate the volume of K∗n :=
⋃
j∈AK
j
n. In view of (3.18) and
(3.21),
|K∗n| =
∣∣∣∣∣⋃
j∈A
Kjn
∣∣∣∣∣ = |Kn| −
∣∣∣∣∣∣
⋃
j∈J\A
Kjn
∣∣∣∣∣∣ ≥ nd − 2dnd−1(a(1+λ+3δ)λm/2 + nβ)
≥ nd − 2dnd−1((2d)(1/β)(1−δ)n1−δ + nβ) > |Kn|(1− δ1).(3.22)
Let
{
(M1,k,xt )x∈Cd
k
, t ≥ 0
}
be the meteor process with the initial distribution defined
by M1,k,x0 = M
∗,k,x
0 if x ∈ Kn. For all other x ∈ Cdk \Kn, we let M1,k,x0 = 0. The jump
times of M1,k,x are defined by {N̂k,xt , t ∈ R}, x ∈ Cdk, in the usual way. The process
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(M1,ℓ,xt )x∈Cd
ℓ
, t ≥ 0
}
is defined in an analogous way relative to the family {N̂ ℓ,xt , t ∈ R},
x ∈ Cdℓ , of Poisson processes, with the initial distribution M1,ℓ,x0 = M∗,ℓ,x0 for x ∈ Kn.
Recall from Lemma 3.2 that t∗ = 2a
(1+λ+2δ)λm . Let G0 be the σ-field generated by
M
1,k
0 and M
1,ℓ
0 . Let F∗ be the σ-field generated by M
1,k
0 , M
1,ℓ
0 , {N̂k,xt , 0 ≤ t ≤ t∗},
x ∈ Cdk, and {N̂ ℓ,xt , 0 ≤ t ≤ t∗}, x ∈ Cdℓ . It is easy to see that, a.s.,
M1,k,xt∗ =
∑
j∈J
ΛjnPµj,k(Xt∗ = x | F∗), M1,ℓ,xt∗ =
∑
j∈J
ΛjnPµj,ℓ(X˜t∗ = x | F∗).
This implies that, a.s.,∑
x∈Kn
|M1,k,xt∗ −M1,ℓ,xt∗ | ≤
∑
j∈J
ΛjnP(Xt∗ 6= X˜t∗ | F∗).
By (3.20),
E
∑
x∈Kn
|M1,k,xt∗ −M1,ℓ,xt∗ | = EE
(∑
x∈Kn
|M1,k,xt∗ −M1,ℓ,xt∗ | | F∗
)
≤ EE
(∑
j∈J
Λjn1(X
j,i
t∗ 6= X˜j,it∗ ) | F∗
)
= EE
(∑
j∈J
Λjn1(X
j,i
t∗ 6= X˜j,it∗ ) | G0
)
≤ δ1E
∑
j∈J
Λjn.
Since
EΛjn = EQk
∑
x∈Kjn
M∗,k,x0 ≤ EQk
∑
x∈Kjn
Mk,x0 = |Kjn| = ndβ,
it follows that
E
∑
x∈Kn
|M1,k,xt∗ −M1,ℓ,xt∗ | ≤ δ1|J|ndβ = δ1(n/nβ)dndβ = δ1nd.(3.23)
Let
{
(M2,k,xt )x∈Cd
k
, t ≥ 0
}
be the meteor process with the initial distribution defined
by M2,k,x0 = M
k,x
0 −M1,k,x0 if x ∈ Kn. For all other x ∈ Cdk \ Kn, we let M2,k,x0 = 0.
The jump times of M2,k,x are defined by {N̂k,xt , t ∈ R}, x ∈ Cdk, in the usual way.
The process
{
(M2,ℓ,xt )x∈Cd
ℓ
, t ≥ 0
}
is defined in an analogous way relative to the family
{N̂ ℓ,xt , t ∈ R}, x ∈ Cdℓ , of Poisson processes. It follows from (3.17) and (3.19) that
E
∑
x∈Kn
|M2,k,xt∗ −M2,ℓ,xt∗ | ≤ E
∑
x∈Kn
M2,k,xt∗ + E
∑
x∈Kn
M2,ℓ,xt∗(3.24)
≤ E
∑
x∈Cd
k
M2,k,xt∗ + E
∑
x∈Cd
ℓ
M2,ℓ,xt∗
= E
∑
x∈Cd
k
M2,k,x0 + E
∑
x∈Cd
ℓ
M2,ℓ,x0
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= E
((∑
x∈Kn
Mk,x0 −
∑
x∈Kn
M1,k,x0
)
+
(∑
x∈Kn
M ℓ,x0 −
∑
x∈Kn
M1,ℓ,x0
))
= E
((∑
x∈Kn
Mk,x0 −
∑
x∈Kn
M∗,k,x0
)
+
(∑
x∈Kn
M ℓ,x0 −
∑
x∈Kn
M∗,ℓ,x0
))
≤ c5nd−(d+1)β/2 ≤ δ1nd.
Let
{
(M3,k,xt )x∈Cd
k
, t ≥ 0
}
be the meteor process with the initial distribution de-
fined by M3,k,x0 = M
k,x
0 if x ∈ Cdk \ Kn. For x ∈ Kn, we let M3,k,x0 = 0. The jump
times of M3,k,x are defined by {N̂k,xt , t ∈ R}, x ∈ Cdk, in the usual way. The process{
(M3,ℓ,xt )x∈Cd
ℓ
, t ≥ 0
}
is defined in an analogous way relative to the family {N̂ ℓ,xt , t ∈ R},
x ∈ Cdℓ , of Poisson processes. Note that for all x ∈ Kn and t ≥ 0,
Mk,xt = M
1,k,x
t +M
2,k,x
t +M
3,k,x
t ,(3.25)
and the analogous formula holds for M ℓ,xt . We have by (3.22),
E
∑
x∈Kn\K∗n
|M3,k,xt∗ −M3,ℓ,xt∗ | ≤ E
∑
x∈Kn\K∗n
(M3,k,xt∗ +M
3,ℓ,x
t∗ ) ≤ E
∑
x∈Kn\K∗n
(Mk,xt∗ +M
ℓ,x
t∗ )
=
∑
x∈Kn\K∗n
(EMk,xt∗ + EM
ℓ,x
t∗ ) = 2|Kn \K∗n| < 2δ1|Kn| = 2δ1nd.(3.26)
Since EM3,k,x0 = 1K ′k\Kn(x), one can easily show that,
EM3,k,xt∗ =
∑
y∈K ′
k
\Kn
P(Xt∗ = x | X0 = y)(3.27)
=
∑
y∈K ′
k
\Kn
P(Xt∗ = y | X0 = x) = P(Xt∗ ∈ K ′k \Kn | X0 = x).
Recall that the Hausdorff distance between K∗n and Z
d\Kn is greater than a(1+λ+3δ)λm/2.
We also recall that X has the same trajectory as Z up to time T∗. These observations,
(3.27) and Lemma 3.2 (i) imply that for x ∈ K∗n, EM3,k,xt∗ ≤ δ1. For the same reason,
EM3,ℓ,xt∗ ≤ δ1. It follows that
E
∑
x∈K∗n
|M3,k,xt∗ −M3,ℓ,xt∗ | ≤ E
∑
x∈K∗n
(M3,k,xt∗ +M
3,ℓ,x
t∗ ) =
∑
x∈K∗n
(EM3,k,xt∗ + EM
3,ℓ,x
t∗ )
≤ 2δ1|K∗n| < 2δ1|Kn| = 2δ1nd.(3.28)
Recall that we have chosen δ1 > 0 so that 6δ1 < c3/2. In view of (3.25), the estimates
(3.23), (3.24), (3.26) and (3.28) imply that,
E
∑
x∈Kn
|Mk,xt∗ −M ℓ,xt∗ | ≤ 6δ1nd < (c3/2)δ1nd.
This contradicts (3.9) so the proof of part (i) of the theorem is complete.
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Step 4. We will now prove part (ii) of the theorem. This is the second time in this
paper that we will apply the method of graphical construction of [12]. Since Qk converge
to Q∞, we can construct random vectors M˜
k
0, k ≥ 1, and M˜0 on the same space, such
that M˜k0 has distribution Qk for each k ≥ 1, M˜0 has distribution Q∞, and M˜k0 → M˜0,
a.s. Let {Nxt , t ∈ R}, x ∈ Zd, be independent Poisson processes, also independent of
M˜k0, k ≥ 1, and M˜0. For each k, let {M˜kt , t ≥ 0} be the meteor process with jumps
determined by {Nxt , t ∈ R}, x ∈ Zd, and the initial value M˜k0. Similarly, let {M˜t, t ≥ 0}
be the meteor process with jumps determined by {Nxt , t ∈ R}, x ∈ Zd, and the initial
value M˜0.
Write M˜kt = (M˜
k,x
t )x∈Zd and M˜t = (M˜
x
t )x∈Zd . The proof of Proposition 2.1 shows
that, a.s., for a family of trajectories of {Nxt , t ∈ R}, x ∈ Zd, for y ∈ Zd and s1 > 0
there exists a finite set A ⊂ Zd such that the values of M˜k,ys , k ≥ 1, and M˜ys , s ∈ [0, s1],
are uniquely determined by the values of M˜k,z0 , k ≥ 1, and M˜z0 for z ∈ A. Moreover, for
each k ≥ 1 and s ∈ [0, s1], the value of M˜k,ys is a continuous function of M˜k,z0 , z ∈ A. A
similar remark applies to M˜ys . This and the fact that M˜
k,z
0 → M˜z0 a.s., when k → ∞,
for each z ∈ A, imply that the processes {M˜k,ys , s ∈ [0, s1]} converge in the Skorokhod
topology to {M˜ys , s ∈ [0, s1]} as k → ∞. Since this holds for all y ∈ Zd, s1 > 0 and
almost all trajectories of {Nxt , t ∈ R}, x ∈ Zd, we conclude that {M˜kt , t ≥ 0} converge
in the Skorokhod topology to {M˜t, t ≥ 0}, a.s.
Recall the definition of {Mkt , t ≥ 0} from the statement of the theorem. Fix any K ′n,
t1 > 0 and p1 > 0. Then there exists k1 so large that for k ≥ k1, with probability greater
than 1 − p1, there is no trajectory of any continuous time random walk with jumps
determined by {Nxt , t ∈ R}, x ∈ Zd, with starting point outside K ′k and visiting K ′n at
some time in the interval [0, t1]. This implies that we could construct {M˜kt , t ≥ 0} and
{Mkt , t ≥ 0} on the same probability space so that with probability greater than 1−p1,
M˜k,yt =M
k,y
t for all t ∈ [0, t1] and y ∈ K ′n. This and the fact that {M˜kt , t ≥ 0} converge
in the Skorokhod topology to {M˜t, t ≥ 0}, a.s., easily imply that {Mkt , t ≥ 0} converge
to {M˜t, t ≥ 0} weakly in the Skorokhod topology. Finally, note that the process that
we call {M˜t, t ≥ 0} in this proof is the same as the process called {M∞t , t ≥ 0} in the
theorem. 
Remark 3.3. Suppose that {Mt, t ≥ 0} is the meteor process on Zd with M0 dis-
tributed as Q∞ defined in Theorem 3.1. Then for every constant c ∈ (0,∞), the
process {cMt, t ≥ 0} is stationary. For later reference, we call the distribution of this
process Q
(c)
∞ .
According to Theorem 3.4 below, the mean amount of mass at a vertex for the
process cM is equal to c. From the purely formal point of view, this shows that there
are infinitely many stationary distributions for the meteor process on Zd but this is a
rather uninteresting observation.
Let u(t, x) = EMxt for t ≥ 0 and x ∈ Zd. It is easy to see that u(t, x) satisfies the
heat equation on Zd. If the process M is in the stationary regime then u(t, x) does not
depend on t so x → u(t, x) is harmonic. A non-negative harmonic function on Zd is
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constant. There exist many stationary meteor processes on Zd with u(t, x) ≡ 1. One can
construct them as in Remark 4.3 (i) below, as mixtures of processes with distributions
Q
(c)
∞ . It would be interesting to know whether there exist any stationary distributions
with the average mass 1 at a vertex which are not mixtures of distributions Q
(c)
∞ .
Theorem 3.4. Let Q∞ be defined as in Theorem 3.1. Suppose that d ≥ 1 and let
{Mt, t ≥ 0} be the meteor process under the stationary measure Q∞. We have
EQ∞M
x
0 = 1, x ∈ Zd,(3.29)
VarQ∞M
x
0 = 1, x ∈ Zd,(3.30)
CovQ∞(M
x
0 ,M
y
0 ) = −
1
2d
, x↔ y,(3.31)
CovQ∞(M
x
0 ,M
y
0 ) = 0, x 6= y and x 6↔ y.(3.32)
Proof. The following has been proved in Theorem 5.1 of [3]. Suppose that d ≥ 1 and
let {Mt, t ≥ 0} = {(M1t ,M2t , . . . ,Mkt ), t ≥ 0} be the meteor process on G = Cdn (the
product of d copies of the cycle Cn), under the stationary measure Qk (here k = n
d).
Let V denote the vertex set of Cdn and assume that
∑
x∈V M
x
0 = k under Qk. Then
EQk M
x
0 = 1, x ∈ V,(3.33)
lim
k→∞
VarQk M
x
0 = 1, x ∈ V,(3.34)
lim
k→∞
CovQk(M
x
0 ,M
y
0 ) = −
1
2d
, x↔ y,(3.35)
lim
k→∞
CovQk(M
x
0 ,M
y
0 ) = 0, x 6= y and x 6↔ y.(3.36)
In view of Theorem 3.1 (i), formulas (3.29)-(3.32) follow from (3.33)-(3.36) provided
Mx0 and (M
x
0 )
2 are uniformly integrable under Qk, k ≥ 1.
Uniform integrability of Mx0 under Qk, k ≥ 1, follows from (3.34). It remains to
prove uniform integrability of (Mx0 )
2 under Qk, k ≥ 1. It will suffice to show that
lim sup
k→∞
EQk(M
x
0 )
3 <∞, x ∈ V.(3.37)
We will define some subsets of the sets of vertices of Cdn and C
3d
n . We will suppress
the dependence on n in this notation. Let 0 = (0, . . . , 0) ∈ Cdn. Let a be the set of all
vertices (a1, . . . , ad) ∈ Cdn such that |ai| = |aj | = 1 for some i 6= j, and am = 0 for all
m 6= i, j. Let b be the set of all vertices (b1, . . . , bd) ∈ Cdn such that |bi| = 2 for some i,
and bm = 0 for all m 6= i. Let h be the set of all vertices (h1, . . . , hd) ∈ Cdn such that
|hi| = 1 for some i, and hm = 0 for all m 6= i. Let g = V \ ({0} ∪ a ∪ b ∪ h).
Let V3 be the set of all vertices of C
3d
n . We will use the following notation for the
elements of V3,
x = (x1, x2, x3) = ((x11, x
1
2, . . . , x
1
d), (x
2
1, x
2
2, . . . , x
2
d), (x
3
1, x
3
2, . . . , x
3
d)).
For y = (y1, . . . , yd) ∈ Cdn let ‖y‖1 =
∑
1≤k≤n |yk|. Let V ∗3 be the set of all x ∈ V3 such
that
max
(‖x1 − x2‖1, ‖x2 − x3‖1, ‖x3 − x1‖1) ≥ 5,
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and let V ◦3 be the interior of V
∗
3 , that is, the set of all vertices in V
∗
3 which are not
connected by an edge with a vertex in V3 \ V ∗3 .
Let 0′ be the set of all x = (x1, x2, x3) ∈ V3 such that xj − xi = 0 for some 1 ≤
i, j ≤ 3, j 6= i. Let a′ be the set of all x = (x1, x2, x3) ∈ V3 such that xj − xi ∈ a
for some 1 ≤ i, j ≤ 3, j 6= i. We define b′ and h′ in an analogous manner. Let
g′ = V3 \ (0′ ∪ a′ ∪ b′ ∪ h′).
We will base our estimates for EQk(M
x
0 )
3 on a representation of Mx0 using WIMPs.
Let Z1, Z2 and Z3 be as in Definition 2.2. In particular, P(Zj0 = x) = M
x
0 /n
d for
j = 1, 2, 3 and x ∈ V .
Since the state space C3dn for the process (Z
1, Z2, Z3) is finite, the process has a
stationary distribution. The stationary distribution is unique because all states com-
municate. We will estimate the probability that Z1t = Z
2
t = Z
3
t under the stationary
distribution. Let {πx, x ∈ V3} be the set of stationary probabilities for the discrete time
Markov chain (the skeleton process) embedded in (Z1, Z2, Z3).
Let π′x = 1 for x ∈ 0′, π′x = 6d−38d for x ∈ h′ and π′x = 34 for all other x ∈ V3. It
was verified using computer algebra (Mathematica) that the function π′ satisfies the
following equations.
π′x =
1 + 2d
4d
π′x +
2
3
π′y, x ∈ 0′, y ∈ h′,(3.38)
π′x =
1
3d
π′y +
2d− 2
3d
π′z +
1
3
π′x, x ∈ h′, y ∈ b′, z ∈ a′,(3.39)
π′x =
1
4d2
π′v +
2
3d
π′y +
2d− 2
3d
π′z +
1
3
π′x, x ∈ a′, v ∈ 0′, y ∈ h′, z ∈ g′,(3.40)
π′x =
1
8d2
π′v +
1
3d
π′y +
2d− 1
3d
π′z +
1
3
π′x, x ∈ b′, v ∈ 0′, y ∈ h′, z ∈ g′,(3.41)
π′x =
2
3
π′y +
1
3
π′x, x ∈ g′, y ∈ a′ ∪ b′ ∪ g′.(3.42)
We will show that the stationary distribution π satisfies equations corresponding to
(3.38)-(3.42) in an appropriate sense that will be made precise below. To save space,
we will discuss the counterpart of only one of the above equations, namely (3.40). For
any finite set A let #A denote its cardinality. We will prove that for x ∈ a′ ∩ V ◦3 , the
stationary distribution must satisfy
πx =
1
4d2
∑
v∈0′,v↔x πv
#{v ∈ 0′, v ↔ x} +
2
3d
∑
y∈h′,y↔x πy
#{y ∈ h′, y ↔ x}(3.43)
+
2d− 2
3d
∑
z∈g′,z↔x πz
#{z ∈ g′, z ↔ x} +
1
3
∑
u∈a′,u↔x πu
#{u ∈ a′, u↔ x} .
Consider x ∈ a′ ∩ V ◦3 . Suppose without loss of generality that x1 − x2 ∈ a. There
exists a unique v = (v1, v2, v3) ∈ 0′ which can be a state of (Z1, Z2, Z3) from which
the process can jump to x. We have v1 − v2 = 0. When v1 is hit by a meteor then
v1 will jump to x1 and v2 will jump to x2 with probability 1/(4d2). With probability
1/(4d2), v1 will jump to x2 and v2 will jump to x1. The sum of the two probabilities
is 2/(4d2). We multiply this quantity by 1/2 because the first meteor hit which moves
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the process (Z1, Z2, Z3) to a new location may hit either v1 (equal to v2) or v3, with
equal probabilities. Hence, we have the factor 1
4d2
in the first term on the right hand
side of (3.43).
There exist exactly 4 elements of h′ which can be states of (Z1, Z2, Z3) from which the
process can jump to x. This transition requires that the specific process, either Z1 or
Z2, jumps, and each process has probability 1/3 of jumping first. The probability that
the jump will go in the desirable direction is 1/(2d). The product of these probabilities
and 4 is equal to 2/(3d) so this justifies the presence of the factor 2
3d
in the second term
on the right hand side of (3.43).
There exist exactly 4d − 4 elements of g′ which can be states of (Z1, Z2, Z3) from
which the process can jump to x. This transition requires that the specific process,
either Z1 or Z2, jumps, and each process has probability 1/3 of jumping first. The
probability that the jump will go in the desirable direction is 1/(2d). The product of
these probabilities and 4d− 4 is equal to (2d− 2)/(3d) so this justifies the presence of
the factor 2d−2
3d
in the third term on the right hand side of (3.43).
Finally, the process Z3 will jump first with probability 1/3. There exist exactly 2d
elements of a′ which can be states of (Z1, Z2, Z3) from which the process can jump to
x. The probability that Z3 will jump in the desirable direction is 1/(2d). We have
(1/3)(2d)(1/(2d)) = 1/3 so this explains the factor 1
3
in the last term on the right hand
side of (3.43).
If all occurrences of the function π are replaced by π′ in (3.43) then this equation
reduces to (3.40). A similar argument applies to the appropriate counterparts of other
equations in the system (3.38)-(3.42) so we conclude that π and π′ satisfy the same
system of equilibrium equations on V ◦3 .
Let qx,y denote the one step transition probabilities for the skeleton process (discrete
time Markov chain) embedded in (Z1, Z2, Z3). Let O = {(x1, x2, x3) ∈ V3 : x1 = x2 =
x3}. It is easy to see that there exist p1 > 0 and k1 (independent of n) such that for
every x ∈ V3 \ V ◦3 there exist y ∈ O and a sequence z1, z2, . . . , zj such that j ≤ k1,
z1 = y, zj = x, zm ↔ zm+1 for all m = 1, . . . , j − 1, and∏
1≤m≤j−1
qzm,zm+1 > p1.(3.44)
By symmetry, πx = πy for all x, y ∈ O. Let πo denote this common value. If
follows from (3.44) that πx ≥ p1πo for all x ∈ V3 \ V ◦3 . Since π′x ≤ 1 for all x, we
obtain πx/π
′
x ≥ p1πo for all x ∈ V3 \ V ◦3 . Let α = minx∈V3 πx/π′x. If this minimum
is attained in V ◦3 then it is easy to check, using the fact that π and π
′ satisfy the
same equilibrium equations on V ◦3 , that πx/π
′
x also attains the minimum α on V3 \ V ◦3 ,
and, therefore, minx∈V3 πx/π
′
x ≥ p1πo. Since π′x ≥ (6d − 3)/(8d) for all x, we obtain
πx ≥ p1πo(6d − 3)/(8d) for x ∈ V ∗3 . This, and the previously derived estimate for
x ∈ V3 \ V ◦3 show that if we let c1 = p1(6d− 3)/(8d) > 0 then for all x ∈ V3,
πx ≥ p1πo(6d− 3)/(8d) = c1πo.(3.45)
Let {π∗x, x ∈ V3} be the set of stationary probabilities for the process (Z1, Z2, Z3).
The holding time for (Z1, Z2, Z3) has mean 1 for all states in O. The mean is 1/2 or
1/3 for all other states, depending on whether any two components of (Z1, Z2, Z3) are
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equal or not. Hence, if we take c2 = c1/3 > 0 then (3.45) yields for x ∈ V3,
π∗x ≥ c1πo/3 = c2π∗o .
Recall that k = nd. Since
∑
x π
∗
x = 1, the last formula implies that
lim sup
n→∞
k2PQk(Z
1 = Z2 = Z3) ≤ c−12 .(3.46)
Let Gt = σ(Ms, 0 ≤ s ≤ t). It is easy to see that, for x ∈ V and j = 1, 2, 3,
PQk(Z
j
0 = x | G0) = Mx0 /k.
The random variables Z10 , Z
2
0 and Z
3
0 are conditionally independent given G0, so
PQk(Z
1 = Z2 = Z3 = x | G0) = (Mx0 /k)3.
Thus, using invariance of the process (Z1, Z2, Z3) under shifts of Cdn,
EQk(M
x
0 )
3 = k3EQk PQk(Z
1 = Z2 = Z3 = x | G0) = k3 PQk(Z1 = Z2 = Z3 = x)
= k2PQk(Z
1 = Z2 = Z3).
This and (3.46) yield
lim sup
k→∞
EQk(M
x
0 )
3 ≤ c−12 .
This proves (3.37) and thus completes the proof of the theorem. 
Remark 3.5. The derivation of (3.33)-(3.36) in [3] is based on an explicit solution to
a set of equations similar to (3.38)-(3.42). The method breaks down if one wants to
generalize Theorem 3.4 to the third or higher moments because the solution to a similar
set of equations needed for a similar argument does not seem to have a tractable form.
Corollary 3.6. We have for all n ≥ 1,
EQ∞
(∑
x∈Kn
Mx0
)
= nd,
VarQ∞
(∑
x∈Kn
Mx0
)
= nd−1.(3.47)
Proof. The first formula follows directly from (3.29).
We have from (3.30)-(3.32),
VarQ∞
(∑
x∈Kn
Mx0
)
=
∑
x∈Kn
VarQ∞M
x
0 +
∑
x,y∈Kn,x↔y
CovQ∞(M
x
0 ,M
y
0 )
=
∑
x∈Kn
1−
∑
x,y∈Kn,x↔y
1
2d
.
Note that the contribution from each edge should be counted twice in the second sum
on the right hand side. Formula (3.47) follows by counting the numbers of vertices in
Kn and edges connecting neighbors in Kn. 
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Lemma 3.2 is a crucial step in the proof of Theorem 3.1. The lemma shows that
given a system of independent Poisson processes, one can construct two random walks
with jumps determined by this family of Poisson processes (the same for both random
walks), and such that the random walks meet after a relatively short time. The basic
idea of the proof is to use the usual mirror coupling for each coordinate separately. This
would be quite straightforward if we could couple Poisson processes determining jump
times for the two random walks. The fact that a single family of Poisson processes is
used causes a problem. Namely, mirror-coupled coordinates do not meet because they
typically arrive at the meeting location at different times. The time difference can be
estimated and it turns out to be manageable but the mirror coupling has to be restarted
and the whole procedure requires multiple induction arguments. On the technical side,
it is worth noting that similar arguments often work on the “exponential” scale, that
is, one divides space and/or time into “boxes” of the diameter 2k, k ∈ Z. This does
not seem to work in our case and we have to work with “doubly exponential” scale
22
k
. More precisely, the argument requires that the doubly exponential scale is aλ
m
for
carefully chosen values of a and λ.
Proof of Lemma 3.2. Step 1. Suppose that an i.i.d. family of Poisson processes Nx,
x ∈ Zd, is given. We will construct processes X and X˜ so that X (X˜) jumps at a time
t if and only if Xt− = v (resp., X˜t− = v) and N
v has a jump at time t.
Suppose that X is given and let {Yj, j ≥ 0} be the discrete time random walk
embedded in X . We will define Y˜ , the discrete time random walk embedded in X˜ ,
below. We will write
Xt = (X
1
t , X
2
t , . . . , X
d
t ), X˜t = (X˜
1
t , X˜
2
t , . . . , X˜
d
t ),
Yj = (Y
1
j , Y
2
j , . . . , Y
d
j ), Y˜j = (Y˜
1
j , Y˜
2
j , . . . , Y˜
d
j ).
For i = 1, . . . , d, let
Y˜ ij =
{
−Y ij +X0 + X˜0 for 0 ≤ j ≤ τ := T (|Y i· − Y˜ i· |, {0, 1}),
Y ij − Y iτ + Y˜ iτ for j > τ.
Let Y¯ ij = |Y ij − Y˜ ij | and note that Y¯ i is a discrete time lazy symmetric random walk,
with step size 2, starting at a non-negative integer and stopped at the hitting time of
{0, 1}. “Lazy” means here that P(Y¯ ij+1 = Y¯ ij ) = (d− 1)/d.
Fix any β ∈ (0, 1) and δ1 > 0. We will argue that one can choose δ > 0, a0 > 1 and
λ > 1 satisfying conditions (3.48)-(3.51), (3.54)-(3.57), (3.58), (3.62) and (3.63) stated
below, for all a ≥ a0 and m ≥ 1. Note that conditions (3.48)-(3.49) are the same as
(3.1)-(3.2).
We fix δ > 0 and λ > 1 satisfying
(1/β)(1− δ) > 1,(3.48)
(1 + λ+ 3δ)/2 < (1/β)(1− δ),(3.49)
(1 + λ+ 4δ)/4 < 1/λ,(3.50)
1 + λ+ 2δ > (1 + λ+ 3δ)/2.(3.51)
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Let
km,1 = ⌈a(1+λ+2δ)λm − a(1+λ+3δ)λm/2⌉,(3.52)
km,2 = ⌊a(1+λ+2δ)λm + a(1+λ+3δ)λm/2⌋.(3.53)
There exists 1 < a1 <∞ so large that for all a ≥ a1 and m ≥ 1, we have, in view of
(3.51),
km,1 > a
(1+λ+δ)λm ,(3.54)
km,2 < 2a
(1+λ+2δ)λm ,(3.55)
(km1 − a(1+λ+2δ)λ
m
)2 ≥ (1/2)a(1+λ+3δ)λm ,(3.56)
(km2 − a(1+λ+2δ)λ
m
)2 ≥ (1/2)a(1+λ+3δ)λm .(3.57)
We can find a2 ≥ a1 such that, because of (3.50), for a ≥ a2 and m ≥ 1,
1 + a(1+λ+4δ)λ
m/4 < aλ
m/λ/d = aλ
m−1
/d.(3.58)
Let
Ai1 =
{
sup{|Y˜ ij − Y˜ ik | : km,1 ≤ j, k ≤ km,2} ≥ a(1+λ+4δ)λ
m/4
}
.
An application of Kolmogorov’s inequality shows that
P
(
Ai1
) ≤ c1a−δλm/2.(3.59)
Let
Ai2 = {T (Y¯ i, {0, 1}) < T+(Y¯ i, aλ
m+1
)}.
By gambler’s ruin formula, for m ≥ 1,
P
(
(Ai2)
c | Y¯ i0 ≤ aλ
m) ≤ 2 aλm
aλm+1
= 2
(
a1−λ
)λm
.(3.60)
Let
Ai3 = {T (Y¯ i, {0, 1} ∪ [aλ
m+1
,∞)) ≤ a(1+λ+δ)λm}.
We have the following standard estimate,
E
(
T (Y¯ i, {0, 1} ∪ [aλm+1 ,∞)) | Y¯ i0 ≤ aλ
m
)
≤ c2a(1+λ)λm .
Hence,
P
(
(Ai3)
c | Y¯ i0 ≤ aλ
m) ≤ c2a(1+λ)λm/a(1+λ+δ)λm = c2a−δλm .(3.61)
Let c3 = c1 + c2 + 14 so that for a ≥ a2 and m ≥ 1,
2
(
a1−λ
)λm
+ c1a
−δλm/2 + c2a
−δλm + 14a−δλ
m ≤ 2 (a1−λ)λm + c3a−δλm/2.(3.62)
Recall that δ1 > 0 has been fixed. Given λ, δ and a2 chosen so far, we can find a0 ≥ a2
so that, for a ≥ a0, we have
∞∑
m=1
d
(
2
(
a1−λ
)λm
+ c3a
−δλm/2
)
< δ1/4 ∧ 1/2.(3.63)
This completes the specification of δ, λ and a0.
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Let X̂t = X˜t for t ≤ T (X − X˜, 0) and let {X̂t, t ≥ T (X − X˜, 0)} be a continuous
random walk on Zd with the same skeleton process as that of {X˜t, t ≥ T (X − X˜, 0)},
but with holding times independent of X and {X˜t, t ≤ T (X − X˜, 0)}. Let S(j) be the
time of the j-th jump of X , let S˜(j) be the time of the j-th jump of X˜ , and let Ŝ(j)
be the time of the j-th jump of X̂ .
Let t1 = a
(1+λ+2δ)λm . Let M be the number of jumps of X before t1 and let M̂
be the number of jumps of X̂ before t1. Recall km,1 from (3.52). The random variable
S(km,1) is the sum of km,1 independent exponential random variables. By the Chebyshev
inequality, using (3.56), for m ≥ 1,
P(M ≤ km,1) = P(S(km,1) ≥ t1) ≤ km,1
(km,1 − t1)2 ≤ 2
⌈a(1+λ+2δ)λm − a(1+λ+3δ)/2λm⌉
(a(1+λ+3δ)λm/2)2
≤ 2a
(1+λ+2δ)λm
a(1+λ+3δ)λm
= 2a−δλ
m
.(3.64)
For the same reason, we have,
P(M̂ ≤ km,1) ≤ 2a−δλm .(3.65)
A similar calculation using (3.55) and (3.57) gives
P(M ≥ km,2) ≤ 4a−δλm ,(3.66)
P(M̂ ≥ km,2) ≤ 4a−δλm .(3.67)
Let
A4 = {km,1 ≤M ≤ km,2, km,1 ≤ M̂ ≤ km,2}.
We combine (3.64), (3.65), (3.66) and (3.67) to see that
P (A4) ≥ 1− 12a−δλm .(3.68)
Let
A5 = {M ≤ a(1+λ+δ)λm}.
It follows from (3.54) and (3.64) that
P(A5) ≤ 2a−δλm .(3.69)
Suppose that (Ai1)
c ∩Ai2 ∩Ai3 ∩A4 ∩Ac5 holds. Then X it1 = Y iM (by the definition of
M) and |Y iM − Y˜ iM | ≤ 1 (because Ai2 ∩Ai3 ∩Ac5 holds). We also have X̂ it1 = Y˜ iM̂ (by the
definition of M̂) and |Y˜ i
M̂
− Y˜ iM | ≤ a(1+λ+4δ)λm/4 (because (Ai1)c ∩ A4 holds). It follows
that, using condition (3.58),
|X it1 − X̂ it1 | ≤ |X it1 − Y˜ iM |+ |X̂ it1 − Y˜ iM | = |Y iM − Y˜ iM |+ |Y˜ iM̂ − Y˜ iM | ≤ 1 + a(1+λ+4δ)λ
m/4
≤ aλm−1/d.
Let
Um = t1 ∧ T (X − X˜, 0) = a(1+λ+2δ)λm ∧ T (X − X˜, 0).(3.70)
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Then
|X iUm − X˜ iUm| = |X iUm − X̂ iUm| ≤ |X it1 − X̂ it1 | ≤ aλ
m−1
/d.
It follows from (3.59), (3.60), (3.61), (3.68), (3.69) and (3.62) that
P((Ai1)
c ∩ Ai2 ∩Ai3 ∩A4 ∩ Ac5) ≥ 1− 2
(
a1−λ
)λm
+ c1a
−δλm/2 + c2a
−δλm + 14a−δλ
m
≥ 1− 2 (a1−λ)λm − c3a−δλm/2.
This implies that Um has the following property,
P
(
|X iUm − X˜ iUm | ≤ aλ
m−1
/d | |X0 − X˜0| ≤ aλm
)
≥ 1− 2 (a1−λ)λm − c3a−δλm/2.
It follows that
P
(
|XUm − X˜Um | ≤ aλ
m−1 | |X0 − X˜0| ≤ aλm
)
≥ 1− d
(
2
(
a1−λ
)λm
+ c3a
−δλm/2
)
.
(3.71)
Step 2. Next we will argue that we can define Z and Z˜ so that T (Z − Z˜, 0) < ∞,
a.s., for any initial distributions of Z0 and Z˜0.
Suppose that Z∗ and Z∗∗ are independent continuous time simple random walks. Fix
any t2 ∈ (0,∞). It is easy to see that there exists p1 > 0 such that
P(T (Z∗ − Z∗∗, 0) < t2 | |Z∗0 − Z∗∗0 | ≤ aλ) > p1.(3.72)
We will define two continuous time simple random walks Z and Z˜ starting from
arbitrary deterministic points z0 and z˜0. The construction will be based on a family of
intermediate processes Zj and Z˜j defined as follows. Let m ≥ 1 be the smallest integer
such that |z0 − z˜0| ≤ aλm . Then we let Zm and Z˜m be continuous time simple random
walks defined as X and X˜ at the beginning of Step 1, with Zm0 = z0 and Z˜
m
0 = z˜0. If
m > 1 then let Um be defined as in (3.70) but relative to Z
m and Z˜m. If m = 1 then
let U1 = T (Z
1 − Z˜1, 0) ∧ t2.
We continue the construction using two-stage induction. In one of the stages, the
index will decrease. Suppose that we have defined Zj, Z˜j and Uj for j = m,m−1, m−
2, . . . , n. If ZnUn = Z˜
n
Un or n = 1 or |ZnUn− Z˜nUn | > aλ
n−1
then we stop the induction, that
is, we do not define Zn−1, Z˜n−1 and Un−1. Suppose that one of these events occurred.
Let R1 =
∑
n≤k≤mUk. We define W
1
t and W˜
1
t for t ∈ [0, R1] by setting W 10 = z0,
W˜ 10 = z˜0,
W 1t = Z
j
(
t−
∑
j+1≤k≤m
Uk
)
, W˜ 1t = Z˜
j
(
t−
∑
j+1≤k≤m
Uk
)
,
for t ∈
(∑
j+1≤k≤mUk,
∑
j≤k≤mUk
]
and j = m,m− 1, . . . , n.
Next suppose that n > 1, ZnUn 6= Z˜nUn and |ZnUn − Z˜nUn| ≤ aλ
n−1
. Then we construct
Zn−1 and Z˜n−1 in the same way as X and X˜ were constructed at the beginning of
Step 1, with Zn−10 = Z
n
Un and Z˜
n−1
0 = Z˜
n
Un. We require that jumps of these processes
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are determined by the family {Nxt , t >
∑
n≤k≤mUk} in the sense that Zn−1t jumps at a
time s > 0 if and only if the Poisson process Nx jumps at time s−∑n≤k≤m Uk, where
x = Zn−1s− . Similarly, Z˜
n−1
t jumps at a time s > 0 if and only if the Poisson process N
x
jumps at time s−∑n≤k≤mUk, where x = Z˜n−1s− . We construct the skeleton processes Y
and Y˜ for Zn−1 and Z˜n−1 so that they start from Y0 = Z
n
Un
and Y˜0 = Z˜
n
Un
but otherwise
they are independent of {Zjt , t ≤ Uj} and {Z˜jt , t ≤ Uj} for j = m,m− 1, . . . , n.
Note that the inductive procedure necessarily ends because the parameter n cannot
decrease below 1.
By the strong Markov property, (3.63), (3.71) and (3.72),
P
(
W 1R1 = W˜
1
R1
)(3.73)
≥ P
(( ⋂
2≤j≤m
{
|ZjUj − Z˜jUj | ≤ aλ
j−1
}
∩
{
Z1U1 = Z˜
1
U1
})
∪
⋃
2≤j≤m
{
ZjUj = Z˜
j
Uj
})
≥
(
1−
∑
2≤j≤m
d
(
2
(
a1−λ
)λm
+ c3a
−δλm/2
))
p1 > p1/2.
Note that the above estimate does not depend on m.
We proceed with the second induction argument. Suppose that W j , W˜ j and Rj have
been defined for j = 1, 2, . . . , ℓ. If W ℓRℓ = W˜
ℓ
Rℓ
then we let ζ =
∑ℓ
i=1Ri. We define Zt
and Z˜t for t ∈ [0, ζ ] by setting Z0 = z0, Z˜0 = z˜0, and
Zt = W
i
(
t−
∑
1≤k≤i−1
Rk
)
, Z˜t = W˜
i
(
t−
∑
1≤k≤i−1
Rk
)
,
for t ∈ (∑1≤k≤i−1Rk,∑1≤k≤iRk] and i = 1, 2, . . . , ℓ. We let {Zt, t > ζ} be a continuous
time random walk with Zζ+ = Zζ but otherwise independent of {Zt, t ≤ ζ}. We require,
as usual, that Zt jumps at a time s > ζ if and only if the Poisson process N
x jumps at
time s, where x = Zs−. We also let Z˜t = Zt for t > ζ .
If W ℓRℓ 6= W˜ ℓRℓ then we construct W ℓ+1 and W˜ ℓ+1 in the same way as W 1 and W˜ 1
were constructed, with W ℓ+10 = W
ℓ
Rℓ
and W˜ ℓ+10 = W˜
ℓ
Rℓ
. We require that jumps of these
processes are determined by the family {Nxt , t >
∑
1≤k≤ℓRk} in the sense that W ℓ+1t
jumps at a time s > 0 if and only if the Poisson process Nx jumps at time s−∑1≤k≤ℓRk,
where x = W ℓ+1s− . Similarly, W˜
ℓ+1
t jumps at a time s > 0 if and only if the Poisson
process Nx jumps at time s−∑1≤k≤ℓRk, where x = W˜ ℓ+1s− .
By (3.73),
P
(
W jRj 6= W˜ jRj , j = 1, 2, . . . , ℓ
)
≤ (1− p1/2)ℓ.
Letting ℓ→∞, we conclude that ζ <∞, a.s.
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Step 3. Recall that an arbitrarily small δ1 > 0 has been fixed in Step 1 and fix some
a ≥ a0, λ > 1 and δ > 0 satisfying conditions (3.48)-(3.51), (3.54)-(3.57), (3.58), (3.62)
and (3.63). Since the coupling time ζ for Z and Z˜ constructed in Step 2 is finite, a.s.,
we can find r so large that
P(T (Z − Z˜, 0) < T+(|Z − Z˜|, r) ∧ r | |Z0 − Z˜0| ≤ aλ) > 1− δ1/4.(3.74)
We will strengthen the claim proved in Step 2. Recall t1 = a
(1+λ+2δ)λm and Um defined
in (3.70). For fixed λ, we may make a0 larger, if necessary, so that for all a ≥ a0 and
m ≥ 1 we have ∑mj=1 a(1+λ+2δ)λj + r ≤ 2a(1+λ+2δ)λm . Let t2 = 2a(1+λ+2δ)λm . Then the
same argument which was used in (3.73) and the inequality (3.63) yield
P
(( ⋂
2≤j≤m
{
|ZjUj − Z˜jUj | ≤ aλ
j−1
}
∩
{
Uj ≤ a(1+λ+2δ)λj
})
∪
⋃
2≤j≤m
{
ZjUj = Z˜
j
Uj
})
≥ 1−
∑
2≤j≤m
d
(
2
(
a1−λ
)λm
+ c3a
−δλm/2
)
> 1− δ1/4.
Hence
P(T−(|Z − Z˜|, aλ) < T+(|Z − Z˜|, aλm+1) ∧ 2a(1+λ+2δ)λm | |Z0 − Z˜0| ≤ aλm)(3.75)
> 1− δ1/4.
Since Z and Z˜ are continuous time random walks, standard estimates show that for
some c4 and all sufficiently large m,
P
(
sup
0≤t≤t2
|Zt − Z0| ≥ a(1+λ+3δ)λm/2
)
≤ c4a−δλm/2 ≤ δ1/4,(3.76)
P
(
sup
0≤t≤t2
|Z˜t − Z˜0| ≥ a(1+λ+3δ)λm/2
)
≤ c4a−δλm/2 ≤ δ1/4.(3.77)
These estimates agree with those in part (i) of the lemma.
Let
T∗ = t2 ∧ T+(|Z· − Z0|, a(1+λ+3δ)λm/2) ∧ T+(|Z˜· − Z˜0|, a(1+λ+3δ)λm/2).
The strong Markov property applied at T−(|Z − Z˜|, aλ) and (3.74), (3.75), (3.76) and
(3.77) imply for large m,
P(T (Z − Z˜, 0) < T∗ | |Z0 − Z˜0| ≤ aλm) > 1− δ1.(3.78)
The proof of part (ii) of the lemma is complete. 
4. Convergence to stationary distribution
Theorem 4.1. Let Q∞ be defined as in Theorem 3.1. Suppose that the initial dis-
tribution of {Mt, t ≥ 0} is shift invariant, i.e., for every y ∈ Zd, the distributions of
{Mx0 , x ∈ Zd} and {Mx+y0 , x ∈ Zd} are identical. Assume that for some constants c1
and α < 2d, we have
P(M00 ≥ 0) = 1,(4.1)
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EM00 = 1,(4.2)
Var
(∑
x∈Kn
Mx0
)
≤ c1nα, for all n ≥ 1.(4.3)
Then the distributions of Mt converge to Q∞ as t→∞.
Proof. We will adapt the proof of Theorem 3.1.
Step 1. Let Q∗ denote the distribution of M0. Assume that the theorem is false,
i.e., the distributions of Mt do not converge to Q∞ as t → ∞. Then there exist
x1, . . . , xi1 ∈ Zd and tm such that tm → ∞ as m → ∞, and the distributions of
{(Mx1tm , . . . ,M
xi1
tm ), m ≥ 1} do not converge to the restriction of Q∞ to {x1, . . . , xi1}. Let
M˜t denote the process with the initial distribution Q∞. Suppose that {Mt, t ≥ 0} and
{M˜t, t ≥ 0} are constructed on the same space in such a way that the joint distribution
of (M, M˜) is invariant under shifts by vectors in Zd. Then there exist c2, p1 > 0 such
that for every m0 there exists m > m0 such that,
P
(
i1∑
i=1
|Mxitm − M˜xitm | > c2
)
> p1.(4.4)
Let i2 = ⌈max1≤i≤i1 |xi|⌉. Let Γ1n = {x1, . . . , xi1} and let {Γjn, j = 1, . . . , i3} be the
family of all sets of the form Γ1n + i2v for some v ∈ Zd, such that Γ1n + i2v ⊂ K ′n. If
j 6= i then Γjn ∩ Γin = ∅. Note that i3 = i3(n) ≥ ⌊n/(2i2)⌋d ≥ c3nd for n ≥ 2i2. We
obtain from (4.4) that for every m0 there exists m > m0 such that,
E
∑
x∈Kn
|Mxtm − M˜xtm | = E
∑
x∈K ′n
|Mxtm − M˜xtm | = E
i3∑
j=1
∑
x∈Γjn
|Mxtm − M˜xtm |(4.5)
= i3
∑
x∈Γ1n
E |Mxtm − M˜xtm | ≥ i3c2p1 ≥ c4nd.
We will show that the last inequality is false for some n and large m and hence the
theorem is true.
Step 2. Fix some β ∈ (0, 1). We will consider pairs of positive integers n and nβ such
that n is the smallest integer greater than or equal to n
1/β
β which is divisible by nβ.
Let K1n = {1, . . . , nβ}d and let {Kjn, j = 1, . . . , jn} be the family of all sets of the form
K1n+nβv for some v ∈ Zd, such that (K1n+nβv)∩Kn 6= ∅. We will write J = {1, . . . , jn}.
We have
EQ∗
∑
x∈Kjn
Mx0
 = EQ∞
∑
x∈Kjn
M˜x0
 = |Kjn| = ndβ .(4.6)
By Corollary 3.6,
VarQ∞
∑
x∈Kjn
M˜x0
 = nd−1β .
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It follows from this, (4.2), (4.3), (4.6) and Ho¨lder’s inequality that,
E
∣∣∣∣∣∣
∑
x∈Kjn
Mx0 −
∑
x∈Kjn
M˜x0
∣∣∣∣∣∣ ≤ E
∣∣∣∣∣∣
∑
x∈Kjn
Mx0 − ndβ
∣∣∣∣∣∣ + E
∣∣∣∣∣∣
∑
x∈Kjn
M˜x0 − ndβ
∣∣∣∣∣∣(4.7)
≤ √c1nα/2β + n(d−1)/2β .
Fix Kjn and suppose that
∑
x∈Kjn
Mx0 ≤
∑
x∈Kjn
M˜x0 . Then let
a(j, n) =
∑
x∈Kjn
Mx0∑
x∈Kjn
M˜x0
≤ 1,(4.8)
M∗,x0 = M
x
0 , x ∈ Kjn,(4.9)
M˜∗,x0 = a(j, n)M˜
x
0 , x ∈ Kjn.(4.10)
Note that
Λjn :=
∑
x∈Kjn
M∗,x0 =
∑
x∈Kjn
M˜∗,x0 .(4.11)
If
∑
x∈Kjn
Mx0 >
∑
x∈Kjn
M˜x0 then we interchange the roles of processes M and M˜ in the
definitions (4.8)-(4.10) so that (4.11) still holds.
We obtain from (4.11) ∑
x∈Kn
M∗,x0 =
∑
x∈Kn
M˜∗,x0 .(4.12)
It follows from (4.7) that for some c5, c6 and γ > 0,
E
((∑
x∈Kn
Mx0 −
∑
x∈Kn
M∗,x0
)
+
(∑
x∈Kn
M˜x0 −
∑
x∈Kn
M˜∗,x0
))
(4.13)
≤ (√c1nα/2β + n(d−1)/2β )c5nd(1−β) ≤ c6nd−γ.
Step 3. We will now choose values for parameters used in this step. Recall that
we have fixed a β ∈ (0, 1). We now fix δ1 > 0 so small that 6δ1 < c4/4, where c4 is
the constant in (4.5). Then we choose a0, m1, δ and λ corresponding to β and δ1 as in
Lemma 3.2. Consider a ≥ a0, m ≥ m1 and let nβ be such that dnβ < aλm ≤ 2dnβ.
Recall c6 and γ from (4.13). We make n and m larger, if necessary, so that
nd − 2dnd−1((2d)(1/β)(1−δ)n1−δ + nβ) > |Kn|(1− δ1),
c6n
d−γ ≤ δ1nd.(4.14)
Suppose that {Nxt , t ∈ R}, x ∈ Zd, are independent Poisson processes. We assume
that M0, M˜0 and {Nxt , t ∈ R}, x ∈ Zd, are independent.
Recall definitions (4.8)-(4.10). Let µj and µ˜j be the probability measures on Kjn
defined by
µj(x) =M∗,x0 /Λ
j
n, µ˜
j(x) = M˜∗,x0 /Λ
j
n, x ∈ Kjn.
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Let Zt and Z˜t be a coupling of two continuous time nearest neighbor random walks
constructed as in Lemma 3.2, with the following initial distribution,
P(Z0 = x) = µ
j(x), P(Z˜0 = x) = µ˜
j(x), x ∈ Kjn.
The joint distribution of Z0 and Z˜0 is irrelevant to our argument but for the sake of
definiteness we assume that these random variables are independent.
Recall that dnβ < a
λm ≤ 2dnβ. Then |Z0 − Z˜0| ≤ aλm and Lemma 3.2 implies that,
P(T (Z − Z˜, 0) < T∗) > 1− δ1.(4.15)
Recall the following estimate from (3.21),
a(1+λ+3δ)λ
m/2 ≤ (2d)(1/β)(1−δ)n1−δ.(4.16)
Recall J from Step 2. Let A be the family of all j ∈ J such that dist(Kjn, Kcn) ≥
a(1+λ+3δ)λ
m/2. Let K∗n =
⋃
j∈AK
j
n. We have shown in (3.22) that,
|K∗n| > |Kn|(1− δ1).(4.17)
Let {M1t , t ≥ 0} be the meteor process with the initial distribution defined byM1,x0 =
M∗,x0 if x ∈ Kn. For all other x ∈ Zd \Kn, we let M1,x0 = 0. The jump times of M1,x are
defined by {Nk,xt , t ∈ R}, x ∈ Zd, in the usual way. The process
{
M˜1t , t ≥ 0
}
is defined
in an analogous way, with the initial distribution M˜1,x0 = M˜
∗,x
0 for x ∈ Kn.
Recall from Lemma 3.2 that t∗ = 2a
(1+λ+2δ)λm . Let F∗ be the σ-field generated by
M10, M˜
1
0, and {Nk,xt , 0 ≤ t ≤ t∗}, x ∈ Zd. Let G0 be the σ-field generated by M10 and
M˜10. We have, a.s., for all x ∈ Zd,
M1,xt∗ =
∑
j∈J
ΛjnPµj (Zt∗ = x | F∗), M˜1,xt∗ =
∑
j∈J
ΛjnPµ˜j (Z˜t∗ = x | F∗).
This implies that, a.s.,∑
x∈Kn
|M1,xt∗ − M˜1,xt∗ | ≤
∑
j∈J
ΛjnPµ˜j (Zt∗ 6= Z˜t∗ | F∗).
By (4.15),
E
∑
x∈Kn
|M1,xt∗ − M˜1,xt∗ | = EE
(∑
x∈Kn
|M1,xt∗ − M˜1,xt∗ | | F∗
)
≤ EE
(∑
j∈J
Λjn1(Xt∗ 6= X˜t∗) | F∗
)
= EE
(∑
j∈J
Λjn1(Xt∗ 6= X˜t∗) | G0
)
≤ δ1E
∑
j∈J
Λjn.
Since
EΛjn = EQk
∑
x∈Kjn
M∗,x0 ≤ EQk
∑
x∈Kjn
Mx0 = |Kjn| = ndβ,
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it follows that
E
∑
x∈Kn
|M1,xt∗ − M˜1,xt∗ | ≤ δ1|J|ndβ = δ1(n/nβ)dndβ = δ1nd.(4.18)
Let
{
M
2,x
t , t ≥ 0
}
be the meteor process with the initial distribution defined by
M2,x0 = M
x
0 − M1,x0 if x ∈ Kn. For all other x ∈ Zd \ Kn, we let M2,x0 = 0. The
jump times of M2,x are defined by {Nk,xt , t ∈ R}, x ∈ Zd, in the usual way. The process{
M˜
2,x
t , t ≥ 0
}
is defined in an analogous way. It follows from (4.13) and (4.14) that
E
∑
x∈Kn
|M2,xt∗ − M˜2,xt∗ | ≤ E
∑
x∈Kn
M2,xt∗ + E
∑
x∈Kn
M˜2,xt∗(4.19)
≤ E
((∑
x∈Kn
Mx0 −
∑
x∈Kn
M∗,x0
)
+
(∑
x∈Kn
M˜x0 −
∑
x∈Kn
M˜∗,x0
))
≤ c6nd−γ ≤ δ1nd.
Let
{
M
3,x
t , t ≥ 0
}
be the meteor process with the initial distribution defined by
M3,x0 = M
x
0 if x ∈ Zd \ Kn. For x ∈ Kn, we let M3,x0 = 0. The jump times of
M3,x are defined by {Nk,xt , t ∈ R}, x ∈ Zd, in the usual way. The process
{
M˜
3,x
t , t ≥ 0
}
is defined in an analogous way. Note that for all x ∈ Kn and t ≥ 0,
Mxt = M
1,x
t +M
2,x
t +M
3,x
t ,(4.20)
and the analogous formula holds for M˜xt . We have by (4.17),
E
∑
x∈Kn\K∗n
|M3,xt∗ − M˜3,xt∗ | ≤ E
∑
x∈Kn\K∗n
(M3,xt∗ + M˜
3,x
t∗ ) ≤ E
∑
x∈Kn\K∗n
(Mxt∗ + M˜
x
t∗)
=
∑
x∈Kn\K∗n
(EMxt∗ + E M˜
x
t∗) = 2|Kn \K∗n| < 2δ1|Kn| = 2δ1nd.(4.21)
Since EM3,x0 = 1Zd\Kn(x), one can easily show that
EM3,xt∗ =
∑
y∈Zd\Kn
P(Zt∗ = x | Z0 = y)(4.22)
=
∑
y∈Zd\Kn
P(Zt∗ = y | Z0 = x) = P(Zt∗ ∈ Zd \Kn | Z0 = x).
Recall that the Hausdorff distance between K∗n and Z
d\Kn is greater than a(1+λ+3δ)λm/2.
These observations, (4.22) and Lemma 3.2 (i) imply that for x ∈ K∗n, EM3,xt∗ ≤ δ1. For
the same reason, E M˜3,xt∗ ≤ δ1. It follows that
E
∑
x∈K∗n
|M3,xt∗ − M˜3,xt∗ | ≤ E
∑
x∈K∗n
(M3,xt∗ + M˜
3,x
t∗ ) =
∑
x∈K∗n
(EM3,xt∗ + E˜M
3,x
t∗ )
≤ 2δ1|K∗n| < 2δ1|Kn| = 2δ1nd.(4.23)
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Recall that we have chosen δ1 > 0 so that 6δ1 < c4/4. In view of (4.20), the estimates
(4.18), (4.19), (4.21) and (4.23) imply that, for large n,
E
∑
x∈Kn
|Mxt∗ − M˜xt∗ | ≤ 6δ1nd < (c4/4)δ1nd.
Recall that the joint distribution of (M, M˜) is invariant under shifts by vectors in Zd.
This and the last estimate imply that for every x ∈ Zd, E |Mxt∗ − M˜xt∗ | < (c4/4)δ1.
It follows that E(Mxt∗ − M˜xt∗)+ < (c4/4)δ1 and E(M˜xt∗ −Mxt∗)+ < (c4/4)δ1 for all x ∈
Z
d, where a+ = max(a, 0). This easily implies that E(Mxt − M˜xt )+ < (c4/4)δ1 and
E(M˜xt −Mxt )+ < (c4/4)δ1 for all x ∈ Zd and t ≥ t∗. Hence, for t ≥ t∗,
E
∑
x∈Kn
|Mxt − M˜xt | < (c4/2)δ1nd.
This contradicts (4.5) and, therefore, completes the proof. 
Corollary 4.2. Let Q∞ be defined as in Theorem 3.1. Suppose that M
x
0 , x ∈ Zd, are
i.i.d. non-negative random variables with EMx0 = 1. Then the distributions of Mt
converge to Q∞ as t→∞.
Proof. Fix an arbitrarily small δ > 0. For 0 < a < ∞, let Mx,a0 = Mx0 1{Mx0≤a}, and
let {Mat , t ≥ 0} be the meteor process with the initial distribution {Mx,a0 , x ∈ Zd}.
Let M˜x,a0 = M
x
0 1{Mx0>a} and let {M˜at , t ≥ 0} be the meteor process with the initial
distribution {M˜x,a0 , x ∈ Zd}. Suppose that a is so large that µ(a) := EM0,a0 > 1 − δ
and E M˜0,a0 < δ. Since M
x,a
0 , x ∈ Zd, are i.i.d. and bounded, we have for some finite c1,
P(M0,a0 ≥ 0) = 1,
EM0,a0 = µ(a) ∈ (1− δ, 1),
Var
(∑
x∈Kn
Mx,a0
)
≤ c1nd, for all n ≥ 1.
Comparing these formulas to (4.1)-(4.3), we see that Theorem 4.1 implies that the
distributions of Mat converge to Q
µ(a)
∞ as t → ∞, where Qµ(a)∞ is as in Remark 3.3.
We have E M˜x,at < δ for all t > 0 and x ∈ Zd by the conservation of mass and shift
invariance. Since Mt = M
a
t + M˜
a
t and δ is arbitrarily small, the last two claims easily
imply the corollary. 
Remark 4.3. (i) The condition α < 2d in Theorem 4.1 cannot be relaxed. To see
this, consider the following initial distribution of the process M. With probability 1/2,
Mx0 = 0 for all x ∈ Zd. With probability 1/2, Mx0 = 2 for all x ∈ Zd. It is elementary
to check that this distribution is shift invariant and satisfies (4.1)-(4.3) with α = 2d.
Recall distributions Qc∞ from Remark 3.3. It follows easily from Theorem 4.1 that the
distributions of Mt converge, as t→∞, to (1/2)Q0∞ + (1/2)Q2∞ 6= Q∞.
(ii) We conjecture that Theorem 4.1 remains true even if we drop the assumption
that M0 has shift invariant distribution.
METEOR PROCESS ON Z
d
29
5. Flows and reflected paths
We will prove a theorem about the flow of mass between adjacent sites in Z. We
will write F xt to denote the net flow between x and x+ 1 on the time interval [0, t], for
x ∈ Z and t ≥ 0. More formally,
F xt =
1
2
∑
0≤s≤t
(
(Nxs −Nxs−)Mxs− − (Nx+1s −Nx+1s− )Mx+1s−
)
.
Theorem 5.1. Consider the meteor process Mt on Z in the stationary regime, i.e.,
suppose that the distribution of M0 is Q∞. Then for every t ≥ 0,
VarF 0t ≤ 2.
Proof. Fix any t ≥ 0 and consider an odd integer x > 6. We will eventually let x→∞
so x should be thought of as a large integer. Note that
F 0t − F xt =
∑
1≤y≤x
Myt −
∑
1≤y≤x
My0 .
By stationarity of the process M, the distribution of
∑
1≤y≤xM
y
s does not depend on
s, so
E
(
F 0t − F xt
)
= E
( ∑
1≤y≤x
Myt
)
− E
( ∑
1≤y≤x
My0
)
= 0.(5.1)
We obtain from (3.47),
Var
(
F 0t − F xt
)
= Var
( ∑
1≤y≤x
Myt −
∑
1≤y≤x
My0
)(5.2)
≤ Var
( ∑
1≤y≤x
Myt
)
+ 2
(
Var
( ∑
1≤y≤x
Myt
)
Var
( ∑
1≤y≤x
My0
))1/2
+Var
( ∑
1≤y≤x
My0
)
≤ 4.
Given {Ny, y ∈ Z}, y1, y2 ∈ Z and t1 < t2, we will say that there is a path between
(y1, t1) and (y2, t2) if some mass could pass from the first point to the other according
to the rules of the meteor process evolution (see the definition of “acceptable path”
in the proof of Proposition 2.1). Let A−x be the event that there is no path from any
point ((x− 3)/2, s), s ∈ [0, t], to (0, t). Let A+x be the event that there is no path from
any point ((x + 3)/2, s), s ∈ [0, t], to (x, t). Let Ax = A−x ∩ A+x . It is easy to see that
PQ∞(Ax)→ 1 as x→∞. We obtain using (5.1) and (5.2),
Var
((
F 0t − F xt
)
1Ax
) ≤ E ((F 0t − F xt ) 1Ax)2 ≤ E (F 0t − F xt )2(5.3)
= Var
(
F 0t − F xt
) ≤ 4.
If a random variable ξ has finite variance or ξ1Ax has finite variance then
Var(ξ | Ax)(5.4)
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= E((ξ − E(ξ | Ax))2 | Ax)
= E
((
ξ − E(ξ1Ax)
1
P(Ax)
)2
1Ax
)
1
P(Ax)
=
1
P(Ax)
E
(
ξ21Ax − 2ξE(ξ1Ax)
1Ax
P(Ax)
+
1
P(Ax)2
(E(ξ1Ax))
2
1Ax
)
=
1
P(Ax)
(
E(ξ1Ax)
2 − (E(ξ1Ax))2
)
+
P(Ax)− 1
P(Ax)2
(E(ξ1Ax))
2(5.5)
=
1
P(Ax)
Var(ξ1Ax) +
P(Ax)− 1
P(Ax)2
(E(ξ1Ax))
2
≤ 1
P(Ax)
Var(ξ1Ax).(5.6)
Consider an arbitrary δ ∈ (0, 1/2) and fix x1 so large that for x ≥ x1 we have P(Ax) ≥
1− δ. We apply (5.4)-(5.6) to ξ = F 0t − F xt and we use (5.3) to see that for x ≥ x1,
Var(F 0t − F xt | Ax) ≤ 4/(1− δ).(5.7)
We will now show that F 0t and F
x
t are conditionally uncorrelated given Ax. Let
Gt = σ{Nys , s ∈ [0, t], y ∈ Z}. It is easy to see that there exist random variables
α(v, z) ≥ 0, v, z ∈ Z, which are measurable with respect to Gt and such that, a.s., for
all z ∈ Z, we have F zt =
∑
v∈Z α(v, z)M
v
0 . The random variables α(v, z) encode the
transport of the mass from v to z and then to z + 1, and from v to z + 1 and then to
z, along the paths “opened” by N ’s.
For y ∈ Z, let Gy be the event that there was no meteor hit at y between times 0
and t. We have P(Gy) = e
−t for all y. Suppose that v, z ∈ Z and v < z. A part
of the mass that was present at v at time 0 could have moved between vertices z and
z + 1 during the time interval [0, t] only if the event C(v, z) :=
⋃
v≤w≤z−1Gw did not
occur. By the independence of Gy’s, for v < z, P (C(v, z)
c) = (1 − e−t)z−v. Hence,
P(α(v, z) 6= 0) ≤ (1−e−t)z−v. A similar argument yields P(α(v, z) 6= 0) ≤ (1−e−t)v−z−1
for v > z + 1. Note that α(v, z) ≤ 1 for all v and z. These observations and (3.30)
imply that, for all z1, z2 ∈ Z,
E
∑
v∈Z
∑
w∈Z
|α(v, z1)Mv0α(w, z2)Mw0 | =
∑
v∈Z
∑
w∈Z
E |α(v, z1)α(w, z2)|E |Mv0Mw0 |
≤
∑
v∈Z
∑
w∈Z
(Eα(v, z1)
2)1/2(Eα(w, z2)
2)1/2(E(Mv0 )
2)1/2(E(Mw0 )
2)1/2
≤
∑
v∈Z
(1− e−t)|z1−v|−1 <∞.
The above bound allows us to change the order of summation in the calculation of
Cov(F 0t , F
x
t | Ax) below. Recall that 1Ax = 1A−x 1A+x . Since
A−x ∈ σ{Nys , s ∈ [0, t], y ≤ (x− 3)/2} and A+x ∈ σ{Nys , s ∈ [0, t], y ≥ (x+ 3)/2},
the events A−x and A
+
x are independent. This implies independence of the following
pairs of random variables for v ≤ (x−3)/2 and w ≥ (x+3)/2: α(v, 0)Mv01A−x and 1A+x ;
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α(w, x)Mw0 1A−x and 1A+x . All these remarks imply that
Cov(F 0t , F
x
t | Ax) = E(F 0t F xt | Ax)− E(F 0t | Ax)E(F xt | Ax)
= E
(∑
v∈Z
α(v, 0)Mv0
∑
w∈Z
α(w, x)Mw0 1Ax
)
/P(Ax)
−
[
E
(∑
v∈Z
α(v, 0)Mv01Ax
)
/P(Ax)
]
·
[
E
(∑
w∈Z
α(w, x)Mw0 1Ax
)
/P(Ax)
]
= E
 ∑
v≤(x−3)/2
α(v, 0)Mv01A−x
∑
w≥(x+3)/2
α(w, x)Mw0 1A+x
 /P(Ax)
−
E
 ∑
v≤(x−3)/2
α(v, 0)Mv01A−x 1A+x
 /P(Ax)
×
×
E
 ∑
w≥(x+3)/2
α(w, x)Mw0 1A−x 1A+x
 /P(Ax)

=
∑
v≤(x−3)/2
∑
w≥(x+3)/2
[
E
(
α(v, 0)Mv01A−x α(w, x)M
w
0 1A+x
)
/P(Ax)
− E (α(v, 0)Mv01A−x ) (P(A+x )/P(Ax))E (α(w, x)Mw0 1A+x ) (P(A−x )/P(Ax)) ]
= (1/P(Ax))
∑
v≤(x−3)/2
∑
w≥(x+3)/2
[
E
(
α(v, 0)Mv01A−x α(w, x)M
w
0 1A+x
)
− E (α(v, 0)Mv01A−x )E (α(w, x)Mw0 1A+x ) ].
Each term in the last sum is equal to 0 because for any v ≤ (x−3)/2 and w ≥ (x+3)/2,
the random variables Mv0 and M
w
0 are uncorrelated (see (3.32)), the random vari-
ables α(v, 0)1A−x and α(w, x)M
w
0 1A+x are independent, and so are the random variables
α(v, 0)Mv01A−x and α(w, x)1A+x . We conclude that Cov(F
0
t , F
x
t | Ax) = 0, i.e., F 0t and
F xt are conditionally uncorrelated given Ax. This and (5.7) imply that
Var(F 0t | Ax) + Var(F xt | Ax) = Var(F 0t − F xt | Ax) ≤ 4/(1− δ).
By symmetry, Var(F 0t | Ax) = Var(F xt | Ax) so
Var(F 0t | Ax) ≤ 2/(1− δ).(5.8)
Recall events Gy and let Hy =
⋃
1≤v≤y(Gv ∩ G−v) for y ≥ 1. By independence of
Gy’s, P(H
c
y) = (1 − e−2t)y for y ≥ 1. A part of the mass that was present at −y and
y at time 0 could have moved between vertices 0 and 1 during the time interval [0, t]
only if Hy failed. Hence,
a := E |F 0t | ≤ EM00 +
∑
y≥1
P(Hcy)E(M
y
0 +M
−y
0 ) ≤ 1 +
∑
y≥1
2(1− e−2t)y <∞.
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Recall that P(Ax) ≥ 1− δ > 1/2 for x ≥ x1. We obtain from (5.4) and (5.5),
E(ξ1Ax)
2 = P(Ax) Var(ξ | Ax) +
(
1− P(Ax)− 1
P(Ax)
)
(E(ξ1Ax))
2
≤ Var(ξ | Ax) + 2 (E(ξ1Ax))2 .
We apply this formula to ξ = F 0t and use (5.8) to see that for x ≥ x1,
E(F 0t 1Ax)
2 ≤ Var(F 0t | Ax) + 2
(
E(F 0t 1Ax)
)2 ≤ 2/(1− δ) + 2a2.(5.9)
It is easy to see that A−x ⊂ A−x+2 for all odd x > 6 and P(A−x )→ 1 as x→∞. Given
A−x , the event A
+
x and the random variable F
0
t are independent so the conditional
distribution of F 0t given A
−
x is the same as the conditional distribution of F
0
t given Ax.
This implies that
E(F 0t 1A−x )
2 = E((F 0t 1A−x )
2 | A−x )P(A−x ) = E((F 0t )2 | A−x )P(A−x )
(5.10)
= E((F 0t )
2 | Ax)P(A−x ) =
P(A−x )
P(Ax)
E((F 0t 1Ax)
2 | Ax)P(Ax) = P(A
−
x )
P(Ax)
E(F 0t 1Ax)
2.
Since limx→∞P(Ax) = limx→∞P(A
−
x ) = 1, the last formula and (5.9) imply that for
some x2 and all x ≥ x2, E(F 0t 1A−x )2 ≤ 2/(1 − δ) + 2a2 + δ. By Fatou’s Lemma,
E(F 0t )
2 ≤ 2/(1− δ) + 2a2 + δ, so
VarF 0t ≤ E(F 0t )2 ≤ 2/(1− δ) + 2a2 + δ.(5.11)
Recall that E |F 0t | < ∞. By symmetry, EF 0t = 0. By dominated convergence,
limx→∞E(F
0
t 1A−x ) = 0. A calculation similar to that in (5.10) shows that E(F
0
t 1Ax) =
P(Ax)
P(A−x )
E(F 0t 1A−x ). This, the previous observation and the fact that limx→∞P(Ax) =
limx→∞P(A
−
x ) = 1 imply that limx→∞E(F
0
t 1Ax) = 0. Hence, we can strengthen (5.9)
to see that for any δ > 0, some x3 and all x ≥ x3,
E(F 0t 1Ax)
2 ≤ Var(F 0t | Ax) + 2
(
E(F 0t 1Ax)
)2 ≤ 2/(1− δ) + δ.
This allows to strengthen (5.11) as follows,
VarF 0t ≤ E(F 0t )2 ≤ 2/(1− δ) + 2δ.
Since δ > 0 is arbitrarily small, this completes the proof. 
We will now introduce an alternative representation of the meteor process on Z. The
mass at each vertex will be represented by ordered particles. Any two particles will be
always ordered in the same way, no matter at which vertex they reside. Let
Γ00 = 0,
Γk0 =
k−1∑
j=0
M j0 , k ≥ 1,
Γk0 = −
−1∑
j=k
M j0 , k ≤ −1.
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We define Γkt to be a piecewise constant RCLL function with values in R as follows.
The function Γk· jumps at time t only if N
k−1
t = N
k−1
t− + 1 or N
k
t = N
k
t− + 1. If
Nk−1t = N
k−1
t− + 1 then Γ
k
· jumps at time t to (Γ
k−1
t− +Γ
k
t−)/2. If N
k
t = N
k
t− + 1 then Γ
k
·
jumps at time t to (Γkt− + Γ
k+1
t− )/2.
Heuristically speaking, functions Γk play a role similar to that of the cumulative
distribution function for probability distributions on the real line. A further heuristic
interpretation of these functions is that they determine the positions of infinitely many
(uncountably many) particles moving along non-crossing trajectories in the following
sense. The particle with label y ∈ R is located at vertex k ∈ Z at time t if an only
if Γkt ≤ y < Γk+1t . We formalize this by defining Hyt , the position of y at time t, to
be the unique k such that Γkt ≤ y < Γk+1t . Note that for all x, y ∈ R and s, t ≥ 0,
(Hxs −Hys )(Hxt −Hyt ) ≥ 0, i.e., x and y are always ordered in the same way.
Proposition 5.2. Suppose that M0 has the distribution Q∞. Then for every α ∈ (0, 2)
there exists c1 <∞ such that for all y ∈ R and t ≥ 0, E(|Hyt −Hy0 |α) < c1.
Proof. Recall the notation F xt from Theorem 5.1. Let k0 = H
y
0 . Consider any integer
m ≥ 1 and suppose that |Hyt − Hy0 | > m. By symmetry, it will suffice to analyze the
case Hyt − Hy0 > m. If this event occurred then at least one of the following events
occurred,
A1 = {F k0t ≥ m/2},
A2 =
{
k0+m∑
j=k0+1
M jt ≤ m/2
}
.
By Theorem 5.1,
P(A1) ≤ VarF
k0
t
(m/2)2
≤ 8m−2.(5.12)
Corollary 3.6 implies that
P(A2) ≤ P
(∣∣∣∣∣
k0+m∑
j=k0+1
M jt −m
∣∣∣∣∣ ≥ m/2
)
≤ Var
∑k0+m
j=k0+1
M jt
(m/2)2
≤ 4m−2.
This and (5.12) imply that, for m ≥ 1,
P(|Hyt −Hy0 | > m) = 2P(Hyt −Hy0 > m) ≤ 2(P(A1) + P(A2)) ≤ 24m−2.(5.13)
Note that the inequality also holds for real m ≥ 1. It is well known that for a non-
negative random variable ξ and α > 0,
E ξα = α
∫ ∞
0
aα−1 P(ξ > a)da.
Hence, (5.13) yields for every α ∈ (0, 2) and some c1 = c1(α) <∞,
E(|Hyt −Hy0 |α) = α
∫ ∞
0
aα−1 P(|Hyt −Hy0 | > a)da
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≤ α
∫ 1
0
aα−1da+ α
∫ ∞
1
aα−124a−2da < c1.

Remark 5.3. (i) One may ask whether the condition α < 2 in Proposition 5.2 is sharp.
We believe that it is not. We conjecture that for every α < ∞ there exists c1 < ∞
such that for all y ∈ R and t ≥ 0, E(|Hyt −Hy0 |α) < c1. Similarly, we believe that the
uniform bound in Theorem 5.1 can be extended to every moment of F 0t .
(ii) We present an informal but easy to formalize argument showing that on a circular
graph, a particle in an ordered system of particles cannot move more than two full circles
around the graph. Consider the circular graph Cn and identify its vertices with points
ei2πk/n on the unit circle S. Let H˜θ0 denote the position of the particle with label θ at
time 0, where eiθ ∈ S. Processes H˜θt are defined in a way analogous to that for Hyt ; we
leave the details of the construction to the reader. Let a =
∫ 2π
0
H˜θ0dθ. Note that when a
meteor hits at time t, half of the mass is moved 2π/n radians in the clockwise direction
and half of the mass is moved 2π/n radians in the opposite direction. Hence, for every
meteor hit time t ≥ 0, ∫ 2π
0
H˜θt dθ =
∫ 2π
0
H˜θt−dθ. It follows that
∫ 2π
0
H˜θt dθ = a for all
t ≥ 0. Suppose that a particle moved more than two full circles around the graph,
say, in the clockwise direction, between times 0 and t. Then, because all particles are
ordered, all other particles must have moved at least one full circle in the clockwise
direction. Thus
∫ 2π
0
H˜θt dθ ≥ a + (2π)2 > a. This is a contradiction. It shows that a
particle in an ordered system of particles can never move more than two full circles
around the graph. A slight improvement of the argument shows that a particle can
never move by the angle 2π(1 + 1/n).
(iii) The representation of the meteor model using non-crossing functionsHy is similar
in spirit to some other models known in the literature. One of them is the motion of the
tracer particle in the exclusion process, see, e.g., [2]. Another one is the trajectory of a
particle in one of several models for reflecting paths proposed by Harris [11] and Spitzer
[17], and later generalized and carefully analyzed in [7]. In all the cited models, the
variance of the reflecting particle location grows with time (as a power of time). It is
rather surprising that the variance of Hyt is not growing with time. This may be related
to the fact that in the model of Howitt and Warren [13], the mass redistribution function
has to be rescaled as in [13, (1.4)] for the limit in their theorems to be non-degenerate.
(iv) An intriguing problem of “number variance saturation” was studied in [10]. At
this point it is not clear whether the resemblance between that phenomenon and our
Proposition 5.2 is more than superficial.
6. Support of the stationary measure
Consider a connected simple graph G with a finite vertex set V and let k = |V |. Note
that Mt ∈ [0,∞)V . Recall from Section 2 that there exists a unique stationary measure
Q for the meteor process with
∑
x∈V M
x
0 = k. Let UQ be the closure of the support of
Q in [0,∞)V . We define U to be the (closed) subset of [0,∞)V which consists of all
{ax, x ∈ V } such that
∑
x∈V ax = k and ax = 0 for at least one x ∈ V .
Theorem 6.1. We have UQ = U .
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Proof. The inclusion UQ ⊂ U is obvious. We will prove the opposite inclusion.
Step 1. Recall that dx denotes the degree of vertex x ∈ V . For a = {ax, x ∈ V } ∈
[0,∞)V and a vertex y ∈ V , we define T(a, y) = {bx, x ∈ V } by setting by = 0, and
bx = ax + by/dy for all x ↔ y. We let bx = ax if x 6↔ y and x 6= y. Note that the
operation T encodes the jump of the meteor process when a meteor hits vertex y.
We will now define an “inverse” operation to T. For a vertex y ∈ V and a =
{ax, x ∈ V } ∈ [0,∞)V , let aminy = minx↔y ax. We let R(a, y) = {bx, x ∈ V }, where
by = ay + dya
min
y , and bx = ax − aminy for all x↔ y. We let bx = ax if x 6↔ y and x 6= y.
We will typically apply R to a and y such that a ∈ U , ay = 0 and aminy > 0. It is easy
to see that if a and y satisfy these conditions then
T(R(a, y), y) = a, R(a, y) ∈ U.(6.1)
For a,b ∈ [0,∞)V , a = {ax, x ∈ V }, b = {bx, x ∈ V }, let |a − b| =
∑
x∈V |ax − bx|.
In other words, |a − b| is the L1 norm of a − b. This implies that we have the usual
triangle inequality |a− c| ≤ |a− b|+ |b− c| for a,b, c ∈ [0,∞)V .
Let U∗ be the set of all a = {ax, x ∈ V } ∈ U such that ax+ay > 0 for all x↔ y. Fix
any a ∈ U∗. Let a1min be the minimum of non-zero ax’s, and fix any ε1 ∈ (0, a1min/2). We
will define inductively infinite sequences of real numbers ε1, ε2, . . . , vertices x1, x2, . . .
and elements a1, a2, . . . of U .
We let a1 = {a1x, x ∈ V } = {ax, x ∈ V } = a. Let z1, . . . , zm be all vertices such that
a1zr = 0 for r = 1, . . . , m. We find δ > 0 so small that δ < ε1/2 and we find y such
that δ < a1y. We define a˜
1 = {a˜1x, x ∈ V } ∈ U by setting a˜1zr = δ/2r for r = 2, . . . , m,
a˜1y = a
1
y−
∑m
r=2 δ/2
r, and a˜1x = a
1
x for all x 6= y, z2, . . . , zm. Note that a˜1x = 0 if and only
if x = z1. We let a
2 = R(a˜1, z1) and x1 = z1. We let a
2
min be the minimum of non-zero
a2x’s, and choose ε2 ∈ (0, (ε1 ∧ a2min)/2).
For the induction step, we assume that ε1, . . . , εj, x1, . . . , xj−1 and a
1, . . . , aj have
been defined for some integer j ≥ 2. Write aj = {ajx, x ∈ V } and suppose that
zj1, . . . , z
j
mj
are all vertices with aj
zjr
= 0 for r = 1, . . . , mj. For x ∈ {zj1, . . . , zjmj},
let α(x) be the smallest ℓ ≤ j such that x belongs to every sequence zr1, . . . , zrmr for
r = ℓ, . . . , j. We can and will assume that the sequence zj1, . . . , z
j
mj
is ordered in such a
way that α(zj1) ≤ α(zjr) for all r = 2, . . . , mj. We find δj > 0 so small that δj < εj/2j
and we find v such that δj < a
j
v. We define a˜
j = {a˜jx, x ∈ V } ∈ U by setting a˜jzjr = δj/2
r
for r = 2, . . . , mj, a˜
j
v = a
j
v −
∑m
r=2 δj/2
r, and a˜jx = a
j
x for all x 6= v, zj2, . . . , zjmj . Note
that
|a˜j − aj | = 2
m∑
r=2
δj/2
r ≤ δj < εj/2j.(6.2)
We have a˜jx = 0 if and only if x = z
j
1. We let a
j+1 = R(a˜j , zj1) and xj = z
j
1. We let a
j+1
min
be the minimum of non-zero aj+1x ’s, and choose εj+1 ∈ (0, (εj∧aj+1min)/2). This completes
the inductive definition of sequences ε1, ε2, . . . , x1, x2, . . . and a
1, a2, . . .
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Note that aj+1
zj
1
> 0 and recall how we have used the function α( · ) to choose an
element of zj1, . . . , z
j
mj
to be in the first position, i.e., zj1. It follows easily that for every
vertex x ∈ V , there exist infinitely many j such that ajx > 0.
In view of (6.1), we have
T(an, xn−1) = a˜
n−1, n ≥ 2.(6.3)
Step 2. Consider an integer n0 ≥ 1. Let bn0 = an0 and define bn for n0−1, n0−2, . . . , 1
by bn = T(bn+1, xn). We will show that
|bn − an| ≤
n0−1∑
m=n
εn/2
m ≤ εn, n = 1, . . . , n0.(6.4)
By the definition of bn0 , the estimate holds for n = n0. We will prove the formula for
other n by induction. Suppose that the formula holds for some n ∈ [2, n0]. We will
show that it holds for n− 1.
It follows from the proof of Theorem 3.2 in [3] (see the first displayed formula in that
proof) that for any c1, c2 ∈ [0,∞)k and x ∈ V ,
|T(c1, x)− T(c2, x)| ≤ |c1 − c2|.(6.5)
We have by the definition of bn, (6.3), (6.5), induction step assumption (6.4) and
(6.2),
|bn−1 − an−1| = |T(bn, xn−1)− an−1|
≤ |T(bn, xn−1)− a˜n−1|+ |a˜n−1 − an−1|
= |T(bn, xn−1)− T(an, xn−1)|+ |a˜n−1 − an−1|
≤ |bn − an|+ |a˜n−1 − an−1|
≤
n0−1∑
m=n
εn/2
m + εn−1/2
n−1
≤
n0−1∑
m=n
εn−1/2
m + εn−1/2
n−1
=
n0−1∑
m=n−1
εn−1/2
m.
This completes the induction step and thus completes the proof of (6.4).
Step 3. We will next prove that for every y ∈ V , the sequence x1, x2, . . . contains
infinitely many y’s. Suppose otherwise. Let V1 be the set of all y ∈ V such that the
sequence x1, x2, . . . contains infinitely many y’s and let k1 = |V1|. By assumption,
k1 < k. Since V is finite, k1 > 0.
Recall that a˜jx = 0 if and only if x = z
j
1, a
j+1 = R(a˜j , zj1) and xj = z
j
1. It follows that
aj+1x = 0 only if (but not necessarily if) x↔ xj . In particular, if aj+1x = 0 then x 6= xj .
This implies that k1 ≥ 2. Another consequence of the fact that aj+1x = 0 only if x↔ xj
is that V1 is a connected subset of V .
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By assumption, V c1 := V \ V1 6= ∅. Let n1 be so large that xj ∈ V1 for all j ≥ n1. We
have noted earlier in the proof that for every vertex x ∈ V , there exist infinitely many
j such that ajx > 0. Let n2 ≥ n1 be such that for some y ∈ V1, we have an2y > 0. By the
definition of εn2, there exists y ∈ V1 such that an2y > 2εn2. It follows from (6.4) applied
with n = n2 that for any n0 > n2 and b
n0 = an0 , there exists y ∈ V1 with bn2y > εn2 .
Let {X˜n, n ≥ 1} be a discrete symmetric random walk on V and let {Xn, n ≥ 1} be
the process X killed upon exiting V1. Let pn(x, y) be the n-step transition probabilities
for X . Since V c1 6= ∅ and V is connected, it follows that no matter what X0 is, the
process X will be killed at a finite (random) time, a.s., and, therefore, for any fixed
x, y ∈ V1, limn→∞ pn(x, y) = 0. Since V1 is a finite set, limn→∞ supx,y∈V1 pn(x, y) = 0.
We choose n3 so large that
sup
n≥n3
sup
x∈V1
∑
y∈V1
pn(x, y) ≤ εn2/(2k).(6.6)
We will say that y1, y2, . . . , yn is a nearest neighbor path in V1 if yj ∈ V1 for all j and
yj ↔ yj+1 for all 1 ≤ j ≤ n − 1. It is easy to see that we can choose n0 so large that
the following holds
(A1) For each nearest neighbor path y1, y2, . . . , yn3 of length n3 in V1, there exist
j1, j2, . . . , jn3 such that n0 > j1 > j2 > · · · > jn3 > n2 and xjm = ym for 1 ≤ m ≤ n3.
Let
γ =
∑
x∈V1
bn0x ,
px = b
n0
x /γ, x ∈ V1,
and note that {px, x ∈ V1} is a probability distribution on V1.
Suppose that the initial distribution of X is given by P(X1 = x) = px for x ∈ V1. We
will define a process {Yn, 1 ≤ n ≤ n0−n2+1} which, heuristically speaking, represents
the process X slowed down so that it is moving to the next step along its trajectory only
when the current xj agrees with its location. The rigorous definition is the following.
We set Y1 = X1 and k1 = 1. Suppose that Yn and kn have been defined for some
n < n0− n2+1. If Yn = xn0−n then we let kn+1 = kn+1 and Yn+1 = Xkn+1. Otherwise
we let Yn+1 = Yn and kn+1 = kn.
Let ζ be the time n ≤ n0 − n2 + 1 when Yn is killed (upon exiting V1); we let
ζ = n0− n2+ 2 if there is no such time. It follows from (A1) that Yn makes at least n3
steps on the interval [1, n0−n2+1] or it is killed at ζ ≤ n0−n2+1. Hence, in view of (6.6),
P(ζ > n0 − n2 + 1) ≤ εn2/(2k). It is elementary to check that P(Yn = x) = bn0−n+1x /γ
for x ∈ V1 and 1 ≤ n ≤ n0− n2 +1. In particular, P(Yn0−n2+1 = x) = bn2x /γ for x ∈ V1.
We obtain, using (6.6), for all x ∈ V1,
bn2x = γ P(Yn0−n2+1 = x) ≤ kP(Yn0−n2+1 = x) ≤ kP(ζ > n0 − n2 + 1) ≤ kεn2/(2k)
= εn2/2.
This contradicts the fact that there exists y ∈ V1 with bn2y > εn2. This completes the
proof that for every y ∈ V , the sequence x1, x2, . . . contains infinitely many y’s.
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Step 4. Recall the following: (i) We fixed an arbitrary a ∈ U∗; (ii) a1min is the
minimum of non-zero ax’s; (iii) ε1 ∈ (0, a1min/2) is a fixed, arbitrarily small number; (iv)
the sequence x1, x2, . . . was constructed from a. For a given c ∈ U and n, we let cn = c
and we define cj for j = n−1, n−2, . . . , 1 by cj = T(cj+1, xj). We will show that there
exists n4 so large that for all n ≥ n4 and all c ∈ U ,
|c1 − a| ≤ 2ε1.(6.7)
Let {X1i , i ≥ 1} and {X2i , i ≥ 1} be independent discrete time symmetric random
walks on G. Their initial distributions will be specified below.
Consider a large n whose value will be specified later. We define random walks
{Y 1i , 1 ≤ i ≤ n} and {Y 2i , 1 ≤ i ≤ n} with “time delay” as follows. For m = 1, 2, we let
Y m1 = X
m
1 and β
m
1 = 1. Consider any 2 ≤ j ≤ n and suppose that Y mj−1 and βmj−1 have
been defined. Let
βmj =
{
βmj−1 + 1 if Y
m
j−1 = xn−j+1,
βmj−1 otherwise,
Y mj = X
m
βmj
.
In other words, Y m visits the same vertices as Xm does, in the same order, but it
changes the location between times j − 1 and j if and only if Y mj−1 = xn−j+1.
Let dG = max{dx : x ∈ V } be the degree of the graph G. Let dist(x, y) be the graph
distance between x, y ∈ V . For 0 ≤ j ≤ n− 1,
P
(
dist(Y 1j+1, Y
2
j+1) = dist(Y
1
j , Y
2
j )− 1 | Y 1j 6= Y 2j , (Y 1j+1, Y 2j+1) 6= (Y 1j , Y 2j )
) ≥ 1/dG.(6.8)
Let τ = min{j : 1 ≤ j ≤ n, Y 1j = Y 2j } with the convention that min ∅ =∞. We obtain
from (6.8), for ℓ ≤ n− 1, and any x, y ∈ V ,
P
(
τ ≤ ℓ | β1ℓ−1 + β2ℓ−1 ≥ k + 1, Y 11 = x, Y 21 = y
) ≥ 1/dkG.
Therefore,
P
(
τ > ℓ | β1ℓ−1 + β2ℓ−1 ≥ k + 1, Y 11 = x, Y 21 = y
) ≤ 1− 1/dkG.
This and the Markov property imply that
P
(
τ =∞ | β1n−1 + β2n−1 ≥ (k + 1)m, Y 11 = x, Y 21 = y
) ≤ (1− 1/dkG)m.(6.9)
We now fix m0 such that (1− 1/dkG)m0 < ε1/(2k).
Recall that for every y ∈ V , the sequence x1, x2, . . . contains infinitely many y’s. This
implies that there exists n4 so large that for any sequence y1, y2, . . . , ykm0 of elements
of V of length km0, there exists a subsequence xj1 , xj2, . . . , xjkm0 of x1, x2, . . . , xn4 such
that xjm = ym for all 1 ≤ m ≤ km0. Recall the integer n used in the definition of Y m’s
and assume that n ≥ n4. It follows from the definition of n4 that β1n−1+β2n−1 ≥ (k+1)m0
with probability 1. Hence, with this choice of n, (6.9) implies that for any x, y ∈ V ,
P
(
τ =∞ | Y 11 = x, Y 21 = y
) ≤ (1− 1/dkG)m0 < ε1/(2k).(6.10)
Recall that the sequence cj for j = n, n − 1, . . . , 1 was defined relative to n. We
let bn = an and we define bj for j = n − 1, n − 2, . . . , 1 by bj = T(bj+1, xj). Let
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bj = {bjx, x ∈ V } and cj = {cjx, x ∈ V } for 1 ≤ j ≤ n, and pjx = bjx/k and qjx = cnx/k for
x ∈ V . Note that pj := {pjx, x ∈ V } and qj := {qjx, x ∈ V } are probability distributions
on V , for all j.
Let Y 3j = Y
2
j for j ≤ τ and Y 3j = Y 1j for j > τ . Assume that the (initial) distribution
of Y 11 is p
n and the distribution of Y 31 = Y
2
1 is q
n. It is easy to see that the distribution
of Y 1j is p
n−j+1 and that of Y 3j is the same as that of Y
2
j , and it is equal to q
n−j+1, for
all 1 ≤ j ≤ n. It follows from (6.10) that
|p1 − q1| =
∑
x∈V
|p1x − q1x| ≤ 2P(Y 1n 6= Y 3n ) ≤ ε1/k.
Hence, |b1 − c1| ≤ ε1. This and (6.4) applied with n = 1 show that |a1 − c1| ≤ 2ε1.
Thus, (6.7) is proved.
Step 5. Consider any time t ≥ 0 and suppose that the first n4 meteor hits after
time t occur at the sites xn4 , xn4−1, . . . , x1, in this order, and the last hit occurs at time
s > t. It follows from (6.7) that |Ms−a| ≤ 2ε1. A standard argument shows that, with
probability 1, there exists t ≥ 0 such that the first n4 meteor hits after time t occur at
the sites xn4 , xn4−1, . . . , x1. Hence, M will come within distance 2ε1 of a at some time,
a.s., for any initial distribution of M0. Since a is an arbitrary element of U
∗, ε1 is an
arbitrarily small positive number and UQ is closed (by definition), we have U
∗ ⊂ UQ.
It is easy to see that U∗ is dense in U . We conclude that U ⊂ UQ, thus finishing the
proof. 
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