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Abstract
Let A be a noetherian commutative Z[1/2]-algebra of Krull dimension d and let P be a projective A-
module of rank d. We use derived Grothendieck–Witt groups and Euler classes to detect some obstructions
for P to split off a free factor of rank one. If d  3, we show that the vanishing of its Euler class in the
corresponding Grothendieck–Witt group is a necessary and sufficient condition for P to have a free factor of
rank one. If d is odd, we also get some results in that direction. If A is regular, we show that the Chow–Witt
groups defined by Morel and Barge appear naturally as some homology groups of a Gersten-type complex
in Grothendieck–Witt theory. From this, we deduce that if d = 3 then the vanishing of the Euler class of P
in the corresponding Chow–Witt group is a necessary and sufficient condition for P to have a free factor of
rank one.
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1. Introduction
Let A be a noetherian commutative ring of Krull dimension d and let P be a projective A-
module of rank r . Serre’s splitting theorem (see [25], or [7, IV, Corollary 2.7]) asserts that if
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J. Fasel, V. Srinivas / Advances in Mathematics 221 (2009) 302–329 303r > d then P  Q ⊕ A for some A-module Q (which is then necessarily projective). If r = d ,
this result is wrong in general (as shown by the well-known example of the tangent bundle of
the real algebraic sphere of dimension 2; see [6, Proposition 7.3] for instance) and the problem
of finding a precise obstruction for a projective module to split off a free factor of rank one
stimulated many mathematicians. A first milestone was reached when Murthy gave a precise
answer in the case of smooth affine algebra over an algebraically closed field [21, Theorem 3.8].
Some years later, Nori associated to any smooth affine domain over a perfect field a group called
Euler class group and to any projective module of top rank with trivial determinant a class,
the Euler class, taking value in this group. He conjectured that the vanishing of this class was
precisely the obstruction for the module to have a free factor of rank one. This conjecture was
then proved by Bhatwadekar and Sridharan [9, Corollary 4.13]. However, the definition of the
Euler class group by generators and relations and the lack of good functorial properties make
the computations a bit delicate. This led Barge and Morel to introduce the Chow–Witt groups
C˜Hi (X,L) associated to a regular scheme X and a line bundle L over X. To any vector bundle
p :E → X of rank d they associated an Euler class c˜d (E) in C˜Hd(X,det(E)∨) which vanishes
when E  E′ ⊕ OX . Recently, Morel proved the following theorem [20]:
Theorem 1. Let k be a field and let A be a smooth k-algebra of dimension d . Let P be a projective
A module of rank d such that det(P )  A. Then P  Q ⊕ A if and only if c˜d (P ) = 0 provided
d = 2 or d  4.
Morel also remarked that the theorem was most certainly also true for d = 3 but his technique
failed in that case.
If A is a noetherian Q-algebra, then there is also a definition of the Euler class group due to
Bhatwadekar and Sridharan [10] and of the Euler class in it associated to a projective module of
top rank (the assumption on the determinant is removed). Essentially the same technique as in
[9] allows the authors to prove the same result: the Euler class vanishes if and only if the module
has a free factor of rank one. As in the smooth case, the Euler class group has no cohomological
interpretation and the computations are difficult.
In this paper, we use the higher Grothendieck–Witt groups to study the question of splitting
projective modules of top rank. These groups are the quadratic analogue of K-theory and were
introduced by Schlichting [24] generalizing Hermitian K-theory of rings. More precisely, one
can associate higher Grothendieck–Witt groups to any Z[1/2]-complicial exact category with
weak-equivalences and duality in the spirit of Waldhausen K-theory. If X is a scheme over
Z[1/2], then the category Chb(X) of bounded complexes of coherent locally free OX-modules
endowed with quasi-isomorphisms and some extra structure is such a category, and thus one
gets higher Grothendieck–Witt groups of X depending on the chosen duality. When inverting
the quasi-isomorphisms, one gets a triangulated category with duality and recovers the derived
Grothendieck–Witt groups defined by Balmer and Walter [26]. These groups are the quadratic
analogues of K0(X). Grothendieck–Witt theory satisfy more or less the same formal properties
as K-theory and one may make computations in some cases. In this paper, we mainly use the
localization sequence associated to a sequence of complicial exact functors and Karoubi period-
icity, whose statements are recalled in Section 2. Using this, we get very easily a first splitting
result (Theorem 10 in the text):
Theorem 2. Let A be a noetherian Z[1/2]-algebra of odd dimension d . Let P be a projective
module of rank d and let L be an invertible A-module. Let H :K0(A) → GW3(A,L) be the
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module endowed with an anti-symmetric form ψ :Q → HomA(Q,L).
We then introduce the Euler classes in Grothendieck–Witt theory. These classes are defined in
a natural way and extend the classes already defined for Chow–Witt groups. They play the role
of top Chern classes in K-theory. If e(P ) denotes the Euler class of a projective module P , we
get the following result (Propositions 23 and 24 in the text):
Theorem 3. Let A be a noetherian ring of dimension d with 1/2 ∈ A. Let P be a projective A-
module of rank d . If d = 2 or d = 3, then e(P ) = 0 in GWd(A,det(P )∨) if and only if P  Q⊕A
for some projective module Q.
Of course this result leads to the question whether the Euler class of P in the corresponding
Grothendieck–Witt group is in every dimension the obstruction for it to split off a free factor of
rank one. An affirmative answer would provide a good tool to deal with this question, because
Grothendieck–Witt theory is a cohomological theory and Euler classes are functorial. We hope
to solve this question in further work, but at the moment we have no idea on how to do it.
Another consequence of the localization exact sequence in Grothendieck–Witt theory is the
existence of a spectral sequence whose first page contains a Gersten-type complex involving
(twisted) Grothendieck–Witt groups of fields and converging to the Grothendieck–Witt groups
of the scheme. The construction of this spectral sequence is straightforward and will be proba-
bly treated more precisely in Schlichting’s paper [24]. Nevertheless, we prove some dévissage
theorem which yields to the following theorem (Theorem 33 in the text):
Theorem 4. Let X be a regular scheme over Z[1/2] and L be a line bundle over X. Let E(n)p,qm
be the Gersten–Grothendieck–Witt spectral sequence of X. Then C˜Hn(X,L) = E(n)n,02 .
It must be signalled that this theorem, under more restrictive assumptions, was also discovered
simultaneously and independently by Hornbostel [18]. It is the analogue of Bloch’s formula for
Chow groups.
This result illustrates the general philosophy behind our work: Chow–Witt groups are to
Grothendieck–Witt groups exactly what Chow groups are to K-theory. Now it is well known
that Chow groups could be defined using only the notion of K0 [11] and not surprisingly the
analogue is true for Chow–Witt groups as well (Theorem 34 in the text).
Theorem 5. Let X be a regular scheme over Z[ 12 ] and L be a line bundle over X. For any i,
consider the following sequence of Grothendieck–Witt groups
GW i
(
Db(X)i/i+2,L
) α−→ GW i(Db(X)i/i+1,L) β−→ GW i(Db(X)i−1/i+1,L)
obtained from the duality preserving functors of triangulated categories with duality
Db(X)i/i+2 → Db(X)i/i+1 and Db(X)i/i+1 → Db(X)i−1/i+1.
Then we have
ker(β) ⊂ Im(α) and C˜Hi (X,L) = Im(α)/ker(β).
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the algebra A is not necessarily defined over a field, but that the assumption 1/2 ∈ A is crucial
for the use of certain results in Grothendieck–Witt theory whereas Morel does not need it. The
following result is Theorem 38 in the text.
Theorem 6. Let A be a regular Z[1/2]-algebra of dimension d . Let P be a projective mod-
ule of rank d . Suppose that d = 2 or d = 3. Then P  Q ⊕ A if and only if c˜d (P ) = 0 in
C˜Hd(P,det(P )∨).
The article is organized as follows. In Sections 2.1 and 2.2, we briefly state the definitions and
results needed throughout the paper. The reference for that section is [24]. Section 2.3 is devoted
to the naive splitting theorem using the hyperbolic functor (Theorem 10). After that, we briefly
recall the definition of the Euler class of a vector bundle. An easy computation of these classes
leads then to our splitting results in low dimension, which are Propositions 23 and 24. After that
we focus on the construction of the spectral sequence in Grothendieck–Witt theory, which we call
the Gersten–Grothendieck–Witt spectral sequence. As already said, this construction is purely
formal using the localization sequence. The technical part of the paper comes in Section 3.2. Our
strategy is based on the one used by Balmer and Walter to identify the groups appearing in their
Gersten–Witt complex [3]. It uses a bunch of equivalences of categories carrying a duality and
some extra structure. Our computations lead to the identification of some groups in the second
page of the Gersten–Grothendieck–Witt spectral sequence, which are nothing else than certain
Chow–Witt groups. In order to make this identification explicit, we briefly recall the definition of
the Chow–Witt groups of a regular scheme in Section 4.1. The reference for that section is [13].
Finally, we put everything together to prove Morel’s theorem in dimension 3 (Theorem 38).
1.1. Conventions
The word scheme will always mean a noetherian separated scheme. The set of points of codi-
mension p in X will be denoted by X(p). If xp ∈ X(p), we denote by mp the maximal ideal in
OX,xp and by k(xp) its residue field. Finally ωxp will denote the k(xp)-vector space
∧p
(mp/m
2
p)
(which is one-dimensional if X is regular at xp).
2. Some useful results in Grothendieck–Witt theory
In this section, we briefly recall the definition of higher Grothendieck–Witt groups and state
some well-known results. We then use these results to prove our naive splitting theorem. Finally,
we include Euler classes in the picture of Grothendieck–Witt theory and compare them with the
class appearing in the naive splitting theorem. The references for Grothendieck–Witt groups are
[24,26].
2.1. Notations and definition of higher Grothendieck–Witt groups
Let X be a scheme over Z[1/2]. Consider the exact category P(X) of coherent locally free
OX-modules. Let Chb(X) be the category of bounded chain complexes of objects of P(X).
It is an exact category in an obvious way: a sequence of complexes is exact if it is exact in
P(X) degree-wise. It turns out that this category is an exact category with weak equivalences,
the weak equivalences being the quasi-isomorphisms. If L is any line bundle over X, denote
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is an isomorphism. This functor and this natural isomorphism endow Chb(X) with a duality.
Moreover, this duality preserves weak equivalences. The homomorphism Z[1/2] → Γ (X,OX)
yields an exact functor
Chb
(
Z[1/2])→ Chb(X).
Composing with the tensor product of complexes gives and a bi-exact functor
Chb
(
Z[1/2])⊗ Chb(X) → Chb(X).
It turns out that Chb(X), with quasi-isomorphisms as weak-equivalences, L as duality and
L as natural isomorphism is a Z[1/2]-complicial exact category with weak-equivalences
and duality in the sense of [24]. We will denote by (Chb(X),qis, L,L) the above data. To
such a category, Schlichting associates a spectrum called the non-connective Grothendieck–
Witt theory spectrum denoted GW(Chb(X),qis, L,L). Thus one can define for any m ∈ Z
the mth higher Grothendieck–Witt group GWm of the category (Chb(X),qis, L,L) to be
πmGW(Chb(X),qis, L,L). Let T be the translation functor T on Chb(X). It gives shifted
dualities of L with nL := T n ◦ L and nL := (−1)n(n+1)/2L (see [2] for the explanation of the
signs). We can now state the following definition:
Definition 1. For any m,n ∈ Z, let GWnm(X,L) denote the mth higher Grothendieck–Witt group
GWm(Chb(X),qis, nL,
n
L).
Remark 2. To be precise we should call GWnm(X,L) the mth higher n-shifted Grothendieck–Witt
group of X twisted by L. For obvious reasons, we will often call it simply Grothendieck–Witt
group when the context is clear.
These groups depend on m and n. However, they are 4-periodic in n:
Proposition 3. For any m,n ∈ N the functor T 2 induces a natural isomorphism of Grothendieck–
Witt groups GWnm(X,L)  GWn+4m (X,L).
Proof. See [24]. 
The category Db(X) obtained by formally inverting the quasi-isomorphisms in Chb(X) is a
triangulated category. The duality on Chb(X) induces a duality on Db(X) and it turns out that
(Db(X), L,L) is a triangulated category with (1-exact) duality in the sense of [2, Defini-
tion 1.4.1]. Given such a category, one can define its derived Witt and Grothendieck–Witt groups
following Balmer and Walter ([2, Definition 1.4.3] or [26, §2]).
Definition 4. For any n ∈ N, let GWn(X,L) denote the derived Grothendieck–Witt group
GW(Db(X), nL,
n
L) and Wn(X,L) the Witt group W(Db(X), 
n
L,
n
L).
It turns out that 0th higher Grothendieck–Witt groups and derived Grothendieck–Witt groups
coincide, and that negative Grothendieck–Witt groups coincide with Witt groups as shown by the
following proposition, which is directly obtained from [24] or [26, Theorem 5.1].
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isomorphism of groups
GWn0(X,L)  GWn(X,L).
If m< 0, then there are natural isomorphism GWnm(X,L)  Wn−m(X,L).
In the sequel, we will also need Grothendieck–Witt groups of other categories. For any i ∈ N,
let Chb(X)i be the full subcategory of Chb(X) of complexes whose homology is supported in
codimension  i. The duality L is exact on this subcategory and (Chb(X)i,qis, L,L) is also
a Z[1/2]-complicial exact category with weak-equivalences and duality. As before, we can for-
mally invert the quasi-isomorphisms and get a triangulated category Db(X)i . If j  i, then the
family of morphisms in Chb(X)i whose cone is in Chb(X)j is denoted by qisj . Of course, qisj
contains the quasi-isomorphisms. Again, (Chb(X)i,qisj , L,L) is a Z[1/2]-complicial exact
category with weak-equivalences and duality and its associated triangulated category (obtained
by inverting the morphisms in qisj ) is denoted by Db(X)i/j .
Definition 6. Let i, j, n ∈ N be such that j  i. For any m ∈ Z we denote by GWnm(Db(X)i/j ,L)
the group GWnm(Chb(X)i,qisj , nL,
n
L).
2.2. Localization sequences and Karoubi periodicity
Let i, j ∈ N be such that j  i. Then the inclusion Chb(X)j → Chb(X)i is an exact functor
and sends quasi-isomorphisms to quasi-isomorphisms. For any n ∈ N the duality nL on Chb(X)
induces dualities on Chb(X)i and Chb(X)j such that the inclusion Chb(X)j → Chb(X)i pre-
serves the duality. Moreover, the bi-functor
Chb
(
Z[1/2])⊗ Chb(X) → Chb(X)
give bi-functors
Chb
(
Z[1/2])⊗ Chb(X)i → Chb(X)i
and
Chb
(
Z[1/2])⊗ Chb(X)j → Chb(X)j
commuting with the inclusion Chb(X)j → Chb(X)i . To summarize the fact that the inclusion
functor preserves all these data, we write as(
Chb(X)j ,qis, nL,
n
L
)→ (Chb(X)i,qis, nL,nL)
this functor. Such a functor is an example of complicial functor of Z[1/2]-complicial categories
with weak-equivalence and duality [24]. Another example of such a functor is(
Chb(X)i,qis, n ,n
)→ (Chb(X)i,qisj , n ,n).L L L L
308 J. Fasel, V. Srinivas / Advances in Mathematics 221 (2009) 302–329We then have a sequence of complicial functors(
Chb(X)j ,qis, nL,
n
L
)→ (Chb(X)i,qis, nL,nL)→ (Chb(X)i,qisj , nL,nL)
and this sequence yields an exact sequence of triangulated categories
Db(X)j → Db(X)i → Db(X)i/j .
These triangulated categories can be seen as triangulated categories with duality when they are
endowed with the duality nL. One of the fundamental theorems in Witt theory is the localization
theorem. To any exact sequence of triangulated categories with duality, one can associate a long
exact sequence of Witt groups [2, Theorem 1.4.14]. Thus there is a long exact sequence of Witt
groups associated to the exact sequence
Db(X)j → Db(X)i → Db(X)i/j .
Under these assumptions, Schlichting proves:
Theorem 7. The sequence of complicial functors(
Chb(X)j ,qis, nL,
n
L
)→ (Chb(X)i,qis, nL,nL)→ (Chb(X)i,qisj , nL,nL)
yields a homotopy fibration of spectra
GW(Chb(X)j ,qis, nL,nL)→ GW(Chb(X)i,qis, nL,nL)→ GW(Chb(X)i,qisj , nL,nL).
This theorem is a localization theorem. However, we prefer to call Localization theorem its
immediate corollary:
Theorem 8 (Localization). Let X be a scheme over Z[1/2] and L be a line bundle over X. For
any i, j, n ∈ N such that j  i, the functors(
Chb(X)j ,qis, nL,
n
L
)→ (Chb(X)i,qis, nL,nL)→ (Chb(X)i,qisj , nL,nL)
give a long exact sequence
· · · GWnm(Db(X)j ,L) GWnm(Db(X)i,L) GWnm(Db(X)i/j ,L)
· · · GWnm−1(Db(X)i/j ,L) GWnm−1(Db(X)i,L) GWnm−1(Db(X)j ,L)
Moreover, the sequence starting at GWn0(Db(X)j ,L) is the long exact sequence of Witt groups
associated to the exact sequence of triangulated categories with duality
Db(X)j → Db(X)i → Db(X)i/j .
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triangulated category with duality, then there is an exact sequence relating K0(C) with the
Grothendieck–Witt groups of (C, ,) [26, Theorem 2.6]:
GWn−1(C)
f
K0(C) H GWn(C) Wn(C) 0.
The homomorphism f sends a symmetric pair (M,ϕ) (for the (n − 1)-shifted duality) to the
class of M in K0(C) and H sends a class M in K0(C) to the class M ⊕ T nM endowed with the
symmetric form (for the n-shifted duality)(
0 1T nM
(−1)n(n+1)/2 0
)
.
This theorem has an extension in Grothendieck–Witt theory. There is a fibration sequence of
spectra [24]
GW(Chb(X)i,qisj , nL,nL) f K(Chb(X)i,qisj ) H GW(Chb(X)i,qisj , n+1L ,n+1L )
which gives
Theorem 9 (Karoubi periodicity). Let X be a scheme over Z[1/2] and L be a line bundle over X.
For any i, j, n ∈ N such that j  i, there is a long exact sequence
· · · GWn−1m (Db(X)i/j ,L) Km(Db(X)i,qisj ) GWnm(Db(X)i/j ,L)
· · · GWnm−1(Db(X)i/j ,L) Km−1(Db(X)i,qisj ) GWn−1m−1(Db(X)i/j ,L)
Moreover, the sequence starting at GWn−10 (Db(X)i/j ,L) is, up to identification of GW0 with
GW, the exact sequence of Walter
GWn−1
(
Db(X)i/j ,L
) f
K0
(
Db(X)i/j
) H GWn(Db(X)i/j ,L) Wn(Db(X)i/j ,L) 0.
2.3. A splitting theorem
Let A be a noetherian ring with 1/2 ∈ A and let L be an invertible A-module. As seen in the
above section, the end of the long exact sequence of Karoubi periodicity is the sequence
GWn(A,L)
f
K0(A)
H
GWn+1(A,L) Wn+1(A,L) 0
where f is the forgetful map and H is the hyperbolic map. In the sequel, we denote by [P ]
the class in K0(A) of a projective A-module P . Remark also that GW2(A,L)  GW−(A,L)
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forms twisted by L (see [22] for more information). Explicitly, this isomorphism sends an anti-
symmetric form (Q,ψ) to the class of the symmetric complex
· · · 0 Q
ψ
0 · · ·
· · · 0 HomA(Q,L) 0 · · ·
where Q sits in degree 1. For n = 2, the above sequence becomes
GW−(A,L)
f
K0(A)
H
GW3(A,L) W 3(A,L) 0.
Under this identification, f sends an anti-symmetric space (Q,ψ) to the class −[Q] in K0(A)
(the sign comes from the fact that Q is in degree 1 in the above complex). We will prove the
following theorem:
Theorem 10. Let A be a connected noetherian Z[1/2]-algebra of odd dimension d . Let P be a
projective module of rank d and let L be an invertible A-module. Let H :K0(A) → GW3(A,L)
be the hyperbolic map. Then we have H([A] − [P ]) = 0 if and only if P  Q⊕A where Q is a
projective module endowed with a non-degenerated anti-symmetric form ψ :Q → HomA(Q,L).
The proof will follow easily from the description of a general element in GW−(A,L). For
any integer n ∈ N, let |n| = n if n is even and |n| = n− 1 if n is odd.
Proposition 11. Let A be a noetherian ring of dimension d with 1/2 ∈ A and let L be a line bun-
dle. Any β ∈ GW−(A,L) can be written β = (Q,ψ)+H([Ar ])−H([As]) for some projective
module Q of rank |d|, some anti-symmetric form ψ on Q and some r, s ∈ N.
Proof. Any β ∈ GW−(A,L) is a sum ∑(Mi, θi) −∑(Nj ,ρj ) for projective modules Mi,Nj
and anti-symmetric forms θi, ρj . First observe that
(Nj ,ρj )+ (Nj ,−ρj ) = H
([Nj ]).
Let Tj be such that Nj ⊕ Tj = An for some n. Then
−(Nj ,ρj ) = (Nj ,−ρj )+H
([Tj ])−H ([An]).
So we can suppose that β =∑(Mi, θi) − H([As]) = (M, θ) − H([As]) for some s. Because θ
is anti-symmetric, then M is of even rank. Suppose rk(M) d + 1. Because of Serre’s theorem,
M has a unimodular element. Therefore there exists an injective homomorphism A → M whose
cokernel is projective. The only anti-symmetric homomorphism A → L being zero, we see that
A ⊂ A⊥. This shows that there exists a projective module M ′ of rank rk(M) − 2 and an anti-
symmetric form θ ′ such that (M, θ) = (M ′, θ ′)+H([A]) in GW−(A,L) (use [22, §3.4, (2)] for
example). Therefore (M, θ) = (Q,ψ)+H([Ar ]) for some projective module Q of rank |d| and
some anti-symmetric form ψ on Q. Thus the proposition is proved. 
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form ψ . Then H([A] − [P ]) = H([Q]) = Hf (Q,ψ) = 0. Suppose now that H([A] − [P ]) = 0.
Then there exists β ∈ GW−(A,L) such that f (β) = [A]−[P ]. Because of the above proposition,
β = (Q,ψ) + H([Ar ]) − H([As]) for some Q of rank d − 1. Therefore [A] − [P ] = −[Q] −
[Ar ] − [Lr ] + [As] + [Ls] in K0(A). A comparison of the ranks shows that r = s and Bass’
cancellation theorem [7, IV, Corollary 3.5] implies that P ⊕L  Q⊕A⊕L. Observe that A⊕L
is the underlying space of H(A) in GW−(A,L) and therefore Q⊕A⊕L has an anti-symmetric
form. This shows that P ⊕L is endowed with an anti-symmetric form, say ϕ. Let i :L → P ⊕L
be the natural injection. Then the composition
L
i
P ⊕L i
∨ϕ
HomA(L,L) = A
is zero. Therefore there exists homomorphisms P → A and L → HomA(P,L) such that the
following diagram commutes:
0 L
i
P ⊕L
ϕ
P 0
0 HomA(P,L) HomA(P ⊕L,L)
i∨
A 0.
Since ϕ is an isomorphism, P → A is surjective. Therefore P  Q⊕A. Moreover, Q is endowed
with an anti-symmetric form (use [22, §3.4, (2)] again). 
Remark that any projective A-module Q of rank 2 possesses an anti-symmetric form Q →
HomA(Q,det(Q)) defined from the pairing Q×Q → det(Q). Therefore, we get an easy corol-
lary of Theorem 10:
Corollary 12. Let A be a noetherian ring of dimension d = 3 containing 1/2 and let P be a
projective module of rank d . Let L = det(P ) and let H :K0(A) → GW3(A,L) be the hyperbolic
map. Then H([A] − [P ]) = 0 if and only if P  Q⊕A for some projective module Q.
2.4. Euler classes
A useful class in Grothendieck–Witt theory is the Euler class whose definition goes as follows:
Let p :E → X be a vector bundle of rank r over a scheme X (always with the assumption
1/2 ∈ Γ (X,OX)). Consider the Koszul complex K(E) associated to the zero section s (with OE
in degree 0)
0
∧r
p∗E∨ · · · ∧2p∗E∨ p∗E∨ OE 0.
For any i, the pairing ∧i
p∗E∨ ×∧r−ip∗E∨ →∧rp∗E∨
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∧i
p∗E∨ → HomOE (
∧r−i
p∗E∨,det(p∗E∨)). Consider the iso-
morphisms ϕi = (−1)(i(i+1)/2)+(r(r−1)/2)φi . Then
ϕ :K(E) → HomOE
(
K(E),det
(
p∗E∨
))
is a symmetric isomorphism for the duality T r HomOE (_,det(p∗E∨)) and therefore defines a
class (K(E),ϕ) in GWr (E,p∗ det(E∨)). Now the zero section s : X → E induces a homomor-
phism
s∗ : GWr
(
E,p∗ det
(
E∨
))→ GWr(X,det(E∨))
(which is an isomorphism if homotopy invariance holds, e.g. if X is regular).
Definition 13. Let p :E → X be a vector bundle over X of rank r . Let s :X → E be the zero
section. The Euler class of E is the form s∗(K(E),ϕ) in GWr (X,det(E∨)). It is denoted by
e(E).
Explicitly, e(E) is given by the symmetric isomorphism
0
∧r
E∨ 0
ϕr
∧r−1
E∨
0
ϕr−1
· · · 0 E∨
ϕ1
OX
ϕ0
0
0 (OX) 0 (E
∨)
0
· · ·
0
(
∧r−1
E∨) (
∧r
E∨) 0
where (_) := HomOX(_,det(E∨)). We can compute this class a little bit more:
Proposition 14. Let p :E → X be a vector bundle of rank r . If r is odd, then
e(E) = H
(
(r+1)/2∑
i=0
(−1)i[∧iE∨]).
If r is even, then
e(E) = (∧r/2E∨, ϕr/2)+H((r+2)/2∑
i=0
(−1)i[∧iE∨])
where
∧r/2
E∨ sits in degree r/2.
Proof. Straightforward computation. 
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Our next goal is to show that the Euler classes satisfy the Whitney formula: if
0 E F G 0
is an exact sequence of vector bundles over X then we have e(F ) = e(G)e(E), where e(G)e(E)
denotes the product of these two classes in the corresponding Grothendieck–Witt group (see [16]
for the definition of the product).
If X is regular (and therefore homotopy invariance holds), we can argue as in [13, Proposition
13.3.2] but we will prove the formula also for singular schemes. Observe first that if F = E⊕G,
then the well-known fact that Kos(E ⊕ G) = Kos(G) ⊗ Kos(E) (and the consequence of this
canonical isomorphism on the ϕi ) immediately shows that e(F ) = e(G)e(E).
We first recall a result in K-theory that we will use in this section (see for instance [14,
Chapter 5, §1] or [17, Chapter II, Exercise 5.16(d)]). Though this is well known, we sketch the
proof in order to adapt it to the proof of Whitney formula for bundles of even rank.
Theorem 15. Let X be a scheme and 0 → E → F → G → 0 be an exact sequence of vector
bundles over X. For any r ∈ N, we have[∧r
F
]= ∑
i+j=r
[∧i
E ⊗∧jG]= [∧r (E ⊕ F)]
in K0(X).
Sketch of the proof. Let F i be the image of the canonical morphism
∧i
E ⊗∧r−i F →∧r F .
Remark that F 0 =∧r F and F r =∧r E. If we denote by Ni the kernel of this morphism, we
have an exact sequence
0 Ni
∧i
E ⊗∧r−iF F i 0
and a homomorphism
∧i
E ⊗∧r−i F → ∧i E ⊗∧r−i G induced by F → G. One checks
locally that the composite
Ni →∧iE ⊗∧r−iF →∧iE ⊗∧r−iG
is trivial and therefore we get a surjective homomorphism F i →∧i E ⊗∧r−i G. Once again,
one checks locally that this induces an isomorphism
F i/F i+1 →∧iE ⊗∧r−iG.
An easy computation in K0(X) finishes the proof. 
This result allows to prove the Whitney formula for vector bundles of odd rank.
Proposition 16. Let X be a scheme and 0 → E → F → G → 0 be an exact sequence of vector
bundles over X. Suppose that F is of odd rank r . Then e(F ) = e(G)e(E).
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e(F ) = H
(
(r+1)/2∑
i=0
(−1)i[∧iF∨])= H((r+1)/2∑
i=0
(−1)i[∧i (E ⊕G)∨])= e(E ⊕G).
Since e(E ⊕G) = e(G)e(E), we get the result. 
When F is of even rank r , we need some more work in order to prove the same result. Propo-
sition 14 shows that
e(F ) = (∧r/2F∨, ϕr/2)+H((r+1)/2∑
i=0
(−1)i[∧iF∨]).
Let s = r/2. From the proof of Theorem 15, we know that there is a filtration
0 ⊂ F s ⊂ F s−1 ⊂ · · · ⊂ F 1 ⊂ F 0 =∧sF∨
where F i is the image of the canonical homomorphism
∧i
G∨ ⊗∧s−i F∨ →∧s F∨. We also
know that F i/F i+1 ∧i G∨ ⊗∧s−i E∨. Because r is even, GWr (X,det(E)∨) is isomorphic
either to GW(X,det(E)∨), which is isomorphic to the classical Grothendieck–Witt group of
symmetric forms twisted by det(E)∨, or to GW−(X,det(E)∨), the classical Grothendieck–Witt
group of anti-symmetric forms twisted by det(E)∨ [26, Theorem 6.1]. Therefore, F 0 =∧r/2 F∨
can be seen as a module endowed with a symmetric or an anti-symmetric form (depending on
r mod 4) and we can speak of the orthogonal of a submodule of F 0.
Lemma 17. Let m = rank(G∨) and suppose that m < r . Let [m/2] denote the integral part of
m/2. Then we have F [m/2]+1 ⊂ (F [m/2]+1)⊥.
Proof. First observe that F [m/2]+1 is well defined since [m/2] + 1 s. We have a sequence
0 F [m/2]+1 F 0
ϕs
HomOX(F 0,det(F )∨) HomOX(F [m/2]+1,det(F )∨) 0
By definition, F [m/2]+1 ⊂ (F [m/2]+1)⊥ if and only if this composition is zero. We can check it
locally, and hence suppose that X = Spec(A) and F = Ar . Let e1, . . . , er be a basis of F∨ such
that e1, . . . , em is a basis of G∨ and em+1, . . . , er is a basis of E∨. To show that the composition
of the morphisms is zero, we have to prove that (ei1 ∧ · · · ∧ ei[m/2]+1 ∧ ei[m/2]+2 ∧ · · · ∧ eir ) ∧
(ej1 ∧ · · · ∧ ej[m/2]+1 ∧ ej[m/2]+2 ∧ · · · ∧ ejr ) = 0 where 1 i1 < · · · < i[m/2]+1 m. The product
ei1 ∧ · · · ∧ ei[m/2]+1 ∧ ej1 ∧ · · ·∧ ej[m/2]+1 is nonzero if and only if all the indices are different. This
is impossible since 2[m/2] + 2 >m. 
Next we identify (F [m/2]+1)⊥:
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(F [m/2]+1)⊥.
Proof. If m is even, the same proof as in the above lemma shows that F [m/2] ⊂ (F [m/2]+1)⊥ be-
cause [m/2]+ [m/2]+ 1 >m. Thus we have to show that if m is odd, then rank((F [m/2]+1)⊥) =
rank(F [m/2]+1) and if m is even then rank((F [m/2]+1)⊥) = rank(F [m/2]). A simple induction
argument and the explicit description of the quotient F i/F i+1 show that
rank
(
F i
)= ( r
s
)
−
i−1∑
j=0
(
m
j
)(
r −m
s − j
)
with the convention that
( a
b
)= 0 if b > a. Because F s+1 = 0, we find
(
r
s
)
=
s∑
j=0
(
m
j
)(
r −m
s − j
)
and, since rank((F [m/2]+1)⊥) = rank(F 0)− rank(F [m/2]+1),
rank
((
F [m/2]+1
)⊥)= [m/2]∑
j=0
(
m
j
)(
r −m
s − j
)
.
Suppose that m is odd and recall that r = 2s. We have:
rank
(
F [m/2]+1
)= s∑
j=[m/2]+1
(
m
j
)(
r −m
s − j
)
=
s∑
j=[m/2]+1
(
m
m− j
)(
r −m
s + j −m
)
.
Replacing j by m− j , we get
rank
(
F [m/2]+1
)= m−[m/2]−1∑
j=0
(
m
j
)(
r −m
s − j
)
and the result is clear since m− [m/2] − 1 = [m/2]. The case m even is treated similarly. 
With this lemma, we can compute the class of (
∧s
F∨, ϕs) in GW±(X,det(E)∨).
Corollary 19. Suppose that m is odd. Then (
∧s
F∨, ϕs) = H([F [m/2]+1]) in GW±(X,det(E)∨).
Corollary 20. Suppose that m is even. Then(∧s
F∨, ϕs
)= (∧m/2G∨, ϕm/2) · (∧s−(m/2)E∨, ϕs−(m/2))+H ([F (m/2)+1])
in GW±(X,det(E)∨).
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form on the module (F (m/2)+1)⊥/F (m/2)+1. Lemma 18 shows that this module is
Fm/2/F (m/2)+1 ∧m/2G∨ ⊗∧s−(m/2)E∨.
It suffices to check locally that the form is the expected one. 
Finally, we can prove the Whitney formula:
Theorem 21 (Whitney formula). Let X be a scheme and let
0 E F G 0
be an exact sequence of vector bundles over X. Then e(F ) = e(G)e(E).
Proof. If F is of odd rank, this is Proposition 16. If F is of even rank, we see that the classes in
K0(X) appearing in the filtration F i are the same for F or E ⊕ G. Therefore, the computations
of Corollaries 19 and 20 show that e(F ) = e(E ⊕G). The latter is e(G)e(F ) and the theorem is
proved. 
This allows to prove the following proposition:
Proposition 22. Let X be a scheme over Z[1/2] and let
0 E F OX 0
be an exact sequence of vector bundles over X. Then e(F ) = 0.
Proof. Since the Whitney formula holds, it suffices to prove that e(OX) = 0 in GW1(X). By
Proposition 14, e(OX) = H(OX). But H(OX) = 0 in GW1(X) because of the exact sequence
GW(X)
f
K0(X)
H
GW1(X) W 1(X) 0
and the fact that OX carries a symmetric form. 
2.6. More splitting results
In low dimensions, we can use the Euler class in order to see if a projective module over a
ring has a free factor of rank 1.
Proposition 23. Let A be a noetherian ring of dimension 2 with 1/2 ∈ A. Let P be a projective
A-module of rank 2. Then e(P ) = 0 if and only if P  det(P )⊕A.
Proof. From Proposition 14, e(P ) = (P∨, ϕ1) + H([A]) in GW2(A,det(P∨)). Identifying
GW2(A,det(P∨)) with GW−(A,det(P∨)), we get e(P ) = (P∨, ϕ1) − H([A]) in the latter
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mension 2, this forces P∨  A ⊕ det(P )∨ (use [8, IV, Corollary 4.16]). The other implication
follows from Proposition 22. 
Proposition 24. Let A be a noetherian ring of dimension 3 with 1/2 ∈ A. Let P be a projective
A-module of rank 3. Then e(P ) = 0 if and only if P  Q⊕A for some projective module Q.
Proof. From Proposition 14, e(P ) = H([A]−[P∨]) in GW3(A,det(P∨)). Then e(P ) = 0 if and
only if P  Q⊕A by Corollary 12. The other implication follows again from Proposition 22. 
3. The Gersten complex
3.1. Construction of the spectral sequence
The following theorem is an obvious consequence of Theorem 8. We mimic the proof of [3,
Theorem 3.1].
Theorem 25. Let X be a scheme of dimension d over Z[1/2]. For any n ∈ Z and any line bundle
L over X, there is a spectral sequence of Grothendieck–Witt groups converging to E(n)m =
GWnn−m(X,L) with terms on the first page
E(n)
pq
1 =
{
GWnn−p−q(Db(X)p/p+1,L) if 0 p  d,
0, otherwise.
If n < 0, then the terms on the first page are
E(n)
pq
1 =
{
Wp+q(Db(X)p/p+1,L) if 0 p  d,
0, otherwise
and the spectral sequence coincides with the spectral sequence of Witt groups defined by Balmer
and Walter [3, Theorem 3.1].
Proof. Consider the filtration of the category Chb(X):
0 = Chb(X)d+1 ⊂ Chb(X)d ⊂ · · · ⊂ Chb(X)1 ⊂ Chb(X)0 = Chb(X).
The duality nL induces dualities on these exact subcategories such that for any 0 i  j  d +1
we have a sequence of functors(
Chb(X)j ,qis, nL,
n
L
)→ (Chb(X)i,qis, nL,nL)→ (Chb(X)i,qisj , nL,nL).
By Localization, we have a long exact sequence of Grothendieck–Witt groups associated to this
sequence of complicial functors.
If A(n)p,q := GWnn−p−q(Db(X)p,L) and E(n)p,q := GWnn−p−q(Db(X)p/p+1,L), this long
exact sequence is
· · · A(n)p+1,q−1 A(n)p,q E(n)p,q ∂ A(n)p+1,q · · · .
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§5.9]
A(n) A(n)
E(n)
which gives a spectral sequence starting with E(n)p,q1 = GWnn−p−q(Db(X)p/p+1,L). This exact
couple is bounded below because A(n)p,q = 0 if p < 0 or p  d . Therefore the spectral se-
quence converges to E(n)m := limA(n)−p,m+p = GWnn−m(X,L) by [27, Theorem 5.9.7]. The
fact that this spectral sequence specializes to the one defined by Balmer and Walter if n < 0 is a
straightforward consequence of Proposition 5 and Theorem 8. 
Definition 26. Let X be a scheme over Z[1/2]. The spectral sequence {E(n)p,qm } of Theorem 25
is called Gersten–Grothendieck–Witt spectral sequence of X. The line q = 0 in E(n)p,q1 is called
Gersten–Grothendieck–Witt complex. If n < 0, then {E(n)p,qm } is called Gersten–Witt spectral
sequence and the line q = 0 in E(n)p,q1 is the Gersten–Witt complex.
Remark 27. Suppose that X is a scheme over an infinite field k of characteristic different from 2.
Then one can prove that Grothendieck–Witt theory satisfies the axioms of a cohomology the-
ory with supports as defined by Colliot-Thélène, Hoobler and Kahn [12], by using Localization
and Karoubi periodicity. Then the Gersten conjecture is true for regular local k-algebras. Us-
ing a standard transfer argument, one can remove the assumption that k is infinite. A complete
treatment of this fact will probably be in Schlichting’s paper [24].
3.2. Dévissage
We want now to identify the groups GWnn−p−q(Db(X)p/p+1,L) appearing on the first page of
the Gersten–Grothendieck–Witt spectral sequence. In this section, we assume that X is regular.
Our approach is very similar to [3, §6]. Let xp ∈ X(p) be a point of codimension p. Denote by
Chbfl(OX,xp ) the exact category of bounded complexes of free (coherent) OX,xp -modules whose
homology is of finite length. The duality HomOX,xp (_,Lxp ) on free OX,xp -modules induces a
duality on Chbfl(OX,xp ) that we still denote by L. Moreover, (Chbfl(OX,xp ),qis, nL,nL) is easily
seen to be a Z[1/2]-complicial category with weak-equivalences and duality and the localization
functor (at xp)
(
Chb(X)p,qisp+1, nL,
n
L
)→ (Chbfl(OX,xp ),qis, nL,nL)
is a complicial functor. Summing these functors for any xp ∈ X(p), we get a functor
(
Chb(X)p,qisp+1, nL,
n
L
)→ ∐
x ∈X(p)
(
Chbfl(OX,xp ),qis, nL,nL
)
p
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Db(X)p/p+1 
∐
xp∈X(p)
Dbfl
(
Spec(OX,xp )
)
.
Such an equivalence induces an isomorphism
GWnm
(
Db(X)p/p+1,L
) ⊕
xp∈X(p)
GWnm
(
Dbfl
(
Spec(OX,xp )
)
,Lxp
) (1)
by [24] (for m 0) or Proposition 5 (for m< 0).
Consider next the exact category OX,xp -fl of finite length OX,xp -modules and the exact
category Chb(OX,xp -fl) of bounded complexes of finite length modules. The duality (_) :=
ExtpOX,xp (_,Lxp ) and the natural isomorphism (see [3, §6, (18), (19)]):
ext : 1 → ExtpOX,xp
(
ExtpOX,xp (_,Lxp ),Lxp
)
induces a duality on Chb(OX,xp -fl) and a natural isomorphism. It turns out that (Chb(OX,xp -fl),
qis, ,ext) is a Z[1/2]-complicial exact category with weak-equivalences and duality.
Let C be the category whose objects are bounded bicomplexes of the form
· · · Mi+1 d Mi d Mi−1 · · ·
· · · Pi+1,0 ∂
δ
Pi,0
∂
δ
Pi−1,0
δ
· · ·
· · · Pi+1,1 ∂
δ
Pi,1
∂
δ
Pi−1,1
δ
· · ·
. . . · · · . . . · · · · · ·
where the Mi are finite length OX,xp -modules, the Pij are free OX,xp -modules such that each
column is a (bounded) free resolution of Mi and the morphisms are morphisms of bicomplexes.
This category is endowed with an exact structure by saying that a sequence of such bicomplexes is
exact if it is exact at each bidegree. The projection of such a bicomplex to the complex M• yields
an exact functor p : C → Chb(OX,xp -fl). We say that a morphism f in C is a weak-equivalence
if p(f ) is a weak equivalence in Chb(OX,xp -fl). If A• is a chain complex in Chb(Z[1/2]), we
can see it as a bicomplex concentrated in bidegree (•,0) (remark that it is not an element in C)
and the tensor product of bicomplexes gives a bi-exact functor
Chb
(
Z[1/2])⊗ C → C.
Moreover, C is endowed with a duality, obtained by sewing the dualities on Chb(OX,xp -fl) and
Chb(OX,xp )fl (see [3, proof of Lemma 6.4]). So finally we see that C is a Z[1/2]-complicial
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plicial. Moreover, taking the total complex associated to P•,• (without M•, see [3, proof of
Lemma 6.4]), we also get a complicial functor q : C → Chb(OX,xp )fl. Both q and p yield equiv-
alences at the level of the associated triangulated categories and therefore we get isomorphisms
for any m,n by Karoubi induction [24] (after twisting n− p times):
GWnm
(
Dbfl
(
Spec(OX,xp )
)
,Lxp
) GWn−pm (Db(OX,xp -fl), ,ext). (2)
Let V(p) be the category of finite-dimensional k(xp)-vector spaces. There is a duality (_)∗ :=
Homk(xp)(_,ω
L
xp ) on V(p) where ωxp is the one-dimensional vector space
∧pmxp/m2xp and ωLxp
is Homk(xp)(ωxp ,Lxp ⊗k(xp)) (according to our conventions). The usual canonical isomorphism
1 → (_)∗∗ is denoted by can. Now V(p) ⊂ OX,xp -fl and the functor(
Chb
(V(p)),qis, (_)∗, can)→ (Chb(OX,xp -fl),qis, ,ext)
is complicial (use the canonical isomorphism ωLxp  ExtpOX,xp (k(xp),Lxp )). It induces an iso-
morphism in K-theory and an isomorphism of Witt groups (use [1, Theorem 4.3] and [22,
Theorem 6.10]). By Karoubi induction, this functor induces an isomorphism
GWn−pm
(
Db
(
k(xp)
)
, (_)∗, can
) GWn−pm (Db(OX,xp -fl), ,ext). (3)
According to Definition 1, the group GWn−pm (Db(k(xp)), (_)∗, can) is denoted by
GWn−pm
(
k(xp),ω
L
xp
)
.
By putting (1), (2) and (3) together we obtain:
Proposition 28 (Dévissage). Let X be a regular scheme over Z[1/2]. Let n ∈ N. Then for any
p ∈ N, we have an isomorphism
GWnn−p
(
Db(X)p/p+1,L
) ⊕
xp∈X(p)
GWn−pn−p
(
k(xp),ω
L
xp
)
.
Observe that the groups
⊕
xp∈X(p) GW
n−p
n−p(k(xp),ω
L
xp ) are those appearing in the Gersten–
Grothendieck–Witt complex. In some cases, these groups can be computed in terms of Witt
groups and K-groups. This is the object of the next section.
3.3. Some computations of Grothendieck–Witt groups of fields
Let k be a field of characteristic different from 2 and N be a k-vector space of dimension 1.
As usual, we denote by GW(k,N) the Grothendieck–Witt group of k twisted by N (i.e. with
duality Homk(_,N)), and by W(k,N) its Witt group. The forgetful map f : GW(k,N) → K0(k)
descends to a map f :W(k,N) → K0(k)/2. Now K0(k) = Z and the map GW(k,N) → Z is
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isometry) anisotropic form, it is not hard to see that the following diagram is a fibre product:
GW(k,N)
f
W(k,N)
f
K0(k) K0(k)/2
The kernel of f (and f ) is denoted by I (k,N) and is called the fundamental ideal twisted
by N . If N = k, W(k) is a ring and I (k) is an ideal. Thus we can define its powers In(k).
If N is not trivial, the choice of a generator of N gives an isomorphism W(k) → W(k,N)
and we define In(k,N) to be the image of In(k) under the isomorphism W(k)  W(k,N).
Remark that In(k,N) does not depend on the choice of a generator of N [13, Lemma E.1.2]. If
n 0, it is convenient to put In(k,N) = W(k,N). Observe also that any choice of a generator
of N gives an isomorphism In(k)/In+1(k)  In(k,N)/In+1(k,N). Again, this isomorphism is
independent of the choice of a generator of N [13, Lemma E.1.3]. Let KMn (k) denote the nth
group of Milnor K-theory of k with the convention that KMn (k) = 0 if n < 0. Recall finally that
there is a homomorphism
sn :K
M
n (k) → In(k)/In+1(k)
defined on generators by sn({a1, . . . , an}) = 〈1,−a1〉 ⊗ · · · ⊗ 〈1,−an〉.
Definition 29. Let Gn(k,N) be the fibre product of In(k,N) and KMn (k) over In(k)/In+1(k):
Gn(k,N) In(k,N)
KMn (k) sn
I n(k)/In+1(k)
Observe that Gn(k,N) = W(k,N) if n < 0 and Gn(k,N) = GW(k,N) if n = 0. Our goal is to
show that there is a canonical isomorphism G1(k,N)  GW11(k,N). First note that GW11(k,N)
has an explicit presentation (use [24] to identify higher Grothendieck–Witt groups with classical
Hermitian K-theory and then [4, Theorem 4.1.9, Corollary 4.5.2.6]). Namely, consider elements
(V , q1, q2) where V is a finite-dimensional k-vector space and qi are non-degenerate quadratic
forms defined on V (with coefficients in N ). Two symbols (V , q1, q2) and (V ′, q ′1, q ′2) are iso-
morphic if there exists an isomorphism f :V → V ′ which is an isometry between qi and ri
(i = 1,2). The group GW11(k) is the quotient of the free group generated by isomorphism classes
of symbols [V,q1, q2] by the subgroup generated by [V,q0, q1] + [V,q1, q2] + [V,q2, q0] and
[V ⊕ V ′, q1⊥q ′1, q2⊥q ′2] − [V,q1, q2] − [V ′, q ′1, q ′2].
One checks that there is a homomorphism δ : GW11(k,N) → GW(k,N) sending a symbol[V,q1, q2] to the class [q2] − [q1]. Since q1 and q2 are defined on the same vector space, we
see that their difference is sent to 0 under the forgetful homomorphism f . This shows that δ
factors through I (k,N) and can be seen as a homomorphism δ : GW11(k,N) → I (k,N). More-
over, there is a homomorphism GW1(k,N) → K1(k) given by [V,q1, q2] → det[(q1)−1q2]. It1
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yields a homomorphism g : GW11(k,N) → G1(k,N), which turns out to be an isomorphism [4,
Corollary 4.5.1.5].
Remark 30. One can also prove that G2(k,N)  GW22(k,N) but we do not use this fact in this
paper. However, GWnn(k) and Gn(k) do not coincide for n  3 because Milnor K-theory and
Quillen K-theory are different in general.
3.4. Identification of some differentials
We want now to understand some differentials of the Gersten–Grothendieck–Witt complex in
terms of the differentials of the Gersten–Witt complex [3] and in terms of the Gersten complex in
K-theory [23]. Let xp ∈ X be a point of codimension p and let xp+1 be a point of codimension
p + 1. We want to compute
d : GWn−pn−p
(
k(xp),ω
L
xp
)→ GWn−p−1n−p−1(k(xp+1),ωLxp+1).
If p > n, then this map is just the differential
d :W
(
k(xp),ω
L
xp
)→ W (k(xp+1),ωLxp+1)
in the Gersten–Witt complex (after dévissage) by Theorem 25. If p = n, then we get a map
d : GW
(
k(xp),ω
L
xp
)→ W (k(xp+1),ωLxp+1)
which is the composition of the projection from GW to W and the above differential. The first
interesting case (and the only case we will need) is when p = n− 1. The map becomes
d : GW11
(
k(xp),ω
L
xp
)→ GW(k(xp+1),ωLxp+1).
The homotopy fibrations (see Section 2.2)
GW(Chb(X)j ,qis, nL,nL)→ GW(Chb(X)i,qis, nL,nL)→ GW(Chb(X)i,qisj , nL,nL)
and
GW(Chb(X)i,qisj , nL,nL) f K(Chb(X)i,qisj ) H GW(Chb(X)i,qisj , n+1L ,n+1L )
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GW(Chb(X)p+1,qisp+2, p
L
,
p
L
)
f
K(Chb(X)p+1,qisp+2)
H GW(Chb(X)p+1,qisp+2, p+1
L
,
p+1
L
)
GW(Chb(X)p,qisp+2, p
L
,
p
L
)
f
K(Chb(X)p,qisp+2)
H GW(Chb(X)p,qisp+2, p+1
L
,
p+1
L
)
GW(Chb(X)p,qisp+1, p
L
,
p
L
)
f
K(Chb(X)p,qisp+1)
H
GW(Chb(X)p,qisp+1, p+1
L
,
p+1
L
)
This gives long exact sequences of homotopy groups with commutative or anti-commutative
squares (because of Verdier’s exercise; see for instance [27, Exercise 10.2.6]). In particular, we
get a square
GWp+11 (Db(X)p/p+1,L) GW
p
0 (D
b(X)p/p+1,L)
GWp+10 (Db(X)p+1/p+2,L) GW
p
−1(Db(X)p+1/p+2,L)
which anti-commutes. After dévissage, we get an anti-commutative square
GW11(k(xp),ω
L
xp )
d
GW(k(xp),ωLxp )
GW(k(xp+1),ωLxp+1) W(k(xp+1),ω
L
xp+1)
where the two vertical arrows are the differentials in the corresponding Gersten–Grothendieck–
Witt complexes and the bottom horizontal map is the projection from the Grothendieck–Witt
group to the Witt group. Now the bottom homotopy fibration proves that we have an exact se-
quence
GW11
(
k(xp),ω
L
xp
)
GW
(
k(xp),ω
L
xp
)
K0
(
k(xp)
)
0.
By definition, the image of GW11(k(xp),ω
L
xp ) → GW(k(xp),ωLxp ) is precisely the fundamental
ideal I (k(xp),ωLxp ). Therefore we get a commutative diagram
GW11(k(xp),ω
L
xp )
d
I (k(xp),ω
L
xp )
−dI
GW(k(xp+1),ωLxp+1) W(k(xp+1),ω
L
xp+1)
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arguments show that we have a commutative diagram
GW11(k(xp),ω
L
xp )
d
K1(k(xp))
dK
GW(k(xp+1),ωLxp+1) K0(k(xp+1))
where dK is the differential of the Gersten complex in K-theory. We finally get:
Proposition 31. The following diagram commutes:
GW11(k(xp),ω
L
xp )
d
g
GW(k(xp+1),ωLxp+1)
G1(k(xp),ω
L
xp ) (−dI ,dK)
G0(k(xp+1),ωLxp+1)
4. Chow–Witt groups
4.1. Definition and first results
Let X be a regular scheme over Z[1/2] and L be a line bundle over X. Consider the Gersten–
Witt complex
· · ·
⊕
xp∈X(p)
W(k(xp),ω
L
xp )
d
⊕
xp+1∈X(p+1)
W
(
k(xp+1),ωLxp+1
)
· · · .
It turns out that the differential d respects the filtration by the power of the fundamental ideal ([13,
Theorem 9.2.4] or [15, Theorem 6.6]) and therefore for any n ∈ N we get a complex C(X, In,L):
· · ·
⊕
xp∈X(p)
I n−p
(
k(xp),ω
L
xp
)
dI
⊕
xp+1∈X(p+1)
I n−p−1
(
k(xp+1),ωLxp+1
)
· · ·
and a complex C(X, In/In+1,L)
· · ·
⊕
xp∈X(p)
I n−p/In−p+1(k(xp),ωLxp ) dI
⊕
xp+1∈X(p+1)
I n−p−1/In−p
(
k(xp+1),ωLxp+1
)
· · · .
Moreover, there is a complex in Milnor K-theory [19, Proposition 1]
· · ·
⊕
xp∈X(p)
KMn−p
(
k(xp)
)
dK
⊕
xp+1∈X(p+1)
KMn−p−1
(
k(xp+1)
)
· · · .
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in Milnor K-theory with C(X, In,L) over C(X, In/In+1,L) to get a complex C(X,Gn,L)
· · ·
⊕
xp∈X(p)
Gn−p
(
k(xp),ω
L
xp
)
dG
⊕
xp+1∈X(p+1)
Gn−p−1
(
k(xp+1),ωLxp+1
)
· · · .
The graduation on the above complex is such that
⊕
xp∈X(p) G
n−p(k(xp),ωLxp ) sits in degree p.
The following definition is due to Barge and Morel ([5], see also [13]):
Definition 32. The nth Chow–Witt group twisted by L is the cohomology group Hn(C(X,Gn,L)).
It is denoted by C˜Hn(X,L).
The results of the previous sections read as follows:
Theorem 33. Let X be a regular scheme over Z[1/2] and L be a line bundle over X.
Let {E(n)p,qm } be the Gersten–Grothendieck–Witt spectral sequence of X. Then E(n)n,02 =
C˜Hn(X,L).
Proof. This is a straightforward consequence of Proposition 31. 
The same arguments also allows a nice description of Chow–Witt groups using only derived
Grothendieck–Witt groups, but not higher Grothendieck–Witt groups. This description is the
analogue of a well-known description of Chow groups using only K0 of some categories [11].
Theorem 34. Let X be a regular scheme over Z[ 12 ] and L be a line bundle over X. For any i,
consider the following sequence of Grothendieck–Witt groups
GW i
(
Db(X)i/i+2,L
) α GW i(Db(X)i/i+1,L) β GW i(Db(X)i−1/i+1,L)
obtained from the duality preserving functors of triangulated categories with duality
Db(X)i/i+2 → Db(X)i/i+1 and Db(X)i/i+1 → Db(X)i−1/i+1.
Then we have
ker(β) ⊂ Im(α) and C˜Hi (X,L) = Im(α)/ker(β).
Proof. Consider the two exact sequences of triangulated categories with duality
Db(X)i+1/i+2 Db(X)i/i+2 Db(X)i/i+1
and
Db(X)i/i+1 Db(X)i−1/i+1 Db(X)i−1/i .
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exact category (Chb(X)i−1,qisi , iL,
i
L). Using the long exact sequence in Grothendieck–Witt
theory for both exact sequences, we get a diagram where the row and the column are exact
GW i1(D
b(X)i−1/i ,L)
GW i (Db(X)i/i+2,L)
α
GW i (Db(X)i/i+1,L)
β
Wi+1(Db(X)i+1/i+2,L)
GW i (Db(X)i−1/i+1,L)
Unfolding the diagram, we get in particular a sequence
GW i1
(
Db(X)i−1/i ,L
)
GW i
(
Db(X)i/i+1,L
)
Wi+1
(
Db(X)i+1/i+2,L
)
whose homology is C˜Hi (X,L) by Theorem 33. 
As a corollary, we get a nice result for the top Chow–Witt group of a regular scheme. First,
we need a lemma.
Lemma 35. The homomorphism
β : GW i
(
Db(X)i/i+1,L
)→ GW i(Db(X)i−1/i+1,L)
induced by inclusion is surjective.
Proof. Using the localization long exact sequence, we see that it is sufficient to prove that
GW i (Db(X)i−1/i ,L) is zero. By Karoubi periodicity, we get an exact sequence
GW i−1(Db(X)i−1/i ,L)
f
K0(Db(X)i−1/i ,L)
H
GW i (Db(X)i−1/i ,L)
Wi(Db(X)i−1/i ,L)
It is then sufficient to prove that Wi(Db(X)i−1/i ,L) = 0 and that f is surjective. The first
assertion is obvious since GW i−1(Db(X)i−1/i ,L) is a sum of Grothendieck–Witt groups of
fields (with 0th twisted duality) by dévissage, and the second assertion follows from [3, The-
orem 6.1]. 
Theorem 36. Let X be a regular scheme over Z[1/2] of dimension n and let L be a line
bundle over X. Then β : GWn(Db(X)n,L) → GWn(Db(X)n−1,L) induces an isomorphism
C˜Hn(X,L)  GWn(Db(X)n−1,L).
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the homomorphisms
GWn
(
Db(X)n/n+2,L
) α GWn(Db(X)n/n+1,L) β GWn(Db(X)n−1/n+1,L).
Since X is of dimension n, this sequence reads
GWn
(
Db(X)n,L
)
GWn
(
Db(X)n,L
) β
GWn
(
Db(X)n−1,L
)
.
By the above lemma, β is surjective and we get the result. 
4.2. Euler classes and Chow–Witt groups
Let X be a regular scheme and let p :E → X be a rank r vector bundle, with zero section s.
The Euler class of E is defined by c˜r (E) = (p∗)−1s∗(1). Remark that the class (K(E),ϕ) in
GWr (E,p∗ det(E∨)) defined in Section 2.4 is supported in codimension r in E and, ϕ being
globally an isomorphism, has trivial residue under the homomorphism
d :
⊕
xr∈E(r)
GW
(
k(xr),ω
p∗ det(E)∨
xr
)→ ⊕
xr+1∈E(r+1)
W
(
k(xr+1),ωp
∗ det(E)∨
xr+1
)
.
Therefore (K(E),ϕ) defines an element in C˜Hr (E,p∗ det(E)∨). It is exactly s∗(1), where s∗ is
the push-forward defined for Chow–Witt groups [13, Corollary 13.4.3], and we see that the Euler
class c˜r (E) is just the image under (p∗)−1 of (K(E),ϕ).
The main application of Chow–Witt groups is the following theorem due to Morel [20, Theo-
rem 9]:
Theorem 37. Let k be a field and let A be a smooth k-algebra of dimension d . Let P be a
projective A module of rank d such that det(P )  A. Then P  Q⊕A if and only if c˜d (P ) = 0
provided d = 2 or d  4.
The case d = 2 is a little bit different and was known from [5] or [13]. As a straightforward
consequence of our results, we get the following theorem:
Theorem 38. Let A be a regular Z[1/2]-algebra of dimension d . Let P be a projective mod-
ule of rank d . Suppose that d = 2 or d = 3. Then P  Q ⊕ A if and only if c˜d (P ) = 0 in
C˜Hd(P,det(P )∨).
Proof. From Theorem 36, we have an isomorphism
C˜Hd
(
P,det(P )∨
) GWd(Db(A)d−1,det(P )∨).
The functor Db(A)d−1 → Db(A) gives a homomorphism
GWd
(
Db(A)d−1,det(P )∨
)→ GWd(Db(A),det(P )∨)
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C˜Hd
(
P,det(P )∨
)→ GWd(Db(A),det(P )∨).
Observe that this homomorphism is nothing but the edge map in the Gersten–Grothendieck–Witt
spectral sequence. Under this homomorphism, the Euler class c˜d (P ) is sent to e(P ) because of
the explicit description of the Euler classes given at the beginning of Section 4.2 (and the fact
that (p∗)−1 = s∗). The implication c˜d (P ) = 0 ⇒ P  Q⊕A follows then from Propositions 23
and 24. The other implication is Corollary 13.3.3 in [13].
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