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THE GOLOD PROPERTY FOR POWERS OF IDEALS AND KOSZUL IDEALS
RASOUL AHANGARI MALEKI
Abstract. Let S be a regular local ring or a polynomial ring over a field and I be an ideal of S.
Motivated by a recent result of Herzog and Huneke, we study the natural question of whether Im
is a Golod ideal for all m ≥ 2. We observe that the Golod property of an ideal can be detected
through the vanishing of certain maps induced in homology. This observation leads us to generalize
some known results from the graded case to local rings and obtain new classes of Golod ideals.
1. Introduction
Throughout this paper we let (S, n, k) denote a regular local ring with maximal ideal n and
residue field k or a polynomial ring over a field k with graded maximal ideal n. All modules are
assumed to be graded if the ring is graded. Let I be an ideal of S. The Poincare´ series of a
finitely generated R = S/I-module M is denoted by PRM (t) and is defined to be formal power series∑
i≥0 dimk Tor
R
i (M,k)t
i. In general, this power series is not a rational function. We refer the reader
for the history of the rationality of Poincare´ series to the survey article [1] by Avramov. On the
other hand, Serre [27] showed that there is a coefficientwise inequality of formal power series
(1) PRk (t) ≤
(1 + t)d
1− t
∑
i>0 dimkHi(K)t
i
,
where d is the embedding dimension of R and K is the Koszul complex of R with respect to a
minimal system of generators of its maximal ideal.
We say that the ring R or the ideal I is Golod if PRk (t) coincides with the upper bound given
by Serre. Golod rings are an example of good rings in the sense that all finitely generated modules
over such rings have rational Poincare´ series sharing a common denominator, see [3]. Many results
regarding classes of Golod ideals are established in the case of graded rings. If S is a polynomial
ring over a field of characteristic zero, Herzog and Huneke in [13] identified large classes of Golod
ideals. They showed, among other results, that the powers Im of an ideal I are Golod for all m ≥ 2.
The main goal of this paper is to study the Golod property of ideals of a regular local ring. In
view of results of Herzog and Huneke, it is a natural question to ask whether the results of [13] hold
if S is a polynomial ring over a field of arbitrary characteristic or more generally if S is a regular
local ring rather than a polynomial ring. A known fact in this direction is a result of Herzog et
al. [16] which says that large powers of an ideal are Golod. Another evidence in support of the
question is that if I is a complete intersection, then Im is Golod for all m ≥ 2, see [2] and [9].
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Herzog and the author [12] recently removed the assumption on characteristic of k of the results of
[13] for monomial ideals. The methods used in the proofs of the results we mentioned above vary
from one case to another, yet the nature of the results suggests that there is some common ground
among them. This observation allows us to partially generalize to local rings some of the known
results for graded rings.
Let ρ(I) denote the smallest number m such that for all r > m and all i > 0 the natural map
TorSi (S/I
r, k) → TorSi (S/I
r−1, k) is the zero map. In Section 2 we show that the invariant ρ(I) is
finite and the following holds:
Theorem 1.1. Let m be a positive integer and J be an ideal of S. Then the following hold:
(1) If m > ρ(I) and I2m−2 ⊆ J ⊆ Im, then J is Golod. In particular, Im is Golod.
(2) If d = dimS and m ≥ max{2d, ρ(I) + d}. Then Im, the integral closure of Im, is Golod.
If ρ(I) = 1, then it follows at once from this theorem that Im is Golod for all m ≥ 2. This
suggests the question
Question 1.2. Is it true that ρ(I) = 1 for any ideal I of S?
We show that Question 1.2 has an affirmative answer provided that either S is a polynomial
ring over a field of characteristic zero or S has Krull dimension at most 2, see Proposition 3.5 and
Theorem 3.7. The result in the graded case is an immediate consequence of the work of Herzog and
Huneke. When S is local, we prove in Proposition 3.8 that ρ(I) = 1 if I is a complete intersection
ideal. A similar conclusion for a monomial ideal I, without any assumption on characteristic, holds
true, see [12].
Section 3 of this paper is devoted to study the Golod property of Koszul ideals. We say that
an ideal I of S is Koszul if its associated graded module with respect to maximal ideal n has a
linear resolution over the associated graded ring ⊕i≥0n
i/ni+1. This notion can be considered as a
generalization of the notion of componentwise linear ideal. A necessary (not sufficient ) condition
for an ideal I to be Koszul is that the natural map υSi (I) : Tor
S
i (nI, k)→ Tor
S
i (I, k) is zero for all
i. In [15] it is proved that any componentwise linear ideal of a polynomial ring S is Golod. We
extend this result by showing that
Theorem 1.3. Assume υSi (I) = 0 for all i. Then we have the following:
(1) If I ⊆ n2, then I is Golod.
(2) If I2 ⊆ L ⊆ nI, then the ideal L is Golod. In particular, for any proper ideal J ⊇ I the
ideal IJ is Golod.
The condition I ⊆ n2 is not necessary if S contains a field, see Theorem 4.7.
2. Massey operations and vanishing of maps of Tor
We use throughout the notation K to stand for the Koszul complex of S with respect to a
minimal system of generators of n. The Koszul complex has a differential graded (DG) algebra
structure and resolves k over S. We will denote by Z and B the subcomplexes of the cycles and
boundaries of K respectively.
3Let I be a proper ideal of S. Set R = S/I and let K denote the Koszul complex of R with
respect to a minimal system of generators of the maximal ideal of R. This complex has a DG
algebra structure. Golod [8] showed that the equality in (1) can be characterized by vanishing of
all Massey operations in K. By definition this is the case if K admits a trivial Massey operation,
see [3] and [10]. That is, for some homogeneous k-basis B = {hλ}λ∈Λ of H≥1(K) := ⊕i≥1Hi(K)
there exists a function µ :
⊔∞
p=1 B
p → K subject to the following conditions:
(M1) µ(hλ) = zλ ∈ Z(K) with [zλ] = hλ;
(M2) ∂µ(hλ1 , . . . , hλp) =
p−1∑
j=1
µ(hλ1 , . . . , hλj )µ(hλj+1 , . . . , hλp) for p ≥ 2;
(M3) µ(Bp) ⊆ mK for p ≥ 1.
Here we use ∂ for the differential map of K and |a| for the degree of a (homogeneous) element a of
K. Also we set a¯ = (−1)|a|+1a.
Therefore the ring R = S/I or the ideal I is Golod if and only if K admits a trivial Massey
operation. Observe that condition (M2) implies that µ(hλ1)µ(hλ2) is a boundary for all hλ1 , hλ2 ∈
B. This means that H(K) has trivial multiplication. As it is shown in [18] this condition does not
suffice to characterize Golod rings.
To show that an ideal of S is Golod we utilize the following simple observation of the construction
of a trivial Massey operation. The idea of this is motivated by [23, Lemma 1.2]. We apply similar
technique for the proof.
Lemma 2.1. Let I and L be ideals of S such that L2 ⊆ I ⊆ L. Suppose that the map
TorSi (S/I, k)→ Tor
S
i (S/L, k),
induced by the natural surjection S/I → S/L, is zero for all i ≥ 1. Then the ideal I is Golod.
Proof. To prove that I is Golod (i.e the ringR = S/I is Golod ) we show that K, the Koszul complex
of R, admits a trivial Massey operation. If we establish that µ can be chosen in such a way that
µ(hλ1)µ(hλ2) = 0 for all hλ1 , hλ2 ∈ B, then by setting µ(hλ1 , . . . , hλn) = 0 for all n ≥ 2, obviously
(M2) is satisfied and R is Golod. To this end we note that the map TorSi (S/I, k)→ Tor
S
i (S/L, k)
can be identified with the map
(2) Hi(K)→ Hi(K/LK)
induced by the natural projection K → K/LK. For each hλ ∈ B, the vanishing of (2) gives that
hλ can be represented as hλ = [zλ] for some zλ ∈ Z(K) ∩ LK. Now we define µ(hλ) = zλ. The
assumption L2 ⊆ I implies that µ(hλ1)µ(hλ2) = 0 for any two elements hλ1 , hλ2 ∈ B. 
For the remaining of the paper we will apply Lemma 2.1 to obtain new classes of Golod ideals.
3. Golodness of powers of ideals
In this section we study the Golod property of powers of ideals. We show that large powers of
an ideal and their integral closures are Golod. We need the following lemma to prove the main
results of this section.
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Lemma 3.1. Let I be an ideal of S. Then there exists an integer m0 such that for all m > m0 the
natural map
TorSi (S/I
m, k)→ TorSi (S/I
m−1, k)
induced by the surjection S/Im → S/Im−1, is zero for all i > 0.
Proof. First note that for an ideal L of S we have the natural isomorphism TorSi (S/L, k)
∼=
TorSi−1(L, k) for all i > 0. Also for each S-module M the Koszul homology Hi(M ⊗S K) is
functorially isomorphic to TorSi (M,k). Thus with these observations, it suffices to show that there
exists an integer m0 such that the containment Zi ∩ I
mKi ⊆ I
m−1Zi holds for all m > m0 and
i ≥ 0.
By the Artin-Rees lemma [7, Lemma 5.1], there exists an integer m0 such that for all m > m0
(3) Zi ∩ I
mKi ⊆ I
m−m0(Zi ∩ I
m0Ki)
for all i ≥ 0. On the other hand since Hi(I
m0K) is a k-vector space we get the first link in the
following chain
(4) I(Zi ∩ I
m0Ki) ⊆ Bi(I
m0K) ⊆ Im0Zi.
Multiply (4) by Im−m0−1 and combine the resulting inclusion with (3) to get Zi ∩ I
mKi ⊆ I
m−1Zi
for all i ≥ 0. 
Lemma 3.1 guarantees that for any proper ideal I ⊆ S the number
ρ(I) := min{m : TorSi (S/I
r, k)→ TorSi (S/I
r−1, k) is zero for all r > m and all i > 0}
exists.
Herzog et al. [16] showed that all higher powers of an ideal of a regular local ring are Golod.
The following theorem generalizes this result with a simpler proof.
Theorem 3.2. Let I be an ideal of S and m be a positive integer with m > ρ(I). If J is an ideal
of S such that I2m−2 ⊆ J ⊆ Im, then J is Golod. In particular, Im is Golod.
Proof. Applying Lemma 2.1 for L = Im−1, it suffices to show that the map TorSi (S/J, k) →
TorSi (S/L, k), induced by the surjection S/J → S/L, is zero for all i > 0. But this map factors
through TorSi (S/I
m, k), and the natural map
TorSi (S/I
m, k)→ TorSi (S/I
m−1, k)
is zero as m > ρ(I). This finishes the proof. 
Let S be a polynomial ring over a field k of characteristic zero and I be a graded ideal of S. In
[13, Theorem 2.11] it is shown that the integral closure Im of Im is Golod for all m > d where d is
the Krull dimension of S. For a monomial ideal I the authors proved that Im is Golod for allm ≥ 2.
Very recently in [12] the same result has been proved for monomial ideals with no assumptions on
the characteristic. The next result shows that over a regular local ring or a polynomial ring S, with
no additional assumption on characteristic, the integral closure of Im is Golod provided that m is
large enough.
5Theorem 3.3. Let I be an ideal of S and m be a positive integer with m ≥ max{2d, ρ(I) + d}.
Then Im is Golod.
Proof. We verify the conditions of Lemma 2.1 with L = Im−d.
First note that we have the inclusions I2(m−d) ⊆ Im ⊆ Im−d+1: the first inclusion is due
to the hypothesis and the second one follows from Brianc¸on-Skoda Theorem, see [29]. On the
other hand the map TorSi (S/I
m, k)→ TorSi (S/L, k) factors through the map Tor
S
i (S/I
m−d+1, k)→
TorSi (S/I
m−d, k) which is zero for all i > 0 as m − d + 1 > ρ(I). Hence the conditions of Lemma
2.1 hold and Im is Golod. 
By definition for any ideal I of S we have ρ(I) ≥ 1. In view of Theorem 3.2, it is interesting
to know when ρ(I) = 1. This is the case, at least, when S is a polynomial ring over a field of
characteristic zero and I is a graded ideal of S.
Remark 3.4. Let S = k[x1, . . . , xd] be a graded polynomial ring over a field k of characteristic zero
and I ⊆ (x1, . . . , xd)
2 be a graded ideal of S. Set R = S/I and let K = K ⊗S R be the Koszul
complex of R, where K is the Koszul complex of S with respect to variables x1, . . . , xd. Herzog
[11, Corollary 2] gives an explicit description of cycles of K in terms of the data of the minimal
free S-resolution of R. A direct consequence of this result is that (see the proof of [13, Theorem
1.1]) there is a subset B of Z(K)∩ ∂(I)K such that the homology classes of the elements of B form
a k-basis for H≥1(K). Here ∂(I) denotes the ideal generated by partial derivatives ∂f/∂xi with
f ∈ I and i = 1, . . . , d.
Proposition 3.5. Let S be as in Remark 3.4. Assume that I ⊆ J are graded ideals of S such that
∂(I) ⊆ J . Then the map TorSi (S/I, k) → Tor
S
i (S/J, k), induced by the surjection π : S/I → S/J ,
is zero for all i > 0. In particular ρ(I) = 1.
Proof. First we note that the map TorSi (S/I, k)→ Tor
S
i (S/J, k) can be identified with the natural
map
Hi(K ⊗ π) : Hi(K ⊗ S/I)→ Hi(K ⊗ S/J).
Thus it suffices to show that Hi(K ⊗ π) is the zero map for all i > 0, and it is enough to show this
for the basis elements of Hi(K ⊗ S/I). Let h ∈ Hi(K ⊗ S/I) be a basis element. Then applying
Remark 3.4 h can be represented as [z] for some cycle z with coefficients in ∂(I). Since ∂(I) ⊆ J
we see that (K ⊗ π)(z) is zero in K ⊗ S/J . Therefore Hi(K ⊗ π)([z]) = 0. In particular, since
∂(Im) ⊆ Im−1 for any m ≥ 1, we see that the natural map TorSi (S/I
m, k) → TorSi (S/I
m−1, k) is
zero for all i > 0 and all m ≥ 1. Then by definition ρ(I) = 1. 
In light of Proposition 3.5, we pose the following question.
Question 3.6. Let S be a regular local ring. Is it true that ρ(I) = 1 for any proper ideal I of S
or, equivalently, the map
TorSi (S/I
m, k)→ TorSi (S/I
m−1, k)
is zero for all i ≥ 1 and all m ≥ 1?
A first result in support of a positive answer to this question is in the case of local rings of Krull
dimension at most 2.
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Theorem 3.7. Let I be an ideal of a regular local ring S of dimension at most 2. Then ρ(I) = 1.
Proof. The case of dimension 1 is obvious. So, we assume that S has dimension 2. Let m ≥ 1. We
show that the natural map
ϕi : Tor
S
i (S/I
m, k)→ TorSi (S/I
m−1, k)
is zero for each i = 1, 2. For the case where i = 1, the map ϕ1 is identified with the natural map
Im/nIm → Im−1/nIm−1 which is clearly zero.
Since S has dimension 2, for any finitely generated S-moduleN we have the natural isomorphisms
TorS2 (N, k)
∼= H2(N ⊗K) ∼= (0 :N n).
Thus ϕ2 is zero if and only if (I
m : n) ⊆ Im−1. In order to prove the inclusion it is enough to show
that (Im : x) ⊆ Im−1 for any x ∈ n \ n2.
Let x ∈ n \ n2. Then the ring S/xS is a regular local ring of dimension one and so the image of
I in S/xS is generated by an element xS + u for some u ∈ I. Now it is easy to see that there are
elements r1, . . . , rt in S such that I = (u, r1x, . . . , rtx). One has I
m ⊆ Sum+xIm−1. If z ∈ (Im : x),
then we can write zx = sum + bx for some s ∈ S and b ∈ Im−1 . Since (x) is a prime ideal of S we
get u ∈ (x) or s ∈ (x). In both cases, one can obtain that z ∈ Im−1. Therefore (Im : x) ⊆ Im−1. 
Complete intersection ideals provide another piece of evidence in support of a positive answer
to Question 3.6, as the following proposition shows. This can also be concluded from [20, Remark
2.12]. But, we include a different proof here for the sake of completeness. The particular case of
this proposition is known by [9, Corollary 4.4] and [2, Theorem 6.7] .
Proposition 3.8. Let I be an ideal of S generated by a regular sequence. Then ρ(I) = 1. In
particular, Im is Golod for all m ≥ 2.
Proof. Let u1, . . . , up be a regular sequence which generates I. Assume that r is an integer such
that 0 ≤ r ≤ p. We set Ir = (u1, . . . , ur) if r > 0 and Ir = (0) if r = 0. To prove the assertion it is
enough to show that for each 0 ≤ r ≤ p and m > 0 the natural map TorSi (I
m
r , k)→ Tor
S
i (I
m−1
r , k)
is zero for all i ≥ 0. We do this by induction on n = r +m. The first step n = 1 is obvious. Let
n > 1 and assume that the statement holds for all r and m such that r +m ≤ n − 1. We want
to prove it when n = r +m. Since grIr−1(S) = ⊕m≥0I
m
r−1/I
m+1
r−1 is naturally isomorphic to to the
polynomial ring S/Ir−1[x1, . . . , xr−1], see [5, Theorem 1.1.8], the image of ur in S/Ir−1 is a regular
sequence on grIr−1(S). Using this one can see that I
m
r−1 = (I
m
r−1 : ur) for all r and m. We have
then the following short exact sequence
(5) 0→ Imr−1 → I
m−1
r ⊕ I
m
r−1 → urI
m−1
r + I
m
r−1 = I
m
r → 0
where the first map is given by a 7→ (a, ura) and the second one is given by (b, a) 7→ urb− a. Here
as usual for an ideal J of S we set J i = S if i ≤ 0. Using the above exact sequence, we get the
7following commutative diagram with exact rows and columns
(6) 0

0

0

0 // Imr−1
//
 _

Im−1r ⊕ I
m
r−1
//
 _

Imr // _
q

0
0 // Im−1r−1
//
f

Im−2r ⊕ I
m−1
r−1
//
h

Im−1r //
g

0
0 // Im−1r−1 /I
m
r−1
α
//

Im−2r /I
m−1
r ⊕ I
m−1
r−1 /I
m
r−1
β
//

Im−1r /I
m
r
//

0
0 0 0
where the maps f, g, h are the natural surjections and α is given by a+ Imr−1 7→ (0, ura+ I
m
r−1) with
a ∈ Im−1r−1 . Using this formula of α and the fact that the functor Tor
S
i (−, k) is an S-linear functor,
one can see that the induced map
TorSi (I
m−1
r−1 /I
m
r−1, k)
α˜i−→ TorSi (I
m−2
r /I
m−1
r , k)⊕ Tor
S
i (I
m−1
r−1 /I
m
r−1, k)
is the zero map for all i. Then the diagram (6) induces the following one with exact rows and
columns
(7)
TorSi (I
m−1
r , k)⊕ Tor
S
i (I
m
r−1, k)
//
0

TorSi (I
m
r , k)
//
q˜i

TorSi−1(I
m
r−1, k)
0

TorSi (I
m−2
r , k)⊕ Tor
S
i (I
m−1
r−1 , k)
//
f˜i

TorSi (I
m−1
r , k)
∆i
//
h˜i

TorSi−1(I
m−1
r−1 , k)
g˜i

0 // TorSi (I
m−2
r /I
m−1
r , k)⊕ Tor
S
i (I
m−1
r−1 /I
m
r−1, k)
β˜i
// TorSi (I
m−1
r /I
m
r , k) // Tori−1(I
m−1
r /I
m
r , k)
where the tilde maps are induced by applying the functor TorS(−, k) to the diagram (6). The zero
maps in the columns are due to the induction hypothesis. Hence f˜i and g˜i are injective. We want
to show that q˜i is the zero map or equivalently Ker h˜i = 0. Applying [6, Lemma 3.2] to the bottom
half of the diagram, we get an exact sequence
Ker f˜i → Ker h˜i → Ker g˜i.
Since f˜i and g˜i are injective we get the desired conclusion. The particular case immediately follows
from Theorem 3.2. 
4. Golodness of Koszul ideals
Let (R,m, k) be a local ring with maximal ideal m or a standard graded k-algebra with graded
maximal ideal m. Let M be a finitely generated R-module. In the graded case, M is assumed to be
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graded. The notion of Koszul module introduced by Herzog and Iyengar [14]. They say that M is
Koszul if the linear part of a minimal free resolution of M is acyclic or equivalently if its associated
graded module gr
m
(M) = ⊕i≥0m
iM/mi+1M , as a graded gr
m
(R)-module, has a linear resolution
[14, Proposition 1.5]. If an ideal of R is Koszul (as an R-module) we shall call it a Koszul ideal.
Also, if the residue field k is Koszul we will say that the ring R itself is Koszul. Note that in the
graded case gr
m
(R) is identified with R itself and any graded R-module with linear resolution is
Koszul. However such graded modules are not the only modules which are Koszul see [14, Example
1.9]. If R is a graded Koszul algebra there is a characterization of (graded) Koszul modules due to
Ro¨mer [21, Theorem 3.2.8]: A graded R-module M is Koszul if and only if M is componentwise
linear.
Let S be a polynomial ring with the standard grading. It is known that every graded ideal of S
with linear resolution is Golod [4]. This result has been generalized by Herzog, Reiner and Welker
for componentwise linear ideals of S [15]. Since S is a Koszul algebra, in view of the characterization
of Ro¨mer, this can be restated in the following form: any Koszul ideal of S is Golod. Next we will
generalize this restatement of the result of [15] under a weaker hypothesis to the local case. Let
first recall some facts.
Assume that N is a finitely generated S-module. Let
υSi (N) : Tor
S
i (nN, k)→ Tor
S
i (N, k)
be the map which is induced by the inclusion nN ⊆ N . Then by a result of S¸ega [26, Theorem
3.2(2)], one has the following characterization of Koszul modules.
Theorem 4.1. An S-module M is Koszul if and only if
υSi (n
jM) = 0 for all i ≥ 0 and all j ≥ 0,
where by convention n0 = S.
Let S be a polynomial ring over a field with the standard grading and M a graded S-module
generated in a single degree. It is straightforward to see that the condition υSi (M) = 0 for all
i ≥ 0, provides a necessary and sufficient condition for Koszulness of M . However when M is not
generated in a single degree, this condition does not suffice for M to be Koszul (i.e. componentwise
linear) as the following example shows:
Example 4.2. Let k be a field of characteristic zero and S = k[x, y, z]. Let n = (x, y, z),
J = (x3, y3, x2z) and I = J + n4. The ideal J does not have a linear resolution, so I is not a
componentwise linear ideal. Using a computer algebra system, the minimal free resolutions of I
and nI are as follows:
0→ S(−6)7 → S(−4)⊕ S(−5)15 → S(−3)3 ⊕ S(−4)7 → I → 0
0→ S(−6)3 ⊕ S(−7)7 → S(−5)9 ⊕ S(−6)14 → S(−4)8 ⊕ S(−5)6 → In→ 0
We claim that υSi (I) = 0 for all i ≥ 0. First note that the following conditions are equivalent:
(1) υSi (I) = 0 for all i ≥ 0;
(2) 0→ TorSi (I, k)→ Tor
S
i (I/nI, k)→ Tor
S
i−1(nI, k)→ 0 is exact for all i ≥ 0;
9(3) βi(k)β0(I) = βi(I) + βi−1(nI) for all i ≥ 0.
Now comparing the Betti numbers of I and nI, one can see that condition (3) is satisfied and then
υSi (I) = 0 for all i ≥ 0.
The following extends the result of [15] concerning Golodness of componentwise linear ideals.
Theorem 4.3. Let (S, n, k) be a regular local ring (or a polynomial ring over k) and I ⊆ n2 be an
ideal of S. Assume that the natural map
υSi (I) : Tor
S
i (nI, k)→ Tor
S
i (I, k)
is zero for all i ≥ 0. Then I is Golod
Proof. First note that since I ⊆ n2, the complex K ⊗S S/I is isomorphic to the Koszul complex
of R = S/I with respect to a minimal system of generators of the maximal ideal of R. There is a
natural isomorphism K ⊗S S/I ∼= K/IK of DG algebras. We will denote by ∂ the differential map
of the Koszul complex K. The same notation will be used for the differential map of the complex
K/IK.
We show that K/IK admits a trivial Massey operation. Choose a set of cycles C = {zλ ∈
K/IK}λ∈Λ, such that B = {hλ = [zλ]}λ∈Λ is a basis of H≥1(K/IK). Set µ(hλ) = zλ and assume
by induction that a function µ :
⊔p−1
r=1 B
r → K/IK has been constructed for some p ≥ 2, and
satisfies the conditions (M1), (M2) and (M3). Furthermore, if r is an integer with 1 ≤ r ≤ p − 1
and (λ1, . . . , λr) ∈ Λ
r, we assume that µ(hλ1 , . . . , hλr ) = uλ1,...,λr + IK for some uλ1,...,λr ∈ nK.
Note that in the first step of the construction, since zλ is a cycle we can write zλ = uλ+IK for some
uλ ∈ nK, this is due to [1, Lemma 4.1.6(2)]. We want to define µ on B
p such that the condition
(M2) is satisfied. To this end it is enough to show that for each (λ1, . . . , λp) ∈ Λ
p, the element
zλ1,...,λp :=
p−1∑
j=1
µ(hλ1 , . . . , hλj )µ(hλj+1 , . . . , hλp),
which is a cycle, is indeed a boundary. Following the above notation we can write
zλ1,...,λp =
p−1∑
j=1
uλ1,...,λjuλj+1,...,λp + IK.
Set w =
p−1∑
j=1
uλ1,...,λjuλj+1,...,λp . We establish that ∂(w) ∈ nIK. Using the Leibnitz rule, we have:
∂(w) =
p−1∑
j=1
∂(uλ1,...,λj)uλj+1,...,λp + (−1)
|uλ1,...,λj |uλ1,...,λj∂(uλj+1,...,λp)
=
p−1∑
j=1
∂(uλ1,...,λj)uλj+1,...,λp − uλ1,...,λj∂(uλj+1,...,λp)
=
p−1∑
j=1
(
(aj +
j−1∑
i=1
uλ1,...,λiuλi+1,...,λj)uλj+1,...,λp − uλ1,...,λj(bj +
p−j−1∑
s=1
uλj+1,...,λj+suλj+s+1,...,λp)
)
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for some aj, bj ∈ IK, with 1 ≤ j ≤ p− 1. It is straightforward to see that
p−1∑
j=1
(
j−1∑
i=1
uλ1,...,λiuλi+1,...,λj )uλj+1,...,λp − uλ1,...,λj(
p−j−1∑
s=1
uλj+1,...,λj+suλj+s+1,...,λp) = 0.
Hence ∂(w) ∈ nIK as claimed. Therefore w + nIK is a cycle of K/InK. The homology class
of w + IK is the image of [w + nIK] under the natural map H(K/InK) → H(K/IK). On the
other hand this map is zero by the hypothesis. This implies that that zλ1,...,λp is a boundary.
Let uλ1,...,λp ∈ K such that ∂(uλ1,...,λp + IK) = zλ1,...,λp . Extend µ to B
p by µ(hλ1 , . . . , hλp) =
uλ1,...,λp + IK. Since by the inductive hypothesis, uλ1,...,λj , uλj+1,...,λp ∈ nK for all 1 ≤ j ≤ p − 1,
we see that zλ1,...,λp ∈ n
2(K/IK). Therefore uλ1,...,λp ∈ nK again due to [1, Lemma 4.1.6(2)]. This
completes the inductive step. 
Corollary 4.4. Let I be a Koszul ideal of S. Then njI is a Golod ideal for all j > 0. Furthermore,
if I ⊆ n2, then I itself is Golod.
Proof. Since I is Koszul, we have υSi (n
jI) = 0 for all i, j ≥ 0, by Theorem 4.1. Thus the desired
conclusions follow from the above theorem. 
If S is a polynomial ring over a field or a regular local ring containing a field, then the condition
I ⊆ n2, in the above corollary is not necessary. To show this we need the following two lemmas.
Lemma 4.5. Let S be the power series ring k[[x1, . . . , xd]] or the polynomial ring k[x1, . . . , xd] over
a field k. Assume that L is an ideal of k[[xr+1, . . . , xd]] or a graded ideal of k[xr+1, . . . , xd] with
1 ≤ r ≤ d. Then (x1, . . . , xr)∩LS = (x1, . . . , xr)LS. Moreover, x1, . . . , xr is a regular sequence on
S/LS and LS.
Proof. We only prove the assertion in the local case. The same proof works in the graded case. In
order to simplify the notation, we denote x1, . . . , xr by x and we set Q = k[[xr+1, . . . , xd]]. Since
TorS1 (S/(x), S/LS)
∼= (x) ∩ LS/(x)LS, we need to show that TorS1 (S/(x), S/LS) = 0. Note that
Q →֒ S is a flat extension. IfM is an S-module and N is a Q-module, then there is an isomorphism
TorSi (M,S ⊗Q N)
∼= Tor
Q
i (M,N) for all i, see for example [24, Theorem 10.73]. Since S/(x)
∼= Q,
as Q-modules, applying the isomorphism to M = S/(x) and N = Q/L we get
TorSi (S/(x), S/LS)
∼= Tor
Q
i (Q,Q/L) = 0,
for all i > 0. The sequence x is regular on an S-module M if the Koszul homology Hi(x,M)
vanishes for all i > 0, see [5, Corollary 1.6.19]. Since the Koszul complex of S with respect to
x is a free resolution of S/(x), we have Hi(x, S/LS) ∼= Tori(S/x, LS) = 0 for all i > 0 and so
Hi(x, LS) ∼= Tori(S/x, LS) = 0. Therefore x is a regular sequence on S/LS and LS. 
Lemma 4.6. Let S be as in the above lemma with maximal ideal n. Assume that I is a proper ideal
of S such that I * n2. Then there is an ideal J ⊆ n2 and a part of a regular system of parameters
of S, say x, such that I = (x)+J and the initial forms of x in gr
n
(S) is a gr
n
(J)-regular sequence.
Furthermore if I is Koszul, then J is Koszul.
Proof. Let r = dimk I/I ∩ n
2. We can make a change of variables and write I = (x1, . . . , xr) + J
′S
with J ′ ⊆ k[[xr+1, . . . , xd]] ∩ n
2 and J ′ ⊆ k[xr+1, . . . , xd] ∩ n
2 in the polynomial case. We will show
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that J := J ′S is the desired ideal. By [22, Lemma 1.1] the initial forms of x is a regular sequence
on gr
n
(J) if x is a regular sequence on J and (x) ∩ niJ = xni−1J for all i > 0. Since x is a regular
sequence on J by Lemma 4.5, we only need to verify the inclusion (x) ∩ niJ ⊆ xni−1J . Let x′
denote the sequence xr+1, . . . , xd and set L = (x
′)iJ ′. We have then
(x) ∩ niJ ⊆ (x) ∩
(
(x)ni−1J + (x′)iJ
)
⊆ (x)ni−1J + (x) ∩ LS
⊆ (x)ni−1J + (x)LS = (x)ni−1J,
(8)
where the second line is due to modular law and we use Lemma 4.5 in the third line. Let now
assume that I is a Koszul ideal. We want to show that J is a Koszul ideal. For this by [17,
Theorem 2.13(c)], it is enough to show that J/(x)J is a Koszul module over S. Using the equality
(x) ∩ J = (x)J , we get an exact sequence
0→ (x)→ I → J/(x)J → 0.
Since (x) is Koszul applying [19, Theorem 3.1], J/(x)J is Koszul if and only if (x) ∩ niI = (x)ni
for all i > 0. Let i > 0. Using modular law we get the first equality below
(x) ∩ niI = (x)ni + (x) ∩ niJ = (x)ni + (x)ni−1J = (x)ni,
where the second equality is obtained by applying (8). 
Theorem 4.7. Let S be a polynomial ring over a field or a regular local ring containing a field.
Then any proper Koszul ideal of S is Golod.
Proof. First note that a local ring R is Golod if and only if R̂, the completion of R with respect
to its maximal ideal, is Golod. Also, an R-module M is Koszul if and only if its completion M̂ is
Koszul over R̂. Therefore in the local case we can assume that S is a complete regular local ring
containing a field. Then by Cohen structure theorem S is a power series ring over a field. Let now
n be the maximal ideal of S. Assume that I ⊆ n is a Koszul ideal. If I ⊆ n2 we are done by 4.4.
Otherwise by Lemma 4.6, there is a sequence x = x1, . . . , xr with xi ∈ n \ n
2 and a Koszul ideal
J ⊆ n2 such that I = (x) + J . Moreover x is a regular sequence on Q = S/J . Note that Q is a
Golod ring by 4.4. Let R = S/I and so we have R ∼= Q/xQ. Now we can apply [1, Proposition
5.2.4(3)] to conclude that R is a Golod ring and hence by definition I is a Golod ideal.

Proposition 4.8. Let I be an ideal of S such that vi(I) = 0 for all i. Assume that L is a proper
ideal of S so that I2 ⊆ L ⊆ nI. Then L is Golod. In particular, if J is a proper ideal of S such
that I ⊆ J , then IJ is Golod.
Proof. We have the inclusions I2 ⊆ L ⊆ I. Thus applying Lemma 2.1, it suffices to show that the
map
TorSi (L, k)→ Tor
S
i (I, k),
induced by the inclusion L ⊆ I, is zero for all i ≥ 0. To this end we notice that this map factors
through the map υSi (I) which is zero by assumption for all i ≥ 0. Hence the claim is clear. The
last assertion is clear from the first, since by the assumption the inclusion I2 ⊆ IJ ⊆ nI holds. 
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If S is a polynomial ring over a field of characteristic zero and I is a graded ideal of S, Herzog
and Huneke showed that if I is strongly Golod, then IJ is (strongly) Golod for any ideal J contains
I, see [13, Theorem 2.3(e)]. This result does not imply Corollary 4.8 in the case where S is a poly-
nomial ring of characteristic zero, because (graded) Koszul ideals need not to be strongly Golod
as the following simple example shows: the ideal (xy) of the polynomial ring k[x, y] has a linear
resolution and is not strongly Golod. We also remark that in Corollary 4.8 the condition I ⊆ J is
necessary: let k be a field and S = k[x, y, z, w] a polynomial ring. Then the graded maximal ideal
I = (x, y, z, w) is obviously Koszul and if we choose J = (x2, y2, z2, w2), then IJ is not Golod, see
[28, Example 2.1].
There is another characterization of Koszul modules due to S¸ega (see [25, Theorem 2.2 (c)]): let
(R,m, k) be a local ring ( or a standard graded k-algebra). An R-module M is Koszul if and only
if the natural map
δji (M) : Tor
R
i (M,R/m
j+1)→ TorRi (M,R/m
j)
is zero for all i > 0 and all j ≥ 0.
The condition δ1i (M) = 0 always implies that υ
R
i (M) = 0. In the following lemma we will
prove this when R is a regular ring and M is an ideal. A similar argument works without these
assumptions. Unfortunately, we do not know whether the converse holds.
Lemma 4.9. Let I ⊆ J be proper ideals of S. Assume that
δ1i (I) : Tor
S
i (I, S/n
2)→ TorSi (I, S/n),
is zero for all i > 0. Then the map
αi : Tor
S
i (IJ, S/n)→ Tor
S
i (I, S/n),
induced by the inclusion IJ ⊆ I, is zero for all i ≥ 0. In particular, υSi (I) = 0 for all i ≥ 0.
Proof. Clearly α0 = 0. Let i > 0. Using the exact sequence 0→ n/n
2 → S/n2 → S/n → 0, we get
the following commutative diagram.
(9) TorSi (IJ, S/n)
αi

// TorSi−1(IJ, n/n
2)
βi−1

TorSi (I, S/n
2)
δ1i
// TorSi (I, S/n)
γi
// TorSi−1(I, n/n
2)
Note that γi is injective since δ
1
i = 0, by the hypothesis. This implies that αi = 0 if βi−1 = 0. On
the other hand βj is a direct sum of αj for all j ≥ 0. Since α0 = 0 we have β0 = 0 and consequently
β1 = α1 = 0. Therefore using induction on i, one obtains αi = 0. In particular, applying the result
for J = n, we get vSi (I) = 0. 
The following is an immediate consequence of the above lemma and Theorem 4.3.
Corollary 4.10. Assume that I ⊆ n2 and
δ1i (I) : Tor
S
i (I, S/n
2)→ TorSi (I, S/n),
is zero for all i > 0. Then I is Golod.
13
Acknowledgments
The author is grateful to Ju¨rgen Herzog, for reading the first version of this manuscript and making
comments that improved the contents. He also wish to thank the referee for his/her valuable
suggestions that improved greatly the content and the presentation.
References
[1] L.L. Avramov, Infinite free resolutions, in: Six Lectures on Commutative Algebra, Bellaterra, 1996, in: Progr.
Math., vol. 166, Birkha¨user, Basel, 1998, pp. 1–118.
[2] L. L. Avramov, Small homomorphisms of local rings, J. Algebra 50 (1978) 400–453.
[3] L. L. Avramov, A. R Kustin, M. Miller, Poincare´ series of modules over local rings of small embedding codepth
or small linking number, J. Algebra 118 (1988), 162–204.
[4] J. Backelin and R. Fro¨berg, Koszul algebras, Veronese subrings, and rings with linear resolutions, Rev. Roumaine
Math. Pures. Appl. 30 (1985) 85-97.
[5] W. Bruns, J. Herzog, Cohen-Macaulay rings. Cambridge Studies in Advanced Mathematics, 39. Cambridge Uni-
versity Press, Cambridge, 1993.
[6] H. Cartan, S. Eilenberg, Homological Algebra, Princeton Univ. Press, Princeton, NJ, 1956.
[7] D. Eisenbud, Commutative Algebra with a View Toward Algebraic Geometry, Grad. Text in Math. 150, Springer,
New York, 1995.
[8] E.S. Golod, On the homology of some local rings, Soviet Math. Dokl. 3 (1962) 745-748.
[9] E. H. Gover, Multiplicative structure of generalized Koszul Complex, Trans. Amer. Math. Sot. 185 (1973) 287–307.
[10] T. H. Gulliksen, Massey operations and the Poincare series of certain local rings, J. Algebra 22 (1972), 223-232.
[11] J. Herzog, Canonical Koszul cycles, Aportaciones Mat. Notas de Investigacion 6 (1992) 33-41.
[12] J. Herzog, R. Ahangari Maleki, Koszul cycles and Golod rings, to appeaer in manuscripta math,
arXiv:1701.06738.
[13] J. Herzog, C. Huneke, Ordinary and symbolic powers are Golod, Adv. Math. 246 (2013) 89-99
[14] J. Herzog, S. Iyengar, Koszul modules, J. Pure Appl. Algebra 201 (2005) 154–188.
[15] J. Herzog, V. Reiner and V. Welker, Componentwise linear ideals and Golod rings, Michigan Math. J. 46 (1999)
211-223.
[16] J. Herzog, V. Welker and S. Yassemi, Homology of powers of ideals: Artin-Rees numbers of syzygies and the
Golod property. Algebra Colloq. 23 (2016) no. 4, 689-700.
[17] S. Iyengar, T.Ro¨mer, Linearity defects of modules over commutative rings, J. Algebra 322 (2009) 3212–3237.
[18] L. Kattha¨n, A non-Golod ring with a trivial product on its Koszul homology, J. Algebra 479 (2017) 244-262..
[19] H.D. Nguyen, Notes on the linearity defect and applications. Illinois J. Math. 59 (2015), no. 3, 637-662.
[20] H. Rahmati, J. Striuli, Y. Yang, Poincare´ series of fiber products and weak complete intersection ideals, J.
Algebra, 498 (2018) 129-152.
[21] T. Ro¨mer, On minimal graded free resolutions, Dissertation, Essen, 2001.
[22] M.E. Rossi, G. Valla, Hilbert functions of filtered modules, Lecture Notes of the Unione Matematica Italiana, 9.
Springer-Verlag, Berlin; UMI, Bologna, 2010.
[23] M.E. Rossi, L.M. Sega, Poincar series of modules over compressed Gorenstein local rings, Adv. Math., 259 (
2014) 421-447,.
[24] J. J. Rotman, An introduction to homological algebra. Second edition. Universitext. Springer, New York, 2009.
[25] L M. S¸ega, On the linearity defect of the residue field. J. Algebra 384 (2013) 276-290.
[26] L M. S¸ega, Homological properties of powers of the maximal ideal of a local ring, J. Algebra 241 (2001) 827-858.
[27] J.-P. Serre, Alge`bre locale. Multiplicite´s, Lecture Notes Math. 11 Springer, Berlin, (1965).
[28] A. De Stefani, Products of ideals may not be Golod, J. Pure Appl. Algebra 220 (2016) 2289-2306.
[29] I. Swanson, C. Huneke, Integral Closure of Ideals, Rings, and Modules. Cambridge University Press (2006).
14 R. AHANGARI MALEKI
Department of Mathematics, Alzahra University, Vanak, Tehran, Iran, Zip Code 19834; and School
of Mathematics, Institute for Research in Fundamental Sciences (IPM), P.O. Box: 19395-5746, Tehran,
Iran
E-mail address: rahangari@ipm.ir
