Time-domain (TD) pulse laser is employed as the measurement laser to solve the inverse problem of radiative heat transfer and phase change in the participating medium. The finite volume method and an improved stochastic particle swarm optimization (ISPSO) algorithm are employed as the direct and inverse problem algorithms, respectively. Moreover, an optimal selection principle of the TD dimensionless boundary temperature measurement signals based on the principle component analysis (PCA) approach is proposed to improve the retrieval accuracy in retrieving the Stefan number St and the conduction to radiation parameter N. Results show that the TD dimensionless boundary temperature measurement signals obtained within dimensionless time selected within [0.05tp*, 0.8tp*] helps with the improvement in the retrieval accuracy. Moreover, compared with the SPSO algorithm, the ISPSO can avoid local optima and improve convergence accuracy, and reasonable results can be obtained even with 5% random measurement errors. As a whole, the present methodology provides a reliable and effective technique to study the inverse problem of radiative heat transfer and phase change in participating medium.
Introduction
The radiative heat transfer and phase change in the participating medium play an important role in studying the ice melted under the sun, phase change material, crystal growth, etc. (Wang et al., 2013; Yi et al., 2011; Zhen et al., 2011) . Usually, the high-temperature phase change contains complex thermal physical processes, and the temperature and heat transfer depend on multiple physical mechanisms, especially the radiative heat transfer mechanism. So, simulating hightemperature phase change process accurately and obtaining the thermophysical properties of the participating medium are still an unsolved problem and need further study (Fuentes et al., 2013; Makhanlall and Liu, 2010; Maroufi and Aghanajafi, 2013; Yimer, 1996) . Recently, the laser measurement technology combined with inverse problem optimization algorithms is widely applied to study the radiative heat transfer and measure thermophysical properties in the high-temperature phase change process (Zhang et al., 2015) .
According the theory of inverse radiative problem, it is very important to select appropriate measurement lasers to obtain more satisfactory convergence properties in solving the problem of radiative heat transfer and phase change in participating medium. The common measurement lasers can be divided into three categories, i.e. steady-state laser, timedomain (TD) laser and frequency-domain (FD) laser. The utilization of the laser measurement techniques in the inverse radiative problem usually includes the measurement of the radiative properties, e.g. the absorption and scattering coefficients of flame , the optical constants and particle size distribution of aerosol (Ren et al., 2015) , the thickness of participating media (Wen et al., 2018) , the defects of metal or ceramic materials (Sun et al., 2018) and other fields , and the inverse geometry design, e.g. optimizing the geometric structure to reduce the volume of heat exchangers (Wang et al., 2015)  and scattering coefficient s  are assumed as constants in the present study. The medium scattering is isotropic, and the initial temperature of the medium is 0 T . The radiative heat transfer and phase change processes in medium can be described by the transient energy equation based on enthalpy and transient heat radiative transfer equation, for the convection within the liquid and mushy regions are ignored.
For a phase change problem, the total enthalpy h can be expressed as (Prasad, 2006) : He, Hu, Mao and Tu, Journal of Thermal Science and Technology, Vol.14, No.2 (2019) 
where l f denotes the liquid fraction, which can be calculated as follow within the liquid and mushy regions: (Zhang, et al., 2015) :
where r q denotes the divergence of the radiative heat flux, W/m 3 , and can be described as (Zhang et al., 2015) : ( , ) Ix denotes the radiative intensity at position x and direction  , and it can be calculated by radiative transfer equation, W/(m 2 •sr);  is the solid angle, sr. So, the transient energy equation can be drawn as (Mishra et al., 2008) :
The initial and the boundary conditions are as follows:
where r w1 q and r w2 q denote the radiative heat fluxes on the boundaries, W/m 2 , and can be expressed as: 
where nw1 and nw2 denote the outer normal directions of the left and right walls, respectively. So, the radiative heat transfer equation can be written as: 
where ( , )    denotes the scattering phase function between the incoming direction   and scattering direction  ; b I denotes the radiative intensity of black body. The boundary conditions can be drawn as (Zhang et al., 2013) :
where (0, ) I +  and -( , )
x IL denote the radiative intensities to the internal medium from the left and right sides of the walls, respectively.
The energy equation and radiative heat transfer equation can be simultaneously solved by Finite Volume Method (FVM), which was available in Ref. (Zhang, et al., 2015) , and the temperatures on the borders can be obtained and expressed as follows:
where T1 and TNx denote the temperature of the control volume closest to the left and right sides of the walls, respectively; 1 + m and m denote the values for current and next iterations, respectively; H(t) is the Heaviside function, and expressed as:
Moreover, as there are many physical property parameters in coupled radiation heat transfer and phase change in the participating medium, the control equations and boundary conditions are transformed into the dimensionless form for facilitate analysis. By setting the reference (18) where N and St denote the conduction to radiation parameter and the Stefan number, respectively, which are the unsolved parameters in the manuscript;  denotes the direction cosine. Figure 2 shows the temperature distribution and interfacial positions of solid/mushy and mushy/liquid obtained by the present work and Ref. (Jiaung et al., 2001) , He, Hu, Mao and Tu, Journal of Thermal Science and Technology, Vol.14, No.2 (2019) respectively. It is obvious that there is a satisfactory agreement between the present work and Ref. (Jiaung et al., 2001) .
Ref. (Jiaung et al., 2001) Present work 
Selection principle of temperatures measurement signals based on the PCA approach
Since the TD dimensionless boundary temperature measurement signals obtained at different dimensionless measurement time t* usually carry different information that may affect the retrieval accuracy, it is necessary to optimize selection of measurement signals. In present study, the PCA approach is proposed to optimize selection of TD dimensionless boundary temperatures measurement signals. The PCA approach is a feature extraction method commonly used in pattern recognition. Its basic idea is to convert a set of observations of possibly correlated variables into a new set of values of linearly uncorrelated variables called principal components, each of which is a linear combination of the original variables. Each of the principal components contains different amount of information, which can be measured by their contribution rate. Therefore, the original variables can be replaced by several principal components with highest contribution rates, achieving the purpose of dimension reduction. The detail of PCA approach is available in our previous work (He et al., 2018) .
According to the PCA approach, the correlation between signals at different dimensionless measurement time t* is studied first, and corresponding contribution rates of signals are also obtained. Then, the signals with low correlation and high contribution rate will be selected as the optimal TD dimensionless boundary temperatures measurement signals to study the inverse problem of radiative heat transfer and phase change in the participating medium. In present study, the known characteristic parameters in the direct problem are assumed to be unchanged and set as follows: optical thickness of medium =1  , the dimensionless surrounding temperature -+ = =0.3 TT   , the dimensionless ambient temperature
, the emissivity of the wall 12 = =1 ww  , the dimensionless incident laser pulse width p =0.05 t  , the dimensionless peak heat flux in =0.5 q  , the dimensionless initial temperature 0 =0.3 T  , the refraction index =1 n , and the scattering albedo =0.9
 . The dimensionless temperature at the solid-mushy and mushy-liquid interfaces are s =0.6
T  and l =0.8 T  , respectively. The dimensionless time  t are selected to vary from 0.0025 to 0.25 in steps of 0.0025 (100 dimensionless measurement time point). The unsolved Stefan number St is assumed to vary from 0.1 to 10 in steps of 0.3 (34 values), while the unsolved conduction to radiation parameter N is assumed to vary from 0.01 to 1 in steps of 0.03 (34 values) which means that there will be about 34×34=1156 combinations of St and N . Therefore, a 1156×100 TD dimensionless boundary temperatures measurement signals matrix  can be constructed as follow:  TT In matrix  , each column is an observation at dimensionless measurement time point  i t , and each row represents a kind of combination of St and N . To highlight the difference among the contribution of each component, the Savitzky-Golay smoothing is applied to each column of matrix  . According to matrix  , the correlation coefficient matrix R between the column vectors can be obtained as follow:
where ij R denotes the correlation coefficients between the column vector ()
corrcoef ( ) is a function for calculating the correlation coefficient matrix.  , the color in each cell indicates the magnitude of the correlation coefficient. The blue color denotes a perfect correlation and the red denotes no correlation. The range of Rij is between [0, 1] with 1 being a perfect correlation and 0 being no correlation. The diagonal line indicates the highest correlation Rii=1, which is represented in blue. The redder the tone, the lower is the absolute value of the correlation. The correlation matrix is always symmetrical with the values in the lower left always being a mirror of the values in the upper right. The red color box expresses the low correlation between the adjacent two column vectors, which demonstrates little information redundancy between different measurement signals. From Fig. 3 , it can be found that there is the highest correlation along the diagonal line. The eigenvectors and eigenvalues for the correlation coefficient matrix R are derived as: 1,...,
 ==
where the eigenvalues are attained by descending order 
According to our previous work (He et al., 2018) , the z is determined by letting z V not less than 90%, which denotes He, Hu, Mao and Tu, Journal of Thermal Science and Technology, Vol.14, No.2 (2019) the original data which can be represented well with the new z principle components. Therefore, the contribution rate of the TD dimensionless boundary temperatures measurement signals at different dimensionless time  t to the overall z principle components is expressed as: 
The inverse problem 3.1 The principle of the SPSO
By incorporating swarm behaviors observed in flocks of birds, schools of fish, and even human social behaviors, the standard PSO algorithm, introduced by Eberhart and Kennedy (Kennedy and Eberhart, 1995) in 1995 firstly, is an optimization technique that can be easily implemented and only needs to adjust a small number of parameters. However, for there is only one term which regulates historic velocity during the evolution process, the particle can only fly along one direction until it finds a better, which will result in premature convergence. To overcome the difficulty, the SPSO algorithm was introduced to improve the retrieval accuracy in solving the inverse radiation problem (Qi et al., 2007) .
In the SPSO algorithm, the velocity-update formula and the position-update formula can be described as (Qi et al., 2007) :
( 1) ( ) ( 1)
where 1 rand and 2 rand are two uniformly distributed random numbers in the range of [0, 1] ; 1 C and 2 C are two positive constants called acceleration coefficients;
() i t P and g () t P are the personal best position of the th i particle and the global best position of all the particles at the th t iteration, respectively; () i t X and ( 1)
are the old and new position of the th i particle at the th t and ( ) 1 th + t iteration, respectively. The details of the SPSO is available in Ref. (Qi et al., 2007) .
The principle of the ISPSO algorithm
In the SPSO algorithm, the initial positions are usually generated by random numbers that may allow some of the He, Hu, Mao and Tu, Journal of Thermal Science and Technology, Vol.14, No.2 (2019) initial positions too close to each other. Moreover, the fast information flow between particles seems to be the reason for clustering of particles, which will also lead to the diversity decline rapidly and leave the algorithm with great difficulties of escaping local optima. Therefore, to remedy this problem, the Chaos theory is applied to initialize the positions of the particles, and the Differential Evolution (DE) is introduced to improve the personal best food source positions. The typical logistic mapping to generate the Chaos signal is described as follows (Liu et al, 2012) :
where rand3 is a uniformly distributed random number in the range of [0, 1];  is control number, when =4.0, the logistic mapping is in a fully chaotic state. Details of the DE algorithm are available in Ref. . The population in the DE for each generation can be denoted by s N dimensional parameter vectors. The mutant vector can be generated according to (Storn and Price, 1997) : 
where 4 () rand j is the th j evaluation of a uniform random number generator,
, determined by the user; () rnbr i is a random integer uniformly selected from s [1, ] N . The detail search procedures of ISPSO algorithm are shown below.
Step 1 Step 5. Evaluate particles and calculate the corresponding objective function values obj, i F .
Step 6. Determine whether the objective function value of each particle is superior to current i pbest . If so, update the value i pbest and corresponding personal best position i P .
Step 7. Calculate the mutant vectors for all the particles using Eq. (27). Operate the crossover and calculate the trial vector ,tri i P using Eq. (28). Finally, evaluate the trial vector and compare the objective function value of the trial vector and that of the target vector. If the trial vector is superior, update the value i pbest and corresponding personal best position i P .
Step 8. Determine whether the objective function values of the personal best positions i pbest are superior to that of the current global best position gbest for all particles. If so, update the value gbest and corresponding location g P . Loop to Step 3. He, Hu, Mao and Tu, Journal of Thermal Science and Technology, Vol.14, No.2 (2019) 
Numerical simulation
Optimized selection of TD boundary temperature measurement signals
Eq. (17) 
where  N denotes the number of the TD dimensionless boundary temperatures measurement signals obtained from the PCA approach; * w1 est () i Tt ， and * w 2 est () i Tt ， denote the estimated signals at the ith dimensionless measurement time, while * w1,mea () i Tt and * w 2,mea () i Tt denote the corresponding measurement signals. For the algorithms are the stochastic optimization methods and all optimizations have certain randomness, all the calculations are repeated 20 times. The numerical simulation procedure is illustrated in Fig. 5 . Moreover, for the purpose of investigating the reliability and feasibility of the optimization algorithms, the standard deviation  of the inverse results is studied to evaluate the quality of inverse results, and the mathematic expressions are descripted as : 
The performance of the ISPSO algorithm is investigated through comparison with the SPSO algorithm, and Fig. 6 displays the comparison of the objective function values obtained by the above two algorithms. The searching paths of the computation process are described in Fig. 7 , respectively. The corresponding system control parameters are listed in Tab. 1. The termination criteria were set as: (1) the iteration He, Hu, Mao and Tu, Journal of Thermal Science and Technology, Vol.14, No.2 (2019) accuracy is 10 −8 ; and (2) the maximum iteration number is 1000. The investigation shows that the objective function value of ISPSO algorithm converges much faster than the SPSO algorithm. The likely reason is that the DE algorithm is employed to improve the personal best positions of the SPSO algorithm, which is in favor of avoiding local optima and improving convergence speed. Moreover, the ISPSO algorithm can arrive at the lowest best objective value than the SPSO algorithm within a smaller number of generations. All the results demonstrate that the ISPSO algorithm can avoid the phenomenon of local optima and low convergence accuracy which exit in the SPSO algorithm. Table 2 lists the retrieval results obtained by the SPSO and ISPSO algorithms, respectively. Moreover, to study the robustness and convergence properties of the algorithms, the effect of random measurement errors added to the TD boundary temperature measurement signals are also considered. In the manuscript, the random measurement errors are set as 3% and 5%. From Table 2 , it is easy to find that the algorithm can obtain satisfactory retrieval accuracy without random measurement errors. The retrieval accuracies deteriorate with the random errors increasing, but the retrieval results obtained by the ISPSO algorithm are still acceptable, even with 5% random error. Figures 8 and 9 depict the distributions of the objective function values and the distributions of 20 times estimated results. It is obvious that the minimum value region of the objective function is a point, which means the optimal retrieval result is unique. Moreover, the distributions of the estimated results disperse with increasing random measurement errors, but it is still reasonable. He, Hu, Mao and Tu, Journal of Thermal Science and Technology, Vol.14, No.2 (2019) St=0.8, N=0.1 St=0.4, N=0.05 
Conclusions
Time-domain (TD) pulse laser combined with the ISPSO algorithm is proposed to study the inverse problem of radiative heat transfer and phase change in participating medium. Moreover, the PCA approach is introduced to select optimal TD dimensionless boundary temperatures measurement signals to improve the accuracy of retrieval results. The following conclusions can be drawn:
(1) The TD dimensionless boundary temperatures measurement signals are proposed to be measured within pp [0.05 , 0.8 ] t t t     , which have higher contribution rate to guarantee the retrieval accuracy.
(2) Compared with the SPSO, the ISPSO can avoid the local optima and obtain higher convergence accuracy within a smaller number of iterations in solving the problem of radiative heat transfer and phase change in participating medium.
(3) The proposed ISPSO algorithm combined with PCA approach is a promising approach for solving the problem of radiative heat transfer and phase change in participating medium.
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