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We theoretically show that IV-VI semiconducting compounds with low-temperature rhombohedral
crystal structure represent a new potential platform for topological semimetals. By means of minimal
k · p models we find that the two-step structural symmetry reduction of the high-temperature
rocksalt crystal structure, comprising a rhombohedral distortion along the [111] direction followed
by a relative shift of the cation and anion sublattices, gives rise to topologically protected Weyl
semimetal and nodal line semimetal phases. We derive general expressions for the nodal features and
apply our results to SnTe showing explicitly how Weyl points and nodal lines emerge in this system.
Experimentally, the topological semimetals could potentially be realized in the low-temperature
ferroelectric phase of SnTe, GeTe and related alloys.
Introduction – The recent discovery of topological
semimetals [1–8], the most prominent examples of which
are Weyl semimetals (WSMs) and Dirac semimetals [9–
13], has attracted huge interest in gapless topological
phases of matter [14–24]. Generally speaking, topologi-
cal semimetals are systems where the conduction and the
valence bands have robust crossings in the Brillouin zone
(BZ). In WSMs these robust crossings – the so-called
Weyl nodes – are isolated, two-fold degenerate points and
generically require the absence of either time-reversal or
inversion symmetry [13, 14]. Furthermore, Weyl points
represent monopoles of the Berry flux and therefore carry
a topological charge [10, 13]. The topological nature of
Weyl nodes leads, by the bulk-boundary correspondence,
to the presence of surface Fermi arcs [25] possibly coex-
isting with surface Dirac cones [26]. In Dirac semimetals,
instead, both the conduction and the valence bands are
two-fold degenerate and cross at isolated four-fold de-
generate points in the BZ. As opposed to Weyl nodes,
Dirac points are typically unstable degeneracies and can
be regarded as the parent semimetallic state generating
a WSM by inversion or time-reversal symmetry break-
ing [27]. Various WSM materials have been predicted
theoretically [4, 14, 17, 25, 28–34] and realized experi-
mentally [3, 5–8, 35–38]. These include both binary and
ternary compounds [39]. Nevertheless, in view of poten-
tial applications, it is important to seek for new material
platforms and novel mechanisms for the realization of
WSMs.
A different class of topological semimetals features
conduction and valence bands crossing each other along
closed lines in the BZ [40–44]. These nodal line semimet-
als are midway between semimetals with point nodes and
metals with a two-dimensional Fermi surface. One of
the typical features of nodal line semimetals is the pres-
ence of drumhead surface states bounded by the surface
projection of the nodal lines, whose stability is guar-
anteed by the presence of, for instance, mirror symme-
tries [42, 45, 46]. In contrast to WSMs, only few candi-
date materials for topological nodal line semimetals have
been put forward [43].
In this Letter, we show that both nodal line and WSM
phases can potentially appear as a result of a structural
distortion in group-IV tellurides with high-temperature
rocksalt crystal structure, such as SnTe, GeTe and re-
lated alloys [47–49]. A crystal symmetry reduction to a
rhombohedral phase via an elastic strain along the (111)
direction reduces the point group symmetry of a sub-
set of L points in the BZ [50]. We show that this leads
to bulk Dirac points close to these high-symmetry points
that evolve either into pairs of Weyl nodes or into mirror-
symmetry protected nodal loops upon breaking inversion
symmetry. The latter is naturally realized, for instance,
via a relative shift of the anion and cation sublattices
during a ferroelectric distortion. Our analysis is based on
effective k · p models describing the low-energy physics
close to the L points of the BZ. In particular, we derive
general expressions for Weyl points and nodal lines, and
apply our general results to a specific model based on
SnTe. We show explicitly how Weyl points and nodal
lines appear and calculate topological invariants associ-
ated with the semimetallic phases.
Dirac points by strain engineering – IV-VI narrow
band gap semiconductors have a high-temperature rock-
salt lattice structure with a face-centered cubic BZ [51].
The BZ is bounded by six square faces and eight hexag-
onal faces. The centers of the latter, commonly denoted
by L, represent high-symmetry points in the BZ with D3d
point group symmetry [50], which is generated by inver-
sion, a C3 axis along ΓL and a mirror plane containing Γ
and two L points, hereafter dubbed as L and L′, related
by a C4 rotation [51].
Since the fundamental band gap of group-IV tellurides
is located at the four equivalent L points related by the
point group symmetries of the lattice [52], the band struc-
ture close to the Fermi level can be captured within an
ar
X
iv
:1
80
4.
09
57
4v
3 
 [c
on
d-
ma
t.m
es
-h
all
]  
8 M
ay
 20
19
2effective four-band low-energy k ·p model [51]. We start
out by taking this continuum model and augment it by
terms quadratic in the momentum k. Taking into ac-
count all symmetry constraints, including time-reversal
symmetry, (see Refs. [53], [54], and Supplemental Mate-
rial (SM) [55]) the model reads:
H0(k) = mσz + ν(k1s2 − k2s1)σx + ν3k3σy
+ ck23σz + f(k
2
1 + k
2
2)σz, (1)
where, without loss of generality, we have neglected all
terms proportional to the identity since they correspond
either to a rigid shift of all energies or to a balanced
change in the curvature of all bands. Therefore, they do
not affect the band topology. In the chosen coordinate
system, k1 is perpendicular to the mirror plane, and k3
points along the C3 axis going through the L point. The
σi are Pauli matrices in orbital space spanned by the
p orbitals of the cation (Pb, Sn, Ge) and anion (Te),
whereas the si are Pauli matrices in spin space. Due to
the simultaneous presence of inversion and time-reversal
symmetry, all states are two-fold degenerate.
Contrary to the trivial semiconductors PbTe and
GeTe, for SnTe it is well known that an inverted band
gap at the L points gives rise to a crystalline topological-
insulating phase protected by mirror symmetry [51].
Now, we show that, independent of the band ordering,
a structural distortion to a rhombohedral phase via an
elastic strain along the cube diagonal, i.e., the [111] di-
rection, can lead to the emergence of bulk Dirac points,
i.e., generic four-fold degenerate band crossing points.
The rhombohedral distortion breaks the C4 symmetry
of the face-centered cubic lattice [see Fig. 1(a)]. Conse-
quently, the square faces of the BZ distort into rectangles
and the hexagonal faces are no longer identical as is il-
lustrated in Fig. 1(b). Equivalently, the corresponding
elastic strain acts differently on different L points [50]: it
does not affect the symmetry of the L point in the [111]
direction. However, in the local coordinate system of the
point L′, which was previously related to L by a C4 ro-
tation, the strain acts in the [111¯] direction. In contrast
to L, this lowers the symmetry group at L′ from D3d
to C2h: the C3 symmetry with respect to an axis going
through L′ is explicitly broken, whereas mirror and in-
version symmetry are still preserved. Equivalently, the
symmetry group at the other two L′ points is lowered to
C2h. As a result, there are now one L point with D3d
symmetry and three L′ points with C2h symmetry.
The reduction of point-group symmetry at the L′
points gives rise to additional symmetry-allowed terms
in the corresponding k · p theory. Up to second order in
k they read
H1(k) = δν(k1s2 + k2s1)σx + λ1k1s3σx + λ2k2σy
+ λ3k3s1σx + δf(k
2
1 − k22)σz + gk2k3σz. (2)
We now show that the extended model given by H˜ =
H0 + H1 gives rise to isolated bulk Dirac points. The
(b)
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Figure 1. (a) Crystal structure of rhombohedrally distorted
SnTe. (b) Rhombohedral Brillouin zone with high-symmetry
points L and L′, a local coordinate system at one of the L′
points, and the strain direction (red arrow) responsible for
the distortion from a face-centered cubic to a rhombohedral
lattice. Also highlighted is one of the three mirror planes
spanned by Γ, L and L′.
energies of H˜ can be written as
E2 = (f1k
2
1 + f2k
2
2 + gk2k3 + ck
2
3 +m)
2
+ k21(λ
2
1 + ν
2
1) + (k2λ2 + k3ν3)
2
+ (k3λ3 − k2ν2)2, (3)
where we have defined ν1,2 = ν ± δν and f1,2 = f ± δf .
The spectrum is symmetric under E → −E. Hence,
Dirac points, if present, will be located at E = 0. It
is straight forward to see that the spectrum has Dirac
points if E is of the form ±√(ak2 −m)2. This implies
that all binomials under the square root have to vanish,
except the first. From this we determine the single condi-
tion λ2λ3 = −ν2ν3, which can be satisfied by tuning the
external strain magnitude. Under this condition, Dirac
points, if present, will be located in the mirror plane on
the line parametrized by k3 = ν2k2/λ3 and k1 = 0.
To focus only on the essential mechanism leading to
the existence of Dirac points, we will neglect all terms
in H1 that do not enter the conditions above explicitly,
i.e., we set g = λ1 = 0, f1 = f2 = f , and ν1 = ν2 = ν.
We emphasize that this is done merely to simplify our
analytical considerations. The results presented below
can, however, be generalized also to the full model. With
this and the constrains given above, the spectrum along
the line k = (0, k, νk/λ3) becomes
E±(k) =
√[(
cν2
λ23
+ f
)
k2 +m
]2
. (4)
This has the desired form and we infer: Dirac points
exist if m and the term before k2 have opposite
sign. This can be realized by tuning the band mass
m, e.g. by alloying or pressure [56]. The Dirac
points are located at ±k0 with (k0,1, k0,2, k0,3) =
(0,
√
−mλ3/(cν2 + fλ23), ν/λ3 k0,2). Moreover, an ex-
pansion of H˜ around the Dirac points to leading order
3in k shows that the effective Hamiltonian is indeed of
Dirac form (see SM [55]) with, in general, anisotropic
dispersion.
We now apply our general results to a specific system
by means of numerical calculations. To obtain realistic
values for the k · p parameters of our model, we fit the
parameters of the Hamiltonian H0 in Eq. (1) to density
functional theory data of SnTe presented in Ref. [51].
From that, we determine the following values (in eV):
m = −0.07, ν = 2.4, ν3 = 0.95, c = 0.9, and f = 4.5.
Next, we introduce a rhombohedral distortion in our
SnTe model by tuning λ2 and λ3 away from zero until
the Dirac-point condition λ2 = −νν3/λ3 is established.
The resulting spectrum along a cut through the local co-
ordinate system is shown in Fig. 2(a). We find two Dirac
points in agreement with the analytical prediction.
Weyl points and nodal lines – Bulk Dirac points are,
in general, unstable features and can be gapped out by
small perturbations. Nonetheless, it is well-known that
a bulk Dirac point can be split into a pair of stable Weyl
points of opposite charge by breaking inversion symme-
try. Furthermore, if mirror symmetry is still present, a
Dirac point can also evolve into a nodal line protected by
this symmetry [57]. These conditions are naturally real-
ized in the ferroelectric phase of SnTe and GeTe: below
a critical temperature [58] Tc = 98 K (Tc = 670 K), SnTe
(GeTe) undergoes a structural transition from a rocksalt
structure with space group Fm3¯m to a rhombohedral lat-
tice with space group R3m [47, 48]. This transition oc-
curs via a two-step symmetry reduction [47–49]. First, an
elastic strain along the cube diagonal introduces a rhom-
bohedral distortion and breaks the C4 symmetry. This
is identical to the symmetry reduction process discussed
above. Second, a relative displacement of the Sn (Ge)
and Te sublattices breaks spatial inversion symmetry, a
necessary condition for the semimetallic phases consid-
ered in this work, while preserving mirror and C3 sym-
metries. The distorted lattice is illustrated in Fig. 1(a).
To incorporate the second step of the symmetry-
reduction procedure into our model, we note that
inversion-symmetry breaking reduces the symmetry
group of the L′ points further from C2h to Cs, i.e., only
the mirror plane remains. In total, there are 10 addi-
tional symmetry-allowed terms (see SM [55]). Here, we
restrict our consideration to the following terms
Hα(k) = ασx, (5)
Hβ(k) = β(k1s2 − k2s1), (6)
because each of them gives rise to one of the nodal fea-
tures described above in a straight-forward fashion. We
note, however, that also the other inversion-symmetry
breaking terms give rise to the same features.
We next show that the term Hα in Eq. (5) splits the
Dirac point into two stable Weyl points. For that, we
expand the Hamiltonian H˜ +Hα around the Dirac point
E
k
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k
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Figure 2. Spectra of SnTe models with λ2 = −1.14 eV and
λ3 = 2.0 eV along a line through the local momentum-space
coordinate system centered at L′. (a) With inversion symme-
try: the two bands are each two-fold degenerate and cross at
two isolated Dirac points. (b) Without inversion symmetry
and α = 0.1 eV: the spectrum features four separate Weyl
points. The insets show spectra along a perpendicular plane
in k space going through one of the band crossings in the as-
sociated main panel. Energies E are given in [eV]. Momenta
k are displayed in units of [pi/a] with the lattice constant a.
at k0 up to leading order in momentum. The effective
Hamiltonian (see SM [55]) has the following spectrum,
E2 = (2fk0,2κ2 + 2ck0,3κ3)
2 +
ν23
λ23
(λ3κ3 − νκ2)2
+
(
α±
√
(λ3κ3 − νκ2)2 + (νκ1)2
)2
. (7)
Since we are again looking for zero-energy states, all
terms in parentheses in the equation above must simul-
taneously vanish. We already know that this is the case
for α = 0. Keeping all parameters fixed except α, this
implies that zero-energy states must satisfy κ2 = κ3 = 0
even for nonzero α. Finally, we obtain zero-energy solu-
tions of Eq. (7) for
kW = (±α/ν, k0,2, k0,3). (8)
The solutions are distinct for α 6= 0 and each of them
is two-fold degenerate. Furthermore, the Weyl points
are mapped onto each other by reflection about the mir-
ror plane. Since reflection flips the topological charge of
a Weyl node [57], we further infer that their topologi-
cal charge must be opposite. These general findings are
confirmed by numerical results as we show in Fig. 2(b):
the two Dirac points split into four two-fold degenerate
states, two on each side of the mirror plane. Further-
more, we calculate the topological charge of each nodal
point numerically [59] and obtain nontrivial values of ±1.
We emphasize that, due to their topological charge,
the Weyl nodes are robust features of the system and,
thus, must appear in an extended region in the parame-
ter space. This implies that we can now explicitly violate
the condition λ2λ3 = −ν2ν3, which led to the existence of
Dirac points, or switch on other parameters without gap-
ping out the Weyl nodes (see SM [55]). Hence, the Weyl
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Figure 3. Spectrum of the SnTe model with λ2 = −1.14 eV,
λ3 = 2.0 eV and β = 0.4 eV (broken inversion symmetry) in
the local momentum-space coordinate system centered at L′.
(a) Dispersion along a line parametrized by k = (0, k, 1.2k):
there are four two-fold degenerate band crossings at zero en-
ergy. The mirror eigenvalues of the bands have been indi-
cated in green (+i) and red (−i). (b) E = 0 Fermi surface
(blue lines) in the mirror plane at k1 = 0. The spectrum
features two nodal loops. For comparison, the approximate
analytical solutions for the nodal lines have been indicated
(dashed orange lines). The black dashed line represents the
momentum-space cut shown in (a). Energies E are given in
[eV]. Momenta k are displayed in units of [pi/a].
nodes are not subject to parameter fine-tuning, which is
in stark contrast to the parent Dirac points.
Due to the presence of mirror symmetry, the decay of
a Dirac point into two Weyl points is not the only possi-
ble process. In fact, a Dirac point can also evolve into a
topologically protected nodal loop located in the mirror
plane [57]. We now show that this is exactly what hap-
pens using Hβ from Eq. (6) to break inversion symmetry.
As before, we first expand the Hamiltonian H˜ + Hβ
around the Dirac point at k0 (see SM [55] for the resulting
effective Hamiltonian). Let us look at this Hamiltonian
along the k1 direction perpendicular to the mirror plane.
The spectrum along this line is
E(κ1, 0, 0) = ±
√
(βk0,2)2 + κ21(β ± ν)2, (9)
which is always nonzero for κ1 6= 0, even for infinitesi-
mally small values of β. Zero-energy states are therefore
expected to be located in the mirror plane at k1 = κ1 = 0.
To obtain the energies in the mirror plane, we look
at the spectrum along arbitrary lines through the Dirac
point. We parametrize these lines by their slope η, i.e.,
we look at lines of the form (0, κ, ηκ). We obtain
Eη(κ) = ±(κ+ k0,2)±
√
Aη
λ3
κ, (10)
where Aη = 4λ
2
3(fk0,2 + ck0,3η)
2 + (ν − λ3η)2(λ23 + ν23).
From this, we determine the location of zero-energy
states
kN,η =
−λ3βk0,2
λ3β ±
√
Aη
(0, 1, η). (11)
Each state is two-fold degenerate similar to the Weyl-
point solutions above. However, the structure of the solu-
tions is qualitatively different as we show in the SM [55]:
the set of zero-energy states form a closed line.
We again check our analytical findings against numeri-
cal results for our SnTe model. The spectrum along a cut
through the BZ is shown in Fig. 3 along with the E = 0
Fermi surface in the mirror plane k1 = 0. In accordance
with our analytical study, the Dirac points evolve into
elliptical two-fold degenerate lines located in the mirror
plane.
The nodal lines are topologically protected by mirror
symmetry [43, 57]. The mirror plane at k1 = 0, accom-
modating the nodal lines, is invariant under reflection.
Therefore, the mirror operator M and the system Hamil-
tonian H(k) commute for all momenta in this plane and
all states can be assigned a well-defined reflection eigen-
value ξ = ±i. This is illustrated with different colors
in Fig. 3(a). We observe that the reflection eigenvalues
of occupied states inside the nodal ellipses are different
from the ones outside the ellipses, namely, ξin = {∓i, ∓i}
and ξout = {∓i, ±i} (for k ≷ 0). These values cannot
change unless the bulk energy gap closes locally, which
happens along the nodal lines. Therefore, the nodal lines
are protected. The corresponding topological invariant
is computed from the difference of occupied states with
mirror eigenvalue −i inside and outside the ellipses [43].
We obtain νline = ±1 for k ≷ 0.
Conclusions – We have shown that systems in the
SnTe material class are a new potential platform for
Weyl and nodal line semimetals. The key ingredients are
a rhombohedral distortion, induced by an elastic strain
along the [111] direction, followed by inversion-symmetry
breaking. By deriving and analyzing a minimal k · p
model, we have demonstrated how this two-step symme-
try reduction process leads to the appearance of topolog-
ically stable Weyl nodes. Complementary, we find that
the mirror symmetry in group-IV tellurides also gives rise
to a semimetallic phase featuring topologically protected
nodal lines, a class of systems for which only few candi-
date materials have been put forward.
There are various, feasible ways to realize our proposal
experimentally. First, the conditions for the symmetry
reduction are naturally provided in the low-temperature
ferroelectric phase of SnTe and GeTe, which could there-
fore represent novel Weyl ferroelectric semimetals [60,
61]. Moreover, additional external strain, pressure, or
alloying [48, 49, 62–65] could be employed to tune the
parameters of the systems. In fact, a recent experimen-
tal report supports the existence of semimetallic phases
in Pb-alloyed SnTe under pressure [66]. Another route
is the use of substrates with different lattice structures.
This could induce an inhomogeneous strain close to the
substrate interface mimicking a ferroelectric distorsion.
Finally, our proposal could also be applied to group-
V semimetals such as Bi and Sb [67]. These materials
5are in the rhombohedral space group R3¯m with inversion
center and have a similar band structure as group-IV tel-
lurides [68]. To realize Weyl nodes or nodal lines, one
could therefore use thin films where inversion symmetry
can be broken by either using substrates, as explained
above, or externally applying a perpendicular electric
field.
We thank D. Varjas and T. Rosdahl for helpful dis-
cussions regarding the symmetric-Hamiltonian generator
algorithm. C.O. acknowledges support from a VIDI grant
(Project 680-47-543) financed by the Netherlands Orga-
nization for Scientific Research (NWO). A.L. acknowl-
edges support from the Netherlands Organisation for Sci-
entific Research (NWO/OCW), as part of the Frontiers
of Nanoscience program.
[1] Z. Wang, Y. Sun, X.-Q. Chen, C. Franchini, G. Xu,
H. Weng, X. Dai, and Z. Fang, Phys. Rev. B 85, 195320
(2012).
[2] Z. K. Liu, B. Zhou, Y. Zhang, Z. J. Wang, H. M. Weng,
D. Prabhakaran, S.-K. Mo, Z. X. Shen, Z. Fang, X. Dai,
Z. Hussain, and Y. L. Chen, Science 343, 864 (2014).
[3] S.-M. Huang, S.-Y. Xu, I. Belopolski, C.-C. Lee,
G. Chang, B. Wang, N. Alidoust, G. Bian, M. Neupane,
C. Zhang, S. Jia, A. Bansil, H. Lin, and M. Z. Hasan,
Nat. Commun. 6, 7373 (2015).
[4] H. Weng, C. Fang, Z. Fang, B. A. Bernevig, and X. Dai,
Phys. Rev. X 5, 011029 (2015).
[5] B. Q. Lv, H. M. Weng, B. B. Fu, X. P. Wang, H. Miao,
J. Ma, P. Richard, X. C. Huang, L. X. Zhao, G. F. Chen,
Z. Fang, X. Dai, T. Qian, and H. Ding, Phys. Rev. X 5,
031013 (2015).
[6] B. Q. Lv, N. Xu, H. M. Weng, J. Z. Ma, P. Richard, X. C.
Huang, L. X. Zhao, G. F. Chen, C. E. Matt, F. Bisti,
V. N. Strocov, J. Mesot, Z. Fang, X. Dai, T. Qian, M. Shi,
and H. Ding, Nat. Phys. 11, 724 (2015).
[7] S.-Y. Xu, I. Belopolski, N. Alidoust, M. Neupane,
G. Bian, C. Zhang, R. Sankar, G. Chang, Z. Yuan, C.-
C. Lee, S.-M. Huang, H. Zheng, J. Ma, D. S. Sanchez,
B. Wang, A. Bansil, F. Chou, P. P. Shibayev, H. Lin,
S. Jia, and M. Z. Hasan, Science 349, 613 (2015).
[8] S.-Y. Xu, N. Alidoust, I. Belopolski, Z. Yuan, G. Bian,
T.-R. Chang, H. Zheng, V. N. Strocov, D. S. Sanchez,
G. Chang, C. Zhang, D. Mou, Y. Wu, L. Huang, C.-
C. Lee, S.-M. Huang, B. Wang, A. Bansil, H.-T. Jeng,
T. Neupert, A. Kaminski, H. Lin, S. Jia, and M. Z.
Hasan, Nat. Phys. 11, 748 (2015).
[9] O. Vafek and A. Vishwanath, Annual Review of Con-
densed Matter Physics 5, 83 (2014).
[10] E. Witten, La Rivista del Nuovo Cimento 39, 313–370
(2016).
[11] A. A. Burkov, Nature Materials 15, 1145 (2016).
[12] B. Yan and C. Felser, Annual Review of Condensed Mat-
ter Physics 8, 337 (2017).
[13] N. P. Armitage, E. J. Mele, and A. Vishwanath, Rev.
Mod. Phys. 90, 015001 (2018).
[14] A. A. Burkov and L. Balents, Phys. Rev. Lett. 107,
127205 (2011).
[15] C.-K. Chiu and A. P. Schnyder, Phys. Rev. B 90, 205136
(2014).
[16] A. A. Burkov, Journal of Physics: Condensed Matter 27,
113201 (2015).
[17] A. A. Soluyanov, D. Gresch, Z. Wang, Q. Wu, M. Troyer,
X. Dai, and B. A. Bernevig, Nature 527, 495 (2015).
[18] B. Bradlyn, J. Cano, Z. Wang, M. G. Vergniory,
C. Felser, R. J. Cava, and B. A. Bernevig, Science 353,
aaf5037 (2016).
[19] A. A. Burkov, Phys. Rev. B 96, 041110 (2017).
[20] J. Gooth, A. C. Niemann, T. Meng, A. G. Grushin,
K. Landsteiner, B. Gotsmann, F. Menges, M. Schmidt,
C. Shekhar, V. Su¨ß, R. Hu¨hne, B. Rellinghaus, C. Felser,
B. Yan, and K. Nielsch, Nature 547, 324 (2017).
[21] F. de Juan, A. G. Grushin, T. Morimoto, and J. E.
Moore, Nature Communications 8, 15995 (2017).
[22] E. V. Gorbar, V. A. Miransky, I. A. Shovkovy, and P. O.
Sukhachov, arXiv:1712.08947 (2017).
[23] G. B. Osterhoudt, L. K. Diebel, X. Yang, J. Stanco,
X. Huang, B. Shen, N. Ni, P. Moll, Y. Ran, and K. S.
Burch, arXiv:1712.04951 (2017).
[24] A. A. Burkov, Physical Review B 97 (2018).
[25] X. Wan, A. M. Turner, A. Vishwanath, and S. Y.
Savrasov, Phys. Rev. B 83, 205101 (2011).
[26] A. Lau, K. Koepernik, J. van den Brink, and C. Ortix,
Phys. Rev. Lett. 119, 076801 (2017).
[27] S. M. Young, S. Zaheer, J. C. Y. Teo, C. L. Kane, E. J.
Mele, and A. M. Rappe, Phys. Rev. Lett. 108, 140405
(2012).
[28] S. Murakami, New Journal of Physics 9, 356 (2007).
[29] G. B. Hala´sz and L. Balents, Physical Review B 85
(2012).
[30] P. Hosur, Phys. Rev. B 86, 195102 (2012).
[31] G. Xu, H. Weng, Z. Wang, X. Dai, and Z. Fang, Phys.
Rev. Lett. 107, 186806 (2011).
[32] D. Bulmash, C.-X. Liu, and X.-L. Qi, Phys. Rev. B 89,
081106 (2014).
[33] J. Ruan, S.-K. Jian, H. Yao, H. Zhang, S.-C. Zhang, and
D. Xing, Nature Communications 7, 11136 (2016).
[34] A. Lau and C. Ortix, Phys. Rev. B 96, 081411 (2017).
[35] N. Xu, H. M. Weng, B. Q. Lv, C. E. Matt, J. Park,
F. Bisti, V. N. Strocov, D. Gawryluk, E. Pomjakushina,
K. Conder, N. C. Plumb, M. Radovic, G. Aute`s, O. V.
Yazyev, Z. Fang, X. Dai, T. Qian, J. Mesot, H. Ding,
and M. Shi, Nature Communications 7, 11006 (2016).
[36] K. Deng, G. Wan, P. Deng, K. Zhang, S. Ding, E. Wang,
M. Yan, H. Huang, H. Zhang, Z. Xu, J. Denlinger, A. Fe-
dorov, H. Yang, W. Duan, H. Yao, Y. Wu, S. Fan,
H. Zhang, X. Chen, and S. Zhou, Nature Physics 12,
1105 (2016).
[37] C. Wang, Y. Zhang, J. Huang, S. Nie, G. Liu, A. Liang,
Y. Zhang, B. Shen, J. Liu, C. Hu, Y. Ding, D. Liu, Y. Hu,
S. He, L. Zhao, L. Yu, J. Hu, J. Wei, Z. Mao, Y. Shi,
X. Jia, F. Zhang, S. Zhang, F. Yang, Z. Wang, Q. Peng,
H. Weng, X. Dai, Z. Fang, Z. Xu, C. Chen, and X. J.
Zhou, Phys. Rev. B 94, 241119 (2016).
[38] K. Koepernik, D. Kasinathan, D. V. Efremov, S. Khim,
S. Borisenko, B. Bu¨chner, and J. van den Brink, Phys.
Rev. B 93, 201101 (2016).
[39] For a more detailed and exhaustive overview of the field,
we refer to the excellent review article in Ref. [13].
[40] A. A. Burkov, M. D. Hook, and L. Balents, Phys. Rev.
B 84, 235126 (2011).
[41] C. Fang, Y. Chen, H.-Y. Kee, and L. Fu, Physical Review
6B 92 (2015).
[42] H. Huang, J. Liu, D. Vanderbilt, and W. Duan, Phys.
Rev. B 93, 201114 (2016).
[43] C. Fang, H. Weng, X. Dai, and Z. Fang, Chinese Physics
B 25, 117106 (2016).
[44] Q. Xu, R. Yu, Z. Fang, X. Dai, and H. Weng, Phys. Rev.
B 95, 045136 (2017).
[45] G. Bian, T.-R. Chang, H. Zheng, S. Velury, S.-Y. Xu,
T. Neupert, C.-K. Chiu, S.-M. Huang, D. S. Sanchez,
I. Belopolski, N. Alidoust, P.-J. Chen, G. Chang, A. Ban-
sil, H.-T. Jeng, H. Lin, and M. Z. Hasan, Phys. Rev. B
93, 121113 (2016).
[46] Y.-H. Chan, C.-K. Chiu, M. Y. Chou, and A. P. Schny-
der, Physical Review B 93 (2016).
[47] K. M. Rabe and J. D. Joannopoulos, Phys. Rev. B 32,
2302 (1985).
[48] E. K. H. Salje, D. J. Safarik, K. A. Modic, J. E. Guber-
natis, J. C. Cooley, R. D. Taylor, B. Mihaila, A. Saxena,
T. Lookman, J. L. Smith, R. A. Fisher, M. Pasternak,
C. P. Opeil, T. Siegrist, P. B. Littlewood, and J. C.
Lashley, Phys. Rev. B 82, 184112 (2010).
[49] R. M. Murphy, E. D. Murray, S. Fahy, and I. Savic´,
Phys. Rev. B 95, 144302 (2017).
[50] L. G. Ferreira, Phys. Rev. 137, A1601 (1965).
[51] T. H. Hsieh, H. Lin, J. Liu, W. Duan, A. Bansi, and
L. Fu, Nat. Commun. 3, 982 (2012).
[52] D. L. Mitchell and R. F. Wallis, Phys. Rev. 151, 581
(1966).
[53] D. Varjas, T. O. Rosdahl, and A. R. Akhmerov,
arXiv:1806.08363 (2018).
[54] The Python package Qsymm is available at https://
gitlab.kwant-project.org/qt/qsymm.
[55] See Supplemental Material for details of the symmetry
analysis, for expansions of the Hamiltonian close the
Dirac points, and for a more detailed analysis of the nodal
line phase.
[56] P. Barone, T. c. v. Rauch, D. Di Sante, J. Henk, I. Mertig,
and S. Picozzi, Phys. Rev. B 88, 045207 (2013).
[57] X.-Q. Sun, T. Bzdusˇek, and S.-C. Zhang,
arXiv:1803.06364 (2018).
[58] Z.-Y. Ye, H.-X. Deng, H.-Z. Wu, S.-S. Li, S.-H. Wei, and
J.-W. Luo, Npj Computational Materials 1, 15001 EP
(2015).
[59] T. Fukui, Y. Hatsugai, and H. Suzuki, Journal of the
Physical Society of Japan 74, 1674 (2005).
[60] D. Di Sante, P. Barone, A. Stroppa, K. F. Garrity,
D. Vanderbilt, and S. Picozzi, Phys. Rev. Lett. 117,
076401 (2016).
[61] R. Li, Y. Xu, J. He, S. Ullah, J. Li, J.-M. Liu,
D. Li, C. Franchini, H. Weng, and X.-Q. Chen,
arXiv:1610.07142 (2016).
[62] J. O. Dimmock, I. Melngailis, and A. J. Strauss, Phys.
Rev. Lett. 16, 1193 (1966).
[63] A. J. Strauss, Phys. Rev. 157, 608 (1967).
[64] S. Jin, C. Cai, G. Bi, B. Zhang, H. Wu, and Y. Zhang,
Phys. Rev. B 87, 235315 (2013).
[65] A. Lusakowski, P. Boguslawski, and T. Story,
arXiv:1807.06314 (2018).
[66] T. Liang, S. Kushwaha, J. Kim, Q. Gibson, J. Lin,
N. Kioussis, R. J. Cava, and N. P. Ong, Science Ad-
vances 3, e1602510 (2017).
[67] Y. Liu and R. E. Allen, Phys. Rev. B 52, 1566 (1995).
[68] S. A. Gordyunin and L. P. Gor’kov, JETP Lett. 20, 307
(1974).
SUPPLEMENTAL MATERIAL
A: DERIVATION OF THE EXTENDED k · p
MODEL
A central part of our study is the derivation of a mini-
mal k · p model, based on the 4-band model in Ref. [51],
for systems in the SnTe material class taking into ac-
count all symmetry-allowed terms up to second order in
k. For this purpose, we have used an algorithm, provided
in the Python package Qsymm [53, 54], that systemat-
ically generates all possible terms of a Hamiltonian up
to a given order in k respecting a given set of symme-
tries. In the following, we are going to provide all the
ingredients required for the application of the symmetry
algorithm.
Our model has two orbital degrees of freedom, spanned
by p orbitals on Sn and Te sites, represented by Pauli
matrices σi, and two spin degrees of freedom represented
by Pauli matrices si [51]. The k ·p model is derived with
respect to an L point of the, initially, face-centered cubic
BZ. The initial symmetry group of the L point is D3d
which is generated by inversion I, a rotation R3 about
the C3 axis along ΓL, and a reflectionM about the mirror
plane containing Γ and two L points. Furthermore, the
model should be invariant under time reversal Θ. The
corresponding representations of the symmetry operators
are as follows,
M = −i s1, k1 → −k1, (12)
R3 = e
iϕ2 s3 , k→
cosϕ − sinϕ 0sinϕ cosϕ 0
0 0 1
k, ϕ = 2pi
3
(13)
I = σz, k→ −k, (14)
Θ = is2K, k→ −k, (15)
where ki are momentum components with respect to a
local coordinate system at L spanned by kˆ1 perpendic-
ular to the mirror plane, kˆ3 pointing along the C3 axis,
and kˆ2 such that {kˆ1, kˆ2, kˆ2} form a right-handed coordi-
nate system. The σz in the inversion operator is a result
of expanding around an L point: because the inversion
center is located at one of the lattice sites in the unit cell
of the rocksalt structure, the other site is translated by a
lattice vector under inversion and, thus, acquires a phase
factor at nonzero momentum.
By providing all operators above as input, we apply
the k ·p Hamiltonian generator algorithm of the Qsymm
package [53, 54] and find 8 symmetry-allowed terms. Ig-
noring the 3 terms that are proportional to the identity
and do not influence the band topology, we obtain the
following Hamiltonian
H0(k) = mσz + ν(k1s2 − k2s1)σx + ν3k3σy
+ ck23σz + f(k
2
1 + k
2
2)σz, (16)
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process during which the C3 symmetry of the model is
broken. By repeating the Hamiltonian generator algo-
rithm with only the symmetry operators M , I, and Θ,
we find 8 additional terms, 6 of which are not propor-
tional to the identity:
H1(k) = δν(k1s2 + k2s1)σx + λ1k1s3σx + λ2k2σy
+ λ3k3s1σx + δf(k
2
1 − k22)σz + gk2k3σz.(17)
Finally, breaking inversion symmetry is incorporated by
repeating the algorithm with only the symmetry opera-
tors M and Θ. This leads to 10 additional symmetry-
allowed terms up to leading order in k:
H2(k) = ασx + β(k1s2 − k2s1) + δβ(k1s2 + k2s1)
+ γ(k1s2 − k2s1)σz + δγ(k1s2 + k2s1)σz
+ η1k1sz + η2k1szσz + η3k3sx
+ η4k3sxσz + η5sxσy (18)
In the main text we have shown that the terms
parametrized by α and β give rise to Weyl points and
nodal lines. Moreover, it can be checked straightfor-
wardly that also the other terms give rise to the same
features.
B: EFFECTIVE HAMILTONIANS AROUND THE
DIRAC POINT
In the main text we derive a condition on the existence
of Dirac points in the k · p Hamiltonian given by
H(k) = mσz + ν(k1s2 − k2s1)σx + ν3k3σy
+ ck23σz + f(k
2
1 + k
2
2)σz
+ λ2k2σy + λ3k3s1σx. (19)
In particular, under the condition λ2λ3 = −νν3 there
exist isolated, four-fold degenerate zero-energy states at
k0 = (k0,1, k0,2, k0,3)
= (0,
√
−mλ3/(cν2 + fλ23), ν/λ3 k0,2). (20)
In the following, we are going to have a closer look at the
structure of the Hamiltonian close to k0.
B.1 Dirac Hamiltonian
Let us expand the Hamiltonian of Eq. (19) around k0
up to leading order in the momentum κ = k − k0. The
resulting effective Hamiltonian is
Heff(κ) = (2c
νk0,2
λ3
σz + λ3s1σx + ν3σy)κ3
+ (2fk0,2σz − νs1σx − νν3
λ3
σy)κ2
+ νs2σxκ1. (21)
The effective Hamiltonian has no zeroth order terms and
is indeed linear. Moreover, the involved matrices γ0 =
σy ⊗ 1, γ1 = σx ⊗ s2, γ2 = σz ⊗ 1, γ3 = σx ⊗ s1 satisfy
{γi, γj} = 0 for i 6= j and γ2i = 1. Therefore, they form a
Clifford algebra. We can further form the chiral operator
γ5 = γ0γ1γ2γ3 = σx⊗s3 which satisfies γ25 = 1 and which
anticommutes with the Hamiltonian, i.e., γ5Heff(κ)γ5 =
−Heff(κ). Thus, the effective Hamiltonian has a chiral
symmetry.
By defining new γ matrices through linear combina-
tions of γ0 and γ3, namely
γ˜0 =
1√
λ23 + ν
2
3
(λ3γ0 − ν3γ3), (22)
γ˜3 =
1√
λ23 + ν
2
3
(ν3γ0 + λ3γ3), (23)
we can rewrite Heff in a more suggestive form,
Heff(κ) =
√
λ23 + ν
2
3
λ3
(λ3κ3 − νκ2) γ˜3
+
2k0,2
λ3
(cνκ3 + fλ3κ2) γ2
+ νκ1γ1. (24)
In addition, we define new coordinates κ˜2 = λ3κ3 − νκ2
and κ˜3 = cνκ3 +fλ3κ2, and collect the prefactors in new
factors vi. With that, the effective Hamiltonian becomes
Heff(κ) = v1κ1γ1 + v2κ˜2γ2 + v3κ˜3γ˜3, (25)
which finally shows that Heff has indeed the structure of
a massless Dirac Hamiltonian.
B.2 Effective Hamiltonians for Weyl points and
nodal lines
By breaking inversion symmetry and thereby lowering
the symmetry group of the L′ point from C2h to Cs,
additional symmetry-allowed terms can be added to the
Hamiltonian in Eq. (19). These terms are
Hbreak = ασx + β(k1s2 − k2s1) + δβ(k1s2 + k2s1)
+ ξ(k1s2 − k2s1)σz + δξ(k1s2 + k2s1)σz
+ χ1k1s3σz + χ2k1s3 + χ3k3s1
+ χ4k3s1σz + χ5s1σy. (26)
For simplicity, in the main text we consider only the first
two terms. We note, however, that all symmetry-allowed
terms give rise to Weyl semimetal and nodal line phases,
as can be explicitly checked numerically using the SnTe
model.
Let us now add the term ασx to the k ·p Hamiltonian
of Eq. (19). The energies of the resulting Hamiltonian
8can be written as
E2 = (f1k
2
1 + f2k
2
2 + gk2k3 + ck
2
3 +m)
2
+
[
α±
√
k21(λ
2
1 + ν
2
1) + (k3λ3 − k2ν2)2
]2
+ (k2λ2 + k3ν3)
2, (27)
Since Weyl points will be located at E = 0, their position
in momentum space is determined by requiring that the
three binomials above are identical to zero. Hence, there
are three polynomial equations for the three momentum
space coordinates k1, k2, k3. We stress that, contrary to
the existence condition for the Dirac points, there are no
longer any conditions on the relation between the Hamil-
tonian parameters. This reflects the fact, that a Weyl
point is a stable topological feature.
To simplify the discussion, we are now going to con-
sider an effective Hamiltonian obtained by expanding
around a Dirac point at k0. It reads
Hα,eff(κ) = Heff(κ) + ασx, (28)
with the effective Dirac Hamiltonian Heff from Eq. (21).
If we instead add β(k1s2 − k2s1), the effective Hamilto-
nian around k0 takes the form
Hβ,eff(κ) = Heff(κ) + β(s1κ2 + s2κ1 − k0,2s1). (29)
Both effective Hamiltonians are used in the main text to
derive approximate positions of Weyl nodes and nodal
lines, respectively.
C: Additional analysis of the nodal lines
The zero-energy states of Hamiltonian Hβ,eff from
Eq. (29) are located at
kN,η =
−λ3βk0,2
λ3β ±
√
Aη
(0, 1, η), (30)
where
Aη = 4λ
2
3(fk0,2 + ck0,3η)
2 + (ν − λ3η)2(λ23 + ν23). (31)
In the following, we are going to show that the set of
zero energy states parametrized by kN,η forms a closed
line topologically equivalent to a circle.
First of all, it is clear from the definition of Aη that
Aη ≥ 0. Furthermore, Aη is even strictly nonzero for all
η as we infer from solving Aη = 0: the solutions are
η1,2 =
1
λ3(4c2k20,3 + λ
2
3 + ν
2
3)
[
− 4cfk20,2ν + (λ23 + ν23)ν
± 2
√
−(fk0,2λ3 + ck0,3ν)2(λ23 + ν23)
]
. (32)
We immediately see that the term under the root is al-
ways negative. Hence, there are no real solutions of the
equation Aη = 0. Consequently, Aη > 0 ∀η implies that
the two solutions in Eq. (30) are always distinct, i.e. there
are no crossings between the two branches of solutions.
Let us now look at Eq. (30) in the limits η → ±∞. We
obtain
lim
η→±∞k
(+)
N,η = ±
βk0,2√
4c2k20,3 + λ
2
3 + ν
2
3
(0, 0, 1), (33)
lim
η→±∞k
(−)
N,η = ∓
βk0,2√
4c2k20,3 + λ
2
3 + ν
2
3
(0, 0, 1), (34)
implying limη→±∞ k
(+)
N,η = limη→∓∞ k
(−)
N,η. In other
words, the two distinct solutions for the location of
zero-energy states parametrized by η are connected at
η = ±∞. Hence, the solutions form indeed a closed line.
