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1. INTRODUCTION
 .  .For a Noetherian local ring A, m and its ideal L, we call R L s
w x w x   .  .  . n nq1.A Lt : A t resp. G L s R L rLR L s [ L rL the Rees ringnG 0
 .resp. associated graded ring with respect to L, where t is an indetermi-
  ..  .nate over A. The morphism Proj R L ª Spec A of schemes is usually
 .   ..called the blow-up of Spec A with center L. We say that Proj R L ª
 .   ..Spec A is a Macaulayfication if Proj R L is a Cohen]Macaulay scheme
   .. .i.e., every local ring of Proj R L is a Cohen]Macaulay ring . Of course,
if A is an excellent Noetherian local ring containing a field of characteris-
  ..tic 0, then there exists an ideal L such that Proj R L is a regular scheme
   .. .i.e., every local ring of Proj R L is a regular local ring by Hironaka's
w xtheorem 9 . In the case where A does not contain a field of characteristic
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0, the existence of Macaulayfications is still open now. If the non-
 .Cohen]Macaulay locus of Spec A is of dimension at most 1, then Faltings
w x 4 succeeded in constructing a Macaulayfication of A. We refer the
w xreader to Brodmann 3 for ``good'' Macaulayfications in some sense.
w xRecently, Kawasaki 11 has proved a remarkable theorem about this topic.
Precisely speaking, he constructed a Macaulayfication of A in the case
.where the non-Cohen]Macaulay locus of A is of dimension 2.
w xOn the other hand, Aberbach, Huneke and Smith 11 proved an
interesting theorem about Macaulayfications using the theory of tight
 w x.closure cf. 10 . One of the aims of the present paper is to find out why
the theory of tight closure plays a role in Macaulayfications.
We say that an ideal L is equi-multiple if the Krull dimension of
 .G L m Arm is equal to the height of L. First we shall investigate when a
Macaulayfication is obtained by a blow-up whose center is an equi-multi-
ple ideal. In the case where the non-Cohen]Macaulay locus of A is of
dimension 0, we can find a parameter ideal q such that the scheme
w xobtained by the blow-up with center q is Cohen]Macaulay 4, 6 , that is,
we can get a Macaulayfication by a blow-up whose center is an equi-multi-
ple ideal. In the case where the non-Cohen]Macaulay locus is of dimen-
sion 1, Faltings proved that there exists a sequence of blow-ups X ª X2 1
 .ª Spec A such that X is Cohen]Macaulay, but it is known that there2
  ..  .exists an equi-multiple ideal L such that Proj R L ª Spec A is a
 w x.Macaulayfication in the case cf. 11 . Therefore there are many important
examples that blow-ups with center equi-multiple ideals give Macaulayfica-
tions.
 .In Theorem 2.2 we shall give a necessary and sufficient condition for
  ..the Cohen]Macaulayness of Proj R L when L is an equi-multiple ideal.
 .   ..Theorem 2.2 states that Proj R L is Cohen]Macaulay if and only if
 . .  . .   ..conditions 2 a and 2 b in Theorem 2.2 are satisfied.
 .By applying Theorem 2.2 , we shall study the relation between
Macaulayfications and the theory of tight closure in Section 3. As we shall
 .  . .  .see in Lemma 3.6 , condition 2 b in Theorem 2.2 is satisfied in the
 .Ucase of L s y , . . . , y , where y , . . . , y forms a subsystem of parame-1 d 1 d
  ..ters and y is a test element for each i. Hence, in the case, Proj R L isi
 . .  .Cohen]Macaulay if and only if condition 2 a in Theorem 2.2 is
  ..satisfied cf. Theorem 3.8 .
Section 4 is devoted to studying arithmetic Macaulayfications. Corollary
 . . w x4.10 2 was first obtained by Aberbach 2 , but the author got the same
 .  .result independently. By Propositions 4.2 and 4.3 , we can calculate the
 .  .local cohomology modules of G L and R L . This calculation gives a
 i.sufficient condition for the ith Veronese subring R L to be Cohen]
 . Macaulay. Yamagishi gave Proposition 4.2 an elementary proof see
.Theorem 2 of the Appendix .
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2. BLOW-UPS WITH CENTER EQUI-MULTIPLE IDEALS
This section is devoted to studying a Macaulayfication obtained by a
blow-up whose center is an equi-multiple ideal.
 .  .2.1 Throughout this paper, A, m is a Noetherian local ring of
dimension d q s, where d ) 0 and s G 0. Let L be an ideal of A such
 .  .  .  .that ht L s l L s d i.e., L is equi-multiple , where l L s dim G LA
m Arm denotes the analytic spread of L. Choose z , . . . , z g A such that1 s
z , . . . , z forms a system of parameters for ArL.1 s
Here note that, since L is equi-multiple, dim ArL is equal to s s
dim A y ht L. Furthermore z , . . . , z is a subsystem of parameters for AA 1 s
in the situation.
The following theorem gives a criterion for the Cohen]Macaulayness of
  ..Proj R L .
 .THEOREM 2.2 With the same notation as abo¨e, the following statements
are equi¨ alent:
 .   ..1 Proj R L is Cohen]Macaulay.
 .2 The following conditions are satisfied:
 . n nq1a The depth of L rL is equal to s for n 4 0, that is,
z , . . . , z forms a regular sequence on LnrLnq1 for n 4 0.1 s
 .   ..  .b Proj R L is Cohen]Macaulay, where A s Ar z , . . . , z1 s
and L s LA.
First of all, we give a well-known criterion for the Cohen]Macaulayness
  ..of Proj R L .
 .  . w  .xRemark 2.3 Let I be an ideal of A. We put R I s [ R Iq nn) 0
 . w  .x w xand G I s [ G I , where T denotes the homogeneous compo-q n nn) 0
nent in degree n, for a graded module T. Let M be the unique homoge-
 .  .  .neous maximal ideal of R I , i.e., M s mR I q R I . Consider theq
following statements.
 .   ..1 Proj R I is Cohen]Macaulay.
 .   ..   . .2 NCM R I : V R I . Hereq
NCM R I s P g Spec R I ¬ R I is not Cohen]Macaulay 4 .  .  . .  . P
 .   . . is the non-Cohen]Macaulay locus of R I , and V R I s P gq
  ..  . 4Spec R I ¬ P = R I .q
 . i   ..  .m3 H R I is annihilated by R I for m 4 0 and i F dim A.M q
 . i   .. w i   ..x4 For i F dim A, H R I is finitely graded, i.e., H R I sM M n
 .0 except for finitely many n.
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 .   ..5 Proj G I is Cohen]Macaulay.
 .   ..   . .6 NCM G I : V G I .q
 . i   ..  .m7 H G I is annihilated by G I for m 4 0 and i - dim A.M q
 .  .  .Here recall that G I s R I rIR I has a natural structure of a graded
 .R I -module.
 . i   ..8 H G I is finitely graded for i - dim A.M
Then one can show
1 m 2 m 5 m 6 ¥ 3 m 4 m 7 m 8 . .  .  .  .  .  .  .  .
Furthermore assume that A is a universally catenary equi-dimensional
local ring and no minimal prime ideal of A contains I. Then all statements
as above are equivalent.
 .Before proving Theorem 2.2 , we shall show the following lemma:
 .LEMMA 2.4 Let B be a Noetherian ring and J an ideal of B. Take
z .   .  ..z g B _ J and put B s Br z , J s JB. We put K s Ker G J ª G J ,
z  .  ..C s Coker G J ª G J . We denote by T the kernel of the natural surjec-
 .ti¨ e morphism C ª G J .
0
6
T
6
z6 6 6 6 6 .  .2.5 0 K G J G J C 0 .
6
 .G J
6
0
 .mIf K is annihilated by G J for m 4 0, then so is T.q
Proof. By the definition of K, we have
J nq1 : z
nJw xK sn nq1J
 .mfor n G 0. Since K is annihilated by G J for m 4 0 and K is a finitelyq
 . w x  .generated G J -module, there exists an integer k G 0 such that K s 0r
for r G k. Therefore we have J rq1 : z s J rq1 for r G k. Then, by induction
rJ
on r, it is easy to see
2.6 J r : z s J r .
kJ
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for r G k. On the other hand, the sequence
w x w x0 ª T ª C ª G J ª 0 .n n n
is exact and
J n
w xC s ,n n nq1zJ q J
n nz q J J .
G J s s . nq1 n nq1n z q J z l J q J 4 .  .
are satisfied for n G 0. Therefore we get
z l J n q J nq1 z l J n 4 .  .w x2.7 T s s . n n nq1 n nq1zJ q J zJ q z l J 4 .
k w  .x w  .x w  .xfor n G 0. Let at g G J s R J rJ R J denote the homomorphick k k
k w  .x  . w x k  .image of at g R J : R J : A t for a g J . Take x s zw g z lk
J n. Since xa s zwa g J nqk and wa g J k, we have wa g J nqk : z s J nqk
kJ
nqk k .by 2.6 . Therefore xa is contained in zJ , i.e., T is annihilated by at
  ..  .kcf. 2.7 . Hence T is annihilated by G J . Q.E.D.q
 .  . .  .Proof of Theorem 2.2 First assume 2 a of Theorem 2.2 , i.e.,
z , . . . , z forms an LnrLnq1-regular sequence for n 4 0. We put A s1 s i
 .Ar z , . . . , z and L s LA for i s 0, . . . , s. Here note that A s A and1 i i i 0
 .A s A. By Lemma 2.4 , we haves
z1
2.8 0 ª G L ª G L ª G L ª 0 .  .  .  .1n n n
for n 4 0 and
z1
0 ª G L ª G L ª G L ª 0 .  .  .h h 1 h
w  .x w  .x   . .for any h g G L , where G L resp. G L denotes the homoge-1 n h
 .   .neous component of G L in degree n resp. localization of G L with
. n nq1respect to h . Then z , . . . , z forms an L rL -regular sequence for2 s 1 1
  ..  . .  .n 4 0 cf. 2.8 by assumption 2 a in Theorem 2.2 . Therefore, by
induction on i, we have exact sequences
ziq1 60 ª G L G L ª G L ª 0, .  .  .i i iq1n n n
2.9 . ziq1 60 ª G L G L ª G L ª 0 .  .  .i i iq1h h h
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w  .xfor any h g G L , n 4 0, i s 0, . . . , s y 1. Therefore z , . . . , z forms a1 1 s
 .G L -regular sequence and we haveh
G L . h
2.10 s G L .  . hz , . . . , z G L .  . h1 s
w  .x  .for any h g G L . Let P be a homogeneous prime ideal of G L such1
  ..   ..that P corresponds to a closed point of Proj G L . Since Proj G L ª
 .  . w  .xSpec A is a closed map, P contains mG L . Take h g G L _ P. Then1
 .  .z , . . . , z forms a G L -regular sequence by 2.9 . Therefore z , . . . , z1 s h 1 s
 .  .forms a G L -regular sequence. Hence G L is Cohen]Macaulay if andP P
 .  .  .  .   ..  .only if so is G L r z , . . . , z G L s G L cf. 2.10 . Hence 1 isP 1 s P P
 . .  . .  .   ..equivalent to 2 b if we assume 2 a in Theorem 2.2 cf. Remark 2.3 .
 .  . .In the rest of the proof, we shall show that 1 implies 2 a . Assume
  ..   ..that Proj R L is Cohen]Macaulay. Then Proj G L is also
 .Cohen]Macaulay by Remark 2.3 . Since z , . . . , z is a system of parame-1 s’ters for ArL, z , . . . , z G L s mG L holds. Therefore, since’ .  .  .1 s
 .  .  .dim G L s d q s and dim G L rmG L s d, we know that z , . . . , z1 s
 .forms a homogeneous subsystem of parameters for G L . Let h , . . . , h1 d
 .be homogeneous elements of G L such that z , . . . , z , h , . . . , h forms a1 s 1 d
 .homogeneous system of parameters for G L . Note that the degree of hj
 . is positive for j s 1, . . . , d. Since G L is Cohen]Macaulay cf. Remarkh j
 ..  .2.3 , z , . . . , z forms a G L -regular sequence for j s 1, . . . , d. Let K1 s h ?j
 .be the Koszul complex on G L with respect to z , . . . , z . Then the1 s
 .  .mhomology H K is annihilated by G L for i ) 0 and m 4 0 becausei ? q
n nq1’of h , . . . , h s G L . Therefore z , . . . , z forms an L rL -’ .  .q1 d 1 s
regular sequence for n 4 0. Q.E.D.
 .  .Remark 2.11 With the notation as in Theorem 2.2 , assume that
 . .z , . . . , z forms a regular sequence on A. In this case, 2 a in Theorem1 s
 . n2.2 is equivalent to that z , . . . , z forms an ArL -regular sequence for1 s
n 4 0.
 . .In the rest of this section we shall study when condition 2 b in
 .Theorem 2.2 is satisfied. To begin with, we introduce the notion of
d-sequences and unconditioned strong d-sequences.
 .  w x.DEFINITION 2.12 cf. 6 Let B be a commutative ring and y , . . . , y1 d
elements of B. Let E be a B-module.
1. We say that y , . . . , y is a d-sequence on E if1 d
y , . . . , y E : y y s y , . . . , y E : y .  .1 iy1 i j 1 iy1 j
E E
for 1 F i F j F d.
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2. We say that y , . . . , y is an unconditioned strong d-sequence on E1 d
n1 n d  4if y , . . . , y is a d-sequence on E for any permutation s on 1, . . . , ds 1. s d.
and any positive integers n , . . . , n . We usually call it simply a u.s.d-se-1 d
quence.
The following proposition plays an important role in the next section.
 .  .PROPOSITION 2.13 With the notation as in Theorem 2.2 , assume that
one of the following three conditions is satisfied.
 .I L is generated by a u.s.d-sequence on A.
rq1 r .II There exists an integer r G 0 such that L s qL is satisfied for
r .some q s x , . . . , x : L. Furthermore x , . . . , x is a u.s.d-sequence on L .1 d 1 d
 .III The residue class field Arm is algebraically closed and there exists
rq1 r  .an integer r G 0 such that L s qL is satisfied for some q s x , . . . , x :1 d
r .L. Furthermore, if q s w , . . . , w , then w , . . . , w is a d-sequence on L .1 d 1 d
 . .  .Then 2 b in Theorem 2.2 is satisfied.
Proof. First note that dim A s d ) 0 and L is a maximal primary ideal
 .  .of A. If condition I is satisfied, then condition II is also satisfied with
 .  .r s 0. Therefore we may assume that either II or III is satisfied.
 .   ..If condition II is satisfied, then Proj R L is Cohen]Macaulay be-
i   ..cause H R L is finitely graded for i s 0, . . . , d by Theorem 1 of theM
  ..  .  .Appendix cf. Remark 2.3 , where M s mR L q R L is the homoge-q
 .neous maximal ideal of R L .
rq1 r .Next assume that condition III is satisfied. Let L s qL hold for
 .  . < w  .xsome r G 0 and q s x , . . . , x : L. We put R L s [ R LG r1 d nnG r
w  .xand C s [ R L . Then we have an exact sequencenn- r
<2.14 0 ª R L ª R L ª C ª 0 .  .  .G r
 .  . w xof finitely generated graded R q -modules. Here note that R q s A qt
 . w x w x w x: R L s A Lt : A t . For a graded module T s [ T and an integernn
 . w  .x w xu, let T u be the graded module satisfying T u s T . Then wen uqn
r r . <   .. .  .  .have R L s R L yr , where R L is a graded R q -moduleG r q q
defined by
n rq L , n G 0,rR L s .q n  0 , n - 0. .
 .By the exact sequence 2.14 , we obtain an exact sequence of O -ProjRq..
modules
; ;
;<0 ª R L ª R L ª C ª 0, .  . .G r
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 . ;where, for a finitely generated graded R q -module T , T denotes the
w x  .coherent O -module corresponding to T. Since C s 0 for n 4ProjRq.. n
;  .0, we have C s 0 . Therefore we get
;;;
r<2.15 f# O s R L s R L s R L yr .  .  .  .  . .  .G r  / /ProjRL.. q
;
rs R L yr .  .q
;
rs R L O yr , .  .mq ProjRq..
OProjRq ..
  ..   ..where f : Proj R L ª Proj R q is a morphism of schemes correspond-
 .  .ing to the natural inclusion R q ¨ R L . We would like to show that
O is Cohen]Macaulay. Since f is a finite morphism, we have onlyProjRL..
; .to show that R L is a maximal Cohen]Macaulay O -module, i.e.,ProjRq..
;  . .the stalk R L is a maximal Cohen]Macaulay O -module forj ProjRq.., j
  ..  .every closed point j g Proj R q . By 2.15 , it is sufficient to show that
r ;  . .R L is a maximal Cohen]Macaulay O -module for everyq j ProjRq.., j
  ..closed point j g Proj R q .
 .Let P be a homogeneous prime ideal of R q corresponding to the
  ..closed point j g Proj R q . Since Arm is algebraically closed, we can
 .  .find elements w , . . . , w g A such that q s w , . . . , w and P s mR q q1 d 1 d
 .  . w xw t, . . . , w t : R q : A qt . By our assumption, w , . . . , w forms a1 dy1 1 d
rd-sequence on L . Then it is known that w , w r w , . . . , w r w is ad 1 d dy1 d
rw  . x  w  .xregular sequence on R L cf. 6, Theorem 1.7 . Therefore w ,q w t 0 dd
r ;  . .w r w , . . . , w r w is a regular sequence on R L . Q.E.D.1 d dy1 d q j
3. MACAULAYFICATIONS AND THE THEORY OF
TIGHT CLOSURE
We shall discuss Macaulayfications using the theory of tight closure
here.
 .  .3.1 Throughout this section, in addition to 2.1 , we further assume
the following. A is a homomorphic image of an excellent regular local ring
with algebraically closed residue class field Arm and A is an integrally
closed domain. Let p be a prime number and assume that the characteris-
tic of A is p. Let y , . . . , y be test elements and suppose that y , . . . , y is1 d 1 d
 w x.a subsystem of parameters for A cf. 10 . Suppose d G 3. We put
 . U U I s y , . . . , y and assume L s I , where I is the tight closure of I cf.1 d
w x.10 .
Here y , . . . , y , z , . . . , z is a system of parameters for A. The follow-1 d 1 s
w xing lemma 1, Lemma 3.1 implies that L is really equi-multiple.
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 .  n.U n ny1LEMMA 3.2 For e¨ery n G 2, I s L s I L is satisfied.
w x w x.The following property 10, Theorem 7.6 and 11, Theorem 2.3 is
called the colon capturing property. It will be frequently used in the paper.
 .  .LEMMA 3.3 Let C, m be an equi-dimensional excellent local ring of
characteristic p. Let x , . . . , x be any system of parameters for C and let I and1 d
 . w xJ be any two ideals of the polynomial subring D s ZrpZ x , . . . , x of C1 d
generated by monomials in the ¨ariables. Then
U
U
IC : JC s I : J C , .  / /
C D
UUUIC l JC s I l J C . .  .  . .
To begin with, we prove the following lemma:
 .  . LEMMA 3.4 1 y , . . . , y forms a u.s.d-sequence on A cf. Definition1 d
 ..2.12 .
 .2 y , . . . , y forms a u.s.d-sequence on L.1 d
Proof. Since y is a test element, we havej
Un n n n n1 iy1 1 iy1 jy , . . . , y : y , . . . , y : y .  .1 iy1 1 iy1 j
A
Un n n n n n1 iy1 i j 1 iy1: y , . . . , y : y y : y , . . . , y .  .1 iy1 i j 1 iy1
A
  ..by the colon capturing property Lemma 3.3 for 1 F i F j F d. Hence
y , . . . , y forms a u.s.d-sequence on A.1 d
 n1 niy1. ni n jTake x g y , . . . , y L : y y . Here we have1 iy1 i j
L
Un n n n n n n n n n1 iy1 i j 1 iy1 i j 1 iy1y , . . . , y L : y y : y , . . . , y L : y y : y , . . . , y .  .  .1 iy1 i j 1 iy1 i j 1 iy1
L A
by the colon capturing property. Since y n j is a test element,j
y n j x g y n1 , . . . , y niy1 .j 1 iy1
is satisfied. Put
y n j x s y n1w q ??? qy niy1w .j 1 1 iy1 iy1
Then, for m s 1, . . . , i y 1, we have
w g y n1 , . . . , y nmy 1 , y nmq 1 , . . . , y niy1 , y n j : y nm : L .m 1 my1 mq1 iy1 j m
A
by the colon capturing property. Therefore we obtain
x g L l y n1 , . . . , y niy1 L : y n j s y n1 , . . . , y niy1 L : y n j . Q.E.D. .  .1 iy1 j 1 iy1 j
A L
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 .Remark 3.5 By the colon capturing property, we have
y , . . . , y , y , . . . , y : y : L .1 iy1 iq1 d i
A
Ä  .  .for i s 1, . . . , d. Therefore we have L = S y , . . . , y see the Appendix .1 d
 .  .  .Then 2 in Lemma 3.4 follows from 1 by Proposition 5 in the Appendix.
 .   ..Applying Theorem 2.2 , we would like to investigate when Proj R L is
Cohen]Macaulay.
 .  .  .LEMMA 3.6 L satisfies condition III in Proposition 2.13 with r s 1
and q s IA.
2 2 .Proof. By Lemma 3.2 , we have L s IL. Therefore L s qL is sat-
isfied with q s IA. Let w , . . . , w be elements in I such that q s1 d
 .w , . . . , w : A, where w g A is the homomorphic image of w g A. Then1 d j j
we have
I q z , . . . , z y , . . . , y , z , . . . , z .  .1 s 1 d 1 s
q s s
z , . . . , z z , . . . , z .  .1 s 1 s
w , . . . , w , z , . . . , z .1 d 1 ss .
z , . . . , z .1 s
 .  .Therefore we have y , . . . , y , z , . . . , z s w , . . . , w , z , . . . , z . Since1 d 1 s 1 d 1 s
 .y , . . . , y , z , . . . , z is a system of parameters for A, y , . . . , y s1 d 1 s 1 d
 .w , . . . , w is satisfied. Here note that w , . . . , w are test elements. By1 d 1 d
replacing w , . . . , w with y , . . . , y , we have only to show that y , . . . , y1 d 1 d 1 d
 .forms a d-sequence on L. Put K s z q L, where z denotes the se-
quence z , . . . , z . We define1 s
C s K l z q y , . . . , y L : y y , .  . 5i j 1 iy1 i j
A
D s K l z q y , . . . , y L : y .  . 5i j 1 iy1 j
A
for 1 F i F j F d. Then, obviously, we have
C r z s y , . . . , y L : y y , .  .i j 1 iy1 i j
L
D r z s y , . . . , y L : y . .  .i j 1 iy1 j
L
Therefore it is sufficient to prove C : D for 1 F i F j F d. The coloni j i j
  ..capturing property Lemma 3.3 gives
U
z q y , . . . , y L : y y : z q y , . . . , y I : y y .  .  .  .1 iy1 i j 1 iy1 i j
A A
Us z , y , . . . , y . .1 iy1
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 .UConversely, take x g z, y , . . . , y . Since y is a test element,1 iy1 j
y y x g y z , y , . . . , y : z q y , . . . , y L .  .  .i j i 1 iy1 1 iy1
is satisfied. Therefore we get
U
z q y , . . . , y L : y y s z , y , . . . , y .  .  .1 iy1 i j 1 iy1
A
and
U
C s K l z , y , . . . , y .i j 1 iy1
Us z q L l z , y , . . . , y . 4 .  .1 iy1
Furthermore
U UUz I q y , . . . , y s I l z , y , . . . , y 4 .  .  .1 iy1 1 iy1
 .is satisfied by Lemma 3.3 . Hence we obtain
U
C s z q z I q y , . . . , y . 4 .  .  .i j 1 iy1
Therefore we have only to show the following claim:
 .  .  .4UClaim 3.7 z I q y , . . . , y : D .1 iy1 i j
Now we prove the above claim.
Let x be an element in the left-hand side. We would like to show
 .  .  .y x g z q y , . . . , y L. Since y is a test element, we have y x g z Ij 1 iy1 j j
 .q y , . . . , y . Therefore we get1 iy1
y x s y c q ??? qy c q y e q ??? qy e ,j 1 1 d d 1 1 iy1 iy1
 .where c , . . . , c g z and e , . . . , e g A. Then1 d 1 iy1
y x s y c q ??? qy c q y c q e q ??? qy c q e .  .j i i d d 1 1 1 iy1 iy1 iy1
  ..is satisfied. Then the colon capturing property Lemma 3.3 implies
U  . c q e g I for m s 1, . . . , i y 1. Hence we have y x g z q y , . . . ,m m j 1
.y L. Q.E.D.iy1
 w x.We can prove the following theorem cf. 1, 2 :
 .   ..THEOREM 3.8 If s s 0, 1, then Proj R L is Cohen]Macaulay.
 .Proof. If s s 0, then L s L. Therefore, by Proposition 2.13 and
 .   ..Lemma 3.6 , Proj R L is Cohen]Macaulay.
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 .  .Assume that s s 1. By Theorem 2.2 , Proposition 2.13 , and Lemma
 . n3.6 , it is sufficient to show that z is a nonzero divisor of ArL for1
n G 0. On the other hand, by the colon capturing property,
U Un n n n nL : L : z s I : z s I s L .  .1 1
A A
  .  ..   ..is satisfied Lemmas 3.2 and 3.3 . Therefore Proj R L is Cohen]
Macaulay in this case. Q.E.D.
As we shall see in the next section, we can prove the above theorem
without assuming that the residue class field Arm is algebraically closed.
 .In the case of s s 2, see Remark 4.11 .
4. ARITHMETIC MACAULAYFICATIONS
 .We shall calculate the local cohomology modules of R L where L is
the ideal defined in the previous section in the case of s s 0, 1 Proposi-
 .  ..  . tions 4.2 and 4.3 . This gives another proof to Theorem 3.8 see
 ..Corollary 4.10 .
 .  .  . 4.1 In this section, assume 2.1 and 3.1 but we do not have to
.assume that Arm is algebraically closed .
We denote by M the homogeneous maximal ideal of the Rees ring
 .  .  .  .R L , i.e., M s mR L q R L . Since G L is a homomorphic image ofq
 .  .  .R L , G L naturally has an R L -module structure.
 .PROPOSITION 4.2 Suppose s s 0. Then we ha¨e the following:
 . k   ..  .1 H G L s 0 for k s 0, 1.M
 . k   .. w k   ..x k .2 H G L s H G L s H A for k s 2, . . . , d y 1.M M 1yk m
 .   ..3 a G L F 1 y d.
 . k   ..  .4 H R L s 0 for k s 0, 1, 2, 3.M
 .5 If k s 4, . . . , d, then
ky1H A if 3 y k F n F y1, .mkH R L s . .M n  0 otherwise. .
 .   ..  w  .x.6 a R L s y1 cf. 5, Lemma 6.3 .
 .  w x.Here a y stands for the a-in¨ariant cf. 7 .
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First the author gave a proof to the above proposition. The proof is very
long and complicated, but Yamagishi gave another elementary and essen-
tial proof. Therefore we refer the reader to Yamagishi's proof Theorem 2
.   .  .of the Appendix . By Lemma 3.4 and Remark 3.5 , we may apply
.Theorem 2 of the Appendix to our case. .
Next we shall calculate the local cohomology modules in the case of
s s 1.
 .  .PROPOSITION 4.3 Suppose s s 1 dim A s d q s s d q 1 . For i s
2, . . . , d and j s 0, 1, we define H j asi
U
y , . . . , y .1 ij jH s H .Ui  z . i1  / y , . . . , y , y , . . . , y .ks1 1 ky1 kq1 i
  .As we saw in Lemma 3.4 , y , . . . , y forms a u.s.d-sequence on A.1 d
w  .x j j  i .. .Therefore, by 6, Theorem 3.9 , H s H H A is satisfied if i - d.i  z . L1
Then we ha¨e the following:
 . k   ..  .1 H G L s 0 for k s 0, 1.M
 . 2   .. w 2   ..x 02 H G L s H G L s H .M M y1 2
 .3 If k s 3, . . . , d, then
¡ 1H if n s 2 y k ,ky1
k ~ 0H G L s . . H if n s 1 y k ,M n k¢
0 otherwise.
 .   .. w dq1 .x 14 a G L F 1 y d and H G s H .M 1yd d
 . k   ..  .5 H R L s 0 for k s 0, 1, 2, 3.M
 . 4   .. w 4   ..x 06 H R L s H R L s H .M M y1 3
 .7 If k s 5, . . . , d q 1, then
¡ ky1H A if 4 y k F n F y1, .m
k 0~H R L s . . H if n s 3 y k ,M ky1n ¢ 0 otherwise. .
 .   ..8 a R L s y1.
 .Before proving Proposition 4.3 , we shall show the following lemma.
 .LEMMA 4.4 For 1 F ¨ F u and 1 F k F d,
k
¨ ¨ u ¨ uy¨y , . . . , y l L s y L . 1 k i
is1
is satisfied.
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Proof. Obviously, the left-hand side contains the right one.
We shall prove the opposite inclusion by induction on k.
¨  ¨ . uFirst, suppose k s 1. Take a s y b g y l L . Then we have1 1
b g Lu : y¨ s Luy¨1
A
 . ¨ ¨ uy¨by Lemma 3.3 . Thus we obtain a s y b g y L .1 1
k ¨  ¨ ¨ . uNext suppose k G 2. Take a s  y b g y , . . . , y l L . Thenis1 i i 1 k
Uu ¨ ¨ ¨ u ¨ ¨ ¨b g L q y , . . . , y : y : I q y , . . . , y : y .  .k 1 ky1 k 1 ky1 k
A A
Uuy¨ ¨ ¨s I q y , . . . , y . .1 ky1
 . w xby Lemma 3.3 . By the main lemma 11, Lemma 3.2 , we have
Uuy¨ ¨ ¨I q y , . . . , y .1 ky1
Uuy¨ ¨y1 ¨y1s L q y ??? y y , . . . , y , . l l l l1 t 1 t
 4 w xl , . . . , l : 1, ky11 t
w x  4where the sum as above runs over all subsets of 1, k y 1 s 1, . . . , k y 1 .
Then y¨ b is contained ink k
y¨ Luy¨ q y¨ , . . . , y¨ .k 1 ky1
since y¨ is a test element. By induction on k, we get a g k y¨Luy¨k is1 i
immediately. Q.E.D.
 .  .  .Proof of Proposition 4.3 Put N s LR L q R L . Note that Mq
s z R L q N . Then we have a spectral sequence’  .1
E p q s H p H q G L « H pqq G L . .  . .  . .2  z . N M1
From the above spectral sequence, we have isomorphisms
4.5 H 0 G L s H 0 H 0 G L , .  .  . .  . .M  z . N1
4.6 H dq1 G L s H 1 H d G L .  .  . .  . .M  z . N1
and an exact sequence
4.7 0 ª H 1 H iy1 G L ª H i G L .  .  . .  . . z . N M1
ª H 0 H i G L ª 0 . . . z . N1
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  .for i s 1, . . . , d. By Theorem 2 in the Appendix cf. Lemma 3.4 and
 .. i   ..  .  .Remark 3.5 , we have H G L s 0 for i s 0, 1. Therefore, by 4.5N
 . i   ..  .and 4.7 , H G L s 0 is satisfied for i s 0, 1. By Theorem 2 in theM
2   .. w 2   ..x 2 .Appendix, we have H G L s H G L s H A . Therefore, byN N y1 L
 . 2   .. w 2   ..x 0  2 .. 04.7 , H G L s H G L s H H A s H is satisfied.M M y1  z . L 21
Let r be an integer such that 3 F r F d y 1. By Theorem 2 in the
j   .. w j   ..x j .Appendix, we have H G L s H G L s H A for j s 2, . . . , dN N 1yj L
 .y 1. Then, by 4.7 ,
¡ 1 ry1H H A if n s 2 y r , . . z . L1
r 0 r~H G L s . . H H A if n s 1 y r , . .M  z . Ln 1¢ 0 otherwise .
is satisfied.
d   .. dq1  .. w d   ..xNext we shall calculate H G L and H G L . Since H G LM M N n
 .  .   ..s 0 for n ) 1 y d cf. Theorem 2 in the Appendix , we have a G L F
w dq1  ..x 1 w d   ..x .1 y d, H G L s H H G L andM 1yd  z . N 1yd1
¡ 1 dy1H H A if n s 2 y d , . . z . L1
d ~ 0 dH G L s . . H H G L if n F 1 y d , . . .M  z . Nn n1¢ 0 otherwise. .
 .To complete the calculation of the local cohomology modules of G L , we
would like to show the following claim:
 .  . w d   ..x d  .UClaim 4.8 1 H G L s Lr y , . . . , y , y , . . . , y .N 1yd js1 1 jy1 jq1 d
 . 0 w d   ..x .  .2 H H G L s 0 for n F yd. z . N n1
 .  .We now prove Claim 4.8 . Put h s y tg G L andk k
Ldmqj
A sj , m d m dy1.mqj dmqjq1 y L q Lks1 k
 .for integers m, j such that d y 1 m q j G 0. Then the exact sequence
d
dG ª G ª H G L ª 0 . .[ h ? ? ? h h ? ? ? h h ? ? ? h N1 iy1 iq1 d 1 d
is1
 4gives an inductive system A for every j such thatj, m m
dlim A s H G L , . .j , m N j
m
where the map A ª A is obtained by the multiplication of y ??? y .j, m j, mq1 1 d
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 . .First we shall prove Claim 4.8 1 . By Theorem 2 of the Appendix, we
d Äw   ..x  .have H G L s LrS y , . . . , y . By the colon capturing propertyN 1yd 1 d
and the fact that y is a test element, we havej
U
y , . . . , y , y , . . . , y : y s y , . . . , y , y , . . . , y .  .1 jy1 jq1 d j 1 jy1 jq1 d
A
 . .for j s 1, . . . , d. Thus we get Claim 4.8 1 immediately.
d . . w   ..xNext we shall prove Claim 4.8 2 . Since lim A s H G L , wej, m N j
m
have
0 0 d dlim H A s H H G L s H G L . .  . .  . .  / z . j , m  z . N Mj j1 1
m
dmqj 0  .Take w g L such that the image w g A is contained in H A .j, m  z . j, m1
Then, for r 4 0, we have
d
r m dy1.mqj dmqjq1z w g y L q L .1 k
ks1
Therefore
d
m dy1.mqj dmqjq1 rw g y L q L : z k 1 / Aks1
Ud
m dy1.mqj dmqjq1 r: y I q I : z k 1 / Aks1
Ud
m dy1.mqj dmqjq1s y I q I k /
ks1
Ud
m dy1.mqj dmqjq1s y I q L k /
ks1
is satisfied, where the last equality as above would be proved in the same
w xway as in the main lemma in 11 . Hence if we put
Ud m dy1.mqj dmqjq1 y I q L .ks1 k
B sj , m d m dy1.mqj dmqjq1 y L q Lks1 k
Ud m dy1.mqj y I .ks1 ks ,Ud m dy1.mqj dmqjq1 d m dy1.mqj y L q L l  y I 4 .ks1 k ks1 k
then we get the injective map
H 0 A ª B . . z . j , m j , m1
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 . .Therefore, in order to prove Claim 4.8 2 , it is enough to show lim Bj, m
m
 .  d m dy1.mqj.U  .s 0 if j F yd. Take ¨ g  y I . By Lemma 3.3 , we haveks1 k
Ud
Um dy1.mqj m m dmqjy I s y , . . . , y l L . . k 1 d /
ks1
w xFurthermore, by the main lemma in 1 ,
U Um m my1 my1y , . . . , y s y ??? y y , . . . , y , . . 1 d i i i i1 k 1 k
 4 w xi , . . . , i : 1, d1 k
w x  4where the sum as above runs over all subsets of 1, d s 1, 2, . . . , d . Put
¨ s ¨ q ¨ , where1 2
Umy1 my1¨ g y ??? y y , . . . , y , .1 1 d 1 d
Umy1 my1¨ g y ??? y y , . . . , y . .2 i i i i1 k 1 k
 4 w xi , . . . , i : 1, d1 k
Then
Umy1 my1 dmy1.q1 dmqjq1 dmqj4.9 ¨ g y ??? y y , . . . , y : L : L ; L .  .1 1 d 1 d
 m m.U dmqjis satisfied because yd G j. Since ¨ g y , . . . , y l L s1 1 d
 d m dy1.mqj.U y I , so is ¨ . Furthermore we haveks1 k 2
Ud
Um m dmqjq1 dmqjq1 m dy1.mqj¨ g y , . . . , y l L s L l y I . 1 1 d k /
ks1
 .by 4.9 . Therefore we obtain ¨ s 0 g B , where ¨ is the image of ¨ .1 j, m 1 1
Put
¨ s y my 1 ??? y my 1 f ,2 i i i , . . . , i 41 k 1 k
 4 w xi , . . . , i ; 1, d1 k
 .U  4 w x  4where f g y , . . . , y . Put q , . . . , q s 1, d _ i , . . . , i .i , . . . , i 4 i i 1 dyk 1 k1 k 1 k
 4Note that the set q , . . . , q is not empty. Then we have1 dyk
y ??? y y my 1 ??? y my 1 f .1 d i i i , . . . , i 41 k 1 k
s y m ??? y m y ??? y f .i i q q i , . . . , i 41 k 1 dyk 1 k
g y m ??? y m y , . . . , y ; y mq 1 , . . . , y mq 1 , .  .i i i i i i1 k 1 k 1 k
since y ??? y is a test element. Henceq q1 dyk
d
mq 1 mq1 dmq1.q j mq1 dy1.mq1.q jy ??? y ¨ g y , . . . , y l L s y L .  . 1 d 2 1 d k
ks1
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 .is satisfied by Lemma 4.4 . Therefore we have y ??? y ¨ s 0 in1 d 2
Ud mq1 dy1.mq1.q j y I .ks1 k
B s .Uj , mq1 d mq1 dy1.mq1.q j dmq1.q jq1 d mq1 dy1.mq1.q j y L q L l  y I 4 .ks1 k ks1 k
Hence ¨ s ¨ q ¨ g B goes to 0 g lim B . We have completed the1 2 j, m j, m
m
 .proof of Claim 4.8 and the calculation of the local cohomology modules
 .of G L .
In the rest of the proof, we have to calculate the local cohomology
 .  . i   ..modules of R L . By Remark 2.3 , note that H R L is finitely gradedM
 .for i s 0, 1, . . . , dim R L y 1. Then, by the results about the local coho-
 .mology modules of G L and the exact sequences
0 ª R L ª R L ª A ª 0, .  .q
0 ª R L 1 ª R L ª G L ª 0, .  .  .  .q
i   ..we can calculate H R L immediately. Q.E.D.M
 .n.For a positive integer n, R L denotes the nth Veronese subring of
 .  .n.  n.R L , i.e., R L s R L . Then
 .ni i
n.H R L s H R L .  . . . [M l RL. M k n
k
w xis satisfied 7 . Hence we have the following corollary immediately from
 .  .Propositions 4.2 and 4.3 :
 .  .  . i.  i.COROLLARY 4.10 1 If s s 0, then R L s R L is Cohen]Macaulay
w xfor i G d y 2 11 .
 .  . i.  i.2 If s s 1, then R L s R L is Cohen]Macaulay for i G d y 1
 . w xs d q s y 2 2 .
 .   ..Remark 4.11 Suppose s s 2. Then we can show that Proj R L is
Cohen]Macaulay if and only if z , z is an ArLn-regular sequence for1 2
n G 1.
APPENDIX: UNCONDITIONED STRONG d-SEQUENCES
AND LOCAL COHOMOLOGY OF REES AND
ASSOCIATED GRADED MODULES
In this appendix we shall discuss a few results on unconditioned strong
d-sequences, which were recently developed after the work given by Shiro
w xGoto and the author 6 .
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Our main results shall be stated in Section 1, Theorems 1 and 2, in
which we shall compute local cohomology of the Rees module and the
associated graded module of an ideal, whose reduction is generated by an
unconditioned strong d-sequence.
After preparing several basic facts in Section 2, we shall prove our
theorems in Section 3. Finally, we shall discuss some examples from the
theory of Buchsbaum modules.
1. MAIN RESULTS
To describe our results, we shall briefly explain our notation. We refer
w x  .the reader to 7, 8 and Definition 2.12 for more details.
Throughout this appendix, let A be a commutative ring, L a finitely
generated ideal of A, and E an A-module.
Let l , . . . , l be a system of elements in A. Then, for each integer p,1 u
the pth local cohomology functor over A with respect to the system
l s l , . . . , l is given as follows:1 u
H p ) [ lim H p l n , . . . , l n ; ) , .  .l 1 uªn
p n n .where H l , . . . , l ; ) denotes the pth cohomology functor of the Koszul1 u
 . n nco- complex generated by l , . . . , l over an A-module ). When we set1 u
 . p .L s l , . . . , l , it is sometimes denoted by H ) for the sake of conve-1 u L
nience.
Recall some basic terminology on the category of graded objects. Let
R s [ R be a graded ring. Notice that if f , . . . , f is a sequence ofn 1 ¨nG 0
p .homogeneous elements in R, then the local cohomology functors H ) ,f
p g Z, are regarded as functors from the category of graded R-modules
into itself. As usual, we put R s [ R . Let W s [ W be aq n nnG1 ng Z
graded R-module. The homogeneous component of W of degree n is
w xsometimes denoted by W instead of W . We say that W is finitely gradedn n
 .if W s 0 for all n except finitely many.n
The Rees module and the associated graded module of E with respect
 .  .to the ideal L, writing R E and G E , are defined as follows:L L
R E [ LnE, G E [ LnErLnq1E. .  .[ [L L
nG0 nG0
 .  .In the case E s A, we also use the notation R L instead of R A , if noL
confusion can be expected, and call it the Rees ring of L.
w xWe denote by i, j the set of integers n such that i F n F j. Of course,
w xi, j s B if i ) j.
With this notation, our first result is stated as follows.
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THEOREM 1. Suppose that there exists a sequence y , . . . , y of elements in1 d
 .  .  .A of length d ) 0 and an integer r ) 0 such that i L = y , . . . , y , ii1 d
rq1  . r  . rL s y , . . . , y L , and iii y , . . . , y is a u.s.d-sequence on L E. Let1 d 1 d
 .  . p   ..  p   ...N s LR L q R L . Then H R E resp. H G E is finitely gradedq N L N L
 .for e¨ery 0 F p F d resp. 0 F p - d . More precisely, one has the following
statements.
 .1 For each 0 F p F d,
pH R E s 0 .  . .N L n
 4  4for all n f min r q 2 y p , 0 , max r y p , r y 1
and
dq1H R E s 0 for all n G 0. .  . .N L n
p   ..  .Moreo¨er, H R E s 0 for all p G d q 2.N L
 .2 For each 0 F p - d,
p  4  4H G E s 0 for all n f min r y p , 0 , max r y p , r y 1 .  . .N L n
and
d  4H G E s 0 for all n G max r y d , r y 1 . .  . .N L n
When we can take r s 1 in Theorem 1, we have more explicit computa-
tions of them. To describe it, we need additional notation. For a system of
Ä  .elements in A, say y , . . . , y , we define an A-submodule S y , . . . , y ; E1 d 1 d
of E as follows:
d
ÄS y , . . . , y ; E [ y , . . . , y , . . . , y E: y , .  .Ã1 d 1 i d i
is1
where the caret on y means to omit this element y from the systemi i
y , . . . , y . With this notation we have the following.1 d
THEOREM 2. Suppose that there exists a sequence of elements in A, say
 .  .y , . . . , y , which satisfies the following fi¨ e conditions: i d G 2; ii y , . . . , y1 d 1 d
 .  .  . 2  .is a u.s.d-sequence on E; iii L = y , . . . , y ; iv L s y , . . . , y L; and1 d 1 d
Ä .  .  .  .v LE = S y , . . . , y ; E . Let N s LR L q R L . Then one has the1 d q
following statements.
 .1 For each 0 F p F d,
¡ 0H E , p s 0, n s 0, 1, .L
1H E , p s 1, n s 0, .Lp ~H R E s . .N L n py1 w xH E , 4 F p F d , n g 3 y p , y1 , .L¢ 0 , else, .
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and
dq1H R E s 0 for all n G 0. .  . .N L n
2   ..  . 3   ..  .In particular, H R E s 0 , and also H R E s 0 when d G 3.N L N L
 .2 For each 0 F p - d,
pH E , n s 1 y p , .LpH G E s . .N L n  0 , else. .
Moreo¨er,
dH G E s 0 for all n ) 1 y d .  . .N L n
and
d ÄH G E s LErS y , . . . , y ; E . .  . .N L 1 d1yd
2. PRELIMINARIES
In this section we shall prepare several basic facts, which are needed
later.
Let A still be a commutative ring and E an A-module, and moreover
let y , . . . , y be a sequence of elements in A of length d ) 0. We set1 d
 .  .I s y , . . . , y . Moreover, we put I s y , . . . , y for each 1 F i - d and1 d i 1 i
 .I s 0 .0
We have already introduced the following notation:
d
ÄS y , . . . , y ; E [ y , . . . , y , . . . , y E: y , .  .Ã1 d 1 i d i
is1
where y means to omit this element y from the system of generatorsÃi i
y , . . . , y . In the case E s A, we sometimes omit the letter E, writing1 d
Ä Ä .  .S y , . . . , y , if no confusion can be expected. Notice that S y , . . . , y ; E1 d 1 d
= IE if d G 2, but for d s 1 this is not true in general.
w xIn 1964, Lech 12 introduced a very useful notion concerning sequence
properties. Namely, a sequence y , . . . , y is said to be independent in A if1 d
Ä  .S y , . . . , y : I, by our notation. He mentioned also that it is equivalent1 d
to saying IrI 2 is a free ArI-module in which y , . . . , y represents a basis.1 d
Here we also investigate the same situation.
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LEMMA 3. Let F be an A-submodule of E. Then the following two
conditions are equi¨ alent.
Ä .  .1 S y , . . . , y ; E : F.1 d
 .  .d  .2 The A-linear map ErF ª IErIF induced by e , . . . , e ¬1 d
d y e is an isomorphism.is1 i i
When this is the case, one also has I E: y s I F : y for e¨ery 1 F i F d,iy1 i iy1 i
F
in particular,
d
Ä ÄS y , . . . , y ; E s y , . . . , y , . . . , y F : y s S y , . . . , y ; F . .  . .Ã1 d 1 i d i 1 d
Fis1
 .  .Proof. 1 « 2 Let e , . . . , e be any elements of E and assume that1 d
d y e g IF. Then there are elements f , . . . , f g F such that d y eis1 i i 1 d is1 i i
s d y f . Henceis1 i i
d
y e y f s 0. . i i i
is1
Ä This expression implies that each element e y f belongs to S y , . . . ,i i 1
Ä.  .y ; E . Hence e y f g F by our assumption S y , . . . , y ; E : F. Sinced i i 1 d
 .  .f g F, we conclude that e g F for all i. The converse 2 « 1 is showni i
in the same way. Q.E.D.
Recall the definition of an unconditioned strong d-sequence; cf. Defini-
 .  .tion 2.12 above. Namely, a sequence y , . . . , y d ) 0 is said to be a1 d
d-sequence on E, if I E: y y s I E: y for all 1 F i F j F d. Moreoveriy1 i j iy1 j
y , . . . , y is said to be an unconditioned strong d-sequence on E, if1 d
n1 n d  4y , . . . , y is a d-sequence on E for any permutation s on 1, . . . , ds 1. s d.
and any positive integers n , . . . , n . We usually call it simply a u.s.d-se-1 d
quence.
Now we shall discuss how an u.s.d-sequence behaves on submodules. We
begin with the following.
LEMMA 4. Let y , . . . , y be a u.s.d-sequence on E. Then1 d
Ä n1 n d Ä m1 m dS y , . . . , y ; E : S y , . . . , y ; E .  .1 d 1 d
 .for any integers m F n 1 F i F d .i i
Proof. Since y , . . . , y is a u.s.d-sequence on E, it implies that1 d
$ $
n n n n n n n m1 i d i 1 i d iy , . . . , y , . . . , y E: y s y , . . . , y , . . . , y E: y .  .1 i d i 1 i d i
$
m m m m1 i d i: y , . . . , y , . . . , y E: y , .1 i d i
hence we get the required one at once. Q.E.D.
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PROPOSITION 5. Let y , . . . , y be a u.s.d-sequence on E and let F be an1 d
Ä  .A-submodule of E. Suppose that S y , . . . , y ; E : F. Then y , . . . , y is a1 d 1 d
u.s.d-sequence on F too.
Proof. By Lemma 4, it is enough to show that y , . . . , y is a d-se-1 d
quence on F. Since y , . . . , y is a d-sequence on E, this yields1 d
I F : y y : I E: y y s I E: y s I F : yiy1 i j iy1 i j iy1 j iy1 j
F F
for all 1 F i F j F d by Lemma 3. Q.E.D.
We consider the converse of Proposition 5. To do it, however, we need
more finiteness conditions at this moment.
 .THEOREM 6. Let A, m be a Noetherian local ring, E a finitely generated
A-module of positi¨ e dimension d, F an A-submodule of E, and y , . . . , y a1 d
system of parameters for E. Suppose that y , . . . , y is a u.s.d-sequence on E1 d
 .and l ErF - `. Then the following statements are equi¨ alent.A
Ä .  .1 S y , . . . , y ; E : F.1 d
 .  .  .2 l IErIF s d ? l ErF .A A
 . 0 .3 y , . . . , y is a u.s.d-sequence on F and H E ; F.1 d m
 .  .Proof. By Proposition 5 and Lemma 3, we have already done 1 m 2
 .  .  .« 3 . So we must show 3 « 2 . Since y , . . . , y is a u.s.d-sequence on1 d
E, we know
dy1
d y 1 il ErIE y e E s l H E ; .  .  . .A I A m /i
is0
w  .xcf. 6, Corollary 6.18 . Considering the exact sequence
0 ª F ª E ª ErF ª 0,
 . 0 . i  .our assumptions l ErF - ` and H E ; F entail that H E sA m m
i  .  1  ..  1  ..  .  .H F for i / 1 and l H E s l H F y l ErF , and also e Em A m A m A I
 .s e F . HenceI
l FrIF y e F s l ErIE y e E q l IErIF y l ErF 4  4 .  .  .  .  .  .A I A I A A
dy1
d y 1 is l H F . . A m /i
is0
q l IErIF y d ? l ErF , 4 .  .A A
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because of the equations above. Since y , . . . , y is a u.s.d-sequence on F1 d
 .too by our assumption 3 , we conclude that
l IErIF y d ? l ErF s 0. .  .A A
This completes the proof of Theorem 6. Q.E.D.
Next we shall recall some fundamental terminology on the category of
graded modules. Let R s [ R still be a graded ring and W s [ Wn nnG 0 ng Z
 .a graded R-module. For an integer r, we denote by W r the graded
w  .xR-module defined by W r s W for n g Z. We also introduce then rqn
following notation:
< <W [ W , W [ W .[ [G r - rn n
nGr n-r
< <Here W is a graded R-submodule of W, and W is regarded as aG r - r
 < .graded R-module by identifying with the quotient module Wr W , andG r
hence we find an exact sequence of graded R-modules as follows:
< <0 ª W ª W ª W ª 0. A.1 .G r - r
<The local cohomology of the graded module W can be computed. In- r
fact, let f be a homogeneous element of R of positive degree, then any
<element of W is annihilated by a suitable power of f , i.e., for any- r
< nhomogeneous element x of W there exists n ) 0 such that f x s 0.- r
 .Considering the exact sequence A.1 , this implies the following.
 .PROPOSITION 7. Let f s f , . . . , f resp. g s g , . . . , g be a system of1 u 1 ¨
 .homogeneous elements in R of positi¨ e degree resp. of degree 0 . Then there
p  < . p < .exists an isomorphism H W ( H W of graded R-modules, and- r - rf , g g
one
also has the following statements.
 .1 For any integer p,
H p W , n - r , .g np <H W s .- rf , g n  0 , n G r . .
 .  . p  < .2 Suppose that W s 0 for all n small enough. Then H W is- rn f , g
p  .finitely graded for e¨ery p. Therefore H W is finitely graded for e¨ery p iff , g
p  < .and only if so is H W .G rf , g
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3. PROOFS OF THEOREMS
Now, in order to show Theorems 1 and 2, we shall compute the local
cohomology modules of the Rees modules and the associated graded
modules.
We still keep the notation as above: namely, A a commutative ring; E
and A-module; L a finitely generated ideal of A; y , . . . , y a sequence of1 d
 .elements in A; and I s y , . . . , y .1 d
 .  .Assume that L = I and put L s l , . . . , l . The Rees algebra R L1 u
  .. w x resp. R I is regarded as the A-subalgebra A l t, . . . , l t resp.1 u
w x. w xA y t, . . . , y t of the polynomial ring A t , where t is an indeterminate1 d
over A. There are canonical inclusions between them:
w xR I ¨ R L ¨ A t . .  .
 .  .Hence any graded R L -module is regarded as a graded module over R I
 .  .via the graded A-algebra map R I ª R L .
We further assume there exists an integer r ) 0 such that Lrq1 s ILr.
Then it is clear that Lnq rE s I nLrE for all n G 0. This implies
< r < rR E s R L E yr , G E s G L E yr .  .  .  .  .  .G r G rL I L I
 .  .as graded R I -modules. This observation and the exact sequence A.1
 .lead us to the following new exact sequences of graded R I -modules.
PROPOSITION 8. Suppose that L = I and there exists an integer r ) 0 such
rq1 r  .that L s IL . Then there are two exact sequences of graded R I -modules:
r <0 ª R L E yr ª R E ª R E ª 0, A.2 .  .  .  .  .- rI L L
r <0 ª G L E yr ª G E ª G E ª 0. A.3 .  .  .  .  .- rI L L
rq1 r ’ ’ .  .Let N s LR L q R L . Since L = I and L s IL , we see L s Iq
’  .and N s y t , . . . , y t , y , . . . , y in R L . So as is well known, there’ .1 d 1 d
exist isomorphisms
p p p pH ) ( H ) , H ) ( H ) .  .  .  .L I N y t , y
for every p, as connected sequences of covariant functors over A and
 .   . .graded covariant functors over R L hence over R I too , respectively.
p   ..Therefore, to show our theorems, it is enough to calculate H R Eyt, y L
p   .. p .and H G E in terms of the H E 's.y t, y L I
Now we are ready to prove our theorems.
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w p   .Proof of Theorem 1. First of all, by Proposition 7, we have H R Eyt, y L
< .x  . w xs 0 for all n f 0, r y 1 and p G 0. If p s 0, we then know- r n
w 0   r ..x  . w  .xH R L E s 0 for n / 0 by 6, Theorem 4.1 . Hencey t, y I n
0 w xH R E s 0 for all n f 0, r .  . .y t , y L n
 . wby the exact sequence A.2 above. Now let 1 F p F d. By 6, Theorem
 .x w p   r ..x  . w x4.1 again, we have H R L E s 0 for n f 2 y p, y1 . So ity t, y I n
follows that
p  4H R E s 0 for all n f min r q 2 y p , 0 , r y 1 .  . .y t , y L n
 .by the sequence A.2 again. Combining these cases, we get the first half of
 .assertion 1 .
 .To show the last half of assertion 1 , we consider the following two
 .exact sequences of graded R L -modules:
0 ª LR E ª R E ª G E ª 0, A.4 .  .  .  .L L L
0 ª LR E y1 ª R E ª E ª 0, A.5 .  .  .  .L L
 .where E denotes the graded R L -module with the trivial graduation, i.e.,
w x w x  .  .E s E and E s 0 for all n / 0. Since each y annihilates G E ,0 n i L
p   .. p   .. dq1  ..  .we see H G E ( H G E for any p. Hence H G E s 0 .y t, y L y t L y t, y L
So we have an epimorphism
dq1 dq1H LR E ª H R E .  . .  .y t , y L y t , y L
 . p  .by the exact sequence A.4 above. On the other hand, since H Eyt, y
p  .s H E has the trivial graduation, we have by the exact sequence A.5 .I
w p   ..x w p   ..xthat H R E s H LR E for all n / 0 and p. Combin-y t, y L n y t, y L ny1
ing these facts, we get a sequence of epimorphisms
dq1 dq1 dq1H R E ª H R E ª ??? ª H R E .  .  . .  .  .y t , y L y t , y L y t , y Ln ny1 0
w dq1  ..x w dq1  r ..xfor n ) 0. Notice that H R E s H R L E if n G r, byy t, y L n y t, y I nyr
 . w dq1  r ..x  .Lemma 7 and the exact sequence A.2 , and that H R L E s 0 ify t, y I l
w  .xl G 0, by 6, Theorem 4.1 . Therefore we get
dq1H R E s 0 for all n G 0. .  . .y t , y L n
 .  .Using the exact sequence A.3 , assertion 2 is also shown in the same
way, and this completes the proof of Theorem 1.
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Proof of Theorem 2. Suppose that the following five conditions are
 .  .  .  .satisfied: i d G 2; ii y , . . . , y is a u.s.d-sequence on E; iii L = I; iv1 d
2 Ä .  .L s IL; and v LE = S y , . . . , y ; E . At first, we mention our assump-1 d
 .  .tions ii and v imply that y , . . . , y is a u.s.d-sequence on LE too, by1 d
Proposition 5. We begin with the following claim.
p . p .Claim 9. H LE s H E for all p / 1.I I
Proof of Claim 9. Consider the exact sequence of A-modules:
0 ª LE ª E ª ErLE ª 0.
p .  .Clearly I annihilates ErLE. Hence H ErLE s 0 for all p G 1. By theI
p . p .exact sequence above, we know H LE s H E for all p G 2. More-I I
0 .over, since y , . . . , y is a u.s.d-sequence on E, we see H E ;1 d I
Ä  .S y , . . . , y ; E . Hence we get1 d
H 0 E : H 0 LE : H 0 E .  .  .I I I
 .by assumption v . Q.E.D.
 .  .Note that LR E s R LE . Hence there are exact sequencesL I
0 ª G LE y1 ª G E ª ErLE ª 0, A.6 .  .  .  .I L
0 ª R LE ª R E ª G E ª 0, A.7 .  .  .  .I L L
0 ª R LE y1 ª R E ª E ª 0 A.8 .  .  .  .I L
 .  .  .of graded R I -modules; cf. the exact sequences A.2 and A.3 . Then we
make the following claim.
 . 0   .. 0  .Claim 10. i H G E s H E y1 . .y t, y L I
 . 1   .. 1   .. 1ii H G E s H R E s H E . .y t, y L y t, y L I
 .Proof of Claim 10. i As mentioned above, y , . . . , y is a u.s.d-se-1 d
0  .quence on LE too; cf. Proposition 5. Since H ErLE has the trivialy t, y
w 0   ..x w 0   ..xgraduation, we see that H G E s H G LE for all n /y t, y L n y t, y I ny1
 . w  .x0 by the exact sequence A.6 . Hence, by 6, Theorem 4.2 and Claim 9,
we have
0H E , n s 1, .I0H G E s . .y t , y L n w x0 , n f 0, 1 . .
So it is enough to show that
0H G E s 0 . .  . .y t , y L 0
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0   ..Let g be a homogeneous element of H G E of degree 0, writingy t, y L
 .n  .g ' e mod LE by a suitable element e g E. Then y t g s 0 in G Ed L
 .n nfor some integer n ) 0. Since y t g has degree n, y e is contained ind d
Lnq1E. Since Lnq1 s I nL : I q y nL, we have an expression y ne s udy1 d d
q y n f with u g I E and f g LE. Since y , . . . , y is a u.s.d-sequence ond dy1 1 d
Ä  .E and S y , . . . , y ; E : LE, we get that1 d
n Äe y f g I E: y s I E: y ; S y , . . . , y ; E : LE. .dy1 d dy1 d 1 d
Since f g LE by our choice, we conclude e g LE. This means g s 0 in
 .G E .L
 . p   ..  . wii Since d G 2 we see that H R LE s 0 for p s 1, 2 by 6,y t, y I
 .xTheorem 4.1 . Therefore we get
1 1 1 1H G E s H R E s H E s H E .  .  . . .  .y t , y L y t , y L y t , y I
 .  .by the exact sequences A.7 and A.8 . Q.E.D.
 .Now we finish our proof of Theorem 2. For assertion 2 , by Claim 10, it
is enough to deal with the case p G 2. Considering the exact sequence
 . q .  .A.6 , the fact that H ErLE s 0 for all q G 1 yieldsI
p pH G E s H G LE y1 .  .  . .  .y t , y L y t , y I
w  .x  .for all p G 2. Therefore, by 6, Theorem 4.2 , the rest of assertion 2
follows immediately. In particular, we get by Lemma 3 that
d
dH G E s LE y , . . . , y , . . . , y LE : y .  . . ÃN L 1 i d i1yd LEis1
Äs LErS y , . . . , y ; E . .1 d
 . 1   ..  .For assertion 1 , since H R LE s 0 , the sequencey t, y I
0 0 00 ª H R LE y1 ª H R E ª H E ª 0 .  .  .  . .  .y t , y I y t , y L I
  .. w  .xis exact cf. the exact sequence A.8 . By 6, Theorem 4.1 , we have
0H E , n s 0, 1, .I0H R E s . .y t , y L n 0 , else. .
p  .Hence, by Claim 10, it is enough to discuss the case p G 2. Since H Eyt, y
p  .s H E has the trivial graduation, the exact sequence A.8 yields .I
p pH R E s H R LE for all n / 0. .  . .  .y t , y L y t , y In ny1
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 . w p   ..xOn the other hand, in assertion 2 we have already shown H G Eyt, y L n
 .  .s 0 for all n ) 1 y p. Hence it follows from the exact sequence A.7
that
p pH R E s H R LE s 0 for all n G 0, .  .  . .  .y t , y L y t , y In n
w  .xbecause of p G 2. Comparing these observations and 6, Theorem 4.1 ,
see also Claim 9 above, we finally get all the requirements. Therefore our
theorem is completely established.
EXAMPLE 11. Here we check Theorem 2 once more, assuming that
 .A, m is a complete Buchsbaum ring of dimension d G 2, E s A, and L
is an m-primary ideal. In this case, Theorem 2 requires that L2 s IL and
Ä  .  .L = S y , . . . , y for some parameter ideal I s y , . . . , y of A.1 d 1 d
Ä  .In the case L s S y , . . . , y , we can completely state the condition1 d
to L2 s IL. Let K denote the canonical module of A, i.e., K [
 d .  ..  .Hom H A , E Arm , where E Arm is the injective envelope ofA m A A
w  .xthe residue field Arm. Then, by 13, Theorem 3.3 , it follows that
2   .L s IL if and only if LK s IK. Notice that the ideal S y , . . . , y1 d
Äw x  . .appearing in 13 coincides with S y , . . . , y , because of d G 2.1 d
Therefore, if the idealization A A K is a Buchsbaum ring, then any
Ä  .m-primary ideal L s S y , . . . , y , where y , . . . , y is a system of param-1 d 1 d
eters for A, satisfies all the requirements in Theorem 2.
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