We study test procedures that detect structural breaks in underlying data sequences. In particular, we wish to discriminate between different reasons for these changes, such as (1) shifting means, (2) random walk behavior, and (3) constant means but innovations switching from stationary to difference stationary behavior. Almost all procedures presently available in the literature are simultaneously sensitive to all three types of alternatives.
Introduction
Since the contribution of Nelson and Plosser (1982) , developing tests to distinguish between stationarity of the errors and the stationarity of error increments (difference stationarity) has become an integral part of econometrics. The list of publications in the area includes, among many others, Perron (1989 Perron ( , 1990 , and Perron and Vogelsang (1992) , who considered unitroot tests in a mean change environment, and Andreau and Spanos (2003) , who revisited the empirical results in Nelson and Plosser (1982) , and Perron (1989) and reported that some models introduced in the latter papers were misspecified. Instead, Andreau and Spanos (2003) argued that the majority of the data series are trend stationary.
Recently, there has also been increased interest in both testing for changes in the mean versus difference stationarity and changing from stationarity to difference stationarity. Nyblom and Mäkeläinen (1983) , and Kwiatkowski et al. (1992) proposed tests for stationarity based on partial sums of the observations. Related tests were introduced by Banerjee et al. (1992) , Leybourne et al. (2003) , Xiao (2001) , and Harvey and Mills (2004) . All procedures, however, were designed to detect difference stationary errors and have no power against changes in the mean and strongly dependent observations [see Giraitis et al. (2001 Giraitis et al. ( , 2003 ]. A method to distinguish between long-range dependence and changes in the mean was provided by Berkes et al. (2006) . Kim (2000) [see also Kim et al. (2002) ] proposed ratio-based procedures to test stationarity against changing persistence. Busetti and Taylor (2004) , and Taylor (2005) considered modifications of ratio-based tests and their properties under different sets of assumptions. Belaire-Franch (2005) proved that Kim's (2000) test is unable to differ between shifting means and changes from stationarity to difference stationarity.
In this paper we investigate procedures which test for the presence of a structural break in the underlying data and which extract if this break is caused by (1) a shifting mean, (2) random walk behavior or (3) errors switching from stationary to difference stationary behavior under constant means. To do so, we use functionals of partial sums of the observations to construct these tests, which are based on versions of the CUSUM statistics [see Page (1954) ], the R/S statistics [see Lo (1991) ], and the V/S statistic [see Giraitis et al. (2001) ], which have limit distributions if the mean is constant and the sums of the errors satisfy the central limit theorem. Under the different alternatives (1)- (3) , all test statistics tend to infinity in probability. After removing the effect of a possibly shifting mean, however, the procedures will diverge only under the random walk-type alternatives (2) and (3) , so that a discrimination between these different phenomena is achieved.
The paper is organized as follows. In Section 2, we carefully introduce the model by describing in some detail the different alternatives under consideration, defining the test statistics and stating the main results. Section 3 contains a small simulation study which reports finite sample properties and applications of the procedures to two real-life data sets: the Nile river data and daily returns of the German stock index DAX. Proofs of the main results are provided in Section 4.
Results
We study a sequence of random variables {X k } given by
under four distinct scenarios, which require different assumptions on the trend parameters {µ k } and the error terms {Y k }. Scenario I describes the case of structural stability along with short memory innovations, Scenario II presents a typical change-point model with (at most one) shift in the mean but short memory innovations, while for Scenario III (Scenario IV) the trend is constant with random walk-type errors (with errors changing into a random walk). Scenario I will be used as null hypothesis, the other three serve as alternatives. The precise formulations are as follows.
Scenario I. Under the null hypothesis of structural stability, the trend terms {µ k } remain constant, ie,
It is also assumed that the error terms {Y k } satisfy the functional central limit theorem, that is, with some σ > 0, Scenario II. Under the first alternative, the mean shifts from µ to µ+∆ at an unknown time k * , the so-called change-point, while the innovation sequence {Y k } stays weakly dependent, that is,
Associated with H
A is a huge body of literature, underlining the importance of the topic. For a comprehensive review on the subject we refer to Csörgő and Horváth (1997) . The parameter ∆ is usually unknown, possibly depending on n.
Scenario III. Under the second alternative, the mean remains constant but the error terms themselves (and not their partial sums) satisfy the functional central limit theorem, ie,
with some σ > 0 and a Brownian motion {W (t) : t ∈ [0, 1]}. Here, {Y k } behaves like a random walk.
Without imposing too restrictive assumptions, the limit relations (2.2) and (2.5) are satisfied by nearly all important classes of innovation sequences appearing in applications, such as martingale differences [see Hall and Heyde (1980) ], mixing sequences [see Philipp (1986) and Shao (1993) Scenario IV. Under the third alternative, the mean remains stable and at time k * the stationary Y k changes into a random walk, i.e.
H (3)
A : and
In case of Scenario IV the asymptotically stationary innovations turn into a random walk at time k * .
It is well-known that most of the test statistics used to detect changes in the mean are sensitive to other phenomena such as random walk behavior. Also, test procedures designed to discover random walks (eg, unit-root tests) reject as well in the presence of mean changes. In what follows, we are going to introduce two-step procedures-based on different test statisticsthat are able to discriminate between the scenarios under consideration. Before doing so, we determine an estimator for the unknown asymptotic variance of the partial sums constructed from the sequence {X k }. Due to the possible dependence between the observations, we use the Bartlett estimator defined by
where the Bartlett weights w j are given by
with an increasing sequence {q(n)} for which the conditions
are satisfied. The almost sure asymptotics of s 2 n , which is going to be used in the present paper, has been established in Berkes et al. (2005) . Note that, in case of weakly dependent processes, s 2 n estimates the variance of the sample mean [or, the spectral density at zero frequency; see, eg, Bartlett (1950) and Andrews (1991) ].
For n ≥ 1, letX
denote the sample mean of the first n observations. We are interested in a CUSUM-type procedure and test statistics based on rescaled range and variance analysis, respectively. The definitions are as follows.
Procedure I. The highly popular CUSUM statistic is given by
Observe that T n compares the differences in the sample means up to time k with the sample mean obtained from the whole observation period of length n. Procedures based on T n are intensively used in change-point analysis and have been introduced originally in the field of quality control [see Page (1954) ].
Procedure II. The so-called rescaled range analysis, originally aimed at detecting longrange dependence, was introduced by Hurst (1951) and was subsequently refined by several authors [see Mandelbrot and Taqqu (1979) , and the references therein]. Here, we are interested in a modified version of the R/S statistic proposed by Lo (1991) , which is based on the adjusted range
There are numerous contributions examining long memory in speculative assets such as stock returns using rescaled range analysis. We only cite the articles Teverovsky et al. (1999) and Breidt et al. (1998) and refer to the references in these papers.
Procedure III. A modification of the R/S statistic was suggested by Giraitis et al. (2001) . It is defined via the comparison of sample variances rather than the adjusted ranges. Here,
Note that this so-called V/S statistic can be obtained from the KPSS test introduced by Kwiatkowski et al. (1992) by a mean correction. It turned out that this modification yields somewhat nicer asymptotic and finite-sample properties [see Giraitis et al. (2001 Giraitis et al. ( , 2003 ].
First, we consider the asymptotics of all test procedures under the null hypothesis H 0 . As additional condition we need the convergence of the Bartlett estimator s n which is used to normalize T n , R n and V n . For sufficient criteria confer the discussion following the next theorem. The second part of this theorem specifies the behavior of the change-point estimator
under H 0 . Note that, according to Csörgő and Horváth (1997) and provided there is (at most one) change-point,k(n) is consistent and asymptotically unbiased under the conditions imposed under Scenario I. 
then, as n → ∞,
where {B(t) : t ∈ [0, 1]} denotes a Brownian bridge. Also, as n → ∞,
The limit in (2.12) is equal to the limit of the Kolmogorov-Smirnov statistic. In (2.13), we have the range of a Brownian bridge [see Feller (1951) ] which is also the limit of the Kuiper statistic [see Kuiper (1960) ]. The distribution function of the limit in (2.14) was obtained by Watson (1961) .
Observe that we have assumed the convergence in probability of s 2 n to the asymptotic variance parameter σ 2 , since conditions (2.1), (2.2) and (2.9) may not be strong enough to imply (2.11). We refer to Theorem 3.1 in Giraitis et al. (2003) for sufficient criteria.
Next, we study the behavior of the test statistics under the change in the mean alternative H (1) A . We assume that the change-point has the specific form k * = θn with some θ ∈ (0, 1), (2.16) and that the conditions
are satisfied and ∆ = ∆ n is a function of the sample size n. Condition (2.16) is a typical assumption on the change-point which is needed for limit theorems, such as weak and strong approximations, to apply. It assures, roughly, that the number of observations before and after the change both tend to infinity with increasing sample size. Hence, early and late changes are excluded from the discussions to come. We arrive at the following theorem.
Theorem 2.2 (Asymptotics under H
(1)
3), (2.16) and (2.17) are satisfied, and if
holds, then, as n → ∞,
Under the alternative H
A , that is if the mean remains unchanged but the innovations change to random walk behavior, we obtain the following limiting behavior.
Theorem 2.3 (Asymptotics under H (2)
A ) If conditions (2.4), (2.5) and (2.9) are satisfied, then, as n → ∞,
Next, we consider the case when the asymptotically stationary innovations turn into a random walk.
Theorem 2.4 (Asymptotics under H (3)
A ) If conditions (2.4) and (2.9) are satisfied,
where
Condition (2.22) means that a fraction 1 − θ of the data is a random walk. Note that, under Theorems 2.2, 2.3 and 2.4, all test statistics under consideration satisfy
Consequently, the CUSUM, rescaled range and rescaled variance tests are sensitive under both alternatives. However, neither of these procedures can, in its present form, discriminate between changes in the mean along with stationary errors and a constant mean along with random walk-type errors. But, if the mean change is taken into account in the construction of the testing procedures, under H (1) A the data will be stationary. Modified test statistics will be defined utilizing the change-point estimatork =k(n) given in (2.10). The basic idea is to split the data into two samples atk, recognizing that the first sample X 1 , . . . , Xk and the second sample Xk +1 , . . . , X n follow the same pattern under H A . To this end, let
be the CUSUM procedures before, respectively, after the estimated change. The new statistic is obtained by determining the maximum of (normalized versions of) T n,1 and T n,2 , ie,
where s 2 n,1 and s 2 n,2 are the corresponding Bartlett estimators based on the firstk observations and the last n −k observations, respectively. That is,
being the sample mean of the last n− observations. Similarly, we define the modified versions of the rescaled range statistic R n and the rescaled variance statistics V n by setting
and
These newly designed statistics are able to distinguish between our two alternatives H
A and H 
As an immediate consequence of the continuous mapping theorem, Theorem 2.5 implies the convergence of T * n , R * n and V * n under H then, as n → ∞,
where {B (1) (t), t ∈ [0, 1]} and {B (2) (t), t ∈ [0, 1]} denote independent Brownian bridges.
According to the discussion after Theorem 2.1, the distribution functions in the limits in Corollary 2.1 can be computed very easily, since they are the maxima of two independent, identically distributed random variables with known distribution functions. 
A ) If conditions (2.6), (2.7), (2.8) and (2.9) are satisfied, then (2.27) holds.
It is immediate from the proofs that the procedures are consistent against any alternatives for which a fraction 0 < β ≤ 1 of the data is a random walk.
Finally, we would like to mention shortly possible extensions to scenarios allowing for more than one change-point. Given that the number of changes can be controlled by an upper bound [see Yao (1988 
Applications
This section is aimed at illustrating the performance of the two-step test procedures introduced in Section 2 by means of a simulation study reporting finite sample properties and two real-life applications, the Nile river data and the DAX 30. Note, however, that we do not provide an in-depth analysis here. Throughout, we work with the CUSUM-type test statistic T n .
Simulations. We have performed limited simulations to study the empirical size and power of the procedure T n for samples sizes n = 100, 200, 300 and 400 under the change in the mean alternative H (1) A . Therein, we assume that {Y k } is an AR(1) sequence defined by the difference equations
where {ε k } are independent, identically distributed standard normal random variables. Values of the autoregressive parameter ρ used in the simulations are 0.3, 0.5, 0.7 and 0.9. The data is weakly correlated, so we use the Bartlett estimator with bandwiths q(100) = 4, q(200) = 7, q(300) = 9 and q(400) = 11. By minimizing the truncated mean-squares error, Andrews (1991) derived the optimal bandwidth for this estimator, which depends, in general, on the unknown spectral density of the errors. To find an "optimal" q(n), Zhang et al. (2006) proposed a data driven procedure which depends on the sample size, the location of the estimated change-point and the direction of the change. They also studied other estimators for σ 2 , including the VARHAC estimator introduced by Den Haan and Levin (1996), but their simulations showed inferior performance when compared to the Bartlett estimator. n = 100 n = 200 n = 300 n = 400 
A in the second step. The change in the mean occurs at k * = n/2, the size of the change is ∆ and the innovations are AR(1) processes with parameter ρ.
For the simulations, we chose the values ∆ = 0, 1, 1.5 and 2 as sizes of the change which occurs at time k * = n/2. The results are documented in Table 1 using a significance level α = 0.05. Note that the first row (∆ = 0) for each of the four choices of ρ gives the empirical size of the test. In the first step, we report the percentage of rejections of the null hypothesis H 0 and, in the second step, the proportion of rejections of H A . It can be seen from the table that an increase of the autoregressive parameter ρ increases the size distortion, so that large sample sizes are required for ρ close to 1. One source of this distortion is that for large values of |ρ|, the normal approximation in (2. The Nile River Data. As first real-life data set we consider the annual volume of discharge from the Nile River at Aswan for the years 1871 to 1970, arguably the most studied data in change-point analysis [see Cobb (1978) ]. Let
and note that T n /s n = max k Z k . The first part of Figure 1 displays the observations, while the second part shows the sample path of {Z n (k), 1 ≤ k ≤ n}. Clearly, H 0 is rejected at the 5% significance level and the estimator for the time of change isk = 1898. The second step of Figure 2 contains the sample paths of {Z * n (k), 1 ≤ k ≤ n}. The hypothesis that each subset has a constant mean cannot be rejected. Thus, according to our method, a change in the mean model describes the Nile data.
The DAX 30 Data. We consider daily returns from the German stock market index DAX between 01/02/92-12/30/99. In this observation period we have a total of n = 2009 observations. We work with the log returns 100 log(P k /P k−1 ), where P k denotes the index value at time k. The log returns are displayed in Figure 3 . Judging from the graph, there appear to be larger fluctiations towards the end of the observation period which may be caused by turning the previously stationary data into a random walk. However, the graph of Z n (k) in Figure  4 shows that the null hypothesis of constant mean and stationary errors cannot be rejected using the test statistic T n /s n = max k Z n (k) given as Procedure I in Section 2.
In Figure 5 , we display the squared log returns and, in Figure 6 , the graph of Z n (k) for these squared log returns. The maximum of the test statistic is reached atk = 1385 and it is significant at the 5% level. According to our theory, we split the data into two subsets with time index k ranging between 1 and 1385 and 1386 to 2008, respectively. Figure 7 yields that there are no further changes in the expected squared log returns in the resulting subsets. Hence, the behavior of the log returns can be explained with weakly dependent errors having constant means but an volatility increase after observation 1385.
Proofs
Proof of Theorem 2.1. By (2.1) and (2.2) we have, withȲ n =
where the process {B(t) : t ∈ [0, 1]}, defined for t ∈ [0, 1] by B(t) = W (t) − tW (1), is a standard Brownian bridge. Thus, the continuous mapping theorem and condition (2.11) imply (2.12)-(2.14). 
First we establish
To this end, observe that, for any ε > 0,
and, by condition (2.5),
By assumption, inf 0≤t≤ε q( nt ) > 0. Therefore, for any x > 0,
Similar arguments yield also that, for any x > 0,
On applying condition (2.5) again, it holds, for any ε > 0 as n → ∞,
Since inf ε≤t≤1 q( nt ) → ∞ as n → ∞, the proof of (4.1) is complete. Applying the extension theorem in Berkes and Philipp (1979) , we can and shall assume without loss of generality that all random processes introduced so far and in the following are defined on the same probability space. Combining assumption (2.5) with the DudleySkorohod-Wichura representation theorem [see Shorack and Wellner (1986, p. 47) ], there is a sequence of Brownian motions {W n (t) : t ≥ 0} such that
W n (i), the latter relation (4.2) yields for the term B 2,n (t), as n → ∞,
Note that we have suppressed the index n when dealing with the Wiener processes, since the distribution of W n (i) does not depend on it. Now the modulus of continuity of Brownian motion [see Csörgő and Révész (1981) ] implies, as n → ∞,
It is easy to see that, as n → ∞,
so that the assertion of Lemma 4.1 readily follows. 
where W (1) (t) andW (2) (t) are independent Brownian motions.
Proof. On combining (2.2) with Skorohod-Dudley-Wichura representation, we can define a sequence of Brownian motions {W n (t) : t ≥ 0} such that
3), we get that, as n → ∞,
Note that (2.16) and (2.17) implyk
Therefore, the almost sure continuity of {W n (t)} gives also
Next, we write
Clearly, |W n (k)| ≤ sup 0≤t≤1 |W n (t)| = O P (n 1/2 ), so by (4.5) we have
Also, if W denotes a Brownian motion, then
The scale transformation of the Brownian motion W gives
as → 0 due to the almost sure continuity of W at 1. Using again (4.5) we conclude
Hence, we get
Similar arguments imply also
Since Brownian motions have independent increments,
are independent. Also, the self-similarity of W n (t) gives that {n 
Hence, the asymptotic independence of T n,1 and T n,2 is established. By the scale transformation of W (1) we have
where B (1) (s) = W (1) (s) − sW (1) (1) defines a Brownian bridge. Similarly,
where B (2) (s) = W (2) (s) − sW (2) (1) defines a Brownian bridge. Thus the proof of the first statement involving the CUSUM statistics T * n is complete. The proof for the adjusted range statistics R * n follows in a similar fashion and is, hence, omitted here.
To prove the final statement of Theorem 2.5 note that, after an application of Lemma 4.2, we get
Analogously, Even more is proved from the preceding, namely the joint convergence of the random vector 1 √ n Y nt , S n (t) n 2 q( nt )
,k n in terms of the same Wiener process {W (t)}. Next, observe that
So, by the continuous mapping theorem, we obtain, as n → ∞, 
