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Real constant coefficient nth order elliptic operators, Q, which generate strongly 
continuous semigroups on L2(ak) are analyzed in terms of the elementary 
generator, 
A = (-n)‘“‘“‘(n!)- ’ ,A, $, 
’ I 
for n even. Integral operators are defined using the fundamental solutions p,(x, t) to 
U, = Au and using real polynomials q, ,..., qk on F,m by the formula, for 
9 = (9, .“.. 9k). 
(F(t) f)(x) = jp J-6 + 9(s)) P,(G t) dz. ,I m 
It is determined when, strongly on LL(DX), 
t i 
P = lim F - 
0 i+r. j 
If n = 2 or k = I, this can always he done. Otherwise the symbol of Q must have a 
special form. 
I. INTRODUCTION 
This article is concerned with linear elliptic operators, Q, with constant 
real coeffkients, which generate strongly continuous semigroups on L * (9 “). 
There is a fundamental solution, pa, to the evolution u1 = Qu, so that the 
solution to the initial value problem u(x, 0) =f(x), can be expressed by the 
semigroup formula 
@Qf)(x) = ~,,scx + z> P& t) dz. (1) 
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One of the most elementary examples of such an operator is 
for E, = (-1) (n’2)-‘. In this case, (1) becomes 
where 
Pn(z 1 ,-.*, zk 3 I> = p,cz I 9 [> * * ’ dzk 3 ‘>, (2) 
p,( y, t) = t - ““P,(t- 94 (3) 
and 
I 
cc 
p,(o) = 71-l cos(lw) epA”‘“! dA. 
0 
(4) 
The authors seek to determine in what sense and to what extent the 
semigroup eta can be described using p, rather than a general P,, as in 
formula (1). To this end we consider P,(m), the set of all real polynomials of 
degree no larger than n on R” with real coefficients and no constant erm. 
Fo q I ,..., qk in P,(m) let q(z) = (q,(z) ,..., q,(z)) and define for each t > 0, an 
integral operator Fn4,(t) by 
(Fn,q(w-)(4 = ( f(x + 9(z)) Pn(z, f) dz* 
Km (5) 
Given a generator Q when are there polynomials q, ,..., qk in some R” 
such that, strongly in L2(R k), 
(6) 
When (6) holds, era is said to have a pure product formula and Q is said 
to be pure. 
In general, F&t) is not a semigroup in t. It is a semigroup only when 
each qi is linear which occurs when Q is a homogeneous operator, that is, 
when Q has no lower order terms. When this is the case it is not necessary to 
take products in (6), and (6) becomes eta = F,,,(t). 
An interesting aspect of the problem is that the integration defining F,,, is 
on R”’ which need not be Rk. 
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The last section of this article consists of examples which will be 
summarized now to give the reader a better idea of the nature of pure 
operators. 
In one dimension, k = 1, all generators are pure. For example, if q(z, w) = 
(1 - E)Z + EO - w3/2s then for E sufficiently small, F4,,(t/Z)’ converges 
strongly to eta, where 
and (F,,,(t)F)(x) = lF(x + q(z, w)) p4(z, t) p4(o, t) dz ho. If the sign of the 
coefficient of the second order term had been negative, then q could have 
been chosen to be quadratic rather than cubic. 
All second order generators are pure. These cases, n = 2 or k = 1, are the 
only ones when all generators are pure so that the classification of generators 
into pure and not pure is a multidimensional higher order theory. 
Here are several fourth order operators in two and three dimensions: 
- -$+A i 
a4 a4 
--T--T+: ax ay ay 1 
is an elliptic generator for all -2 <A but is pure if and only if 0 <A < 6; 
is pure but B + C(a3/8x 3y az) is not, for any real C. However, -A2 is pure 
and so is -A* + C(a3/3x ay az) for all real C. 
To see where operators such as F”,,(t) come from and why formulas such 
as (6) should hold, consider the case n = 2 and k = 1. Let do denote the 
differential of Brownian motion. The relationship 
t = I : (dco(s))2 
may be written, as in Gihman and Skorohod [ 10, p. 211, 
(7) 
in distribution. Since w is stationary, normally distributed and has 
independent increments, upon letting E denote expectation, (7) may be 
written as 
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f(x+t)=f\ny(x+ i, (w (4) -+- 1);))‘) 
= lim 
I j-00 w. 
f(x+z:+-.-+zj2)& z,+ dz 
( 1 
=j& (F,,, if) );) (x>, 
where q(z) = z’. Also, (djdt) FZ,q(t)]t=D = a/ax and (e’(d’dxJf) = f(x + t) 
(Kato [14, p. 4831). Thus, in this case, the product formula 
FtJt/j)j -+ etCdldx’ is simply a consequence of the distribution convergence 
of the finite Riemann approximations for the stochastic integral, Jb (d~(t))~, 
to t. 
For background material, the authors point out Kato [ 141, Pazy [ 171, and 
Yoshida [22] for semigroups and evolution equations; Chernoff [6] for 
product formulas; Agmon [ 11, Friedman [8], Hormander [ 121, and Schecter 
[ 141 for differential operators; and Arnold [2], Friedman [9], and McKean 
[ 151 for stochastic integrals. 
II. DESCRIPTION OF RESULTS 
For ai = 0, 1, 2 ,..., n, i = l,..., k, let a = (ai ,..., a& ]a] = a, + .r. + ak and 
o(a) = k. Let 
For real a, let 
Such a Q has order n if a, # 0 for some a with ] a ] = n. The principal part of 
Q is Qp=~lal=n~,~a. The Fourier transform of the operator Q is 
multiplication, on L2(IRk), by the polynomial Q(3L) = CO<,n,cn (-i)‘“’ amAn, 
where 
for A = (A, ,..., A,) in Rk. Q is elliptic if the only solution to &,(A) = 0 in iRk 
is L = 0. Since Qp is a homogeneous polynomial, eta will be a strongly 
continuous semigroup on L2([RL) for an elliptic Q only when 
Q,(n) < 0 for all A # 0 in IRk. (9) 
58O/Sl/3-2 
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For n even, let Z(n, k) be the set of all Q of the form (8) of order n such that 
sup{Re(&@)): 1E iRk} < co. (10) 
Note that (10) implies Q,(L) < 0 for all Iz in IR”. Operators in Z(n, k) will be 
referred to as degenerate lliptic generators. 
The generalized Hermite polynomials are defined, for real xi and 
n = 1, 2, 3 ,..., by 
MX, ***, (11) 
Note that &(x1, x2) = x2 + x:/2 and 
4 
1 1 
g4(x~,X~,X~,X4)=~+-X:X*+-X:+X,X1+X4. 
. 2 2 
The polynomials, #,, were studied by Bell [23] who observed they generalize 
the Appell polynomials. 
Some alternate formulas for the 4, are 
(12) 1 + 5 dk(x, ,..., x,)P = exp ( 2 x,t’) ; 
k=l k=l 
for k = 2, 3,...; and 
In (14), the sum is over all multi-indices a = (al ,..., aj) for j = 1,2 ,..., n, each 
ai = 1, 2,..., k, a(a) = j and x, = x,] . .. xaj. In addition there is a scaling 
property 
(dk(/lX,) 12x, )..., AkXk) = n”$,(x, )..., Xk). (15) 
Associated with each Q in Z(n, k) is a symbol. Q(y) = Co< ,a, <,, a, y* is 
the symbol for Q given in (1). Q(y) is a polynomial on Rk. Q has a Hermite 
symbol if for some positive integer 1 there are n x k matrices Cj with real 
entries, for j = l,..., 1, such that 
Q(Y) = en 5 #rz<Cj Y). 
j=l 
(16) 
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The set of all generators Q in I(n, k) with Hermite symbols is denoted by 
Wn, k). 
LEMMA 1. H(n, k) is a real cone. 
Proof: Suppose Qi is in 1(n, k) for i = 1,2 and Qi(Y) = s,, cfi= 1 #,(C~i’Y). 
Then (Q1 + Q&y) = E, Cj&+r’2#,JCi y), where Cj = Cj” for j = l,..., 2, and 
C.=C!*’ for j=Z + 1 ,..., 1,. Thus, Q, + Q2 is also in I(n, k). Also notice 
that if $e (h, i)th emry of Bj is defined to be (a)‘lchk) times the h, ith entry of 
Cj then by (14) 
<~Q,><Y> = en C #rr(Bj Y)
j=I 
so that aQ, is in H(n, k), for a > 0. Q.E.D. 
LEMMA 2. If Q in H(n, k) has no lower order terms then the Cj’s may be 
chosen so that all rows of each Cj are zero except for theJrst. 
Proof: If Q in H(n, k) has no lower order terms then Q(y) is a 
homogeneous polynomial of degree IZ and by (14) each 
i $nCcjY) 
j=l 
must be 
Thus there is no loss of generality in assuming all rows of each Cj are zero 
except for the first. Q.E.D. 
COROLLARY 3. Q in H(n, k) has no lower order terms $ and only if 
Q(y) is E, times the sum of nth powers of linear forms. 
ProoJ This follows from the previous lemma and the fact that 
0,(x, 0 ,..., 0) = x”/n!. Q.E.D. 
LEMMA 4. Zf Q belongs to H(n, k) then 
Q(Y) = en i #x(Cj Y>, 
j=l 
where 1< (“i”). 
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Proof: By definition if Q E H(n, k) then there are real n x k matrices Cj 
for j = l,..., 1, for some 1, such that Q(v) = E, cf=i $,(Cj y). The point of the 
lemma is to show that it is never necessary to choose 1 larger than ( ‘Lk ). To 
this end, let Cjr) be the n x k matrix whose ith row is li”’ times the ith row of 
Cj. From the Hermite scaling property (15) 
Q(Y) = E, i f W,(“Y>. 
j=l 
Thus, each symbol Q(y) of an element Q in H(n, k) is a convex combination 
of #,(Cy))s. By Caratheodory’s theorem, (Rockafellar [ 18, p. 153]), Q(y) 
can be written as a combination of no more than M + 1 Qn(Cy)‘s, where M is 
the dimension of the space of all polynomials which are of degree n in k 
variables and have no constant erm. Q.E.D. 
A property closely related to the product formula (6) is 
-&q(f) = Q. 
t=o 
(17) 
When (17) holds on the set of all f in L ‘(iRk) with Pf in L2, for all 
IplGn+ 1 then Q is said to be formally pure and (17) may be written as 
C,,(O) = Q. 
The authors view the property of Q being pure as primarily analytic 
whereas having a Hermite symbol is a geometrical property. In Section IV, 
the authors show that Q is formally pure if and only if Q has a Hermite 
symbol. The necessary tools for this are given in Section III. That section 
describes a generalization of stochastic calculus suitable for analyzing 
evolution equations of arbitrary order. This then permits an extension of the 
probabilistic argument described in the Introduction to equations of order 
greater than 2. Nelson [ 161 used product formulas to give meaning to 
Feynman integrals, which informally appears as a generalization of 
stochastic integration. In a sense, this process is reversed in this article which 
uses a generalization of stochastic integration (Berger and Sloan [3-51) to 
arrive at product formulas. For a further discussion of product formulas 
related to probabilistic ideas see Goldstein [ 111. 
In Section V, the main results of this paper are presented. They are 
THEOREM 12. Let Q belong to I(n, k). There is a q in (P,(l))k,fir some 
1, such that F,,,,(t) = eta if and only if the symbolfor Q is E, times the sum of 
nth powers of linear forms. 
As mentioned earlier, this is the whole story for generators Q with no 
lower order terms. The sum of the nth powers condition was conjectured in 
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Evgrafov and Postnikov [7, p. 71 to be equivalent o their strong convexity 
condition required for the asymptotic analysis of Green’s functions. This 
analysis was extended in Kannai [ 131 and Tintarev [ 211. The situation 
appears more complicated in the general case. 
THEOREM 17. Let A be an elliptic operator in H(n, k) with no lower 
order terms. There is a number c < I such that if Q = A + B is in Z(n, k), if 
Qp = A and if CA t B is in H(n, k), then Q is pure. 
In regards to these results recall that n being even is assumed according to 
the definition of Z(n, k). 
III. METHOD OF GENERALIZED CHARACTERISTICS 
The following material is described in more detail in Berger and Sloan [5]. 
Let V be a complex vector space with basis t,, t, , tr,i, for r rational in 
(0, 1) and i = I,2 ,... . V is the space of generalized characteristics for 
constant coefficient evolution equations. Each element q in V may be charac- 
terized by an “initial value,” denoted by n(O), and equal to the coefticient of 
t, and by a “differential,” denoted by dq, and equal to the formal sum 
where (D,,in) is the coefficient of t,,i and D, n is the coefficient of t,. 
If p is a complex polynomial in n variables and if q = (q, ,..., n,) is in V” 
then the formal object g = p(q) has, by definition, the “initial value” 
g(0) = p(q(0)) and the “differential” 
& = (01 g)(dt)’ + x (Dr,i g)(dt)j, 
r,i 
where (Dl g) and (Dr,i g) are to be computed using the “chain rule” as 
follows: 
dg=d(p(v)~=,$& (4, P)(V) d(v,), 
where 
(i) for any multi-index ~1 = (,u, ..., p,J 
8”P 
aw p = (ax,,) . - * @x&J ; 
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(ii> ‘I, = (rl,, 1.-y ruk); and 
(iii) dv = dq, -a. dq, is to be computed using the multilinear extension 
of the rules 
(dt);(dt)’ = 0, (dt)i(dt)j = (dt)j+” if i = j and r + s < 1, 
W)’ ifi=jandr+s= 1, (19) 
0 otherwise. 
(This table may be compared to Friedman [9, p. 421.) 
Observe that D, p(q) = q(q) f or some polynomial q of degree less than the 
degree of p. Consequently, a linear operator, L, from the vector space of 
formal polynomials on V into polynomials on [0, co), may be defined induc- 
tively on the degree of p, by the formula 
Lo = P(N) + j’L(D, ~(r)(s) ds 
0 
(20) 
once we define L(c) = c for constants c. After identifying “functions” p(t,) 
with scalar functions p(t), L is, in fact, a projection, 
A characteristic q in V is pure of integer rank n > 1 if there is a number 
c # 0 such that for all positive integers k and all real t > 0: 
g is pure of rank 1 if 
L(rk)(t> = Lmcf). (22) 
Multiples of to are pure of rank zero. 
A flow for an operator Q given by (8) is a map q from Rk into Vk such 
that q(x)(O) = x and 
D, P(v(x)) = @&)(r(x>) (23) 
for all x in Rk and all polynomials p. 
LEMMA 5. Let Q belong to I(n, k). Let 
qi(x) = xi + C 2 Yh,i,j(En)h’nfhln,j 
j=l h=l 
(24) 
for i = 1, 2 ,..., k and x = (xl ,..., xk). Let r = (?I, ,..., qk) and let cJ be the n X k 
matrix whose (h, i)th entry is yh,t,j for h = l,..., n and i = l,..., k. 
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Then, x -+ v(x) is a jlow for Q if and only if the symbol of Q can be written 
as 
Q(Y) = C En#n(Cj Y>* (25) 
j=l 
ProoJ Unwinding (17) and (18) using (19) yields an explicit formula for 
O,f(q) when n is explicitly given by (24): 
(Dlf)(V) = f f C (ajdf)(V) i C ( fi Yu;,uJ) * (26) In=1 * o(lL)=m j=l IvI=n i=l 
dv)=rn 
The result then follows from the computation starting with formula (14) 
Flows are the basis of the generalized characteristic method for 
representing solutions to evolution equations. 
THEOREM 6. Let u satisfy u, = Qu for Q as in (8). Suppose 
u(x, 0) = p(x) for a polynomial p. Let q be a flow for Q. Then 
4% 9 = (LPW)))(O. (27) 
Pro05 Fix s > 0. Since q is a flow D,u(q(x), s - t,) = 0 and conse- 
quently Lu(q(x), s - c,)(t) = Lu(q(x), s - f,)(O) = U(X, s) is independent of t. 
Set t = s to find u(x, s) = Lu(q(x), s - tl)(s) = Lp(u(x))(s). Q.E.D. 
This representation, (24), extends from polynomial initial data to initial 
data in Z,(k), the entire functions of exponential type a (Berger and Sloan 
[5]). In particular for f in L * n 2, we have (Berger and Sloan [5 J), 
&f(q)(t) = (27~)~~ lRkf(A) L(e’*“)(t) dA. (28) 
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Here f is the Fourier transform of j To extend (25) to all L2 functions, S, it 
is necessary to restrict the characteristics q in Vk which are permitted in 
(18). If we choose x + q to be a flow for Q in Z(n, k), then L(e”‘“)(t) is 
eQ(‘)‘, where Qg = Qt. In particular, L(e”“‘)(t) is the exponential of t times 
a polynomial in 1 which is bounded above, so that L(e”‘“)(t) is rapidly 
decreasing in A for fixed t. Thus, (25) can be used to define Lf(v)(t) for f in 
Lz providing x + q is a flow for a Q in Z(n, k). 
GENERATORS WITH HERMITE SYMBOLS 
The main results in this section are Lemmas 10 and 11. Together they 
show the equivalence of being formally pure and having a Hermite symbol. 
LEMMA 7. Let Q belong to H(n, k) so that (16) holds. Then there are 
polynomials with real coeficients, q, ,..., qk, on R’ with q,(O) = 0, such that if 
x + q is a jlow for Q then, for all polynomials p, 
(4 P(X + r))(O) = (01 P(X + q(o)))(O), (29) 
where w = (w, )...) co,)’ wi = (&n)l’nt,,,,i and q = (q, ,..., qk). 
Proof By hypothesis, there are real n x k matrices, Cj, for j = l,..., 1, 
such that the symbol for Q is 
Q(Y) = E,, i h(Cj~). 
j=1 
As in Lemma 5, r~ = (vi ,..., qk) is a flow for Q, where 
?itx> = xi + C i: Yh,i,j(En)h’nt/z/n,j’ 
j=l h=l 
Define polynomials 
4,(Y) = i i: Yh,iJYihy 
j=l h=l 
where y = (y, ,..., y, ) belongs to R’. Then 
&i(W) = C 5 Y/t,i.j 
/=I h=l 
x io!‘-1)d~,+i(iri2,ci,2)(d~j)2 + . . . + (doi)’ , J 2 I 
Since (doj) = e,(dt)f’“, it follows that the coefficient of (dt)’ in the formal 
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expansion of (dq,,(w)) --- (dq,,(o)), using the multiplication table (19), has 
the form 
o(h)=l 
Ihl =n 
where y satisfies y(O) = 0 (and y depends on o and m = (m, ,..., m,).) Conse- 
quently, 
(0, P(X + q(~)))(o) 
= i f 1 (amp(X)> i en c Yh,,m,j *” Yh,.m,..i 
r=l * dm)=r j=I dh)=r 
Ihl=n 
= (01 P(X + r1))(0)* Q.E.D. 
LEMMA 8. Let q, ,..., qk be real polynomials on R’ and q = (q, ,..., qJ. 
Let wi be pure of rank n, L(ol)(t) = c,, t and let w, ,..., o, be independent. 
Then for all polynomials p on R k, x in Rk, t > 0 
Proof 
LP(X + q(o))(t) = (F,,,(t)(P))(x)* (30) 
I 
00 
qeicmj)(t) = e-cWn! = eicZpn(z, t)dz. 
-cc 
(31) 
Differentiation of (30) with respect o c at c = 0 leads to 
and then to (30). 
L(~j”)(t) = j;, zmp,(z, t) dz (32) 
Q.E.D. 
LEMMA 9. The map t -+ F,,,(t) is a strongly continuous map from (0, a~) 
into the bounded linear operators on L, for 1 < r < co. Moreover, 
IIF”,,wllr G II Pnll1 = jm I P,(Z)l dz* (33) -cc 
Proof. The function p,, is rapidly decreasing so 1) p,,lJ1 < co. By scaling 
(3) II PA t)lL = II PHIL. Cleh IIFn.&Ilm < II PA and also 
IIFn,,(t)f II, Gjj- If@ + q(y)) Id4 PAY, t)l dy 
G II P”ll1 Ilf III’ 
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Inequality (33) now follows from Riesz convexity (Stein and Weiss [20, 
p. 179)). 
For t+ 0, j jpn(z, t) -P,,(z, t’)] dz-10 as t’ + t. Thus, as above, 
II?t,,(t> - L7(t’)ll, -+ 0 as t + t’ for r = 1, co and the lemma follows by 
convexity. Q.E.D. 
LEMMA 10. Let Q belong to H(n, k). Then Q is formally pure. 
Proof For each multi-index p = @i ,..., P,) with 1 < pi < k, s = 1, 2 ,..., n, 
let g, denote the polynomial g,(x) = g,,(xi ,..., xk) =x, = x,, ... x,,~. Let 
Oi = (&,)llntl,n,i. Let x + q be a flow for Q. By Lemma 7, there are real 
polynomials qi on IR’ with qi(0) = 0 such that 
(01 &Lx f q(w)))(O) = (01 &Lx + r))(O) (34) 
for q = (ql ,..., q,J. By definition of L, this implies 
; L&Ax + q(w)) = (01 &ix + r1))(0)* (35) 
t=o 
Since x + 9 is a flow for Q this leads to 
$ Qk?W) t = o = (QeJW 
Consequnetly, by Lemma 8, 
‘;1q f J^ q,(z) ~,(zv t) dz = (Qs,W). 
t>o 
Next write 
(36) 
(37) 
where, denoting the Fouier transform of R,(x, z), with respect o the variable 
x, by &(A z), 
&(A, z) =f(q eia.q(z) - C 0, 
C du)<M 001>! q”(z) 1 a (39) 
Here M is any positive integer. In (39) if r = o(u) then (a), = irAM, -a. Afir 
and q,(z) = q,,(z) - q,,(z). 
Observe that g,(q(z)) = q,(z). 
PRODUCTFORMULAS FOR SEMIGROUPS 257 
Since 
(37) leads to 
lim ‘J’ 
f-0 t 
c.z 
Now, from (38) 
llS(~~,q(1)f-f)-~l~*~ o<D;)<w (44)- llf,ll2 b,Wl 
++ (JtJ R,(x, 2) P&, t)dz 1 ) *dx Ii2, (40) 
where &,(t) = W> fq,&) P,(z, 4 dz - Qg#O BY (37) 
E,(t) -+ 0 as t+O. (41) 
An application of the mean value theorem to the real and imaginary parts 
of g(A) = e” ‘q(‘), For fixed z, yields 
I&(J~ z>I G rm m(,);M+, (M : I>( IW, 4Jz)l. (42) 
The Cauchy-Schwarz inequality gives 1 u (I 112 t R,&, 2) P,(G t) d.. 1 1 ’ dx 
Changing variables zj + z/t-‘I” and choosing M = n leads to 
1 J/Z 
t 
RJx, z) p,(z, t) dz < 2 IIa,fll2Pu(t)~ (43) 
o(#)-Mt J 
258 
where 
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P,(t) = gp;‘li;r t-l’* (j- lq,(z)lZ I p,(z)1 dz) I’*. 
Thus P,(t)-+ 0 as t + 0. Combining (43) with (40) and (41) completes the 
proof. Q.E.D. 
LEMMA 11. Let Q belong to I(n, k). If Q is formally pure then Q belongs 
to H(n, k). 
Proof: The hypothesis is that there are polynomials ql,..., qk on R’ with 
real coefficients and qi(0) = 0 such that FA,,(O)f = u if f E L* satisfies 
llap ,I[* < co for all (,u( < n + 1. Write each qi as 
SLY> = i i Yh,i,jYjh* 
j=l h=l 
Let oi = (efi)l’ntl,n,i. Define 
qi(x)=xi+ i 2 Yh,i,j(En)h’nth/n,i* 
j=l h=l 
Every such q = (q i ,..., n,J is the flow of some operator Q. As in the proof of 
Lemma 5, 
O(Y) = C &n4nCCj Y) 
j=l 
for some n x k matrices, Cj. Thus Q belongs to H(n, k). By the previous 
lemma FA,,(O)f = @for all f with IIa,Jl12 < co for all p with 001) < n + 1. 
Since FA,,(O)f = u as well, by hypothesis, Q = Q and so Q belongs to 
Wn, W. Q.E.D. 
V. PURE PRODUCT FORMULAS 
There are two main results in this section. Theorem 12 concerns the case 
when the semigroup efQ can be given as an F,,,(t) with no products. This is 
the case when the symbol for Q is a, times a sum of nth powers of linear 
forms. The second result is the proof of Theorem 17 which was stated in 
Section II. 
The technical object studied in this section is the Fourier transform of 
K,(t): 
(F,,,Wf>Y4 = f@> g,@, 0, (45) 
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where 
g&4 0 = j,, e -i*.q(r)pn(Z, t) dz, (46) 
where 4 = (ql ,..., qk ) belongs to P,(Z)k. 
THEOREM 13. Let Q belong to I(n, k). There is a q in Pi(l), for some 1, 
such that F,,,,(t) = eta if and only if the symbol for Q is E, times the sum of 
nth powers of linear forms. 
Proof. By scaling (4), the Fourier transform of F&t) satisfies the 
semigroup roperty if and only if each qi in q is linear on R. 
Suppose there is a q with F&t) = e tQ. Then Q is formally pure and by 
Lemma 11 is in H(n, k). Since each qi is linear, following the proof of 
Lemma 11 leads to the construction of a flow for Q having the form 
rl = (v , >***, vk)I 
VAX) = xi + X Yh.i,i(E~)““tlln.j* (47) 
j=I 
As in the proof of Lemma 5, this implies Q has no lower order terms. By 
Corollary 3, the symbol of Q is then E, times the sum of nth power of linear 
forms. 
Conversely, assume that the symbol of Q is E, times the nth power of 
linear forms. Then Q is in H(n, k) and, as in the proof of Lemma 10, a flow 
for Q of the form (47) can be constructed. This leads to an F,,,(t) such that 
F;,,(O) = Q. Since each qi is linear F,,,(t) has the semigroup property so 
F,,,(t) = etQ. Q.E.D. 
LEMMA 13. Let Lz(lRk) = {f E L2(lRk): supp(f) c [-a, alk}, with usual 
L* norm, denoted 1) * 11,. Let Q belong to H(n, k). Suppose F;,,(O) = Q. Then, 
in operator norm on Lz, 
m 
lim Fn,q -!- = etQ. 
t i !?+a, m 
(48) 
Proof: First observe that Fn,(l: Lz(lR’) + Li(lRk) because (I;,,,(t) f)*(l) 
= h@, t) and I g,@, t)l G II P,, II, since q is real. Thus IIFn,qllo < IIpnlJ1. 
As in the proof of Lemma 10, (( [(l/t)(F&t) -I) - Q] f (I2 < a(t) a 
SUP,ll,<n+lll%f 112, where a(t) + 0 as t 
on Li this implies 
-+ 0. Since 8, is a bounded operator 
II 
f P,&) -I> - Q // = y(t) -+ 0 as t-+0. (49) 
n 
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Equation (49) may also be written as 
F,,,(t) = Z + (Qt) + VW), (50) 
where 
Since Q is also a bounded operator on Li with norm I/Q]/, (50) implies 
IIFn,q(t)lla < efcllQll~+ y(f)). (51) 
Let s = t/m. Since 
(F&s)~ - efQ) = ,f F,~,(s)‘[F,,,(s) - esQ] efmprJsQ 
r=1 
and since esQ = Z + sQ t d(s), where I[A(s)ll, -+ 0 as s + 0 the lemma 
follows from (5 l), the fact that 1) esQ ))(I < esllQIIO and (l/s) Ill,&) - es’ Ila < 
IIT - A(s)ll, --t 0 as s --t 0. Q.E.D. 
COROLLARY 14. Let Q E H(n, k), and suppose P;,,(O) = Q. Then for 
each fixed t > 0, 
lim gg A, G m = efhcn) 
m-co ( 1 
(52) 
uniformly on compact subsets of 1. 
Proof: By the previous lemma, F,,,(t/m)” + efQ on Li(Rk). Taking 
Fourier transform gives (F,,,(t/m)m)*()L) = g(A, t/m)m converging uniformly 
to eta(‘) on [-a, alk. Q.E.D. 
COROLLARY 15. Let Q E H(n, k) and suppose F;,,(O) = Q. Zf t > 0, 
sup, I g&I, t/n)‘1 < 00 then e la has a pure product formula. 
Proof Q E Z(n, k) implies sup, (efQ(*)J < co for fixed t > 0. By 
hypothesis, 
Thus, this corollary follows from Corollary 14 and dominated convergence. 
Q.E.D. 
LEMMA 16. Let Q belong to H(n, k) and suppose F;,,(O) = Q. There is a 
number J depending only on n and k and a continuous G depending on Q 
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such that if/Q/ denotes the magnitude of the largest coefficient in the prin- 
cipal part of Q then 
I g@, 41 ,< expW/Q/ 111 II” + GW) (53) 
lim G(,I)/JI 1 [In = 0 as ~-+cc (54) 
ProoJ Let A be the principal part of Q. Then 
where 
Here ,U = (U , ,...,,D& and 0 <pi < n and y” = y’;l ... yik. The coefficient of y; 
is E, times Cf=, b;. Since this coeffkient is bounded by n!/Q/ we have 
) b,l < (n!/Q/)‘ln. A s in Lemma 5, given the Hermite symbol for Q, a flow 
rl = (VI ,‘.., q,J can be constructed for Q by 
with Yl,i,j = b/j* Thus 
I Yl,i,jl G (n!lQII1”‘* 
From the flow, polynomials, qi, are constructed by 
(55) 
(56) 
SO that FL,,(O) = Q as in Lemma 7. As this construction involving symbols, 
flows, and polynomials may be reversed, if F;,,(O) = Q holds with qi given in 
(56) then (55) must hold as well, 
An application of the mean value theorem to the real and imaginary parts 
of eiy shows 
n-l 
eiy = kso d yh + B(y)-$. (57) 
where IBI < \/z. 
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Setting y = L . q(z), (57) and the moment computations 
I O” zhp,(z, t) dz = h! td/(d!(n!)d) if h=dn, -cc 
=o otherwise, 
for d = 1, 2,..., show that there are polynomials A I ,..., A, of degree less than 
n in ;1 such that 
n-l fi 1 & t) < 1 + c I~,@>1 fh + --J-I (1 .q(z)(” 1 p,(z, t)l dz. (58) 
h=l 
To estimate the last integral write each qi as a sum of a linear form, qiL. 
and a polynomial, qie, without linear or constant erms. Expanding 11 . q(z)j” 
leads to one term of the form (A, qlL + ... + AkqkJ and many others, each 
of which contains at least one factor of qi,. Next observe that 
< (n!/Q/) P2k”‘* IlAll” \[zll” using (55). 
The last integral in (58) may now be estimated using the following conse- 
quence of scaling (15): 
ja lzlk IP&, 91 dz = [ jm Izlk IP&>I dz] tkin- (59) 
--14 -a, 
For h = n t l,..., n* there are polynomials, A,, in I;11 = (IA,],..., jA,l) such 
that the degree of Ah is <n and 
n-1 
) g(k, t)l < 1 + hz, IA,,@)1 th +J/Q/n-' Ilnllnt + ,=$+, I(Ah(lni)i fh’nl 
where 
J = ~ln~zkn~2n* (IR, ~~z~~” 1 p,(z)\ dz) . (60) 
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Since (a + bt’) < a exp(c(b/a)“‘t) for all a, b, t > 0 and c > 1, it follows 
that 
I dk 01 G ; [ y1 expW* IAh(A)l”ht + exp(J/Q/ll~lI”~) 
h=l 
+ f 
h=n+l 
exp ($- (n2 IAh(JAl)lniht j ] . 
The lemma now follows from the estimate 
To see that J can be chosen independent of I just replace the I in (60) with 
I= (“f;k) according to Lemma 4. Q.E.D. 
Proof of Theorem 17. Since A is elliptic, a(y) # 0 unless y = 0. In 
particular, y = infl)Yll=l la(y)1 > 0. Since A has no lower order terms, a(y) is 
homogeneous of degree n so that /A(v)/ 2 y I( y/l”, for all p. Since A is a 
generator in I(n, k) 
et‘i(Y’ < ,-Adl. 
Let C= y/(y + /Q/J), where J is the constant from the previous lemma. 
Choose 0 < c < C,< 1. By hypothesis we may assume CA + B belongs to 
H(n, k) so there are polynomials si(u), u in RL, such that for s = (si ,..., s,J, 
F;,,JO) = CA + B. Since A belongs to H(n, k) and H(n, k) is a cone (1 - c)A 
belongs to H(n, k). Choose polynomials r!(w), w in R’, such that for 
r = (r, ,..., rk), C,,(O) = (1 - c)A. 
Let qi(v, W) = si(v) + ri(w) and let q = (q, ,..,, q,J. Then 
= J! f((x + s(v)) +r(w)) P,,(w 4 dw,(v, t> dv 
= (~n,sW ~,,,Wf)(~) = P,,,(f) ~,,,(f)f)W7 
ct,,(0) = ~“,S(O) ~xu + C,,(O) in,, 
=(I-c~+(cA+B)=A+B=Q; 
g,@, 6 = e tcRLu < e-“l-c’yl(~Jln, 
g,@, 4 < ev(f(J/cA + B/II 1 IY + G(A)), 
580/57/3-3 
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for constant J and G as in the previous lemma. Then 
since 
a = c/Q/J - (1 - c)y 
<F/Q/J- (1 -?))y 
=WQ/J+y>-Y 
= y+;Q,J C/Q/J+Y>-Y=O. 
H(rt, k) is a cone so Q = (1 - c)A + (CA + B) belongs to H(n, k). 
F;,,(O) = Q and g&A, t/m)m = (g,(A, t/m) g,(A, t/m))m. The proof is now 
finished by Corollary 15. Q.E.D. 
VI. EXAMPLES 
EXAMPLE 1. Every Q in Z(n, 1) has a pure product formula. The symbol 
for a Q in Z(n, 1) has the form 
with a, > 0. The first task is to show each such symbol is in H(n, 1). In fact, 
it is possible to produce an n x 1 matrix C (with components C,, 
m = l,..., n) such that Q(y) = a,$,(Cy). First observe that, using the 
alternate formula (14) 
&(CY) = #AC, Y,..., c, y) = i: L 
j=1 j! 
1 c, **a c,l) $3 
lal=ll 
o(a)=j 
where the inner sum is over all multi-indices a = (a, ,..., aj) with 
a, + *-. + aj = n and each ai = 1, 2 ,..., n. 
Define C, = ailn and C, = a,. For each j = 2 ,..., n - 1 there are exactly j 
a’s with u(a) =j, ) a/ = n and some aj > n - j + 1, namely, one aj must be 
n -j + 1 and all others must be one. Thus 
c co, .‘. c,, 
(Ltl=fl 
da) =j 
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may be written as 
o(n)=j 
allni<n-jtl 
Thus, it is possible to define C,, C, ,..., C, ,..., inductively on m for 
m = 2,..., n - 1 so that 
uj= s (C,, a** c,i>. 
iLZl=fl 
o(a)=j 
Let A = e,a,,(Y’/~x”) and let B = E, CJ’z; (I/j!)uj. Then CA + B E I(n, 1) 
for all c > 0 so by the result just obtained CA t B E I(n, 1) for all c > 0 so 
by the result just obtained CA t B E H(n, 1). By Theorem 17, Q =A + B has 
a pure product formula. 
EXAMPLE 2. Q = -:(8”/8x”) + ~(a’/ax’) acting on R’. This is a 
concrete case of Example 1. 
Let Q, = - (c/4!)(a4/8x4) + f(a’/ax’) for any 1 > c > 0. Then Q,(y) = 
E~#~(CY) where E, = -1 and C = (c”~, 0, -$-“4, 0). According to 
Lemma 5, a flow for Q, is x t ~“~(-l)“~t,,~,, - f~-“~(-l)~‘~t,,,,, . 
According to Lemmas 7 and 10, if q, is the polynomial qc(z) = 
c’14z - $c-“~z~ then F; 4 (0) = Q,. 
From (60), J= 16 3 I?, /z14 1 p4(z)( dz. In the proof of Theorem 17, 
choose s4 = c < C= y/(y + /Q/J), where y = a = /Q/. Then setting 
WV>(x) =ij”’ ( ( - > 
3 
F xt 1 
-cc 
czts+ ~~(~,z,t)dwdz 
1 
it follows from Theorem 17 and the preceding paragraph that 
EXAMPLE 3. Every Q in Z(2, k) has a pure product formula. Suppose 
is in Z(2, k). Then CiJ aij yi yj > 0 for all yi in R. Let C be the real matrix 
with entries cij such that A = CC’, where A is the matrix with entries aij and 
C’ is the transpose of C. Let 
ViCx) =xi + i Cijrl/2,j + bifl/2,i 
j=l 
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so that r] = (r, ,..., qk) is a flow for Q. Also let 
qi(Z) = ~ CijZ,j + b,Z: 
j=l 
and q = (q i ,..., q,J. Then F;,,(O) = Q, where 
(a*,, = j “ox + q(z)) MY t) dz. Rk 
Since p2(z, t) > 0, sl p&, t)l dz = 1 and 
1 I PAZ, 01 dz = 1. 
1 g&J, t)i = ( sei’q(z)pl(z, t) dz 1 < 
EXAMPLE 4. If n # 2 and k # 1 there are elliptic homogeneous Q in 
I(n, k) which are not in H(n, k). 
Suppose II = 2m. Let 
Then Q is elliptic for all A > 0 and is in Z(n, k): 
Q(Y) = E, ( ,gl Y: f WY:) . 
Suppose 
Q(Y) = 2 i (Cj, Y, + .a. + Cj, YJ 
’ J-1 
so that Q E H(n, k). Then for i = l,..., k 
i cpn! and CjlCjm,=n!A. 
j=l 
Let w = (CT, ,..., C;t) and u = (C:: ,..., C;l). Then the above equalities may be 
expressed as (1 ~(1’ = n! = I/ ~(1’ and (w . v) = An!/(t). By the Cauchy- 
Schwarz inequality A < (1) is a necessary condition for Q to be in H(n, k). 
More concretely 
a4 a4 
-T-T+-7 ax ay ay 
is elliptic in 1(4,2) for all -2 <A but is in H(4,2) if and only if 0 <A < 6. 
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EXAMPLE 5. The principal part is not suffkient for determining 
membership in H(n, k), even if it is elliptic. 
belongs to 1(4,3) but not to H(4, 3): 
Q(Y) = 4.d + Y: + v: + Y, Y, ~31, 
1 1 1 
$4(X~,X*,X3,Xg)=~X:+~X:X*+~X:tX,X1+X4. 
Suppose there are 4 x 3 matrices Cj with entries yhii such that 
Q(Y) = -i 44(Cj Y>* .j= I 
Then 
,f (YlljYl + YlZjY* + Y13jY3)4=4!(YY + Yi + Y:> (61) 
.j= 1 
and 
1 (YlljY* + YlZjY2 + Y13jY3)‘(Y2ljY1 + Y22jY2 + Y23jY3) 
j=l 
=2y,Y2Y3* 
Expanding (6 1) shows 
C Yf*jYi*j = O 
so that for each j either 
Similarly, either 
and either 
Yllj=O 
Yl lj = O 
Y12j = O 
or ylzj = 0. 
or y,3j=0 
or y,3j=0. 
(64 
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That is each term (yIIjy, + yXjyz + ~,~jy,)~ in (61) must look like yiij ~4. 
Then each term in (62) becomes 
Ytij Yf(Y2lj Yl f Y22j Y2 f Y23j Y3> 
and (62) cannot hold. 
EXAMPLE 6. -A* E H(4, 3): 
A&K,2 
ay’ az2’ 
That -A* E H(4,3) follows from 
6(x2 t y2 t z2)2 = (x t y)" t (x - y)" t (x + z)" 
t (x-z)" t (y t z)" t (y - z)4. 
EXAMPLE 7. B = -A2 t A(a3/8x C?JJ az) E H(4,3) and has a pure 
product formula for all real A. Define six 4 x 3 matrices 
t 
a a 0 
Cl 
0 0 
P = 0 0 0 1 ’ 
0 0 0 
a 0 a 
c, t 
0 0 0 
= 0 0 0 ' 
0 0 0 
1 
i 
0 a a 
0 
c, 
0 0 
= 0 o-y i ' 
0 0 0 
c, = i 
a-a 0 
0 
o-/3 1 000' 0 0 0 
c, = t 
a O-a 
0 0 0 
i 
000' 
0 0 0 
/O a -a\ 
t 
0 0 
G5= 00 
0 0 
where a = (4)““, p =A/(2 - (2”‘)) and y = A*/(a . 16). I’hen 
B(x, Y, 2) = -i 44 
j=l i 
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