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In  a  certain  regime  of  low  carrier  densities  and  strong  correlations,  electrons  can  crystallize  into  a  
periodic  arrangement  of  charge  known  as  Wigner  crystal1.  Such  phases  are  particularly  interesting  
in  one  dimension  (1D)  as  they  display  a  variety  of  charge  and  spin  ground  states  which  may  be  
harnessed  in  quantum  devices  as  high-­fidelity  transmitters  of  spin  information2–6.  Recent  theoretical  
studies   suggest   that   the   strong   Coulomb   interactions   in   Mott   insulators   and   other   flat   band  
systems7–13,  may  provide  an  attractive  higher  temperature  platform  for  Wigner  crystallization,  but  
due  to  materials  and  device  constraints  experimental  realization  has  proven  difficult.  In  this  work  
we  use  scanning  tunneling  microscopy  at  liquid  helium  temperatures  to  directly  image  the  formation  
of  a  1D  Wigner  crystal  in  a  Mott  insulator,  TaS2.  Charge  density  wave  domain  walls  in  TaS2  create  
band  bending  and  provide   ideal   conditions  of   low  densities  and  strong   interactions   in  1D.  STM  
spectroscopic  maps  show  that  once  the  lower  Hubbard  band  crosses  the  Fermi  energy,  the  charges  
rearrange   to   minimize   Coulomb   energy,   forming   zigzag   patterns   expected   for   a   1D   Wigner  
crystal4,14–16.  The  zigzag  charge  patterns  show  characteristic  noise  signatures  signifying  charge  or  
spin   fluctuations   induced   by   the   tunneling   electrons,   which   is   expected   for   this   more   fragile17  
condensed  state.  The  observation  of  a  Wigner  crystal  at  orders  of  magnitude  higher  temperatures  
enabled  by  the  large  Coulomb  energy  scales  combined  with  the  low  density  of  electrons,  makes  
TaS2  a  promising  system  for  exploiting  the  charge  and  spin  order  in  1D  Wigner  crystals.  
  
  
  
  
  
     
The   breakdown   of   Fermi   liquid   behavior   in   the   limit   of   strong   interactions   leads   to   fascinating  
phenomena   such   as   the   fractional   quantum   Hall   effect,   strange   metals,   and   Luttinger   liquid  
behavior.   Another   such   phenomenon   is  Wigner   crystallization.  When   Coulomb   interactions   are  
long-­range   and   strong   enough   to   overcome   kinetic   energy,   electrons   crystallize   into  a   periodic  
arrangement,   resulting   in  a  new  phase  known  as   the  Wigner  crystal1   (WC).  Wigner  crystals  are  
anticipated  to  display  a  rich  landscape  of  charge  and  spin  phases  for  both  electrons  and  holes3,5,6,18.  
Experimental  realization  however  requires  low  electron  densities,  minimal  disorder,  and  relatively  
strong   correlations,   conditions   that   are  most   easily   met   at   extremely   low   temperatures   in   low-­
dimensional  systems.  Consequently,  the  few  experiments  on  Wigner  crystals  in  condensed  matter  
systems  have  been  carried  out  in  two19,20-­  and  one-­dimensional  semiconductors21–24,    at  milli-­kelvin  
(mK)  temperatures.    The  Wigner  regime  is  decided  by  the  value  of  the  parameter	  𝑟# = 𝐸&/𝐸(,  where  𝐸&  and  𝐸(  are  the   long-­range  Coulomb  energy  and  the  kinetic  energy  respectively.  The  ease  of  
Wigner   crystallization   increases  with  decrease   in  dimension   (𝑟# ∝ 𝑛+,-.,  where  𝑛+   is   the  electron  
density   and  𝐷	  is   the   dimension)2,25   which   makes   1D   especially   attractive   for   the   experimental  
realization  of  Wigner  crystals.    
  
A  fascinating  range  of  behavior  is  predicted  for  Wigner  crystallization  in  1D.  For  electrons  confined  
to  move   in   a   long   1D   wire,   extensive  Monte   Carlo14,26,   analytical   calculations   based   on  Ewald  
summation14,  as  well  as  renormalization  group4  indicate  that  a  transition  to  a  series  of  crystalline  
phases  obtains  in  the  low-­density  Wigner  regime  (  𝑛+,0 ≫ 𝑎3∗ ,  where  𝑛+  is  the  electron  density  and  𝑎3∗    is   the   effective   Bohr   radius)   for   electrons   in   1D.   At   an   interparticle   spacing   𝑟3   defined   by  𝑉6378(𝑟3) = 𝑉;7<(𝑟3),  where  𝑉6378  is  the  1D  confining  potential  and  𝑉;7<  is  the  long-­range  Coulomb  
energy,  there  is  an  instability  in  the  1D  crystal.  When  this  condition  is  satisfied,  an  increase  in  the  
electron  density  distorts   the  one-­dimensional  array  of  charges   to  a  zigzag  or  a  staggered  chain  
(breaking  the  symmetry  about  the  axis  of   the  wire),  which  has  a   lower  energy  than  the  pure  1D  
array.    In  terms  of   the  dimensionless  density,  𝜈 = 𝑛+	  𝑟3,   the  one-­dimensional  array  forms  for  𝜈 <0.78  while  the  zigzag  for  𝜈 > 0.78  (Fig.1g-­h).    Configurations  with  larger  numbers  of  rows  can  be  
obtained  as  𝜈  is  increased  further.    The  effective  model  for  the  soft  transverse  modes  that  occur  at  
the   transition   to   the   zigzag   phase   can   be   effectively   fermionized   by   a   suitable   Jordan-­Wigner  
transformation  on  the  continuum  bosonic  model.    The  renormalization  group  analysis  reveals  that  
a  key  result  is  that  one  of  the  transverse  modes  becomes  gapped  and  only  a  single  gapless  mode  
survives  as  the  interaction  strength  increases,  which  can  be  described  by  a  staggered  transverse  
field.  The  dynamics  of  this  is  described  by  a  set  of  particles  moving  in  a  double-­well  potential.    
  
1D-­WCs  have  unexplored  potential  to  be  used  in  quantum  information  where  spin  interactions  in  
the  1D  structure  may  be  harnessed  to  transport  spin  information5,6,27.  A  recent  theoretical  study  for  
example,  showed  that  Wigner  crystals  may  be  able  to  transmit  quantum  data  encoded  in  spins  over  
micrometer  length  scales5.    Most  previous  experimental  studies  of  1D-­WCs  have  been  carried  out  
on  nanofabricated  GaAs  heterostructures  or  in  carbon  nanotubes17,21–24,28.  As  shown  in  2D  and  1D  
transport   studies   of   GaAs   devices,   both   electrons   and   holes   can  Wigner   crystallize   when   the  
conditions  of  high  mobility,   low  densities,  and   low   temperatures  are  met.  Due   to   these  stringent  
conditions  however,  Wigner  crystallization  has  been  difficult  to  study  in  condensed  matter  systems,  
requiring  complex  semiconductor  based  devices  measured  at  milli-­Kelvin  temperatures19,29–33.    
A  natural  platform  for  realizing  a  WC  would  be  in  a  system  with  low  carrier  densities,  large  effective  
masses,  and  strong  correlations  such  as  a  Mott  insulator.  A  1D-­WC  in  a  strongly  correlated  regime  
has  a   larger  probability  of  achieving  a  ferromagnetic  spin-­state  for  example27.  Additionally,  since  
the  crystallization  temperature  of  WCs  is  controlled  by  the  Coulomb  energy  scale,  it  is  likely  to  be  
orders   of   magnitude   higher   in   Mott   systems   compared   to   semiconductor-­based   WCs.   So   far,  
however,  there  have  been  no  realizations  of  1D-­WCs  in  Mott  systems.  One  problem  is  that  since  
most  Mott  insulators  are  oxides,  control  of  carrier  density  as  well  as  the  level  of  disorder  is  quite  
difficult.  In  addition,  gating  requires  high  quality  thin  film  growth,  which  is  non-­trivial.    
  
In  this  work,  we  use  scanning  tunneling  microscopy  (STM)  and  spectroscopy  as  well  as  current  
noise  measurements  to  study  the  zigzag  state  of  a  1D  -­WC  in  a  dichalcogenide  Mott  insulator,  1T-­
TaS2.  Domain  walls  in  the  CDW  order  in  TaS2  provide  a  confinement  potential  that  enables  us  to  
study  the  behavior  of  charge  in  a  quasi-­1D  correlated  electron  system.    TaS2  has  many  advantages  
compared  to  oxide  Mott   insulators.  The  material   is  cleavable  which  is  useful   for  devices  and  the  
relatively  small  Mott  gap  of  ~400meV  makes  it  amenable  to  gating.  1T-­TaS2  has  a  layered  structure  
with  alternating  stacking  of  the  tantalum  and  sulphur  atoms.  The  Ta  atoms  form  a  triangular  lattice  
with  each  Ta  surrounded  by  three  sulphur  atoms  on  the  top,  and  three  atoms  at  the  bottom  in  an  
octahedral  geometry.  Below  200  K,  1T-­TaS2  condenses  into  a  commensurate  CDW  (CCDW)  phase  
with  CDW  clusters  that  resemble  the  famous  `Star  of  David’  (SD)  shape,  which  is  accompanied  by  
a  metal-­insulator   transition34.  Fig.1a   shows  a   schematic  of   the  CDW.  Each  cluster   in   the  CDW  
phase  consists  of  12  Ta  atoms  on  the  SD  that  move  towards  a  center  Ta  atom,  giving  a  total  of  13  
Ta  atoms  per  cluster.  The  SDs  form  a  triangular  lattice  which  is  √13  x  √13  times  larger  than  the  
unreconstructed  lattice35.  Cleaving  exposes  the  plane  of  S  atoms36.  Fig.  1b  shows  an  STM  image  
of   a   large   area  where  each   protrusion   represents   a   SD   cluster.  A  high-­resolution   image  of   the  
reconstructed   lattice  of  S  atoms  (white  dotted   lines)  as  shown   in   the   inset  Fig.  1b,  allows  us  to  
determine  the  orientation  of  each  SD  cluster.    
  
The  band  structure  and  charge  arrangement  in  this  system  is  well  understood.  Each  of  the  13  Ta4+  
sites  in  the  cluster  has  one  5d  electron37.  Thus,  each  SD  cluster  has  13  5d-­electrons.  With  an  odd  
number  of  electrons  per  cluster,  band  theory  would  predict  that  TaS2  should  be  a  metal.  However,  
as   is  well  known   for  many  years  and  confirmed  by  multiple  experiments,  TaS2  is   instead  a  Mott  
insulator38,39.   Density   functional   theory   (DFT)   calculations   attribute   this   to   the   occurrence   of   a  
narrow,  flat  band  that  crosses  the  Fermi  energy  (EF)  in  the  CCDW  state,  which  splits  into  upper  and  
lower  Hubbard  bands  (UHB  and  LHB)  due  to  a  correlation-­driven  Mott   transition40.  The  Hubbard  
bands  are  located  symmetrically  about  EF  at  ±200	  𝑚𝑒𝑉,  as  shown  in  the  inset  to  Fig.1b.  We  note  
that  the  LHB  hosts  only  one  electron  per  cluster  with  the  remaining  electrons  occupying  a  multiplicity  
of   d-­bands   several   hundred   meV   below   EF38,40.   While   this   would   normally   suggest   an  
antiferromagnetic  ground  state,  no  signs  of  antiferromagnetic  order  have  been  observed  down  to  
the  lowest  temperatures35,41,42.    
  
The  complex  CDW  pattern  in  1T-­TaS2  enables  the  existence  of  many  different  types  of  DWs  that  
are  distinguished  by  the  locations  of  Ta  atoms  in  SD  clusters  that  are  shared  between  adjacent  
domains43.  Most  of  the  DWs  reported  in  previous  studies  fall  into  one  of  two  categories  where  the  
overlapping  clusters  share  either  the  edge  or  the  corner  of   the  SD  (Fig.  1e  and  f)  43–45.  Previous  
STM  studies  have  shown  that  the  DWs  create  local  electric  fields  that  cause  band-­bending  of  the  
upper  and  lower  Hubbard  bands43–47.  The  potential  is  typically  such  that  the  LHB  moves  towards  
the   EF.   These   naturally   occurring   potential   wells   provide   an   exciting   opportunity   to   study   the  
behavior  of  a  Mott  band  as  it  approaches  EF.  In  this  work,  we  study  a  different  DW  with  a  larger  
overlap  between  the  SD  clusters  on  the  two  sides  (Fig.  1c  and  d.  Also,  see  Supplementary  Figure  
1)  which  causes  band  bending  strong  enough  for  the  top  of  the  LHB  to  cross  EF.    
  
The  effect  of  the  DW  on  the  Hubbard  bands  can  be  seen  in  Fig.  2a  and  2c,  which  show  a  series  of  
dI/dV   spectra   obtained   along  a   line  perpendicular   to   the  DW   (see  Supplementary   Figure   3   for  
details).    The  energies  of  the  upper  and  lower  Hubbard  bands  continuously  shift  as  we  move  closer  
to  the  DW  from  either  side  and  the  potential  profile  is  well  described  by  a  parabola  i.e.,  a  harmonic  
trap,  with  a  well  depth  of  ~125meV  (see  Supplementary  Figure  4).  Consistent  with   this  being  a  
correlated  system,   the  Mott  gap   is  sensitive  to  the  position  of   the  bands  with   respect   to  EF  and  
reduces  by  ~25meV  as  we  approach  the  DW.  Spectra  at  the  DW  show  a  DOS  peak  at  +110meV  
above  EF,  which  reflects  the  presence  of  a  bound  state  (Fig.  2a  and  Supplementary  Figure  8).      
  
The  top  of  the  LHB  first  crosses  EF  at  the  position  indicated  by  the  yellow  dotted  lines  in  Fig.2b  and  
Fig.3d.  The  area  between  the  dotted  lines  thus  contains  electrons  and  holes  with  minimal  kinetic  
energy,   that   can   now   rearrange   themselves   to   minimize   Coulomb   energy.   In   the   absence   of  
interactions,  the  behavior  of  the  charge  in  this  region  can  be  described  either  by  a  band-­bending  
scenario  or  by  a  potential  well.    Simple  band  bending  will  result  in  a  distribution  of  charge  within  the  
dotted   lines   as   shown   in   Fig.   3f.      The   ground   state   of   a   harmonic   trap   also   shows   a   similar  
distribution  of  charge  (Supplementary  Figure  6).  To  visualize  the  actual  behavior  of  the  charge  near  
the  DW,  we  obtain  dI/dV  spectra  on  a  grid  which  provides  information  on  the  local  density  of  states  
as  a  function  of  energy  (DOS  (r,eV),  henceforth  called  DOS  maps).  Shown  in  Fig.  3  are  the  DOS  
maps  as  at  a  few  important  energies  (see  Supplementary  Figure  14  and  Supplementary  Movie  1  
for  maps  at  all  energies).  The  data  show   that   the  charge  distribution  does  not   follow   the  simple  
band-­bending  scenario.   Instead,  the  charge  is  concentrated  into  zigzag  patterns  (Fig.  3b  and  c).  
We  can  immediately  rule  out  the  possibility   that   the  periodic  arrangement   is  due  to  quasiparticle  
interference  (QPI).  QPI  typically  shows  dispersion  which  implies  that  the  periodicity  of  the  pattern  
must  evolve  continuously  with  energy.  Our  patterns  show  no  dispersion.  For  example,  dI/dV  maps  
at  all  energies  from  0meV  to  +70meV  show  the  same  periodicity.  We  can  also  rule  out  interlayer  
coupling  as  the  cause  of  the  zig  zags.  Our  large  area  topographies  across  a  step  edge  show  that  
one  side  of  the  DW  is  commensurate  with  the  layer  beneath  (Supplementary  Figure  2).  Since  we  
see  the  charge  patterns  on  both  sides  of  the  DW,  we  can  eliminate  interlayer  incommensuration.  
  
To  explain  our  data,  we  recall  that  in  GaAs/AlGaAs  semiconductor  heterostructures,  gate-­defined  
band-­bending  is  used  to  trap  electrons  and  holes,  which  under  the  right  conditions  of  density  and  
temperature  can  generate  a  1D-­WC21–24.  This  raises  the  question  of  whether  the  1D  arrangement  
may  be  due  to  Wigner  crystallization  in  this  Mott  system.  In  fact,  the  patterns  +20  meV  (Fig.  3b)  and  
-­50meV  (Fig.  3c)  resemble  the  zigzag  arrangement  of  charge  predicted  to  occur  in  a  1D-­WC  when  
the  Coulomb  repulsion  energy  overcomes  the  strength  of  the  potential  well  (Fig.  4f-­g).    To  explore  
this  possibility,  we  must  first  determine  if   this  Mott  system  is   in  the  correct  regime  of  the  relative  
strengths  of  kinetic  and  Coulomb  energies  to  host  a  Wigner  Crystal.  
  
The  criterion  to  stabilize  a  1D-­WC4,14  is  that  the  average  distance  between  the  electrons,  𝑛+,0  =  IJ#L  
(𝑛+	  is  the  density  of  charge,	  𝑑+  is  the  length  of  each  leg  in  the  zigzag  and  #e	  is  the  amount  of  charge  
per  cluster),  must  be  greater  than  the  effective  Bohr  radius,  𝑎3∗ = 𝜖	  ℏQ/𝑚∗𝑒Q  𝑖. 𝑒. , 𝑛+,0 ≫	  𝑎3∗.  From  
previous  ARPES  data39  we  find  that  the  effective  mass  of  the  electron  (𝑚∗)  in  the  LHB  is	  𝑚∗ ∼ 	  4𝑚+  
(See  Supplementary  Figure  15),   thus  𝑎3∗ = UV 0.053	  𝑛𝑚.   The  dielectric   constant   (𝜖)   in  TaS2  was  
calculated48   to  be  𝜖	   ∼ 	  10,   thus  we  obtain  𝑎3∗ ∼ 	  0.133	  𝑛𝑚.  From  our  data,     𝑑+ = 1.9	  𝑛𝑚   for   the  
charges.  Assuming  that  #𝑒	  is  1  per  cluster,  we  obtain  𝑛+,0  of  1.9	  𝑛𝑚  which  is  greater  than  𝑎3∗ ∼	  0.133	  𝑛𝑚,  indicating  that  we  are  squarely  in  the  regime  where  a  1D-­WC  is  favored.  
  
While   this   is   certainly   tantalizing,   before   proceeding   further   we   consider   two   other   possible  
explanations   for   the   zigzag   patterns,   i.e.,   that   they   are   bound   states   of   the   DW,   or   that   they  
correspond  to  a  new  CDW  order  which  is  generated  in  the  vicinity  of  the  DW.  A  closer  look  at  our  
data  shows  that  the  zigzags  cannot  be  attributed  to  a  new  CDW.  There  is  an  iconic  test  that  any  
CDW  must  follow.  Namely,  there  should  be  a  phase  shift  between  the  charge  arrangement  across  
the  CDW  gap.  Such  a  phase  shift  been  seen  in  many  systems66–68  including  1D-­CDWs  formed  at  
mirror  domain  walls  in  MoSe2  (Supplementary  Figure  7).  In  our  case,  we  observe  no  relative  phase  
shifts  at  any  energy.  Furthermore,  theoretical  calculations  have  shown  that  a  1D  density  wave  is  
tied  to  a  Fermi  surface  instability  which  should  show  2𝑘\  oscillations.  In  our  system  2𝑘\~	  0.6	  Å,0  
which  corresponds  to  1  nm39,  which  is  half  the  periodicity  we  observe.  Our  data  are  thus  inconsistent  
with  the  CDW  scenario.    
  
To   distinguish   between   a   1D-­WC   and   bound   states,   we   have   carried   out   current   noise  
measurements.  Noise  measurements  in  condensed  matter  systems  have  been  used  as  a  powerful  
diagnostic  tool  that  can  give  valuable  insight  into  the  kinetics  and  thermodynamics  of  an  ordered  
state49.  Common  manifestations  are  noise  caused  by  vortex  motion50,51  in  superconductors  or  DW  
motion52–55  in  magnetic  materials.  Widely  used  in  transport  studies,  noise  has  been  classified  into  
various  types  based  on  the  underlying  mechanism.  One  such  noise  is  telegraph  noise  arising  from  
the  switching  in  a  bi-­stable  system56–58.  Tunnel  current  noise  in  STM  has  been  used  for  example  to  
probe  telegraph  noise  arising  from  fluctuations  in  the  spin-­states  of  an  antiferromagnetic  chain  of  
iron  atoms59.    
  
Calculations  of  condensed  electronic  states  have  shown  that  they  can  undergo  switching  behavior  
that  can  be  detected  by  noise  measurements  using  an  STM  tip.  For  example,  thermal  activation  of  
switching  of  stripe  orientation  in  high  temperature  superconductors  have  been  predicted  to  create  
telegraph  noise   in  the  tunnel  current60.   In  the  context  of  noise,  Wigner  crystals  are  known  to  be  
fragile   states   susceptible   to   low   energy   spin   and   charge   excitations3,5,6,17,18   and   noise  
measurements  have  long  been  proposed  as  an  experimental  probe  of  these  states61–63.  In  contrast,  
bound  states  are  not  expected  to  show  particular  noise  characteristics.    
  
Shown   in   Figure   4   is   STM   current   noise   spectroscopy,   i.e.,   a   measurement   of   the   current  
fluctuations  as  a  function  of   time  (I(t)).  Our  first  observation   is  that  noise  spectra  on  the  electron  
and   hole   zigzag   sites   (Fig.4c-­d   red   and   green   curves)   show   clear   switching   (telegraph)   noise.  
Telegraph  noise  is  not  uncommon  in  STM  and  is  usually  caused  by  a  two-­level  vibrating  molecule  
on  the  tip.  This  kind  of  tip  related  unwanted  noise  is  usually  ubiquitous  and  not  confined  to  certain  
spatial  locations  on  the  sample.  In  our  case  however,  we  find  that  the  noise  is  confined  to  the  zigzag  
pattern.  Noise  spectra  on  other  CDW  clusters  which  do  not  participate  in  the  WC  formation  (light  
blue),   including  the  non-­participating  CDW  clusters   right   in  the  midst  of   the  zigzags   (dark  blue),  
show  no  characteristic  switching.  Importantly,  the  phenomenology  of  the  noise  data  was  confirmed  
on  three  different  samples  and  three  different  tips  (Supplementary  Figures  10,  11,  and  12)  and  they  
all  show  the  same  behavior.  
  
The  heightened  noise  on  the  zig  zags  rule  out  simple  bound  states  as  their  origin.  This  is  supported  
by  the  fact  that  spectra  on  point  impurities  (Fig.4f-­g)  with  bound  states  (Supplementary  Figure  8)  
do  not  show  the  characteristic  telegraph  noise.  More  strikingly,  the  DW  which  hosts  an  in  gap  bound  
state  at  ~100meV  shows  no  noise  which  not  only  allows  us  to  rule  out  fluctuating  DWs  as  the  source  
of  the  telegraph  noise  but  also  provides  additional  evidence  that  the  origin  of  the  zigzag  patterns  of  
charge   is   distinct   from   a   normal   bound   state.   These   combined   noise   data   provide   compelling  
experimental  evidence  that  the  zigzag  patterns  represent  a  fragile  condensed  state  of  the  system  
rather  than  a  simple  bound  state.  In  fact,  mean  field  calculations  have  shown  that  a  multi-­sub-­band  
state  for  a  1D  chain  occurs  only   in  the  high  density  regime,   i.e., 𝑛+,0 ≪	  𝑎3∗	  where  the  Coulomb  
interactions   are  weak   in   comparison   to   the   kinetic   energy15.   Clearly,   this   is   not   the   case   here,  
providing  added  support  to  the  WC  scenario.    
  
A  likely  explanation  for  the  telegraph  noise  on  1D-­WCs  is  that  thermal  excitations  in  combination  
with   electric   fields   from   the   tip   disturb   the   fragile  WC   thereby   causing   switching   behavior.   The  
increase  in  switching  behavior  with   increasing  tunnel  current  (Supplementary  Figure  9)  supports  
this  conjecture.  Since  a  WC  is  a  fragile  state,  there  are  a  few  distinct  possibilities  that  might  result  
in  telegraph  noise.    The  noise  might  represent  either  charge  or  spin  excitations,  or  switching  from  
a  pinned  to  de-­pinned  state  that  is  induced  by  the  tip’s  electric  field62–65.  The  switching  observed  
(Fig  4e)  is  very  similar  to  the  noise  observed  an  antiferromagnetic  chain  of  atoms  and  occurs  on  a  
similar   time   scale59.   Another   compelling   possibility   discussed   in  Ref.   4   is   that   if   one   considers  
quantum   fluctuations   of   the   zigzag-­WC,   there   is   a   staggered   transverse   mode   which   can   be  
described  by  a  double-­well  potential.  This  provides  a  bi-­stable  platform  which  can  be  described  
using  a  pseudo-­spin  index  and  the  2-­level  noise  could  be  mapped  to  a  spontaneous  flipping  of  the  
2-­fold  pseudo-­spins.    
     
The  discussion  above  leaves  us  with  compelling  evidence  in  support  of  a  1D-­WC.  We  note  here  
that   in  many  ways  our  experiment   is  very  similar   to  the  GaAs  heterostructures.  We  have  band-­
bending  induced  mobile  electrons  and  holes.  The  difference  lies  in  the  fact  that  we  also  have  an  
underlying  lattice.  However,  the  presence  of  a  lattice  is  not  a  hindrance  to  the  formation  of  a  WC69-­
71.   Recent   experimental   and   theoretical   studies   have   shown   for   example   that   zigzag   edges   in  
graphene  nanoribbons  are  magnetically  ordered69  and  could  host  1D-­WCs13,70.  While  a  lattice  does  
not  prevent  the  formation  of  a  WC71  and  may  even  help  stabilize  the  WC.  In  fact,  the  lattice  may  
play  a  critical  role  in  stabilizing  the  WC  (albeit  'noisily')  even  when  we  are  disturbing  it  by  tunneling  
electrons  into/out.  We  note  that  in  general,  a  WC  is  not  constrained  to  occupy  the  lattice  sites  and  
might   break   the   underlying   symmetry   of   the   lattice.   In   our   case,   the   pattern   we   observe   is  
commensurate  along  the  DW.  However,   it   is  not  commensurate  across  the  DW  and  breaks  the  
(approximate)  reflection  symmetry  in  this  direction.    We  can  see  this  in  Fig  3a  where  the  symmetric  
positions  are  denoted  by  stars,  which  are  not  the  positions  of  the  zigzags  observed  by  us.  
  
We   now   discuss   the   energetic   considerations   to   obtain   a   zigzag   rather   than   a   chain   1D-­WC.  
Theory4,14,27   indicates   that   the   transition   from  chain   to   zigzag  happens  when   the  dimensionless  
electron  density  parameter  𝜈 =	  𝑛+𝑟3	  is  greater  than  a  critical  value  𝜈6 ≈ 0.78	  (Fig.  1g-­h).  A  simple  
method  to  estimate  𝑟3  is  to  model  the  potential  as  a  one-­dimensional  harmonic  trap4.  The  measured  
width  of  the  zigzag  for  smaller  zig  zag  is    𝑤	   = 1.7	  nm	    which  sets  the  length  scale  of  the  oscillator  
and  hence  the  strength  of   the  confinement  potential.  Using  this  approximation,  we  find  that  𝑟3 =eQfghi∗ j0/k = 	  5	  nm  (  Ref.  4).  𝑛+,0  is  approximately  1.9  𝑛𝑚	  which  gives   𝜈~2.6	  ,	    larger  than  the  critical  
value    𝜈6 = 0.78.  This  confirms  that  we  are  well  within  the  zigzag  regime  for  a  1D-­WC.    
  
The  ability  to  study  a  robust  1D-­WC  by  a  powerful  nanoscale  imaging  and  spectroscopy  probe  such  
as   STM   opens   the   door   to   detailed   investigations   of   the   spin   (using   spin-­polarized   STM)  
configurations  of  1D-­WCs  under  different  coupling  conditions,  something  that  has  been  difficult  to  
do  so  far.  The  phase  space  of  predicted  spin  properties  of   the  zigzag  WC  is  extremely  rich  and  
remains  largely  unexplored  by  experiments18,27.  The  next  step  is  to  experimentally  determine  the  
conditions  under  which  a  ferromagnetic  or  an  antiferromagnetic  spin  arrangement  is  realized.  An  
interesting  observation  in  our  data  is  the  presence  of  zigzag  patterns  both  above  and  below  the  EF.  
We  believe  that  both  patterns  are  manifestations  of  a  single  1D-­WC.  While  an  electron  and  hole  
WC  are  both  possible,  the  system  is  likely  to  pick  the  lower  energy  WC  as  the  ground  state  which  
some  studies  suggest  is  the  electron  WC70  although  this  requires  further  theoretical  studies.  In  this  
scenario,  the  zigzag  above  the  EF  represent  excited  states  within  the  energy  landscape  determined  
by  the  electron  WC.  Theoretical  calculations  particular  to  STM  studies  of  WC  are  currently  lacking  
and  will  help  in  pin-­pointing  the  exact  ground  state  of  the  system.  
  
The  discovery  of  1D-­WC  in  a  Mott  insulator  has  multiple  ramifications.  First,  it  provides  a  platform  
where   WCs   can   be   realized   at   much   higher   temperatures.   The   crystallization   temperature   is  
expected  to  be  approximately  1/100  times  the  Coulomb  energy  scale	  (𝐸6)20,72.    Using  a  dielectric  
constant  of  10,  the  long-­range  Coulomb  energy  for  electrons  in  TaS2  separated  by  ~2nm  is~	  72meV;    no0pp = 0.72𝑚𝑒𝑉	  ,  which  is  gives  us  an  effective  crystallization  temperature  of  ~8K.  This  is  ~100  times  
greater  than  the  mK  temperatures  required  for  WCs  in  semiconductors.    Second,  the  420meV  Mott  
gap  is  amenable  to  gating,  which  would  allow  transport  studies  of  1D-­WCs  in  devices  of  TaS2.  This  
also  provides  an  avenue  for  direct  comparisons  between  transport  and  STM  data.  Third,  the  higher  
temperature  realization  and  the  spin-­polarization  studies  would  be  important  in  device  applications  
for  harnessing  the  1D-­WCs  as  a  transmitter  of  spin  information.  In  closing,  it  is  worth  mentioning  
that  the  ratio  between  	  𝑛+,0and	  	  𝑎3∗  is  close  to  the  critical  ratio  of  31  for  a  Wigner  crystal  in  2D.  This  
indicates   that   similar   to   theoretical   calculations   for   twisted   bilayer   graphene  which   suggest   the  
occurrence  of  a  2D-­WC  in  the  flat  band  regime7–9,  gating  a  thin  film  of  TaS2  into  a  regime  of  low  
charge  density  might  provide  an   interesting  platform   to   realize  2D-­WCs   in  a  correlated  electron  
system.  
  
Methods    
Ta  powder  and  S  pieces   (2%  excess)   were  well  mixed   in   an   appropriate  ratio  and   pressed   into  
a  pellet,  and  then  sealed  in  a  silica  tube.  The  silica  tube  was  sintered  at  800oC  for  two  days.    The  
1T-­TaS2  crystals  were  grown  from  these  pre-­sintered  powders  using  a  CVT  method  with  a  thermal  
gradient  of  750oC  -­850oC  and  iodine  as  the  transport  agent.  After  heat-­treating  for  100hrs,  the  silica  
tube  was  quenched  in  water.  High  quality  1T-­TaS2  crystals  were  obtained  in  the  high  temperature  
end  of   the   silica  tube.   All   STM  measurements   were   performed   at   5   K   using   chemically   etched  
tungsten   tips   annealed   in   UHV.   The   crystals   were   cleaved   in   situ   at   room   temperature   and  
immediately   inserted   into   the   STM   head.   Spectroscopic   measurements   were   performed   by   a  
standard   lock-­in   technique   at   a   frequency   of   888.5   Hz   under   a   modulation   of   4   mV.   Noise  
spectroscopy  was  performed  using  a  built-­in  module  in  the  Nanonis  package.  The  RHK  mult-­gain  
pre-­amplifier  was  set  to  a  specific  high  frequency  value  and  the  sampling  rate  was  controlled  using  
the  Nanonis  module.  All  100  Hz  and  1  kHz  measurements  were  performed  with  the  pre-­amp  set  at  
a  fixed  higher  frequency  of  1.5  kHz  using  different  sampling  rates.  The  tip  was  placed  over  each  
cluster  and  the  current  was  recorded  for  a  fixed  amount  of  time.    
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Figure  1  |  Charge  Density  Wave  (CDW),  domain  wall  morphology  in  TaS2  and  phase  
transition  of  a  Wigner  crystal  in  1D.  
  
  
a,  Schematic  of   the  star  of  David  reconstruction   in  monolayer  TaS2  showing  the  positions  of   the  
tantalum  (smaller  purple  dots)  and  sulphur  (blue  dots)  atoms.  b,  Large  area  STM  topography  (50  
nm  x  50  nm)  showing  the  √13  x  √13  reconstructed  surface,  (VS  =  300  mV,  It  =  30  pA)  Scale  bar  5  
nm.  Inset:  (bottom)  a  zoomed  in  view  of  the  reconstructed  lattice  with  the  SD  overlay.  Scale  bar  1  
nm.  (top)  typical  dI/dV  spectrum  far  from  DWs,  the  two  peaks  around  ±0.2  eV  are  associated  with  
the  upper  and  lower  Hubbard  bands  respectively.  c,  STM  topography  (18  nm  x  18  nm)  of  an  area  
with  the  domain  wall  studied  in  this  work.    The  SD  clusters  on  the  two  sides  of  the  DW  are  marked  
in  yellow  and  red.  Scale  bar  5  nm  (Vbias  =  400  mV,  It  =  40  pA).  d,  Schematic  of  the  domain  wall  in  
c.  e-­f,  Schematic  of  the  two  other  commonly  observed  domain  walls  with  the  SD  clusters  in  ‘corner-­
sharing’  and   ‘edge-­sharing’   configuration   respectively.  g-­h  Structural   transition  of  a  1D  chain  of  
trapped  electrons  in  a  harmonic  potential  into  a  zigzag,  known  for  1D  Wigner  crystals.  The  transition  
is  controlled  by  a  dimensionless  electron  density  parameter  𝜈.  
Figure  2  |  Band-­bending  across  the  domain  wall  
  
  
  
a,  dI/dV  spectra  obtained  at  equally  spaced  positions  along  a  line  perpendicular  to  the  domain  wall  
shown  in  b.  Each  spectrum  shown  here  is  an  average  of  20  spectra  obtained  at  the  same  lateral  
distance  from  the  DW  (See  Supplementary  Figure  3).  Both  the  UHB  and  the  LHB  move  to  higher  
energies  as  the  DW  is  approached  from  either  side,  representing  band  bending  due  to  the   local  
potential  created  by  the  DW.  The  colored  spectra  represent  spectra  at  positions  indicated  in  b.    b,  
Topography   showing   the   domain   wall   (black   dashed   line)   across   which   the   spectra   in  a  were  
obtained.  Scale  bar  is  1  nm.  The  yellow  dashed  lines  indicate  the  locations  where  the  top  of  the  
LHB  starts  crossing  EF.  c,  Intensity  plot  of  the  spectra  in  a  that  shows  the  band  bending  effect  of  
the  domain  wall.  The  bright  intensity  at  positive  bias  near  the  DW  (marked  by  a  black  dash)  comes  
from  the  bound  state  at  110  meV.        
  
Figure  3  |  Conductance  maps  around  the  domain  wall  showing  the  energy  evolution  of  the  
1D  Wigner  Crystal.    
  
  
  
a,  Topography  obtained  simultaneously  with  the  DOS  maps  shown  in  b-­d.  All  scale  bars  are  1nm.  
The  black  dashed  line  depicts  the  position  of  the  DW  characterized  by  a  trapped  bound  state  (See  
Supplementary  Figure  8).  The  yellow  and  purple  stars  indicate  the  clusters  across  the  DW  related  
by   approximate   reflection   symmetry.   The   red   and   green   colored   dots   label   the   location   of   the  
zigzags  which  clearly  breaks  the  symmetry  of  the  lattice.  The  same  locations  are  also  marked  in  b  
and  c.  b,  DOS  map  at  20  mV  showing  a  zigzag  charge  arrangement.  White  dashed  lines  are  a  
guide  to  the  eye.  c,  DOS  map  at  -­50  mV.  White  dashed  lines  are  a  guide  to  the  eye.  d,  DOS  map  
at  -­160  mV.  The  dark  area  is  due  to  band  bending;;  the  movement  of  the  bands  towards  EF  causes  
a  suppression  of   the  DOS  at  this  energy.  The  approximate  spatial  extent  of   the  potential  well   is  
indicated  by  the  yellow  dashed  lines.  e,  Simulated  dI/dV  spectra  that  replicates  band-­bending  of  
125  meV  which  is  the  calculated  depth  of   the  well  (see  Supplementary  Figure  4,5).  f,  Simulated  
DOS  map  across  a  DW  (black  dashed  line)  assuming  a  simple  band  bending  scenario  and  including  
the  underlying  CDW  lattice.  The  simulated  map  at  20  mV  shows  a  simple  contrast  gradient  due  to  
the  band-­bending,  very  different  from  the  charge  arrangement  in  b  and  c.      
  
Figure  4  |  Noise  spectroscopy:  Telegraph  noise  due  to  the  Wigner  crystal  and  absence  of  
systematic  noise  in  defect  bound  states.  
  
  
  
  
a,  Schematic  of  noise  spectroscopy  performed  on  the  Wigner  crystal.  All  noise  plots  were  obtained  
with  tunnel  current  It  =  334  pA.    The  STM  tip  is  positioned  on  top  of  each  cluster,  and  the  tunneling  
current  is  recorded  with  time.  b,  Topography  of  the  DW  superposed  with  a  schematic  of  the  zigzags  
formed  due  to  Wigner  crystallization.  Scale  bar  is  1  nm.  The  orange  clusters  and  the  solid  black  line  
indicate  the  location  of  the  DW.  The  green  and  red  clusters  are  the  locations  of  the  zig  zag  patterns  
above   and   below  EF.   The   cyan,   orange,   and   dark   blue   clusters   do   not   take   part   of   in  Wigner  
crystallization.  c,d,     Time   traces  of   the   tunnel  current     obtained  on  each  cluster  along   the  white  
dashed  lines   in  b  at  100  Hz   for  20  seconds  and  10  seconds  respectively.  The  time  traces  have  
been  color-­referenced  to  the  clusters  they  were  obtained  on  and  have  been  vertically  shifted  for  
clarity.  Each  major  tick  is  an  increment  of  50  pA.  The  clusters  in  the  bulk  (have  no  specific  noise  
pattern,  but  the  clusters  that  host  the  Wigner  crystal  show  telegraph  noise.  e,  Telegraph  noise  in  
the  tunneling  current  on  a  cluster  of  the  Wigner  crystal  (red)  taken  with  feedback  on  at  1  kHz  for  1  
second.  The  blue  curve  shows  the  tunneling  current  on  a  cluster  in  the  bulk  taken  with  feedback  on  
at  1  kHz  for  1  second.  The  black  curves  are  representative  of  the  blue  and  red  curves  in  absence  
of   the  feedback  (See  Supplementary  Figure  13).  Each  major  tick   is  an  increment  of  100  pA.  f,g  
Time  traces  of  the  tunneling  current  across  two  common  types  of  defects  found  in  this  compound.  
The  time  sweeps  were  obtained  at  100  Hz  for  20  seconds.  Each  major  tick  is  an  increment  of  50  
pA.    
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Supplementary  Table  1  
List  of  Samples  and  tips    
Data  in  this  paper  was  obtained  on  four  different  samples  (five  different  domains  walls)  with  four  
different  tips  as  described  below.      
  
Main:  
Figure  1:  b)  Sample  1,  tip  1.  b)  (inset)  and  c)  Sample  2,  tip  2  
Figure  2  and  3:  Sample  1,  tip1  
Figure  4:  Sample  3  (Area  1),  tip3  
  
Supplement:  
Figure  1:  Sample  2,  tip  2  
Figure  2,4:  Sample  1,  tip  1  
Figure  8  a,b  Sample  3,  tip3;  Figure  8  c,d;  Sample  1,  tip  1  
Figure  9:    Sample  3,  tip3  
Figure  10:  Sample  3  (Area  2),  tip  3*  (pulsed)  
Figure  11:  Sample  4,  tip  4  
Figure  12:  Sample  4,  tip  4  
Figure  14,16:  Sample  1,  tip  1  
Figure  17:  Sample  2,  tip  2*  (pulsed)  
  
*pulsed  tips  are  in  principle  different  from  the  original  tip.  If  we  assume  this  then  six  different  
tips  were  used  in  the  study.  Zigzag  Wigner  crystallization  and  noise  spectroscopy  were  both  
confirmed  on  three  different  samples  with  three  different  tips.    
  
  
  
     
Supplementary  Figure  1  
The  domain  walls  under  study  are  accompanied  by  a  phase  shift  in  the  CDW  lattice.  This  is  clear  
from   the  Fourier   transform  (Fig.S1b)  of   the   large  area   topography  with  atomic   resolution   (Fig.  
S1a).  Fig.S1b  shows  the  Bragg  peaks  of  the  lattice  (blue  square)  and  the  split  CDW  peaks  in  a  
specific  direction  (white  square).  This  split  corresponds  to  the  phase  shift  of  the  CDW  lattice.  Line-­
cuts  on   the   topography   (Fig.  S1d-­e)  of   the  domain  wall  show  no  visible  distortion   in  the  CDW  
lattice.  Each  peak  in  Fig.S1e  represents  a  CDW  cluster.  Since  the  charge  arrangement  we  see  in  
the  DOS  maps  is  large  scale,  any  sub-­cluster  distortion  is  irrelevant  to  the  present  study.  
  
Supplementary  Figure  1   |  Domain  wall  structure.  a,  Topography  of   the  domain  wall   under  
study,  Scale  bar  2  nm.  Inset:  a  zoomed  in  view  of  the  domain  wall  showing  the  S  atoms  with  the  
SD  overlay  showing  the  extent  of  overlap,  Scale  bar  1  nm.  b,  Fourier  Transform  of   the  same  
domain  wall.  The  blue  square  shows  the  Bragg  peaks  corresponding  to  the  TaS2  lattice.  The  red  
square   corresponds   to   the   √13   x   √13   reconstructed   CDW   lattice.   A   zoomed   in   view   of   the  
reconstructed  lattice  shows  two  peaks  which  reflects  the  phase  shift  of  the  CDW  lattice  across  
the  domain  wall.  c,  Area  with  a  common   type  of  domain  wall  seen   in  previous  work.  d  and  e,  
Cross-­sections  of  the  topography  in  a  at  various  distances  from  the  DW.  The  dashed  lines  have  
been  color-­referenced   to   the  profiles  plotted   in  e,  Scale  bar  1  nm.  e,  Cross-­section  profiles  of  
topography  showing  the  lack  of  distortion  or  strain  at  the  positions  of  the  1D-­WC  (red,  black,  blue  
and  green  lines).  The  linecuts  have  been  shifted  along  the  x-­direction  to  align  the  position  of  the  
crests  for  comparison  and  shifted  vertically  for  clarity.    
Supplementary  Figure  2  
  
Supplementary  Figure  2  |  Absence  of  c-­axis  coupling.  a,  Large  area  topography  of  the  area  
with  the  DW  that  shows  Wigner  crystallization  in  its  vicinity.  Red  dashed  line  goes  across  a  step  
of  1-­unit  cell.  Scale  bar  10  nm.  b,  Cross-­section  across  the  step-­edge  marked  by  the  red  dashed  
line.  c,f,h,  Fourier  transforms  of  a,e  and  g  repectively.  Scale  bars  for  e  and  g  5  nm.  d,  Intensity  
plot  of  the  line-­cuts  across  the  three  different  peaks  of  the  CDW  lattice  in  the  Fourier  transform.  i,  
dI/dV  spectra  on  various  locations  on  the  area  in  a,  labeled  as  I,  II  and  III.  j,k,  2D  Fourier  filtered  
image  (cropped)  of  the  topography  in  a.  White  dashed  line  is  a  guide  to  the  eye.  The  peaks  used  
for  Fourier  filtering  are  shown  using  arrows  in  h.  
  
Previous1  work  on  1T-­TaS2  has  shown  that  the  relative  stacking  order  of  the  CDW  between  layers  
gives  rise  to  interesting  mosaic  phase,  whose  properties  are  different  from  the  original  Mott  phase.  
To  show  the  absence  of  any  stacking  related  effects  on  the  CDW  in  our  data,  we  present  two-­fold  
evidence.   I)  Absence  of  stacking   related  mismatch  on  one  side  of   the  domain  wall,   II)  Similar  
dI/dV  spectra  showing  a  clear  Mott  gap  in  the  area  near  the  DW  as  well  as  the  layer  underneath.    
Figure  S2a  shows  the  area  around   the  DW  shown   in  Figures  2  and  3  of   the  paper.  The  area  
around  the  DW  is  mostly  defect  free  and  the  DW  extends  for  at  least  70  nm  in  the  field  of  view.  
Figure  S2b,  is  the  cross-­section  taken  along  the  red-­dashed  line.  The  height  of  the  step  is  exactly  
1  UC.      The  Fourier  transform  of  the  area  in  S2a  is  shown  in  S2c,  which  shows  split  peaks  for  the  
peaks  marked  by  red  and  green  squares,  but  an  absence  splitting  for  the  peak  in  the  blue  square.  
Then,  we  take  Fourier  transform  of  specific  regions  (S2e  and  S2g)  and  notice  that  the  same  peaks  
split.  This  proves  that  the  mismatch  along  the  DW  and  the  step  edge  are  along  the  same  CDW  
directions.  
This  divides  our  entire  region  into  3  distinct  regions  as  labelled  in  S2a.  We  perform  an  inverse  
Fourier  transform  of  the  split  peaks  shown  in  red.  We  notice  that  the  two  features  (DW  and  the  
step  edge)  show  up  in  Figure  S2j,  as  expected.  It  is  observed  that  there  is  no  phase  shift  between  
region  I  and  region  III  (white  dashed  line  in  Figure  S2j).  Region  II  has  a  phase  shift  with  respect  
to  both  region  I  and  II.  This  implies  the  layer  underneath  is  the  same  as  region  I.  For  comparison,  
we  also  do  a  2D  Fourier  filtering  of  the  unsplit  blue  peaks  and  we  observe  a  clean  lattice  in  this  
direction.    
If  we  look  at  the  overall  dI/dV  spectra  of  Region  I,  II  and  III  (Figure  S2i),  we  find  that  all  the  three  
regions  behave  like  a  Mott-­Insulator  with  clear  upper  and  lower  Hubbard  bands.  Moreover,  by  
tracking  the  CDW  along  the  white  line  in  Figure  S2j  we  can  clearly  see  that  one  side  of  the  DW  is  
commensurate  with  the  layer  beneath.  Since  we  see  the  charge  patterns  on  both  sides  of  the  DW,  
we   can   eliminate   incommensuration   and   interlayer   coupling   as   a   possible   source   of   these  
patterns.  These  combined  data  show  that  the  zigzag  patterns  of  charge  do  not  arise  from  stacking  
related  effects.    
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
Supplementary  Figure  3  
Fig.  2  (main  text)  shows  a   linecut  of  averaged  spectra  as  the  domain  wall   is  approached  from  
either  side.  As  the  domain  wall  is  a  one-­dimensional  feature,  the  amount  of  band  bending  is  tied  
to  distance  away  from  the  domain  wall.  Therefore,  spectral  averaging  was  done  as  a  function  of  
perpendicular  distance  from  the  domain  wall.  
  
Supplementary  Figure  3  |  Averaging  spectra  by  distance  from  domain  wall.  a,  Conductance  
map  at  +110  meV  of  area  showing  the  DW  bound  state.  Location  of  domain  wall  is  determined  by  
inspection  of  the  bound  state  (bright  region)  and  is  represented  by  a  black  dashed  line.  b,  STM  
topography  of   the  region  in  a  with  the  determined  domain  wall  represented  as  a  black  dashed  
line.  The  yellow  dashed  line  represents  the  region  10  pixels  or  1.28  nm  away  from  the  domain  
wall  to  the  left.  c,  Schematic  showing  the  area  with  the  same  size  as  a  and  b  with  the  position  of  
the  domain  wall  marked  in  white  dashed  line.  The  bright  yellow  pixels  are  those  with  a  distance  
to   the  domain  wall  closest  to  10  pixels   (1.28nm).   Inset  shows   the  spectra  averaged  along   the  
yellow  line.  The  black  bar  in  a  and  b  indicates  a  distance  of  2nm.  
  
In  our  dI/dV  map,  we  acquired  spectra  in  a  62  pixel  x  70  pixel  grid  over  a  physical  distance  of  7.9  
nm  x  9  nm.  This  gives  a  pixel  size  of  1.28  Å  x  1.28  Å  and  represents  the  smallest  possible  distance  
for  averaging.  First,  by  inspection  we  determine  a  line  representing  the  domain  location  by  using  
the  bound  state  at  +110  meV  (FigS3a).  The  location  of  this  line  on  the  topography  can  be  seen  in  
Fig.S3b.      
Once  the  domain  wall  line  is  determined,  each  pixel  in  the  map  is  characterized  by  their  distance  
to  the  domain  wall.  Explicitly,  this  is  the  shortest  possible  distance  of  a  pixel  to  the  domain  wall  
line.  The  pixels’  distance  to  the  domain  wall  are  then  binned  into  the  closest   integer  pixel  and  
spectra  are  averaged  within   the  bin.  The   left  and   right  sides  of   the  domain  wall  are  averaged  
separately  since  the  spectra  and  field  of  view  has  the  DW  at  an  angle.        
For  example,  the  yellow  dashed  line  in  Fig.S3b  is  at  a  distance  of  1.28  nm  (10  pixels)  to  the  left  
of  the  domain  wall.  Pixels  on  the  image  used  to  average  spectra  10  pixels  to  the  left  of  the  domain  
wall  are  shown  in  yellow  in  Fig.S3c.  The  averaged  spectra  of  pixels  in  yellow  are  shown  in  the  
inset  of  Fig.S3c.  The  spectra  plot  in  Fig  2  (main  text)  are  calculated  in  this  method.  
Supplementary  Figure  4  
  
Supplementary  Figure  4  |  Profile  of  the  1D  potential  in  the  vicinity  of  the  domain  wall.    
a,  Spatially  averaged  line-­cut  obtained  using  the  method  described  in  Supplementary  Figure  3.  
Spectra  were  normalized  at  -­400  mV.  The  blue  dots  show  the  position  of  the  LHB  as  it  nears  the  
domain  wall  from  either  side.  The  distance  from  the  domain  wall  is  labelled  on  the  y-­axis  on  the  
right.  b,  Position  of  the  LHB  peak  as  a  function  of  the  distance  from  the  domain  wall.  The  points  
are  fit  to  a  simple  parabola.  This  gives  a  depth  of  ~125  meV  of  the  potential  well. 
  
The  peak  of  the  LHB  is  tracked  from  its  ‘bulk’  (away  from  the  domain  wall)  value  till  around  1  nm  
away  from  the  domain  wall  on  either  side.  The  linecut  in  Fig  S4a  have  been  plotted  from  left  (+25  
Å)  to  right  (-­25  Å)  going  across  the  domain  wall.  The  parabola  fitted  in  Fig  S4b  is  of  the  form  𝐴𝑥# +𝐵𝑥 + 𝐶 = 𝐸,   (where   𝑥   is   in   Å   and   the   energies   are   in   eV)   gives   us   a   potential   depth   of  
approximately  125meV.  
  
     
Supplementary  Figure  5  
  
To  isolate  the  effects  of  band-­bending  from  Wigner  crystallization,  we  performed  a  simulation  
that  creates  band-­bending  of  the  same  magnitude  as  described  by  the  potential  we  obtained  
from  Supplementary  Figure  4  (See  video  of  the  simulation  in  Supplementary  Movie  2).  
  
  
  
  
Supplementary  Figure  5  |  Simulating  a  DOS  map  with  band-­bending  effects  induced  by  a  
parabolic   potential.   a-­j,   DOS   maps   at   different   energies   across   the   UHB   and   LHB   on   an  
artificially  simulated  lattice.  The  dashed  white  line  shows  the  position  of  the  bottom  of  the  potential  
well  in  real  space.  k,  dI/dV  spectra  obtained  at  equally  spaced  positions  following  the  parabolic  
potential  obtained  in  S4.  The  black  line  denotes  the  position  of  EF.    
  
We  take  a  spatially  averaged  dI/dV  spectra  away  from  the  domain  wall  and  tessellate  it  across  
the  parabolic  potential  well  with  a  depth  of  125  meV.  We  assumed  rigid  band  shift   i.e.  DOS  at  
each  energy  follows  the  parabolic  potential.  The  bottom  of  the  parabolic  potential  in  real  space  is  
also   the   position   of   the   domain   wall.   Fig   S5k   shows   the   dI/dV   spectra   obtained   from   the  
tessellation.  The  spectra  are  equidistant   in   real  space  and  obtained  along   the  direction  of   the  
arrows  as  indicated.  The  UHB  and  LHB  clearly  show  the  underlying  parabolic  potential  they  follow.  
We  can  observe  the  effect  of  this  band-­bending  on  a   lattice  with  a  domain  wall.  To  do  so,  we  
create  an  arbitrary  lattice  which  has  the  same  one-­dimensional  potential  along  the  white  dashed  
line,  which  represents  the  domain  wall.  Then  we  look  at  the  DOS  in  real  space  at  various  energies  
(Fig   S5a-­j).   We   have   two   major   observations.   First,   we   find   stretches   of   regions   light   up  
symmetrically  as  we   increase  energy,   that   follow   the  symmetry  of   the  potential   (parallel   to  the  
domain  wall  along  the  same  direction).  This  is  similar  to  what  we  observe  away  from  the  domain  
wall  at  energies  close  to  that  of  the  UHB  and  LHB.  But  close  to  the  domain  wall,  the  behavior  is  
completely  different.  Second,  there  is  no  selectivity  in  the  clusters  (on  the  domain  wall)  that  light  
up  as  the  LHB  crosses  EF  (from  -­20  meV  to  0  meV).  This  is  in  strong  contrast  to  what  we  observe  
experimentally  (e.g.  Fig  S14  -­0.05V  to  0.05V).  This  shows  that  simple  band-­bending  is  not  the  
explanation  to  our  experimental  data.  
     
Supplementary  Figure  6  
  
Supplementary  Figure  6  |  Stationary  states  of  a  harmonic  potential  well.  a,  The  parabolic  
potential   (black)  well  obtained   from   the  band-­bending  along  with   the  probability  density  of   the  
wavefunction   of   first   three   stationary   states   (n   =   0,1   and   2).  b-­d,   The   probability   density   as  
intensity  plots  in  real  space  for  n=0,  n=1  and  n=2  respectively.  
  
For  parabolic  potential  obtained  from  fitting  the  data  as  shown  in  Supplementary  Figure  4,  we  plot  
the   first   few   harmonic   oscillator   wavefunction   states.   Clearly,   this   is   not   what   we   observe  
experimentally.  For  example,  we  may  be  tempted  to  identify  the  zig-­zag  feature  at  +20meV  with  
the  n=1  state.  However,  the  experimentally  observed  features  are  separated  by  ~  2  nm  while  the  
n=1  state  should  be  spaced  ~4  nm  apart.  Moreover,  we  do  not  observe  either  the  n=0  (which  
should  be  at  lower  energies)  or  n=3  state.  
 
 
  
  
  
  
  
  
  
Supplementary  Figure  7  
Contrast   reversal  or   a  phase  shift  of   the  CDW  pattern  across   the  CDW  gap   is   considered  as  
smoking  gun  evidence  for  the  presence  of  CDWs.  On  mirror-­twin  boundaries  in  MoSe2,  the  CDW  
shows   a   phase   shift   of   the   occupied   and   unoccupied   states   as   we   go   across   the   CDW  gap  
(Fig.S7a-­b).  To  prove  that  we  do  not  observe  a  1D  CDW,  we  inspect  DOS  maps  on  our  DWs  at  
a  few  energies  across  the  EF  (Fig.S7c-­e).  Instead  of  observing  a  1D  CDW  with  phase-­shift,  we  
observe  a  zigzags  of  different  widths.  There  is  no  phase-­shift  observed  at  any  energy.  Moreover,  
we   do   not   observe   any   consistent   CDW   gaps   associated   with   these   charge   arrangements  
(Fig.S7f-­g).  
  
Supplementary  Figure  7  |  Evidence  against  a  1D  CDW  along  the  DW.  a-­b,  DOS  maps  showing  
the  1D  CDW  patterns   for   the  occupied   (a)  and  unoccupied  states   (b)   taken  on  the  mirror-­twin  
boundary  in  MoSe22.  The  white  dashed  line  indicates  the  boundary.  The  orange  and  purple  lines  
indicate  the  centers  of  the  1D  pattern.  c-­e,  DOS  maps  of  the  1D-­WC  at  different  energies.  The  
white  dashed  line  is  the  center  of  the  zigzag  at  20  mV.  The  orange  and  red  lines  mark  the  centers  
of   the   charge   patterns  as   shown.   The   arrows   in  c,  d   and  e   are  of   the   same   length.   f,  dI/dV  
spectrum  on  the  1D  CDW  in  MoSe2  which  shows  the  distinct  CDW  gap.  g,  Average  dI/dV  spectra  
obtained  on  the  star  clusters  shown  in  c-­e.  The  spectra  were  obtained  at  the  specific  positions  
indicated  by  stars   in  c-­e.  Grey  dashed   lines   in   f  and  g   indicate   the  energy  at  which   the  maps  
shown  in  a-­e  are  obtained.  
  
  
Supplementary  Figure  8  
dI/dV   spectroscopy   showing   the   defect   bound   states   in   this   material   and   the   bound   states  
associated  with  the  domain  wall.  It  is  worth  mentioning  that  none  of  these  states  are  associated  
with  the  signature  two-­level  noise  observed  on  the  Wigner  crystal.  
  
Supplementary   Figure   8   |   Impurity   bound   states   and   domain   wall   bound   states.   a-­b,  
Common  defect  bound  states  found  in  this  material  and  the  associated  dI/dV  spectra  (locations  
are   shown   by   orange   arrows).   The   bound   states   have   an   energy   of   +55   mV   and   +75   mV  
respectively.  c,  Topography  of  the  DW  with  the  trapped  bound  state  shown  by  DOS  map  at  +100  
mV.  d,  dI/dV  spectrum  obtained  on  the  DW  bound  state  as  shown  by  the  orange  dot  in  c.  
  
  
  
  
  
  
  
Supplementary  Figure  9  
Current   dependence  of   telegraph   noise   on   the   zig   zag   charge   pattern   shows  a   characteristic  
increase   in   switching   rates   with   increasing   current.   Since   the   current   increase   occurs   by  
decreasing   tip   sample   distance,   increasing   current   is   the   same  as   increasing   the   tip   induced  
electric  field.    
  
  
Supplementary  Figure  9  |  Field-­induced  switching  of  the  Wigner  crystal.  a,  Topography  of  
the  area  with  a  schematic  of  the  zigzag  (green  and  red),  with  the  bulk  clusters  (cyan).  b-­c,  Time  
sweeps  of  the  bulk  clusters  b,  and  the  Wigner  crystal  clusters  c,  with  increasing  electric  field  i.e.  
increasing   tunneling  current.  The  mean  current  values  have  been   labelled.  c,  The   increase   in  
telegraph  noise  associated  with  an  increasing  switching  rate  as  current  is  increased.    
  
Supplementary  Figure  10  
  
Supplementary  Figure  10  |  Noise  spectroscopy  with  a  different  tip  and  different  area  on  the  
sample  showing  telegraph  noise  due  to  Wigner  crystallization.  a,  Large  topography  of   the  
area  with  a  DW  showing  Wigner  crystallization  in  its  vicinity.  Scale  bar  is  2  nm.  b-­d,  Topography  
taken  simultaneously  with  the  DOS  maps  at  +40  mV  (c)  and  -­50  mV  (d).  The  streaky  topography  
in  a  and  b  is  a  signature  of  the  fragility  of  the  WC.  The  red  and  green  circles  indicate  the  position  
of  the  zigzags  in  the  topography  and  the  DOS  maps  where  crystallization  occurs.  White  dashed  
lines  are  a  guide  to  the  eye.  e,  Noise  spectroscopy  across  the  DW  in  a,  showing  telegraph  noise  
on  the  zigzags  (red  and  green)  and  the  absence  of  telegraph  noise  on  the  bulk  clusters  (cyan).  
The  cluster  on  the  DW  (dark  blue)  also  shows  low  levels  of  noise  indicating  that  the  DW  itself  is  
not  fluctuating.  The  spectra  have  been  color-­referenced  to  the  locations  they  were  obtained  on  in  
a.   f,   Noise   spectroscopy   obtained   on   various   locations   in   the   bulk   as   labelled   (1-­4)   in   the  
topography.  g,  Noise  spectroscopy  obtained  on  various  defects  on  the  topography  labelled  (i-­v).  
The  noise  lacks  any  telegraph/systematic  pattern.  All  the  noise  spectra  were  obtained  at  a  fixed  
tunneling  current  of  300pA.  They  were  obtained  at  a  frequency  of  1  kHz.    
  
  
Supplementary  Figure  11  
  
Supplementary  Figure  11   |  Noise  spectroscopy  with  a  different   tip  and  different  sample  
showing  telegraph  noise  due  to  Wigner  crystallization.  a,  Topography  of  the  area  with  a  DW  
showing  Wigner  crystallization  in  its  vicinity.  Scale  bar  is  1  nm.  The  streaky  topography  indicates  
the  fragility  of  the  crystallization.  b,  Noise  spectroscopy  across  the  DW  in  a,  showing  telegraph  
noise  on  the  zigzags  (red  and  green)  and  the  absence  of   telegraph  noise  on  the  bulk  clusters  
(cyan).  All   the  noise   spectra  were  obtained  at   a   fixed   tunneling   current  of   300pA.  They  were  
obtained  at  a  frequency  of  1kHz.       
Supplementary  Figure  12  
A  DW  with  mild  band-­bending  effect  (Fig.S12b)  such  that  the  top  of  the  LHB  does  not  subtantially  
cross   the   the  EF.The  DW  has   a  bound   state  at  ~+100mV   that   shows  up   in   the   positive  bias  
topography  as  bright  clusters  (Fig.S12a).  However  due  to  the  weak  confinement  potential,  there  
is  no  Wigner  crystallization.    
We  measured  the  noise  in  tunneling  current  across  the  domain  wall.  We  do  not  see  any  telegraph  
noise  as  expected  anywhere  in  the  vicinity  of  this  DW.  
  
Supplementary   Figure   12   |   Noiseless   domain   wall   without   Wigner   crystallization.   a,  
Topography  (Vb  =  +400mV)  of  the  area  with  a  DW  that  does  not  show  Wigner  crystallization  in  its  
vicinity.  The  orange  arrow  shows  the  position  of  the  linecut  taken  across  the  DW.  Scale  bar  is  2  
nm.  b,  Line  cut  of  the  dI/dV  spectra  across  the  domain  wall  represented  by  the  orange  arrow.  c,  
Noise   spectroscopy   across   the   DW.   The   time   sweeps   have   been   obtained   on   the   locations  
marked  by  circles   in  a  and  have  been  color-­referenced.  The  domain  wall  shows  no   telegraph  
noise.  
     
Supplementary  Figure  13  
The  feedback  loop  in  the  STM  circuit  ensures  that  the  tunneling  current  stays  at  the  setpoint  while  
obtaining  data  in  the  constant  current  mode.  Hence,  the  telegraph  noise  manifests  as  a  pair  of  
spikes:  an  upward  spike  followed  by  downward  spike  in  the  tunneling  current  which  are  consistent  
with  switching  back  and  forth  between  two  levels  in  a  bi-­stable  system  (shown  in  b).  In  absence  
of  feedback,  this  looks  like  a  rectangular  hat  function  (shown  in  c).  
  
Supplementary  Figure  13  |  Effect  of  the  feedback  loop  on  the  telegraph  noise.  a,  Schematic  
showing   the   feedback   loop  used   in   the   circuitry  of   the  STM   that  maintains   the   current   at   the  
setpoint  value.  b,c,  Example  data  showing  the  behavior  of  the  current  in  presence/absence  of  the  
feedback  loop  respectively.  Both  the  noise  spectroscopies  show  different  manifestations  of  the  
telegraph  noise.    
     
Supplementary  Figure  14  
  
  
Supplementary  Figure  14   |  DOS  maps  at  various  energies  on   the  domain  wall.  a-­j,  DOS  
maps  at  different  energies  across  the  UHB  and  LHB  on  the  domain  wall.  The  images  are  70  Å  x  
70  Å  in  size.  The  X  and  Y-­axes  represent  the  pixel  coordinate.  The  color  bars  are  in  the  units  of  
Siemens.  These  have  also  been  converted  into  a  video  as  the  Supplementary  Movie  1).  
Supplementary  Figure  15  
  
Supplementary  Figure  15  |  Mass  estimate  from  ARPES  data3.  a.  ARPES  intensity  map  of  the  
lower  Hubbard  band.  The  bright   intensity  between   -­0.2   to   -­0.3eV   is   the   flat  LHB.   b.  Cropped  
version  of  the  intensity  map  used  to  calculate  the  effective  mass.  c.  Binary  image  of  the  map  in  
b.  d,  The  top  of   the  LHB   from  c   fitted  with  a  best   fit  polynomial   (orange  curve)   that  gives   the  
dispersion  relation.  e.  First  derivative  of  the  dispersion  plotted  as  a  function  of  the  wave  vector.  f.  
Second  derivative  of  the  dispersion  relation  as  a  function  of  the  wave  vector.  
After  cropping  the  desired  area  from  the  intensity  plot  b,  we  convert   into  a  binary   image  using  
basic   thresholding.  We   identify   the  edge  of   the  LHB   from   the  binary   image  matrix  and   fit   to  a  
polynomial.  After  we  obtain  the  best  fit  polynomial,  we  find  its  second  derivative  that  is  related  to  
the  effective  mass  of  electron  in  the  band.    *+∗ = *ℏ. /.0/1.    
After  plugging  in  the  numerical  values,  we  get  𝑚∗~	  4𝑚6.  This  gives  us  an  upper  bound  on  the  
mass  of  the  electron  to  be  used  (which  is  used  in  all  the  calculations).  The  lower  bound  on  the  
mass  would  be  𝑚6,  which  does  not  result  in  significant  changes  to  the  conclusion.    
     
Supplementary  Figure  16  
A   classical  Wigner   crystal   is   a   periodic   arrangement   of   charge   which   is   frozen   due   to   large  
Coulomb  repulsion.  The  integrated  DOS  (obtained  by  integrating  the  dI/dV  signal  with  respect  to  
energy)  should  show  this  periodic  arrangement.  In  our  experiment  we  see  the  pattern  in  b  from      
-­70  mV  to  EF  on  the  particle  side.  On  the  hole  side,  we  see  the  pattern  in  a  from  EF  to  70  mV.    An  
intuitive  way  to  understand  this  would  be  that  the  occupied  states  form  a  WC  while  the  unoccupied  
states  represent  the  excited  states  of  electrons  within  the  Wigner  landscape.  
  
Supplementary  Figure  16  |  Integrated  DOS  showing  the  hole  and  electron  manifestations  
of  the  Wigner  Crystal.  a,  Integrated  dI/dV  signal  above  EF  from  0  to  +70  mV  b,  Integrated  dI/dV  
signal  below  EF  from  -­70  mV  to  0.  Scale  bars  are  1  nm.  The  integrated  signal  is  in  the  units  of  
nS.V  
     
Supplementary  Figure  17  
  
Supplementary   Figure   17   |   Verification   of   the   1D   Wigner   crystallization   on   a   different  
sample  with  a  different  tip.  a,  Bound  state  at  domain  wall.  Scale  bar  is  1  nm.  All  maps  follow  
the  same  scale  bar.  b,  1D  zig-­zag  WC.  b-­d,  Transition  into  a  wider  zig-­zag  as  the  electron  density  
parameter  𝜈  increases  with  the  increase  in  charge  density  (and  the  electrons  minimize  their  total  
energy  by  arranging  themselves  into  a  zig-­zag  that  is  wider  than  that  observed  in  b.  
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