Abstract. Many bioinformatics studies require the analysis of RNA or DNA structures. More specifically, extensive work is done to elaborate efficient algorithms able to predict the 2-D folding structures of RNA or DNA sequences. However, the high computational complexity of the algorithms, combined with the rapid increase of genomic data, triggers the need of faster methods. Current approaches focus on parallelizing these algorithms on multiprocessor systems or on clusters, yielding to good performance but at a relatively high cost. Here, we explore the use of computer graphics hardware to speed up these algorithms which, theoretically, provide both high performance and low cost. We use the CUDA programming language to harness the power of NVIDIA graphic cards for general computation with a C-like environment. Performances on recent graphic cards achieve a ×17 speed-up.
Introduction
The computation of secondary structural folding of RNA or single-stranded DNA is a key element in many bioinformatics studies and, as such, has been extensively studied for many years. The firsts to propose an algorithm to predict the folding structure of RNA or DNA sequences were Waterman, Smith and Nussinov et al. [1, 2] . This algorithm was based on dynamic programming with a complexity of O(n 3 ), yet their approach had several issues. Following this pioneer work, several improvements have been done leading to different kinds of dynamic programming algorithms. We can cite: (1) the computation of the most stable structure through energy minimization running in O(n 3 ), introduced by Zuker and Stiegler [3] which outputs a single optimal structure and its corresponding energy ; (2) the computation of a partition function over all possible structures for deriving additional properties of the thermodynamic ensemble such as the base pairing probabilities of any base pair, introduced by McCaskill [4] ; (3) the computation of suboptimal structures [5] which generates all structures within a given energy range of the optimal one. Implementations of those algorithms are found in two major packages, ViennaRNA and Unafold [6, 7] .
Despite many huge efforts to reduce the algorithmic computational complexity, execution times are steadily increasing due to the fast growing of genomic databases and, for the last years, the relative stagnation of the microprocessor frequencies. One solution is to use multi-core systems or clusters, which can yield good performance but at a high cost. Another approach is the use of computer graphics hardware, which possibly exhibits a higher performance/cost ratio than clusters.
Indeed, the raw power of graphics processing unit (GPU) has a faster increase rate than traditional microprocessors. Moreover, recent improvements in the programmability of GPUs have opened the way to new applications from which GPUs were not initially designed for. General purpose computation on GPU (GPGPU) is now a field of research investigated in many domains requiring high performances. Among many others, successful applications include bioinformatics with the Smith-Waterman sequence alignment [8, 9] .
In this paper, we investigate how GPUs can be used to accelerate the computation of the minimum free energy of RNA or DNA sequence folding. We use the implementation of the Unafold package given in the function hybrid-ss-min [7] . This function is intensively used in different programs of the Unafold package and represents the most time consuming part. We show that adding a graphical board can speed-up the whole program by a factor ×17 compared to a sequential execution on a one-core microprocessor.
Although the RNA folding algorithm studied uses dynamic programming just like the Smith Waterman algorithm, they should not be confused. Both algorithms are very different, thus previous GPU implementations of the Smith Waterman algorithm [8, 9] did not prefigure the feasibility of an efficient GPU implementation here. On the contrary, its complexity in terms of memory access patterns and parallelization issues makes it a real challenge.
The rest of paper is organized as follows: In Section 2, we introduce the folding algorithm. In section 3, we detail the specificities of the GPU architecture. In section 4, the GPU implementation of the folding algorithm is explained. Finally, section 5 gives the performance results obtained on different platforms.
Folding algorithm
This section briefly exposes the principles of the folding algorithm as implemented in the Unafold package in the function hybrid-ss-min [7] . like hairpin loops, bulges, interior loops or stacked regions. This is called the secondary structure of the sequence. The different loop types are introduced in Fig. 1 . The secondary structure can also form complex patterns like pseudoknots which consist of two base pairs i·j and k·l that do not verify the nesting property i < j < k < l. The secondary structure is often determinant in the functional role of the RNA molecule.
Energy model
The algorithm is designed to find the most stable structure of a RNA sequence. It is used in many bioinformatics pipelines such as the search of micro RNAs where the stability of the secondary structure is an important feature. A secondary structure is described by a list of base pairs i · j where each base forms at most one pair. The algorithm is based on a decomposition of the secondary structure into its constituent loops. Each loop is associated with an experimentally measured energy according to its sequence, length and type. The stability (free energy) of a structure is the sum of the energies of all its loops.
In the dot bracket representation given in Fig. 1 , an unpaired base is depicted by a dot, and a pair by a matching pair of parenthesis. In the model used, matching pairs of parenthesis have to be well nested, i.e there are no pseudoknots. This restriction is a requirement to allow a relatively fast dynamic programming approach as the one developed by Zuker and Stiegler. Indeed, it ensures that the secondary structure of each subsequence i, j can be computed independently from the rest of the sequence, a required feature for dynamic programming.
Algorithm
The dynamic programming algorithm uses three tables: Q ′ i,j is the minimum energy of folding of a subsequence i, j given that bases i and j form a base pair; Q i,j and QM i,j are the minimum energy of folding of the subsequence i, j assuming that this subsequence is inside a multiloop and that it contains respectively at least one and two base pairs. A simplified model of the recursion relations can be written as:
Eh(i, j) Ei(i, j, k, l) and Es(i, j) are respectively the energies of:
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-Eh(i, j): a hairpin loop closed by the pair i · j.
-Ei(i, j, k, l): an interior loop formed by the two base pairs i · j, k · l.
-Es(i, j): two stacked base pairs i · j and (i + 1) · (j − 1).
These functions compute energies through the use of lookup tables containing energy parameters according to the size and sequence of the loop.
E j being the minimum free energy of subsequence 1 . . . j, the minimum free energy E n of the whole sequence is then obtained through the recursion:
Dynamic programming using this recursion computes the minimum free energy of a sequence of length n in O(n 2 · L 2 + n 3 ) by restricting the loop size of interior loops to L. The corresponding secondary structure is then obtained by a trace-back procedure.
GPU architecture
GPUs are massively parallel architectures providing cheap high performance computing. We choose in our work CUDA as it combines high performance with the ease of use of a C-like environment [10] . The latest NVIDIA GPU, the GT200, is divided into 30 multiprocessors each being a SIMD unit of 8 32-bit processors.
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A GPU procedure is a kernel called on a set of threads, divided in a grid of blocks each running on a single multiprocessor. Furthermore Blocks are divided in warps of 32 threads that must execute the same instruction simultaneously. Thus, branching (if-then-else control flow instructions) does not impact performance as long as each thread within a warp take the same code path. Moreover, only threads within a block can be synchronized and can share the fast on-chip shared memory. One key difference with a traditional CPU implementation is that the programmer has to explicitly handle several memory spaces of different performance, size, scope and lifetime: global, texture, constant and shared memory as well as registers.
GPU implementation

Parallelization scheme
Algorithm 1 shows the main loops of the computation along with the several ways to expose parallelism. We chose a mixed approach: we compute the minimum free energy of folding of several sequences in parallel, each one being itself parallelized. According to this parallel scheme, we can provide the GPU with many independent tasks together with a low memory consumption. The number of sequences being computed simultaneously is adapted according to their length: one big sequence can provide enough independent tasks to the GPU whereas small ones have to be computed by groups. We also implemented a multi-GPU algorithm by dividing work among GPUs at the coarse-grained level, each GPU computes a different group of sequences. Figure 2 shows the data dependencies coming from the recursion (1) to (3). They imply that, given all previous diagonals, all cells of a diagonal can be processed independently. Three kernels are designed for the computation of Q ′ i,j , QM i,j and Q i,j , according to equations (1) to (3). Each one computes one diagonal of several sequences. The whole matrix is then processed sequentially through a loop over all diagonals. The next step corresponding to equation (4) is a combination of reductions (search of the minimum of an array) which is parallelized in another kernel. The final step, the traceback procedure for computing the secondary structure, is currently left on the CPU as its execution time is far lower.
Optimization key points
Memory accesses are the bottleneck of the implementation. Here, the data are divided into three groups: the base sequence, the three tables Q ′ , QM ,Q and the energy parameters needed for the computation of loop energies. Maximum performances are obtained when available memory resources are used to their maximum and when the best match between the different memory spaces and type of data are found. Here, the texture memory is used for the sequence and parts of the tables which both show some spatial locality in their access pattern, as for the computation of one cell QM i,j where equation (2) shows that accesses to all elements of a line and column of matrix Q have to be made. For energy parameters, the best choice is the constant memory. However, its small size compels us to also employ the global memory for the least used ones. Lastly, the shared memory is kept for storage of intermediate results in the computation.
Another important issue of the implementation comes from equation (1) which shows that the computation of table Q ′ is not the same for all cells: if the pair i · j is forbidden then cell Q ′ i,j is set to ∞. This hurts the SIMD model of GPU which, as stated section 3, says that in order to get full performance all threads of a warp must execute the same instruction path. To solve this issue our implementation computes on CPU an index of all the cell positions that have their base pairs allowed, which is then handed to the GPU. This increases the amount of data transferred between the CPU and the GPU but decreases branching in GPU kernels. Moreover CPU computation can be overlapped with GPU computation thus allowing us to better use all available resources.
We found that for maximum efficiency the parallelization has to be done up to the the finest grain achievable, to ensure the GPU reaches its maximum potential while using the less memory possible. Different levels of parallelization are exploited: parallelization across several sequences, across several cells of a diagonal, and across tasks required for the computation of a single cell itself: the search of a minimum is parallelized on several threads of a same block sharing intermediate results through shared memory. for
Medium-grained level: parallelization over multiple cells of a diagonal 7:
Fine-grained level: parallelization over the minimization computation 10:
compute
Results
GPU and CPU implementations are both compared on different graphic cards and processors. The main testing platform is an octo-core Xeon E5430 2.66Ghz (4 × 6MB L2 cache) with 8GB RAM and two NVIDIA Tesla C870 cards, each having 16 multiprocessors. We also test older processors, a Pentium 4 3Ghz (1MB L2 cache), a Core2 6700 2.66GHz (4MB L2 cache), and the latest highend graphic card the NVIDIA GTX280 with 30 multiprocessors.
Analysis on 120 bases-long sequences
Problem specifications A typical use of the algorithm is the computation of the secondary structures of many small RNA sequences. The search of micro RNAs in a whole genome requires, for example, to know the secondary structure of millions of sequences of length approximately 120 [11] . Therefore we first choose to test the algorithm on sequences of this length, here with 40000 randomly generated sequences. Figure 3 reports running times in seconds and the corresponding speedup achieved by different combination of cards versus one or eight CPU cores. Our CPU multicore implementation is done on a coarse-grained level by parallelizing the work over multiple sequences, corresponding to line 4 of algorithm 1.
Results We achieve a speed-up of about ×10 for one Tesla card versus one core of a Xeon. An interesting point is that although the algorithm was originally developed with the Tesla, it scales well with the latest graphic card. The GTX280 is 70% faster than the Tesla with a speed-up of ×17 versus one core of a Xeon, which roughly corresponds to the increase of memory bandwidth between the two cards. With the two Tesla, the speed-up becomes ×19, and two GTX280 get ×33.1, which shows that the processing power of cards adds up well when used together. Fig. 3 . Left: Execution Time. Time spent in seconds for the computation of the minimum free energy of 40000 randomly generated sequences of length 120, energy only (option -E of the hybrid-ss-min function). Processors are: P4 a pentium4 3.0Ghz (1MB cache), C2 is one core of a core2 2.66 Ghz (4MB cache), Xeon and Xeon*8 are respectively one and eight cores of Xeon 2.66Ghz (6MB cache). Graphic cards are NVIDIA Tesla C870, GTX280, bi-Tesla C870, and bi-GTX280. Right: Corresponding speed-up. Acceleration ratio of graphic cards versus Xeon processor, one core or octo-core configuration.
Accuracy Our GPU implementation uses exactly the same algorithms and thermodynamic rules as Unafold, thus the results and accuracy obtained on GPU is exaclty the same as the standard CPU Unafold function.
Performance / cost analysis When using a parallelized version of the algorithm on the eight CPU cores, speed-ups are much less (Figure 3 ), yet the performance/cost ratio is clearly in favor of the GPU implementation. Indeed our results show that a system with two GTX280, easily doable for 2500 euros, would be roughly equivalent to four octo-core computers costing a total of more than 8000 euros. As for standard computers at everyone disposal, the advantage of GPUs is also obvious: considering every systems are now dual-cores, adding a GTX280 would allow to get at least ×8 performance even if both CPU cores are used, at a cost of about 400 euros.
Analysis across varying sequence lengths
The algorithm is then experimented upon with various sequence lengths. Speedup of Tesla and GTX280 versus one Xeon processor core are showed in figure 4 . It should first be noted that the GTX 280 is always at least 50% faster than the Tesla except for very long sequences, where it begins to lack memory (Tesla has 1.5 GB whereas GTX 280 has 1.0 GB). We see that performance is good for short sequences (Tesla gets ×10 speed-up), then it comes to a minimum for 1000 bases long sequences (Tesla gets ×7) and it rises again for very long sequences (×12 for Tesla with sequence of length 9000 ). This comes from the fact that different portions of the code do not have the same computational complexity and GPU efficiency. With n the length of a sequence, QM computation is in O(n 3 ) whereas Q ′ computation is in O(n 2 ). The efficiency of the O(n 2 ) part decreases when n increases due to different memory access patterns, which explains the decrease in performance. The O(n 3 ) part of the algorithm is always very efficient on GPU but only becomes a preponderant part of the algorithm for long sequences, which explains the overall speed up increase we observe for long sequences.
Comparison against GTfold
A.Mathuriya et al. implemented a CPU multicore algorithm for RNA secondary structure prediction which uses what we call in algorithm 1 the medium-grained level [12] . They compute in their study the folding of the HIV-1 sequence and a set of 11 Picornaviral sequences on a 32-core IBM P5-570 server. Table 1 compares the running time they obtain against our GPU implementation on one Tesla C870 card. It shows that an expensive 32-core server only gets ×1.6 the performance of a single GPU.
Future work
This work is the first step in parallelizing RNA folding algorithm on GPU. It shows that GPUs can deliver significant speed-ups even on algorithms with com- plex memory access patterns. However, although GPUs recently became easier to use, an efficient GPU implementation remains a lengthy process. For years programmers have developed purely sequential algorithms, yet it appears that future systems will become more and more highly parallel architectures. Thus, a future challenge will be to find a way to facilitate implementation of algorithms for a parallel execution; on multi-core chips using the MIMD paradigm, on GPUs using the SIMD paradigm, and the trickiest task, on a combination of both.
