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VKurzfassung
Mit der exponentiell weiterwachsenden Komplexita¨t und dem immer ho¨heren Geschwindig-
keitspotential hochintegrierter CMOS-Schaltungen hat sich die Verlustleistungsaufnahme sol-
cher Schaltungen zu einem der gravierendsten Entwurfsprobleme entwickelt. Dies gilt nicht nur
in offensichtlichen Anwendungsfa¨llen, wie tragbaren und batteriebetriebenen Systemen oder
General-Purpose-Prozessor-basierten Systemen, bei denen die Energiebereitstellung bzw. Ab-
fuhr bekanntermaßen immer gro¨ßere technologische Herausforderungen darstellen. Auch in
weniger offensichtlichen Anwendungsfa¨llen stellt die Verlustleistungsaufnahme ha¨ufig einen
entscheidenden Kostenfaktor dar. So kann u¨ber die Notwendigkeit der Wahl eines teueren
Geha¨uses mit geringem Wa¨rmeu¨bergangswiderstand die Verlustleistungsaufnahme einen dra-
matischen Einfluß auf den Markterfolg ausu¨ben oder sogar u¨ber die Realisierung eines Pro-
duktes entscheiden. Damit stellt die Verlustleistungsaufnahme einen der wichtigsten wa¨hrend
des gesamten Entwurfsablaufs sorgfa¨ltig zu kontrollierenden Spezifikations-Parameter dar,
der notfalls in iterativen Entwurfszyklen zu minimieren ist. Mit den Fortschritten in der
Verlustleistungs-Simulations-Technik stehen heute CAD-Werkzeuge zur Verfu¨gung, die auf
den physikalischen Entwurfsebenen unter akzeptablen Rechenzeiten hinreichend pra¨zise Ver-
lustleistungswerte bereitstellen. Fu¨r die Unterstu¨tzung des Entwurfsprozesses auf den ho¨her-
en Systemebenen besteht jedoch immer noch ein gravierender Mangel an Konzepten fu¨r eine
ausreichend genaue Scha¨tzung mit geringem Rechenaufwand. Die Scha¨tzung anderer Parame-
ter, wie maximale Durchsatzrate und insbesondere beno¨tigte Chipfla¨che, gestaltet sich demge-
genu¨ber als vergleichsweise einfach und wird hinla¨nglich gut beherrscht.
In der vorliegenden Arbeit wird deshalb ein neues Konzept zur Verlustleistungsmodellierung
erarbeitet und validiert. Insbesondere fu¨r Anwendungen der hochratigen digitalen Signalvera-
beitung fu¨hrt ein physikalisch orientierter Entwurfsstil zu einer besonders effizienten, techno-
logiegerechten Implementierung von verlustleistungskritischen Systemkomponenten. Die hier
vorgeschlagene Modellierungsmethodik orientiert sich deshalb vorrangig an den Erfordernis-
sen und Randbedingungen der Verlustleistungsabscha¨tzung solcher hoch-optimierter CMOS-
Implementierungen.
Basierend auf der Struktur der Schaltung, sowie den mittleren Energieumsa¨tzen der darin ver-
wendeten Elementar-Zellen werden mo¨glichst einfache arithmetische Verlustleistungsmodelle
aufgestellt und mit Korrekturfunktionen verfeinert. Letztere approximieren pha¨nomenologisch
die Abha¨ngigkeit der internen Schaltaktivita¨t von der Schaltaktivita¨t der Eingangsdaten.
Fu¨r das exemplarische Beispiel von Transversalfilter-Schaltungen werden ausgehend von
den atomaren Komponenten (wie Addierern und Multiplizierern) einfacher Direktform-Filter-
Implementierungen, bis hin zu hoch-optimierten Filter-Strukturen, Modelle zur Scha¨tzung der
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Verlustleistung motiviert und aufgestellt. Die Validierung der so gewonnenen parametrisierten
Modelle gelingt in einem u¨berraschend großen Entwurfsraum und besta¨tigt das neue Konzept.
Die resultierenden Modelle bestechen durch eine vergleichsweise hohe Genauigkeit und geringe
Modellierungskomplexita¨t. Daru¨ber hinaus kann gezeigt werden, daß die erarbeiteten Model-
le praktisch ohne gro¨ßere Genauigkeitseinbußen auf andere Implementierungen der gleichen
Arithmetik unter Verwendung anderer und Layout-technisch anders angeordneter Elementar-
Zellen u¨bertragen werden ko¨nnen. Auch die Generalisierbarkeit des Ansatzes kann an anderen
Strukturen, wie z. B. fu¨r bitserielle nichtlineare Filter, erfolgreich nachgewiesen werden. Der
Scha¨tzfehler der Modelle bleibt im Vergleich mit den Ergebnissen einer vielfach aufwendigeren
Verlustleistungssimulation fu¨r alle untersuchten Schaltungsstrukturen unter 10%.
11 Einleitung
Die digitale Signalverarbeitung stellt eine unabdingbare Schlu¨sseltechnologie fu¨r heutige
und zuku¨nftige Mobil-, Internet- und Breitband-Multimedia-Systeme dar. An der Schnitt-
stelle zwischen den ho¨heren System-Ebenen und dem physikalischen ¨Ubertragungsmedi-
um werden immer komplexere digitale Signalverarbeitungstechniken eingesetzt. Obwohl die
verfu¨gbare Rechenleistung eingebetteter programmierbarer digitaler Signalprozessoren (DSP-
Kernels) kontinuierlich steigt, reicht diese nicht aus, den noch schneller anwachsenden Re-
chenleistungsanforderungen anspruchsvoller Anwendungen gerecht zu werden. Durch den Ein-
satz hoch-performanter, dedizierter Co-Prozessor-Blo¨cke fu¨r ha¨ufig beno¨tigte, herausfordern-
de Standard-Funktionen (wie Filterung, Dekodierung, Korrelation etc.) und eine optimale
Hardware/Software- (HW/SW-) Partitionierung kann jedoch die Rechenlast der knappen DSP-
Ressourcen signifikant reduziert werden. Die Ressourcen der dadurch entlasteten, wertvollen
flexiblen DSP-Kernels stehen dann fu¨r neue Anwendungserweiterungen zur Verfu¨gung. Insbe-
sondere aber wird dadurch der Verlustleistungs- und Chipfla¨chenbedarf dramatisch reduziert,
was fu¨r viele Anwendungen von marktentscheidender Bedeutung ist.
Diese Entwicklung fu¨hrt zu heterogenen System-on-Chip- (SoC-) Architekturen, die neben den
o. a. Komponenten auch weitere Makros (wie A/D- und D/A-Wandler, dedizierte Interface-
Makros, sowie zuku¨nftig auch Embedded-Field-Programmable-Array-Makros) enthalten. Bei
der Konzeption solcher SoCs besteht eine der gro¨ßten Herausforderungen darin, eine mo¨glichst
optimale Partitionierung zwischen Hardware- und Software-Komponenten zu finden, um die
Kosten des Systems wie Chipfla¨che, Verlustleistung, Entwurfsaufwand, Testbarkeit, etc. zu mi-
nimieren [1]. Der Schlu¨ssel zum Erfolg bei diesem Ansatz ist eine fru¨he Interaktion zwischen
der Konzeption auf Systemebene und den daraus folgenden Implementierungskosten bei kur-
zen Entwicklungszeiten. Parametrisierte, mo¨glichst genaue Kosten-Modelle fu¨r die Verlustlei-
stung und Chipfla¨che sowie eine Abscha¨tzung der maximalen Durchsatzrate ermo¨glichen die
Evaluierung des (multi-dimensionalen) Entwurfsraums mit schnellen Iterationen auf der algo-
rithmischen Systemebene und sind in einer fru¨hen Phase der Systementwicklung die Basis fu¨r
den Abtausch zwischen Systemanforderungen und Implementierungskosten. Zur Unterstu¨tzung
dieser Evaluierung werden Methoden wie die Minimierung des anwendungs-spezifisch gewich-
teten Komplexita¨tsmaßes oder aber Pareto-Methoden eingesetzt.
In Bild 1.1 ist diese Entwurfsmethodik skizziert. Auf der linken Seite in Bild 1.1 ist stark ver-
einfacht der Standard-Design-Flow dargestellt. Entsprechend diesem Design-Flow wird heute
aus der Spezifikation eines Systems u¨ber einen mehrstufigen, stark automatisierten Prozeß auf
der physikalischen Ebene das Chip-Layout generiert. Die bereits oben erwa¨hnten dedizierten
Blo¨cke werden dabei unter Verwendung von Standardzellen weitgehend automatisch syntheti-
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Bild 1.1: Entwurfsmethodik heterogener Systems-on-Chip
siert (sogenannte Soft- bzw. Firm-Cores) oder fu¨r Zeit-, Fla¨chen- und Verlustleistungs-kritische
Komponenten als physikalisch optimierte Layout-Makros (sogenannte Hard-Cores) eingebun-
den. Letztere ko¨nnen fu¨r dedizierte Arithmetik-Blo¨cke besonders vorteilhaft mit automatisier-
ten Datenpfadgeneratoren [2] unter geringem Entwurfsaufwand generiert werden und stellen
insbesondere im Hinblick auf die mit modernen Sub-Micrometer-CMOS-Technologien auf-
gekommenen Problemen, wie Interconnect- und Clock-Delay, Signal-Integrity, etc. eine tech-
nologiegerechte Lo¨sung dar. In einer Bibliothek werden dazu fu¨r die wichtigsten Operatio-
nen der digitalen Signalverarbeitung (wie Addition, Multiplikation, Filterung, etc.) generische
Architekturen in Form sogenannter parametrisierter Signalflußgraphen bereitgestellt, die vom
Datenpfadgenerator entsprechend einer aktuellen Parameter-Spezifikation automatisch auf die
Layout-Ebene abgebildet werden. Die vorliegende Arbeit ist der Konzeption und Validierung
geeigneter Kostenmodelle fu¨r solche Komponenten gewidmet. Diese Kostenmodelle ko¨nnen
dann, wie die Signalflußgraphen, in parametrisierter Form in der Bibliothek abgelegt werden
und unterstu¨tzen wie in Bild 1.1 rechts skizziert auf der Systemebene den oben beschriebenen
Evaluierungsprozeß. Wa¨hrend sich die Modellierung der Kostenfaktoren Chipfla¨che A und La-
tenzzeit bzw. Periodendauer 1  fmax nach dem Stand der Technik als relativ gut beherrschbar
erweist, stellt insbesondere die effiziente Modellierung der Verlustleistungsaufnahme PD eine
besondere Herausforderung dar.
3Stand der Technik fu¨r die Verlustleistungs-Charakterisierung solcher Makros ist die Simulation.
Die Simulationsumgebung des kommerziellen, heute praktisch standardma¨ßig eingesetzten Ver-
lustleistungssimulators “PowerMill“, ist beispielhaft in Bild 1.2 dargestellt [3]. Fu¨r die Simula-
tion wird eine, die parasita¨ren Kapazita¨ten enthaltende, Netzliste der zu simulierenden Schal-
tung (Device Under Test, DUT) und die zu simulierenden Eingangs-Stimuli beno¨tigt. In dem
in Bild 1.3 gezeigten exemplarischen Beispiel zur Verlustleistungsimulation eines Datenpfades
treten zwei Arten von Stimuli auf: Ein Eingangs-Stimuli A (z. B. Multiplikand eines Multiplizie-
rers, Eingangssignal eines Filters, etc.) und ein Eingangs-Stimuli B (z.B. Multiplikator, Filterko-
effizienten). Layout-technisch ko¨nnen die zugeho¨rigen Stimuli-Vektoren dann als in Bit-Slice-
(Bit-Wertigkeits-) bzw. in Function-Slice- (Funktionsindex-) Richtung orientiert aufgefaßt wer-
den. Fu¨r die Simulation sind neben der Netzliste auch die technologiespezifischen Transistor-
modelle erforderlich. In einer Konfigurationsdatei wird u. a. der optionale Abtausch zwischen
Simulationsgenauigkeit und Simulationsdauer gesteuert. Grob vereinfacht ausgedru¨ckt, ermit-
telt der Simulator auf Transistorebene fu¨r die gegebenen Eingangs-Stimuli die Stromverla¨ufe
innerhalb der Schaltung und bestimmt daraus deren Verlustleistungsaufnahme. In Ermangelung
geeigneter Kenntnisse u¨ber die in der Anwendung tatsa¨chlich auftretenden Signalverla¨ufe oder
aus Gru¨nden der Aufwandsreduktion werden fu¨r die Simulation ha¨ufig Pseudo-Zufalls-Stimuli
verwendet, um eine mittlere, ”typische” Schaltaktivita¨t in der Schaltung anzuregen.
Um genauere Verlustleistungswerte, insbesondere in bestimmten Betriebszusta¨nden der Schal-
tung zu erhalten, ko¨nnen fu¨r einzelne Bits unterschiedliche Stimuli-Statistiken verwendet wer-
den, um so z. B. auch bekannte statistische Eigenschaften der Eingangssignale bei der Stimu-
lation zu beru¨cksichtigen. Letztere ko¨nnen durch geeignete Systemsimulation der Schaltung
in ihrer Systemumgebung gewonnen werden. Insbesondere ist dies z. B. sinnvoll, wenn auf
Grund der verwendeten Zahlendarstellung bestimmte Wertigkeiten der Eingangssignale gerin-
gere und andere ho¨here Schaltaktivita¨ten aufweisen. Ein weiteres typisches Beispiel, bei dem
unterschiedliche Stimuli-Statistiken u¨ber der Bit-Wertigkeit oder dem Funktionsindex ange-
bracht sind, liegt vor, wenn bestimmte Komponenten einer Schaltung nicht aktiviert werden.
Eine solche Verlustleistungssimulation stellt einen in einer iterativen Entwurfsraumevaluierung
ha¨ufig unvertretbar hohen Zeitaufwand dar. Daru¨ber hinaus muß fu¨r die Simulation die Netzliste
der Schaltung einschließlich der parasita¨ren Kapazita¨ten vorliegen, wodurch i. a. eine iterative
Evaluierung endgu¨ltig nicht darstellbar wird. Abhilfe ist hier, wie bereits ausgefu¨hrt, nur von
der Verwendung geeigneter parametrisierter Verlustleistungs-Modelle zu erwarten.
Fu¨r die Bewertung solcher Modelle ist deren Komplexita¨t, d. h. einerseits der fu¨r die Erstel-
lung und Validierung eines konkreten Modells erforderliche Modellierungsaufwand und ande-
rerseits der fu¨r die Anwendung des Modells auf einen konkreten Parametersatz und konkrete
Stimuli-Modelle erforderliche Rechenaufwand, sowie die Modellierungsgenauigkeit, d. h. der
zu erwartende Scha¨tzfehler, zu beru¨cksichtigen und an den diesbezu¨glichen Eigenschaften einer
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Bild 1.2: Simulationsumgebung von PowerMill, [3]
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5Verlustleistungssimulation zu spiegeln.
In der Literatur werden verschiedene Ansa¨tze, sogenannte “probabilistische“ und “nicht-
probabilistische“ Verfahren zur Verlustleistungsmodellierung beschrieben.
Die “probabilistischen“ Ansa¨tze basieren auf der Anwendung der Wahrscheinlichkeitsrechnung
auf der Ebene der logischen Grundschaltungen (i. a. Gatter) in Schaltnetzen. An Hand der
Wahrheitstabellen der auftretenden Gatter, und der Topologie des Schaltnetzes werden zuna¨chst
die ¨Ubergangswahrscheinlichkeiten (vom logischen Pegel 0 nach 1 bzw. 1 nach 0) der Schalt-
netzknoten bestimmt. Aus der Kenntnis der Schaltaktivita¨t an den Einga¨ngen kann dann die
Schaltaktivita¨t der Schaltnetzknoten und damit (bei Kenntnis der Knotenkapazita¨ten und Span-
nungshu¨be) der Energieumsatz bzw. die Verlustleistung bestimmt werden. Probabilistische Ver-
fahren ko¨nnen weiter unterteilt werden: Ein Teil dieser Verfahren scha¨tzt u¨ber Tabellen die
Verlustleistung der Schaltung [4, 5, 6]. Ein anderer Teil dieser Klasse nutzt die Entropie als
Maß fu¨r die mittlere Schaltaktivita¨t in einer Schaltung [7, 8].
Probabilistische Verfahren verursachen im oben eingefu¨hrten Sinn sowohl einen hohen Model-
lierungsaufwand als auch einen hohen Rechenaufwand. Daru¨ber hinaus muß fu¨r die Modellie-
rung, wie bei der Simulation, die Netzliste der Schaltung einschließlich der parasita¨ren Kapa-
zita¨ten bereits vorliegen. Schaltaktivita¨ten aufgrund von Glitches (siehe Kapitel 2 und 4) werden
in probabilistischen Verfahren durch den Ansatz auf der Wertetabelle inha¨rent nicht beru¨cksich-
tigt, was i. a. insbesondere bei komplexen Schaltnetzen zu unvertretbar großen Scha¨tzfehlern
fu¨hrt.
Nach dem in [9] vorgeschlagenen erweiterten probabilistischen Verfahren wird auch die
Glitching-Aktivita¨t in einer Schaltung mit beru¨cksichtigt; jedoch ist die Modellierungskom-
plexita¨t dieses Verfahrens noch ho¨her als die der rein probabilistischen Verfahren.
Ein in der Praxis gebra¨uchlicher, besonders einfacher nicht probabilistischer Ansatz zur groben
Abscha¨tzung der Verlustleistungsaufnahme basiert auf der Annahme einer konstanten mittleren
Schaltaktivita¨t in der gesamten Schaltung. Eine solche Vorgehensweise wird z. B. in [10, 11] bei
der Modellbildung fu¨r Speicher und Multiplizierer fu¨r mittlere Schaltaktivita¨ten der Eingangs-
daten verfolgt. Die Verlustleistung einer Schaltung wird somit u¨ber einen mittleren, zuvor simu-
lativ bestimmten Verlustleistungswert pro Gatter und Summation u¨ber alle Gatter abgescha¨tzt.
Diese Art von Verlustleistungsmodellierung fu¨hrt naturgema¨ß zu einem großen Scha¨tzfehler.
In [12] werden Makros mit Eingangssequenzen unterschiedlicher Schaltaktivita¨t und Korre-
lation simuliert, um aus den Simulationsdaten effektive Kapazita¨tswerte fu¨r die betrachteten
Eingangssequenzen zu bestimmen. Mit Hilfe dieser effektiven Kapazita¨ten wird die Verlustlei-
stung gescha¨tzt. Das Modell eines Shifters, Subtrahierers, Multiplizierers und Speichers wird
in [12] vorgestellt. Aufbauend auf diesem Ansatz wird in [13] die Schaltaktivita¨t in Finite-
Impulse-Response-(FIR-) Filtern, basierend auf einer Multiplizierer-Akkumulator- (MAC-) Ar-
chitektur gescha¨tzt. In [14] wird eine Modellierungsmethode beschrieben, bei der zuna¨chst eine
Matrix mit Kapazita¨ts-Koeffizienten fu¨r alle Eingangssignalu¨berga¨nge des Makros aufgestellt
wird, wozu eine große Anzahl an Simulationen erforderlich ist. In einem zweiten Schritt wer-
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den entsprechend der gegebenen Eingangssignale die zugeho¨rigen Kapazita¨ts-Koeffizienten zur
Abscha¨tzung der Verlustleistung aus der Matrix herausgegriffen. Einen weiteren Ansatz, die
Verlustleistung auf Register-Transfer-Ebene zu beschreiben, liefert [15]: Mit einer Vielzahl von
Makro-Simulationen wird hier der Verlustleistungswert einer Schaltung u¨ber die Mittelwerte
der statistischen Verteilungen der Eingangsdaten bestimmt. Die Auswirkung der Standardab-
weichung, sowie der ra¨umlichen und zeitlichen Korrelation der Eingangsdaten werden durch
Korrekturfaktoren fu¨r den Verlustleistungswert beru¨cksichtigt.
Diese nicht probabilistischen Verfahren zur Verlustleistungsscha¨tzung haben entweder den
Nachteil eines großen Scha¨tzfehlers (sobald die Schaltaktivita¨t von der zuna¨chst vereinfacht an-
genommenen konstanten Schaltaktivita¨t abweicht) oder sind mit einem großen Modellierungs-
aufwand verbunden (aufgrund einer großen Anzahl notwendiger Simulationen und Auswertun-
gen).
In der vorliegenden Arbeit wird ein neuer Ansatz zur Verlustleistungs-Modellierung vorgeschla-
gen, der sich durch eine vergleichsweise hohe Genauigkeit - auch in Abha¨ngigkeit der Schal-
taktivita¨t und der Verteilung der Eingangsdaten -, einen moderaten Modellierungsaufwand und
sehr geringen Rechenaufwand auszeichnet. Das neue nicht-probabilistische Verfahren basiert
auf den charakteristischen Daten der Elementar-Zellen sowie der parametrisierten Struktur des
zu modellierenden Makros. Eine Verbesserung der Genauigkeit gegenu¨ber den o. a. Ansa¨tzen,
auch in Abha¨ngigkeit der Schaltaktivita¨t und der Verteilung der Eingangsdaten, wird durch
pha¨nomenologisch ermittelte Korrekturfunktionen erzielt, welche die tatsa¨chliche Verteilung
der Schaltaktivita¨t innerhalb der Makros approximieren. Durch diese Korrekturfunktionen kann
in den Modellen in gewissen Grenzen auch die Glitching-Aktivita¨t mit beru¨cksichtigt werden.
Die Modelle sind parametrisiert bezu¨glich der Eingangswortbreiten, Funktionsindizes, etc. .
Das folgende zweite Kaptiel legt die Grundzu¨ge des neuen Ansatzes der Modellbildung dar.
Nach einer kurzen Erla¨uterung der, wie bereits erwa¨hnt, vergleichsweise einfachen Modellie-
rung von Chipfla¨che und Zeitverhalten einer Schaltung werden die Initialideen des neuen Ver-
fahrens dargelegt. Die Verlustleistungsaufnahme eines parametrisierten Makros wird ausgehend
vom Elementar-Energieumsatz der verwendeten Logikzellen in zwei Schritten modelliert:
- In einem ersten Schritt wird ein vereinfachtes Verlustleistungsmodell aufgestellt, das fu¨r alle
Komponenten (Knoten) eine konstante mittlere Schaltaktivita¨t unterstellt.
- In einem zweiten Schritt wird dieses Modell zu einem detaillierten Verlustleistungsmodell
erweitert, in dem die tatsa¨chliche Schaltaktivita¨t der internen Makroknoten mit Korrektur-
funktionen in Abha¨ngigkeit der Makro-Parameter und der Schaltstatistik der Eingangsdaten
approximiert wird.
An einfachen exemplarischen, konstruierten Beispielen wird die Vorgehensweise motiviert und
erla¨utert.
Kapitel 3 skizziert die Verifikations-Methodik mit der die in den folgenden Kapiteln ausgear-
beiteten Modelle bewertet werden. Aus Konvergenzbetrachtungen wird die Zahl der bei der
7Simulation mindestens zu verwendenden Eingangsmuster abgescha¨tzt.
In Kapitel 4 wird die fu¨r die digitale Signalverarbeitung wohl wichtigste Elementar-Schaltung,
der Volladdierer, bzgl. Chipfla¨che, Geschwindigkeit und Energieumsatz charakterisiert. An-
schließend wird die Modellierung zweier Carry-Propagate-Addierer behandelt. Die bekannte,
als Inhibit-Effekt bezeichnete Sa¨ttigungserscheinung der Schaltaktivita¨t entlang wachsender
Wertigkeit wird beschrieben und modelliert.
Aufbauend auf den Ergebnissen aus Kapitel 4 werden in Kapitel 5 exemplarisch zwei wichtige
Array-Multiplizierer behandelt, die zu Beginn von Kapitel 6 zum hierarchischen Aufbau
von Direktform-Transversalfiltern eingesetzt werden. Anschließend werden in Kapitel 6
Modelle fu¨r hoch-optimierte Transversalfilter, die mit Bit-Planes aufgebaut werden, sowie
festverdrahtete Transversalfilterschaltungen modelliert.
Kapitel 7 ist der Generalisierung des Konzepts auf bitserielle Implementierungen am Beispiel
nicht-linearer Rank-Order-Filter gewidmet. An einem ausgewa¨hlten Sortiernetzwerk ko¨nnen
die gleichen positiven Modelleigenschaften wie zuvor nachgewiesen werden.
Die mit den vorgestellten Modellen bestimmten Kosten zeigen, trotz des geringen
Modellierung- und Rechenaufwandes, eine sehr gute Anna¨herung an die aus Simulatio-
nen gewonnenen Kosten.
82 Die Modellbildung
Die Modellbildung, die in dieser Arbeit beschrieben wird, dient zur Scha¨tzung der Kosten
wie Chipfla¨che A, La¨nge des zeitkritischen Pfades τ und insbesondere der Verlustleistungsauf-
nahme PD von Schaltungen, die auf dem physikalisch orientierten Entwurf digitaler CMOS-
Implementierungen basieren. Eine hinreichend genaue Scha¨tzung der Chipfla¨che und der
Durchsatzrate solcher Schaltungen ist vergleichsweise gut beherrschbar. Bei der Modellierung
der Kosten liegt somit die Herausforderung in einer mo¨glichst genauen Scha¨tzung der Verlust-
leistungsaufnahme [16] unter vertretbarer Modellierungskomplexita¨t.
Da bei der Modellierung der Verlustleistungsaufnahme die mittlere Schaltaktivita¨t der Ein-
gangsdaten eine essentielle Rolle spielt, sollen hier kurz auf die verwendeten Begriffe einge-
gangen werden: Unter der mittleren Schaltaktivita¨t (im folgenden auch nur als Schaltaktivita¨t
bezeichnet) ist die fu¨r jede Wertigkeit individuell u¨ber der Zeit gemittelte Schaltaktivita¨t, mit der
Annahme von zeitlich unkorrelierten und gleichverteilten Pegeln (0 und 1), zu verstehen. Des-
weiteren wird ha¨ufig von gleichverteilten Eingangsdaten u¨ber der Wortbreite bzw. dem Funkti-
onsindex die Rede sein, mit der die homogene bzw. konstante Schaltaktivita¨t der Eingangsdaten
u¨ber der Wortbreite bzw. dem Funktionsindex gemeint ist.
Im folgenden wird die Schaltaktivita¨t der einzelnen Bits des Eingangssignals der zu modellie-
renden Schaltung als u¨ber der Wortbreite konstant angenommen: spa¨ter wird jedoch gezeigt,
daß auch diese pragmatische Einschra¨nkung relativ leicht aufgegeben werden kann. ¨Uber dem
Funktionsindex hingegen werden auch nicht gleichverteilte Eingangsdaten zugelassen, da dieser
Fall in der Praxis relativ ha¨ufig zutrifft. Grundsa¨tzlich basiert das Verfahren auf parametrisier-
ten, einfachen arithmetischen Modellen und charakteristischen Daten der Elementar-Zellen des
zu modellierenden Makros. Durch diese Trennung der Modellierung in Modellgleichungen und
Elementar-Zell-Kenngro¨ßen bleiben die Modellgleichungen auch bei der Modifikation einzel-
ner Elementar-Zellen und bei einer Layout-technisch anderen Anordnung der Zellen gu¨ltig und
erzielen weiterhin eine hohe Genauigkeit, solange die Schaltaktivita¨t in der Schaltung durch die
eigentliche Logik dominiert ist. U. a. durch diese Trennung unterscheidet sich das hier vorge-
stellte Verfahren von den bekannten Ansa¨tzen.
Fu¨r die Implementierung Zeit-, Fla¨chen- und / oder Verlustleistungs-kritischer Makros hat sich
der Einsatz moderaten oder gar extensiven Pipelinings als Architekturstrategie der Wahl eta-
bliert. Fu¨r solche Schaltungen, deren Modellierung hier im Vordergrund steht, werden Korrek-
turfunktionen ermittelt, die die tatsa¨chliche Schaltaktivita¨t der internen Signalknoten sehr gut
anna¨hern. Am Beispiel eines Carry-Propagate-Addierers wird im folgenden zuna¨chst die Mo-
dellierung der Schaltaktivita¨t einer Schaltung mit einem geringen Grad an Pipelining behandelt,
bei der die Glitching-Aktivita¨t mit beru¨cksichtigt werden muß. Glitches entstehen durch Signal-
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laufzeitunterschiede innerhalb eines Schaltnetzes und fu¨hren zu zusa¨tzlichen, unerwu¨nschten
Umladevorga¨ngen an den Schaltnetzknoten. Die funktionell bedingte Schaltaktivita¨t der Signa-
le, und damit die Verlustleistungsaufnahme, werden um diese Glitching-Aktivita¨t erho¨ht.
In Abschnitt 2.1 wird zuna¨chst die o. a. Charakterisierung der Elementar-Zellen beschrieben.
Die daraus resultierenden charakteristischen Kenngro¨ßen der Zellen werden in die Modellglei-
chungen fu¨r Fla¨che, Durchsatzrate und Verlustleistungsaufnahme eingesetzt. Der zweiphasigen
Modellierung der Verlustleistungsaufnahme kommt dabei zentrale Bedeutung zu.
2.1 Charakterisierung der Elementar-Zellen
Zu den elementarsten charakteristischen Kenngro¨ßen der Makro-Zellen geho¨rt unter anderem
deren Ausdehnung in horizontaler und vertikaler Richtung LxLy, die unmittelbar und einfach
zur Abscha¨tzung der Chipfla¨che einer Schaltung genutzt werden ko¨nnen.
Das Zeitverhalten der Elementar-Zellen (zeitkritischer Pfad τ zwischen Ein- und Ausga¨ngen)
wird i. a. wesentlich von der Lastsituation am Ausgang (angeschlossene Verbindungsleitungen
und Elementar-Zell-Einga¨nge Cload) mitbestimmt. So wird z. B. die Laufzeit des Summenpfa-
des eines Volladdierers, der in einen Carry-Ripple-Addierer eingesetzt wird, in Abha¨ngigkeit
von der Ausgangskapazita¨t am Summenausgang beno¨tigt, um den zeitkritischen Pfad eines
Carry-Ripple-Addierers abscha¨tzen zu ko¨nnen: Neben den Laufzeiten der Carry-Pfade geht
dann auch die Summenlaufzeit der ho¨chsten Wertigkeit in Abha¨ngigkeit von der diesbezu¨gli-
chen Ausgangslast des Addierers mit ein.
Desweiteren za¨hlt zu den charakteristischen Kenngro¨ßen die Kapazita¨t der Taktleitungen und
der daru¨ber angesteuerten Transistoren, sowie die Kapazita¨t der Eingangsknoten der Elementar-
Zellen. Mittels dieser Kapazita¨ten wird der Verlustleistungsanteil des Taktnetzwerkes und der
Verlustleistungsanteil der durch das Umladen der Eingangskapazita¨ten hervorgerufen wird,
abgescha¨tzt.
Der mittlere Energieumsatz E einer Elementar-Zelle kann simulativ mit einer zuvor geeignet
festgelegten technologie- bzw. schaltungstypischen Eingangs-Signalflankensteilheit und mit
Pseudo-Zufalls-Stimuli einer typischen, mittleren Eingangsschaltaktivita¨t von σ   025 ermit-
telt werden. Die Schaltaktivita¨t ist dabei definiert als die mittlere Zahl von Umladezyklen eines
Schaltungsknotens pro Taktperiode. Fu¨r das Taktsignal selbst ist diese demnach identisch Eins;
fu¨r Glitch-freie Datensignale liegt sie im (außer fu¨r die degenerierten Fa¨lle eines konstanten
oder permanent toggelnden Signals) offenen Intervall 0,   , 0.5 (Bild 2.1). Durch das Auftreten
von Glitches kann die obere Grenze signifikant u¨berschritten werden.
Wird eine Elementar-Zelle in einer Schaltung eingesetzt, in der die typische Eingangsschal-
taktivita¨t signifikant von der mittleren Schaltaktivita¨t σ   025 abweicht, so sind weitere
Energieumsa¨tze dieser Elementar-Zelle unter entsprechender Stimulierung zu ermitteln.
Zusa¨tzlich wird der Energieumsatz in Abha¨ngigkeit der Ausgangslast Cload bestimmt:
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T
phi
t
σ  1
σ  05
σ  025
x1
x2
Bild 2.1: Definition der Schaltaktivita¨t σ  1
z. B. ha¨ngt der Energieumsatz eines Volladdierers beim Einsatz in einem Carry-Ripple-
Addierer auch von dessen Ausgangslast ab.
Die Testschaltung zur Charakterisierung der Energie Ei  j und des zeitkritischen Pfades τi  j
einer Elementar-Zelle an der Instanz i j des Makros (Index i und j bestimmen die Position
der Zelle im Makro) ist in Bild 2.2 beispielhaft fu¨r eine Volladdierer-Zelle, die in einem
Carry-Ripple-Addierer eingesetzt wird und mit einem Volladdierereingang am Summenaus-
gang belastet ist, skizziert. In Abha¨ngigkeit einer zusa¨tzlichen Ausgangslastkapazita¨t ∆Cload
wird ein Laufzeitzuwachs ∆τi  j∆Cload des zeitkritischen Pfades bzw. unter einer mittleren
Schaltaktivita¨t ein Zuwachs des Energieumsatzes ∆Ei  j∆Cload der Zelle bestimmt.
Fu¨r das Beispiel eines symmetrischen Volladdierers (Mirror-Full-Adder) in einer 0.25 µm-
CMOS-Technologie mit einer Versorgungsspannung Vdd von 2.5 V sind in der Tabelle in
Bild 2.2 beispielhaft die zugeho¨rigen Kenngro¨ßen zusammengestellt. Die Zuwa¨chse des
Energieumsatzes ∆Ei  j   ∆Esym und des zeitkritischen Pfades ∆τi  j   ∆τsum sind fu¨r den Fall
einer zusa¨tzlichen Ausgangslast von einem Volladdierereingangsa¨quivalent ∆Cload  Cinput am
Summenausgang angegeben.
Der charakteristische Energieumsatz der Elementar-Zellen entha¨lt neben dem Energieumsatz,
der durch die Schaltaktivita¨t der Signale hervorgerufen wird, auch den Energieumsatz, der
durch Glitches, die durch Laufzeitunterschiede innerhalb der Elementar-Zelle auftreten, her-
vorgerufen wird. Bei Schaltungen mit hochgradigem Pipelining entspricht dies der tatsa¨chlich
auftretenden Glitching-Aktivita¨t. Dies stellt jedoch keine allzu starke Einschra¨nkung der
Allgemeinheit dar: Bei Schaltungen mit nur moderatem Pipelining sollten daru¨ber hinausge-
hende Glitching-Aktivita¨ten durch die unten einzufu¨hrenden Korrekturfunktionen hinreichend
abgefangen werden. Sollte der Scha¨tzfehler bei Schaltungen mit noch geringerem Grad an
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VAVA
VA
VA
Eingangskapazita¨t Cinput
Ausdehnung in x-Richtung Lx
Ausdehnung in y-Richtung Ly
0.008 µW / MHz
0.89 ns
0.43 ns
0.49 ns
0.05 µW / MHz
16 µm
2 fF
35 µm
2.5 V
Technologie
Versorgungsspannung
Energiezuwachs ∆Esym
Energie Esym
Beispiel: Symmetrischer Volladdierer
τs
τc
Laufzeitzuwachs ∆τs
Carrylaufzeit τc
Summenlaufzeit τs
0.25 µm-CMOS
Charakteristische Elementar-Zelldaten:
∆Cload
Bild 2.2: Testschaltung zur Charakterisierung des Energieumsatzes und des zeitkritischen Pfa-
des einer Volladdierer-Zelle (VA), ∆Cload ein Addierereingang
Pipelining unakzeptabel groß werden, besteht daru¨ber hinaus die Mo¨glichkeit, die Charakte-
risierung der Elementar-Zellen durch Simulation von hinreichend groß gewa¨hlten (i. a. den
Schaltnetzteilen zwischen Pipeline-Registern entsprechenden) Zellverbu¨nden vorzunehmen.
2.2 Vereinfachtes Verlustleistungsmodell
Die Verlustleistungsaufnahme einer Schaltung soll, wie bereits erwa¨hnt, im folgenden durch ein
mo¨glichst einfaches arithmetisches Modell beschrieben werden. Die Gesamtverlustleistungs-
aufnahme kann dazu in drei Teile unterteilt werden. Ein Anteil wird durch die Schaltaktivita¨t in
der eigentlichen Logik, ein zweiter durch das Taktnetzwerk und ein dritter durch das Umschal-
ten der Eingangssignale verursacht.
Der erste Verlustleistungsanteil Plogik wird hauptsa¨chlich durch die Schaltaktivita¨t der Schal-
tungsknoten sowie den zugeho¨rigen umzuladenden Kapazita¨ten bestimmt. Dieser Anteil soll
unten detaillierter diskutiert werden.
Der zweite Verlustleistungsanteil Pclock wird u¨ber die Kapazita¨t des Taktnetzwerkes und
der daru¨ber angesteuerten Transistoren im Makro bestimmt. Mit der gesamten Taktlast
Cclock gesamt, der Taktfrequenz f und der Versorgungsspannung Vdd ergibt sich die Verlust-
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leistung zu
Pclock  Cclock gesamt   f  Vdd2  (2.1)
Der Verlustleistungsanteil Pin zum Treiben der Eingangssignale wird von der Anzahl l der zu
treibenden Eingangssignale, deren Schaltaktivita¨t σin m und deren Eingangskapazita¨ten Cin m
bestimmt.
Pin  
 
l 1
∑
m0
σin m  Cin m

  f  Vdd2  (2.2)
Im folgenden soll die Modellierung des Logikanteils der Verlustleistung Plogik detaillierter dis-
kutiert werden. In Abschnitt 2.3 wird das Modell dann nochmals verfeinert.
Zuna¨chst wird fu¨r die Modellierung der Verlustleistungsaufnahme, wie in Bild 2.3 skizziert,
vereinfachend fu¨r alle Zellen des Makros eine konstante, mittlere Schaltaktivita¨t, die Referenz-
Schaltaktivita¨t σre f , angenommen. Der Energieumsatz Ei  j der Elementar-Zellen bei typischer
Flankensteilheit tt und der Referenz-Schaltaktivita¨t σre f   σa b c   025 der Eingangssignale
abc    ist durch Charakterisierung der Zellen (Abschnitt 2.1) bekannt. Die Indizes i und j
lokalisieren die Instanziierung der jeweiligen Zelle im Makro, die mit einer Belastung mit der
Kapazita¨t Ci  j verbunden ist.
0.3
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40
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0.1
Index i
Index j
σ  σre f   const.
σ
Bild 2.3: Konstante Schaltaktivita¨t in einem Makro, das mit dem Index i und j aufgespannt
wird.
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Somit ergibt sich der Verlustleistungsbeitrag durch die Logik zu
Plogik   f  
N
∑
j1
M
∑
i1
Ei  j mit Ei  j   f σre f   025 ttCi  j (2.3)
I. a. wird die Ausgangslast Ci  j fu¨r die verschiedenen Instanziierungen variieren, so daß der
Beitrag jeder Elementar-Zelle zum Gesamt-Energieumsatz unter Beru¨cksichtigung der indivi-
duellen Lastsituation bestimmt und eingesetzt werden muß. Fu¨r zumindest blockweise hoch-
regula¨re Schaltungen, mit vollsta¨ndigem oder optimierten Pipelining (siehe [17]) ist dies nicht
der Fall. Die Elementar-Zellen sind dann vielmehr mit den gleichen, von der Instanziierung i j
unabha¨ngigen Kapazita¨ten belastet.
Beinhaltet eine Schaltung L unterschiedliche Zellen, die lm-fach in der Schaltung auftreten, so
kann dann die durch die Logik verursachte Verlustleistungsaufnahme wie folgt angegeben wer-
den
Plogik   f  
L
∑
m1
lm  Em  (2.4)
Die so ermittelten Verlustleistungsanteile ko¨nnen na¨herungsweise natu¨rlich auch mit den be-
kannten Skalierungsfunktionen u¨ber der Technologie skaliert werden.
2.3 Detailliertes Verlustleistungsmodell
Das Verlustleistungsmodell wird nun zuna¨chst unter der Annahme verfeinert, daß gleichver-
teilte Eingangsdaten an den Schaltungen anliegen. Das heißt, daß die Schaltaktivita¨t der Ein-
gangssignale bzw. -Bits u¨ber der Wortbreite und u¨ber dem Funktionsindex konstant sind. An-
schließend wird im Unterabschnitt 2.3.2 der Einfluß nicht gleichverteilter Eingangsdaten auf
die Modellierung der Verlustleistung diskutiert. Dazu werden dann Bereiche aktiver und nicht
aktiver Eingangssignale u¨ber dem Funktionsindex unterschieden und deren Auswirkung auf die
Verlustleistungsaufnahme der zu modellierenden Schaltung beschrieben.
Grundsa¨tzlich kann das hier vorgestellte Verfahren zur Modellierung der Verlustleistungsauf-
nahme jeder beliebigen Eingangsschaltaktivita¨t genutzt werden (s. u.). Beispielhaft soll hier
jedoch zuna¨chst von einer gleichverteilten Eingangsschaltaktivita¨t u¨ber der Wortbreite und in-
nerhalb der aktiven Bereiche u¨ber dem Funktionsindex ausgegangen werden.
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2.3.1 Gleichverteilte Eingangsdaten
In diesem zweiten Modellierungsschritt wird die Annahme, daß die Schaltaktivita¨t der Ein-
gangssignale σa b c  jeder Zelle der Schaltung gleich der mittleren Referenz-Schaltaktivita¨t
σre f   025 ist, aufgegeben. Daß eine Korrektur erforderlich ist, wird aus Bild 2.4 deutlich, in
dem eine sehr vereinfachte, aber typische Schaltaktivita¨t u¨ber den Koordinaten i und j eines
Makros mit den Eingangs-Schaltaktivita¨ten σxσy   025 skizziert ist.
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Bild 2.4: Diagramm der sehr vereinfachten, aber typischen Schaltaktivita¨t eines Beispiel-
Makros
Die Schaltaktivita¨t in Bild 2.4 weicht offenbar deutlich von der zuna¨chst angenommenen, kon-
stanten Referenz-Schaltaktivita¨t ab. Um eine Verbesserung der Verlustleistungsabscha¨tzung zu
erreichen, wird nun in einem zweiten Schritt das oben beschriebene vereinfachte Verlustlei-
stungsmodell um Korrekturfunktionen σˆ erweitert und die tatsa¨chliche Schaltaktivita¨t σ in den
o. a. Modellen mit
σ  σre f   σˆ (2.5)
approximiert.
Bild 2.5 zeigt die gleiche exemplarische Verteilung der Schaltaktivita¨t wie in Bild 2.4 unter Ver-
wendung einer Farbcodierung (statt einer quasi-dreidimensionalen Darstellung). Deutlich sind
nun Bereiche signifikant unterschiedlicher Schaltaktivita¨ten in dem Makro zu erkennen. Die Be-
reiche unterschiedlicher Schaltaktivita¨ten ergeben sich auf Grund der verwendeten Zahlendar-
stellung und der Struktur des Zellenfeldes. In diesem Beispiel ko¨nnen im wesentlichen drei Be-
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Bild 2.5: Falschfarbendarstellung der sehr vereinfachten Schaltaktivita¨t eines Beispiel-Makros,
Eingangsschaltaktivita¨t σx   025 und σy   025, xy gleichverteilt
reiche RIRIIRIII fu¨r die Schaltaktivita¨t unterschieden werden. Die innerhalb dieser Bereiche
u¨ber dem Index i beobachtbare Homogenita¨t der Schaltaktivita¨t ist typisch fu¨r Strukturen mit
Carry-Save-Arithmetik. Fu¨r andere Strukturen, im einfachsten Fall z. B. unter Verwendung von
Carry-Ripple-Addieren, muß die im folgenden beschriebene Vorgehensweise auf zweidimen-
sionale Korrekturfunktionen erweitert werden (s. a. Kap. 4.2). In Bereich RI mit der Wortbreite
wI (LSBs) liegt eine reduzierte Schaltaktivita¨t vor, wa¨hrend Bereich RII mit der Wortbreite wII
eine Schaltaktivita¨t von etwa 0.25 zeigt. In den ho¨chsten Wertigkeiten im Bereich RIII mit der
Wortbreite wIII (MSBs) liegt die Schaltaktivita¨t noch unter der Schaltaktivita¨t in Bereich RI .
Diese Bereiche werden in der detaillierten Modellierung nun getrennt voneinander betrachtet
und modelliert, so daß sich die durch die Logik verursachte Verlustleistungsaufnahme aus den
einzelnen Verlustleistungsanteilen der Bereiche wie folgt zusammensetzt
Plogic   PI PII PIII 
Mit der Unterteilung der Schaltung in L Bereiche gilt allgemein fu¨r die Verlustleistungsaufnah-
me
Plogic  
L 
∑
m1
Pk  (2.6)
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Die detaillierte Modellierung wird im folgenden der Einfachheit halber nur fu¨r den Bereich RII
erla¨utert. In diesem Bereich tritt nach Bild 2.5 fu¨r kleine j offenbar eine gewisse Inhomogenita¨t
auf, die im folgenden genauer untersucht werden soll.
Wa¨hrend bisher die Eingangsschaltaktivita¨ten mit σx y   025 angenommen wurden, wird nun
die Schaltaktivita¨t σx von 0.25 bis 0.02 variiert. Der Verlauf der mittleren Schaltaktivita¨t im
Bereich RII a¨ndert sich dann naturgema¨ß mit der Eingangsschaltaktivita¨t σx. Da, wie bereits
erwa¨hnt, nach Bild 2.5 im Bereich RII die Schaltaktivita¨t u¨ber dem Index i praktisch homogen
ist, kann fu¨r die Modellierung eine zufa¨llig ausgewa¨hlte Spalte beispielhaft fu¨r den gesam-
ten Bereich herausgegriffen werden. In Bild 2.6 sind die resultierenden Schaltaktivita¨ten u¨ber
dem (Funktions-) Index j mit der Eingangsschaltaktivita¨t σx als Parameter normiert auf die
Referenz-Aktivita¨t σre f   025 aufgetragen. Der letzte Schritt besteht nun darin, diese Schal-
taktivita¨tsverla¨ufe durch geeignete Korrekturfunktionen σˆII  j zu approximieren.
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Bild 2.6: Korrekturfunktionen einer Bit-Wertigkeit fu¨r den Bereich RII des Beispiel-Makros
Wie Regressionsrechnungen (deren Ergebnisse exemplarisch fu¨r Filter-Makros in Kapitel 6 vor-
gestellt werden) gezeigt haben, kann der Verlauf der mittleren Schaltaktivita¨t σII  j sehr gut mit
der Funktion
σˆII  j   aII  

1bII   e  jcII

 (2.7)
angena¨hert werden. Die Parameter aIIbIIcII sind dabei wiederum Funktionen der jeweiligen
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Eingangsschaltaktivita¨t σx
aIIbIIcII   f σx  (2.8)
Mit dieser pha¨nomenologischen Vorgehensweise zur Korrektur der Schaltaktivita¨t ist es
mo¨glich, das vereinfachte Modell aus Kapitel 2.2 zu verfeinern, so daß sich z. B. fu¨r den Bereich
RII das erweiterte Modell zu
PII   f  wII  
N
∑
j1
σˆII  j  EII  j (2.9)
ergibt.
Die Korrekturfunktionen σˆI  j und σˆIII  j der beiden anderen Bereiche der Schaltung ko¨nnen auf
die gleiche Weise bestimmt werden.
Dieses verfeinerte Verlustleistungsmodell kann in einem zusa¨tzlichen Schritt auch fu¨r nicht
gleichverteilte Eingangsdaten erweitert werden.
2.3.2 Nicht gleichverteilte Eingangsdaten
Die Erweiterung des Verlustleistungsmodells fu¨r nicht gleichverteilte Eingangsdaten wird wie-
der anhand einer sehr vereinfachten, aber exemplarischen Schaltaktivita¨t nach Bild 2.7 erla¨utert.
Dazu wird angenommen, daß die Werte des Eingangssignals y nicht gleichverteilt sind und
u¨ber dem Funktionsindex j in drei Bereiche, in einen aktiven und zwei nicht aktive Bereiche,
unterteilt werden ko¨nnen. Diese Situation ist z. B. typisch fu¨r eine Multiplizierer- oder Bit-
Plane-Struktur (s. Kapitel 5 oder Kapitel 6.2), wenn fu¨r die niedrigen und die hohen Indizes die
Eingangs-Bits und damit die zu summierenden Partialprodukte Null sind. Nur im Bereich der
mittleren Indizes sei das Eingangssignal y aktiv bzw. die entsprechenden Bits ungleich Null.
Die Schaltaktivita¨t der Bits des Eingangssignals x sei weiterhin u¨ber der gesamten Wortbreite
homogen.
Fu¨r die detaillierte Herleitung wird beispielhaft wieder der Bereich RII und in diesem, mit
der gleichen Begru¨ndung wie oben, die auf die Referenz-Schaltaktivita¨t σre f   025 normierte
Schaltaktivita¨t u¨ber einer zufa¨llig ausgewa¨hlten Spalte betrachtet (Bild 2.8). Der Verlauf die-
ser Schaltaktivita¨t kann offensichtlich in vier signifikant unterschiedliche Regionen unterteilt
werden:
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Bild 2.7: Falschfarbendarstellung der Schaltaktivita¨t eines Beispiel-Makros, Eingangsschaltak-
tivita¨t σx   025, σy   025 und y nicht gleichverteilt
- Die Schaltaktivita¨t fu¨r niedrige Funktionsindizes von 0 bis jB ist auf Grund des nicht aktiven
Eingangssignals y in diesem Bereich verschwindend gering.
- Im Bereich jB  1 bis jC ist das Eingangssignal y aktiv, so daß sich hier eine Schaltaktivita¨t
aufbaut. Die Steilheit des Aufbaus und der erreichte Endwert der Schaltaktivita¨t ha¨ngen of-
fenbar signifikant von der Schaltaktivita¨t des Eingangssignals x (Parameter σx in Bild 2.8) ab.
Der Verauf kann wieder mit einer Funktion, wie in Gleichung 2.7 eingefu¨hrt, approximiert
werden.
- Der in der Region jC1 bis jD zu beobachtende Abbau der Schaltaktivita¨t kann vo¨llig analog
behandelt werden.
- In der letzten Region jB 1 bis jC bleibt die Schaltaktivita¨t offenbar praktisch auf dem End-
wert der vorangegangenen Region konstant. (Fu¨r die Beispiele Multiplizierer- bzw. Bit-Plane-
Struktur kann dieses Verhalten dadurch erkla¨rt werden, daß die in den vorangegangenen Be-
reichen aufakkumulierte Partialproduktsumme nun praktisch unvera¨ndert zum Ausgang der
Schaltung transferiert wird).
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Insgesamt kann die normierte Schaltaktivita¨t entlang einer Spalte in Bereich RII also mit der
Korrekturfunktion
σˆII  j  























0   const ; j   1       jB
aB  

1bB   e

j
cB
	
; j   jB 1       jC
aC  

1bC   e

j
cC
	
; j   jC 1       jD
aD   const ; j   jD 1      N
(2.10)
und den Parametern aνbνcν ν  BC
approximiert werden.
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Bild 2.8: Erweiterte Korrekturfunktion einer Bit-Wertigkeit fu¨r den Bereich RII des Beispiel-
Makros, y nicht gleichverteilt
Die oben vorgenommene Differenzierung aktiver und nicht aktiver Bereiche ist nicht mit der
Modellierung der Schaltaktivita¨t in Abha¨ngigkeit der Korrelation der Eingangsdaten, wie sie
z. B. in [18] fu¨r verschiedene Mo¨glichkeiten der Zahlendarstellung untersucht wurde, zu ver-
wechseln. Fu¨r die obige Herleitung wurde vereinfachend von pseudo-zufa¨lligen, u¨ber der Wort-
breite und u¨ber der Zeit unkorrelierten Bit-Mustern mit mittlerer Schaltaktivita¨t σ ausgegan-
gen. Dies stellt jedoch keine gravierende Einschra¨nkung der Allgemeinheit dar: Ist aus der
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Betrachtung der Korrelation die Verteilung der Schaltaktivita¨t u¨ber der Wortbreite bekannt, so
kann die Schaltung, wie oben fu¨r den Extremfall aktiver und nicht aktiver Bereiche des Ein-
gangswortes y, geeignet partitioniert und behandelt werden. Dies ist in Bild 2.9 beispielhaft fu¨r
den Fall einer nicht homogen u¨ber dem Eingangswort x verteilten Schaltaktivita¨t und einer ho-
mogen u¨ber dem Eingangswort y verteilten Schaltaktivita¨t gezeigt. (Praktisch entspricht dieses
Beispiel der Verwendung einer Vorzeichen-Betrags-Zahlendarstellung fu¨r das Einganssignal x;
siehe [18]). Im allgemeinsten Fall muß die Partitionierung dann in beiden Dimensionen (entlang
Index i und j) vorgenommen werden. Auswirkungen von Signalkorrelationen auf den Verlauf
der Signalstatistik im inneren der Schaltung, wie sie fu¨r konstruierte Spezialfa¨lle denkbar sind,
werden mit der hier beschriebenen Methodik naturgema¨ß nicht erfaßt und sind praktisch auch
nicht von Interesse.
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Bild 2.9: Falschfarbendarstellung der sehr vereinfachten Schaltaktivita¨t des Beispiel-Makros fu¨r
die typische Schaltaktivita¨t des Eingangssignals x in Betrags-Vorzeichen-Zahlendarstellung
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3 Modell-Verifikation
Die im weiteren Verlauf dieser Arbeit noch vorzustellenden Modelle fu¨r Schlu¨sselkomponenten
der hochratigen digitalen Signalverarbeitung basieren auf der in Kapitel 2 vorgestellten Mo-
dellierungsmethodik. Zur Charakterisierung der Elementar-Zellen der Schaltungen bzgl. deren
Zeitverhalten und mittleren Energieumsa¨tzen bietet sich die Verwendung von Schaltungs-
Simulatoren (SPICE, SPECTRE, o. a¨.) an. Fu¨r die Verlustleistunsmodell-Bildung mu¨ssen
die durch Korrekturfunktionen zu approximierenden Verla¨ufe der Schaltaktivita¨t anhand
konkreter, i. a. komplexer Schaltungsentwu¨rfe mit exemplarischen Schaltungsparametern
(Wortbreiten, Koeffizientenzahlen etc.) und Signalparametern (Schaltaktivita¨t der Eingangs-
signale) simulativ ermittelt werden. Aufgrund der hohen Schaltungskomplexita¨t ko¨nnen
dabei nur Verlustleistungssimulatoren zum Einsatz kommen. Gleiches gilt fu¨r die quantitative
Validierung der erarbeiteten Verlustleistungsmodelle; durch Vergleich der mit den Modellen
bestimmbaren Scha¨tzwerte mit den Ergebnissen entsprechender Verlustleistungssimulationen.
Der Verlustleistungssimulation kommt damit fu¨r die Modellierung gleich doppelte Bedeutung
zu. Mit dem bereits erwa¨hnten Datenpfadgenerator kann die Generierung der fu¨r die Verlust-
leistungssimulation beno¨tigten Schaltungs-Netzlisten fu¨r vorgegebene Schaltungsparameter
praktisch vollsta¨ndig automatisiert werden. Auch die Generierung der Eingangs-Stimuli
fu¨r vorgegebene Verteilungen der Schaltaktivita¨t sowie die Auswertung der Ergebnisse der
Verlustleistungssimulation hinsichtlich der Schaltaktivita¨t im inneren der Schaltung ko¨nnen
weitgehend automatisiert erfolgen [19].
3.1 Konvergenzanalyse
Bei der Simulation der mittleren Verlustleistungsaufnahme bzw. der mittleren Schaltaktivita¨t
der Knoten im inneren der zu modellierenden Schaltung mit pseudo-zufa¨lligen Eingangs-
Stimuli muß insbesondere sichergestellt werden, daß das betrachte Stimuli-Ensemble hinrei-
chend groß gewa¨hlt wird. Unter der Vorraussetzung ausreichender Zufa¨lligkeit der Eingangs-
Stimuli kann dazu deren Zahl so lange erho¨ht werden, bis der simulierte Mittelwert sich nicht
mehr a¨ndert, d. h. konvergiert. Die Konvergenz der Simulationsergebnisse fu¨r geringe Schaltak-
tivita¨ten der Eingangssignale ist dabei von besonderem Interesse, da auch fu¨r diese alle mo¨gli-
chen Eingangswerte im Mittelwert Beru¨cksichtigung finden mu¨ssen.
Ein typisches Beispiel dafu¨r stellen Filteranwendungen mit geringer Schaltaktivita¨t der
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Koeffizienten-Bits dar. Die folgende Analyse wurde deshalb am exemplarischen Beispiel ei-
ner Bit-Plane (siehe Kapitel 6.2.1 und Kapitel 6.2.2) mit 10 Koeffizienten fu¨r eine sehr geringe
Schaltaktivita¨t der Koeffizienten (σc  0) durchgefu¨hrt. Die mittlere Verlustleistungsaufnahme
der Bit-Plane fu¨r praktisch konstante Koeffizientenwerte muß dann aus den Mittelwerten der
Verlustleistungsaufnahme fu¨r ausreichend viele Koeffizientensa¨tze bestimmt werden. Die Bit-
Plane wird dazu mit insgesamt V Stimuli-Vektoren (bzw. u¨ber V Taktzyklen) stimuliert, wobei
u¨ber jeweils Z Taktzyklen die Koeffizientenwerte konstant gehalten werden. Gegenstand der
nachfolgenden Untersuchung ist also die Bestimmung der Parameter V und Z derart, daß in
mo¨glichst kurzer Simulationszeit mo¨glichst genaue Mittelwerte bestimmt werden.
Bild 3.1 zeigt die normierte Verlustleistung einer Bit-Plane fu¨r N   10 Koeffizienten und einer
Eingangswortbreite von wx   10 Bits u¨ber der Zahl der pro Koeffizientensatz simulierten Takt-
zyklen, wobei jeweils u¨ber die Ergebnisse der Simulation von 100 Koeffizientensa¨tzen gemittelt
wurde. Die Verlustleistungsaufnahme ist dabei auf die fu¨r V   3000 und Z   100 simulierte
Verlustleistungsaufnahme normiert. Ab einer Zahl der Testvektoren pro Koeffizientensatz von
Z   50 ist die Differenz der Verlustleistungswerte gegenu¨ber dem Verlustleistungswert bei ei-
ner Simulation mit Z   100 Testvektoren pro Koeffizientensatz  05%. Somit ko¨nnen bei der
Simulation zur Bestimmung des mittleren Verlustleistungswertes fu¨r das gewa¨hlte Beispiel die
Koeffizientensa¨tze nach 50 Taktzyklen gea¨ndert werden.
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Bild 3.1: Normierte Verlustleistung u¨ber der Zahl der Testvektoren pro Koeffizientensatz fu¨r
100 Koeffizientensa¨tze pro Simulation, (Normierung: 1 
  Verlustleistung einer 10-Tap Bit-
Plane mit wx   10, Z   100 und V   3000 )
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In einem zweiten Schritt soll nun die hinreichende Anzahl von Koeffizientensa¨tzen bzw. die
hinreichende Anzahl von Taktzyklen V der Simulation bestimmt werden. Bild 3.2 zeigt dazu
den Verlauf der simulierten Verlustleistungsaufnahme in Abha¨ngigkeit der Anzahl der verwen-
deten Stimuli-Vektoren V und der Zahl der Taktzyklen pro Koeffizientensatz Z   2050100 als
Parameter (Normierung wieder auf die Ergebnisse fu¨r V   3000 und Z   100).
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Bild 3.2: Normierte Verlustleistung u¨ber der Anzahl der Testvektoren V , Parameter: Zahl der
Testvektoren pro Koeffizientensatz Z   20 (gru¨n), Z   50 (blau), Z   100 (rot), (Normierung:
1 
  Verlustleistung einer 10-Tap Bit-Plane mit wx   10, Z   100 und V   3000 )
Offenbar werden fu¨r den oben diskutierten Fall mit Z   50 simulierten Taktzyklen pro Koeffi-
zientensatz bereits sehr gute Mittelwerte bei einer Anzahl der Stimuli-Vektoren von V   1000
erreicht. Die Simulationsergebnisse fu¨r Z   50 unterscheiden sich ab einer Anzahl der Stimuli-
Vektoren von der gesamten Simulation mit V   1000 nur noch um weniger als 03%. Die fast
identischen Kurven fu¨r Z   50 und fu¨r Z   100 besta¨tigen die Ergebnisse der vorrausgegange-
nen Untersuchung.
Die obigen Untersuchungen zeigen, daß zur Simulation eines im Rahmen der Modellbildung
und der Modellvalidierung ausreichend genauen Wertes der Verlustleistungsaufnahme fu¨r eine
Bit-Plane fu¨r N   10 Koeffizienten und einer Eingangswortbreite von wx   10 Bits die Si-
mulation von V   1000 Testvektoren hinreichend ist. Dabei ko¨nnen bei der Bestimmung des
Verlustleistungswertes fu¨r den Fall, daß die Koeffizienten eine geringe Schaltaktivita¨t aufwei-
sen, die Koeffizientensa¨tze, die in der Simulation an die Biplane angelegt werden, bereits nach
jeweils, Z   50 Taktzyklen gea¨ndert werden.
Alle im folgenden verwendeten Verlustleistungs-Simulationsergebnisse wurden unter Beru¨ck-
sichtigun der jeweils aktuellen Schaltungsparameter auf die o. a. Weise abgesichert.
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4 Carry-Propagate-Addierer-Modelle
Die Addition ist in den Algorithmen der digitalen Signalverarbeitung eine wichtige Grund-
operation, und so ist der Volladdierer nicht nur in Addierern, sondern auch in Multiplizierern,
Dividierern, Filtern etc. ein wichtiges Grundelement. Deshalb werden hier kurz drei ha¨ufig ein-
gesetzte Volladdierertypen verglichen. Anschließend werden drei Carry-Propagate-Addierer-
Modelle beschrieben, die die Scha¨tzung der Kosten dieser Addierer beim Einsatz beliebiger
Volladdierer-Zellen in die jeweilige Struktur unterstu¨tzen. Mit den charakteristischen Daten
der gewa¨hlten Volladdierer-Zelle liefert das jeweilige Modell die entsprechenden Kosten des
Addierer-Makros. Zur Modellierung der Verlustleistung wird unter anderem insbesondere die
Schaltaktivita¨t innerhalb des Addierers beru¨cksichtigt.
4.1 Der Volladdierer als Grundelement
Im folgenden sollen zuna¨chst die charakteristischen Daten der drei wichtigsten Implementie-
rungen der Drei-Bit-Addition, eines gatterbasierten Volladdierers (mit optimierter ¨Ubertrags-
laufzeit), eines Mirror-Volladdierers (mit optimierter Effizienz) und eines Transmission-Gatter-
basierten Volladdierers (mit optimierter Summen-Laufzeit) im Sinne der oben eingefu¨hrten
Methodik zusammengestellt werden. Die Charakterisierung dieser Volladdierer ermo¨glicht an-
schließend die Modellierung der Kosten diverser damit aufgebauter Carry-Propagate-Addierer.
4.1.1 Charakteristische Daten des Volladdierers
Der Volladdierer wird durch seine Laufzeiten, die des Summen-Pfades τs und des Carry-Pfades
τc, sowie seiner Fla¨che A und seines mittleren Energieumsatzes E je Volladdition charakteri-
siert. Wie Bild 4.1 zeigt, ko¨nnen ausgehend von den Einga¨ngen grob jeweils zwei Wege fu¨r den
Summen-Pfad (τs1τs2) und den Carry-Pfad (τc1τc2) unterschieden werden. Bei dieser groben
Charakterisierung wird von gleichberechtigten Eingangssignalen a und b ausgegangen. Carry-
c und Summen-Ausgang s seien jeweils mit der Kapazita¨t Cload eines Volladdierereingangs be-
lastet.
Die charakteristischen Daten der drei o. a. Volladdierer sind in Tabelle 4.1 fu¨r eine Realisierung
in einer 0.25 µm-CMOS-Technologie bei einer Versorgungsspannung Vdd von 2.5 V zusam-
mengestellt.
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Bild 4.1: Symbol eines Volladdierers
Gatterb. Volladdierer Mirror-Volladdierer Geschw. Volladdierer
Fla¨che A 75.2 µm2 56.8 µm2 105.5 µm2
Laufzeit τs1 0.53 ns 0.89 ns 0.88 ns
Laufzeit τs2 0.53 ns 0.89 ns 0.52 ns
Laufzeit τc1 0.49 ns 0.49 ns 0.69 ns
Laufzeit τc2 0.45 ns 0.47 ns 0.41 ns
Energie E 0.09 µW/MHz 0.05 µW/MHz 0.27 µW/MHz
Effizienz η
 GHz / (µm2  pJ)  0.279 0.396 0.04
Tabelle 4.1: Charakteristische Werte von drei Volladdierern in einer 0.25 µm-CMOS-
Technologie
Der geschwindigkeitsoptimierte Volladdierer hat die ku¨rzeste Laufzeit des Carry-Pfades τc2,
dies jedoch auf Kosten einer gro¨ßeren Fla¨che und eines ho¨heren Energieumsatzes im Vergleich
zu den anderen beiden Volladdierern. Bei dem Vergleich der Effizienzen η der Volladdierer
η  1
A   τ  E
(4.1)
zeichnet sich der symmetrische Volladdierer durch die ho¨chste Effizienz aus.
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4.2 Carry-Ripple-Addierer
Die bekannte Grundstruktur eines Carry-Ripple-Addierers ist in Bild 4.2 gezeigt.
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Bild 4.2: Carry-Ripple-Addierer
Die Chipfla¨che einer Addierer-Stufe dieses Typs kann sofort durch das Produkt aus Chipfla¨che
eines Volladdierers und Wortbreite n der Addierer-Stufe angegeben werden.
Die kritische Laufzeit einer Addierer-Stufe τcra setzt sich aus den Laufzeiten
τs1τs2τc1τc2∆τs1∆τs2 eines Volladdierers wie folgt zusammen
τcra  

τs1 k1  ∆τs1 ; n   1
τc1 n2   τc2 τs2 k1  ∆τs2 ; n  2 
(4.2)
Die Summen-Laufzeit des Volladdieres in der ho¨chsten Wertigkeit ist abha¨ngig von der Last am
Ausgang der Addierer-Stufe. Ist die Lastkapazita¨t gro¨ßer als die Kapazita¨t eines Addiererein-
gangs, so verla¨ngert sich die Additionszeit mit jedem weiteren Addierereingangsa¨quivalent als
Belastung um ca. ∆τs2.
Zur Bestimmung der Verlustleistungsaufnahme einer Carry-Ripple-Addierer-Stufe ist neben der
Kenntnis des Energieumsatzes der verwendeten Volladierer nach Tabelle 4.1 auch die Kenntnis
der Schaltaktivita¨t der Summen- und Carry-Bits in Abha¨ngigkeit der Bit-Wertigkeit erforder-
lich. Zur Modellierung einer mittleren Verlustleistungsaufnahme ist dazu die Schaltaktivita¨t in
der Addierer-Stufe fu¨r Pseudo-Zufalls-Stimuli an den beiden Addierereinga¨ngen zu bestimmen.
Bild 4.3 zeigt die mittlere Schaltaktivita¨t der Summen- und Carry-Bits fu¨r eine Stimulierung
der Addierereinga¨nge mit einer mittleren Schaltaktivita¨t von σaσb   025 u¨ber der Wertig-
keit, unter der Annahme, daß sich die Eingangs-Bits nur synchron a¨ndern (entsprechend der
Ansteuerung mit getakteten Register-Stufen). Offenbar wa¨chst die Schaltaktivita¨t der Summen-
und Carry-Bits σcryσsum zuna¨chst mit steigender Bit-Wertigkeit an. Fu¨r ho¨here Wertigkeiten
zeigt sich jedoch praktisch eine Sa¨ttigungserscheinung, so daß ab etwa 4 bis 6 Bits die Schal-
taktivita¨t konstant bleibt.
Dieses Verhalten kann grundsa¨tzlich auf zwei Effekte zuru¨ckgefu¨hrt werden, die im folgenden
na¨her erla¨utert werden sollen. In Bild 4.4 sind dazu beispielhaft die logischen Pfade von den
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Bild 4.3: Schaltaktivita¨t des Summen- σsum und des Carry-Bits σcry u¨ber der Bit-Wertigkeit,
ein Addierer Last (durchgezogene Linie), zwei Addierer Last am Carry-Ausgang (gestrichelte
Linie)
Addierereinga¨ngen zum Summen-Ausgang s2 rot skizziert.
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Bild 4.4: Konkurrierende Pfade zum Summen-Ausgang s2 eines Carry-Ripple-Addierers
Bei einem synchronen Wechsel der Eingangs-Bits c0a0a1a2b0b1b2 von 0000000
nach z. B. 1111000 wechselt nach einer Volladdierersummenlaufzeit das Ausgangs-
Summen-Bit s2 von 0 nach 1. Da in allen Wertigkeiten die Propagate-Bedingung erfu¨llt, und
c0   1 ist, “korrigiert“ nach etwa drei Carry-Laufzeiten das ¨Ubertragssignal aus den niedereren
Wertigkeiten das Ausgangs-Summen-Bit s2 wieder zu 0. Analoges gilt natu¨rlich fu¨r die anderen
Summen-Augangs-Bits. Dieser in Schaltnetzen allgemein als Hazard und im Zusammenhang
mit der Verlustleistungsaufnahme in der angelsa¨chsischen Literatur als Glitching bezeichnete
Effekt, fu¨hrt zu unerwu¨nschten zusa¨tzlichen Umladevorga¨ngen der Schaltungsknoten und damit
zu einer Erho¨hung der Verlustleistungsaufnahme. Die tatsa¨chlich an den Summen-Ausga¨ngen
si beobachtbaren dynamischen Spannungshu¨be - die Glitch-Amplituden - ha¨ngen natu¨rlich von
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den beteiligten Laufzeitunterschieden und der Treiberfa¨higkeit der Summen-Ausga¨nge, sowie
deren kapazitiver Belastung ab. Solange die Glitch-Amplitude nicht den vollen Speisespan-
nungspegel erreicht, erfolgt kein vollsta¨ndiger Umladevorgang und damit nur ein reduzierter
Energieumsatz. Damit ist aber der erste Beitrag zu obigem Sa¨ttigungsverhalten erkla¨rt: Mit stei-
gender Wertigkeit wachsen die Laufzeitunterschiede, damit die Glitch-Amplituden und damit
der Energieumsatz pro Glitch. Ab der Wertigkeit in der der volle Speisespannungshub erreicht
wird, bleibt der Energieumsatz konstant; dies ist typischerweise ab 4 bis 6 Bits der Fall.
Das o. a. einfache Beispiel fu¨hrt pro Summen-Ausgangs-Bit zu genau einem Glitch. Fu¨r
la¨ngere Wortbreiten lassen sich jedoch sehr einfach auch synchrone Eingangs-Stimuli
konstruieren, die zu mehreren Glitches pro Summen-Ausgangs-Bit fu¨hren: So ergeben
sich z. B. fu¨r die Eingangsbelegung c0a0a1a2a3a4a5    b0b1b2b3b4b5    mit
0000000   110111    zuna¨chst mehrere nicht zusammenha¨ngende Propagate-
Pfade, die durch Kill- bzw. Generate-Bedingungen separiert sind. Werden diese mit dem syn-
chronen Umschalten der Eingangsbelegung auf 0000000   111111    zu einem
langen Propagatepfad verbunden, so fu¨hrt die ¨Ubertragsausbreitung der im vorangegangenen
Zustand “gespeicherten“ Carry-Bits, geeignete Propagate-Pfadla¨ngen vorausgesetzt, zu mehre-
ren Glitches des betrachteten ho¨chstwertigen Summen-Ausgangs-Bits. Die Glitch-Amplituden
ha¨ngen natu¨rlich wie oben wieder von den Laufzeitunterschieden usw. ab. Demnach sollte mit
steigender Wertigkeit auch die Glitch-bedingte Schaltaktivita¨t der Summen-Ausgangs-Bits im-
mer weiter anwachsen. Bei der Bestimmung der mittleren Schaltaktivita¨t u¨ber viele stochasti-
sche Eingangs-Stimuli spielen die vergleichsweise wenigen Signalwechsel, die zu mehreren
Glitches pro Ausgangs-Bit und Eingangssignalwechsel fu¨hren ko¨nnen, jedoch praktisch keine
Rolle.
Da mehrere Glitches pro Ausgangs-Bit nur bei gro¨ßeren Wortbreiten auftreten ko¨nnen, die Sa¨tti-
gung der Schaltaktivita¨ten aber bereits bei 4 bis 6 Bits auftritt, kann das Verhalten in Bild 4.3
im wesentlichen offenbar auf den oben beschriebenen Einfluß der Glitch-Amplituden zuru¨ck-
gefu¨hrt werden. Fu¨r nicht synchrone Eingangssignalwechsel an den Einga¨ngen des Ripple-
Addierers, wie sie z. B. durch Kaskadierung in Multioperanden-Addierern auftreten, sind die
Verha¨ltnisse komplexer.
Die durch Simulation bestimmten Schaltaktivita¨ten nach Bild 4.3 ko¨nnen zur Bestimmung der
Korrekturfunktion nach Kapitel 2.3 fu¨r das Verlustleistungsmodell des Carry-Ripple-Addierers
Pcra als Funktion der Wortbreite n verwendet werden. Dazu wird das vereinfachte Verlustlei-
stungsmodell, in dem eine mittlere Schaltaktivita¨t von σ   025 fu¨r alle Wertigkeiten ange-
nommen wird, mit den Korrekturfunktionen σˆsum i, σˆcry i erweitert. Die Korrekturfunktionen
sind durch die auf 0.25 normierten Schaltaktivita¨ten σsum und σcry aus Bild 4.3 (durchgezogene
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Linien) fu¨r einen Addierer als Ausgangslast gegeben.
σˆsum i  

σsum i 025 ; i   0      5
σsum 6 025 ; i   6      n
(4.3)
bzw.
σˆcry i  

σcry i 025 ; i   1      6
σcry 7 025 ; i   7      n 
(4.4)
Beim symmetrischen Volladdierer wird beim Umladevorgang am Summen-Ausgang na¨he-
rungsweise die gleiche Energie wie beim Umladevorgang am Carry-Ausgang EVA 2 umgesetzt,
so daß die Verlustleistung des Carry-Ripple-Addierers wie folgt angegeben werden kann
Pcra  

EVA
2
 
n
∑
i1
σˆcry i 

EVA
2
k1  ∆Eload

 
n 1
∑
i0
σˆsum i
	
  f  (4.5)
¨Ahnlich wie bei der Summen-Laufzeit τs2 ha¨ngt auch hier der Anteil der Energie, die durch
einen Umladevorgang am Summen-Bit-Ausgang umgesetzt wird, linear von der Last am Aus-
gang ab. Mit jedem zusa¨tzlichen Addierereingang als Last steigt der Energieumsatz um ∆Eload,
gewichtet mit dem entsprechenden Korrekturfaktor σˆsum i der Wertigkeit i.
Zur Validierung dieses Modells wurden Carry-Ripple-Addierer in einer 0.25 µm-CMOS-
Technologie bei einer Versorgungsspannung Vdd von 2.5 V zusammengestellt mit unterschied-
lichsten Wortbreiten und Lasten am Ausgang automatisch generiert und bezu¨glich ihrer Ver-
lustleistungsaufnahme simuliert. Die Ergebnisse des Vergleiches der Energieumsa¨tze sind in
Bild 4.5 gezeigt. Die Diagramme in Bild 4.5 zeigen eine gute ¨Ubereinstimmung zwischen Mo-
dell und Simulationsergebnissen.
Bei der Addition zweier vorzeichenbehafteter Operanden in Vorzeichen-Betrag-Darstellung
kann es vorkommen, daß nur in den niedrigen Wertigkeiten eine Schaltaktivita¨t auftritt,
z. B. wenn die zu addierenden oder zu subtrahierenden Zahlen betragsma¨ßig klein sind und
nicht die gesamte Wortbreite des implementierten Addierers beno¨tigen. Durch eine Erweite-
rung des Verlustleistungsmodells zu 4.5 kann die Verteilung der Eingangsschaltaktivita¨t der
Operanden u¨ber der Wertigkeit mit beru¨cksichtigt werden: Gleichung 4.5 wird mit n   win an-
gewandt, wobei win der (maximalen) schaltaktiven Teilwortbreite der Operanden entspricht.
(Hier wird vereinfachend von einer Schaltaktivita¨t der aktiven Eingangs-Bits von σ   025
ausgegangen.) Die ho¨heren Wertigkeiten werden mit einer Treppenfunktion gewichtet, um ei-
ne mittlere ¨Ubertragsausbreitung zu modellieren. Sind insbesondere die Eingangs-Bits in den
ho¨heren Wertigkeiten alle gleich Null, so kann durch einen ¨Ubertrag maximal in der Wertig-
keit 2win eine weitere Schaltaktivita¨t auftreten. Die Treppenfunktion reduziert sich dann auf die
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Bild 4.5: Energie eines Carry-Ripple-Addierers basierend auf der symmetrischen Volladdierer-
Zelle, Modelldaten (rot), Simulationsdaten (blau)
Korrektur der Schaltaktivita¨t der Wertigkeit 2win mit dem Faktor 0.38, der durch Simulation
bestimmt wurde. Die Behandlung der Schaltaktivita¨t der Vorzeichen-Bits ist vergleichsweise
trivial und soll hier nicht behandelt werden. Dieses erweiterte Verlustleistungsmodell wurde am
Beispiel eines 16-Bit-Addierers mit einer einem weiteren Addierer entsprechenden Belastung
der Summen-Ausga¨nge fu¨r unterschiedliche Schaltaktivita¨ten der Eingangsdaten durch Simu-
lationen fu¨r eine 0.25 µm-CMOS-Technologie bei einer Versorgungsspannung Vdd von 2.5 V
verifiziert (siehe Tabelle 4.2).
σ  025, E [µW/MHz] E/ [µW/MHz] Differenz [%]
in den Wertigkeiten Modell Simulation ∆
0  3 0.241 0.240 +0.4
0  6 0.425 0.420 +1.2
0  9 0.608 0.610 -0.3
Tabelle 4.2: Charakteristische Werte eines 16 Bit Addierers in einer 0.25 µm-CMOS-
Technologie fu¨r unterschiedliche Eingangsschaltaktivita¨ten
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4.3 Carry-Select-Addierer
Bild 4.6 skizziert das Grundprinzip eines Carry-Select-Adddierers. In zwei parallelen Pfaden
werden die Summen- und Carry-Signale fu¨r das Carry-Eingangs-Bit “0“ und “1“ berechnet. In
dem Multiplexer am Ausgang des Addierers werden dann mit dem jeweiligen Carry-Ausgangs-
Bit des vorherigen Blocks die beno¨tigten Ausgangssignale ausgewa¨hlt. Auf diese Weise kann
die Laufzeit besonders fu¨r Addierer großer Wortbreite deutlich reduziert werden. In Bild 4.6 ist
der Carry-Select-Addierer am Beispiel eines Addierers der Wortbreite n   6 mit einer Anfangs-
blockwortbreite von m0   1 und einem Wortbreitenzuwachs pro Block von ∆m   1 gezeigt.
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Bild 4.6: Carry-Select-Addierer
Die Fla¨che Acsca des Carry-Select-Addierers ist durch diese drei Parameter (nm0∆m) festge-
legt, kann aber auch durch die Anzahl NBlock und die Wortbreiten nBlock der Blo¨cke, die sich
daraus ergeben, beschrieben werden
Acsca  
NBlock∑
i1
ni  Alc csca   n  Alc csca  (4.6)
Alc csca ist die Fla¨che der Elementar-Zellen des Carry-Select-Addierers, die fu¨r eine Wertigkeit
die Summen- und Carry-Logik und den Multiplexer entha¨lt.
In Bild 4.7 ist das Carry-Select Addierer-Prinzip skizziert, das dem erarbeiteten Modell zu
Grunde liegt [20]. Nur der Carry-Pfad des Addierers ist in dieser Implementierung aufgedop-
pelt. Der Halbaddierer zur Berechnung der Summe ist hinter dem Multiplexer angeordnet und
muß deswegen nur einmal implementiert werden. Der Addierer wird aus drei Elementar-Zellen
zusammengesetzt, der Elementar-Zelle 0, die am Blockanfang eingesetzt wird, der Elementar-
Zelle 1, die in allen weiteren Wertigkeiten eines Blocks vorkommt, ausgenommen in der
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ho¨chsten Wertigkeit, wo die Elementar-Zelle 2 beno¨tigt wird. Die Transistor-Schaltbilder der
drei Elementar-Zellen sind in Bild 4.8 dargestellt.
Block 1Block 2Block 3
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C
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Bild 4.7: Carry-Select Addierer-Prinzip
Die mo¨glichen zeitkritischen Pfade, die fu¨r die hier beschriebene Implementierung des Carry-
Select-Addierers auftreten ko¨nnen, sind in Bild 4.6, die einzelnen Anteile der Laufzeiten bei-
spielhaft in Bild 4.7 dargestellt. Die Laufzeit setzt sich aus den jeweiligen Carry-Ripple-
Addierer-Laufzeiten der einzelnen Blo¨cke τcranBlock und den Laufzeiten durch die Multiplexer
τmuxnBlock zusammen. Die Laufzeit τmuxnNBlock des letzten Blocks beinhaltet zusa¨tzlich die
Laufzeit der Summe durch den abschließenden Halbaddierer. Wie beim Carry-Ripple-Addierer,
ha¨ngt auch hier die Laufzeit τcsca mit einem linear wachsenden Anteil von der Ausgangslast am
Addierer ab, welche die Laufzeit des Summen-Pfades am Ausgang des Multiplexers τHA beein-
flußt
τcsca   max
  
τcran1
NBlock∑
i2
τmuxni


 
τcran2
NBlock∑
i3
τmuxni

 

 
τcranNBlock τmux


 
NBlock∑
i1
τmuxni

k1  ∆τHA  (4.7)
Die Verlustleistung des Carry-Select-Addierers Pcsca setzt sich aus dem Energieumsatz der
Carry-Ripple-Addierer-Anteile fu¨r die einzelnen Blo¨cke Ecrani   Pcrani  f (siehe Glei-
chung 4.5) und den Multiplexer-Anteilen Emux∆Emux zusammen. Fu¨r den Energieumsatz
Ecrani ist zu beachten, daß sich die Energien beim Umladevorgang des Carry-Ausgangs und
des Summen-Ausgangs der Carry-Select-Addierer-Zelle unterscheiden, da die Addierer-Zelle
zwei Pfade fu¨r die Carry-Logik und nur einen Pfad fu¨r die Summen-Logik entha¨lt. Die Korrek-
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Bild 4.8: Carry-Select-Addierer Elementar-Zellen
turfunktionen σˆsum  j, σˆcry  j werden aus Kapitel 4.2 u¨bernommen
Pcsca  

NBlock∑
i1
 
EcraniEmux ni1  ∆Emux k1  ∆Eload  
ni 1∑
j0
σˆsum  j
	
  f 
(4.8)
Der Energieumsatz der Multiplexer wa¨chst mit jeder weiteren Wertigkeit im jeweiligen Block
um ∆Emux an. Die Last am Ausgang, zusammen mit der Schaltaktivita¨t der Summen-Signale,
bestimmt einen weiteren Teil der Verlustleistung.
Die gute ¨Ubereinstimmung der berechneten Modelldaten mit den durch Simulation gewonne-
nen Werten ist in den Bildern 4.9 und 4.10 fu¨r die Verlustleistung der Carry-Select-Addierer in
einer 0.65 µm-CMOS-Technologie bei einer Versorgungsspannung Vdd von 5 V gezeigt. Dazu
ist die Energie fu¨r Addierer unterschiedlicher Anfangsblockwortbreiten m0 und Wortbreitenzu-
wachs ∆m u¨ber der Worbreite n des Addierers unter variierender Ausgangslast dargestellt.
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Bild 4.9: Energie des Carry-Select-Addierers, linkes Diagramm: m0   1, ∆m   1, rechtes Dia-
gramm m0   1, ∆m   2, Modelldaten (rot), Simulationsdaten (blau)
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Bild 4.10: Energie des Carry-Select-Addierers, linkes Diagramm: m0   4, ∆m   1, rechtes Dia-
gramm m0   4, ∆m   4, Modelldaten (rot), Simulationsdaten (blau)
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4.4 Carry-Ripple-Addierer mit Pipelining
Zur Erho¨hung der Durchsatzrate kann ein Carry-Ripple-Addierer entlang des ¨Ubertragspfades
mit Pipeline-Latches (siehe [17]) beschleunigt werden. Die Blockgro¨ße bzw. die Anzahl der in
Kette geschalteten Volladdierer zwischen zwei Pipeline-Latches bestimmt unter der Annahme,
daß am Ausgang des Addierers kein la¨ngerer zeitkritischer Pfad auftritt, die maximale Durch-
satzrate. Je nach Wortbreite n der gesamten Addierer-Stufe und Blockgro¨ße nBlock kann sich auf-
grund der beno¨tigten Pre- und Deskewing-Stufen in den Ein- und Ausgangsleitungen(Bild 4.11)
ein erheblicher Pipelining-Aufwand ergeben.
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Bild 4.11: Carry-Ripple-Addierer mit Pipeline-Latches der Wortbreite n   6 und Blockgro¨ße
nBlock   2
Zur Berechnung der Fla¨che des Carry-Ripple-Addierers mit Pipelining kann Gleichung 4.9 auf
Basis der Fla¨che fu¨r den Volladdierer AVA und der Latch-Zelle ALatch verwendet werden
Acrapipe  
NBlock∑
i1
ni  AVA NBlock  ALatch 
2  
NBlock∑
i1
ni   i  ALatch
  
Preskewing

NBlock∑
i1
nNBlock1 i   i  ALatch
  
Deskewing
 
NBlock∑
i1
ni  AVA NBlock  ALatch NPreskew  ALatch NDeskew  ALatch  (4.9)
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Die Anteile der Fla¨che fu¨r die Pre- und Deskewing-Stufen sind in Gleichung 4.9 getrennt auf-
gefu¨hrt.
Der zeitkritische Pfad τcrapipe des Carry-Ripple-Addierers mit Pipelining unter der oben ge-
troffenen Annahme ist durch die Blockgro¨ße des Addierers festgelegt. Im Gegensatz zu dem
zeitkritischen Pfad des Carry-Ripple-Addierers ohne Pipelining ist dieser dann insbesondere
nicht abha¨ngig von der Belastung am Addiererausgang. Die asynchrone Laufzeit des Latches
am Summen-Ausgang der Volladdierer-Zelle ist in der Summen-Laufzeit τs1pipe bzw. τs2pipe zu
beru¨cksichtigen
τcrapipe  

τs1pipe ; n   1
τc1 nBlock2   τc2  τs2pipe ; n  2 
(4.10)
Die Verlustleistungsaufnahme kann in drei Teile unterteilt werden: In den Beitrag der Addierer-
Blo¨cke inklusive der Latches im Carry-Pfad, den Beitrag der Preskewing- und den Beitrag der
Deskewing-Stufen. Fu¨r den ersten Beitrag kann auf das Modell des Carry-Ripple-Addierers
ohne Pipelining zuru¨ckgegriffen werden, mit der Besonderheit, daß am Ende eines jeden Blocks
der Carry-Pfad mit der Eingangslast eines Latches belastet ist und jeder Summen-Ausgang mit
einem Latch- statt mit einem Volladdierer-Eingang
Plogik crapipe  
NBlock∑
i1
PcraniELatch   f  

NPreskew NDeskew  ELatch 
ncra   k1  ∆Eload

  f  (4.11)
Neben der Verlustleistung der Logik Plogik crapipe wird auch durch das Umladen der Takt-
leitungen und die davon angesteuerten Transistoren eine zusa¨tzliche Verlustleistungsaufnah-
me Pclock crapipe verursacht. Die umzuladende Gesamtkapazita¨t ergibt sich aus der Anzahl der
Latch-Zellen und der entsprechenden Kapazita¨t der Taktleitungen inklusive der angesteuerten
Transistoren einer Latch-Zelle Cclock Latch. Entsprechend Gleichung 2.1 folgt:
Pclock crapipe  NBlockNPreskewNDeskew  Cclock Latch   f  Vdd2 (4.12)
Die gesamte Verlustleistung des Addierers setzt sich somit aus den beiden Anteilen Plogik crapipe
und Pclock crapipe zusammen.
In Bild 4.12 ist der Energieumsatz eines Carry-Ripple-Addierers mit Pipelining in einer
0.25 µm-CMOS-Technologie, Vdd   2.5 V, fu¨r unterschiedliche Blockgro¨ßen dargestellt. Aus
dem Diagramm ist zu erkennen, daß je nach Pipeline-Grad ein großer Anteil der Verlustleistung
in dem Pre- und Deskewing-Teil des Addierers umgesetzt wird. So betra¨gt der Umsatz der Ver-
lustleistung der Carry-Ripple-Addierer mit Blockgro¨ße 1 bei einer Worbreite von n   40 fast
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das fu¨nffache der Verlustleistungsaufnahme des Carry-Ripple-Addierers mit Blockgro¨ße 6.
In Bild 4.13 sind die Anteile der umgesetzten Energie auf Grund der Kapazita¨t der Taktleitungen
und die Verlustleistung der Logik getrennt in Diagrammen abgebildet. Bei einer Blockgro¨ße von
1 u¨berwiegt der Anteil der Taktlast, wa¨hrend bei einer Blockgro¨ße von 6 der Anteil der Logik
gro¨ßer ist.
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Bild 4.12: Energie eines Carry-Ripple-Addierers mit Pipelining, Modelldaten (rot), Simulati-
onsdaten (blau)
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Bild 4.13: Anteil der Taktlast (links) und der Logik (rechts) der Energie eines Carry-Ripple-
Addierers mit Pipelining, Modelldaten (rot), Simulationsdaten (blau)
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5 Multiplizierer-Modelle
Im folgenden sollen nun mit den Ergebnissen aus Kapitel 4 die Modelle fu¨r zwei Multiplizierer-
Strukturen hergeleitet werden. Das erste fu¨r einen 1-Quadranten Multiplizierer und das zweite
fu¨r einen 4-Quadranten Booth-Array-Multiplizierer. Beide Multiplizierer basieren auf einem
Carry-Save-Multiplizierer-Feld mit optimiertem Pipelining (siehe [17]), so daß eine hohe
Durchsatzrate der Multiplizierer gewa¨hrleistet ist. Am Ausgang der Carry-Save-basierten
Multiplizierer wird ein Carry-Propagate-Addierer zur Umwandlung der redundanten Zahlen-
darstellung (bestehend aus Carry- und Summen-Wort) in die Zweierkomplementdarstellung
des Ergebnisses beno¨tigt (der sogenannte “Final-Adder“ oder “Vector-Merging-Adder“).
5.1 Carry-Save-Multiplizierer
Das Blockschaltbild des Carry-Save-basierten Multiplizierers mit der Elementar-Zelle ist in
Bild 5.1 skizziert. Die Elementar-Zelle entha¨lt ein Gatter zur Partialproduktgenerierung und
einen Volladdierer, der das Partialprodukt und die bis zur betrachteten Volladdierer-Zelle auf-
gelaufene Partialproduktsumme addiert. Zur korrekten Synchronisation ist in dem hier an-
genommenen Pipeline-Schema ein Preskewing des Multiplikators und ein Deskewing der
Produktausgangs-Bits erforderlich. Da der Multiplikator der Wortbreite wy als Broadcast-Signal
u¨ber eine Multiplizierer-Zeile der Wortbreite des Multiplikanden wx getrieben werden muß,
werden wy Buffer beno¨tigt.
Die Fla¨che des Multiplizierers wird somit durch die Eingangswortbreiten und die Fla¨chen der
Elementar-Zellen Alc mult , ALatch sowie der Fla¨che einer Buffer-Zelle ABu f f er festgelegt
Amult  wx  wy  Alc mult
  
Multiplizierer f eld
2  
wy
∑
i1
i  ALatch
  
Skewing
wy  ABu f f er  (5.1)
Der zeitkritische Pfad τmult des Multiplizierer-Feldes ha¨ngt nur von der Signallaufzeit τlc mult
der Elementar-Zelle ab, solange die Laufzeit des Buffers klein gegenu¨ber der Laufzeit der
Elementar-Zelle ist. Mit wachsender Multiplikandenwortbreite wx steigt die Kapazita¨t der
Broadcast-Leitungen, die u¨ber eine Multiplizierer-Zeile mit dem Buffer getrieben werden muß,
so daß die Laufzeit des Buffers τBu f f er wx eine Funktion von der Multiplikandenwortbreite ist.
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Bild 5.1: Carry-Save-basiertes Multiplizierer-Array mit Pipeline-Latches und der Elementar-
Zelle im Detail
Der zeitkritische Pfad des Multiplizierers kann somit mit Gleichung 5.2, durch die maximale
Laufzeit der mo¨glichen zeitkritischen Pfade angegeben werden
τmult   max τlc mult τppτBu f f er wx  (5.2)
Die Verlustleistungsaufnahme des Multiplizierers la¨ßt sich wie beim Carry-Ripple-Addierer
mit Pipelining in zwei Anteile zerlegen, in den Verlustleistungsanteil der Logik Plogik mult und
den Anteil, der durch die Taktlast hervorgerufen wird Pclock mult. Zuna¨chst wird der Verlustlei-
stungsanteil der Logik betrachtet
Plogik mult  
 
wx  wy  Elc mult 2  
wy
∑
i1
i  ELatch wy  EBu f f er wx

  f
 

Nlc mult  Elc mult NLatch  ELatch wy  EBu f f er wx

  f  (5.3)
Die Verlustleistung des Multiplizierers wird durch die Anzahl der Elementar-Zellen des Mul-
tiplizierers Nlc mult und durch die Anzahl der Pre- und Deskewing-Latches NLatch, fu¨r die ein
mittlerer Energieumsatz mit einer Schaltaktivita¨t der Eingangssignale von σ  025 durch Simu-
lation bestimmt wurden, berechnet. Da der Multiplikator der Wortbreite wy als Broadcast-Signal
u¨ber eine Multiplizierer-Zeile der Wortbreite wx getrieben werden muß, gehen die Wortbreiten
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mit einem zusa¨tzlichen Anteil der Buffer EBu f f er wx in die Modellierung der Verlustleistungs-
aufnahme mit ein.
Die Verlustleistung, die durch die Taktlast verursacht wird, kann wie folgt beschrieben werden
Pclock mult   Nlc mult  Cclock lc multNLatch  Cclock Latch   f  Vdd2  (5.4)
Wie das linke Diagramm in Bild 5.2 fu¨r das Beispiel eines Multiplizierers in 0.25 µm-CMOS-
Technologie bei einer Versorgungsspannung Vdd von 2.5 V zeigt, ergibt sich eine sehr gute
¨Ubereinstimmung des so fu¨r die Taktlast modellierten Energieumsatzes mit den Ergebnissen
entsprechender Verlustleistungs-Simulationen. Auf der rechten Seite in Bild 5.2 ist der
Energieumsatz der Logik gezeigt. Die mit dem o. a. Modell bestimmten Verlustleistungswerte
na¨hern sich den durch Simulation gewonnen Daten gut an.
5 10 15 20 25 30
0
20
40
60
80
100
120
140
160
5 10 15 20 25 30
0
20
40
60
80
100
120
Multiplikanden- Multiplikanden-
wortbreite wxwortbreite wx
En
er
gi
e
E c
lo
ck
/µ
W
/M
H
z
En
er
gi
e
E l
o
gi
k/
µW
/M
H
z
Multiplikatorwortbreite wyMultiplikatorwortbreite wy
wx   30
wx   30
wx   20
wx   20
wx   10wx   10
wx   5
wx   5
Bild 5.2: Anteil der Taktlast (links) und der Logik (rechts) der Energie eines Carry-Save-
Multiplizierers u¨ber der Multiplikatorwortbreite wy, Modelldaten (rot), Simulationsdaten (blau)
In Bild 5.3 ist der Energieumsatz des Multiplizierers u¨ber der Multiplikatorwortbreite wy (links)
und u¨ber der Multiplikandenwortbreiten wx (rechts) dargestellt. Das Pre- und Deskewing des
Multiplikators und des Ergebnisses fu¨hren zu einem sta¨rkeren Anstieg des Energieumsatzes
u¨ber der Wortbreite des Multiplikators als u¨ber der Wortbreite des Multiplikanden. ¨Uber der
Wortbreite des Multiplikanden wa¨chst der Energieumsatz des Multiplizierers praktisch linear
an.
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Bild 5.3: Energie des Carry-Save-Multiplizierers u¨ber der Multiplikatorwortbreite wy (links)
und u¨ber der Multiplikandenwortbreiten wx, Modelldaten (rot), Simulationsdaten (blau)
Die Werte fu¨r die Laufzeit und die Verlustleistungsaufnahme der Buffer basieren hier auf
der Modellierung einer Treiberkette, mit einem Transistorweitenverha¨ltnis γ   4 aufein-
anderfolgender Inverter. Je nach Ausgangslast des Buffers, die im Fall des Multiplizierers
linear mit der Multiplikandenwortbreite steigt, wird die notwendige Anzahl der Stufen dieser
Treiberkette bestimmt und daru¨ber die Laufzeit und die Verlustleistungsaufnahme des Buffers
modelliert. Fu¨r den o. a. Multiplizierer wird auf diese Weise ein zweistufiger Buffer bis zu
einer Multiplikandenwortbreite von 18 Bit und fu¨r ho¨here Wortbreiten ein dreistufiger Buffer
modelliert. Der zeitkritische Pfad wird dann stets durch die Laufzeit in der Multiplizierer-Zelle
und nicht durch den Buffer bestimmt.
Die Gleichungen 5.1 bis 5.4 beschreiben einen 1-Quadranten-Multiplizierer (Multiplikator und
Multiplikand nicht Vorzeichen-behaftet). Im Gegensatz zu dem 1-Quadranten-Multiplizierer
kann der Multiplikand eines 2-Quadranten-Multiplizierers auch negativ werden, so daß eine
¨Uberlaufschutzstelle zur Vermeidung von ¨Ubertra¨gen in die Vorzeichenstelle eingefu¨hrt
werden muß. Die Wiederholung des Multiplikanden- und des Partialsummen-Vorzeichen-Bits
bis zur aktuellen Partialproduktbreite fu¨hrt zu einer ho¨heren Verlustleistungsaufnahme. Der
2-Quadranten-Multiplizierer kann dazu in guter Na¨herung mit dem Modell des 1-Quadranten-
Multiplizierers beschrieben werden kann, wobei die Wortbreite des Multiplikanden mit wx  1
angenommen wird. Der 4-Quadranten-Multiplizierer, bei dem sowohl der Multiplikand als
auch der Multiplikator Vorzeichen-behaftet sind, erfordert eine zusa¨tzliche Invertierung des
Multiplikanden, um das ho¨chstwertige Partialprodukt zu subtrahieren und nicht zu addieren.
Auch dieser Multiplizierer kann in guter Na¨herung mit dem Modell des 1-Quadranten-
Multiplizierers unter Verwendung des Multiplikanden mit der Wortbreite wx  1 beschrieben
werden.
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5.2 Carry-Save-Booth-Multiplizierer
Als weiteres Beispiel sollen im folgenden die Kostenmodelle fu¨r einen 4-Quadranten Multi-
plizierer auf der Basis eines Carry-Save-Multiplizierer-Feldes mit Booth-kodierten Koeffizi-
enten hergeleitet werden. Der Aufbau des Multiplizierers gleicht dem Multiplizierer aus Ka-
pitel 5.1, jedoch wird hier der Multiplikand nach dem Preskewing in eine 2nd-Order Booth-
Kodierung (siehe [21]) umkodiert. In den Elementar-Zellen sind nun entsprechend Booth-
Partialproduktgatter implementiert. Da durch die Umkodierung die Anzahl der Multiplikator-
Digits etwa halbiert wird, werden auch etwa nur die Ha¨lfte der Multipliziererzeilen des
Multiplizierer-Feldes beno¨tigt. Fu¨r das Skewing werden ebenfalls nur etwa die Ha¨lfte der Latch-
Zellen beno¨tigt. Die Fla¨che des Booth-Multiplizierers ergibt sich durch Gleichung 5.5
Aboothmult  wx 1  
wy
2

 Alc boothmult
  
Booth Multiplizierer f eld
4  

wy
2 	
∑
i1
i  ALatch
  
Skewing

wy
2

 ABu f f er  (5.5)
Je Multipliziererzeile werden wx  1 Zellen implementiert. Eine zusa¨tzliche Stelle in der
ho¨chsten Wertigkeit wird auf Grund des redundanten Digitalphabetes der Booth-Kodierung
(BK) yiBK 
 21012 erforderlich, durch das eine Verschiebung des Multiplikanden um
ein Bit vor dessen Akkumulation mo¨glich wird.
Der zeitkritische Pfad des Multiplizierers τboothmult wird analog zu dem des Multiplizierers ohne
Booth-Kodierung bestimmt. Da die Signallaufzeit durch das Booth-Partialproduktgatter τboothpp
in der gleichen Gro¨ßenordnung wie die Signallaufzeit durch den Volladdier τlc boothmult , der
die Partialproduktsummen aufaddiert, liegt, wird der zeitkritische Pfad dieses Multiplizierers
praktisch immer durch die Signallaufzeit durch den Buffer und das Booth-Partialproduktgatter
festgelegt
τboothmult   max τlc boothmult τboothppτBu f f er wx  (5.6)
Wird der zeitkritische Pfad durch die Laufzeit des Booth-Partialproduktgatters bestimmt, so ist
die maximale Taktfrequenz abha¨ngig von der Multiplikandenwortbreite.
Der Verlustleistungsanteil der Logik des Booth-Multiplizierers Plogik boothmult ist in Glei-
chung 5.7 beschrieben
Plogik boothmult  


wx 1  
wy
2

 Elc boothmult 4  

wy
2 	
∑
i1
i  ELatch 
wy
2

 EBu f f er wx


  f
(5.7)
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und kann auch wie folgt
Plogik boothmult  

Nlc boothmult  Elc boothmult NLatch  ELatch 
wy
2

 EBu f f er wx

  f
angegeben werden. Der Verlustleistungsanteil setzt sich aus der Verlustleistung der Nlc boothmult
Multiplizierer-Zellen, der NLatch Skewing-Latches und der Buffer zusammen.
Der Anteil der Taktlast an der Verlustleistung Pclock boothmult wird mit
Pclock boothmult   Nlc boothmult  Cclock lc boothmultNLatch  Cclock Latch   f  Vdd2 (5.8)
bestimmt.
Dieses Booth-Multiplizierer-Modell wurde an Hand von Simulationen auf der Basis extra-
hierter Layout-Daten einer Implementierung in einer 0.25 µm-CMOS-Technologie bei einer
Versorgungsspannung von 2.5 V verifiziert. Wie Bild 5.4 zeigt, ergibt sich eine gute ¨Uberein-
stimmung der Simulationsergebnissen mit den Ergebnissen der o. a. Modellierung fu¨r Booth-
Multiplizierer unterschiedlichster Eingangswortbreiten. In Bild 5.4 ist links wieder der Ener-
gieumsatz des Multiplizierers u¨ber der Multiplikatorwortbreite und rechts u¨ber der Multipli-
kandenwortbreite.
Der links in Bild 5.4 erkennbare stufenfo¨rmige Verlauf des Energieumsatzes u¨ber der Multipli-
katorwortbreite ist darauf zuru¨ckzufu¨hren, daß auf Grund der Booth-Kodierung erst mit jedem
zweiten Multiplikator-Bit eine weitere Zeile fu¨r das Carry-Save-Multiplizierer-Feld implemen-
tiert werden muß.
5 10 15 20 25 30
0
20
40
60
80
100
120
140
160
180
200
5 10 15 20 25 30
0
20
40
60
80
100
120
140
160
180
200
En
er
gi
e
E
/µ
W
/M
H
z
En
er
gi
e
E
/µ
W
/M
H
z
Multiplikatorwortbreite wy
M
ul
tip
lik
at
or
w
o
rt
br
ei
te
w
y
Multiplikandenwortbreite wx
M
ul
tip
lik
an
de
nw
o
rt
br
ei
te
w
x
Bild 5.4: Energie des Carry-Save-Booth-Multiplizierers u¨ber der Multiplikatorwortbreite wy
(links) und der Multiplikandenwortbreite wx (rechts), Modelldaten (rot), Simulationsdaten
(blau)
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6 Modelle eindimensionaler FIR-Filter
Eindimensionale FIR-Filter (Finite Impulse Response Filter) stellen wesentliche Schlu¨sselkom-
ponenten der digitalen Signalverarbeitung dar. So werden sie z. B. in der Abtastratenumsetzung
zur Dezimierung oder Interpolation, in der Filterung von Audiosignalen oder in Entzerrern zur
Echo-Unterdru¨ckung eingesetzt. Bei der Auswahl der geeignetsten Architektur eines eindimen-
sionalen FIR-Filters fu¨r eine bestimmte Anwendung sind Kostenmodelle hilfreich, da diese
eine schnelle Abscha¨tzung der Chipfla¨che, Durchsatzrate und Verlustleistungsaufnahme der je-
weiligen Architekturen ermo¨glichen. Wegen der vergleichsweise einfachen Modellierung von
Chipfla¨che und Zeitverhalten der untersuchten Filter-Schaltungen, wird im folgenden nur die
Modellierung der Verlustleistungsaufnahme beschrieben. Die Modelle werden dabei unterteilt
in Modelle fu¨r programmierbare und festverdrahtete Filter.
6.1 FIR-Filter in Direktform und transponierter Direktform
Die Berechnung des Filterergebnisses yk kann allgemein zum Zeitpunkt k mit der folgenden
Differenzengleichung angegeben werden
yk  
N 1
∑
ν0
cν  xk ν  (6.1)
Das Eingangsdatum xk und zeitlich verzo¨gerte Eingangsdaten werden in dieser Gleichung
mit N Koeffizienten multipliziert und zum Filterergebnis aufakkumuliert. Ein Filter mit N
Koeffizienten wird auch als N-Tap Filter bezeichnet.
Die Filterfunktion kann mit Carry-Progagate-Addierern und -Multiplizierern, fu¨r die be-
reits in dieser Arbeit in Kapitel 4 und 5 parametrisierbare Modelle beschrieben wurden,
realisiert werden. Mit der Kombination dieser Modelle zu Kostenmodellen fu¨r Direktform-
bzw. transponierte Direktform- (Parallel-In/Serial-Out-Struktur) FIR-Filter ko¨nnen die Kosten
der programmierbaren Filter schnell abgescha¨tzt werden. Diese beiden elementarsten Filter-
strukturen sind in Bild 6.1 und 6.2 dargestellt und lassen sich gegenseitig unter Verwendung
der Pipelinetechnik ineinander u¨berfu¨hren.
In Tabelle 6.1 sind beispielhaft die modellierten Energieumsa¨tze eines Filters mit 10 Koeffizien-
ten, der Koeffizientenwortbreite 12 Bit und der Eingangswortbreite 10 Bit fu¨r unterschiedliche
Implementierungen in transponierter Direktform angegeben. Die Zahlenwerte in der erste
Spalte der Tabelle geben die Energieumsa¨tze aufgrund der Taktlast, der Logik sowie des ge-
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Multipli-
zierer
Multipli-
zierer
Multipli-
zierer
T T
cN-1 cN-2 c0
x
y
wx
Bild 6.2: FIR-Filter in transponierter Direktform
samten Filters in transponierter Direktform unter Verwendung von Carry-Save-Multiplizierern
ohne Booth-Kodierung an. Mit dem Einsatz von Multiplizierern mit Booth-kodierten Ko-
effizienten (siehe [21]) kann der Energieumsatz auf ca. 63% reduziert werden. Durch eine
optimierte Implementierung des Filters auf der Basis von Booth-Bit-Planes, die als Alternative
zu Direktform-Implementierungen im Kapitel 6.2 detaillierter behandelt wird, kann der
Energieumsatz weiter um ca. 20% reduziert werden. Alle Zahlenwerte der Energieumsa¨tze in
Tabelle 6.1 sind auf den Energieumsatz dieses Filters mit Booth-Bit-Planes bezogen. Wie zu
erwarten, zeigen Vergleichssimulationen eine a¨hnlich gute ¨Ubereinstimmung der Simulations-
ergebnisse mit den Ergebnissen der Modelle wie bei den Addierern und Multiplizierern.
Transponierte Direktform Transponierte Direktform Booth-Bit-Plane
Multiplizierer ohne Booth Multiplizierer mit Booth Struktur
Eclock 0.77 0.5 0.36
Elogik 1.18 0.73 0.64
E∑ 1.95 1.23 1
Tabelle 6.1: Normierte Energieumsa¨tze eines 10-Tap FIR-Filters mit 10 Bit Eingangswortbreite
und 12 Bit Koeffizientenwortbreite
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6.2 Programmierbare FIR-Filter mit Modified-Bit-Planes
Eine sehr effiziente Implementierung eines programmierbaren FIR-Filters, mit der eine hohe
Durchsatzrate erreicht werden kann, basiert auf dem Transversalfilter in Modified-Bit-Plane-
Struktur [17]. Diese Struktur kann aus der transponierten Direktform (Parallel-In/Serial-Out-
Struktur) unter Verwendung der Pipelinetechnik und durch Umsortieren der Partialprodukte
hergeleitet werden. Die Koeffizientenwertigkeiten werden so umsortiert, daß in einer Modified-
Bit-Plane zwei Koeffizienten-Digits abgearbeitet werden. Auf diese Weise kann der Verdrah-
tungsaufwand des Filters im Gegensatz zu der Filterstruktur aus Bild 6.2, in der alle Koef-
fizientenwertigkeiten in einem Multiplizierer abgearbeitet werden, deutlich reduziert werden.
Der Signalflußgraph einer Modified-Bit-Plane, die entsprechend des optimierten Pipelinesche-
mas (siehe [17]), bei dem zwei Volladditionen pro Takt berechnet werden, aufgebaut ist, ist in
Bild 6.3 skizziert. Beispielhaft ist in Bild 6.3 die niederwertigste Modified-Bit-Plane eines N-
Tap Filters (Filter mit N Koeffizienten), in der die zwei niedrigsten Koeffizienten-Bits c0ν und c1ν
eines Koeffizienten in Zweierkomplement-Darstellung verarbeitet werden, dargestellt.
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Bild 6.3: Signalflußgraph einer Modified-Bit-Plane mit c0ν und c1ν
Die Partialproduktworte, die aus dem Eingangssignal xk der Wortbreite wx und den
Koeffizienten-Bits gebildet werden, ko¨nnen allgemein mit pν 0 und pν 1 angegeben werden. Mit
jeder Taktperiode T wird eine Zwischensumme ybk des Filterergebnisses yk in einer Modified-
Bit-Plane berechnet
ybk  
N 1
∑
ν0
pk ν 0 pk ν 1  (6.2)
Beim Aufbau eines eindimensionalen N-Tap FIR-Filters mit Modified-Bit-Planes ko¨nnen zwei
Strukturen unterschieden werden, die Ketten- und die Parallelstruktur. Am Beispiel des Fil-
ters mit Booth-kodierten Koeffizienten (siehe [21]) sind diese Strukturen in Bild 6.4 fu¨r die
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Kettenstruktur und in Bild 6.5 fu¨r die Parallelstruktur skizziert. Wegen der Booth-Kodierung
werden nun in jeder Bit-Plane statt zwei Koeffizienten-Bits zwei Koeffizienten-Digits aller Ko-
effizienten verarbeitet, was bei einer Umkodierung der Koeffizienten mit dem ”modifizierten
2nd-Order-Booth-Algorithmus” somit 4 von insgesamt wc Koeffizienten-Bits entspricht.
Beginnend mit der Bit-Plane fu¨r die niederwertigsten Koeffizienten-Digits werden die Bit-
Planes in der Kettenstruktur kaskadiert. Das Eingangssignal x wird fu¨r die folgende Bit-Plane
jeweils in einer Verzo¨gerungskette mit dem aufgelaufenen Zwischenergebnis synchronisiert.
Nach der ersten Bit-Plane mit Booth-kodierten Koeffizienten sind die vier niederstwertigen
Koeffizienten-Bits fu¨r das Filterergebnis berechnet, so daß das Zwischenergebnis um vier Bit-
Wertigkeiten skaliert in die folgende Bit-Plane zur Akkumulation zum gesamten Filterergebnis
gefu¨hrt werden kann. (Bei einem Filter ohne Booth-Kodierung werden die Zwischenergebnisse
entsprechend nur um zwei Bit-Wertigkeiten skaliert.) Die interne Wortbreite des Filters w ha¨ngt
bei der Kettenstruktur nicht nur von der Eingangswortbreite wx und der Tapzahl N des Filters
ab, sondern wegen der Akkumulation der Zwischenergebnisse in den Bit-Planes auch von der
Wortbreite der Koeffizienten wc.
Bit-Plane 20  23 Bit-Plane 24  27 Bit-Plane 28  211
20   23 24   27
2wc 4   
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Bild 6.4: FIR-Filter mit Modified-Booth-Bit-Planes in Kettenstruktur
Bei einem Filter in Parallelstruktur werden in allen Bit-Planes parallel Zwischenergebnisse be-
rechnet, die anschließend in einem Baumaddierer zum Filterergebnis y aufsummiert werden.
Hier ha¨ngt die interne Wortbreite w nur von der Eingangswortbreite wx des Eingangsdatums x
und der Tapzahl des Filters ab.
Neben diesen Strukturen kann außerdem bzgl. der Vorzeichenverarbeitung innerhalb der Bit-
Planes unterschieden werden: Die naheliegendste Mo¨glichkeit besteht darin, das Vorzeichen-Bit
der Eingangsdaten bis zur ho¨chsten Wertigkeit der internen Bit-Plane-Wortbreite zu wiederho-
len und Partialproduktworte der gesamten Wortbreite w zu generieren. Eine energiesparende
Variante besteht darin, die Partialproduktworte mit einem Offset [22] zu versehen, so daß nur
positive Partialproduktworte akkumuliert werden mu¨ssen (siehe Anhang A). Auf diese Weise
muß das Partialprodukt nur u¨ber der Eingangswortbreite wx gebildet werden. Zur korrekten Be-
rechnung des Filterergebnisses wird nun am Eingang des Filters eine Korrekturkonstante Kkorr
eingespeist, die den Fehler durch die Offsets der Partialproduktworte korrigiert.
Im folgenden werden die Verlustleistungsmodelle fu¨r die Modified-Bit-Planes der erwa¨hnten
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Bild 6.5: FIR-Filter mit Modified-Booth-Bit-Planes in Parallelstruktur
Strukturen und Architekturen mit und ohne Booth-kodierten Koeffizienten vorgestellt. Die Mo-
dellergebnisse werden anhand von Simulationen quantitativ verifiziert.
Da die Modified-Bit-Plane mit Booth-kodierten Koeffizienten und Korrekturkonstante durch
ein vergleichsweise komplexes Verlustleistungsmodell zu beschreiben ist, das in wesentlichen
Teilen fu¨r die Verlustleistungsmodelle der anderen Modified-Bit-Planes u¨bernommen werden
kann, wird dieses zuerst hergeleitet.
6.2.1 Modified-Booth-Bit-Plane
Wie bereits erwa¨hnt, ko¨nnen Modified-Bit-Planes in einem Filter in Ketten- oder Parallelstruk-
tur eingesetzt werden. Die Modellgleichungen werden hier fu¨r Bit-Planes hergeleitet, die in
Parallelstruktur eingesetzt werden. Die Modellierung der Verlustleistung fu¨r Bit-Planes in Ket-
tenstruktur kann analog durchgefu¨hrt werden. Unterschiede zwischen den Modellgleichungen
der Bit-Planes fu¨r die Ketten- oder die Parallelstruktur liegen in der beno¨tigten internen Wort-
breite sowie der unterschiedlichen Schaltaktivita¨t innerhalb der Bit-Planes. Fu¨r gleichverteilte
Koeffizienten und Eingangsdaten der Schaltaktivita¨t σx   025 unterscheiden sich die internen
Schaltaktivita¨ten jedoch nur unwesentlich.
Unabha¨ngig von der Struktur kann eine Bit-Plane mit Korrekturkonstante oder Vorzeichen-
Erweiterung implementiert werden. Fu¨r diese beiden Architekturen werden im folgenden die
Gleichungen der verfeinerten Verlustleistungsmodelle aufgestellt. Die Modellergebnisse wer-
den anschließend quantitativ mit Verlustleistungswerten, die aus Simulationen gewonnen wur-
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den, verglichen.
In Kapitel 6.2.1.1 wird die Verlustleistungsaufnahme der Booth-Bit-Plane mit Korrektur-
konstante P∑ mbbp biased und in Kapitel 6.2.1.2 die der Booth-Bit-Plane mit Vorzeichen-
Erweiterung P∑ mbbp extend behandelt. Die Verlustleistungsaufnahme eines gesamten Filters
ergibt sich daraus dann zu
PFilter mbbp biased 

wc
4 	 1∑
m0
P∑ mbbp biased m (6.3)
bzw.
PFilter mbbp extend 

wc
4 	 1
∑
m0
P∑ mbbp extend m  (6.4)
Sind die Schaltaktivita¨ten der Filterkoeffizienten fu¨r alle Koeffizienten gleich und u¨ber der Ko-
effizientenwortbreite gleichverteilt, so kann fu¨r jede Bit-Plane m 
 0      wc4

 1 des Filters
der gleiche Verlustleistungswert angenommen werden. Ist dies nicht der Fall, so beeinflußt die
Verteilung und der Maximalwert der Koeffizienten die Verlustleistungsaufnahme der einzelnen
Bit-Planes. Im Kapitel 6.2.1.1 wird zuna¨chst die Modellierung der Verlustleistung fu¨r gleich-
verteilte Koeffizientenwerte erla¨utert. Anschließend wird auf die Abha¨ngigkeiten der Verlust-
leistungsaufnahme von der Verteilung der Koeffizienten und deren Schaltaktivita¨t eingegangen.
6.2.1.1 Modified-Booth-Bit-Plane mit Korrekturkonstante
Die Modified-Booth-Bit-Plane mit Korrekturkonstante wird mit zwei Elementar-Zellen auf-
gebaut. Eine Elementar-Zelle (lc mbbp1) entha¨lt ein Booth-Partialproduktgatter, einen Vol-
laddierer, sowie Pipeline-Latches fu¨r die internen Signale der Elementar-Zelle. Eine zweite
Elementar-Zelle (lc mbbp2), die oberhalb der Partialprodukt-MSBs (most significant bit) ein-
gesetzt wird, entha¨lt nur einen Halbaddierer und die entsprechenden Pipeline-Latches.
Der Verlustleistungswert dieser Bit-Plane P∑ mbbp biased setzt sich aus drei Anteilen zusam-
men, dem Anteil der Logik Plogik mbbp biased, dem der Taktlast Pclock mbbp biased und einen
zum Treiben der Eingangssignale notwendigen Anteil Pinput mbbp biased
P∑ mbbp biased   Plogik mbbp biasedPclock mbbp biasedPinput mbbp biased  (6.5)
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Die Verlustleistungsanteile der Taktlast und der Anteil zum Treiben der Eingangssignale ko¨nnen
mit zwei einfachen Gleichungen angegeben werden
Pclock mbbp biased   2  N   wx 2  Cclock lc mbbp1wwx2  Cclock lc mbbp2   f  Vdd2
(6.6)
und
Pinput mbbp biased   2  N   wx  σx  Cinput xwx 2  σc  Cinput c   f  Vdd2 (6.7)
Der Verlustleistungsanteil der Logik erfordert im Gegensatz zu den beiden anderen Anteilen
eine komplexe Modellierung, die im folgenden na¨her erla¨utert wird.
Zuna¨chst wird, wie im Kapitel 2 beschrieben, der mittlere Energieumsatz der Elementar-Zellen
bestimmt und ein vereinfachtes Verlustleistungsmodell fu¨r die Bit-Plane aufgestellt.
Bei der Charakterisierung der Zellen werden zwei Energieumsa¨tze Elc mbbp1 σc fu¨r die
Elementar-Zelle lc mbbp1 bestimmt, da zwei typische Filteranwendungen unterschieden wer-
den ko¨nnen, die grundsa¨tzlich unterschiedliche Eingangsschaltaktivita¨ten besitzen. Es gibt Fil-
teranwendungen, in denen die Koeffizienten oft oder aber nur sehr selten schalten. Fu¨r die Cha-
rakterisierung bedeutet das, daß die Elementar-Zelle lc mbbp1 mit Zufallszahlen der konstanten
Schaltaktivita¨t 0.25 fu¨r das Eingangs-Bit x, das Summen-Bit s und das Carry-Bit c stimuliert
wird. Fu¨r das Koeffzienten-Bit c wird die Schaltaktivita¨t σc   025 und σc  0 unterschieden.
Auf Grund des vollsta¨ndigen Pipelining des Carry-Save-Addierer-Feldes der Bit-Plane muß hier
der Energieumsatz nur fu¨r einen Belastungsfall bestimmt werden. Daraus folgt
Elc mbbp1 σc   f σx a b   025σc   0025 (6.2)
Fu¨r das vereinfachte Verlustleistungsmodell der Bit-Plane wird eine konstante und u¨ber allen
Zellen der Bit-Plane gleichverteilte mittlere Schaltaktivita¨t angenommen. Mit dieser und den
oben genannten Vereinfachungen ergibt sich das Verlustleistungsmodell somit zu
Plogik mbbp biased   f  2  N   wx 2  Elc mbbp1 σcwwx2  Elc mbbp2 σc (6.3)
In einem zweiten Schritt wird dieses Modell verfeinert bzw. korrigiert, da die Annahme einer
gleichverteilten konstanten Schaltaktivita¨t innerhalb der Bit-Plane i. a. nicht zutreffend ist.
Die konstant angenommene Schaltaktivita¨t wird nun (wie grundsa¨tzlich bereits in Kapitel 2
erla¨utert) mit einer pha¨nomenologisch bestimmten Funktion korrigiert, so daß sich ein hinrei-
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chend genaues Verlustleistungsmodell ergibt. Die Aufstellung dieser Korrekturfunktion wird
im folgenden na¨her erla¨utert.
Um die vereinfachte Annahme fu¨r die Schaltaktivita¨t zu korrigieren, muß der Verlauf der
tatsa¨chlichen Schaltaktivita¨t bekannt sein. Aus diesem Grund wird beispielhaft eine Bit-Plane
mit N   40 Koeffizienten, Eingangswortbreite wx   10 und interner Wortbreite w   19 bei
typischen Schaltaktivita¨ten der Eingangsdaten simuliert. Die Bit-Plane wird dazu mit Pseudo-
Zufalls-Zahlen stimuliert, da diese eine den Eingangsdaten in Zweierkomplement-Darstellung
a¨hnliche Schaltaktivita¨t aufweisen. ¨Uber der Wortbreite sowie dem Koeffizientenindex liegt
bei der Simulation somit eine gleichverteilte Schaltaktivita¨t vor. Der resultierende Verlauf der
Schaltaktivita¨t ist in Bild 6.6 fu¨r σx   025 und σc  0 gezeigt. Die Booth-Bit-Plane setzt sich
aus einem Zellen-Feld mit w Spalten und r   2N Reihen zusammen.
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Bild 6.6: Schaltaktivita¨t einer Booth-Bit-Plane mit 10 Bit Eingangswortbreite fu¨r ein 40-Tap
Filter, σx   025, σc  0
Wie in Bild 6.6 zu erkennen, ko¨nnen zwei Bereiche verschiedener Schaltaktivita¨t in der Bit-
Plane unterschieden werden. Im Bereich RI mit der Wortbreite wI kann eine hohe Schaltak-
tivita¨t von ungefa¨hr 0.25 festgestellt werden. Hier werden die Partialprodukte generiert und
akkumuliert. Durch die Struktur der Booth-Bit-Plane, bei der eine Verschiebung um zwei Bit-
Wertigkeiten zwischen zwei aufeinander folgenden Partialproduktworten vorliegt, weisen die
beiden niedrigsten Wertigkeiten eine geringere Schaltaktivita¨t auf. Im Bereich RI mit der Wort-
breite wI kann eine hohe Schaltaktivita¨t von etwa 0.25 festgestellt werden. Hier werden die
Partialprodukte generiert und akkumuliert. Durch die Struktur der Booth-Bit-Plane, bei der ein-
Versatz um zwei Bitwertigkeiten zwischen zwei aufeinander folgenden Partialproduktworten
vorliegt, weisen die beiden niedersten Wertigkeiten eine geringere Schaltaktivita¨t auf. Im Be-
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reich RII dagegen, oberhalb der Partialprodukt-MSB’s, stellt sich eine reduzierte Schaltaktivita¨t
ein, die auf Grund der wenigen ¨Ubertra¨ge der Zwischensummen, die in diesem Bereich ak-
kumuliert werden, erkla¨rt werden kann. Die regelma¨ßige ”Nasenstruktur” der Schaltaktivita¨t
(hohe Schaltaktivita¨t bei einigen Koeffizientenindizes) im Bereich RII kann anschaulich er-
kla¨rt werden: Sie resultiert direkt aus der Implementierung der Bit-Plane unter Verwendung
der Zahlendarstellung mit Korrekturkonstante. Mit jedem Tap wird ein Offset zusa¨tzlich zu
dem Partialprodukt und der Zwischensumme akkumuliert. Im Mittel ist das Partialprodukt bei
gleichverteilten Eingangsdaten Null. Der Offset wird jedoch stetig mit jedem weiteren Tap in
der Bit-Plane aufaddiert, wodurch in regelma¨ßigen Absta¨nden vermehrt ¨Ubertra¨ge hervorgeru-
fen werden und die ”Nasenstruktur” entsteht.
Die Teilung der Bit-Plane in zwei Bereiche der Schaltaktivita¨t ist auch fu¨r andere Eingangs-
schaltaktivita¨ten σx und σc angebracht, wie z. B. auch im Diagramm der Schaltaktivita¨t in
Bild 6.7 fu¨r σx = 0.02 und σc  0.
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Bild 6.7: Schaltaktivita¨t einer Booth-Bit-Plane mit 10 Bit Eingangswortbreite fu¨r ein 40-Tap
Filter, σx   002, σc  0
Im weiteren werden die Bereiche getrennt voneinander betrachtet und fu¨r jeden Bereich ei-
ne Korrekturfunktion oder ein Korrekturfaktor bestimmt, so daß der tatsa¨chliche Verlauf der
Schaltaktivita¨t in jedem Bereich angena¨hert werden kann. Die Verlustleistung der Logik wird
somit fu¨r die Modellierung in zwei Anteile PI und PII geteilt
Plogik mbbp biased   PI PII  (6.4)
Beispielhaft wird hier nur die Bestimmung der Korrekturfunktion fu¨r den Bereich RI im Detail
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erla¨utert.
Da die Schaltaktivita¨t innerhalb des Bereiches RI u¨ber dem Wertigkeitsindex i weitgehend kon-
stant ist, kann exemplarisch fu¨r alle Wertigkeiten eine Spalte zur Betrachtung des Verlaufs der
Schaltaktivita¨t σI  j zufa¨llig aus dem Bereich RI herausgegriffen werden. In Bild 6.8 ist die
Schaltaktivita¨t u¨ber dem Koeffizientenindex j fu¨r unterschiedliche Eingangsschaltaktivita¨ten
σx   002       025 dargestellt. Auch hier wird wieder eine Schaltaktivita¨t der Koeffizienten
von σc  0 angenommen.
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Bild 6.8: Schaltaktivita¨t (normiert auf 0.25) fu¨r eine mittlere Wertigkeit u¨ber dem Koeffizien-
tenindex j, σc  0, σˆI  j (rot), σI  j (blau)
Der Verlauf der Schaltaktivita¨t kann u¨ber dem Koeffizientenindex mit
σˆI  j   aI  

1bI   e  jcI
 (6.5)
sehr gut angena¨hert werden. Die Parameter aIbIcI der Korrekturfunktion sind Funktionen in
Abha¨ngigkeit von σx
aIbIcI   f σx
(6.6)
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Mit dieser Korrekturfunktion wird das bisherige Verlustleistungsmodell PI erweitert zu
PI   f  wI  
r
∑
j1
σˆI  j  Elc mbbp1 σc (6.7)
Im Bereich RII ergibt sich ein linearer Zusammenhang zwischen der Eingangsschaltaktivita¨t σx
und dem Korrekturfaktor σˆII der Schaltaktivita¨t, so daß PII mit
PII   f  wII  2  N   σˆII  Elc mbbp2 σc mit σˆII   f σx (6.8)
angegeben werden kann.
Die bisherigen Untersuchungen gehen von gleichverteilten Koeffizienten entsprechend Bild 6.9
a) aus, welche die implementierte Koeffizientenwortbreite vollsta¨ndig ausnutzen. Bei typi-
schen Filteranwendungen der digitalen Signalu¨bertragung haben die Koeffizientenwerte je-
doch oft eine andere Verteilung, wie z. B. bei Equalizern zur Unterdru¨ckung von Echos bei
der Mehrwegeausbreitung oder bei Filtern fu¨r die Signalu¨bertragung mit Pulse-Shaping. Bei-
spielhaft sind in Bild 6.9 typische Koeffizientensa¨tze und deren Hu¨llkurven bzw. Koeffizienten-
Amplitudenbegrenzung skizziert. Liegen nicht gleichverteilte Koeffizientensa¨tze vor, so ergibt
sich der Verlustleistungswert eines Filters nicht mehr einfach durch das Produkt der Verlust-
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Bild 6.9: Typische Koeffizientensa¨tze: a) gleichverteilt, b) Pulse-Shaping Anwendung, c) Equa-
lizer Anwendung
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leistungsaufnahme einer Bit-Plane und der Anzahl der Bit-Planes, da nun die interne Schal-
taktivita¨t jeder Bit-Plane und damit deren Verlustleistungsaufnahme in Abha¨ngigkeit von der
Koeffizientenverteilung variiert.
Um den Einfluß der Verteilung der Koeffizientenwerte auf die Verlustleistungsaufnahme der
Schaltung mit zu beru¨cksichtigen, wird dieser im folgenden na¨her untersucht. Wie die Hu¨llkur-
ven in Bild 6.9 b) und c) zeigen, liegt meist ein kontinuierlicher Verlauf der Koeffizientenwerte
vor. Außerdem ist insbesondere bei Equalizern typisch, daß einige Koeffizientenwerte Null sind,
da nur dort Koeffizienten beno¨tigt werden, wo Echos bzw. Sekunda¨r-Echos unterdru¨ckt wer-
den mu¨ssen. Um einerseits solche Eigenschaften der Koeffizientensa¨tze mit beru¨cksichtigen zu
ko¨nnen, andererseits jedoch mo¨glichst anwendungsunabha¨ngige Ansa¨tze herzuleiten, wird fu¨r
die Hu¨llkurve der Koeffizientenamplituden exemplarisch eine Gaußsche Glockenkurve, die an
der Stelle j   M (dem Tapindex M) ihr Maximum annimmt, angenommen
g j   1
σ˜

2π
  e

 jM2
2σ˜2
 (6.9)
Der darin auftretende Parameter σ˜ (entsprechend der “Standardabweichung“ in Anwendungen
dieser Funktion fu¨r die Wahrscheinlichkeitsrechnung) ist nicht mit der bereits bisher verwende-
ten Schaltaktivita¨t σ zu verwechseln.
σ˜  p  
N1
2  3 (6.10)
Mit dem Parameter p kann die Breite der Gaußglocke variiert werden, wobei sich diese fu¨r
M   N  1 2 und p   1 von 3σ˜ bis 3σ˜ vom Nullten bis zum (N-1)-ten Tap erstreckt. In
diesem Fall ist die Amplitude des Koeffizienten des (N-1)-ten Taps auf ein Prozent des Wertes
des Koeffizienten des M-ten Taps abgefallen. Somit wird die Verteilung der Koeffizientenwerte
durch die Parameter pN und M spezifiziert. Um den Maximalwert der Koeffizienten cmax fest
vorgeben zu ko¨nnen, wird die Gaußfunktion aus Gleichung 6.9 entsprechend gewichtet.
Beispielhaft ist die Verteilung der Koeffizienten fu¨r cmax  2047 p   05N   40 und M   20
in Bild 6.10 dargestellt. Hier werden fu¨r cmax Integerwerte angenommen. Falls andere Zahlen-
werte vorliegen, sind diese entsprechend zu skalieren. Fu¨r ein Filter mit cmax   2047 sind 3
Booth-Bit-Planes erforderlich. Wie Bild 6.10 zu entnehmen, sind fu¨r p=0.5 die Koeffizienten-
werte der ersten und letzten Taps Null. Die Bereiche, in denen die Koeffizientenwerte einer Bit-
Plane ungleich Null sind, variieren zusa¨tzlich natu¨rlich mit den Wertigkeiten der zugeho¨rigen
Koeffizienten-Bits bzw. -Digits, welche in der jeweiligen Bit-Plane verarbeitet werden. Dazu
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Bild 6.10: Verteilung der Koeffizienten fu¨r cmax  2047 p   05N   40 und M   20
kann fu¨r jede Bit-Plane m 
 0      wc4

1 ein Schwellwert S, mit
S   0 fu¨r m   0
S   24 m 131 fu¨r m  0 (6.11)
angegeben werden. Fu¨r das Beispiel aus Bild 6.10 ergeben sich somit die mit den Pfeilen ge-
kennzeichneten drei Bereiche, innerhalb derer die Koeffizientenwerte der Bit-Planes ungleich
Null sind. In der ersten Bit-Plane sind die Koeffizientenwerte zwischen dem 7. und 33. Tap,
in der zweiten zwischen dem 9. und 31. Tap und in der dritten zwischen dem 12. und 28. Tap
ungleich Null. Der Schwellwert der Koeffizientenwerte fu¨r die 3. Bit-Plane ist in Bild 6.10 ex-
emplarisch mit einer schwarz gestrichelten Linie dargestellt.
Anhand der Schwellwerte und der Verteilung der Koeffizienten lassen sich die Diagramme
der internen Schaltaktivita¨t der Bit-Planes in Abha¨ngigkeit von dem Parameter σ˜ und dem
maximalen Koeffizientenwert erkla¨ren. In Bild 6.11 ist die Schaltaktivita¨t der ersten Bit-
Plane (Bit-Plane 20  23), in der die niedrigsten Koeffizienten-Digits verarbeitet werden, fu¨r
cmax   2047 p   05N   40, M   20 und σc  0 fu¨r eine hohe Eingangsschaltaktivita¨t
σx   025 dargestellt. Die interne Schaltaktivita¨t bei einer niedrigen Eingangsschaltaktivita¨t
σx   002 und sonst gleichen Bedingungen ist in Bild 6.12 gezeigt. Die Diagramme a¨hneln de-
nen basierend auf gleichverteilten Koeffizientenwerten (Bild 6.6 und 6.7) mit dem Unterschied,
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Bild 6.11: Schaltaktivita¨t einer Booth-Bit-Plane mit wc   20      23, wx   10 Bit fu¨r ein 40-Tap
Filter , σx   025, σc  0, p   05, cmax  2047
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Bild 6.12: Schaltaktivita¨t einer Booth-Bit-Plane mit wc   20      23, wx   10 Bit fu¨r ein 40-Tap
Filter, σx   002, σc  0, p   05, cmax  2047
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daß nun bestimmte Bereiche der Bit-Plane aufgrund der angenommenen Koeffizientenvertei-
lung eine geringere oder sogar gar keine Schaltaktivita¨t aufweisen. Sind die Koeffizienten-
Digits in den oberen Zeilen der Bit-Plane Null, so liegt hier noch keine Schaltaktivita¨t vor, da
die Partialproduktworte Null sind. In den unteren Zeilen der Bit-Planes wird bei Koeffizienten-
Digits, die Null sind, weiterhin eine Schaltaktivita¨t festgestellt, da die Carry- und Summen-
Worte der Zwischenergebnisse akkummuliert werden. Die Schaltaktivita¨t dieser Zellen betra¨gt
jedoch nur ungefa¨hr ein Drittel der Referenz-Schaltaktivita¨t 0.25.
Beispielhaft wird wieder der Bereich RI herausgegriffen, um den Verlauf der Schaltaktivita¨t
in einem Filter mit drei Bit-Planes in Abha¨ngigkeit von der Verteilung der Koeffizienten zu
beschreiben. Dazu wird beispielhaft wieder die Koeffizientenverteilung nach Bild 6.10 ange-
nommen. In Bild 6.13 ist die Schaltaktivita¨t fu¨r σx   025 und σx   002 des Bereiches RI fu¨r
drei Bit-Planes dargestellt. Die Schaltaktivita¨t der Koeffizienten ist zu σc  0 angenommen. Die
roten Kurven zeigen die erweiterte Korrekturfunktion σˆI und die blauen Kurven die Simulati-
onsergebnisse σI .
Die erweiterte Korrekturfunktion kann in vier Regionen unterteilt werden, vom Koeffizienten-
index 0 bis jB, von jB  1 bis jC, von jC  1 bis jD und Indizes gro¨ßer jD. In den einzelnen
Abschnitten kann die Funktion entweder mit einer Konstanten oder aber mit einer Funktion
entsprechend Gleichung 2.11 beschrieben werden. Diese erweiterte Korrekturfunktion wurde
bereits in Kapitel 2 angegeben.
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Bild 6.13: Schaltaktivita¨t einer Spalte fu¨r mittlere Wertigkeiten von drei 40-Tap Booth-Bit-
Planes, σc  0, p   05, cmax  2047, σˆI (rot), σI (blau)
Auf Grund der Verteilung der Koeffizienten kann es vorkommen, daß beim ¨Ubergang von der
ersten zur zweiten Region in Bild 6.13 nicht direkt beide Koeffizienten-Digits, die in der Bit-
Plane verarbeitet werden, ungleich Null sind. Ist zuna¨chst nur eines der beiden Koeffizienten-
Digits ungleich Null, so wird die Korrekturfunktion am Anfang des zweiten Bereiches noch mit
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einem linear bis eins steigenden Faktor gewichtet.
Ist das Maximum der Verteilung der Koeffizienten cmax so klein, daß nicht beide Koeffizienten-
Digits genutzt werden, so ist die Schaltaktivita¨t aller Zellen der Bit-Plane geringer als im cha-
rakterisierten Fall. Beispielhaft ist dies fu¨r cmax  255 p   1N   40, M   20 und σc  0 an
der Bit-Plane fu¨r die ho¨chsten Koeffizientenwertigkeiten in Bild 6.14 rechts im Gegensatz zu der
Schaltaktivita¨t derselben Bit-Plane mit cmax   2047 in Bild 6.14 links dargestellt. In diesem
Fall kann die Korrekturfunktion, welche die Schaltaktivita¨t modelliert, mit einem zusa¨tzlichen
Faktor gewichtet werden. Mit den roten Kurven in Bild 6.14 ist wieder die Korrekturfunkti-
on dargestellt, die blauen Kurven kennzeichnen durch Simulation bestimmte Schaltaktivita¨ten.
Bei sehr kleinen Eingangsschaltaktivita¨ten σx   002 und cmax  255 ist die Schaltaktivita¨t in
dem Bereich, in dem die Koeffizientenwerte ungleich Null sind, so gering, daß zu ho¨heren Tap-
Indizes hin eine noch geringere Schaltaktivita¨t auftritt, als der Korrekturfunktion entsprechend.
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Bild 6.14: Schaltaktivita¨t einer mittlere Wertigkeiten einer 40-Tap Booth-Bit-Plane, σc  0,
p   1, cmax  2047 (links) und cmax  255 (rechts), σˆI , σI (blau)
Die Verifikation des Modells fu¨r Eingangswortbreiten wx von 6 bis 10 Bit, Tapzahlen bis
N   160 und Eingangsschaltaktivita¨ten von σx   002       025 und σc  0 oder 025 ergibt,
wie aus Bild 6.15 und 6.16 zu entnehmen, eine gute Genauigkeit des Modells in einem großen
Entwurfsraum. Bild 6.15 zeigt ein Diagramm der normierten Verlustleistungsaufnahme u¨ber der
Tapzahl N fu¨r eine Eingangswortbreite von 6 und 10 Bit bei einer Eingangsschaltaktivita¨t von
σx   025. Die Verlustleistungswerte sind auf die Verlustleistungsaufnahme einer Booth-Bit-
Plane fu¨r ein 160-Tap Filter mit Eingangswortbreite wx   10 und Schaltaktivita¨t der Koeffizien-
ten σc   025 und der Eingangsdaten σx   025 normiert. In Bild 6.16 sind die Modell- und die
Simulationsdaten fu¨r unterschiedliche Eingangsschaltaktivita¨ten von σx fu¨r σc   025 (links)
und fu¨r σc  0 (rechts) dargestellt. Die Verifikation wurde beispielhaft an Booth-Bit-Planes in
einer 0.25 µm-CMOS Technologie bei einer Versorgungsspannung von 2.5 V durchgefu¨hrt.
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Bild 6.15: Normierte Verlustleistung einer Booth-Bit-Plane mit Korrekturkonstante fu¨r 6 und
10 Bit Eingangswortbreite , (Normierung: 1 
  Verlustleistung einer 160-Tap Booth-Bit-Plane
fu¨r σx   025 und σc   025), Modell (rot), Simulation (blau)
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σc   0 25 σc  0
σx   0 02 σx   0 02
σx   0 25σx   0 25
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Bild 6.16: Normierte Verlustleistung einer Booth-Bit-Plane mit Korrekturkonstante fu¨r 10 Bit
Eingangswortbreite bei σx   002       025, (Normierung: 1 
  Verlustleistung einer 160-Tap
Booth-Bit-Plane fu¨r σx   025 und σc   025), Modell (rot), Simulation (blau)
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Zur Verifikation des Filtermodells sind in Tabelle 6.2 und 6.3 zusa¨tzlich normierte Verlustlei-
stungswerte des Modells und der Simulation beispielhaft fu¨r ein Filter mit 10 Koeffizienten
und ein Filter mit 160 Koeffizienten zusammengefaßt. Die Modellergebnisse des 10-Tap Filters
ergeben den ungu¨nstigsten Fall der Modellierung bei einer geringen Eingangsschaltaktivita¨t,
dessen Fehler kleiner als 10 % ist. Wa¨hrend sich bei großen Makros mo¨gliche Unterschiede
in der Schaltaktivita¨t zum Modell herausmitteln, fallen diese bei kleinen Makros sta¨rker ins
Gewicht. Insbesondere bei einer geringen Eingangsschaltaktivita¨t tritt dieser Fehler auf, da die
Schaltaktivita¨t innerhalb des Makros noch nicht auf den konstanten Wert angestiegen ist (siehe
Bild 6.8). Dies fu¨hrt zu einer ho¨heren Ungenauigkeit des modellierten Verlustleistungswertes.
Die Modellergebnisse eines 160-Tap Filters hingegen zeigen fu¨r alle Eingangsschaltaktivita¨ten
in Tabelle 6.3 eine sehr hohe Genauigkeit.
wx   10 wx   6
wc   8
10 Koeffizienten
wc   12
10 Koeffizienten
σx σc Modell Simulation ∆ [%] σx σc Modell Simulation ∆ [%]
0.25  0 0.098 0.094 4.1 0.25  0 0.123 0.120 5.9
0.125  0 0.084 0.080 4.8 0.25 0.25 0.102 0.096 2.4
0.02  0 0.062 0.056 9.7
0.25 0.25 0.118 0.116 1.7
0.02 0.25 0.110 0.108 1.8
Tabelle 6.2: Normierte Verlustleistung eines Booth-Bit-Plane Filters mit 10 Koeffizienten (Nor-
mierung: 1 
  Verlustleistung einer 160-Tap Booth-Bit-Plane fu¨r σx   025 und σc   025)
wx   10 wx   6
wc   8 160 Koeffizienten wc   12 160 Koeffizienten
σx σc Modell Simulation ∆ [%] σx σc Modell Simulation ∆ [%]
0.25  0 1.688 1.656 1.9 0.25  0 1.818 1.788 1.7
0.125  0 1.478 1.442 2.4 0.25 0.25 2.121 2.133 0.6
0.02  0 1.274 1.234 3.1
0.25 0.25 2.000 1.982 0.9
0.02 0.25 1.870 1.838 1.7
Tabelle 6.3: Normierte Verlustleistung eines Booth-Bit-Plane Filters mit 160 Koeffizienten
(Normierung: 1 
  Verlustleistung einer 160-Tap Booth-Bit-Plane fu¨r σx   025 und σc   025)
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In Zusammenarbeit mit einem Industriepartner konnte das Modell der Booth-Bit-Plane zusa¨tz-
lich am Beispiel dreier Layout-technisch ineinander verschachtelter Bit-Planes fu¨r ein 9-Tap Fil-
ter verifiziert werden. Trotz des Layout-technisch modifizierten Aufbaus der Bit-Planes sowie
des Einsatzes von Zellen, die eine andere Logik fu¨r die Booth-Partialproduktgenerierung ent-
halten, und der unterschiedlichen Technologien, in denen die Zellen entworfen wurden, konnte
eine gute ¨Ubereinstimmung der modellierten und simulierten Verlustleistungswerte festgestellt
werden. In Tabelle 6.4 sind die Verlustleistungswerte, normiert auf den durch Simulation be-
stimmten Verlustleistungswert der drei Bit-Planes (fu¨r eine 0.12 µm-CMOS-Technologie, Vdd  
1.2V), zusammengestellt. In der ersten Zeile sind die durch Simulation gewonnenen Verlustlei-
stungswerte des Makros, die gesamte Verlustleistung P
 ∑norm sowie die Verlustleistungswer-
te getrennt nach dem Verlustleistungsanteil der Logik P
 logiknorm P innorm und der Taktlast
P
 clocknorm aufgelistet. Werden die charakterisierten Werte der modifizierten Zellen in das Mo-
dell eingesetzt, so ergeben sich die in der zweiten Zeile der Tabelle angegebenen Verlustlei-
stungswerte, die weniger als 3% von den Verlustleistungswerten der Simulation abweichen. In
der dritten Zeile sind die auf eine 0.12 µm -CMOS-Technologie skalierten Verlustleistungswer-
te der Bit-Planes basierend auf Zellen, die eine andere Logik fu¨r die Partialproduktgenerierung
beinhalten, eingetragen. Auch hier ist die Differenz zu den Verlustleistungswerten der Simula-
tion sehr klein und liegt fu¨r jeden Verlustleistungsanteil unter 10%.
P
 ∑norm P clocknorm P logiknorm P innorm
Simulation (0.12 µm) 1 0.448 0.552
Modell (0.12 µm) 1.005 0.436 0.569
Modell (0.25 µm  0.12 µm) 0.998 0.407 0.591
Tabelle 6.4: Normierte Verlustleistungswerte von drei Bit-Planes eines 9-Tap Filters
6.2.1.2 Modified-Booth-Bit-Plane mit Vorzeichen-Erweiterung
Im Gegensatz zur Implementierung der Bit-Plane mit Korrekturkonstante wird bei der Bit-Plane
mit Vorzeichen-Erweiterung nur eine Elementar-Zelle (lc mbbp1) beno¨tigt, da u¨ber der ge-
samten Wortbreite der Bit-Plane Partialprodukt-Bits generiert und summiert werden. Dies hat
eine ho¨here Verlustleistungsaufnahme der Bit-Plane zur Folge, die sich durch die ho¨here mitt-
lere Verlustleistungsaufnahme der Elementar-Zelle lc mbbp1 gegenu¨ber der Elementar-Zelle
lc mbbp2 und einer insgesamt ho¨heren Schaltaktivita¨t in der Bit-Plane ergibt. Die Schaltakti-
vita¨t ha¨ngt nun in allen Wertigkeiten von der Partialproduktgenerierung ab und nicht nur von
mo¨glichen ¨Ubertra¨gen, die sich bei der Akkumulation der Partialprodukte ergeben.
Die Verlustleistung der Modified-Booth-Bit-Plane P∑ mbbp extend mit Vorzeichen-Erweiterung,
bei der das Vorzeichen-Bit aufgedoppelt wird, setzt sich aus drei Verlustleistungsanteilen zu-
64 KAPITEL 6. MODELLE EINDIMENSIONALER FIR-FILTER
sammen
P∑ mbbp extend   Plogik mbbp extendPclock mbbp extendPinput mbbp extend  (6.12)
Die Vorzeichen-Erweiterung des Eingangswortes x der Wortbreite wx auf die interne Wortbreite
w der Bit-Plane erfolgt direkt am Eingang der Bit-Plane und ist in dem Verlustleistungsan-
teil Pinput mbbp extend, der zum Treiben der Eingangssignale notwendig ist, enthalten. In der
Bit-Plane selber ist keine weitere Vorzeichen-Erweiterung erforderlich, so daß der zeitkritische
Pfad der Bit-Plane durch den zeitkritischen Pfad der Elementar-Zelle gegeben ist.
Alle drei Verlustleistungsanteile a¨ndern sich gegenu¨ber den Anteilen der Modified-Booth-Bit-
Plane mit Korrekturkonstante, da nun die Elementar-Zelle lc mbbp1 in allen Wertigkeiten ein-
gesetzt wird. Die Korrekturfunktion σˆI  j fu¨r die Wertigkeiten der Modified-Booth-Bit-Plane mit
Korrekturkonstante im Bereich RI kann fu¨r die Modellgleichungen der Modified-Booth-Bit-
Plane mit aufgedoppeltem Vorzeichen-Bit u¨bernommen werden und gilt nun fu¨r das gesamte
Makro. Die gleiche Korrekturfunktion ergibt sich durch die gleiche Struktur der Bit-Plane in
den Bereichen der Partialproduktgenerierung.
Das Diagramm der Schaltaktivita¨t einer Booth-Bit-Plane mit Vorzeichen-Erweiterung fu¨r 40
Koeffizienten und 10 Bit Eingangswortbreite in Bild 6.17 zeigt deutlich, daß hier nicht mehr
mehrere Bereiche unterschieden werden mu¨ssen. Auch hier besteht die Booth-Bit-Plane wieder
aus r   2N Zeilen.
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Bild 6.17: Schaltaktivita¨t einer Booth-Bit-Plane mit Vorzeichenerweiterung fu¨r ein 40-Tap Fil-
ter, wx   10, σx   025, σc  0
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Die Gleichungen zur Modellierung der Verlustleistungsanteile vereinfachen sich im Vergleich
zu den Gleichungen fu¨r die Modified-Booth-Bit-Plane mit Korrekturkonstante, da nur ein Be-
reich fu¨r das gesamte Makro betrachtet werden muß
Plogic mbbp extended   f  
r
∑
j1
σˆI  j  w  Elc mbbp1 σc (6.13)
Pclock mbbp extended   2  N  w  Cclock lc mbbp1   f  Vdd2 (6.14)
Pinput mbbp extended   2  N   w  σx  Cinput xw  σc  Cinput c   f  Vdd2  (6.15)
Die ho¨here Verlustleistungsaufnahme der Modified-Booth-Bit-Plane mit aufgedoppeltem
Vorzeichen-Bit ist in Bild 6.18 beispielhaft an den normierten Verlustleistungswerten der Bit-
Planes u¨ber der Eingangswortbreite fu¨r ein 10-Tap Filter fu¨r eine Eingangsschaltaktivita¨t von
σx   025 gezeigt.
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Bild 6.18: Normierte Verlustleistung einer Booth-Bit-Plane mit Korrekturkonstante (Modell
(rot), Simulation (blau)) und Vorzeichen-Erweiterung (Modell (gru¨n), Simulation (schwarz)),
(Normierung: 1 
  Verlustleistung einer 160-Tap Booth-Bit-Plane fu¨r σx   025 und σc   025)
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6.2.2 Modified-Bit-Plane
Nachdem zuna¨chst die Modelle fu¨r Modified-Bit-Planes mit Booth-kodieren Koeffizienten vor-
gestellt wurden, schließt sich hier die Beschreibung der Modelle fu¨r Modified-Bit-Planes mit
Koeffizienten, die in Zweierkomplement-Darstellung vorliegen, an. Bei der Modified-Bit-Plane
kann ebenso unterschieden werden, ob die Bit-Planes fu¨r ein Filter in Ketten- oder Parallelstruk-
tur eingesetzt werden. Dies muß in der Modellierung der internen Schaltaktivita¨t und durch die
Wahl der internen Wortbreite beru¨cksichtigt werden.
Die Verlustleistung eines Filters aus Bit-Planes mit Koeffizienten in Zweierkomplement-
Darstellung wird wie folgt modelliert
PFilter mbp biased 

wc
2 	 1
∑
m0
P∑ mbp biased m (6.16)
bzw.
PFilter mbp extend 

wc
2 	 1
∑
m0
 P∑ mbp extend m  (6.17)
In Abha¨ngigkeit von der Verteilung der Koeffzienten kann die Verlustleistungsaufnahme der
einzelnen Bit-Planes m 
 0      

wc
2

1 wieder variieren.
Im folgenden werden die Modelle der beiden Varianten der Modified-Bit-Plane, eine mit Kor-
rekturkonstante und die andere mit Vorzeichen-Erweiterung, hergeleitet.
6.2.2.1 Modified-Bit-Plane mit Korrekturkonstante
Wie die Modified-Bit-Plane mit Korrekturkonstante und Booth-kodierten Koeffizienten, setzt
sich auch die Modified-Bit-Plane mit Koeffizienten in Zweierkomplement-Darstellung aus
zwei Elementar-Zellen zusammen. In den niedrigen Wertigkeiten wird eine Elementar-Zelle
(lc mbp1) mit Partialproduktgatter, Volladdierer und Pipeline-Latches eingesetzt, wa¨hrend in
den ho¨heren Wertigkeiten ein Halbaddierer (lc mbp2) ausreicht, um mo¨gliche ¨Ubertra¨ge zu
verarbeiten. Die Verlustleistung P∑ mbp biased wird in drei Anteile unterteilt
P∑ mbp biased   Plogik mbp biasedPclock mbp biasedPinput mbp biased  (6.18)
Ebenso wie bei der Modellierung der Bit-Plane mit Booth-kodierten Koeffizienten und Korrek-
turkonstante wird hier zur Modellierung der Verlustleistungsaufnahme der Logik die Bit-Plane
in einen Bereich RI mittlerer bzw. niedriger Wertigkeiten und einen Bereich ho¨herer Wertigkei-
ten (oberhalb der Partialprodukt MSB’s) RII unterteilt. Bei einer Schaltaktivita¨t der Eingangs-
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daten von 0.25 entspricht die Verlustleistungsaufnahme in den niedrigen Wertigkeiten dem der
Summe der einzelnen mittleren Verlustleistungswerte der Zellen. In den ho¨heren Wertigkeiten
ist jedoch wegen der seltenen ¨Ubertra¨ge die Schaltaktivita¨t geringer, so daß dort weniger Ver-
lustleistung aufgenommen wird.
Das Diagramm in Bild 6.19 zeigt die Schaltaktivita¨t einer Bit-Plane mit 40-Taps, Eingangswort-
breite wx   10, interne Wortbreite w   18 und r   2N Zeilen fu¨r σx   025 und σc  0.
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Bild 6.19: Schaltaktivita¨t einer Bit-Plane mit 10 Bit Eingangswortbreite fu¨r ein 40-Tap Filter,
σx   025 und σc  0
Die Korrekturfunktionen wurden fu¨r Eingangsschaltaktivita¨ten σx von 0.02 bis 0.25 und σc  0
oder 0.25 fu¨r die zwei Bereiche der Bit-Plane ermittelt. Es ergeben sich, verglichen mit dem Fall
der Modified-Booth-Bit-Plane mit Korrekturkonstante, a¨hnliche Funktionen fu¨r die Korrektur.
Die unterschiedliche Struktur der beiden Bit-Planes, die sich durch eine andere Verdrahtung der
Elementar-Zellen ergibt, erkla¨rt die Unterschiede der Korrekturfunktionen.
Fu¨r die Modellierung der Verlustleistungsanteile ergeben sich a¨hnliche Gleichungen wie die
fu¨r die Modified-Booth-Bit-Plane mit Korrekturkonstante. Die einzelnen Verlustleistungsan-
teile Plogik mbp biased σcPclock mbp biased und Pinput mbp biased sind in den Gleichungen 6.19
bis 6.21 angegeben
Plogik mbp biased  

2  N   σˆII   wwx1  Elc mbp2 σc
r
∑
j1
σˆI  j   2  wx1  Elc mbp1 σcElc mbp2 σc

  f (6.19)
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Pclock mbp biased   N   2  wx 1  Cclock lc mbp12  w2  wx1  Cclock lc mbp2   f  Vdd2
(6.20)
Pinput mbp biased   N   2  wx  σx  Cinput x2  wx 1  σc  Cinput c   f  Vdd2  (6.21)
Wie in dem Diagramm der internen Schaltaktivita¨t der Booth-Bit-Plane mit Korrekturkonstante,
so ist auch im Diagramm in Bild 6.19 die “Nasenstruktur“ zu erkennen, die durch die stetige
Akkumulation eines Offsets mit jedem Partialproduktwort entsteht.
Die so modellierten Verlustleistungsaufnahmen wurden in einem Bereich mit Tapzahlen von
N   5       160, Eingangswortbreiten von wx   6       10 und fu¨r unterschiedliche Eingangs-
schaltaktivita¨ten der Koeffizienten σc   025, σc  0 und σx   002       025 mit Verlustlei-
stungswerten, die aus Simulationen gewonnen wurden, fu¨r Bit-Planes in einer 0.25 µm-CMOS
Technologie bei einer Versorgungsspannung von 2.5 V validiert. In Bild 6.20 ist die normier-
te Verlustleistung nach dem Modell und das Ergebnis der Simulation einer Bit-Plane u¨ber der
Tapzahl dargestellt.
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Bild 6.20: Normierte Verlustleistung einer Bit-Plane fu¨r 10 Bit Eingangswortbreite, Modell
(rote Linie), Simulation (blaue Linie), (Normierung: 1 
  Verlustleistung einer 160-Tap Booth-
Bit-Plane fu¨r σx   025 und σc   025)
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6.2.2.2 Modified-Bit-Plane mit Vorzeichen-Erweiterung
Die Modellierung der Verlustleistung der Bit-Plane mit Vorzeichen-Erweiterung und Koeffi-
zienten in Zweierkomplement-Darstellung ist der Modellierung der Verlustleistung der Bit-
Plane mit Vorzeichen-Erweiterung und Booth-kodierten Koeffizienten sehr a¨hnlich. Deswegen
ko¨nnen die Modellgleichungen fu¨r die verschiedenen Verlustleistungsanteile der Bit-Plane aus
dem Unterkapitel 6.2.1.2 zur Modified-Booth-Bit-Plane mit Vorzeichen-Erweiterung u¨bernom-
men werden. Fu¨r die charakterisierten Werte der Elementar-Zelle (lc mbp1) sind nun die Werte
fu¨r die Zelle mit Partialproduktgatter fu¨r Koeffizienten in Zweierkomplement-Darstellung ohne
Booth-Kodierung einzusetzen. Als Korrekturfunktion fu¨r alle Wertigkeiten kann auf Grund der
gleichen Struktur der Bit-Planes die Korrekturfunktion fu¨r den Bereich der Partialproduktgene-
rierung der Modified-Bit-Plane verwendet werden.
Die gesamte Verlustleistung P∑ mbp extend einer Modified-Bit-Plane mit aufgedoppeltem
Vorzeichen-Bit ergibt sich zu
P∑ mbp extend   Pinput mbp extendPclock mbp extendPlogik mbp extend (6.22)
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Bild 6.21: Normierte Verlustleistung einer Bit-Plane mit Korrekturkonstante (Modell (rot), Si-
mulation (blau)) und Vorzeichen-Erweiterung (Modell (gru¨n), Simulation (schwarz)) eines 10-
Tap FIR-Filters, (Normierung: 1 
  Verlustleistung einer 160-Tap Booth-Bit-Plane fu¨r σx   025
und σc   025)
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Der Vergleich der Verlustleistung der Modified-Bit-Plane mit Korrekturkonstante und
Vorzeichen-Erweiterung ist a¨hnlich dem Vergleich der Verlustleistung der Modified-Booth-Bit-
Planes. Durch das Aufdoppeln des Vorzeichen-Bits steigt die Anzahl der komplexeren Zellen
und auch die Schaltaktivita¨t in der Bit-Plane und somit die Verlustleistung der Bit-Plane. In
Bild 6.21 sind die normierten Verlustleistungsaufnahmen der beiden hier erla¨uterten Bit-Planes
beispielhaft fu¨r ein 10-Tap Filter u¨ber der Eingangswortbreite dargestellt. Das Modell wurde
durch Simulationen der Modified-Bit-Plane mit aufgedoppeltem Vorzeichen-Bit verifiziert.
6.2.3 Vergleich Modified-Bit-Plane Filter ohne und mit Booth-kodierten
Koeffizienten
Die in Kapitel 6 vorgestellten Modelle fu¨r lineare Filter ermo¨glichen nicht nur deren
Abscha¨tzung der Verlustleistungsaufnahme, sondern ero¨ffnen auch die Mo¨glichkeit unter-
schiedliche Filter-Implementierungen miteinander zu vergleichen. Dies soll in diesem Abschnitt
kurz demonstriert werden, obwohl es nicht Gegenstand der Modellbildung ist.
Als Beispiel werden hier die Bit-Planes mit Korrekturkonstante fu¨r Booth-kodierte Koeffizien-
ten und Koeffizienten in Zweierkomplement-Darstellung miteinander verglichen.
Vergleicht man die Verlustleistung einer Bit-Plane mit und ohne Booth-kodierte Koeffizienten,
so stellt man fest, daß die Booth-Bit-Plane mehr Verlustleistung aufnimmt als die Bit-Plane
mit Koeffizienten in Zweierkomplement-Darstellung. Die Booth-Partialproduktgenerierung er-
fordert eine ho¨here Verlustleistung. Obwohl in der Booth-Bit-Plane die doppelte Anzahl an
Koeffizienten-Bits verarbeitet wird, nimmt diese jedoch weniger als das Doppelte der Ver-
lustleistung einer Bit-Plane ohne Booth-kodierte Koeffizienten auf. Aus dem Diagramm in
Bild 6.22, in dem die normierten Verlustleistungswerte der Bit-Planes fu¨r unterschiedliche
Schaltaktivita¨ten der Koeffizienten gezeigt sind, ist zusa¨tzlich ersichtlich, daß die Verlustlei-
stung bei geringerer Schaltaktivita¨t der Koeffizienten sta¨rker sinkt als bei der Bit-Plane ohne
Booth-Kodierung. Bei geringer Schaltaktivita¨t der Koeffizienten erweist sich somit die Booth-
Bit-Plane mit Korrekturkonstante als besonders vorteilhaft.
Ein Filter mit Booth-kodierten Koeffizienten zeigt sowohl fu¨r eine hohe als auch fu¨r eine nied-
rige Schaltaktivita¨t der Koeffizienten eine geringere Verlustleistungsaufnahme als ein Filter mit
Koeffizienten in Zweierkomplement-Darstellung. In Bild 6.23 sind die Verlustleistungsaufnah-
men von Bit-Planes mit Korrekturkonstante fu¨r ein Filter inklusive Preskewing der Eingangs-
signale und 4:2 Kompressoren zur Akkumulation des Endergebnisses dargestellt. Lediglich fu¨r
kleine Filter (N  10 und wx  10) mit einer fu¨r eine Booth-Umkodierung ungu¨nstigen Koef-
fizientenwortbreite und Implementierung der Bit-Planes mit Vorzeichen-Erweiterung kann die
Modified-Bit-Plane Implementierung ohne Booth-Kodierung gu¨nstiger als eine Implementie-
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Bild 6.22: Normierte Verlustleistung einer Bit-Plane mit (rot) und ohne Booth-kodierte Koeffizi-
enten (blau) mit Korrekturkonstante eines 10-Tap FIR-Filters, (Normierung: 1 
  Verlustleistung
einer 160-Tap Booth-Bit-Plane fu¨r σx   025 und σc   025)
rung mit Booth-Kodierung sein. Dies ist in Bild 6.24 fu¨r ein 10-Tap Filter mit 9 Bit Koeffizien-
tenwortbreite gezeigt. Die Verlustleistungsaufnahme des Filters ohne Booth-kodierte Koeffizi-
enten ist jedoch nur fu¨r eine hohe Schaltaktivita¨t der Koeffizienten und fu¨r Eingangswortbreiten
bis 10 Bit kleiner.
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Bild 6.23: Normierte Verlustleistung eines Filters mit (rot) und ohne Booth-kodierte Koeffizi-
enten (blau) mit Korrekturkonstante, (Normierung: 1 
  Verlustleistung einer 160-Tap Booth-
Bit-Plane fu¨r σx   025 und σc   025)
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Bild 6.24: Normierte Verlustleistung eines 10-Tap Filters, 9 Bit Koeffizientenwortbreite mit
(rot) und ohne Booth-kodierte Koeffizienten (blau) mit aufdedoppeltem Vorzeichen-Bit, (Nor-
mierung: 1 
  Verlustleistung einer 160-Tap Booth-Bit-Plane fu¨r σx   025 und σc   025)
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6.3 Festverdrahtete FIR-Filter
Bei vielen Filteranwendungen, wie z. B. beim Interpolationsfilter, werden die Koeffizientenwer-
te einmal fu¨r den Anwendungsfall optimiert und mu¨ssen im nachhinein nicht mehr vera¨ndert
werden. Die Kenntnis der Koeffizientenwerte wird fu¨r den Entwurf festverdrahteter Filter ge-
nutzt. Es ko¨nnen festverdrahtete Filter mit einem oder aber mit mehreren Koeffizientensa¨tzen
unterschieden werden. Diese zwei festverdrahtete Filterformen und deren Abbildung in ein Mo-
dell werden in den folgenden Unterkapiteln beschrieben.
6.3.1 FIR-Filter mit einem Koeffizientensatz
Im Gegensatz zu programmierbaren Filtern, bei denen die Koeffizienten innerhalb der imple-
mentierten Wortbreite beliebige Werte annehmen ko¨nnen, werden festverdrahtete Filter fu¨r
einen festen Koeffizientensatz realisiert. Das Partialproduktwort muß dann nicht fu¨r jedes
Koeffizienten-Bit generiert und addiert werden, sondern nur fu¨r die Koeffizienten-Bits, die un-
gleich Null sind. Die Schaltungsteile zur Partialproduktgenerierung und zur Akkumulation der
Partialproduktworte, die auf Grund des Koeffizientenwertes immer Null sind, ko¨nnen somit ein-
gespart werden.
Der Implementierungsaufwand des Filters ha¨ngt nun insbesondere von den Koeffizientenwer-
ten ab, fu¨r die das festverdrahtete Filter realisiert werden soll. Es muß nur fu¨r die Wertigkei-
ten des Koeffizienten ein Addierer fu¨r die Akkumulation implementiert werden, bei denen das
Koeffizienten-Bit nicht Null ist. In Bild 6.25 sind zum Vergleich Signalflußgraphen eines pro-
grammierbaren und eines festverdrahteten Filters dargestellt. Der erste Signalflußgraph zeigt
ein programmierbares Filter, das mit Multiplizierern und Addierern aufgebaut ist. Der zweite
Signalflußgraph zeigt die Multiplikation detailliert fu¨r die einzelnen Wertigkeiten des Koeffi-
zienten. Das Dreieck-Symbol steht fu¨r die UND-Verknu¨pfung zwischen den entsprechend der
Filterfunktion verzo¨gerten Eingangssignale und dem Koeffizienten-Bit ciν sowie fu¨r die Ver-
schiebung dieses Partialproduktwortes (Multiplikation mit 2 i) entsprechend der Wertigkeit des
Koeffizienten-Bits. Im dritten Signalflußgraph ist beispielhaft ein festverdrahtetes Filter gezeigt,
bei dem die Multiplikation ausschließlich durch Verschieben der (entsprechend der Filterfunk-
tion verzo¨gerten) Eingangssignale ersetzt wird.
Um den Hardware-Aufwand festverdrahteter Filter zu reduzieren wird die Umwandlung der
Koeffizientenwerte in eine Canonical-Signed-Digit (CSD)-Darstellung genutzt [23]. Wa¨hrend
bei der Zweierkomplementdarstellung der Koeffizienten fu¨r eine Koeffizientenwortbreite von
n Bits im ungu¨nstigsten Fall n Partialproduktworte pro Koeffizient zu akkumulieren sind, re-
duziert sich mit der CSD-Darstellung die Anzahl der zu akkumulierenden Partialproduktworte
im ungu¨nstigsten Fall auf etwa die Ha¨lfte. Fu¨r das Digit-Alphabet der Koeffizienten gilt dann
ci 
 101. Je nach Koeffizienten-Digit kann die Bildung des Zweierkomplements des Ein-
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Bild 6.25: Signalflußgraphen eines programmierbaren Filters in Direktform mit Koeffizienten
c0 bis cN 1 (a), mit aufgelo¨sten Multiplizierern (b), und eines festverdrahteten Filters (c)
gangsdatums vor dessen Akkumulation erforderlich werden.
Im folgenden soll zuna¨chst das Verlustleistungsmodell eines festverdrahteten FIR-Filters in
Direktform, wie in Bild 6.25 dargestellt, unter Verwendung von Carry-Save-Addierern herge-
leitet werden. Es sind zusa¨tzlich Pipeline-Latches zwischen den Addierern und entsprechend
Pipeline-Latches fu¨r das Eingangssignal eingefu¨gt, so daß der kritische Pfad durch eine Vol-
laddition festgelegt wird [24]. Am Ausgang des Filters ist abschließend ein Vector-Merging-
Addierer erforderlich. Die Koeffizienten ko¨nnen in CSD-Darstellung oder in Zweierkomple-
mentdarstellung angegeben werden. ¨Ahnlich wie fu¨r die Bit-Planes mit Korrekturkonstante aus
Kapitel 6.2, kann bei der Implementierung eines festverdrahteten Filters auch die Aufdopplung
des Vorzeichen-Bits vermieden werden. Hierzu wird wieder ein Offset zu den Eingangsdaten
addiert, so daß diese als positive Zahlen interpretiert werden ko¨nnen [22] (siehe Anhang A).
Das urspru¨ngliche Vorzeichen des Eingangsdatums wird somit fu¨r die Akkumulation des Da-
tums unerheblich. Ob ein negativer oder positiver Wert akkumuliert wird, ist nur noch durch das
Vorzeichen des entsprechenden Non-Zero-Digits des Koeffizienten festgelegt, und kann beim
Aufbau des Filters direkt beru¨cksichtigt werden. Die beiden Implementierungsvarianten, eine
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unter Verwendung der Zweierkomplementdarstellung fu¨r das Eingangssignal und eine unter
Verwendung eines mit einem Offset versehenen Eingangssignals sind in Bild 6.26 dargestellt.
Am Ausgang des Filters wird der Fehler, der durch den Offset hervorgerufen wird, in einer
zusa¨tzlichen Carry-Save-Stufe korrigiert. Die Addition des Offsets wird durch Invertierung des
Vorzeichen-Bits (VZ) realisiert (siehe Anhang A).
FA FA FA FA
Wiederholung des VZ
Vorzeichen Bit
Eingangssignal x
FA
0/1
Eingangssignal x
Vorzeichen Bit
FAFA FA
Bild 6.26: Implementierung der Addition eines Offsets zu dem Eingangssignal x zur Verku¨rzung
des kritischen Pfades und Verringerung der Verlustleistung
Fu¨r die Implementierung des Filters werden zwei unterschiedliche Elementar-Zellen beno¨tigt,
eine Register-Zelle und eine Elementar-Zelle lc 1-fixed, die einen Volladdierer sowie Pipeline-
Latches entha¨lt.
Die Fla¨che des festverdrahteten N-Tap Filters wird u. a. durch die maximale Wortbreite wmax
des Filters festgelegt,
wmax   ldmaxsumme	1 (6.23)
die durch die maximale absolute Summe, die das Filter entsprechend der Koeffizientenwerte
akkumuliert, bestimmt wird. Da auch negative Summen auftreten ko¨nnen, wird ein Vorzeichen-
Bit beru¨cksichtigt.
In Abha¨ngigkeit der Non-Zero-Digits bzw. -Bits nzb und der Eingangswortbreite wx wa¨chst die
interne Wortbreite wiwx des festverdrahteten Filters bis zur maximalen Wortbreite wmax  
wnzbwx an. Die Elementar-Zellen werden entsprechend der internen Wortbreite und die Re-
gister entsprechend der Tapzahl N mit der Eingangswortbreite wx implementiert. Die Korrektu-
raddition, die auf Grund des Offsets erforderlich ist, wird mit der maximalen Wortbreite durch-
gefu¨hrt.
Die gesamte Verlustleistung P∑ 1  f ixed des festverdrahteten FIR Filters mit einem Koeffizien-
tensatz teilt sich in den Verlustleistungsanteil der Logik und der Taktlast auf
P∑ 1  f ixed   Pclock 1  f ixedPlogik 1  f ixed  (6.24)
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Entsprechend der Implementierung des Filters nach Bild 6.25 c) inklusive der eingefu¨gten
Pipeline-Latches ergibt sich die Verlustleistung der Taktlast zu
Pclock 1  f ixed  

nzb 1
∑
i0
wiwx  Cclock lc 1  f ixed
N1  wx  Cclock Registerwmax  Cclock lc 1  f ixed

  f  Vdd2 
(6.25)
Das detaillierte Verlustleistungsmodell soll im folgenden wieder fu¨r die durch die Logik verur-
sachte Verlustleistungsaufnahme hergeleitet werden.
Bei der Simulation der Verlustleistungsaufnahme festverdrahteter Filter zeigt sich eine deutliche
Konzentration der Verlustleistung auf die Zellen, in denen je nach Verschiebung des Eingangs-
datums ein Partialproduktwort aufaddiert wird (Bereich RII in Bild 6.27). Dies ist im Diagramm
der Schaltaktivita¨t in Bild 6.27 am Beispiel eines 4-Tap Filters mit 16 Non-Zero-Digits und der
Eingangswortbreite wx   10 zu erkennen. Im Bereich RII liegt die mittlere Schaltaktivita¨t bei
etwa 0.25, wa¨hrend im Bereich RI eine reduzierte Schaltaktivita¨t vorliegt. In Bild 6.27 sind
zwei Bereiche unterschiedlicher Schaltaktivita¨t RI und RII markiert. Die gestrichelt umrandeten
Bereiche werden getrennt von den beiden Bereichen RIRII betrachtet. Innerhalb des Makros
kennzeichnen diese den Bereich der Register und am Rand des Makros zu hohen Zeilenindizes
hin den Bereich der Addierer zur Addition der Korrekturkonstante. Die Zeilen innerhalb der ge-
strichelten Linien werden zum Bereich RIII zusammengefaßt. In dem schwarz gekennzeichnete
Bereich in Bild 6.27 sind keine Zellen implementiert, da die interne Wortbreite des Makros zu
ho¨heren Zeilenindizes bzw. zu weiteren Non-Zero-Digits bzw. -Bits anwa¨chst.
Das Beispiel-Filter besteht aus 4 Non-Zero-Digits pro Tap, die untereinander in Zeilen ange-
ordnet sind. Zwischen den Taps ist die Schaltaktivita¨t der Register fu¨r das Eingangssignal der
Wortbreite wx   10 (von der nullten bis zur neunten Wertigkeit) von etwa 0.25 zu erkennen.
Innerhalb eines Taps wird zuna¨chst das Eingangswort mit kleinen Verschiebungen zu der Zwi-
schensumme akkumuliert. Das um den gro¨ßten Wert verschobene Eingangswort wird zum Ab-
schluß des jeweiligen Taps hinzuaddiert. Aus diesem Grund verlagert sich der Bereich RII von
niedrigen hin zu ho¨heren Wortbreiten pro Tap.
Fu¨r die Modellierung der Verlustleistung der Logik sind somit drei unterschiedliche Bereiche
von Interesse
Plogik 1  f ixed   PI PII PIII  (6.26)
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Bild 6.27: Schaltaktivita¨t eines 4-Tap FIR-Filters mit 16 Non-Zero-Digits, wx   10, ein Koeffi-
zientensatz
Da die Verlustleistung des Bereiches RII den gro¨ßten Anteil an der gesamten Verlustleistung
der Logik Plogik 1  f ixed hat, wird diese hier zuerst modelliert.
Wie aus Bild 6.27 zu erkennen, weist der Bereich RII u¨ber alle Zeilen des Filters hinweg eine
praktisch konstante Wortbreite wII   wx auf. Deswegen kann dieser zu Modellierungszwecken
in einen rechteckigen Bereich transformiert gedacht werden. Die interne Schaltaktivita¨t dieses
Bereiches u¨ber dem Zeilenindex zeigt a¨hnlich wie die Schaltaktivita¨t in der Bit-Plane in Kapi-
tel 6.2 (siehe Bild 6.8) einen einfachen Verlauf, der mit der Eingangsschaltaktivita¨t σx variiert.
Fu¨r das detaillierte Verlustleistungsmodell des festverdrahteten Filters kann somit auch eine
einfache Korrekturfunktion des Bereiches RII σˆII  j mit
σˆII  j   aII  

1bII   e  jcII
 (6.27)
angegeben werden. Die Parameter aIIbIIcII der Korrekturfunktion wurden durch Regression
der Schaltaktivita¨t einer Beispielimplementierung ermittelt und sind Funktionen in Abha¨ngig-
keit von σx
aIIbIIcII   f σx
(6.28)
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Fu¨r den Bereich RII kann somit die Verlustleistungsaufnahme durch
PII   f  wx  
nzb
∑
j1
σˆII  j  Elc 1  f ixed (6.29)
beschrieben werden.
Bei der Modellierung der Schaltaktivita¨t des Bereiches RI kann direkt fu¨r den ganzen Bereich
ein Korrekturfaktor
σˆI   aI   1bI   ecI σx (6.30)
mit den konstanten Parametern aIbIcI angegeben werden. Die Verlustleistung des Bereiches
RI , dessen Wortbreite zu ho¨heren Zeilenindizes ansteigt, ergibt sich somit zu
PI   f   σˆI  
nzb
∑
j1
w jwxwx  Elc 1  f ixed  (6.31)
Der dritte Bereich RIII, der die Verlustleistung der Register und des Addierers fu¨r die Korrek-
turkonstante beschreibt, wird durch
PIII   f   N1  wx   σx025  ERegister wmax  Elc 1  f ixed  (6.32)
modelliert. Die Anzahl der Register ergibt sich aus der Eingangswortbreite wx und der Anzahl
der Koeffizienten N des Filters. Da die Register die Eingangsdaten zwischenspeichern, ist deren
Verlustleistungsaufnahme proportional zu der Eingangsschaltaktivita¨t σx des Eingangsdatums.
Ein Vergleich der mit dem Modell bestimmten Verlustleistungsaufnahmen mit simulierten Er-
gebnissen zeigt wieder eine gute Genauigkeit des Modells: In Bild 6.28 ist der Energieumsatz
u¨ber der Zahl der Non-Zero-Digits fu¨r einen Multiplizierer mit festverdrahteten Koeffizienten
aufgetragen. Die berechneten Daten des Modells liegen jeweils knapp u¨ber den durch Simula-
tion bestimmten Verlustleistungswerten des Multiplizierers.
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Bild 6.28: Energie eines Multiplizierers mit einem festverdrahteten Koeffizienten u¨ber Non-
Zero-Digits, Simulationsdaten (blau), Modelldaten (rot)
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Bild 6.29: Energie eines 4-Tap festverdrahteten Filters in Abha¨ngigkeit von der Anzahl der
Non-Zero-Digits, Simulationsdaten (blau), Modelldaten (rot), fu¨r σx   025 (, Æ) und σx  0
(+, )
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Beispielhaft wurden auch 4-Tap Filter mit einer unterschiedlichen Anzahl von Non-Zero-Digits
aufgebaut und im Hinblick auf ihre Verlustleistungsaufnahme simuliert. Das oben hergeleitete
Modell konnte die Verlustleistungsaufnahme auch fu¨r variable Eingangsschaltstatistikten gut
anna¨hern. Die Ergebnisse sind in Bild 6.29 fu¨r eine 0.5 µm Technologie bei 3.3 V Versor-
gungsspannung gezeigt. Da die Verlustleistung auch von den Wertigkeiten der Non-Zero-Digits
abha¨ngen, welche die Verschiebungen des Eingangsdatums festlegen, korreliert die Verlustlei-
stung nicht nur mit der Anzahl der zu implementierenden Non-Zero-Digits. Deswegen sind in
dem Diagramm in Bild 6.29 nur einzelne Energiewerte angegeben.
6.3.2 FIR-Filter mit umschaltbarem Koeffizientensatz
Festverdrahtete Filter stellen nicht nur fu¨r Filter mit einem festen Koeffizientensatz eine
effiziente Implementierungsmo¨glichkeit dar, sondern auch fu¨r solche Filter, die zwischen
mehreren festen Koeffizientensa¨tzen umschalten. Ein solches Filter wurde in [25] als Interpola-
tionsfilter beschrieben. Die damit erreichte Reduktion der Verlustleistungsaufnahme gegenu¨ber
optimierten, programmierbaren Filtern betra¨gt etwa Faktor 2.6.
Die Implementierung dieses festverdrahteten Filters mit mehreren Koeffizientensa¨tzen basiert
auf einem fu¨r alle Koeffizientensa¨tze mehrfach genutzten Datenpfad. Ausgehend von einem
Polyphasenfilter [26, 27] mit m parallelen festverdrahteten Teilfiltern, das fu¨r m  4 beispielhaft
in Bild 6.30 a) gezeigt ist, wird in dem mehrfach genutzten Filter in Bild 6.30 b) je nach
Position des Schalters p ein bestimmter Koffizientensatz fu¨r den Datenpfad ausgewa¨hlt. Das
festverdrahtete FIR-Filter ist somit ein schwach programmierbares Filter fu¨r einen festen Satz
von Koeffizienten.
Die Implementierung des hier verwendeten festverdrahteten Filters mit mehreren Koeffizi-
entensa¨tzen ist dem mit nur einem Koeffizientensatz sehr a¨hnlich. Zuna¨chst wird, wie in
Abschnitt 6.3.1 beschrieben, ein Offset zu den Eingangsdaten addiert. Partialproduktworte
mu¨ssen nur fu¨r die Wertigkeiten der Koeffizienten generiert werden, in denen in mindestens
einem der Koeffizientensa¨tze das entsprechende Koeffizienten-Digit ungleich Null ist. Im
Gegensatz zu dem Filter mit nur einem Koeffizientensatz, in dem die Eingangsworte zur Par-
tialproduktbildung nur entsprechend der Koeffizientenwertigkeit verschoben werden mu¨ssen,
sind nun Partialproduktgatter erforderlich. In [25] wurde eine modifizierte SD-Darstellung der
Koeffizienten vorgestellt, bei der ein einfaches NAND- oder NOR-Gatter zur Generierung des
Partialprodukts ausreicht. In der Elementar-Zelle lc m-fixed des Filters ist somit zusa¨tzlich ein
NAND- oder NOR-Gatter zu implementieren.
Da die Strukturen der festverdrahteten Filter mit einem oder mehreren Koeffizientensa¨tzen
grundsa¨tzlich gleich sind, ko¨nnen hier die Verlustleistungsmodelle inklusive der Korrekturfunk-
tionen aus Kapitel 6.3.1 u¨bernommen werden. Zur Scha¨tzung der Verlustleistungsaufnahme des
festverdrahteten Filters mit mehreren Koeffizientensa¨tzen muß jedoch nun statt des mittleren
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Bild 6.30: Prinzip eines a) Interpolationsfilters und b) eines mehrfach genutzten Datenpfades,
der mit p die Phase auswa¨hlt.
Energieumsatzes Elc 1  f ixed der mittlere Energieumsatz Elc m  f ixed in den Gleichungen einge-
setzt werden. Dieser enha¨lt zusa¨tzlich den mittleren Energieumsatz des Partialproduktgatters.
Außerdem muß die Verlustleistungsaufnahme der Kontrollogik, die zur Generierung des
Schaltersignals p erforderlich ist, beru¨cksichtigt werden. Diese variiert jedoch sehr stark
mit der Anzahl der Koeffizientensa¨tze m, so daß hier fu¨r diese kein Verlustleistungsmodell
angegeben wird.
Der Vergleich von Simulationsergebnissen mit den durch das Modell bestimmbaren Ver-
lustleistungen besta¨tigt auch fu¨r unterschiedliche Eingangsschaltaktivita¨ten σx wieder eine
gute Modellgenauigkeit: Beispielhaft wurden festverdrahtete Filter mit unterschiedlichen
Tap- und Non-Zero-Digit-Zahlen jeweils mit vier umschaltbaren Koeffizientensa¨tzen in einer
0.5 µm-CMOS-Technologie bei 3.3 V Versorgungsspannung implementiert. In Bild 6.31 ist der
simulierte und modellierte Energieumsatz dieser festverdrahteten Filter u¨ber der Anzahl der
Non-Zero-Digits dargestellt.
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Bild 6.31: Energie eines festverdrahteten Filters mit vier umschaltbaren Koeffizientensa¨tzen in
Abha¨ngigkeit von der Anzahl der Non-Zero-Digits, Simulationsdaten (blau), Modelldaten (rot),
fu¨r σx   025 (, Æ) und σx  0 (+, )
6.3.2.1 Realisiertes Filter-Beispiel
In diesem Abschnitt wird die Realisierung eines festverdrahteten Filters mit 4 umschaltbaren
Koeffizientensa¨tzen vorgestellt, welches Gegenstand der Herleitung der beschriebenen Modell-
bildung war.
Fu¨r die Anwendung eines Interpolationsfilters in einem tragbaren Scanner fu¨r die Ultraschall-
Bildgebung in der Medizintechnik wurde eine besonders optimierte Architektur entworfen, auf
die hier nicht im Detail eingegangen werden soll. Details zur Architektur sowie der Vergleich
mit anderen State-of-the-Art Implementierungen ist in [25] beschrieben.
Die technischen Daten des in einer 0.5 µm-CMOS-Technologie implementierten festverdrahte-
ten FIR-Filters bei einer Versorgungsspannung von 1.8 V sind in Tabelle 6.5 zusammengefaßt.
Die Verlustleistungswerte in Tabelle 6.5 fu¨r die zwei Betriebsmodi basieren auf Simulationen
des Filters. Das Verlustleistungsmodell liefert fu¨r diese Filterspezifikation mit 9.8mW@40MHz
im 12-Tap Filter Mode und 5.1mW@40MHz im 6-Tap Filter Mode eine gute ¨Ubereinstimmung
der simulierten Werte von ungefa¨hr 10%.
In Bild 6.32 ist ein Foto des realisierten Testchips zu sehen.
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Parameter 6/12-Tap Interpolations Filter
Fla¨che A 2.35 mm2
Taktfrequenz fs 40 MHz
Verlustleistung P
12-Tap Filter Mode 10.9 mW@40MHz, 1.8V
6-Tap Filter Mode 5.7 mW@40MHz, 1.8V
Anzahl der Transistoren 51.800
Technologie 0.5 µm-CMOS 3LM
Tabelle 6.5: Technische Daten des 6/12-Tap Interpolations Filters
6 / 12 tap Interpolations Filter
Bild 6.32: Chipfoto eines Testchips
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7 Modelle fu¨r nichtlineare Filter
In den vorangegangenen Kapiteln wurde die breite Anwendbarkeit des hier vorgeschlage-
nen Modellierungsansatzes z. B. bereits am Aufbau der Modelle fu¨r Direkt-Form-Filter-
Implementierungen aus Modellen der atomaren Komponenten oder am Beispiel der Modi-
fikation von Modellen fu¨r Bit-Planes fu¨r die Modellierung festverdrahteter Filter gezeigt. In
diesem Kapitel soll nun die Generalisierbarkeit des Ansatzes anhand einer weiteren Filterklas-
se, den nichtlinearen Rangordnungsfiltern, nachgewiesen werden. Dazu wird exemplarisch die
Modellierung eines bitseriellen Sortiernetzwerkes fu¨r die Implementierung von Medianfiltern
hergeleitet. Medianfilter finden z. B. in der Verarbeitung von Video-Signalen, in der Kodierung
und der Formatkonversion sowie bei Audiosignalen Anwendung. In der Bildsignalverarbeitung
werden Medianfilter insbesondere zur Rauschunterdru¨ckung eingesetzt [28, 29, 30].
7.1 Medianfilter
Der Median wird als die in der Mitte positionierte Zahl einer nach ihrer Gro¨ße sortierten unge-
raden Anzahl von Eingangsdaten definiert. Fu¨r ein zweidimensionales Filter der Fenstergro¨ße
NN kann diese Operation wie folgt beschrieben werden:
y   MEDx1x2 xN2 (7.1)
mit den Daten xi der Eingangssequenz und dem Median y als Ausgangswert [31].
Bei der gewichteten Medianfilterung wird jeder Position i des Fensters zusa¨tzlich ein positives
ganzzahliges Gewicht wi zugewiesen
w   w1w2 wN2  (7.2)
Jedes Eingangsdatum wird dabei vor der Sortierung entsprechend dem ihm zugewiesenen Ge-
wicht wi vervielfa¨ltigt. Anschließend wird der Median dieser erweiterten Sequenz bestimmt.
Eine effektive VLSI-Implementierung des gewichteten Medians ist auf der Basis des Odd/Even-
Transpositions-Algorithmus mo¨glich [32, 33].
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7.1.1 Bitserielles Odd/Even-Transpositions Netzwerk
Der Odd/Even-Transpositions Algorithmus basiert auf der vollsta¨ndigen Sortierung der Ein-
gangssequenz entsprechend der Gro¨ße der Eingangsdaten und ist als sogenannter Bubble-
Sort Algorithmus bekannt. An Hand der Architektur des Odd/Even-Transpositions Netzwer-
kes, das aus einem Zellenfeld von Compare&Swap-Einheiten besteht (siehe Bild 7.1), kann
die Funktionsweise des Algorithmus erla¨utert werden. Zwei benachbarte Eingangsdaten xi und
xi  1 der Einganssequenz s werden jeweils in einer Elementar-Zelle des Netzwerkes, der
Compare&Swap-Einheit, miteinander verglichen. Der gro¨ßere Wert wird an dem oberen Aus-
gang der Zelle herausgefu¨hrt und der kleinere an dem unteren Ausgang. Auf diese Weise “stei-
gen“ die großen Werte in dem Netzwerk nach oben und die kleinen “sinken“ nach unten. Am
Ausgang des Netzwerkes liegt die sortierte Eingangssequenz in aufsteigender Reihenfolge vor.
Zur vollsta¨ndigen Sortierung der N N Eingangsdaten mu¨ssen diese L   N N Sortierstufen
durchlaufen werden.
 
 
  
 
 
  
 
  
x j x j+1
xi xi+1
Compare&Swap-Einheit
x2
x1 x1+L
x2+L
xN2 xN2+L
Bild 7.1: Odd/Even-Transpositions Sortiernetzwerk fu¨r N2 Eingangs- xi und Ausgangsdaten
xiL nach L Sortierstufen
Das Sortiernetzwerk in Bild 7.1 kann fu¨r die gewichtete zwei-dimensionale Medianfilterung
erweitert werden. Dazu ko¨nnen z. B. die Eingangsdaten des Sortiernetzwerkes entsprechend
der Gewichtung vervielfa¨ltigt werden. Dies ist jedoch nicht vorteilhaft, da die erforderliche
Fla¨che der Implementierung quadratisch mit der Anzahl der Eingangsdaten steigt. Es ist aber
auch mo¨glich, die Gewichte mit durch das Sortiernetzwerk zu fu¨hren und diese erst nach dem
Sortieren der Eingangssequenz in einem zweiten Schritt auszuwerten. Auf diese Weise ha¨ngt
die Anzahl der erforderlichen Compare&Swap-Einheiten nur von der Fenstergro¨ße NN und
nicht von den Gewichten ab. Die Position des Median wird durch Akkumulation der sortierten
Gewichte bestimmt. Wenn die Summe gleich oder gro¨ßer als ein gewisser Schwellwert T ist,
wird das zu dem zuletzt addierten Gewicht geho¨rende Datum als Median der sortierten Reihe
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ausgegeben.
Eine solche Struktur wurde in [34] fu¨r eine bitserielle Implementierung des Odd/Even-Trans-
positions-Algorithmus fu¨r die gewichtete Medianfilterung vorgeschlagen. Hierzu wird in [34]
eine modifizierte Compare&Swap-Einheit vorgestellt, die auch die Logik fu¨r den bitseriellen
Transport der Gewichte entha¨lt. Die Architektur des Odd/Even-Transpositions Netzwerkes ist
skalierbar und parametrisierbar und bietet mit der Modifizierung der Compare&Swap-Einheit
auch eine effiziente Implementierung fu¨r ein gewichtetes Medianfilter. Mit der Mehrfachnut-
zung einzelner Stufen des regula¨ren Sortiernetzwerkes ist der Abtausch der Durchsatzrate ge-
gen die Fla¨che des Netzwerkes mo¨glich.
Der kritische Pfad einer Compare&Swap-Einheit bestimmt die maximale Taktfrequenz des hier
beschriebenen Sortiernetzwerkes, da Pipeline-Latches in der Compare&Swap-Einheit integriert
sind. Die maximale Taktfrequenz ist somit unabha¨ngig von der Wortbreite n der Eingangsdaten
und der Fenstergro¨ße des Filters. Da das Sortiernetzwerk bitseriell arbeitet, wird alle n Takte
ein Median berechnet.
Im folgenden wird das detaillierte Verlustleistungsmodell des Odd/Even-Transpositions-
Netzwerkes fu¨r die Medianfilterung mit und ohne Gewichte vorgestellt. Da die Struktur der
beiden Sortiernetzwerke gleich ist, ko¨nnen beide Netzwerke mit demselben Verlustleistungs-
modell beschrieben werden. Je nach Auswahl der Implementierungsart mu¨ssen fu¨r die Zellen
des Sortiernetzwerkes lc sorter entweder die charakteristischen Daten der Compare&Swap-
Einheit C&S oder aber die Daten der modifizierten Compare&Swap-Einheit mit Logik fu¨r die
Gewichte MC&S eingesetzt werden. Fu¨r beide Sortiernetzwerke wird am Rand jeder Sortierstu-
fe zusa¨tzlich ein Register zur Zwischenspeicherung des aktuell kleinsten oder gro¨ßten Wertes
der Stufe beno¨tigt. Desweiteren wird eine Pointer-Zelle (Pointer) pro Sortierstufe erforderlich.
Diese verteilt ein Kontrollsignal an die Compare&Swap-Einheiten einer Spalte mit dem die-
se nach einem vollsta¨ndigen Vergleich zweier Zahlen fu¨r einen neuen Vergleich zuru¨ckgesetzt
werden.
Die Verlustleistung wird zur Modellierung in einen Anteil, der durch die Logik verursacht wird,
und einen Anteil, der von der Taktlast hervorgerufen wird, unterteilt. Der Anteil der Taktlast
kann mit
Pclock sorter   N2  

N2
2
 
 Clc sorter
Cclock RegisterCclock Pointer
!
  f  Vdd2  (7.3)
beschrieben werden. Zur Modellierung der Verlustleistungsaufnahme, die durch die Logik ver-
ursacht wird, wird zuna¨chst der Verlauf der Schaltaktivita¨t im Sortiernetzwerk bestimmt. In
Bild 7.2 ist die Schaltaktivita¨t eines Sortiernetzwerkes mit Gewichten fu¨r N2   49 Eingangsda-
ten dargestellt. Das Sortiernetzwerk kann in vier Bereiche RI IV unterschiedlicher Schaltakti-
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Bild 7.2: Schaltaktivita¨t eines bitseriellen Odd/Even-Transpositions Sortiernetzwerk mit Ge-
wichten fu¨r N2   49
vita¨t unterteilt werden. Im Bereich RI , in dem die Eingangsdaten noch unsortiert sind, und des-
wegen genauso ha¨ufig vertauscht wie unvertauscht durch das Netzwerk gefu¨hrt werden, liegt
eine Schaltaktivita¨t von etwa 0.25 vor. Im Bereich RII sind die Daten bereits vorsortiert und
folgen vermehrt entsprechend des Bubble-Sort-Algorithmus einer Richtung im Netzwerk nach
oben oder unten, so daß dort die Daten ha¨ufig vertauscht werden und eine ho¨here Schaltaktivita¨t
vorliegt. Der Bereich RII wird begrenzt durch die Diagonalen des Netzwerkes. Diesen diagona-
len Wegen folgen die Daten im Extremfall, wenn diese von der niedrigsten zur ho¨chsten Position
der Reihe oder umgekehrt im Netzwerk steigen bzw. fallen. Der Bereich der hohen Schaltak-
tivita¨t bekommt somit eine Form, die der Form eines Schmetterlings a¨hnelt. Im Randbereich
RIV und dem Bereich RIII liegt eine reduzierte Schaltaktivita¨t vor, da dort ein Großteil der Da-
ten bereits sortiert ist und somit weniger Daten vertauscht werden mu¨ssen. In der obersten und
untersten Zeile des Diagramms ist die Schaltaktivita¨t der Register, die abwechselnd am oberen
oder unteren Rand des Sortiernetzwerk implementiert sind, abgebildet. Diese werden beno¨tigt,
da immer eine gerade Anzahl von Eingangswerten in einer Stufe verglichen werden, aber ei-
ne ungerade Anzahl von Eingangsdaten vorliegt. Insgesamt kann die Verlustleistung der Logik
somit in die Verlustleistungsanteile der einzelnen Bereiche unterteilt werden
Plogik sorter   PI PII PIII PIV  (7.4)
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Im Gegensatz zu den bisher untersuchten Komponenten, der Addierer, Multiplizierer und li-
nearer Filter, die alle auf bitparallelen Implementierungen basieren, liegt mit dem Beispiel des
Sortiernetzwerkes eine bitserielle Implementierung vor. Diese unterschiedliche Implementie-
rungsform fu¨hrt zu einem anderen Verlauf und zu einer anderen Abha¨ngigkeit der Schaltakti-
vita¨t innerhalb der Schaltung.
Bei den bitparallelen Implementierungen kann eine signifikante Abha¨ngigkeit der internen
Schaltaktivita¨t von der Schaltaktivita¨t der Eingangsdaten festgestellt werden. Die mittlere
Schaltaktivita¨t der Eingangs-Bits wird dann, wie in Kapitel 2 skizziert, vor allem im Bereich
der ho¨heren (“nicht ausgesteuerten“) Wertigkeiten von der Korrelation der zeitlich aufeinander-
folgenden Eingangswerte bestimmt.
Bei einer bitseriellen Implementierung hat die Zahl der nicht ausgesteuerten ho¨herwertigen Bits
einen direkten Einfluß auf die Schaltaktivita¨t der Eingangsdaten und damit der internen Schal-
taktivita¨t: Ist die Korrelation von Bits benachbarter Wertigkeit groß, so sinkt die Schaltaktivita¨t
im gesamten Sortiernetzwerk. Die Unterteilung des Sortiernetzwerks in die o. a. vier Bereiche
unterschiedlicher Schaltaktivita¨t, mit der ho¨heren Schaltaktivita¨t im Bereich RII bleibt dabei er-
halten.
Eine u¨bliche Eingangsdatensequenz eines Medianfilters z. B. in der Bildverarbeitung kann ei-
ne Korrelation zwischen den Eingangsdatenworten (Bildpunkte) aufweisen, die mit der auf die
Wortebene bezogene Schaltaktivita¨t angegeben werden kann. Eine starke Korrelation der Bits
eines Datenwortes ist in der digitalen Bildverarbeitung jedoch nicht u¨blich, so daß das Dia-
gramm in Bild 7.2 fu¨r eine Eingangsschaltaktivita¨t von 0.25 die u¨bliche interne Schaltaktivita¨t
des Netzwerkes wiedergibt.
Die Verlustleistungsaufnahme der einzelnen Bereiche kann somit wie folgt modelliert werden.
Im Bereich RI , der ein viertel der Compare&Swap-Einheiten des Netzwerkes entha¨lt, ist kein
Korrekturfaktor erforderlich, da dort eine mittlere Schaltaktivita¨t von etwa 0.25 vorliegt
PI  
1
4
 N2  
"
N2
2
#
 Elc sorter   f  (7.5)
Der Verlustleistungswert des Bereiches RII wird zu
PII   σˆII  

069   1
2
 N2  
"
N2
2
# 
 Elc sorter   f (7.6)
bestimmt. Die erho¨hte Schaltaktivita¨t wird in Gleichung 7.6 mit dem Korrekturfaktor σˆII
beru¨cksichtigt.
Die Verlustleistung des Bereiches RIII kann mit
PIII   σˆIII  
1
4
 N2  
"
N2
2
#
 Elc sorter   f (7.7)
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modelliert werden. Mit dem Korrekturfaktor σˆIII wird hier der mittlere Verlustleistungswert auf
einen niedrigeren Wert korrigiert.
Der Bereich RIV enha¨lt neben Compare&Swap-Einheiten auch die Register und Pointer-Zellen.
Die niedrigere Schaltaktivita¨t dieses Bereiches wird wieder mit einem Korrekturfaktor σˆIV
beru¨cksichtigt
PIV   σˆIV  
"
031   1
2
 N2  
"
N2
2
##
 Elc sorter N2  ERegister
!
  f 
N2  

EPointer 
$
"
N2
2
#
1
%
∆EPointer


  f  (7.8)
Da die Pointer-Zellen ein Kontrollsignal an alle Compare&Swap-Einheiten einer Spalte des
Sortiernetzwerkes verteilen, ha¨ngt der Energieumsatz der Pointer-Zelle von deren Anzahl ab.
Dieses Modell wurde fu¨r in einer 0.8 µm-CMOS-Technologie implementierte Netzwerke unter-
schiedlicher Gro¨ße, mit und ohne Gewichten verifiziert. Simulationen der Netzwerke bei einer
Versorgungsspannung von 5 V wurden fu¨r unterschiedliche Eingangsschaltstatistiken von 0.25
bis 0.02 ausgewertet. In Bild 7.3 sind die mit dem Modell bestimmten Energieumsa¨tze den aus
Simulationen gewonnenen Energieumsa¨tzen in Abha¨ngigkeit der Fenstergro¨ße gegenu¨ber ge-
stellt.
Die roten Kurven stellen die Modellergebnisse dar, wobei die obere rote Kurve den Energieum-
satz des Sortiernetzwerkes mit Gewichten, die untere den des Sortiernetzwerkes ohne Gewichte
darstellt. Die Energieumsa¨tze die durch Simulation bestimmt wurden, sind mit blauen Punkten
() dargestellt. Auch hier ergibt sich wieder eine gute Modellgenauigkeit.
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Bild 7.3: Energie eines Sortiernetzwerkes mit und ohne Gewichte u¨ber der Fenstergro¨ße N2,
Modell (rot), Simulation (blau)
7.1.1.1 Realisiertes Sortiernetzwerk
Ein realisiertes Sortiernetzwerk, das als Vehikel der Modellbildung diente und als Testchip rea-
lisiert wurde, soll in diesem Abschnitt kurz vorgestellt werden. Die Details der fu¨r die Anwen-
dung in einem High-Performance-Query-Server [35, 36, 37] optimierten Architektur eines Sor-
tiernetzwerkes fu¨r ein gewichtetes Medianfilter wird in [38] beschrieben. Auf dem ASIC wurde
ein Sortiernetzwerk und Auswertelogik fu¨r ein gewichtetes Medianfilter bis zu einer maximalen
Fenstergro¨ße von 5  5 in einer 1 µm-CMOS-Technologie mit eine Kanalla¨nge der Transisto-
ren von 0.8 µm in einem CMOS-Prozess mit 2 Metallagen implementiert [38]. Die maximale
Eingangswortbreite der Daten betra¨gt 8 Bit und die maximale Wortbreite der Gewichte 3 Bit.
Ein Foto des realisierten Testchips ist in Bild 7.4 zu sehen.
Wie bereits in Bild 7.3 gezeigt, ist die ¨Ubereinstimmung der Modell- mit den Simulationsda-
ten sehr gut. Daru¨berhinaus wurde die Verlustleistungsaufnahme des Testchips bei 5 V Ver-
sorgungsspannung gemessen. In dem Wert 0.77W@60MHz ist die Verlustleistungsaufnahme
des Sortiernetzwerkes, der Auswertelogik, der Taktreiber, des Taktgenerators und die Verlust-
leistungsaufnahme der Pad-Zellen enthalten. Die Circuit-Simulation des Testchips ohne Pad-
Zellen unter Verwendung typischer Transistormodelle bei Raumtemperatur ergab einen Ver-
lustleistungswert von 0.68W@60MHz.
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Bild 7.4: Chipfoto eines Sortiernetzwerkes fu¨r ein gewichtetes Medianfilter der maximalen
Fenstergro¨ße 5  5
Chipfla¨che A 3.5  2.3 mm2
Max. Taktfrequenz fC (5V) 60 MHz
Verlustleistung P (5V) 0.77 W@60MHz
Anzahl der Transistoren ca. 46.000
Technologie 1.0/0.8 µm-CMOS 2LM
Tabelle 7.1: Technische Meßwerte des Sortierernetzwerkes
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Zusammenfassung
Die effiziente Scha¨tzung der Chipfla¨che, der Durchsatzrate und insbesondere der Verlustlei-
stungsaufnahme parametrisierter physikalisch optimierter Hard-Makros gewinnt beim Entwurf
zuku¨nftiger Systems-on-Chip eine zunehmende Bedeutung. Wa¨hrend sich die Scha¨tzung der
Chipfla¨che als gewichtete Summe bzw. Produkte der Makro-Parameter und die Scha¨tzung der
Durchsatzrate fu¨r Schaltungen mit typischerweise hochgradigem oder zumindest moderatem
Pipelining aus dem zeitkritischen Pfad der zentralen Elementar-Zellen relativ einfach gestaltet,
stellt die Scha¨tzung der Verlustleistungsaufnahme eine besondere Herausforderung dar. Dies
ist insbesondere auf die stark von den Makro-Parametern und den statistischen Eigenschaften
der Makro-Eingangs- und -Kontrollsignale abha¨ngigen Verteilung der Schaltaktivita¨t der Schal-
tungsknoten im Inneren des Makros zuru¨ckzufu¨hren.
Es wurde ein neuer nicht-probabilistischer Ansatz vorgestellt, der die Schaltaktivita¨t in para-
meterabha¨ngig geeignet gewa¨hlten Partitionen des Gesamt-Makros mittels einfacher arithmeti-
scher Funktionen approximiert. Basierend auf der Struktur der Schaltung, sowie auf den mitt-
leren Energieumsa¨tzen der darin verwendeten Elementar-Zellen wurden so mo¨glichst einfache
arithmetische Verlustleistungsmodelle aufgestellt. Die zur Verfeinerung, mit der Annahme ei-
ner homogenen Schaltaktivita¨t, eingefu¨hrten Korrekturfunktionen approximieren pha¨nomeno-
logisch die Abha¨ngigkeit der internen Schaltaktivita¨t in Abha¨ngigkeit von der Schaltaktivita¨t
der Eingangsdaten, der Kontrollsignale und den Makro-Parametern.
Fu¨r das exemplarische Beispiel von Transversalfilter-Schaltungen wurden ausgehend von
den atomaren Komponenten (wie Addierern und Multiplizierern) einfacher Direktform-Filter-
Implementierungen, bis hin zu hoch-optimierten Filter-Strukturen, Modelle zur Scha¨tzung der
Verlustleistung motiviert und aufgestellt. Die Validierung der so gewonnenen parametrisierten
Modelle gelingt in einem u¨berraschend großen Entwurfsraum und besta¨tigt das neue Konzept.
Die resultierenden Modelle zeichnen sich durch eine vergleichsweise hohe Genauigkeit und ei-
ne geringe Modellierungskomplexita¨t aus. Daru¨ber hinaus konnte gezeigt werden, daß die erar-
beiteten Modelle praktisch ohne gro¨ßere Genauigkeitseinbußen auf andere Implementierungen
der gleichen Arithmetik unter Verwendung anderer und Layout-technisch anders angeordneter
Elementar-Zellen u¨bertragen werden ko¨nnen.
Auch die Generalisierbarkeit des Ansatzes konnte an anderen Strukturen, wie bitseriell imple-
mentierten nichtlinearen Medianfiltern, erfolgreich nachgewiesen werden. Der Scha¨tzfehler der
Modelle bleibt im Vergleich mit den Ergebnissen einer vielfach aufwendigeren Verlustleistungs-
simulation fu¨r alle untersuchten Schaltungsstrukturen unter 10 %. Mit nur wenigen Sekunden
Rechenzeit fu¨r die Verlustleistungsscha¨tzung auf moderat konfigurierten Arbeitsplatzrechnern
liegt die Dauer einer Modellanwendung signifikant unter den entsprechenden Zeiten fu¨r proba-
bilistische Modelle und weit unter der Laufzeit einer Verlustleistungssimulation.
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A Vorzeichenverarbeitung
Zur korrekten Vorzeichenbehandlung kann das Vorzeichenbit der Wertigkeit wx einer Zahl p
in der Zweierkomplementdarstellung bis zur erforderlichen Wortbreite entsprechend der Glei-
chung A.1 aufgedoppelt werden
p   pwx 1ν
w 1
∑
iwx 1
2i 
wx 2∑
i0
piν  2i  (A.1)
Eine Alternative zu dieser Vorzeichenverarbeitung bietet die Vorzeichenverarbeitung mit Kor-
rekturkonstante [22]. Die Idee bei dieser Verarbeitung liegt darin, das Datenwort mit einem
Offset zu versehen, so daß alle Werte dieses Wortes positiv werden. Der Fehler, der durch
den Offset bei einer Berechnung mit dieser Zahlendarstellung entsteht, kann an einer Stelle
gebu¨ndelt mit einer Korrekturkonstante korrigiert werden.
Die Kapazita¨t am Ausgang der Zelle der ho¨chsten Wertigkeit kann dadurch stark reduziert wer-
den, da die Aufdopplung des Vorzeichenbits nicht mehr erforderlich ist.
Im folgenden werden mathematische Umformungen erla¨utert, welche die ¨Aquivalenz der Zah-
lendarstellung im Zweierkomplement mit der Zahlendarstellung mit Korrekturkonstante bele-
gen.
Es gilt
pwx 1ν
w 1
∑
iwx 1
2i  




















w 1
∑
iwx 1
2i ; pwx 1ν   1
w 1
∑
iwx 1
2i 2wx 1
  
0 wg. Abschneiden aller
Endu¨bertra¨ge in Wertigkeiten 2w
; pwx 1ν   0 bzw. pwx 1ν   1
(A.2)
Daraus folgt
pwx 1ν
w 1
∑
iwx 1
2i  
w 1
∑
iwx 1
2i  pwx 1ν  2wx 1 (A.3)
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Mit Gleichung A.3 eingesetzt in Gleichung A.1 folgt:
p  
w 1
∑
iwx 1
2i
  
Teil der vorgezogenen
Korrekturkonstante Kkorr
 pwx 1ν  2wx 1
  
invertiertes
VZ-Bit

wx 2∑
i0
piν  2i
  
’Betrag’ der
Zahl
unvera¨ndert
(A.4)
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