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BERGMAN INTERPOLATION ON FINITE RIEMANN SURFACES.
PART I: ASYMPTOTICALLY FLAT CASE
DROR VAROLIN
ABSTRACT. We study the Bergman space interpolation problem of open Riemann surfaces obtained from a
compact Riemann surface by removing a finite number of points. We equip such a surface with what we call
an asymptotically flat conformal metric, i.e., a complete metric with zero curvature outside a compact subset.
We then establish sufficient conditions for interpolation in weighted Bergman spaces over asymptotically flat
Riemann surfaces. When our weights have curvature that is quasi-isometric to the asymptotically flat boundary
metric, we show that these sufficient conditions are necessary, unless the surface has at least one cylindrical
end, in which case, the necessary conditions are slightly weaker than the sufficiency conditions.
INTRODUCTION
A fundamental topic in complex analysis is the so-called interpolation problem for Bergman spaces. To
describe the problem, let X be an open Riemann surface with conformal metric ω, let ψ : X → [−∞,∞)
be a weight function on X, and let Γ ⊂ X a closed discrete subset.
(a) We define the Hilbert spaces
H
2(X, e−ψω) :=
{
g ∈ O(X) ;
∫
X
|g|2e−ψω < +∞
}
and
ℓ2(Γ, e−ψ) :=

f : Γ→ C ;
∑
γ∈Γ
|f(γ)|2e−ψ(γ) < +∞

 .
(b) We say that Γ is an interpolation sequence (for the triple (X,ω, ψ)) if the restriction map
RΓ : H
2(X, e−ψω)→ ℓ2(Γ, e−ψ)
is surjective, i.e., for any f ∈ ℓ2(Γ, e−ψ) there exists F ∈ H 2(X, e−ψω) such that F |Γ = f . ⋄
Given a triple (X,ω, ψ), a complete solution of the interpolation problem consists in characterizing inter-
polation sequences Γ ⊂ X among all closed discrete subsets of X. Preferably, one characterizes such Γ by
geometric properties expressed in terms of the metric ω and the weight ψ.
REMARK. In their paper [SS-1961], Shapiro and Shields defined a general interpolation problem for Hilbert
spaces of holomorphic functions. In Section 2 we will recall the Shapiro-Shields interpolation problem, and
we will show that, in the cases we consider here, the two interpolation problems are identical. ⋄
REMARK. There is also a companion sampling problem for Bergman spaces, that examines the injectivity of
the restriction map (and requires the boundedness of the inverse). Though it is an interesting and important
problem, the solution of the sampling problem involves different methods, and will not be considered in the
present article. ⋄
We study the interpolation problem in the Bergman space of an open Riemann surface that is obtained
from a compact Riemann surface by removing a finite number of points. Although such surfaces have a
canonical metric of constant curvature (with this curvature equal to zero when the surface is P1 with one or
two points removed, and negative otherwise), we are going to consider metrics that are, in general, slightly
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less canonical. Namely, our metrics are asymptotically flat, but even more restricted. More precisely, if
we have an open Riemann surface X that is the complement of finitely many points in a compact Riemann
surface Y , we can find a compact set K ⊂⊂ X with smooth, 1-dimensional boundary, such that the com-
plement of K is a finite number of disjoint sets U1, ..., UN with each Uj is biholomorphic to the punctured
disk D∗ := D − {0}. We assume that X is equipped with a smooth conformal metric ω (which we think of
as a positive (1, 1)-form) such that for each j, ω|Uj is holomorphically isometric to a constant multiple of
one of the following two metrics on D∗:
(i) The inverted Euclidean metric
ωo :=
√−1dz ∧ dz¯
2|z|4 .
(ii) The cylindrical metric
ωc :=
√−1dz ∧ dz¯
2|z|2 .
REMARK. There are other flat metrics on the punctured disk which are not the inverted Euclidean or cylin-
drical metric. In fact, all these flat metrics are isometric to the metrics eRe Fωα for some f ∈ O(D) and
α ∈ R, where
ωα :=
√−1dz ∧ dz¯
2|z|2α .
The puncture is infinitely far away in these metrics if and only if α ≥ 1. So the critical case is the cylindrical
metric, and all other cases are cones that open. The angle of the cone is greater than 90 degrees as soon as
α > 2.
The analysis of these more general cones is more delicate. The metrics have been treated, in a certain
sense, in the work [MMO-2003] of Marco, Massaneda and Ortega Cerda`, which actually treats metrics that
not necessarily flat. However, the results of [MMO-2003] do not apply to the cylindrical case. Nevertheless,
the results of [MMO-2003] can be adapted to extend the results of the present paper to general asymptotically
flat metrics. In fact, any non-cylindrical flat end can be treated, using the results of [MMO-2003], in a way
analogous to the way we treated Euclidean ends here. In the interest of brevity, we have restricted ourselves
to the case in which only cylindrical and Euclidean ends are present. ⋄
REMARK. As we just mentioned, there is another possibility for a metric of constant curvature, with the
curvature being negative, but this case needs to be treated differently given the current state of the art of
L2 methods, particularly regarding L2 extension. We therefore consider the negatively curved case in the
sequel [V-2015] to the present article. ⋄
The main result of this paper is the following theorem.
THEOREM 1. Let X a Riemann surface obtained from a compact Riemann surface by removing a finite
number of points, and let ω be an asymptotically flat conformal metric on X. Let ϕ ∈ C 2(X) be a smooth
weight function, and assume there exist positive constants m < M such that
(1) mω ≤ √−1∂∂¯ϕ+R(ω) ≤Mω,
where R(ω) is the curvature (1, 1)-form of ω. Let Γ ⊂ X be a closed discrete subset. Denote the restriction
map by RΓ : H 2(X, e−ϕω)→ ℓ2(Γ, e−ϕ). If
(i+) Γ is uniformly separated with respect to the geodesic distance associated to ω, and
(ii+) the asymptotic (upper) density D+ϕ (Γ) of Γ is strictly less than 1,
then RΓ is surjective. Conversely, if RΓ is surjective, then
(i-) Γ is uniformly separated with respect to the geodesic distance associated to ω, and
(ii-) D+ϕ (Γ) ≤ 1. Moreover, if none of the ends are cylindrical, then D+ϕ (Γ) < 1.
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(Here and in the rest of the paper, a sequence Γ is said to be uniformly separated with respect to some
distance function ρ if the number inf{ρ(γ1, γ2) ; γ1, γ2 ∈ Γ, γ1 6= γ2} is positive.)
REMARK. The non-strictness of the density bound in (ii-) of Theorem 1 when X has at least one cylindrical
end is not an artifact of the proof, but rather the best one can do. Indeed, an example of Borichev and
Lyubarskii [BL-2010] exhibits a sequence Γ in the Riemann sphere with one cylindrical puncture, such that
RΓ is surjective (in fact, in their case, it is bijective) and D+ϕ (Γ) = 1. ⋄
Roughly speaking, the asymptotic density of Γ is the least upper bound of certain weighted densities of
the number of points of Γ in large geodesic disks, the least upper bound being taken over all possible centers
of the disks. We shall give the precise definition of the asymptotic density D+ϕ (Γ) later in the introduction.
The history of the interpolation problem for Bergman spaces is surprisingly not very old. As we already
mentioned, in [SS-1961] Shapiro and Shields introduced the problem of studying interpolation sequences
in Bergman spaces. The first characterization of interpolation sequences for Bergman spaces was achieved
by Seip and Wallsten [Seip-19992, SW-1992] for the case of the classical Bargmann-Fock space X = C,
ω = ωo, and ψ(z) = |z|2. In this case, it was shown that a sequence Γ ⊂ C is an interpolation sequence if
and only if
(i) Γ is uniformly separated with respect to the Euclidean distance, and
(ii) the asymptotic density of Γ is below a very precise threshold; with the appropriate normalization,
D+(Γ) := lim sup
r→∞
sup
z∈C
#(Γ ∩Dor(z))
r2
< 1.
Seip then established an analogous result for the Bergman space in the unit disk [Seip-1993], which we will
not state precisely here. Berndtsson and Ortega Cerda` generalized the sufficiency part of Seip’s Theorems
to much more general weights in C and in the unit disk. We will not state their results for the unit disk here,
but their interpolation theorem in C can be stated as follows.
THEOREM 0.1. [BOC-1995] Let ϕ ∈ C 2(C) satisfy 0 < m ≤ ∂2ϕ∂z∂z¯ ≤ M for some constants m and M . If
Γ ⊂ C is uniformly separated with respect to the Euclidean distance, and if
D+ϕ (Γ) := lim sup
r→∞
sup
z∈C
#(Γ ∩Dor(z))
1
π
∫
Dor(z)
∆ϕ
< 1,
then Γ is an interpolation set.
The converse of Theorem 0.1 in the entire plane was proved by Ortega Cerda` and Seip [OS-1998], who
also indicated how one can establish necessity for the case of the unit disk.
Recently, Pingali and the author [PV-2014] established an improvement of Theorem 0.1 in which arbitrary
(pluri)subharmonic weights satisfying a density condition are allowed. The article [PV-2014] concerns
the higher dimensional version of the interpolation problem, and makes use of an Ohsawa-Takegoshi type
extension theorem stated below as Theorem 1.1. The interpolation theorem in dimension 1 is a little easier
to prove, and is established below as Theorem 3.4 (in a slightly different form than that of [PV-2014]).
The interpolation problem for more general open Riemann surfaces was first considered by Schuster and
the author [SV-2008]. That article gave very general sufficient conditions for interpolation (and sampling) on
finite (and a few other) Riemann surfaces, but it was not expected that all of these conditions would also be
necessary. Later, Ortega Cerda` [O-2008] considered interpolation and sampling problems for finite Riemann
surfaces with only codimension-1 boundary. He gave necessary and sufficient conditions for interpolation
and sampling for Lp analogs of our Hilbert spaces, for 1 ≤ p ≤ ∞. We will discuss Ortega Cerda`’s
Theorem in [V-2015]. More importantly for us, in [O-2008] Ortega Cerda` made the crucial observation that
the asymptotic density of a sequence is completely determined by the behavior of that sequence near the
boundary of the surface; an idea that we will make extensive use of here.
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Ortega Cerda` did not allow punctures, i.e., 0-dimensional boundary components, for the Riemann sur-
faces he considered. To some extent, the present article and its forthcoming sequel grew out of a desire to
understand interpolation problems in the presence of punctures.
Let us now turn to our definition of the asymptotic density. We will first define the asymptotic density in
two special cases, namely the Euclidean case (C, ωo)1 and the cylindrical case (C∗, ωc) (see (ii) above for
the definition of ωc), and then give the general definition for asymptotically flat finite Riemann surfaces.
(a) Euclidean case: Given a closed discrete subset Γ ⊂ C, we can find a function T ∈ O(C) such that
Ord(T ) = Γ.
Here and below, Ord denotes the order divisor, i.e., Ord(T ) is a divisor supported on the zero set
of T , and the integer assigned to each z ∈ T−1(0) is the order of vanishing of T at z. Thus saying
that Ord(T ) = Γ means that T vanishes to order 1 at each point of Γ, and has no other zeros. For
a given radius r > 0, we can define the logarithmic average of log |T |2 over the Euclidean annulus
A
o
r(z) of inner radius 1 and outer radius r, and center z ∈ C, as
λTr (z) :=
1
cr
∫
Aor(z)
log |T (ζ)|2 log r
2
|ζ − z|2ωo(ζ),
where cr := λ
√
e
r = π(r2 − 1 + log 1r2 ). The function λTr is subharmonic and locally bounded, and
the distribution
ΥΓr (z) :=
√−1∂∂¯λTr (z)
is independent of the choice of T satisfying Ord(T ) = Γ. In fact, by the Poincare`-Lelong Formula,
ΥΓr (z) =
2π
cr
∫
Aor(z)
log
r2
|ζ − z|2 δΓ,
where δΓ :=
∑
γ∈Γ δγ is the sum of the point masses on the points of Γ.
DEFINITION 0.2. The asymptotic upper density of Γ with respect to a subharmonic weight ϕ is the
(possibly infinite) non-negative number
D+ϕ (Γ) := inf
{
1
α
; ∀ ro > 0 ∃ r > ro such that
√−1∂∂¯ϕr − αΥΓr ≥ 0
}
,
where
(2) ϕr(z) := 1
πr2
∫
Dor(z)
log
r2
|ζ − z|2ϕ(ζ)ωo(ζ)
is the logarithmic average of ϕ over the Euclidean disk of radius r centered at z. ⋄
REMARK. Note that if the weight ϕ is sufficiently regular, then
D+ϕ (Γ) = lim sup
r→∞
sup
z∈C
2π
∫
Aor(z)
log r
2
|ζ−z|2 δΓ(ζ)∫
Dor(z)
log r
2
|ζ−z|2∆ϕ(ζ)
,
which is a logarithmic version of the asymptotic upper density in Theorem 0.1. In fact, Ortega Cerda`
and Seip pointed out that these two densities are equivalent. ⋄
(b) Cylindrical case: For a number of reasons, it is convenient to work on the universal cover. The
exponential map p : C→ C∗; ζ 7→ eζ is the universal covering map of C∗, and is an isometry of the
Euclidean and cylindrical metrics.
1Here we use the notation ωo =
√−1
2
dz ∧ dz¯, even though we already used the same notation for the inverted metric.
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DEFINITION 0.3. Given a closed discrete subset Γ ⊂ C∗, we define the cover density of Γ with
respect to ϕ as
D˜+ϕ (Γ) := D
+
ϕ˜ (Γ˜),
where Γ˜ := p−1(Γ) and ϕ˜ := p∗ϕ. ⋄
(c) General case: Now let (X,ω) be an asymptotically flat finite Riemann surface with either cylindrical
or Euclidean ends, and denote by U1, ..., UN its asymptotically flat ends. Each end Ui comes with a
biholomorphic map Fi : C−Dor(0)→ Ui of the complement of some Euclidean disk centered at 0
to Ui, and Fi is an isometry of ω and either the cylindrical or Euclidean metric. If ω|Ui is isometric
under Fi to the Euclidean metric, we define
D+ϕ,i(Γ) := D
+
F ∗i ϕ
(F−1i (Γ ∩ Ui)).
And if ω|Ui is isometric under Fi to the cylindrical metric, we define
D+ϕ,i(Γ) := D˜
+
F ∗
i
ϕ(F
−1
i (Γ ∩ Ui)).
DEFINITION 0.4. The number
D+ϕ (Γ) := max
1≤i≤n+m
D+ϕ,i(Γ)
is called the asymptotic upper density of Γ ⊂ X with respect to the weight ϕ. ⋄
REMARK. In Definition 0.4 we are glossing over one point: the weight functions F ∗i ϕ are not defined on
the whole plane or punctured plane, yet in the definition of density we average over large disks which might
exit the domain of definition of these pulled back weights. There is an easy way to remedy this problem:
one cuts off the weights and adds a multiple of the Euclidean metric in the complement. However, it is not
even necessary to go to such pedantic lengths because, as we already mentioned, the density is completely
determined by the ”infinite tails” of the sequence. In other words, if we threw away and finite subset of Γ,
the resulting sequence would have the same density as Γ. Said another way, we can restrict ourselves to
averaging over large disks that lie in the domain of the weight F ∗i ϕ. ⋄
REMARK. It is not hard to show that when X = C or X = C∗ with the Euclidean or cylindrical metric
respectively, then the number D+ϕ (Γ) is the density or the cover density of Γ respectively. ⋄
The organization of the paper is as follows. In Section 1 we establish some basic background theory,
most of it known and all of it essentially known. In Section 2 we recall the classical notion of interpolation
sets in the sense of Shapiro-Shields, and show that, in the case of asymptotically flat Riemann surfaces
with Euclidean and cylindrical ends, our notion of interpolation sequences agrees with the Shapiro-Shields
notion, thus lending additional motivation to our definitions. In Section 3 we prove Theorem 1 for the special
case (X,ω) = (C, ωo). The proof splits up into two parts. In the first part we prove the sufficiency of the
conditions of Theorem 1 for interpolation, and in the second part we prove the necessity of these conditions
for any interpolation sequence. In fact, we prove a slightly stronger version of the main theorem, in which
we weaken the lower bounds on the curvature of the weight ϕ. More importantly, we prove a stronger
sufficiency result based on the L2 Extension Theorem 1.1. The improved sufficiency theorem is very similar
to work done by the author and Pingali [PV-2014], and is just a slight modification of that work, including
a simplification that arises in the 1-dimensional setting. Our proof of necessity follows closely the work
of Ortega Cerda` and Seip [OS-1998]. In Section 4 we establish Theorem 1 in the cylindrical case, with a
similar strong sufficiency result. Of course, here we have two ends, both of which are cylindrical, so we can
only prove that the density of an interpolation set is at most 1. Finally in Section 5 we finish the proof of
Theorem 1. Necessity is a relatively easy consequence of the two special cases, and sufficiency is handled
in a manner similar to the special cases, except that we do not get quite as strong a sufficiency result in the
general setting.
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1. BACKGROUND
Let X be a Riemann surface. We write dc =
√−1
2 (∂¯ − ∂), and denote by
∆ := ddc =
√−1∂∂¯
the Laplace operator (so normalized).
1.1. Complete flat Hermitian metrics. As is well known, every Riemann surface admits a complete Her-
mitian metric of constant curvature, i.e., a metric ω satisfying
∆ω = cω
for some constant c. Once the surface is fixed, the sign of c is determined. If we further fix c with the
given sign, the metric is unique when c is non-zero, and in the flat case it is determined by some kind of
cohomology class.
Only one Riemann surface has a complete positively curved conformal metric of constant curvature,
namely P1. Relatively few Riemann surfaces have a complete flat conformal metric: these are C,C∗ and all
complex tori. All other Riemann surfaces have a complete metric of constant negative curvature, as they are
covered by the disk.
Let us look first at complete conformal metrics of identically zero curvature. Since we are not interested
in compact Riemann surfaces in this article, the only cases are C and C∗. We shall refer to these as the
Euclidean and cylindrical cases respectively.
(i) Euclidean case: Of course, on C we have the Euclidean metric go = |dz|2. A result in Riemannian
geometry says that if a complete Riemannian manifold has constant (sectional) curvature, then the
exponential map exists on the entire tangent space and is a Riemannian covering map, with respect
to the constant metric on TC,0. From this result it is not hard to show that any complete conformal
metric g on C is a constant multiple of go. Indeed, let g = ehgo be a conformal metric in C with
h(0) = 0 and let F : TC,0 → C be the exponential map. Since C is simply connected, F is a
diffeomorphism, and moreover it satisfies F ∗g = go. But
F ∗(eh|dz|2) = eF ∗h|∂F + ∂¯F |2 = eF ∗h(|∂F |2 + |∂¯F |2 + 2Re ∂F∂F ).
Since the metric go on C ∼= TC,0 is conformal, we must have ∂F = 0 or ∂¯F = 0. Since the
orientation of the tangent space is the same as that of the manifold, we must have the latter, so that
F is holomorphic. It follows that F ∈ Aut(C), and since F preserves the origin, it must be a
homothety, i.e., g = ago for some positive constant a.
In the rest of the article, we denote by ωo the (metric form of the) Euclidean metric.
(ii) Cylindrical case: On C∗ we have the complete flat metric
gc :=
|dζ|2
|ζ|2 .
(Note that this metric is invariant under the inversion ζ 7→ ζ−1, so that the singularity is the same
at 0 and ∞. The metric is also invariant under the scaling maps ζ 7→ cζ , c ∈ C∗, and thus we have
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Aut(C∗) ⊂ Isom(ωo).) If we take any holomorphic covering map p : C → C∗ sending 0 to 1 (it is
easy to see that then p(z) = eaz for some a ∈ C) then
p
∗gc =
|eazdz|2
|eaz |2 = |a|
2|dz|2
is a constant multiple of the Euclidean metric.
Now let g be any complete flat conformal metric on C∗, normalized so that g(1) = gc(1). By
the result of Riemannian geometry mentioned in (i), the exponential map F : (TC∗,1, go)→ (C∗, g)
is a Riemannian covering map. Since the two metrics are conformal and F is a local isometry and
covering map, the same calculation as in (i) shows that F must be holomorphic. But then
F (z) = eaz ,
for some a ∈ C, and so it follows that the metric g is a constant multiple of gc.
In the rest of the article, we denote by
ωc =
√−1dz ∧ dz¯
2|z|2
(the Ka¨hler form of) the cylindrical metric on C∗.
While the cylindrical and Euclidean metrics are the only complete flat metics, there are other flat metrics
on the punctured disk that are ”complete near the puncture”, i.e., metrics ω on D∗ ∪ ∂D such that for each
z ∈ D∗ such that
lim
ζ→0
dω(z, ζ) = +∞.
Let ω be such a metric. We can write
ω = fωo,
where f is a positive function. If ω is flat, then log f is harmonic. In the punctured disk, any nowhere zero
harmonic function is of the form |z|−2αeRe F for some α ∈ R and some F ∈ O(D). Indeed,∫
∂D
dc log |z|2 = 1
2
√−1
∫
∂D
dz
z
− dz¯
z¯
= 2π,
so if
α := − 1
2π
∫
∂D
dc log f,
then log f + α log |z|2 has no periods. Therefore there is a holomorphic function F ∈ O(D) such that
log f = log |z|−2α + 2Re F = log(|z|2αe2F ).
REMARK. From the point of view of this paper, one can assume all the end metrics are the flat metrics ωα.
Indeed, if one starts with an end metric e2Re Fωα, the factor e2Re F can be absorbed into the weight function.
The weights ϕ and ϕ + 2Re F have the same curvature, and our hypotheses involve only the curvature of
the weights. ⋄
As one can easily check, completeness at the puncture implies that α ≥ 1. As already mentioned, we will
only consider the two cases α = 1 (cylinder) and α = 2 (Euclidean).
1.2. The L2 Extension Theorem. In this section, we recall the following well-known result, which is often
called an Ohsawa-Takegoshi type extension theorem, and which by now has many statements and proofs.
Here we state the version in [V-2008].
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THEOREM 1.1. Let (X,ω) be a Stein Ka¨hler manifold of complex dimension n, and let Z ⊂ X be a smooth
hypersurface. Assume there exists a section T ∈ H0(X,LZ) and a metric e−λ for the line bundle LZ → X
associated to the smooth divisor Z , such that e−λ|Z is still a singular Hermitian metric, and
sup
X
|T |2e−λ ≤ 1.
Let H → X be a holomorphic line bundle with singular Hermitian metric e−ϕ such that e−ϕ|Z is still a
singular Hermitian metric. Assume that√−1(∂∂¯ϕ+Ricci(ω)) ≥ √−1∂∂¯λZ
and √−1(∂∂¯ϕ+Ricci(ω)) ≥ (1 + δ)√−1∂∂¯λZ
for some positive constant δ ≤ 1. Then for any section f ∈ H0(Z,H) satisfying∫
Z
|f |2e−ϕ
|dT |2ωe−λ
dAω < +∞
there exists a section F ∈ H0(X,H) such that
F |Z = f and
∫
X
|F |2e−ϕdVω ≤ 24π
δ
∫
Z
|f |2e−ϕ
|dT |2ωe−λ
dAω.
1.3. Weights with bounded Laplacian. We shall need some weighted L2 estimates in the setting where
the weights have bounded Laplacian. With the exception of Lemma 1.6, we shall omit the proofs and settle
for references.
LEMMA 1.2. For each r > 0 there exists a constant C = Cr > 0 with the following property. For any
C 2-smooth (1, 1)-form θ satisfying
−Mωo ≤ θ ≤Mωo,
and any z ∈ C there exists u ∈ C 2(Do2r(z)) such that
∆u = θ and sup
Dor(z)
(|u|+ |du|ωP ) ≤ CM.
As a corollary, one has the following lemma.
LEMMA 1.3. Let ϕ ∈ C 2(C) satisfy
−Mωo ≤ ∆ϕ ≤Mωo
for some positive constant M . Then for any r > 0 there exists a constant C = Cr such that for any z ∈ C
there is a holomorphic function F ∈ O(Dor(z)) satisfying
F (z) = 0, |2Re F (ζ)− ϕ(ζ) + ϕ(z)| ≤ C, and |2Re dF (ζ)− dϕ(ζ)| ≤ C
for all ζ ∈ Dor(z). The constant C depends only on r and M , and not on ϕ or z.
For the proofs of Lemmas 1.2 and 1.3, see, for example, [SV-2012].
Lemma 1.3 gives the following generalizations of Bergman’s inequality.
PROPOSITION 1.4. Let ϕ ∈ C 2(C) satisfy
−Mωo ≤ ∆ϕ ≤Mωo.
Then for each r > 0 there exists Cr = Cr(M) such that for all f ∈ H 2(C, e−ϕωo),
(a)
|f(z)|2e−ϕ(z) ≤ Cr
∫
Dor(z)
|f |2e−ϕωo,
and
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(b)
|d(|f |2e−ϕ)(z)| ≤ Cr
∫
Dor(z)
|f |2e−ϕωo.
For the proof, see [OS-1998].
COROLLARY 1.5. If Γ is a finite union of uniformly separated sequences then
(a) ∑
γ∈Γ
|f(γ)|2e−ϕ(γ) ≤ Cr
∑
γ∈Γ
∫
Dor(γ)
|f |2e−ϕωo ≤ C˜r
∫
C
|f |2e−ϕωo,
and
(b) ∑
γ∈Γ
|d(|f |2e−ϕ)(γ)| ≤ Cr
∑
γ∈Γ
∫
Dor(γ)
|f |2e−ϕωo ≤ C˜r
∫
C
|f |2e−ϕωo.
Finally, we will use the following result.
LEMMA 1.6. Let ϕ ∈ C 2(C) be a weight function satisfying
∆ϕ ≥ cωo
for some positive constant c. Then there exists a universal constant C > 0 such that for any z ∈ C there is
a function f ∈ H 2(C, e−ϕωo) satisfying
|f(z)|2e−ϕ(z) = 1 and
∫
C
|f |2e−ϕωo ≤ C/c.
Proof. Though proofs can be found in many places, we shall give a new one based on the L2 extension
theorem. To this end, consider the holomorphic function Tz(ζ) = ζ − z and the function λz : C → R
defined by
λz(ζ) :=
1
πr2
∫
Dor(ζ)
log |x− z|2ωo(x),
seen respectively as a holomorphic section and a singular Hermitian metric for the line bundle on C asso-
ciated to the one-point divisor z. Observe that since ∆ϕ ≥ cωo, for any δ > 0, we can find r >> 0 such
that
∆ϕ+R(ωo)− (1 + δ)∆λz = ∆ϕ− (1 + δ)∆λz ≥ (c− 2(1 + δ)r−2)ωo ≥ 0.
We can therefore apply Theorem 1.1 to obtain an extension of the ‘function’ f : {z} → R defined by
f(z) := eϕ(z)/2
to a function F ∈ O(C) satisfying ∫
C
|F |2e−ϕωo ≤ C|dTz(z)|2ωoe−λz(z)
,
with C independent of z. Now, |dTz(z)|2ωo = 1, and
λz(z) =
1
πr2
∫
Dor(0)
log |x|2ωo(x) = 1
r2
∫ r2
0
log(t)dt = log r2 − 1,
This completes the proof. 
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1.4. Jensen Formula. We shall make fundamental use of the following weighted analog of the well-known
Jensen Formula, which gives a weighted count of the number of zeros of holomorphic functions in disks.
While the weighted version follows rather easily from the unweighted version, we will give a direct and
short proof for the reader’s convenience.
THEOREM 1.7 (Jensen Formula). Let f ∈ O(C), let z ∈ C, and let r > 0. Let a1, ..., aN denote the zeros of
f in Dor(z), and assume that f(z) 6= 0, and that there are no zeros of f on the boundary of the disk Dor(z).
Then
1
2π
∫
∂Dor(z)
log(|f |2e−ϕ)dθz = log
(
|f(z)|2e−ϕ(z)
)
+
N∑
j=1
log
r2
|z − aj |2 −
1
2π
∫
Dor(z)
log
(
r2
|ζ − z|2
)
∆ϕ(ζ)
where 12πdθz is the uniformly distributed probability measure on ∂Dor(z).
Proof. Recall that dc =
√−1
2 (∂¯ − ∂), so that ddc = ∆. Let
Gz(ζ) = log
|ζ − z|
r
and H(ζ) = log
(
|f(ζ)|2e−ϕ(ζ)∏N
j=1
|ζ−ai|2
r2
)
.
Note that dcGz = 12dθz . By Stokes’ Theorem we have
(3)
∫
∂Dor(z)
HdcGz −GzdcH =
∫
Dor(z)
H∆Gz −Gz∆H.
Now, Gz|∂Dor(z) ≡ 0 and ∆Gz = πδz . It follows that
1
π
∫
∂Dor(z)
log(|f |2e−ϕ)dcGz = log
(
|f(z)|2e−ϕ(z)
)
+
N∑
j=1
(
log
r2
|z − ai|2 + 2
∫
∂Dor(z)
Gajd
cGz
)
− 1
π
∫
Dor(z)
log
r
|ζ − z|∆ϕ(ζ).
But since Gz|∂Dor(z) ≡ 0, and application of (3) with H = Gaj gives∫
∂Dor(z)
Gajd
cGz =
∫
Dor(z)
Gaj∆Gz −Gz∆Gaj = Gaj (z)−Gz(aj) = 0,
and thus the result follows. 
2. SHAPIRO-SHIELDS INTERPOLATION
Strictly speaking, this section of the article is not necessary for the proof of the main result, and may
be skipped. However, the discussion ties the problem we are studying to a more classical approach to
interpolation in Hilbert spaces of holomorphic functions introduced by Shapiro and Shields.
A Hilbert space of holomorphic functions is a Hilbert space H consisting of holomorphic functions on
some complex manifold X, with the additional property that point evaluation is a bounded linear functional.
The boundedness of point evaluation implies, via the Riesz Representation Theorem, that for each z ∈ X
there is an element Kz ∈ H such that
f(z) = 〈f |Kz〉 .
In particular,
Kζ(z) = 〈Kζ |Kz〉 = 〈Kz|Kζ〉 = Kz(ζ).
Moreover, if ||f || = 1 then
|f(z)|2 ≤ ||Kz||2 = 〈Kz|Kz〉 = K(z, z),
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with equality if and only if f is is a unimodular multiple of Kz . Consequently we have the extremal
characterization
(4) K(z, z) = sup{|f(z)|2 ; f ∈ H and ||f || = 1} .
The function K(ζ, z) := Kz(ζ) is often called the kernel function.
In [SS-1961], Shapiro and Shields considered the general interpolation problem for Hilbert spaces of
holomorphic functions, giving the following definition.
DEFINITION 2.1 (Shapiro-Shields Interpolation Sequences). A sequence Γ ⊂ X is said to be interpolating
in the sense of Shapiro-Shields if for each c = (cγ) ∈ ℓ2 there exists f ∈ H such that
f(γ)√
K(γ, γ)
= cγ
for all γ ∈ Γ. ⋄
One can rephrase the problem of whether a sequence is interpolating in the sense of Shapiro-Shields as
follows. Let Γ ⊂ X be a closed discrete subset. Consider the space
ℓ2K(Γ) :=

a : Γ→ C ;
∑
γ∈Γ
|a(γ)|2
K(γ, γ)
< +∞

 .
Then Γ is interpolating in the sense of Shapiro-Shields if and only if the map of restriction to Γ
RΓ : H → ℓ2K(Γ)
is surjective.
Let us now return to our setting. Our Hilbert space of holomorphic functions is the generalized Bergman
space
H = H 2(X, e−ϕω).
In our case, H is a closed subspace of the Hilbert space
L2(X, e−ϕω)
of measurable functions f : X → C satisfying∫
X
|f |2e−ϕω < +∞.
The fact that H 2(X, e−ϕω) is closed follows from the boundedness of point evaluation and Montel’s The-
orem. Consequently, there is a bounded orthogonal projection
P : L2(X, e−ϕω)→ H 2(X, e−ϕω),
called the Bergman projection. By Schwartz’s Kernel Theorem, the Bergman projection is an integral oper-
ator given by
(Pf)(z) =
∫
X
f(ζ)K(z, ζ)e−ϕ(ζ)ω(ζ).
In particular, since P is the identity on H 2(X, e−ϕω), K is the Kernel function for H .
We then have the following well-known proposition.
PROPOSITION 2.2. Let (X,ω) be an asymptotically flat finite Riemann surface. Suppose the weight function
ϕ satisfies the curvature hypothesis (1). Then there exists a positive constant C such that
(5) C−1 ≤ K(z, z)e−ϕ(z) ≤ C.
In particular, the two Hilbert spaces ℓ2K(Γ) and ℓ2(Γ, e−ϕ) are quasi-isomorphic as Hilbert spaces, and
equal as subsets of O(X).
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Thus we see that our notion of interpolation sequences agrees with the notion introduced by Shapiro and
Shields, which lends further justification for our choice of the definition of the Hilbert space ℓ2(Γ, e−ϕ).
In the proof of Proposition 2.2 we shall make use of the following global version of Lemma 1.6 (with
slightly stronger curvature hypotheses).
LEMMA 2.3. Let (X,ω) be an asymptotically flat finite Riemann surface, and let ϕ ∈ C 2(X) be a weight
function satisfying the curvature hypothesis (1). Then there exists a constant C > 0 such that for any z ∈ X
there is a function f ∈ H 2(X, e−ϕω) satisfying
|f(z)|2e−ϕ(z) = 1 and
∫
X
|f |2e−ϕω ≤ C.
Proof. Again, this result is not original; a proof based on Ohsawa-Takegoshi can be given in this case as well
(and then the upper curvature bound in (1) is not needed), but for the sake of variety we shall give the more
traditional proof, introduced in [BOC-1995], using Ho¨rmander’s Theorem and the holomorphic recentering
of weights discussed in Paragraph 1.3.
Fix z ∈ X. Because (X,ω) is asymptotically flat, we can find an open subset U containing z such that∫
U ω is bounded independent of z, and a biholomorphism g : U → D to the unit disk, such that
g(z) = 0 and 1
Co
≤ |dg|ω ≤ Co on U,
where Co is a constant that is independent of z. Moreover, since
√−1∂∂¯(g∗ϕ) = g∗√−1∂∂¯ϕ, Lemma 1.3
provides a function F ∈ O(U) satisfying
F (z) = 0 and |2Re F − ϕ+ ϕ(z)| ≤ C1
for some constant C1 independent of z. (It is here that we need the upper curvature bounds in (1).)
Let χ ∈ C∞0 (D) with χ ≡ 1 on 12D and 0 ≤ χ ≤ 1. Then the function
f˜ = eϕ(z)/2eFχ ◦ g−1
has support in U and satisfies |f˜(z)|2e−ϕ(z) = 1, and we have the estimate∫
X
|f˜ |2e−ϕ ≤
∫
U
eϕ(z)+2Re F−ϕω ≤ co
where co is independent of z.
Next, since χ′ ≡ 0 on 12D, we estimate that∫
X
|∂¯f˜ |2
|g|2 e
−ϕω .
∫
U
eϕ(z)+2Re F−ϕ|dg|−2ω |χ′ ◦ g−1|2ω ≤ c1,
where c1 is again independent of z. Since√−1∂∂¯ϕ+R(ω) ≥ mω,
Ho¨rmander’s Theorem provides a function u : X → C such that ∂¯u = ∂¯f˜ and∫
X
|u|2e−ϕω ≤
∫
X
|u|2e−ϕ
|g|2 ω ≤ c2,
with c2 again independent of z. In particular, in conjunction with the elliptic regularity of ∂¯, the second
inequality implies that u(z) = 0. Finally, we set
f = f˜ − u.
Then
|f(z)|2e−ϕ(z) = |f˜(z)|2e−ϕ(z) = 1,
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and ∫
X
|f |2e−ϕω ≤ 2
(∫
X
|f˜ |2e−ϕω +
∫
X
|u|2e−ϕω
)
≤ C
where C is independent of z. The proof is complete. 
Proof of Proposition 2.2. Since (X,ω) is asymptotically flat and the inequality holds trivially on any rela-
tively compact domain D ⊂⊂ X (with the constant depending on D) it suffices to show the estimate (5)
at the ends. Then we are in two possible cases: (i) The point z lies in a Euclidean end, and (ii) the point z
lies in a cylindrical end. In fact, case (ii) can be reduced to case (i) because the universal convering map is
an isometry between the cylindrical and Euclidean metrics, and the pullback of ϕ by the universal covering
map satisfying the curvature hypothesis (1). Note, moreover, that since ω is zero outside a compact set, the
hypothesis (1) becomes mωo ≤ ϕ ≤Mωo. Consequently Proposition 1.4(a) and the extremal characteriza-
tion (4) of the Bergman kernel imply that K(z, z¯)e−ϕ(z) ≤ C1. Finally, the inequality K(z, z¯)e−ϕ(z) ≥ C2
is an immediate consequence of Lemma 2.3. 
3. INTERPOLATION IN (C, ωo)
3.1. The interpolation theorem. Recall that
A
o
r(z) := {ζ ∈ C ; 1 < |ζ − z| < r}.
In this section we establish the following result.
THEOREM 3.1. Let ϕ ∈ C 2(C) be a weight function satisfying
0 ≤ ∆ϕ ≤Mωo and 1
πr2
∫
Dor(z)
log
r2
|ζ − z|2∆ϕ(ζ) ≥ m
for some positive constants M and m, and let Γ ⊂ C be a closed discrete subset. Then the restriction map
RΓ : H
2(C, e−ϕωo)→ ℓ2(Γ, e−ϕ) is surjective if and only if
(i) Γ is uniformly separated with respect to the Euclidean distance, and
(ii) the upper density
D+ϕ (Γ) := lim sup
r→∞
sup
z∈C
2π
∫
Aor(z)
log r
2
|ζ−z|2 δΓ∫
Dor(z)
log r
2
|ζ−z|2∆ϕ(ζ)
satisfies D+ϕ (Γ) < 1.
REMARK. The sufficiency of conditions (i) and (ii) follows from work of the author and V. Pingali, which
we will recall below, giving a slightly simpler proof in the present setting. The necessity of conditions (i)
and (ii) were essentially established by Ortega Cerda` and Seip [OS-1998], and we will adapt their methods
here. ⋄
REMARK. In line with the remark following Definition 0.2, Theorem 3.1 with D+ϕ (Γ) replaced by the non-
logarithmic version of the density, as given, for example, in Theorem 0.1 above. Essentially, for sufficiency
one simply removes the logarithms. For necessity, one has to establish the above result, and use the argument
alluded to by Ortega Cerda` and Seip to show that the two densities are the same in the Euclidean case. ⋄
It is useful to define the Euclidean separation radius
RoΓ := inf
{ |γ1 − γ2|
2
; γ1, γ2 ∈ Γ, γ1 6= γ2
}
of Γ. Of course, the Euclidean separation radius of Γ is positive if and only if Γ is uniformly separated in
the Euclidean distance.
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3.2. Weights and density. We will use the fact that
(6)
∫
Dor(0)
log
r2
|ζ|2ωo(ζ) = πr
2.
PROPOSITION 3.2. Let ϕ ∈ C 2(C) be a weight function satisfying
−Mωo ≤ ∆ϕ ≤Mωo,
and let
ϕr(z) :=
1
πr2
∫
Dor(z)
ϕ(ζ) log
r2
|ζ − z|2ωo(ζ) =
1
πr2
∫
Dor(0)
ϕ(ζ + z) log
r2
|ζ|2ωo(ζ), z ∈ C.
Then
−Mωo ≤ ∆ϕr ≤Mωo,
and there is a constant Cr > 0 such that for all z ∈ C,
|ϕ(z) − ϕr(z)| ≤ Cr.
In particular, we have the following quasi-isometries
H
2(C, e−ϕωo) ≍ H 2(C, e−ϕrωo) and ℓ2(Γ, e−ϕ) ≍ ℓ2(Γ, e−ϕr ).
of Hilbert spaces given by the identity map.
Proof. The estimates for ∆ϕr are clear from (6) and the second integral formula for ϕr. Next, by Proposition
1.2 there is a function u ∈ C 2(Do2r(z)) such that
∆u = ∆ϕ and sup
Dor(z)
|u| ≤ Cr
2
,
with Cr independent of z. Let
hz(ζ) := ϕ(ζ)− u(ζ)− (ϕ(z) − u(z)).
Then hz is harmonic in Do2(z) and vanishes at z. It follows that∣∣∣∣∣ϕ(z) − 1πr2
∫
D0r(z)
ϕ(ζ) log
r2
|ζ − z|2ωo(ζ)
∣∣∣∣∣ =
∣∣∣∣∣ 1πr2
∫
Dor(z)
(hz(ζ) + u(ζ)− u(z)) log r
2
|ζ − z|2ωo(ζ)
∣∣∣∣∣
=
∣∣∣∣∣ 1πr2
∫
Dor(z)
(u(ζ)− u(z)) log r
2
|ζ − z|2ωo(ζ)
∣∣∣∣∣
≤ Cr,
as claimed. 
Recall that
cr :=
∫
Aor(0)
log
r2
|ζ|2ωo(ζ)
and that
(7) λTr (z) :=
1
cr
∫
Aor(z)
log |T (ζ)|2 log r
2
|ζ − z|2ωo(ζ) =
1
cr
∫
Aor(0)
log |T (ζ + z)|2 log r
2
|ζ|2ωo(ζ).
PROPOSITION 3.3. Fix T ∈ O(C) such that Ord(T ) = Γ.
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(a) The functions
σΓr := |T |2e−λ
T
r : C→ (0,∞) and SΓr := |dT |2ωoe−λ
T
r : Γ→ (0,∞),
and the (1, 1)-form
ΥΓr :=
1
2π
∆λTr ,
are independent of the choice of T . In fact, σΓr (z) and SΓr (γ) depend only on the finite sets Γ∩Dor(z)
and Γ ∩Dor(γ) respectively.
(b) The inequality σΓr ≤ 1 holds. Moreover, σΓr (z) = 1 as soon as Dor(z) ∩ Γ = ∅.
(c) For any γ ∈ Γ and any z ∈ DoRo
Γ
(γ) such that |z − γ| > ε, we have the estimate
σΓr (z) ≥ Crε2.
On the other hand, 1
σΓr
is not locally integrable in any neighborhood of any point of Γ.
(d) One has the formula
ΥΓr (z) =
1
cr
(∫
Aor(z)
log
r2
|ζ − z|2 δΓ(ζ)
)
ωo(z).
Proof. If T˜ is another holomorphic function with Ord(T˜ ) = Γ then T˜ = ehT for some h ∈ O(C), and thus
λT˜r = 2Re h+ λ
T
r .
Thus (a) follows. The sub-mean value property implies that σΓr ≤ 1, and ifDor(z)∩Γ = ∅ then log |T |2|Dor(z)
is harmonic, and thus by the mean value property for harmonic functions we have σΓr (z) = 1. Thus (b) holds.
To prove (c), fix γ ∈ Γ and z ∈ C with ε ≤ |z − γ| ≤ RoΓ. By (a), we may use the function
T (ζ) =
∏
µ∈Γ∩Dor(z)−{γ}
z − µ
to cut out Γ ∩ Dor(z). For ease of notation, let us write Γ ∩ Dor(z) − {γ} = {µ1, ..., µNr}. We note that
since Γ is uniformly separated, Nr is uniformly bounded independent of z.
With this choice of T , we have
log σΓr (z) = log |z − γ|2 −
1
cr
∫
Aor(z)
log |ζ − γ|2 log r
2
|ζ − z|2ωo(ζ)
+
Nr∑
j=1
log |z − µj|2 − 1
cr
∫
Aor(z)
log |ζ − µj |2 log r
2
|ζ − z|2ωo(ζ).
Now, log |z − µj |2 ≥ log(RoΓ)2 for 1 ≤ j ≤ Nr, while
1
cr
∫
Aor(z)
log |ζ − x|2 log r
2
|ζ − z|2ωo(ζ) ≤ log r
2 for x = γ, µ1, ..., µNr .
It follows that
σΓr (z) ≥ r2(Nr+1)(RoΓ)2Nr |z − γ|2,
and therefore we have (c).
Finally, (d) is a consequence of the Lelong-Poincare´ formula
1
2π
∆ log |T |2 = δΓ
in the sense of distributions. 
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3.3. Sufficiency. In this section we present the following result, which is only a slight modification of a
theorem from [PV-2014].
THEOREM 3.4 (Strong sufficiency: Euclidean case). Let ϕ : C → [−∞,∞) be any subharmonic weight.
Assume that Γ ⊂ C is uniformly separated with respect to the Euclidean distance, and that
(8) ∆ϕ ≥ 2παΥΓr
for some r > 0 and α > 1. Then the restriction RΓ : H 2(C, e−ϕωo)→ ℓ2(Γ, e−ϕ) is surjective.
First, we apply Theorem 1.1 to the case at hand. Let (X,ω) = (C, ωo), choose T ∈ O(C) with Ord(T ) =
Γ, and take λ := λTr as in (7). Then |T |2e−λ ≤ 1, and thus the curvature conditions of Theorem 1.1 mean
exactly that D+ϕ (Γ) < 1 implies the following result.
THEOREM 3.5. Let ϕ be a plurisubharmonic function on C, and let Γ ⊂ C be any closed discrete subset.
Assume that
∆ϕ ≥ 2παΥΓr
for some α > 1. Then for any f : Γ→ C satisfying∑
γ∈Γ
|f(γ)|2e−ϕ(γ)
SΓr (γ)
< +∞
there exists F ∈ H 2(C, e−ϕωo) such that
F |Γ = f and
∫
C
|F |2e−ϕωo ≤ 24π
α
∑
γ∈Γ
|f(γ)|2e−ϕ(γ)
SΓr (γ)
.
To finish the proof of Theorem 3.4, it suffices to prove the following result.
PROPOSITION 3.6. Let Γ ⊂ C be a closed discrete subset. Then Γ is uniformly separated with respect to
the Euclidean distance if and only if for any r > 1 there exists Cr > 0 such that
inf
γ∈Γ
SΓr (γ) ≥ Cr.
Proof. Since, by Proposition 3.3(a), for each γo ∈ Γ the quantity SΓr (γo) depends only on finite subset
Γr(γo) := {γ ∈ Γ ; |γo − γ| < r}
of Γ, we may use any holomorphic function T that vanishes on Γr(γo). Let us fix γo, then, and enumerate
the points of Γr(γo) as γo, γ1, ..., γN , in such a way that γ1 is the (not necessarily unique) closest point of
Γ− {γo} to γo. We take the function
T (z) =
N∏
j=o
z − γj.
Note that
|dT (γo)|2ωo =
N∏
j=1
|γj − γo|2.
Now suppose Γ is uniformly separated in the Euclidean distance. Then the number N = N(γo) is
uniformly bounded for each r, independent of γo, and we have
|dT (γo)|2ωo ≥ (RoΓ)N .
On the other hand, since |T | < rN ,
λTr < N log r.
Thus we see that
|dT (γo)|2ωoe−λ
T
r (γo) ≥ Cr
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where Cr depends only on r.
In the other direction, observe first that since |γj − ζ| < 2r for all ζ ∈ Aor(γo),∫
Aor(γo)
(
log
|ζ − γj|2
4r2
)
log
r2
|ζ − γo|2ωo(ζ) ≥ log 4
∫
Aor(γo)
(
log
|ζ − γj |2
4r2
)
ωo(ζ)
≥ log 4
∫
Do
2r(γj )
(
log
|ζ − γj|2
4r2
)
ωo(ζ)
= log 4
∫
Do
2r(0)
(
log
|ζ|2
4r2
)
ωo(ζ),
and therefore
1
cr
∫
Aor(γo)
(
log
|ζ − γj|2
4r2
)
log
r2
|ζ − γo|2ωo(ζ) ≥ −Ar
for some constant Ar that is independent of Γ. We therefore have
λTr (γo) =
N∑
j=o
1
cr
∫
Aor(γo)
(
log |ζ − γj|2
)
log
r2
|ζ − γo|2ωo(ζ) ≥ −(N + 1)Ar ≥ −Mr,
Where again Mr depends only on r. We therefore have
Cre
Mr ≤ |dT (γo)|2ωoeMr−λ
T
r (γo) ≤ |dT (γo)|2ωo =
N∏
j=1
|γo − γj |2 ≤ r2(N−1)|γo − γ1|2.
Thus
|γo − γ1| ≥ r1−N
√
CreMr ,
and the proof is thus finished. 
REMARK 3.7. Notice that if Γ is uniformly separated then the constant Cr depends only on the separation
radius RoΓ, and not on Γ itself. That is to say, the same constant Cr works for all sequences whose separation
constant is ≥ RoΓ. ⋄
Finally, we observe that if, in place of ϕ, we use the function ϕr defined by (2), then Theorem 3.4 implies
the ‘if’ direction of Theorem 3.1. Indeed, if we replace ϕ by ϕr in Theorem 3.4, then Condition (8) is
equivalent to the condition D+ϕ (Γ) < 1. 
3.4. Necessity. To complete the proof of Theorem 3.1, we establish the following result, whose proof
occupies the final part of this section.
THEOREM 3.8 (Necessity: Euclidean case). Let ϕ ∈ C 2(C) be a weight function satisfying
0 ≤ ∆ϕ ≤Mωo and 1
πr2
∫
Dor(z)
log
r2
|ζ − z|2∆ϕ(ζ) ≥ m
for some positive constants m and M , and let Γ ⊂ C be a closed discrete subset. If
RΓ : H
2(C, e−ϕωo)→ ℓ2(Γ, e−ϕ)
is surjective, then Γ is uniformly separated and D+ϕ (Γ) < 1.
For the rest of this section, we assume that our weight ϕ is as in Theorem 3.8.
17
3.4.1. The interpolation constant. Observe that if the restriction map RΓ : H 2(C, e−ϕωo)→ ℓ2(Γ, e−ϕ)
is surjective, then it has a bounded section (i.e., there exists a bounded extension operator). The argument
is as follows. First, for each f ∈ ℓ2(Γ, e−ϕ) take the extension EΓ(f) that is orthogonal to the kernel of
RΓ. Since Kernel(RΓ) is a closed subspace of H 2(C, e−ϕωo), this extension is well-defined, and is in fact
the (unique) extension of minimal norm in H 2(C, e−ϕωo). Note that EΓ : ℓ2(Γ, e−ϕ) → Kernel(RΓ)⊥
has closed graph: indeed, if fj → f in ℓ2(Γ, e−ϕ) and EΓ(fj) → G in H 2(C, e−ϕωo), then since
convergence in H 2(C, e−ϕωo) implies locally uniform convergence, G extends f . Furthermore, since
G ∈ Kernel(RΓ)⊥, we must have G = EΓ(f) by the uniqueness of the minimal extension. Boundedness of
EΓ now follows from the Closed Graph Theorem.
DEFINITION 3.9. Let Γ be an interpolation sequence. The number
AΓ = inf{A ; ∃ E : ℓ2(C, e−ϕ)→ H 2(C, e−ϕωo) with RΓE = Id and ||E|| ≤ A}
is called the interpolation constant of Γ. ⋄
Note that in fact, AΓ = ||EΓ||.
3.4.2. Necessity of uniform separation. Suppose Γ is an interpolation sequence, and let γ1, γ2 ∈ Γ be
any two distinct points. Consider the ℓ2(Γ, e−ϕ)-datum f : Γ→ C defined by
f(γ1) = e
ϕ(γ1)/2, f(µ) = 0 for all µ ∈ Γ− {γ1}.
Note that ||f ||2ℓ2(Γ,e−ϕ) = 1. Since Γ is an interpolation sequence, the function
F := EΓ(f) ∈ H 2(C, e−ϕωo)
satisfies
|F (γ1)|2e−ϕ(γ1) = 1, |F (γ2)|2e−ϕ(γ2) = 0 and
∫
C
|F |2e−ϕωo ≤ A 2Γ .
By Proposition 1.4(b),
1
|γ1 − γ2| =
|F (γ1)|2e−ϕ(γ1) − |F (γ2)|2e−ϕ(γ2)
|γ1 − γ2| ≤ sup |d(|F |
2e−ϕ)| ≤ CrA 2Γ .
Thus any interpolation sequence is uniformly separated.
3.4.3. Perturbation of interpolation sequences. In order to estimate the density, we are going to need to
be able to perturb our sequences Γ a little bit. We shall do so in two ways. In the first way, we just perturb
the points of Γ so that each point moves at most a distance smaller than the separation radius, while in the
second way, we add a single point to Γ. The upshot is that both sequences remain interpolation sequences,
though in the second case we must also to perturb the weight. The precise results are as follows, and the
proofs are simple modifications of proofs of analogous results in [OS-1998].
PROPOSITION 3.10. Let Γ ⊂ C be an interpolation sequence with separation radius RoΓ, enumerated as
Γ = {γ1, γ2, ...}, and let AΓ be the interpolation constant of Γ. Suppose Γ′ is another sequence, such that
there exists a constant δ ∈ (0,min(A −1Γ , RoΓ)), and an enumeration Γ′ = {γ′1, γ′2, ...} such that
sup
i∈N
|γi − γ′i| ≤ δ2.
Then Γ′ is also an interpolation sequence, and its interpolation constant is at most
C
AΓ
1− δAΓ ,
where C is independent of Γ (but depends on the upper bound for ∆ϕ).
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Proof. By Corollary 1.5(b), if F ∈ H 2(C, e−ϕωo) then
(9)
∞∑
j=1
∣∣∣|F (γj)|2e−ϕ(γj ) − |F (γ′j)|2e−ϕ(γ′j)∣∣∣ . δ2
∫
C
|F |2e−ϕωo.
Now let f ∈ ℓ2(Γ′, e−ϕ) with ∑j |f(γ′j)|2e−ϕ(γ′j ) ≤ 1. Since Γ is an interpolation sequence, there exist
functions {Gj ; j = 1, 2, ...} ⊂ H 2(C, e−ϕωo) such that
Gj(γi) = f(γ
′
i)e
1
2
(ϕ(γi)−ϕ(γ′i))δij and
∫
C
|
∞∑
j=1
Gj |2e−ϕωo ≤ A 2Γ .
(Indeed, we simply take each Gj to be the minimal extension of gj(γi) := f(γ′i)e
1
2
(ϕ(γi)−ϕ(γ′i))δij , and use
the fact that the minimal extension operator is linear.) The function F = ∑Gj does not extend f , but a
modification of it comes close. Indeed, by (9) we have the estimate
∞∑
j=1
∣∣∣|f(γ′j)|2e−ϕ(γ′j ) − |Gj(γ′j)|2e−ϕ(γ′j)∣∣∣ . δ2A 2Γ .
Thus for an appropriate choice of unimodular constants αj , the function
F1 :=
∑
j
αjGj
then satisfies the estimate∫
C
|F1|2e−ϕωo ≤ A 2Γ and
∞∑
j=1
∣∣f(γ′j)− F1(γ′j)∣∣2 e−ϕ(γ′j) . δ2A 2Γ .
The function F1 almost achieves the extension of the datum f , so we correct the error inductively as follows.
Set f1 = f : Γ→ C, and let
f2 := f1 − F1|Γ.
Assuming Fj has been found with
Fj(γi) = fj(γ
′
i)e
1
2
(ϕ(γi)−ϕ(γ′i)), i = 1, 2, ...,∫
C
|Fj |2e−ϕωo ≤ δ2(j−1)A 2jΓ , and
∞∑
j=1
∣∣fj(γ′j)− Fj(γ′j)∣∣2 e−ϕ(γ′j) . (δ2A 2Γ )j ,
set fj+1 := fj − Fj |Γ and apply the above procedure to obtain Fj+1 satisfying∫
C
|Fj |2e−ϕωo ≤ δ2jA 2(j+1)Γ and
∞∑
j=1
∣∣fj+1(γ′j)− Fj+1(γ′j)∣∣2 e−ϕ(γ′j ) . (δ2A 2Γ )j+1.
Letting
F˜n =
n∑
j=1
Fj ,
we have
||F˜n|| . AΓ
1− δAΓ ,
so by Proposition 1.4 and Montel’s Theorem, F˜n is a normal family. Passing to a locally uniformly conver-
gent subsequence, we obtain a function F ∈ H 2(C, e−ϕωo) such that
F |Γ = f and ||F || ≤ AΓ
1− δAΓ ,
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as desired. 
LEMMA 3.11. If Γ is an interpolation sequence for ϕ, then for any z ∈ C and any ε > 0, Γ is an interpo-
lation sequence for ϕ + ε| · −z|2, with interpolation constant independent of z, and at most a multiple of
ε−3/2, with the multiple depending only on AΓ and the upper bound of ∆ϕ.
Proof. Since Γ is an interpolation sequence, there exist functions Fγ ∈ H 2(C, e−ϕωo) such that
Fγ(µ) = δγµe
ϕ(γ)/2 and ||Fγ || ≤ AΓ.
Let
F˜γ(ζ) := Fγ(ζ)e
ε
2
(2(γ¯−z¯)(ζ−z)−|γ−z|2).
Then
F˜γ(µ) = δγµe
1
2
(ϕ(γ)+ε|γ−z|2)
and ∫
C
|F˜γ(ζ)|2e−ϕ(ζ)−ε|ζ−z|2ωo(ζ) =
∫
C
|Fγ(ζ)|2e−ϕ(ζ)e−ε(|ζ−z|2−2Re (γ−z)(ζ−z)+|γ−z|2)ωo(ζ)
=
∫
C
|Fγ(ζ)|2e−ϕ(ζ)e−ε|ζ−γ|2ωo(ζ)
≤ CA 2Γ
∫
C
e−ε|ζ−γ|
2
ωo(ζ) = Cε
−1
A
2
Γ ,
where C depends only on the upper bound M for ∆ϕ. The inequality follows from Proposition 1.4(a), and
then Proposition 1.4(a) implies that
|F˜γ(ζ)|2e−ϕ(ζ)−ε|ζ−z|2 . A 2Γ ε−1.
Now let f ∈ ℓ2(Γ, e−ϕ−2ε|·−z|2). Define
Ff (ζ) :=
∑
γ∈Γ
f(γ)e−
1
2
(ϕ(γ)+ε|γ−z|2)eε((γ¯−z¯)(ζ−z)−|γ−z|
2)F˜γ(ζ)
=
∑
γ∈Γ
f(γ)e−
1
2
(ϕ(γ)+2ε|γ−z|2)e
ε
2
(2(γ¯−z¯)(ζ−z)−|γ−z|2)F˜γ(ζ).
Then
Ff |Γ = f,
and ∫
C
|Ff (ζ)|2e−ϕ(ζ)−2ε|ζ−z|2ωo(ζ)
≤
∫
C

∑
γ∈Γ
|f(γ)|e− 12 (ϕ(γ)+2ε|γ−z|2)e ε2 (2Re (γ¯−z¯)(ζ−z)−|γ−z|2)|F˜γ(ζ)|


2
e−ϕ(ζ)−2ε|ζ−z|
2
ωo(ζ)
=
∫
C

∑
γ∈Γ
|f(γ)|e− 12 (ϕ(γ)+2ε|γ−z|2)e ε2 (−|ζ−z|2+2Re (γ¯−z¯)(ζ−z)−|γ−z|2)|F˜γ(ζ)|e−
1
2
(ϕ(ζ)+ε|ζ−z|2)


2
ωo(ζ)
≤ A
2
Γ
ε
∫
C

∑
γ∈Γ
|f(γ)|e− 12 (ϕ(γ)+2ε|γ−z|2)e− ε2 |ζ−γ|2


2
ωo(ζ)
≤ A
2
Γ
ε
∫
C

∑
γ∈Γ
|f(γ)|2e−(ϕ(γ)+2ε|γ−z|2)e− ε2 |ζ−γ|2



∑
γ∈Γ
e−
ε
2
|ζ−γ|2

ωo(ζ).
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Since Γ is uniformly separated, the second sum converges uniformly for any ε > 0 to a function that is
bounded by ε−1 times a constant that depends on the separation radius of Γ. We therefore have∫
C
|Ff (ζ)|2e−ϕ(ζ)−2ε|ζ−z|2ωo(ζ) ≤ C
ε3
∑
γ∈Γ
|f(γ)|2e−(ϕ(γ)+2ε|γ−z|2)
where C depends only on M and AΓ. This completes the proof. 
PROPOSITION 3.12. Let Γ be an interpolation sequence, and let z ∈ C − Γ satisfy dist(z,Γ) > δ. Then
the sequence Γz := Γ ∪ {z} is an interpolation sequence for the weight ψ(ζ) := ϕ(ζ) + ε|ζ − z|2, and its
interpolation constant is bounded above by a constant of the form K/(δε5/2), where K depends only on M
and Γ.
Proof. It suffices to show that there exists F ∈ H 2(C, e−ψωo) satisfying
F (z) = eϕ(z)/2 and F |Γ ≡ 0
with appropriate norm bounds. To this end, write
χ(ζ) := ϕ(ζ) +
ε
2
|ζ − z|2.
Lemma 1.6 provides us with a function G ∈ H 2(C, e−χωo) such that
G(z) = eϕ(z)/2 and
∫
C
|G|2e−χωo ≤ C
ε
,
where C only depends on the upper bound of ∆ϕ, and not on z or Γ. Observe that by Corollary 1.5(a)
∑
γ∈Γ
|G(γ)|2e−χ(γ)
|z − γ|2 .
1
δ2
∑
γ∈Γ
∫
DRΓ (γ)
|G|2e−χωo . 1
δ2ε
.
Since Γ is an interpolation sequence for H 2(C, e−ϕωo), it is also an interpolation sequence for H 2(C, e−χωo).
Thus there exists H ∈ H 2(C, e−χωo) such that
H(γ) =
G(γ)
z − γ and
∫
C
|H|2e−χωo . A
2
Γ
δ2ε4
.
(We have used the fact that the interpolation constant with respect to χ is controlled by ε−3/2 times the
interpolation constant with respect to ϕ.) Let F ∈ O(C) be defined by
F (ζ) := G(ζ)− (ζ − z)H(ζ).
Then
F (z) = G(z) = eϕ(z)/2, and F (γ) = G(γ)− (γ − z)H(γ) = 0
for all γ ∈ Γ. Finally,(∫
C
|F |2e−ψωo
)1/2
≤
(∫
C
|G|2e−ψωo
)1/2
+
(∫
C
|H(ζ)|2|ζ − z|2e−ψ(ζ)ωo(ζ)
)1/2
≤
(∫
C
|G|2e−χωo
)1/2
+
1√
ε
(∫
C
|H(ζ)|2e−χ(ζ)ωo(ζ)
)1/2
≤ C(1 + AΓ)
δε5/2
,
as desired. 
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3.4.4. Estimating the density of an interpolation sequence. We are going to estimate the density of Γ
in two exhaustive, mutually exclusive cases. In the first case, we estimate the density at a point z of distance
at most min(A −1Γ , R
o
Γ) to Γ, and in the second case, when z lies at least a distance min(A
−1
Γ , R
o
Γ) from Γ.
In the first case, by Proposition 3.10 we may replace the nearest point γ ∈ Γ by z, and still obtain an
interpolation sequence Γ′, with slightly worse interpolation constant. Since Γ′ is an interpolation sequence,
we can find a function F ∈ H 2(C, e−ϕωo) that vanishes on Γ′ − {z} and satisfies
F (z) = eϕ(z)/2 and ||F || . AΓ.
By Jensen’s Formula 1.7 applied to F , we have∫
Aor(z)
log
r2
|ζ − z|2 δΓ ≤
1
2π
∫
Dor(z)
log
r2
|ζ − z|2∆ϕ(ζ) +
1
2π
∫
∂Dor(z)
log(|F |2e−ϕ)dθz
By Proposition 1.4, we have∫
Aor(z)
log
r2
|ζ − z|2 δΓ ≤
1
2π
∫
Dor(z)
log
r2
|ζ − z|2∆ϕ(ζ) + C,
where C is independent of z and r.
Turning to the second case, by Proposition 3.12 the sequence Γz := Γ ∪ {z} is an interpolation sequence
for ψ, with interpolation constant at most Kεα . We can thus find F ∈ H 2(C, e−ψωo) such that
F (z) = eϕ(z)/2, F |Γ ≡ 0 and |F |2e−ψ . ||F || . K
2
ε2α
.
Again by Jensen’s Formula and Proposition 1.4, we have
(10)
∫
Aor(z)
log
r2
|ζ − z|2 δΓ ≤
1
2π
∫
Dor(z)
log
r2
|ζ − z|2 (∆ϕ(ζ) + εωo(ζ))− C log ε.
Thus in both cases, we have the estimate (10).
Now consider the sequence obtained by moving all the points of Γ a small distance δ toward z. By
Proposition 3.10, this new sequence is an interpolation sequence as well. Applying Jensen’s formula to this
modified sequence and making the change of variables ζ 7→ r(ζ−z)r+δ + z, we have the estimate∫
2≤|ζ−z|≤r
log
r2
|ζ − z|2 δΓ ≤
1
2π(1 + δr )
∫
Dor(z)
log
r2
|ζ − z|2 (∆ϕ(ζ) + εωo(ζ))− C log ε.
Notice that, up to this point, we have not needed the lower bound on ∆ϕr . But to control the enormous
constant −C log ε, we need this hypothesis. Indeed, let us choose ε = r−2. Then we have∫
2≤|ζ−z|≤r
log
r2
|ζ − z|2 δΓ ≤
1
2π
∫
Dor(z)
log
r2
|ζ − z|2∆ϕ(ζ)−
(m− r−2)δr2
1 + δr
+ 2C log r
It follows that for sufficiently large r,
D+ϕ (Γ) ≤ 1−
mδ
2M
< 1.
This completes the proof of Theorem 3.8, and thus of Theorem 3.1. 
4. INTERPOLATION IN (C∗, ωc)
4.1. Cylindrical distance, covered means, and cover density. We make use of the cylindrical distance,
i.e., the geodesic distance dc of the cylindrical metric ωc. Since the universal covering map
p : C→ C∗; ζ 7→ eζ
is a local isometry, and the deck group of p is generated by the translation z 7→ z + 2π√−1,
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(i) the distance between two points ζ, η ∈ C∗ is
dc(ζ, η) =
√
(log |ζ/η|)2 + (arg(ζ/η))2,
where arg is the argument starting from the ray that is orthogonal to any half-space containing the
points η and ζ and whose boundary contains the origin (so that in particular, arg(ζ/η) ∈ [0, π]), and
(ii) a sequence Γ ⊂ C∗ is uniformly separated in the cylindrical distance if and only if the inverse image
p−1(Γ) is uniformly separated in the Euclidean distance.
By analogy with the case of Euclidean space, we define the separation radius
RcΓ :=
1
2
inf{dc(γ1, γ2) ; γ1, γ2 ∈ Γ, γ1 6= γ2}
of Γ, so that again Γ is uniformly separated if and only if RcΓ > 0.
Let ϕ ∈ L1ℓoc(C∗). Using the notation (2), consider the function
(p∗ϕ)r(z), z ∈ C.
Since p(z + 2π
√−1) = p(z),
(p∗ϕ)r(z + 2π
√−1) = (p∗ϕ)r(z),
and thus it follows that
(p∗ϕ)r(z) = µ(ϕ)r(ez)
for some uniquely determined function µ(ϕ)r : C∗ → R.
DEFINITION 4.1. The function µ(ϕ)r is called the covered mean of ϕ (over the disk of radius r). ⋄
Observe that if ϕ is subharmonic, then so is p∗ϕ. Thus for subharmonic ϕ,
p
∗ϕ ≤ (p∗ϕ)r, and therefore ϕ ≤ µ(ϕ)r.
Finally, we turn to the cover density.
DEFINITION 4.2. Let ϕ : C∗ → [−∞,∞) be subharmonic. The cover density of a sequence Γ ⊂ C∗ is
D˜+ϕ (Γ) := D
+
p∗ϕ(Γ˜),
where p : C→ C∗ is the (universal covering) exponential map and Γ˜ = p−1(Γ). ⋄
4.2. The main result for (C∗, ωc). The main interpolation result for (C∗, ωc) can now be stated.
THEOREM 4.3. Let ϕ ∈ C 2(C∗) be a weight function satisfying
(11) 0 < mωc ≤ ∆ϕ ≤Mωc,
and let Γ ⊂ C∗ be a closed discrete subset. Denote by
RΓ : H
2(C∗, e−ϕωc)→ ℓ2(Γ, e−ϕ)
the restriction map. If
(i+) Γ is uniformly separated with respect to the cylindrical distance, and
(ii+) D˜+ϕ (Γ) < 1,
then RΓ is surjective. Conversely, if RΓ is surjective, then
(i-) Γ is uniformly separated with respect to the cylindrical distance, and
(ii-) D˜+ϕ (Γ) ≤ 1.
REMARK. Even if we assume only that ϕ ∈ L1ℓoc(C∗), standard regularity theory and condition (11) imply
that ϕ ∈ C 1,α. ⋄
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4.3. Sufficiency. We begin with the analogue of Theorem 3.4 for (C∗, ωc).
THEOREM 4.4 (Strong sufficiency: Cylindrical case). Let ϕ : C∗ → [−∞,∞) be any subharmonic weight.
Assume that Γ ⊂ C∗ is uniformly separated with respect to the cylindrical distance, and that
∆ϕ ≥ α∆µ(log |T |)r
for some α > 1. Then the restriction RΓ : H 2(C∗, e−ϕωc)→ ℓ2(Γ, e−ϕ) is surjective.
As in the proof of Theorem 3.4, we begin by applying the L2 Extension Theorem, namely, Theorem
1.1. In that theorem, set (X,ω) = (C∗, ωc), fix a function T ∈ O(C∗) with Ord(T ) = Γ, and take
λ := µ(log |p∗T |2)r . Then |T |2e−λ ≤ 1, and the curvature conditions of Theorem 1.1 mean exactly that
D˜+ϕ (Γ) < 1. We therefore have the following result.
THEOREM 4.5. Let ϕ be a plurisubharmonic function on C∗, and let Γ ⊂ C∗ be any closed discrete subset
satisfying D˜+ϕ (Γ) < 1. Then for any f : Γ→ C satisfying
∑
γ∈Γ
|f(γ)|2e−ϕ(γ)
|dT (γ)|2ωce−µ(log |p∗T |2)r(γ)
< +∞
there exists F ∈ H 2(C∗, e−ϕωc) such that
F |Γ = f and
∫
C∗
|F |2e−ϕωc ≤ 24π
1−D+ϕ (Γ)
∑
γ∈Γ
|f(γ)|2e−ϕ(γ)
|dT (γ)|2ωce−µ(log |p∗T |2)r(γ)
.
The proof of Theorem 4.4 then follows from the following result.
PROPOSITION 4.6. Let Γ ⊂ C∗ be a closed discrete subset. Then Γ is uniformly separated with respect to
the cylindrical distance if and only if for any r > 1 there exists Cr > 0 such that
inf
γ∈Γ
|dT (γ)|2ωce−µ(log |p
∗T |2)r(γ) ≥ Cr.
Proof. Recall that Γ is uniformly separated with respect to the cylindrical distance if and only if Γ˜ ⊂ C is
uniformly separated with respect to the Euclidean distance. The result therefore follows from its Euclidean
analogue, Proposition 3.6, and the definition of the covered mean µ(ϕ)r . 
Finally, if we replace of ϕ by µ(ϕ)r , Theorem 4.4 implies the ‘if’ direction of Theorem 4.3.
4.4. Necessity. As in the Euclidean case, we now turn our attention to the necessity of the conditions of
Theorem 4.3. That is to say, we shall prove the following theorem.
THEOREM 4.7. Let ϕ ∈ C 2(C∗) be a weight function satisfying
mωc ≤ ∆ϕ ≤Mωc
for some positive constants m and M , and let Γ ⊂ C∗ be a closed discrete subset. If
RΓ : H
2(C∗, e−ϕωc)→ ℓ2(Γ, e−ϕ)
is surjective, then Γ is uniformly separated with respect to the cylindrical distance, and D˜+ϕ (Γ) ≤ 1.
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4.4.1. The interpolation constant. As in the Euclidean case, if Γ ⊂ C∗ is an interpolation sequence, then
the restriction operator
RΓ : H
2(C∗, e−ϕωo)→ ℓ2(Γ, e−ϕ)
has bounded inverses, and the extension operator of minimal norm
EΓ : ℓ
2(Γ, e−ϕ)→ Kernel(RΓ)⊥ ⊂ H 2(C∗, e−ϕωo)
is one such operator. Moreover, the interpolation constant
AΓ := inf{A ; ∃E : ℓ2(Γ, e−ϕ)→ H 2(C∗, e−ϕωo) with RΓE = Id and ||E|| ≤ A}
is precisely the norm of EΓ.
4.4.2. Necessity of Uniform Separation. Suppose Γ ⊂ C∗ is an interpolation sequence. We show that
Γ˜ ⊂ C is uniformly separated in the Euclidean distance. For each t ∈ R, denote by St ⊂ C the set of all
points z such that
t ≤ Im z < t+ 2π.
For any t ∈ R, the strip St is a fundamental domain of the universal covering map p(z) = ez .
Fix two points γ1, γ2 ∈ Γ. We choose points γ˜1 ∈ p−1(γ1) and γ˜2 ∈ p−1(γ2), and a real number t, such
that the Euclidean distance between γ˜1 and γ˜2 is the cylindrical distance between γ1 and γ2, and which is
equal to the length of the straight line in St connecting γ˜1 and γ˜2. After choosing and appropriate branch of
the logarithm, we may write γ˜i = log γi, i = 1, 2. We can assume that the straight line joining log γ1 and
log γ2 has Euclidean length at most π; otherwise the two points are at least a distance π apart, and there is
nothing to prove. We define the f ∈ ℓ2(Γ, e−ϕ) by
f(γ1) = e
ϕ(γ1)/2 and f(µ) = 0 for all γ ∈ Γ− {γ1}.
Since ||f ||2ℓ2(Γ,e−ϕ) = 1 and Γ is an interpolation sequence, there is a function
F ∈ H 2(C∗, e−ϕωc)
such that
|F (γ1)|2e−ϕ(γ1) = 1, F (γ2) = 0 and
∫
C∗
|F |2e−ϕωc ≤ A 2Γ .
Now define
F˜ = p∗F and ϕ˜ = p∗ϕ.
Then, with U := (St − 2π
√−1) ∪ St ∪ (St + 2π
√−1),
|F˜ (log γ1)|2e−ϕ˜(log γ1) = 1, F˜ (log γ2) = 0 and
∫
U
|F˜ |2e−ϕ˜ωo ≤ 3A 2Γ .
By Proposition 1.4(b) with r = 2π, we conclude that
1
distc(γ1, γ2)
=
1
| log γ1γ2 |
=
|F˜ (log γ1)|2e−ϕ˜(log γ1) − |F˜ (log γ2)|2e−ϕ˜(log γ2)
| log γ1 − log γ2| ≤ C
for some constant C independent of γ1 and γ2. Thus Γ is uniformly separated in the cylindrical metric.
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4.4.3. Uniform interpolation at a point.
LEMMA 4.8. Let ϕ ∈ C 2(C∗) be a weight function satisfying
∆ϕ ≥ aωc
for some positive constant a. Then there exists a constant C > 0 such that for any z ∈ C∗ there is a function
F ∈ H 2(C∗, e−ϕωc) satisfying
|F (z)|2e−ϕ(z) = 1 and
∫
C∗
|F |2e−ϕωc ≤ C.
Proof. We adapt the idea of the proof of Lemma 1.6. Consider the holomorphic function Tz(ζ) = ζ − z
and the function λz := µ(log |Tz|2)r : C∗ → R. Observe that since ∆ϕ ≥ aωc, for any δ > 0, we can find
r >> 0 such that √−1(∂∂¯ϕ+Ricci(ωc)) = ∆ϕ ≥ (1 + δ)λz .
We can therefore apply Theorem 1.1 to obtain a function F ∈ O(C∗) such that
F (z) = eϕ(z)/2 and
∫
C∗
|F |2e−ϕωc ≤ C|dTz(z)|2ωce−λz(z)
,
with C independent of z. Since a sequence consisting of a single point is uniformly separated, an application
of Proposition 4.6, especially in view of Remark 3.7, completes the proof. 
4.4.4. Perturbation of interpolation sequences.
PROPOSITION 4.9. Let Γ ⊂ C∗ be an interpolation sequence with separation radius RcΓ, enumerated as
Γ = {γ1, γ2, ...}, let AΓ be the interpolation constant of Γ. Suppose Γ′ ⊂ C∗ is another sequence, such that
there exists a constant δ ∈ (0,min(A −1Γ , RcΓ)), and an enumeration Γ′ = {γ′1, γ′2, ...} so that
sup
i∈N
dc(γi, γ
′
i) ≤ δ2.
Then Γ′ is also an interpolation sequence, and its interpolation constant is at most
C
AΓ
1− δAΓ ,
where C is independent of Γ.
Proof. First observe that if F ∈ H 2(C∗, e−ϕωc) then
(12)
∞∑
j=1
∣∣∣|F (γj)|2e−ϕ(γj) − |F (γ′j)|2e−ϕ(γ′j)∣∣∣ . δ2
∫
C∗
|F |2e−ϕωc.
To obtain this estimate for F , we must lift small disks containing the points of Γ to the universal cover and
use Corollary 1.5(b). We can carry out this step with disks of a uniform radius because we have already
shown that an interpolation sequence is uniformly separated with respect to the cylindrical distance.
The rest of the proof is the same as the Euclidean case, established previously as Proposition 3.10. 
LEMMA 4.10. Let a > 0, let δ ∈ (0, 1/2), and let x ∈ C∗.
(i) |1− x|2e−a(log |x|)2 ≤ 4ea−1 .
(ii) If dc(x, 1) ≥ δ then |1− x|2 ≥ Cδ, where
lim
δ→0
δ−2Cδ = 1.
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Proof. (i) Let r = log |x| and θ = arg x. Then
|1− x|e−a(log |x|)2/2 ≤ (1 + er)e−ar2/2 ≤ 1 + e− a2 (r2− 2ra ) = 1 + e 12a− a2 (r− 1a )2 ≤ 1 + e1/2a.
Taking squares, we have |1− x|2e−a(log |x|)2 ≤ 1 + 2e1/2a + e1/a ≤ 4e1/a.
(ii) If we write x = es+
√−1t then dc(x, 1) = s2+ t2, while |x−1|2 = e2s+1−2es cos t. Taylor’s Theorem
shows that for s and t small, e2s + 1− 2es cos t = s2 + t2 + o(s2 + t2). 
PROPOSITION 4.11. Assume mωc ≤ ∆ϕ ≤ Mωc for some positive constants m and M . Let Γ be an
interpolation sequence, and let z ∈ C∗ − Γ satisfy distc(z,Γ) ≥ δ > 0. Then for ε > 0 the sequence
Γz := Γ ∪ {z} is an interpolation sequence for H 2(C∗, e−(ϕ+ε(log |·/z|)2ωc), and its interpolation constant
is bounded above by some constant K/ε, where K depends only on M , Γ and δ, and in particular, not on z.
Proof. Write
ψz := ϕ− m
2
(log |ζ/z|)2 and ηz := ϕ+ ε(log |ζ/z|)2.
Since ηz(z) = ϕ(z), it suffices to show that there exists F ∈ H 2(C∗, e−ηzωc) satisfying
F (z) = eϕ(z)/2 and F |Γ ≡ 0
with appropriate norm bounds. To this end, since ∆ψz ≥ m2 ωc, Proposition 4.8 provides us with a function
G ∈ H 2(C∗, e−ψzωc) such that
G(z) = eϕ(z)/2 and
∫
C∗
|G|2e−ψzωc ≤ C,
where C does not depend on z or Γ.
Now, by (ii) of Lemma 4.10 and Corollary 1.5(a) (the latter of which can be applied after passing to the
universal cover as in the proof of Proposition 4.9) we have the estimate
∑
γ∈Γ
|G(γ)|2e−ϕ(γ)
|1− γz |2
.
1
δ2
∑
γ∈Γ
∫
Dc
RΓ
(γ)
|G|2e−ψzωc . 1
δ2
.
Since Γ is an interpolation sequence for H 2(C∗, e−ϕωc), there exists H ∈ H 2(C∗, e−ϕωc) such that
H(γ) =
G(γ)
1− γz
, γ ∈ Γ, and
∫
C∗
|H|2e−ϕωc . A
2
Γ
δ2
.
Let F ∈ O(C∗) be defined by
F (ζ) := G(ζ)−
(
1− ζ
z
)
H(ζ).
Then
|F (z)|2e−ϕ(z) = |G(z)|2e−ϕ(z) = 1, and F (γ) = G(γ) −
(
1− γ
z
)
H(γ) = 0
for all γ ∈ Γ. Finally, using (i) of Lemma 4.10, we estimate that(∫
C∗
|F |2e−ηzωc
)1/2
≤
(∫
C∗
|G|2e−ηzωc
)1/2
+
(∫
C∗
|H(ζ)|2|1− ζz |2e−ηz(ζ)ωc(ζ)
)1/2
≤
(∫
C
|G|2e−ψzωc
)1/2
+
1√
ε
(∫
C
|H(ζ)|2e−ϕ(ζ)ωo(ζ)
)1/2
≤ C(1 + AΓ)
δε
,
as desired. 
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4.4.5. Estimating the density of an interpolation sequence. As in the Euclidean case, we will estimate
the cover density of Γ in two exhaustive, mutually exclusive cases. In the first case, we estimate the cover
density at a point z of cylindrical distance at most the square of min(A −1γ , RcΓ) to Γ, and in the second case,
when the cylindrical distance from z to Γ is at least the square of min(A −1Γ , RcΓ).
In the first case, if distc(z,Γ) ≤ δ2 for some δ < min(A −1γ , RcΓ), by Proposition 4.9 we may replace
the nearest point γ ∈ Γ by z, and still obtain an interpolation sequence Γ′, with a possibly slightly worse
interpolation constant that is at most C AΓ1−δAΓ . Since Γ
′ is an interpolation sequence, we can find a function
F ∈ H 2(C∗, e−ϕωc) that vanishes on Γ′ − {z} and satisfies
F (z) = eϕ(z)/2 and ||F || . AΓ
1− δAΓ .
Now write
F˜ := p∗F, ϕ˜ := p∗ϕ, Γ˜ := p−1(Γ), and Γ˜z := p−1(Γ− {z}),
where p : C → C∗ is the universal cover. By Jensen’s Formula 1.7 applied to F˜ , for any x ∈ p−1(z) we
have ∫
Aor(x)
log
r2
|ζ − x|2 δΓ˜z ≤
1
2π
∫
Dor(x)
log
r2
|ζ − x|2∆ϕ˜(ζ) +
1
2π
∫
∂Dor(x)
log(|F˜ |2e−ϕ)dθx.
By Proposition 1.4, we have∫
Aor(x)
log
r2
|ζ − x|2 δΓ˜ ≤
1
2π
∫
Dor(x)
log
r2
|ζ − x|2∆ϕ˜(ζ) + C,
where C is independent of z and r.
Turning to the second case, by Proposition 4.11 the sequence Γz := Γ ∪ {z} is an interpolation sequence
for ηz = ϕ+ε(log |ζ/z|)2, with interpolation constant at most K/ε. We can thus find F ∈ H 2(C∗, e−ηzωc)
such that
F (z) = eϕ(z)/2, F |Γ ≡ 0 and |F |2e−ηz . ||F || . K
2
ε2
.
Again by Jensen’s Formula and Proposition 1.4, we have
(13)
∫
Aor(x)
log
r2
|ζ − x|2 δΓ˜ ≤
1
2π
∫
Dor(x)
log
r2
|ζ − x|2 (∆ϕ˜(ζ) + εωo(ζ))− C log ε.
Thus in both cases, we have the estimate (13).
Since
lim
r→∞
1
2π
∫
Dor(x)
log
r2
|ζ − x|2∆ϕ˜(ζ) = +∞
and, in view of (11),
lim
r→∞
∫
Dor(x)
log r
2
|ζ−x|2ωo(ζ)∫
Dor(x)
log r
2
|ζ−x|2∆ϕ˜(ζ)
≤ 1
m
,
the estimate (13) implies that D˜+ϕ (Γ) ≤ 1 + ε/m. Since ε > 0 is arbitrary, D+ϕ (Γ) ≤ 1. This completes the
proof of Theorem 4.7, and thus of Theorem 4.3. 
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5. INTERPOLATION ON ASYMPTOTICALLY FLAT FINITE RIEMANN SURFACES
We are now ready to turn to the proof of Theorem 1. Let us fix once and for all a compact set K ⊂⊂ X
with smooth codimension-1 boundary, disjoint open sets U1, ..., Un, Un+1, ..., Un+m ⊂ X −K such that
K ∪
n+m⋃
j=1
Uj = X,
and biholomorphic maps Fj : C−Dj → Uj , 1 ≤ j ≤ n+m, such that
F ∗j ω = ωo for 1 ≤ j ≤ n and F ∗n+jω = ωc for 1 ≤ j ≤ m.
(Either n or m can be zero, but not both.) We also let
Vj := Fj(C− 2Dj),
and cutoff functions χj ∈ C∞(X) such that
χj |Vj ≡ 1 and Support(χj) ⊂ Uj, 1 ≤ j ≤ n+m.
5.1. Necessity. Conveniently, necessity of the conditions of Theorem 1 follows rather easily from the spe-
cial cases of the Euclidean plane and the cylinder. We therefore reverse the trend set in the special cases,
and begin with necessity.
5.1.1. Uniform separation of interpolation sequences.
PROPOSITION 5.1. If Γ is an interpolation sequence then Γ is uniformly separated in the geodesic distance
associated to ω.
Proof. Clearly, for each j, Γ ∩ Uj is then an interpolation sequence for either the Euclidean case, or the
cylindrical case. It follows that each Γ ∩ Uj is uniformly separated in the geodesic distance for ω. Since K
is compact and Γ is a closed discrete subset, the set Γ∩K is finite. Therefore Γ is uniformly separated. 
5.1.2. Density bound for interpolation sequences.
PROPOSITION 5.2. If Γ is an interpolation sequence then D+ϕ (Γ) ≤ 1. Moreover, if (X,ω) has no cylindri-
cal ends, then D+ϕ (Γ) < 1.
Proof. For each j, F−1j (Γ ∩ Uj) is then an interpolation sequence for either (C − Dj , ϕ, ωo) or (C∗ −
Dj , ϕ, ωc). A moment’s thought shows that in our use of Jensen’s formula to estimates of the density in
the Euclidean and cylindrical settings, we only used our interpolating functions in large disks. In the course
of the proof, the only function we constructed directly (i.e., not from the interpolation hypothesis) was the
function interpolating at a point. Such a function in C or C∗ can still do the job in C−Dj . Thus our method
of proof carries over to C −Dj or C∗ −Dj to get the estimates D+ϕ,j(F−1j (Γ ∩ Uj)) < 1 for all Euclidean
ends, and D+ϕ,j(F
−1
j (Γ ∩ Uj)) ≤ 1 for all cylindrical ends. 
REMARK. As we mentioned in the introduction, in C = P1 − {∞} with a cylindrical end there is an
example of a sequence Γ and a weight ϕ such that D˜+ϕ (Γ) = 1. By placing (the tail end of) this sequence
in a cylindrical end, we can obtain an example in any asymptotically flat Riemann surface with at least one
cylindrical end. ⋄
5.2. Sufficiency. As in the special cases of the Euclidean plane and the cylinder, we intend to make use of
the L2 Extension Theorem 1.1. To do so, we need to create the right setting, as we now do.
29
5.2.1. Raw densities. In Definitions 0.2 and 0.3, to define density we replaced ϕ with ϕr. If we use ϕ
without averaging, the definition can still make sense. In this case, we call the resulting density the raw
density. The definition in the Euclidean case is
Dˇ+ϕ (Γ) := inf
{
1
α
> 0 ; ∆ϕ ≥ α 1
πr2
∫
Aor(z)
log
r2
|ζ − z|2 δΓ(ζ)
}
.
In the cylindrical case, the cover density is defined by
˜ˇD+ϕ (Γ) := Dˇ
+
ϕ˜ (Γ˜).
Finally, in the general case, the raw density
Dˇ+ϕ (Γ)
of Γ ⊂ X is defined by replacing the density or covered density with their raw counterparts.
5.2.2. Metric for the (trivial) line bundle associated to Γ. Let T˜ ∈ O(X) be any holomorphic function
such that
Ord(T˜ ) = Γ.
Set
Wi := Fi({ζ ∈ C ; dist(ζ,Di) > r}),
where the distance is Euclidean if ω|Ui is isometric to the Euclidean metric, and cylindrical otherwise.
Define the functions λT˜r,i :Wi → R as follows. If ω|Ui is isometric to the Euclidean metric, let
λT˜r,i(z) :=
∫
Dor(F
−1
i (z))
log
r2
|ζ − F−1i (z)|2
log |T˜ ◦ F−1i (ζ)|2ωo(ζ).
If ω|Ui is isometric to the cylindrical metric, we choose x ∈ C such that the universal covering map p : C→
C
∗ maps x to F−1i (z), and define
λT˜r,i(z) :=
∫
Dor(x)
log
r2
|ζ − x|2 log |T˜ ◦ F
−1
i ◦ p(ζ)|2ωo(ζ).
Note that if z ∈ Wi then p(Dor(x)) ⊂ F−1i (Ui), so that the function λT˜r,i is well-defined on Wi when the
latter lies in a cylindrical end.
We then define a function λr by cutting off the λT˜r,i and dividing by πr2:
λr :=
1
πr2
n+m∑
i=1
χiλ
T˜
r,i.
Here χi is smooth, takes values in [0, 1], is supported in Wi, and is identically 1 on the set
Ai := Fi({ζ ∈ C ; dist(ζ,Di) > r + 1}).
Let
L := X −
n+m⋃
i=1
Ai.
Then L is compact, and therefore there is a positive constant M such that
log |T˜ |2 − λr ≤M on L.
On the other hand, the sub-mean value property for subharmonic functions implies that
log |T˜ |2 − λr ≤ 0 on Ai, 1 ≤ i ≤ n+m.
Therefore
log |T˜ |2 − λr ≤M on X.
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Letting T := e−M T˜ (but keeping T˜ in the definition of λr), we have found functions T and λr such that
Ord(T ) = Γ and |T |2e−λr ≤ 1.
5.2.3. The semi-strong sufficiency theorem. Now suppose Dˇ+ϕ (Γ) < 1. If we take r sufficiently large,
then there exists δ > 0 such that
∆ϕ ≥ (1 + δ)∆λr on Ai, 1 ≤ i ≤ n+m.
Since L ∩ Γ is finite, we also have
∆λr ≤ 1
r2
Ω on L,
for some positive smooth positive (1, 1)-form Ω with compact support on X.
Next, our definition of asymptotic flatness means that R(ω) is compactly supported. It follows from the
curvature hypothesis (1) that for r >> 0,
√−1∂∂¯ϕ+R(ω) ≥ (1 + δ)∆λr.
In view of Theorem 1.1, we have the following result.
THEOREM 5.3. Let (X,ω) be an asymptotically flat Riemann surface and let ϕ ∈ L1ℓoc(X) satisfy the
curvature hypothesis
∆ϕ+R(ω) ≥ mω
for some m > 0. Let Γ ⊂ X be any closed discrete subset satisfying D+ϕ (Γ) < 1. Then for any f : Γ → C
satisfying ∑
γ∈Γ
|f(γ)|2e−ϕ(γ)
|dT (γ)|2ωe−λr(γ)
< +∞
there exists F ∈ H 2(X, e−ϕω) such that
F |Γ = f and
∫
X
|F |2e−ϕωc ≤ 24π
δ
∑
γ∈Γ
|f(γ)|2e−ϕ(γ)
|dT (γ)|2ωe−λr(γ)
.
In view of Propositions 3.6 and 4.6 and the fact Γ is uniformly separated if and only if each sequence
Γ ∩ Ui is uniformly separated, we have the following proposition.
PROPOSITION 5.4. Let Γ ⊂ X be a closed discrete subset. Then Γ is uniformly separated in the ω-geodesic
distance if and only if for each r >> 0 there exists Cr > 0 such that
inf
γ∈Γ
|dT (γ)|2ωe−λr(γ) ≥ Cr.
Combining Propositions 5.3 and 5.4 immediately implies the following result.
THEOREM 5.5 (Semi-stong sufficiency: general case). Let (X,ω) be an asymptotically flat finite Riemann
surface, and let ϕ ∈ L1ℓoc(X) be a weight satisfying the curvature hypothesis
(14) ∆ϕ+R(ω) ≥ mω
for some m > 0. Assume Γ ⊂ X is uniformly separated with respect to the geodesic distance associated to
ω, and that
Dˇ+ϕ (Γ) < 1.
Then the restriction map RΓ : H 2(X, e−ϕω)→ ℓ2(Γ, e−ϕ) is surjective.
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5.2.4. Sufficiency: conclusion of the proof of Theorem 1. To obtain the sufficiency part of Theorem 1,
we need to replace ϕ by some sort of average ϕr of ϕ such that
(i) ϕr still satisfies (1), and
(ii) H 2(X, e−ϕrω) ∼= H 2(X, e−ϕω) and ℓ2(Γ, e−ϕr) ∼= ℓ2(Γ, e−ϕ) as topological vector spaces, i.e.,
the isomorphisms are bounded linear maps.
We already know how to do this in the ends: in a Euclidean end, we simply replace ϕ by its logarithmic
average ϕr defined in (2), and in a cylindrical end, we use the covered mean µ(ϕ)r given in Definition 4.1.
In fact, in the interior it doesn’t much matter how we do it; densities are checked only in the ends. For
the sake of deciding on one method, we can cover our compact set K by a finite number of open coordinate
charts biholomorphic to disks, and simply replace ϕ by its average over a disk of some fixed radius.
After averaging ϕ in this way, we multiply the ϕi,r of the end by the cutoff functions χi, and multiply the
interior averages by any smooth cutoff functions that give a partition of unity on K . (Again, what we do in
the interior is not so important.) If we now sum up all of the cut off averages to form ϕ˜r :=
∑
i ϕi,r, then
clearly
D+ϕ (Γ) = Dˇ
+
ϕ˜r
(Γ).
The trouble is that in the interior, ϕ˜r might not satisfy the curvature hypothesis (14). To remedy this, we
observe that our underlying Riemann surface X is a compact Riemann surface Y with a finite number
of points x1, ..., xN removed. Thus there exists a smooth metric of strictly positive curvature for some
holomorphic line bundle, say L→ Y . By Kodaira’s Embedding Theorem, if k ∈ N is sufficiently large then
the sections of L⊗k → Y , embed Y in some projective space. If we take a basis of sections σ1, ..., σNk ∈
H0(Y,L⊗k), we can form the metric
ψk := log
Nk∑
j=1
|σj |2.
The σj also define local coordinates on the ambient projective space in which we embedded Y , so one can
see, after trivializing L near the punctures, that in local projective coordinates, that
lim
z→xj
|dψk|2ω = 0 and limz→xj
∆ψk
ω
= 0.
Thus if we take a cutoff function χ with compact support in X, which is ≡ 1 on a sufficiently large compact
set containing K , and write
ϕr := χψk +
∑
i
ϕi,r,
then for sufficiently large k, Condition (14) will be satisfied by ϕr. On the other hand, it is still the case that
D+ϕ (Γ) = Dˇ
+
ϕr(Γ).
Moreover, it is clear from Proposition 3.2 that the needed isomorphisms of the relevant Hilbert spaces holds.
Therefore Theorem 5.5 implies the sufficiency part of Theorem 1.
This completes the proof of Theorem 1. 
REMARK 5.6. Note that unlike the special cases of the Euclidean plane and the cylinder, we did not establish
a strong version of sufficiency for the general case; while we were able to eliminate the upper bound in (1),
we have retained the lower bound (hence the name ‘semi-strong’). The main problem is that it is hard
to define the density globally on X in such a way that it recovers the covered density in the cylindrical
ends. While it is likely that such a global definition of density exists, for almost any sequence Γ the density
condition D+ϕ (Γ) < 1 already implies that the weight ϕ satisfies the curvature conditions (1). Nevertheless,
geometrically speaking, it would be interesting to find this global definition of density. ⋄
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