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DIEGO’S THEOREM FOR NUCLEAR IMPLICATIVE SEMILATTICES
G. BEZHANISHVILI, N. BEZHANISHVILI, L. CARAI, D. GABELAIA, S. GHILARDI,
AND M. JIBLADZE
Abstract. We prove that the variety of nuclear implicative semilattices is locally finite,
thus generalizing Diego’s Theorem. The key ingredients of our proof include the coloring
technique and construction of universal models from modal logic. For this we develop
duality theory for finite nuclear implicative semilattices, generalizing Ko¨hler duality. We
prove that our main result remains true for bounded nuclear implicative semilattices, give
an alternative proof of Diego’s Theorem, and provide an explicit description of the free cyclic
nuclear implicative semilattice.
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1. Introduction
It is a celebrated result of Diego [14] that the variety IS of implicative semilattices is
locally finite. We prove that, surprisingly enough, Diego’s Theorem remains true for the
variety NIS of nuclear implicative semilattices. A nucleus on an implicative semilattice A
is a unary function j ∶ A→ A satisfying
(1) a ⩽ ja,
(2) jja = ja,
(3) j(a ∧ b) = ja ∧ jb.
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A nuclear implicative semilattice is a pair A = (A, j) where A is an implicative semilattice
and j is a nucleus on A. Nuclei play an important role in different branches of mathematics,
logic, and computer science:
● In topos theory, nuclei on the subobject classifier of a topos are exactly the Lawvere-
Tierney operators, and give rise to sheaf subtoposes, generalizing sheaves with respect
to a Grothendieck topology [24, 28].
● In pointfree topology, nuclei characterize sublocales of locales [19, 22].
● In logic, nuclei model the so-called lax modality [18] (see also [21]). As such, nuclear
implicative semilattices provide algebraic semantics for the ∨-free fragment of the Lax
Logic of [18], an intuitionistic modal logic with interesting links to computer science
since lax modality is used to reason about formal verification of hardware [26].
● In [5] nuclei were used as a unifying tool for different semantics of intuitionistic logic.
Diego’s proof that IS is locally finite is algebraic, and it is unclear how to generalize it
to NIS. Instead we develop a different technique based on duality theory and the coloring
technique which allows the construction of universal models. The coloring technique was
originally developed in [17] to characterize dually when the Esakia space of a Heyting algebra
(or an S4-algebra) is finitely generated. Since then it has been used extensively in modal
logic for constructing universal models (see, e.g., [12, 10]). In our considerations we will rely
on the general method of [20].
Esakia duality is a standard tool for the study of Heyting algebras (see, e.g., [16]). Du-
ality theory for implicative semilattices is more complicated than Esakia duality. For finite
implicative semilattices it was developed by Ko¨hler [23]. It was generalized to the infinite
case in [29, 11, 8]. Since the dual structures arising in the infinite case are more complicated
to work with, we mostly concentrate on Ko¨hler duality for finite implicative semilattices and
generalize it to the setting of finite nuclear implicative semilattices. We prove that NIS has
the finite model property, which allows us to mostly work with finite implicative semilattices
and their dual structures.
We generalize the coloring technique to this setting, which allows us to construct universal
models for nuclear implicative semilattices. We prove that the construction of the n-universal
model terminates for each n, thus yielding thatNIS is locally finite. This generalizes Diego’s
Theorem to NIS. It also provides a different proof of Diego’s Theorem for IS. While this
different proof is more complicated than Diego’s original proof, it is this proof that admits a
generalization to NIS. Whether Diego’s technique generalizes to NIS remains an interesting
open problem.
We conclude the paper by showing how our results remain true if we add the bottom
element 0 to the signature of nuclear implicative semilattices, and giving the dual description
of the free cyclic nuclear implicative semilattice.
We briefly compare the contributions of this paper with related results in the literature.
As we pointed out above, NIS provides algebraic semantics for the ∨-free fragment of the
Lax Logic. We note that local finiteness of NIS is in stark contrast with local finiteness of
the ∨-free and →-free fragments of other intuitionistic modal logics. For example, one of the
best studied intuitionistic modal logics is Prior’s MIPC, which axiomatizes the one-variable
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fragment of first-order intuitionistic logic (the same way S5 axiomatizes the one-variable
fragment of classical first-order logic). Neither the ∨-free fragment nor the →-free fragment
of MIPC is locally finite. In fact, the algebras corresponding to the frames F1 and F2 shown
in [4, Fig. 3 and 4] are not locally finite in the (∧,→,∀)- and (∧,∨,∀)-signature, respectively.
A classic corollary of Diego’s Theorem is McKay’s Theorem [25] that every intermediate
logic axiomatized by ∨-free formulas has the finite model property. Our generalization of
Diego’s Theorem yields the following generalization of McKay’s Theorem: every extension
of the Lax Logic axiomatized by ∨-free formulas has the finite model property.
The paper is organized as follows. In Section 2 we give basic definitions and facts about
nuclear implicative semilattices, and prove that the variety of nuclear implicative semilat-
tices is generated by its finite algebras. In Section 3 we provide an alternative approach to
Ko¨hler duality for finite implicative semilattices, which relies heavily on the use of nuclei.
In particular, unlike Ko¨hler’s approach, we describe both contravariant functors explicitly.
Because of this, we add proofs where necessary. In Section 4 we extend Ko¨hler duality to the
setting of nuclear implicative semilattices. In Section 5 we characterize dually subalgebras
and nuclear subalgebras of finite nuclear implicative semilattices. We also provide a decom-
position of implicative semilattice homomorphisms in the finite case, and show that a similar
decomposition does not hold for nuclear homomorphisms. In Section 6 we utilize the results
of Sections 4 and 5 to develop the coloring technique, which allows us to build n-universal
models for the variety of nuclear implicative semilattices. We prove that the n-universal
model is finite for each n, from which we derive our main result that the variety of nuclear
implicative semilattices is locally finite, thus generalizing Diego’s Theorem. In Section 7 we
prove that the variety of bounded nuclear implicative semilattices remains locally finite, thus
generalizing the main result of Section 6. In Section 8 we give an alternative proof of Diego’s
Theorem by using a strategy analogous to that in Section 6. The most challenging part is to
prove that the variety of implicative semilattices is generated by its finite algebras without
relying on Diego’s Theorem. Finally, in Section 9 we describe the n-universal models and
free n-generated nuclear implicative semilattices for small n.
2. Nuclear implicative semilattices
We recall that a meet-semilattice is an algebra A = (A,∧) where the binary operation
∧ ∶ A2 → A is associative, commutative, and idempotent. If (A,∧) is a meet-semilatice, then
we can define a partial order ⩽ on A by a ⩽ b iff a = a ∧ b. Then a ∧ b is the greatest lower
bound of {a, b}, and meet-semilattices can be defined alternatively as partially ordered sets
(A,⩽) such that each finite subset of A has a greatest lower bound.
Definition 2.1. An implicative semilattice is an algebra A = (A,∧,→,1) where (A,∧,1) is
a meet-semilattice with a greatest element and the binary operation →∶ A2 → A satisfies
a ⩽ b→ c iff a ∧ b ⩽ c.
Remark 2.2.
(1) In each implicative semilattice we have that 1 = a → a, and that a ≤ b iff a → b = 1.
On the other hand, an implicative semilattice may not have a least element.
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(2) It is well known that implicative semilattices can be defined equationally, and hence
they form a variety (see, e.g., [23]).
(3) Every Heyting algebra is clearly an implicative semilattice. The converse is not true
in general. However, every finite implicative semilattice is a Heyting algebra.
Definition 2.3. A map between two implicative semilattices is an implicative semilattice
homomorphism provided it preserves the operations ∧ and →. Let IS denote the category
of implicative semilattices and homomorphisms between them.
Remark 2.4. Although finite implicative semilattices are Heyting algebras, implicative
semilattice homomorphisms do not have to preserve finite joins, and hence may not be
Heyting algebra homomorphisms.
The well-known correspondence between congruences and filters of Heyting algebras ex-
tends to implicative semilattices. Thus, as with Heyting algebras, an implicative semilattice
is subdirectly irreducible iff it has the second largest element (see, e.g., [23]).
Definition 2.5. Let (A,∧,→) be an implicative semilattice.
(1) A subset B of A is a subalgebra of A if it closed under ∧,→,1.
(2) A subalgebra B of A is a total subalgebra if a ∈ A and b ∈ B imply a→ b ∈ B.
We next recall from the introduction that a nucleus j on an implicative semilattice (or
more generally on a meet-semilattice) A is a unary function j ∶ A → A that is inflationary
(a ⩽ j(a)), idempotent (j(a) = j(j(a))) and meet-preserving (j(a ∧ b) = j(a) ∧ j(b)).
As we pointed out in the introduction, nuclei play a fundamental role in pointfree topology
as they characterize sublocales or equivalently regular epimorphisms of frames. It is well
known that all nuclei on a frame also form a frame. The following are well-known nuclei on
a frame:
● ca(b) = a ∨ b (a closed nucleus);
● oa(b) = a→ b (an open nucleus);
● wa(b) = (b → a) → a.
It is well known that each nucleus on a frame is a join of ca ∧ ob, and a meet of wa (see, e.g.,
[22, 27]). Nuclei also play an important role in the semantic hierarchy of intuitionistic logic
[5].
Definition 2.6. For an implicative semilattice A and a nucleus j on it, let
Aj = {j(a) ∣ a ∈ A}.
It is easy to see that Aj is the set of fixpoints of j; that is,
Aj = {a ∈ A ∣ j(a) = a}.
The next proposition, which is well known, relates total subalgebras and fixpoints of nuclei
on implicative semilattices.
Proposition 2.7. Let A be an implicative semilattice.
(1) If j is a nucleus on A, then Aj is a total subalgebra of A.
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(2) For a finite subalgebra B of A, define k on A by k = ⋀{wb ∣ b ∈ B}.
(a) k is a nucleus on A.
(b) B is a Heyting subalgebra of (Ak,∧,∨k ,→,0k) where a∨kb = k(a∨b) and 0k = k(0).
(c) If B is a total subalgebra of A, then B = Ak.
Proof. For (1) see, e.g., [3, Rem. 8]; for (2a) and (2b) see, e.g., [3, Prop. 36]. To see (2c), it
remains to show that Ak ⊆ B. Let a ∈ Ak. Then a = k(a) = ⋀{(a → b) → b ∣ b ∈ B}. Since B
is a total subalgebra of A, we have that a → b ∈ B for all b ∈ B. Thus, k(a) ∈ B. 
The next definition is central to the paper.
Definition 2.8. A nuclear implicative semilattice is an algebra A = (A,∧,→, j) where
(A,∧,→) is an implicative semilattice and j is a nucleus on A.
Clearly nuclear implicative semilattices form a variety.
Definition 2.9. An implicative semilattice homomorphism between two nuclear implicative
semilattices is called a nuclear homomorphism provided it preserves j. Let NIS be the
category of nuclear implicative semilattices and nuclear homomorphisms between them.
Since each nucleus j is inflationary, filters are always closed under j. Thus, we obtain
the following characterization of congruences and subdirectly irreducible nuclear implicative
semilattices.
Proposition 2.10. Congruences of a nuclear implicative semilattice A correspond to filters
of A. Therefore, A is subdirectly irreducible iff it is subdirectly irreducible as an implicative
semilattice (which happens iff A has the second largest element).
Nevertheless, Diego’s proof [14] (see also [23]) does not generalize directly to the setting
of nuclear implicative semilattices. The key difference is that if A is a subdirectly irreducible
nuclear implicative semilattice, then the subset obtained by removing the second largest
element of A, while closed under ∧ and →, may not be closed under j.
Definition 2.11. Let A = (A,∧,→, j) be a nuclear implicative semilattice.
(1) A subalgebra of (A,∧,→) is called a nuclear subalgebra if it is closed under j.
(2) IfB is a total subalgebra and a nuclear subalgebra of A, then we call it a total nuclear
subalgebra of A.
As the first step towards proving that NIS is locally finite, we show that NIS is generated
by its finite algebras. For this we utilize Diego’s Theorem that IS is locally finite. To
see that NIS is generated by its finite algebras, it is sufficient to show that each equation
t(x1, . . . , xn) = 1 that is not derivable from the equations defining NIS is refuted in some
finite nuclear implicative semilattice.
Theorem 2.12. The variety NIS is generated by its finite algebras.
Proof. Let t(x1, . . . , xn) be a term in the language of nuclear implicative semilattices such
that the equation t(x1, . . . , xn) = 1 is not derivable from the equations defining NIS. Then
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there is a nuclear implicative semilattice A = (A,∧,→, j) and a1, . . . , an ∈ A such that
t(a1, . . . , an) ≠ 1 in A. Set
F = {t′(a1, . . . , an) ∣ t′ is a subterm of t}.
Then F is a finite subset of A. Let B be the subalgebra of (A,∧,→) generated by F . By
Diego’s Theorem, B is finite. Define jB on B by
jB(b) =⋀{x ∈ B ∩Aj ∣ b ⩽ x}.
We clearly have that j(b) ⩽ jB(b), and that if j(b) ∈ B, then j(b) = jB(b). We show that jB
is a nucleus on B. By definition, b ⩽ jB(b). Also jB(jB(b)) = jB(b) because jB(b) ∈ B ∩Aj .
For a, b ∈ B we have
jB(a) ∧ jB(b) =⋀{x ∈ B ∩Aj ∣ a ⩽ x} ∧⋀{y ∈ B ∩Aj ∣ b ⩽ y}
=⋀{x ∧ y ∣ x, y ∈ B ∩Aj, a ⩽ x, b ⩽ y}.
On the other hand,
jB(a ∧ b) =⋀{z ∈ B ∩Aj ∣ a ∧ b ⩽ z}.
We show that
{x ∧ y ∣ x, y ∈ B ∩Aj , a ⩽ x, b ⩽ y} = {z ∈ B ∩Aj ∣ a ∧ b ⩽ z}.
The left-to-right inclusion is clear. The right-to-left inclusion is a consequence of the fact
that every implicative semilattice is a distributive semilattice; that is, if a∧ b ⩽ z, then there
are x ⩾ a and y ⩾ b with z = x ∧ y. As follows from [6, Prop. 2.1], the elements x, y can be
taken to be
x = (((a → z) ∧ (b→ z)) → z) ∧ (b → z) and y = (((a → z) ∧ (b → z)) → z) ∧ (a→ z).
Observe that x, y ∈ B because a, b, z ∈ B and B is a subalgebra of A, and x, y ∈ Aj since
z ∈ Aj and Aj is a total subalgebra of A. Therefore, jB(a ∧ b) = jB(a) ∧ jB(b), and hence jB
is a nucleus on B. Thus, (B, jB) is a finite nuclear implicative semilattice (although it may
not be a nuclear subalgebra of A).
Since B is a subalgebra of (A,∧,→) and j(b) ∈ B implies jB(b) = j(b), for each subterm
t′ of t, the computation of t′(a1, . . . , an) in A is the same as that in (B, jB). Therefore,
t(a1, . . . , an) ≠ 1 in A implies that t(a1, . . . , an) ≠ 1 in (B, jB). Thus, t(x1, . . . , xn) = 1 is
refuted in a finite nuclear implicative semilattice. 
3. Ko¨hler duality for finite implicative semilattices
In this section we recall Ko¨hler duality [23] for finite implicative semilattices. Our approach
is different from Ko¨hler’s in that we explicitly define the functor from the category of finite
implicative semilattices. We also work with nuclei instead of total subalgebras, and follow the
standard approach in logic in working with upsets instead of downsets of a poset. Because
of these differences, we provide details where necessary.
We start by recalling the well-known duality for finite Heyting algebras. It is a consequence
of Esakia duality [15] for all Heyting algebras, but can also be derived directly (see, e.g.,
[13]).
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Definition 3.1. Let (X,≤) be a poset (partially ordered set). For U ⊆X let
↑U = {x ∈X ∣ ∃u ∈ U ∶ u ⩽ x}
↓U = {x ∈X ∣ ∃u ∈ U ∶ x ⩽ u}.
If U = {x}, we simply write ↑x and ↓x. We call U an upset if U = ↑U and a downset if
U = ↓U .
The set Up(X) of all upsets of X ordered by inclusion has naturally the structure of a
Heyting algebra in which the meet and join are set-theoretic intersection and union, and
U → V =X ∖ ↓(U ∖ V ) = {x ∈ X ∣ (∀y ⩾ x)(y ∈ U ⇒ y ∈ V )}.
Definition 3.2. A map f between two posets (X,⩽) and (Y,⩽) is a p-morphism (or bounded
morphism) if
● x ⩽ x′ implies f(x) ⩽ f(x′);
● f(x) ⩽ y implies that there is z ∈X with x ⩽ z and f(z) = y.
Definition 3.3. Let HAf be the category of finite Heyting algebras and Heyting algebra
homomorphisms, and let Pf be the category of finite posets and p-morphisms.
We then have the following well-known theorem.
Theorem 3.4. HAf is dually equivalent to Pf .
This duality is obtained by the contravariant functors ( )∗ ∶ HAf → Pf and ( )∗ ∶ Pf →
HAf . The functor ( )∗ associates with each finite poset (X,⩽) the Heyting algebra X∗ =
Up(X); and with each p-morphism f ∶ X → Y the Heyting algebra homomorphism f∗ ∶
Up(Y ) → Up(X) given by f∗(V ) = f−1(V ).
The functor ( )∗ is usually defined by associating with each finite Heyting algebra A the
poset of join-prime elements of A. Since we will mainly work in the signature of meet-
semilattices, we will instead work with meet-prime elements.
Definition 3.5. Let A be a meet-semilattice. An element m ∈ A ∖ {1} is meet-prime if
a ∧ b ⩽ m implies that a ⩽ m or b ⩽ m. Let XA be the set of meet-prime elements of A. We
let ⊑ be the dual of the restriction of ⩽ to XA; that is, m ⊑ n iff n ≤ m in A. Then (XA,⊑)
is a poset.
The functor ( )∗ is defined by associating with each finite Heyting algebra A the poset
A∗ = (XA,⊑); and with each Heyting algebra homomorphism h ∶ A → B the p-morphism
h∗ ∶XB →XA given by
h∗(y) =⋁{a ∈ A ∣ h(a) ⩽ y};
that is, h∗ is the right adjoint of h restricted to the set of meet-prime elements.
The functors ( )∗, ( )∗ yield a dual adjunction, where the natural isomorphisms
αA ∶ A→ Up(XA) and εX ∶ X → XUp(X)
are given by
(†) αA(a) = {x ∈XA ∣ a ≰ x} and εX(x) = X ∖ ↓x.
8 G. BEZHANISHVILI, N. BEZHANISHVILI, L. CARAI, D. GABELAIA, S. GHILARDI, AND M. JIBLADZE
This gives the desired dual equivalence between HAf and Pf .
We next extend this duality to the setting of finite implicative semilattices. Since each
finite implicative semilattice is a Heyting algebra, it is isomorphic to the Heyting algebra
of upsets of a finite poset. Thus, at the object level, the duality for finite implicative
semilattices is the same as for finite Heyting algebras. The key difference is in describing
dually implicative semilattice homomorphisms by means of special partial p-morphisms.
Definition 3.6. Let ISf be the full subcategory of IS consisting of finite implicative semi-
lattices.
Let (X,⩽) be a poset. As usual, for x, y ∈ X we write x < y if x ⩽ y and x ≠ y. For a
partial function f between posets, we denote by D the domain of f .
Definition 3.7. Let (X,⩽) and (Y,⩽) be two posets. We call a partial function f ∶ X → Y
a Ko¨hler morphism if for each x,x′ ∈ D and y ∈ Y we have
(1) x < x′ implies f(x) < f(x′);
(2) f(x) < y implies that there is z ∈D with x < z and f(z) = y.
Remark 3.8.
(1) In Definition 3.7(2), replacing < with ⩽ results in an equivalent condition. However,
Definition 3.7(1) is strictly stronger than the corresponding condition involving ⩽.
(2) If f ∶ X → Y is a Ko¨hler morphism, then f(↑x) is an upset of Y for each x ∈ X , and
so U an upset of X implies that f(U) is an upset of Y . If in addition x ∈ D, then
f(↑x) = ↑f(x).
Definition 3.9. Let PKf be the category of finite posets and Ko¨hler morphisms. If f ∶X → Y
and g ∶ Y → Z are Ko¨hler morphisms with domains D and D′, then set-theoretic composition
gf ∶ X → Z is a Ko¨hler morphism with the domain f−1(D′) ⊆ D. Thus, identity morphisms
are total identity functions.
Definition 3.10. Let (X,⩽) be a poset and A ⊆ X . As usual, x ∈ A is called a maximal
point of A if x ⩽ a implies x = a for each a ∈ A. Minimal points are defined dually. Let maxA
be the set of maximal points and minA the set of minimal points of A.
Remark 3.11. Since every finite implicative semilattice is a Heyting algebra, HAf is a
wide subcategory of ISf (meaning that HAf and ISf have the same objects). On the other
hand, Pf is not a subcategory of PKf as not every p-morphism satisfies Definition 3.7(1).
Nevertheless, Pf is isomorphic to a wide subcategory of PKf , which can be seen as follows.
With each p-morphism f ∶ X → Y we can associate the Ko¨hler morphism by restricting the
domain of f to the set D = {x ∈ X ∣ x ∈ max f−1(f(x))}. This induces an isomorphism
between Pf and the wide subcategory of PKf given by the Ko¨hler morphisms f ∶ X → Y
that satisfy f(↑x) is a principal upset for each x ∈X . An alternate duality to Ko¨hler duality
is developed in [2] (see also [8, Sec. 5]), where Pf is indeed a wide subcategory of the dual
category to ISf .
The duality for finite Heyting algebras then extends to the following duality for finite
implicative semilattices.
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Theorem 3.12 (Ko¨hler duality). ISf is dually equivalent to PKf .
The object level of Ko¨hler duality follows from Theorem 3.4. To extend it to morphisms,
it is convenient to first recall the dual characterization of nuclei from [3]. While [3] gives a
dual characterization of nuclei on arbitrary Heyting algebras, we will restrict ourselves to
the finite case.
For a poset X and S ⊆X define jS on Up(X) by
jS(U) =X ∖ ↓(S ∖U).
It is easy to check (see also [3]) that jS is a nucleus on Up(X). Conversely, suppose A is a
finite implicative semilattice and j is a nucleus on A. Define a subset Sj of XA by
Sj =XA ∩Aj .
Thus, Sj is the set of meet-primes of A that are fixpoints of j. The next lemma, as well as
Lemma 3.15, follow from [3], but it is easy to give their direct proofs.
Lemma 3.13. XAj = Sj.
Proof. Let x ∈ Aj . If x is a meet-prime element of A, then it is clearly a meet-prime element
of Aj . Conversely, suppose that x is a meet-prime element of Aj and a ∧ b ⩽ x for some
a, b ∈ A. Then j(a) ∧ j(b) = j(a ∧ b) ⩽ j(x) = x. Since j(a), j(b) ∈ Aj , we have j(a) ⩽ x
or j(b) ⩽ x. Therefore, a ⩽ x or b ⩽ x, and so x is a meet-prime element of A. Thus,
XAj = Sj. 
For a ∈ A we call the minimal elements of {x ∈ XA ∣ a ⩽ x} the meet-prime components of
a. Since A is finite, a = ⋀{x ∈XA ∣ a ⩽ x}, so a is the meet of its meet-prime components.
Lemma 3.14. Let A be a finite implicative semilattice and j a nucleus on A. If a ∈ Aj, then
the meet-prime components of a are also in Aj.
Proof. We have a = x1∧⋯∧xn where x1, . . . , xn are the meet-prime components of a. There-
fore,
j(x1) ∧⋯∧ j(xn) = j(x1 ∧⋯∧ xn) = j(a) = a ⩽ x1.
Since x1 is meet-prime, j(xi) ⩽ x1 for some i. Thus, xi ⩽ j(xi) ⩽ x1. By minimality of x1, we
have that xi = j(xi) = x1. In particular, x1 ∈ Aj. A similar argument yields that xi ∈ Aj for
each i. 
Lemma 3.15. αA(ja) = jSjαA(a).
Proof. We recall that the isomorphism αA ∶ A→ Up(XA) is given by αA(a) = {x ∈XA ∣ a ≰ x}
and that the order ⊑ on XA is the dual of ⩽. We have x ∉ αA(ja) iff j(a) ⩽ x and x ∉ jSjαA(a)
iff there is y ∈ Sj with a ⩽ y and y ⩽ x. Since y ∈ Sj implies that j(y) = y, the existence
of such y implies that j(a) ⩽ x. Conversely, suppose that j(a) ⩽ x. Then there is a meet-
prime component y of j(a) such that y ⩽ x By Lemma 3.14, j(y) = y. Thus, y ∈ Sj and
a ⩽ y ⩽ x. 
As a result we obtain the following representation of finite nuclear implicative semilattices
(which is also a consequence of [3]).
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Theorem 3.16. Let (A, j) be a finite nuclear implicative semilattice. Then (A, j) is iso-
morphic to (Up(XA), jSj).
We are ready to define contravariant functors ( )∗ ∶ PKf → ISf and ( )∗ ∶ ISf → P
K
f which
yield Ko¨hler duality.
We define ( )∗ ∶ PKf → ISf on objects by sending each finite poset X to X
∗ = Up(X). If
f ∶X → Y is a Ko¨hler morphism, let f∗ ∶ Up(Y ) → Up(X) be given by
f∗(V ) =X ∖ ↓f−1(Y ∖ V ).
Using the definition of Ko¨hler morphisms, it is straightforward to show that f∗ is an implica-
tive semilattice homomorphism and that ( )∗ reverses the order of compositions. It is also
clear that ( )∗ preserves identity Ko¨hler morphisms. Thus, ( )∗ ∶ PKf → ISf is a well-defined
contravariant functor.
We define ( )∗ ∶ ISf → PKf on objects by sending each finite implicative semilattice A to
A∗ = (XA,⊑). Let h ∶ A → B be an implicative semilattice homomorphism. Then h(A) is a
subalgebra of B, so by Proposition 2.7(2a), h(A) gives rise to the nucleus j = ⋀{wh(a) ∣ a ∈ A}
on B. Let Sj = XB ∩Bj .
Remark 3.17. We have
Sj = {y ∈ XB ∣ y = ⋀
a∈A
wh(a)(y)} = {y ∈XB ∣ y = ⋀
a∈A
(y → h(a)) → h(a)}
= {y ∈ XB ∣ y = (y → h(a)) → h(a) for some a ∈ A}
= {y ∈ XB ∣ y = b→ h(a) for some b ∈ B, a ∈ A}
Lemma 3.18. h ∶ A→ Bj is a Heyting algebra homomorphism.
Proof. The map h ∶ A→ Bj is the composition of the onto homomorphism h ∶ A→ h(A) and
the inclusion h(A) ↪ Bj. Since h ∶ A → h(A) is onto, it is determined by a filter, hence is
a Heyting algebra homomorphism. That h(A) ↪ Bj is a Heyting algebra homomorphism
follows from Proposition 2.7(2b). Thus, h ∶ A→ Bj is a Heyting algebra homomorphism. 
Since h ∶ A → Bj is a Heyting algebra homomorphism, it has a right adjoint h∗ ∶ Bj → A
given by
h∗(y) =⋁{a ∈ A ∣ h(a) ⩽ y}.
Therefore, h∗ maps XBj to XA. By Lemma 3.13, XBj = Sj . Thus, h∗ restricts to a map
h∗ ∶ Sj →XA. As a result, we obtain a partial map h∗ ∶XB →XA with domain Sj.
Lemma 3.19. The partial map h∗ ∶XB →XA is a Ko¨hler morphism.
Proof. It follows from Theorem 3.4 that h∗ ∶ Sj → XA is a p-morphism. Therefore, by
Remark 3.8(1), it is sufficient to show that if x, y ∈ Sj with x < y, then h∗(x) < h∗(y). Since
x < y implies x ⩽ y and h∗ ∶ Sj → XA is a p-morphism, we have h∗(x) ⩽ h∗(y). Suppose
that h∗(x) = h∗(y). Since y ∈ Sj, by Remark 3.17, y = b → h(a) for some b ∈ B and a ∈ A.
Thus, h(a) ⩽ b → h(a) = y. Because h∗ is right adjoint to h, this implies a ⩽ h∗(y) = h∗(x),
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so h(a) ⩽ x. From y = b → h(a) it follows that y ∧ b ⩽ h(a) ⩽ x. Since x is meet-prime and
x < y, we have b ⩽ x, so b ⩽ y. Therefore,
1 = b → y = b→ (b → h(a)) = b → h(a) = y,
which is a contradiction since y is meet-prime. Thus, h∗(x) < h∗(y). 
Consequently, we can define ( )∗ on morphisms by sending h to h∗.
Lemma 3.20. ( )∗ is a contravariant functor.
Proof. It is easy to see that ( )∗ preserves identity homomorphisms. Let h ∶ A → B and
g ∶ B → C be homomorphisms between finite implicative semilattices. To see that (gh)∗ =
h∗g∗ let j = ⋀{wh(a) ∣ a ∈ A} be the nucleus on B corresponding to the subalgebra h(A),
and let k = ⋀{wg(b) ∣ b ∈ B} and l = ⋀{wg(h(a)) ∣ a ∈ A} be the nuclei on C corresponding to
the subalgebras g(B) and g(h(A)). The domain of h∗ is then Sj ⊆ XB and the domains of
g∗, (gh)∗ are Sk, Sl ⊆ XC . Since gh(A) ⊆ g(B), we have k ⩽ l, which implies that Al ⊆ Ak
and Sl ⊆ Sk.
We show that Sl = g−1∗ (Sj), yielding that the domain of (gh)∗ coincides with the domain
of h∗g∗. Let x ∈ Sl. By Remark 3.17, x = (x → gh(a)) → gh(a) for some a ∈ A. Since Sl ⊆ Sk,
we have x ∈ Sk ⊆ Ck. Therefore, gg∗(x) ⩽ x because g∗ is right adjoint to g ∶ B → Ck. Thus,
g((g∗(x) → h(a)) → h(a)) = (gg∗(x) → gh(a)) → gh(a)
⩽ (x → gh(a)) → gh(a) = x.
The above inequality implies (g∗(x) → h(a)) → h(a) ⩽ g∗(x) which gives g∗(x) = (g∗(x) →
h(a)) → h(a). Therefore, g∗(x) ∈ Sj, and so Sl ⊆ g−1∗ (Sj).
To show the other inclusion, let x ∈ g−1∗ (Sj). Then x ∈ Sk and so x = c → g(b) for some
c ∈ C and b ∈ B. Also, g∗(x) = b′ → h(a) for some b′ ∈ B and a ∈ A because g∗(x) ∈ Sj. Since
x ∈ Ck, we have gg∗(x) ⩽ x. So
c→ gg∗(x) ⩽ c→ x = c→ (c→ g(b)) = c→ g(b) = x.
Since g(b) ⩽ c→ g(b) = x and x ∈ Ck, we have b ⩽ g∗(x) and so g(b) ⩽ gg∗(x). Therefore,
x = c→ g(b) ⩽ c→ gg∗(x).
Thus, x = c→ gg∗(x) which gives
x = c→ gg∗(x) = c→ g(b′ → h(a))
= c→ (g(b′) → gh(a)) = (c ∧ g(b′)) → gh(a).
Since Sl is the set of the meet-primes of the form c′ → gh(a) for some c′ ∈ C and a ∈ A, we
have that x ∈ Sl. Consequently, Sl = g−1∗ (Sj).
It remains to show that if x ∈ Sl = g−1∗ (Sj), then (gh)∗(x) = h∗g∗(x). Let a ∈ A. Since
x ∈ Sl, we have
a ⩽ (gh)∗(x) iff gh(a) ⩽ x.
From x ∈ Sl ⊆ Sk and g∗(x) ∈ Sj it follows that
a ⩽ h∗g∗(x) iff h(a) ⩽ g∗(x) iff gh(a) ⩽ x.
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This implies that a ⩽ (gh)∗(x) iff a ⩽ h∗g∗(x) for each a ∈ A. Thus, (gh)∗(x) = h∗g∗(x). 
Finally, since αA and εX are natural isomorphisms, the functors ( )∗ ∶ ISf → PKf and
( )∗ ∶ PKf → ISf yield a dual equivalence of ISf and P
K
f , concluding the proof of Ko¨hler
duality.
4. Duality for finite nuclear implicative semilattices
In this section we generalize Ko¨hler duality to the setting of nuclear implicative semilat-
tices. Let (X,⩽) be a finite poset. As we pointed out in Section 3, each subset S of X gives
rise to a nucleus on Up(X) given by jS(U) = X ∖ ↓(S ∖U). Conversely, to each nucleus j on
a finite implicative semilattice A there corresponds a subset of XA given by Sj = XA ∩Aj .
By Theorem 3.16, αA is a nuclear implicative semilattice isomorphism between (A, j) and
(Up(XA), jSj). We will extend this representation result to a full duality.
Definition 4.1. Let NISf be the full subcategory of NIS consisting of finite nuclear im-
plicative semilattices.
Definition 4.2. We call a pair (X,S) an S-poset if (X,⩽) is a poset and S is a subset of X .
Lemma 4.3. Let (X,S) and (Y,T ) be two finite S-posets, f ∶ X → Y a Ko¨hler morphism with
domain D ⊆ X, and f∗ ∶ Up(Y ) → Up(X) its dual implicative semilattice homomorphism.
Then f∗ is a nuclear homomorphism iff for all x ∈X we have
(∗) ↑(f(↑x) ∩ T ) = f(↑(↑x ∩ S)).
Proof. For x ∈ X and V ∈ Up(Y ), we have
x ∈ f∗(jT (V )) iff x ∈X ∖ ↓f−1(Y ∖ jT (V ))
iff ↑x ∩ f−1(Y ∖ jT (V )) = ∅
iff f(↑x) ⊆ jT (V )
iff f(↑x) ⊆ Y ∖ ↓(T ∖ V )
iff f(↑x) ∩ ↓(T ∖ V ) = ∅
iff ↑f(↑x) ∩ (T ∖ V ) = ∅
iff ↑f(↑x) ∩ T ⊆ V.
By Remark 3.8(2), ↑f(↑x) = f(↑x). Therefore, x ∈ f∗(jT (V )) iff f(↑x) ∩ T ⊆ V . On the
other hand,
x ∈ jS(f∗(V )) iff x ∈X ∖ ↓(S ∖ f∗(V ))
iff ↑x ∩ S ⊆ f∗(V )
iff ↑x ∩ S ⊆X ∖ ↓f−1(Y ∖ V )
iff ↑(↑x ∩ S) ∩ f−1(Y ∖ V ) = ∅
iff f(↑(↑x ∩ S)) ⊆ V.
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Thus, f∗(jT (V )) = jS(f∗(V )) for every V ∈ Up(Y ) iff for every x ∈ X and V ∈ Up(Y ) we
have f(↑x)∩T ⊆ V iff f(↑(↑x∩S)) ⊆ V . Since f(↑(↑x∩S)) is an upset by Remark 3.8(2), the
latter condition is easily seen to be equivalent to Condition (∗) holding for every x ∈X . 
Lemma 4.4. Let (X,S) and (Y,T ) be two finite S-posets, and let f ∶ X → Y be a Ko¨hler
morphism with domain D ⊆ X. Then Condition (∗) holds for every x ∈ X iff the following
two conditions hold:
(1) f−1(T ) = D ∩ S,
(2) if s ∈ S, d ∈ D, and s ⩽ d, then there are s′ ∈ S ∩D and d′ ∈ D such that s ⩽ s′ ⩽ d′
and f(d) = f(d′).
○d ○d′
●s′
●s
D
S
f
●f(d) = f(d′)
Figure 1. The second condition in the definition of an S-morphism.
Proof. First suppose that (∗) holds for every x ∈ X . To see (1), let x ∈ f−1(T ), so x ∈D and
f(x) ∈ T . We have
f(x) ∈ f(↑x) ∩ T ⊆ ↑(f(↑x) ∩ T ) = f(↑(↑x ∩ S)).
Therefore, there is z ∈ ↑(↑x∩S) such that f(x) = f(z). This implies that there is w ∈ S such
that x ⩽ w ⩽ z. Since f preserves < and f(x) = f(z), we have x = w = z, so x ∈ S. This shows
f−1(T ) ⊆ D ∩ S. For the reverse inclusion, let x ∈ D ∩ S. Then x ∈ ↑(↑x ∩ S). Therefore,
f(x) ∈ f(↑(↑x ∩ S)) = ↑(f(↑x) ∩ T ). Thus, there is y ∈ f(↑x) ∩ T with y ⩽ f(x). Since x ∈D,
by Remark 3.8(2), f(↑x) = ↑f(x). Therefore, f(x) ⩽ y ⩽ f(x), yielding f(x) = y, which gives
x ∈ f−1(T ). This proves D ∩ S ⊆ f−1(T ), so (1) holds.
To see (2), let s ∈ S, d ∈D, and s ⩽ d. Then d ∈ ↑(↑s∩S) which implies f(d) ∈ f(↑(↑s∩S)) =
↑(f(↑s) ∩ T ). Therefore, there is t ∈ T such that t ⩽ f(d) and t = f(s′) for some s′ ⩾ s. By
(1), s′ ∈ f−1(T ) = S ∩D. Since f(s′) ⩽ f(d) and f is a Ko¨hler morphism, there is d′ ∈D such
that s′ ⩽ d′ and f(d′) = f(d). Thus, (2) holds.
Conversely, we prove that (1) and (2) imply that (∗) holds for all x ∈ X . To see the
left-to-right inclusion, let y ∈ ↑(f(↑x)∩T ). Then there is t ∈ T such that t ⩽ y and t ∈ f(↑x).
So there is s ∈ D such that x ⩽ s and t = f(s). Since s ∈ f−1(T ), we have s ∈ S by (1). Also
f(s) = t ⩽ y implies that there is d ∈ D such that s ⩽ d and f(d) = y. Thus, d ∈ ↑(↑x ∩ S),
and so y ∈ f(↑(↑x ∩ S)).
To see the right-to-left inclusion, let y ∈ f(↑(↑x∩S)). Then there is d ∈D∩↑(↑x∩S) such
that y = f(d). Therefore, there is s ∈ S such that x ⩽ s ⩽ d. By (2), there are s′ ∈ S ∩D,
d′ ∈ D such that s ⩽ s′ ⩽ d′ and f(d′) = f(d). So f(s′) ⩽ f(d′) = f(d) = y. Since s′ ∈ S ∩D,
(1) implies f(s′) ∈ T . Thus, f(s′) ∈ f(↑x) ∩ T . Consequently, y ∈ ↑(f(↑x) ∩ T ). 
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Definition 4.5. Let (X,S) and (Y,T ) be two S-posets. We call a Ko¨hler morphism f ∶ X →
Y an S-morphism if it satisfies the two conditions of Lemma 4.4.
Remark 4.6. If f ∶ X → Y is a total Ko¨hler morphism, then the second condition of
Lemma 4.4 is trivially satisfied. Therefore, a total Ko¨hler morphism is an S-morphism iff
f−1(T ) = S.
It is easy to see that the identity morphism is an S-morphism. We next show that the
composition of two S-morphisms is an S-morphism. This will imply that S-posets and S-
morphisms form a category.
Lemma 4.7. The composition of two S-morphisms is an S-morphism.
Proof. Let (X1, S1), (X2, S2), (X3, S3) be S-posets and let f1 ∶ X1 → X2, f2 ∶ X2 → X3
be S-morphisms with domains D1 and D2. Then f2f1 is a Ko¨hler morphism with domain
D3 = f
−1
1
(D2). We show that the two conditions of Lemma 4.4 are satisfied. For the first
condition, since f1 and f2 are S-morphisms, we have
(f2f1)−1(S3) = f−11 (f
−1
2 (S3))
= f−11 (D2 ∩ S2)
= f−11 (D2) ∩ f
−1
1 (S2)
= D3 ∩D1 ∩ S1 =D3 ∩ S1.
Thus, the first condition is satisfied. For the second condition, let s ∈ S1, d ∈ D3, and s ⩽ d.
Since d ∈ D3 ⊆ D1, s ∈ S1, and f1 is an S-morphism, there are s1 ∈ D1 ∩ S1 and d1 ∈ D1
such that s ⩽ s1 ⩽ d1 and f1(d) = f1(d1). Since f−11 (S2) = D1 ∩ S1, we have f1(s1) ∈ S2.
From d ∈ D3 = f−11 (D2) it follows that f1(d1) = f1(d) ∈ D2. Since f1 is order-preserving,
f1(s1) ⩽ f1(d1). Because f2 is an S-morphism, there are s2 ∈ S2 ∩ D2 and d2 ∈ D2 such
that f1(s1) ⩽ s2 ⩽ d2 and f2(d2) = f2f1(d1) = f2f1(d). Since f1 is a Ko¨hler morphism and
f1(s1) ⩽ s2, there is s3 ∈ D1 such that s1 ⩽ s3 and f1(s3) = s2. We have f1(s3) = s2 ∈ S2 ∩D2,
so s3 ∈ f−11 (S2) = D1 ∩ S1 and s3 ∈ f
−1
1
(D2) = D3. Thus, s3 ∈ S1 ∩D3. From f1(s3) = s2 ⩽ d2
it follows that there is d3 ∈ D1 such that s3 ⩽ d3 and f1(d3) = d2. Since d2 ∈ D2, we have
d3 ∈ f
−1
1
(D2) =D3 and f2f1(d3) = f2(d2) = f2f1(d). We also have s ⩽ s1 ⩽ s3, so taking s′ = s3
and d′ = d3 yields s ⩽ s′ ⩽ d′ with s′ ∈ S1 ∩D3, d′ ∈ D3, and f2f1(d) = f2f1(d′). Thus, f2f1 is
an S-morphism. 
Definition 4.8. Let SPf be the category of finite S-posets and S-morphisms.
Remark 4.9. Let f ∶ X → Y be a map between finite S-posets (X,S) and (Y,T ). If f is
a poset isomorphism between X and Y , then it follows from Remark 4.6 that f is an S-
morphism iff f(S) = T . Therefore, f is an isomorphism in SPf iff f is a poset isomorphism
and f(S) = T .
We next define contravariant functors between NISf and SPf . The functor ( )∗ ∶ SPf →
NISf associates with each finite S-poset X = (X,S) the finite nuclear implicative semilattice
X∗ = (Up(X), jS); and with each S-morphism f ∶ X → Y the nuclear implicative semilattice
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homomorphism f∗ ∶Y∗ → X∗ given by f∗(V ) =X ∖ ↓(Y ∖ V ) for each V ∈ Up(Y ). That ( )∗
is well defined follows from Lemmas 4.3 and 4.4. That ( )∗ preserves identities and reverses
compositions follows from Ko¨hler duality. Thus, ( )∗ is a well-defined contravariant functor.
To define the functor ( )∗ ∶NISf → SPf we require the following two lemmas.
Lemma 4.10. Let A and B be two finite implicative semilattices and h ∶ A→ B an implica-
tive semilattice homomorphism. For any x in the domain of h∗ ∶ XB → XA, the set h−1∗ h∗(x)
coincides with the set of the meet-prime components of hh∗(x) in B. In particular, x is a
meet-prime component of hh∗(x).
Proof. Let l be the nucleus on B corresponding to the subalgebra h(A). Then Sl =XB ∩Bl
is the domain of h∗. Let x ∈ Sl. First suppose that z is a meet-prime component of hh∗(x) in
B. Since hh∗(x) ∈ h(A) ⊆ Bl, Lemma 3.14 yields that z ∈ Sl. Therefore, hh∗(x) ⩽ z implies
h∗(x) ⩽ h∗(z). Since h∗ ∶XB →XA is a Ko¨hler morphism and the orders on XB and XA are
duals of the orders on A and B, from h∗(x) ⩽ h∗(z) it follows that there is y ∈ Sl such that
y ⩽ z and h∗(y) = h∗(x). As y ∈ Sl, we have hh∗(x) = hh∗(y) ⩽ y ⩽ z. Since y is a meet-prime,
by minimality of z, we have y = z. Therefore, h∗(z) = h∗(x), and so z ∈ h−1∗ h∗(x).
Conversely, suppose that z ∈ h−1∗ h∗(x), so h∗(x) = h∗(z). Since z ∈ Sl, we have hh∗(x) ⩽ z.
Because z is meet-prime, there is a meet-prime component z′ of hh∗(x) such that hh∗(x) ⩽
z′ ⩽ z. Since hh∗(x) ∈ h(A) ⊆ Bl, we have z′ ∈ Sl by Lemma 3.14, so h∗(x) ⩽ h∗(z′), and
hence h∗(z) ⩽ h∗(z′). As h∗ is order-preserving, h∗(z′) ⩽ h∗(z). Therefore, h∗(z′) = h∗(z).
Since z′ ⩽ z and h∗ is a Ko¨hler morphism, z′ = z. Thus, z is a meet-prime component of
hh∗(x).
Finally, since x ∈ h−1∗ h∗(x), it follows that x is a meet-prime component of hh∗(x). 
Lemma 4.11. Let A = (A, j) and B = (B,k) be two finite nuclear implicative semilattices.
If h ∶ A → B is a nuclear implicative semilattice homomorphism, then h∗ ∶ B∗ → A∗ is an
S-morphism.
Proof. By Lemma 3.19, h∗ ∶ XB → XA is a Ko¨hler morphism with domain Sl where l is the
nucleus on B corresponding to the subalgebra h(A). It remains to verify the two conditions
of Lemma 4.4. We first prove the first condition that h−1∗ (Sj) = Sl ∩Sk. For the left-to-right
inclusion, let x ∈ h−1∗ (Sj). Then x ∈ Sl and h∗(x) ∈ Sj . Since jh∗(x) = h∗(x) and h is a
nuclear implicative semilattice homomorphism, we have
khh∗(x) = hjh∗(x) = hh∗(x).
Therefore, hh∗(x) ∈ Bk. By Lemma 4.10, x is a meet-prime component of hh∗(x). So
Lemma 3.14 implies that x ∈ Bk. Thus, x ∈ Sl ∩ Sk. For the right-to-left inclusion, let
x ∈ Sl ∩ Sk. Since x ∈ Sl, we have hh∗(x) ⩽ x. That h is a nuclear implicative semilattice
homomorphism then implies
hjh∗(x) = khh∗(x) ⩽ k(x) = x.
Therefore, jh∗(x) ⩽ h∗(x) which yields h∗(x) ∈ Sj . Thus, x ∈ h−1∗ (Sj).
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We next prove the second condition of Lemma 4.4. Recalling that the order on XB is dual
to the order of B, let s ∈ Sk, d ∈ Sl, and d ⩽ s. We have
khh∗(d) ⩽ k(d) ⩽ k(s) = s.
Since s is meet-prime, there is a meet-prime component s′ of khh∗(d) such that s′ ⩽ s.
Note that khh∗(d) ∈ Bk and khh∗(d) = hjh∗(d) ∈ h(A) ⊆ Bl. Therefore, by Lemma 3.14,
s′ ∈ Sk ∩ Sl. Since hh∗(d) ⩽ khh∗(d) ⩽ s′ and s′ is meet-prime, there is a meet-prime
component d′ of hh∗(d) such that d′ ⩽ s′. Since hh∗(d) ∈ h(A) ⊆ Bl, Lemma 3.14 implies
that d′ ∈ Sl. Also, d′ ∈ h−1∗ h∗(d) by Lemma 4.10. Thus, h∗(d) = h∗(d′). 
We are ready to define the functor ( )∗ ∶ NISf → SPf which associates with each finite
nuclear implicative semilattice A = (A, j) the S-poset A∗ = (XA, Sj); and with each nuclear
implicative semilattice homomorphism h ∶ A → B the S-morphism h∗ ∶ B∗ → A∗. That ( )∗
preserves identities and reverses compositions is immediate from Ko¨hler duality, thus ( )∗ is
a contravariant functor.
It follows from Theorem 3.16 that for every A = (A, j) ∈ NISf the map αA ∶ A → (A∗)∗
is an isomorphism in NISf . We next show that for every X = (X,S) ∈ SPf the map
εX ∶ X→ (X∗)∗ is an isomorphism in SPf .
Lemma 4.12. If (X,S) is a finite S-poset, then εX ∶ X → XUp(X) is an S-poset isomorphism
between (X,S) and (XUp(X), Sj).
Proof. We recall that the isomorphism εX ∶ X → XUp(X) is given by εX(x) = X ∖ ↓x. By
Remark 4.9, it is sufficient to show that εX(S) = SjS . We have
SjS = {X ∖ ↓x ∣ jS(X ∖ ↓x) =X ∖ ↓x}
= {X ∖ ↓x ∣X ∖ ↓(S ∖ (X ∖ ↓x)) =X ∖ ↓x}
= {X ∖ ↓x ∣ ↓(S ∖ (X ∖ ↓x)) = ↓x}
= {X ∖ ↓x ∣ ↓(S ∩ ↓x) = ↓x}.
Since ↓(S ∩ ↓x) = ↓x iff x ∈ S, we have
SjS = {X ∖ ↓x ∣ x ∈ S} = εX(S).

Consequently, αA and εX are natural isomorphisms, so the functors ( )∗ ∶ SPf → NISf
and ( )∗ ∶NISf → SPf yield a dual equivalence, and we arrive at the following generalization
of Ko¨hler duality.
Theorem 4.13. NISf is dually equivalent to SPf .
5. Dual description of subalgebras
We next would like to utilize Theorem 4.13 to give a dual description of finitely generated
finite nuclear implicative semilattices. For this we require a dual description of subalgebras,
which is the subject of this section.
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We start by recalling from [23, Lem. 3.4] that one-to-one morphisms in ISf correspond to
onto morphisms in PKf , and that onto morphisms in ISf correspond to one-to-one morphisms
in PKf . This result directly generalizes to the setting of NISf and SPf :
Proposition 5.1. Let h ∶ A→ B be a nuclear homomorphism between finite nuclear implica-
tive semilattices and let h∗ ∶XB →XA be its dual S-morphism.
(1) h is one-to-one iff h∗ is onto,
(2) h is onto iff h∗ is total and one-to-one.
Since images of total and one-to-one S-morphisms are upsets of the target, as an immediate
consequence of Proposition 5.1(2), we obtain:
Proposition 5.2. Let (A, j) be a finite nuclear implicative semilattice. Homomorphic im-
ages of (A, j) dually correspond to upsets of XA.
By Proposition 5.1(1), nuclear subalgebras of a finite nuclear implicative semilattice dually
correspond to onto S-morphisms. Each such gives rise to a partial equivalence relation. To
characterize these, we recall that Heyting subalgebras of a finite Heyting algebra A dually
correspond to correct partitions of XA.
Definition 5.3. A correct partition of a poset (X,⩽) is an equivalence relation ∼ on X such
that x ∼ y and y ⩽ z imply that there is w ∈ X such that x ⩽ w and w ∼ z.
Definition 5.4. Let (X,⩽) be a poset. A (strict) partial correct partition of X is an
equivalence relation ∼ on D ⊆X (which we call the domain of ∼) such that
(1) all equivalence classes of ∼ are antichains;
(2) x ∼ y, y < z, and z ∈D imply that there is w ∈D such that x < w and w ∼ z.
●w ●z
●y●x
∼-equivalence
classes
Figure 2. The second condition in the definition of a partial correct partition.
Proposition 5.5. Let (X,⩽) be a finite poset. Subalgebras of Up(X) dually correspond to
partial correct partitions of X.
Proof. By Proposition 5.1(1), subalgebras of Up(X) dually correspond to onto Ko¨hler mor-
phisms on XUp(X). These correspond to partial correct partitions of XUp(X). Indeed, if
pi ∶ XUp(X) → Y is an onto Ko¨hler morphism, then ∼ given by x ∼ y iff pi(x) = pi(y) is a par-
tial correct partition of XUp(X). Conversely, for each partial correct partition ∼ of XUp(X),
let Y be the quotient of the domain of ∼, and let pi ∶ XUp(X) → Y be the partial quotient
map. Then pi is an onto Ko¨hler morphism whose corresponding partial correct partition is
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∼. Since εX ∶ X → XUp(X) is an isomorphism, partial correct partitions of X correspond
to partial correct partitions of XUp(X). Thus, subalgebras of Up(X) dually correspond to
partial correct partitions of X . 
Proposition 5.5 together with Lemmas 4.3 and 4.4 yields the following dual characteriza-
tion of nuclear subalgebras. We say that a subset U of the domain D of a partial correct
partition ∼ is saturated provided x ∈ U and x ∼ y imply y ∈ U .
Proposition 5.6. Let (X,S) be a finite S-poset. Subalgebras of (Up(X), jS) dually corre-
spond to partial correct partitions ∼ of X with domain D such that
(1) S ∩D is saturated,
(2) if s ∈ S, d ∈ D, and s ⩽ d, then there are s′ ∈ S ∩D and d′ ∈ D such that s ⩽ s′ ⩽ d′
and d ∼ d′.
○d ○d′
●s′
●s
∼-equivalence
classes outside S ∼-equivalence
classes in S
Figure 3. Second condition in the definition of a nuclear partial correct partition.
Definition 5.7. We call the partial correct partitions satisfying the two conditions of Propo-
sition 5.6 nuclear partial correct partitions.
We next provide a decomposition of homomorphisms of finite implicative semilattices,
and show that the corresponding decomposition does not hold for finite nuclear implicative
semilattices.
Definition 5.8. Let (X,⩽) be a finite poset. We say that a partial correct partition of X is
total if its domain is X . We call a subalgebra B of Up(X) a strict Heyting subalgebra if it
corresponds to a total correct partition of X .
Remark 5.9. Let (X,⩽) be a finite poset, B a strict Heyting subalgebra of Up(X), and ∼
the corresponding total correct partition of X . If pi ∶ X →X/∼ is the corresponding quotient
map, then pi∗ = pi−1, so pi∗ ∶ Up(X/∼) → Up(X) is a Heyting algebra embedding. Since B is
isomorphic to Up(X/∼), each strict Heyting subalgebra B of Up(X) is a Heyting subalgebra
of Up(X). We call it strict because the corresponding p-morphism is strict in that x < y
implies pi(x) < pi(y).
Lemma 5.10. Let (X,⩽) be a finite poset, B a subalgebra of Up(X), ∼ the corresponding
partial correct partition of X with domain D, and j the nucleus on Up(X) induced by B.
(1) B is a total subalgebra of Up(X) iff ∼ is the identity on its domain,
(2) B is a strict Heyting subalgebra of Up(X) iff j is the identity nucleus on Up(X),
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(3) B is a strict Heyting subalgebra of Up(X)j.
Proof. (1) Let i ∶B → Up(X) be the embedding, and let i∗ ∶ XUp(X) →XB be its dual. Then
the domain of i∗ is Sj . By Proposition 2.7, B is a total subalgebra iff B = Up(X)j . We have
that B = Up(X)j iff i∗ is the identity on Sj which is equivalent to ∼ being the identity on D
by Proposition 5.5.
(2) B is a strict Heyting subalgebra of Up(X) iff D = X . By Proposition 5.5, εX(D) = Sj .
Therefore, D = X iff εX(D) = εX(X), which happens iff Sj = XUp(X). We have that Sj =
XUp(X) iff XUp(X) ⊆ Up(X)j , which is equivalent to j being the identity on Up(X) because
Up(X) is generated by XUp(X).
(3) The nucleus on Up(X)j induced by B is the restriction of j to Up(X)j , so it is the
identity on Up(X)j . Therefore, by (2), B is a strict Heyting subalgebra of Up(X)j . 
Remark 5.11. We can restate Lemma 5.10 as follows:
Let A be a finite implicative semilattice, B a subalgebra of A, ∼ the corresponding partial
correct partition of XA, and j the nucleus on A induced by B.
(1) B is a total subalgebra of A iff ∼ is the identity on its domain,
(2) B is a strict Heyting subalgebra of A iff j is the identity nucleus on A,
(3) B is a strict Heyting subalgebra of Aj.
From these characterizations of total subalgebras and strict Heyting subalgebras we obtain
the following decomposition of every morphism in ISf and every morphism in PKf .
Proposition 5.12. Let h ∶ A → B be an implicative semilattice homomorphism between
finite implicative semilattices, and let j be the nucleus on B induced by its subalgebra h(A).
Then h can be written as the composition of the homomorphisms:
(1) the onto homomorphism h1 ∶ A→ h(A) obtained by restricting the codomain of h,
(2) the inclusion h2 of the strict Heyting subalgebra h(A) into Bj, and
(3) the inclusion h3 of the total subalgebra Bj into B.
A B
h(A) Bj
h1
h
h2
h3
Let f ∶X → Y be a Ko¨hler morphism between finite posets with domain D ⊆ X. Then f can
be written as the composition of the Ko¨hler morphisms:
(1) the onto Ko¨hler morphism f1 ∶X →D which is the identity on its domain D,
(2) the total onto Ko¨hler morphism f2 ∶ D → f(X) obtained by restricting the codomain
of f ,
(3) the inclusion f3 of f(X) into Y as an upset.
X Y
D f(X)
f1
f
f2
f3
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Definition 5.13. Let A be a finite nuclear implicative semilattice and let B be a nuclear
subalgebra of A.
(1) We call B a total nuclear subalgebra of A if B is a total subalgebra of A.
(2) We call B a strict Heyting nuclear subalgebra of A if B is a strict Heyting subalgebra
of A.
One would expect that Proposition 5.12 generalizes to the nuclear setting. The next
example shows that this is not so.
Example 5.14. Let X = (X,S) and Y = (Y,T ) be the S-posets shown on the left and right
of Figure 4. Let f ∶ X→Y be the onto S-morphism with domain D whose decomposition is
shown in Figure 4. Since f is onto, f3 is the total identity map, so we can ignore f3. The
Ko¨hler morphism f1 ∶ X → D cannot be an S-morphism for any S-poset structure that we
put on D because it does not satisfy the second condition of Lemma 4.4. Equivalently, the
partial correct partition of X corresponding to f1 is not a nuclear partial correct partition
of X since it does not satisfy the second condition of Proposition 5.6. Dually this means
that if A = (A, j) and B = (B,k) are finite nuclear implicative semilattices, h ∶ A → B is
a homomorphism and l is the nucleus on B induced by h(A), then Bl is not necessarily a
nuclear subalgebra of B.
○d ○d′
●s′
●s
D
S
X
f1
○d ○d′
●s′
D
f2
○f(d) = f(d′)
●f(s′)
T
Y
Figure 4. S-morphism whose decomposition is not made of S-morphisms.
We next characterize dually nuclear subalgebras that are total and strict Heyting.
Proposition 5.15. Let (X,S) be a finite S-poset and let ∼ be a partial correct partition of
X with domain D. Then ∼ corresponds to a total nuclear subalgebra of (Up(X), jS) iff
(1) ∼ is the identity relation on D,
(2) for all d ∈ D, we have max(S ∩ ↓d) ⊆ D.
Moreover, ∼ corresponds to a strict Heyting nuclear subalgebra of (Up(X), jS) iff
(1) D = X, i.e. ∼ is a total correct partition,
(2) S is saturated.
Proof. By Lemma 5.10, ∼ corresponds to a total subalgebra iff it is the identity relation on
D and it corresponds to a strict Heyting subalgebra iff D =X . It only remains to show how
the conditions defining nuclear partial correct partitions simplify in these two special cases.
First, suppose that ∼ corresponds to a total subalgebra. Then ∼ is the identity on D.
Therefore, S ∩ D is always saturated. We show that the second condition in Lemma 4.4
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simplifies as above. If ∼ is a nuclear partial correct partition, d ∈ D and s ∈ max(S ∩ ↓d),
then there are s′ ∈ S ∩D and d′ ∈ D such that s ⩽ s′ ⩽ d′ and d ∼ d′. But ∼ is the identity
on D, so d = d′ which gives s ⩽ s′ ∈ S ∩ ↓d. The maximality of s then implies that s = s′,
so s ∈ D. Conversely, suppose that max(S ∩ ↓d) ⊆ D for all d ∈ D. Let s ∈ S, d ∈ D, and
s ⩽ d. Then s ∈ S ∩ ↓d. Since X is finite, there is s′ ∈ max(S ∩ ↓d) such that s ⩽ s′. By our
assumption, s′ ∈ S ∩D, and we clearly have that s ⩽ s′ ⩽ d.
Next, suppose that ∼ corresponds to a strict Heyting subalgebra. Then D =X . Therefore,
the second condition in Lemma 4.4 trivially holds. Thus, we only have to require that
S ∩D = S is saturated. 
We conclude this section by characterizing dually maximal subalgebras and maximal nu-
clear subalgebras.
Definition 5.16. We call a proper subalgebra B of an implicative semilattice A maximal
if there is no proper subalgebra of A properly containing B. We call a proper nuclear
subalgebra of a nuclear implicative semilattice maximal if it is maximal among the proper
nuclear subalgebras.
To characterize maximal subalgebras, we require the following lemma.
Lemma 5.17. Let (X,⩽) be a finite poset, B1,B2 subalgebras of Up(X), and ∼1,∼2 the
corresponding partial correct partitions of X with domains D1,D2 ⊆ X. Then B1 ⊆ B2 iff
the following conditions are satisfied:
(1) D1 ⊆D2,
(2) D1 is saturated with respect to ∼2,
(3) ∼1 is an extension of ∼2 on D1.
Proof. Let Y1 ∶= X/∼1 and Y2 ∶= X/∼1 be the quotients and pi1 ∶ X → Y1 and pi2 ∶ X → Y2 the
corresponding Ko¨hler morphisms. The domain of each pii is Di, and x ∼i y iff pii(x) = pii(y).
By Proposition 5.5, B1 ⊆ B2 iff there is an onto Ko¨hler morphism pi3 ∶ Y2 → Y1 such that
pi3pi2 = pi1.
Now suppose that B1 ⊆B2. Let D3 ⊆ Y2 be the domain of pi3. Then
D1 = pi
−1
1
(Y1) = pi−12 pi
−1
3
(Y1) = pi−12 (D3).
So D1 ⊆ D2 and D1 is saturated with respect to ∼2. Moreover, if x, y ∈ D1 with x ∼2 y, then
pi1(x) = pi3pi2(x) = pi3pi2(y) = pi1(y), so x ∼1 y.
Conversely, suppose that the three conditions are satisfied. Define pi3 ∶ Y2 → Y1 by setting
the domain of pi3 to be pi2(D1) and pi3(pi2(x)) = pi1(x). We have that pi3 is well defined
because D1 ⊆D2 and ∼1 extends ∼2 on D1. To see that pi3 is strict, let x, y ∈D1 be such that
pi2(x) < pi2(y). Then there is z ∈ D2 with x < z and pi2(z) = pi2(y). Therefore, z ∼2 y. Since D1
is saturated with respect to ∼2, z ∈D1, so pi3(pi2(x)) = pi1(x) < pi1(z) = pi3(pi2(z)) = pi3(pi2(y)).
It is then straightforward to see that pi3 is a Ko¨hler morphism because pi1 and pi2 are Ko¨hler
morphisms. From the definition of pi3 it is clear that pi3pi2 = pi1. Thus, B1 ⊆B2. 
Definition 5.18. Let (X,⩽) be a finite poset and x ∈X .
(1) We call y an (upper) cover of x if x < y and there is no z ∈X with x < z < y.
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(2) Let ▿x be the set of covers of x.
Theorem 5.19. Let (X,⩽) be a finite poset. Maximal subalgebras of Up(X) correspond to
partial correct partitions ∼ of X with domain D such that either
(1) D = X ∖ {x} for some x ∈ X and ∼ is the identity relation on D, or
(2) D = X and the only non-trivial equivalence class of ∼ is {x, y} with ▿x = ▿y.
Maximal subalgebras of the first kind are total, and the ones of the second kind are strict
Heyting.
Proof. It is straightforward to see that the partial equivalence relations defined in (1) and (2)
are partial correct partitions. It follows from Lemma 5.17 that the subalgebras corresponding
to these partial correct partitions are maximal. Indeed, the relations in (1) cannot be further
refined while keeping X ∖ {x} saturated without getting the identity relation on the whole
X ; and the only relation finer than the relations in (2) is the total identity relation because
their domain is already X . It is then sufficient to show that every proper subalgebra B of
Up(X) is contained in a subalgebra corresponding to a partial correct partition of one of
these two kinds.
Suppose B corresponds to the partial correct partition ∼ of X with domain D ⊆ X . If
D ≠ X , then we pick x ∈ X ∖D. By Lemma 5.17, the partial identity relation with domain
X ∖ {x} corresponds to a subalgebra containing B. If D = X and ∼ is not the identity
relation, take x maximal among the elements of X that have non-singleton equivalence
classes with respect to ∼. Let y ∼ x and y ≠ x. Since x is maximal and ∼ is a total correct
partition, ▿x = ▿y. Therefore, the equivalence relation ∼′ whose only non-trivial equivalence
class is {x, y} is a total correct partition, and by Lemma 5.17 it corresponds to a subalgebra
containing B.
Since the partial correct partitions in (1) are the identity relations on their domains, the
subalgebras corresponding to them are total, whereas the total partial correct partitions in
(2) correspond to strict Heyting subalgebras by Lemma 5.10. 
Theorem 5.20. Let (X,S) be a finite S-poset. Maximal nuclear subalgebras of (Up(X), jS)
correspond to partial correct partitions ∼ of X with domain D such that either
(1) D = X ∖ {x} for some x ∈X, ∼ is the identity relation on D, and x ∉ S or ▿x ⊆ S, or
(2) D = X, the only non-trivial equivalence class of ∼ is {x, y} with ▿x = ▿y, and x ∈ S
iff y ∈ S.
Maximal nuclear subalgebras of the first kind are total, and the ones of the second kind are
strict Heyting. Furthermore, maximal nuclear subalgebras are exactly the maximal subalge-
bras that are nuclear.
Proof. We first show that the correct partitions in (1) and (2) are nuclear. Let ∼ be a partial
correct partition such that D = X ∖ {x} and ∼ is the identity on D. Then ∼ is nuclear iff
x ∉ max(S ∩ ↓d) for all d ∈ D. This happens exactly when x ∉ S or ▿x ⊆ S. Next let ∼ be a
partial correct partition such that D = X and the only non-trivial equivalence class of ∼ is
{x, y}. Then ∼ is nuclear exactly when {x, y} is either contained in or disjoint from S; that
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is, when x ∈ S iff y ∈ S. Applying Proposition 5.15 then yields that the correct partitions in
(1) and (2) are nuclear.
By Theorem 5.19, the partial correct partitions in (1) and (2) correspond to maximal
subalgebras. In particular, they are maximal nuclear subalgebras. It remains to show that
every proper maximal nuclear subalgebra corresponds to a partial correct partition in (1) or
(2). We do this by showing that each proper nuclear subalgebra is contained in a nuclear
subalgebra corresponding to a partial correct partition of one of these two kinds.
Let ∼ be a nuclear partial correct partition with domain D. We assume that ∼ does not
correspond to Up(X); that is, ∼ is not the total identity partition. Let Z be the union of
X ∖D and the elements of D whose equivalence class is nontrivial. Then Z is nonempty.
Note that if z ∈ maxZ, then ↑z ∖{z} ⊆D and ∼ restricted to ↑z ∖{z} is the identity relation.
Either maxZ ⊆ D or maxZ ⊈ D.
First suppose that maxZ ⊈D, and take x ∈ (maxZ)∖D. By Lemma 5.17, the subalgebra
corresponding to the identity relation with domain X ∖ {x} contains the subalgebra corre-
sponding to ∼. It remains to show that the identity relation with domain X ∖ {x} is one of
the relations in (1); that is, x ∉ S or ▿x ⊆ S. Suppose x ∈ S and let d ∈ ▿x. Then d ∈ D and
since ∼ is nuclear, there are s′ ∈ D ∩ S, d′ ∈ D such that x ⩽ s′ ⩽ d′ and d ∼ d′. As x ∈ maxZ
and x < d, we have d = d′. Since x ∉ D and x ⩽ s′, we have x < s′. Therefore, x < s′ ⩽ d ∈ ▿x
implies d = s′. Thus, ▿x ⊆ S.
Next suppose that maxZ ⊆ D. Let x ∈ maxZ and y be such that x ≠ y and x ∼ y. We
show that y ∈ maxZ. There is z ∈ maxZ such that y ⩽ z. Then z ∈ D and since ∼ is a
partial correct partition, there is w ∈ D such that x ⩽ w and w ∼ z. We have that w ∈ Z
because either its equivalence class is nontrivial or else w = z ∈ Z. As w ∈ Z, x ∈ maxZ,
and x ⩽ w, we have x = w. Therefore, y ∼ z and y ⩽ z. Strictness then implies y = z.
Thus, y ∈maxZ. This yields that ↑x∖ {x} and ↑y ∖ {y} are contained in D and ∼ restricted
to these sets is the identity relation. Since ∼ is a partial correct partition and x ∼ y, we
conclude that ↑x ∖ {x} = ↑y ∖ {y}, so ▿x = ▿y. Also, as ∼ is nuclear, S ∩ D is saturated,
which implies x ∈ S iff y ∈ S. Thus, by Lemma 5.17, the total correct partition with the
only nontrivial equivalence class {x, y} corresponds to a nuclear subalgebra containing the
nuclear subalgebra corresponding to ∼.
Finally, it follows from Theorem 5.19 that maximal nuclear subalgebras of the first kind
are total, the ones of the second kind are strict Heyting, and that every maximal nuclear
subalgebra is a maximal subalgebra. 
6. Coloring technique, universal models, and local finiteness of NIS
In this section we prove our main result thatNIS is locally finite, thus generalizing Diego’s
theorem. For this we adopt the well-known coloring technique [17], which we then use to
construct n-universal models for each n. Our construction is an adaptation to our setting
of similar constructions in modal and intuitionistic logics (see, e.g., [20, 12, 10] and the
references therein). For each n, the construction builds the n-universal model recursively,
layer by layer. While it follows from the construction that each layer is finite, it is not
obvious at all that the construction eventually terminates. Indeed, it often does not in
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similar situations in modal and intuitionistic logics. One of our main observations is that
the construction indeed terminates. From this we derive that NIS is locally finite.
Let A = (A, j) be a finite nuclear implicative semilattice and let a1, . . . , an ∈ A. We
start by adapting the coloring technique of [17] which will allow us to determine whether
a1, . . . , an generate A. We would like to stress that while the coloring technique of [17] applies
to an arbitrary Heyting algebra, we will only be concerned with finite nuclear implicative
semilattices. The reason being that if A is finite, then we may use the results of Section 4 and
assume without loss of generality that A is the algebra (Up(X), jS) of upsets of some finite
S-poset (X,S). The elements a1, . . . , an are then upsets of X , and give rise to “coloring” of
X .
Convention 6.1. From now on n ⩾ 1 will be fixed. Colors will be subsets of {1, . . . , n}. If
n = 0, then we assume that {1, . . . , n} = ∅, so ∅ is the only available color.
The next definition works for an arbitrary (not necessarily finite) S-poset.
Definition 6.2.
(1) A coloring of an S-poset (X,S) is a function c ∶ X → ℘({1, . . . , n}) such that x ⩽ y
implies c(x) ⊆ c(y).
(2) A model is a triple M = (X,S, c) where (X,S) is an S-poset and c is a coloring of
(X,S).
For Y ⊆X we let
(‡) c(Y ) =⋂{c(x) ∣ x ∈ Y }.
In particular, c(∅) = {1, . . . , n}. We think of c as a function associating to each element of
X one of 2n colors. We refer to c(x) as the color of x, and to c(Y ) as the color of Y .
Remark 6.3. There is a one-to-one correspondence between colorings of (X,S) and n-tuples
U1, . . . , Un of upsets of X . Indeed, each n-tuple U1, . . . , Un ∈ Up(X) gives rise to the coloring
c ∶ X → ℘({1, . . . , n}) given by
c(x) = {i ∈ {1, . . . , n} ∣ x ∈ Ui}.
Conversely, each coloring gives rise to the n-tuple U1, . . . , Un ∈ Up(X) given by
Ui = {x ∈ X ∣ i ∈ c(x)}
for each i = 1, . . . , n.
Definition 6.4. We say that a finite model M = (X,S, c) is irreducible if the nuclear im-
plicative semilattice (Up(X), jS) is generated by the upsets U1, . . . , Un.
Remark 6.5. It follows from the duality for finite nuclear implicative semilattices and
Remark 6.3 that there is a one-to-one correspondence between finite irreducible models and
finite n-generated nuclear implicative semilattices, which is obtained by associating with each
finite irreducible model M = (X,S, c) the finite nuclear implicative semilattice (Up(X), jS)
generated by U1, . . . , Un where Ui = {x ∈X ∣ i ∈ c(x)} for each i.
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In addition, homomorphisms of finite nuclear implicative semilattices that send generators
to generators correspond to total one-to-one S-morphisms that preserve the coloring. To
define what it means, let M = (X,S, c) and N = (Y,T, c) be two models. We say that
an S-morphism f ∶ M → N preserves the coloring if c(f(x)) = c(x) for all x ∈ X . By
Proposition 5.1(2), f ∶ M → N is dual to an onto homomorphism iff f is total and one-to-
one. This is equivalent to i ∈ c(f(x)) iff i ∈ c(x) for all x ∈X and i ∈ {1, . . . , n}, which is the
same as requiring that {x ∈ X ∣ i ∈ c(x)} = f−1({y ∈ Y ∣ i ∈ c(y)}) for all i ∈ {1, . . . , n}. When
f is one-to-one and total, f∗ = f−1. Thus, f preserves the coloring iff f∗ maps generators to
generators.
Lemma 6.6. Let X be a finite poset, B a subalgebra of Up(X), and ∼ the corresponding
partial correct partition of X with domain D. For an upset U of X we have that U ∈ B iff
U ∩D is saturated and max(X ∖U) ⊆D.
Proof. Let Y ∶= X/∼ be the quotient and let pi ∶ X → Y be the Ko¨hler morphism sending
x ∈ D to its equivalence class [x]. By Proposition 5.5, U ∈ B iff U = pi∗(V ) for some upset
V of Y . Therefore,
U ∈B iff U = pi∗(V ) for some V ∈ Up(Y )
iff U = X ∖ ↓pi−1(Y ∖ V ) for some V ∈ Up(Y )
iff U = {x ∈X ∣ pi(↑x) ⊆ V } for some V ∈ Up(Y ).
First suppose that U ∈ B. Then U = {x ∈ X ∣ pi(↑x) ⊆ V } for some V ∈ Up(Y ). Let
x ∈ U ∩D and x ∼ y, so pi(x) = pi(y). By Remark 3.8(2),
pi(↑y) = ↑pi(y) = ↑pi(x) = pi(↑x) ⊆ V.
Therefore, y ∈ U , and so U ∩D is saturated. In addition, x ∈ X ∖ U iff pi(↑x) ⊈ V , which
happens iff there is y ∈ ↑x∩D with pi(y) ∉ V . Thus, if x ∈max(X ∖U), then such a y has to
be x, yielding that x ∈D. Consequently, max(X ∖U) ⊆ D.
Conversely, suppose that U ∩D is saturated and max(X ∖U) ⊆ D. Since U ∈ Up(X), we
have pi(U) ∈ Up(Y ) by Remark 3.8(2). Let V = pi(U). We show U = {x ∈ X ∣ pi(↑x) ⊆ V },
which yields that U ∈B. Let x ∈ U . Since U ∈ Up(X), we have ↑x ⊆ U , so pi(↑x) ⊆ pi(U) = V .
Let x ∉ U . Then there is z ∈ ↑x ∩max(X ∖ U). By our assumption, z ∈ D, so pi(z) ∈ pi(↑x).
On the other hand, pi(z) ∉ pi(U) because U ∩D is saturated and z ∈ D ∖ U . Thus, pi(↑x) ⊈
pi(U) = V . 
Lemma 6.7. Let M = (X,S, c) be a finite model and ∼ a partial correct partition of X with
domain D. The upsets U1, . . . , Un of X belong to the subalgebra of Up(X) corresponding to
∼ iff the following two conditions are satisfied:
(1) if x ∼ y, then c(x) = c(y),
(2) if c(x) ≠ c(▿x), then x ∈D.
Proof. Let B be the subalgebra of (Up(X), jS) corresponding to ∼. By Lemma 6.6 we have
that an upset U of X is in B iff U ∩D is saturated and max(X ∖U) ⊆D. We translate these
two conditions for the upsets Ui in terms of the coloring c. Recall that Ui = {x ∈X ∣ i ∈ c(x)}
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for each index i. Therefore, Ui ∩D is saturated iff x ∼ y implies that i ∈ c(x) ⇔ i ∈ c(y).
Thus, Ui ∩D is saturated for all i iff x ∼ y implies c(x) = c(y). For the second condition,
since X ∖Ui = {x ∈ X ∣ i ∉ c(x)}, we have max(X ∖Ui) = {x ∈ X ∣ i ∉ c(x), i ∈ c(▿x)}. Since
c(x) ⊆ c(▿x) for all x ∈ X , we have ⋃imax(X ∖ Ui) = {x ∈ X ∣ c(x) ≠ c(▿x)}. Consequently,
max(X ∖Ui) ⊆ D for all i iff ⋃imax(X ∖Ui) ⊆D iff {x ∈ X ∣ c(x) ≠ c(▿x)} ⊆D. 
Theorem 6.8 (Coloring Theorem). A finite model M = (X,S, c) is irreducible iff the fol-
lowing two conditions are satisfied:
(1) ∀x ∈X (c(x) = c(▿x)⇒ x ∈ S & ▿x ⊈ S),
(2) ∀x, y ∈ X (▿x = ▿y & c(x) = c(y) & (x ∈ S ⇔ y ∈ S)⇒ x = y).
Proof. By definition, M is irreducible iff (Up(X), jS) is generated by U1, . . . , Un. Therefore,
M is irreducible iff there is no proper nuclear subalgebra of (Up(X), jS) containing U1, . . . , Un.
Since every proper nuclear subalgebra is contained in a maximal nuclear subalgebra, M is
irreducible iff there is no maximal nuclear subalgebra of (Up(X), jS) containing U1, . . . , Un.
By Theorem 5.20, maximal nuclear subalgebras of (Up(X), jS) correspond to partial correct
partitions ∼ of X with domain D such that either
(1) D = X ∖ {x} for some x ∈X , ∼ is the identity relation on D, and x ∉ S or ▿x ⊆ S, or
(2) D = X , the only non-trivial equivalence class of ∼ is {x, y} with ▿x = ▿y, and x ∈ S
iff y ∈ S.
By Lemma 6.7, all the Ui are in the subalgebra corresponding to a partition of the first kind
iff c(x) = c(▿x). So excluding the existence of any such partition containing all the Ui is
equivalent to requiring that there is no x ∈ X such that c(x) = c(▿x), and x ∉ S or ▿x ⊆ S at
the same time. This is exactly the condition
∀x ∈X (c(x) = c(▿x)⇒ x ∈ S & ▿x ⊈ S) .
By Lemma 6.7, all the Ui are in the subalgebra corresponding to a partition of the second
kind iff c(x) = c(y). So excluding the existence of any such partition containing all the Ui is
equivalent to requiring that there are no elements x ≠ y such that x ∼ y, ▿x = ▿y, x ∈ S iff
y ∈ S, and c(x) = c(y) at the same time. This is exactly the condition
∀x, y ∈X (▿x = ▿y & c(x) = c(y) & (x ∈ S ⇔ y ∈ S)⇒ x = y) .

Remark 6.9. Let M = (X,S, c) be a finite irreducible model.
(1) Condition (1) of Theorem 6.8 implies that no element of X has full color {1, . . . , n}.
Indeed, since X is finite, every element is below some maximal element. Therefore, if
some element had full color, there would exist x ∈ maxX such that c(x) = {1, . . . , n}.
Thus, c(x) = {1, . . . , n} = c(∅) = c(▿x). By Condition (1), ∅ = ▿x ⊈ S, a contradic-
tion. Since U1∩⋯∩Un = {x ∈ X ∣ c(x) = {1, . . . , n}}, we conclude that U1∩⋯∩Un = ∅.
Dually this means that if a finite nuclear implicative semilattice A is generated by
g1, . . . , gn, then g1 ∧⋯∧ gn has to be the bottom of A.
(2) Condition (2) of Theorem 6.8 implies that if x, y ∈ maxX are distinct and x ∈ S iff
y ∈ S, then c(x) ≠ c(y).
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We next utilize the Coloring Theorem to construct n-universal models. Let n be a fixed
nonnegative integer. We assume that the coloring maps of all the models we consider are
into ℘({1, . . . , n}).
Definition 6.10. A model L = (X,S, c) is n-universal provided for every finite irreducible
model M = (Y,T, c) there is a unique embedding of posets e ∶ Y → X such that e(Y ) is an
upset of X , e−1(S) = T , and c(e(y)) = c(y) for all y ∈ Y .
Definition 6.11. The height of a poset (X,⩽) is the supremum of the cardinalities of finite
chains in X . The height of x ∈ X is the height of the poset ↑x. The height of a model is the
height of the underlying poset.
We construct the n-universal model L recursively, building it layer by layer, by constructing
a sequence of finite irreducible models
L0 ⊆ L1 ⊆ ⋯ ⊆ Lk ⊆ ⋯
Each Lk in the sequence has height k. The n-universal model L is then the union of the
models Lk. Below we use ⊂ to denote proper inclusion.
Definition 6.12. For each k ≥ 0, define the model Lk = (Xk, Sk, ck) recursively as follows.
Base case: Define L0 = (X0, S0, c0) by setting X0, S0 = ∅ and c0 to be the empty map.
For σ ⊆ {1, . . . , n} consider the formal symbols r∅,σ and s∅,σ. Then define L1 = (X1, S1, c1)
by setting
● X1 = {r∅,σ, s∅,σ ∣ σ ⊂ {1, . . . , n}} and ⩽1 is the identity relation on X1,
● S1 = {s∅,σ ∣ σ ⊂ {1, . . . , n}},
● c1(r∅,σ) = c1(s∅,σ) = σ.
Recursive step: Suppose Lk = (Xk, Sk, ck) is already constructed for k ⩾ 1. For α ⊆
Xk and σ ⊆ {1, . . . , n} consider the formal symbols rα,σ and sα,σ. Then define Lk+1 =
(Xk+1, Sk+1, ck+1) by setting
● Xk+1 is obtained by adding for each antichain α ⊆ Xk with α ⊈ Xk−1 the following
new elements to Xk:
(1) rα,σ for each σ ⊂ ck(α),
(2) sα,σ for each σ ⊂ ck(α),
(3) sα,ck(α) if α ⊈ Sk.
The partial order on Xk+1 extends the partial order on Xk so that the covers of the
elements of Xk+1 ∖Xk are defined as ▿rα,σ = ▿sα,σ = α.
● Sk+1 is obtained by adding to Sk the elements of Xk+1 ∖Xk of the form sα,σ, sα,ck(α).
● ck+1 extends ck so that ck+1(rα,σ) = ck+1(sα,σ) = σ and ck+1(sα,ck(α)) = ck(α).
Finally, we define L = (X,S, c) by setting
X =⋃
k
Xk, S =⋃
k
Sk, and c(x) = ck(x) if x ∈ Xk.
Remark 6.13.
(1) It follows from the construction that each Lk is finite. Therefore, each Lk is an
irreducible model by the Coloring Theorem.
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(2) No element of L has full color.
(3) Each nonempty layer increases the height of the model by 1. Therefore, if the k-th
layer is nonempty, then the height of Lk is k. In fact, Lk is the set of elements of L
whose height is ⩽ k.
(4) Rules (1) and (2) decrease the color of the new elements added. However, Rule (3)
does not. Because of this, it is unclear whether the construction terminates. For
example, all n-universal models for Heyting algebras with n > 0 are infinite because
it is easy to add elements at each layer without making their color decrease (see, e.g.,
[10, Sec. 3.2]). We will address the issue of termination in Theorem 6.16.
Theorem 6.14. The model L = (X,S, c) is n-universal.
Proof. Let M = (Y,T, c) be a finite irreducible model. We prove by induction on the height
of Y that there is a unique embedding e ∶ Y →X such that e(Y ) is an upset of X , e−1(S) = T ,
and c(e(y)) = c(y) for all y ∈ Y . If Y is empty, there is nothing to prove.
If the height of Y is 1, then the partial order on Y is the identity, and we define
e(y) =
⎧⎪⎪
⎨
⎪⎪⎩
r∅,c(y) if y ∉ T,
s∅,c(y) if y ∈ T.
It is straightforward to see that e(Y ) is an upset of X , that e−1(S) = T , and that c(e(y)) =
c(y) for all y ∈ Y . Thus, the embedding must be unique by Remark 6.9(2).
If the height of Y is m+1, let Y ′ be the set of elements of Y of height less than or equal to
m and let T ′ = T ∩ Y ′. Since M is an irreducible model, so is M′ = (Y ′, T ′, c∣Y ′). Therefore,
by the inductive hypothesis, there is a unique embedding e′ ∶ Y ′ → X such that e′(Y ′) is an
upset of X , (e′)−1(S) = T ′ and c(e′(y)) = c(y) for all y ∈ Y ′. For each y ∈ Y ∖ Y ′ we have
▿y ⊆ Y ′, so we can define e ∶ Y →X by extending e′ as follows:
e(y) =
⎧⎪⎪
⎨
⎪⎪⎩
re′(▿y),c(y) if y ∉ T,
se′(▿y),c(y) if y ∈ T.
To see that e is well defined, since e′ embeds Y ′ into X , we have that e′(▿y) is an antichain in
Xm which is not entirely contained in Xm−1. As M is an irreducible model, by Theorem 6.8,
if y ∉ T , then c(y) ⊂ c(▿y) = c(e′(▿y)). So Rule (1) applies, and hence re′(▿y),c(y) exists in X .
Suppose y ∈ T . We have c(y) ⊂ c(▿y) or c(y) = c(▿y). In the former case, se′(▿y),c(y) exists
in X by Rule (2). In the latter case, since M is an irreducible model, Theorem 6.8 gives
▿y ⊈ T ′. Therefore, e′(▿y) ⊈ S, so se′(▿y),c(y) exists in X by Rule (3). Thus, e is well defined.
It follows from the construction of e and L that y ∈ ▿x iff e(y) ∈ ▿e(x). Therefore, an
easy induction shows that for all x, y ∈ Y we have x ⩽ y iff e(x) ⩽ e(y). Thus, e is an
embedding. Moreover, the definition of e implies that e(Y ) is an upset, that e−1(S) = T ,
and that c(e(y)) = e(y). Furthermore, we are forced to extend e′ in this way if we want
e−1(S) = T and c(e(y)) = c(y) for all y ∈ Y . Thus, e is unique. 
As we pointed out in Remark 6.13(1), each layer of L is finite. We next show a lot stronger
result, that the construction of L terminates, and hence that L is finite. For this we introduce
the following notation.
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For d ⩽ n, let
Xd = {x ∈X ∣ ∣c(x)∣ = d} and X≥d = {x ∈X ∣ ∣c(x)∣ ≥ d}.
We also let R =X ∖ S, and define Sd, S≥d, Rd, and R≥d similarly.
In addition, let
Sd= = {sα,c(α) ∣ ∣c(α)∣ = d} and S
d
< = {sα,σ ∣ σ ⊂ c(α), ∣σ∣ = d}.
We then have Sd = Sd= ∪ S
d
<.
Observe that since X = R ∪ S, we have
X≥d = X≥d+1 ∪Xd =X≥d+1 ∪Rd ∪ Sd= ∪ S
d
< .
Also observe that
X≥n =Xn = {x ∈X ∣ c(x) = {1, . . . , n}} = ∅.
Lemma 6.15. Let L = (X,S, c) be the n-universal model and d < n.
(1) There is a one-to-one map Rd → ℘(X≥d+1) × ℘({1, . . . , n}). Therefore, if X≥d+1 is
finite, then so is Rd.
(2) There is a one-to-one map Sd< → ℘(X≥d+1) × ℘({1, . . . , n}). Therefore, if X≥d+1 is
finite, then so is Sd<.
(3) If C ⊆ Sd= is a chain, then there is a one-to-one map C → R≥d. Therefore, if R≥d is
finite, then Sd= has finite height.
Proof. (1) Define a map Rd → ℘(X≥d+1)×℘({1, . . . , n}) by sending x ∈ Rd to (▿x, c(x)). Since
x ∈ Rd, by Rule (1), we have x = r▿x,c(x) with ▿x ⊆ X≥d+1. Therefore, the map is one-to-one.
Since ℘({1, . . . , n}) is finite, if X≥d+1 is finite, then so is Rd.
(2) Similarly to (1), define a one-to-one map Sd< → ℘(X≥d+1) × ℘({1, . . . , n}) by sending
x ∈ Sd< to (▿x, c(x)). By Rule (2), x = s▿x,c(x) with ▿x ⊆ X
≥d+1. Therefore, the map is
one-to-one. Thus, if X≥d+1 is finite, then so is Sd<.
(3) Let C be a chain in Sd= . By Rule (3), for each x ∈ C there is r ∈ ▿x ∩R
≥d. Choosing
rx ∈ ▿x ∩ R≥d for each x ∈ C and sending x to rx defines a map C → R≥d. This map is
one-to-one because if x, y ∈ C with x ≠ y, then x < y or y < x; and in either case, ▿x∩▿y = ∅.
Thus, if R≥d is finite, every chain in Sd= has to be finite with cardinality at most ∣R
≥d∣. In
particular, if R≥d is finite, then Sd= has finite height. 
Theorem 6.16. The n-universal model L is finite.
Proof. We show by induction that X≥d is finite for each 0 ⩽ d ⩽ n. This will imply that
X = X≥0 is finite. We proceed by reverse induction, decreasing d at each step starting from
d = n. For the base case, we already observed that X≥n = ∅.
For the inductive step, let d < n and X≥d+1 be finite. We first show that X≥d has finite
height. Since X≥d =X≥d+1∪Rd∪Sd= ∪S
d
<, it is sufficient to observe that X
≥d+1, Rd, Sd=, and S
d
<
have finite height. By inductive hypothesis, X⩾d+1 is finite. Since X⩾d+1 is finite, Lemma 6.15
implies that Rd and Sd< are finite. Therefore, X
⩾d+1, Rd, and Sd< have finite height. Since
R≥d ⊆ Rd ∪X≥d+1 and both Rd, X≥d+1 are finite, so is R≥d. By Lemma 6.15(3), Sd= has finite
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height. Thus, X≥d has finite height, say m. Remark 6.13(3) then implies that X≥d ⊆ Xm.
Since Xm is finite by Remark 6.13(1), X≥d is finite. 
Remark 6.17. Since the n-universal model L is finite, it coincides with Lk for some k.
Therefore, L is irreducible by Remark 6.13(1).
We are ready to prove our main result.
Theorem 6.18. NIS is locally finite.
Proof. For each n let Fn be the free n-generated nuclear implicative semilattice. It is sufficient
to prove that Fn is finite. Let {Aα} be the inverse system of finite homomorphic images of Fn.
Then each Aα is n-generated. The bonding maps of this inverse system are homomorphisms
mapping generators to generators. Let Mα be the finite irreducible model corresponding to
Aα. Then {Mα} is a direct system of finite irreducible models. By Remark 6.5, the maps
of this direct system are S-morphisms preserving the coloring. By Theorem 6.16, the n-
universal model L is finite. Therefore, L is the terminal element of {Mα}. By [1, Ex. 11.4.5],
the direct limit of {Mα} is isomorphic to L. Thus, the inverse limit of {Aα} is isomorphic
to L∗. By Theorem 2.12, NIS is generated by its finite algebras. Consequently, Fn embeds
into the inverse limit of {Aα} (see, e.g., [9, Prop. 2.1]). Therefore, since L∗ is finite, so must
be Fn. Thus, NIS is locally finite. 
Remark 6.19. As follows from the above proof, Fn embeds into L∗. In fact, Fn is isomorphic
to L∗. Indeed, since L is finite, it is irreducible by Remark 6.17. Therefore, L∗ is n-generated,
and so it is a finite quotient of Fn. Thus, ∣L∗∣ ⩽ ∣Fn∣. On the other hand, since Fn embeds
into L∗, we have ∣Fn∣ ⩽ ∣L∗∣. Consequently, the embedding of Fn into L∗ is also onto, hence
an isomorphism. The isomorphism maps the free generators of Fn to the upsets U1, . . . , Un
of L defined by the coloring c.
7. Bounded case
As we pointed out in Remark 2.2(1), every implicative semilattice has a top, but may
not have a bottom. We call an implicative semilattice bounded if it has a bottom, and an
implicative semilattice homomorphism bounded if it preserves the bottom. Let IS be the
category of bounded implicative semilattices and bounded implicative semilattice homomor-
phisms. Diego’s theorem remains true for IS, and so IS is locally finite. In this section
we show that Theorem 6.18 also remains true for the category NIS of bounded nuclear
implicative semilattices and bounded nuclear homomorphisms.
Clearly each finite implicative semilattice is bounded, so it has a bottom element which
we denote by 0. However, implicative semilattice homomorphisms between finite implicative
semilattices do not have to preserve 0. The next proposition gives a dual characterization
of when they do. For this we recall that a subset Y of a poset (X,⩽) is cofinal if ↓Y =X . If
X is finite, then it is obvious that Y is cofinal iff maxX ⊆ Y .
Proposition 7.1. Let f ∶ X → Y be a Ko¨hler morphism between finite posets with domain
D ⊆ X. The implicative semilattice homomorphism f∗ ∶ Y ∗ → X∗ is bounded iff D is cofinal
in X.
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Proof. The bottom element of Up(X) is ∅. By the definition of f∗, we have
f∗(∅) = X ∖ ↓f−1(Y ∖ ∅) = X ∖ ↓D.
Therefore, f∗(∅) = ∅ iff X ∖ ↓D = ∅ iff ↓D =X . 
Definition 7.2. Let NISf be the full subcategory of NIS
 consisting of finite nuclear im-
plicative semilattices. Let also SPf be the category of finite S-posets and S-morphisms with
cofinal domain.
Let ( )∗ ∶ SPf → NISf and ( )∗ ∶ NISf → SPf be the functors defined in Section 4. As a
consequence of Theorem 4.13 and Proposition 7.1 we obtain that restricting these functors
to SPf and NIS

f yields the following dual equivalence.
Theorem 7.3. NISf is dually equivalent to SP

f .
Let A be a bounded implicative semilattice. We call a subalgebra B of A bounded if B
contains the bottom element of A.
Theorem 7.4. Let (X,S) be a finite S-poset. Maximal bounded nuclear subalgebras of
(Up(X), jS) correspond to partial correct partitions ∼ of X with domain D such that either
(1) D = X ∖ {x} for some x ∈ X ∖maxX, ∼ is the identity relation on D, and x ∉ S or
▿x ⊆ S, or
(2) D = X, the only non-trivial equivalence class of ∼ is {x, y} with ▿x = ▿y, and x ∈ S
iff y ∈ S.
Proof. Clearly bounded nuclear subalgebras of Up(X) correspond to nuclear partial correct
partitions ∼ of X with cofinal domain, and maximal bounded nuclear subalgebras are ex-
actly the maximal nuclear subalgebras that are bounded. Therefore, the result follows from
Theorem 5.20. 
We next adjust the definition of irreducible and universal models to the setting of bounded
nuclear implicative semilattices.
Definition 7.5. We say that a model M = (X,S, c) is irreducible forNIS if the nuclear im-
plicative semilattice (Up(X), jS) is generated by the upsets U1, . . . , Un as a bounded nuclear
implicative semilattice.
Theorem 7.6 (Coloring Theorem for NIS). A finite model M = (X,S, c) is irreducible for
NIS iff the following two conditions are satisfied:
(1) ∀x ∈X ∖maxX (c(x) = c(▿x)⇒ x ∈ S & ▿x ⊈ S),
(2) ∀x, y ∈ X (▿x = ▿y & c(x) = c(y) & (x ∈ S ⇔ y ∈ S)⇒ x = y).
Proof. The proof is analogous to the proof of Theorem 6.8 but uses the dual characterization
of maximal bounded nuclear subalgebras of Theorem 7.4. 
Remark 7.7. Recall that c(∅) = {1, . . . , n}. Thus, if x ∈ maxX , then c(▿x) = {1, . . . , n}.
While Theorem 7.6 does not exclude the existence of elements with color {1, . . . , n} in an
irreducible model for NIS, the second condition of Theorem 7.6 implies that there can only
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be at most two such elements in maxX and they cannot be both in S. Note that there can
be elements with color {1, . . . , n} outside of maxX (see Remark 7.9).
Definition 7.8. Let L = (X,S, c) be an irreducible model for NIS. We call L n-universal
for NIS provided for every finite irreducible model M = (Y,T, c) for NIS there is a unique
embedding of posets e ∶ Y → X such that e(Y ) is an upset of X , e−1(S) = T , and c(e(y)) =
c(y) for all y ∈ Y .
The construction of the universal model L = (X,S, c) for NIS is similar to that of the
universal model for NIS. The only difference is in the construction of the first layer L1
where σ is allowed to be the full color {1, . . . , n}. The other layers are constructed as in
Definition 6.12.
Remark 7.9. The first layer of the universal model for NIS has two elements with the full
color {1, . . . , n}, one of which is in S. In total there are exactly four elements with full color:
● y1 = r∅,{1,...,n},
● y2 = s∅,{1,...,n},
● y3 = s{y1},{1,...,n},
● y4 = s{y1,y2},{1,...,n}.
Indeed, the elements with full color other than y1 and y2 can only be obtained by applying
Rule (3) to the antichains {y1} and {y1, y2}, which yield y3 and y4. Note that y3, y4 ∈ S and
y3, y4 ∈ ↓y1, so there is no new antichain to which Rule (3) applies. We have that y1, y2 ∈ X1
and y3, y4 ∈ X2. Thus, {x ∈X ∣ c(x) = {1, . . . , n}} has height 2.
Theorem 7.10. The model L = (X,S, c) constructed above is universal for NIS and finite.
Proof. The proof of universality for NIS proceeds as the proof of Theorem 6.14. The only
difference is in the definition of the map e on the elements of height 1 since irreducible models
for NIS are allowed to have at most two maximal elements with full color. Those elements
are sent either to s∅,{1,...,n} or r∅,{1,...,n} depending on whether or not they are in S.
We noted in Remark 7.9 that {x ∈ X ∣ c(x) = {1, . . . , n}} is finite. Therefore, the finiteness
of L can be proved as in Theorem 6.16. 
In addition, a simple modification of the proof of Theorem 2.12, where we let B to be the
bounded subalgebra of (A,∧,→,0) generated by F , yields the following:
Theorem 7.11. NIS is generated by its finite algebras.
Finally, by following the proof of Theorem 6.18 and using Theorems 7.10 and 7.11, we
arrive at the main result of this section:
Theorem 7.12. NIS is locally finite.
8. An alternative proof of Diego’s Theorem
We cannot claim that Diego’s Theorem is a consequence of Theorem 6.18 because we
use it in the proof of Theorem 2.12 which is used in the proof of Theorem 6.18. To give
an alternative proof of Diego’s Theorem using our technique, we need to prove that IS is
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generated by its finite algebras. In this section we show how to do this by utilizing the
technique of the distributive envelope of a distributive semilattice [6, 7, 8]. We also show
that the Coloring Theorem and the construction of universal models simplify dramatically
for IS. For yet another proof of Diego’s Theorem, using the technique of filtrations, see [12,
Sec. 5.4].
We can identify IS with the full subcategory of NIS given by the nuclear implicative
semilattices in which the nucleus is the identity. Alternatively, we can identify IS with the
full subcategory of NIS given by the nuclear implicative semilattices in which the nucleus
maps every element to 1. The finite algebras in these two subcategories of NIS are dual to
S-posets (X,S) with S = X or S = ∅. In either case, the subset S is not giving any additional
information and we can drop it from our consideration. Therefore, a model for IS is simply
a pair M = (X,c) where X is a poset and c is a coloring, and M is irreducible if Up(X) is
generated as an implicative semilattice by the upsets U1, . . . , Un that the coloring gives rise
to. Thus, the Coloring Theorem simplifies as follows.
Theorem 8.1 (Coloring Theorem for IS). A finite model M = (X,c) is irreducible for IS
iff the following two conditions are satisfied:
(1) ∀x ∈X c(x) ⊂ c(▿x),
(2) ∀x, y ∈ X (▿x = ▿y & c(x) = c(y)⇒ x = y).
The construction of the n-universal model L for IS also simplifies considerably since we
only need to consider the elements rα,σ, so only Rule (1) applies. Therefore, if x < y, then
c(x) ⊂ c(y). Thus, the cardinality of the colors strictly decreases layer by layer. It is then
clear that the height of L is at most n. Thus, L is finite because the construction ends at the
n-th layer. In fact, the height of L is exactly n since we can construct a chain xn < ⋯ < x1
where x1 = r∅,{1,...,n−1}, and xk = r{xk−1},{1,...,n−k} for all k = 2, . . . , n.
We next show that IS is generated by its finite algebras. For this we require the notion of
distributive envelope (see, e.g., [7, Sec. 3]). Let A be an implicative semilattice. We recall
that a filter of A is prime if it is a meet-prime element in the lattice of all filters of A. Note
that if A is a lattice, then this notion coincides with the usual notion of a prime filter. Let
YA be the poset of prime filters of A ordered by inclusion. It follows from the Prime Filter
Lemma that the Stone map σ ∶ A→ Up(YA) given by σ(a) = {y ∣ a ∈ y} is a meet-semilattice
embedding.
Definition 8.2. The distributive envelope D(A) of A is the sublattice of Up(YA) generated
by σ(A).
For various characterizations of D(A) see [7, Sec. 3].
Theorem 8.3. IS is generated by its finite algebras.
Proof. Let t(x1, . . . , xn) be a term in the language of implicative semilattices such that the
equation t(x1, . . . , xn) = 1 is not derivable from the equations defining IS. Then there is an
implicative semilattice A and a1, . . . , an ∈ A such that t(a1, . . . , an) ≠ 1 in A. Set
F = {t′(a1, . . . , an) ∣ t′ is a subterm of t}.
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Since A is embedded in D(A), we identify A with a subset of D(A). Let B be the sublattice
ofD(A) generated by F . Because D(A) is a distributive lattice, it is locally finite. Thus, B is
a finite distributive lattice, and hence an implicative semilattice. Therefore, for each a, b ∈ B
the relative pseudocomplent a→B b exists in B. Suppose that the relative pseudocomplement
a→D(A) b exists in D(A). We then have
a→B b =⋁{x ∈ B ∣ a ∧ x ⩽ b} =⋁{x ∈ B ∣ x ⩽ a →D(A) b}.
Therefore, a →B b ⩽ a →D(A) b. Moreover, if a →D(A) b ∈ B, then a→B b = a →D(A) b. By [8,
Lem. 3.3], if a, b ∈ A, then a →D(A) b exists and it coincides with the relative pseudocomple-
ment a →A b in A. Thus, if a, b ∈ A ∩B and a →A b ∈ B, then a →B b = a →D(A) b = a →A b.
Therefore, for each subterm t′ of t, the computation of t′(a1, . . . , an) in A is the same as
that in B. Thus, t(a1, . . . , an) ≠ 1 in A implies that t(a1, . . . , an) ≠ 1 in B. Consequently,
t(x1, . . . , xn) = 1 is refuted in the finite implicative semilattice B. 
Since IS is generated by its finite algebras and n-universal models for IS are finite, the
same argument as in the proof of Theorem 6.18 yields Diego’s Theorem:
Theorem 8.4. IS is locally finite.
Remark 8.5. An analogous strategy can be employed to prove that the variety of bounded
implicative semilattices is locally finite. The characterization of irreducible models and the
definition of the universal model have to be adjusted to allow elements with full color in the
first layer. But the construction of the universal model terminates for the same reason as in
the case of implicative semilattices.
9. Examples
In this final section we describe some n-universal models for NIS and NIS for small n.
If n = 0, then the only available color is the empty one. Therefore, the full and empty colors
coincide, which yields that the 0-universal model for NIS is empty, and we arrive at the
following theorem.
Theorem 9.1. The free 0-generated nuclear implicative semilattice is the trivial algebra.
If n = 1, then there are two colors: ∅ and {1}, with {1} being the full color. Since there can
be no element in the 1-universal model with the full color, the first layer has two elements:
r∅,∅ and s∅,∅. Rules (1) and (2) of Definition 6.12 allow us to add elements to the next layer
only if their color is strictly smaller than the color of their cover. All the points in the first
layer have empty color, so these rules do not apply. Rule (3) gives an element in S with
empty color for each antichain not contained in S. There are two such antichains: {r∅,∅}
and {r∅,∅, s∅,∅}. Therefore, the second layer of the 1-universal model is made of the two
elements s{r∅,∅},∅ and s{r∅,∅,s∅,∅},∅. The third layer is empty because Rules (1) and (2) do not
apply since every element has empty color, and Rule (3) does not apply as every antichain
that is not contained in S is contained entirely in the first layer. Thus, the 1-universal model
has 4 elements and its diagram is shown below.
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r∅,∅ s∅,∅
s{r∅,∅},∅ s{r∅,∅,s∅,∅},∅
Figure 5. The 1-universal model for NIS.
The free 1-generated nuclear implicative semilattice is isomorphic to the upsets of the
1-universal model. Since U1 = {x ∣ 1 ∈ c(x)} = ∅, it is generated by the bottom element.
Recalling that jS(U) =X ∖ ↓(S ∖U) for each upset U , it is easy to see that we have
jS(∅) = {r∅,∅} ¬jS(∅) = {s∅,∅} ¬¬jS(∅) = {r∅,∅, s{r∅,∅},∅}
jS¬jS(∅) = {r∅,∅, s∅,∅} ¬¬jS(∅)→ jS(∅) = {r∅,∅, s∅,∅, s{r∅,∅,s∅,∅},∅}
(¬¬jS(∅)→ jS(∅)) → jS¬jS(∅) = {r∅,∅, s∅,∅, s{r∅,∅},∅}
Therefore, letting g = ∅ and abbreviating a→ g by ¬ga, we arrive at the following theorem.
Theorem 9.2. The free 1-generated nuclear implicative semilattice is the algebra shown
below.
1
(¬g¬gj(g)→ j(g))→ j(¬gj(g)) ¬g¬gj(g)→ j(g)
¬g¬gj(g) j(¬gj(g))
j(g) ¬gj(g)
g
Figure 6. The free nuclear implicative semilattice on one generator g.
The 2-universal model for NIS is already quite large. There are four colors: ∅, {1}, {2},
and {1,2}, with {1,2} being the full color. For each non-full color, the first layer contains
one element from S and another outside of S. Thus, the first layer has 6 elements. There
are exactly 6 antichains in the first layer that have nonempty color (recall (‡)). For each
such antichain α, Rule (1) tells us to add the element rα,∅ to the second layer. The first
layer together with the elements of the second layer obtained by applying Rule (1) is shown
below. To make figures easier to follow, from now on elements of universal models will be
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denoted with only one subscript describing their color. Their cover will be clear from the
figure.
r{1} s{1} r{2} s{2} r∅ s∅
r∅ r∅ r∅ r∅r∅ r∅
Figure 7. The first layer and part of the second layer of the 2-universal model
for NIS.
Similarly, Rule (2) forces us to add 6 elements of the form sα,∅ to the second layer. To
apply Rule (3), we need to consider antichains contained in the first layer that are not
entirely contained in S. There are many such antichains, each yielding an element of the
form sα,c(α) added to the second layer. Thus, the second layer is rather large to draw easily.
The construction of the 2-universal model does not stop at the second layer because while
Rules (1) and (2) do not apply anymore, Rule (3) still applies. While we leave the details
out, it can be estimated that the height of the 2-universal model is 17.
From the above description of the n-universal models for NIS where n = 0,1,2, we can
easily obtain a description of the corresponding universal models for IS. All we need to do
is to take out the points that are in S and the points that are obtained from antichains
containing some elements of S. In other words, we erase the downset of S from the universal
model for NIS.
Consequently, the 0-universal model for IS is empty. The 1-universal model has one
element r∅,∅ and is obtained by erasing S in Figure 5. Thus, the free 0-generated implicative
semilattice is trivial, while the free 1-generated implicative semilattice is a 2-element chain,
with the generator g being the bottom element.
Erasing the downset of S from the 2-universal model for NIS gives the 2-universal model
for IS shown in Figure 8.
r{1} r{2} r∅
r∅ r∅
Figure 8. The 2-universal model for IS.
The 3-universal model for IS is a lot more complicated, and the 4-universal model for IS
is practically impossible to describe (see [23, Sec. 4] for details).
We finish the paper by describing how things change in the bounded case. The key
difference is that in the bounded case the full color becomes available. Thus, the 0-generated
universal model is no longer empty. In fact, it has 4 elements. Indeed, since the full color ∅
is now allowed, the diagram of the 0-universal model for NIS is the same as the diagram
of the 1-universal model for NIS given in Figure 5. Therefore, we arrive at the following
theorem.
DIEGO’S THEOREM FOR NUCLEAR IMPLICATIVE SEMILATTICES 37
Theorem 9.3. The free 0-generated bounded nuclear implicative semilattice is isomorphic
to the free 1-generated nuclear implicative semilattice shown in Figure 6.
Since we allow one more color in the first layer, the complexity of the 1-universal model
for NIS is comparable with the complexity of the 2-universal model for NIS. Therefore,
the 1-universal model for NIS is already quite large. Despite its first layer having only 4
elements r∅,{1}, s∅,{1}, r∅,∅, and s∅,∅, the cardinality of next layers grows fast. Thus, it is
not easy to draw it. Instead we describe fully the 1-universal model for two subvarieties of
NIS where the nucleus is either dense or locally dense. Such nuclei are used in the study of
cofinal subframe superintuitionistic logics (see [3]) and have applications in computer science
(see [18, Sec. 7]).
Definition 9.4. A nucleus j on a bounded implicative semilattice is dense if j(0) = 0, and
it is locally dense if j(¬j(0)) = 1.
Each dense nucleus is locally dense, but the converse is not true in general. The following
dual characterization of dense and locally dense nuclei on finite implicative semilattices
follows from [3].
Proposition 9.5. Let (X,S) be a finite S-poset.
(1) jS is dense iff maxX ⊆ S.
(2) jS is locally dense iff ↑S ∩maxX ⊆ S.
This implies that in universal models for the dense case only elements from S are allowed
in the first layer. On the other hand, in universal models for the locally dense case, when
applying Rules (2) and (3), we add the element sα,σ only when X1 ∩ ↑α ⊆ S1.
In the dense case, the 0-universal model has only one element s∅,∅. Indeed, we only allow
elements of S in the first layer. Then the construction has to stop because there is no element
with nonempty color, nor an element outside of S, and so we cannot apply any of the three
rules. Thus, we arrive at the following theorem.
Theorem 9.6. The free 0-generated dense nuclear implicative semilattice is a 2-element
chain on which j is the identity.
In the locally dense case, the 0-universal model has 2 incomparable elements r∅,∅, s∅,∅ in
the first layer. Then the construction has to stop because Rules (1) and (2) do not apply
since the only color is the empty color, and we are not allowed to apply Rule (3) because of
the additional constraint in this case. Thus, we arrive at the following theorem.
Theorem 9.7. The free 0-generated locally dense nuclear implicative semilattice is the al-
gebra shown below.
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1
j(0) ¬j(0)
0
Figure 9. The free 0-generated locally dense nuclear implicative semilattice.
The 1-universal model for the dense case has two elements in the first layer s∅,{1} and
s∅,∅. The only antichain to which we can apply Rules (1) and (2) is {s∅,{1}}, yielding
two elements in the second layer r{s∅,{1}},∅ and s{s∅,{1}},∅. Rule (3) does not apply in the
construction of the second layer because all the elements of the first layer are in S. Since
in the first two layers there is only one antichain with nonempty color {s∅,{1}} and it is
contained in the first layer, we cannot apply Rules (1) and (2) anymore. However, we
can apply Rule (3) to 4 antichains {r{s∅,{1}},∅}, {r{s∅,{1}},∅, s{s∅,{1}},∅}, {r{s∅,{1}},∅, s∅,∅}, and
{r{s∅,{1}},∅, s{s∅,{1}},∅, s∅,∅}. This gives 4 elements in the third layer that are all in S. Then
the construction has to stop because we cannot apply Rules (1) and (2) since all the new
elements added have empty color, and Rule (3) does not apply because we cannot find any
antichain containing r{s∅,{1}},∅ that is not entirely contained in the first two layers. Thus, the
1-universal model for the dense case looks as follows, where we recall from the above that
we only use one subscript describing the color of an element.
s∅s{1}
r∅ s∅
s∅s∅s∅s∅
Figure 10. The 1-universal model for the dense case.
In the 1-universal model for the locally dense case we have two additional elements
r∅,{1} and r∅,∅ in the first layer, and they contribute to two additional elements r{r∅,{1}},∅,
r{r∅,{1},s∅,{1}},∅ in the second layer thanks to Rule (1). But since we are not allowed to add
elements in S unless the maximal elements of their upsets are all in S, these new elements do
not contribute to adding any new element in the third layer. Thus, the construction stops.
s∅s{1} r∅r{1}
r∅r∅r∅ s∅
s∅s∅s∅s∅
Figure 11. The 1-universal model for the locally dense case.
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