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Abstract
Deterministic protocols are well-known tools to obtain extended formula-
tions, with many applications to polytopes arising in combinatorial optimiza-
tion. Although constructive, those tools are not output-efficient, since the time
needed to produce the extended formulation also depends on the number of rows
of the slack matrix (hence, on the exact description in the original space). We
give general sufficient conditions under which those tools can be implemented
as to be output-efficient, showing applications to e.g. Yannakakis’ extended for-
mulation for the stable set polytope of perfect graphs, for which, to the best of
our knowledge, an efficient construction was previously not known. For specific
classes of polytopes, we give also a direct, efficient construction of extended for-
mulations arising from protocols. Finally, we deal with extended formulations
coming from unambiguous non-deterministic protocols.
Keywords: Communication protocols, Extended Formulations, Perfect Graphs.
1 Introduction
Linear extended formulations are a fundamental tool in integer programming and
combinatorial optimization, since they allow to reduce an optimization problem
over a polyhedron P to an analogous one over a polyhedron Q that linearly projects
to P . When Q can be described with much fewer inequalities than P (typically,
polynomial vs. exponential in the dimension of P ), this leads to a computational
speedup. Q as above is called an extension of P , any set of linear inequalities
describing Q is an extended formulation, and the minimum number of inequalities
in an extended formulation for P is called the extension complexity of P , and denoted
by xc(P ). Computing or bounding the extension complexity of polytopes has been
an important topic in recent years, see e.g. [6, 13, 30].
Lower bounds on extension complexity are usually unconditional: neither they
rely on any complexity theory assumptions, nor they take into account the time
needed to produce the extension or the encoding length of coefficients in the inequal-
ities. Upper bounds are often constructive and produce an extended formulation
in time polynomial (often linear) in its size. Examples of the latter include Balas’
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union of polytopes, reflection relations, and branched polyhedral branching systems
(see e.g. [9, 19]) .
The fact that we can construct extended formulations efficiently is crucial, since
their final goal is to make certain optimization problems (more) tractable. It is
interesting to observe that there is indeed a gap between the existence of certain
extended formulations, and the fact that we can construct them efficiently: for
instance in [5], it is shown that there is a small extended formulation for the stable
set polytope that is O(
√
n)-approximated (with n being the number of nodes of
the graph), but we do not expect to obtain it efficiently because of known hardness
results [18]. In another case, a proof of the existence of a subexponential formulation
with integrality gap 2+ ǫ for min-knapsack [4] predated the efficient construction of
a formulation with these properties [12].
In this paper, we investigate the efficiency of an important tool for producing ex-
tended formulation: communication protocols. In a striking result, Yannakakis [33]
showed that a deterministic communication protocol computing the slack matrix of
a polytope P = {x : Ax ≤ b} ⊆ Rn can be used to produce an extended formulation
for P . The number of inequalities of the latter is at most 2c, where c is the complexity
of the protocol (see Section 2 for definitions). Hence, deterministic protocols can be
used to provide upper bounds on extension complexity of polytopes. This reduction
is constructive, but not efficient. Indeed, it produces an extended formulation with
n+ 2c variables, 2c inequalities, and an equation per row of A. Basic linear algebra
implies that most equations are redundant, but in order to eliminate those we may
have to go through the full (possibly exponential-size) list. The main application
of Yannakakis’ technique is arguably given in his original paper, and it provides a
relaxation of the stable set polytope. In particular, it gives an exact formulation
for the stable set polytope when G is a perfect graph. This is a class of polytopes
that has received much attention in the literature, see e.g. [8, 17]. They also play
an important role in extension complexity: while many open problems in the area
were settled one after the other [6, 13, 20, 30], we still do not know if the stable set
polytope of perfect graphs has polynomial-size extension complexity. Yannakakis’
protocol gives an upper bound of nO(logn), while the best lower bound is as small as
Ω(n log n) [2]. On the other hand, a maximum stable set in a perfect graph can be
computed efficiently via a polysize semidefinite extension known as Lovasz’ Theta
body [24]. This can also be used, together with the ellipsoid method, to efficiently
find a coloring of a perfect graph, see e.g. [31, Section 67.1]. We remark that de-
signing a combinatorial (or at least SDP-free) polynomial-time algorithm to find a
maximum stable set in perfect graphs, or to color them, is a main open problem [7].
Our results. In this paper, we investigate conditions under which we can explicitly
obtain an extended formulation from a communication protocol in time polynomial
in the size of the formulation itself. We first show a general algorithm that achieves
this for any deterministic protocol, given a compact representation of the protocol
as a labelled tree and of certain extended formulations associated to leaves of the
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protocol. The algorithm runs in time linear in the input size and is flexible, in that
it also handles non-exact extended formulations. We then show that in some cases
one can obtain those extended formulations directly, without relying on this general
algorithm. This may be more interesting computationally. We show applications
of our techniques in the context of (not only) perfect graphs. Our most interesting
application is to Yannakakis’ original protocol, and it leads to an extended for-
mulation of size nO(logn) that can be constructed in time nO(n logn). For perfect
graphs, this gives a subexponential SDP-free algorithm that computes a maximum
stable set (resp. an optimal coloring). For general graphs, this gives a new relax-
ation of the stable set polytope which is (strictly) contained in the clique relaxation.
Finally, we extend our result to obtain extended formulations from unambiguous
non-deterministic protocols.
2 Preliminaries
Communication protocols. We start by describing the general setting of com-
munication protocols, referring to [21] for more details. Let M be a non-negative
matrix with row (resp. column) set X (resp. Y ), and two agents Alice and Bob.
Alice is given as input a row index i ∈ X, Bob a column index j ∈ Y , and they
aim at determining Mij by exchanging information according to some pre-specified
mechanism, that goes under the name of deterministic protocol. At each step of
the protocol, the actions of Alice (resp. Bob) only depend on her (resp. his) input
and on what they exchanged so far. The protocol is said to compute M if, for any
input i of Alice and j of Bob, it returns Mij. Such a protocol can be modelled as
a rooted tree, with each vertex modelling a step where exactly one of Alice or Bob
sends a bit (hence labelled with A or B), and its children representing subsequent
steps of the protocol. The leaves of the tree indicate the termination of the pro-
tocol and are labelled with the corresponding output. The tree is therefore binary,
with each edge representing a 0 or a 1 sent. Hence, a deterministic protocol can be
identified by the following parameters: a rooted binary tree τ with node set V; a
function ℓ : V → {A,B} (“Alice”,“Bob”), associating each vertex to its type; for
each leaf v ∈ V, a non-negative number Λv corresponding to the output at v; for
each v ∈ V, the set Sv of pairs (i, j) ⊆ X×Y such that, on input (i, j), the step cor-
responding to node v is executed during the protocol. We represent this compactly
by (τ, ℓ,Λ, {Sv}v∈V). It can be shown that each Sv is a rectangle, i.e. a submatrix
of M . For a leaf v of τ , all entries of Sv have the same value Λv, i.e. they form a
submatrix of M with constant values. Such submatrices are called monochromatic
rectangles, their collection is denoted by R, and we say that ΛR := Λv is the value
of the rectangle R associated to the leaf v. We assume that Sv 6= ∅ for each node v
of the protocol.
An execution of the protocol is a path of τ from the root to a leaf, whose edges
correspond to the bits sent during the execution. The complexity of the protocol is
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given by the height h of the tree τ . A deterministic protocol computing M gives a
partition of M in at most 2h monochromatic rectangles. We remark that one can
obtain a protocol (and a partition in rectangles) for MT given a protocol for M by
just exchanging the roles of Alice and Bob.
The setting of non-deterministic protocols is similar as before, but now Alice
and Bob are allowed to make guesses in their communication, with the require-
ment that, at the end of the protocol, they can both independently verify that the
outcome corresponds toMij for at least one guess made during the protocol. A non-
deterministic protocol is called unambiguous if for any input i, j, exactly one guess
allows to verify the value of Mij. The complexity of a non-deterministic protocol
is the maximum (over all inputs and guesses) amount of bits exchanged during the
protocol. Non-deterministic protocols of complexity c provide a cover of M with at
most 2c monochromatic rectangles, which is a partition in the case the protocol is
unambiguous. Moreover, each partition of M in N monochromatic rectangles cor-
responds to an unambiguous protocol of complexity ⌈log2N⌉, where Alice guesses
the rectangle covering i, j.
We want to mention another class of communication protocols that is relevant to
extended formulations, namely randomized protocols that compute a (non-negative)
matrix in expectations. These generalize both deterministic and unambiguous non-
deterministic protocols and have been defined in [10], where they are shown to be
equivalent to non-negative factorizations (see the next section for the definition of the
latter) and to essentially capture the notion of extension complexity. In fact, every
extended formulation is obtained from a simple randomized protocol, see again [10].
Extended formulations and how to find them. We follow here the framework
introduced in [27], that extends [33]. Consider a pair of polytopes (P,Q) with
P = conv(v1, . . . , vn) ⊆ Q = {x ∈ Rd : Ax ≤ b} ⊆ Rd, where A has m rows
a1, . . . , am. A polytope R ∈ Rd′ is an extension for the pair (P,Q) if there is a
projection π : Rd
′ → Rd such that P ⊆ π(R) ⊆ Q. An extended formulation for
(P,Q) is a set of linear inequalities describing R as above, and the minimum number
of inequalities in an extended formulation for (P,Q) is its extension complexity. The
slack matrix M(P,Q) of the pair (P,Q) is the non-negative m × n matrix with
M(P,Q)i,j = bi − a⊤i vj, where ai is the i-th row of A. A non-negative factorization
ofM is a pair of non-negative matrices (T,U) such thatM = TU . The non-negative
rank of M is the smallest intermediate dimension in a non-negative factorization of
M .
Theorem 1. [27] [Yannakakis’ Theorem for pairs of polytopes] Given a slack matrix
M of a pair of polytopes (P,Q) of dimension at least 1, the extension complexity
of (P,Q) is equal to the non-negative rank of M . In particular, if M = TU is a
non-negative factorization of M , then P ⊆ {x : ∃ y ≥ 0 : Ax+ Ty = b} ⊆ Q.
Hence, a factorization of the slack matrix of intermediate dimension N gives an
extended formulation of size N (i.e., with N inequalities). However such formulation
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has as many equations as the number of rows of A.
Now assume we have a deterministic protocol of complexity c for computing
M =M(P,Q). The protocol gives a partition of M into at most 2c monochromatic
rectangles. This implies that M = R1 + · · · + RN , where N ≤ 2c and each Ri is a
rank 1 matrix corresponding to a monochromatic rectangle of non-zero value. Hence
M can be written as a product of two non-negative matrices T,U of intermediate
dimension N , where Ti,j = 1 if the (monochromatic) rectangle Rj contains row
index i and 0 otherwise, and Ui,j is equal to the value of Ri if Ri contains column
index j, and 0 otherwise. As a consequence of Theorem 1, this yields an extended
formulation for (P,Q). In particular, let R1 be the set of monochromatic, non-zero
rectangles of M produced by the protocol and, for i = 1, . . . ,m, let R1i ⊂ R1 be the
set of rectangles whose row index set includes i. Then the following is an extended
formulation for (P,Q):
aix+
∑
R∈R1
i
yR = bi ∀ i = 1, . . . ,m (1)
y ≥ 0
Again, the formulation has as many equations as the number of rows of A, and
it is not clear how to get rid of non-redundant equations efficiently. Note that
all definitions and facts from this section specialize to those from [33] for a single
polytope when P = Q.
Stable set polytope and QSTAB(G). The stable set polytope STAB(G) is
the convex hull of the characteristic vectors of stable (also, independent) sets of
a graph G. It has exponential extension complexity [13, 16]. The clique relaxation
of STAB(G) is:
QSTAB(G) =
{
x ∈ Rd+ :
∑
v∈C
xv ≤ 1 for all cliques C of G
}
. (2)
Note that in (2) one could restrict to maximal cliques, even though in the fol-
lowing we will consider all cliques when convenient. As a consequence of the equiva-
lence between separation and optimization, optimizing over QSTAB(G) is NP-hard
for general graphs, see e.g. [31]. However, the clique relaxation is exact for per-
fect graphs, for which the optimization problem is polynomial-time solvable using
semidefinite programming (see Section 1):
Theorem 2 ([8]). A graph G is perfect if and only if STAB(G) = QSTAB(G).
A fundamental result from [33] is the following.
Theorem 3. Let G be a graph with n vertices. There is a deterministic protocol of
complexity O(log2 n) computing the slack matrix of the pair (STAB(G), QSTAB(G)).
Hence, there is an extended formulation of size nO(logn) for (STAB(G), QSTAB(G)).
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We remark that, when G is perfect, Theorem 3 gives a quasipolynomial size
extended formulation for STAB(G). However, as discussed above, the Theorem
does not give a subexponential algorithm to obtain such formulation.
3 A general approach
We present here a general technique to explicitly and efficiently produce extended
formulations from deterministic protocols, starting with an informal discussion.
It is important to address the issue of what is our input, and what assumptions
we need in order to get an “efficient” algorithm. Recall that a deterministic pro-
tocol is identified with a tuple (τ, ℓ,Λ, {Sv}v∈V), and the monochromatic rectangles
corresponding to leaves of the protocol are denoted by R. We will assume that
τ, ℓ,Λ are given to us explicitly, as their size is linearly correlated to the size of
the extended formulation we want to produce. However, since in our setting the
coefficient matrix A describing P is thought as being exponential in size, the sets
Sv have also in general exponential size: hence these are not part of our input. It
is reasonable to assume that we have an implicit description of A and of the Sv’s
for all leaves of the protocol. In particular, we will require as input certain linear
formulations related to A and to the rectangles in R.
The natural approach to reduce the size of (1) is to eliminate redundant equa-
tions. However, the structure of the coefficient matrix depends both on A and on
rectangles Ri’s of the factorization, which can have a complex behaviour. The reader
is encouraged to try e.g. on the extended formulations obtained via Yannakakis’ pro-
tocol for STAB(G), G perfect: the sets Ri’s have very non-trivial relations with each
other that depend heavily on the graph, and we did not manage to directly reduce
the system (1) for general perfect graphs. Theorem 5 shows how to bypass this prob-
lem. Informally, we shift the problem of eliminating redundant equations from the
system (1) to a family of systems {ARx+ 1ΛR = bR}, one for each monochromatic
rectangle R of value ΛR produced by the protocol (see Lemma 6). Those systems
can still have exponential size, but they may be much easier to deal with since they
do not have extra variables. We remark that we need to deal with a system as
above for every monochromatic rectangle, including those corresponding to output
of value 0.
We now switch gears and make the discussion formal. Let us start by recalling
a well-known theorem from Balas [3], in a version given by Weltge ([32], Section
3.1.1).
Theorem 4. Let P1, P2 ⊂ Rd be polytopes, with Pi = πi{y ∈ Rmi : Aiy ≤ bi}, where
πi : R
mi → d is a linear map, for i = 1, 2. Let P = conv(P1 ∪ P2). Then we have:
P = {x ∈ Rd : ∃ y1 ∈ Rm1 , y2 ∈ Rm2 , λ ∈ R : x = π1(y1) + π2(y2),
A1y1 ≤ λb1, A2y2 ≤ (1− λ)b2, 0 ≤ λ ≤ 1}.
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Moreover, the inequality λ ≥ 0 (λ ≤ 1 respectively) is redundant if P1 (P2) has
dimension at least 1. Hence xc(P ) ≤ xc(P1) + xc(P2) + |{i : dim(Pi) = 0}|.
We now give the main theorem of this section. Note that, while the result relies
on the existence of a deterministic protocol (τ, ℓ,Λ, {Sv}v∈V), its complexity does
not depend on the encoding of Λ and {Sv}v∈V (see the discussion above).
Theorem 5. Let S be a slack matrix for a pair (P,Q), where P = conv{x∗1, . . . , x∗n} ⊆
R
d and Q = {x ∈ Rd : aix ≤ bi for i = 1, . . . ,m, ℓj ≤ xj ≤ uj for j ∈ [d]}. As-
sume there exists a deterministic protocol (τ, ℓ,Λ, {Sv}v∈V) with complexity c com-
puting S, and let R be the set of monochromatic rectangles in which it partitions S
(hence c ≤ ⌈log2 |R|⌉). For R ∈ R, let PR = conv{x∗j : j is a column of R} and
QR = {x ∈ Rd : aix ≤ bi ∀ i row of R; ℓj ≤ xj ≤ uj for all j ∈ [d]}.
Suppose we are given τ, ℓ and for each R ∈ R an extended formulation TR for
(PR, QR). Let σ(TR) be the size (number of inequalities) of TR, and σ+(TR) be the
total encoding length of the description of TR (including the number of inequalities,
variables and equations). Then we can construct an extended formulation for (P,Q)
of size linear in
∑
R∈R σ(TR) in time linear in
∑
R∈R σ+(TR).
Proof. We can assume without loss of generality that τ is a complete binary tree,
i.e. each node of the protocol other than the leaves has exactly two children. Let
V be the set of nodes of τ and v ∈ V. Recall that Sv is the (non-necessarily
monochromatic) rectangle given by all pairs (i, j) such that, on input (i, j), the
execution of the protocol visits node v. Let us define, for any such Sv, a pair
(Pv , Qv) with Pv = conv{x∗j : j is a column of Sv} and
Qv = {x ∈ Rd : aix ≤ bi ∀ i row of Sv; ℓj ≤ xj ≤ uj for all j ∈ [d]}.
Clearly Pv ⊆ P ⊆ Q ⊆ Qv, and Qv is a polytope. Moreover, Sρ = S,Pρ = P , and
Qρ = Q for the root ρ of τ . We now show how to obtain an extended formulation
Tv for the pair (Pv , Qv) given extended formulations Tvi ’s for (Pvi , Qvi), i = 0, 1,
where v0 (resp. v1) are the two children nodes of v in τ .
Assume first that v is labelled A. Then we have STv =
[
Sv0 Sv1
]T
(up to
permutation of rows), since the bit sent by Alice at v splits Sv in two rectangles by
rows – those corresponding to rows where she sends 1 and those corresponding to
rows where she sends 0. Therefore Pv = Pv0 = Pv1 and Qv = Qv0 ∩ Qv1 . Hence
we have Pv ⊆ π0(Tv0) ∩ π1(Tv1) ⊆ Qv, where for i = 1, 2, πi is a projection from
the space of Tvi to R
d. An extended formulation for Tv := π0(Tv0) ∩ π1(Tv1) can be
obtained efficiently by juxtaposing the formulations of Tv0 , Tv1 .
Now assume that v is labelled B. Then similarly we have Sv =
[
Sv0 Sv1
]
(up
to permutations of columns). Hence, Pv = conv{Pv0 ∪ Pv1} and Qv = Qv0 = Qv1 ,
which implies Pv ⊆ conv{π0(Tv0) ∪ π1(Tv1)} ⊆ Qv. An extended formulation for
Tv := conv{π0(Tv0) ∪ π1(Tv1)} can be obtained efficiently by applying Theorem 4
to the formulations of Tv0 , Tv1 . Iterating this procedure, in a bottom-up approach
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we can obtain an extended formulation for (P,Q) from extended formulations of
(Pv , Qv), for each leaf v of the protocol.
We now bound the encoding size of formulation. If Tv = π0(Tv0)∩ π1(Tv1), then
σ+(Tv) ≤ σ+(Tv0) + σ+(Tv1). Consider now Tv = conv{π0(Tv0) ∪ π1(Tv1)}. From
Theorem 4 we have σ+(Tv) ≤ σ+(Tv0) + σ+(Tv1) + O(d). Since the binary tree
associated to the protocol is complete, it has size linear in the number of leaves,
hence for the final formulation Tρ we have
σ+(Tρ) ≤
∑
R∈R
(σ+(TR) +O(d)) = O
(∑
R∈R
σ+(TR)
)
,
where the last equation is justified by the fact that we can assume σ+(TR) ≥ d for
any R ∈ R. The bounds on the size of Tρ and on the time needed to construct the
formulation are derived analogously.
A couple of remarks on Theorem 5 are in order. The reader may recognize sim-
ilarities between the proof of Theorem 5 and that of the main result in [12], where
a technique is given to construct approximate extended formulations for polytopes
using Boolean formulas. While similar in flavour, those two results seem incompa-
rable, in the sense that one does not follow from the other. They both fall under a
more general framework, in which one derives extended formulations for a polytope
by associating a tree to it, starting from simpler formulations and taking intersection
and convex hulls following the structure of the tree. However, we are not aware of
any other applications of this framework, hence we do not discuss it here.
The formulation that is produced by Theorem 5 may not have exactly the form
given by the corresponding protocol. Also, even for the special case P = Q, the
proof relies on the version of Yannakakis’ theorem for pairs of polytopes. On the
other hand, it does not strictly require that we reach the leaves of the protocol – a
similar bottom-up approach would work starting at any node v, as long as we have
an extended formulation for (Pv , Qv). However, if we indeed reach the leaves, there
is an extended formulation for each (PR, QR) that has a very special structure, as
next lemma shows.
Lemma 6. Using the notation from Theorem 5, let R ∈ R and denote by ΛR ≥ 0
its value. Then we have that PR ⊆ T ∗R ⊆ QR, where
T ∗R := {ARx+ 1ΛR = bR, ℓj ≤ xj ≤ uj for all j ∈ [d]}, (3)
1 is the all-1 vector of appropriate length, and AR (resp. bR) is the submatrix
(resp. subvector) of the constraint matrix (resp. of the right-hand side) describing
Q corresponding to rows of R.
Proof. By construction, every vertex of PR satisfies ARx+ 1ΛR = bR, hence PR ⊆
T ∗R. Moreover, since ΛR ≥ 0, ARx ≤ bR is clearly valid for T ∗R, showing T ∗R ⊆ QR.
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We remark that, in case the value of a monochromatic rectangle R is not known,
one can just replace in (3) ΛR with a variable yR, together with the constraint
yR ≥ 0: similarly as in the proof above, one checks that the resulting T ∗R is an
extended formulation of (PR, QR).
3.1 Applications
(STAB(G), QSTAB(G)). We now describe how to apply Theorem 5 to the protocol
from Theorem 3 as to obtain an extended formulation for (STAB(G), QSTAB(G))
in time nO(logn). In particular, this gives an extended formulation for STAB(G), G
perfect within the same time bound.
We first give a modified version of the protocol from [33], stressing a few details
that will be important in the following. The reader familiar with the original protocol
can immediately verify its correctness. Let v1, . . . , vn be the vertices of G in any
order. At the beginning of the protocol, Alice is given a clique C of G as input
and Bob a stable set S, and they want to compute the entry of the slack matrix of
STAB(G) corresponding to C,S, i.e. to establish whether C,S intersect or not.
At each stage of the protocol, the vertices of the current graph G = (V,E) are
partitioned between low degree L (i.e., at most |V |/2) and high degree H. Suppose
first |L| ≥ |V |/2. Alice sends (i) the index of the low degree vertex of smallest index
in C, or (ii) 0 if no such vertex exists. In case (i), if vi ∈ S, then C ∩ S 6= ∅ and
the protocol ends; else, G is replaced by G ∩N(vi) \ {vj ∈ L : j < i}, where G ∩ U
denotes the subgraph of G induced by U . In case (ii), if Bob has no high degree
vertex, then C ∩ S = ∅ and the protocol ends, else, G is replaced by G ∩ H. If
conversely |L| < |V |/2, then the protocol proceeds symmetrically to above: Bob
sends (i) the index of the high degree vertex of smallest index in S, or (ii) 0 if no
such vertex exists. In case (i), if vi ∈ C, then C ∩S 6= ∅ and the protocol ends; else,
G is replaced by G∩ N¯(vi) \{vj ∈ H : j < i}. In case (ii), if Alice has no low degree
vertex, then C ∩ S = ∅ and the protocol ends, else, G is replaced by G ∩ L. Note
that at each step the number of vertices of the graph is decreased by at least half,
and C and S do not intersect in any of the vertices that have been removed.
Now let S be the slack matrix of the pair (STAB(G), QSTAB(G)). Each
monochromatic rectangle R ∈ R in which the protocol from Theorem 3 partitions
S is univocally identified by the list of cliques and of stable sets corresponding to
its rows and columns. With a slight abuse of notation, for a clique C (resp. stable
set S) whose corresponding row is in R, we write C ∈ R (resp. S ∈ R), and we also
write (C,S) ∈ R. We let PR be the convex hull of stable sets S ∈ R and QR the set
of clique inequalities corresponding to cliques C ∈ R, together with the unit cube
constraints.
We need a fact on the structure of R, for which we introduce some more notation:
for a (monochromatic) rectangle R ∈ R, let CR be the set of vertices sent by Alice
and SR the set of vertices sent by Bob during the corresponding execution of the
protocol. Note that CR is a clique and SR is a stable set.
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Observation 7. For each R ∈ R, there is exactly one clique C and one stable set
S of G such that C = CR and S = SR. Conversely, given a clique C and a stable
set S, there is at most one rectangle R ∈ R such that C = CR and S = SR. Notice
that |CR|+ |SR| ≤ ⌈log2 n⌉ for any R ∈ R.
Recall that, to apply Theorem 5 we need to have a description of τ, ℓ and the
extended formulations for (PR, QR), for each R ∈ R. These are computed as follows.
1. τ , ℓ, and (CR, SR) for all R ∈ R. Enumerate all cliques and stable sets of G
of combined size at most ⌈log2 n⌉ and run the protocol on each of those input
pairs. Each of those inputs gives a path in the tree (with the corresponding
ℓ), terminating in a leaf v, corresponding to a rectangle R. By Observation
7, τ is given by the union of those paths. Moreover, observe that, for each
R ∈ R, CR (resp. SR) is contained in all cliques C (resp. stable sets S) such
that, on input (C,S), the protocol terminates in the leaf v corresponding to
R. In particular, on input (CR, SR), the protocol terminates in v. Hence, the
inclusion-wise minimal such C and S give CR, SR.
2. For each leaf of τ corresponding to a rectangle R ∈ R, give a compact extended
formulation TR for the pair (PR, QR). We follow an approach inspired by
Lemma 6. We first need the following fact on the structure of the rectangles.
Lemma 8. Let R = (CR, SR) ∈ R and (C,S) ∈ R. Then (C ′, S′) ∈ R for any
C ′ such that CR ⊆ C ′ ⊆ C and S′ such that SR ⊆ S′ ⊆ S.
Proof. Note that a vertex v ∈ C \CR is not sent during the protocol on input
(C,S). Hence, the execution of the protocols on inputs (C,S) and (C − v, S)
coincides. Indeed at every step Alice chooses the first vertex of low degree in
her current clique, and if v is never chosen, having v in the clique does not
affect her choice. Moreover, the choice of Bob only depends on his current
stable set and the vertices previously sent by Alice. In particular, we have
(C \ {v}, S) ∈ R. Iterating the argument (and applying the symmetric for
v ∈ S \ SR) we conclude the proof.
Now, let R be a rectangle of value 1. We claim that PR ⊆ TR ⊆ QR, where
TR = {x ∈ Rd : xv = 0 ∀ v ∈ CR or v ∈ V \ CR : CR + v ∈ R,
0 ≤ x ≤ 1}.
The first inclusion is due to Lemma 8 and to the fact that, since R has value
1, all vertices of PR correspond to stable sets that are disjoint from cliques of
R. For the second inclusion, given a clique C of R and v ∈ C, using again
Lemma 8 we have that CR + v is also a clique of R, so for x ∈ TR we have
x(C) =
∑
v∈C xv = 0 ≤ 1. Observe that, in order to decide if CR + v ∈ R, it
suffices to run the protocol on input (CR + v, SR).
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Finally, let R be a rectangle of value 0. We have CR ∩ SR = {u} for some
vertex u. One can conclude, in a similar way as before, that PR ⊆ TR ⊆ QR,
where
TR = {x ∈ Rd : xu = 1,
xv = 0 ∀ v ∈ CR − u or v ∈ V \ CR : CR + v ∈ R
0 ≤ x ≤ 1}.
We conclude by observing that the approach described above proceeds by obtain-
ing the leaves of τ through an enumeration of all cliques and stable sets of combined
size ⌈log2 n⌉, and then reconstructing τ . This takes time nΘ(⌈log2 n⌉). However, one
could instead try to construct τ from the root, by distinguishing cases for each
possible bit sent by Alice or Bob. This intuition is the basis for the alternative
formulation that we give in Section 4.
Min-up/min-down polytopes. We give here another application of Theorem 5.
Min-up/min-down polytopes were introduced in [23] to model scheduling problems
with machines that have a physical constraint on the frequency of switches between
the operating and not operating states. For a vector x ∈ {0, 1}T and an index i with
1 ≤ i ≤ T−1, let us call i a switch-on index if xi = 0 and xi+1 = 1, a switch-off index
if xi = 1 and xi+1 = 0. For L, ℓ, T ∈ N with ℓ ≤ T,L ≤ T , the min-up/min-down
polytope PT (L, ℓ) is defined as the convex hull of vectors in {0, 1}T satisfying the
following: for any i, j switch indices, with i < j, we have j− i ≥ ℓ if i is a switch-on
index and j a switch-off index and j − i ≥ L if viceversa i is a switch-off index and
j a switch-on index. In other words, in these vectors (seen as strings) each block of
consecutive zeros (resp. ones) has length at least L (resp. ℓ). In [23], the following
is shown:
Theorem 9. The following is a complete, non-redundant description of PT (L, ℓ):
k∑
j=1
(−1)jxij ≤ 0 ∀ {i1, . . . , ik} ⊆ [T ] : k odd and ik − i1 ≤ L
k∑
j=1
(−1)j−1xij ≤ 1 ∀ {i1, . . . , ik} ⊆ [T ] : k odd and ik − i1 ≤ ℓ.
When ℓ, L are not constant, PT (L, ℓ) has an exponential number of facets. An
extended formulation for PT (L, ℓ) is given in [28]. We now provide a simple deter-
ministic protocol for its slack matrix Sℓ,L,T . As a simple consequence of Theorem
5, this will give a compact extended formulation that can be obtained efficiently.
For simplicity we only consider the part of the slack matrix indexed by the first set
of inequalities, as the protocol for the second part can be derived in an analogous
way. Hence, assume that Alice is given an index set I = {i1, . . . , ik} ⊆ [T ] with k
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odd and ik − i1 ≤ L, and Bob is given a vertex v of PT (L, ℓ), which is univocally
determined by its switch indices. Alice sends to Bob the index i1. Assume that
vi1 = 0, the other case being analogous. Then v can have at most one switch-on
index and at most one switch-off index in {i1, . . . , i1 + L}, hence in particular in
I. Bob sends to Alice 1 bit to signal vi1 = 0, and the coordinates of such in-
dices. Hence, Alice now knows exactly the coordinates of v on I and can output
the slack corresponding to I, v. In total, it is easy to see that the protocol has
complexity ⌈log T ⌉+2max(⌈logL⌉, ⌈log ℓ⌉)), and can be modeled by a tree τ of size
O(T · (L+ ℓ)2).
Finally, in order to apply Theorem 5 we would need to obtain a compact extended
formulation for the pair (PR, QR) for each rectangle R corresponding to a leaf of τ .
While this can be achieved by applying Lemma 6 with a tedious case distinction,
we proceed in a simpler, alternative way. We exploit the fact that, as remarked
above, when applying Theorem 5, we do not necessarily need to give formulations
to the leaves τ , but we can start from their ancestors as well. Consider a step of
the protocol, corresponding to a node v of τ , where the following communication
has taken place: Alice sent an index i1, Bob sent a bit to signal that vi1 = 1 and
the switch-off index i∗ (the other cases are dealt with similarly). This determines a
rectangle Sv = R that is not monochromatic (as its value depends on Alice’s input)
and has as columns all the vertices x of PT (L, ℓ) with
xi1 = · · · = xi∗ = 1, xi∗+1 = · · · = xi1+L = 0 (4)
and as rows all the inequalities corresponding to subsets I whose smallest index is
i1. Consider the polytope
TR := {0 ≤ x ≤ 1 : x satisfies (4)}.
Clearly, we have PR ⊆ TR ⊆ QR. Now, it is easy to see that a similar formulation
can be given to all nodes v of τ whose children are leaves. Hence we can conclude
the following.
Theorem 10. Let L, ℓ, T be positive integers with ℓ ≤ T,L ≤ T . The min-up/min-
down polytope PT (L, ℓ) has an extended formulation of size O(T · (L+ ℓ)2) that can
be written down in time O(T · (L+ ℓ)2).
4 Direct derivations
In this section, we show how to construct certain extended formulations directly
from protocols, without resorting to Theorem 5.
Complement graphs. Denote by G¯ the complement of a graph G. An extended
formulation for (STAB(G¯),QSTAB(G¯)) can be efficiently obtained from an extended
formulation of (STAB(G),QSTAB(G)), keeping a similar dimension (including the
number of equations).
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We begin by observing that the following holds, for any graph G: STAB(G) ⊆
{x : x ≥ 0, xT y ≤ 1 ∀ y ∈ STAB(G¯)} = QSTAB(G). We will prove a stronger state-
ment in Lemma 12, and in order to efficiently turn this into an extended formulation,
we need the following fact.
Lemma 11 ([26, 32]). Given a non-empty polyhedron Q and γ ∈ R, let P = {x :
xT y ≤ γ ∀ y ∈ Q}. If Q = {y : ∃ z : Ay +Bz ≤ b, Cy +Dz = d}, then we have that
P = {x : ∃λ ≥ 0, µ : ATλ+ CTµ = x, BTλ+DTµ = 0, bTλ+ dTµ ≤ γ}.
In particular, xc(P ) ≤ xc(Q) + 1.
Lemma 12. Let G be a graph on n vertices such that (STAB(G¯),QSTAB(G¯)) ad-
mits an extended formulation Q with r additional variables (i.e. n + r variables
in total), m inequalities and k equations. Then (STAB(G),QSTAB(G)) admits an
extended formulation with m + k additional variables, m + 1 inequalities, n + r
equations, which can be written down efficiently given Q.
Proof. We have STAB(G¯) ⊆ π(Q) ⊆ QSTAB(G¯), where π is the projection on the
original space. Let η(Q) denote the extended formulation for {x : x ≥ 0, xT y ≤
1 ∀ y ∈ π(Q)} obtained applying Lemma 11 to Q and then adding non-negativity
constraints. Writing down η(Q) can be done in linear time in the encoding size of
Q, and the number of variables, inequalities and equations of π(Q) can be derived
immediately from Lemma 11. We now prove that η(Q) is an extended formulation
for (STAB(G),QSTAB(G)). Let S be a stable set in G, and χS be the corresponding
incidence vector. For any y ∈ π(Q), we have yTχS = y(S) ≤ 1 as S is a clique in
G¯, hence since η(Q) (hence π(η(Q))) is convex it follows that STAB(G) ⊆ π(η(Q)).
Now, for a clique C of G and x ∈ π(η(Q)), one has χC ∈ π(Q) hence x(C) =
xTχC ≤ 1, proving π(η(Q)) ⊆ QSTAB(G).
To conclude, we remark that the above statement produces an exact formulation
of STAB(G) whenever G is a perfect graph.
Alternative extended formulation for (STAB(G),QSTAB(G)). We now present
a general algorithmic framework to obtain extended formulations of (STAB(G),
QSTAB(G)) by iteratively decomposing a graph G. In particular this results in an
algorithm that, given a graph G on n vertices, produces an explicit extended formu-
lation for (STAB(G),QSTAB(G)) of size nO(logn), in time bounded by nO(logn). The
decomposition approach is inspired by Yannakakis’ protocol [33], even though the
formulation obtained has a different form than (1) (and different from the formula-
tion obtained in the previous section). We first recall a simple, though important
observation:
Observation 13. Let P1, . . . , Pk ∈ Rn be polyhedra with P = P1∩· · ·∩Pk, and let Qi
be an extended formulation for Pi for i = 1, . . . , k, i.e. Pi = {x ∈ Rn : ∃ y(i) ∈ Rri :
(x, y(i)) ∈ Qi}. Then P = {x ∈ Rn : for i = 1, . . . , k ∃ y(i) ∈ Rri : (x, y(i)) ∈ Qi}.
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A key tool is next Lemma. For a vertex v of G, N+(v) := N(v) ∪ {v} denotes
the inclusive neighbourhood of v.
Lemma 14. Let G be a graph on vertex set V = {v1, . . . , vn}, and, fix k with 1 ≤ k ≤
n. Let Gi be the induced subgraph of G on vertex set Vi = N
+(vi)\{v1, . . . , vi−1} for
i = 1, . . . , k, and G0 the induced subgraph of G on vertex set V0 = {vk+1, . . . , vn}. Let
Qi be an extended formulation for (STAB(Gi),QSTAB(Gi)), for i = 0, . . . , k, and
P = {x ∈ RV : xVi ∈ πi(Qi) for i = 0, . . . , k}, where xVi denotes the restriction of x
to the coordinates in Vi, and πi is the projection from the space of Qi to R
Vi. Then
STAB(G) ⊆ P ⊆ QSTAB(G). In particular, the formulation obtained by juxtaposing
the descriptions of the Qi’s as in Observation 13 is an extended formulation for
(STAB(G),QSTAB(G)).
Proof. For the first inclusion, let χS be the characteristic vector of a stable set S
of G. Then, for every i = 0, . . . , k, S ∩ V (Gi) is a stable set in Gi, hence χSVi ∈
πi(Qi). By convexity, we conclude that STAB(G) ⊆ P . For the second inclusion,
let x ∈ P , and let C be a clique of G. Notice that C is a clique of Gi for some
i: indeed, if {v1, . . . , vk} ∩ C 6= ∅, let i be the minimum such that vi ∈ C, then
C ⊆ N+(vi)\{v1, . . . , vi−1} = Vi by definition; if {v1, . . . , vk}∩C = ∅, then C ⊆ V0.
Since πi(Qi) ⊆ QSTAB(Gi), we have x(C) = xVi(C) ≤ 1.
Given a graph G, a decomposition tree τG is a rooted tree defined inductively as
follows:
• The root node of τG is associated to the graph G;
• Let v be a node of τG, to which graph H is associated. Then v is either a
leaf, or it has a single child, to which graph H¯ is associated, or it has children
τH0 , . . . , τHk , for some k ≥ 1, associated to graphs H0,H1, . . . ,Hk, defined as
in Lemma 14 for some v1, . . . , vk, respectively.
We now state the main lemma of the section.
Lemma 15. Let G be a graph on n vertices and let τ be a decomposition tree
associated to G. Denote by Lτ the set of leaves of τ . Suppose that we are given, for
each leaf L ∈ Lτ , an extended formulation η(GL) for (STAB(GL),QSTAB(GL)),
where GL is the graph associated to node L. Let σ be an upper bound on the total
encoding length of the description of any η(GL) (including the number of inequalities,
variables and equations), and denote by |τ | the number of vertices of τ . Then we
can construct an extended formulation for (STAB(G),QSTAB(G)) of size O(|τ |σ)
in time O(|τ |σ).
Proof. We will abuse notation and identify a node of the decomposition tree and the
corresponding subgraph. Consider the extended formulation, which we call η(G),
obtained by traversing τ bottom-up and applying the following:
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1. if a non-leaf node H of τ has a single child H¯, then define η(H) to be equal
to the extended formulation of {x ∈ RV (H) : xT y ≤ 1 ∀ y ∈ η(H¯)}, obtained
by applying Lemma 11, plus constraints x ≥ 0.
2. otherwise if H has children H0, . . . ,Hk, then define η(H) to be the extended
formulation obtained from η(H0), . . . , η(Hk) using Observation 13.
We first prove that η(G) is an extended formulation for (STAB(G),QSTAB(G)).
We proceed by induction on the height of τ , in particular we prove that for a node
H of τ , η(H) is an extended formulation of (STAB(H),QSTAB(H)), assuming this
is true for the children of H. If H is a leaf of τ , then there is nothing to prove.
Otherwise, we need to analyze two cases:
1. H has a single child, labelled H¯. Then, assuming that STAB(H¯) ⊆ π(η(H¯)) ⊆
QSTAB(H¯), we have that STAB(H) ⊆ π(η(H)) ⊆ QSTAB(H) by Lemma 12.
2. H has children H0, . . . ,Hk. Assume that for i = 0, . . . , k, STAB(Hi) ⊆
η(Hi) ⊆ QSTAB(Hi). Then, applying Lemma 14, we have that STAB(H) ⊆
π(η(H)) ⊆ QSTAB(H).
We now deal with complexity issues. Thanks to Lemma 11 and Observation 13,
the extended formulation η(H) for a node H of τ has linear size in the total size of
the formulations associated to the children of H, and the same bound holds for the
time needed to write down η(H). Iterating this over all the nodes of τ , from the
leaves to the root, we obtain the desired bounds on the size of η(G) and the time
needed to write it down.
Lemma 15 allows us to deduce the following.
Theorem 16. Let G be a graph on n vertices. Then there is an algorithm that, on
input G, outputs an extended formulation of (STAB(G),QSTAB(G)) of size nO(logn)
in nO(logn) time.
Proof. Define the decomposition tree τG iteratively as follows, starting from the
root. Let H be the current graph. If H has less than c vertices, where c is any
fixed constant, then H has no child. Otherwise, let v1, . . . , vk be the vertices of H of
degree at most |V (H)|/2, if k ≥ |V (H)|/2, then H has children labelled H0, . . . ,Hk,
where H0, . . . ,Hk are the graphs defined as in Lemma 14. Notice that H0, . . . ,Hk
have at most |V (H)|/2 + 1 vertices. Otherwise, H has a single child labelled H¯.
Now it is easy to see that τG has n
O(logn) nodes. Indeed, notice that, for any H,
at least half of the vertices of either H or its complement H¯ will have low degree,
hence the corresponding node will be branched and the size of the graphs associated
to its children will reduce by roughly half: this implies that the height of τG is
O(log n), and the fact that a node of τG can have at most n children implies that
the total number of vertices is nO(logn). τG is a decomposition tree for G, and we can
associate to each of its leaves labelled by a (constant size) subgraph GL the clique
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formulation QSTAB(GL), which has constant size. Applying Lemma 15 concludes
the proof.
Theorem 16 may have interesting computational consequences: indeed, there
is interest in producing relaxations of STAB(G) without explicitly computing the
Theta body (see for instance [14]). We conclude by remarking that, as a consequence
of the main result of [15], there exists a constant c > 0 such that, there is no extended
formulation of size O(nlog
c n) for (STAB(G),QSTAB(G)): this limits the extent to
which Theorem 16 could be improved for general (non-perfect) graphs.
Claw-free graphs and generalizations. Let P = STAB(G), where G is claw-
free, i.e., it does not contain the complete bipartite graph K1,3 as induced subgraph.
Extended formulations for this polytope are known [11], but as the stable set poly-
tope of claw-free graphs generalizes the matching polytope, it follows from [30] that
it has no extended formulation of polynomial size. The row submatrix of the slack
matrix of P corresponding to clique constraints can however be computed by the
following simple protocol from [10]. Fix an arbitrary order v1, . . . , vk of V . Alice,
who has a clique C as input, sends vertex vi ∈ C with smallest i to Bob, who
has a stable set S. If v ∈ S, Bob outputs 0. Else, since G is claw-free, we have
|N(v) ∩ S| ≤ 2, and clearly C ⊂ N(v), hence Bob sends N(v) ∩ S and Alice can
compute and output 1 − |C ∩ S|. The protocol has complexity at most 3 log n + 1,
hence by applying Theorem 1 we get the following formulation of size O(n3):
x(C) +
∑
R∈RC
yR = 1 ∀ C clique of G (5)
x, y ≥ 0
where, following the notation from (1), R1 contains a 1-rectangle for each couple
(v, U), where v ∈ V and U ⊆ N(v) with U stable (i.e., |U | ≤ 2), and, for a clique C,
RC denotes all rectangles (vi, U) from R1 with i = argmin{j ∈ [n] : vj ∈ C} and
C ∩ U = ∅.
We now remove from (5) many redundant equations. Before, we notice that
the above protocol can be easily generalized to K1,t-free graphs for t ≥ 3: in this
case sets R1,RC are defined similarly as before, except that now we have rectangles
(v, U) with |U | ≤ t− 1. This yields a formulation of size O(nt). We state our result
for this more general class of graphs: informally, the only clique equations that we
keep are coming from singletons and edges, obtaining a formulation with only O(n2)
many equations.
Theorem 17. Let G(V,E) be a K1,t-free graph. Let R1,RC as above. Then the
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following is an extended formulation for (STAB(G),QSTAB(G)):
x(v) +
∑
R∈Rv
yR = 1 ∀ v ∈ V (6)
x(e) +
∑
R∈Re
yR = 1 ∀ e ∈ E
x, y ≥ 0,
where we abbreviated Rv = R{v}. In particular, if G is also perfect, (6) is a formu-
lation for STAB(G).
Proof. Thanks to the above discussion, we only need to show that, for any clique
C of G with |C| = k ≥ 3, the equation x(C) +∑R∈RC yR = 1 is implied by the
equations in (6). In fact, since equations from (6) are valid for (5) (they are a subset
of valid equations), it will be enough to prove that the left-hand side of any equation
from (5) is a linear combination of the left-hand sides of equations from (6). From
now on, fix such C, let v ∈ C be the first vertex of C (in the order fixed by the
protocol) and consider the following expression, obtained by summing the left-hand
side of the equations relative to e = uv, for every u ∈ C − v:
∑
e=uv:
u∈C−v
(
x(u) + x(v) +
∑
R∈Re
yR
)
=
(k − 2)x(v) + x(C) +
∑
e=uv:
u∈C−v

 ∑
R∈Re∩RC
yR +
∑
R∈Re\RC
yR


Now, consider a rectangle R = (v, U) ∈ R1, and let (C,S) be an entry of R (hence,
C ∩ S = ∅). Then v is the first vertex of C and U = N(v) ∩ S, with U ∩ C = ∅.
Hence, we can derive Re = {(v, U) : U ⊂ N(v), U ∈ S, u 6∈ U} for u ∈ C and e = uv,
and RC = {(v, U) : U ⊂ N(v), U ∈ S, U ∩ C = ∅}, where S denotes the family of
the stable sets of G. Hence RC ⊆ Re for e ⊂ C. We can then rewrite the above
expression as:
(k − 2)x(v) + x(C) + (k − 1)
∑
U⊆N(v),
U∈S,U∩C=∅
y(v,U) +
∑
u∈C\{v}
∑
U⊆N(v)−u
U∈S,U∩C 6=∅
y(v,U) =
(k − 2)x(v) + x(C) + (k − 1)
∑
U⊆N(v),
U∈S,U∩C=∅
y(v,U) + (k − 2)
∑
U⊆N(v)
U∈S,U∩C 6=∅
y(v,U), (7)
where we used that U ∈ S, U ∩ C 6= ∅ implies that |U ∩ C| = 1, hence y(v,U) will
appear in all summations, except the one corresponding to {u} = U ∩ C.
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Now, consider the left-hand side of the equation corresponding to C = {v}:
x(v) +
∑
R∈Rv
yR = x(v) +
∑
U⊂N(v),U∈S
y(v,U).
Subtracting k − 2 times the latter from (7) we obtain as required
x(C) +
∑
U⊂N(v),U∈S,U∩C=∅
yv,U = x(C) +
∑
R∈RC
yR.
Comparability graphs. A graph G on vertex set D is a comparability graph
if there is a partial order (D,≤D) such that two elements of D are adjacent in
G if and only if they are comparable with respect to ≤D. A clique (resp. stable
set) in G corresponds to a chain (resp. antichain) in (D,≤D). It is well known
that comparability graphs are perfect. In [33], it is described an unambiguous
nondeterministic protocol for the slack matrix of STAB(G), which we now recall.
Given a clique C = {v1, . . . , vk} with v1 ≤ · · · ≤ vk in D, and a stable set S
disjoint from C, there are three cases: 1) every node of C precedes some node of S
(equivalently, vk does); 2) no node of C precedes a node of S (equivalently, v1 does
not precede any node of S); 3) there is an i such that vi precedes some node of i,
and vi+1 does not. Alice, given C, guesses which of the three cases applies and sends
to Bob the certificate (vk, 0) in case 1), (v1, 1) in case 2) and (vi, vj) in case 3). This
protocol yields a factorization of the slack matrix, hence an extended formulation
for STAB(G) of the usual kind:
x(C) + y(v1, 1) + y(v1, v2) + · · ·+ y(vk, 0) = 1 ∀ C = {v1, . . . , vk} ∈ G (8)
x, y ≥ 0
Lemma 18. Let G(V,E) be a comparability graph with order ≤D, then the following
is an extended formulation for STAB(G):
x(v) + y(v, 0) + y(v, 1) = 1 ∀ v ∈ V (9)
x(u) + x(v) + y(u, 1) + y(u, v) + y(v, 0) = 1 ∀ u, v ∈ V : u ≤D v
x, y ≥ 0.
Proof. Constraints (9) are a subset of (8), hence their projection T to the space
of x variables satisfy STAB(G) ⊆ T . Let (x, y) be a point that satisfies (9), and
C = {v1, . . . , vk} a clique of G with v1 ≤D · · · ≤D vk, k ≥ 3. We show x(C) ≤
1. Manipulating the equations from (9), we have that for i = 2, . . . , k, x(vi) =
y(vi−1, 0)− y(vi−1, vi)− y(vi, 0). Hence:
x(C) =
18
x(v1) + y(v1, 0)− y(v1, v2)− y(v2, 0) + · · ·+ y(vk−1, 0) − y(vk−1, vk)− y(vk, 0)
= x(v1) + y(v1, 0) − y(v1, v2)− · · · − y(vk−1, vk)− y(vk, 0) ≤ 1,
as required.
We remark that a small, explicit extended formulation for the stable set poly-
topes of comparability graphs has been given in [25].
Threshold-free graphs. A threshold graph is a graph for which there is an order-
ing of the vertices v1, . . . , vn, such that for each i vi is either complete or anticomplete
to vi+1, . . . , vn. Fix a threshold graph H on t vertices, where t is a constant. We say
that a graph isH-free if it does not contain H as an induced subgraph. A determinis-
tic protocol for the clique-stable set incidence matrix of H-free graphs is known [22].
It implies a polynomial size extended formulation for (STAB(G), QSTAB(G)) if G
is H-free. One can apply Theorem 5 to show that such formulation can be obtained
efficiently. One can also obtain this result directly by applying Lemma 15.
Theorem 19. Let H be a fixed threshold graph, and let G be an H-free graph
on n vertices. Then there is an algorithm that, on input G, outputs an extended
formulation for (STAB(G),QSTAB(G)) of size O(n|V (H)|) in time O(n|V (H)|). If
moreover G is also perfect, then the output is an extended formulation of STAB(G).
Proof. We will use Lemma 15, hence we will describe a decomposition tree τG of
size O(n|V (H)|), whose leaves are singletons. Let V (H) = {u1, . . . , ut} with ui either
complete or anticomplete to ui+1, . . . , ut, for i = 1, . . . , t − 1. The root of τG is G
(as before we identify a node of τG with a graph). If u1 is complete to the other
vertices of H, then G has n children G1, . . . , Gn. Otherwise, G has one child G¯,
which in turn has n children G¯1, . . . , G¯n. We now recurse on the children obtained
(except for those which are already labelled by singletons, which are left as leaves):
each Gi (or G¯i) has either |V (Gi)| children if u2 is complete to u3, . . . , ut, or it
has one child G¯i which in turn has |V (Gi)| children, and so on for u3, . . . , ut−1.
Our tree has clearly size O(nt). We now show that all its leaves are (labelled by)
singletons, which concludes the proof. Let G′ be a leaf and consider the sequence
G(0) = G,G(1), . . . , G(k) = G′ of graphs that represent labels in the path from
the root of τG to G
′, excluding graphs that are complement of their predecessor. If
k ≤ t−2, then the decomposition must have stopped at G′ because G′ is a singleton.
Assume by contradiction that k = t − 1, and let v1, . . . , vt−1 be the vertices of G
such that G(i) = G
(i−1)
vi or G
(i) = G¯
(i−1)
vi (according to ui) for i = 1, . . . , t − 1,
and let vt be a vertex of G
(t). We have that for i = 2, . . . , t, vi ∈ N(vi−1) or
vi ∈ V (G) \N(vi−1), again according to ui, but this implies that v1, . . . , vt induce a
subgraph of G isomorphic to H, a contradiction.
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5 Extended formulations from non-deterministic, un-
ambiguous protocols
As mentioned in the introduction, extended formulations can be obtained also via
unambiguous non-deterministic and randomized communication protocols. The lat-
ter are very general, and it is not clear how to extend Theorem 5 to deal with them.
In this section, we deal therefore with the former.
Let P ⊆ Q be a pair of polytopes andM the slack matrix of (P,Q). Assume that
we are given a partition of M in monochromatic rectangles R = {R1, . . . , Rt} (simi-
larly as in Theorem 5 this assumption could be relaxed). This partition corresponds
to a non-deterministic unambiguous protocol for M of complexity log(t)+O(1). On
one hand, this implies a non-negative factorization of M , hence an extended formu-
lation of (P,Q), of size O(t), but it is not clear at all how to get this formulation in
general. On the other hand, Yannakakis [33] showed how to deduce from R a deter-
ministic protocol for M of complexity O(log2 t), hence an extended formulation for
P of size tO(log t). Unfortunately, Theorem 5 cannot directly be applied to produce
this formulation. However, a formulation of size tO(log t) can be obtained in time
tO(log t) under some basic additional assumptions.
Let us begin by describing a version of Yannakakis’ reduction mentioned above
that can be found in [29]. In this setting, Alice has as input a row index r ofM , Bob
a column index c, and the goal of the protocol is to determine the unique rectangle
of Rr,c ∈ R containing the entry (r, c). We say that a rectangle R is horizontally
good if r is a row of R, and R intersects horizontally at most half of the rectangles
in R, vertically good if c is a column of R and R intersects vertically at most half
of the rectangles in R, and good if it is horizontally or vertically good. Notice
that, since two rectangles in R cannot intersect both vertically and horizontally,
Rr,c is good. We now proceed in stages: in each stage, Alice, which has input r,
sends a horizontally good rectangle R, or the information that there is none: in the
former case, either c is a column of R, in which case R = Rr,c and the protocol
ends, or Alice and Bob can delete from R all the rectangles that do not horizontally
intersect R, as they cannot be Rr,c; in the latter case, there must be a vertically
good rectangle R, which Bob sends to Alice, and again either R = Rr,c or Alice
and Bob can delete from R all the rectangles that do not vertically intersect R. At
the end of the stage, the size of R is decreased by at least half. Note that Rr,c is
never deleted from R during the protocol, hence it will eventually be sent by Alice
or Bob. Hence, there will be at most ⌈log t⌉ stages before Rr,c is sent, and the
protocol has complexity O(log2 t). Therefore, the protocol partitions M in tO(log t)
monochromatic rectangles, each of which is contained in a unique rectangle of R,
which is the one that is output at the end of the protocol.
We now show how to obtain a tree modeling this protocol, and how to construct
an extended formulation for P,Q from the tree. We assume that we are given two
graphs GH , GV on vertex set R, where two rectangles are adjacent in GH if they
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intersect horizontally, and in GV if they intersect vertically.
Theorem 20. Let P,Q,M,R as above. Assume that we are given the graphs
GH , GV , and an extended formulation TR of the pair (PR, QR) (defined exactly as in
Theorem 5), for each R ∈ R. Let σ be an upper bound on the size of any TR, and σ+
on its total encoding length. Then there is an algorithm that, on input {TR : R ∈ R}
and R, outputs an extended formulation for (P,Q) of size tO(log(t))poly(σ) in time
tO(log(t))poly(σ+).
Proof. In Section 2 we formally defined a protocol as a tuple (τ, ℓ,Γ, {Sv}v∈V (τ)).
Here we will use a slightly different notation to define and efficiently construct a tree
τ . For ease of exposition the tree will not be binary. We also associate to each node
v of τ a subset Rv ⊆ R. τ is defined in an iterative manner as follows. The root ρ of
τ is an Alice node and Rτ = R. We attach to ρ a child v for each rectangle Rv that
can be possibly sent by Alice during this first step, i.e., each rectangle with degree
at most |R|/2 in GH . Each such child v is an Alice node, we define Rv removing
from R rectangles that are not Rv or its neighbors in GH . We also add another
children v of ρ for the information that Alice cannot send any rectangle. In this
case, Rv is defined to be the subset of rectangles corresponding to nodes of GH of
degree more than |R|/2.
If u is a generic Alice node with |Ru| ≥ 2, we similarly attach to u an edge to
an Alice child v for each rectangle Rv that, in the subgraph GH [Ru] (i.e., induced
by Ru), has low degree (at most |Ru|/2), and define Rv being the inclusive neigh-
borhood of R in GH [Ru]. We also attached another children v for the information
that Alice cannot send any rectangle, and define Rv as above.
Similarly, for a Bob node u with |Ru| ≥ 2, there is an Alice node v for each
rectangle Rv possibly sent by Bob (there must be at least one by construction),
and define Rv to be the subset of Ru of rectangles corresponding to nodes of high-
degree in GH [Rv] (there must be at least one by construction). A node v is a leaf
if Rv = {R} for some R ∈ R, and we set Γ(v) = R.
τ as constructed above has size tO(log t) and models the above protocol for any
possible matrix M whose partition in rectangles R respects the structure of GH , GV .
In other words, for each such matrixM and for each input r, c, there is a root-to-leaf
path in τ that corresponds to the execution of the protocol for M on input r, c, and
leads to the unique rectangle of R containing r, c. On the other hand, depending
on M some of the nodes of τ might never be traversed during an execution: for
instance, if in the first step of the protocol the low degree rectangles that Alice can
send cover all the rows of M , then for every input row Alice will have a horizontally
good rectangle to send, and the Bob child of the root will never be traversed.
Consider τ as above and to each leaf v with Γ(v) = R we associate the extended
formulation TR such that PR ⊆ π(TR) ⊆ QR, where PR, QR, π are defined as in
Theorem 5. We proceed bottom up similarly to the proof of Theorem 5 to obtain
formulations Tv for each v node of τ : if v is an Alice node, Tv is the intersection of
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Tvi for all the children vi of v, and if it is a Bob node, Tv is obtained as their convex
hull (using Theorem 4). We claim that Tρ is an extended formulation for (P,Q).
To argue this, we will proceed by contradiction. First, we introduce for each
node v of τ a set Av of row indices of M and Bv of column indices of M defined
iteratively as follows. For the root ρ of τ , Aρ, Bρ are the row set and the column set
of M . For an Alice node v, with children v1, . . . , vk, we let Bvi = Bv for any i, and
define Av1 , . . . Avk to be a partition of Av defined as follows: r ∈ Av is in Avi if, for a
column c of Bv, on input r, c the execution of the protocol traverses node vi. Notice
that this partitions Av as the message sent by Alice at step v can only depend on
her input and on the knowledge that c ∈ Bv, hence for a given row, the choice of c
is irrelevant (i.e., requiring that the node is traversed for some c ∈ Bv or for all of
them is the same). Also, some of the Avi can be empty. We proceed similarly for a
Bob node v with children v1, . . . , vk, letting Avi = Av for any i, and Bv1 , . . . , Bvk be
the partition of Bv corresponding to the information that Bob sends (where some
Bvi can be empty).
Now, assume by contradiction that Tρ is not an extended formulation for (P,Q).
First, assume that P 6⊂ π(Tρ), in particular that there is vertex x∗ of P , correspond-
ing to a column c∗ of M , with x∗ 6∈ π(Tρ). Notice that c∗ ∈ Bρ. We color red some
vertices of τ according to the following rules: ρ is red; for a red node v and a child u
of v, if x∗ 6∈ π(Tu), color u red. Notice that a red Alice node will have at least a red
child, and all children of a red Bob node will be red. Now, color blue some vertices
of τ according to the following rules: ρ is blue; for a blue node v and a child of u with
c∗ ∈ Bu, color u blue. Notice that a blue Bob node will have at least a blue child,
and all children of a blue Alice node will be blue. Now, this implies that there is a
path from ρ to a leaf v whose nodes are both red and blue. Let R = Γ(v). Since v
is blue, we have that c∗ ∈ Bv, hence c∗ ∈ R, but since v is red, x∗ 6∈ π(Tv) = π(TR),
a contradiction to the fact that TR is an extended formulation of (PR, QR). Hence
we proved P ⊆ π(Tρ). Proceeding in an analogous way one proves that π(Tρ) ⊆ Q,
concluding the proof.
Acknowledgements. We thank Mihalis Yannakakis for inspiring discussions and
Samuel Fiorini for useful comments on [1], where many of the results here presented
appeared. Manuel Aprile would also like to thank Aure´lie Lagoutte and Nicolas
Bousquet for useful discussions.
References
[1] M. Aprile. “On some problems related to 2-level polytopes”. PhD thesis. E´cole
Polytechnique Fe´de´rale de Lausanne, (2018).
[2] M. Aprile, Y. Faenza, S. Fiorini, T. Huynh, and M. Macchia. “Extension
complexity of stable set polytopes of bipartite graphs”. In: vol. 10520. CONF.
Springer, Cham, 2017, pp. 75–87.
22
[3] E. Balas. “Disjunctive programming”. In: Annals of Discrete Mathematics 5
(1979), pp. 3–51.
[4] A. Bazzi, S. Fiorini, S. Huang, and O. Svensson. “Small extended formulation
for knapsack cover inequalities from monotone circuits”. In: Proceedings of
the Twenty-Eighth Annual ACM-SIAM Symposium on Discrete Algorithms.
SIAM. (2017), pp. 2326–2341.
[5] A. Bazzi, S. Fiorini, S. Pokutta, and O. Svensson. “No Small Linear Pro-
gram Approximates Vertex Cover Within a Factor 2- ǫ”. In: Mathematics of
Operations Research 44.1 (2018), pp. 147–172.
[6] S. O. Chan, J. R. Lee, P. Raghavendra, and D. Steurer. “Approximate con-
straint satisfaction requires large LP relaxations”. In: Journal of the ACM
(JACM) 63.4 (2016), p. 34.
[7] M. Chudnovsky, N. Trotignon, T. Trunck, and K. Vusˇkovic´. “Coloring per-
fect graphs with no balanced skew-partitions”. In: Journal of Combinatorial
Theory, Series B 115 (2015), pp. 26–65.
[8] V. Chva´tal. “On certain polytopes associated with graphs”. In: J. Combina-
torial Theory Ser. B 18 (1975), pp. 138–154.
[9] M. Conforti, G. Cornue´jols, and G. Zambelli. “Extended formulations in com-
binatorial optimization”. In: 4OR 8.1 (2010), pp. 1–48.
[10] Y. Faenza, S. Fiorini, R. Grappe, and H. R. Tiwary. “Extended formula-
tions, nonnegative factorizations, and randomized communication protocols”.
In: Mathematical Programming 153.1 (2015), pp. 75–94.
[11] Y. Faenza, G. Oriolo, and G. Stauffer. “Separating stable sets in claw-free
graphs via Padberg-Rao and compact linear programs”. In: Proceedings of the
twenty-third annual ACM-SIAM symposium on discrete algorithms. Society
for Industrial and Applied Mathematics. 2012, pp. 1298–1308.
[12] S. Fiorini, T. Huynh, and S. Weltge. “Strengthening Convex Relaxations of
0/1-Sets Using Boolean Formulas, 2017”. url: arXiv:1711.01358.
[13] S. Fiorini, S. Massar, S. Pokutta, H. R. Tiwary, and R. De Wolf. “Linear vs.
semidefinite extended formulations: exponential separation and strong lower
bounds”. In: Proceedings of the forty-fourth annual ACM symposium on The-
ory of computing. ACM. (2012), pp. 95–106.
[14] M. Giandomenico, A. N. Letchford, F. Rossi, and S. Smriglio. “Ellipsoidal re-
laxations of the stable set problem: theory and algorithms”. In: SIAM Journal
on Optimization 25.3 (2015), pp. 1944–1963.
[15] M. Go¨o¨s. “Lower bounds for clique vs. independent set”. In: 2015 IEEE
56th Annual Symposium on Foundations of Computer Science. IEEE. 2015,
pp. 1066–1076.
23
[16] M. Go¨o¨s, R. Jain, and T. Watson. “Extension complexity of independent set
polytopes”. In: SIAM Journal on Computing 47.1 (2018), pp. 241–269.
[17] M. Gro¨tschel, L. Lova´sz, and A. Schrijver. “Polynomial algorithms for per-
fect graphs”. In: North-Holland mathematics studies. Vol. 88. Elsevier, (1984),
pp. 325–356.
[18] J. H˚astad. “Some optimal inapproximability results”. In: Journal of the ACM
(JACM) 48.4 (2001), pp. 798–859.
[19] V. Kaibel. “Extended formulations in combinatorial optimization”. In: OP-
TIMA 85 (2011), pp. 2–7.
[20] V. Kaibel and K. Pashkovich. “Constructing extended formulations from re-
flection relations”. In: Facets of Combinatorial Optimization. Springer, (2013),
pp. 77–100.
[21] E. Kushilevitz and N. Nisan. Communication Complexity. Cambridge Univer-
sity Press, 1996.
[22] A. Lagoutte. Personal communication. 2018.
[23] J. Lee, J. Leung, and F. Margot. “Min-up/min-down polytopes”. In: Discrete
Optimization 1.1 (2004), pp. 77–85.
[24] L. Lova´sz. “On the Shannon capacity of a graph”. In: IEEE Transactions on
Information theory 25.1 (1979), pp. 1–7.
[25] L. Lova´sz. “Stable sets and polynomials”. In: Discrete mathematics 124.1-3
(1994), pp. 137–153.
[26] R. K. Martin. “Using separation algorithms to generate mixed integer model
reformulations”. In: Operations Research Letters 10.3 (1991), pp. 119–128.
[27] K. Pashkovich. “Extended formulations for combinatorial polytopes”. PhD
thesis. Otto-von-Guericke-Universita¨t Magdeburg, (2012).
[28] D. Rajan and S. Takriti. “Minimum up/down polytopes of the unit com-
mitment problem with start-up costs”. In: IBM Res. Rep RC23628 (2005),
W0506–050.
[29] A. Rao and A. Yehudayoff. “Communication complexity and applications”.
Manuscript. url: https://homes.cs.washington.edu/~anuprao/pubs/book.pdf.
[30] T. Rothvoß. “The matching polytope has exponential extension complexity”.
In: Journal of the ACM (JACM) 64.6 (2017), p. 41.
[31] A. Schrijver. Combinatorial optimization: polyhedra and efficiency. Vol. 24.
Springer Science & Business Media, (2002).
[32] S. Weltge. “Sizes of linear descriptions in combinatorial optimization”. PhD
thesis. Otto-von-Guericke-Universita¨t Magdeburg, Fakulta¨t fu¨r Mathematik,
(2015).
24
[33] M. Yannakakis. “Expressing combinatorial optimization problems by linear
programs”. In: Journal of Computer and System Sciences 43 (1991), pp. 441–
466.
25
