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ABSTRACT
When analysing a complex system, very often an answer for one question raises new questions. The
same law applies to the analysis of Machine Learning (ML) models. One method to explain the
model is not enough because different questions and different stakeholders need different approaches.
Most of the proposed methods for eXplainable Artificial Intelligence (XAI) focus on a single aspect
of model behaviour. However, we cannot sufficiently explain a complex model using a single method
that gives only one perspective. Isolated explanations are prone to misunderstanding, which inevitably
leads to wrong reasoning.
In this paper, we present the problem of model explainability as an interactive and sequential
explanatory analysis of a model (IEMA). We introduce the grammar of such interactive explanations.
We show how different XAI methods complement each other and why it is essential to juxtapose them
together. We argue that without multi-faceted interactive explanation, there will be no understanding
nor trust for models. The proposed process derives from the theoretical, algorithmic side of the model
explanation and aims to embrace ideas learned through research in cognitive sciences. Its grammar is
implemented in the modelStudio framework that adopts interactivity, automation and customisablity
as its main traits. This thoughtful design addresses the needs of multiple diverse stakeholders, not
only ML practitioners.
Keywords eXplainable Artificial Intelligence · Interactive Explanations · Black-Box Models · Human-Oriented XAI ·
Explanatory Model Analysis · Decision-making
1 Introduction
A rapidly increasing number of Machine Learning (ML) applications has demonstrated high efficiency of complex and
flexible predictive models, aka Black Boxes. At the same time, there is a growing awareness among users of these
models, that we require better tools for exploration and explanation.
There are a lot of technical discoveries in the field of eXplainable Artificial Intelligence (XAI) praised for their
mathematical brilliance and software ingenuity [1, 2]. However, in all this rapid development, we forgot about
how important is the interface between human and model. There is a huge margin for improvement in the area of
human-oriented XAI [3, 4].
To live comfortably, people must trust models predictions to support their everyday lives and not harm them while doing
so. Because of some spectacular AI failures even among the most technologically mature companies (see examples
related to Google [5], Amazon [6] or Apple [7]) governments and unions step up to provide guidelines and regulations
on AI to ensure its safeness, robustness and transparency [8, 9]. The debate on the necessity of XAI is long over. With a
right to an explanation comes great responsibility for everyone creating algorithmic decision-making to deliver some
form of proof that this decision is fair [10].
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Constructing and assessing such evidence becomes a troublesome and demanding task. Surprisingly we have a growing
list of end-to-end frameworks for model development such as TensorFlow [11], PyTorch [12], MLlib [13], mlr [14], H2O
[15], caret [16] or scikit-learn [17], yet not that many complete and convenient frameworks for model interpretation,
explanation and validation. According to [18], the three leading solutions to black-box problems are: evading it and
using interpretable algorithms [19], augmenting white-box surrogate models that are understood [20], or using XAI
methods for post hoc explanations. Although the first two are precise, the last solution is of particular interest of ours in
this paper.
Focusing on overcoming the opacity in ML has led to the development of many model-agnostic explanations such as
SHAP [1], LIME [2], Break-Down [21], ALE [22] or PDP [23]. They focus on explaining a specific aspect of a model
and often are supported by open-source contributions. There is a great need to condense many of those explanations
into all-around frameworks for ML practitioners. Because of that, numerous technical solutions were born that aim
to unify the natural and programming language for model exploration, e.g. DALEX [24], iml [25], Skater [26], ELI5
[27], interpretML [28] or AIX360 [29]. They calculate various local and global level model explanations, which help to
understand models predictions next to its overall complex behaviour. It is common practice to produce visualisations of
these explanations as it is more straightforward to interpret plots than raw numbers. Despite unquestionable usefulness
of XAI frameworks, they have a high entry threshold that requires programming proficiency as well as technical
knowledge of ML.
Research in cognitive sciences shows that there is a lot to be gained from the interdisciplinary look at XAI [30]. There is
a room for improvement in existing solutions, as most of them rarely take into account the human side of the black-box
problem [3]. While developing XAI frameworks, we should take into consideration the needs of multiple diverse
stakeholders [31, 32, 33], which might require a thoughtfull development of the user interface [34]. It is a different
approach than in the case of ML frameworks, where we mostly care about the view of ML practitioners.
As learned in [35], we can extend XAI designs in many ways to embrace the human-oriented, user-centric approach.
For us, the key ideas are: (1) Provide contrastive explanations that cross-compare different aspects of a model. (2) Give
exploratory information about the data that hides under the model in question. (3) Integrate multiple explanations into a
single, more cohesive dashboard. (4) Support the process with useful, additional factors (e.g. explanation uncertainty,
feature correlation).
Such a combination can be achieved through the Interactive Explanatory Analysis process introduced in this paper,
thus significantly facilitate our understanding of black-box models. It should be pointed out that we mainly focus on
predictive black-box models, trained on tabular data, which is a considerable part of nowadays Machine Learning world.
This article has three main contributions:
1. We introduce the grammar of Interactive Explanatory Model Analysis that goes out towards expectations of
current challenges in human-oriented XAI.
2. We present its implementation in the modelStudio1 open-source library.
3. We compare related works from the perspective of automation and interactivity.
Structure of the paper is the following. We overview challenges in providing meaningful insights on black-box models
for multiple ML stakeholders at once (Section 2). We explain what we mean by Interactive Explanatory Model Analysis
(Section 3) and present the modelStudio framework (Section 4). Then we showcase related work and compare to similar
frameworks (Section 5). To conclude, we sketch possible future advancements for this branch of XAI research (Section
6).
2 Challenges in Human-Oriented XAI
Explaining complex predictive models has a high entry threshold, as it may require:
• Know-how: We produce explanations using frameworks that involve high programming skills.
• Know-why: We need to understand the algorithmic part of the model and heavy math behind explanations to
reason properly.
• Domain knowledge: We validate explanations against the domain knowledge.
• Manual exploration: We need to approach various aspects of a model and data differently, because all valid
models are alike, and each wrong model is wrong in its way.
1https://github.com/ModelOriented/modelStudio
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It is possible to enhance the model explanation process to lower the entry threshold and facilitate the exploration of
different aspects of a model. In this section, we introduce three main traits that a modern XAI framework should possess
to overcome some of the challenges in the interface between a human and a model.
2.1 Interactivity
Interactive dashboards are a popular bussines intelligence tool for data visualisation and analysis due to their ease of
use and instant feedback loop. Decision-makers are enabled to work in an agile manner, avoid producing redundant
reports and need less know-how to perform demanding tasks. Unfortunately, this is not the case with XAI tools, where
most of the current three-dimmensional outputs are mainly targeted at ML practitioners or field-specialists as oppose
to nontechnical users [36]. We should focus on developing interactive model explanations that will better suit wider
audiences. Such a fourth dimension helps in the interpretation of raw outputs because users can access more information.
Additionally, the experience of using interactive tools is far more engaging for users.
Explanations, even in the form of plots, might not be evident and easy to understand. Automaticaly generated captions
in the form of additional descriptions are a valuable addition to these visualisations, especially for fresh users without
extensive knowledge in the field. Our experience shows that even groups of specialists such as doctors have difficulty
analysing more complex charts. The same applies to presented scores and measures, which can be inconsistent or in
some cases, misleading. Interactive features like tooltips can add descriptions to the plots. These allow for a more
comprehensive range of people to use the already implemented tools.
2.2 Customisability
Interactivity provides an open window for customisation of presented pieces of information. In our means, customis-
ability allows modifying the explanations dynamically. It means that all of the interested parties can freely view and
explore model explanations in their way. This trait is essential because human needs may vary over time or be different
for different models. With overcoming of this challenge, we reassure that calculated XAI outputs can be adequately and
compactly served to multiple diverse consumers [37].
Furthermore, looking at only a few potential plots or measures is not enough to grasp the whole picture. They may
very well contradict each other or only together suggest evident model behaviour. Thus to achieve higher quality
interpretation, we should compare local level explanations with global level explanations side by side. It broadens the
overall model understanding and promotes more profound discoveries.
2.3 Automation
In the model development process [38], a quick feedback loop is desirable. However, endless, manual and laborious
model exploration may be a slow and demanding task. Current software gives numerous options, such as model
performance measures, feature importance measures, and fairness scores. Selecting and combining these to achieve the
necessary result uses many resources.
Moreover, it is tedious to spend much time and effort on producing the explanations, which significantly extends the
gap between humans and AI. Checking up on each created model to provide its reasoning might be hard to achieve with
available tools. For this process to be successful and productive, we have to develop fast model debugging methods. By
fast, we mean easily reproducible in every iteration of the model development process.
While working in an iterable manner, we often reuse our pipelines to explain the model. This task can be fully automated
and allow for more active time in interpreting the explanations. Especially in the context of XAI, analysing the results
should take most of the time instead of producing them. Another way to automate this process is to calculate various
model explanations during model engineering automatically. Adding such improvement to the already existing ML
framework lowers the entry threshold by a lot and provides additional information that can be useful.
Even looking apart from the human-oriented side of this topic, ML practitioners can greatly benefit from exploring
models to upgrade their quality. Businesses strive for the best possible model performance while trying to spend less
time building the infrastructure. It all adds up to higher revenue and a substantial reduction in costs. XAI tools are
often used to support the training of ML models. They are useful when dealing with unclear decision-making, so in an
obvious way, they can be helpful while improving the accuracy of these decisions. Because of that, we see some of the
ML frameworks adopting state-of-the-art model explanations and even automatically calculate them synchronously
while training or predicting outcomes. We think that especially the last idea should be further promoted.
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3 The Grammar of Interactive Explanatory Model Analysis
Figure 1 shows how the perception of explanability changes with time. For some time the interpretability of the model
was not considered important, only the performance on the test set was counted. The next stage was the first generation
of explanations focused on individual aspects of the model. The next generation of explanations will focus on analysis
to multiple aspects of a model. Necessary requirements for the second generation of explanations are: well defined
taxonomy for explanations, and definition of the grammar generating the sequence of explanations.
Black Box Model
I generation explanations
(single aspect
model explanation)
II generation explanations
(interactive explanatory 
model analysis)
Figure 1: The first generation of model explanations aims at exploring individual aspects of a model behaviour. The
second generation of model explanation aims at integration of individual aspects into a vibrant and multi-threaded
customisable story about the model that address the needs of different stakeholders.
3.1 Taxonomy of explanations for IEMA
In this subsection, we introduce a new taxonomy of methods for model explanations. Figure 2 shows the two main
dimensions of this taxonomy. In the next subsection, on the basis of this taxonomy, we show how different methods
can complement each other. The taxonomy is based on two dimensions. The first dimension categorizes the methods
according to the question “What to explain?”. The second dimension groups the methods according to the question
“How to explain?”.
The proposed taxonomy distinguishes three groups of explanations in the first dimension. It is consistent with taxonomies
introduced in [29, 39, 25].
1. Data exploration. These techniques have the longest history (see for example [40]). They focus on the
presentation of the distribution of individual variables or relationships between pairs of variables. Often data
exploration is conducted to identify outliers or abnormal observations. Data exploration may be interesting
to every stakeholder, but most important is for model developers. Understanding data allows to build better
models. Examples of such methods are histograms, scatterplots or boxplots.
2. Global model exploration. Techniques for model explanations are focused on the behaviour of models on
a certain data-set. Unlike data explanations, the main focus here is that we are interested in the behaviour
of some particular model. For one dataset we can have many models, which differ in quality and number of
variables. Global model explanatory methods can be used by different stakeholders, but most often they are of
interest to model validators, which check whether a model behaves as expected. Examples of such methods
are Model performance metrics, Variable importance or Partial dependence profiles.
3. Local model exploration. These techniques deal with the prediction of the model for a single observation.
This type of analysis is useful for detailed model debugging. These explanations can also be presented to
end-users of the model to justify the decision proposed by the model. Examples of such methods are Shapley
values or Ceteris Paribus profiles.
The second dimension groups the explanation methods based on the nature of the performed analysis. Similarly, we
distinguish three groups here.
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1. Analysis of the distribution. These explanations focus on showing the distribution of certain variables. This
makes it easier to understand how typical are certain values.
2. Analysis of parts. These explanations focus on the importance of the components of a model. The components
are single variables or groups of variables. The model output can be quantified by evaluating the quality of
the model or the average response of the model. Examples of such methods are Shapley values or Variable
importance.
3. Analysis of the profile. These explanations cover the effect of model responses to changes in one or more
variables. The result is a profile of a target variable as a function of a selected variable in the input data.
Examples of such methods are Partial dependence or Ceteris paribus profiles.
Figure 2: The Grammar of Interactive Model Explanatory Analysis. It shows how the various methods of model
exploration enrich each other. Names of popular techniques are listed in cells. Columns and rows span the taxonomy.
Edges in this graph indicate which method can be complemented by which.
Figure 2 shows how some well known exploratory techniques fit the proposed taxonomy.
We use the following notation to formalise this taxonomy. Global methods operate on a dataset. Let D stand for
a dataset with n rows and p columns. Here p stands for the number of variables while n stands for the number of
observations. Local methods operate on a single observation. Let x∗ ∈ Rp stand for the observation of interest. Let
f : X → R denote for the model of interest, where X = Rp is the p-dimensional input space.
When we refer to the analysis of a profile, we are interested in a function that summarises how the model f responds for
changes in variable xi. For local methods such as Ceteris paribus the profile g(z) for variable xi and observation x∗ is
defined as
gx∗(z) = f(x
∗|xi = z).
Global methods such as Partial dependence profile are defined as some aggregation of individual profiles over the whole
dataset. For Partial dependence profile G(z) it is an average of Ceteris paribus over all observations xj
G(z) =
n∑
j=1
gxj (z).
When we refer to the analysis of parts, we are interested in the attribution of some measure to individual variables. For
local methods, such as Shapley values, we ask for attributions h(i) for variables xi that sum up to a model response for
data point x∗
p∑
i=1
h(i) = f(x∗).
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3.2 Complementary explanations in IEMA
The main results of this paper are based on the observation that each explanation generates further cognitive questions.
Model exploration adds up to chains of questions joined with the explanations of different types. This juxtapositioning
of different explanations helps us to better understand the behaviour of the model itself.
The explanatory techniques presented in the previous subsection are focused on explaining a single perspective of the
model. However, they are not sufficient because every answer raises new questions.
Therefore, when designing a system for explanations, we should also plan possible paths between aspects of a model
that complement each other.
In this paper we define interactions with the ML system as a set of possible paths between different aspects of the model.
Figure 2 shows a proposed graph of interactions. It creates the grammar of interactive exploration. The edge in the
graph means that the selected two aspects of the explanations complete their content. For example Figure 3 shows an
example for edge 1, Figure 4 shows an example for edge 6, while Figure 5 shows an example for edge 3.
3.3 Use-case: FIFA 20
We have already introduced the taxonomy of methods for model explanations and the grammar of multi-aspects model
explanations. Now, we will present these developments based on the evident data example. There is a regression
problem associated with the FIFA 20 dataset [41]. We want to estimate the worth of a player based on the player’s
characteristics. For this example, a Gradient Boosting Machine model will be explained using the IEMA approach. We
use model-agnostic explanations so it could be any other predictive model. Since its structure is irrelevant, we will refer
to it as a back-box model.
The introduced grammar allows for the construction of the sequence of questions and associated answers. In the case of
our model, we will start with a prediction of the worth of one of the most famous footballers, Christiano Ronaldo. The
black-box model estimates the value of CR7 at 38M Euro.
Consider the following human-model dialogue:
1. First question: What factors have the greatest influence on the estimation of the worth of Christiano Ronaldo?
In the taxonomy, this is the local level question about parts. To answer this question, we may present Shapley
values or Break down techniques as in Figure 3. The movement_reactions and skill-ball-control
variable increases worth the most, while the age is the only variable that decreases Ronaldo’s worth.
2. This suggests another question: What is the relationship between age and the worth of CR7? What would the
valuation be if CR7 was younger or older? This is a local level question about the profile. As the answer, we
can present Ceteris paribus technique as in Figure 4. Between the extreme values of the age, the worth differs
more than five times.
3. This, in turn, raises the question: How many players are Ronaldo’s age? In the proposed taxonomy it is a
global level question about the distribution. The answer can be the histogram as presented in Figure 4. We see
that the vast majority of players in the data are younger than CR7.
4. Another question that may arise is: Whether such relation between age and worth is typical for other players?
In taxonomy, it is a global level question about the profile. The answer may be a Partial dependence profile, as
presented in Figure 5. It is a global pattern that age reduces the worth (with established skills) about five times.
5. However, we know that younger players have lower skills, so another question arises: What is the relationship
between the valuation and age in the original data? This is the dataset level question about the profile. It is
answered by Figure 6.
6. We can also ask which variables are most important when all players are taken into account. This question is
answered in Figure 7.
Figures 3-7 show the proces of model exploration. No single explanation will give us as much information about
the model as the sequence of various aspects. To keep thoughts flowing, the tool must provide quick feedback-loop
between questions. The availability of grammar for IEMA allows for the prior calculation of potential paths between
explanations summarised in Figure 8. Such functionality is available in the open-source modelStudio tool, which we
describe in the next section.
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Figure 3: Decomposition of a model prediction (left panel, Break down or Shapley values) shows which variables are
most important for a specific instance. It is supplemented by the Ceteris Paribus plot (right panel) which shows the
profile response for a specific variable.
Figure 4: Model response profile for the age variable (left panel, Ceteris Paribus) shows for which values of the model
response variable are large or small. It can be supplemented by the histogram (right panel) showing the distribution of
values for the age variable.
Figure 5: The model response profile for a single instance (left panel, Ceteris Paribus) shows how the model behaves
in the neighborhood of that instance. It may be supplemented by an average response profile (right panel, partial
dependence).
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Figure 6: The Partial Dependence profile (left panel) shows the average model behaviour. It can be supplemented by
an average value of target variable as a function of selected variable.
Figure 7: The feature importance plot (left panel) shows which variables influence the model prediction the most. It
can be supplemented by an average model response for a selected variable.
Figure 8: Summary of a single path for interactive model exploration presented in Section 3.3. Different users may
choose to explore this graph in different orders. 8
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4 Framework for Interactive Explanatory Model Analysis
In this section, we present a modelStudio framework for Interactive Explanatory Model Analysis. It automatically
produces the XAI dashboard consisting of multiple model agnostic explanations. Such a serverless dashboard is easy to
save, share and explore by all the interested parties. Interactive features allow for full customisation of the visualisation
grid and productive model exploration. Different views presented next to each other broaden the understanding of the
path between the model’s inputs and outputs, which improves human interpretation of its decisions.
Figure 9: modelStudio automatically produces an HTML file3 - an interactive and customisable XAI dashboard. Here
we present a screenshot of its exemplary layout for the black-box model predicting a player’s value on the FIFA 20 data.
The key feature of the output produced with modelStudio is its interactive interface. It is constructed to be user-friendly
so that nontechnical users have an easy time navigating through model exploration. There is a possibility to investigate
myriad of observations for local model explanations at once, by switching between them freely. The same goes for all
of the variables present in the model. No more, there is a need to produce lengthy reports and worry about narrowing
down the information.
The juxtaposition of model and prediction level explanations elevates the experience to another level. The whole is
greater than the sum of its parts - data distributions accompany parts and profiles. It is a crucial concept to include
the necessary data information as a background for a general analysis of models behaviour. Every user can choose a
custom grid of panels and change their position at any given time. In Figure 9, we present an example of modelStudio
dashboard grid, which consists of Shapley values, Ceteris paribus, Feature importance and Feature distribution plots.
One can freely change the data point for prediction parts and profiles with a drop-down box.
Automated natural language descriptions that support visual explanations help to interpret the plots for beginners. They
appear after hovering over the plot corner. There is a possibility to add further information, which is relevant for IEMA,
3modelStudio output: https://pbiecek.github.io/explainFIFA20/
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e.g. true target values of investigated data points, explanations uncertainty via their experimental distributions, and
feature correlation4 mapped interactively on several plots.
This solution puts a vast emphasise on overcoming the challenges discussed in Section 2 and embracing the process
presented in Section 3. Overall, working with the produced dashboard is very engaging and effective. modelStudio
lowers the entry threshold for all humans that want to understand the black-box models. Due to its automated nature, no
sophisticated technical skills are required to produce it. Additionally, it shortens the user-model feedback loop in ML,
and creators may efficiently debug models to actively improve their work.
Apart from introduced advantages, the modelStudio output can serve as a supplementary resource for black-box
predictive models used in research. The idea of reproducible research is important now more than ever [42, 43]. In the
ML domain, there is a debate about adding available data and models as an appendix to research papers. We believe
that researchers should also be able to easily support their contributions with model explanations. It would allow others
to explore models reasoning and interpret the findings themselves. The modelStudio framework allows for that because
its serverless output is simple to produce, save and share.
The same principle stays for ML used in the commercial domain. Decision-making models should have their reasoning
put out to the world, and thus make them more transparent for interested parties.
5 Related Work
Here we present work related to this framework. We explicitly omit standard and well-established libraries for model
interpretation and explanation as it is a widely documented ground [44]. As discussed in Section 2, they are not entirely
going out towards emerging challenges. Although some ideas are discussed in [45], we are looking at tools that recently
appeared in this area, especially new developments used in the ML practice. We can divide them into two groups:
1. XAI modules attached to ML frameworks that mostly adopt the automation feature, while also continuously
trying to bridge the gap between the humans and AI.
2. Interactive XAI dashboards that focus on treating the model exploration as an extended process and take into
account the human side of the black-box problem.
The general incorporation of model explanations into existing ML frameworks is apparent now more than ever. The
most popular are the global Feature importance measures. For example, the model-agnostic Feature importance is
available in ML libraries [46, 17], while the model-specific feature importance measures often appear next to libraries
that focus on a single model [47, 48]. There sparesely are improvements like Partial dependence profiles and Shapley
values in such software.
Driverless AI [49] developed by H2O is an all-around state-of-the-art commercial ML platform. It automates feature
engineering, model building, visualisation, and interpretability. The last module supports some of the local and global
explanations and, most importantly, does not require the user to know how to produce them. While doing a great
job at that, it also delivers documentation which describes all of the complex Interpretable ML nuances. The main
disadvantages of this framework are its commercial nature and lack of customisation options.
InterpretML [28] developed by Microsoft provides a unified API for model exploration. It can be used to produce
explanations for both white-box and black-box models while being compatible with packages like scikit-learn [17].
The ability to create a fully customisable interactive dashboard, that also compares many models at the same time, is
a crucial adventage of this tool. Unfortunately, it does not support automation, which, especially for inexperienced
people, could be a helpful addition to such a complete package.
TensorFlow [11] developed the TensorBoard [50] dashboard which visualises model behaviour from various angles.
It allows tracking models structure, project embeddings to a lower-dimensional space or display audio, image and
text data. Furthermore, it promotes adding plugins like the tf-explain [51] library that provides XAI tools tailored for
TensorFlow Image Processing models. More related is the What-If Tool [52] developed by Google that allows ML
practitioners to explain algorithmic decision-making systems with minimal coding. Using it to join all the metrics and
plots into a single, interactive dashboard embraces the grammar of IEMA. What differentiates it from modelStudio is its
sophisticated user interface that becomes a barrier for nontechnical users. It also requires a server architecture which
might be an inconvenience, as oppose to a serverless modelStudio dashboard.
exBERT [53] is an interactive tool that aims to explain the state-of-the-art Natural Language Processing (NLP) model
BERT. It enables users to explore what and how transformers learn to model languages. It is possible to input
4Examplary enhancement that will be added soon.
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any sentence which will be then parsed into tokens and passed through the model. The attentions and ensuing word
embeddings of each encoder are then extracted and displayed for interaction. This example shows a different proposition
adapted for the NLP use case but still possesses key traits like automation and interactivity of the dashboard.
Finally, in Table 1 we present a brief comparison of relevant, meaning such as discussed at the start of this Section,
XAI frameworks. All of them take a step ahead to provide interactive dashboards with multiple various complementary
explanations that allow for a continous model exploration process. Some of these frameworks produce such outputs
automatically, which is a high convenience for the user. As stated before, the ultimate XAI framework should be
customisable to suit different needs and scenarios. Automation and customisablity make the tool approachable for
multiple diverse stakeholders apparent in the XAI domain.
Table 1: Comparison of relevant XAI frameworks. Automated and customisable tools become more approachable
for multiple diverse stakeholders, apparent in the XAI domain. Although the What-If Tool partially checks all of the
features, it is currently designed for ML practitioners as oppose to nontechnical users.
modelStudio Driverless AI InterpretML What-If Tool exBERT
Local
Explanation
Global
Explanation
Data Exploration
Interactive
Automated
Customisable
Diverse
Stakeholders
6 Conculsions
The topic of eXplainable Artificial Intelligence brings much attention recently. However, the literature is dominated by
works either focused on a list of requirements for its better adoption or contributions with a very technical approach to
explaining only a single aspect of the model.
In this paper, we propose a third way. First, we argue that explaining a single aspect of the model is incomplete. Second,
we propose a taxonomy of methods for explanations, which focuses on the needs of different stakeholders apparent in
the lifecycle of Machine Learning models. Third, we describe that Interactive XAI is a process in which explanations
are related to a sequence of analysis of complementary model aspects. Fourth, we note that the needs of various users
are different; they may also change over time. Therefore, the appropriate interface for unrestricted model exploration
must be customisable and accessible to people with proper domain knowledge not necessarily technical ML knowledge.
The introduced grammar of Interactive Explanatory Model Analysis has been designed to allow for effective adoption
of a human-oriented approach to XAI. The developed solution modelStudio allows for further research on the
effectiveness of interactive model exploration.
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