We obtain explicit formulas for the solutions of the system of second-order difference equations of the form
Introduction
Lie symmetry analysis has been widely used to obtain solutions of systems of differential equations. This symmetry has diverse applications for instance the reduction of order of the equations via the invariants of their symmetry groups. Recently the method has been applied to difference equations and it is fruitful [7, 8, 10, 13] . In applying the analysis to systems of difference equations, just as in the case of differential equations, one has to find a certain group of transformations that leave the equation invariant, but simply permute the set of solutions. Hydon [6] constructed a systematic methodology which can be used to find the group of transformations for difference equations. However, calculations can be cumbersome and to the best of our knowledge, there are no computer software packages that generate symmetries for difference equations. For ideas on how to derive solutions via the symmetry approach, the reader is referred to [4, 5, 7, 11] . Our interest is in rational ordinary difference equations, which have been researched widely using different approaches, see [1-3, 9, 14-16] . Elsayed, in [2] , solved the system:
In [3] , the authors investigated
, y n+1 = y n−2 x n−1 x n (±1 ± x n−1 y n−2 )
.
In this paper, we obtain explicit formulas for solutions of the system x n+1 = x n y n−1 y n (a n + b n x n y n−1 )
, y n+1 = x n−1 y n x n (c n + d n x n−1 y n ) ,
where (a n ) n∈N 0 , (b n ) n∈N 0 , (c n ) n∈N 0 and (d n ) n∈N 0 are non-zero real sequences.
Preliminaries
A background on Lie symmetry analysis of difference equations is presented in this section. The notation used is that from [6] .
Definition 1.1 [12] Let G be a local group of transformations acting on a manifold M. A set S ⊂ M is called G-invariant, and G is called symmetry group of S, if whenever x ∈ S, and g ∈ G is such that g · x is defined, then g · x ∈ S. 
where x = x i , i = 1, . . . , p are continuous variables, is a one-parameter local Lie group of transformations if the following conditions are satisfied:
1. Γ 0 is the identity map ifx = x when ε = 0 2. Γ a Γ b = Γ a+b for every a and b sufficiently close to 0 3. Eachx i can be represented as a Taylor series (in a neighborhood of ε = 0 that is determined by x), and thereforê
Consider a given system of difference equations of order two:
x n+2 = Ω 1 (n, x n , x n+1 , x n+1 , y n , y n+1 , y n+1 ), y n+k+1 = Ω 2 (n, x n , x n+1 , x n+1 , y n , y n+1 , y n+1 ), n ∈ D
for some smooth functions Ω i , i = 1, 2, and a domain D ⊂ Z. To compute a symmetry group of (6), we pay attention to the group of point transformations given by G ε : (x n , y n ) → (x n + εQ 1 (n, x n ), y n + εQ 2 (n, y n )),
where ε is the parameter and Q i , i = 1, 2, the continuous functions which we refer to as characteristics. Let
be the infinitesimal of G ε . The group of transformations G ε is a symmetry group of (6) if and only if
because Ω 1 and Ω 2 are functions of x n , x n+1 , y n and y n+1 only. The shift operator, S, is defined as follows: S : n → n + 1. Once we know the characteristics Q i , the invariant ζ i can be deduced by introducing the canonical coordinate [8] s n = du n Q 1 (n, u n ) and t n = du n Q 2 (n, u n )
In general, the constraints on the constants in the characteristics tell more the perfect choice of invariants, as opposed to lucky guesses.
Symmetries and reductions
Consider the system of difference equations
where (A n ) n∈N 0 , (B n ) n∈N 0 , (C n ) n∈N 0 and (D n ) n∈N 0 are non-zero real sequences, equivalent to (3).
Symmetries
To compute the symmetries, we impose condition (9) and obtain
These functional equations for the characteristics Q i , i = 1, 2 make (13) hard to solve. We now eliminate the arguments x n+2 and y n+2 by operating the differential operators
on (13a) and
when fractions are cleared. To eliminate the arguments x n+1 and y n+1 , we divide both sides of (15a) by y n and differentiate with respect to y n ; differentiate (15b) with respect to x n . Solving the resulting differential equations for Q 1 and Q 2 leads to Q 1 (n, x n ) = α n x n + β n x n ln x n (16a) and Q 2 (n, y n ) = λ n y n + µ n y n ln y n ,
where α n , β n , λ n and µ n depend of n arbitrarily. The dependence among these functions is found by substituting equations in (16) in equations in (13) . The equations thereafter, can be solved by the method of separation which gives rise to the following systems:
x n+1 y n : λ n+1 + α n+2 = 0 1 : λ n+1 + α n+2 − α n+1 − λ n = 0 (17a) and
x n y n+1 : α n+1 + λ n+2 = 0 1 : α n+1 + λ n+2 − λ n+1 − α n = 0 (17b) or simply λ n + α n+1 = 0 (18a) and α n + λ n+1 = 0.
One can show that β n and µ n are zero. From (18), we note that
Equation (2.1) has
as general solutions and so, thanks to (18) and (20), the characteristics are;
Q 11 = x n , Q 12 = (−1) n x n , Q 21 = y n , Q 22 = (−1) n y n .
Hence, the symmetry generators of (3) are
and X 2 =(−1) n x n ∂ ∂x n + (−1) n y n ∂ ∂y n .
(23)
Reductions
Using (11) and (23), the canonical coordinates then found to be s n = (−1) n ln |x n | and t n = (−1) n ln |y n |.
We replace α n and its shift (resp λ n and its shift) with s n α n and its shift (resp t n λ n and its shift) in (18) and the left hand sides of the resulting equations give the invariants:
andṼ n = α n s n + λ n+1 t n+1 = ln |x n y n+1 |.
One can easily verify that X[Ũ n ] = X[Ṽ n ] = 0. For convenience, we use U n = exp{−Ũ n } and V n = exp{−Ṽ n }
instead, or simply U n = ± 1 x n+1 y n and V n = ± 1 x n y n+1 .
Using the plus sign, this develops into
After iteration, it is easy to see that the solutions of equations in (29) in closed form are given by
Consequently, from (28), we have
After some iterations, one finds that
where j = 0, 1. So we have
3 Formulas for solutions of (3)
From the previous section, the solution to (3) is thus given by
as long as the denominators do not vanish. In the following section, we now look at the special case when all the sequences a n , b n , c n and d n are constant.
3.1
The case a n , b n , c n and d n are constant
We let a n = a, b n = b, c n = c and d n = d where a, b, c, d ∈ R. Then the solution to the system (3) is given by
as long as the denominators do not vanish.
The case a = c = 1
The solution is given by 
where jbx 0 y −1 , jdx −1 y 0 = −1 for all j = 1, 2, . . . , 2n. The case a = c = −1 Then solution to the system (3) is given by
where x −1 , y 0 , y −1 , x 0 = 0 and bx 0 y −1 , dx −1 y 0 = 1.
Conclusion
In this paper, we found exact solutions for a second-order system of difference equations of the form (3). In the process, non-trivial symmetry generators of the system were obtained as well.
