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Matematyczny opis dynamiki współoddziałuja˛cych cza˛stek o nielokalnych oddziaływa-
niach pochodzi z jednego z podstawowych równan´ teorii kinetycznej - równania Własowa z
1938 roku. Okazuje sie˛ jednak, z˙e tego typu modele umoz˙liwiaja˛ opis szerokiego wachlarza
zjawisk fizycznych, w których badane obiekty agreguja˛ pewne swoje wybrane cechy (takie jak
np. połoz˙enie czy pre˛dkos´c´). Ze wzgle˛du na te zastosowania matematyczny opis agregacji
obecny jest dzis´ nie tylko w modelach stad zwierza˛t, ale równiez˙ w badaniu pozornie nie-
zwia˛zanych procesów takich jak powstawanie je˛zyków w kulturach pierwotnych, dystrybucja
dóbr, czy osia˛ganie konsensusu w dyskusji (patrz [3, 31, 33, 42]). Literatura na temat tych
modeli jest bardzo bogata, wie˛c przedstawimy jedynie przykłady prac dotycza˛cych najbar-
dziej popularnych kierunków badan´. Kierunki te to analiza asymptotyki czasowej (np. [27])
i tworzenia formacji (np. [26, 41]) oraz analiza modeli z dodatkowymi siłami symuluja˛cymi
róz˙norodne czynniki naturalne (patrz np. [11, 20] dla sił deterministycznych lub [15] dla sił
stochastycznych). W innych wariantach tego rodzaju modeli wprowadza sie˛ oddziaływania
uniemoz˙liwiaja˛ce zderzenia cza˛stek (np. [13]) lub rozwaz˙a sie˛ agregacje˛ pod przywództwem
okres´lonego wczes´niej lidera (np. [14]). Przykładem pracy, w której wykonano gruntowna˛
analize˛ modelu zawieraja˛cego efekty przycia˛gania, odpychania i wyrównywania pre˛dkos´ci
jest [7]. Ogólna postac´ równan´ zwia˛zanych z kinetycznymi modelami dynamiki współod-
działuja˛cych cza˛stek przedstawia sie˛ naste˛puja˛co:
∂tf + v · ∇f + divv[(k ∗ f)f ] = 0, (1)
gdzie funkcja f = f(x, v, t) jest zazwyczaj interpretowana jako ge˛stos´c´/rozkład cza˛stek które
w czasie t znajduja˛ sie˛ w pozycji x z pre˛dkos´cia˛ v. Funkcja k jest ja˛drem potencjału gene-
ruja˛cego ruch. Jest ona odpowiedzialna za nielokalne oddziaływanie mie˛dzycza˛steczkowe i
w zalez˙nos´ci od jej własnos´ci cza˛stki moga˛ przejawiac´ róz˙norodne tendencje (np. moga˛ sie˛
przycia˛gac´, odpychac´, wyrównywac´ swoje pre˛dkos´ci itp.). Typowa˛ własnos´cia˛ wymagana˛ w
modelach od ja˛dra k jest lipschitzowskos´c´ i ograniczonos´c´, które sa˛ warunkiem stosowania
wielu standardowych metod równan´ róz˙niczkowych cza˛stkowych. Na przykład jes´li k jest
lipschitzowska i ograniczona, wówczas układ cza˛stek powia˛zany z równaniem (1) jest dobrze
postawiony, metoda charakterystyk moz˙e byc´ stosowana i na ogół przejs´cie z układu cza˛stek
do równania kinetycznego nie nastre˛cza trudnos´ci. Głównym celem niniejszej rozprawy jest
analiza modeli postaci (1) z osobliwym ja˛drem k i zmodyfikowanie standardowej metody gra-
nicy pola s´redniego tak, by działała równiez˙ w tej sytuacji. Zajmujemy sie˛ tym zagadnieniem
w szczególnym przypadku modelu Cuckera–Smale’a (C–S).
Model Cuckera–Smale’a. W pracy [16] z 2007 roku, Cucker i Smale zaproponowali
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mj(vj − vi)ψ(|xj − xi|),
(2)
gdzie N jest liczba˛ cza˛stek zas´ xi(t), vi(t) oraz mi to odpowiednio: połoz˙enie i pre˛dkos´c´
i-tej cza˛stki w czasie t oraz jej masa. Funkcja ψ : [0,∞)→ [0,∞) zwana zazwyczaj waga˛
komunikacyjna˛ jest nieujemna i nierosna˛ca. Moz˙e ona byc´ interpretowana jako percepcja
cza˛stek. Waga komunikacyjna pełni kluczowa˛ role˛ w naszych badaniach, wie˛c pos´wie˛cimy jej
wie˛cej uwagi póz´niej. Be˛dziemy nazywac´ układ (2) układem cza˛stek C–S ba˛dz´ dyskretnym
modelem C–S (pomijaja˛c czasem „C–S”).
Gdy N →∞ układ cza˛stek zasta˛piony jest naste˛puja˛cym równaniem typu Własowa:
∂tf + v · ∇f + divv[F (f)f ] = 0, x ∈ Rd, v ∈ Rd, (3)
F (f)(x, v, t) :=
∫
R2d
ψ(|y − x|)(w − v)f(y, w, t)dwdy,
które moz˙e byc´ odczytane jako (1) dla k(x, v) = vψ(|x|). Jak juz˙ zostało wspomniane,
zajmujemy sie˛ równaniem (3) z osobliwa˛ waga˛ komunikacyjna˛ postaci
ψ(s) =
{
s−α for s > 0,
∞ for s = 0, α > 0. (4)
Be˛dziemy nazywac´ równanie (3) kinetycznym równaniem C–S, równaniem typu Własowa
C–S ba˛dz´ modelem cia˛głym C–S (pomijaja˛c czasem „C–S”).
Historia modelu C–S rozpoczyna sie˛ w 1995 roku praca˛ [43], w której zaprezentowano
pewien model powstawania stad, który uchodzi za inspiracje˛ dla modelu C–S z pracy [16].






, β ≥ 0, K > 0, (5)
zas´ model z ta˛ waga˛ został gruntownie przeanalizowany w kierunkach podobnych do wspo-
mnianych wczes´niej kierunków badan´ dla ogólniejszych modeli dynamiki współoddziałuja˛-
cych cza˛stek (tj. unikanie zderzen´, dynamika z wyszczególnionym liderem, asymptotyka i
tworzenie formacji, itd. – patrz [2, 10, 25, 28, 35, 40]). Na szczególna˛ uwage˛ z punktu wi-
dzenia niniejszej rozprawy zasługuje problem przejs´cia granicznego z układu (2) do równania
kinetycznego (3), które w przypadku regularnej wagi komunikacyjnej zostało wykonane np.
w pracach [29] i [30]. Bardziej ogólne spojrzenie na zagadnienie przejs´cia z mikroskopowego
do mezoskopowego i makroskopowego opisu w modelach postaci (1) moz˙na znalez´c´ w pra-
cach [8, 17, 18]. Model C–S z osobliwa˛ waga˛ komunikacyjna˛ został zaprezentowany w 2009
roku w pracy [29], a główny wkład w jego analize˛ pochodzi z prac [1, 9, 36, 37].
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Główny rezultat. Głównym celem niniejszej rozprawy jest udowodnienie, z˙e dla kaz˙dego
T > 0 i kaz˙dej nieujemnej miary Radona f0 wzie˛tej jako dane pocza˛tkowe równanie typu
Własowa C–S (3) z osobliwa˛ waga˛ komunikacyjna˛ postaci (4) ma rozwia˛zania w przedziale
[0, T ], przy załoz˙eniu, z˙e osobliwos´c´ nie przekracza 1 (tj. α ∈ (0, 1)).
Przedstawimy teraz ogólna˛ strategie˛ dowodowa˛. Jest rzecza˛ naturalna˛ oczekiwac´, z˙e ana-
liza (zarówno jakos´ciowa jak i ilos´ciowa) układu cza˛stek (2) jest łatwiejsza niz˙ analiza przy-
padku cia˛głego. Wobec tego okres´lamy rozwia˛zania równania (3) poprzez aproksymacje˛ roz-
wia˛zaniami (2) przy liczbie cza˛stek N rozbiez˙nej do nieskon´czonos´ci. Stosujemy metode˛
granicy pola s´redniego. Maja˛c nieujemna˛ miare˛ Radona f0 = f0(x, v) jako dane pocza˛tkowe
(x ∈ Rd i v ∈ Rd) rozbijamy jej nos´nik na przystaja˛ce kostki Qi, ⊂ Rd × Rd o s´rednicy
 > 0 (s´rodki kostek, oznaczone jako (xi,, vi,), wyznaczaja˛ krate˛ o boku  na nos´niku f0).










mi,δxi, ⊗ δvi, ,
co, jak udowodnimy, zbiega1 do f0 przy  → 0. Z drugiej strony, moz˙emy patrzec´ na delty
Diraca mi,δxi, ⊗ δvi, jako na okres´lenie warunku pocza˛tkowego dla cza˛stek w układzie (2),
gdzie xi,, vi, i mi, okres´laja˛ odpowiednio połoz˙enie, pre˛dkos´c´ i mase˛ i-tej cza˛stki. Wów-
czas rozwia˛zanie układu cza˛stek (oznaczmy je przez (x, v)) moz˙e byc´ znów zinterpretowane
jako funkcja o wartos´ciach w miarach f okres´lona na przedziale czasowym [0, T ]. Naste˛pnie
zbiegamy z  → 0 maja˛c nadzieje˛ móc wybrac´ podcia˛g zbiez˙ny do pewnej funkcji o warto-
s´ciach w miarach f , która posłuz˙y za kandydata na rozwia˛zanie równania (3). Strategia ta jest
stosowana np. w pracy [29], w której autorzy dowodza˛ dobrego postawienia zagadnienia (3) z
regularna˛ waga˛ komunikacyjna˛. Jednakz˙e opieraja˛ oni swoje rozumowanie na dobrym posta-
wieniu zagadnienia (2), które sprawia, z˙e otrzymanie zbiez˙nos´ci przybliz˙onych rozwia˛zan´ f
jest stosunkowo łatwe. Z drugiej strony, w przypadku wagi osobliwej, jest niewielka szansa
na to, z˙e układ (2) jest dobrze postawiony, co z kolei czyni przejs´cie graniczne przy  → 0
główna˛ trudnos´cia˛ zagadnienia.
Realizacja powyz˙szej strategii przebiega naste˛puja˛co.
Na pocza˛tku skupiamy sie˛ na kwestii istnienia rozwia˛zan´ dla układu (2) z osobliwos´cia˛
α ∈ (0, 1). Dowodzimy, z˙e dla kaz˙dych danych pocza˛tkowych w postaci skon´czonej liczby
cza˛stek istnieje kawałkami słabe2 rozwia˛zanie o róz˙nych przydatnych strukturalnych wła-
snos´ciach. Dajemy równiez˙ przykład rozwia˛zania, którego trajektorie sklejaja˛ sie˛ w czasie
1W topologii generowanej przez metryke˛ flat (ang. flat metric lub bounded-Lipschitz distance).
2Dokładna definicja kawałkami słabych rozwia˛zan´ jest dos´c´ skomplikowana, wiec pozostawiamy ja˛ w tres´ci
rozprawy.
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skon´czonym (zjawisko to nie wyste˛puje w przypadku wagi regularnej). Wyniki te moz˙na
podsumowac´ naste˛puja˛co.
Twierdzenie 1. Niech α ∈ (0, 1). Dla wszystkich T > 0 i dowolnych danych pocza˛tkowych
istnieje kawałkami słabe rozwia˛zanie układu (2) nalez˙a˛ce do (C1([0, T ]))Nd.
Stwierdzenie 1. Układ cza˛stek C–S (2) z osobliwa˛ waga˛ komunikacyjna˛ (4) o osobliwos´ci
α ∈ (0, 1) dopuszcza sklejanie sie˛ trajektorii cza˛stek w skon´czonym czasie.
Kolejnym krokiem jest wzmocnienie Twierdzenia 1. Przy ograniczeniu dopuszczalnej
osobliwos´ci do (0, 1
2
) otrzymujemy istnienie i jednoznacznos´c´ silnych rozwia˛zan´ układu cza˛-
stek (2). Jest to najbliz˙szy dobremu postawieniu wynik dla układu cza˛stek C–S z osobliwa˛
waga˛ komunikacyjna˛ (kwestia cia˛głej zalez˙nos´ci od danych pocza˛tkowych pozostaje nadal
otwarta). Prezentujemy go w postaci naste˛puja˛cego twierdzenia.
Twierdzenie 2. Niech α ∈ (0, 1
2
) be˛dzie dane. Wówczas dla kaz˙dego T > 0 i dla dowol-
nych danych pocza˛tkowych istnieje jednoznaczne x ∈ W 2,1([0, T ]) ⊂ C1([0, T ]), rozwia˛zanie
układu (2) z waga˛ komunikacyjna˛ postaci (4) słabo w W 2,1([0, T ]).
Dodatkowo dowodzimy, z˙e wspomniane w Twierdzeniu 1, kawałkami słabe rozwia˛zania
sa˛ jednoznaczne dla α ∈ (0, 1).
Twierdzenie 3. Niech α ∈ (0, 1) be˛dzie dane. Wówczas kawałkami słabe rozwia˛zanie układu
(2), którego istnienie wynika z Twierdzenia 1, jest jednoznaczne.
W dalszym cia˛gu rozprawy stosujemy uprzednio uzyskane wyniki (w szczególnos´ci Twier-
dzenie 2) w celu uzyskania istnienia dla równania kinetycznego (3) z osobliwa˛ waga˛ dla
α ∈ (0, 1
2
). Przyjmujemy prezentowana˛ wczes´niej strategie˛ wykorzystuja˛ca˛ granice˛ pola
s´redniego. Ograniczenie dopuszczalnej osobliwos´ci do przedziału (0, 1
2
) pochodzi wyła˛cz-
nie z załoz˙en´ Twierdzenia 2 i powinno byc´ rozumiane naste˛puja˛co: aby uzyskac´ istnienie
dla równania kinetycznego metoda˛ pola s´redniego wymagana jest odpowiednia regularnos´c´
rozwia˛zan´ układu cza˛stek, która zapewnia zwartos´c´ cia˛gu aproksymacyjnego. Innymi słowy,
nasza metoda działa, jes´li tylko rozwia˛zania układu cza˛stek sa˛ dostatecznie regularne.
Twierdzenie 4. Niech 0 < α < 1
2
. Dla kaz˙dej nieujemnej miary Radona f0 o zwartym nos´niku
i dla kaz˙dego T > 0 kinetyczne równanie Cuckera-Smale’a (3) ma rozwia˛zanie3 f be˛da˛ce
funkcja˛ o wartos´ciach w miarach. Co wie˛cej, jes´li tylko f0 jest atomowa4, to rozwia˛zanie f
jest atomowe i jednoznaczne.
Dynamika cza˛stek zanurzonych w płynie. Jednym z innych interesuja˛cych kierunków
badan´ jest analiza dynamiki cza˛stek (opisanych za pomoca˛ modelu postaci (1)) w ich natu-
ralnym s´rodowisku. Role˛ takiego s´rodowiska moz˙e pełnic´ płyn. Wobec powyz˙szej moty-
wacji prowadzone sa˛ badania nad sprze˛ganiem modeli kinetycznych z hydrodynamicznymi
3Dokładna definicja rozwia˛zania znajduje sie˛ tres´ci rozprawy.
4Przez „atomowa˛” rozumiemy miare˛ be˛da˛ca˛ suma˛ delt Diraca.
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(patrz [4–6, 12, 22–24]). Z punktu widzenia niniejszej rozprawy na szczególna˛ uwage˛ zasłu-
guje praca [6], w której badano układ Naviera–Stokesa (N–S) sprze˛z˙ony z równaniem Wła-
sowa oraz praca [4], w której metody z [6] zostały zaadoptowane w celu sprze˛z˙enia układu
N–S z kinetycznym równaniem C–S (w przypadku regularnej wagi komunikacyjnej). Dru-
gim celem niniejszej rozprawy jest zmodyfikowanie metod z prac [6] i [4] w celu sprze˛z˙enia
modelu C–S z równaniami płynów nienewtonowskich.
Naszym celem jest analiza ruchu cza˛stek zanurzonych w nies´cis´liwym, lepkim, nienewto-
nowskim płynie, a zatem sprze˛gamy (2) z układem{
∂tu+ (u · ∇)u+∇pi − div(τ) = fext,
divu = 0,
(6)
opisuja˛cym dynamike˛ takiego płynu w Rd. Funkcja
u = u(t, x) = (u1(t, x), u2(t, x), ..., ud(t, x))
reprezentuje pre˛dkos´c´ płynu znajduja˛cego sie˛ w punkcie x w czasie t. Równanie (6)2 wy-
raz˙a zachowanie masy podczas gdy równanie (6)1 wyraz˙a zachowanie pe˛du. Wyste˛puja˛cy w
równaniu (6)1 czynnik τ okres´la symetryczny tensor napre˛z˙en´ zalez˙ny od Du – symetrycznej
cze˛s´ci gradientu u tj. τ = τ(Du), gdzie Du = 1
2
[∇u + (∇u)T ]. W naszych rozwaz˙aniach
zakładamy, z˙e τ pochodzi od skalarnego potencjału ϑ i poprzez załoz˙enie pewnych własno-
s´ci ϑ wymuszamy na τ spełnianie róz˙norodnych własnos´ci takich jak p-wzrost (dla pewnego
p > 1), czy koercytywnos´c´. Funkcja fext reprezentuje siłe˛ zewne˛trzna˛.
Sprze˛ganie (2) z (6) wykonane jest za pomoca˛ tzw. siły oporu (and. drag force)
Fd(t, x, v) := u(t, x)− v,
która oddziałuje zarówno na cza˛stki jak i na płyn. Ten sposób sprze˛gania pochodzi z prac [6]
i [4], choc´ oryginalnie stosowany był do modelowania cienkich warstw płynów (patrz np.
[5, 6, 22–24]). Układ sprze˛z˙ony prezentuje sie˛ naste˛puja˛co:
∂tf + v∇f + divv[(F (f) + Fd)f ] = 0, x ∈ Td, v ∈ Rd,
∂tu+ (u · ∇)u+∇pi − div(τ(Du)) = −d
∫
Rd
Fdfdv, x ∈ Td,
divu = 0.
(7)
Przedyskutujmy pokrótce róz˙nice pomie˛dzy sprze˛ganiem modelu C–S z modelami płynów
newtonowskich i nienewtonowskich. W pracach [6] i [4], autorzy uzyskali słabe istnienie dla
układów sprze˛z˙onych. W szczególnos´ci wykazanie istnienia silnych rozwia˛zan´ i jednoznacz-
nos´ci dla sprze˛z˙onych modeli N-S-Własowa czy N-S-C-S było niezbyt realne bez uprzed-
niego wykazania regularnos´ci i jednoznacznos´ci dla układu N-S. Inaczej niz˙ w przypadku
sprze˛gania z równaniami płynów nienewtonowskich, dla których istnienie, regularnos´c´ i jed-
noznacznos´c´ zalez˙a˛ od wartos´ci parametru p i regularnos´ci siły zewne˛trznej fext. Dla układu
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(6) słabe istnienie jest znane dla p > 2d
d+2
i fext ∈ (W 1,p)∗. Otrzymuje je sie˛ stosuja˛c metode˛
obcie˛c´ lipschitzowskich (and Lipschitz truncation, patrz np. [19, 21]). Z drugiej strony jes´li
p ≥ 3d+2
d+2
i fext ∈ L2(0, T ;L2(Td)), mamy nie tylko istnienie silnych rozwia˛zan´, ale równiez˙
jednoznacznos´c´ (patrz np. [39]). Wobec tego, moz˙emy oczekiwac´ istnienia jednoznacznych,
silnych rozwia˛zan´ dla układu (7). Zalez˙y to jednak od wartos´ci p i struktury siły zewne˛trznej,









)w przypadku układu sprze˛z˙onego wydaje sie˛, z˙e kombinacja
naszych metod z metoda˛ trunkacji lipschitzowskich moz˙e prowadzic´ do otrzymania istnienia
słabych rozwia˛zan´. Jest to jednak problem spoza zakresu tematyki niniejszej rozprawy.
Strategia dowodowa, która˛ be˛dziemy stosowac´ pochodzi z pracy [6] i be˛dzie zastosowana
przy uz˙yciu wyników pochodza˛cych z prac [4, 32, 39]. Najpierw wygładzamy układ, z˙eby
naste˛pnie uzyskac´ istnienie dla wygładzonego układu. Istnienie to uzyskujemy wprowadza-
ja˛c naste˛puja˛cy program indukcyjny: rozwia˛zujemy na przemian równania (7)1 i (7)2 wpro-
wadzaja˛c rozwia˛zania z poprzednich iteracji jako dane funkcje słuz˙a˛ce wyznaczeniu kolej-
nych iteracji. Naste˛pnie dzie˛ki drobiazgowej technicznej analizie i oszacowaniom dowodzimy
zbiez˙nos´ci tak powstałego cia˛gu iteracyjnego.
Zastosowanie powyz˙szej strategii prowadzi do naste˛puja˛cego twierdzenia.
Twierdzenie 5. Niech d = 3, p ≥ 11
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oraz T > 0. Załóz˙my ponadto, z˙e dane pocza˛tkowe
(f0, u0) spełniaja˛ załoz˙enia
1. 0 ≤ f0 ∈ (L1∩L∞)(T3×R3), suppf0(x, ·) ⊂ B(R) dla pewnego R > 0 i p.w. x ∈ T3,
gdzie B(R) jest kula˛ o s´rodku w 0 i promieniu R,
2. u0 ∈ W 1,2(T3) ∩ L2div,0(T3),
3. ∇vf0 ∈ L3(T3 × R3).
Wówczas istnieje jednoznaczne silne rozwia˛zanie układu (7).
W powyz˙szym twierdzeniu L2div,0 oznacza bezdywergencyjna˛ podprzestrzen´ przestrzeni
L2(T3).
Konkluzje. Niniejsza rozprawa przedstawia mój wkład w rozwój teorii istnienia dla mo-
delu C–S z osobliwa˛ waga˛ komunikacyjna˛. Przys´wiecaja˛ca˛ jej idea˛ jest wykonanie pierw-
szych kroków w kierunku zweryfikowania czy układ ten jest dobrze postawiony. Od pocza˛tku
pracy w 2014 roku udało sie˛ uzyskac´ pierwsze wyniki dotycza˛ce:
• istnienia kawałkami słabych rozwia˛zan´ układu cza˛stek C–S dla osobliwos´ci α ∈ (0, 1),
opublikowane w [36];
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• istnienia i jednoznacznos´ci silnych rozwia˛zan´ układu cza˛stek C–S dla osobliwos´ci α ∈
(0, 1
2
), opublikowane w [37];
• istnienia i warunkowej jednoznacznos´ci rozwia˛zan´ kinetycznego równania C–S dla oso-
bliwos´ci α ∈ (0, 1
2
), zawarte w preprincie [34];
• moz˙liwos´ci sklejania sie˛ trajektorii cza˛stek, opublikowane w [36].
Sa˛ to pierwsze wyniki dotycza˛ce istnienia dla modelu C–S z osobliwa˛ waga˛ komunikacyjna˛ z
α ∈ (0, 1) i jedne z pierwszych kroków w kierunku zweryfikowania czy jest to układ dobrze
postawiony, co jest wynikiem istotnym z punktu widzenia zastosowan´ i analizy numerycz-
nej. Ze wzgle˛du na braki w znanej teorii nalez˙ało wprowadzic´ stosunkowo nowe (cze˛sto
elementarne) techniki i istotnie zmodyfikowac´ te istnieja˛ce. Analiza układu cza˛stek została
wykonana przy uz˙yciu metod wywodza˛cych sie˛ z podstawowych technik teorii układów rów-
nan´ róz˙niczkowych zwyczajnych. Z drugiej strony analiza równania kinetycznego została
wykonana poprzez przejs´cie graniczne mie˛dzy opisem mikroskopowym i mezoskopowym.
Przejs´cie to wymagało znacznie bardziej wyrafinowanych metod: pochodza˛ca z analizy sto-
chastycznej układów wielu ciał, granica pola s´redniego została wykorzystana do okres´lenia
rozwia˛zania równania kinetycznego jako granicy rozwia˛zan´ układów cza˛stek. Topologia, w
której przejs´cie graniczne zostało wykonane była generowana przez metryke˛ Wassersteina
W1 (czasem nazywana˛ metryka˛ Kantorowicza-Rubinsteina). W celu zastosowania tej metody
w przypadku wagi osobliwej nalez˙ało uprzednio istotnie ja˛ zmodyfikowac´.
Dodatkowo uzyskalis´my
• istnienie i jednoznacznos´c´ silnych rozwia˛zan´ równania kinetycznego C–S z regularna˛
waga˛ komunikacyjna˛ sprze˛z˙onego z równaniem płynu nienewtonowskiego. Wynik ten
oparty jest na metodach z prac [6] i [4] poła˛czonych z wynikami z pracy [39] i ksia˛z˙ki
[32] i zawarta jest w preprincie [38].
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