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Abstract . For an ordinal α, PEAα denotes the class of polyadic equality algebras of dimension
α. We show that for several classes of algebras that are reducts of PEAω whose signature contains
all substitutions and finite cylindrifiers, ifB is in such a class, andB is atomic, then for all n < ω,
NrnB is completely representable as a PEAn. Conversely, we show that for any 2 < n < ω, and
any variety V, between diagonal free cylindric algebras and quasipolyadic equality algebras of
dimension n, the class of completely representable algebras in V is not elementary.
1 Introduction
Relation algebras RAs and cylindric algebras of dimension α, α any ordinal CAα are in-
troduced by Tarski. Both are varieties that are axiomatized by a relatively simple schema
of equations. Relation algebras are abstractions of algebras whose universe consists of
binary relations, with top element an equivalence relation, and Boolean operations of
union and complementation and extra operations of composition and forming converses.
Such algebras are called representable relation algebras of dimension α, in symbols RRA.
In both cases equality is represented by the identity relation. The last class, when the
top elements are disjoint unions of cartesian squares of dimension α is called the class
of representable polyadic algebras algebras of dimension α, and is denoted by RCAα.
Unless otherwise explicitly indicated, let 2 < n < ω. The classes RRA and RCAn are
not finitely axiomatizable, In particular RRA ( RA and similarly RCAn ( CAn. Polyadic
algebras were introduced by Halmos [5] to provide an algebraic reflection of the study of
first order logic without equality. Later the algebras were enriched by diagonal elements
to permit the discussion of equality. That the notion is indeed an adequate reflection of
first order logic was demonstrated by Halmos’ representation theorem for locally finite
polyadic algebras (with and without equality). Daigneault and Monk proved a strong
extension of Halmos’ theorem, namely that, every polyadic algebra of infinite dimension
(without equality) is representable [3].
In the realm of representable algebras, there are several types of representations. Or-
dinary representations are just isomorphisms from Boolean algebras with operators to a
more concrete structure (having the same signature) whose elements are sets endowed
with set-theoretic operations like intersection and complementation. Complete repre-
sentations, on the other hand, are representations that preserve arbitrary conjunctions
whenever defined. More generally consider the following question: Given an algebra and
a set of meets, is there a representation that carries this set of meets to set theoretic
intersections? A complete representation would thus be one that preseves all existing
meets (finite of course and infinite). Here we are assuming that our semantics is specified
by set algebras, with the concrete Boolean operation of intersection among its basic op-
erations. When the algebra in question is countable, and we have only countably many
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meets; this is an algebraic version of an omitting types theorem; the representation omits
the given set meets or non-principal types. When the algebra in question is atomic, then
a representation omitting the non-principal type consisting of co-atoms, turns out to be
a complete representation. This follows from the following result due to Hirsch and Hod-
kinson: A Boolean algebra A has a complete representation f : A→ 〈℘(X),∪,∩,∼, ∅,X〉
(f is a 1-1 homomorphism and X a set) ⇐⇒ A atomic and
⋃
x∈AtA f(x) = X, where
AtA is the set of atoms of A.
On the face of it, the notion of complete representations seems to be strikingly a
second order one. This intuition is confirmed in [8] where it is proved that the classes
of completely representable cylindric algebras of dimension at least three and that of
relation algebras are not elementary. These results were proved by Hirsch and Hod-
kinson using so-called rainbow algebras [8]; in this paper we present entirely different
proofs for all such results and some more closely related ones using so called Monk-like
algebras. Our proof depends essentially on some form of an infinite combinatorial ver-
sion of Ramsey’s Theorem. But running to such conclusions–concerning (non-)first order
definablity– can be reckless and far too hasty; for in other non-trivial cases the notion
of complete representations turns not to be a genuinely second order one; it is definable
in first order logic. The class of completely representable Boolean algebras is elemen-
tary; it simply coincides with the atomic ones. A far less trivial example is the class
of completely representable infinite dimensional polyadic algebras; it coincides with the
class of atomic, completely additive algebras. It is not hard to show that, like atomicity,
complete additivity can indeed be defined in first order logic [27]. This is not true for
the class PEAα of polyadic algebras with equality of dimension α. However, we will show
that if A ∈ PEAα is atomic, then all of its finite dimensional neat reducts are not only
representable, but completely representable. So from one atomic algebra one obtains a
plethora of completely representable ones, at least one for each finite dimension .
For some odd reason, historically the underlying intuition of the notion of complete
representability progressed in a different direction. The correlation of (the first order
property of) atomicity to complete representations has caused a lot of confusion in the
past. It was mistakenly thought for a while, among algebraic logicians, that atomic
representable relation and cylindric algebras are completely representable, an error at-
tributed to Lyndon and now referred to as Lyndon’s error. But in retrospect, one can
safely say by gathering and scrutinizing recent results that the first order definability of
the the notion of complete representations heavily depends on the algebras required to
be completely represented. In other words, the (possibly slippery) notion of ‘complete
representations’ needs a context to be fixed one way or another, and it is surely unwise
to declare a verdict without a careful and thorough investigation of the specific situation
at hand. Let CRRA denote the class of completely representable RAS, and CRCAn denote
the class of completely reprsentable CAns. It is shown that the classes CRRA and CRCAn
are not elmentary, reproving a result of Hirsch and Hodkinson, and we fo further by
showing that CRRA is not even closed under ≡∞,ω.
In [19] it is proved that for any pair of infinite ordinals α < β, the class NrαCAβ is not
elementary. A different model theoretic proof for finite α is given in [25, Theorem 5.4.1].
This result is extended to many cylindric like algebras like Halmos’ polyadic algbras with
and without eqaulity, and Pinter’s substitution algebras in [20, 22]. The class CRCAn
is proved not be elementary by Hirsch and Hodkinson in [8]. Neat embeddings and
complete representations are linked in [26, Theorem 5.3.6] where it is shown that CRCAn
coincides with the class ScNrnCAω on atomic algebra having countably many atoms.
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In [29] it is proved that this charactarization does not generalize to atomic algebras
having uncountably many atoms. Such counterexamples are used to violate metalogical
theorems such as [26, Theorem 3.2.9-10 ] involving the celebrated Orey-Henkn omitting
types theorem for finite varible fragment of Lω,ω.
2 Preliminaries
We follow the notation of [1] which is in conformity with the notation in the monograph
[7]. In particular, for any pair of ordinal α < β, CAα stands for the class of cylindric
algebras of dimension α, RCAα denotes the class of representable CAαs and NrαCAβ(⊆
CAα) denotes the class of α–neat reducts of CAβs. The last class is studied extensively in
the chapter [25] of [1] as a key notion in the representation theory of cylindric algebras.
The notion of neat reducts and the related one of neat embeddings are both important in
algebraic logic for the simple reason that both notions are very much tied to the notion of
representability, via the so–called neat embedding theorem of Henkin’s which says that
(for any ordinal α), we have RCAα = SNrαCAα+ω, where S stands for the operation of
forming subalgebras.
Definition 2.1. Assume that α < β are ordinals and that B ∈ CAβ. Then the α–neat
reduct of B, in symbols NrαB, is the algebra obtained from B, by discarding cylindrifiers
and diagonal elements whose indices are in β \ α, and restricting the universe to the set
NrαB = {x ∈ B : {i ∈ β : cix 6= x} ⊆ α}.
It is straightforward to check that NrαB ∈ CAα. Let α < β be ordinals. If A ∈ CAα
and A ⊆ NrαB, with B ∈ CAβ , then we say that A neatly embeds in B, and that B is a
β–dilation of A, or simply a dilation of A if β is clear from context. For K ⊆ CAβ, we
write NrαK for the class {NrαB : B ∈ K}.
Fix 2 < n < ω. Following [7], Csn denotes the class of cylindric set algebras of
dimension n, and Gsn denotes the class of generalized set algebra of dimension n; C ∈ Gsn,
if C has top element V a disjoint union of cartesian squares, that is V =
⋃
i∈I
nUi, I is a
non-empty indexing set, Ui 6= ∅ and Ui ∩ Uj = ∅ for all i 6= j. The operations of C are
defined like in cylindric set algebras of dimension n relativized to V . CRCAn denotes the
class of completely represenatble CAns.
Definition 2.2. An algebra A ∈ CRCAn ⇐⇒ there exists C ∈ Gsn, and an isomorphism
f : A → C such that for all X ⊆ A, f(
∑
X) =
⋃
x∈X f(x), whenever
∑
X exists in A.
In this case, we say that A is completely representable via f .
It is known tht A is completely representable via f : A → C, where C ∈ Gsn has
top element V say ⇐⇒ A is atomic and f is atomic in the sense that f(
∑
AtA) =⋃
x∈AtA f(x) = V [8]. Sc denotes the operation of forming complete subalgebras. The
next lemma tells us that the notions of atomicity and complete representation of an
algebra are inherited by complete (hence dense) sublgebras.
Lemma 2.3. Let n < ω, and D be a Boolean algebra. Assume that A ⊆c D. If D is
atomic, then A is atomic [9, Lemma 2.16]. If D ∈ CAn is completely representable, then
so is A.
Proof. Let everything be as in the hypothesis of the first part. We show that A is atomic.
Let a ∈ A be non–zero. Then since D is atomic, there exists an atom d ∈ D, such that
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d ≤ a. Let F = {x ∈ A : x ≥ d}. Then F is an ultrafilter of A. It is clear that F
is a filter. To prove maximality, assume that c ∈ A and c /∈ F , then −c · d 6= 0, so
0 6= −c · d ≤ d, hence −c · d = d, because d is an atom in B, thus d ≤ −c, and we get by
definition that −c ∈ F . We have shown that F is an ultrafilter. We now show that F is
a principal ultrafilter in A, that is, it is generated by an atom. Assume for contradiction
that it is not, so that
∏
A F exists, because F is an ultrafilter and
∏
A F = 0, because it
is non–principal. But A ⊆c D, so we obtain
∏
A F =
∏
D F = 0. This contradicts that
0 < d ≤ x for all x ∈ F . Thus
∏
A F = a′, a′ is an atom in A, a′ ∈ F and a′ ≤ a, because
a ∈ F . We have proved the first required. Let A ⊆c D and assume that D is completely
representable. We will show that A is completely representable. Let f : D → ℘(V ) be a
complete representation of D. We claim that g = f ↾ A is a complete representation of A.
Let X ⊆ A be such that
∑
AX = 1. Then by A ⊆c D, we have
∑
DX = 1. Furthermore,
for all x ∈ X(⊆ A) we have f(x) = g(x), so that
⋃
x∈X g(x) =
⋃
x∈X f(x) = V , since f
is a complete representation, and we are done.
Though the class ScNrnCAω and the class CRRA coincide on algebras having count-
ably many atoms, in [24] it is shown that the condition of countability cannot be omitted:
There is an atomic A ∈ NrnCAω with uncountably many atoms such that A is not com-
pletely representable But the C ∈ CAω for which A = NrnC is atomless.
In what follows we adress complete representability of a given algebra in connection
to the existence of an ω–dilation of this algebra that is atomic. We shall deal with many
classes of cylindric–like algebras for which the neat reduct operator can be defined. In
particular, for such classes, and regardless of atomicity, we can (and will) talk about
an ω–dilation of a given algebra. For an ordinal α, let PAα(PEAα) denote the class of
α–dimensional polyadic (equality) algebas as defined in [7, Definition 5.4.1].
Definition 2.4. Let α be an ordinal. By a polyadic algebra of dimension α, or a PAα for
short, we understand an algebra of the form
A = 〈A,+, ·,−, 0, 1, c(Γ) , sτ 〉Γ⊆α,τ∈αα
where c(Γ) (Γ ⊆ α) and sτ (τ ∈
αα) are unary operations on A, such that postulates
below hold for x, y ∈ A, τ, σ ∈ αα and Γ,∆ ⊆ α
1. 〈A,+, ·,−, 0, 1〉 is a boolean algebra
2. c(Γ)0 = 0
3. x ≤ c(Γ)x
4. c(Γ)(x · c(Γ)y) = c(Γ)x · c(Γ)y
5. c(Γ)c(∆)x = c(Γ∪∆)x
6. sτ is a boolean endomorphism
7. sIdx = x
8. sσ◦τ = sσ ◦ sτ
9. if σ ↾ (α ∼ Γ) = τ ↾ (α ∼ Γ), then sσc(Γ)x = sτc(Γ)x
10. If τ−1Γ = ∆ and τ ↾ ∆ is one to one, then c(Γ)sτx = sτc(∆)x.
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Definition 2.5. Let α be an ordinal. By a polyadic equality algebra of dimension α, or
a PEAα for short, we understand an algebra of the form
A = 〈A,+, ·,−, 0, 1, c(Γ) , sτ , dij〉Γ⊆α,τ∈αα,i,j<α
where c(Γ) (Γ ⊆ α) and sτ (τ ∈
αα) are unary operations on A, and dij are constants in
the signature, such the reduct obtained by deleting these dij ’s (i, j ∈ α), is a PAα and
the equations below hold for x ∈ A, τ ∈ αα and and i, j ∈ α
1. dii = 1,
2. x · dij ≤ s[i|j]x,
3. sτdij = dτ(i),τ(j).
We will sometimes add superscripts to cylindrifiers and substitutions indicating the
algebra they are evaluated in. The class of representable algebras is defined via set -
theoretic operations on sets of α-ary sequences. Let U be a set. For Γ ⊆ α and τ ∈ αα,
we set
c(Γ)X = {s ∈
αU : ∃t ∈ X, ∀j /∈ Γ, t(j) = s(j)}
and
sτX = {s ∈
αU : s ◦ τ ∈ X}.
Dij = {s ∈
ωU : si = sj}.
For a set X, let B(X) be the boolean set algebra (℘(X),∪,∩,∼). The class of repre-
sentable polyadic algebras, or RPAα for short, is defined by
SP{〈B(αU), c(Γ), sτ 〉Γ⊆α,τ∈αα : U a set }.
The class of representable polyadic equality algebras, or RPEAα for short, is defined by
SP{〈B(αU), c(Γ), sτ ,Dij〉Γ⊆α,τ∈αα : U a set }.
Here SP denotes the operation of forming subdirect products. It is straightforward
to show that RPAα ⊆ PAα. Daigneault and Monk [3] proved that for α ≥ ω the converse
inclusion also holds, that is RPAα = PAα. This is a completeness theorem for certain
infinitary extensions of first order logic without equality [15]. Let A be a polyadic algebra
and f : A→ ℘(αU) be a representation of A. If s ∈ X, we let
f−1(s) = {a ∈ A : s ∈ f(a)}.
An atomic representation f : A → ℘(αU) is a representation such that for each s ∈ V ,
the ultrafilter f−1(s) is principal. A complete representation of A is a representation f
satisfying
f(
∏
X) =
⋂
f [X]
whenever X ⊆ A and
∏
X is defined.
A completely additive boolean algebra with operators is one for which all extra non-
boolean operations preserve arbitrary joins.
Lemma 2.6. Let A ∈ PAα. A representation f of A is atomic if and only if it is complete.
If A has a complete representation, then it is atomic and is completely additive.
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Proof. The first part is like [8]. For the second part, we note that PAα is a discriminator
variety with discriminator term c(α). And so because all algebras in PAα are semi-simple,
it suffices to show that if A is simple, X ⊆ A, is such that
∑
X = 1, and there exists
an injection f : A → ℘(αα), such that
⋃
x∈X f(x) = V , then for any τ ∈
αα, we have∑
sτX = 1. So assume that this does not happen for some τ ∈
αα. Then there is a
y ∈ A, y < 1, and sτx ≤ y for all x ∈ X. Now
1 = sτ (
⋃
x∈X
f(x)) =
⋃
x∈X
sτf(x) =
⋃
x∈X
f(sτx).
(Here we are using that sτ distributes over union.) Let z ∈ X, then sτz ≤ y < 1, and so
f(sτz) ≤ f(y) < 1, since f is injective, it cannot be the case that f(y) = 1. Hence, we
have
1 =
⋃
x∈X
f(sτx) ≤ f(y) < 1
which is a contradiction, and we are done.
Let α be an infinite ordinal. By [27], it is proved that the the condition of atomicity
and complete additivity of a PAα is not only necessary for completely representability
but also sufficient. But for PEAα the situation is totally diferent. Not only not every
atomic PEAα is not completely representable; there are examples of atomic PEAαs that
are not reprsentable at all. The aim of this paper is that if we pass to finte neat reducts
of any atomic PEAα possibly non representable, we recover complete representability.
2.1 Classes between Dfn and QEAn
We shall have the occasion to deal with (in addition to CAs), the following cylindric–like
algebras [1]: Df short for diagonal free cylindric algebras, Sc short for Pinter’s substitution
algebras, QA(QEA) short for quasi–polyadic (equality) algebras. For K any of these classes
and α any ordinal, we write Kα for variety of α–dimensional K algebras which can be
axiomatized by a finite schema of equations, and RKα for the class of representable Kαs,
which happens to be a variety too (that cannot be axiomatized by a finite schema of
equations for α > 2 unless K = PA and α ≥ ω). The standard reference for all the classes
of algebras mentioned previously is [7]. We recall the concrete verions of such algebras.
Let τ : α→ α and X ⊆ αU, then
SτX = {s ∈
αU : s ◦ τ ∈ X}.
For i, j ∈ α, [i|j] is the replacement on α that sends i to j and is the identity map on
α ∼ {i} while [i, j] is the transposition on α that interchanges i and j.
• A diagonal free cylindric set algebra of dimension α is an algebra of the form
〈B(αU),Ci〉i,j<α.
• A Pinter’s substitution et algebra of dimension α is an algebra of the form 〈B(αU),Ci,S[i|j]〉i,j<α.
• A quasi-polyadic set algebra of dimension α is an algebra of the form
〈B(αU),Ci,S[i|j],S[i,j]〉i,j<α.
• A quasi-polyadic equality set algebra is an algebra of the form
〈B(αU),Ci,S[i|j],S[i,j],Dij〉i,j<α.
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class extra non-Boolean operators
Dfα ci : i < α
Scα ci, s
j
i : i, j < α
CAα ci, dij : i, j < α
PAα ci, sτ : i < n, τ ∈
αα
PEAα ci, dij , sτ : i, j < n, τ ∈
αα
QAα ci, s
j
i , s[i,j] : i, j < α
QEAα ci, dij , s
j
i , s[i,j] : i, j < α
Figure 1: Non-Boolean operators for the classes
For a BAO, A say, for any ordinal α, RdcaA denotes the cylindric reduct of A if it has
one, RdscA denotes the Sc reduct of A if it has one, and RddfA denotes the reduct of A
obtained by discarding all the operations except for cylindrifications. If A is any of the
above classes, it is always the case that RddfA ∈ Dfα. If A ∈ CAα, then RdscA ∈ Scα,
and if A ∈ QEAα then RdcaA ∈ CAα. Roughly speaking for an ordinal α, CAαs are not
expansions of Scαs, but they are definitionally equivalent to expansions of Scα, because
the sji s are term definable in CAαs by s
j
i (x) = ci(x · −dij) (i, j < α). This operation
reflects algebraically the subsititution of the variable vj for vi in a formula such that the
substitution is free; this can be always done by reindexing bounded variables. In such
situation, we say that Scs are generalized reducts of CAs. However, CAαs and QAα are
(real )reducts of QEAs, (in the universal algebraic sense) simply obtained by discarding
the operations in their signature not in the signature of their common expansion QEAα.
We give a finite approximate equational axiomatization of the concrete algebras defined
above, which are the prime source of inspiration for these axiomatizations introduced to
capture representability. However, like for CAs, this works only for certain special cases
like the locally finite algebras, but does not generalize much further, cf Proposition 2.10.
Definition 2.7. Substitution Algebra, Sc [17].
Let α be an ordinal. By a substitution algebra of dimension α, briefly an Scα, we
mean an algebra
A = 〈A,+, ·,−, 0, 1, ci , s
i
j〉i,j<α
where 〈A,+, ·,−, 0, 1〉 is a Boolean algebra, ci, s
i
j are unary operations on A (for
i, j < α) satisfying the following equations for all i, j, k, l < α:
1. ci0 = 0, x ≤ cix, ci(x · ciy) = cix · ciy, and cicjx = cjcix,
2. siix = x,
3. sij is a boolean endomorphisms,
4. sijcix = cix,
5. cis
i
jx = s
i
jx whenever i 6= j,
6. sijckx = cks
i
jx, whenever k /∈ {i, j},
7. cis
j
ix = cjs
i
jx,
8. sji s
l
kx = s
l
ks
j
ix, whenever |{i, j, k, l}| = 4,
9. slis
j
l x = s
l
is
j
ix.
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Quasipolyadic algebra, QEA [18].
A quasipolyadic algebra of dimension α, briefly a QAα, is an algebra
A = 〈A,+, ·,−, 0, 1, ci , s
i
j , s[i,j]〉i,j<α
where the reduct to Scα is a substitution algebra (it satisfies (1)–(9) above) and
additionally it satisfies the following equations for all i, j, k < α:
2’ sii(x) = s[i,i](x) = x, and s[i,j] = s[j,i],
3’ sij and s[i,j] are boolean endomorphisms,
1. s[i,j]s[i,j]x = x,
2. s[i,j]s[i,k] = s[j,k]s[i,j] if |{i, j, k}| = 3,
3. s[i,j]s
j
ix = s
i
jx.
Quasipolyadic equality algebra, QEA [18].
A quasipolyadic equality algebra of dimension α, briefly a QEAα is an algebra
B = 〈A, dij〉i,j<α
where A is a QAα (i.e. it satisfies all the equations above), dij is a constant and
the following equations hold, for all i, j, k < α:
1. sijdij = 1,
2. x · dij ≤ s
i
jx.
Definition 2.8. Let α be an ordinal. We say that a variety V is a variety between Dfα
and QEAα if the signature of V expands that of Dfα and is contained in the signature
of QEAα. Furthermore, any equation formulated in the signature of Dfα that holds in V
also holds in Scα and all equations that hold in V holds in QEAα.
Proper examples include Sc, CAα and QAα (meaning strictly between). Analogously
we can define varieties between Scα and CAα or QAα and QEAα, and more generally
between a class K of BAOs and a generalized reduct of it. Notions like neat reducts
generalize verbatim to such algebras, namely, to Dfs and QEAs, and in any variety in
between. This stems from the observation that for any pair of ordinals α < β, A ∈ QEAβ
and any non-Boolean exra operation in the signature of QEAβ, f say, if x ∈ A and
∆x ⊆ α, then ∆(f(x)) ⊆ α. Here ∆x = {i ∈ β : cix 6= x} is referred as the dimension
set of x; it reflects algebraically the essentially free variables occuring in a formula φ. A
variable is essentially free in a formula Ψ ⇐⇒ it is free in every formula equivalent to
Ψ.1 Therefore given a variety V between Scβ and QEAβ, if B ∈ V then the algebra NrαB
having universe {x ∈ B : ∆x ⊆ α} is closed under all operations in the signature of V.
Definition 2.9. Let 2 < n < ω. For a variety V between Dfn and QEAn, a V set algebra is
a subalgebra of an algebra, having the same signature as V, of the form 〈B(nU), fUi ), say,
where fUi is identical to the interpretation of fi in the class of quasipolyadic equality set
algebras. Let A be an algebra having the same signature of V; then A is a representable
V algebra, or simply representable ⇐⇒ A is isomorphic to a subdirect product of V set
algebras. We write RV for the class of representable V algebras
1It can well happen that a variable is free in formula that is equivalent to another formula in which
this same variable is not free.
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It can be proved that the class RV, as defined above, is also closed under H, so that
it is a variety. This can be proved using the same argument to show that RCAn is a
variety, cf. Corollary [7, 3.1.77]. Take A ∈ RV, an ideal J of A, then show that A/J is
in RV. Ideals in BAOs are defined as follows. We consider only BAOs with extra unary
non-Boolean operators to simplify notation. If A is a BAO, then J ⊆ A is an ideal in
J if is a Boolean ideal and for any extra non-Boolean operator f , say, in the signature
of BAO, and x ∈ A, f(x) ∈ A; the quotient algebra A/J is defined the usual way since
ideals defined in this way correspond to congruence relations defined on A.
Theorem 2.10. Let 2 < n < ω. Let V be a variety between Dfn and QEAn. Then RV is
not a finitely axiomatizable variety.
Proof. In [14] a sequence 〈Ai : i ∈ ω〉 of algebras is constructed such that Ai ∈ QEAn
and RddfAn /∈ RDfn, but Πi∈ωAi/F ∈ RQEAn for any non principal ultrafilter on ω.
An appilcation of Los’ Theorem, taking the ultraproduct of V reduct of the Ais, finishes
the proof. In more detail, let RdV denote restricting the signature to that of V. Then
RdVAi /∈ RV and RdVΠi∈I(Ai/F ) ∈ RV.
The last result generalizes to infinite dimensions replacing finite axiomatization by
axiomatized by a finite schema [7, 12]. We consider relation algebras as algebras of the
form R = 〈R,+, ·,−, 1′,⌣, ; , 〉, where 〈R,+, ·,−〉 is a Boolean algebra 1′ ∈ R, ⌣ is a
unary operation and ; is a binary operation. A relation algebra is representable ⇐⇒
it is isomorphic to a subalgebra of the form 〈℘(X),∪,∩,∼,⌣, ◦, Id〉, where X is an
equivalence relation, 1′ is interpreted as the identity relation, ⌣ is the operation of
forming converses, and; is interpreted as composition of relations. Following standard
notation, (R)RA denotes the class of (representable) relation algebras. The class RA is
a discriminator variety that is finitely axiomatizable, cf. [9, Definition 3.8, Theorems
3.19]. We let CRRA and LRRA, denote the classes of completely representable RAs,
and its elementary closure, namely, the class of RAs satisfying the Lyndon conditions
as defined in [9, §11.3.2], respectively. Complete representability of RAs is defined like
the CA case. All of the above classes of algebras are instances of BAOs. The action
of the non–Boolean operators in a completely additive (where operators distribute over
arbitrary joins componentwise) atomic BAO, is determined by their behavior over the
atoms, and this in turn is encoded by the atom structure of the algebra.
3 Complete representability via atomic dilations
We recall from [7, Definition 5.4.16], the notion of neat reducts of polyadic algebras. We
shall be dealing with infinite dimensional such algebras. Because infinite cylindrfication
is allowed, the definition of neat reducts is different from the CA case. We define the
neat reduct operator only PAs; the PEA case is entirely analgous considering diagonal
elements.
Definition 3.1. Let J ⊆ β and A = 〈A,+, ·,−, 0, 1, c(Γ) , sτ 〉Γ⊆β,τ∈ββ be a PAβ . Let
NrJB = {a ∈ A : c(β∼J)a = a}. Then
NrJB = 〈NrJB,+, ·,−, c(Γ), s
′
τ 〉Γ⊆J,τ∈αα
where s′τ = sτ¯ . Here τ¯ = τ ∪ Idβ∼α. The structure NrJB is an algebra, called the J–
compression of B. When J = α, α an ordinal, then NrαB ∈ PAα and it is called the
neat α reduct of B.
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Assume that B ∈ PEAβ for some infinite ordinal β. Then for n < ω, NrnB ⊆
NrnRdqeaB, where Rdqea denotes the quasi–polyadic reduct of B, obtained by discarding
infinitary substitutions and the definition of the neat reduct opeartor Nrn here is like the
CA case not involving infinitary cylindrifiers. Indeed, if x ∈ NrnB, then c(β\n)x = x, so
for any i ∈ β \ n, cix ≤ c(β\n)x = x ≤ cix, hence cix = x. However, the converse might
not be true. If x ∈ NrnRdqeaB, then cix = x for all i ∈ β \ n, but this does not imply
that c(β\n)x = x; it can happen that c(β\n)x > x = cix (for all i ∈ β \ n). We will show
in a moment that if C ∈ PEAω is atomic and n < ω, then both NrnRdqeaC and NrnC
are completely representable PEAns. This gives a plethora of completely representable
PEAns whose CA reducts are (of course) also completely representable.
For α ≥ ω, we let CPAα (CPEAα) denote the reduct of PAα(PEAα) whose signature
is obained from that of PAα (PEAα) by discarding all infinitary cylindrifiers, and its ax-
iomatization is that of PAα(PEAα) restricted to the new signature. QAα (QEAα) denotes
the class of quasi–polyadic (equality) algebras obtained by restricting the signature and
axiomatization of PAα(PEAα) to only finite substitutions and cylindrifiers. So here the
signature does not contain infinitary substitutions, the sτ s are defined only for those
maps τ : α→ α that move only finitely many points. With cylindrifiers defined only on
finitely many indices, the neat reduct operator Nr for QAα, QEAα, CPAα and CPEAα is
defined analogous to the CA case. We present analogous positive results typically of the
form: If K is any of the classes defined above (like CPEA,CPA,QEA,QA), D ∈ Kω is
atomic, n < ω, then (under certain conditions on D) NrnD is completely representable.
The ‘certain conditions’ will be formulated only for the dilation D and will not depend
on n. For example for PEA, mere atomicity of D will suffice, for PA we will need complete
additivity of D too.
We need a crucial lemma. But first a definition:
Definition 3.2. A transformation system is a quadruple of the form (A, I,G,S) where
A is an algebra of any signature, I is a non–empty set (we will only be concerned with
infinite sets), G is a subsemigroup of (II, ◦) (the operation ◦ denotes composition of maps)
and S is a homomorphism from G to the semigroup of endomorphisms of A. Elements
of G are called transformations.
The next lemma says that, roughly, in the presence of all substitution operators in
the infinite dimensional case, one can form dilations in any higher dimension.
Lemma 3.3. Let α be an infinite ordinal and K ∈ {PA,PEA}. Let D ∈ Kα. Then for
any ordinal n > α, there exists B ∈ Kn such that D = NrαB. Furthermore, if D is
atomic (complete), then B can be chosen to be atomic (complete). An entirely analogous
result holds for CPA and CPEA replacing the operator Nr by the neat reduct operator Nr.
Proof. Let K ∈ {PA,PEA,CPA,CPEA}. Assume that D ∈ Kα and that n > α. If
|α| = |n|, then one fixes a bijection ρ : n → α, and defines the n-dimensional dilation of the
diagonal free reduct of D, having the same universe as D, by re-shuffling the operations
of D along ρ [3]. Then one defines diagonal elements in the n-dimensional dilation of the
diagonal free reduct of D, by using the diagonal elements in D [7, Theorem 5.4.17]. Now
assume that |n| > |α|. Let End(D) be the semigroup of Boolean endomorphisms on D.
Then the map S : αα → End(A) defined via τ 7→ sτ is a homomorphism of semigroups.
The operation on both semigroups is composition of maps, so that (D, α, αα,S) is a
transformation system. For any set X, let F (αX,A) be the set of all maps from αX to A
endowed with Boolean operations defined pointwise and for τ ∈ αα and f ∈ F (αX,A),
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put sτf(x) = f(x ◦ τ). This turns F (
αX,A) to a transformation system as well. The
map H : A → F (αα,A) defined by H(p)(x) = sxp is easily checked to be an embedding
of transfomation systems. Assume that β ⊇ α. Then K : F (αα,A) → F (βα,A) defined
by K(f)x = f(x ↾ α) is an embedding, too. These facts are fairly straightforward to
establish [3, Theorems 3.1, 3.2]. Call F (βα,D) a minimal functional dilation of F (αα,D).
Elements of the big algebra, or the (cylindrifier free) functional dilation, are of form sσp,
p ∈ F (αα,D) where σ ↾ α is injective [3, Theorems 4.3-4.4]. Let B−c,−d = F (nα,D). Let
ρ is any permutation such that ρ ◦ σ(α) ⊆ σ(α). For the PA case one defines cylindrifiers
on B−c,−d by setting for each Γ ⊆ n :
c(Γ)s
(B−c,−d)
σ p = s
(B−c,−d)
ρ−1
cDρ({(Γ)}∩σα)s
D
(ρσ↾α)p.
For the cases CPA case, one defines cylindrifiers on B−c,−d by restricting Γ to singletons,
setting for each i ∈ n :
cis
(B−c,−d)
σ p = s
(B−c,−d)
ρ−1
cD(ρ(i)∩σ(α))s
D
(ρσ↾α)p.
In both cases, the definition is sound, that is, it is independent of ρ, σ, p; furthermore, it
agrees with the old cylindrifiers in D. Denote the resulting algebra by B−d.
When D ∈ PAα, identifying algebras with their transformation systems we get that
D ∼= NrαB
−d, via the isomorphism H defined for f ∈ D and x ∈ nα by, H(f)x = f(y)
where y ∈ αα and x ↾ α = y, [3, Theorem 3.10]. In [3, Theorems 4.3. 4.4] it is shown that
H(D) = NrαB
−d where B−d = {s
(B−d)
σ p : p ∈ D : σ ↾ α is injective}. When D ∈ CPAα,
identifyingD withH(D), whereH is defined like in the PA case, we get that D ⊆ NrαB
−d
with B−d = {s
(B−d)
σ p : p ∈ D : σ ↾ α is injective}. We show that NrαB
−d ⊆ D, so that
D = NrαB
−d. Let x ∈ NrαB
−d. Then there exist y ∈ D and σ : β → β with σ ↾ α
injective, such that x = s
(B−d)
σ y. Choose any τ : β → β such that τ(i) = i for all i ∈ α and
(τ ◦σ)(i) ∈ α for all i ∈ α. Such a τ clearly exists. Since ∆x ⊆ α, and τ fixes α pointwise,
we have s
(B−d)
τ x = x. Then x = s
(B−d)
τ x = s
(B−d)
τ s
(B−d)
σ y = s
(B−d)
τ◦σ y = s
D
τ◦σ↾αy ∈ D. In
all cases, having at hand B−d, for all i < j < n, the diagonal element dij (in B
−d)
can be defined, using the diagonal elements in D, as in [7, Theorem 5.4.17], obtaining
the expanded required structure B. The expanded structure B has Boolean reduct
isomorphic to F (nα,D). In particular, B is atomic (complete) if D is atomic (complete),
because a product of an atomic (complete) Boolean algebras is atomic (complete).
The proof of the following lemma follows from the definitions.
Lemma 3.4. If A, B and C are Boolean algebras, such that A ⊆ B ⊆ C, B ⊆c C and
A ⊆c C, then A ⊆c B.
For simplicity of notation, if β ≥ ω, B ∈ PAβ(PEAβ), and n < ω, then we write NrnB
for NrnRdqaB (NrnRdqeaB), where Rdqa denotes ‘quasi-polyadic reduct’.
In this section we understand complete representability for α–dimensional algebras,
α any ordinal, in the classical sense with respect to generalized cartesian α–dimensional
spaces.
It is shown in in [27], that for any infinite ordinal α, if A ∈ PAα is atomic and
completely additive, then it is completely representable. From this it can be concluded
that for any n < ω, any complete subalgebra of NrnD is completely representable using
lemma 2.3, because NrnD ⊆c D (as can be easily distilled from the next proof). The
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result in [27] holds for CPA’s, cf. theorem 3.7, but it does not hold for PEAωs and
CPEAωs. It is not hard to construct atomic algebras in the last two classes that are not
even representable, let alone completely representable. But for such (non–representable)
algebras the n–neat reduct, for any n < ω, will be completely representable as proved
next (in theorems 3.5 and 3.6):
Theorem 3.5. If 2 < n < ω and D ∈ PEAω is atomic, then any complete subalgebra of
NrnD is completely representable. In particular, NrnD is completely representable.
Proof. We identify notationally set algebras with their domain. Assume that A ⊆c NrnD,
where D ∈ PEAω is atomic. We want to completely represent A. Let c ∈ A be non–zero.
We will find a homomorphism f : A → ℘(nU) such that f(c) 6= 0, and
⋃
y∈Y f(y) =
nU ,
whenever Y ⊆ A satisfies
∑
A Y = 1. Assume for the moment (to be proved in a while)
that A ⊆c D. Then by lemma 2.3 A is atomic, because D. For brevity, let X = AtA.
Let m be the local degree of D, c its effective cardinality and let β be any cardinal such
that β ≥ c and
∑
s<m β
s = β; such notions are defined in [3, 27]. We can assume by
lemma 3.3, that D = NrωB, with B ∈ PEAβ. For any ordinal µ ∈ β, and τ ∈
µβ, write
τ+ for τ ∪ Idβ\µ(∈
ββ). Consider the following family of joins evaluated in B, where
p ∈ D, Γ ⊆ β and τ ∈ ωβ: (*) c(Γ)p =
∑
B{sτ+p : τ ∈
ωβ, τ ↾ ω \ Γ = Id}, and (**):∑
sB
τ+
X = 1. The first family of joins exists [3, Proof of Theorem 6.1], [27], and the
second exists, because
∑
AX =
∑
DX =
∑
BX = 1 and τ+ is completely additive, since
B ∈ PEAβ . The last equality of suprema follows from the fact that D = NrωB ⊆c B
and the first from the fact that A ⊆c D. We prove the former, the latter is exactly
the same replacing ω and β, by n and ω, respectivey, proving that NrnD ⊆c D, hence
A ⊆c D. We prove that NrωB ⊆c B. Assume that S ⊆ D and
∑
D S = 1, and for
contradiction, that there exists d ∈ B such that s ≤ d < 1 for all s ∈ S. Let J = ∆d \ ω
and take t = −c(J)(−d) ∈ D. Then c(β\ω)t = c(β\ω)(−c(J)(−d)) = c(β\ω) − c(J)(−d) =
c(β\ω) − c(β\ω)c(J)(−d) = −c(β\ω)c(J)(−d) = −c(J)(−d) = t. We have proved that t ∈ D.
We now show that s ≤ t < 1 for all s ∈ S, which contradicts
∑
D S = 1. If s ∈ S,
we show that s ≤ t. By s ≤ d, we have s · −d = 0. Hence by c(J)s = s, we get
0 = c(J)(s · −d) = s · c(J)(−d), so s ≤ −c(J)(−d). It follows that s ≤ t as required.
Assume for contradiction that 1 = −c(J)(−d). Then c(J)(−d) = 0, so −d = 0 which
contradicts that d < 1. We have proved that
∑
B S = 1, so D ⊆c B. Let F be any
Boolean ultrafilter of B generated by an atom below a. We show that F will preserve
the family of joins in (*) and (**). We use a simple topological argument used by the
author in [27]. One forms nowhere dense sets in the Stone space of B corresponding to
the aforementioned family of joins as follows: The Stone space of (the Boolean reduct of)
B has underlying set, the set of all Boolean ultrafilters of B. For b ∈ B, let Nb be the
clopen set {F ∈ S : b ∈ F}. The required nowhere dense sets are defined for Γ ⊆ β, p ∈ D
and τ ∈ ωβ via: AΓ,p = Nc(Γ)p \
⋃
τ :ω→β Nsτ+p, and Aτ = S \
⋃
x∈X Nsτ+x. The principal
ultrafilters are isolated points in the Stone topology, so they lie outside the nowhere dense
sets defined above. Hence any such ultrafilter preserve the joins in (*) and (**). Fix a
principal ultrafilter F preserving (*) and (**) with a ∈ F . For i, j ∈ β, set iEj ⇐⇒
dBij ∈ F . Then by the equational properties of diagonal elements and properties of filters,
it is easy to show that E is an equivalence relation on β. Define f : A → ℘(n(β/E)),
via x 7→ {t¯ ∈ n(β/E) : sBt∪Idβ∼nx ∈ F}, where t¯(i/E) = t(i) (i < n) and t ∈
nβ. We
show that f is a well–defined homomorphism (from (*)) and that f is complete such
that f(c) 6= 0. The last follows by observing that Id ∈ f(c). Let V = ββ(Id). To show
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that f is well defined, it suffices to show that for all σ, τ ∈ V , if (τ(i), σ(i)) ∈ E for all
i ∈ β, then for any x ∈ A, sτx ∈ F ⇐⇒ sσx ∈ F. We proceed by by induction on
|{i ∈ β : τ(i) 6= σ(i)}|(< ω). If J = {i ∈ β : τ(i) 6= σ(i)} is empty, the result is obvious.
Otherwise assume that k ∈ J . We introduce a helpful piece of notation. For η ∈ V ,
let η(k 7→ l) stand for the η′ that is the same as η except that η′(k) = l. Now take any
λ ∈ {η ∈ β : (σ)−1{η} = (τ)−1{η} = {η}} r∆x. Recall that ∆x = {i ∈ β : cix 6= x} and
that β\∆x is infinite because ∆x ⊆ n, so such a λ exists. Now we freely use properties of
substitutions for cylindric algebras. We have by [7, 1.11.11(i)(iv)] (a) sσx = s
λ
σksσ(k 7→λ)x,
and (b) sλτk(dλ,σk · sσx) = dτk,σksσx, and (c) s
λ
τk(dλ,σk · sσ(k 7→λ)x) = dτk,σk · sσ(k 7→τk)x, and
finally (d) dλ,σk · s
λ
σksσ(k 7→λ)x = dλ,σk · sσ(k 7→λ)x. Then by (b), (a), (d) and (c), we get,
dτk,σk · sσx = s
λ
τk(dλ,σk · sσx)
= sλτk(dλ,σk · s
λ
σksσ(k 7→λ)x)
= sλτk(dλ,σk · sσ(k 7→λ)x)
= dτk,σk · sσ(k 7→τk)x.
But F is a filter and (τk, σk) ∈ E, we conclude that
sσx ∈ F ⇐⇒ sσ(k 7→τk)x ∈ F.
The conclusion follows from the induction hypothesis. We have proved that f is well
defined. We now check that f is a homomorphism, i.e. it preserves the operations. For
σ ∈ nβ, recall that σ+ denotes σ ∪ Idβ∼n ∈
ββ(Id).
• Boolean operations: Since F is maximal we have σ¯ ∈ f(x+ y) ⇐⇒ sσ+(x+ y) ∈
F ⇐⇒ sσ+x+ sσ+y ∈ F ⇐⇒ sσ+x or sσ+y ∈ F ⇐⇒ σ¯ ∈ f(x) ∪ f(y). We now
check complementation.
σ¯ ∈ f(−x) ⇐⇒ sσ+(−x) ∈ F ⇐⇒ −sσ+x ∈ F ⇐⇒ sσ+x /∈ F ⇐⇒ σ¯ /∈ f(x).
• Diagonal elements: Let k, l < n. Then we have: σ ∈ fdkl ⇐⇒ sσ+dkl ∈ F ⇐⇒
dσk,σl ∈ F ⇐⇒ (σk, σl) ∈ E ⇐⇒ σk/E = σl/E ⇐⇒ σ¯(k) = σ¯(l) ⇐⇒ σ¯ ∈ dkl.
• Cylindrifications: Let k < n and a ∈ A. Let σ¯ ∈ ckf(a). Then for some λ ∈ β,
we have σ¯(k 7→ λ/E) ∈ f(a) hence sσ+(k 7→λ)a ∈ F . It follows from the inclusion
a ≤ cka that sσ+(k 7→λ)cka ∈ F , so sσ+cka ∈ F. Thus ckf(a) ⊆ f(cka.)
We prove the other more difficult inclusion that uses the condition (*) of eliminating
cylindrifiers. Let a ∈ A and k < n. Let σ¯′ ∈ fcka and let σ = σ
′ ∪ Idβ∼n. Then
sBσ cka = s
B
σ′cka ∈ F. Pick λ ∈ {η ∈ β : σ
−1{η} = {η}}r∆a, such a λ exists because
∆a is finite, and |{i ∈ β : σ(i) 6= i}| < ω. Let τ = σ ↾ n r {k, λ} ∪ {(k, λ), (λ, k)}.
Then (in B):
cλsτa = sτcka = sσcka ∈ F.
By the construction of F , there is some u(/∈ ∆(sBτ a)) such that s
λ
usτa ∈ F, so
sσ(k 7→u)a ∈ F. Hence σ(k 7→ u) ∈ f(a), from which we get that σ¯
′ ∈ ckf(a).
• Substitutions: Direct since substitution operations are Boolean endomorphisms
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We show that the non–zero homomorphism f is an atomic, hence, a complete rep-
resentation. By construction, for every s ∈ n(β/E), there exists x ∈ X(= AtA), such
that sBs∪Idβ∼nx ∈ F , from which we get the required, namely, that
⋃
x∈X f(x) =
n(β/E).
The complete representability of NrnD follows from lemmata, 2.3, 3.4, by observing that
NrnD ⊆c D, hence NrnD ⊆c NrnD.
For CPEAs, we have a slightly weaker result:
Theorem 3.6. If n < ω and D ∈ CPEAω is atomic, then any complete subalgebra of
NrnCmAtD is completely representable. In particular, if D is complete and atomic, then
NrnD is completely representable.
Proof. Let D ∈ CPEAω be atomic. Let D
∗ = CmAtD. Then D∗ is complete and atomic
and NrnD
∗ ⊆c D
∗. To prove the last ⊆c, assume for contradiction that there is some
S ⊆ NrnD
∗,
∑
NrnD
∗
S = 1, and there exists d ∈ D∗ such that s ≤ d < 1 for all s ∈ S.
Take t = −
∧
i∈ω\n(−ci−)d. This infimum is well defined because D
∗ is complete. Like in
the previous proof it can be proved that cit = t for all i ∈ ω\n, hence t ∈ NrnD
∗ and that
s ≤ t < 1 for all s ∈ S, which contradicts that
∑
NrnD
∗
S = 1. Let β be a regular cardinal
> |D∗| and by lemma 3.3, let B ∈ CPEAβ be complete and atomic such that D
∗ = NrωB.
Then we have the following chain of complete embeddings: NrnD
∗ ⊆c D
∗ = NrωB ⊆c B;
the last ⊆c follows like above using that B is complete. From the first ⊆c, since D
∗ is
atomic, we get by lemma 2.3, that NrnD
∗ is atomic. Let X = AtNrnD
∗. Then also from
the first ⊆c, we get that
∑
D∗ X = 1, so
∑
BX = 1 because D∗ ⊆c B. For k < β, x ∈ D
∗
and τ ∈ ωβ, the following joins hold in B: (*) ckx =
∑
B
l∈β s
k
l x and (**)
∑
sB
τ+
X = 1,
where τ+ = τ ∪ Idβ\ω(∈
ββ). The join (**) holds, because sB
τ+
is completely additive,
since B is completely additive. To prove (*), fix k < β. Then for all l ∈ β, we have
skl x ≤ ckx. Conversely, assume that y ∈ B is an upper bound for {s
k
l x : l ∈ β}. Let
l ∈ β \ (∆x∪∆y); such an l exists, because |∆x| < β, |∆y| < β and β is regular. Hence,
we get that clx = x and cly = y. But then cls
k
l x ≤ y, and so ckx ≤ y. We have proved
that (*) hold. Let A = NrnD
∗. Let a ∈ A be non–zero. We want to find a complete
representation f : A→ ℘(V ) (V a unit of a Gsn, i.e a disjoint union of cartesian spaces)
such that f(a) 6= 0. Let F be any Boolean ultrafilter of B generated by an atom below
a. Then, like in the proof of theorem 3.5, F will preserve the family of joins in (*)
and (**). Next we proceed exactly like in the proof of theorem 3.5. For i, j ∈ β, set
iEj ⇐⇒ dBij ∈ F . Then E is an equivalence relation on β. Define f : A → ℘(
n(β/E)),
via x 7→ {t¯ ∈ n(β/E) : sBt∪Idx ∈ F}, where t¯(i/E) = t(i) and t ∈
nβ. Then f is well–
defined, a homomorphism (from (*)) and atomic (from (**)). Also f(a) 6= 0 because
a ∈ F , so Id ∈ f(a).
Theorem 3.7. If D ∈ CPAω is atomic and completely additive, then it is completely
representable
Proof. Replace D by its Dedekind-MacNeille completion D∗ = CmAtD. Then D is
completely representable ⇐⇒ D∗ is completely representable and furthermore D∗ is
complete. It suffices thus to show that D∗ is completely representable. One forms an
atomic complete dilation B of D∗ to a regular cardinal β > |D∗| exactly as in lemma 3.3.
For τ ∈ ωβ, let τ+ = τ ∪ Idβ\ω . Then like before D
∗ ⊆c B and so the following family of
joins hold in B: For all i < β, b ∈ B cib =
∑
j∈β s
i
jx and for all τ ∈
ωβ,
∑
sτ+AtD
∗ = 1.
Let a ∈ D∗ be non zero. Take any ultrafilter F in the Stone space of B generated by an
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atom below a. Then f : D∗ → ℘(ωβ) defined via d 7→ {τ ∈ ωβ : sB
τ+
d ∈ F} is a complete
representation of D∗ such that f(a) 6= 0.
If the dilations are in QEAω (an ω dimensional quasi–polyadic equality algebra) we
have a weaker result. We do not know whether the result proved for PEAω holds when
the ω–dilation is an atomic QEAω. Entirely analogous results hold if we replace QEAω
by QAω.
Theorem 3.8. Let n < ω. Let D ∈ QEAω be atomic. Assume that for all x ∈ D for
all k < ω, ckx =
∑
l∈ω s
k
l x. If A ⊆ NrnD such that A ⊆c D (this is stronger than
A ⊆c NrnD), then A is completely representable.
Proof. First observe that A is atomic, because D is atomic and A ⊆c D. Accordingly, let
X = AtA. Let a ∈ A be non-zero. Like before, one finds a principal ultrafilter F such
that a ∈ F and F preserves the family of joins cix =
∑
D
j∈β s
i
jx, and
∑
sDτ X = 1, where
τ : ω → ω is a finite transformation; that is |{i ∈ ω : τ(i) 6= i}| < ω. The first family of
joins exists by assumption, the second exists, since
∑
DX = 1 by A ⊆c D and the sτ s
are completely additive. Any principal ultrafilter F generated by an atom below a will
do, as shown in the previous proof. Again as before, the selected F gives the required
complete representation f of A.
The following example shows that the existence of the joins in theorem 3.8 is not
necessary.
Example 3.9. Let D ∈ QEAω be the full weak set algebra with top element
ωω(0) where
0 is the constant 0 sequence. Then, it is easy to show that for any n < ω, NrnA is
completely representable. Let X = {0} ∈ D. Then for all i ∈ ω, we have s0iX = X. But
(1, 0, . . .) ∈ c0X, so that
∑
i∈ω s
0
iX = X 6= c0X. Hence the joins in theorem 3.8 do not
hold.
Now fix 1 < n < ω and let D be as in the previous example. If we take D′ =
SgDNrnD, then D
′ of course will still be a weak set algebra, and it will be locally finite,
so that cix =
∑
D
sijx for all i < j < ω. However, D
′ will be atomless as we proceed to
show. Assume for contradiction that it is not, and let x ∈ D′ be an atom. Choose k, l ∈ ω
with k 6= l and ckx = x, this is possible since ω \∆x is infinite. Then ck(x · dkl) = x, so
x · dkl 6= 0. But x is an atom, so x ≤ dkl. This gives that ∆x = 0, and by [7, Theorem
1.3.19] x ≤ −ck − dkl. It is also easy to see that (ck − dkl)
D′ = ωω(0), from which we
conclude that x = 0, which is a contradiction. For an ordinal α, we let Gwsqα denote the
class of QEAαs whose cylindric reduct is a Gwsα, and the quasi-polyadic operations of
substitutions defined like in quasi-polyadic equality set algebras relativized to V . That
is, if A ∈ Gwsqα, then RdcaA ∈ Gwsα with top element V say, and for X ∈ A, and
i < j < α, S[i,j]X = {s ∈ V : s ◦ [i, j] ∈ X}.
Theorem 3.10. Let α be an infinite ordinal.
(1) If D ∈ PEAα+ω is atomic, then any complete subalgebra of NrαD is completely
representable with respet to Gwsqα.
(2) If D ∈ CPEAα+ω, then any complete subalgebra of NrαRdqeaCmAtD is com-
pletely representable with respect to Gwsqα. In particular, if D is complete, then
NrαRdqeaD is completely representable.
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Proof. The proof is like when α = n < ω. Let A ⊆c NrαD. We want to completely
represent A with respect to a Gwsqα. Given a non-zero c ∈ A, one dilates D toB ∈ PEAβ ,
where β is as specified in theorem 3.5, and finds a principal ultrafilter F generated by
an atom below c preserving the set of joins (*) and (**) as stipulated in the proof of
theorem 3.5, replacing in these joins ω by the countable ordinal α + ω. In forming the
required representation using F , the top element will be a weak space of dimension α and
not ‘a cartesian square’. The map establishing the complete representation, is defined
like before, but using the weak space α(n/E)(Id), where E is the equivalence relation
defined as above on n via iEj ⇐⇒ dBij ∈ F . In more detail f : A → ℘(
α(β/E)(Id)),
via x 7→ {t¯ ∈ α(β/E)(Id) : sBt∪Idβ∼αx ∈ F}, where t¯(i/E) = t(i) (i < α) and t ∈
αβ. The
CPEA case is entirely analogous. The proof is like the case when α = n < ω, dealt with
in theorem 3.6 replacing once more set algebras by weak set algebras.
4 Finite dimensional algebras
This section is devoted to showing that several classes of completely representable alge-
bras (of relations) are not elementary. We need some preparing to do. From now on,
unless otherwise indicated, n is fixed to be a finite ordinal > 2. Let i < n. For n–ary
sequences x¯ and y¯, we write x¯ ≡i y¯ ⇐⇒ y¯(j) = x¯(j) for all j 6= i, For i, j < n the
replacement [i/j] is the map that is like the identity on n, except that i is mapped to j
and the transposition [i, j] is the like the identity on n, except that i is swapped with j.
Definition 4.1. Letm be a finite ordinal > 0. An s word is a finite string of substitutions
(sji ) (i, j < m), a c word is a finite string of cylindrifications (ci), i < m; an sc word w, is
a finite string of both, namely, of substitutions and cylindrifications. An sc word induces
a partial map wˆ : m→ m:
• ǫˆ = Id,
• ŵij = wˆ ◦ [i|j],
• ŵci = wˆ ↾ (mr {i}).
If a¯ ∈ <m−1m, we write sa¯, or sa0...ak−1 , where k = |a¯|, for an arbitrary chosen sc word w
such that wˆ = a¯. Such a w exists by [9, Definition 5.23 Lemma 13.29].
From now on, unless otherwise indicated, n is fixed to be a finite ordinal > 2.
Definition 4.2. (1) Let Kn be any variety between Scn and QEAn. Assume that
A ∈ Kn is atomic and that m,k ≤ ω. The atomic game G
m
k (AtA), or simply G
m
k ,
is the game played on atomic networks of A using m nodes and having k rounds
[10, Definition 3.3.2], where ∀ is offered only one move, namely, a cylindrifier move:
Suppose that we are at round t > 0. Then ∀ picks a previously played network Nt
(nodes(Nt) ⊆ m), i < n, a ∈ AtA, x¯ ∈
nnodes(Nt), such that Nt(x¯) ≤ cia. For her
response, ∃ has to deliver a network M such that nodes(M) ⊆ m, M ≡i N , and
there is y¯ ∈ nnodes(M) that satisfies y¯ ≡i x¯ and M(y¯) = a.
We write Gk(AtA), or simply Gk, for G
m
k (AtA) if m ≥ ω.
(2) The ω–rounded game Gm(AtA) or simply Gm is like the game Gmω (AtA) except
that ∀ has the option to reuse the m nodes in play.
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Observe that for k,m ≤ ω, the games Gmk (AtA) and G
m(AtA) depend on the signature
of A.
Definition 4.3. Fix 2 < n < m. Assume that C ∈ CAm, A ⊆ NrnC is an atomic CAn and
N is an A–network with nodes(N) ⊆ m. Define N+ ∈ C by (with notation as introducted
in Definition 4.1):
N+ =
∏
i0,...,in−1∈nodes(N)
si0,...,in−1N(i0, . . . , in−1).
For a network N and function θ, the network Nθ is the complete labelled graph with
nodes θ−1(nodes(N)) = {x ∈ dom(θ) : θ(x) ∈ nodes(N)}, and labelling defined by
(Nθ)(i0, . . . , in−1) = N(θ(i0), θ(i1), . . . , θ(in−1)),
for i0, . . . , in−1 ∈ θ
−1(nodes(N)).
For a class K of BAOs, we denote by Kad the class of completely additive algebras
in K.
Lemma 4.4. Let 2 < n < ω, and assume that m > n. Let K be any variety between Scn
and QEAn. If A ∈ ScNrnK
ad
m is atomic, then ∃ has a winning strategy in G
m(AtA). If
A ∈ K, and A has a complete m-square representation then ∃ has a winning strategy in
Gmω (AtA).
Proof. We give the proof for CAs italicizing the part where additivity is used. The
stipulated additivity condition when considering only CAs is superflouos since it holds
anyway. The proof lifts ideas in [6, Lemmata 29, 26, 27] formulated for relation algebras
to CAn. Fix 2 < n < m. Assume that C ∈ CAm, A ⊆c NrnC is an atomic CAn. Then the
following hold:
(1): for all x ∈ C \ {0} and all i0, . . . , in−1 < m, there is a ∈ AtA, such that
si0,...,in−1a . x 6= 0,
(2): for any x ∈ C \ {0} and any finite set I ⊆ m, there is a network N such that
nodes(N) = I and x ·N+ 6= 0,, with notation as inDefinition 4.3. Furthermore, for any
networks M,N if M+ ·N+ 6= 0, then M↾nodes(M)∩nodes(N) = N↾nodes(M)∩nodes(N),
(3): if θ is any partial, finite map m → m and if nodes(N) is a proper subset of m,
then N+ 6= 0→ (Nθ)+ 6= 0. If i 6∈ nodes(N), then ciN
+ = N+.
Since A ⊆c NrnC, then
∑
C
AtA = 1. For (1), sij is a completely additive operator (any
i, j < m), hence si0,...,in−1 is, too. So
∑
C{si0...,in−1a : a ∈ At(A)} = si0...in−1
∑
C
AtA =
si0...,in−11 = 1 for any i0, . . . , in−1 < m. Let x ∈ C \ {0}. Assume for contradiction that
si0...,in−1a · x = 0 for all a ∈ AtA. Then 1− x will be an upper bound for {si0...in−1a : a ∈
AtA}. But this is impossible because
∑
C{si0...,in−1a : a ∈ AtA} = 1.
To prove the first part of (2), we repeatedly use (1). We define the edge labelling of
N one edge at a time. Initially, no hyperedges are labelled. Suppose E ⊆ nodes(N) ×
nodes(N) . . . × nodes(N) is the set of labelled hyperedges of N (initially E = ∅) and
x .
∏
c¯∈E sc¯N(c¯) 6= 0. Pick d¯ such that d¯ 6∈ E. Then by (1) there is a ∈ At(A) such
that x .
∏
c¯∈E sc¯N(c¯) . sd¯a 6= 0. Include the hyperedge d¯ in E. We keep on doing
this until eventually all hyperedges will be labelled, so we obtain a completely labelled
graph N with N+ 6= 0. it is easily checked that N is a network. For the second part of
(2), we proceed contrapositively. Assume that there is c¯ ∈ nodes(M) ∩ nodes(N) such
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that M(c¯) 6= N(c¯). Since edges are labelled by atoms, we have M(c¯) · N(c¯) = 0, so
0 = sc¯0 = sc¯M(c¯) . sc¯N(c¯) ≥ M
+ · N+. A piece of notation. For i < m, let Id−i be
the partial map {(k, k) : k ∈ m r {i}}. For the first part of (3) (cf. [9, Lemma 13.29]
using the notation in op.cit), since there is k ∈ m \ nodes(N), θ can be expressed as
a product σ0σ1 . . . σt of maps such that, for s ≤ t, we have either σs = Id−i for some
i < m or σs = [i/j] for some i, j < m and where i 6∈ nodes(Nσ0 . . . σs−1). But clearly
(NId−j)
+ ≥ N+ and if i 6∈ nodes(N) and j ∈ nodes(N), then N+ 6= 0→ (N [i/j])+ 6= 0.
The required now follows. The last part is straightforward.
Using the above proven facts, we are now ready to show that ∃ has a winning strategy
in Gm. She can always play a network N with nodes(N) ⊆ m, such that N+ 6= 0.
In the initial round, let ∀ play a ∈ AtA. ∃ plays a network N with N(0, . . . , n −
1) = a. Then N+ = a 6= 0. Recall that here ∀ is offered only one (cylindrifier)
move. At a later stage, suppose ∀ plays the cylindrifier move, which we denote by
(N, 〈f0, . . . , fn−2〉, k, b, l). He picks a previously played network N , fi ∈ nodes(N), l <
n, k /∈ {fi : i < n−2}, such that b ≤ clN(f0, . . . , fi−1, x, fi+1, . . . , fn−2) and N
+ 6= 0. Let
a¯ = 〈f0 . . . fi−1, k, fi+1, . . . fn−2〉. Then by second part of (3) we have that clN
+ · sa¯b 6= 0
and so by first part of (2), there is a network M such that M+ · clN
+ · sa¯b 6= 0. Hence
M(f0, . . . , fi−1, k, fi−2, . . . , fn−2) = b, nodes(M) = nodes(N)∪{k}, and M
+ 6= 0, so this
property is maintained.
Assume that A is an atomic CAn having a completem–square representation. We will
show that ∃ has a winning strategy in Gmω (AtA). Let Mo be a complete m–square repre-
sentation of A. One constructs them–dimensional atomic dilation D using Ln∞,ω formulas
from the complete m–square representation as the algebra with univese Cm(M) and oper-
ations induced by clique guarded semantics. For each a¯ ∈ 1D, define [9, Definition 13.22]
a labelled hypergraph Na¯ with nodes m, and Na¯(x¯) when |x¯| = n, is the unique atom
of A containing the tuple of length m > n, (ax0 , . . . , ax1 , . . . , axn−1 , ax0 . . . , . . . ax0). It is
clear that if s ∈ 1D and i, j < m, then s◦[i|j] ∈ 1D. By [9, Lemma 13.24] Na¯ is a network.
Let H be the symmetric closure of {Na : a¯ ∈ 1
M}, that is {Nθ : θ : m → m,N ∈ H}.
Then H is an m–dimensional basis. Now ∃ can win Gmω by always playing a subnet-
work of a network in the constructed H. In round 0, when ∀ plays the atom a ∈ A,
∃ chooses N ∈ H with N(0, 1, . . . , n − 1) = a and plays N ↾ n. In round t > 0, in-
ductively if the current network is Nt−1 ⊆ M ∈ H, then no matter how ∀ defines N ,
we have N ⊆ M and |N | < m, so there is z < m, with z /∈ nodes(N). Assume that
∀ picks x0, . . . , xn−1 ∈ nodes(N), a ∈ AtA and i < n such that N(x0, . . . , xn−1) ≤ cia,
so M(x0, . . . xn−1) ≤ cia, and hence (by the properties of H), there is M
′ ∈ H with
M ′ ≡i M and M
′(x0, . . . , z, . . . , xn−1) = a, with z in the ith place. Now ∃ responds with
the restriction of M ′ to nodes(N) ∪ {z}.
In the next Theorem LCAn denotes the class of atomic CAns whose atom structures
satisfy the Lyndon condition as defined in [10]. It is known that LCAn is n elementary
class admitting no finite first order axiomatization; furthermore LCAn = ElCRCAn.
Theorem 4.5. Let κ be an infinite cardinal. Then there exists a C ∈ QEAω such that
for all 2 < n < ω, |NrnC| = 2
κ, NrnC ∈ LQEAn, but RddfNrnC is not completely
representable. cannot be omitted.
Proof. One uses the ideas in [24] replacing ω and ω1 by κ and 2
κ, respectively, con-
structing C from a relation algebra. The resulting (new) relation algebra R has an ω
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dimensional amalgamation class S, cf. [24, Lemma 3]. Using the notation in [24, Lemma
6], let C be the subalgebra of Ca(S) generated by X ′; the latter is defined just before
the lemma. Then R = Ra(C), cf. [24, Lemmata 6, 7], but R has no complete rep-
resentation [24, Lemma 2]. Then NrnC (2 < n < ω) is atomic, but has no complete
representation. By Lemma 4.4, ∃ has a winning strategy in Gω(AtNrnC), hence she has
a winning strategy in Gω(AtNrnC), a fortiori in Gk(AtNrnC) for all k ∈ ω, hence by cod-
ing the winning strategy’s of the Gk’s in first order sentences, we get that NrnC satisfies
these first order sentences which are precisely (by definition) the Lyndon conditions. We
use the following uncountable version of Ramsey’s theorem due to Erdos and Rado: If
r ≥ 2 is finite, k an infinite cardinal, then expr(k)
+ → (k+)r+1k where exp0(k) = k and
inductively expr+1(k) = 2
expr(k). The above partition symbol describes the following
statement. If f is a coloring of the r+1 element subsets of a set of cardinality expr(k)
+
in k many colors, then there is a homogeneous set of cardinality k+ (a set, all whose
r + 1 element subsets get the same f -value). Let κ be the given cardinal. We use a
variation a simplified more basic version of a rainbow construction where only the two
predominent colours, namely, the reds and blues are available. The algebra C will be
constructed from a relation algebra possesing an ω-dimensional cylindric basis. To define
the relation algebra we specify its atoms and the forbidden triples of atoms. The atoms
are Id, gi0 : i < 2
κ and rj : 1 ≤ j < κ, all symmetric. The forbidden triples of atoms
are all permutations of (Id, x, y) for x 6= y, (rj , rj , rj) for 1 ≤ j < κ and (g
i
0, g
i′
0 , g
i∗
0 ) for
i, i′, i∗ < 2κ. Write g0 for {g
i
0 : i < 2
κ} and r+ for {rj : 1 ≤ j < κ}. Call this atom
structure α. Consider the term algebra A defined to be the subalgebra of the complex
algebra of this atom structure generated by the atoms. We claim that A, as a relation
algebra, has no complete representation, hence any algebra sharing this atom structure
is not completely representable, too. Indeed, it is easy to show that if A and B are
atomic relation algebras sharing the same atom structure, so that AtA = AtB, then A is
completely representable ⇐⇒ B is completely representable.
Assume for contradiction that A has a complete representation Mo. Let x, y be
points in the representation with Mo |= r1(x, y). For each i < 2
κ, there is a point
zi ∈ Mo such that Mo |= g
i
0(x, zi) ∧ r1(zi, y). Let Z = {zi : i < 2
κ}. Within Z,
each edge is labelled by one of the κ atoms in r+. The Erdos-Rado theorem forces the
existence of three points z1, z2, z3 ∈ Z such that Mo |= rj(z
1, z2) ∧ rj(z
2, z3) ∧ rj(z
3, z1),
for some single j < κ. This contradicts the definition of composition in A (since we
avoided monochromatic triangles). Let S be the set of all atomic A-networks N with
nodes ω such that {ri : 1 ≤ i < κ : ri is the label of an edge in N} is finite. Then it is
straightforward to show S is an amalgamation class, that is for all M,N ∈ S if M ≡ij N
then there is L ∈ S with M ≡i L ≡j N , witness [9, Definition 12.8] for notation. Now
let X be the set of finite A-networks N with nodes ⊆ κ such that:
1. each edge of N is either (a) an atom of A or (b) a cofinite subset of r+ = {rj : 1 ≤
j < κ} or (c) a cofinite subset of g0 = {g
i
0 : i < 2
κ} and
2. N is ‘triangle-closed’, i.e. for all l,m, n ∈ nodes(N) we haveN(l, n) ≤ N(l,m);N(m,n).
That means if an edge (l,m) is labelled by Id then N(l, n) = N(m,n) and if
N(l,m), N(m,n) ≤ g0 then N(l, n) · g0 = 0 and if N(l,m) = N(m,n) = rj (some
1 ≤ j < ω) then N(l, n) · rj = 0.
For N ∈ X let N̂ ∈ Ca(S) be defined by
{L ∈ S : L(m,n) ≤ N(m,n) for m,n ∈ nodes(N)}.
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For i ∈ ω, let N↾−i be the subgraph of N obtained by deleting the node i. Then if
N ∈ X, i < ω then ĉiN = N̂↾−i. The inclusion ĉiN ⊆ (N̂↾−i) is clear. Conversely,
let L ∈ ̂(N↾−i). We seek M ≡i L with M ∈ N̂ . This will prove that L ∈ ĉiN , as
required. Since L ∈ S the set T = {ri /∈ L} is infinite. Let T be the disjoint union of
two infinite sets Y ∪ Y ′, say. To define the ω-network M we must define the labels of all
edges involving the node i (other labels are given by M ≡i L). We define these labels
by enumerating the edges and labeling them one at a time. So let j 6= i < κ. Suppose
j ∈ nodes(N). We must choose M(i, j) ≤ N(i, j). If N(i, j) is an atom then of course
M(i, j) = N(i, j). Since N is finite, this defines only finitely many labels of M . If N(i, j)
is a cofinite subset of g0 then we let M(i, j) be an arbitrary atom in N(i, j). And if
N(i, j) is a cofinite subset of r+ then let M(i, j) be an element of N(i, j) ∩ Y which has
not been used as the label of any edge of M which has already been chosen (possible,
since at each stage only finitely many have been chosen so far). If j /∈ nodes(N) then
we can let M(i, j) = rk ∈ Y some 1 ≤ k < κ such that no edge of M has already been
labelled by rk. It is not hard to check that each triangle of M is consistent (we have
avoided all monochromatic triangles) and clearly M ∈ N̂ and M ≡i L. The labeling
avoided all but finitely many elements of Y ′, so M ∈ S. So ̂(N↾−i) ⊆ ĉiN .
Now let X̂ = {N̂ : N ∈ X} ⊆ Ca(S). Then we claim that the subalgebra of Ca(S)
generated by X̂ is simply obtained from X̂ by closing under finite unions. Clearly all
these finite unions are generated by X̂ . We must show that the set of finite unions of X̂
is closed under all cylindric operations. Closure under unions is given. For N̂ ∈ X we
have −N̂ =
⋃
m,n∈nodes(N) N̂mn where Nmn is a network with nodes {m,n} and labeling
Nmn(m,n) = −N(m,n). Nmn may not belong to X but it is equivalent to a union of at
most finitely many members of X̂ . The diagonal dij ∈ Ca(S) is equal to N̂ where N is
a network with nodes {i, j} and labeling N(i, j) = Id. Closure under cylindrification is
given. Let C be the subalgebra of Ca(S) generated by X̂ . Then A = Ra(C). To see why,
each element of A is a union of a finite number of atoms, possibly a co–finite subset of
g0 and possibly a co–finite subset of r+. Clearly A ⊆ Ra(C). Conversely, each element
z ∈ Ra(C) is a finite union
⋃
N∈F N̂ , for some finite subset F of X, satisfying ciz = z, for
i > 1. Let i0, . . . , ik be an enumeration of all the nodes, other than 0 and 1, that occur as
nodes of networks in F . Then, ci0 . . . cikz =
⋃
N∈F ci0 . . . cikN̂ =
⋃
N∈F
̂(N↾{0,1}) ∈ A. So
Ra(C) ⊆ A. A is relation algebra reduct of C ∈ CAω but has no complete representation.
But in fact C is in QEAω. Let n > 2. Let B = NrnC. Then B ∈ NrnQEAω, is
atomic, but even its Df reduct has no complete representation for plainly a complete
representation ofRddfB induces one ofB hence one for A. In fact, becauseB is generated
by its two dimensional elements, and its dimension is at least three, its Df reduct is not
completely representable. [13, Proposition 4.10]. It remains to show that the ω–dilation
C is atomless. For any N ∈ X, we can add an extra node extending N to M such that
∅ ( M ′ ( N ′, so that N ′ cannot be an atom in C.
Lemma 4.6. Let 2 < n < ω. If A is atomic and A ∈ NrnQEAω then A ∈ LQEAn. An
entirely analogous result holds for relation algebras upon replacing NrnCAω by RaCAω.
Proof. Assume that A is as in the hypothesis. Being in the class NrnQEAω ⊆ (ScNrnQEAω).
By Lemma 4.4, ∃ has a winning strategy in GωAtA. Since infinitely many nodes are used
(and reuse), hence she has a winning strategy in the usual ω rounded usual atomic
Gω)AtA) without the need to reuse th nodes in play, a fortori she has a winning strategy
in the k rounded atomic game Gk(AtA) for all k ∈ ω. By definition, A ∈ LQEAn.
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In the previous construction used in Proposition 4.5, and the previous Lemma A ∈
RaCAω and B ∈ NrnCAω satisfy the Lyndon conditions, but are not completely repre-
sentable. Thus:
Corollary 4.7. [8] Let 2 < n < ω. Then the classes CRRA and for any variety V between
Dfn and QEAn CRV is not elementary.
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