We explore a generalization of set reconciliation, where the goal is to reconcile sets of sets. Alice and Bob each have a parent set consisting of s child sets, each containing at most h elements from a universe of size u. They want to reconcile their sets of sets in a scenario where the total number of differences between all of their child sets (under the minimum difference matching between their child sets) is d. We give several algorithms for this problem, and discuss applications to reconciliation problems on graphs, databases, and collections of documents. We specifically focus on graph reconciliation, providing protocols based on set of sets reconciliation for random graphs from G(n, p) and for forests of rooted trees.
INTRODUCTION
In the standard problem of set reconciliation, two parties Alice and Bob each hold sets of items S A and S B respectively from a common universe (with items generally represented as words of w bits), and the goal is for one or both of the parties to determine the union of the two sets. Typically in applications the set difference size d is small, and we seek an algorithm that computes the set difference efficiently and with small communication. When a bound d on the size of the set difference is known, standard polynomial interpolation methods allow reconciliation using only d words, but this approach is fairly inefficient computationally [23, 27] . A more practical approach based on Invertible Bloom Lookup Tables (or Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. PODS'18, June 10-15, 2018, Houston, TX, USA © 2018 Copyright held by the owner/author(s). Publication rights licensed to the Association for Computing Machinery. ACM ISBN 978-1-4503-4706-8/18/06. . . $15.00 https://doi.org /10.1145/3196959.3196988 IBLTs, also called Invertible Bloom Filters) uses O(d) space and linear time, and succeeds with high probability [12, 14, 16] .
We explore an important problem variant of reconciling sets of sets. Specifically, Alice and Bob each have a parent set consisting of s child sets, each containing at most h elements from a universe of size u. We call the sum of the sizes of the child sets n. Alice and Bob wish to reconcile their sets of sets under the scenario that the total number of differences among all of their child sets (under the minimum difference matching between their child sets) is d. We consider primarily the one-way notion of reconciliation, in which at the end of the protocol, Bob can completely recover Alice's data. (Our work can be extended to mutual reconciliation in various ways.)
The problem of reconciling sets of sets naturally occurs in several reconciliation problems. For a theoretically interesting example that highlights the approach, we focus in this paper on using reconciliation of sets of sets for reconciling unlabeled random graphs. Several graph isomorphism and graph watermarking techniques for random graphs develop what we call here signatures for the vertices, where a signature corresponds to a set related to the neighborhood of the vertex [5, 11] . We adapt this methodology for reconciliation, reconciling a perturbed random graph by first reconciling the set of signatures of the vertices, which can themselves be represented as sets that have undergone a small number of total changes. We also explore reconciling forest graphs, which are another class of graphs in which graph isomorphism is tractable [2] .
There are other settings where reconciling sets of sets is a natural primitive. For example, consider relational databases consisting of binary data, where the columns are labeled but the rows are not. In such a case, a row database entry can equivalently be thought of as a set of elements from the universe of columns (the set of columns in which the row has a 1 entry). The problem of reconciling two databases in which a total of d bits have been flipped corresponds exactly to our sets of sets problem. As another example, consider the well-known approach of using shingles to represent documents [9] . In this setting, consecutive blocks of k words of a document are hashed into numbers, and a subset of these numbers are used as a signature for the document; these signatures can be compared to determine document similarity. A collection of documents would then correspond to sets of sets, and in cases where two collections had some documents that were similar (instead of exact matches), the corresponding sets would only have a small number of differences. Reconciling collections of documents could start by reconciling the sets of sets corresponding to the collection, to find documents in one collection with no similar document in another collection.
In what follows, we first review related work in set reconciliation and other research areas. We then review some known results regarding IBLTs before introducing a series of protocols for reconciling sets of sets. This culminates in a one round protocol for reconciling sets of sets when d is known in advance that usesÕ(d) communication andÕ(n +d 2 ) computation, as well as a 4 round protocol with matching bounds (up to log factors) when d is unknown. Finally, we examine applications, focusing on graph reconciliation problems.
Related Work
Initial work for set reconciliation considered two parties reconciling sets of numbers, and utilized characteristic polynomials [23, 27] . Given a set S = {x 1 , x 2 , . . . , x n }, Alice would compute the characteristic polynomial χ S (z) = (z −x 1 )(z −x 2 ) · · · (z −x n ), and similarly Bob would compute the characteristic polynomial χ T (z) for his set T . If there are only d differences in the two sets, then by sending any d ′ > d evaluations of the characteristic polynomial at previously agreed upon points, Alice and Bob can recover each other's sets (by interpolating the rational function χ S (z)/χ T (z)). Determining or estimating an upper bound on the number of differences d is considered external to the reconciliation protocol (see [14] for examples of set difference estimation, and Appendix A). While this approach uses essentially minimal communication, the required interpolation is computationally expensive for even moderately large set differences.
As an alternative, Invertible Bloom Lookup Tables (IBLTs) utilize an efficient peeling process. Alice builds a hash table by hashing her set elements multiple times (generally 3 or 4, using multiple hash functions) into the table, and elements that collide are XOR'ed together. Additional information, such as the number of elements that have hashed into a bucket, are also stored. Alice sends the hash table to Bob, who then "removes" his elements from the table by XORing them in the same manner using the same hash functions into the table, so that only the set difference remains in the table. Elements alone in a hash bucket can then be found and removed. With d differences, only a table of size O(d) is needed to recover all the elements (with probability inverse polynomial in d), and only linear time is need to create and recover elements from the hash table.
These ideas have been extended, for example to multi-party reconciliation [8, 24] . However, there remain many open problems related to reconciliation of objects beyond sets. The problem of reconciling strings, or files, has received significant attention, with the program rsync being a well-known practical implementation [1, 28] , and additional theoretical work [18, 29] . Reconciliation of objects such as graphs and databases that both limit the communication to be proportional to the size of the difference between the objects and are efficient computationally have received less attention. For graphs, related work includes work on graph isomorphism [3, 5, 11] , which can be thought of as reconciling with no errors, and graph watermarking [13] , which involves determining if one graph is a perturbation of another. We incorporate approaches from these lines of work to construct reconciliation protocols for families of random graphs.
Graph reconciliation is also closely related to the problem of graph matching, also known as graph alignment or social network de-anonymization [20] [21] [22] 30] . The underlying problem is essentially the same, but there are not two communicating agents; one simply seeks an algorithm that aligns input graphs. In the graph reconciliation setting, where the goal is to use small communication, the number of differences between the graphs is generally assumed to be very small, which is a setting largely unexplored in the graph matching setting.
Reconciling forests as a communication problem does not appear to have been studied previously. Related work, again without communication, includes computing the edit distance between trees [6] . Tree edit distance considers a different set of graph updates than we consider (vertex updates instead of edge updates).
PRELIMINARIES
Throughout this paper, we work in the word RAM model with words of size w. We often refer to the number of rounds of communication a protocol uses, which denotes the number of total messages sent. For example, a one round protocol consists only of a single message from Alice to Bob.
All of our protocols assume access to public coins, meaning that any random bits used are shared between Alice and Bob at the cost of no additional communication. This is relevant because our protocols lean heavily on the application of various hash functions, and public coins allow Alice and Bob to use the same hash functions without communicating anything about them. Note that our protocols can be converted to use only private coins with minimal additional communication via standard techniques [25] . In practice, one would generally start the protocol by sharing a small random seed to be used for generating all future randomness.
In set reconciliation, Alice and Bob each have sets S A and S B of size at most n from a universe of size u and their set difference, |S A ⊕ S B |, is at most d. We assume w = Ω(log u + log n). In what follows we consider the one-way version of set reconciliation, in which at the end of the protocol Bob recovers Alice's set, as opposed to the two-way protocol, in which both parties recover the union of the two sets.
A tool we frequently use is the Invertible Bloom Lookup Table  ( IBLT) [16] , a data structure that represents a set. We briefly review its properties; more details can be found in [12, 16] . An IBLT is a hash table with k hash functions and m cells. We add a key to the table by updating each of the k cells that it hashes to. (We assume these cells are distinct; for example, one can use a partitioned hash table, with each hash function having m/k cells.) Each cell maintains a count of the number of keys hashed to it, an XOR of all of the keys hashed to it, and an XOR of a checksum of all of the keys hashed to it. The checksum, a sequence of O(log u) bits produced by another hash function, is sufficiently large so as to ensure that with high probability, none of the distinct keys' checksums collide. We can also delete a key from an IBLT through the same operation as adding it, except that now we decrement the counts instead of incrementing them.
An IBLT is invertible in that after adding n unique keys to it, if m is sufficiently large then we can recover those n keys via a peeling process. Whenever a cell in the table has a count of 1, its key value will be exactly the key hashed to that cell, which we can recover and then delete from the table. This deletion potentially creates more cells with a count of 1, allowing the process to continue until no keys remain in the table. To argue that this is likely to succeed, we interpret the IBLT as a random hypergraph with m vertices and n hyperedges of cardinality k. Each cell corresponds to a vertex, and each key corresponds to a hyperedge connecting the k cells it hashes to. This peeling process then successfully extracts all of the hyperedges unless the graph has a nonempty 2-core, the probability of which can be directly bounded. This gives the following theorem. Theorem 2.1 (Theorem 1 of [16] ). There exists a constant c so that an IBLT with m cells (O(m log u) space) and at most cm keys will successfully extract all keys with probability at least 1−O(1/poly(m)).
Observe that if we allow the counts in an IBLT to become negative then we can "delete" keys that aren't actually in the table. The IBLT can thus represent two disjoint sets, one for the added or "positive" keys and one for the deleted or "negative" keys. The peeling process requires only a small modification to extract both sets. When peeling, we now also peel cells with counts of −1 by adding the key back into the table. As long as we only attempt to peel from cells that actually only have one key hashed there, both sets will be extracted. Unfortunately, now a cell having a count of 1 or −1 might have multiple keys (some from each set) hashed there. We use the checksum to check that a count of 1 or −1 corresponds to a single key. By using enough bits for the checksum we can ensure that with suitably high probability, if the hash of the cell's key entry is equal to the cell's checksum, then there is only one key hashed to it.
Note that the IBLT extraction process now has two failure modes: peeling failures and checksum failures. Peeling failures occur with at most 1/poly(m) and are entirely detectable as keys will remain in the IBLT that cannot be extracted. Checksum failures occur with probability at most 1/poly(u) and may be undetectable, as an unlikely cascade of many of them in sequence can conceivably result in fully emptying the table but ending up with an incorrect set of keys.
The application of IBLTs to set reconciliation is immediate if Alice and Bob have an upper bound d on the size of their set difference. Alice constructs an O(d) cell IBLT by adding each of her set elements to it. She then sends it to Bob who deletes each of his set elements from it. Bob then extracts all the keys from the IBLT. Assuming the peeling succeeds, the extracted positive keys will be the set S A \ S B and the extracted negative keys will be S B \ S A . This gives us the following bound for set reconciliation. We refer to "encoding" a set in an IBLT as inserting all of its elements into it. We similarly "decode" a set difference from an IBLT by extracting its keys. Also, in the above protocol it would be equivalent to have Bob delete all of his keys from an empty IBLT, and then combine Alice and Bob's IBLTs by adding/XORing the entries in each cell into an IBLT representing the difference between the sets. We can in this way "decode" a set difference from a pair of IBLTs. We can "recover" a set by decoding a pair of IBLTs and applying the set difference to one of the sets the IBLTs were encoded from. We often ward against checksum failures by augmenting the set recovery process with a hash of each of the sets. Assuming the uniqueness of the hash, we can then detect checksum failures by comparing the recovered set to its hash.
As discussed in the previous section, there is another approach to set reconciliation which uses the characteristic polynomials of the two sets. Although this is less efficient computationally than an IBLT, it succeeds with probability 1, which can be useful as a subroutine for set of sets reconciliation when working with very small set differences. The running time comes from the time to compute the roots of the ratio of polynomials plus the time to evaluate the degree n polynomials at d points. Computing the roots can be done in O(d 3 ) via Gaussian elimination. (This can actually be done in time O(d ω+o(1) ), where ω is the exponent for matrix inversion, although this approach is generally less efficient in practice.) Evaluating the polynomials at d points can be done one of two ways. We can evaluate the polynomial in O(n) time once for each of the points. Alternatively, we can compute the coefficients of the polynomial in O(n log 2 n) steps via divide and conquer and polynomial multiplication using the Fast Fourier Transform. Once we have the coefficients, we can evaluate d ≤ n roots of unity in O(n log n) time, again using the Fast Fourier Transform.
RECONCILING SETS OF SETS
In this section we discuss several protocols for reconciling sets of sets. One tool we will frequently use is a set difference estimator. Such estimators were developed in [14] for reconciliation problems; their goal is to obtain a reasonably good estimate of the number of differences d, since our reconciliation algorithms generally require such a bound is known. We improve on the estimators of [14] , as we describe below.
A set difference estimator is a data structure for estimating the size of the difference between two sets. It implicitly maintains two sets S 1 and S 2 and supports three operations: update, merge, and query. Update takes in an element x and an index i ∈ {1, 2} and adds x to S i . Merge takes in a second set difference estimator D ′ , which implicitly maintains sets S ′ 1 and S ′ 2 and returns a new set difference estimator D ′′ representing S 1 ∪ S ′ 1 and S 2 ∪ S ′ 2 . Query returns an estimate for |S 1 ⊕ S 2 |. Theorem 3.1. There is a set difference estimator requiring O(log(1/δ ) log n) space with O(log(1/δ )) update, merge, and query times, which reports the size of the set difference to within a constant factor with probability at least 1 − δ .
This improves over the "strata estimators" of [14] which take an additional O(log u) factor for space and an additional O(log n) factor for query and merge times. Our estimators are built using techniques from streaming ℓ 0 -norm estimation and are discussed more in Appendix A.
When engaging in set reconciliation without a known bound on d, Bob can send Alice a set difference estimator with all of his elements added to S 1 . Alice then creates a set difference estimator with her own set's elements in S 2 , and then merges the two estimators and queries the merged estimator. She then uses the estimate as a bound on d for the protocol of Corollary 2.2. This gives us the following corollary. 
Naïve Protocol
In the problem of reconciling sets of sets, Alice and Bob each have a parent set of at most s child sets, each containing at most h elements from a universe of size u. The sum of the sizes of the child sets is at most n. Alice's set of sets is equal to Bob's after a series of at most d element additions and deletions to Bob's child sets. Let d be an upper bound on the number of child sets that differ between Alice and Bob. In general, we may not have such a bound in which case we use d = min(d, s). We wish to develop protocols at the end of which, Bob can fully recover Alice's set of sets.
An equivalent way of defining d is as the value of the minimum cost matching between Alice and Bob's child sets, where the cost of matching two sets is equal to their set difference. Our protocols actually solve a slightly stronger problem than this. All of our bounds hold for the setting where d is the sum over each of Alice and Bob's child sets of their minimum set difference with one of the other party's child sets. In other words, each child set needs to be mapped to at least one of the other party's child sets, but it doesn't have to be mapped to exactly one.
We assume that the word size is w = Ω(log u +log n). We explore two versions of the problem, one in which the value d is known (or a good upper bound on it is) which we call SSRK (Set of Sets Reconciliation for Known d) and the second version where d is unknown, which we call SSRU (Set of Sets Reconciliation for Unknown d).
The simplest approach to reconciling sets of sets is to ignore the fact that the items are sets. Instead we can just treat each child set as an item from a universe of size
and directly reduce to set reconciliation (Corollary 2.2 and Corollary 3.2). This approach gives the following results. 
IBLTs of IBLTs
To go beyond the naïve approach, we use a more compact representation of the child sets. Specifically, we encode each child set in an IBLT (a child IBLT ). As each of Alice's child sets differs from one of Bob's child sets by at most d elements, it is possible to recover all of the child sets with only O(d) cells per child IBLT, instead of the h elements per child set we needed with the naïve solution. We also include in our encoding a hash of the child set, as it allows us to easily identify which child set corresponds to which encoding.
Algorithm 1 IBLT of IBLTs Protocol
• Alice encodes each of her child sets as an O(d) cell IBLT. She also uses a O(log s)-bit pairwise independent hash function to compute a hash of each of her child sets. We call the (child IBLT, hash) pair a child set's encoding. Let E A be her set of child encodings. The running time for computing the encodings, inserting them into/deleting them from T , and decoding T is O(n). The time for Bob to recover all of Alice's differing child sets is This protocol succeeds so long as none of the child hashes collide, T decodes, and each child IBLT in E A \ E B successfully decodes with at least one child IBLT in E B \ E A . There are O(s 2 ) pairs of child hashes, and each pair collides with probability 1/poly(s), so by choosing the constant in our O(log s)-bit hash large enough, none of them collide with probability at least 1 − 1/poly(s). T fails to decode with probability at most 1/poly(d). Each of Alice's differing child sets is within d elements of one of Bob's differing child sets, so for each child IBLT in E A \E B , there is at least one child IBLT in E B \E A with which it will decode with probability at least 1 − 1/poly(d). As |E A \ E B | ≤ d, all child IBLTs in E A \ E B decode with probability at least 1 − 1/poly(d). Therefore, the protocol fails with probability at most 1/poly(s) + 1/poly( d) + 1/poly(d) = 1/poly( d).
Session: Graphs and Hypergraphs Techniques on Databases PODS'18, June 10-15, 2018, Houston, TX, USA □ Here we have focused on reconciling sets of sets with a small number of total differences. However, we note that this approach can also be used to reconcile sets of sets where some child sets may not have a close match. For example, in our proposed application for reconciling collections of documents, we would expect most documents to be exact duplicates, some to be near-duplicates, and some to be "fresh", non-duplicate documents. We could use the approach of Theorem 3.5 to find near-duplicate and non-duplicate documents; non-duplicate documents would yield child IBLTs that could not be decoded when compared against other child IBLTs, which could then be later transmitted directly.
When d is unknown, we cannot simply use a single set difference estimator as we need to know both a bound on the number of differing child sets, and the maximum number of differences between a child set and its closest match on the other side. We instead handle this scenario through the standard repeated doubling trick of trying the protocol for d = 1, 2, 4, 8, . . . until the protocol succeeds. This does not affect the asymptotic communication cost, but it does require O(log d) rounds of communication and gives us the following result. So far we have used that there are at most d differing child sets and each child set differs from another by at most d, but we have not exploited the fact that there are a total of O(d) changes across all of the child sets, rather than O(d 2 ). We rectify this in the next result by observing that only O(1) of the child sets need Ω(d) cells, O( √ d) of the child IBLTs need Ω( √ d) cells, and so forth. Proof. Going forward we will condition on the event that there are no collisions among the O(log(st)) bit hashes in the child encodings. There are at most 2s child sets per round that can collide, so union bounding over the t = log 2 min(d, h) rounds we have no collisions with probability at least 1 − 4s 2 t/poly(st) ≥ 1 − 1/30.
Let us divide Alice's child sets into groups according to how many elements they differ by under the minimum difference matching. S j is the set of Alice's child sets whose set difference with its match is in [2 j−1 , 2 j − 1]. First, observe that every one of Alice's differing child sets is included in some S j for j ≤ log d + 1. Second, observe that |S j | ≤ d/2 j−1 since the total number of element changes is at most d.
Consider the IBLT T i . We choose the constant factor parameters of the child IBLTs such that if the child IBLT has fewer than 2 i items in it, it successfully decodes with probability at least 1 − 1 100·2 i . Let Y i be the event that IBLT T i successfully decodes. Conditioned on Y i , when processing to match up the child sets within T i , in expectation Bob fails to recover at most 1 100·2 i of Alice's child sets from ∪ i j=1 S j that he has not yet recovered. By Markov's inequality, Bob recovers fewer than 9/10 of Alice's child sets in ∪ i j=1 S j that he has not already decoded with probability at most 1 10·2 i . We use X i to refer to the event that processing T i results in Bob recovering at least 9/10 of ∪ i j=1 S j that he had not previously recovered, so we have argued that
Since there are at most 2d differing child sets in T 1 , we can choose the IBLT's parameters so that Y 1 occurs with probability at least 1 − 2 10d . For i > 1, conditioned on ∩ i−1 j=1 X j , the number of Alice's child sets left to be recovered after T i is processed is at most
Since T i has O(d/2 i ) cells, we can choose the constant factors in the order notation so that Y i occurs with probability at least 1 − 2 i 10d conditioned on ∩ i−1 j=1 X j . If t < log h, and therefore there is no T * , Bob successfully recovers all of Alice's child sets so long as all X i and Y i occur. The probability of this is
If t = log h, then the protocol will succeed so long as T * successfully decodes. T * has O(d/h) cells and if all X i and Y i occur then there are at most (9/4)d/h elements to extract from T * , so we can choose the constants such that T * decodes with probability at least 1/10. We have thus proved that by the end of the procedure, Bob recovers Alice's set of sets with probability at least 4/5 − 1/10 − 1/30 = 2/3. • Bob deletes (O(1) cell IBLT, hash) encodings of each of his child sets from T 1 , and then extracts all of the different child encodings from it. He uses the hashes of his extracted child sets to recover D B , the set of his child sets that differ from any of Alice's. • Bob tries every combination of the extracted child IBLTs, trying to recover Alice's child sets by finding a matching child IBLT of his own. He inserts each of Alice's child sets that he recovers into the set D A . Going forward, he will recover more and more of Alice's child sets and D A will be the set he has recovered so far. • For each i = 2, . . . , t, Bob performs the following procedure.
He 
The communication cost of transmitting T 1 , . . . ,T t is
We can once again extend this protocol to SSRU by repeated doubling on d. We note that we could extend this recursive use of IBLTs further -creating IBLTs of structures representing sets of sets as IBLTs of IBLTs -to reconcile sets of sets of sets, but we do not currently have a compelling application, and leave further discussion to future work.
All of our protocols so far have given specific failure probabilities, but any of them can be amplified to achieve an arbitrarily small failure probability via replication. Specifically, Alice can send Bob a hash of her whole set of sets. They can then run the protocol many times in parallel, with Bob outputting the first recovered set of sets to match Alice's hash.
A Multi-Round Approach
All of our previous protocols required only a single transmission when d is known. What follows is a protocol that exploits the additional power of a larger, but still constant, number of rounds of communication. This protocol, through its use of set difference estimators, also extends more efficiently to the case where d is unknown.
This protocol proceeds in four steps. First, if d is unknown, Alice and Bob estimate the number of different child sets they have by exchanging set difference estimators of the set of hashes of their child sets. Second, Alice and Bob determine which of their child sets differ by performing set reconciliation on the hashes of their child sets. Third, they exchange set difference estimators for the differing child sets, so that for each of Alice's differing child sets, they can identify one of Bob's differing child sets that is similar to it. Finally, they use these matchings to engage in parallel set reconciliation of all of their differing child sets. For child sets with larger differences they use Corollary 2.2, and for smaller differences they use Theorem 2.3. The proofs of these theorems appear in Appendix B.
Handling Multisets
For some applications, it is useful to perform set reconciliation or set of sets reconciliation with multisets. For multiset reconciliation, which is set reconciliation with multisets, Theorem 2.3 works as is. Corollary 2.2 and Corollary 3.2 can be made to work with a simple modification. We create a set from our multiset, where if an element x occurs in the multiset k times, then (x, k) is an element of the set.
After reconciling this set, recovering the corresponding multiset is immediate. All of the bounds stay the same (d can only decrease), except that u grows to u · n. All of our protocols can be adapted to reconciling sets of multisets or multisets of multisets in a similar way.
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Comparison of Results
Our protocols have numerous parameters and can therefore be difficult to compare. Depending on the parameters, and the relative importance of time, rounds of communication and total communication, any of them can be superior. Here, for intuition, we compare them under an example application. Table 1 compares our protocols in a natural setting of parameters for reconciling relational databases of binary data. Assuming the data is sufficiently dense in 1s, h = Θ(u) and n = Θ(su). We specifically look at the case when d is very small (smaller than s and h) and we wish the reconciliation to succeed with high probability (the protocols are replicated until the failure probability δ = 1/poly(n)). For sufficiently large u, the protocols are sorted in ascending order of their total communication costs. However, Theorem 3.9 takes more rounds than the rest, and Theorems 3.3, 3.5 and 3.7 are in descending order of computation time (assuming sufficiently small d).
GENERAL GRAPH RECONCILIATION
We now consider applications to graph reconciliation. Here Alice and Bob each have an unlabeled graph, G A = (V A , E A ) and G B = (V B , E B ) respectively, where |V A | = |V B | = n, and only d << n edges need to be changed (added or deleted) in E A to make G A isomorphic to G B . Alice and Bob wish to communicate so that they both end up with the same graph. We note that if G A and G B were labeled graphs, then the problem would be equivalent to set reconciliation on their sets of labeled edges.
There are various ways to formalize what we want the final graph to be. The simplest is the one-way version of the problem, where we want Bob to end up with a graph isomorphic to G A . Alternatively, we might wish for them to end up with something corresponding to the union of the two graphs, but this is not always well defined. Figure 1 gives an example of two graphs where adding one edge to each will yield isomorphic graphs, but there are multiple distinct ways to do so which yield graphs that are not isomorphic. Consequently, we focus on one-way reconciliation, and simply note that our techniques can be generally be extended to most natural two-way versions.
Before exploring more computationally efficient protocols for graph reconciliation, we investigate what is possible when Alice and Bob each have access to unlimited computation. This gives us bounds on what we can hope to achieve efficiently. First let us look at graph isomorphism in this model. Here we only wish to determine if G A is isomorphic to G B . The following protocol is apparently folklore.
• Alice iterates through all graphs in increasing lexicographical order until she finds one that is isomorphic to hers (checking by exhaustive search). As there are at most 2 ( n 2 ) possible graphs, she can write down the index of the graph as a binary string s A of length n 2 . Let p A (x) be a polynomial of degree n 2 over Z q for some suitably large prime q with coefficients equal to the bits of s A . She picks a number r uniformly at random from Z q , and sends Bob r and p A (r ).
• Bob finds the index of the first graph in increasing lexicographical order which is isomorphic to G B . Similarly to Alice, he determines a corresponding polynomial p B (x), and then checks if p B (r ) = p A (r ) in Z q . If they are equal, he reports that G A is isomorphic to G B , and otherwise he reports that they are not isomorphic. Proof. The only communication used is Alice sending r and p A (r ), and both of these can be represented with O(log q) bits.
in Z q and Bob will always report that the graphs are isomorphic.
If
, which a polynomial of degree O(n 2 ). By the Schwartz-Zippel Lemma [26, 31] , this occurs with probability at most O(n 2 /q). □ Corollary 4.2. Graph isomorphism can be solved with O(log n) bits of communication with probability at least 1 − 1/n. Now we turn back to the problem of one-way graph reconciliation. We assume that at most d edges need to be added or deleted from G B to yield a graph isomorphic to G A . Theorem 4.3. Graph reconciliation can be solved with probability at least 1 − 1/n using one round of O(d log n) bits of communication.
Proof. Alice's part of the protocol is the same as for graph isomorphism (for a specific choice of q to be determined later). She computes and transmits r and p A (r ) to Bob using a total of O(log q) bits of communication. Bob then finds the polynomial corresponding to every possible change of d edges in G B . For each of these polynomials, he evaluates them at r and checks if the result equals p A (r ). Bob then changes his graph to the first graph G C he encounters where p C (r ) = p A (r ).
There are d i=0 ( n 2 ) i = O(n 2d ) graphs that Bob will consider, and we are guaranteed that at least one of them is isomorphic to G A . The protocol fails only if one of the graphs that is not isomorphic to G A matches its polynomial value. For a given graph, this will occur with probability at most O(n 2 /q), thus we can union bound over all of the graphs to get a total failure probability of at most O(n 2d+2 /q). We now choose q = n 2d+3 to get our desired probability. The total communication is now O(log n 2d+3 ) = O(d log n). This communication bound is also tight. By a simple encoding argument, we derive the following. Proof. Given a protocol P solving reconciliation with probability p and using o(d log n) bits of communication in expectation, we show how to encode d log n bits into (1 − p)d log n + o(d log n) < d log n bits on average, yielding a contradiction.
Let s ∈ {0, 1} d log n , and s = ⟨s 1 , . . . , s d ⟩ be s divided into strings of length log n. Let G B be a graph consisting of three disjoint sets of vertices V 1 ,
There are no edges between any of the vertices in V 1 and V 2 , and each vertex in V 3 has degree 1. For each i ∈ [d + n], v i is connected to i + 1 vertices in V 3 . Overall there are O(n + d) 2 vertices, and each vertex in V 1 and V 2 is distinguished by its number of adjacent vertices of degree one.
Let G A be identical to G B , except with an additional d edges. For each i ∈ [d], v i has an edge to v d+s i , where here we are interpreting s i as an integer in [n]. Let m be the transcript of communication between Alice and Bob that P would create given Alice's graph is G A and Bob's is G B . Let G ′ A be the graph P has Bob create given m and G B . If G ′ A is not isomorphic to G A , then P failed and we use ⟨0, s⟩ as our encoding. If G ′ A is isomorphic to G A , then our encoding is ⟨1, m⟩.
Whenever P succeeds, and the encoding is ⟨1, m⟩, we can recover s. Since G ′ A is isomorphic to G A , we can identify V 1 and V 2 unambiguously, and then determine the s i values via the edges connecting V 1 and V 2 . The average number of bits we encode s into is
and therefore P cannot exist for p = 1 − O(1). □
RANDOM GRAPH RECONCILIATION
Since reconciliation is harder than graph isomorphism (assuming we determine isomorphic graphs need no changes), we can not expect to develop a protocol that reconciles general graphs in polynomial time. However, there is a rich line of work showing that for many graphs, and in particular random graphs, graph isomorphism can be solved in polynomial time (with high probability). This motivates examining one-way graph reconciliation for random graphs; we specifically consider the Erdős-Rényi (G(n, p)) model of random graphs. Our model is that a base graph G is drawn from the distribution G(n, p), and then Alice and Bob obtain graphs G A and G B respectively, where each of G A and G B is obtained by making at most d/2 edge changes to G. We assume that p ≤ 1/2, but all our results extend to the case when p > 1/2 by taking the graph complement.
Our approach utilizes a methodology used by several graph isomorphism algorithms for random graphs [4, 5, 7, 11] . They all find a signature scheme for the vertices where a vertex's signature is invariant under relabeling, and with high probability every vertex in a graph has a unique signature. When comparing two graphs, if they have different signature sets, we know them to be nonisomorphic. If their signature sets match, then any labeling must match the vertices with common signatures, which can be used to determine an isomorphism efficiently if one exists.
To reconcile random graphs, we want a signature scheme with the additional property that the signatures are in some sense robust to a small number of edge changes. We use this robustness to argue that by reconciling the signatures of G A and G B , Alice and Bob can agree on a vertex labeling that matches with respect to G. Once we have labeled graphs, complete reconciliation of the edges can be easily done with a standard set reconciliation protocol. We show that there are existing graph isomorphism schemes for random graphs whose vertex signatures are appropriately robust.
Degree Ordering Scheme
We start by using the signature scheme of [4] , which allows a simple protocol; however, as we later show, we can handle sparser random graphs using a more complex signature scheme and reconciliation protocol. We first sort the vertices by degree so that d(v 1 ) ≥ d(v 2 ) . . . ≥ d(v n ). For the h vertices of largest degree, their signatures are just their degrees. For the remaining n − h vertices, each vertex's signature, sig(v), is an h-bit string where the ith bit of the string, sig(v) i , denotes whether or not v has an edge to the vertex v i . The robustness property we utilize is the following. Definition 5.1. We say a graph is (h, a, b)-separated if, after sorting the vertices by degree (d(v 1 ) ≥ d(v 2 ) ≥ . . . ≥ d(v n )), the following properties hold.
•
• For all i, j ∈ {h + 1, . . . , n} and i j, the Hamming distance between sig(v i ) and sig(v j ), |sig(v i ) − sig(v j )| is at least b.
We show below that for an appropriate setting of parameters, G is (h, d + 1, 2d + 1)-separated with high probability. For now, assume that this is the case. We claim that if Bob can recover the set of vertex signatures of G A , then the problem reduces to labeled graph reconciliation, which reduces immediately to set reconciliation. Let Session: Graphs and Hypergraphs Techniques on Databases PODS'18, June 10-15, 2018, Houston, TX, USA w 1 , . . . , w n be the vertices of G. If a vertex v A ∈ G A and a vertex v B ∈ G B correspond to the same vertex w i ∈ G, then we say they conform. Thus if we can label G A and G B such that every pair of vertices that is labeled the same conform, then we have a labeled graph reconciliation problem with at most d edge differences. We call this a conforming labeling. Alice labels G A as follows. She labels the h highest degree vertices by their degree ordering, and the remaining n − h vertices by the lexicographical order of their sig strings. Since G is (h, d + 1, 2d + 1) separated, and G A and G B differ by at most d edges, the h highest degree vertices of G A will conform to those of G B . Additionally, for vertices v A ∈ G A and v B ∈ G B which conform and are not in the h highest degrees,
Thus if Bob has all of Alice's signatures, he can change each of his vertices' signatures to the signature of the conforming vertex in G A and thus match Alice's labeling.
In order for Bob to recover Alice's signatures, we use set of sets reconciliation. Since the order of the top h degree vertices is the same for Alice and Bob, Alice and Bob need only to reconcile sig(v i ) for i > h. Each sig(v) can be interpreted as a subset of [h]. Each edge change only affects the signature of at most one vertex, so the total number of changes across all these sets is at most h. Thus, we can use Theorem 3.7 to reconcile the signatures and Corollary 2.2 to reconcile the labeled graphs (in parallel with the signature reconciliation) to obtain the following. , 1/2 ,
The proof of this theorem appears in Appendix C, and is based on the proof of Lemma 10 in [13] . (We modify and somewhat improve on the parameters for our setting.) In particular, this theorem means that for constant d our protocol works with constant probability when p = Ω(n −1/7 log n).
Degree Neighborhood Scheme
We can handle sparser graphs using a more complex signature scheme and reconciliation method. We use the signature scheme of [11] . This scheme assigns each vertex a signature corresponding to the sorted list of the degrees of its neighbors. They show this signature allows testing of graph isomorphism to work with high probability for p ∈ [ω(log 4 n/n log log n), 1 − ω(log 4 n/n log log n)]. The robustness guarantee we want for this signature scheme uses the following definition.
Definition 5.4. Let u and v be two different vertices in the graph G. Let D u be the multiset of the degrees of the vertices in G connected to u whose degrees are at most m. If |D u ⊕ D v | ≥ k, we say that u and v's degree neighborhoods are (m, k)-disjoint.
Theorem 5.5. For p ∈ [ω(log 4 n log log n/n), 1/2] and d = o((pn/log n) 3/4 /log 1/4 (pn)), G(n, p)'s degree neighborhoods will all be (pn, 4d +1)-disjoint with probability at least 1−exp(−ω(log n)).
The proof of this theorem appears in Appendix D and is based on the proof of Theorem 3.8 in [11] , which analyzed the case when d = 0. Assuming G's degree neighborhoods are all (pn, 4d + 1)disjoint we can perform graph reconciliation in a manner similar to the protocol used in Theorem 5.2. A vertex v's signature will be D v , the multiset of degrees of vertices connected to v whose degrees are at most pn. Each edge change will change at most 2pn vertices' signatures by one or two elements. Therefore, if v A and v B conform then |D v A ⊕ D v B | ≤ 2d and if they do not conform then
We can then reconcile the graphs by having Bob recover Alice's signatures via set of multisets reconciliation on the signatures. Bob then matches each of his vertices with a differing signature to the closest signature of Alice's to get a conforming labeling. They then (in parallel) perform set reconciliation on their labeled vertices.
Theorem 5.6. If G = (V , E)'s degree neighborhoods are (pn, 4d + 1)-disjoint and d is known then graph reconciliation can be solved in one round using O(dpn log(dpn) log n) bits of communication and O(|E| log(dpn) + (dpn) 2 (d + log(dpn))) time with probability at least 2/3. Proof. We use Theorem 3.7 to reconcile the signatures, using the fact that each of the d edge changes will change at most O(pn) set elements. Alice can use Bob's differing signatures to recover a conforming labeling in time O(d(dpn) 2 ) with probability at least 1 − 1/poly(d) by computing the size of the difference between signatures using IBLTs. In parallel, we use Corollary 2.2 to reconcile the labeled edges. □ This protocol performs significantly worse than Theorem 5.2 for dense graphs, however it works for much larger ranges of p and d. In particular, it uses roughly O(pn) times as much communication and up to O(pn) 2 times as much computation but works for p as small as O(log 5 n/n) instead of the p = Ω(n −1/7 log n) required by Theorem 5.3.
FOREST RECONCILIATION
Another easy class of graphs for graph isomorphism is that of rooted forests (a collection of rooted trees). First note that we can easily compute the isomorphism class of a tree as follows. The label for a vertex is the concatenation of the sorted labels of its children. The label of the root then indicates the tree's isomorphism class. This is computable in O(n) time [2] . The isomorphism class of a rooted forest is then determined by the sorted list of the trees' labels.
In forest reconciliation, Alice and Bob have rooted forests G A and G B such that G A can be made isomorphic to G B via at most d directed edge insertions and deletions. Each of these edge updates must preserve the fact that G A and G B are rooted forests. After a deletion, the child becomes a new root and the child of an inserted edge must have been a root. Naturally, any deletion will create a new tree and any insertion will connect two trees, making one into a subtree of the other. Another way to think of the rooted forest is as a directed forest, with all edges pointing away from the roots. Any edge deletion will preserve this structure, and edge insertions then create an edge from a vertex to another vertex that was previously a root. We wish for Bob to recover a rooted forest isomorphic to G A . Theorem 4.3 gave a protocol for general graph reconciliation using O(d log n) communication whose computation time is dominated by the number of graphs within d operations of G A times the time required to compute the isomorphism class of a graph. For general graphs the time to compute the isomorphism class, as far as is currently known, is very expensive. For forest isomorphism there are only O(n d ) possible graphs within d edge changes so the total computation time is O(n d+1 ), which is reasonable for very small d.
We develop an improved protocol for the case when none of the trees in G A and G B have large depth. This protocol also uses set of sets reconciliation on vertex signatures. However, unlike for random graphs, we know of no signature scheme for forests which is robust to even a very small number of edge changes, so our protocol exploits other properties of the signatures to recover G A . Indeed, this lack of a natural robust signature scheme is what makes this seemingly simple problem appear rather difficult.
Each vertex's signature is an Θ(log n)-bit pairwise independent hash of the isomorphism class label of the tree that it roots, with the length of the hash chosen to guarantee that all of the hashes of differing labels will be unique with high probability. We assume this uniqueness henceforth. Observe that a forest can be efficiently reconstructed from the multiset of vertex signatures together with the multiset of edge signatures, where an edge signature is simply the ordered pair of appropriate vertex signatures. For any unique vertex signature we can simply read off the edge signatures to determine its children. For a vertex signature that occurs k > 1 times, the set of edge signatures with it as the parent must be exactly divisible into k identical groups. We can easily determine these groups, and use that to connect up all of the remaining vertices.
We encode the edge signatures as a multiset of multisets. Each vertex corresponds to one child multiset, consisting of the vertex's signature (with a special signifier to indicate that it is the parent) together with the signatures of all of its children. Now observe that a single edge insertion/deletion will only change the signature of at most σ different vertices, where σ is the maximum depth of a tree in G A and G B . Thus, across all of the child multisets at most O(dσ ) changes occur, so we can efficiently reconcile them using the protocols from Section 3. Proof. Each party computes the signature of each of their vertices as follows. Every vertex's signature is an O(log n)-bit pairwise independent hash of the sorted list of its children's signatures, except leaves' signatures which are the hash of 0. All of the vertices' signatures can be computed in O(n) time if we sort signatures using the radix sort, since the signatures are O(1) words each. We encode the edge signatures as multisets of vertex signatures, as previously described, and reconcile them using Theorem 3.7, using the fact that at most O(dσ ) changes occur across all of the multisets.
Once Bob has Alice's vertex and edge signatures he can recover G A in O(n) time. He first creates a vertex for each vertex signature and then radix sorts the list of edge signatures in lexicographical order (with the parent signature first). For each edge, if the parent signature appears only once in the list of vertex signatures he adds an edge from the lone vertex with that signature to any root vertex with the child's signature (if there are multiple candidate children it doesn't matter which he picks since the subtrees are isomorphic). If there are k vertices that match the parent's signature, then there must be ck copies of that edge signature for some integer c. Bob then simply adds c of these edges to each of the k parents. □
CONCLUSION
We have introduced the problem of set of sets reconciliation, as well as several solutions for it. We demonstrated that it provides a useful primitive for graph reconciliation, and described its use for other problems. Several natural questions remain, including finding efficient graph reconciliation algorithms for additional classes of graphs, and determining tight upper and lower bounds for set of sets reconciliation problems. A further direction would be to determine the effectiveness of various set of sets reconciliation algorithms in a practical application, with an eye towards understanding what bottlenecks exist in practice and how that might affect the design of such algorithms.
A SET DIFFERENCE ESTIMATORS
We construct a set difference estimator making use of streaming approximations for the ℓ 0 -norm. We consider a vector where the number of dimensions corresponds to the number of possible set elements. We use the work of [19] on the RoughL0Estimator to prove the following.
Theorem A.1. There is a streaming algorithm for the turnstile model using O(log n) space for streams of length n such that when every dimension is in {−1, 0, 1}, with probability at least 9/16 the algorithm outputs an 110-approximation to the ℓ 0 -norm. The time to update, query, or merge two sketches produced by the algorithm is O(1). Theorem 3.1 follows from Theorem A.1 for δ = O(1) as follows. The set difference estimator is the sketch. To add an element to S 1 corresponds to a +1 update to the corresponding dimension in the stream. Adding an element to S 2 corresponds to a −1 update. The merge operation is performed by simply merging the sketches, and querying for the set ℓ 0 estimate gives us our set difference estimate since the ℓ 0 -norm of the difference between the sets' indicator vectors is exactly the size of the set difference. The standard approach of taking the median of O(log(1/δ )) parallel runs of the algorithm lowers the failure probability to δ .
Appendix A and Theorem 11 of [19] shows that with an appropriate subroutine, the space and probability bounds of Theorem A.1 are achieved. The subroutine required must have the property that when given the promise that the ℓ 0 -norm is at most c, it outputs the ℓ 0 -norm exactly with probability 1 − η and takes O(c 2 ) space. The original subroutine provided in Lemma 8 of [19] took more space than this, but was more general in that it applied to cases where the dimensions were not limited to being in {−1, 0, 1}.
Given this subroutine, their algorithm is as follows. The u dimensions are partitioned into log n groups, where the probability of a dimension falling into the ith group is 1/2 i , using a pairwise independent hash function from the dimension to [n] (uniformly), where the group is the least significant bit of a dimension's hash. For each i ≤ log n they consider the substream S i consisting of updates to dimensions in group i. On each substream they run an instantiation of the subroutine with c = 141 and η = 1/16. The final estimate of ℓ 0 is then 2 i * , where i * is the largest value of i whose subroutine reports that the ℓ 0 -norm is greater than 8. Now, our subroutine simply hashes the universe into Θ(c 2 ) buckets, and stores a 2 bit counter for each bucket, maintaining the sum of all of the elements that hash to that bucket modulo 4. With constant probability, none of the at most c non-zero dimensions hash to the same bucket, and as each dimension is in {−1, 0, 1} the number of non-zero buckets will equal the ℓ 0 -norm. To amplify this to probability 1 − η we replicate the subroutine O(log(1/η)) times and take the maximum result. For c = O(1) and η = O(1) the subroutine requires O(1) space per group, so the total space needed is O(log n) as desired.
We improve on the query/merge time of Theorem 11 of [19] for our special case of all dimensions in {−1, 0, 1}. Since our subroutine takes a constant number of bits, the whole data structure fits in a constant number of words and we can exploit the power of word RAM to operate on them efficiently. Our sketch is simply log n = O(w) levels of O(c 2 log(1/η)) = O(1) two bit counters per level. To merge two sketches we simply need to merge all of these buckets. If they were not all mod 4, we could just add together the sketches as O(1) w-bit integers and be done. Instead, we will store each bucket as three bits instead of two using one padding bit between buckets that will always be zero. Now to add two buckets together mod 4 we just add the buckets then zero the padding bit. Thus to merge the sketches we just add them together as O(1) w-bit integers and apply a mask to each word to zero all the padding bits. Since the whole sketch is O(1) words long, this takes O(1) time.
To query in O(1) time, we are going to leverage the fact that we can compute the least significant bit in a word in O(1) time [10, 15] . We are going to use O(1) operations to compute in parallel for all log n levels a single bit indicating whether or not the subroutine for that level reports an estimate greater than 8. We then take the least significant bit (or most significant bit depending on the orientation) to find the largest level with a 1, and that gives us our report.
B MULTI-ROUND PROTOCOL
Here we prove the correctness of the the multi-round protocol described in Section 3.3. Theorem 3.9. SSRK can be solved in 3 rounds using
bits of communication and
time with probability at least 1 − δ .
Proof. Excluding some replication for probability amplification, the protocol follows. We argue its correctness afterwards. Proof. We proceed as in Theorem 3.9, except that before step 1, Bob sends Alice a set difference estimator for the set of his child hashes, which Alice uses to estimate the number of cells need in T A . By , 1/2 , G(n, p) is (h, d + 1, 2d + 1)-separated with probability at least 1 − δ .
To prove this, we need the following lemma, which upper bounds the probability that the m highest degree vertices are not well separated. Here d i is the degree of the vertex with the ith highest degree in the graph.
Lemma C.1 ([13] Lemma 9). Let α(n) → 0, m = o(p(1−p)n/log n) 1/4 , and m → ∞. Then G(n, p) has for all i < m,
With this lemma in hand, we can prove our theorem. We use the lemma directly to prove the graph is (h, d + 1, 0)-separated, and then apply a Chernoff bound to argue the graph is (h, 0, 2d + 1) separated. We now argue that we meet all the conditions required to use Lemma C.1. First, m = o(p(1 − p)n/log n) 1/4 because δ d < 1. Since p = Ω(d 9/7 n (2β −1)/7 log n), we have that d = O(n (1−2β )/9 p 7/9 ). Therefore, The second to last equality used the fact that β ≤ 7/68. We now have that by Lemma C.1, for sufficiently large n, d i − d i+1 ≥ d + 1 for all i < h with probability at least 1 − δ /2.
For any vertex v ∈ G, sig(v) is an h-bit string where the jth bit of the string, sig(v) j , denotes whether or not v has an edge to v j , the vertex with the jth highest degree in G. We wish to bound X u,v = |sig(u) − sig(v)| (the Hamming distance) for all pairs of vertices u v ∈ G. Unfortunately, the values |sig(u) j − sig(v) j | are not quite distributed as i.i.d. Bernoulli random variables (which would be easy to analyze) because we are conditioning on v j having the jth highest degree.
To remedy this, we introduce G ′ , which is G without the edges adjacent to u and v. Let sig ′ (v) be an h ′ = h − 2-bit string where sig ′ (v) j denotes whether or not v has an edge in G to v ′ j , the vertex with the jth highest degree in G ′ . Let X ′ u,v = |sig ′ (u) − sig ′ (v)|. Since the edges adjacent to u and v are not used in ordering the degrees for determining v ′ j , X ′ u,v is distributed as the sum of h ′ i.i.d. Bernoulli random variables, each of which is 1 with probability 2p(1 − p). It suffices to bound X ′ u,v because, conditioned on the event that
. This is because the top h ′ highest degree vertices of G ′ must still be in the top h highest degree vertices of G.
We now have 
which is at most δ /(2n 2 ) = Θ(n −β −2 ) for sufficiently large C and n. By union bounding over all O(n 2 ) vertices u and v, we have the theorem. □
D DEGREE NEIGHBORHOOD DISJOINTNESS BOUND
In this section we prove a lower bound on the probability that G(n, p)'s degree neighborhoods are (pn, 4d + 1)-disjoint. Recall that two vertices u and v have degree neighborhoods that are (m, k) disjoint if the multiset of degrees less than m + 1 connected to u has at least k elements different from the multiset of degrees less than m + 1 connected to v.
To prove our bound, we will need the following lemma which allows us to remove u and v's contribution to their neighbors' degrees from consideration when analyzing their degree neighborhood disjointness. This is important as it will allow us to treat the edges out of u and v as independent of the degrees of the vertices they connect to.
Lemma D.1 (Extension of [11] Theorem 3.5). Let u and v be two different vertices in G. Let G ′ be the subgraph of G formed by removing u and v. Suppose the multiset of the G ′ -degrees of the vertices in G ′ connected to u whose G ′ -degrees are at most m − 1 has k + 2 elements different from the multiset of the G ′ -degrees of the vertices in G ′ connected to v whose G ′ -degrees are at most m − 1. Then u and v's degree neighborhoods in G are (m, k)-disjoint.
Proof. Let D x be the multiset of the G-degrees of the vertices in G connected to x whose G-degrees are at most m. Let D ′
x be the multiset of the G ′ -degrees of the vertices in G ′ connected to x whose G ′ -degrees are at most m − 1. Let D ′′
x be the multiset of the G-degrees of the vertices in G ′ connected to x whose G-degrees are at most m.
First we will argue that |D ′′ u ⊕ D ′′ v | = |D ′ u ⊕ D ′ v |. Let M be a maximum matching between the set of vertices of G ′ connected to u whose G ′ -degrees are at most m − 1 and the set of vertices of G ′ connected to v whose G ′ -degrees are at most m − 1 with the following properties. In order to be matched, two vertices must have the same degree. If u and v are connected to the same vertex, that vertex must be matched to itself. Let U u be u's unmatched vertices and U v be v's unmatched vertices. Observe that |D ′ u ⊕D ′ v | = |U u | + |U v |, |D ′ u | = |M | + |U u | and |D ′ v | = |M | + |U v |. Consider how M changes when we instead look at the G-degrees of the vertices and allow degrees up to m instead of m − 1. Every one of the relevant vertices' degrees increases by either 1 or 2. If the vertex is adjacent to both u and v, its degree increases by 2 and it will either stay matched, or exceed degree m. Every other vertex's degree increases by 1. The set of these vertices that had degree at most m − 1 before is exactly the same as the set that now has degree at most m. All of the degrees increase by exactly one, so the matches are still valid matches and the unmatched can still not be matched. Thus,
This is because if u and v are not connected, then D ′′ u = D u and D ′′ v = D v . If they are connected, then each multiset increases by at most 1 and thus the difference decreases by at most 2. Therefore, we have
The following lemma says that G(n, p) has many disjoint ranges of degrees (degree ranges) in which many vertices fall. We use this to relate the degree neighbor disjointness of two vertices u and v to the difference in number of connections u and v have to the sets of vertices in each of these degree ranges. Each of these differences are distributed as the difference of independent binomial random variables.
Lemma D.2 ([11] Corollary 3.7). If p ∈ [ω(log 3 n/n), 1/2], for any x = o pn/(log 2 (n) log(pn)) there exists R = ω log n log(pn) such that in G(n, p) there will be at least K = n log n log(pn)/p vertices in each of the degree ranges (pn − xR − 1, pn − (x + 1)R − 1], (pn − (x + 1)R − 1, pn − (x + 2)R − 1], . . . , (pn − R − 1, pn − 1] with probability at least 1 − exp(−ω(log n)).
Finally we use the following technical lemma regarding the difference of binomial random variables. This may be folklore, but we provide a proof for completeness. = Ω(1). = Ω( √ np).
□
Putting all these lemmas together, we now prove our theorem.
Proof. Let n ′ = n − 2, K = n ′ log n ′ log(pn ′ )/p , and x be a value specified later that is o pn/(log 2 (n) log(pn)) .
Consider two different vertices u and v in the graph G. Let G ′ be the subgraph of G formed by removing u and v. G ′ is a random G(n ′ , p) graph, so by Lemma D.2, with high probability there are x disjoint degree ranges with at least K vertices in each range as given by the theorem.
Let U i be a random variable denoting the number of vertices in the ith of these degree ranges that u is adjacent to. Similarly, let V i be a random variable denoting the number of vertices in the ith of these degree ranges that v is adjacent to. Observe that the U i s and V i s are all independent binomial random variables with at least K trials, and probability of success p. This implies that if X 1 , . . . , X x , Y 1 , . . . , Y x are i.i.d. random variables distributed according to Bin(K, p), then
Kp}]/ √ Kp. Assuming 4d + 2 ≤ αx √ Kp, by a Chernoff bound,
. Now we argue that we can choose x such that x = ω(log n) and .
For the second part, note that (4d + 2)/ Kp = o (pn/log n) 3/4 /log 1/4 (pn) (pn log n log(pn)) 1/4 = o pn log 2 n log(pn)
. By Lemma D.3, α = Ω(1). With these two facts, we deduce that we can find x such that αx/2 ≥ (4d + 2)/ Thus with probability at least 1−exp(−ω(log n)), x i=1 |U i −V i | ≥ 4d +3. This implies that the multiset of the G ′ -degrees of the vertices in G ′ connected to u whose G ′ -degrees are at most pn − 1 has at least 4d + 3 elements different from the multiset of the G ′ -degrees of the vertices in G ′ connected to v whose G ′ -degrees are at most pn − 1. By Lemma D.1, u and v's degree neighborhoods in G are (pn, 4d + 1)-disjoint. We then union bound over all O(n 2 ) pairs of vertices to achieve the theorem. □ Session: Graphs and Hypergraphs Techniques on Databases PODS'18, June 10-15, 2018, Houston, TX, USA
