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Abstract
It is now generally accepted that Euclidean-based metrics may not
always adequately represent the subjective judgement of a human ob-
server. As a result, many image processing methodologies have been
recently extended to take advantage of alternative visual quality mea-
sures, the most prominent of which is the Structural Similarity Index
Measure (SSIM). The superiority of the latter over Euclidean-based
metrics have been demonstrated in several studies. However, being
focused on specific applications, the findings of such studies often lack
generality which, if otherwise acknowledged, could have provided a
useful guidance for further development of SSIM-based image process-
ing algorithms. Accordingly, instead of focusing on a particular image
processing task, in this paper, we introduce a general framework that
encompasses a wide range of imaging applications in which the SSIM
can be employed as a fidelity measure. Subsequently, we show how
the framework can be used to cast some standard as well as original
imaging tasks into optimization problems, followed by a discussion of
a number of novel numerical strategies for their solution.
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1 Introduction
Image denoising, deblurring, and inpainting are only a few examples of stan-
dard image processing tasks which are traditionally solved through numeri-
cal optimization. In most cases, the objective function associated with such
problems is expressed as the sum of a data fidelity term f and a regulariza-
tion term h (or a number thereof) [1, 13, 3, 4]. In particular, considering
the desired image estimate x to be a (column) vector in Rn, both f and
h are usually defined as non-negative functionals on Rn, in which case the
standard form of an optimization-based imaging task is given by
min
x
f(x) + λh(x). (1)
Here λ > 0 is a regularization constant that balances the effects of empirical
and prior information on the optimal solution. Specifically, the first (fidelity)
term in (1) forces the solution to “agree” with the observed data y, as it
would be the case if one set, e.g., f(x) = 12
∑n
i=1 |xi − yi|2 = 12‖x − y‖22.
On the other hand, the prior information is represented by the second (reg-
ularization) term in (1), which is frequently required to prevent overfitting
and/or to render the optimal solution unique and stably computable. For
instance, when the optimal solution is expected to be sparse, it is common
to set h(x) =
∑n
i=1 |xi| = ‖x‖1[1, 2, 42].
The convexity and differentiability of the squared Euclidean distance,
along with the unparalleled convenience of its numerical handling, are be-
hind the main reasons for its prevalence as a measure of image proximity.
The same applies to Mean Squared Error (MSE) and Peak to Signal Noise
Ratio (PSNR)—closely related metrics, which have been extensively used
to quantify visual quality of images and videos. Yet, neither of the above
quantitative measures can be considered a good model for the Human Vi-
sual System (HVS), as opposed to the Structural Similarity Index (SSIM),
originally proposed by Wang et al. [45, 46]. The SSIM index is based upon
the assumption that the HVS has evolved to perceive visual distortions as
changes in structural information. On the basis of subjective quality assess-
ments involving large databases, SSIM has been generally accepted to be
one of the best measures of visual quality and, by extension, of perceptual
proximity between images.
Considering the exceptional characteristics of the SSIMmentioned above,
the idea of replacing the standard norm-based fidelity measures with SSIM
seems rather straightforward. However, the optimization problems thus ob-
tained demand much more careful treatment, especially when the question of
Optimization of Structural Similarity in Mathematical Imaging 3
existence and uniqueness of their solutions is concerned. The main difficulty
here stems from the fact that SSIM is not a convex function.
Notwithstanding the above obstacles, optimization problems employing
the SSIM as a data fidelity term f have already been addressed. For instance,
in [7], the authors address the problem of finding the best approximation of
data images in the domain of an orthogonal transform, with the optimiza-
tion performed with respect to the SSIM measure. In this work, instead of
maximizing SSIM, the authors minimize
T (x, y) = 1− SSIM(x, y), with x = Φc, (2)
in which case Φ is a matrix representing the synthesis phase of an orthogonal
transform (e.g., either Fourier, cosine, or wavelet transform), c is a vector of
approximation coefficients, and y is a data image to be approximated. It is
important to note that, as opposed to the SSIM, T (x, y) may be considered
a measure of structural dissimilarity between x and y.
Based on the above results, Rehman et al. [39] address the problem of
sparse dictionary learning through modifying the original k-SVD method
of Elad et al. in [23]. The conceptual novelty of the work in [39] consists
in using SSIM instead of ℓ2-norm based proximity measures, which have
been shown to yield substantial improvements in the performance of the
sparse learning as well as its application to a number of image processing
tasks, including super-resolution. Another interesting use of the SSIM for
denoising images was proposed in [17]. Here, the authors introduce the
statistical SSIM index (statSSIM), an extension of the SSIM for wide-sense
stationary random processes. Subsequently, using the proposed statSSIM,
the authors have been able to reformulate a number of classical statistical
estimation problems, such as adaptive filter design. Moreover, it was shown
in [17] that statSSIM is a quasi-concave function, which opens up a number of
possibilities for its efficient numerical optimization, e.g., using the bisection
method [3, 17]. Interestingly enough, what seems to have been omitted
in [17] is to recognize that the SSIM is a quasi-concave function [9] that
can be optimized by means of a number of a number of efficient numerical
methods as well. For more examples of exploiting SSIM in imaging sciences,
the reader is referred to [44, 40, 10], which demonstrate the application
of this measure to rate distortion optimization, video coding, and image
classification.
Finally, we note that maximization of SSIM(x, y) is equivalent to min-
imization of T (x, y) in (2), with T (x, y) = 0 if and only if x = y. Conse-
quently, many image processing problems can be formulated in the form of
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a quasi-convex program as given by
min
x
T (Φ(x), y) (3)
subject to hi(x) ≤ 0, i = 1, . . . , p,
where x ∈ Rn is an optimization variable, Φ : Rn → Rm is a linear transform,
y ∈ Rm is a vector of observed data, and hi : Rn → R are convex inequality
constraint functions. With little loss of generality, in this work, we assume
p = 1, in which case the problem in (3) can be rewritten in its equivalent
unconstrained (Lagrangian) form as
min
x
T (Φ(x), y) + λh(x), (4)
which fits the format of (1). In what follows, we refer to the above problem
as an unconstrained SSIM-based optimization problem, as opposed to its
constrained version in (3). Note that both problems could also be viewed
as special instances under the umbrella of SSIM-based optimization.
As opposed to developing specific methods for particular applications, in
this paper, we introduce a set of algorithms to solve the general problems (4)
and (3). Subsequently, we demonstrate the performance of these algorithms
with several applications such as (TV) denoising and sparse approximation,
as well as providing comparisons against more traditional approaches.
2 Structural Similarity Index (SSIM)
2.1 Definition
The SSIM index provides a measure of visual similarity between two images,
which could be, for instance, an original scheme and its distorted version.
Since it is assumed that the distortionless image is always available, the SSIM
is considered a full-reference measure of image quality assessment (IQA) [46].
Its definition is based on two assumptions: (i) images are highly structured
(that is, pixel values tend to be correlated, especially if they are spatially
close), and (ii) HVS is particularly sensitive to structural information. For
these reasons, SSIM assesses similarity by quantifying changes in perceived
structural information, which can be expressed in terms of the luminance,
contrast, and structure of the compared images. In particular, given two
images, x and y, let µx and µy denote their mean values. Also, let σx
and σy be the standard deviations of the images, whose cross-correlation
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coefficient is equal to σxy. Then, discrepancies between the luminance of x
and y can be quantified using
l(x, y) =
2µxµy + C1
µ2x + µ
2
y + C1
, (5)
where C1 > 0 is added for stability purposes. Note that l(x, y) is sensitive
to relative (rather than absolute) changes of luminance, which makes it
consistent with Weber’s law—a model for light adaptation in the HVS [46].
Further, the contrast of x and y can be compared using
c(x, y) =
2σxσy +C2
σ2x + σ
2
y + C2
, (6)
where, as before, C2 > 0 is added to prevent division by zero. It is interesting
to note that, when there is a change in contrast, c(x, y) is more sensitive if
the base contrast is low than when this is high—a characteristic behaviour
of the HVS.
Finally, the structural component of SSIM is defined as
s(x, y) =
σxy + C3
σxσy + C3
, (7)
with C3 > 0, which makes it very similar to the normalized cross-correlation.
Once the three components l, c, and s are computed, SSIM is defined
according to
SSIM(x, y) = l(x, y)αc(x, y)βs(x, y)γ , (8)
where α > 0, β > 0 and γ > 0 control the relative influence of their respec-
tive components. In [46], the authors simplify (8) by setting α = β = γ = 1
and C3 = C2/2. This leads to the following well known formula
SSIM(x, y) =
(
2µxµy + C1
µ2x + µ
2
y +C1
)(
2σxy + C2
σ2x + σ
2
y +C2
)
. (9)
This definition of the SSIM will be employed for the remainder of the paper.
We close this section by pointing out that the statistics of natural images
vary greatly across their spatial domain, in which case it makes sense to
replace the global means µx, µy, variances σx, σy, and cross-correlation σxy
by their localized versions computed over N (either distinct or overlapping)
local neighbourhoods. In this case, using the localized statistics would result
in N values of the SSIM, {SSIMi(xi, yi)}Ni=1, which can be averaged to yield
a mean SSIM index (MSSIM) [46], which is a more frequently used metric
in practice.
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2.2 A normalized metric yielded by the SSIM
Let x and y be (column) vectors in Rn. In the special case when x and y
have equal means, i.e., µx = µy, the luminance component l(x, y) in (9) is
equal to one, therefore (9) is reduced to
SSIM(x, y) =
2σxy + C2
σ2x + σ
2
y + C2
. (10)
This less cumbersome version of the SSIM can be simplified even further if
both x and y have zero mean, i.e., µx = µy = 0. In this case, it is rather
straightforward to show that
SSIM(x, y) =
2xT y + C
‖x‖22 + ‖y‖22 + C
, C = C2n, (11)
with the associated dissimilarity index T (x, y) thus becoming
T (x, y) = 1− SSIM(x, y) = ‖x− y‖
2
2
‖x‖22 + ‖y‖22 + C
. (12)
Note that, if C = 0, 0 ≤ T (x, y) ≤ 2, while T (x, y) = 0 if and only if x = y.
T (x, y) given by (12) is an example of a (squared) normalized metric,
which has been discussed in [6, 9]. Thus, while SSIM(x, y) tells us about
how correlated or similar x and y are, T (x, y) gives us a sense of how far x is
from a given observation y (in the normalized sense). Moreover, since in the
majority of optimization problems the fidelity term quantifies the distance
between a model/estimate and its observation, it seems more suitable for us
to proceed with minimization of T (x, y).
We finally note that, throughout the rest of the paper, unless otherwise
stated, we will be working with zero-mean images, thus using the definitions
of SSIM as given in (11) and (12). This simplification, however, is by no
means restrictive. Indeed, many algorithms of modern image processing
are implemented under Neumann boundary conditions, thus preserving the
mean brightness (or, equivalently, mean value) of input images. Hence, it
is rarely a problem to subtract the mean value before the processing starts,
while adding it back to the final result.
2.3 Quasiconvexity and quasiconcavity
An interesting property of the dissimilarity measure T is that it is quasicon-
vex over a half-space of Rn. This can be easily proved by using the fact that
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a function f : Rn → R is quasiconvex if its domain and all its sub-level sets
Sα = {x ∈ dom f | f(x) ≤ α}, α ∈ R, (13)
are convex [3].
Theorem 1 [35] Let y ∈ Rn be fixed. Then, T (x, y) is quasiconvex if xT y ≥
−C2 , where C is the stability constant of the dissimilarity measure T .
Note that, from the relation T (x, y) − 1 = −SSIM(x, y), it immediately
follows that SSIM(x, y) is a quasiconcave function over the halfspace de-
fined by xT y ≥ −C2 . Moreover, using the definition of quasiconcavity, the
same line of arguments as in [35] can be used to show that T (x, y) (resp.
SSIM(x, y)) is a quasiconcave (resp. quasiconvex) function, when restricted
to the half-space defined by xT y ≤ −C2 .
3 Constrained SSIM-based Optimization
A standard quasiconvex optimization problem is defined as follows:
min
x
f(x)
subject to hi(x) ≤ 0, i = 1, . . . ,m (14)
Ax = b,
where f : Rn → R is a quasiconvex cost function, Ax = b (with A ∈ Rp×n
and b ∈ Rp) represents a set of p affine equality constraints, and hi are a
set of m convex inequality constraint functions. A standard approach to
solving (14) is by means of the bisection method, which is designed to con-
verge to the desired solution up to a certain accuracy [3]. This method
reduces direct minimization of f to a sequence of convex feasibility prob-
lems. Using the above approach it is therefore possible to take advantage
of the quasiconvexity of T (x, y) to cast SSIM-based optimization problems
as quasiconvex optimization problems, which can be subsequently solved by
efficient numerical means.
In particular, in what follows, we consider the following quasiconvex
optimization problem
min
x
T (Φx, y)
subject to hi(x) ≤ 0, i = 1, . . . ,m (15)
Ax = b,
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where Φ ∈ Rm×n represents a linear transform and y ∈ Rm is a data image.
Although the dissimilarity index T above is generally defined as given by
(12), in practical settings, it is common to deal with non-trivial data images,
suggesting ‖y‖22 > 0. In this case, the stability constant C in (12) can be
set to zero, thereby leading to a simplified expression for T as given by
T (Φx, y) =
‖Φx− y‖22
‖Φx‖22 + ‖y‖22
. (16)
Note that, for ‖y‖2 6= 0, the above expression is well defined and differen-
tiable for all x ∈ Rn.
As it was mentioned earlier in this section, the quasiconvex problem (15)
can be efficiently solved by means of the bisection algorithm, a particular
version of which we introduce next.
3.1 Quasiconvex optimization
Before providing details on the proposed optimization procedure, we note
that, in image processing, one usually deals with positive-valued vectors x.
Moreover, it is also frequently the case that the matrix Φ obeys the prop-
erty of producing positive-valued results when multiplied by positive-valued
vectors. In other words, provided x  0, the above property guarantees that
Φx  0, which is very typical for situations when Φ describes the effects of,
e.g., blurring and/or subsampling. In such cases, it is reasonable to assume
that (Φx)T y ≥ 0 (provided, of course, y  0 as well), thereby allowing us to
consider T (Φx, y) as a quasiconvex function of x.
Given the latter, in general, a solution of (15) can be found by solving
a sequence of feasibility problems [3]. These problems are formulated using
a family of convex inequalities, which are defined by means of a family of
functions φα : R
n → R such that
f(x) ≤ α ⇐⇒ φα(x) ≤ 0, (17)
with the additional property that φβ(x) ≤ φα(x) for all x, whenever α ≤ β.
In particular, one can show that all the above properties are satisfied by
φα(x) = (1− α)‖Φ(x) − y‖22 − 2αxTΦT y. (18)
Consequently, the feasibility problems then assume the following form
find x
subject to φα(x) ≤ 0 (19)
hi(x) ≤ 0, i = 1, . . . ,m
Ax = b.
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Let p∗ be the optimal value of (15). Then, if (19) is feasible, we have that
p∗ ≤ α, whereas for the infeasible case, p∗ > α.
Using the fact that 0 ≤ T (Φx, y) ≤ 2, and defining 1 and 0 to be vectors
in Rn whose entries are all equal to one and zero, respectively, we propose
the following algorithm for solving (15).
Algorithm I: Bisection method for constrained SSIM-based
optimization
initialize x = 0, l = 0, u = 2, ǫ > 0;
data preprocessing y = y − 1
n
1T y;
while u− l > ǫ do
α := (l + u)/2;
Solve (19);
if (19) is feasible then
u := α;
elseif α = 1 then
(15) can not be solved, break;
else
l := α;
end if
end while
return x.
Notice that this method will find a solution x∗ such that l ≤ f(x∗) ≤ l+ǫ
in exactly ⌈log2((u− l)/ǫ)⌉ iterations [3], provided that such solution lies in
the quasiconvex region of T (Φx, y), in which case the algorithm converges to
the optimal p∗ to a precision controllable by the value of ǫ. Once again, we
note that the optimal solution x∗ can be reasonably assumed to lie within
the region of quasi-convexity of T , since one is normally interested in recon-
structions that are positively correlated to the given observation y.
4 Unconstrained SSIM-based Optimization
In many practical applications, the feasible set of SSIM-based optimization
can be described by a single constraint, in which case the optimization prob-
lem in (15) can be rewritten in its equivalent unconstrained (Lagrangian)
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form, that is,
min
x
T (Φx, y) + λh(x), (20)
where λ > 0 is a regularization parameter and h : Rn → R is a regularization
functional, which is often defined to be convex. As usual, when λ is strictly
greater than zero, the regularization term is used to force the optimal so-
lution to reside within a predefined “target” space, thus letting one to use
a priori information on the properties of the desired solution. This is par-
ticularly important in the case where ΦTΦ is either rank-deficient or poorly
conditioned, in which case the regularization can help to render the solution
well-defined and stably computable. However, since the first term in (20)
is not convex, the entire cost function is not convex either. Consequently,
the existence of a unique global minimizer of (20) cannot be generally guar-
anteed. With this restriction in mind, however, it is still possible to devise
efficient numerical methods capable of converging to either a locally or glob-
ally optimal solution, as it will be shown in the following section of the
paper.
4.1 ADDM-based Approach
In order to solve problem in (20) we follow an approach based on the Aug-
mented Lagrangian Method of Multipliers (ADMM). This methodology is
convenient since it allows us to solve a wide variety of unconstrained SSIM-
based optimization problems by splitting the cost function to be minimized
into simpler optimization problems that are easier to solve. Moreover, as
will be seen in Section 4.1.2, in several cases these simpler problems will
have closed form solutions which may be computed very quickly. This is,
of course, advantageous since it improves the performance of the resulting
algorithm in terms of execution time.
Before going any further, it is worthwhile to mention that one of this
simpler optimization problems will usually have the following form,
min
x
T (Φx, y) + λ‖x− z‖22, (21)
where both y ∈ Rm and z ∈ Rn are given. We consider this special case
separately in the following section.
4.1.1 Quadratic regularization
Since the cost function in (21) is twice-differentiable, root-finding algorithms
such as the generalized Newton’s method [34] can be employed to find a local
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zero-mean solution x∗. To such an end, we must first compute the gradient
of (21) which satisfies the equation,
[s(x∗)ΦTΦ+ λr(x∗)I]x∗ − λr(x∗)z − ΦT y = 0. (22)
Here, s(x) := 1− T (Φx, y), r(x) := ‖Φx‖22 + ‖y‖22 + C, and I ∈ Rn×n is the
identity matrix. If we define the following function f : X ⊂ Rn → Rn,
f(x) = [s(x)ΦTΦ+ λr(x)I]x− λr(x)z − ΦTy, (23)
then x∗ is a (zero-mean) vector in Rn such that f(x∗) = 0.
Under certain conditions, the convergence of this method is guaranteed
by the Newton-Kantorovich theorem, stated below.
Theorem 2 [34] Let X and Y be Banach spaces and g : X ⊂ A → Y .
Assume g is Fre´chet differentiable on an open convex set D ⊂ X and
‖g′(x)− g′(z)‖ ≤ K‖x− z‖2, for all x, z ∈ D, (24)
Also, for some x0 ∈ D, suppose that g′(x0)−1 is defined on all Y and that
h := L‖g′(x0)−1‖‖g′(x0)−1g(x0)‖ ≤ 1
2
, (25)
where ‖g′(x0)−1‖ ≤ β and ‖g′(x0)−1g(x0)‖ ≤ η. Set
K1 =
1−√1− 2h
Kβ
and K2 =
1 +
√
1− 2h
Kβ
, (26)
and assume that S := {x : ‖x− x0‖ ≤ K1} ⊂ D. Then, the Newton iterates
xk+1 = xk − g′(xk)−1g(xk), k ∈ N, (27)
are well defined, lie in S and converge to a solution x∗ of g(x) = 0, which
is unique in D ∩ {x : ‖x − x0‖ ≤ K2}. Moreover, if h < 12 , the order of
convergence is at least quadratic.
In our particular case, the Fre´chet derivative of f is its Jacobian, which
we denote as Jf ,
Jf (x) = Φ
TΦx(∇s(x))T + s(x)ΦTΦ+ λ(x− z)(∇r(x))T + λr(x)I. (28)
By the previous theorem, convergence is guaranteed in any open convex
subset Ω of X, where X ⊂ Rn, as long as the initial guess x0 satisfies the
following condition,
L‖Jf (x0)−1‖‖Jf (x0)−1f(x0)‖ ≤ 1
2
. (29)
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Here, Jf (·)−1 denotes the inverse of Jf (·), and L > 0 is a constant that is
less or equal than the Lipschitz constant of Jf (·). Indeed, it can be proved
that for any open convex subset Ω ⊂ X, Jf (·) is Lipschitz continuous.
Theorem 3 Let f : X ⊂ Rn → R be defined as in Eq. (23). Then, its
Jacobian is Lipschitz continuous on any open convex set Ω ⊂ X; that is,
there exists a constant L > 0 such that for any x,w ∈ Ω,
‖Jf (x)− Jf (w)‖F ≤ L‖x− w‖2 . (30)
Here, ‖ · ‖F denotes the Frobenius norm1 and
L = C1‖ΦTΦ‖F + λ(C2‖z‖2 + C3), C1, C2, C3 > 0. (31)
Proof. See Appendix.
From this discussion, we propose the following algorithm for solving the
problem in (21).
Algorithm II: Generalized Newton’s method for
unconstrained SSIM-based optimization with quadratic
regularization
initialize Choose x = x0 according to (29);
data preprocessing y¯ = 1
n
1T y, y = y − y¯1;
repeat x = x− Jf (x)−1f(x);
until stopping criterion is satisfied
return x.
It is worthwhile to point out that in some cases the calculation of the in-
verse of Jf (x) may be computationally expensive which, in turn, also makes
the x-update costly. This difficulty can be addressed by updating the vari-
able x in the following manner,
Jf (x
k)xk+1 = Jf (x
k)xk − f(xk). (32)
Note that this x-update involves the solution of a linear system of equations
which can be conveniently done by numerical schemes such as the Gauss-
Seidel method [4].
1The Frobenius norm of an m× n matrix A is defined as ‖A‖F =
√∑m
i=1
∑n
j=1 |aij |
2.
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4.1.2 ADMM-based Algorithm
The problem in (20) can be solved efficiently by taking advantage of the fact
that the objective function is separable. Let us introduce a new variable,
z ∈ Rn. Also, let the independent variable of the regularizing term h be
equal to z. We then define the following optimization problem,
min
x,z
T (Φx, y) + λh(z), (33)
subject to x− z = 0.
Clearly, (33) is equivalent to problem (20), thus a solution of (33) is also
a minimizer of the original optimization problem (20). Furthermore, notice
that (33) is presented in ADMM form [4], implying that an analogue of the
standard ADMM algorithm can be employed to solve it.
As is customary in the ADMM methodology, let us first form the corre-
sponding augmented Lagrangian of (33),
Lρ(x, z, v) = T (Φx, y) + λh(z) + v
T (x− z) + ρ
2
‖x− z‖22. (34)
This expression can be rewritten in its more convenient scaled form by com-
bining the linear and quadratic terms and scaling the dual variable v, yield-
ing
Lρ(x, z, u) = T (Φx, y) + λh(z) +
ρ
2
‖x− z + u‖22, (35)
where u = v/ρ. We employ this version of Eq. (34) since the formulas
associated with it are usually simpler than their unscaled counterparts [4].
As usual, the iterations of the proposed algorithm for solving (33) will be
the minimization of Eq. (35) with respect to variables x and z in an alter-
nate fashion, and the update of the dual variable u, which accounts for the
maximization of the dual function g(u):
g(u) := inf
x,y
Lρ(x, z, u). (36)
As such, we define the following iteration schemes for minimizing the cost
function of the equivalent counterpart of problem (20):
xk+1 := argmin
x
(
T (Φx, y) +
ρ
2
‖x− zk + uk‖22
)
, (37)
zk+1 := argmin
z
(
h(z) +
ρ
2λ
‖xk+1 − z + uk‖22
)
, (38)
uk+1 := uk + xk+1 − zk+1. (39)
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Observe that the x-update can be computed using the method described in
the previous section. Furthermore, when h is convex, the z-update is equal
to the proximal operator of (λ/ρ)h [38]. Recall that for a convex function
f : Rn → R its proximal operator proxf : Rn → Rn is defined as
proxf (v) := argmin
x
(
f(x) +
1
2
‖x− v‖22
)
. (40)
It follows that
zk+1 := proxλ
ρ
h(x
k+1 + uk). (41)
Taking this into account, we introduce the following algorithm for solving
the problem in (20).
Algorithm III: ADMM-based method for unconstrained
SSIM-based optimization
initialize x = z = x0, u = 0;
data preprocessing y = y − 1
n
1T y;
repeat
x := argminx
(
T (Φx, y) + ρ2‖x− z + u‖22
)
;
z := argminz
(
h(z) + ρ2λ‖x− z + u‖22
)
;
u := u+ x− z;
until stopping criterion is satisfied.
return x.
4.2 Alternative ADMM-based Approach
As shown in the previous section, one of the advantages of the ADMM-based
approach is that it allows us to solve problem (20) by solving a sequence
of simpler optimization problems. The complexity of the proposed method
can be further reduced by reformulating (20) as the following equivalent
optimization problem:
min
x,w,z
T (w, y) + λh(z), (42)
subject to Φx− w = 0,
x− z = 0. (43)
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The scaled form of the augmented Lagrangian of this new problem is given
by
Lρ,µ(x,w, z, u, v) = T (w, y) + λh(z) +
ρ
2
‖Φx− w + u‖22 +
µ
2
‖x− z + v‖22.
Therefore, problem (43) can be solved by defining the following iterations:
xk+1 := argmin
x
(ρ
2
‖Φx− wk + uk‖22 +
µ
2
‖x− zk + vk‖22
)
, (44)
wk+1 := argmin
w
(
T (w, y) +
ρ
2
‖w −Φxk+1 − uk‖22
)
, (45)
zk+1 := argmin
z
(
h(z) +
µ
2λ
‖z − xk+1 − vk‖22
)
, (46)
uk+1 := uk +Φxk+1 − wk+1, (47)
vk+1 := vk + xk+1 − zk+1. (48)
Notice that the x-update has a closed form solution, which is given by
xk+1 = (ρΦTΦ+ µI)−1(ρΦT (wk − uk) + µ(zk − vk)), (49)
where I ∈ Rn×n is the identity matrix. Alternatively, observe that the
variable x can also be updated by solving the following system of linear
equations:
(ρΦTΦ+ µI)xk+1 = (ρΦT (wk − uk) + µ(zk − vk)). (50)
This option is convenient when the computation of the inverse of the matrix
ρΦTΦ + µI is expensive. Since the matrix ρΦTΦ + µI is symmetric and
positive-definite we can employ a conjugate gradient method to update the
primal variable x [31].
The w-update is a simple and special case of the more general method
described in Section 4.1.1, thus the methods discussed in that section can
be employed to compute (45).
Finally, the z-update is simply the proximal operator of the function
λ
µ
h : Rn → R,
zk+1 := proxλ
µ
h
(xk+1 + uk), (51)
provided h is a convex function of x.
Given the above discussion, we present the following alternative algo-
rithm for solving the problem in (20).
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Algorithm IV: Alternative ADMM-based method for
unconstrained SSIM-based optimization
initialize x = z = x0, w = Φx0, u = v = 0;
data preprocessing y = y − 1
n
1T y;
repeat
x := (ρΦTΦ+ µI)−1(ρΦT (w − u) + µ(z − v));
w := argminw
(
T (w, y) + ρ2‖w − Φx− u‖22
)
;
z := argminz
(
h(z) + µ2λ‖z − x− v‖22
)
;
u := u+Φx− w;
v := v + x− z;
until stopping criterion is satisfied.
return x.
5 Applications
Naturally, different sets of constraints and regularization terms yield differ-
ent SSIM-based imaging problems. In this section, we review some applica-
tions and the corresponding optimization problems associated with them.
5.1 SSIM with Tikhonov regularization
A common method used for ill-posed problems is Tikhonov regularization or
ridge regression. This is basically a constrained version of least squares and
it is found in different fields such as statistics and engineering. It is stated
as follows
min
x
‖Φx− y‖22 (52)
subject to ‖Ax‖22 ≤ λ,
where A ∈ Rp×n is called the Tikhonov matrix. A common choice for the
matrix A is the identity matrix, however, other choices may be a scaled finite
approximation of a differential operator or a scaled orthogonal projection
[32, 27, 33].
The SSIM counterpart of problem (52) is obtained by replacing the Eu-
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clidean fidelity term of problem (52) by the dissimilarity measure T (Φx, y):
min
x
T (Φx, y) (53)
subject to ‖Ax‖22 ≤ λ.
Notice that this problem can be addressed by employing Algorithm I.
Algorithm II can be employed to solve the unconstrained counterpart of
the previous problem, given by
min
x
T (Φx, y) + λ‖Ax‖22 . (54)
In this particular case, the corresponding iteration schemes are defined as
follows,
xk+1 := argmin
x
(
T (Φx, y) +
ρ
2
‖x− zk + uk‖22
)
, (55)
zk+1 :=
(
2λ
ρ
ATA+ I
)−1
(xk+1 + uk), (56)
uk+1 := uk + xk+1 − zk+1, (57)
where I ∈ Rn×n is the identity matrix. In some cases, the computation
of the inverse of the matrix 2λ
ρ
ATA + I may be expensive, making it more
appropriate to employ alternative methods to compute the z-update. For
instance, if p is smaller than n, it may be convenient to employ the matrix
inversion lemma [4]. Furthermore, notice that the z-update is equivalent to
solving the following system of linear equations,
(
2λ
ρ
ATA+ I
)
zk+1 := xk+1 + uk . (58)
Since the matrix 2λ
ρ
ATA+ I is positive-definite and symmetric, the variable
z can be updated efficiently by using a conjugate gradient method.
5.2 SSIM-ℓ1-based optimization
Other interesting applications emerge when the ℓ1 norm is used either as a
constraint or a regularization term. For example, by defining the constraint
h(x) = ‖x‖1−λ, we obtain the following SSIM-based optimization problem,
min
x
T (Φx, y) (59)
subject to ‖x‖1 ≤ λ.
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As expected, the solution of (59) can be obtained by means of Algorithm I.
Clearly, the unconstrained counterpart of (59) is given by,
min
x
T (Φx, y) + λ‖x‖1, (60)
which can be solved with Algorithm II. Problem (60) can be seen as the
SSIM version of the classical regularized version of the least squares method
known as LASSO (Least Absolute Shrinkage and Selection Operator) [21, 1].
The corresponding iteration schemes to solve it are as follows,
xk+1 := argmin
x
(
T (Φx, y) +
ρ
2
‖x− zk + uk‖22
)
, (61)
zk+1 := Sλ
ρ
(xk+1 + uk), (62)
uk+1 := uk + xk+1 − zk+1 . (63)
Here, the z-update is equal to the proximal operator of the ℓ1 norm, also
known as the soft thresholding operator [21, 1, 4]. This is an element-wise
operator, which is defined as
Sτ (t) =


t− τ, t > τ,
0, |t| ≤ τ,
t+ τ, t < τ .
(64)
Problems (59) and (60) are appealing because they combine the concepts
of similarity and sparseness, therefore, these are relevant in applications in
which sparsity is the assumed underlying model for images. To the best of
our knowledge, optimization of the SSIM along with the ℓ1 norm has been
only reported in [35, 36, 37] and in this work.
5.3 SSIM and Total Variation
By employing the constraint h(x) = ‖Dx‖1 − λ, where D ∈ Rn×n is a
difference matrix and Φ is the identity matrix I ∈ Rn×n, we can define a
SSIM-total-variation-denoising method for one-dimensional discrete signals
as follows. Given a noisy signal y ∈ Rn, its denoised reconstruction x is the
solution of the problem,
min
x
T (x, y) (65)
subject to ‖Dx‖1 ≤ λ.
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Here, we consider ‖Dx‖1 as a measure of the total variation (TV) of the
vector x. Notice that instead of minimizing the TV, we employ it as a
constraint. Moreover, methods for solving the ℓ2 version of (65) can be
found in [18, 25]. As with the classical TV optimization problems, solutions
of (65) have bounded variation as well.
As for images, these can be denoised in the following manner. Let
Y ∈ Rm×n be a noisy image. Also, let V : Rm×n → Rmn×1 be a linear
transformation that converts matrices into column vectors, that is,
V (A) = vec(A) = [a11, a21, . . . , a(m−1)n, amn]
T . (66)
A reconstruction X ∈ Rm×n of the noiseless image can be obtained by means
of the following SSIM-based optimization problem,
min
X
T (V (X), V (Y )) + λ‖X‖TV , (67)
where the regularizing term is a discretization of the isotropic TV seminorm
for real-valued images. In particular, the TV of X is the discrete counterpart
of the standard total variation of a continuous image g that belongs to the
function space L1(Ω), where Ω is an open subset of R2:
TV (g) =
∫
Ω
‖Dg(x)‖2dx = sup
ξ∈Ξ
{∫
Ω
g(x)∇ · ξ dx
}
. (68)
Here, Ξ = {ξ : ξ ∈ C1c (Ω,R2), ‖ξk(x)‖2 ≤ 1 ∀x ∈ Ω}, and ∇· is the diver-
gence operator [13]. As anticipated, we employ the following iterations for
solving (67):
Xk+1 := argmin
X
(
T (V (X), V (Y )) +
ρ
2
‖X − Zk + Uk‖2F
)
, (69)
Zk+1 := argmin
Z
(
‖Z‖TV + ρ
2λ
‖Z −Xk+1 − Uk‖2F
)
, (70)
Uk+1 := Uk +Xk+1 − Zk+1, (71)
where ‖ · ‖F is the Frobenius norm. Notice that the Z-update may be
computed efficiently by using the algorithm introduced by Chambolle in
[13].
As mentioned before, it is more convenient to employ an average of local
SSIMs as a fidelity term. Let {Yi}Ni=1 be a partition of the given image
Y such that ∪Ni=1Yi = Y . Further, let {Xi, Zi}Ni=1 also be partitions of
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the variables X and Z such that ∪Ni=1Xi = X and ∪Ni=1Zi = Z. Also, let
MT : Rm×n × Rm×n → R be given by
MT (X,Y ) =
1
N
N∑
i=1
T (V (Xi), V (Yi)). (72)
Then, the optimization problem that is to be solved is
min
X
MT (X,Y ) + λ‖X‖TV . (73)
If {Yi,Xi Zi}Ni=1 are partitions of non-overlapping blocks, the problem in
(73) can be solved by carrying out the following iterations,
Xk+1i := argmin
Xi
(
T (V (Xi), V (Yi)) +
Nρ
2
‖Xi − Zki + Uki ‖2F
)
, (74)
Zk+1 := argmin
Z
(
‖Z‖TV + ρ
2λ
‖Z −Xk+1 − Uk‖2F
)
, (75)
Uk+1 := Uk +Xk+1 − Zk+1, (76)
where Ui is an element of the partition of the dual variable U . As expected,
∪Ni=1Ui = U , and Ui ∩ Uj = ∅ for all i 6= j. The extension of this algorithm
when a weighted average of local SSIMs is used as a measure of similarity
between images is straightforward.
Other imaging tasks can be performed by solving the following variant
of the SSIM-based optimization problem in (73),
min
X
MT (A(X), Y ) + λ‖X‖TV , (77)
where A(·) is a linear operator (e.g., blurring kernel, subsampling procedure,
etc.). A minimizer of (77) may be found by means of Algorithm IV. In this
case, the corresponding ADMM iterations are the following:
Xk+1 := argmin
X
(ρ
2
‖A(X) −W k + Uk‖22 +
µ
2
‖X − Zk + V k‖22
)
,(78)
W k+1 := argmin
W
(
MT (W,Y ) +
ρ
2
‖W −A(X)k+1 − Uk‖22
)
, (79)
Zk+1 := argmin
Z
(
‖Z‖TV + µ
2λ
‖Z −Xk+1 − V k‖22
)
, (80)
Uk+1 := Uk +A(X)k+1 −W k+1, (81)
V k+1 := V k +Xk+1 − Zk+1. (82)
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Furthermore, under certain circumstances, Algorithm III can be em-
ployed to solve problem (77). Let {A(X)i}Ni=1 be a partition of A(X) such
that ∪Ni=1A(X)i = A(X), and A(X)i ∩ A(X)j = ∅ for all i 6= j. If there
exist operators Di, 1 ≤ i ≤ N , such that
Di(V (Xi)) = V (A(X)i), (83)
for all i ∈ {1, . . . , N}, then a minimizer of (77) can be found by means of
Algorithm III. The corresponding iterations are as follows:
Xk+1i := argmin
Xi
(
T (Di(V (Xi)), V (Yi)) +
Nρ
2
‖Xi − Zki + Uki ‖2F
)
,(84)
Zk+1 := argmin
Z
(
‖Z‖TV + ρ
2λ
‖Z −A(X)k+1 − Uk‖2F
)
, (85)
Uk+1 := Uk +Xk+1 − Zk+1, (86)
whereXi, Ui and Zi are elements of the partitions {Xi, Ui, Zi} defined above.
We close this section by mentioning that to the best of our knowledge, the
contributions reported in [47, 37, 35] along with the applications presented
above are the only approaches in the literature that combine TV and the
SSIM.
6 Experiments
In this section, we provide some numerical and visual results to evaluate the
performance of some of the methods introduced above. We have focussed our
attention on two types of unconstrained SSIM-based optimization problems
that have been barely explored in the literature: SSIM with ℓ1 regularization
and SSIM with the TV seminorm as a regularizing term. The results are
presented as follows: In Section 6.1, we assess the efficacy of the ADMM-
SSIM-based approach when the ℓ1 regularization is employed, whereas in
Section 6.2, performance of the ADMM-SSIM-based methodology that em-
ploys the TV seminorm as a regularizing term is evaluated.
In all experiments, we employed non-overlapping pixel blocks. Perfor-
mance of the ℓ2- and SSIM-based approaches is compared by computing
the MSSIM of the original images and their corresponding reconstructions.
Here, the MSSIM is simply the average of the SSIM values of all non-
overlapping blocks, which are computed using Eq. (16).
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6.1 SSIM with ℓ1 Regularization
Here, we consider the unconstrained SSIM-based optimization problem,
min
x
T (Dx, y) + λ‖x‖1, (87)
where D is a n×n Discrete Cosine Transform (DCT) matrix, and y ∈ Rn is
the given observation. This problem can be solved with either Algorithm III
or Algorithm IV. For these experiments we have employed Algorithm III.
We shall compare the solutions obtained by the proposed method with
those obtained by the ℓ2 version of problem (87), namely,
min
x
1
2
‖Dx− y‖22 + λ‖x‖1, (88)
which can be solved by means of the soft thresholding (ST) operator [1, 42]
if D is an orthogonal matrix. For the sake of a fair comparison between the
two approaches, the regularization of each 8×8 image-block was adjusted so
that the ℓ0 norm of the set of recovered DCT coefficients is 18 in all cases.
In these experiments, the well-known test images Lena and Mandrill
were employed.
The SSIM maps clearly show that the proposed method (ADMM-SSIM)
outperforms the classical ℓ2 approach (ST) with respect to the SSIM. More-
over, by taking a closer look at the reconstructions, we observe that the
SSIM-based approach yields images which are brighter and posses a higher
contrast than the ℓ2 reconstructions (e.g., compare the central regions of
the reconstructions in the bottom row). This should not be surprising since
the dissimilarity measure T (Dx, y) takes into account the component of the
SSIM that measures the contribution of the contrast of the images that are
being compared. On the other hand, thanks to the structural component of
the SSIM, textures are better captured by the proposed method.
Regarding numerical results, the MSSIMs that are obtained with the
proposed approach are 0.9164 (Lena) and 0.8440 (Mandrill). As for the
classical ℓ2 method, the corresponding MSSIMs are 0.9020 (Lena) and 0.7935
(Mandrill). Even though in the case of the image Lena the performance
of the SSIM-based approach is somewhat superior, the proposed method
significantly outperforms the ℓ2 reconstruction of Mandrill (see the SSIM
maps of the third row). The main reason is that this image is much less
regular than Lena, so its features are better approximated by SSIM-based
techniques.
In order to obtain a deeper insight as to how the SSIM-based approach
yields brighter reconstructions with higher contrast, it is worthwhile to see
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the type of solutions that are obtained by both ℓ2 and SSIM approaches
when the regularization varies. Experimental results show that, in general,
the shrinking of the DCT coefficients is not as strong as the classical ST
operator. In other words, the SSIM solution is usually a “scaled” version of
the ℓ2 solution, nevertheless, the experimental results show that this scaling
is not always the same for all recovered coefficients—an example is presented
in Figure 1. In the plots that are shown, the same image-block is processed
but subjected to different degrees of regularization. In the plot on the left
hand side, the ℓ0 norm of both solutions is 18, whereas on the plot on the
right hand side, the number of non-zero coefficients for both methods is 3.
As a complement to the above discussion, Figure 2 shows how the MSSIM
changes as a function of the ℓ0 norm of the solutions that are obtained by
both methods. The plot on the left hand side shows this behaviour of the
MSSIM for an image patch of Lena, whereas the other plot illustrates what
happens in the case of an image patch of Mandrill. It can be seen that when
the regularization is not strong, the performance of both approaches is very
similar. However, as the regularization is increased, the difference of the
MSSIM values yielded by both methods tends to be greater. As expected,
this is more noticeable for Mandrill. These results show that when high
compression is required, and when the images are not so regular, it is more
convenient to opt for a SSIM-based technique for the sake of visual quality.
6.2 SSIM and Total Variation
In this section, we examine several imaging tasks which employ the TV
seminorm as a regularization term. In order to assess the performance of
the proposed ADMM-SSIM methods, we shall compare their results with
their ℓ2 counterparts.
It is important to mention that in order to reduce blockiness in the re-
constructions the mean of each non-overlapping pixel block is not subtracted
prior to processing. This implies that the fidelity term defined in (72) is not
equivalent but is based on the dissimilarity measure introduced in Section
2.1. Despite this, the experiments presented below suggest that this fidelity
measure may be used as a substitute of the SSIM.
6.2.1 Denoising
In the following experiments, the denoising of some images corrupted with
Additive White Gaussian Noise (AWGN) was performed. Although from
a maximum a posteriori (MAP) perspective the ADMM-SSIM approach is
Optimization of Structural Similarity in Mathematical Imaging 24
10 20 30 40 50 60
-0.1
-0.05
0
0.05
0.1
0.15
ADMM-SSIM
ST
Original
10 20 30 40 50 60
-0.1
-0.05
0
0.05
0.1
0.15
ADMM-SSIM
ST
Original
Figure 1: A visual comparison between the original and recovered coefficients
from a particular block of the Lena image can be observed. Regularization
is carried out so that the two methods being compared induce the same
sparseness in their recoveries. In the two shown examples, the same block
was processed but subjected to different amounts of regularization. In par-
ticular, the ℓ0 norm of the set of DCT coefficients that were recovered by
both the proposed method and ST is 18 for the first example (first plot from
left to right), and 3 for the second (plot on the right hand side).
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Figure 2: In this figure, both plots correspond to the average SSIM versus the
ℓ0 norm of the recovered coefficients for the test images Lena and Mandrill.
It can be observed that the SSIM-based technique gradually outperforms
the classical ℓ2 method as regularization increases.
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not optimal, it is worthwhile to see how denoising is carried out when the
SSIM-based metric is employed as a fidelity term.
As one might expect, the noiseless approximation is obtained by solving
the following unconstrained SSIM-based optimization problem,
min
X
MT (X,Y ) + λ‖X‖TV , (89)
where MT : Rm×n × Rm×n → R is the fidelity term that was previously
defined in Eq. (72). Problem (89) can be solved by using either Algorithm
III or Algorithm IV. Here, we employed Algorithm III since the ADMM-
SSIM iterations are quite simple optimization problems.
In order to assess the performance of the proposed ADMM-SSIMmethod,
we compare it with its ℓ2 counterpart, namely,
min
X
‖X − Y ‖22 + λ‖X‖TV . (90)
Naturally, Chambolle’s algorithm can be employed for solving this optimiza-
tion problem [13]. In order to compare the effectiveness of the proposed
approach and Chambolle’s method (TV), regularization was carried out in
such a way that the TV seminorms of the reconstructions yielded by both
methods are the same.
In Figure 3, some visual results are shown. Once again, we employed
the test images Lena and Mandrill. The noisy images, as well as the SSIM
maps, can be observed in the first and the third rows. Reconstructions
and original images are presented in the second and fourth rows. The TV
seminorm of the reconstructions is 2500 for Lena and 4500 for Mandrill.
The Peak Signal-to-Noise Ratio (PSNR) prior to denoising was 18.067 dB
in all experiments.
In the case of Lena, it is evident that the proposed method performs
significantly better than its ℓ2 counterpart. Notice that some features of the
original Lena are better reconstructed (e.g., the eyes in Lena) whereas in the
TV reconstruction these features are considerably blurred. This is mainly
due to the fact that the noise does not completely hide some of the more im-
portant attributes of the original image. Since the fidelity term enforces the
minimizer of problem (89) to be visually as similar as possible as the given
noisy observation, while denoising is still accomplished with the regularizing
term, the reconstruction yielded by the ADMM-SSIM approach is visually
more similar to the noiseless image. As for MSSIM values, these are 0.4669
and 0.6426 for the TV and ADMM-SSIM reconstructions, respectively.
Nevertheless, in some circumstances, there is not such a noticeable gap
between the ADMM-SSIM and TV approaches. This is the case for the
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Mandrill image. This image is much less regular than Lena, therefore TV-
based denoising techniques will deliver reconstructions devoid of the fine
details that the original Mandrill has (e.g., the fur). The ADMM-SSIM
method performs better than the ℓ2 approach. However, its effectiveness
is only somewhat better due to the low regularity of Mandrill. Regarding
numerical results, the computed MSSIMs are 0.4832 (ADMM-SSIM) and
0.4708 (TV).
In order to have a general idea of the effectiveness of the SSIM-based
methodology when regularization varies, in Figure 4, we show the behaviour
of the MSSIM as a function of the TV seminorm of the reconstructions
obtained by both the ADMM-SSIM and the TV approaches. The plot on
the left shows the behaviour of the MSSIM for a noisy image patch of Lena
whereas the plot on the right shows the results for a corrupted image patch
of Mandrill. As expected, the plot on the right hand side shows that for
images with low regularity—such as Mandrill—the ADMM-SSIM and TV
methods exhibit similar effectiveness over a wide range of regularization
values. On the other hand, for the image Lena, one observes a significant
difference between the performances of the two methods. This suggests that
when strong regularization is required, it is more advantageous to employ
SSIM-based techniques over ℓ2 methods if certain visual features need to
be recovered, provided that the reconstruction possesses some degree of
regularity.
6.2.2 Zooming
Given a low resolution image Y , we wish to find an image X which is a high
resolution version of Y . This imaging task may be achieved by solving the
following optimization problem [14],
min
X
‖S(X)− Y ‖22 + λ‖X‖TV , (91)
where S(·) is a linear operator that consists of a blurring kernel followed by a
subsampling procedure. Problem (91) can be solved by different approaches
such as the Chambolle-Pock algorithm [15] and ADMM [4]. In our particular
case, we employed the ADMM method.
The SSIM counterpart is given by
min
X
MT (S(X), Y ) + λ‖X‖TV . (92)
As mentioned in Section 5.3, under certain circumstances, both Algorithm
III and Algorithm IV can be used to perform the minimization of (92). In
this study, we employed Algorithm IV.
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Figure 3: Some visual results for the denoising of the test images Lena
and Mandrill. For Lena, the TV seminorm of the shown reconstructions is
2500, whereas for Mandrill it is 4500. In the first and third rows are shown
the noisy images along with the the SSIM maps between the reconstruc-
tions and the original images. The original and reconstructed images are
shown in the second and fourth rows. The MSSIMs for Lena and Mandrill
that are obtained by using the ADMM-SSIM-based method are 0.6426 and
0.4832, respectively. The corresponding MSSIM values for the ℓ2 approach
are 0.4669 (Lena) and 0.4708 (Mandrill).
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Figure 4: The behaviour of the average SSIM of reconstructed images ob-
tained from the proposed SSIM-based method and the classical ℓ2 method
as a function of the TV seminorm of the reconstruction. Left: The Lena
image. Right: The Mandrill image. In the case of the Lena image, the
SSIM-based approach clearly outperforms the classical ℓ2 method. For the
Mandrill image, however, the performance of both methods is, in general,
very similar.
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Visual results are presented in Figure 5. In the first row, the SSIM maps
are presented. The reconstructions yielded by both methods are presented
in the bottom row along with the original image and its given low resolution
counterpart. For the sake of a fair comparison, the strength of the regu-
larization was adjusted so that the obtained reconstructions have the same
TV. Also, in these experiments, the zoom factor is four.
Original and Low Resolution ADMM-SSIM
ADMM-SSIM
TV
TV
Figure 5: Visual results for the Zooming application. In the first row,
the SSIM maps are shown. Original image, low resolution observation,
and reconstructions are presented in the bottom row. In this case, the
zoom factor is four. The TV and the MSSIM for both reconstructions
are 4563.26 and 0.7695 respectively. The image can be downloaded from
https://pixabay.com/fr/belle-gros-plan-oeil-sourcils-cils-2315/.
It can be observed that both the proposed ADMM-SSIM method and the
classical ℓ2 approach exhibit very similar performance. In fact, the MSSIM
values for both reconstructions is 0.7695. In general, we found that the
capabilities of both methods are virtually the same even when the strength
of the regularization changes. This behaviour can be observed in Figure 6.
A possible explanation for this phenomenon is that many important fea-
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tures such as textures and fine details are either lost or barely present in the
low resolution observation. The ADMM-SSIM method will obtain recon-
structions which, after subsampling, will be visually as similar as possible
to the low resolution observations. These, in general, will not possess visual
elements that are better captured by the SSIM-based approach. In other
words, if, hypothetically speaking, we had two perfect reconstructions, one
that is considered optimal with respect to the SSIM, and the other optimal
with respect to ℓ2, both images would look almost identical when observed
from afar. This is equivalent to having the same low resolution image as an
observation.
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Figure 6: A plot of the average SSIM as a function of the TV seminorm
of the reconstructions yielded by both the ADMM-SSIM and ℓ2 methods.
In these experiments, a patch of the reference image was employed for the
zooming application. The performance of both methods is virtually the
same.
Optimization of Structural Similarity in Mathematical Imaging 32
6.2.3 Deblurring
We perform the deblurring of an image by solving the following SSIM-based
optimization problem:
min
X
MT (B(X), Y ) + λ‖X‖TV , (93)
where Y is the given blurred image, and B(·) is a blurring kernel. In all
the experiments presented in this section, a Gaussian kernel was employed.
Once again, we solve (93) by using Algorithm IV. The ℓ2 counterpart of (93)
is given by
min
X
‖B(X) − Y ‖22 + λ‖X‖TV . (94)
The minimization of (94) was performed using ADMM.
Some visual results are shown in Figure 7. The blurred observation
along with the SSIM maps of the reconstructions are presented in the first
row. The original image and the corresponding reconstructions of the two
methods are presented in the bottom row. The TV of both reconstructions
is 4000. The standard deviation of the Gaussian blurring kernel was 5.
Overall, the effectiveness of both the ℓ2 and the ADMM-SSIM approaches
is similar, however, the proposed method exhibits a better reconstruction
of the fine details of the original image, e.g., the eyebrow, eyelashes and
the reflection in the eye. This can also be observed in the SSIM maps—
compare, for example, the regions that correspond to the eyelashes of the
upper eyelid. In this area, the SSIM map of the ADMM-SSIM reconstruc-
tion is brighter than the SSIM map of its ℓ2 counterpart. As for numerical
results, the MSSIM values of the ADMM-SSIM and ℓ2 reconstructions are
0.7517 and 0.7455, respectively.
7 Final Remarks
In this paper, we have provided a general mathematical as well as computa-
tional framework for constrained and unconstrained SSIM-based optimiza-
tion. This framework provides a means of including SSIM as a fidelity term
in a wide range of applications. Several algorithms which can be used to
accomplish a variety of SSIM-based imaging tasks have also been proposed.
Problems in which both the ℓ1-norm and the TV seminorm are used, either
as constraints or as regularization terms, have also been examined in this
paper. To the best of our knowledge, these problems have been examined
only to a small degree in the literature [35, 36, 47, 10].
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Original
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ADMM-SSIM
ADMM-SSIM
TV
TV
Figure 7: Some visual results of the deblurring application. In the first row,
the SSIM maps and the blurred observation are shown. Original image and
reconstructions are presented in the bottom row. The standard deviation
of the Gaussian blurring kernel was five. The MSSIM values of the recon-
structions are 0.7517 and 0.7455 for the ADMM-SSIM and ℓ2 approaches,
respectively. Notice that the fine features of the original image are better re-
constructed by the proposed approach. The image can be downloaded from
https://pixabay.com/fr/belle-gros-plan-oeil-sourcils-cils-2315/.
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We have employed a simplified version of the SSIM which yields a dissim-
ilarity measure T (x, y) that is, in fact, an example of a squared normalized
metric. Mathematically, it is more desirable to work with T (x, y) because of
its quasiconvex property. Our SSIM-based optimization problems are then
formulated as minimization problems involving T (x, y).
Formally, the dissimilarity measure T (x, y) used in this paper was ob-
tained with the assumption that the vectors x and y have zero mean. That
being said, some experimental results of Section 6.2 suggest that T (x, y)
may be used effectively in cases where the the vectors have nonzero mean.
The results presented in this paper indicate that, in general, the per-
formance of SSIM-based optimization schemes can be at least as good as
that of their classical ℓ2 counterparts. In some cases, SSIM-based methods
appear to work better than ℓ2 approaches. One example is the compression
of images with low regularity (see Figure ??). It appears that in these cases,
the given (degraded) observation possesses at least partial information of
the key features of the uncorrupted image. That being said, the determina-
tion of problems for which SSIM-based optimization outperforms ℓ2-based
methods, and vice versa, requires much more investigation. The primary
purpose of this paper, however, was to provide the framework for such work.
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8 Appendix
Proof of Theorem 4: Let f : X ⊂ Rn → R be defined as in Eq. (23).
Then, its Jacobian is Lipschitz continuous on any open convex set Ω ⊂ X;
that is, there exists a constant L > 0 such that for any x,w ∈ Ω,
‖Jf (x)− Jf (w)‖F ≤ L‖x− w‖2 . (95)
Here, ‖ · ‖F denotes the Frobenius norm, and
L = C1‖ΦTΦ‖F + λ(C2‖z‖2 + C3), C1, C2, C3 > 0. (96)
Proof. Without loss of generality, and for the sake of simplicity, let the
stability constant C of the dissimilarity measure be zero. Also, let y be a
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non-zero vector in Rm. Let us define
s(x) :=
2xT y
‖Dx‖22 + ‖y‖22
, (97)
and
r(x) := ‖Dx‖22 + ‖y‖22. (98)
Therefore, we have that ‖Jf (x)− Jf (w)‖F is bounded by
‖Jf (x)− Jf (w)‖F ≤ ‖ΦTΦ‖F ‖x∇s(x)T − w∇s(w)T ‖F +
λ‖z(∇r(x)T −∇r(w)T )‖F +
λ‖x∇r(x)T − w∇r(w)T ‖F +
|s(x)− s(w)|‖ΦTΦ‖F + λ|r(x)− r(w)|, (99)
To show that Jf is Lipschitz continuous on Ω, we have to show that each
term is Lipschitz continuous on Ω as well. Let us begin with the term
|r(x)− r(w)|. By using the mean-value theorem for real-valued functions of
several variables, we have that
|r(x)− r(w)| ≤ ‖2ΦTΦ(αx+ (1− α)w)‖2‖x− w‖2, (100)
for some α ∈ [0, 1] and all x,w ∈ Ω. Thus,
|r(x)− r(w)| ≤ 2‖ΦTΦ‖2(α‖x− w‖2 + ‖w‖2)‖x− w‖2 (101)
≤ 2‖ΦTΦ‖2(‖x− w‖2 + ‖w‖2)‖x− w‖2. (102)
Let σ(Ω) be the diameter of the set Ω, that is,
σ(Ω) = sup
x,v∈Ω
‖x− v‖2. (103)
Also, let ρ(Ω) be the ℓ2 norm of the largest element of the set Ω, i.e.,
ρ(Ω) = sup
x∈Ω
‖x‖2. (104)
Then,
|r(x)− r(w)| ≤ 2‖ΦTΦ‖2(σ(Ω) + ρ(Ω))‖x− w‖2 (105)
≤ K1‖x− w‖2, (106)
where K1 = 2‖ΦTΦ‖2(σ(Ω) + ρ(Ω)).
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As for |s(x)− s(w)|, in a similar fashion, we obtain that
|s(x)− s(w)| ≤ ‖∇s(αx+ (1− α)w)‖2‖x− w‖2 (107)
In fact, it can be shown that for any vector v ∈ Rn, the norm of the gradient
of s is bounded by
‖∇s(v)‖ ≤ (
√
2 + 1)
‖D‖2
‖y‖2 . (108)
Let K2 = (
√
2 + 1)‖D‖2‖y‖2 . Thus, |s(x)− s(w)| ≤ K2‖x− w‖2.
Regarding the term ‖x∇s(x)T − w∇s(w)T ‖F , we have that the ij-th
each entry of the n× n matrix x∇s(x)T − w∇s(w)T is given by
∇js(x)xi −∇js(w)wi, (109)
where ∇js(·) is the j-th component of the gradient of s(·). By employing
the mean-value theorem for functions of one variable we obtain that
|∇js(x)xi −∇js(w)wi| =
∣∣∣∣ ∂∂xi (∇js(x(v)))
∣∣∣∣ |xi − wi|, (110)
for some v ∈ R. Here, x(v) = [x1, . . . , xi−1, v, . . . , xn]. The partial derivative
of the previous equation is bounded, which can be proved using the classical
triangle inequality and differential calculus. Given this, we have that
∣∣∣∣ ∂∂xi (∇js(x))(v)
∣∣∣∣ ≤ (
√
2 + 3)
‖ΦTi ‖2‖ΦTj ‖2
‖y‖22
+ (2
√
3 + 2)
‖ΦTj ‖2
‖y‖32
(111)
= Kij , (112)
where ΦTk is the k-th row of the the transpose of the matrix Φ. Therefore,
|∇js(x)xi −∇js(w)wi, | ≤ Kij |xi − wi|. (113)
Using this result, we can conclude that
‖x∇s(x)T − w∇s(w)T ‖F ≤ K3‖x− w‖2, (114)
where K3 is equal to
K3 = n max
1≤i,j≤n
Kij; (115)
that is, K3 is equal to the largest Kij times n.
In a similar manner, it can be shown that
‖x∇r(x)T − w∇r(w)T ‖F ≤ K4‖x− w‖2, (116)
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where K4 is given by
K4 = max
1≤i,j≤n
{2nK1‖ΦTj ‖2(‖ΦTi ‖2 + ‖Φ‖2)}. (117)
As for the term λ‖z(∇r(x)T −∇r(w)T )‖F , this is equal to
λ‖z(∇r(x)T −∇r(w)T )‖F = 2λ‖z(ΦTΦ(x− w))T ‖F . (118)
Each ij-th entry of the matrix z(ΦTΦ(x−w))T is given by zi(ΦTΦj(x−w))T ,
where ΦTΦj is the j-th row of Φ
TΦ. Then, we have that
2λ‖z(ΦTΦ(x− w))T ‖F = 2λ
√√√√ n∑
i
n∑
j
|zi(ΦTΦj(x− w))T |2. (119)
Therefore,
2λ
√√√√ n∑
i
n∑
j
|zi(ΦTΦj(x− w))T |2 ≤ 2λ
√√√√ n∑
i
n∑
j
|zi|2‖ΦTΦj‖22‖x− w‖22
≤ 2λ
√√√√ n∑
i
|zi|2
n∑
j
‖ΦTΦj‖22‖x− w‖2
= 2λ‖z‖2
√√√√ n∑
j
‖ΦTΦj‖22‖x− w‖2
= λK5‖z‖2‖x− w‖2
,
where K5 = 2
√∑n
j ‖ΦTΦj‖22.
Finally, we obtain that
‖Jf (x)− Jf (w)‖F ≤ [(K2 +K3)‖ΦTΦ‖F + λ(K5‖z‖2 +K1 +K4)]‖x − z‖2,
which completes the proof.
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