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Currently there exists an increasing need of automatic video analysis tools to
support sign language studies and the evaluation of the activity of the face in
sign language and other videos. Henceforth, research focusing on automatic es-
timation and annotation of videos and facial gestures is continuously developing.
In this work, techniques for the estimation of eye and mouth openness and eye-
brow position are studied. Such estimation could prove beneficial for automatic
annotation and quantitative evaluation of sign language videos as well as towards
more prolific production of sign language material.
The method proposed for the estimation of the eyebrow position, eye openness,
and mouth state is based on the construction of a set of facial landmarks that
employ different detection techniques designed for each facial element. Further-
more, we compare the presented landmark detection algorithm with a recently
published third-party face alignment algorithm. The landmarks are used to com-
pute features which describe the geometric information of the elements of the face.
The features constitute the input for the classifiers that can produce quantized
openness estimates for the studied facial elements. Finally, the estimation perfor-
mance of the estimations is evaluated in quantitative and qualitative experiments
with sign language and news broadcast videos.
Keywords: facial state recognition, sign language analysis, news broad-
cast analysis, eye openness, mouth openness, eyebrow position
Language: English
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Abbreviations and Acronyms
AAM Active Appareance Model
ASL American Sign Language
ASM Active Shape Model
AU Action Unit
EOG Electrooculography
FACS Facial Action Coding System
FinSL Finnish Sign Language
FPS Frames per second
HOG Histogram of Oriented Gradients
IR Infra Red
LBP Local Binary Pattern
LED Light Emitting Diode
MCC Mathew’s Correlation Coefficient
NB Naive Bayes
NM Non-manual
RBF Radial Basis Function
RGB Red Green Blue (channels in color images)
ROI Region of Interest
SIFT Scale-Invariant Feature Transform
SL Sign Language
SSR Single Scale Retinex
SURF Speeded Up Robust Features
Suvi Suomalaisen viittomakielen verkkosanakirja (The on-
line dictionary of FinSL)
SVC Support Vector Classification
SVM Support Vector Machine
SVR Support Vector Regression
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Chapter 1
Introduction
In the area of sign language (SL) research, studies focusing on the linguistic
significance and importance of facial movements while signing is an increas-
ingly active topic. Up to now, research and application of automatic estima-
tion methods for facial movements such as eyebrow position, eye openness,
and mouth states in SL is relatively new and there is room for further devel-
opment. With recent development of several SL corpus projects, there is an
increasing need of automatic video analysis and annotation tools to support
linguists in their studies. This will enable quantitative evaluation of available
video material without expending effort in manual annotation. In the area
of news broadcast videos, state estimation of face elements is significant for
automatic transcription, information extraction, speaker identification, and
genre classification of scenes.
This work studies techniques that can be used to produce automatic
annotations of eye and mouth openness to create tagged material for SL
video analysis. Classification categories are proposed for the states of all
studied facial elements. The proposed openness estimation process consists
of a hybrid approach: it combines features extracted from the geometric
relations between detected facial landmarks, and different appearance-based
algorithms for face landmark detection. An estimation model created from
the best performing algorithms is produced and evaluated against linguistic
annotations of the tested videos.
A correlation measure and graphical assessment method proposed for
evaluation makes this work different from similar studies that employ perfor-
mance measures such as accuracy percentage as evaluation tools. The videos
used in the experiments for training and testing the classifiers are taken from
a SL dictionary. A second video data set, containing videos of artificially
articulated facial movements, was produced as a part of this work and is
used for training the classifiers and assess their applicability. A third video
8
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set taken from news broadcasts is used for qualitative performance analysis
of the estimation model.
1.1 Motivation and objectives
The increasing number of SL corpus projects and the appearance of new
computer vision methods for video analysis has produced an interest of new,
precise methods for automatic annotation of SL video material. This has
enabled more opportunities to build tools for estimating the state of facial
elements in videos. The main motivation of this work is to develop a method
for automatic annotation of eyebrow position, eye openness, and mouth state
to create tagged material for SL video analysis. Automatic annotation of SL
videos could prove beneficial for deeper understanding of facial movements
as well as towards more prolific production of SL material.
The objective of this work is to study techniques that can be used for
automatic annotation of the state of facial articulators (eyebrow, eye, and
mouth) to help in quantitative and qualitative analysis of non-manual mark-
ers in SL, and to evaluate the generalization strength of the proposed model.
In this context, this work attempts to answer the following research ques-
tions:
1. Can facial landmarks be used effectively for eye and mouth openness
estimation?
2. Is it feasible to build a model for the automatic annotation of eye and
mouth states in SL videos?
3. Are the annotations produced by the model reliable?
4. Is it possible to automatically estimate the eyebrow position?
5. Can a model for automatic eye and mouth openness annotation be used
also for news broadcast video analysis?
Through this work the SLMotion software package [47] was used for video
processing and face detection. The proposed algorithms, except when indi-
cated otherwise, were developed and tested using the MATLAB software pack-
age [61].
1.2 Scope of the work
The methodological approach used in this work follows the experimental
design principle [30]: the data, methods, and performance measures are se-
lected with the goal of resolving the research objectives in mind. The study
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focuses on the estimation of (1) eyebrow position for shift identification, (2)
eye openness for blink detection, and (3) mouth state for mouth openness
estimation and movement detection in videos. Face detection, as well as
expression recognition, is not part of this work. Additionally, since estima-
tions are done frame by frame, automatic pattern identification of actions
(blinking and yawning for example) are not evaluated. This also excludes
categorization of mouth movements for lip reading, and automatic discrimi-
nation between mouthings and mouth gestures.
The estimation of facial elements consists of landmark detection, feature
extraction, and classification in per-frame configuration. The performance of
the estimations are evaluated in two main experiments: first, SL video an-
notations; and second, news broadcast video annotations. The experiments
employ a small quantity of annotated videos for training and testing. The
video material for the experiments is divided according to its origin being
either videos from a SL dictionary, or videos produced with intentionally
posed facial movements. Quantitative evaluation is performed only for the
SL video experiment, while qualitative evaluation is done for the SL and
news broadcast experiment.
In this work, the outline to build the model for automatic annotation
of the state of facial elements is as follows: the first step is to establish a
categorization system for eyebrow position, eye openness and mouth state.
The categorization system should describe the facial movements to be esti-
mated. The second step consists of detecting landmarks for eyebrows, eyes,
and mouth; in this work this is done by using different algorithms for each
element. In the third step, a set of geometric features are computed from
the detected landmarks. During the fourth step two types of classifiers are
trained using the extracted features. The fifth step consists of the analysis of
the classifiers’ performance. Finally, the best landmark detection algorithms
for each facial element are combined into a model and a qualitative analysis
of the annotations produced by the system is performed on randomly selected
videos.
1.3 Organization of the thesis
This thesis is arranged as follows: in Chapter 2 the state of recent research in
eye and mouth openness estimation is presented. The chapter also introduces
the main research done in the domain of this work, considering the eyebrows,
eyes, and mouth as non-manual articulators in SL as well as facial expression
analysis for news broadcast video.
Chapter 3 describes the proposed categorization system for the eyebrow
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position, eye openness, and mouth state. The categorization covers binary
as well as multi-class states for each face element. The chapter concludes
with a quick review of the video material used in the experiments, annotated
manually according to the presented categorization.
Chapter 4 presents the implementation details of the algorithms for land-
mark detection. Landmark detection algorithms are described for each stud-
ied facial element. The chapter also introduces the Supervised Descent
Method (SDM), a third-party landmark detection algorithm. The classifi-
cation results obtained with the proposed landmark detection algorithms are
compared to those obtained using the SDM landmarks. In Chapter 5 a set
of facial features based on geometrical properties of the face are presented.
The features are extracted from the previously detected facial landmarks.
The experiment setup is explained in Chapter 6. The chapter starts by
providing further details on the videos used for the experiments. It con-
tinues by describing the organization of the experiments according to the
landmark detection algorithms and data used for training the classifiers. In
the following sections, the chapter addresses the SL video experiment and
the news broadcast video experiment. The chapter concludes by describing
the methods for statistical learning and construction of the classifiers used
in this work.
Chapter 7 describes the methods used for the performance evaluation and
the results of the experiments. The chapter starts by establishing the perfor-
mance measure used, and continues by providing details on the evaluation of
the results. Following this, the results of the experiments are presented sep-
arately for the sign language and news broadcast experiments. A qualitative
evaluation is also provided, taking as reference a linguistic annotation of the
same video material. The chapter concludes with discussion of the obtained
results.
The conclusions of this work are presented in Chapter 8. Detailed quan-
titative results, as well as graphical results for each tested video are included
in Appendix A and B, respectively.
Chapter 2
Background
The eyebrows, the eyes, the nose, and the mouth (here referred to as facial
elements) have been a relevant topic in psychological studies where they are
used to interpret and understand emotional cues in human communication.
This work studies those same elements in the context of language at its most
abstract level: the meaningful exchange of information between living beings
using complex systems of communication. This complex communication sys-
tem can be articulated with verbal forms (patterns of sound forming words
for example) and non-verbal forms (such as patterns of body movements).
Facial elements are prominent as non-verbal language articulators, spe-
cially during face-to-face human communication where verbal and non-verbal
articulations co-occur. The different combinations of movement patterns in
facial elements, known as facial expressions, convey information in connec-
tion to the language used.
Linguistic components such as rhythm, intonation, and stress (jointly
known as prosody) are essential to human communication. In spoken lan-
guage, prosody is commonly articulated acoustically and supported by fa-
cial expressions functioning as emotional modulators. In sign languages the
prosodic system involves the articulations from the face, hands, head, and
torso [75], which can also have grammatical meaning. Languages (either
spoken, signed, or written) present strictly emotional cues that may be con-
sciously or unconsciously expressed, known as paralinguistic properties.
This chapter starts by discussing the presence of facial elements in sign
language communication as well as the ongoing research in the area. It
continues by introducing research of facial elements during communication in
news broadcasts. The last section describes the link between facial expression
analysis and openness estimation, and also provides information of previous
similar research for each facial element studied.
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2.1 Facial elements in sign language
Languages have emerged as an instrument used by humans to express them-
selves. In everyday interactions the vast majority of humans rely on commu-
nication through spoken languages. Learning a spoken language is dependent
on the ability to hear and repeat acoustic patterns (spoken words), however
this is not always possible when the person has some hearing or speaking
impediment. In hearing or speaking impaired communities, sign languages
(SL) have emerged as a language without the necessity of an acoustic channel
of communication, using a visual instead of an acoustic system of codifica-
tion. Essentially, SLs use hands, body and face to articulate signs and convey
meaning.
The study and research of sign languages started in the 1950’s, reaching
global interest in the 1990’s. In recent years the creation of corpus projects
for various SLs has allowed the study of SL from new perspectives. Advance-
ment in computer technology and the ability to use digital video have also
contributed to the development of SL research.
The European Commission considers SLs as a valuable part of Europe’s
multilingual diversity, for every spoken language there is at least one corre-
sponding signed language in existence. A number of European countries have
taken steps to recognize in their constitution the official status of their sign
languages: Finland (1995), Slovak Republic (1995), Portugal (1997), Czech
Republic (1998 & 2008), Austria (2005), and Spain (2007). It is estimated
that there are about 900,000 SL users in Europe, including the family and
friends of the deaf or hearing impaired. The World Federation of the Deaf
estimates the number of deaf people in the world to be 72 million [26]. In
Finland alone, the number of signers who use Finnish Sign Language (FinSL)
is estimated to be 14,000 of which 4,000 to 5,000 are deaf or hard of hear-
ing, and 6,000 to 9,000 are hearing persons. Approximately 300 people use
Finland-Swedish Sign Language, of which half are deaf [29].
2.1.1 Non-manual markers
In SL, signs are neither gesture renderings of spoken words nor mime. A sign
expresses an action, concept, or thing, and is generally composed of five ele-
ments: the hand shape, location of the hand in space, movement, orientation
of the palm, and non-manuals (NM) [75]. Although hands play a signifi-
cant role in articulating utterances, SL does not rely on them exclusively.
Signers actively use other parts of their body during communication. These
movements produced by other parts of the body are referred to as NM.
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NM markers in SL are articulations produced by body elements other than
hands or arms that convey linguistic meaning. It is acknowledged in the SL
community [37, 74] that NM markers can be produced by facial expressions
and the following articulators: the upper part of the body, head, mouth,
cheeks, eyes, and eyebrows. Manual and NM markers can be expressed si-
multaneously by signers since the medium through which SL is transmitted
is visual, and the brain can process multiple visual stimuli simultaneously.
2.1.2 Function and relevance of non-manual markers
Recent SL research have shown an increased interest in the topic of NM
articulators, this is the result of the strong evidence of the significant role
of some NM articulations for the SL grammar [37]. Such articulations are
used by signers to express prosodic and pragmatic functions, as well as being
sentence modifiers. For example, NMs can be employed by syntax in the
cases of negation, affirmation and interrogatives. In a similar manner they
can be employed by topicalization, conditionals, and agreement. In [74] it is
argued that there should be a differentiation between purely emotional facial
expressions (and gestures) and linguistically meaningful NM markers.
The prosodic system in SL employs mixtures of manual and non-manual
articulations [75]: rhythm is expressed mainly by the hands and arms, while
intonation relies on facial movements. Stress also uses manual movements
that can be enhanced by body leans. However, the function and significance
of NMs are specific to the SL studied.
Intonation in SL commonly employs the upper section of the face (eye-
brows, eyes) as markers, including head leans in some situations [75]. Facial
articulators can modulate intonation in such a way that they modify the
meaning of sentences. In the case of the mouth, in [74] it is suggested that
some mouthings (vocalizations, sometimes partial, of spoken words) may be
morphological in nature, altering the word to which they are applied as ad-
verbs or adjectives. In some SLs mouthings occur more frequently than in
others, and more often with nouns than with verbs. Mouthings are believed
to be an expression of contact (code-mixing) with spoken language.
As noted in [74], studies have shown that during SL communication sign-
ers do not focus attention on the hands, but instead on the other person’s
face since that is a valuable source for grammatical and prosodic informa-
tion. A grammatical function in SL, for example, include the NM expression
of head shake to indicate sentence polarity (positive or negative statement).
An example of a prosodic function in SL includes head and body leans while
signing, in a similar manner to intonation in spoken language.
Not all NM articulations are strictly prosodic, furthermore, the prosodic
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system in SL is not solely conveyed by NM articulators. Prosodic NM mark-
ers can also happen outside the SL grammar [75]. This supports the notion
that face and body movements (outside the NM markers) can also have par-
alinguistic properties.
In SL it is possible that several NM markers occur simultaneously while
signing, this is known as layering. Furthermore, blinks and head thrusts are
commonly used in some SLs to mark the edges of the prosodic domain. For
example in American Sign Language (ASL) in [97] was observed a modulation
of eyebrow, eye, and head movements with varying signing rates, concluding
that NMs are part of the language planning and production process. Simi-
larly, in [73] evidence was reported that mouthings and mouth gestures have
a role in discourse organization, noting the need for a transcription system
to annotate mouth movement patterns.
More evidence on the relevance of NM markers can be found in FinSL
studies, where it has been argued that upper body, head, and mouth move-
ments express grammatical functions and phonology [42]. In [41], for exam-
ple, it is shown how NM markers aid to structure sentences in FinSL, where
topics are marked prosodically by eyebrow and eye movements.
2.2 Facial elements in news broadcast
Analysis of news broadcast video material has been a common research topic
in content-based retrieval of videos. In workshops dedicated to video con-
tent analysis like TRECVID [67], news broadcasts in several languages are
used as datasets for experiments in automatic segmentation, indexing, tag-
ging, and speaker identification, amongst other applications. Techniques for
event analysis, video indexing, and retrieval are of particular interest for
news broadcast archival where a large collection of videos is available. While
these techniques are not constrained to a specific type of video domain, only
applications in news broadcasts are reviewed.
News video analysis includes speech recognition for automatic transcrip-
tion, text recognition from descriptive tags or text snippets for information
extraction, and object and audio recognition for contextual analysis [39].
Moreover, in multimodal analysis, video, audio, and file meta information
are mixed for speaker identification, segmentation of scenes, association of
related segments, and genre classification of scenes [4].
Identification of facial elements and their states in news broadcasts is
mostly employed for face recognition and emotion identification. Applica-
tions of face recognition include retrieval of segments with specific partic-
ipants [68], or recurrently appearing individuals within crowds of related
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scenes [7]. Lip reading has been studied as an aid to speech recognition
tasks [39] and can be extended to aid in speaker identification and automatic
captioning.
Social Signal Processing (SSP) [92] is an emerging research topic in video
analysis that focuses on the identification of emotional interactions. In SSP
speech analysis, computer vision, and biometry are used to identify social
behaviors. SSP experiments have included social network analysis in news
videos, where the objective is to detect the behavioral role of the partici-
pating subjects. Recognition of roles in conversations or meetings, such as
the dominant individual within a group, have mostly used non-verbal and
paralinguistic cues as features [91].
An evaluation of the function of emotional expression of news journalists
suggests that journalists [71] acknowledge the increasing importance of emo-
tion as a medium to facilitate communication. Emotion can also be used as a
tool to route and influence opinions [38]. The objective for facial expression
analysis and state estimation of facial elements in news videos is similar as
for non-manuals in sign language: automatic annotation of facial movements
during communication.
2.3 Automatic estimation of facial states
Besides eye and mouth openness, the automatic estimation of eyebrow move-
ments is also considered as part of this work. Eyebrow position refers to the
of location of the eyebrows (raised, neutral or lowered for example); eye open-
ness refers to the degree of aperture of the eyelids; and mouth state refers
to the shape formed by the contour of the mouth while being either open,
closed or in an intermediate position. Sequences of transitions between states
are called actions ; for example, a blinking action is a transition between eye
states from open to closed and to open again.
As previously discussed, facial expression analysis studies the relationship
between states of facial elements with the purpose of discovering non-verbal
patterns of communication. For this purpose in [25] a classification system
and a set of measurements for movements of facial elements named Facial
Action Coding System (FACS) was introduced. FACS encodes a specific set
of actions performed by one or more muscles and defines them as Action Units
(AU). The AUs enable quantitative analysis of facial expressions and also of
facial elements individually. In the SL domain there is no known standard
description of mouth morphemes (gestures) or mouthings patterns, thus AU
codification of linguistically significant mouth states is not yet available.
Studies in the state identification and tracking of individual facial ele-
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ments are strongly related to facial expression analysis [88]. In this context,
a project initiative tailored to estimate NM markers using an approach simi-
lar to that of facial expression analysis has been reported in [64] for a defined
set of linguistically significant facial movements. State and action identifi-
cation of isolated eyebrow, eye, and mouth elements commonly explore non-
verbal communication other than emotion expression. Individual AUs have
been used to code states and actions for this purpose. Identification of AUs
can employ geometric measurements of facial characteristics or appearance
modeling of the studied element.
Motion capture devices have recently been explored as analysis tools for
pointing signs [81]. Passive methods of estimation (like non-intrusive video)
are typically preferred over active methods (3D motion capture for example)
since the former allow for more natural movements during signing. Non-
intrusive methods have proven to be qualitatively as reliable as those using
3D motion capture [46], validating and encouraging their development.
Studies of facial elements and the estimation of their states are essential
for the future applications of automatic annotations of SL videos. Among
these possible applications are sign-to-text and sign-to-speech translation
systems. Progress towards a comprehensive translation system that incorpo-
rates NM markers estimation has been reported by some projects [13, 24],
however the maturity of such systems is still low. Efforts to develop standard
procedures to analyze and prepare automatic translation systems, including
estimation of NM markers, are still being discussed [85].
2.3.1 Eyebrow position
Research on the estimation of eyebrow position has predominantly been car-
ried out for expression recognition in conjunction with eyes and mouth. Iso-
lated studies for eyebrow estimation are very scarce, however in recent years
the SL community’s interest for precise estimation of eyebrow position has
increased. Early studies in eyebrow movements and their relevance for emo-
tion detection demonstrated that some facial expressions can be identified
by eyebrow position alone [10, 25]. Later research has given more attention
to studies for precise methods of eyebrow movement detection [23, 56]. In
the context of SL, eyebrow position creates emotional intonation and it is
also related to syntax, and in some occasions to syntax and intonation at the
same time.
A system trained to detect NM markers with eyebrow position, and other
facial NM markers in ASL was reported in [56]. An eyebrow position detec-
tion system built as a communication interface to replace the clicking action
of the mouse peripheral in a computer was described in [34]. In a controlled
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environment the system successfully detected eyebrow raises using the dis-
tance of the eyebrows from the eyes. Recently, in [23] a study of eyebrow
position estimation using images with motion blur, varying illumination, and
varying facial expressions was performed. The same work demonstrated the
feasibility of a method for biometric recognition and gender identification of
individuals using shape-based eyebrow features even under non-ideal condi-
tions.
2.3.2 Eye openness
Estimation of eye openness and blinking actions in video have been of special
interest for hypo-vigilance (drowsiness) detection in a wide range of appli-
cations [35]. Blinking has also been studied as a non-verbal communication
tool, where the pattern and frequency of eye blinks can be related to emo-
tional responses like stress and deceptive behavior [65]. The SL community
is interested in voluntary blinking and squinting detection due to the signif-
icance of this actions during signing.
Eye-based drowsiness detection from video sources has been studied for
applications in the automotive industry, to develop technology to minimize
the risk of car drivers falling asleep while driving. For this, active approaches
where specialized cameras or equipment are mounted inside the car are com-
mon. In active approaches cameras are typically placed in front of the driver
(for example in the steering wheel or near the sun visor) to acquire video
data [35]. Research with stereo cameras and infrared (IR) sensors, high
frame rate cameras [77], and special IR cameras [36] have produced good
results, even with varying light conditions (day, night, and changes caused
by other vehicles’ lights).
However, methods relying on active approaches can not in general be used
with videos recorded without the mentioned special equipment. Blink detec-
tion from video sources recorded with regular cameras has been benchmarked
against electrooculography (EOG) methods, and it has been demonstrated
that robust results can be achieved [76, 78]. Blink patterns have also been
studied besides car driver hypo-vigilance in unconstrained situations [8].
Studies of eye openness and blinking estimation methods using SL videos
are scarce. However, blinking estimation methods in general can be employed
in SL videos without any special consideration. Recent approaches employ
various methods including pixel color similarity [99], descriptors of image
features [51], appearance modeling [5], and shape modeling of the eye [95].
Blinking pattern detection in communication has been studied for the de-
velopment of computer interfaces [50], and to explore eye dynamics during
computer use to recognize activities [12, 21].
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2.3.3 Mouth state
Research to estimate mouth states has given attention primarily to gesture
recognition, lip reading, and hypo-vigilance to a lesser extent [31]. The mouth
has a broader range of possible states than other facial elements. Mouth
state can be generally characterized by the lips’ position (two degrees of
movement freedom), the lips’ protrusion or contraction, visibility of the teeth,
and visibility of the tongue. In facial expression analysis mouth states can
describe basic emotions, for example a smile describes happiness, without
the need of other visual cues. Considering mouth states produced by speech
only, it is possible to understand vocalizations without hearing (lip reading)
due to the mouth state patterns produced while speaking.
Estimation methods aimed to aid lip reading typically extract the shape
produced by the lips’ outer boundaries. Recent methods also follow the lips’
inner boundaries to better separate lips from the tongue or teeth in the case
they are visible in the image [86]. Lips’ boundaries can be estimated with
several shape, appearance, and hybrid methods [31]. The shape of the lips
can be employed to improve the accuracy in speech recognition tasks [52].
Thresholding methods are a common approach to extract the contours
of the lips. The segmentation can be achieved by building statistical mod-
els for the color distribution of the lips or by histogram thresholding. Both
color segmentation methods [82, 96], as well as histogram thresholding meth-
ods [69, 70] are under active research. A common challenge for color segmen-
tation is to isolate lip pixels when the tongue is visible. Tongue identification
by color segmentation typically uses more advanced methods.
While color is a strong cue in mouth detection, and in general face de-
tection as well, the used color space determines the suitability of this ap-
proach. In addition to RGB (red, green, blue), also other color spaces such
as HSV (hue, saturation, intensity) and YCbCr (luminance, blue chroma
difference, red chroma difference) are often used for feature detection [55].
Color transformations have also been proved to be a beneficial aid in lip
segmentation [28, 57].
The extraction of lip contours using segmentation methods is not always
precise. Nevertheless, the contours can be used to define the mouth’s re-
gion of interest for boosting other methods. Changes in illumination in the
mouth region and the presence of tongue or teeth can significantly affect the
segmentation results. Illumination normalization can be achieved by the use
of specialized filters: for color images via color constancy filters [40], or for
gray-scale images via illumination invariant filters [43].
Chapter 3
Facial state categorization
This chapter details the proposed facial element state categorization and
gives an overview of the video material used in the experiments. The pri-
mary objectives of this chapter are: to provide a common definition and
terminology for openness estimation from imagery for each facial element
(eyebrow, eye, mouth), and to introduce the video material that was manu-
ally annotated for the experiments according to the presented categorization.
Here openness is defined in terms of states : the degree of openness in a point
in time. Transitions between states are considered actions.
The proposed facial state categorization utilizes quantized states for each
facial element (eyebrow, eye, or mouth observation) given a video frame.
The states can be further divided into absolute or progressive types: absolute
states are binary in nature and can be defined as either open or closed whereas
progressive states include intermediate steps between the open and closed
states. A summary of the proposed categorizations for each facial element
can be seen in Table 3.1. Each category is assigned an identification number
for use in both experiment and evaluation phases.
The first section of this chapter discusses the categorization for eyebrow
position: the relative position of the eyebrow in relation to its neutral lo-
cation in the face. The second section studies eye openness: the distance
between eyelids and the functional differences between the most common
eyelid distances. The third section focuses on mouth state: the location of
mouth corners, upper and lower boundaries of the mouth in the face and the
shape they describe. The final section of this chapter introduces the source
material for the experiments, and describes how the state categorization was
employed to produce the ground truth annotation.
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Eyebrow Eye V Mouth H Mouth Mouth
Absolute 0: neutral 0: closed 0: closed 0: neutral 0: closed
1: shifted 1: open 1: open 1: shifted 1: open
Progressive 0: down 0: closed 0: closed 0: relaxed 0: closed, relaxed
1: neutral 1: squint 1: open 1: narrow 1: closed, narrow
2: raised 2: open 2: wide 2: wide 2: closed, wide
3: wide 3: open, relaxed
4: open, narrow
5: open, wide
6: wide, relaxed
7: wide, narrow
8: wide, wide
Table 3.1: Summary of the categorization values for each facial element. “V” stands
for vertical, while “H” stands for horizontal. The number assigned to each state is its
corresponding numerical value.
3.1 Eyebrow position
The absolute eyebrow states consists of the positions {neutral, shifted}. Here
the shifted position describes any eyebrow movements outside the neutral
state. The eyebrow is considered shifted when it changes position from a
known neutral position, defined by the location of the eyebrow with respect to
a detected landmark point in the face. The progressive states {raised, down,
neutral} make a more precise distinction between the eyebrow positions. The
identified actions for the eyebrow are limited to {neutral, motion}.
3.2 Eye openness
The degree of eye openness can be categorized according to the position of
the upper eyelid in relation to the lower eyelid. The proposed categorization
system according to eyelid location can be seen in Figure 3.1. In this work the
states of the eye are quantized to match the schema of Figure 3.1 with a few
simplifications. The absolute states for eye openness are {open, closed} posi-
tions, while the progressive states are {wide, open, squint, closed}. In terms
of eyelid separation, an occluded or transitional eye position is interpreted
as a squint state.
The actions identified for the eyes are {blink, squint, wide}. A blink
is a transition of states between open → closed → open. The squint and
wide actions are similarly defined as open → squint → open and open →
wide → open respectively. The duration of the actions does not change the
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(a) Wide open (b) Normal (c) Occluded (d) Transitional (e) Closed
Figure 3.1: Transition of states in an eye closure sequence. The eye opening pattern is
longer in duration. It can be seen that in state (d) the eyelid covers the pupil (no vision),
but it is regarded as partially open in the eyelid distance categorization.
prototypical definition, meaning that one prolonged blink transition is still
considered to be a blink.
In the definition of openness based on the eyelid distance, a closed state
usually implies that the eyelid covers the pupil (no vision), however the pupil
can still be covered while the eyelids are not in a complete closed state. This
scenario extends to the definition of squint, where squinting would indicate
that the person closes the eyelids near the maximum point while retaining
vision, however the eyelid distance to achieve this position can be produced
while blocking the pupil. For the sake of simplicity, only the position of the
eyelids is considered here in the definition of openness.
3.3 Mouth state
The shape described by the outer boundary of the lips is considered sufficient
in this work for the assessment of the mouth states. The outer boundary of
the lips is modeled as having two degrees of freedom: horizontal and vertical
displacements. In Figure 3.2 the proposed quantization of mouth states is
shown. This approach is geometrical, meaning that no prior assumption of
mouth movements is made.
The absolute states for the mouth are {open, closed}. In the case of
the progressive states a total of 3 vertical and 3 horizontal positions are
defined: {closed, open, wide} in the vertical direction, and {relaxed, narrow,
wide} in the horizontal direction. The combined mouth positions total in 9
possible states. The presence of tongue or teeth and their position is neither
studied nor evaluated. Mouth actions are described by the non-linguistic
elements {opening, closing, vocalize}. Here vocalize is manifested as repeated
transitions between horizontal and vertical progressive mouth states.
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Figure 3.2: Mouth states defined for this work. The states consider the outer border of
the lips with horizontal and vertical displacements.
Chapter 4
Landmark detection
This chapter focuses on the algorithms for facial landmark detection, used
later to compute the features described in Chapter 5. The landmark detection
methods take as input a face region and produce a set of point locations
for eyebrows, eye corners, eyelids, mouth corners, and upper and lower lip
boundaries.
The presented algorithms rely on accurate face detection. The face de-
tector may report false positives, and to account for this, in SLMotion [47] a
pruning and interpolation step is performed as postprocessing. In pruning,
skin detection is executed: if the amount of skin-like pixels is below a thresh-
old, the face is discarded. The interpolation step fills in undetected faces
based on the location of the closest previously detected face in the video
frames. Face detection employs OpenCV’s [11] implementation of the Viola-
Jones rapid object detector [93]. The detected face regions are considered to
be accurate, even though it is known that this is not always the case.
The facial landmark detection methods presented in this chapter can be
grouped by their use of segmentation. The segmentation step divides the face
into regions of interest (RoIs) in order to detect landmarks more accurately.
Furthermore, different estimation methods are used for each type of face RoIs.
This work explores two face region segmentation methods for the proposed
landmark detection algorithms.
The content of this chapter is as follows: Section 4.1 introduces the face
region segmentation schemes that produce image regions for each facial el-
ement. Section 4.2 continues by detailing the preprocessing algorithms em-
ployed for landmark detection. The preprocessing algorithms are used to
perform either gray-scale photometric normalization, color segmentation, or
color normalization. Section 4.3 describes the landmark detection algorithms
for eyebrow, eye, and mouth regions; finalizing with a description of a recent
third-party method of landmark detection used for comparison.
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4.1 Face region segmentation
The detected rectangular face region IF is the starting point for landmark
detection. It is delineated by two coordinate corner points, (xf0 , y
f
0 ), (x
f
1 , y
f
1 ).
The region IF is always a square shaped with size N × N pixels, where N
can vary across frames. The landmark coordinates are normalized into the
range of (x, y) ∈ [0, 1]× [0, 1] with respect to the face region, to account for
differences in the face location and for size variation across frames.
Two segmentation methods are studied; each one divides the face region
into eyebrow, eye, and mouth RoIs. The first segmentation method (G1)
is based on face proportion constraints [33], while the second method (G2)
employs the precomputed landmarks from the flandmark package [90], a
facial feature detection software based on Deformable Part Models. Both
segmentation methods produce the same type of output: a set of image RoIs
to be used as input for the proposed landmark detection methods. The
RoIs do not have to be precise. However, the extracted RoIs should leave
interfering elements such as hair, nose, or clothing outside the region.
4.1.1 Segmentation by face proportions
The first face segmentation method, referred here as G1, employs the cues
of facial symmetry and face proportions to approximate the location of facial
RoIs. The face proportion principle states that features in the human face lie
within small variations of standard locations, showing patterns according to
race and gender [80]. Facial symmetry and face proportion constraints have
been researched mainly in the medical and behavioral fields where proof of
a strong relationship between face symmetry and perceived aesthetics and
healthiness has been demonstrated. However, facial symmetry and propor-
tion have not been very prominent for other applications.
In Figure 4.1 the outline in red dots represents the face region, while
the green solid line outlines are the face RoIs. Here the red dots are the
estimated facial landmarks and the green dots are the geometric center of
the landmarks that they describe. In the segmentation method G1, the face
RoIs are estimated as:
Iu,r =
{
(x, y) ∈ N2 |xf0 ≤ x ≤ xf0 N2 , yf0 ≤ y ≤ yf0 + 2N5
}
(4.1)
Iu,l =
{
(x, y) ∈ N2 |xf0 + N2 ≤ x ≤ xf0 +N, yf0 ≤ y ≤ yf0 + 2N5
}
. (4.2)
Here Iu,r represents the upper right image area containing the right eye-
brow and eye, with (xf0 , x
f
0) the face region top-left corner point; likewise for
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Figure 4.1: Facial RoI extraction methods in comparison. Left: Example application
of face proportion and face symmetry method G1. Right: Example application of
flandmark-based area extraction G2.
Iu,l the upper left image area. The mouth RoI is estimated as:
Iv =
{
(x, y) ∈ N2 |xf0 + 1N5 ≤ x ≤ xf0 + 3N5 , yf0 + 4N5 ≤ y ≤ yf0 +N
}
.
(4.3)
The limits of the RoIs were obtained from the inner face proportions
suggested in [33] and adjusted according to visual inspection on random
samples of the training data.
4.1.2 Segmentation by face landmarks
The second face segmentation method, referred to as G2, employs the land-
marks extracted with the flandmark software for coarse estimation of in-
dividual face elements’ RoIs. The eight (x, y) landmark coordinate points
from flandmark are not directly used due to the presence of noise in the
location of the features, observed in previous research [60]. The output of
G2 is similar to that of G1, but the area sizes differ.
To segment the right eye, G2 computes the center cr = (crx, c
r
y) of the eye
corner landmark locations. The same approach is employed for the left eye
and mouth landmarks. In Figure 4.1, an example of the extraction is shown,
here the face landmarks are red dots, while the computed centers appear as
green dots. Using the computed centers, a region is extracted for each facial
element with an estimated displacement factor.
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The implemented displacement factors were chosen by sampling random
frames and computing the average value of coordinate displacement required
to cover each facial element. The displacement factor δu = (δux , δ
u
y ) for the
eye regions is (1.1, 1.5), and the displacement factor δv = (δvx, δ
v
y) for the
mouth region is (1.6, 1.3). The RoIs are estimated as:
Iu,r =
{
(x, y) ∈ N2 | crx − δux ≤ x ≤ crx + δux , cry − δuy ≤ y ≤ cry + δuy
}
(4.4)
Iu,l =
{
(x, y) ∈ N2 | clx − δux ≤ x ≤ clx + δux , cly − δuy ≤ y ≤ cly + δuy
}
(4.5)
Iv =
{
(x, y) ∈ N2 | cvx − δvx ≤ x ≤ cvx + δvx, cvy − δvy ≤ y ≤ cvy + δvy
}
. (4.6)
4.2 Preprocessing algorithms
The landmark detection algorithms share some preprocessing procedures that
are described in this section for later reference (when used). The preprocess-
ing algorithms are used to enhance the face image IF in order to aid in the
estimation of skin and reduce the influence of shadows. Three preprocessing
algorithms are used across the landmark detection methods for this:
1. Photometric normalization using single scale retinex (SSR) [43].
2. Skin color mask estimation using color segmentation rules [49].
3. Color normalization based on gray world assumption [40].
The SSR illumination compensation algorithm performs photometric nor-
malization by minimizing the effect of varying illumination in an image. The
SSR is a retinex-based method, it combines the working principles of the
retina and cortex into a single theory to explain color constancy [53]. The
SSR algorithm extracts the illumination invariant reflectance component L
from the gray-scale image IG by:
L(x, y) = α log
(
IG(x, y)
IG(x, y)F (x, y)
)
− β (4.7)
F (x, y) = k exp
(−(x2 + y2)
c2
)
, (4.8)
where α is a gain factor and β an offset parameter; k in the Gaussian kernel
F (·) is a normalization factor, and c controls the area covered by the kernel.
The reflectance image L minimizes the influence of shadows in the images.
The SSR filter used in the experiments is implemented in the INToolbox
library [94].
The second preprocessing algorithm utilizes a simple skin mask estimation
method based on color segmentation rules. The segmentation rules mark each
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image pixel as being skin or not, thus forming a binary mask. The skin color
mask is estimated in the RGB color space by the combination of two rule
sets. The first rule set describes skin color in uniform daylight illumination:
(R > 95) ∧ (G > 40) ∧ (B > 20)∧
( max{R,G,B} −min{R,G,B} > 15)∧
(|R−G| > 15) ∧ (R > G) ∧ (R > B). (4.9)
The second rule covers flashlight or daylight lateral illumination:
(R > 220) ∧ (G > 210) ∧ (B > 170)∧
(|R−G| ≤ 15) ∧ (R > B) ∧ (G > B). (4.10)
The complete skin color segmentation creates the output mask by joining
(logical OR) the two sets of rules in Equation (4.9) and Equation (4.10).
Finally, since darker areas of the face, such as eyebrows, eyes and mouth
cavity pixels, are marked as non-skin by the rules, morphological filling is
used to regain areas within the face.
The third preprocessing algorithm is related to color normalization in
images to achieve color constancy. Color constancy means the possibility
of constant color identification of an object even under varying illumination
conditions. It can be achieved using the gray world algorithm; it is based
on the assumption that colors in an image average to a neutral gray. This
assumption holds only if the image has a pertinent color distribution. Even
though the assumption of tendency of colors to sum up to gray may not
always hold, the approach is beneficial for the SL video data due to the gray
background in the used video data.
The algorithm estimates the average color of the image and compares it
with a neutral gray to determine the color of the original object. The im-
plemented method of normalization follows the same principle by computing
the mean of each color channel and scaling the channels according the gray
average. The scale factors α, β, γ of each of the RGB channels are computed
as:
(α, β, γ) =
( 1
3
∑
i µi
µR
,
1
3
∑
i µi
µG
,
1
3
∑
i µi
µB
)
(4.11)
where µi is the average intensity in the channel i ∈ {R,G,B}. The scaling
is given by:
(R′, G′, B′) = (αR, βG, γB), (4.12)
with (R′, G′, B′) being the new normalized color image channels according to
the gray world algorithm.
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Figure 4.2: Red square: Estimated face region IF. Red dots: Target facial landmarks.
The landmarks can be computed using different algorithms.
Segmentation Element Landmark detection algorithm
Face Proportions (G1)
Face Landmarks (G2)

Eyebrow Projection (Pr)
Eye
{
Radial symmetry (Cr)
Projection (Pr)
Mouth
{
Pseudo hue Gradient (Gr)
Pseudo hue Binary (Bi)
Full face image
 Eyebrow Supervised Descent (Sd)Eye Supervised Descent (Sd)
Mouth Supervised Descent (Sd)
Table 4.1: Summary of the implemented algorithms for landmark detection.
4.3 Facial landmark estimation
The proposed method for estimating eyebrow position, eye openness, and
mouth state is based on the construction of a set of facial landmark points
as shown in Figure 4.2. These estimate the position and shape of eyebrows,
eyelids (or iris height), eye corners, mouth corners, and upper and lower
lip boundaries. Several landmark detection techniques are explored for each
facial element as summarized in Table 4.1: oriented projections and pixel
similarity for eyebrows, oriented projections and radial transform for eyes,
and pseudo-hue masks for lips. For comparison, the landmarks detected
using the Supervised Descent Method from the IntraFace package [98] are
also considered.
The complete set of estimated landmarks consists of 22 points. In Fig-
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(a) (b) (c)
(d) (e)
Figure 4.3: Differences in landmark locations with different detection methods. (a) G1,
Pr, Cr, Gr. (b) G1, Pr, Pr, Bi. (c) G2, Pr, Cr, Gr. (d) G2, Pr, Pr, Bi. (e) Sd.
ure 4.3, the differences in landmark locations can be seen for the same video
frame using the different landmark detection algorithms. The eyebrow is
described with five landmarks, the eye with four, and the mouth also with
four landmarks. These are used to calculate a set of geometric features which
are detailed in Chapter 5. This section studies the landmark detection algo-
rithms for each type of facial element.
4.3.1 Intensity projection
Intensity Projection (Pr) is an algorithm aimed at eyebrow and eye landmark
estimation. The algorithm first divides the eye RoI Iu into eyebrow and eye
RoIs by estimating a discriminant line. Second, landmark locations are de-
termined for each RoI type using oriented projections. The projection-based
algorithm Pr determines that the eyebrow and eye locations can be individ-
ually determined as local minima in the vertical one-dimensional projection
of the image region Iu.
To determine the discriminant line between the eyebrow and eye, the Pr
algorithm performs the following steps:
1. Build a gray-scale image IG from IF.
2. Build an illumination invariant version IL of the gray-scale RoI.
3. Extract a skin mask from the RoI and filter out the non-skin from IL.
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(a) (b) (c) (d) (e)
Figure 4.4: Example of the preprocessing steps in some images. (a) Original color image.
(b) Gray-scale version. (c) SSR processed image. (d) Skin mask. (e) SSR processed image
with whitened non-skin.
4. Extract the vertical projection of Iu from IL.
5. Estimate the discriminant line.
IG is processed with the SSR illumination invariant filter to form IL. This
is done to reduce the influence of shadows in the image. To eliminate darker
non-skin areas, such as hair or background, a skin mask is also computed.
The mask consists of tonal segmentation of skin-like color pixels in the image.
The skin mask is used to rule out the background and hair pixels in IL. An
illustration of the preprocessing steps can be seen in Figure 4.4.
The vertical projection of Iu is used to find the eyebrow and eye discrim-
inant line. The y-coordinates of the eyebrow and eye are estimated to be the
two smallest local minima as shown in Figure 4.5. The discriminant line is
the global maximum between the identified local minimums. It divides Iu in
the eyebrow RoI Iu
′
and the eye RoI Iu
′′
.
The local minima of the projections are identified using a local filter. The
filter consists of a gray-scale dilation of the projection vector x, with a flat
linear structuring element b with 0 as its origin. The size of b determines the
number of neighboring values used in the dilation. Denoting the projection
vector as x(x) and the structuring function as b(x), the filter operation is
defined as:
(x⊕ b) = max
s∈b
{x(x− s)}. (4.13)
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(a) (b)
Figure 4.5: Example of a processed eyebrow and eye RoI using intensity projection. (a)
vertical projection of Iu, in blue the eyebrow and eye estimated locations, in red the
discriminant line between the eyebrow and eye. (b) horizontal projection of Iu
′′
, the blue
lines are eye corners, the red line marks the pupil, the black dashed line delimits the search
windows.
4.3.1.1 Eyebrow landmark estimation
A x-coordinate seed location (the darkest eyebrow pixel) is obtained from the
global minimum of the horizontal projection of the eyebrow RoI Iu
′
. From
the estimated eyebrow seed location, a 1×3 search window is used to form a
path towards the left and right ends of the image, consisting of pixels with
the lowest intensity difference. Using the intensity values in the estimated
eyebrow path, a cumulative sum is computed towards both ends and scaled
to the [0, 1] range. Based on a sample of the available training data, it was
estimated that the innermost landmark point of the eyebrow resides where
the cumulative sum exceeds 0.35. The outermost eyebrow landmark point is
estimated to be at the cumulative sum value of 0.45 as seen in Figure 4.6.
It was observed that with larger cumulative sum threshold values the
overall shape of the eyebrow becomes more sensitive to lighter pixels. The
eyebrow shape for persons with short or dim eyebrows is better estimated
with higher threshold values. With the estimated landmarks, the eyebrow
path is divided in equal parts to extract the three intermediate locations of
the eyebrow landmarks.
4.3.1.2 Eye landmark estimation
To estimate the locations of the eye corners, the horizontal projection of the
eye RoI Iu
′′
is segmented into three sections of equal size. The horizontal
corner location is determined as the global minimum of the projection in the
first and last sections. In Pr the landmarks of the iris vertical limits (iris
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(a) (b)
Figure 4.6: Eyebrow path estimation example. The threshold limits [0.35, 0.45] are the
(red, blue) dashed lines. (a) The estimated eyebrow path appears as a black line across the
image. (b) The normalized cumulative sums of the pixel intensities along the estimated
eyebrow path.
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Figure 4.7: Example of binarization and eye limit estimation. (a) Iu region demarcated by
eye corners, red line shows the x-coordinate location of the estimated pupil. (b) Thresh-
olded image after morphological filling, red line as in previous. (c) Inversed intensity values
along the image column at the estimated pupil locations shown in red in (a) and (b).
height) are used instead of the eyelid landmarks. The iris x-coordinate is the
global minimum of the complete horizontal projection.
The y-coordinate of each eye corner is determined as the global minimum
of the image column vector at the estimated horizontal location of the eye
corner. To eliminate the influence of shadows near the eye in Iu
′′
, pixels that
are outside a radial area centered at the mean center of the eye corners are
eliminated.
The eye image region Iu is processed with Otsu’s global thresholding
method [66] to obtain the iris limits. The binary image is morphologically
filled to account for reflecting light inside the iris area. The limits of the
visible iris are then determined as the image region containing the largest
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number of dark pixels in the column corresponding to the estimated pupil
location as shown in Figure 4.7.
4.3.2 Eye landmarks from radial symmetry
In face imagery radial symmetry is of special interest to locate the iris and
estimate the gaze direction, since the iris and pupil show strong radial sym-
metry cues. Radial symmetry transforms are designed to estimate centers
of areas that display some degree of circular appearance around them. This
type of transforms have been studied and used to estimate the iris location
with some success [59, 100]. The most common transformation employs gra-
dients.
The radial symmetry transform takes an image as input, computes the
vertical gradients, and evaluates all pixels as potential centers of radial
shapes. The output of the transform consists of a matrix of values indicating
how likely each pixel location is surrounded by a radial pattern. The abso-
lute orientations of pixel gradients between the center of a radial shape and
the pixels forming the shape should be the same, therefore any pixel location
that satisfies this condition receives a high value in the output matrix.
The pupil localization algorithm presented in this section is based on the
work in [89]. However, the transform did not produced suitable results for
eye corner detection during initial experiments of this work. Eye corners
usually do not show radial patterns. Instead, the eye corner’s radial cues
in the image can be attributed to compression distortion or to the use of
smoothing filters. Henceforth, oriented projections are used in this work for
eye corner detection.
The following steps are performed by the radial-symmetry-based Cr al-
gorithm in order to detect the iris landmarks:
1. Compensate illumination in Iu
′′
using the SSR filter.
2. Smooth the image region with an average filter.
3. Rule out pixels above an intensity value threshold.
4. Compute the image gradients gi, for all i pixels.
5. Estimate the radial symmetry transform matrix using gi.
6. Select the maximum of the transform matrix as the iris center location.
7. Detect eye corners via oriented projections.
The first step in the Cr algorithm processes the eye region Iu
′′
with the
SSR filter to reduce the influence of shadows (Section 4.2). The resulting
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Figure 4.8: Processed images with Cr at different states. Areas with major radial sym-
metry appear in red. (a) Open eye. (b) Squint. (c) Closed eye.
image IL is scaled to the [0, 1] range. This step in combination with step
three reduces the number of potential iris centers in the image.
For the second step, [89] suggested a Gaussian filter to reduce pixel value
variations of small significance. In the other hand, this work proposes the use
of an average filter to smooth the image. Gaussian filters remove less details
than average filters. However, the average filter is computationally faster
making it a good alternative choice. In the average filter operation, each pixel
intensity value of the image is averaged within a neighborhood defined by a
kernel. The implemented filter uses a default 5×5 square kernel, however, a
larger 7×7 square kernel is used for face images larger than 400×400 pixels.
The third step is introduced in order to reduce the computation time of
Cr by ruling out potential centers in the smoothed and illumination compen-
sated image. Iris and pupil pixels appear darker and show narrower intensity
value distribution than skin pixels. The interest is then only on intensity
changes from low to high to focus on dark radial patterns. To take advan-
tage of this, the search space of the algorithm is thresholded to the lowest
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10% pixel intensities of the image. The threshold then limits the potential
optimal center c∗ to low intensity pixels only.
For the fourth step, the transform in Cr uses the vector field of image
gradients gi for each image location i. As suggested by [89], gradients of
small magnitude are ruled out from the optimal center candidates as they
typically represent monotonous regions such as skin or sclera. The image
gradient is computed by the operation:
gi =
(
∂Iu
′′
(xi, yi)
∂x
,
∂Iu
′′
(xi, yi)
∂y
)
. (4.14)
The radial symmetry transform matrix (fifth step) is estimated by first
scaling the gradient vector magnitudes such that ||gi|| = 1. Then, for every
possible center ck of a circular element, a displacement vector di is computed
in reference to a pixel position xi, i 6= k. di is also normalized to unit length
to maintain equal weight for all xi. The displacement is given by
di =
xi − ck
||xi − ck|| . (4.15)
From Equation (4.15) it can be observed that for a given potential radial
center ck, the displacement di is maximal if it has the same absolute orien-
tation as gi evaluated at the same position xi. Using this observation the
output of the transform at each pixel location forms a value matrix where
each value is given by:
ck =
1
N
N∑
i=1
wck(d
T
i gi)
2, (4.16)
i.e. the sum of squared dot products between the displacement and gradient
vectors for all potential centers k. Here wck is a weight factor that incorpo-
rates the prior knowledge of the eye intensity values to reduce dominance of
local maximums. Since pupils usually appear darker than other regions of
the eye, the weight factor is chosen so that more importance is given to dark
centers than to bright centers. The optimal iris center c∗ in the sixth step is
selected as the global maximum ck of the transform matrix.
The last step computes the eye corners following the estimated location of
the iris using oriented projections. The eye RoI is divided in two subregions
delimited by the horizontal location of the iris. Within each of the subregions,
the eye corner is estimated as the global minimum of the resulting oriented
projection. This follows the same principle as in Pr.
Examples of transform matrices are given in Figure 4.8 for three eye
states. Limiting the search space does not change the locations of the optimal
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(a)
(b)
Figure 4.9: Example of processed images in Cr with complete faces. The radial symmetry
transform is influenced by the presence of nose orifices and other artifacts of light and
shadow. (a) Input images. (b) Results of the radial symmetry transform.
centers. For closed eyes, using the threshold preprocessing improves the
result making a closer approximation to the eyelid area. The strongest radial
pattern during a squint or closed eye position may shift from the iris to the eye
corners, or in some cases, eyelid shadows that show some degree of circular
appearance. Light reflections in the iris also have a negative effect in the
center estimation and weight factors due to gradient variations within the
iris area. The influence of more than one circular pattern in the same image
can be observed in Figure 4.9, where, due to eyelids or light reflectance, radial
characteristics of other facial features are stronger than those of the eye.
4.3.3 Mouth landmarks from color segmentation
To estimate the landmark coordinates of the mouth, the mouth region RoI Iv
is used as input. The mouth corners, and upper and lower lip landmarks are
employed to extract the state of the mouth. The mouth landmarks are es-
timated using an approach that utilizes color normalization, transformation,
thresholding and projection.
Examples of tested lip segmentation algorithms based on color features
can be seen in Figure 4.10. The examples use images extracted from FinSL
videos. In the videos, changes of illumination pose difficulties in segmenting
upper from lower lip and make extraction of mouth landmarks unstable. The
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(a) (b) (c) (d) (e) (f) (g) (h)
Figure 4.10: Sample lip mask estimation for different color segmentation algorithms using
mouth RoIs from the FinSL videos. (a) Original image; (b) [82]; (c) [48]; (d) [69]; (e) [57];
(f) [1]; (g) [9]; (h) [14].
tested color segmentation methods use the RGB color space [48, 69, 82], the
YCbCr color space [1, 57], a combination of both [9], and I3 from [14].
The algorithms proposed in this section are based on a color transfor-
mation by means of pseudo hue variations. The transformation have been
studied in [27, 28] where its formulation uses only the information of the red
and green channels. This allows the use of color normalization techniques
since no channel value is used directly. In previous studies binary masks
derived from color segmentation methods have been used for pre-labeling lip
pixels; in this work the mask itself is considered strong enough to estimate the
mouth landmarks. In the proposed algorithm the mouth mask is extracted
from the transformed image by Otsu’s thresholding method [66].
4.3.3.1 Mouth mask extraction
Two image components are used for mouth mask extraction: the pseudo
hue component H, and the luminance component L. The mouth mask is
extracted by performing these steps on the mouth RoI:
1. Normalize color using the gray world algorithm.
2. Estimate pseudo-hue and luminance components.
3. Compute vertical gradients from three combinations of pseudo-hue and
luminance components.
4. Compute the composite matrix RN using the vertical gradients.
5. Threshold the composite gradient component.
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The first step proposes to account for changes in illumination in the mouth
RoI in order to obtain a better segmentation. To achieve this color normal-
ization is performed using the gray world algorithm as in Equation (4.12).
The normalization is performed in all color channels simultaneously.
In the second step, color transformation is applied to enhance the contrast
between skin and lip colors. The pseudo hue component H takes advantage of
the red and green pixel value difference between lip and skin. This difference
is higher for lips than for skin pixels. The pseudo-hue component H is
computed by an approximation of the component U from the LUX color
space [55] such that H ≈ U :
H =

G
R
if R > G,
1 otherwise.
(4.17)
The luminance component L from the LUX color space is used in order
to take advantage of the shadows produced by the mouth. The luminance
of the oral cavity is significantly lower than luminance in the lips. This
difference is useful to reduce the number of false lip regions by incorporating
this information in H. The relative luminance can be computed from the
RGB channels with pixel-wise operations as:
L = (R + 1)0.6(G+ 1)0.3(B + 1)0.1 − 1. (4.18)
The third step employs the gradient matrix components from [28, 86].
The vertical gradients of the pseudo hue H and the luminance channel L are
combined to produce three new image matrices Rtop, Rmid and Rlow. The
vertical gradient operator is denoted here by ∇y. The new images enhance
the contrasting difference between the lip and skin into a set of image edges
as follows:
Rtop = ∇y (HN − LN) (4.19)
Rmid = (∇yHN)LN (4.20)
Rlow = ∇yHN , (4.21)
where LN and HN represents the components scaled to the [0, 1] range. In
Rtop the upper lip edge becomes more apparent, while in Rmid the inner
border gradients of the lips are the lowest, and finally in Rlow the lower
border of the lips shows stronger negative gradients. In the mid and low
image gradients, values greater than zero are ruled out since they represent
changes from darker to lighter that are not relevant. The result of this
thresholding operation is represented by R∗.
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The fourth step constructs a composite edge image R from the set of
gradients previously computed. The combined edge image is given by:
R = Rtop −R∗mid −R∗low. (4.22)
The final step involves computing two binary masks from the gradient
matrices. The first lip mask Bi is computed from HN , while the second mask
Gr is computed from RN , the [0, 1] scaled edge image R. The thresholding
is performed using Otsu’s algorithm. Morphological postprocessing is also
performed in order to remove noise in the masks. Both lip masks Bi and Gr
are post-processed in the same way.
4.3.3.2 Mask postprocessing
Morphological postprocessing is applied to the binary lip masks to account
for falsely marked lip pixels. For this, four postprocessing steps are applied:
1. Morphological closing.
2. Oval mask filtering.
3. Removal of small components.
4. Removal of bordering components.
Morphological closing fills small gaps between the lip mask and connects
marginally separated regions; the used structuring element is a disk of size 3.
In oval mask filtering an oval mask is created and centered at the mouth RoI
image Iv with its axes aligned with the image edges; lip mask pixels falling
outside the oval mask are eliminated as lip pixel candidates. In the removal
of small components step, connected components (clusters of pixels) with an
individual size less than 10% of the total number of lip candidate pixels are
ruled out. Finally, any pixel components connected to the image border are
eliminated. In Figure 4.11 an example set of the whole process can be seen
where the final lip mask is also shown.
4.3.3.3 Landmark detection
After lip mask postprocessing, the mouth corner landmarks {m1,m2} are
estimated using a horizontal projection of the lip mask. In the resulting
projection the x-coordinates of the mouth corners correspond to the leftmost
and rightmost occurrence of a value greater than a threshold τ = 2 pixels in
the projection vector. The y-coordinate for both landmarks is estimated as
the median of the lip mask pixel y-coordinate locations in the column vector
of the corresponding mouth corners.
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(a) (b) (c) (d) (e) (f) (g)
Figure 4.11: Image examples of the intermediate steps in lip mask estimation for landmark
extraction. (a) Original image; (b) Pseudo hue after color normalization; (c) Rtop; (d)
Inverted Rmid; (e) Inverted Rlow; (f) RN ; (g) Lip mask Gr after post-processing.
The upper and lower lip landmarks {m3,m4} are selected based on the
vertical projections of the horizontally aligned lip mask image. The alignment
is done with respect to the angle formed between {m1,m2} and the horizon.
The estimation of the landmark y-coordinates follows the same principle as
for the mouth corners, with threshold τ = 2 pixels. The x-coordinate of
{m3,m4} is the mean of the mouth corners’ x-coordinates.
4.3.4 Appearance based method
The appearance based method used in this work is the Supervised Descent
Method (SDM) [98], a face alignment algorithm inspired by the Active Ap-
pearance Model (AAM) [18] and the Constrained Local Models (CLM) [20].
The SDM algorithm learns during training a sequence of optimal descent
directions with a supervised approach. The optimal descent directions are
computed using features extracted from known landmark locations at sam-
pled images. The algorithm performs minimization of a non-linear least
squares problem without the need to compute the Hessian or Jacobian using
the learned descent directions. This approach is a reinterpretation of the
cascade regression procedure (also known as Cascaded Pose Regression [22])
using gradient descents.
SDM computes Scale-Invariant Feature Transform (SIFT) [58] features
around each landmark position. SIFT also provides illumination compensa-
tion. The SDM algorithm is a non-parametric method and it does not require
an appearance model for fitting. An additional advantage is that the fitting
process is fast. However, the algorithm requires large amounts of training
data to produce a suitable model.
The SDM algorithm has been used for face recognition, face tracking,
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(a)
(b)
Figure 4.12: Facial landmark detection using Sd algorithm implementation from
IntraFace. (a) Full set of estimated landmarks; (b) Set of landmarks used in this work.
facial expression analysis, and facial expression transfer. This work uses only
the feature detection capabilities of the algorithm. The implemented SDM
algorithm is denoted Sd to keep the same naming convention as for the other
landmark detection algorithms.
Implementation of the algorithm is provided by the IntraFace software
package [98]. This package is used in conjunction with the face detection
method previously introduced. An example facial landmark detection result
can be seen in Figure 4.12, the used landmarks are only a subset of the
landmarks available in the IntraFace implementation.
Chapter 5
Feature extraction
This chapter details the proposed feature extraction method from which ge-
ometric information of the face state is obtained using the detected facial
landmarks. Since the face proportions like mouth width and height varies
from person to person, a set of subject independent features is constructed.
Feature extraction is performed in the same manner without regard of the
detection algorithm that produced the facial landmarks. The features are
collected in a feature vector and are used to produce categorization values of
the studied facial elements. All detected facial landmarks are normalized in
the range [0, 1] with respect to the face region boundaries prior feature extrac-
tion. The eyebrows are described with eleven features, the eyes with two, and
the mouth with five for a total of eighteen facial features composing the fea-
ture vector. The feature vector consists of ok = {oE1k , oE2k , oB0k , . . . , oB10k , oMwk ,
oM1k , . . . , o
M4
k }, computed for each k = {1, . . . , N} video frames.
The features for each face element are post-processed with Principal Com-
ponent Analysis (PCA) [72] to eliminate noise. The post-processed feature
vector is later employed as input for the statistical learning methods in order
to build the classifiers for estimating the state of the facial elements. This
chapter details the feature extraction scheme for each facial element. In the
first section the computation of the eyebrow features is introduced, followed
by the eye features, and continuing with the mouth. The last section provides
a visual inspection of the extracted features before they are postprocessed
for a selected video.
5.1 Eyebrow features
Eyebrow position estimation uses the facial landmarks depicted in Figure 5.1.
The left eyebrow is described with the set of landmarks {bl1, . . . , bl5} where
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Figure 5.1: Facial landmarks for eyebrow position. The order of the landmarks for right
and left eyebrows follows the same pattern; the first landmark is the beginning of the
eyebrow from face center towards the ears.
bli = {blix, bliy}, i = {1, . . . , 5} and similarly for the right eyebrow with upper
index r.
The eyebrow features oB0 to oB4 are computed as in [3]. The features
measure the distance between eyebrows, distance between the eyebrow cor-
ners and eye corners, eyebrow slope, and area of the eyebrow region. In
addition, this work proposes the eyebrow feature oB5 that uses the eye center
as a reference point. Features oB1 to oB5 are computed for both left and right
eyebrows independently, while oB0 is computed only once, leading to a total
of 11 eyebrow features. With wlb (w
r
b) the width and h
l
b (h
r
b) the height of the
left (right) eyebrow, the features are computed for the left eyebrow as:
oB0 = ||br5 − bl1|| (5.1)
oB1 = ||bl1 − el1|| (5.2)
oB2 = ||bl5 − el2|| (5.3)
oB3 =
bl5y − bl1y
bl5x − bl1x
(5.4)
oB4 = wlbh
l
b (5.5)
oB5 =
‖elµy − ρelµx − (blµy − ρblµx)‖√
ρ2 + 1
. (5.6)
Here ρ is the slope of the face with respect to the horizon, points elµ
and blµ are the mean of the landmark coordinates of the left eye corners and
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Figure 5.2: Facial landmarks for eye feature extraction. Here he1 is the distance from the
upper eyelid to the lower eyelid, while he2 is the distance from the visible upper iris corner
to the visible lower iris corner.
eyebrow, respectively. The slope ρ can be estimated from the face landmarks,
in this study the slope is estimated using the mouth corners. Features oB1,
oB2, and oB5 are scaled according to the average feature value of the first five
video frames.
5.2 Eye features
Eye openness is determined from the distance between the upper and lower
eyelids. The distance between eyelids can vary for the same state as the
image scale changes. To account for this variation, the eyelid distance has
to be normalized with respect to an invariant facial feature. This approach
makes it unnecessary to register and track scale variations of the eye. Using
the eye landmarks shown in Figure 5.2, the left eye is described with the
landmarks {el1, . . . , el4} where eli = {elix, eliy} and similarly for the right eye.
The degree of eye openness is estimated from the features oE1 and oE2,
the left and right eyelid distance respectively. They are computed by using
the equation:
oE1 =
hle1
wle
(5.7)
oE2 =
hre1
wre
, (5.8)
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Figure 5.3: Facial landmarks for mouth state feature extraction. The landmarks are
positioned at the boundaries of the lips, specifically at the mouth corners and the border
of the upper and lower lip.
where hle1 = ||el4 − el3|| and wle = ||el2 − el1||. || · || stands for the Euclidean
length. Equation (5.8) produces an openness value in the range of [0, 1].
5.3 Mouth features
The set of mouth features accounts for the two degrees of movement freedom
during vocalization of words. The mouth landmarks are {m1, . . . ,m4} with
mi = {mix,miy} as can be seen in Figure 5.3. Distances wm = ||m2 −m1||,
hm1 = ||m3−µwm|| and hm1 = ||m4−µwm|| are computed in order to extract
the features:
oMw =
wm
wm0
(5.9)
oM1 =
hm1
wm
(5.10)
oM2 =
hm2
wm
. (5.11)
Where µwm is the geometric center of the two landmarks describing the
mouth corners. Here wm0 represents the average wm of the first five video
frames.
In addition, the features used in [87] for expression recognition are also
included in the mouth feature set. Features oM3 and oM4 are scale indepen-
dent, meaning that lips at a determined position produce the same output
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values for a larger or smaller identical shape. The added features are defined
as:
oM3 =
wm
hm1 + hm2
(5.12)
oM4 =
hm1
hm2
. (5.13)
5.4 Feature vector arrangement
The extracted features are collected in a feature vector for each studied facial
element. Three feature vectors are produced for each face input. The feature
vector for the eyebrow contains features oB0 to oB10, for the eye it contains
features oE1 and oE2, while the mouth feature vector contains features oM1
to oM4 and oMw. The features for the eyebrow and eye are postprocessed
with a temporal average filter of window size three in order to remove noise,
the same applies for the mouth features using a windows size four instead.
Example values from the filtered feature vectors for a selected video can be
seen in Figure 5.4, the shown feature vectors have not yet been postprocessed
with PCA.
It can be noted by simple observation that the eye features range between
[0.1, 0.6] in the studied videos. The open eye state has values around 0.4,
while the closed state typically falls under the 0.2 value. The state wide
shows values greater than 0.5, but it can also be observed for values above
0.45, while the squint can range around 0.25.
The eyebrow features range between [0, 1] in the studied videos, however
they are scaled for visualization purposes. Taking as example oB1 in Fig-
ure 5.4, values fluctuating above or below 1 could be interpreted as an event,
being a raised state if the value is greater than 1.1 and a down state if less
than 0.9.
The mouth features can not be numerically evaluated by simple observa-
tion. However, mouth movements can be identified by fluctuations in each
of the extracted features. While it is difficult to identify a specific state from
the raw features, the closed,relaxed state is noticeable as the period without
major fluctuations. For all the mouth features, the maximum value observed
was below 4.
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Figure 5.4: Scaled features extracted for a FinSL video using the Sd landmark detection
algorithm evaluated as time signals.
Chapter 6
Experiments
Two experiments each containing a set of evaluations are designed in order
to assess the usefulness of the facial element features extracted after different
face segmentation and landmark detection algorithms. The first experiment,
the FinSL experiment, employs videos from the Suvi (Suomen viittomakielten
verkkosanakirja) dictionary for training and testing the classifiers. The sec-
ond experiment, News Broadcast experiment, uses the best algorithms from
the first experiment to generate annotations in news broadcast videos. The
tests are designed to enable answering the research questions related to the
viability of a facial state estimation method for use in automatic annotation
of SL and news broadcast videos.
The tests in the first experiment are organized by the video data used:
data for testing and data for training the classifiers. Two classification al-
gorithms are incorporated in the tests: Naive Bayes [2] and Support Vector
Machine [19]. The testing data is divided into videos without facial occlu-
sions and videos with occlusions (where the subject uses glasses or hair style
that constantly hides some facial features). The training data is also divided
into two main groups: a subset of the Suvi videos and the Posed video set.
Both training sets contain only videos without facial occlusions. The tests
also consider the number of classes employed for classification: either abso-
lute or progressive states, as described in Section 4.3. A summary of the
organization of tests for the first experiment can be seen in Table 6.1.
The rest of this chapter is organized as follows: the first section provides
details on the video material used for the experiments; in the second section,
the FinSL experiment and the tests designed to evaluate the performance
of the automatic annotations are described; in the third section, the News
Broadcast experiment is defined. The last section describes the classification
task for the experiments, and the formulation of the employed Naive Bayes
and Support Vector Machine classifiers.
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Group Type Training Data Classifier Categorization
Occlusion
yes/no

Suvi Set

Naive Bayes
{
Absolute
Progressive
Support Vector Machine
{
Absolute
Progressive
Posed Set

Naive Bayes
{
Absolute
Progressive
Support Vector Machine
{
Absolute
Progressive
Table 6.1: Summary of the organization of the first experiment.
6.1 Source material for experiments
The video material used in the experiments consists of video sets from three
scenarios: selected videos from Suvi a FinSL video dictionary, posed video
segments, and Finnish news broadcast segments. All employed video material
from the Suvi and posed video segments were manually annotated following
the scheme presented in Chapter 3.
The set of posed video segments has been produced as part of this work.
The formats (duration, quality, resolution) differ between the Posed, Suvi
(FinSL) and news broadcast videos. Audio channels have not been included
for any of the video material. The following subsections provide details on
the video material for each video type. The Suvi and Posed video set are used
primarily for training, test and quantitative evaluation. The news broadcast
videos are evaluated qualitatively. Tables 6.2 and 6.3 show the distribution
of samples in each data set and facial element according to the proposed
categorization.
6.1.1 Finnish sign language sentences
The FinSL video dictionary videos are from the Suvi database. The subset
of videos is the same that a previous SL study [41] used, the videos were
chosen to take advantage of the available linguistic analysis of NM markers
in the study. There are no specifications associated with the videos regard-
ing clothes, hair or glasses; however they can be grouped according to face
occlusions.
All selected Suvi videos have a resolution of 720 × 576 pixels at 25 fps
with a 4:3 aspect ratio. The video compression has been performed with the
Motion JPEG (MJPG) codec. The recording format has the subjects filmed
from the head to the waist in front of a gray background.
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Eyebrow Eye V Mouth H Mouth
0 1 2 0 1 2 3 0 1 2 0 1 2
Suvi 39 258 41 26 50 229 33 228 77 33 240 14 84
Posed 176 567 148 54 173 613 51 744 100 47 759 65 67
Test M 42 1275 365 135 280 1079 188 1034 487 161 1191 137 273
Test F 0 347 123 30 161 271 8 282 161 27 360 84 26
Table 6.2: Distribution of annotated video frames for eyebrow, eye, vertical and horizontal
mouth states. See Table 3.1 for the explanation of the states.
Mouth
0 1 2 3 4 5 6 7 8
Suvi 163 3 62 48 7 22 29 4 0
Posed 687 28 29 39 23 38 33 14 0
Test M 840 50 79 289 68 113 69 15 63
Test F 255 22 5 88 55 18 17 7 3
Table 6.3: Distribution of annotated video frames for mouth states. See Table 3.1 for the
explanation of the states.
There are no specifications regarding clothes, hair or glasses; however the
videos can be grouped according to subjects with or without visible facial
occlusions. In this study the videos with occlusions (glasses and hair style)
are from the same female subject, henceforth the set is named FEMALE and
in the case of the set without occlusions MALE because they are all from the
same male subject.
Each sequence has a duration of 4 to 6 seconds. A total of 2490 frames
are used from 19 Suvi videos: 338 for training, 1682 for the testing MALE
subset, and 470 for the testing FEMALE subset. Examples of the Suvi video
frames can be seen in Figure 6.1a.
6.1.2 Posed video segments
A set of video recordings was produced with a subject performing artificial
eyebrow, eye and mouth movements. This set is called Posed since it does not
follow any natural communicational pattern. The Posed video segments have
been employed as training material to test the performance of the classifiers.
In the Suvi and Posed video segments only one person is filmed per segment,
with the person facing towards the camera.
The Posed set was recorded with a Nikon D5100 photographic camera
at 25 fps with a resolution of 1280 × 720 pixels and 16:9 aspect ratio. The
video compression was performed by the Motion JPEG (MJPG) codec. The
videos were filmed with frontal daylight illumination to reduce shadows in
the face. All recordings frame the subject from the head to the lower portion
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(a) (b)
(c)
Figure 6.1: Example frames from the different video sources used in this work. (a) Subject
from the Suvi video dictionary. (b) Posed video produced as part of the experiments. (c)
News broadcast video showing two faces.
of the neck and include objects in the background. The posed set contains 3
videos with an average duration of 13 seconds each and totaling 891 frames.
6.1.3 News broadcast videos
A different set of videos comes from television recordings of Finnish news
broadcasts from the Yleisradio (YLE) broadcasting company. In these videos
the number of persons varies from zero to many as the scene changes. The
news video set is employed to evaluate the applicability of the automatic an-
notation model for videos outside the Suvi test videos. Possible applications
for annotations in news videos include, for example, speaker identification
and alignment when more than one person is seen in a sequence.
The news broadcast videos have a resolution of 720 × 576 pixels, have a
rate of 25 fps, and 16:9 aspect ratio. The compression is performed using the
H264 (MPEG4 AVC) method. There is no specific format for all sequences,
but they share certain common elements when the news anchor is shown:
background, body and head position, and range of movement. In a sequence,
the news anchor can disappear from the view to introduce sections that do not
show faces. Additionally, more than one face can appear during any sequence
as shown in Figure 6.1c. The set of news videos contains sequences of various
lengths lasting less than a minute, including those with and without faces.
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6.2 FinSL video experiment
The performance of the automatic estimation of the state of facial elements
is evaluated in quantitative and qualitative experiments. In the quantita-
tive FinSL video experiment the state of each facial element was manually
annotated in videos taken from the Suvi dictionary. The annotations were
performed frame-by-frame on basis of the visual appearance of the isolated
frame, without regard to linguistic significance. The manual annotations fol-
low the proposed categorization scheme introduced in Chapter 3. For the
qualitative set of experiments the reference annotations were taken from the
work of [41]. The annotations for the qualitative experiment were prepared
for a subset of the Suvi material from the point of view of linguistic signifi-
cance. In the qualitative evaluation the facial state estimations are visually
inspected against manual annotations and/or video frames to determine the
accuracy of the estimations.
The faces obtained from the object detector are upscaled two times their
original size to gain spatial resolution for the landmark detection algorithms,
and to remove noise by smoothing the image. For each facial element five
test sets were created by combining landmark detection algorithms with the
different face segmentation approaches. The first set combines the segmenta-
tion method G1 and the landmark algorithms Pr, Cr, and Gr for eyebrows,
eyes, and mouth, respectively. The second set uses the same segmentation
method with landmark detection algorithms Pr, Pr, and Bi. The third set
changes the segmentation method to G2 and combines the landmark detec-
tion algorithms Pr, Cr, and Gr. The fourth set is similar to the second
with segmentation method G2. The fifth set uses the landmark detection
algorithm in Sd.
Each of the five test sets produce a feature set for the statistical learning
phase. The features obtained from all available videos are divided in training
and testing subsets. The training subset divides into two sections: data from
Suvi and data from the Posed videos. The testing subset contains also two
sections: MALE and FEMALE test subsets. Naive Bayes and Support Vector
Machine classifiers are built separately for each training subset.
6.3 News broadcast experiment
The set of news broadcast videos is not labeled with any particular infor-
mation regarding the state of the studied facial elements. Henceforth, the
evaluation of the experiment is qualitative. The automatic annotations were
visually inspected and compared with the news broadcast video frames. A
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visual representation of the annotations is produced for each encountered
face/subject in order to facilitate the evaluation. The used approach for the
qualitative evaluation is similar to the one used for FinSL videos, with the
exception that there is no linguistic annotations available for these videos.
The news broadcast videos are not limited to a particular number of
faces in a frame. Detected faces have to be aligned to keep track of each
individual subject in order to avoid mixing up time vector subjects every
time a face re-enters the frame. A simple face tracking algorithm is used for
this purpose based on the idea that a face with a location close to a previous
known location belongs to the same subject. The skin detection algorithm
described in Section 4.2 is used to discard false faces.
6.4 Statistical learning
This section introduces methods for matching the feature vectors constructed
from the facial landmarks with a state according to the proposed facial state
categorization. Two supervised classification methods are employed to exam-
ine the discriminative capability of the proposed features. The first classifica-
tion algorithm employed is the Naive Bayes (NB) [72] probabilistic classifier.
As its name indicates, it computes a class membership probability given the
provided observation by means of statistical inference. The output of the
classifier in this case is the class with the highest probability value.
The second classification algorithm employed is the Support Vector Ma-
chine (SVM) [19] classifier. It utilizes a non-linear kernel function operating
in a different space from the original feature space to separate the classes
and to assign a score to each of the classes. The score is computed as the
dot product between the feature vector and a vector of weights. The output
of the classifier is the class with the highest score. The algorithm can use
different weight estimation methods and kernel functions that can be chosen
to suit a given task.
Classifier performance depends on the type of data and on the classifica-
tion task. A comparative analysis between several types of classifiers using
a common dataset is studied in [15, 16]. The NB classifier’s performance
provides a reference when model complexity and model implementation is
taken into account. Nevertheless, several other classification methods have
shown improved performance in real-world scenarios. The SVM classifiers
have also shown good performance in different applications, and they pro-
vide some flexibility in their parameter selection. SVM is used to evaluate
the performance of a different, more complex, classifier to see the potential
improvement in the studied task.
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6.4.1 Classification task
The classification task consists of training and testing a classifier in order to
produce estimations of the states of facial elements. For training and testing
purposes, all video frames have a labeled state per face element according
to the categorization presented in Chapter 3. The states were manually
labeled and are referred to as the ground truth labels. The classification task
starts by training a distinct classifier for each facial element. The obtained
classifiers are employed to categorize the previously unseen video frames,
known as the test set.
Each facial state represents a single class in the classification task. The
number of classes in a classification problem affects the formulation of the
classifier. When the number of classes is two the problem is named binary
classification. If there are more than two classes the problem is known as
multiclass classification. This work considers exclusively cases where an ob-
servation can only be a member of exactly one class.
6.4.2 Naive Bayes classifier
The NB classifier is a parametric probabilistic algorithm that is based on the
application of Bayes’ theorem, with the assumption of conditional indepen-
dence of features given the class labels (the so called naive assumption). The
NB classifier is very popular for its simplicity in implementation and high
accuracy for small datasets [2]. The NB classifier is known to be fast to train,
fast to compute classifications with, and not affected by irrelevant features.
Despite the simplicity of the model and that the term “naive” indicates oth-
erwise, it is generally considered a good reference baseline classifier.
The NB classifier can be described in terms of a conditional probability
model; given a number of data samples the objective is to know the probabil-
ity of affinity to a class from a known set of possible classes. The probability
model is constructed from the theorem:
posterior =
likelihood · prior
evidence
which, given the observed sample x = {xk, . . . , xN}, and class variable C,
can be formulated as:
P (C|x) = p(x|C)P (C)
p(x)
. (6.1)
The prior probability P (C = c) represents the probability that C takes
the value of c regardless of the value of the sample x. In other words, the
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prior probability describes how frequent is the class C before looking at the
samples.
The likelihood p(x|C) represents the conditional probability that an in-
stance from class c has the observed sample value x. Similarly, the evidence
p(x) is the marginal probability of instance x occurring, without considering
class association. The evidence is the same for all classes, hence it is also
called normalizing constant, and, for classification purposes, can be ignored
since it scales the posteriors equally. The evidence in the two class case is
written as:
p(x) =
∑
C
p(x, C) = p(x|C = 1)P (C = 1) + p(x|C = 0)P (C = 0). (6.2)
Combining the elements of the probabilistic model, for K mutually exclu-
sive and exhaustive number of classes Ci, i = {1, . . . , K} and priors subject
to
∑
j P (Cj) = 1, the posterior can be calculated as follows:
P (Ci|x) = p(x|Ci)P (Ci)
p(x)
=
p(x|Ci)P (Ci)∑
j=1 p(x|Cj)P (Cj)
. (6.3)
From Equation (6.3) by assuming the independence of feature components
x, the posterior can be written as:
P (Ci|x) ∝ P (Ci)
N∏
k=1
p(xk|Ci). (6.4)
The output C ′∗ of the NB classifier is the class with the highest estimated
posterior probability:
C ′∗ = argmax
j
P (Cj|x). (6.5)
The NB classifier used in this work estimates the likelihood from a sample
assuming a normal density function. In this function µi is the vector of
mean values computed from the samples in the observed class i, and Σi is
the covariance matrix of the samples. With d the size of the sample vector
(x ∈ Rd), the formulation of the likelihood follows:
p(x|Ci) = 1
(2pi)
d
2 |Σi| 12
exp
[
−1
2
(x− µi)TΣ−1i (x− µi)
]
. (6.6)
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6.4.3 Support vector machine classifier
SVM classifiers [19] are supervised learning models used for binary classi-
fication and pattern recognition. SVM relies on the concept of separating
hyperplanes, decision boundaries that separate members of one class from
the other. Assuming that the data is linearly separable, a SVM classifier’s
separating hyperplane is the line that separates all members of both classes.
The distance from the closest samples of each class to the separating hyper-
plane is called the margin. While finding any hyperplane may be enough
to divide the data, by maximizing the margin a better generalization can
be achieved. The separating hyperplane that best maximizes the margin
is known as the optimal separating hyperplane, this is the reason for which
SVMs are described as a maximum-margin methods.
Not all data is completely linearly separable. If there is no hyperplane
that can linearly separate the data, the hyperplane that best separates and
maximizes the margin of its nearest samples is the next best option. This is
known as the soft margin technique, it allows misclassification of points by
introducing non-negative slack variables. The slack variables relax the con-
straints of the SVM and measure the misclassification degree in the samples.
The hyperplanes can be described by w ·xi+b = 0, where w is normal to
the hyperplane and b||w|| is the perpendicular distance from the hyperplane
to the origin. The support vectors are the training data points located at
the separation margins of the classes. The SVM objective is to find a hyper-
plane that maximizes the equidistance from the support vectors. For binary
classification, the standard formulation of SVM is given by [2]:
min
w,b,ξ
1
2
||w||2 + C
l∑
i=1
ξi (6.7)
subject to yi(w · xi + b) ≥ 1− ξi
ξi ≥ 0, ∀i.
Here {(x1, y1), . . . , (xl, yl)} are training samples with xi feature vectors
and yi ∈ {−1, 1} target outputs. The soft margin extension introduces C, a
regularization parameter or trade-off, between the accuracy and the amount
of deviations larger than the non-negative slack variables ξi that are tolerated.
The standard SVM formulation leads to a quadratic optimization problem
that can be solved by introducing Lagrange multipliers. The Lagrangian
formulation is given by [2]:
LP = 1
2
||w||2 + C
l∑
i=1
ξi −
l∑
i=1
αi[yi(w · xi + b)− 1 + ξi]−
l∑
i=1
βiξi. (6.8)
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Here αi and βi are the Lagrange multipliers. After differentiating with
respect to w, b and ξi and substituting back, the dual form of the original
optimization problem is obtained. In this formulation the maximum-margin
hyperplane is a function of the support vectors only. The dual form is given
by:
subject to
l∑
i=1
αiyi = 0 and 0 ≤ αi ≤ C, ∀i.
max
α
l∑
i=1
αi − 1
2
l∑
i,j=1
yiyjαiαj〈xi,xj〉 (6.9)
The original SVM was aimed at linear classification, a non-linear formu-
lation is also possible for cases were the data is not linearly separable at
all. The non-linear adaptation of SVM is similar to the linear version except
that the dot product in Equation (6.9) is replaced by a non-linear kernel
function. The kernel functions compute generalized dot products between
two vectors. It can be observed for example that for the linear classifier
K(xi,xj) = 〈xi,xj〉 = xi · xj is a linear kernel. A non-linear mapping
function x → φ(x) can be used to transform the data from its original
space into a higher dimensionality feature space where the data obtains lin-
ear structure. The high-dimensional mapping is related to the kernel such
that K(xi,xj) = φ(xi) · φ(xj). This allows us to find a separating hyper-
plane. The explicit computation of the mapping function can be avoided
since only the dot products of the mapped data need to be determined, this
is referred to as the kernel trick.
The SVM classifiers can use specialized kernels that best suit different
types of data. Under this generalization they became also known as Kernel
Machines [2]. In this work, a Radial Basis Function (RBF) is used as kernel.
The RBF kernel is given by:
K(xi,xj) = exp(−γ‖xi − xj‖2), (6.10)
where the parameter γ determines the extent of the kernel in the feature
space. w in the feature space equals to
∑
i yiαiφ(xi). The output of the
classifier for a data point x′ is determined by:
y′ = sgn(w · φ(x′) + b). (6.11)
SVM is aimed at binary classification, however, for K > 2 classes it can
be extended to multiclass classification by the decomposition of the classi-
fication task into binary problems. A common approach is to construct K
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two-class classifiers, each classifier separates a class from all other samples
that do not belong to it. This approach is referred to as one-vs-all. The
experiments in this work employ an alternative approach referred to as one-
vs-one. In this approach K(K−1)/2 pairwise classifiers are constructed, and
the discriminant uses majority voting to select the output of the classifier.
Each classification is considered a vote, the final output is the class with
the largest number of votes. The SVM implementation used in this work is
provided by the LIBSVM [17] package.
Chapter 7
Evaluation
In this chapter the method of performance assessment is detailed. The com-
plete number of results to evaluate given the experiment setup described in
Chapter 6 is considerable: for each of the four facial elements to evaluate,
five combinations of algorithms is tested, each test is evaluated using two
different classifiers, two datasets are used for statistical learning producing
two different classifiers for each classifier type, additionally each classifier is
used for multiclass and binary classifications. This process is performed for
the MALE and FEMALE subsets. To evaluate the performance of the se-
lected features and classifiers for each facial element a comprehensive tool is
used in order to address the number of dimensions of the experiments, and
the characteristics of the data.
Section 7.1 reviews the performance measure employed in the experi-
ments; the studied measure combines the information of positive and negative
results in a single performance value. The performance evaluation method is
also discussed; a graphical tool is proposed for statistical analysis of the re-
sults given the number of tests and videos used in each test. Sections 7.2 and
7.3 are dedicated to the performance review of the quantitative FinSL exper-
iment; first with the MALE and then with the FEMALE subset of videos.
The algorithms and classifiers with better quantitative performance are sum-
marized in Chapter 7.4. In Section 7.5 a qualitative analysis is performed
using linguistic annotations. In Section 7.6 the results of the qualitative News
Broadcast experiment are evaluated; the analysis is performed with the same
estimation methods selected from the qualitative FinSL experiment. Discus-
sion of the results for all experiments is presented in Section 7.7.
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7.1 Performance measurement
Previous research [83, 84] has explored in detail the invariance of measures in
the context of classification performance analysis, showing that the proper-
ties of a measure can greatly influence the interpretation of results. Measures
should be chosen so that they match the data characteristics of the experi-
ment performed, this way the interpretation of results maintains consistency
with the studied task. In this work the selected measures aim at applicability
and interpretation for both two class and multiclass classification, as well as
being invariant to highly imbalanced classes.
The number of facial states in the test videos are highly imbalanced in all
categories. For a given video frame the classification algorithm assigns a class
to each eyebrow, eye, and mouth position. The assigned class output takes
discrete values for each facial category as described in Table 3.1. Considering
binary classification, a full eye blink occurs approximately within 5 frames.
In a video of 5 seconds containing 2 blinks for example, the class closed
will represent 5·2
5·30 = 0.07 = 7% of the processed frames. This situation is
more evident in multiclass classification since the number of samples in each
class can vary significantly: the number of frames that show a squint or
wide eye state is significantly smaller compared to the number of frames in
neutral open position. Performance measures that account for only positive
or negative classifications can yield misleading interpretations if the classifier
favors only the dominant class of the test [79]. The performance measure
interpretation must be considered when the class distribution is known to be
highly biased towards a specific class.
To evaluate the performance of a test for highly imbalanced classes it is
preferable to use separate measures for each class. In binary classification
this can be achieved with sensitivity and specificity. Sensitivity indicates how
effectively the classifier can identify positive results (the probability that a
state is correctly identified as open given that the state really is open). Speci-
ficity indicates how effectively a classifier can identify negative results (the
probability that a state is identified as closed given that the state is closed).
By using the confusion matrix in Table 7.1, sensitivity can be formulated as
TP
TP+FN
and specificity as TN
FP+TN
. The output value range of sensitivity and
specificity falls within the limits [0, 1]. According to the specification of the
measures, a classification task is considered better as it gets closer to 1 in
both values.
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Actual
Positive
Actual
Negative
Predicted
Positive
TP FP
Predicted
Negative
FN TN
Table 7.1: Confusion matrix for a binary classification scenario; TP: True Positive, FP:
False Positive, FN: False Negative, TN: True Negative.
7.1.1 Mathew’s correlation coefficient
Sensitivity and specificity can be represented by a single correlation coeffi-
cient measure even with imbalanced classification results [6, 79]. This has
the advantage of employing a single measure for preliminary evaluation, al-
lowing the use of sensitivity and specificity for more in-depth analysis if
necessary. The correlation performance measure used is an application of
Pearson’s product-moment correlation coefficient (PCC) [54] to a confusion
matrix known as the Matthew’s Correlation Coefficient (MCC) [62]. It is
worth noting that MCC is strongly related to Pearson’s Phi coefficient (and
consequently with PCC), where the PCC of two binary variables yields the
Phi coefficient, and the Phi coefficient applied in terms of a confusion matrix
equals the MCC [6].
The MCC produces output values in the range of [−1, 1]. A value of −1
represents a total disagreement between classification and true class values, a
value of 1 represents a perfect classification, and a value of 0 represents a clas-
sification no better than random assignment. Even with highly imbalanced
class membership, MCC provides a baseline for performance evaluation when
all observations are assigned to a single class. Given a confusion matrix as
presented in Table 7.1, MCC is given by [6]:
MCC =
TP · TN − FP · FN√
(TP + FN)(TP + FP )(TN + FP )(TN + FN)
(7.1)
MCC is also used to measure the performance of classifications when there
are more than two classes, by extending the PCC for K classes, as suggested
by [32]. The multiclass PCC performance measure RK , renamed “multiclass
MCC” due to its use of the confusion matrix, is explored in [44, 45]. The
measure yields consistent results with the two class version of MCC, the
output value interpretation is also the same as with the two class version.
MCC provides a good single performance metric where using other perfor-
mance measures would have required per-class analysis of each experiment.
For this reason MCC is a reasonable tool to quickly assess multiclass per-
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formance in balanced and imbalanced classifications. Consider two N × K
classification matrices: Y as the class memberships assigned by a classifier,
and Y ′ the true class memberships. Generally, the sample PCC is defined
as [32]:
RK =
cov(Y, Y ′)√
cov(Y, Y ) cov(Y ′, Y ′)
(7.2)
with
cov(Y, Y ′) =
K∑
k=1
1
K
cov(Yk, Y
′
k)
=
1
K
N∑
n=1
K∑
k=1
(Ynk − Y¯k)(Y ′nk − Y¯ ′k) (7.3)
where Y¯k =
1
N
∑N
n=1 Ynk and Y¯
′
k =
1
N
∑N
n=1 Y
′
nk are the means of the class (col-
umn) k. In this formulation, PCC supports multiple classes by means of the
inner product of the corresponding columns of each matrix and subtracting
their means.
The sample PCC can be applied in terms of a confusion matrix by in-
cluding a K × K confusion matrix C, where Ckk represents the number of
correctly classified frames yik in class k, and Ckl the frames classified as class
k that belong to class l, l 6= k. With the binary variables yk = y1k, ..., ynk,
yik ∈ {0, 1} for the discrete case. The final formulation of MCC then follows
the same construct as the sample PCC, and using Equation (7.3) it can be
seen that:
MCC =
∑
klm
(
CkkClm − CklCmk
)
√√√√∑
k
[(∑
l
Ckl
)( ∑
l′,k′ 6=k
Ck′l′
)]√√√√∑
k
[(∑
l
Clk
)( ∑
l′,k′ 6=k
Cl′k′
)] ,
(7.4)
which can be considered as a K-dimensional description of the two class
MCC. The multiclass MCC has the same value range of [−1, 1] as in the two
class version.
In the context of the video data, a MCC value of 0.25 indicates that the
estimations only follow partially the movement of the facial element and are
not very reliable. More explicitly, that the estimations have a major ten-
dency to follow the true pattern (a few continuous frames or several sporadic
frames) than to not following it. A MCC value of 0.5 indicates that the es-
timations may miss some frames or events, but otherwise follow greatly the
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Figure 7.1: Horizontal representation of a Box Plot as used in this work. Q1 and Q3
represent the upper and lower quartiles of data respectively, with the interquartile range
(IQR = Q3 − Q1) as their difference. The outliers are represented with bubbles outside
the range of the whiskers.
true patterns of movement. A classification model reaching this performance
value is considered to be good but noisy. A MCC value of 0.75 indicates
that the true movement patterns are following very closely, with a few mis-
alignment errors or ambiguous intermediate states. At a value of 0.75 the
classification model is considered to be reliable. Any higher MCC value adds
to the model reliability, however, reaching 0.85 is considered to be a near
perfect estimation.
7.1.2 Graphical evaluation
For numerical evaluation the general performance of a classifier across all
available videos in a test is considered. This task would typically employ the
average MCC produced for all videos. However, the average of the correla-
tion coefficients can be biased in the presence of outliers. For this reason,
the distribution of the MCCs is used instead in order to perform a more
comprehensive analysis.
The box-and-whisker diagrams [63] are used to analyze the distribution
of the MCC measures obtained from the assessment of the experiments. As
shown in Figure 7.1, the box-and-whisker diagram allows statistical graphic
evaluation: the diagram setup in this work uses the median, 25th and 75th
percentiles and 99.3% boundaries. This graphical tool helps to achieve fast
performance comparison when the number of test samples is large.
From the graphical evaluation, the stability of the classification can be
identified by the length of the box and whiskers, marking the potential MCC
outliers. The box plot analysis is not intended to replace the average and
variance obtained from the MCC measure, but to complement the evaluation.
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It is worth noting, however, that the number of samples in each test may also
affect the interpretation of the box plot results.
7.2 Quantitative FinSL MALE experiment
The discriminative properties of the extracted features were first tested with
the MALE subset. The properties of the MALE subset are described in
Chapter 6. The classifiers were trained using two different data sets: Suvi
videos and Posed videos. The subset training videos from Suvi are 0006-
01, 0058-02, 0058-04 (in article-sentence format). The test dataset is given
by the MALE subset 0350-01, 0466-03, 0473-01, 0517-03, 0655-03, 0687-01,
0777-04, 0823-04, 0972-03, 1138-01, 1207-01, 1216-01.
The performance evaluation employs the box-plot graphical method of
MCC coefficients. The tests are grouped by classifier type and by data used
for training the classifier. An identical second plot is produced from the bi-
nary classification results. This approach is employed for each facial element.
Detailed performance values can be found in Appendix A.
7.2.1 Eyebrow position
For eyebrows, the features oB5 and oB10 were extracted using the mouth
corners as alignment horizon. This makes the eyebrow results biased towards
the precision of the mouth landmarks. The 11 eyebrow features were post-
processed to reduce the observed noise using principal component analysis
(PCA). The 4 strongest PCA coefficients were selected based on classification
performance sampling, and thus the eyebrow feature vector dimensionality is
reduced to 4. The number of coefficients was selected by taking the highest
median MCC value of each possible PCA projection.
The resulting correlation values of eyebrow classifications are below the
0.25 mark in the majority of classifiers. The strongest results were obtained
using Sd with the Suvi training set and the NB classifier, reaching a median
correlation of 0.3. A median of 0.24 was obtained with Gr/G2 with small
variations, but narrower performance result distribution. The performance
improved in binary classifications: the median correlation of Sd with the Suvi
training and NB classifier reached value 0.41, with the Gr/G2 algorithm
results reached a median value of 0.39 using the same classifier type and
training data.
The classifiers trained with the Posed set showed little or no improve-
ment over the Suvi-trained classifiers. It is worth mentioning that with this
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Figure 7.2: MCC distribution of the classification labels of the eyebrow estimations for
the MALE test set. The figure shows classifier performance using Naive Bayes (NB) and
Support Vector Machines (SVM) with either Suvi (S) or Posed (P) training data.
classifier, the Gr/G2 algorithm outperformed the other options with me-
dian correlation of 0.31. However, the correlation distribution shows that
the Gr/G2 performance is unreliable with Posed training. The results can
be seen in Figure 7.2.
7.2.2 Eye openness
The eye openness estimation shows the highest correlation medians of all
facial elements as can be seen in Figure 7.3. The eye feature vector was
postprocessed with PCA to remove noise, preserving the original dimension-
ality. The numbers of features used was 2. Eye openness is determined
using features from both eyes at the same time and produce a single state
estimation.
The classifiers trained with the subset from Suvi showed more robust per-
formance than those trained from the Posed set. In multiclass classification
the strongest results were obtained using the Sd algorithm with SVM clas-
sifier, the median correlation was 0.69. The Pr/G2 algorithm with SVM
and Suvi training got the highest median of the proposed algorithms with a
MCC value of 0.53. In binary classification, the strongest correlations were
obtained with the Suvi training and SVM classifier. A median correlation of
0.73 was obtained using the Sd algorithm, while with the Pr/G2 algorithm
the median correlation reached 0.72.
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Figure 7.3: MCC distribution of the classification labels of the eye estimations for the
MALE test set.
The classification performance using the classifiers trained with the Posed
data was consistently lower than the performance of the classifiers that used
the Suvi training data. The Sd algorithm had the highest median correlation
amongst the Posed training set, with comparable results in binary classifi-
cation using the SVM classifier. The proposed algorithm Pr/G2 performed
comparably with the NB classifier, while the Cr/G1 algorithm performed
noticeably better using the SVM classifier.
7.2.3 Mouth state
The correlation results for the mouth estimations favored the classifiers with
Posed data training as shown in Figure 7.4. The feature vector for the mouth
state estimation is postprocessed with PCA, retaining the strongest 2 PCA
coefficients. The number of categories (classes) in the mouth state estimation
is 9.
The results from the SVM classifier and Posed training dataset had good
correlations for multiclass classification, having the strongest results with the
Sd algorithm at a median MCC of 0.45. The binary classification favored
the NB classifier, in this case with Suvi training and Sd algorithm at a
median MCC of 0.74. The Gr/G2 algorithm showed better results than Sd
in multiclass classification with Suvi training, however in binary classification
the Sd algorithm had a better performance.
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Figure 7.4: MCC distribution of the classification labels of the mouth estimations for the
MALE test set.
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Figure 7.5: MCC distribution of the classification labels of the vertical mouth estimations
for the MALE test set.
The vertical mouth feature vector was obtained after postprocessing the
mouth feature vector with PCA and retaining the strongest PCA coefficient,
thus reducing the feature vector dimensionality to 1. As shown in Figure 7.5,
the NB classifier with Posed training data and Sd algorithm yielded a cor-
relation value of 0.63. The Posed training data also benefited the proposed
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Figure 7.6: MCC distribution of the classification labels of the horizontal mouth estima-
tions for the MALE test set.
Gr/G2 algorithm, which produced a median correlation value of 0.47 using
the SVM classifier. In binary classification the algorithms Sd and Gr/G2
got the leading results with the same classifier/training data combination as
in multiclass classification, the median correlations achieved were 0.75 and
0.64, respectively.
The horizontal mouth feature vector was also postprocessed with PCA, in
this case retaining the strongest 3 PCA coefficients. The SVM trained with
the Posed data had the best performance with a median correlation value
of 0.53. Amongst the classifiers trained with the Posed data, the Bi/G2
option was preferred from the proposed algorithms since it showed higher
performance in binary classification than the Gr/G2 algorithm. The best
median MCC of the Bi/G2 algorithm was obtained using the NB classifier,
producing a correlation value of 0.31. In binary classification, the proposed
algorithm retained a median correlation value of 0.32 with the same classi-
fier/training data combination, as can be seen in Figure 7.6.
7.3 Quantitative FinSL FEMALE experiment
The FEMALE test dataset is formed by the Suvi video subset 0346-01, 0807-
04, 0966-03, and 1029-02. The training video sets are the 0006-01, 0058-02,
and 0058-04, the same as with the MALE test set. The Posed dataset is
also used for training as with the MALE test. The FEMALE test set poses
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Figure 7.7: MCC distribution of the classification labels of the eyebrow estimations for
the FEMALE test set.
difficulties for automatic estimation of states of facial elements due to the
presence of artifacts partially occluding the face of the subject. For this
reason, this data set is considered as a different group within the Suvi test
data.
All feature vectors of each facial element were post-processed with PCA
as with the MALE set. The feature vector dimensionality for eyebrows is
4, for eyes 2, for mouth 2, for vertical mouth 1, and for horizontal mouth
3. The quantitative evaluation is performed following the same procedure as
with the MALE test.
7.3.1 Eyebrow position
In Figure 7.7 the eyebrow MCC distribution can be seen for the tested clas-
sifiers. The eyebrow position estimation results are significantly lower than
for the MALE test set. The resulting median correlation value of classifica-
tions for all the tested landmark algorithms was below 0.25, with the higher
median value at 0.23 using the Bi/G1 algorithm with the NB classifier and
Posed training data for the multiclass scenario.
The eyebrow position binary classification results improve slightly over-
all. The best combination is again the same as in multiclass classification,
reaching a median MCC value of 0.25. It should be noted that in this test
set the Bi/G2 algorithm with Suvi training data and SVM classifier also
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Figure 7.8: MCC distribution of the classification labels of the eye estimations for the
FEMALE test set.
produced a median correlation of 0.25 in binary classification.
7.3.2 Eye openness
The eye openness estimation results in the multiclass scenario favored again
the classifiers trained with the Posed data and the Sd landmark detection
algorithm. The SVM classifier trained with Posed data yielded the best me-
dian classification correlation value of 0.48. The Cr/G2 landmark detection
algorithm reached a median correlation value of 0.24 using the Posed train-
ing data and SVM classifier. The Cr/G1 algorithm reached a similar result,
however its MCC value distribution showed a more unstable performance.
In binary classification the best results were obtained using the Posed
training data. The Sd algorithm reached a median MCC value of 0.56 us-
ing the SVM classifier. From the proposed landmark detection algorithms
the best median MCC value reached the 0.35 value using the Pr/G2 algo-
rithm. Results from the Cr algorithm using classifiers trained with the Posed
data set showed little improvement in the binary classification scenario. The
resulting MCC box plots can be seen in Figure 7.8.
7.3.3 Mouth state
The mouth state estimation results showed that, again, the classifiers trained
with the Posed data produced the highest median MCC results. The SVM
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Figure 7.9: MCC distribution of the classification labels of the mouth estimations for the
FEMALE test set.
classifier trained with features extracted from the detected landmarks of the
Bi/G2 algorithm had the best performance at 0.37 median correlation value.
The Gr/G1 landmark algorithm obtained similar results in the same setting
with a median correlation value of 0.36. In binary classification the results
favored the Sd algorithm and classifiers trained with the Suvi data. In this
group the SVM classifier showed the best results at 0.74 median MCC value
using the Sd landmark algorithm. From the proposed landmark algorithms,
the Gr/G1 held a median correlation value of 0.73, being close to the highest
result in binary classification. The summary can be seen in Figure 7.9.
The vertical mouth estimation results in Figure 7.10 show that the Sd
landmark algorithm consistently produced the highest median MCC value in
all test groups. The SVM classifier trained with Suvi data had the highest
median MCC value 0.67. The Bi/G2 algorithm is the closest to the highest
using Posed data training and the NB classifier with a 0.51 median correlation
value. The same results hold for the performance in binary classification. The
highest median MCC reached the 0.75 value by using the Posed training data,
the NB classifier and the Sd landmark detection algorithm. The Gr/G1
algorithm is slightly behind at 0.74 median correlation value with Posed
data training and the SVM classifier.
The horizontal mouth estimation results show that the performance of
the Gr/G1 algorithm was the highest in the multiclass scenario. The high-
est median correlation value was 0.59, achieved by the NB classifier with
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Figure 7.10: MCC distribution of the classification labels of the vertical mouth estimations
for the FEMALE test set.
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Figure 7.11: MCC distribution of the classification labels of the horizontal mouth estima-
tions for the FEMALE test set.
Posed training data. In binary classification Gr/G1 got the highest median
correlation value again with the same combination of classifier/training data
as in the multiclass scenario. The binary classifiers in the Posed training
data group favored instead the NB classifier using features extracted from
the Bi/G2 landmarks, which also showed the narrower MCC distribution
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Figure 7.12: MCC distribution of Em and Sd for each facial feature with MALE test set.
Top: Multiclass classification. Bottom: Binary classification.
in this test setting. This was the only facial element experiment where the
Sd algorithm underperformed in most classification settings. The complete
results can be seen in Figure 7.11.
7.4 Quantitative experiments summary
To summarize the quantitative experiments, the best performing landmark
detection algorithms proposed for each facial element are grouped together to
form the Landmark Ensemble Method (LEM). The LEM method is here de-
noted Em to maintain the naming nomenclature in the results. The selected
algorithms in Em use G2 for facial feature segmentation, Gr for eyebrow
position (PCA processed using the strongest four components), Pr for eye
openness (PCA processed using two components), Gr for vertical mouth
state (PCA processed using the strongest component), and Bi for horizontal
mouth state (PCA processed using the strongest three components). After
PCA processing the feature vector dimensionality of all facial elements is
reduced from 18 to 10 elements.
The performance of the Em algorithm for each facial element is compared
once more against the performance the Sd algorithm in order to select a
landmark detection algorithm for the qualitative evaluation. The results in
Figure 7.12 show that the MCC distributions of the Em algorithm are close
to those of the Sd algorithm differing at most by 0.1 in the median correlation
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Eyebrow Eye V Mouth H Mouth
Red down closed
Yellow squint wide narrow
White neutral open closed relaxed
Green raised wide open wide
Table 7.2: Color coding of quantized face states.
value. The test data used was the MALE subset of Suvi.
The facial element estimations from the best classifiers and Sd landmarks
were selected for qualitative evaluation. The selected classifiers were: Suvi
NB for eyebrow, SVM for eye, Posed NB for vertical mouth, and Posed SVM
for horizontal mouth.
7.5 Qualitative FinSL experiment
For the qualitative FinSL experiment the eyebrow position, eye openness,
and mouth state automatic estimations were compared against linguistic an-
notations of the same video data. Moreover, the results obtained from the
previously selected facial state estimation model were codified into a set of
color symbols and super-imposed in the videos for frame-level evaluation. A
timeline representation of the results was also produced to enable evaluation
against the manually annotated ground truth data.
The timeline representation shows a track for each facial element, with
the mouth element divided into horizontal and vertical movements. The color
coding of the tracks (also shown in Table 7.2) is {white, yellow, green, red}
where white corresponds to the neutral, open, relaxed or closed states for
eyebrow, eye or mouth, respectively. The yellow corresponds intermediate
states like squint, wide, or narrow for eye, and vertical and horizontal mouth,
respectively. The green color code corresponds the states raised, or wide for
eyebrow and eye, open vertical mouth or wide horizontal mouth. The red
color code is reserved to indicate the states down, and closed for eyebrow
and eye, respectively. A set of colored symbols were super-imposed in the
video to indicate the identified state of each facial element. They use the
same color coding system as the timeline representation.
In Figure 7.13a an example video frame used for qualitative evaluation can
be seen. Similarly, in Figure 7.13b the timeline plot of the estimated states
of facial elements for the example video is shown, the MCC value appears
next to the label of each timeline track. The MCC values for each element in
the example video are thus: 0.62 for eyebrow, 0.79 for eyes, 0.8 for vertical
mouth, and 0.59 for horizontal mouth state estimation. A median filter of 5
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Figure 7.13: Suvi video 051703. (a) Frame 51 with super-imposed symbols representing
the estimated states. (b) Top: timeline representation of estimations. Middle: ground
truth reference annotations. Color coding for eyebrow as in Table 7.2, gray = sign gloss.
Bottom: gloss transcript of the signed sentence ‘My mother tongue is sign language’ in
Finnish SL.
frames of length has been applied to remove noisy detections. Timeline plots
for the remaining tested videos can be found in Appendix B.
The qualitative set of experiments employed annotations from the point of
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view of linguistic significance prepared for a subset of the Suvi material [41].
The linguistic annotations include events such as head tilts, nods, raised
eyebrows, lowered eyebrows, blinks, and squints. No linguistic annotation
has been made to mouth movements, nevertheless the identifiable mouthings
were matched to spoken words. The annotations also include a translation
by articulation and a its equivalent sentence. The glosses (articulation occur-
rences and equivalent translation) for all studies Suvi videos were included
for the qualitative analysis.
In the included example (Figure 7.13), the eyebrow estimations coincided
with the linguistic annotations except in the non-linguistic visual changes or
perspective illusions (head tilting) visible in frames 103–117. The fading-out
phase of the raised eyebrows in frames 72–88 is not deemed linguistically
significant, but were still detected. For the eye openness estimations, the
blinks were correctly detected around frames 38, 64 and 102, and the same
holds for the widening of the eyes in frames 56–62. The mouth MCC is high
in the vertical movements, activity was detected from frame 37 to 63, but the
section in frames 83–98 showing open lips with closed jaw was only partially
detected. The horizontal mouth movement estimation detected activity in
frames 39–43, however, the latter frames were not detected.
7.6 Qualitative news broadcast experiment
The performance evaluation of the news broadcast experiment was qualita-
tive since there is no available ground truth data (labeled facial states) of
the subjects’ facial gestures. The best classifiers and the landmarks from the
Sd algorithm from the FinSL experiment were employed to generate auto-
matic estimations for each detected face in a video frame. The estimations
were again super-imposed into the videos for visual inspection. The super-
imposed estimations consists of a set of symbols depicting the estimated
eyebrow position, eye openness and mouth states. Timeline plots depicting
the estimations were produced for each detected face.
In the example frame shown in Figure B.20, two subjects were detected,
one of them a static face. The eyebrow movements of the news reader are
clearly present during frame sequences 170–175, 200–300, and 335–426. The
automatic estimations are noisy, however the first and last eyebrow raise
sequences are identified. The eyebrow estimations fail during the second se-
quence, this is also the sequence with most neutral estimations. Regarding
the eyes, the estimation correctly identified 5 blinks at frames 72, 133, 216,
267, and 334. By adjusting the intensity of the median filter the eye blinks
become more noticeable. At frames 1–10 the head of the news presenter is
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Figure 7.14: YLE sequence test. The color coding is the same as with previous exper-
iments. (a) Example frame of NM estimation with super-imposed symbols representing
states with more than one face appearing in the same frame. (b) timeline representation
of the estimated states for each facial element for the two subjects.
tilted down, producing the illusion of closed eyes shown in the timeline plot.
The vertical mouth estimations show opening and closing mouth estimations
during most of the sequence. The estimations fail only during sudden short
changes probably due to the postprocessing median filtering. The horizontal
mouth estimations frequently had difficulties with the narrow state, for ex-
ample in frames 300–312 a wide state is identified as narrow state. Due to
the fast mouth movements, the observed imprecisions are possibly caused by
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the median filtering.
In the timeline representation, the moment when the second face appears
in the video can be observed. The plot of the second subject (bottom in
Figure B.20b) shows that the estimations’ color coding starts approximately
at frame 26. In the same way, both subjects disappear from the video at
frame 425 and the estimations become unavailable (shown in gray in the
timeline representation).
The estimated face states of the static subject are constant: eyebrow
lowered, squinted eyes, closed vertical mouth, wide horizontal mouth. This
is a strong indicator that the face is not live. It is worth noticing that
eye openness and horizontal mouth state estimations are consistently correct
trough the sequence. The eyebrow position and vertical mouth state are
not correctly estimated, possibly due to the non-frontal pose, nevertheless
they do not fluctuate. Additional results from the news broadcast video
experiment is shown in Appendix B.
7.7 Discussion
As the proposed features primarily rely on geometric characteristics of the
face, the landmark locations should be accurate to obtain good results. The
results of the different landmark detection algorithms show that Sd is the
most precise single method. Nevertheless, the results obtained from the pro-
posed Em algorithm have shown to be comparable with those of the Sd
algorithm. It can also be observed that the basic patterns of movement for
the eyebrow, eye, and mouth are identifiable with relative accuracy from the
features prior PCA, even without a classification algorithm. The obtained
models were precise enough detecting blinks and vertical mouth openings
for unsupervised use, while the eyebrow and horizontal mouth movements
showed mixed results requiring further work for reliable unsupervised appli-
cations.
In this work, the estimation of the eyebrows’ position is dependent on
the distance of the eyebrow landmarks from other facial elements and on the
correct alignment of those elements. This may add noise to the estimated
eyebrow positions since changing the head pose can alter the way the loca-
tions of the facial elements are perceived, adding uncertainty to the proposed
approach. Making use of auxiliary head pose information could improve the
results of the classification task in these circumstances.
Regarding eye openness, the assumption of symmetry makes it possible
to identify eye states in situations where one eye is occluded by determining
only the observable eye’s activity. In all test sets the eye openness estimation
CHAPTER 7. EVALUATION 80
Posterior
In
iti
al
0 1 2 3 4 5 6 7 8
0
1
2
3
4
5
6
7
8
Figure 7.15: Mouth state transition sequences. The mouth state categories 0-8 are ex-
plained in Table 3.1, page 21. Each row indicates the most probable posterior state given
the starting mouth state is the one represented by the row. Transitions to the same state
are not shown.
was the most reliable, and even more in the binary classification. Taking into
consideration the SVM classifier, the imbalanced dataset used for training,
and the good results obtained, specialized kernels could be studied to further
improve the results.
The MCC results for the full range (horizontal and vertical) mouth move-
ments are relatively weak. It is possible to identify certain mouth positions
as least occurring (wide,narrow for example), these could be ruled out or
merged into a similar positions to increase the performance of the classifier.
The mouth positions could also reveal patterns of movements or transitions
between states. An example of this can be seen in Figure 7.15 where state
transition pairs have been extracted from the manual annotations of the
Suvi videos. The graph shows how often a specific transition occurs in all
the studied Suvi material.
The vertical mouth estimations showed strong results, comparable to
those achieved for eye openness. The performance difference between the
proposed ensemble algorithm Em and Sd is narrow, the correlation result
distributions overlap considerably. The horizontal mouth estimations were
the most unstable amongst the evaluated face elements. The graphical eval-
uation shows the unreliability of the estimations as large distribution tails.
This may be due to the fact that changes in the mouth width are small in
most cases during vocalization, and can be mistakenly identified as landmark
location noise. The vertical and horizontal mouth state classifiers were the
most benefited from the Posed training data, possibly because this video set
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included a more even distribution of samples in each class.
The use of MCC and box plots for evaluation of the experiments allowed
visual analysis of the performance results for all test groups and the com-
parison of the different landmark estimation methods in each test. MCC
provided a measure capable of representing both specificity and sensibility
at the same time, shortening evaluation time. However, the interpretation
of MCC may not be as straightforward as is the case of more traditional
measures.
The facial state estimations obtained from the news broadcast videos
evidenced a bias towards the learned parameters from the Suvi video training
material. This may be because in the employed classification model the
training was performed with the same subject’s facial proportions. While
the classifiers are able construct a good model, categories such as wide and
squint have shown to be more difficult to generalize. This effect can be
seen in Figure B.20 where the second subject’s timeline shows that the still
image is in a recurrent down eyebrow state even when it is clear she is not.
This may, however, be due to the low scale of the image and head pose.
The extracted features were calculated from subjects with observed small
(squinted appearance) eyes, ultimately influencing the estimations. Adding
new labeled training data to the classifiers can increase the applicability of
the presented methods for unconstrained videos.
Chapter 8
Conclusions
Finding patterns in the manual and non-manual articulation of signs is a
key in the study of the prosodic system (rhythm, intonation, and stress)
in all sign languages. Automatic estimation and tracking of the activity of
articulators can help linguists in the study of sign composition and in the
gathering of quantitative data to support the ongoing research in the area.
Whereas evidence of non-manuals as grammatical and prosody devices has
been available from very early in the field of sign language studies, there
is still much to learn on their organization and interaction with the sign
language syntax.
Facial elements in sign language have often been associated as non-manual
prosodic articulators. Facial expressions (such as eyebrow movements and eye
blinks) can mark intonation and modify the meaning of the signed sentence.
This type of intonational device has been observed in some sign languages
functioning as a modulator of hand actions, providing further evidence that
it is a part of the prosodic system. The emergence of mouth articulations
and their consistency in sign language is still being studied: at the phonology
(observed in mouthings) and the morphology (observed in mouth gestures)
levels: Their occurrence is widespread in sign languages.
This work has studied techniques for eye and mouth openness estimation
in sign language and news broadcast videos. The research aimed at these two
applications by employing specific video material for each one: FinSL videos
to aid linguists in the automatic estimation of non-manual facial articulators,
and news broadcast videos to test the estimation tool and explore its use as
an early speaker identifier. The study presented here has proposed a cate-
gorization for the states of each facial element, studied different landmark
detection algorithms, proposed a feature extraction scheme for each facial el-
ement, and proposed an evaluation framework to determine the performance
of the trained classifiers. Using the feature extraction scheme it was pos-
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sible for the classifiers to capture eye openness and mouth states precisely
enough to enable quantitative studies of phonetics, using a feature vector of
10 elements, which provides an answer to the first research question: “Can fa-
cial landmarks be used effectively for eye and mouth openness estimation?”.
This indicates by observing the final experiment results that it is possible
to extract efficient features for openness estimation. The feasibility of using
the estimation tool for eye and mouth openness was established using just
three video sequences as training data. The news broadcast experiment also
provided good results, successfully answering the second research question of
this work: “Is it feasible to build a model for the automatic annotation of
eye and mouth states in SL videos?”.
The obtained classification performance using the Sd landmark detection
algorithm indicated that this algorithm was more precise at landmark detec-
tion than the proposed ensemble algorithm Em. Nevertheless, the difference
is small enough to consider the overall results still comparable. The proposed
landmark detection algorithms can be further improved using different noise
removal methods, or by using different feature dimensionality reduction al-
gorithms on the proposed feature vectors. The segmentation method G1
showed good results with frontal faces; admittedly, it will perform badly if
the face is not well aligned.
The third research question “Are the annotations produced by the model
reliable?” considered the practical application of the obtained model. Eye
openness and vertical mouth estimations proved to be the most reliable.
Moreover, the Cr algorithm can be used be used in the ensemble Em algo-
rithm (or individually for the Sd algorithm) for the estimation of gaze. For
all the presented methods the assumption of eye symmetry made it possible
to identify any stage in situations where only one eye is visible by determin-
ing the activity of the observable eye. The eyebrow position and horizontal
mouth estimations showed noisy results and low reliability during the eval-
uation. The Naive Bayes and SVM classifiers were found to produce very
similar accuracies. With the used multiclass MCC performance measure,
the variance of the results between the test set videos was found to be large
particularly for the eyebrow and horizontal mouth estimations.
The categorization scheme for mouth states proved to be useful. From the
manual annotations using the proposed categorizations, it can be seen that
some mouth states are infrequent in the studied Suvi videos. The frequency
of transitions between these states shows patterns of movements that could
be statistically studied further. This would facilitate to study mouth state
estimation as an aid towards automatic discrimination between mouthings
and mouth gestures. The application of automatic mouth state estimation to
other unconstrained videos (different signed and spoken languages) could fur-
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ther reveal the feasibility of a generalized mouth state categorization scheme.
To answer the fourth research question “Is it possible to automatically
estimate the eyebrow position?”, the proposed recognition method for the
eyebrow position did not provide conclusive results over its practical use
in automatic detection of eyebrow shifts. Further work would be needed
to develop more reliable methods for the recognition of eyebrow states. For
example, a different dimensionality reduction technique or noise removal filter
could add stability to the eyebrow position estimations.
The news broadcast video material was used to explore eye and mouth
openness for liveness detection, aiming at further application to speaker iden-
tification. The results obtained in the news broadcast experiment using the
estimation model from the FinSL experiment provided evidence of the ap-
plicability of the estimation model in more unconstrained videos than the
FinSL material used in training. Even with the simple face alignment al-
gorithm employed, estimations can be obtained as well as identify liveness
by observing the timeline plots, this provides an answer to the fifth research
question: “Can a model for automatic eye and mouth openness annotation
be used also for news broadcast video analysis”.
Future work can focus on regression analysis instead of classification to
obtain a more precise scale of estimations in each possible facial element.
This could prove beneficial, for example, if the exact degree of eye openness
is of interest. Another research path could explore different classification
algorithms, or specialized SVM kernels for highly imbalanced data. Lastly,
the information of previous frames could be incorporated to boost new esti-
mations and lead to the detection of actions instead of per-frame states.
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Appendix A
Classification performance
The following tables summarize the performance of the extracted features
using each landmark estimation algorithm. The acronyms used here are
as described in Chapter 6.4, with the exception of Br (eyebrow), Ey (eye),
and Mo (mouth) this being either VMo (vertical mouth) or HMo (horizontal
mouth) . The specificity and sensibility for the multiclass classification shows
the average over all individual sensibility and specificity values per class.
A.1 Suvi training performance
Extraction Method
All Classes Two Classes
Averages Variances Averages Variances
Mcc Sen Spe Mcc Sen Spe Mcc Sen Spe Mcc Sen Spe
Br
Pr+Gr/G1 .101 .455 .728 .029 .015 .006 .133 .558 .607 .078 .091 .021
Pr+Gr/G2 .254 .574 .802 .047 .023 .005 .329 .793 .649 .057 .050 .017
Pr+Bi/G1 .136 .489 .762 .020 .030 .005 .232 .600 .699 .035 .044 .021
Pr+Bi/G2 .236 .573 .791 .045 .022 .006 .310 .624 .759 .055 .079 .017
Sd .293 .611 .806 .048 .017 .005 .346 .620 .795 .067 .063 .008
Ey
Cr/G1 .456 .575 .873 .051 .030 .003 .645 .704 .934 .026 .049 .002
Cr/G2 .420 .507 .867 .025 .010 .002 .532 .823 .790 .018 .012 .009
Pr/G1 .430 .566 .867 .037 .020 .003 .589 .698 .865 .025 .031 .029
Pr/G2 .531 .658 .895 .037 .025 .002 .670 .862 .866 .020 .017 .009
Sd .559 .736 .895 .033 .009 .003 .720 .775 .915 .020 .024 .013
VMo
Gr/G1 .221 .423 .771 .028 .012 .005 .452 .735 .734 .049 .016 .044
Gr/G2 .457 .632 .845 .015 .016 .002 .605 .800 .829 .020 .009 .026
Bi/G1 .260 .501 .756 .020 .012 .002 .367 .825 .518 .028 .010 .037
Bi/G2 .415 .597 .815 .018 .021 .004 .530 .861 .665 .028 .008 .040
Sd .569 .718 .880 .010 .010 .001 .745 .862 .900 .018 .008 .012
HMo
Gr/G1 .135 .492 .749 .022 .039 .003 .190 .632 .713 .077 .121 .027
Gr/G2 .323 .642 .812 .051 .030 .005 .202 .577 .796 .059 .115 .015
Bi/G1 .236 .578 .773 .045 .039 .008 .210 .357 .910 .068 .141 .007
Bi/G2 .274 .636 .795 .038 .034 .008 .351 .782 .855 .058 .078 .013
Sd .426 .733 .844 .037 .016 .002 .425 .790 .896 .073 .050 .008
Table A.1: NB results for the MALE test set trained with Suvi videos.
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Extraction Method
All Classes Two Classes
Averages Variances Averages Variances
Mcc Sen Spe Mcc Sen Spe Mcc Sen Spe Mcc Sen Spe
Br
Pr+Gr/G1 .090 .519 .742 .034 .027 .008 .111 .334 .812 .048 .071 .004
Pr+Gr/G2 .229 .583 .785 .033 .020 .005 .264 .529 .788 .041 .057 .009
Pr+Bi/G1 .156 .540 .753 .025 .024 .006 .203 .383 .827 .043 .078 .012
Pr+Bi/G2 .217 .576 .779 .049 .027 .008 .274 .402 .890 .067 .091 .008
Sd .182 .598 .772 .038 .049 .014 .201 .254 .956 .051 .060 .002
Ey
Cr/G1 .341 .473 .824 .051 .020 .004 .440 .382 .964 .059 .046 .001
Cr/G2 .454 .525 .857 .039 .017 .003 .622 .647 .952 .037 .046 .002
Pr/G1 .393 .478 .825 .029 .008 .002 .428 .336 .964 .023 .028 .005
Pr/G2 .549 .556 .876 .019 .016 .002 .719 .675 .978 .019 .036 .001
Sd .616 .680 .894 .031 .013 .002 .726 .705 .959 .008 .017 .003
VMo
Gr/G1 .003 .389 .667 .000 .006 .000 .017 1.00 .007 .003 .000 .000
Gr/G2 .383 .567 .801 .022 .016 .004 .533 .886 .612 .027 .006 .050
Bi/G1 .307 .524 .771 .020 .011 .002 .402 .842 .539 .028 .008 .029
Bi/G2 .433 .606 .818 .015 .020 .004 .539 .864 .669 .023 .008 .039
Sd .612 .705 .883 .018 .016 .002 .737 .878 .863 .015 .008 .022
HMo
Gr/G1 .164 .499 .749 .022 .028 .006 .115 .110 .967 .035 .011 .001
Gr/G2 .297 .567 .783 .056 .027 .009 .266 .272 .986 .103 .078 .001
Bi/G1 .285 .608 .787 .051 .030 .009 .366 .549 .928 .109 .119 .005
Bi/G2 .376 .669 .821 .069 .038 .009 .327 .513 .948 .080 .093 .002
Sd .239 .526 .752 .089 .038 .013 .000 .000 1.00 .000 .000 .000
Table A.2: SVM results for the MALE test set trained with Suvi videos.
Extraction Method
All Classes Two Classes
Averages Variances Averages Variances
Mcc Sen Spe Mcc Sen Spe Mcc Sen Spe Mcc Sen Spe
Br
Pr+Gr/G1 .097 .396 .701 .004 .029 .000 .138 .930 .173 .007 .005 .007
Pr+Gr/G2 .029 .151 .664 .007 .005 .001 .117 .898 .164 .023 .012 .002
Pr+Bi/G1 .025 .145 .685 .004 .009 .002 .158 .932 .210 .028 .014 .009
Pr+Bi/G2 .040 .111 .687 .000 .005 .000 .185 .944 .206 .015 .004 .014
Sd .041 .490 .674 .026 .004 .002 .068 .179 .873 .059 .023 .016
Ey
Cr/G1 .124 .338 .777 .023 .004 .002 .197 .335 .838 .103 .052 .027
Cr/G2 .178 .376 .795 .008 .002 .000 .221 .652 .562 .036 .057 .043
Pr/G1 .079 .352 .762 .009 .002 .001 .048 .724 .335 .074 .029 .115
Pr/G2 .140 .375 .796 .001 .005 .001 .270 .670 .585 .010 .034 .057
Sd .153 .589 .791 .065 .026 .006 .327 .993 .321 .066 .000 .077
VMo
Gr/G1 .303 .547 .790 .012 .007 .001 .591 .806 .793 .025 .007 .006
Gr/G2 .357 .635 .788 .009 .010 .001 .400 .776 .621 .016 .004 .004
Bi/G1 .293 .524 .770 .003 .009 .000 .432 .833 .573 .005 .008 .011
Bi/G2 .368 .529 .780 .011 .009 .001 .445 .904 .493 .011 .001 .012
Sd .604 .787 .882 .007 .001 .001 .709 .867 .848 .008 .002 .002
HMo
Gr/G1 .294 .549 .780 .001 .009 .001 .397 .753 .731 .011 .015 .009
Gr/G2 .408 .634 .810 .025 .022 .005 .559 .615 .907 .006 .039 .009
Bi/G1 .217 .467 .711 .054 .024 .005 .303 .339 .924 .099 .062 .010
Bi/G2 .361 .616 .795 .023 .040 .007 .646 .783 .898 .002 .023 .006
Sd .169 .504 .708 .013 .007 .002 .444 .350 .987 .067 .043 .001
Table A.3: NB results for the FEMALE test set trained with Suvi videos.
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Extraction Method
All Classes Two Classes
Averages Variances Averages Variances
Mcc Sen Spe Mcc Sen Spe Mcc Sen Spe Mcc Sen Spe
Br
Pr+Gr/G1 .077 .250 .691 .007 .020 .001 .137 .795 .321 .020 .021 .028
Pr+Gr/G2 -.020 .368 .655 .024 .003 .004 -.028 .374 .605 .023 .038 .003
Pr+Bi/G1 .106 .303 .714 .014 .008 .002 .224 .822 .402 .068 .031 .024
Pr+Bi/G2 .108 .194 .714 .007 .017 .001 .225 .869 .344 .021 .017 .037
Sd -.014 .494 .663 .001 .000 .000 -.028 .000 .988 .002 .000 .000
Ey
Cr/G1 .092 .307 .771 .004 .001 .000 .245 .212 .972 .049 .039 .001
Cr/G2 .102 .335 .773 .023 .008 .002 .078 .412 .662 .061 .049 .056
Pr/G1 .015 .297 .755 .016 .001 .001 -.007 .370 .657 .060 .092 .150
Pr/G2 .177 .406 .796 .007 .011 .001 .288 .546 .723 .030 .059 .013
Sd .305 .661 .826 .039 .017 .005 .455 .954 .471 .034 .002 .092
VMo
Gr/G1 .000 .375 .667 .000 .005 .000 .000 1.00 .000 .000 .000 .000
Gr/G2 .225 .531 .737 .008 .008 .001 .274 .804 .449 .014 .005 .010
Bi/G1 .252 .470 .751 .006 .007 .001 .354 .829 .495 .011 .008 .011
Bi/G2 .340 .506 .773 .012 .009 .002 .436 .908 .479 .015 .001 .016
Sd .611 .725 .875 .016 .013 .002 .676 .888 .785 .015 .001 .010
HMo
Gr/G1 .269 .541 .764 .014 .019 .001 .180 .197 .967 .045 .047 .001
Gr/G2 .196 .480 .719 .081 .030 .009 .354 .299 .970 .045 .037 .001
Bi/G1 .383 .656 .816 .074 .053 .012 .463 .760 .813 .061 .172 .013
Bi/G2 .428 .616 .799 .018 .015 .002 .542 .547 .946 .008 .009 .001
Sd .054 .425 .671 .019 .004 .000 .000 .000 1.00 .000 .000 .000
Table A.4: SVM results for the FEMALE test set trained with Suvi videos.
A.2 Posed training performance
Extraction Method
All Classes Two Classes
Averages Variances Averages Variances
Mcc Sen Spe Mcc Sen Spe Mcc Sen Spe Mcc Sen Spe
Br
Pr+Gr/G1 .190 .554 .769 .050 .033 .006 .245 .590 .712 .044 .024 .018
Pr+Gr/G2 .274 .632 .797 .109 .044 .015 .289 .387 .910 .115 .058 .015
Pr+Bi/G1 .340 .642 .810 .069 .034 .007 .382 .651 .778 .074 .020 .033
Pr+Bi/G2 .156 .487 .735 .050 .021 .006 .193 .519 .679 .051 .041 .021
Sd .008 .464 .699 .034 .026 .008 .020 .368 .668 .033 .090 .033
Ey
Cr/G1 .137 .364 .784 .032 .019 .002 .195 .961 .219 .038 .003 .036
Cr/G2 .137 .421 .787 .032 .018 .002 .263 .954 .326 .036 .008 .028
Pr/G1 .140 .358 .779 .027 .005 .003 .504 .437 .950 .032 .052 .008
Pr/G2 .255 .402 .815 .041 .017 .004 .662 .580 .985 .027 .042 .001
Sd .386 .579 .859 .020 .015 .001 .401 .762 .683 .048 .019 .025
VMo
Gr/G1 .165 .376 .748 .014 .010 .003 .344 .511 .845 .034 .028 .027
Gr/G2 .449 .640 .845 .009 .015 .001 .610 .740 .898 .017 .012 .012
Bi/G1 .146 .444 .734 .024 .012 .003 .305 .407 .888 .036 .036 .009
Bi/G2 .304 .520 .808 .016 .011 .003 .549 .665 .917 .022 .016 .010
Sd .611 .687 .879 .017 .015 .002 .734 .874 .857 .014 .008 .024
HMo
Gr/G1 .297 .595 .795 .042 .027 .008 .405 .730 .881 .101 .094 .010
Gr/G2 .435 .713 .862 .058 .031 .005 .299 .702 .836 .066 .111 .021
Bi/G1 .207 .517 .780 .010 .015 .002 .261 .887 .625 .049 .089 .031
Bi/G2 .321 .608 .844 .021 .014 .003 .293 .984 .654 .033 .001 .020
Sd .311 .536 .762 .054 .034 .009 .342 .392 .980 .118 .105 .001
Table A.5: NB results for the MALE test set trained with the Posed videos.
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Extraction Method
All Classes Two Classes
Averages Variances Averages Variances
Mcc Sen Spe Mcc Sen Spe Mcc Sen Spe Mcc Sen Spe
Br
Pr+Gr/G1 .217 .553 .783 .059 .036 .007 .290 .573 .774 .055 .045 .016
Pr+Gr/G2 .224 .612 .793 .071 .033 .010 .234 .678 .671 .063 .060 .017
Pr+Bi/G1 .114 .541 .736 .018 .015 .004 .118 .471 .680 .017 .020 .009
Pr+Bi/G2 .049 .473 .704 .010 .005 .002 .076 .398 .672 .015 .031 .014
Sd .092 .541 .721 .057 .022 .010 .066 .583 .526 .060 .078 .027
Ey
Cr/G1 .358 .472 .845 .047 .018 .004 .504 .763 .807 .061 .067 .012
Cr/G2 .230 .448 .805 .036 .020 .003 .305 .878 .486 .034 .019 .037
Pr/G1 .173 .311 .781 .023 .005 .001 .349 .222 .981 .039 .028 .002
Pr/G2 .214 .351 .813 .038 .007 .003 .339 .527 .809 .080 .033 .025
Sd .442 .572 .868 .032 .011 .003 .737 .668 .983 .006 .015 .001
VMo
Gr/G1 .275 .456 .789 .027 .022 .005 .456 .718 .756 .040 .024 .054
Gr/G2 .486 .626 .846 .023 .022 .003 .600 .777 .849 .021 .009 .021
Bi/G1 .024 .359 .687 .038 .018 .005 .133 .385 .753 .059 .034 .023
Bi/G2 .447 .652 .847 .014 .009 .002 .566 .736 .875 .020 .008 .006
Sd .591 .684 .880 .016 .017 .002 .710 .788 .942 .013 .018 .006
HMo
Gr/G1 .278 .539 .770 .037 .032 .009 .337 .469 .931 .080 .062 .008
Gr/G2 .321 .582 .833 .033 .022 .003 .102 .247 .889 .025 .032 .007
Bi/G1 .249 .579 .774 .031 .020 .005 .294 .483 .904 .085 .123 .007
Bi/G2 .203 .519 .742 .026 .015 .006 .289 .412 .921 .055 .043 .010
Sd .446 .624 .819 .079 .039 .010 .201 .216 .979 .081 .086 .001
Table A.6: SVM results for the MALE test set trained with the Posed videos.
Extraction Method
All Classes Two Classes
Averages Variances Averages Variances
Mcc Sen Spe Mcc Sen Spe Mcc Sen Spe Mcc Sen Spe
Br
Pr+Gr/G1 -.031 .154 .636 .009 .001 .002 -.163 .747 .101 .003 .027 .006
Pr+Gr/G2 .075 .375 .678 .004 .015 .003 .083 .753 .319 .087 .050 .035
Pr+Bi/G1 .207 .613 .746 .007 .004 .001 .189 .792 .435 .012 .033 .011
Pr+Bi/G2 .065 .305 .717 .001 .014 .001 .186 .771 .440 .017 .035 .010
Sd .031 .502 .668 .055 .011 .005 .027 .230 .774 .056 .017 .052
Ey
Cr/G1 -.016 .314 .748 .005 .002 .000 .053 .939 .103 .029 .002 .008
Cr/G2 -.018 .238 .749 .003 .005 .000 .138 .949 .150 .041 .005 .014
Pr/G1 -.011 .195 .751 .028 .008 .002 .016 .315 .700 .079 .047 .144
Pr/G2 .135 .318 .780 .015 .016 .002 .299 .376 .900 .062 .076 .007
Sd .091 .424 .769 .022 .017 .001 .222 1.00 .161 .025 .000 .013
VMo
Gr/G1 .355 .551 .807 .011 .005 .001 .642 .735 .920 .019 .008 .005
Gr/G2 .523 .755 .849 .005 .004 .001 .597 .798 .790 .007 .007 .041
Bi/G1 .178 .452 .742 .066 .047 .007 .389 .479 .889 .034 .072 .005
Bi/G2 .384 .566 .817 .014 .022 .001 .590 .793 .803 .007 .005 .006
Sd .631 .748 .890 .006 .011 .001 .713 .831 .896 .007 .001 .005
HMo
Gr/G1 .592 .692 .848 .026 .028 .003 .657 .708 .939 .013 .005 .001
Gr/G2 .364 .606 .795 .027 .023 .005 .525 .664 .871 .013 .025 .008
Bi/G1 .384 .646 .815 .027 .037 .006 .432 1.00 .546 .015 .000 .035
Bi/G2 .512 .713 .874 .003 .023 .001 .586 .975 .761 .001 .002 .002
Sd .390 .534 .752 .003 .006 .001 .425 .324 .959 .005 .017 .004
Table A.7: NB results for the FEMALE test set trained with the Posed videos.
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Extraction Method
All Classes Two Classes
Averages Variances Averages Variances
Mcc Sen Spe Mcc Sen Spe Mcc Sen Spe Mcc Sen Spe
Br
Pr+Gr/G1 .022 .181 .665 .001 .003 .001 .021 .761 .225 .016 .024 .001
Pr+Gr/G2 .038 .220 .649 .013 .007 .004 .059 .679 .326 .113 .070 .034
Pr+Bi/G1 -.151 .460 .642 .046 .017 .008 -.173 .183 .737 .046 .094 .004
Pr+Bi/G2 -.163 .418 .619 .021 .002 .001 -.197 .019 .828 .016 .000 .011
Sd .246 .577 .719 .056 .026 .011 .231 .750 .403 .068 .188 .020
Ey
Cr/G1 .196 .394 .798 .044 .013 .003 .230 .413 .804 .057 .034 .016
Cr/G2 .224 .413 .809 .018 .005 .001 .306 .818 .484 .028 .022 .013
Pr/G1 -.018 .304 .744 .042 .004 .002 -.014 .246 .735 .052 .066 .163
Pr/G2 .151 .386 .788 .032 .014 .002 .145 .360 .785 .065 .060 .007
Sd .400 .487 .851 .067 .017 .006 .528 .942 .562 .040 .003 .098
VMo
Gr/G1 .379 .491 .821 .007 .006 .001 .643 .821 .829 .021 .001 .023
Gr/G2 .438 .636 .820 .028 .021 .004 .470 .749 .728 .044 .002 .039
Bi/G1 .023 .353 .668 .061 .015 .007 .050 .552 .488 .077 .093 .010
Bi/G2 .384 .553 .802 .007 .010 .001 .505 .844 .642 .008 .006 .023
Sd .554 .711 .861 .000 .007 .000 .623 .662 .964 .002 .004 .003
HMo
Gr/G1 .540 .674 .843 .010 .021 .001 .578 .693 .906 .005 .002 .001
Gr/G2 .223 .531 .762 .031 .021 .008 .321 .345 .927 .035 .052 .003
Bi/G1 .474 .695 .840 .060 .052 .011 .573 .875 .809 .035 .047 .009
Bi/G2 .236 .530 .746 .014 .014 .003 .432 .555 .864 .032 .064 .009
Sd .212 .483 .714 .037 .001 .003 .230 .208 .949 .043 .052 .004
Table A.8: SVM results for the FEMALE test set trained with the Posed videos.
Appendix B
Timeline plots for tested videos
All timeline plots figures show on top the estimated states for each facial
element, and below the manually annotated ground truth reference states.
The color coding for the facial elements is as shown in Table B.1. The gloss
of the videos (shown in gray color) marks the timing of sign articulation.
Transitional movements such as raising or lowering hands at the beginning
or end of a sentence are not considered in the gloss.
Eyebrow Eye V Mouth H Mouth
Red down closed
Yellow squint wide narrow
White neutral open closed relaxed
Green raised wide open wide
Table B.1: Color coding of quantized face states.
RANSKAN PA¨A¨KAUPUNKI ON PARIISI
Figure B.1: Timeline of annotations for Suvi video 000601 (Training video).
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NUO KAKSI TUOSSA OVAT LAPSENI
Figure B.2: Timeline of annotations for Suvi video 005802 (Training video).
HA¨N ON PERHEENSA¨ AINOKAINEN
Figure B.3: Timeline of annotations for Suvi video 005804 (Training video).
RUSKEA LA¨ISKA¨ POSKESSA ON SYNTYMA¨MERKI
Figure B.4: Timeline of estimations for Suvi video 034601.
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ANIS ON MAUSTEKASVI
Figure B.5: Timeline of estimations for Suvi video 035001.
ISLANNIN PA¨A¨KAUPUNKI ON REYKJAVIK
Figure B.6: Timeline of estimations for Suvi video 046603.
YKSITYISKOULU ON TUOSSA
Figure B.7: Timeline of estimations for Suvi video 047301.
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HA¨N ON FILMITA¨HTI
Figure B.8: Timeline of estimations for Suvi video 065503.
TUO TUOLLA ON MINUN ESIMIEHENI
Figure B.9: Timeline of estimations for Suvi video 068701.
LAPSEN LEMPILELU ON PUPU
Figure B.10: Timeline of estimations for Suvi video 077704.
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ISA¨NI AMMATTI ON INSINO¨O¨RI
Figure B.11: Timeline of estimations for Suvi video 080704.
SISKONI AMMATTILTAAN ON TANSSIJA
Figure B.12: Timeline of estimations for Suvi video 082304.
VIITTOMAKIELI ON KUURON A¨IDINKIELI
Figure B.13: Timeline of estimations for Suvi video 096603.
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HA¨NEN SUKUNIMENSA¨ ON JA¨RVINEN
Figure B.14: Timeline of estimations for Suvi video 097203.
SUSI ON PETOELA¨IN
Figure B.15: Timeline of estimations for Suvi video 102902.
JEESUS POIKA ON JUMALAN
Figure B.16: Timeline of estimations for Suvi video 113801.
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KELTAINEN ON LEMPIVA¨RINI
Figure B.17: Timeline of estimations for Suvi video 120701.
TUO VANHA MIES AMMATTI ON FYYSIKKO
Figure B.18: Timeline of estimations for Suvi video 121601.
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(a)
(b)
Figure B.19: YLE video 2. The color coding is the same as with previous experiments. (a)
Example frame of NM estimation with super-imposed symbols representing states. Top:
News anchor. Bottom: Two static faces introduced. (b) Timeline representation of the
estimated states. Top: Timeline of the news anchor (frames 1–187) and first introduced
face “Matti Vanhanen”. Bottom: Timeline of second introduced face “Jyrki Katainen”.
The news anchor does not get its own timeline due to error in the simple face alignment
algorithm. The second introduced face is mostly not detected resulting in large blank
areas in the timeline plot.
APPENDIX B. TIMELINE PLOTS FOR TESTED VIDEOS 108
(a)
(b)
Figure B.20: YLE video 3. The color coding is the same as with previous experiments. (a)
Example frame of NM estimation with super-imposed symbols representing states. Top:
Three static faces. Bottom: news anchor. (b) Timeline representation of the estimated
states. Top: Timeline of static face “Eero Lankia” and the news anchor (frames 872–883).
Bottom: Timeline of static face “Mikko Alkio”. One static face was not detected at all.
The lack of liveness of the faces is more clearly identified in this example. Estimation
errors in the static faces are due to the poor facial states initialization.
