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Abstract
We define the secondary Hochschild complex for an entwining structure over a commutative k-algebra B.
We show that this complex carries the structure of a weak comp algebra. We obtain two distinct cup product
structures and a Hodge type decomposition for the secondary cohomology groups. We also consider a subcomplex
on which the two cup products coincide and which satisfies the axioms for being a comp algebra. The cohomology
of this subcomplex then forms a Gerstenhaber algebra.
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1 Introduction
Let k be a field and let B be a commutative k-algebra. Let A be a k-algebra and ζ : B −→ A be a morphism
of k-algebras such that the image of ζ lies in the center of A. In [19], Staic introduced Hochschild cohomology
groups for such a datum (A,B, ζ) with coefficients in an A-bimodule M , which he referred to as the “secondary
Hochschild cohomology” HH•((A,B, ζ);M). In later papers (see Staic and Stancu [20], Corrigan-Salter and Staic
[10], Laubacher, Staic and Stancu [16]), it was revealed that these groups carry a very rich structure, as a result of
which the secondary cohomology may be treated as an object of study in its own right. The purpose of this paper
is to introduce and study secondary Hochschild cohomology groups for an entwining structure over a commutative
k-algebra B.
The concept of an entwining structure, introduced by Brzezin´ski and Majid [4], has been developed widely in the
literature as a unifying formalism for studying multiple theories such as relative Hopf modules, Doi-Hopf and Yetter-
Drinfeld modules as well as coalgebra Galois extensions (see, for instance, [1], [2], [8], [5], [7], [9], [14], [18]). An
entwining structure (A,C, ψ) consists of an algebra A, a coalgebra C and a map ψ : C ⊗ A −→ A ⊗ C satisfying
certain conditions. In particular, such a datum (A,C, ψ) behaves in many ways like a bialgebra or more generally like
a comodule algebra over a bialgebra and Brzezin´ski introduced a Hochschild type cohomology theory for entwining
structures in [6]. The fundamental idea that underlies Brzezin´ski’s construction in [6] is his notion of a weak comp
algebra, introduced by generalizing comp algebras [13] or pre-Lie systems [11] (see also the exposition in [15]). This
leads to the notion of not one but two natural cup product structures on the Hochschild complex of an entwning
structure, both of which descend to the level of cohomology.
Accordingly, we are motivated in this paper to study a secondary cohomology theory for entwining structures over
a given commutative k-algebra B. This consists of an entwining structure (A,C, ψ) along with a map ζ : B −→ A
1
of algebras such that ψ(c ⊗ ζ(b)) = ζ(b) ⊗ c for every b ∈ B and c ∈ C. We introduce a secondary Hochschild
complex C •ψ((A,B,C, ζ);M) with coefficients in an A-bimodule M satisfying certain conditions. When M = A, this
leads to a secondary Hochschild complex C •ψ(A,B,C, ζ) on which we study comp structures and cup products in
a manner similar to the complex of Brzezin´ski [6]. The cohomology groups of C •ψ(A,B,C, ζ) will be denoted by
HH•ψ(A,B,C, ζ). We mention that the secondary Hochschild complex of Staic [19] admits a canonical inclusion
into C •ψ((A,B,C, ζ);M). This induces a morphism from the secondary cohomology of Staic [19] to the secondary
cohomology of the entwining structure over B with coefficients in M . Our first main result is as follows.
Theorem 1.1. (see Theorem 3.4 and Corollary 3.8) Let B be a commutative k-algebra and let (A,B,C, ψ, ζ) be an
entwining structure over B. Then,
(a) C •ψ(A,B,C, ζ) carries the structure of a weak comp algebra.
(b) There are cup products on the secondary Hochschild cohomology of the entwining structure
∪ : HHmψ (A,B,C, ζ) ⊗HH
n
ψ(A,B,C, ζ) −→ HH
m+n
ψ (A,B,C, ζ)
⊔ : HHmψ (A,B,C, ζ) ⊗HH
n
ψ(A,B,C, ζ) −→ HH
m+n
ψ (A,B,C, ζ)
which are related as follows: for cohomology classes f¯ ∈ HHmψ (A,B,C, ζ) and g¯ ∈ HH
n
ψ(A,B,C, ζ), we have
f¯ ∪ g¯ = (−1)mng¯ ⊔ f¯
As such, we consider a subcomplex E •ψ(A,B,C, ζ) ⊆ C
•
ψ(A,B,C, ζ) on which the two cup products coincide, inducing
a graded commutative structure on the cohomology groups. Moreover, we show that this graded commutative product
forms part of a Gerstenhaber algebra structure on the cohomology of E •ψ(A,B,C, ζ).
Theorem 1.2. (see Theorem 4.3 and Theorem 4.8) Let B be a commutative k-algebra and let (A,B,C, ψ, ζ) be an
entwining structure over B. Then,
(a) The cup products ∪ and ⊔ on the complex E •ψ(A,B,C, ζ) coincide.
(b) E •ψ(A,B,C, ζ) is a right comp algebra over k.
(c) The cohomology (H•(E •ψ(A,B,C, ζ)),∪, [., .]) carries the structure of a Gerstenhaber algebra.
Suppose now that A is also a commutative k-algebra. As with the secondary Hochschild complex (see [20, § 5]), the
terms C nψ ((A,B,C, ζ);M) in our complex carry an action of the permutation groups Sn under certain conditions.
Additionally, the mutually orthogonal idempotents {en(i)}1≤i≤n in QSn of Barr [3] and Gerstenhaber-Schack [12]
act on C •ψ((A,B,C, ζ);M) in a manner that is compatible with the differentials. Our final result is as follows.
Theorem 1.3. (see Theorem 5.2) The secondary Hochschild complex of an entwining structure (A,B,C, ψ, ζ) over
B with coefficients in M admits a direct sum decomposition
C
•
ψ((A,B,C, ζ);M) =
⊕
i≥0
e•(i) · C
•
ψ((A,B,C, ζ);M) (1.1)
If HH•iψ ((A,B,C, ζ);M) denotes the cohomology of the complex e•(i) ·C
•
ψ((A,B,C, ζ);M), the secondary Hochschild
cohomology HH•ψ((A,B,C, ζ);M) of the entwining structure admits a Hodge type decomposition
HH•ψ((A,B,C, ζ);M) =
⊕
i≥0
HH•iψ ((A,B,C, ζ);M) (1.2)
2
2 Secondary Hochschild cohomology of an entwining structure
Let k be a field. Throughout, we let A be an algebra over k having product structure µ : A ⊗ A −→ A and unit
map u : k −→ A. Also, we let C 6= 0 be a k-coalgebra, with coproduct structure ∆ : C −→ C ⊗ C and counit map
ε : C −→ k. We will generally suppress the summation in Sweedler notation and simply write ∆(c) = c1⊗ c2 for any
c ∈ C. For a map ψ : C ⊗A −→ A⊗ C, we will also suppress the summation and write ψ(c⊗ a) = aψ ⊗ c
ψ for any
a ∈ A and c ∈ C.
We begin by recalling the notion of an entwining structure over k, which was introduced by Brzezin´ski and Majid
[4].
Definition 2.1. Let k be a field. An entwining structure over k is a triple (A,C, ψ) consisting of the following data
(1) An algebra A over k.
(2) A coalgebra C over k.
(3) A k-linear morphism ψ : C ⊗A −→ A⊗ C satisfying the following conditions for any a, b ∈ A and c ∈ C.
ψ(c⊗ µ(a⊗ b)) = ψ(c⊗ ab) = (ab)ψ ⊗ c
ψ = aψbψ ⊗ c
ψψ = ((µ⊗ 1) ◦ (1⊗ ψ) ◦ (ψ ⊗ 1))(c⊗ a⊗ b)
(1⊗∆)(ψ(c⊗ a)) = aψ ⊗∆(c
ψ) = aψψ ⊗ c
ψ
1 ⊗ c
ψ
2 = ((ψ ⊗ 1) ◦ (1⊗ ψ))(∆(c) ⊗ a)
aψε(c
ψ) = ε(c)a 1ψ ⊗ c
ψ = 1⊗ c
(2.1)
Let B be a commutative k-algebra and let ζ : B −→ A be a morphism of k-algebras such that the image of ζ lies
in the center Z(A) of A, i.e., ζ(B) ⊆ Z(A). Let M be an A-bimodule such that ζ(b)m = mζ(b) for each b ∈ B and
m ∈M . The ‘secondary Hochschild cohomology’ of such a triple (A,B, ζ) with coefficients in M was introduced by
Staic [19] and studied further in a series of papers [20], [10], [16]. When B = k and ζ is the unit map of the k-algebra
A, this reduces to the ordinary Hochschild cohomology HH•(A,M).
Definition 2.2. Let B be a commutative k-algebra. An entwining structure over B is a tuple (A,B,C, ψ, ζ) consisting
of the following data
(1) ζ : B −→ A is a morphism of k-algebras such that ζ(B) ⊆ Z(A).
(2) The triple (A,C, ψ) is an entwining structure over k satisfying the additional condition that
ζ(b)ψ ⊗ c
ψ = ψ(c⊗ ζ(b)) = ζ(b)⊗ c (2.2)
for each b ∈ B and c ∈ C.
For an A-bimodule M , the Hochschild complex of an entwining structure (A,C, ψ) with coefficients in M was
introduced by Brzezin´ski in [6, § 2]. From now onwards we will always suppose that M satisfies the following
condition:
ζ(b)m = mζ(b) ∀ b ∈ B,m ∈M (2.3)
We are now ready to introduce the secondary Hochschild complex C •ψ((A,B,C, ζ);M) of an entwining structure
(A,B,C, ψ, ζ) over B with coefficients in M . We set
C
n
ψ ((A,B,C, ζ);M) = Homk(C ⊗A
⊗n ⊗B⊗
n(n−1)
2 ,M) (2.4)
For the sake of convenience, we will write an element of C ⊗A⊗n ⊗B⊗
n(n−1)
2 as a “tensor matrix”
c⊗M = c⊗ ((mij))1≤i,j,≤n = c
⊗


a1 b12 b13 b14 ... b1,n−2 b1,n−1 b1n
1 a2 b23 b24 ... b2,n−2 b2,n−1 b2n
1 1 a3 b34 ... b3,n−2 b3,n−1 b3n
. . . . ... . . .
1 1 1 1 ... 1 an−1 bn−1,n
1 1 1 1 ... 1 1 an


(2.5)
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with c ∈ C, ai ∈ A, bij ∈ B and 1 ∈ k. We need to describe the differential
δn : C nψ ((A,B,C, ζ);M) −→ C
n+1
ψ ((A,B,C, ζ);M) (2.6)
For this, we consider f ∈ C nψ ((A,B,C, ζ);M) = Homk(C ⊗ A
⊗n ⊗ B⊗
n(n−1)
2 ,M). Then, we define δ(f) = δn(f) ∈
Homk(C ⊗A
⊗n+1 ⊗B⊗
(n+1)n
2 ,M) as follows
δn(f)


c
⊗


a1 b12 b13 b14 ... b1,n−1 b1,n b1,n+1
1 a2 b23 b24 ... b2,n−1 b2,n b2,n+1
1 1 a3 b34 ... b3,n−1 b3,n b3,n+1
. . . . ... . . .
1 1 1 1 ... 1 an bn,n+1
1 1 1 1 ... 1 1 an+1




= ζ
(
n+1∏
j=2
b1j
)
a1ψ · f

cψ
⊗


a2 b23 b24 ... b2,n−1 b2,n b2,n+1
1 a3 b34 ... b3,n−1 b3,n b3,n+1
. . . ... . . .
1 1 1 ... 1 an bn,n+1
1 1 1 ... 1 1 an+1




+
n∑
i=1
(−1)if


c
⊗


a1 b12 . . . b1ib1,i+1 . . . b1,n+1
1 a2 . . . b2ib2,i+1 . . . b2,n+1
. . . . . . . . . . . .
1 1 . . . ζ(bi,i+1)aiai+1 . . . bi,n+1bi+1,n+1
. . . . . . . . . . . .
1 1 . . . . . . . . . bn,n+1
1 1 . . . . . . . . . an+1




+(−1)n+1ζ
(
n∏
k=1
bk,n+1
)
f

c
⊗


a1 b12 b13 b14 ... b1,n−1 b1,n
1 a2 b23 b24 ... b2,n−1 b2,n
1 1 a3 b34 ... b3,n−1 b3,n
. . . . ... . .
1 1 1 1 ... 1 an



 · an+1
(2.7)
We need to show that δn+1 ◦ δn = 0. For this, we use the canonical isomorphisms
θn : C nψ ((A,B,C, ζ);M) = Hom(C ⊗A
⊗n ⊗B⊗
n(n−1)
2 ,M)
∼=
−−−−→ Hom(A⊗n ⊗B⊗
n(n−1)
2 , Hom(C,M))
θn(f)


a1 b12 b13 b14 ... b1,n−1 b1n
1 a2 b23 b24 ... b2,n−1 b2n
1 1 a3 b34 ... b3,n−1 b3n
. . . . ... . .
1 1 1 1 ... 1 an

 (c) = f

c⊗


a1 b12 b13 b14 ... b1,n−1 b1n
1 a2 b23 b24 ... b2,n−1 b2n
1 1 a3 b34 ... b3,n−1 b3n
. . . . ... . .
1 1 1 1 ... 1 an




(2.8)
We now recall (see [6, § 2]) that Hom(C,M) becomes an A-bimodule by setting
(g · a)(c) = g(c) · a (a · g)(c) = aψ · g(c
ψ) (2.9)
for any g ∈ Hom(C,M), a ∈ A and c ∈ C.
Proposition 2.3. Let B be a commutative k-algebra and let (A,B,C, ψ, ζ) be an entwining structure over B. Let
M be an A-bimodule such that ζ(b)m = mζ(b) for each b ∈ B and m ∈ M . Then, (C •ψ((A,B,C, ζ);M), δ
•) is a
cochain complex, i.e., δ ◦ δ = 0.
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Proof. Since (A,B,C, ψ, ζ) is an entwining structure over B, it follows from (2.2) and (2.3) that
(ζ(b) · g)(c) = ζ(b)ψ · g(c
ψ) = ζ(b) · g(c) = g(c) · ζ(b) = (g · ζ(b))(c) (2.10)
for any b ∈ B, c ∈ C and g ∈ Hom(C,M). From (2.10), it now follows that we can construct as in [19, Proposition
2] a secondary Hochschild complex
(C •((A,B, ζ);Hom(C,M)), δ′)
for the triple (A,B, ζ) with coefficients in the A-bimoduleHom(C,M). The termsHom(A⊗n⊗B⊗
n(n−1)
2 , Hom(C,M))
of this complex are canonically identified with those of C •ψ((A,B,C, ζ);M). In order to show that (C
•
ψ((A,B,C, ζ);M), δ
•)
is a cochain complex, it suffices therefore to check that the differential δ can be identified with δ′.
Using (2.9) and maintaining the notation in (2.7), we see that
ζ
(
n+1∏
j=2
b1j
)
a1ψ · f

cψ
⊗


a2 b23 b24 ... b2,n b2,n+1
1 a3 b34 ... b3,n b3,n+1
. . . ... . .
1 1 1 ... an bn,n+1
1 1 1 ... 1 an+1




= ζ
(
n+1∏
j=2
b1j
)a1 · θ(f)


a2 b23 b24 ... b2,n b2,n+1
1 a3 b34 ... b3,n b3,n+1
. . . ... . .
1 1 1 ... an bn,n+1
1 1 1 ... 1 an+1



 (c)
(2.11)
Looking at the other terms on the right hand side of (2.7), it is now evident that
δn(f)


c
⊗


a1 b12 b13 b14 ... b1,n−1 b1,n b1,n+1
1 a2 b23 b24 ... b2,n−1 b2,n b2,n+1
1 1 a3 b34 ... b3,n−1 b3,n b3,n+1
. . . . ... . . .
1 1 1 1 ... 1 an bn,n+1
1 1 1 1 ... 1 1 an+1




= δ′(θ(f))


a1 b12 b13 b14 ... b1,n−1 b1,n b1,n+1
1 a2 b23 b24 ... b2,n−1 b2,n b2,n+1
1 1 a3 b34 ... b3,n−1 b3,n b3,n+1
. . . . ... . . .
1 1 1 1 ... 1 an bn,n+1
1 1 1 1 ... 1 1 an+1


(c)
(2.12)
This proves the result.
We conclude this section by showing that the secondary Hochschild complex of an entwining structure contains the
secondary Hochschild complex of Staic [19].
Proposition 2.4. There is a canonical inclusion of complexes
iC,ψ : C
•((A,B, ζ);M) →֒ C •ψ((A,B,C, ζ);M) f 7→ f ◦ (ε⊗ id) (2.13)
where ε : C −→ k is the counit morphism of the coalgebra C.
Proof. We have assumed that C 6= 0 and hence ε : C −→ k is an epimorphism. Then, the morphisms ε ⊗ id :
C ⊗ A⊗n ⊗ B⊗
n(n−1)
2 −→ A⊗n ⊗ B⊗
n(n−1)
2 are all epimorphisms and hence they induce a monomorphism iC,ψ :
C •((A,B, ζ);M) →֒ C •ψ((A,B,C, ζ);M). Using the fact that aψε(c
ψ) = ε(c)a for all a ∈ A, c ∈ C, it may be verified
easily that δ(f ◦ (ε⊗ id)) = δ(f) ◦ (ε⊗ id) for each f ∈ C •((A,B, ζ);M).
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3 Cup products on the secondary complex of an entwining structure
In this section, we will always assume that M = A. In that case, the complex C •ψ((A,B,C, ζ);M) will be written
simply as C •ψ(A,B,C, ζ). Our purpose is to produce cup products on the complex C
•
ψ(A,B,C, ζ) as well as the
induced products on the Hochschild cohomology HH•ψ(A,B,C, ζ).
In order to proceed further, we will need some simplifying notation.
(A) For an element M = ((mij))1≤i,j≤n ∈ A
⊗n ⊗ B⊗
n(n−1)
2 as in (2.5) we denote by M((k, l); (k′, l′)) the (k′ − k +
1)× (l′ − l + 1)-tensor matrix consisting of those entries mij such that k ≤ i ≤ k
′ and l ≤ j ≤ l′.
(B) Given a k × l-tensor matrix T = ((tij)) ∈ B
⊗kl:
1. We let ΠrT be the (k × 1)-column matrix in B⊗k whose i-th element is given by
∏l
j=1 tij .
2. We let ΠcT be the (1 × l)-row matrix in B⊗l whose j-th element is given by
∏k
i=1 tij .
3. We let ΠT ∈ B be the single element obtained by multiplying together all entries in T , i.e., ΠT = Πr(ΠcT ) =
Πc(ΠrT ).
For any k ≤ n, the map C ⊗ A⊗n ⊗ B⊗
n(n−1)
2 −→ A⊗k ⊗ B⊗
k(k−1)
2 ⊗ B⊗k(n−k) ⊗ C ⊗ A⊗(n−k) ⊗ B⊗
(n−k)(n−k−1)
2
induced by applying k-times the entwining ψ : C ⊗A −→ A⊗ C will be written as
c⊗
(
M((1, 1); (k, k)) M((1, k + 1); (k, n))
M((k + 1, 1); (n, k)) M((k + 1, k + 1); (n, n))
)
7→
(
M((1, 1); (k, k))ψ M((1, k + 1); (k, n))
M((k + 1, 1); (n, k)) cψ
k
⊗M((k + 1, k + 1); (n, n))
)
We will now describe two different cup products on C •ψ(A,B,C, ζ). The first is given by taking for any f ∈
Cmψ (A,B,C, ζ), g ∈ C
n
ψ (A,B,C, ζ), the element f ∪ g ∈ C
m+n
ψ (A,B,C, ζ) described by setting
(f ∪ g)(c⊗M)
= ζ (ΠM((1,m+ 1); (m,m+ n))) · f(c1 ⊗M((1, 1); (m,m))ψ) · g(c
ψm
2 ⊗M((m+ 1,m+ 1); (n, n)))
(3.1)
for any c⊗M ∈ C ⊗A⊗(m+n) ⊗B⊗
(m+n)(m+n−1)
2 . The second cup product f ⊔ g ∈ Cm+nψ (A,B,C, ζ) is described by
setting
(f ⊔ g)(c⊗M)
= ζ (ΠM((1,m+ 1); (m,m+ n))) · f(c2 ⊗M((1, 1); (m,m)))ψ · g(c
ψ
1 ⊗M((m+ 1,m+ 1); (n, n)))
(3.2)
In order to study the cup products in (3.1) and (3.2), we will show more generally that Cψ(A,B,C, ζ) is a “weak
comp algebra” in the sense of [6, Definition 4.4]. This notion was introduced by Brzezin´ski [6] as a generalization of
the notion of a comp algebra introduced in [11], [13].
Definition 3.1. (see [6, Definition 4.4]) Let k be a field. A (right) weak comp algebra (V •,✸, α) over k consists of
the following data:
(A) A graded vector space V =
⊕
i≥0
V i and a given element α ∈ V 2
(B) A family ✸ of operations
✸i : V
m ⊗ V n −→ V m+n−1 ∀ i ≥ 0 (3.3)
satisfying the following conditions for any f ∈ V m, g ∈ V n, h ∈ V p:
1. f✸ig = 0 if i > m− 1.
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2. (f✸ig)✸jh = f✸i(g✸j−ih) if i ≤ j < n+ i
3. if either g = α or h = α, then (f✸ig)✸jh = (f✸jh)✸i+p−1g if j < i
4. α✸0α = α✸1α.
For f ∈ Cmψ (A,B,C, ζ), g ∈ C
n
ψ (A,B,C, ζ) and 0 ≤ i < m, we now define f✸ig ∈ C
m+n−1
ψ (A,B,C, ζ) by setting
(f✸ig)(c⊗M)
= f

c1 ⊗


M((1, 1); (i, i))ψ Π
rM((1, i+ 1); (i, i+ n)) M((1, i+ n+ 1); (i,m+ n− 1))
1 g(cψ
i
2 ⊗M((i+ 1, i+ 1); (i+ n, i+ n))) Π
cM((i+ 1, i+ n+ 1); (i+ n,m+ n− 1))
1 1 M((i+ n+ 1, i+ n+ 1); (m+ n− 1, m+ n− 1))




For all other values of i, we take f✸ig = 0. We also fix an element α ∈ C
2
ψ(A,B,C, ζ) defined by setting
α
(
c⊗
(
a1 b12
1 a2
))
:= ε(c)ζ(b12)a1a2 (3.4)
Lemma 3.2. For f ∈ Cmψ (A,B,C, ζ), g ∈ C
n
ψ (A,B,C, ζ), h ∈ C
p
ψ(A,B,C, ζ), we have
(f✸ig)✸jh = f✸i(g✸j−ih) ∈ C
m+n+p−2
ψ (A,B,C, ζ) (3.5)
for i ≤ j < n+ i.
Proof. For i ≥ m, both sides of (3.5) are 0. So we take i < m. We notice that this implies j < n+ i ≤ m+n− 1. We
now consider a dimension m+ n+ p− 2 square “upper triangular tensor matrix” M (i.e., entries below the diagonal
are all 1) in A⊗(m+n+p−2) ⊗ B⊗
(m+n+p−2)(m+n+p−3)
2 . For the sake of convenience, we will write M as a 5 × 5 matrix
by subdividing it into the following blocks
M =


U(i) X12 X13 X14 X15
1 U(j − i) X23 X24 X25
1 1 U(p) X34 X35
1 1 1 U(n− j + i− 1) X45
1 1 1 1 U(m− i− 1)

 (3.6)
where each U(k) in (3.6) is a square block of dimension k. For c ∈ C, we now have
f✸i(g✸j−ih)(c⊗M)
= f

c1 ⊗


U(i)ψ Π
r(X12;X13;X14) X15
1 (g✸j−ih)

cψi2 ⊗

U(j − i) X23 X241 U(p) X34
1 1 U(n− j + i− 1)



 Πc(X25;X35;X45)
1 1 U(m− i− 1)




= f

c1 ⊗


U(i)ψ Π
r(X12;X13;X14) X15
1 g

(cψi2 )1 ⊗


U(j − i)ψ Π
rX23 X24
1 h
(
(cψ
i
2 )
ψj−i
2 ⊗ U(p)
)
ΠcX34
1 1 U(n− j + i− 1)



 Πc(X25;X35;X45)
1 1 U(m− i− 1)




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On the other hand, we have
((f✸ig)✸jh)(c⊗M)
= (f✸ig)

c1 ⊗


U(i)ψ X
12 ΠrX13 X14 X15
1 U(j − i)ψ Π
rX23 X24 X25
1 1 h(cψ
j
2 ⊗ U(p)) Π
cX34 ΠcX35
1 1 1 U(n− j + i − 1) X45
1 1 1 1 U(m− i− 1)




= f

c11 ⊗


U(i)ψψ Π
r(X12;X13;X14) X15
1 g

cψi12 ⊗

U(j − i)ψ Π
rX23 X24
1 h(cψ
j
2 ⊗ U(p)) Π
cX34
1 1 U(n− j + i− 1)



 Πc(X25;X35;X45)
1 1 U(m− i− 1)




= f

c1 ⊗


U(i)ψψ Π
r(X12;X13;X14) X15
1 g

cψi2 ⊗

U(j − i)ψ ΠrX23 X241 h(cψj3 ⊗ U(p)) ΠcX34
1 1 U(n− j + i− 1)



 Πc(X25;X35;X45)
1 1 U(m− i− 1)




From (2.1), we know that aψ ⊗ ∆(d
ψ) = aψψ ⊗ d
ψ
1 ⊗ d
ψ
2 for a ∈ A and d ∈ C. Applying the i-th iterate of this
condition, the result is now clear.
Given an entwining structure (A,C, ψ), the conditions in Definition 2.1 imply that ψ interacts with the multiplication
µ : A⊗A −→ A and the comultiplication ∆ : C −→ C ⊗ C in the following manner: for any n ≥ 1, set
ρnR : C ⊗A
⊗n ∆⊗A
⊗n
−−−−−−→ C ⊗ C ⊗A⊗n
C⊗((A⊗n−1⊗ψ)◦(A⊗n−2⊗ψ⊗A)◦···◦(ψ⊗A⊗n−1))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ C ⊗ A⊗n ⊗ C (3.7)
Then, for any 0 ≤ j ≤ n− 1, the following diagram commutes (see [6, Lemma 1.3])
C ⊗A⊗n+1
C⊗A⊗j⊗µ⊗A⊗n−j−1
−−−−−−−−−−−−−−→ C ⊗A⊗n
ρn+1
R
y ρnRy
C ⊗A⊗n+1 ⊗ C
C⊗A⊗j⊗µ⊗A⊗n−j−1⊗C
−−−−−−−−−−−−−−−−→ C ⊗A⊗n ⊗ C
(3.8)
Lemma 3.3. For f ∈ Cmψ (A,B,C, ζ), g ∈ C
n
ψ (A,B,C, ζ), h ∈ C
p
ψ(A,B,C, ζ) and j < i, we have
(f✸ig)✸jh = (f✸jh)✸i+p−1g (3.9)
whenever g = α or h = α.
Proof. Suppose first that h = α. Then, p = 2 and we have to establish that
(f✸ig)✸jα = (f✸jα)✸i+1g (3.10)
for j < i. We now consider a dimension m + n square “upper triangular tensor matrix” M (i.e., entries below the
diagonal are all 1) in A⊗(m+n) ⊗B⊗
(m+n)(m+n−1)
2 . For the sake of convenience, we will write M as a 6× 6 matrix by
8
subdividing it into the following blocks
M =


U(j) X12 X13 X14 X15 X16
1 aj+1 b X
24 X25 X26
1 1 aj+2 X
34 X35 X36
1 1 1 U(i− j − 1) X45 X46
1 1 1 1 U(n) X56
1 1 1 1 1 U(m− i− 1)


(3.11)
where each U(k) is a square matrix of dimension k. For c ∈ C, we now have
((f✸ig)✸jα)(c ⊗M)
= (f✸ig)

c1 ⊗


U(j)ψ Π
r(X12;X13) X14 X15 X16
1 ε(cψ
j
2 )ζ(b)aj+1aj+2 Π
c(X24;X34) Πc(X25;X35) Πc(X26;X36)
1 1 U(i− j − 1) X45 X46
1 1 1 U(n) X56
1 1 1 1 U(m− i− 1)




= (f✸ig)

c1 ⊗


U(j) Πr(X12;X13) X14 X15 X16
1 ε(c2)ζ(b)aj+1aj+2 Π
c(X24;X34) Πc(X25;X35) Πc(X26;X36)
1 1 U(i− j − 1) X45 X46
1 1 1 U(n) X56
1 1 1 1 U(m− i− 1)




= (f✸ig)

c⊗


U(j) Πr(X12;X13) X14 X15 X16
1 ζ(b)aj+1aj+2 Π
c(X24;X34) Πc(X25;X35) Πc(X26;X36)
1 1 U(i− j − 1) X45 X46
1 1 1 U(n) X56
1 1 1 1 U(m− i− 1)




= f

c1 ⊗


U(j)ψ Π
r(X12;X13) X14 ΠrX15 X16
1 ζ(b)(aj+1aj+2)ψ Π
c(X24;X34) ΠrΠc(X25;X35) Πc(X26;X36)
1 1 U(i− j − 1)ψ Π
rX45 X46
1 1 1 g(cψ
i
2 ⊗ U(n)) Π
cX56
1 1 1 1 U(m− i− 1)




On the other hand, we have
((f✸jα)✸i+1g)(c⊗M)
= (f✸jα)


c1 ⊗


U(j)ψ X
12 X13 X14 ΠrX15 X16
1 aj+1,ψ b X
24 ΠrX25 X26
1 1 aj+2,ψ X
34 ΠrX35 X36
1 1 1 U(i− j − 1)ψ Π
rX45 X46
1 1 1 1 g(cψ
i+1
2 ⊗ U(n)) Π
cX56
1 1 1 1 1 U(m− i− 1)




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This further equates to
= f

c11 ⊗


U(j)ψψ Π
r(X12;X13) X14 ΠrX15 X16
1 ε(cψ
j
12 )ζ(b)aj+1,ψaj+2,ψ Π
c(X24;X34) ΠrΠc(X25;X35) Πc(X26;X36)
1 1 U(i− j − 1)ψ Π
rX45 X46
1 1 1 g(cψ
i+1
2 ⊗ U(n)) Π
cX56
1 1 1 1 U(m− i− 1)




= f

c1 ⊗


U(j)ψ Π
r(X12;X13) X14 ΠrX15 X16
1 ζ(b)aj+1,ψaj+2,ψ Π
c(X24;X34) ΠrΠc(X25;X35) Πc(X26;X36)
1 1 U(i− j − 1)ψ Π
rX45 X46
1 1 1 g(cψ
i+1
2 ⊗ U(n)) Π
cX56
1 1 1 1 U(m− i− 1)




The result of (3.10) now follows using the commutative diagram (3.8). The case of g = α may be verified in a similar
manner.
Theorem 3.4. Let B be a commutative k-algebra and let (A,B,C, ψ, ζ) be an entwining structure over B. Then,
the tuple (C •ψ(A,B,C, ζ),✸, α) is the data of a weak comp algebra.
Proof. The condition (1) in Definition 3.1 is immediate from the definition of the operations ✸i on C
•
ψ(A,B,C, ζ).
The conditions (2) and (3) follow from Lemma 3.2 and Lemma 3.3 respectively. Finally, the condition (4), i.e.,
α✸0α = α✸1α, may be verified easily by direct computation. The result follows.
Lemma 3.5. For any m ≥ 0, the differential δm : Cmψ (A,B,C, ζ) −→ C
m+1
ψ (A,B,C, ζ) can also be expressed as
δm(f) = (−1)m−1α✸0f −
m∑
i=1
(−1)i−1f✸i−1α+ α✸1f (3.12)
Proof. As in (2.5), we will write an element of C ⊗A⊗m+1 ⊗B⊗
(m+1)m
2 as a “tensor matrix”
c⊗M = c
⊗


a1 b12 b13 b14 ... b1,m−1 b1,m b1,m+1
1 a2 b23 b24 ... b2,m−1 b2,m b2,m+1
1 1 a3 b34 ... b3,m−1 b3,m b3,m+1
. . . . ... . . .
1 1 1 1 ... 1 am bm,m+1
1 1 1 1 ... 1 1 am+1


(3.13)
with c ∈ C, ai ∈ A, bij ∈ B and 1 ∈ k. It is easily observed that
(α✸0f)(c⊗M) = ζ
(
m∏
k=1
bk,m+1
)
f

c
⊗


a1 b12 b13 b14 ... b1,m−1 b1,m
1 a2 b23 b24 ... b2,m−1 b2,m
1 1 a3 b34 ... b3,m−1 b3,m
. . . . ... . .
1 1 1 1 ... 1 am



 · am+1 (3.14)
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(α✸1f)(c⊗M) = ε(c1)ζ
(
m+1∏
j=2
b1j
)
a1ψ · f

cψ2
⊗


a2 b23 b24 ... b2,m−1 b2,m b2,m+1
1 a3 b34 ... b3,m−1 b3,m b3,m+1
. . . ... . . .
1 1 1 ... 1 am bm,m+1
1 1 1 ... 1 1 am+1




= ζ
(
m+1∏
j=2
b1j
)
a1ψ · f

cψ
⊗


a2 b23 b24 ... b2,m−1 b2,m b2,m+1
1 a3 b34 ... b3,m−1 b3,m b3,m+1
. . . ... . . .
1 1 1 ... 1 am bm,m+1
1 1 1 ... 1 1 am+1




(3.15)
On the other hand, we have
(f✸i−1α)(c ⊗M) = f


c1
⊗


a1ψ b12 . . . b1ib1,i+1 . . . b1,m+1
1 a2ψ . . . b2ib2,i+1 . . . b2,m+1
. . . . . . . . . . . .
1 1 . . . ε(cψ
i−1
2 )ζ(bi,i+1)aiai+1 . . . bi,m+1bi+1,m+1
. . . . . . . . . . . .
1 1 . . . . . . . . . bm,m+1
1 1 . . . . . . . . . am+1




= f


c1
⊗


a1 b12 . . . b1ib1,i+1 . . . b1,m+1
1 a2 . . . b2ib2,i+1 . . . b2,m+1
. . . . . . . . . . . .
1 1 . . . ε(c2)ζ(bi,i+1)aiai+1 . . . bi,m+1bi+1,m+1
. . . . . . . . . . . .
1 1 . . . . . . . . . bm,m+1
1 1 . . . . . . . . . am+1




= f


c
⊗


a1 b12 . . . b1ib1,i+1 . . . b1,m+1
1 a2 . . . b2ib2,i+1 . . . b2,m+1
. . . . . . . . . . . .
1 1 . . . ζ(bi,i+1)aiai+1 . . . bi,m+1bi+1,m+1
. . . . . . . . . . . .
1 1 . . . . . . . . . bm,m+1
1 1 . . . . . . . . . am+1




(3.16)
Comparing with the expression for the differential δm : Cmψ (A,B,C, ζ) −→ C
m+1
ψ (A,B,C, ζ) in (2.7), the result is
clear.
We now come back to the two cup products ∪ and ⊔ on C •ψ(A,B,C, ζ) defined in (3.1) and (3.2) and describe them in
terms of the operations ✸i. This will allow us to produce associative algebra structures on C
•
ψ(A,B,C, ζ) equipped
with graded differential δ by using the general properties of weak comp algebras.
Proposition 3.6. Let B be a commutative k-algebra and let (A,B,C, ψ, ζ) be an entwining structure over B. Then,
the operation ∪ on C •ψ(A,B,C, ζ) may also be described as follows: for f ∈ C
m
ψ (A,B,C, ζ), g ∈ C
n
ψ (A,B,C, ζ), we
have
f ∪ g = (α✸0f)✸mg (3.17)
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Further, C •ψ(A,B,C, ζ) is a graded associative algebra for the ∪ product. The differential δ is a graded derivation of
degree 1 for this algebra structure, i.e.,
δm+n(f ∪ g) = δm(f) ∪ g + (−1)mf ∪ δn(g) (3.18)
Proof. We write a square tensor matrix of dimension (m+ n) as a 2× 2 matrix with the following blocks
M =
(
U(m) X12
1 U(n)
)
(3.19)
where each U(k) is a square matrix of dimension k. For c ∈ C, we have
((α✸0f)✸mg)(c⊗M) = (α✸0f)
(
c1 ⊗
((
U(m)ψ Π
rX12
1 g(cψ
m
2 ⊗ U(n))
)))
= α
(
c11 ⊗
((
f(c12 ⊗ U(m)ψ) Π
cΠrX12
1 g(cψ
m
2 ⊗ U(n))
)))
= ζ
(
ΠcΠrX12
)
ε(c11)f(c12 ⊗ U(m)ψ)g(c
ψm
2 ⊗ U(n))
= ζ
(
ΠcΠrX12
)
f(c1 ⊗ U(m)ψ)g(c
ψm
2 ⊗ U(n))
(3.20)
It is clear that this coincides with the expression for (f ∪ g)(c ⊗M) as defined in (3.1). This proves (3.17). From
Theorem 3.4, we know that (C •ψ(A,B,C, ζ),✸, α) is a weak comp algebra. It now follows from the general properties
of a weak comp algebra in [6, Proposition 4.5] that ∪ defines a graded associative algebra structure on C •ψ(A,B,C, ζ).
Using the expression for the differential δ given in Lemma 3.5, it also follows from the general properties of a weak
comp algebra (see [6, Proposition 4.7]) that δ is a graded derivation of degree 1 for the cup product ∪.
Proposition 3.7. Let B be a commutative k-algebra and let (A,B,C, ψ, ζ) be an entwining structure over B. Then,
the operation ⊔ on C •ψ(A,B,C, ζ) may also be described as follows: for f ∈ C
m
ψ (A,B,C, ζ), g ∈ C
n
ψ (A,B,C, ζ), we
have
f ⊔ g = (α✸1g)✸0f (3.21)
Further, C •ψ(A,B,C, ζ) is an associative algebra with the product ⊔. The differential δ is a graded derivation of
degree 1 for this algebra structure, i.e.,
δm+n(f ⊔ g) = δm(f) ⊔ g + (−1)mf ⊔ δn(g) (3.22)
Proof. We maintain the notation from the proof of Proposition 3.6. For c ∈ C, we have
((α✸1g)✸0f)(c⊗M) = (α✸1g)
(
c1 ⊗
(
f(c2 ⊗ U(m)) Π
cX12
1 U(n)
))
= α
(
c11 ⊗
(
f(c2 ⊗ U(m))ψ Π
rΠcX12
1 g(cψ12 ⊗ U(n))
))
= ζ
(
ΠrΠcX12
)
ε(c11)f(c2 ⊗ U(m))ψg(c
ψ
12 ⊗ U(n))
= ζ
(
ΠrΠcX12
)
f(c2 ⊗ U(m))ψg(c
ψ
1 ⊗ U(n))
(3.23)
It is clear that this coincides with the expression for (f ⊔ g)(c⊗M) as defined in (3.2). This proves (3.21). The rest
follows as in the proof of Proposition 3.6 by using the general properties of a weak comp algebra (see [6, Proposition
4.5 & Proposition 4.7]).
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Corollary 3.8. Let B be a commutative k-algebra and let (A,B,C, ψ, ζ) be an entwining structure over B. Then,
(a) There are cup products on the secondary Hochschild cohomology of the entwining structure
∪ : HHmψ (A,B,C, ζ) ⊗HH
n
ψ(A,B,C, ζ) −→ HH
m+n
ψ (A,B,C, ζ)
⊔ : HHmψ (A,B,C, ζ) ⊗HH
n
ψ(A,B,C, ζ) −→ HH
m+n
ψ (A,B,C, ζ)
induced by the corresponding cup product structures on C •ψ(A,B,C, ζ).
(b) For cohomology classes f¯ ∈ HHmψ (A,B,C, ζ) and g¯ ∈ HH
n
ψ(A,B,C, ζ), we have
f¯ ∪ g¯ = (−1)mng¯ ⊔ f¯
Proof. From Propositions 3.6 and 3.7, we know that the differential δ is a graded derivation for the associative
algebra structures (C •ψ(A,B,C, ζ),∪) and (C
•
ψ(A,B,C, ζ),⊔). The result of (a) is now clear from (3.18) and (3.22).
The result of (b) now follows from the general property of a weak comp algebra (see [6, Corollary 4.9]).
4 A graded commutative cup product
In this section, we will consider a subcomplex of C •ψ(A,B,C, ζ) such that the two cup products on cohomology in
Corollary 3.8 coincide, thus determining a graded commutative structure. We begin by recalling the morphism
ρnR : C ⊗A
⊗n ∆⊗A
⊗n
−−−−−−→ C ⊗ C ⊗A⊗n
C⊗((A⊗n−1⊗ψ)◦(A⊗n−2⊗ψ⊗A)◦...(ψ⊗A⊗n−1))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ C ⊗ A⊗n ⊗ C (4.1)
described in Section 3. We also set
ρnL : C ⊗A
⊗n ∆⊗A
⊗n
−−−−−−→ C ⊗ C ⊗A⊗n (4.2)
In fact, C ⊗A⊗n is a C-bicomodule with left coaction ρnL and right coaction ρ
n
R (see [6, § 1]). By abuse of notation,
we will also write
ρnL : C ⊗A
⊗n ⊗B⊗
n(n−1)
2
ρnL⊗B
⊗
n(n−1)
2
−−−−−−−−−→ C ⊗ C ⊗A⊗n ⊗B⊗
n(n−1)
2
ρnR : C ⊗A
⊗n ⊗B⊗
n(n−1)
2
ρnR⊗B
⊗
n(n−1)
2
−−−−−−−−−−→ C ⊗A⊗n ⊗ C ⊗B⊗
n(n−1)
2 = C ⊗A⊗n ⊗B⊗
n(n−1)
2 ⊗ C
(4.3)
Motivated by [6, § 5], we now introduce an “equivariant subcomplex” E •ψ(A,B,C, ζ) of C
•
ψ(A,B,C, ζ) as follows: an
element f ∈ C nψ (A,B,C, ζ) = Homk(C ⊗A
⊗n ⊗B⊗
n(n−1)
2 , A) lies in E nψ (A,B,C, ζ) if it satisfies
C ⊗A⊗n ⊗B⊗
n(n−1)
2
ρnR−−−−→ C ⊗A⊗n ⊗B⊗
n(n−1)
2 ⊗ C
ρnL
y yf⊗id
C ⊗ C ⊗A⊗n ⊗B⊗
n(n−1)
2
ψ◦(id⊗f)
−−−−−−→ A⊗ C
(4.4)
Lemma 4.1. The element α ∈ E 2ψ(A,B,C, ζ).
Proof. Using the definition of α in (3.4), we verify the commutativity of the diagram (4.4) as follows:
(α⊗ id) ◦ ρ2R
(
c⊗
(
a1 b12
1 a2
))
= ε(c1)ζ(b12)a1ψa2ψ ⊗ c
ψψ
2 = ζ(b12)a1ψa2ψ ⊗ c
ψψ (4.5)
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On the other hand, we have
(ψ ◦ (id⊗ α)) ◦ ρ2L
(
c⊗
(
a1 b12
1 a2
))
= ε(c2)ζ(b12)(a1a2)ψ ⊗ c
ψ
1 = ζ(b12)(a1a2)ψ ⊗ c
ψ (4.6)
The result is now clear from the properties of an entwining structure as described in Definition 2.1.
Lemma 4.2. If f ∈ Emψ (A,B,C, ζ) and g ∈ E
n
ψ (A,B,C, ζ), then f✸ig ∈ E
m+n−1
ψ (A,B,C, ζ) for any i ≥ 0.
Proof. We know that f✸ig = 0 for i > m− 1, so we suppose that i ≤ m− 1. We now consider an “upper triangular
tensor matrix”M in A⊗m+n−1⊗B⊗(m+n−1)(m+n−2)/2. As usual, we will writeM as a 3×3 matrix with the following
blocks
M =

U(i) X12 X131 U(n) X23
1 1 U(m− i− 1)

 (4.7)
where U(k) is a square block of dimension k. For c ∈ C, we now have
((f✸ig)⊗ id) ◦ ρ
m+n−1
R (c⊗M) = f

c1 ⊗

U(i)ψψ Π
rX12 X13
1 g(cψ
i
2 ⊗ U(n)ψ) Π
cX23
1 1 U(m− i− 1)ψ



⊗ cψm+n−13
= f

c1 ⊗

U(i)ψψ ΠrX12 X131 g(cψi3 ⊗ U(n))ψ ΠcX23
1 1 U(m− i− 1)ψ



⊗ cψm2
(4.8)
where the second equality in (4.8) follows from the fact that g ∈ E nψ (A,B,C, ζ). We also have
(ψ ◦ (id⊗ (f✸ig))) ◦ ρ
m+n−1
L (c⊗M) = (ψ ◦ (id⊗ (f✸ig)))(c1 ⊗ c2 ⊗M)
= ((f✸ig)(c2 ⊗M))ψ ⊗ c
ψ
1
= f

c2 ⊗

U(i)ψ ΠrX12 X131 g(cψi3 ⊗ U(n)) ΠcX23
1 1 U(m− i− 1)




ψ
⊗ cψ1
= f

c1 ⊗

U(i)ψψ Π
rX12 X13
1 g(cψ
i
3 ⊗ U(n))ψ Π
cX23
1 1 U(m− i− 1)ψ



⊗ cψm2
(4.9)
where the last equality in (4.9) follows from the fact that f ∈ Emψ (A,B,C, ζ). This proves the result.
Theorem 4.3. Let B be a commutative k-algebra and let (A,B,C, ψ, ζ) be an entwining structure over B. Then:
(1) The tuple (E •ψ (A,B,C, ζ),✸, α) is the data of a weak comp subalgebra of (C
•
ψ(A,B,C, ζ),✸, α).
(2) (E •ψ (A,B,C, ζ), δ
•) is a subcomplex of (C •ψ(A,B,C, ζ), δ
•).
(3) The cup products ∪ and ⊔ on the complex E •ψ(A,B,C, ζ) coincide. In particular, these induce a graded commu-
tative cup product on the cohomology groups of E •ψ (A,B,C, ζ).
Proof. (1) From Lemma 4.1, we know that α ∈ E 2ψ(A,B,C, ζ). From Lemma 4.2, we know that f✸ig ∈ E
•
ψ(A,B,C, ζ)
whenever f , g ∈ E •ψ(A,B,C, ζ). This proves the result.
(2) From Lemma 3.5, we know that (C •ψ(A,B,C, ζ), δ
•) is the cochain complex induced by the weak comp algebra
(C •ψ(A,B,C, ζ),✸, α). Since (E
•
ψ (A,B,C, ζ),✸, α) is a weak comp subalgebra of (C
•
ψ(A,B,C, ζ),✸, α), the result
follows.
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(3) From (3.1) and (3.2), we recall that for f ∈ Cmψ (A,B,C, ζ), g ∈ C
n
ψ (A,B,C, ζ), we have
(f ∪ g)(c⊗M)
= ζ (ΠM((1,m+ 1); (m,m+ n))) · f(c1 ⊗M((1, 1); (m,m))ψ) · g(c
ψm
2 ⊗M((m+ 1,m+ 1); (n, n)))
(4.10)
and
(f ⊔ g)(c⊗M)
= ζ (ΠM((1,m+ 1); (m,m+ n))) · f(c2 ⊗M((1, 1); (m,m)))ψ · g(c
ψ
1 ⊗M((m+ 1,m+ 1); (n, n)))
(4.11)
Now if f ∈ Emψ (A,B,C, ζ), applying the condition in (4.4) makes it clear that the expressions in (4.10) and (4.11) are
equal. From the general properties of a weak comp algebra, we know that these cup products descend to cohomology
groups and f¯ ∪ g¯ = (−1)mng¯ ⊔ f¯ for cohomology classes f¯ ∈ Hm(E •ψ(A,B,C, ζ)) and g¯ ∈ H
n(E •ψ (A,B,C, ζ)). The
result is now clear.
In Theorem 3.4, we showed that (C •ψ(A,B,C, ζ),✸, α) carries the structure of a weak comp algebra. We will now
show that the tuple (E •ψ (A,B,C, ζ),✸, α) satisfies a stronger condition, i.e., it is a comp algebra in the sense of
Gerstenhaber and Schack [13, § 4]. Further, we will show that the graded commutative structure on the cohomology
groups of E •ψ(A,B,C, ζ) is part of a Gerstenhaber algebra structure on H
•(E •ψ(A,B,C, ζ)). First, we recall the
following two definitions.
Definition 4.4. (see [13, § 4] Let k be a field. A (right) comp algebra (V •,✸, α) over k consists of the following
data:
(A) A graded vector space V =
⊕
i≥0
V i and a given element α ∈ V 2
(B) A family ✸ of operations
✸i : V
m ⊗ V n −→ V m+n−1 ∀ i ≥ 0 (4.12)
satisfying the following conditions for any f ∈ V m, g ∈ V n, h ∈ V p:
1. f✸ig = 0 if i > m− 1.
2. (f✸ig)✸jh = (f✸jh)✸i+p−1g if j < i
3. (f✸ig)✸jh = f✸i(g✸j−ih) if i ≤ j < n+ i
4. (f✸ig)✸jh = (f✸j−n+1h)✸ig if j ≥ n+ i
5. α✸0α = α✸1α.
Definition 4.5. (see [11]) Let k be a field. A Gerstenhaber algebra (V,∪, [., .]) over k consists of the following data:
(A) A graded vector space V =
⊕
i≥0
V i.
(B) A cup product ∪ : V m ⊗ V n −→ V m+n, ∀ m, n ≥ 0 so that (V,∪) carries the structure of a graded commutative
algebra.
(C) A degree −1 Lie bracket [., .] : V m ⊗ V n −→ V m+n−1, ∀ m, n ≥ 0 so that (V, [., .]) carries the structure of a
graded Lie algebra.
(D) The bracket is a graded derivation for the cup product, i.e.,
[f, g ∪ h] = [f, g] ∪ h+ (−1)m(n+1)g ∪ [f, h]
for f ∈ V m, g ∈ V n and h ∈ V p.
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In particular, given a comp algebra (V •,✸, α), one may consider the following operations defined on it
f ∪ g := (α✸0f)✸mg f✸g :=
∑
i≥0
(−1)i(n−1)f✸ig [f, g] := f✸g − (−1)
(m−1)(n−1)g✸f (4.13)
for f ∈ V m and g ∈ V n. Then, it follows (see [13, § 5]) that the operations ∪ and [., .] descend to cohomology and
(H•(V ),∪, [., .]) carries the structure of a Gerstenhaber algebra.
Lemma 4.6. For f ∈ Emψ (A,B,C, ζ), g ∈ E
n
ψ (A,B,C, ζ) and h ∈ E
p
ψ(A,B,C, ζ), we have
(f✸ig)✸jh = (f✸jh)✸i+p−1g
for j < i.
Proof. We write an m+n+p−2 square “upper triangular tensor matrix”M in A⊗(m+n+p−2)⊗B⊗
(m+n+p−2)(m+n+p−3)
2
as a 5× 5 matrix
M =


U(j) X12 X13 X14 X15
1 U(p) X23 X24 X25
1 1 U(i − j − 1) X34 X35
1 1 1 U(n) X45
1 1 1 1 U(m− i− 1)

 (4.14)
where each U(k) in (4.14) is a square block of dimension k. For c ∈ C, we now have
((f✸ig)✸jh)(c⊗M) = (f✸ig)

c1 ⊗


U(j)ψ Π
rX12 X13 X14 X15
1 h(cψ
j
2 ⊗ U(p)) Π
cX23 ΠcX24 ΠcX25
1 1 U(i− j − 1) X34 X35
1 1 1 U(n) X45
1 1 1 1 U(m− i− 1)




= f

c1 ⊗


U(j)ψψ Π
rX12 X13 ΠrX14 X15
1 h(cψ
j
3 ⊗ U(p))ψ Π
cX23 ΠrΠcX24 ΠcX25
1 1 U(i− j − 1)ψ Π
rX34 X35
1 1 1 g(cψ
i
2 ⊗ U(n)) Π
cX45
1 1 1 1 U(m− i− 1)




= f

c1 ⊗


U(j)ψψ Π
rX12 X13 ΠrX14 X15
1 h(cψ
j
2 ⊗ U(p)ψ) Π
cX23 ΠrΠcX24 ΠcX25
1 1 U(i− j − 1)ψ Π
rX34 X35
1 1 1 g(cψ
i+p−1
3 ⊗ U(n)) Π
cX45
1 1 1 1 U(m− i− 1)




where the last equality follows from applying the condition in (4.4) to h ∈ E pψ (A,B,C, ζ). On the other hand, we
have
((f✸jh)✸i+p−1g)(c⊗M) = (f✸jh)

c1 ⊗


U(j)ψ X
12 X13 ΠrX14 X15
1 U(p)ψ X
23 ΠrX24 X25
1 1 U(i− j − 1)ψ Π
rX34 X35
1 1 1 g(cψ
i+p−1
2 ⊗ U(n)) Π
cX45
1 1 1 1 U(m− i− 1)




The result is now clear.
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Lemma 4.7. For f ∈ Emψ (A,B,C, ζ), g ∈ E
n
ψ (A,B,C, ζ) and h ∈ E
p
ψ(A,B,C, ζ), we have
(f✸ig)✸jh = (f✸j−n+1h)✸ig
for j ≥ i+ n.
Proof. We know that j ≥ i + n. If j − n + 1 > m − 1, both sides are already zero. We assume therefore that
j − n+1 ≤ m− 1 and hence m+ n− 2− j ≥ 0. We write an m+ n+ p− 2 square “upper triangular tensor matrix”
M in A⊗(m+n+p−2) ⊗B⊗
(m+n+p−2)(m+n+p−3)
2 as a 5× 5 matrix
M =


U(i) X12 X13 X14 X15
1 U(n) X23 X24 X25
1 1 U(j − i− n) X34 X35
1 1 1 U(p) X45
1 1 1 1 U(m+ n− j − 2)

 (4.15)
where each U(k) in (4.15) is a square block of dimension k. For c ∈ C, we now have
((f✸ig)✸jh)(c⊗M) = (f✸ig)

c1 ⊗


U(i)ψ X
12 X13 ΠrX14 X15
1 U(n)ψ X
23 ΠrX24 X25
1 1 U(j − i− n)ψ Π
rX34 X35
1 1 1 h(cψ
j
2 ⊗ U(p)) Π
cX45
1 1 1 1 U(m+ n− j − 2)




= f

c1 ⊗


U(i)ψψ Π
rX12 X13 ΠrX14 X15
1 g(cψ
i
2 ⊗ U(n)ψ) Π
cX23 ΠrΠcX24 ΠcX25
1 1 U(j − i− n)ψ Π
rX34 X35
1 1 1 h(cψ
j
3 ⊗ U(p)) Π
cX45
1 1 1 1 U(m+ n− j − 2)




= f

c1 ⊗


U(i)ψψ Π
rX12 X13 ΠrX14 X15
1 g(cψ
i
3 ⊗ U(n))ψ Π
cX23 ΠrΠcX24 ΠcX25
1 1 U(j − i− n)ψ Π
rX34 X35
1 1 1 h(cψ
j−n+1
2 ⊗ U(p)) Π
cX45
1 1 1 1 U(m+ n− j − 2)




where the last equality follows from applying the condition in (4.4) to g ∈ E nψ (A,B,C, ζ). On the other hand, we
have
((f✸j−n+1h)✸ig)(c⊗M)
= (f✸j−n+1h)

c1 ⊗


U(i)ψ Π
rX12 X13 X14 X15
1 g(cψ
i
2 ⊗ U(n)) Π
cX23 ΠcX24 ΠcX25
1 1 U(j − i− n) X34 X35
1 1 1 U(p) X45
1 1 1 1 U(m+ n− j − 2)




The result is now clear.
Theorem 4.8. Let B be a commutative k-algebra and let (A,B,C, ψ, ζ) be an entwining structure over B. Then:
(1) The tuple (E •ψ (A,B,C, ζ),✸, α) is the data of a right comp algebra over k.
(2) The cohomology (H•(E •ψ (A,B,C, ζ)),∪, [., .]) carries the structure of a Gerstenhaber algebra.
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Proof. The result of (1) is clear from the conditions in Definition 4.4 and the results of Lemmas 3.2, 4.6 and 4.7.
The comp algebra (E •ψ(A,B,C, ζ),✸, α) now carries the operations
f ∪ g := (α✸0f)✸mg f✸g :=
∑
i≥0
(−1)i(n−1)f✸ig [f, g] := f✸g − (−1)
(m−1)(n−1)g✸f
as explained in (4.13). From [13, § 5], it now follows that the operations ∪ and [., .] descend to cohomology and
(H•(E •ψ (A,B,C, ζ)),∪, [., .]) carries the structure of a Gerstenhaber algebra.
5 Hodge decomposition of the cohomology of an entwining structure
We return to the case of the secondary Hochschild complex (C •ψ((A,B,C, ζ);M), δ
•) of an entwining structure
(A,B,C, ψ, ζ) over B with coefficients in an A-bimodule M . In this section, we will need to make the following
additional assumptions:
1. The field k has characteristic zero, i.e., k ⊇ Q.
2. The k-algebra A is commutative.
3. The A-bimodule structure on Hom(C,M) as described in (2.9) is symmetric, i.e., for any g ∈ Hom(C,M) and
a ∈ A, we have a · g = g · a. In other words, we have
(g · a)(c) = g(c) · a = aψ · g(c
ψ) = (a · g)(c) (5.1)
for every g ∈ Hom(C,M), c ∈ C and a ∈ A.
Our aim is to show that under these conditions, the secondary Hochschild cohomology HH•ψ((A,B,C, ζ);M) of
an entwining structure with coefficients in M admits a Hodge type decomposition similar to that of the secondary
cohomology obtained by Staic and Stancu in [20, § 5]. As with the decomposition of usual Hochschild cohomology
(see, for instance, [17]), this will be done by defining an action of QSn on C
n
ψ ((A,B,C, ζ);M) and using the mutually
orthogonal idempotents {en(i)}1≤i≤n in QSn satisfying
∑n
i=1 en(i) = 1 which arise from the work of Barr [3] and
Gerstenhaber-Schack [12].
The action of QSn on C
n
ψ ((A,B,C, ζ);M) is defined as follows: for σ ∈ Sn and f : C⊗A
⊗n⊗B
n(n−1)
2 −→M , we set
(σ · f)


c
⊗


a1 b12 b13 b14 .. b1n
1 a2 b23 b24 .. b2n
1 1 a3 b34 ... b3n
. . . . ... .
1 1 1 1 ... bn−1,n
1 1 1 1 ... an




:= f


c
⊗


aσ(1) bσ(1,2) bσ(1,3) bσ(1,4) .. bσ(1,n)
1 aσ(2) bσ(23) bσ(24) .. bσ(2n)
1 1 aσ(3) bσ(34) ... bσ(3n)
. . . . ... .
1 1 1 1 ... bσ(n−1,n)
1 1 1 1 ... aσ(n)




(5.2)
Here, we set bσ(ij) = bσ(i)σ(j) if σ(i) < σ(j) and bσ(ij) = bσ(j)σ(i) if σ(i) > σ(j). We now recall from the proof of
Proposition 2.3 the secondary Hochschild complex (C •((A,B, ζ);Hom(C,M)), δ′) with coefficients in Hom(C,M).
Lemma 5.1. For each n, the isomorphism θn : C nψ ((A,B,C, ζ);M) −→ C
n((A,B, ζ);Hom(C,M)) is compatible
with the action of QSn.
Proof. Since Hom(C,M) is an A-bimodule, we know from [20, § 5] that there is an action of the group Sn on
C n((A,B, ζ);Hom(C,M)) defined by setting
(σ · f ′)


a1 b12 b13 b14 .. b1n
1 a2 b23 b24 .. b2n
1 1 a3 b34 ... b3n
. . . . ... .
1 1 1 1 ... bn−1,n
1 1 1 1 ... an


(c) := f ′


aσ(1) bσ(1,2) bσ(1,3) bσ(1,4) .. bσ(1,n)
1 aσ(2) bσ(23) bσ(24) .. bσ(2n)
1 1 aσ(3) bσ(34) ... bσ(3n)
. . . . ... .
1 1 1 1 ... bσ(n−1,n)
1 1 1 1 ... aσ(n)


(c) (5.3)
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for any c ∈ C and f ′ : A⊗n ⊗ B
n(n−1)
2 −→ Hom(C,M). The result is now clear by comparing (5.2) and (5.3) and
the isomorphism θ described in (2.8).
Theorem 5.2. The secondary Hochschild complex of an entwining structure (A,B,C, ψ, ζ) over B with coefficients
in M admits a direct sum decomposition
C
•
ψ((A,B,C, ζ);M) =
⊕
i≥0
e•(i) · C
•
ψ((A,B,C, ζ);M) (5.4)
If HH•iψ ((A,B,C, ζ);M) denotes the cohomology of the complex e•(i) ·C
•
ψ((A,B,C, ζ);M), the secondary Hochschild
cohomology HH•ψ((A,B,C, ζ);M) of the entwining structure admits a Hodge type decomposition
HH•ψ((A,B,C, ζ);M) =
⊕
i≥0
HH•iψ ((A,B,C, ζ);M) (5.5)
Proof. From the proof of Proposition 2.3, we know that there is an isomorphism of complexes
θ• : (C •ψ((A,B,C, ζ);M), δ
•)
∼=
−→ (C •((A,B, ζ);Hom(C,M)), δ′•) (5.6)
By assumption, A is commutative and Hom(C,M) is symmetric as an A-bimodule. From [20, § 5], it now follows
that the differential δ′• on C •((A,B, ζ);Hom(C,M)) satisfies δ′n(en(i) · f
′) = en+1(i) · δ
′n(f ′) for each idempotent
en(i) ∈ QSn and f
′ ∈ C n((A,B, ζ);Hom(C,M)). In particular, we have
δ′n(en(i) · θ
n(f)) = en+1(i) · δ
′n(θn(f)) (5.7)
for any f ∈ C nψ ((A,B,C, ζ);M). From Lemma 5.1, we know that the morphism θ
n is compatible with respect to the
action of Sn. Since θ
• is an isomorphism of complexes, we now have
δn(en(i) · f) = en+1(i) · δ
n(f) (5.8)
It follows that the complex (C •ψ((A,B,C, ζ);M), δ
•) admits a direct sum decomposition as in (5.4) and its cohomology
admits a direct sum decomposition as in (5.5).
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