Strother et al. dissect the responses of directionally selective visual neurons in Drosophila, by systematically recording, silencing, and activating each of the major input cells. Their results suggest motion detection is implemented using a hybrid of two classic theoretical models. Strother et al., 2017, Neuron 94, 168- 
INTRODUCTION
As an animal navigates through its environment, the perceived movement of its visual surroundings provides critical information for planning future movements. The response of insects to visual motion has been a model system for examining these behaviors and their underlying computations. Classic studies have demonstrated that motion detection in insects is a local computation (Buchner, 1976; Hassenstein and Reichardt, 1956) , which is likely implemented by integration of neuronal signals across neighboring columns in the early visual system. Downstream neurons integrate locally computed motion signals to produce outputs that are selective for particular types of body movement (Krapp and Hengstenberg, 1996) . However, despite decades of study into the neuronal representation of visual motion in insects, the basic mechanism by which the local motion signal is computed from local luminance changes remains an active area of investigation.
The visual system of Drosophila is retinotopically organized, with each column mapping to a $5 patch of visual space (Figure 1A) . The neuron types of the medulla, the largest neuropil in the visual system, have been carefully described (Fischbach and Dittrich, 1989) , and the synaptic connectivity of these neurons has been examined using electron microscopy reconstructions (Takemura et al., 2013 . Recent work indicates that visual stimuli are processed through largely independent ON and OFF pathways, which respectively process luminance increases and decreases (Joesch et al., 2010; Clark et al., 2011; Strother et al., 2014) . The first neurons along these pathways known to encode directional selectivity are believed to be the medulla output neurons T4, encoding ON motion, and the lobula output neurons T5, which encode OFF motion (Maisak et al., 2013) . Interestingly, these features suggest a striking similarity to the vertebrate visual system, which is also organized into distinct ON and OFF pathways (Borst and Helmstaedter, 2015) . Our present understanding of the visual system makes it possible to compare the responses of identified neurons within the medulla to classic theoretical models that postulate how directionally selective signals can be computed from local luminance signals. Hassenstein and Reichardt (1956) proposed a model for motion detection in insects, in which excitatory inputs from spatially offset receptors are integrated by a coincidence detector ( Figure 1B ). This mechanism contrasts the model developed by Barlow and Levick (1965) to account for motion detection in the mammalian retina, in which spatially offset inhibition suppresses the response to motion in the null direction ( Figure 1B ). The Hassenstein-Reichardt (HR) and Barlow-Levick (BL) models postulate simple, hypothetical circuits that compute directional selectivity by combining inputs that are offset in both space and time ( Figure 1B ). Although these two models were developed in different organisms, they both capture the essential, minimal elements theoretically required for motion detection (Borst and Egelhaaf, 1989 ) and have been widely used to explain results from both vertebrates and invertebrates. Recent functional imaging studies in Drosophila (Haag et al., 2016; Leong et al., 2016) show that T4 and T5 cells feature enhanced response to preferred direction motion and suppressed responses to null direction motion, which may indicate that these neurons implement a combination of HR-like and BL-like elements. However, understanding the mechanistic origin of these proposed computational elements requires a systematic analysis of each neuron in the circuit.
In this study, we focus on the T4 neurons of the ON pathway, which show directionally selective responses to ON motion (Maisak et al., 2013) . The four subtypes of T4 neurons are each selective for one of the cardinal directions and have dendrites in the medulla that span multiple columns with an orientation that corresponds to their preferred direction (Strausfeld and Lee, 1991; Takemura et al., 2013;  Figure 1A ). T4 cells receive inputs from multiple neurons that signal using excitatory or inhibitory neurotransmitters. In addition to the columnar inputs, T4 cells also receive synaptic input from other T4 cells with the same directional selectivity (S.Y. Takemura and L.K. Scheffer, personal communication) . In order to unravel how these inputs give rise to directional selectivity in T4 cells, we developed specific driver lines for each of the major T4 input neuron types (Mi1, Tm3, Mi4, Mi9, and T4 itself) and used these drivers to probe the contribution of each neuron type to T4 responses. Previous studies showed that Mi1 and Tm3 have non-directionally selective responses to ON stimuli (Behnia et al., 2014; Strother et al., 2014) and that silencing either cell type affects neuronal and behavioral responses (Ammer et al., 2015) . However, the responses of the neurons Mi4 and Mi9 have not been examined, and the relative contribution of each input neuron type to the directional selectivity of T4 neurons is unknown. To address this question, we examined the signals carried by each of these input neurons using calcium imaging, we investigated how these signals affected T4 responses using neuron silencing with calcium imaging and behavioral assays, and we determined the functional signs of the connections between these input neurons and T4 cells by combining photoactivation with calcium imaging. Since all of the major input neurons were assayed, this approach allows for a direct test of the most commonly hypothesized mechanisms for the computation of directional selectivity.
RESULTS

Localizing the Emergence of Directional Selectivity within the T4 Pathway
We began by characterizing the responses of Mi1, Tm3, Mi4, Mi9, and T4 to visual stimuli. Each cell type was targeted by identifying candidate driver lines from a large collection of imaged GAL4 lines (Jenett et al., 2012; Kvon et al., 2014) , and then developing two specific genetic driver lines for each cell type using the split-GAL4 technique (Luan et al., 2006; Pfeiffer et al., 2010; Figures 2A and S1) . We then selected the strongest, most complete driver for each cell type for subsequent imaging experiments.
We first expressed the genetically encoded fluorescent calcium indicator GCaMP6m (Chen et al., 2013) in T4 cells, using a driver line that simultaneously expresses in T4 and T5 neurons, and recorded calcium responses to visual stimuli in T4 dendrites in the medulla ( Figures 2B-2D ). Flies were tethered to a perfusion chamber, and the cuticle of the head was dissected away to expose the brain. We recorded calcium signals using in vivo two-photon microscopy, while visual stimuli were projected onto a display (Figures 2B and 2C) . We compared the response to an instantaneous luminance change with the response to a moving edge. Since the stimulus cycles between ON and OFF, the pre-stimulus response may be observed at the end of the complementary stimulus. Edges were presented moving in the (Henry et al., 2012) . The cholinergic identity of Mi1 and Tm3 has been confirmed by knock in of a tagged VAChT gene (Pankova and Borst, 2017) . The schematized neurons indicate the arborization layers for each cell type (also see Figure S1C ). (B) Two classical models for the computation of directional selectivity from non-selective input signals. Both models require spatially offset inputs, a time delay, and a non-linear interaction (differences in red). The Hassenstein-Reichardt detector (1956) uses a coincidence detector of two excitatory inputs, while the Barlow-Levick detector (1965) employs a rectifier with one excitatory and one inhibitory input.
four cardinal directions, but only the responses to anterior-toposterior and posterior-to-anterior motion are shown ( Figure 2D ; Movie S1). T4 dendrites responded both to luminance increases (ON) and luminance decreases (OFF), but responses to ON moving edges were faster and larger, a feature of the T4 response we refer to as motion selectivity. Directionally selective responses can be measured in individual T4 axons ( Figure 2E ; Maisak et al., 2013) and prominently seen in the axon terminals within the lobula plate. However, since the dendrites of all four T4 subtypes are densely intermingled, it is difficult to measure selectivity for specific directions in T4 dendrites. Nonetheless, we recorded principally from the T4 dendrites since the ON motion selectivity ( Figure 2D ) is a clear population signature of directional selectivity, the dendrites of T4 cells are well separated from any T5 cell processes, and recording from the T4 dendrites was more robust than recording from T4 axons. Since the T4 dendrites responded preferentially to ON moving edges, we next examined whether this selectivity could be observed in the T4 input neurons. We expressed GCaMP in each of the four input neuron types (Mi1 data reproduced from Strother et al., 2014) and examined the response of these cells to luminance changes and moving edges. Since similar responses were observed to motion in all directions, only the responses to anterior-to-posterior motion are presented ( Figure 3B ). We found (A) To target the major columnar neuron types of the ON motion pathway, we developed specific genetic driver lines using the split-GAL4 technique. Expression patterns were visualized using UAS-driven expression of a membrane-targeted GFP and anti-GFP antibody staining (green); anti-Brp antibody staining (red) was used to visualize the optic lobe neuropil (me, medulla; lo, lobula; lp, lobula plate). Additional driver lines for these cell types were also generated ( Figure S1 ). (B) Schematic representation of the in vivo two-photon microscopy setup used to record the responses of neurons expressing a fluorescent calcium indicator. (C) Example image of the medulla, recorded from flies that expressed a calcium indicator in both T4 and T5 cells. The brown polygon shows a typical region of interest used to calculate the DF/F for the dendrites of T4 cells. (D) Responses of T4 neurons to ON stimuli (increasing luminance) are shown in the top row, while the responses to OFF stimuli (decreasing luminance) are shown in the bottom row (shaded gray). Results are presented for luminance changes (left trace) and edges moving in the anterior direction (middle trace) and posterior direction (right trace) at 90 /s, all confined to a 30 disc centered over the receptive field of the imaged neurons. Since the stimulus cycles between ON and OFF, the pre-stimulus response may be observed at the end of the complementary stimulus (e.g., pre-stimulus condition for ON is at the end of OFF). Two dashed vertical lines represent the times at which the edge begins moving and reaches the end of the disc, respectively, and are also shown for responses to luminance changes to aid comparisons. T4 dendrites exhibit an enhanced response only to moving ON edges (n = 7 individuals; median values ± SEM). Since this is a population measurement, enhanced responses are recorded for all directions of motion.
(E) Individual axons show selectivity to specific directions of motion, but in the medulla the dendrites of multiple neurons overlap and this selectivity cannot be observed. The preferred direction is computed on a pixel-wise basis using a color map that produces bright colors for pixels that respond with strong directional selectivity, white labeling for pixels that respond strongly to multiple directions, and dark labeling for pixels that respond weakly (color wheel shows map for anterior, posterior, dorsal, and ventral motion). In the lower left the lobula plate-containing responses of both T4 and T5 neurons-is visible, in which 2 of the 4 layers can clearly be seen with strong directional preference. Genotypes used in this figure (Table S1 Figure 2D . Since the stimulus cycles between ON and OFF, the pre-stimulus response may be observed at the end of the complementary stimulus (e.g., pre-stimulus condition for ON is at the end of OFF). For the T4 row, the driver line expressed GCaMP in both T4 and T5 cells, but only the response from the T4 dendrites was recorded.
Results shown are the median values (±SEM) from multiple individuals (Mi1 n = 6, Tm3 n = 5, Mi4 n = 5, Mi9 n = 5, T4 n = 7). Data for Mi1, Tm3, Mi4, and Mi9 cells were collected at 20 C, and data for T4 cells were collected at 30 C. Data for Mi1 are from Strother et al. (2014) , but were reanalyzed to match the analysis performed in this study. n represents individual flies.
(C) T4 calcium responses to a moving edge stimulus, after input neurons have been silenced using shibire ts1 . Data are presented as in (B). The dark gray line represents the response of T4 in genetic control animals, and the colored lines represent the response after the respective neuron type has been silenced. Results shown are the median values (±SEM) from multiple individuals (Control n = 6, Mi1 n = 5, Tm3 n = 8, Mi4 n = 7, Mi9 n = 7, T4 n = 6), and were collected at 30 C. Asterisks indicate responses where the mean during the first 2 s after the stimulus is significantly different from control (t test with false discovery rate control). Asterisks indicate responses where the mean during the second half of the stimulus period is significantly different from the control line (t test with false discovery rate control). Genotypes used in this figure (Table S1 panel/stock number): B/10-13, 24, 25; C/14, 16, 18, 20, 22, 24, 25; E/14, 16, 18, 20, 22, 23. that Mi1 and Tm3 cells both showed an increase in activity to ON stimuli, although the Tm3 response was more transient. This is consistent with previous electrophysiological recordings (Behnia et al., 2014) , and the finding that Tm3 is required for faster motion responses (Ammer et al., 2015) . In contrast, Mi4 cells slowly increased activity in response to ON stimuli but rapidly decreased activity in response to OFF stimuli. Unlike the other input neurons, Mi9 cells exhibited a rapid and sustained OFF response as well as a rapid decrease in activity to ON stimuli. In contrast to the T4 dendrites, the input neurons (Mi1, Tm3, Mi4, and Mi9) show similar calcium responses to instantaneous luminance changes and to moving edges, indicating that they lack enhanced responses for directional motion. None of the major inputs to T4 cells show motion selectivity, but T4 dendrites show strong motion selectivity for ON, but not OFF, moving edges. These results support the proposal that directional selectivity of the ON pathway emerges in the dendrites of T4 cells through nonlinear integration of its inputs (in agreement with recent studies of the OFF pathway [Fisher et al., 2015; Serbe et al., 2016] ). They also suggest that the ON edge response of T4 cells is mediated principally by excitatory input from Mi1 and Tm3 cells. Mi1 and Tm3 respond immediately to ON stimuli with a rapid increase in activity. Although the Mi1 and Tm3 responses peak after the T4 response has reached a maximum (also when recorded at 20 C, Figure S2A ), this is consistent with a nonlinear integration process in T4 dendrites. In contrast, Mi4 cells encode ON edges with much slower changes in activity, and Mi9 cells show increased activity in response to OFF stimuli. Given the short time window in which the input neurons could depolarize T4, the rapid response of T4 cells to ON edges is likely contributed by Mi1 and Tm3 inputs, with minimal contributions from Mi4 and Mi9 inputs.
In order to identify the specific contribution of each of the major input neuron types to the T4 responses, we silenced each input neuron type and recorded the response of T4 cells to visual stimuli. We expressed Shibire ts1 , a temperature-sensitive ortholog of dynamin that blocks synaptic transmission at elevated temperatures (Kitamoto, 2001; Pfeiffer et al., 2012) , in each of the input neuron types. Simultaneously, the orthogonal LexA/ LexAop system (Lai and Lee, 2006; Pfeiffer et al., 2010) was used to express the fluorescent calcium indicator GCaMP6m (Chen et al., 2013) in T4 and T5 cells. For all experiments, the perfusion bath temperature was held at 30 C to ensure shibire ts1 blockade of synaptic transmission (genetic control flies were run at the same elevated temperature). Blocking synaptic release from each input neuron produced a characteristic change in the response of T4 cells (Figures 3C and S2B) . Silencing Mi1 significantly reduced the response to all stimuli. In contrast, blockade of Tm3 significantly reduced the response of T4 cells to ON edges but not ON luminance changes, and also reduced the response of T4 cells to both OFF luminance changes and OFF edges. Silencing either Mi4 or Mi9 did not have a significant effect on T4 responses. To determine the contributions of the presumed excitatory dendritic connections between T4 cells ( Figure 1A ; Takemura et al., 2013; Shinomiya et al., 2014) (Haag et al., 2016) . This further demonstrates that individual T4 neurons synthesize directionally selective signals using their direct columnar inputs. Silencing Mi1 had a greater effect than silencing Tm3, and we considered whether this may be an indirect effect resulting from synapses from Mi1 onto Tm3 cells (Takemura et al., 2013) . To address this concern, we silenced Mi1 cells using Shibire ts1 and imaged Tm3 cell responses ( Figures S2C and S2D ). Silencing Mi1 did not have a significant effect on Tm3 responses to ON or OFF stimuli. In addition, we briefly surveyed the spatial extent of the receptive fields of the input neurons. We examined the responses to small (5 ) and large (30 ) flickering discs (Figures S2E and S2F) . The responses of Mi1 and Tm3 cells to a flickering disc were modestly affected by the disc size. However, Mi4 and Mi9 cells both responded much more strongly to small discs than large discs, suggestive of a pronounced inhibitory surround.
Since silencing either Mi1 or Tm3 altered the response of T4 cells to ON edges, our results suggest that the directional selectivity of T4 emerges through the integration of inputs from these two cell types. The modest effects observed when Mi4 or Mi9 cells were silenced is evidence against a substantial role for these inputs in the response of T4 cells to moving edges. Furthermore, the T4-T4 connections do not appear to be critical for the T4 response to moving edge stimuli and therefore to the emergence of directional selectivity.
We next examined how each of these neurons in the ON pathway contributes to the behavioral response to visual motion. Stocks were constructed using flies with genetic backgrounds that were capable of vigorous behavior, making it possible to perform imaging and behavioral experiments using animals with the same genotypes. Importantly, this allows for direct comparisons between these two datasets. We expressed Shibire ts1 in each T4 input neuron and recorded the response of walking flies to moving edges. Flies were tethered and allowed to walk on an air-supported ball , while visual stimuli were presented on an LED display (Reiser and Dickinson, 2008) ( Figure 3D ).
When either Mi1 or Tm3 cells were silenced there was a significant reduction in the turning response to multiple moving ON, but not OFF, edges ( Figure 3E ). This reduction in turning response echoes the strong effects observed in the imaging experiments ( Figure 3C ) and is consistent with the removal of excitatory input from Mi1 and Tm3 onto T4 cells. When Mi9 was silenced, there was little effect on the turning response to ON edges, also consistent with the weak effects observed in the imaging experiments. Intriguingly, silencing Mi4 produced a modest increase in the turning response to ON edges, even though we observed no effect of silencing Mi4 on the response of T4 cells to a similar stimulus. This increase in the turning response might suggest that Mi4 inputs to T4 are inhibitory, since removal of an inhibitory input would potentially lead to an enhanced response. Lastly, as has been previously observed (legend continued on next page) , silencing both T4 and T5 produces essentially complete abolishment of the turning response, consistent with the proposal that these neurons are the primary motion detectors that feed into optomotor behaviors.
The Contribution of T4 Inputs to the Speed Tuning of the ON Motion Pathway The speed tuning of the motion pathway has long been an important consideration in constraining the computation of motion (Hassenstein and Reichardt, 1956; Zanker et al., 1999; Tuthill et al., 2013; Behnia et al., 2014; Ammer et al., 2015; Serbe et al., 2016) . In order to examine how Mi1, Tm3, Mi4, and M9 contributes to speed tuning, we silenced each of these neurons and recorded the calcium response of T4 dendrites to a full-field grating (contains both ON and OFF edges) moving at different speeds. Because the kinetics of GCaMP limits our ability to observe instantaneous fluctuations in calcium concentration, we used the time-averaged fluorescence to characterize how the neuronal activity is affected by the temporal frequency of the grating stimulus (Strother et al., 2014) . In the genetic control flies ( Figure 4A ), T4 cells showed the greatest response to slow moving gratings, and the response amplitude decreased sharply for grating speeds faster than 180 /s (>6 Hz). These data show responses at higher speeds than previously reported for T4 neurons (Maisak et al., 2013) or for downstream neurons in the lobula plate (Mauss et al., 2015) , which is most likely a consequence of the elevated bath temperature. When synaptic transmission from either Mi1 or Tm3 cells was blocked, the response to the grating decreased significantly across all frequencies ( Figure 4A ). When synaptic transmission of Mi4, Mi9, or T4 cells was blocked, the response to the moving grating was essentially unaltered across all frequencies. These results are consistent with the conclusions derived from imaging the T4 dendritic calcium responses to single moving edges ( Figure 3C ).
To further explore the contributions of the T4 input neurons to motion detection, we examined how silencing these neurons affected the turning response of walking flies. When presented with a 100% contrast grating (Movie S2), control flies respond with a typical optomotor response, turning with the direction of motion ( Figure 4B ). There is a notable difference between the speed tuning of fly behavioral responses compared to that of T4 neurons ( Figure 4A ). Similar differences have been observed previously Jung et al., 2011; Longden and Krapp, 2009; Suver et al., 2012; Tuthill et al., 2014) and may result from downstream processing or behavioral state modulation. Individually blocking each of the T4 input neurons had very little effect on the turning responses to grating motion. Only silencing both T4 and T5 abolished the turning response to this stimulus. Although this result is perhaps surprising, it is consistent with the proposal that T4 and T5 outputs are summed by downstream neurons in the lobula plate and that these downstream neurons are saturated by strong stimuli. For very strong visual stimuli, even if T4 outputs are somewhat reduced, the T5 contribution from the OFF motion pathway appears to be strong enough to mask this ON pathway deficit. This interpretation is supported by experiments with additional visual stimuli, in which we also observed reductions in turning responses only for lower contrast stimuli (Figures S3A-S3E) .
To explore how the T4 input neurons might contribute to motion detection for stimuli that independently activate the ON and OFF pathways, we examined the speed tuning of turning response to repeating ON or OFF edge stimuli. Silencing either Mi1 or Tm3 cells substantially reduced the turning response to the Repeating ON Edges stimulus ( Figure 4C ) but did not alter the response to Repeating OFF Edges ( Figure 4D ). Conversely, blocking Mi4 or Mi9 cells increased the turning response to Repeating ON Edges but only at high temporal frequencies. Silencing Mi4 cells also produced a modest increase to Repeating OFF Edge motion at higher speeds, which is not unexpected as Mi4s are also presynaptic to prominent members of the OFF pathway, especially Tm9 (Takemura et al., 2013) . Blockade of T4 and T5 cells completely abolished the turning response to these stimuli. These silencing phenotypes were generally reproducible with additional driver lines ( Figure S3H ).
Since our calcium imaging experiments showed that Mi9 neurons increase activity in response to OFF edges ( Figure 3B ), we considered whether these neurons might be sensitive to the fullfield OFF luminance change that occurs when the stimulus cycles (see arrowhead in stimulus cartoon of Figure 4C ). Consistent with this hypothesis, we found that an enhanced response to ON edges was still observed when the duration of the OFF stimulus period was varied ( Figure S4A ). To test whether this brief OFF stimulus contributes to the phenotypes in Figure 4C , we examined the turning response of flies to an ''Increasing ON Edges'' stimulus in which a series of edges were swept across the field, each edge having a slightly higher luminance than the one preceding it, yielding a stimulus that contained multiple edges and produced a robust behavioral response but did not contain any luminance decrements ( Figure 4E ). To achieve the faster speeds this stimulus must be run for shorter durations, which accounts for the reduction in the turning response for increasing speeds (compare control behavior between Figures 4C and 4E ). When Mi1, Tm3, or Mi4 cells were silenced, the Increasing ON Edges stimulus elicited phenotypes that were similar to those observed for the Repeating ON stimulus. However, when Mi9 cells were silenced, this stimulus no longer induced the enhanced turning response that we had seen for the faster Repeating ON Edges conditions. These results suggest that Mi9 cells alter the response of the ON pathway in response to OFF stimuli.
We were surprised to find that silencing Mi4 and Mi9 neurons produced increased turning responses for fast visual stimuli, since our calcium imaging experiments had shown that silencing these neurons had no significant effect on T4 responses (Figures 3C and 4A) . To verify that silencing Mi4 or Mi9 cells did not alter the T4 responses in a way that was masked by our population Responses to additional grating stimuli are shown in Figure S3 . Filled and empty circles indicate responses that are significantly and non-significantly different from wild-type, respectively (t test controlled for false discovery rate). The control flies' responses are shown with filled circles, although this does not represent any statistical test. Further evidence for the role of Mi4 and Mi9 in shaping motion responses is presented in Figure S4 . Genotypes used in this figure (Table S1 panel/stock number): A/14, 16, 18, 20, 22, 24, 25; B-E/14, 16, 18, 20, 22, 23.
measurements of T4 dendrites, we performed separate experiments (in genetic control animals as well as flies in which Mi4 or Mi9 cells were silenced as above) that were optimized for measuring the directional selectivity of individual neurons. The responses recorded from control animals showed clear directional selectivity: the distribution of per-pixel directional selectivity values was significantly skewed toward higher values compared to a shuffled control, and axonal tracts with welldefined directional selectivity were clearly visible ( Figure S4B ). However, silencing Mi4 or Mi9 cells had little effect on the directional selectivity of the responses of T4 cells to this stimulus ( Figures S4C and S4D ).
Although silencing Mi4 or Mi9 neurons did not have a significant effect on T4 visual responses, both of these neuron types have a substantial number of synapses onto T4 neurons (S.Y. Takemura and L.K. Scheffer, personal communication), and silencing Mi4 or Mi9 neurons produced changes in behavioral responses to visual stimuli ( Figures 4C-4E ). This likely suggests that Mi4 and Mi9 do play important roles in the ON motion pathway, but these roles were not exposed in the conditions present during our imaging experiments. At least three factors may contribute to this disparity.
(1) The T4 neurons were recorded in quiescent animals while behavioral responses were measured in active animals. We found that walking flies turn rapidly in response to fast moving gratings (>9 Hz) and silencing Mi4 or Mi9 cells enhanced these responses ( Figures 4C-4E ). However, in quiescent animals T4 neurons respond weakly to these same stimuli ( Figure 4A ). These tuning differences suggest that these neurons may be sensitive to the behavioral state of the animal. (2) The calcium imaging experiments used high-contrast visual stimuli (100%) to elicit stronger T4 responses, while the behavioral experiments used lowercontrast stimuli ($45%) to avoid saturation of the turning response ( Figures S3A and S3B ). It is possible that the contributions of Mi4 and Mi9 to this pathway are overwhelmed by other inputs for high-contrast stimuli, and therefore were not readily detectable during our imaging experiments. (3) We also found that Mi4 and Mi9 cells responded weakly to wide-field stimuli and strongly to small-field visual stimuli ( Figures S2E and S2F ), presumably as a result of a strong inhibitory surround. So it is also possible that as an edge passes through the visual field, Mi4 and Mi9 provide transient inputs to T4 cells that cannot be resolved by our imaging experiments. Despite the interesting dichotomy between the imaging and behavioral data, our results suggest that Mi4 and Mi9 neurons tune the T4 responses but are not necessary for directional selectivity of T4 neurons.
Our behavioral results confirm that Mi1 and Tm3 cells provide inputs that are critical to the directional selectivity of the ON motion pathway. These results also suggest that Mi4 and Mi9 tune the ON motion pathway in distinct ways. Since silencing Mi4 neurons yields an enhanced turning response to ON edges , our data suggest that these neurons may inhibit T4 during ON edge motion. In contrast, silencing Mi9 neurons yields an enhanced turning response to Repeating ON Edges but not Increasing ON Edges ( Figures 4C-4E ), which might suggest that Mi9 neurons inhibit T4 during OFF stimulation.
Mi4 and Mi9 Provide Inhibition to T4
A transcriptional profiling study of optic lobe cell types found that Mi4 neurons are GABAergic, while Mi9 cells are glutamatergic (F.P. Davis, S.R. Eddy, and G.L. Henry, personal communication) . GABAergic neurons are typically inhibitory, but in invertebrates, a glutamatergic neuron could either inhibit or excite depending on the postsynaptic receptors. T4 cells express the glutamate-gated chloride channel, GluCla (F.P. Davis, S.R. Eddy, and G.L. Henry, personal communication), which mediates glutamatergic inhibition (Liu and Wilson, 2013; Mauss et al., 2015) . To test whether Mi9 neurons inhibit T4 cells via GluCla receptors, we knocked down the expression of the GluCla gene by expressing GluCla RNAi specifically in T4 and T5 cells ( Figure S5 ) and repeated the behavioral experiments of Figure 4 . Much like the effect of silencing Mi9 ( Figures 4C-4E ), this manipulation resulted in enhanced turning reactions ( Figure 5 ) to the faster speeds of Repeating ON Edges, but not the Increasing ON Edges motion (which lacked OFF components). Since we also observed an enhanced OFF response for the Repeating OFF Edges stimulus ( Figure 5B ), it is likely that T5 cells are also inhibited by some glutamatergic neurons. These results show that Mi9 neurons likely inhibit T4 via the GluCla channel. In addition, these data indicate that removing a source of inhibition from a directionally selective neuron like T4 can produce an enhanced turning response, consistent with our interpretation of the enhanced behavioral response observed when either Mi4 or Mi9 cells were silenced. Results shown are the median values from multiple individuals (±SEM). All data were collected at 34 C. Filled and empty circles indicate responses that are significantly and non-significantly different from wild-type, respectively (t test controlled for false discovery rate). The control genotype responses are shown with filled circles, although this does not represent any statistical test. Genotypes used in this figure (Table S1 panel/stock number): A-C/47, 48.
Mi1 and Tm3 Are Nonlinearly Integrated at the T4 Dendrites
The imaging, silencing, and behavioral experiments all suggest that directional selectivity emerges in the T4 dendrites primarily through the integration of Mi1 and Tm3 inputs. This conclusion is inferred based on loss-of-function experiments. We next employed a gain-of-function method to examine the ''functional connectivity'' between the input neurons and T4 cells. We expressed the light-gated ion channel Chrimson (Klapoetke et al., 2014) in each of the input neuron types. We then verified that the Chrimson expression in each input neuron was sufficient to depolarize the neuron by simultaneously expressing a Responses for (E-G) were analyzed by calculating the mean DF/F for a time window (1-5 s after start of photoactivation) and analyzed using a stepwise generalized linear model (n = 5 for each input neuron type). Responses with a DF/F that were significantly different from zero are marked with asterisks.
(F) The calcium response of T4 neurons to simultaneous photoactivation of Mi1 neurons and one other input neuron type. Chrimson was expressed in Mi1 neurons using a GAL4 driver, and simultaneously expressed in each input neuron using a split-GAL4 driver. For the Mi1 row, Chrimson is expressed using both genetic drivers. Data are analyzed (n = 4-6 individuals for each input neuron type) and presented as in (E). Magenta asterisks represent responses that are significantly different from the sum of the individual neuron type activation responses. (G) Experiments were performed and are presented as in (F), except Tm3 neurons were photoactivated with one other neuron type. Similar to (F), for the Tm3 row, Chrimson is expressed using both a GAL4 driver and a split-GAL4 driver. Genotypes used in this figure (Table S1 fluorescent calcium indicator. Flies were dissected and whole brains (lacking the photoreceptors) were imaged using in vitro two-photon microscopy. A 590 nm light was directed through the microscope objective to activate the Chrimson protein and depolarize the input neurons ( Figures 6A-6C and S6) . In all cases, photoactivation of the input neuron produced calcium responses that were larger than those recorded for the same neurons during in vivo imaging (compare Figure 6C to Figure 3B ). We then examined how depolarization of each input neuron type affected the post-synaptic T4 cells, by recording the calcium response of T4 dendrites to photoactivation of the input neuron ( Figures 6D and S6 ). We found that independently activating each of the T4 input neurons produced only small calcium responses in the downstream T4 cells (Figures 6E and S6B) . While there was a statistically significant response to Mi1 activation, the magnitude of the response (<0.5 DF/F) was far less than that previously observed in in vivo recordings of T4 (>1 DF/F). Mindful of the HR mechanism, whereby multiple excitatory inputs interact in a synergistic fashion to compute directional selectivity, we next examined the effects of simultaneously activating two of the input neuron types. We used split-GAL4 driver lines in combination with a cell-type-specific GAL4 driver to express Chrimson in two different cell types simultaneously. Since the in vivo imaging experiments suggested that Mi1 and Tm3 were the only necessary T4 input neurons, we examined all possible combinations of Mi1 or Tm3 co-expression with Mi1, Tm3, Mi4, or Mi9.
While photoactivating any single T4 input neuron produced only weak T4 calcium responses, simultaneously activating Mi1 and Tm3 produced large, robust T4 responses (Figures 6F, 6G, S6C, and S6D). To determine whether these responses represented additive or synergistic effects, the magnitude of the response was fit to a stepwise generalized linear model. The null hypothesis for this statistical model is that activation of each neuron type contributes additively to the response. When the data are significantly different from that null hypothesis (p < 0.05, F-test), interaction terms are added to the model to represent synergistic effects. Only Mi1 3 Tm3 interaction terms were significant in this model, and all possible Mi1 3 Tm3 interaction terms were significant (regardless of the driver combination used). These data suggest that Mi1 and Tm3 inputs are not simply summed by T4, but instead these results point to a synergistic, and nonlinear, interaction of inputs from these two neuron types. Mi4 and Mi9 contributions to T4 activity were not observed, either in isolation or in combination with Mi1 or Tm3. If Mi4 and Mi9 inhibit T4 cells, then some inhibitory effects might be expected when Mi4 or Mi9 were photoactivated with Mi1 or Tm3. However, it is not clear that we would be able to discern a reduction in the already small T4 responses ($10% DF/F) produced by independent photoactivation of Mi1 or Tm3. Consequently, the absence of T4 responses to photoactivation of Mi4 and Mi9 is not definitive but is most consistent with these neurons inhibiting T4 cells.
DISCUSSION
The anatomy of the medulla has been extensively studied, and analysis of synaptic connectivity suggests that the most prominent neurons on the ON motion pathway are the cell types L1, Mi1, Tm3, Mi4, Mi9, and T4 (Takemura et al., 2013 ; S.Y. Takemura and L.K. Scheffer, personal communications). The L1 cells appear to be the dominant inputs into the pathway, and exhibit neither ON selectivity nor directional selectivity (Clark et al., 2011; Strother et al., 2014) . Although prior to this study the responses of Mi4 and Mi9 cells to visual stimuli had not been described, Mi1 and Tm3 cells have been shown to be ON selective but not directionally selective (Behnia et al., 2014; Strother et al., 2014) . Finally, the output T4 cells are both ON and directionally selective (Maisak et al., 2013) . Although our understanding for this circuit has progressed rapidly over the last decade, the mechanism responsible for the directional selectivity in T4 cells has remained unclear.
Excitatory Inputs onto T4
Our results indicate that Mi1 and Tm3 are both depolarized in response to ON stimuli ( Figure 3B ; Behnia et al., 2014; Strother et al., 2014) , that neither of these inputs are themselves directionally selective ( Figure 3B ; Behnia et al., 2014; Strother et al., 2014) , that these are the only major T4 inputs neurons that are necessary for ON motion selectivity ( Figures 3C, 3E , and 4), that both neurons are excitatory (Figures 1, 3C , 4, and 6; Pankova and Borst, 2017) , and that these inputs act synergistically at the dendrites of T4 (Figure 6 ). Since we examined each of the major columnar T4 input neurons, we may conclude that Mi1 and Tm3 provide the primary excitatory inputs to T4 cells relevant for directional selectivity. This suggests that Mi1 and Tm3 inputs are integrated at the dendrites of T4 cells via a mechanism similar to the HR detector ( Figure 1B) . Recent studies characterizing T4 responses to components of motion stimuli (Fisher et al., 2015; Haag et al., 2016; Leong et al., 2016) provide further evidence for a synergistic enhancement of motion signals in the preferred direction, consistent with an HR-like mechanism, but do not address its implementation. A prevalent hypothesis for how T4 cells could function as HR detectors is based on Mi1 cells providing the slow, spatially leading inputs, while Tm3 cells provide the faster, spatially trailing inputs to the detector (Behnia et al., 2014) . However, since Mi1 and Tm3 are now both shown to be excitatory, this architecture is inconsistent with the anatomical analysis, which showed Mi1 receptive fields as slightly offset from Tm3 receptive fields, but in the opposite direction of what an HR detector requires (Takemura et al., 2013) . By ruling out this circuit mechanism, our results suggest that intracellular dynamics within T4 cells could play a critical role in the emergence of directional selectivity. In the computational model that follows ( Figure 7A ), we implement an HR detector in which a T4 cell receives inputs from both Mi1 and Tm3 cells at each spatial location, and the time delay and nonlinear integration are hypothesized to occur as intracellular processes within T4 dendrites.
Inhibitory Inputs onto T4
We have shown that neither Mi4 nor Mi9 cells are necessary for the directionally selective responses of T4 neurons to ON edges but that both of these cells contribute to the temporal tuning of the ON motion pathway. The available evidence suggests that these neurons form inhibitory synapses with T4 neurons. This Figure 3B ), have inhibitory synapses onto T4 cells, and have receptive fields that are spatially offset in the trailing direction relative to T4 cells (S.Y. Takemura and L.K. Scheffer, personal communication), they are well positioned to supply the inhibitory inputs for a BarlowLevick (BL) detector. However, the evidence for this hypothesis is inconclusive: Mi4 neurons respond slowly to ON edges (Figure 3B, S2E , and S2F), silencing Mi4 neurons has little effect on the directional selectivity of T4 responses ( Figure 3C , 4A, S2B, and S4C), but silencing Mi4 does alter the behavioral responses to ON edge stimuli ( Figures 4C-4E and S4A ). Nevertheless, our results suggest that Mi4 inhibits the response to ON stimuli and that this inhibition is reduced for ON motion in the preferred direction. In a Barlow-Levick detector, this inhibition must be sufficiently strong and long-lasting to produce directionally selective responses. Whether Mi4 contributes substantially to the directional selectivity of T4 based on this mechanism is likely to depend on several unresolved factors, such as the relative timing of Mi4 visual responses (which is strongly influenced by spatial scale, Figures S2E and S2F ) and the effects of this inhibition on the intracellular dynamics in T4 cells. We examine the contribution of Mi4 based on the currently available evidence in the computational model that follows.
Our finding that Mi4 cells provide inhibition to T4 cells in the trailing direction is consistent with two recent functional imaging studies (Haag et al., 2016; Leong et al., 2016) that have shown that T4 responses are inhibited by null direction motion. It is also possible that T4 cells receive additional trailing edge inhibitory inputs from neuron types that escaped this study. Other GABAergic cells do provide inputs to T4 near the Mi4 synapses, although these are either non-columnar cells or have fewer synapses onto T4 than the cells examined here (S.Y. Takemura and L.K. Scheffer, personal communication). Resolving the fine spatiotemporal structure of the inhibitory component of motion detection will likely require additional studies, ideally carried out with intracellular recordings that are faster and capture hyperpolarization of the cell more readily than Ca 2+ indicators.
Similar to Mi4 cells, our results indicate that Mi9 cells are not required for the directionally selective responses of T4 cells to ON edges ( Figures 3C, 4A , S2B, and S4D), but the behavioral results indicate that they shape the tuning properties of T4 neurons when ON motion is intermixed with OFF stimuli ( Figures 4C-4E and S4A). Our experiments show that Mi9 cells are depolarized in response to OFF stimuli ( Figures 3B, S2E , and S2F) and most likely have inhibitory synapses onto T4 cells ( Figure 1A ) mediated by GluCla channels expressed in T4 cells ( Figure 5) . As a result, Mi9 cells would be expected to inhibit T4 cells in response to OFF stimuli, while releasing this inhibition in response to ON stimuli. Classically, this type of inhibition is termed ''cross-over'' inhibition and has been widely observed across sensory systems, particularly within the mammalian retina where it has been attributed to a number of functional virtues (Werblin, 2010) . In addition, since Mi9 inputs have receptive fields that are spatially offset in the leading direction relative to T4 cells ( Figure 1A ; S.Y. Takemura and L.K. Scheffer, personal communication), Mi9 also has the potential to contribute to directional selectivity. If ON stimuli release Mi9 inhibition of T4, then this input would provide excitatory drive to T4 on the leading side of this detector. Excitation of this form is a feature of both the HR and BL mechanisms ( Figure 1B) . However, the relative magnitude of Mi9's contribution to the directional selectivity of T4 cells is likely to depend on the visual stimulus presented. In the model that follows, we have implemented Mi9 input as inhibiting T4 in response to OFF stimuli and we find that this model provides good agreement with our experimental results. Finally, it is notable that Mi9 synapses onto the tips of the T4 dendrites, where sealed-end effects could make inhibition especially potent (Rall, 1967) .
A Unified Computational Model for T4 Directional Selectivity
Our results suggest a specific architecture for the ON motion pathway ( Figure 7A ). To test whether this architecture captures the essential details required to predict the results of our calcium imaging and behavioral experiments, we constructed a computational model. This model incorporates both synergistic interactions and inhibition similar to a recently proposed conceptual model (Haag et al., 2016) but is focused on examining the mechanistic basis underlying directional selectivity based on the cell properties and connectivity identified in this study.
In this model, we simulate the transformation of visual signals by columnar neurons and then simulate the integration of these signals by a single T4 cell. Mi9 and Mi4 cells were both modeled as having an inhibitory surround receptive field, while Mi1 and Tm3 cells were modeled without an inhibitory surround ( Figures  S2E and S2F ). In addition, Mi9 cells were modeled as OFF neurons while Mi1, Tm3, and Mi4 cells were all modeled as ON neurons ( Figure 3B ). For simplicity, we model the T4 dendrite as integrating input along a single dimension aligned with the preferred direction of motion. We implemented the HR detector as receiving summed Mi1 and Tm3 inputs from each medulla column, with these inputs from spatially offset medulla columns multiplied together ( Figure 7A ). We modeled the inputs of Mi4 and Mi9 cells from spatially offset medulla columns as attenuating the output of T4 cells.
This model allows us to ask whether the proposed computational architecture reproduces the most prominent features of the T4 responses that we had observed experimentally. The computational model predicted that T4 cells are strongly directionally selective, and respond to a grating moving in the preferred direction (PD) but not in the null direction (ND; Figure 7B) . We then examined whether this computational model reproduced the phenotypes we observed when each one of the input neurons was silenced by setting that signal to zero (the internal signals are detailed in Figure S7 ). We found that silencing either Mi1 or Tm3 cells substantially decreased the predicted response of the T4 cells ( Figure 7B ), consistent with both our calcium imaging experiments and behavioral data (Figure 4) .
In contrast, when Mi4 or Mi9 cells were silenced our computational model predicted more subtle changes in the T4 responses.
When the Mi4 or Mi9 cells were silenced, the response to PD and ND motion at low stimulus frequencies was not substantially altered, but at high stimulus frequencies the response to PD motion increased and the response to ND motion increased slightly ( Figure 7B ). Since our calcium imaging experiments measured the response of a population of T4 cells with different directional selectivities, we calculated the average response to PD and ND motion and used this metric for comparisons to our calcium imaging experiments. We found that silencing Mi4 or Mi9 cells had a modest effect on the PD+ND (Figure 7C) , consistent with the results of our imaging experiments ( Figure 4A ). Since the neurons downstream of T4 cells show directional opponency (Mauss et al., 2015) , which has long been thought to be an important component of the HR mechanism (Hassenstein and Reichardt, 1956 ), we also calculated the difference of the response to PD and ND motion and used this metric for comparisons to our behavioral turning experiments. We found that when Mi4 or Mi9 cells were silenced, our model predicted that the PD-ND response increased at higher stimulus frequencies ( Figure 7D ), consistent with the results of our behavioral experiments (Figures 4C-4E) .
The specific architecture that we propose for T4 cells of the ON motion pathway is different from the emerging understanding for the computation performed by the directionally selective T5 cells of the OFF motion pathway. The T5 cells also receive inputs from at least four columnar cell types (Shinomiya et al., 2014) . However, each of these input neurons is an OFF-responsive cell and the available evidence ; F.P. Davis, S.R. Eddy, and G.L. Henry, personal communications) suggests that they all have excitatory synapses onto T5. As such, the T5 pathway appears to implement some form of an HR-like computation on its excitatory inputs , while the T4 circuit may implement several computations. The nature of these T4/T5 differences will be interesting to understand. These differences may be adaptations to asymmetries in ON and OFF signals in the natural world (Fitzgerald and Clark, 2015; Leonhardt et al., 2016) , or may reflect the evolutionary origins of these pathways (Shinomiya et al., 2015) .
A Proposed Intracellular Mechanism for Directional Selectivity
Our results indicate that the directional selectivity of T4 cells emerges through the nonlinear integration of Mi1 and Tm3 inputs in the dendrites of T4 cells. Although there is insufficient evidence to identify the underlying intracellular dynamics, an intriguing possibility is that a combination of metabotropic and inotropic receptors could implement an HR-like mechanism if the metabotropic receptors were preferentially expressed toward the leading edge of the dendrites. In this case, the spatial offset would be produced by offset inputs along the spatially oriented T4 dendritic branches, the delay would be provided by the diffusion of the second messenger along the dendritic branches, and coincidence detection would be produced by interaction of a second messenger released by a metabotropic receptor with an ionotropic receptor. While such a mechanism is highly speculative, it appears to be possible based on the available evidence. In addition to our results, cell-type-specific transcript profiling has shown that Mi1 and Tm3 are both cholinergic (F.P. Davis, S.R. Eddy, and G.L. Henry, personal communication) and that T4 cells strongly express both the G-protein-coupled acetylcholine receptor mAChR-B and several ionotropic nicotinic acetylcholine receptor (nAChR) subunits ( Figure S5 ; Pankova and Shinomiya et al., 2014) . Such a mechanism simply and directly produces both a time delay and a nonlinearity, which are two of the three critical components in each of the motion detector models ( Figure 1B) . Although a complete understanding of the relevant intracellular processes in this pathway is likely to require numerous additional experiments, the prominent role of intracellular processes in the pathway parallels recent developments in the mouse retina Vlasits et al., 2016; Yonehara et al., 2013) . As our understanding of these circuits continues to develop, it is likely that comparisons between these two genetic model organisms will yield deep insights into this fundamental visual computation.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS Driver Lines
Cell type specific expression of indicators, activators, and activators was achieved using the GAL4/UAS, LexA/LexAop (Lai and Lee, 2006; Pfeiffer et al., 2010) and Split-GAL4/UAS expression control systems (Luan et al., 2006; Pfeiffer et al., 2010) . Table S1 provides the complete genotype for the animals used in each experiment.
Calcium Imaging Experiments
Flies were reared under standard conditions (60% humidity, 12h light/12h dark, cornmeal agar diet). Flies used in experiments that examined the responses of the input neurons were reared at 25 C ( Figure 3B , S2E-F), while flies used in experiments that examined the effects of silencing these inputs neurons using shibere ts1 were reared at 21 C ( Figures 2C-E, 3C , 4A, S2A-D, S4B-D) . All imaging experiments were performed on females 1-6 days post-eclosion.
Behavioral Experiments
Flies were reared under standard conditions (60% humidity, 16h light / 8h dark, cornmeal agar diet) 21 C. All experiments were performed on female flies, 3-5 days after eclosion.
Functional Connectivity Experiments
Flies were reared under standard conditions (60% humidity, 25 C, 24h dark), on a cornmeal agar diet supplemented with retinal (0.2mM) in vials. Dark rearing was maintained by wrapping vials in foil. Female flies were collected 24-48 post-eclosion and held under the same rearing conditions until experiments were performed.
Transcriptional Profiling
All experiments were performed on brains dissected from 3-5 day old adult females flies, raised under standard conditions.
METHOD DETAILS
Driver Lines: Construction Cell-type specific expression of fluorescent calcium indicators (Chen et al., 2013) , Chrimson-tdTomato (Klapoetke et al., 2014) , UAS RNAi constructs (Ni et al., 2011) and anatomy markers was achieved using the GAL4/UAS, LexA/LexAop (Lai and Lee, 2006; Pfeiffer et al., 2010) and Split-GAL4/UAS expression systems (Luan et al., 2006; Pfeiffer et al., 2010) . GAL4 lines, Split-GAL4 hemidrivers (Luan et al., 2006; Pfeiffer et al., 2010) and LexA-lines for targeting specific cell types were chosen based on GAL4-line expression patterns (Jenett et al., 2012; Kvon et al., 2014 and personal communication from Barry J. Dickson) and new transgenes constructed as previously described (Pfeiffer et al., 2010) . We prescreened candidate split-GAL4 combinations for expression in the cell types of interest using a UAS reporter on the X chromosome (pJFRC200-10XUAS-IVS-myr::smGFP-HA in attP18) and generated stable fly stocks of selected combinations for subsequent experiments. The 9 new Split-Gal4 lines presented here are quite specific in targeting the identified neuron type. The specificity of these drivers was confirmed by examining several brains for each genotype labeling sparse subsets of neurons in the optic lobes. Some of the driver lines included an occasional neuron of another cell type, but with one exception (Mi9-2 also showed some Mi13 cells (Takemura et al., 2013) ), these were rare. Some lines included expression in a few cell types outside of the optic lobes. All experimental genotypes (organized by Figure panel) are listed in Table S1 . ''w+(DL)'' denotes an X chromosome from a particular laboratory strain (''DL'' for ''Dickinson Lab wild-type'') (Ofstad et al., 2011) .
Driver Lines: Imaging and Verification
The expression of split-GAL4 driver lines was visualized using the reporter pJFRC225-5XUAS-IVS-myr::smGFP-FLAG in VK00005 . Brains of female flies were dissected in insect cell culture medium (Schneider's Insect Medium, Sigma Aldrich, #S0146) and fixed with 2% (v/v) paraformaldehyde (PFA) (prepared from a 20% stock solution in cell culture medium, Electron Microscopy Sciences, #15713) for 1 hr at room temperature (RT). After several washes with PBT (phosphate buffered saline with 0.5% (v/v) Triton X-100), the fixed brains were incubated first with PBT-NGS (5% Normal Goat Serum in PBT) for 30 min at RT and then with primary antibodies (anti-GFP rabbit polyclonal antibody, ThermoFisher Scientific, #A-11122, 1:1000 dilution and anti-Brp mouse mAb Nc82, Developmental Studies Hybridoma Bank, 1:50 dilution) in PBT-NGS at 4 C overnight. This was followed by several washes with PBT and incubation with secondary antibodies (Alexa Fluor 488, donkey anti-rabbit IgG (H+L), ThermoFisher Scientific, #A-21206, 1:1000 dilution and DyLight 649 AffiniPure goat anti-mouse IgG (H+L), Jackson ImmunoResearch Laboratories, #115-495-166, 1:300 dilution) in PBT-NGS at 4 C overnight and further washes. For imaging, brains were mounted in SlowfadeGold antifade (ThermoFisher Scientific) under a #1.5 coverslip using small amounts of modeling clay as flexible spacers. Images were acquired on a Zeiss LSM 710 confocal microscope using a 40x NA 1.3 objective. Since the expression level of the myr::smGFP-FLAG marker varied between driver lines, gain and laser power were set individually for each sample and some further adjustments of brightness and contrast made post-imaging in Fiji (http://fiji.sc/). For display purposes, some images were rotated. To verify the expression pattern of each Split-GAL4 line we used sparse labeling of neurons. For these images ( Figure S1B ) we followed the exact protocol for the Multicolor FlpOut (MCFO) method of Nern et al. (2015) . Split-GAL4 driver lines were crossed to MCFO-1 (SS02432, SS02430, SS00955, SS00809, SS01019, SS00316) or MCFO-7 (SS00313, SS00300, SS00324)-these are listed as stocks 51-59 in Table S1 . Adult flies from crosses to MCFO-1 were incubated at 37 C for 15 min two or more days prior to dissection (no heat-shock is required for the MCFO-7 crosses). Fly brains were dissected, fixed, processed for immunofluorescence labeling of three different epitope-tagged marker proteins (with HA, V5 and FLAG epitopes, respectively) and a neuropile marker (anti-Brp), mounted in DPX and imaged as described . Detailed protocols can also be found online (https://www.janelia.org/project-team/ flylight/protocols under ''IHC -MCFO''). Images were acquired with a 63x 1. 4 NA objective and 0.19x0.19x0 .38 mm 3 voxel size. Images shown in Figure S1BC are reoriented substack projections that were generated from confocal stack using the Neuron Annotator Mode of Vaa3D (Peng et al., 2010) and exported as TIFF format screen shots. Many of the critical results in this manuscript rely on neuronal silencing, so it is important to verify the effect of the silencing treatment. This study includes several experiments intended to demonstrate that the treatment had the intended effect. To confirm that the driver expressed the effector in only the intended cells, we provide anatomical data on each of our main driver lines ( Figure S1 ). Also, to confirm that the silencing effector produced the intended effect, the effector was expressed in a two cell types (T4/T5) that have a well-established behavioral phenotype ( Figures 3E, 4B-4E ). Even with these controls it remains possible that a particular driver and effector line combination did not yield sufficient expression to produce silencing. Fortunately, since the responses to a wide range of stimuli were recorded, the collective dataset can function as its own control. Since we observed a statistically significant change (either increase or decrease) for multiple stimulus conditions for each genotype (in comparison to the appropriate genetic control, e.g., Figures 4B-4E ) then we can conclude that the silencing treatment reduced synaptic transmission, and further interpret why the deficit was produced by one stimulus and not another.
Calcium Imaging Experiments: Preparation and Microscopy
Details of the preparation follow those of similar experiments Strother et al., 2014) . Briefly, flies were cold anesthetized and tethered to a fine wire at the thorax using UV-curing adhesive. The two most anterior legs (T1) were severed to prevent the animals from grooming their eyes and obstructing the visual field. A small drop of UV adhesive on the ventral surface of the thorax was used to encapsulate the severed T1 legs and immobilize the head at the proboscis. Tethered flies were subsequently positioned such that their head just protruded through a small cutout in a thin metal sheet that served as the bottom of the perfusion bath, and the head and thorax were secured to the sheet using UV adhesive. The back surface of the head was bathed in saline (103mM NaCl, 3mM KCl, 1.5mM CaCl 2 , 4mM MgCl 2 , 26mM NaHCO 3 , 1mM NaH 2 PO 4 , 8mM trehalose, 10mM glucose, 5mM TES, bubbled with 95% O 2 / 5% CO 2 ) and the cuticle was dissected away to expose the brain. Muscles 1 and 16 (Demerec, 1965) were severed to reduce motion of the brain within the head capsule, and the post-ocular air sac on the imaged side was removed to expose the medulla. During experiments the perfusate was temperature controlled. The perfusate reservoir was pre-heated using a stainless steel heat-exchange coil connected to a chiller (Thermotek RC2AC). Before entering the perfusion bath the perfusate was passed through an inline heater (Warner SC-20 and CL-100). The temperature within the bath itself was monitored using a small thermocouple probe placed near to the fly head (< 2mm, Physitemp IT-21). Experiments to characterize the response of the T4 input neurons were performed at 20 C ( Figure 3B , S2E-F). Experiments utilizing shibere ts1 were performed at 30
The medulla was imaged using a two-photon microscope (Prairie Ultima) with near-infrared excitation (930nm, Coherent Chameleon Ultra II) and a 60x objective (Nikon CFI APO 60XW). The excitation power was never greater than 25mW at the sample. Imaging parameters varied slightly between experiments but were typically acquired at 128x128 pixel resolution, approximately 10Hz frame rate, and with a 100mm field of view.
For experiments aimed at identifying axonal tracts with directional selectivity ( Figures 2E and S4B-D) , additional steps were taken to minimize motion artifacts. For these experiments, all legs were severed and encapsulated in UV adhesive, UV adhesive was used to secure the thorax to the abdomen, and imaging was performed with a 50mm field of view.
Calcium imaging Experiments: Visual stimuli
All visual stimuli were produced using a custom rear-projection system (Strother et al., 2014) . The projection screen was positioned to provide a unilateral stimulus to the right eye, and was centered around a point approximately 45 from the sagittal plane and 10 above the equator of the eye. The corresponding region of the medulla was identified by displaying a small flickering disc near the center of the screen, and surveying the medulla for a localized calcium response. Local retinotopy was verified prior to recording, by confirming that small changes in stimulus position resulted in small shifts in the location of the most active medulla column. Stimuli were grouped into sets that included appropriate control stimuli, and could be presented in short protocols so that only negligible photobleaching occurred over the duration of the set. Results from four stimulus sets are presented: moving edges (Figure 2D , 3B-C, S2A-C), moving gratings ( Figure 4A and S2D) , flickering discs ( Figures S2E-F) and windowed moving gratings (Figure 2E, S4B-D) . The moving edge stimulus set consisted of a 30 window over a gray background (50% maximum intensity) through which light-on and light-off moving edges alternately passed in the posterior to anterior, ventral to dorsal, anterior to posterior, and dorsal to ventral directions at speeds of 30 /s or 90 /s (set included all combinations of direction and speed) with a 5 s interstimulus interval (disc has polarity of previous edge on full field gray background) and 6 replicates were collected of each stimulus. The moving edge stimulus set also included two motion-free stimuli: a rapid motion-free stimulus in which the 30 window instantly changed light intensity, and a gradual motion-free stimulus in which the 30 window uniformly changed light intensity so that time course of the mean light intensity over the window was identical to the time course of the mean light intensity that occurs when a moving edge passes through the window. All moving edges experiments utilized this stimulus, except for the responses of Mi1 ( Figure 3B ) which were calculated from image data collected in a previous study using a nearly identical stimulus (Strother et al., 2014) .
The moving gratings stimulus set consisted of a square-wave grating of dark (0% maximum intensity) and bright (100% maximum intensity) bars with a 30 period that spanned an area of $120 in the dorso-ventral direction and $90 in the anterior-posterior direction. The grating moved in either the anterior-to-posterior direction or posterior-to-anterior direction at speeds of 30 /s, 90 /s, 180 /s, 270 /s, 810 /s, or 2430 /s (set includes all combinations of direction and speed). Square wave gratings were presented for an 8 s interval with a 5 s interstimulus interval (full-field gray background) and 6 replicates were collected for each stimulus.
The flickering discs stimulus set consisted of a disc that flickered between maximal and minimal light intensity over a gray background (50% maximum intensity) for a period of 120 s with a diameter that was either 5 or 30 and a frequency that was either 0.05Hz or 0.33Hz (set includes all combinations of diameter and frequency) with an interstimulus interval of 5 s (full field gray background). Stimulus order was randomized for each trial of every stimulus set. The windowed moving gratings stimulus set consisted of a square wave grating of dark (0% maximum intensity) and bright (100% maximum intensity) bars with a 30 period that appeared in a 30 window centered over the receptive field of the imaged neurons while the remainder of the field was gray (50% maximum intensity). The direction of the grating was varied from 0 to 360 in 45 increments, where 0 represents motion in the anterior-to-posterior direction. The grating speed was either 30 /s or 90 /s (set includes all combinations of direction and speed), and gratings were presented for a 6 s interval with a 5 s interstimulus interval (full-field gray background) and 6 replicates were collected for each stimulus.
Behavioral experiments: Preparation and Arena
The wings were fixed with UV light-activated glue (KOA 300-1, KEMXERT) at least 12 hr before the experiments. Flies were cold-anesthetized and tethered to a 0.13mm diameter tungsten wire by using UV light-activated glue. After tethering each fly was placed in an incubator (Model PH09-DM, Thermoelectric Series, Darwin Chambers Company) at 32 C, 60% humidity for 40-50 min. Tethered flies were then positioned on a 9 mm diameter, 129 mg air-supported styrofoam ball, surrounded by a visual arena (Reiser and Dickinson, 2008) . The complete apparatus, including the arena and the treadmill system was housed within the incubator and experimental tests were conducted at 34 C, 60% humidity. The airflow supporting the ball was regulated to around 340 SCCM by a digital mass flow controller (Smart-Trak, Sierra Instruments), and adjusted to 60% humidity with a dew point controller (Sable Systems International).
The Treadmill ball-tracking system has been described elsewhere . Briefly, the movement of the ball is tracked by two optical flow cameras (Avago Technologies; ADNS-6090). The measured ball movements were streamed at 4 kHz from the optic flow chips and summed in 20 ms bins, which are then acquired by a custom MATLAB (MathWorks, Natick, MA) program which runs the experiment. The camera data are transformed into 50 Hz measurements of forward/sideslip/turning (ball pitch/roll/yaw), in arbitrary units. Flies were positioned above the ball using 3-axis micromanipulators using two cameras (Firefly MV FFMV-03M2M and Basler 602f) that imaged the fly and ball from above and behind.
The cylindrical visual arena was constructed from 36, 8x8 pixel LED modules, consisting of a 32x72 array of 525 nm LEDs (UltraPure Green LED, IO Rodeo), and spanning 270 in azimuth and 120 in elevation. The pixel size of each LED subtends no more than a diameter of 3.75 on the fly's retina, which is below the inter-ommatidial distance of the Drosophila eye. Double layers of neutral density filters (Lee 299 ND1.2 Neutral Density Gel Filter) were applied to the LEDs for rescaling the luminance in the arena. The adjusted intensity scale of the arena is 0 to 30 mW/m 2 . We made use of an updated version of the display controller (manufactured by IO Rodeo, http://www.iorodeo.com/; further details at https://bitbucket.org/mreiser/panels).
To test the visual responses of tethered walking flies, a series of stimulus-response experiments were performed. Each trial consisted of a 0.7-2 s moving visual stimulus, after which the final frame of each stimulus is presented (statically) for a period of $0.8 s. All trials were followed by a 1 s interstimulus interval during which a homogeneous, full-field stimulus with intermediate intensity (33% max intensity) was presented. Within an experimental series, all visual stimuli were presented as symmetric pairs, consisting of clockwise (CW) and counterclockwise (CCW) versions of each stimulus condition, with all conditions presented using a random block trial structure (all trials repeated either 4 or 6 times, within blocks consisting of all trial types in random order). The presented results were generated using two different protocols, each consisted of 500-600 trials for each fly, and lasted 35-50 min.
Behavioral experiments: Visual stimuli Space-time diagrams for the visual stimuli are schematized in Figure 4 and Figure 5 . Visual stimuli used for the experiments in Figure 4 are animated in Movie S2. Visual stimuli used for all behavioral experiments are described below.
(A) ON+OFF grating: This stimulus consists of a rotating square-wave grating that is parameterized in terms of contrast (Michelson contrast was calculated as (I max -I min )/(I max +I min ), where I max and I min are the highest and lowest luminance intensities in the stimulus), temporal frequency (the ratio of the angular velocity and the spatial wavelength), and spatial wavelength (width of a dark bar plus width of a bright bar). Each specific protocol is detailed below:
(A1) Contrast test (Figures S3A and S3B) : A 30 spatial wavelength ON+OFF grating pattern is presented with five different contrast values (3, 9, 20, 40, and 100%) and two speeds (1Hz and 9Hz). In order to provide similar whole-field luminance for each stimulus in the protocol, the luminance of the black stripes or the bright stripes varied for different stimuli (93% max intensity over 100% max intensity for 3% contrast; 33%/40% max intensity for 9% contrast; 27%/40% max intensity for 20% contrast; 20%/47% max intensity for 40% contrast; 0%/67% max intensity for 100% contrast).
(A2) Temporal frequency test ( Figure 4B , S3C): A 30 spatial wavelength ON+OFF grating pattern is presented with two different contrast values (9% and 100%) and five speeds (1, 3, 6, 9, and 27Hz; the corresponding angular velocities are 30, 90, 180, 270, and 810 /s). (A3) Spatial wavelength test ( Figures S3D and S3E ): A 40% contrast ON+OFF grating pattern is presented with four different spatial wavelength (15, 22.5, 30, and 60 ) and two speeds (1Hz and 9Hz). (B) Repeating ON/OFF edges: This stimulus begins with the presentation of an array of adjacent ''windows'' that each contain a 3.75 wide bar at one edge. These narrow bars expand in either the clockwise or counter-clockwise direction until they fill the entire window. Once the bars fill the window, the display is reset to the initial condition and the stimulus repeats. This stimulus is parameterized by the edge speed, contrast, window number, window size, and reset duration. The details for each specific protocol are provided below:
(B1) Speed and contrast test ( Figure 3E and Figure S3H ): The stimulus was presented in 4 windows that were each 67.5 wide, and the stimulus was repeated for 2.25 s. Both light and dark edges were examined: three contrast values were used for light edges (60% max intensity over 33% max intensity for 29% ON contrast, 73%/33% max intensity for 38% ON contrast, and 87%/33% max intensity for 44% ON contrast) and one contrast value was used for dark edges (13%/33% max intensity for 43% OFF contrast). Each of the contrast values was tested using three different speeds (30, 90, and 270 /s, which are converted to the equivalent temporal frequency in Figure S3H ). Figure 3E shows the responses for the 44% ON contrast and the 43% OFF contrast stimuli.
(B2) Speed and spatial test ( Figures 4C-4D , S3F-G, Figure 5A -B): The stimulus was presented either in 4.5 windows that were each 60 wide ( Figures 4C-4D and Figure 5A -B) and repeated for 1 s (1 to 18 cycles); or in 9 windows that were each 30 wide ( Figures S3F  and S3G ) and repeated for 1 s (1 to 36 cycles). Both ON and OFF edges were examined; 44% contrast was used for ON edges, 43% contrast was used for OFF edges. Each window size and polarity (light/dark) was tested for a broad range of speeds (30, 60, 90, 180, 270, 540, 810, and 1080 /s), representing a wide range of equivalent temporal frequencies for both 30 windows (1, 2, 3, 6, 9, 18, 27, and 36 Hz) and 60 windows (0.5, 1, 1.5, 3, 4.5, 9, 13.5, and 18 Hz) . (B3) Repeating ON edges with distinct OFF duration ( Figure S4A ): The stimulus was presented with ON bars (44% contrast) in 4.5 windows that were each 60 wide, and was repeated for a 2 s duration. Two speeds (90 and 540 /s) and three OFF reset durations (7, 21, and 42ms) were examined. This stimulus was developed because we had found that when Mi9 was silenced, we observed an enhanced turning response to repeating ON edges but not to increasing ON edges (Figures 4C and 4E) . Since Mi9 shows increased activity in response to OFF stimuli, we had reasoned that this could be attributed to the collateral OFF stimulus that is presented when the repeating ON edges stimulus cycles. To ensure that this result was not an artifact of our specific stimulus conditions, we repeated these experiments with a repeating ON edges stimulus in which we varied the duration of the OFF stimulus that is interspersed within the ON motion ( Figure S4A ).
(C) Increasing ON edges ( Figures 4E and 5C ): The repeating ON edges stimulus described above (stimulus ''B'') includes an OFF presentation when the stimulus resets, and the uniform light stimulus transitions to a single light bar on a dark background. To avoid this OFF presentation, we developed a novel stimulus in which edges of increasing luminance were used to provide multiple edge stimuli that only contain luminance increments. In this stimulus, a 3.75 wide light bar (14% max intensity) appeared at the edge of a 60 window and then expanded in the clockwise or counterclockwise direction until it filled the window. The stimulus was cycled by presenting a slightly brighter 3.75 wide light bar at the edge of the same window and having it expand in the same direction. Due to limited discretization of intensity levels, this pattern was repeated for light bars with 7 luminance values (14, 29, 43, 57, 71, 86 , 100% max intensity) for fast speeds (9, 13.5, 18 Hz), and for light bars with 5 luminance values (14, 29, 43, 57, 71% max intensity) for moderate speeds (4.5 Hz), and for light bars with 3 luminance values (14, 29, 43% max intensity) for slow speeds (1.5 and 3Hz).
All trials were repeated multiple times. For the protocol implementing stimuli described in A1, A2, A3, and B1, the stimuli were repeated 4 times, and the protocol implementing B2, B3, and C repeated each trial 6 times (in random block trial structure).
Functional Connectivity Experiments
Brains from adult flies were isolated by dissecting the head in a saline bath (103mM NaCl, 3mM KCl, 2mM CaCl 2 , 4mM MgCl 2 , 26mM NaHCO 3 , 1mM NaH 2 PO 4 , 8mM trehalose, 10mM glucose, 5mM TES, bubbled with 95% O 2 / 5% CO 2 ). The brain was then placed on a poly-lysine coated coverslip (neuVitro, Vancouver, WA, GG-12-PDL) posterior side up and perfused with saline (same composition as above, 21 C). Images of the brain were acquired using a two-photon microscope (Prairie Ultima, Olympus LUMPlanFL N 40X, 2.5 fps, $145 mm x $145 mm field of view, $0.57 x $0.57 mm/pixel resolution). The samples were imaged using a near-infrared laser (920nm, $10mW, Coherent Chameleon Ultra II) that produced minimal collateral activation of Chrimson.
The light-gated ion channel Chrimson was activated by narrow-band illumination centered around 590 nm (Thorlabs M590L2-C2 followed by an excitation filter, Chroma D605/55). A dichroic mirror (Chroma zt488-568tpc V2) was placed in between the tube lens and the objective to combine the activation path and the imaging path. 920nm excitation light from the 2-P imaging path and 590nm 1-P activation light illuminate the sample, while the GCaMP emission signal ($510-530 nm) passes back through the dichroic to the PMT. The dichroic does not pass 590 nm illumination, which minimizes contamination between the activation illumination and the GCaMP imaging. Photoactivation light was delivered in a pulse train that consisted of six 1 s pulses (square-wave modulation, 50 Hz, 10% duty cycle, 30 s inter-pulse interval). The light intensity increased for each of the six pulses (58, 116, 232, 464, 928 , and 1246 mW/mm 2 ; measured using Thorlabs S170C). This protocol was repeated twice per sample, and only brains with stable baseline fluorescence levels were analyzed.
Transcriptional Profiling to Quantify RNAi Knockdown
Fly brains were dissected from 3-5 day old adult females into fly AHS (108 mM NaCl, 5 nM KCl, 2 mM CaCl 2 , 8.2 mM MgCl2, 4 mM NaHCO 3 , 1 mM NaH 2 PO 4 , 5 mM HEPES, 5.3 mM trehalose, 9.93 mM sucrose). nls-eGFP-labeled cell bodies were isolated using established protocols (Hempel et al., 2007) with minor modifications: AHS was used in place of ACSF, and Liberase DH (Roche) was used as the digestion enzyme. Approximately 400 cell bodies were manually collected per sample and were immediately lysed in Extraction Buffer (PicoPure RNA Isolation kit, Thermo). RNA was extracted, concentrated in a speed-vac to approximately 4 uL, and 1 uL ERCCs (Ambion) at 1:1e-5 dilution was added as external RNA controls. cDNA was prepared using Ovation v2 RNA-seq (NuGEN), final libraries were prepared using Rapid library kit (NuGEN), and quantified by qPCR (Kapa Biosystems). Libraries were sequenced on a HiSeq 2500 (Illumina) on Rapid flowcells with 100 base single reads. Sequencing adapters were trimmed from the reads using cutadapt v1.9.1 (Martin, 2011) . Trimmed reads were aligned to Flybase release 6.03 and gene expression levels were determined using RSEM v1.2.31 (Li and Dewey, 2011 ) with bowtie v1.1.2 (Langmead et al., 2009) . For the data presented, 3 independently isolated cDNA library samples were sequenced for each of the two genotypes (Stock numbers 49-50).
Computational Model A numerical model was used to determine if the proposed scheme for motion computation was consistent with our experimental data (Figure 7) . This model was implemented using Simulink (MATLAB R2016a), and represented 13 photoreceptors arranged in a linear array, essentially implementing a single row of ommatidia on the fly eye. Each photoreceptor was assumed to have a Gaussian receptive field (Snyder, 1979) , with an acceptance angle of 5 and an interommatidial angle of 4.6 (B€ uchner, 1974) . Each photoreceptor was modeled as responding linearly to light intensity via a first-order low-pass filter (1=ðt P s + 1Þ in Laplace notation).
The outputs from these photoreceptors served as the inputs for a medulla column model. As a more detailed model is not justified for the questions we have posed, we have collected the lamina transformations into those implemented in the medulla column unit ( Figure 7A ). Each medulla column received inputs from three adjacent photoreceptors, such that we modeled 11 medulla columns receiving inputs from the 13 photoreceptors. Each medulla column contained one Mi1, Tm3, Mi4, and Mi9 model. The Mi1 model consisted of a rectifier, followed by a first-order low-pass filter (time constant t Mi1 ). The Tm3 model consisted of a rectifier, followed by a first-order low-pass filter (time constant t Tm3 ). The Mi4 model consisted of an inhibitory surround function that summed the inputs from the three photoreceptors (weighted by -0.5, +1, -0.5), followed by a rectifier, followed by a first-order low-pass filter (time constant t Mi4 ). The Mi9 model consisted of an inhibitory surround function that summed the inputs from the three photoreceptors (weighted by -0.5, +1, -0.5), followed by an inverter, followed by a rectifier, followed by a first-order low-pass filter (time constant t Mi9 ). All columnar neurons are ON rectified (responding primarily to luminance increments), except for Mi9, which is OFF rectified and responds primarily to luminance decrements.
The outputs from each medulla column were used as the inputs for a T4 cell model. Each T4 cell model received inputs from four adjacent medulla columns, such that we modeled 8 T4 cells receiving inputs from 11 medulla columns. The T4 cell model consisted principally of a modified Hassenstein-Reichardt Correlator (HRC). The first arm of the correlator averaged the Mi1 and Tm3 signals from the first leading-edge medulla column, and passed the result through a first-order low-pass filter (time constant t T4;LPF ). The second arm of the correlator averaged the Mi1 and Tm3 signals from the first trailing-edge medulla column, and passed the result through a first-order high-pass filter (t T4;HPF s=ðt T4;HPF s + 1Þ in Laplace notation). The leading, low-pass filtered and trailing, highpass filtered signals were then multiplied to produce an internal HRC signal. This HRC signal was then passed through an attenuator, with a gain that was dependent on the Mi9 signal from a medulla column offset from the T4 cell by two columns in the leading direction, and the Mi4 signal from a medulla column offset from the T4 cell by two columns in the trailing direction ( Figure 7A ). The attenuated signal was taken equal to
where S atten is the attenuated signal, S HRC is the HRC signal, S Mi9 is the Mi9 signal, S Mi4 is the Mi4 signal, w Mi9 and w Mi4 are weighting factors. The attenuation function f atten ðxÞ was taken as
Finally, the attenuated signal was offset by a constant and then passed through a rectifier, such that the T4 output signal was taken equal to
where S T4 is the output signal from the T4 cell, ramp() is the ramp function, and b is the constant offset.
This computational model depends on a number of parameter values, and wherever possible experimental data were used to select these parameter values. However, in some cases we were forced to estimate parameter values as little experimental data were available. In these cases, a sensitivity analysis was performed to examine the effects of varying the parameter value, and the value that was most consistent with available experimental evidence was selected. The value of each parameter used in the model and the estimation strategy used to arrive at this value are both reported in Table S2 .
The model was solved using a Runge-Kutta solver (RK4) with a fixed step size (1ms). We focused on the predicted response of a T4 cell to a moving grating (30 period, 100% contrast varying between a value of zero and one, 200ms static grating lead-in followed by 4 s moving grating trial). The grating pattern was discretized to replicate the rendering of this pattern on the visual display used for the behavioral experiments (3.75 wide pixels). In order to compare our model to the experimental data, we also examined the effect of silencing the input neuron types on the predicted T4 response. Input neurons were silenced by setting their outputs from the medulla column model to zero. Since in our model the Mi4 and Mi9 attenuate the outputs of the T4 cell, silencing either of these neurons while holding all other factors equal produces a baseline shift in output of the T4 cell. This baseline shift is inconsistent with our calcium imaging experiments, presumably as a consequence of slow adaptation in T4 cells. In order to replicate this slow adaptation, whenever an input neuron was silenced in our model the T4 baseline was shifted by varying b such that the response of a T4 cell to a constant, full-field stimulus was identical to that of a T4 cell absent silencing. For practical reasons, this constant, full-field stimulus was mimicked using a very fast moving grating (20 Hz).
For each examined conditions, we calculated the mean response of the T4 cell (mean of 2 s window starting 2 s after grating movement begins, average across all 8 cells in simulation). We have reported the response to grating movement in the preferred direction (PD) and the null direction (ND), as well as sum (PD+ND) and difference (PD-ND) of these signals.
QUANTIFICATION AND STATISTICAL ANALYSIS
Calcium imaging Data were analyzed using custom-written software (neuron_image_analysis) implemented in MATLAB (MathWorks, Natick, MA) that performed the following steps. For all experiments, images were pre-processed to reduce lateral motion by shifting the images to maximize the correlation with a reference image. The motion compensation algorithm utilized a moving window approach to calculate an undistorted reference image, even for long recordings with moderate amounts of drift. First, the reference image was calculated as the mean fluorescence for the frames in the window. Second, the cross-correlation was calculated between the frame at the center of the window and the reference image, and parabolic interpolation was used to calculate the sub-pixel displacement that maximizes the correlation. Third, the image at the center of the window was displaced by the calculated amount. Fourth, the window was moved across the entire image sequence to displace every frame. Lastly, the window length was exponentially increased until it encompassed the entire image sequence.
For the moving edge stimulus ( Figures 3B and 3C ), the mean fluorescence was calculated for a manually-selected region of interest that encompassed approximately 3-4 columns with receptive fields at the center of the disc. The baseline fluorescence was calculated as the 10% quantile of the fluorescence over the entire stimulus set. The DF/F was calculated by subtracting the baseline fluorescence from the instantaneous fluorescence, and then normalizing the result by the baseline fluorescence. The effects of silencing T4 input neurons on T4 responses were examined by calculating the mean DF/F for the 2 s period following the stimulus, and comparing this against the wild-type T4 response using a two-tailed t test (control n = 6, Mi1 n = 5, Tm3 n = 8, Mi4 n = 7, Mi9 n = 7, T4/T5 n = 6; n represents individual flies, Figures 3C and S2B) . The wild-type T4 response was measured using two genotypes, one with an empty-GAL4 driver and the other with a Canton-S wild-type background (see the STAR Methods). Since the genotypes yielded similar results, the responses were pooled. Results were corrected for multiple comparisons by controlling the false discovery rate using the Benjamini-Hochberg procedure (q = 0.05), which was applied independently to each input neuron type to the set of tests that includes all combinations of edge speed, and ON and OFF.
For the moving grating stimulus ( Figure 4A ), the mean fluorescence was calculated for a manually-selected region of interest that encompassed approximately 5-8 columns with receptive fields at the center of the display. The baseline fluorescence was calculated as the 10% quantile over the entire stimulus set. The DF/F was calculated by subtracting the mean fluorescence for the 2 s period prior to the start of the stimulus from the instantaneous fluorescence, and then normalizing the result by the baseline fluorescence. The effects of silencing T4 input neurons on T4 responses were examined by comparing the mean DF/F for the period 1-3 s after the start of the stimulus against the wild-type T4 response using a two-tailed t test (control n = 6, Mi1 n = 5, Tm3 n = 8, Mi4 n = 7, Mi9 n = 7, T4/T5 n = 6; n represents individual flies; Figure 4A ). Results were corrected for multiple comparisons by controlling the false discovery rate using the Benjamini-Hochberg procedure (q = 0.05), which was applied independently to each input neuron type to the set of tests that includes all combinations of grating direction and frequency.
For the flickering disc stimulus ( Figures S2E-F) , the mean fluorescence was calculated for a manually-selected region of interest that encompassed a single column with a receptive field at the center of the disc. The instantaneous fluorescence was averaged over multiple stimulus cycles to produce a smoothed waveform. The baseline fluorescence was calculated as the minimum of the smoothed waveform. The DF/F was calculated by subtracting the baseline fluorescence from the smoothed waveform, and then normalizing the result by the baseline fluorescence.
For the windowed moving grating experiments ( Figures 2E and S4B-D) , the analysis focused on identifying axonal tracts with directional selectivity. Since the anatomical details vary between individuals, results from each individual animal were analyzed independently. Since responses to 1Hz and 3Hz (temporal frequency) grating stimuli were similar, only the responses to the 1Hz grating stimulus are shown. A region of interest was manually selected that included the arborizations of T4 in the medulla (layer 10) and the T4 axons that extend from the medulla to the lobula plate, but excluded the arborizations of T5 in the lobula and axon terminals in the lobula plate. The response to each stimulus was calculated by taking the mean of each pixel in the region of interest for the period 1-3 s after the start of the edge movement, and subtracting the mean of the same pixel for the period 2 s prior to the start of the stimulus. Since flies vary slightly in their orientation when they are mounted to the perfusion bath, these responses were used to identify a canonical coordinate system. A polar plot of the directional response of each pixel of each trial was constructed, and the principal components of these points were taken as the axes of a canonical stimulus coordinate system that was used for subsequent calculations. The directional selectivity L dir was then calculated for each pixel (Mazurek et al., 2014) , and histograms of these directional selectivity values are presented (Figures S4B-D) . These directional selectivity values were compared against a dataset that was prepared by randomly shuffling the response and stimulus direction (thereby removing directionally selective responses). Significant differences between the observed and shuffled dataset were identified using a one-sample Kolomogorov-Smirnov test, using the cumulative distribution function of the shuffled data as a null hypothesis. In order to display the spatial structure of the pixels with directional selectivity map, we also constructed a directional selectivity image. Directional selectivity images were produced by creating a colormap that was a function of stimulus direction and response magnitude ( Figure 2E and S4B-D) . This colormap has the property that colors for opposing stimulus directions sum to a grayscale value, and image intensity (norm of RGB values) increases linearly with response magnitude. The directional selectivity image was then calculated by assigning each pixel of the response image (including pixels outside of the region of interest described above) a color based on this colormap, and summing these color values over all trials and stimuli. For display purposes, images were normalized by the 99% percentile of pixel intensities. As a consequence of the properties of the underlying colormap, pixels with directional selectivity appear in color, pixels without directional selectivity appear grayscale, pixels with weak responses appear dark, and pixels with strong responses appear bright.
Behavioral experiments
In all protocols, flies were presented with paired visual stimuli that moved either in the clockwise (CW) or counterclockwise (CCW) direction. The mean yaw velocity of the behavioral response was then calculated as
where Dyaw is the differential yaw velocity, and yaw CW and yaw CCW are the yaw velocities in response to a CW and CCW stimuli, respectively. Rotational velocities in the pitch and roll directions were calculated using an equivalent approach, and then these rotational velocities were used to calculated a turning index (TI) for each trial
This turning index represents the unitless ratio of pure yaw movement and other movements (pitch plus roll) of the ball. Numerically, the turning index is proportional to the angle between the rotational velocity vector of the animal and the pitch-roll plane, when the rotational velocity vector is represented in a yaw-pitch-roll coordinate system. All behavioral data were averaged on a per-fly basis to produce a mean yaw, pitch, and roll movement value for each pair of symmetric visual stimuli (CW/CCW rotation). For data presented here we plot the data averaged across flies as if all of the responses were for clockwise motion. In all behavioral experiments where time series TI are plotted ( Figures 3E and S4A) , we show the median ± SEM across flies, smoothed using a moving average across 5 neighboring (20 ms) data points. Many behavioral responses feature a very large turning reaction that builds up over about 500 ms (clearly seen in Figure 3E ). Computing an average across the entire stimulus interval minimizes the large differences that appear after this initial transient response between several of our experimental genotypes. To implement a uniform, simple analysis procedure that we could apply to all of our behavioral experiments (with variable stimulus durations) we used the mean response during the second half of the stimulus period as the method for reporting summary data. The summary TI data are plotted as means ± SEM across flies. All data analysis was performed offline using software written in MATLAB.
In all behavioral results, n represents individual flies. Statistically significant differences between the behavioral responses of the experimental genotype and the control genotype were identified using a t test followed by a correction for multiple comparisons. In the statistical results presented in the Figures 5A-5C , we employed a t test with Bonferroni correction (a = 0.05, m = 8 for the Figures  5A -5B, m = 6 for the Figure 5C , where m is the number of hypotheses). For the multiple cell type comparisons ( Figure 3E , 4B-E, S3, and S4A), we used a false discovery rate controlling procedure (Benjamini and Hochberg, 1995) 
Functional Connectivity Experiments
The calcium responses of T4 neurons to photoactivation were examined by calculating the DF/F for a manually drawn region of interest (ROI) in layer M10 of the medulla. The region of interest encompassed 20-25 columns of the medulla. The DF/F was taken as (F-F 0 )/F 0 where F is the instantaneous mean fluorescence of the ROI and F 0 is the baseline fluorescence of the ROI. The baseline fluorescence was taken as the mean fluorescence of the ROI for a 5 s period prior to the start of the photoactivation period. Responses were further analyzed by taking the mean DF/F of a time period after the start of photoactivation (1-5 s after the start). Values from the two trials from the same animal were averaged for statistical analysis, and the responses were evaluated for significant differences using a stepwise generalized linear model (described in the Results section). n represents individual flies.
Transcriptional Profiling to Quantify RNAi Knockdown
Trimmed reads were aligned to Flybase release 6.03 and gene expression levels were determined using RSEM v1.2.31 (Li and Dewey, 2011 ) with bowtie v1.1.2 (Langmead et al., 2009) . For the data presented, 3 independently isolated cDNA library samples were sequenced for each of the two genotypes (Stock numbers 49-50). The data presented ( Figure S5 ) are the median TPM (transcripts per million) levels produced after normalizing the counts for transcript length using simple custom analysis on the counts tables performed in MATLAB.
DATA AND SOFTWARE AVAILABILITY
Raw data and stimulus generation/detailed analysis code will be provided upon request by Lead Contact Michael Reiser (reiserm@ janelia.hhmi.org).
The main software tools, developed by authors of this study and used in this study are available at neuron_image_analysis, https:// bitbucket.org/jastrother/neuron_image_analysis, and LED display controller, https://bitbucket.org/mreiser/panels.
ADDITIONAL RESOURCES
Additional resources can be found at the following: Janelia Research Campus, HHMI, FlyLight Database: http://flweb.janelia.org/ cgi-bin/flew.cgi, and http://splitgal4.janelia.org/.
Detailed protocols can also be found online at https://www.janelia.org/project-team/flylight/protocols under ''IHC -MCFO''.
