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"How often people speak of art and science as
though they were two entirely different things,
with no interconnection. An artist is emo-
tional, they think, and uses only his intuition;
he sees all at once and has no need of rea-
son. A scientist is cold, they think, and uses
only his reason; he argues carefully step by
step, and needs no imagination. That is all
wrong. The true artist is quite rational as
well as imaginative and knows what he is do-
ing; if he does not, his art suffers. The true
scientist is quite imaginative as well as ratio-
nal, and sometimes leaps to solutions where
reason can follow only slowly; if he does not,
his science suffers."
(Isaac Asimov)
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Resumo
Plataformas aéreas como quadrotores são sistemas inerentemente instáveis. Em vários
trabalhos, a tarefa de estabilizar o vôo de um quadrotor foi abordada por diferentes técni-
cas, geralmente baseadas em algoritmos de controle clássicos. No entanto, recentemente,
algoritmos de aprendizado de reforço "livres de modelo"tem se mostrado efetivos para
controlar estas plataformas. Neste trabalho, mostramos a viabilidade de aplicar uma téc-
nica de aprendizado por reforço livre de modelo para otimizar uma política de controle
estocástica (durante o treinamento) para realizar o controle de posição do quadrotor. Este
processo é alcançado, mantendo-se uma boa eficiência de amostragem e permitindo uma
convergência rápida, mesmo em simuladores comerciais para robótica, que são sofisticados
e computacionalmente mais caros, sem a necessidade de qualquer estratégia de explora-
ção adicional. Utilizou-se o algoritmo de Proximal Policy Optimization (PPO) para que
o agente aprenda uma política de controle confiável. Em seguida, os resultados obti-
dos da resposta do controlador inteligente obtido em várias condições. Adicionalmente,
foram investigados três funções de recompensa baseadas no controlador Proporcional-
Integrativo-Derivativo (PID) e a possibilidade de reduzir o erro de estado estacionário do
controlador. Os experimentos para o controlador inteligente resultantes foram realizados
usando o simulador V-REP e o motor de física Vortex. Os resultados mostram que é
possível utilizar o PPO para controlar um quadrotor.
Abstract
Aerial platforms, such as quadrotors, are inherently unstable systems. In several prior
works, the task of stabilizing the flight of a quadrotor was approached by different tech-
niques, generally based on classic control algorithms. However, recently, model-free rein-
forcement learning algorithms have been successfully used for controlling these platforms.
In this work, we show the feasibility of applying a reinforcement learning method to opti-
mize a stochastic control policy (during training), to perform the position control of the
quadrotor. This process maintains a good sampling efficiency while allowing fast con-
vergence even when using computationally expensive off-the-shelf simulators for robotics
and without the necessity of any additional exploration strategy. We used the Prox-
imal Policy Optimization (PPO) algorithm to make the agent learn a reliable control
policy. Then, we presented the results of the response of the obtained intelligent con-
troller in several conditions. Additionally, we investigated reward signals based on the
Proportional-Integrative-Derivative controller and the possibility of reducing the steady
state error of the controller. The experiments for the resultant intelligent controller were
performed using the V-REP simulator and the Vortex physics engine and results show
that it is possible to train such algorithms to control quadrotors.
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Chapter 1
Introduction
The crescent popularity of unmanned Aerial Vehicles (UAV) is an indicator of the impact
this technology will bring in the next few years. According to [26], the global commercial
UAV market might reach US$ 2.07 billion by 2022, comprising applications in fields like
agriculture, security, energy, government, media, and entertainment. Besides, among the
UAVs, the quadrotors are a proven suitable platform for research in control and navigation
systems, as this class of aerial platform is capable of moving in 6 degrees of freedom
(steering, rotating and changing its altitude) by controlling the thrust in each of its four
propellers.
Most quadrotor control approaches rely on a mathematical model of the quadrotor
and its dynamics, which are non-linear and may present inaccuracies due to the inability
to model all aspects of the vehicle’s dynamic behavior. An alternative to classic control
techniques can be obtained with intelligent controllers, developed through machine learn-
ing and optimization techniques, such as state-of-the-art Reinforcement Learning (RL)
algorithms for continuous tasks.
In [14], the authors successfully developed a reinforcement learning algorithm to train
a deterministic policy, represented as a neural network, that successfully mapped a given
state to a set of corresponding actions to control a quadrotor. The author’s approach is
built on deterministic policy optimization using a natural gradient descent [2].
Although deterministic policy gradients have some advantages over stochastic policy
gradients, such as value/advantage estimations with lower variance, they require a good
exploration strategy to explore its state space efficiently. Hence, stochastic policy gradi-
ents can present a better sample efficiency, which has a direct impact on the number of
timesteps or episodes needed for control policy convergence. Therefore, depending on the
problem to attack, a good sample efficiency can permit the use of reinforcement learn-
ing algorithms along with sophisticated simulation software, since complex simulators are
costly, but not too many episodes are required for training.
Also in [14], the authors mention another common limitation of policy optimization
methods for quadrotor control, that is the sub-optimal convergence of the control policy,
which leads to a considerable steady state error. Although this error can be adjusted
manually through a position offset, there is space for further study to improve the quality
of intelligent controllers for quadrotors based on model-free reinforcement learning.
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1.1 Objectives and Contributions
Inspired on the ideas previously mentioned, the primary objective in this work is to suc-
cessfully control a quadrotor using Proximal Policy Optimization (PPO) , a model-free
reinforcement learning algorithm that trains a stochastic control policy while verifying a
few hypotheses. We focus on the possibility of convergence of state of the art Proximal
Policy Optimization (PPO) algorithm [30] and the practical effects of distinct reward
signals. Therefore, we formulated some hypotheses in this dissertation, which are sum-
marized as follows:
1. H1: The Proximal Policy Optimization algorithm can be used to learn a control
policy for the quadrotor.
2. H2: The final policy, (i.e., the intelligent controller), obtained after exploration
and learning, can successfully control a quadrotor in a variety of conditions with
acceptable accuracy and response.
3. H3: There is a significant difference between the steady state error of the quadrotor
among policies trained using three distinct reward signals proposed in this work,
based on the technique of proportional-integrative-derivative control.
All the developed work was done over a reinforcement learning interface that uses
an high fidelity robotics simulator, to make it feasible to create intelligent controllers
and analyze the critical aspects in a controlled environment. This setup makes it easier
to gather data and to avoid undesired effects (perturbations) from the environment the
quadrotor would fly, while keeping a good representation of the platform dynamics, due
to the reliability of its physics engine.
The main contribution of this work is the critical evaluation of the possibility of using
a model-free stochastic control policy learned to control a quadrotor by interaction with
the environment. Along with this contribution, we can mention the resulting framework
built for this purpose.
1.2 Text Organization
This dissertation is organized as follows. Chapter 2 introduces the concepts relevant to
this work, such as the formulation of reinforcement learning, essential algorithms, and con-
trol theory. Chapter 3 presents a discussion over the related work on deep reinforcement
learning and control of quadrotors. Chapter 4 presents the setup of the reinforcement
learning interface with the simulator, as well as the methods followed in this work. Then,
in chapter 5 we present and discuss the results of the experiments and discuss the hy-
pothesis we formulated. Finally, in chapter 6 this work is concluded, and we assess the
final considerations about the proposed intelligent controller.
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Chapter 2
Theoretical Background
2.1 Reinforcement Learning
Reinforcement learning is a paradigm of machine learning used to understand and auto-
mate goal-direct learning and decision making. It defines the interaction between a learner
(agent) and the environment concerning states, actions and rewards [35]. The idea be-
hind reinforcement learning has its origins in behavioral psychology, and it was extended
to computer science and other domains in the sense that a software agent improves its
behavior to maximize a given reward signal. Formally, this process of learning through
interaction with the environment is described by Markov Decision Processes, defined in
subsection 2.1.1.
2.1.1 Markov Decision Processes
Markov Decision Processes (MDP), named after the Russian mathematician Andrey
Markov, consist of a formal mathematical description of sequential decision making that
is adequate for modeling the reinforcement learning framework.
MDPs can be considered as an extension of Markov processes (MP), also known as
Markov chains. In a Markov chainM(S,P) we have a set of states S = {s0, s1, · · · , sn−1, sn}
where the process starts at a discrete state s0 and can move successively among states.
Given a Markov process that is currently on state st, it transits to a subsequent state st+1
with a probability p(st+1|st). Both Markov processes and Markov decision processes, as
the name suggests, respects the Markov Property. A stochastic process is said to have
such property if the conditional probability distribution of future states of the process
depends only upon the present state, not on the sequence of events that precedes it [39].
In mathematical terms, this property is depicted in equation 2.1.
P(st+1|st) = P (st+1|s0, s1, · · · , st−1, st) (2.1)
Mostly, these processes are memory-less and every state s must carry enough infor-
mation to represent the environment at a given instant t accurately. Figure 2.1 Illustrates
a Markov process.
With the concepts above briefly explained, from here on we focus on Markov decision
17
Figure 2.1: Illustration of a Markov process and the transition probability at each pair of
states [17].
processes, which can be defined as M(S,A,P). In this work we will use the following
augmented notation M(S,A,P , ρ′, γ) of a MDP, which is commonly used in episodic
reinforcement learning. Although not strictly necessary, there are better guarantees about
the solution of RL tasks if the task can be described as an MDP.
The components of an MDP are:
• S is the state space, or the finite set of states in the environment.
• A is the action space, the finite set of actions that an agent can execute.
• P(st+1, rt|st, at) is the transition operator. It specifies the probability that the en-
vironment will emit reward rt and transit to state st+1 for each state st and action
at.
• rt is the reward signal at a given instant t, as r ∈ R.
• ρ0 is the initial state probability distribution.
• γ ∈ [0, 1] is the discount rate, used to adjust the ratio between the contribution of
recent rewards and past rewards (explained in subsection 2.1.2).
We now have the addition of actions and rewards to the process in figure 2.1. Figure
2.2 presents an illustration of an arbitrary Markov Decision Process.
Figure 2.2: Representation of a Markov Decision Process, now the picking of actions at
each state is also present in the process [17].
Many definitions of MDPs are available in the literature, and generally, the reward
function is defined as a deterministic function r(st), r(st, at) or r(st, at, st+1) [28]. In a
high level of abstraction, this function quantifies the consequence of an agent’s actions in
its environment, relative to what it is expected to do (the idealized goal of the process).
It is also important to notice that actions at a given instant can influence not only the
immediate reward but also rewards from following states. In the end, the goal of this
process is to obtain a policy that maps states to actions adequately.
18
2.1.2 Agent-Environment Interaction
The MDP framework, presented in subsection 2.1.1, is a useful abstraction of the problem
of goal-directed learning from interaction. From this, we start this section showing the
definitions of the two main components of a reinforcement learning system, the agent and
the environment. The agent is the component that learns and takes decisions, and the
environment is everything outside the agent, everything the agent can interact.
According to [35], MDPs proposes that any problem of learning goal-directed behavior
can be reduced to three signals passing back and forth between an agent and it’s envi-
ronment. Therefore, one signal defines the choices made by the agent, configuring the
action signal. The second signal represents the basis on which the decisions are made, in
other words, the states. Finally, the third signal is the reward, set to serve the agent’s
goal. The three signals comprise the anatomy of a reinforcement learning system, i.e., the
agent-environment interface, illustrated in figure 2.3.
Figure 2.3: The interaction between agent and environment in a Markov Decision Process.
New actions, states and reward signals are obtained at every loop.
Therefore, a software agent can interact with the environment, through sensing and
acting, to learn behaviors that can maximize the expected reward.
We now describe the episodic reinforcement learning problem, an adequate approach
for tasks that can be discretized in a series of steps. An episode starts with an initial state
s0, sampled from the initial distribution ρ0. Then, at each timestep t = 0, 1, 2, · · · , the
agent samples an action from the current policy pi(a|s), reaching a new state st+1 and a
reward signal r(st), according to the distribution P(st+1, rt|st, at). An episode ends when
a terminal state is reached [28]. In practice, it is common to define a maximum number
of steps that an episode can last, or even limit the environment exploration in some other
manner so that the state space is reduced and learning is done faster.
In an episodic reinforcement learning problem, the goal is formally defined as maxi-
mizing the return, or cumulative reward, R in equation 2.2.
R = r0 + r1 + r2 + · · ·+ rT−1 =
T−1∑
t=0
rt, (2.2)
where T is the episode length.
This method of computing the return is useful when we can define well a final state in
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the problem. However, in many cases, the notion of a final state is not naturally given, or
the agent-environment interaction is not easily breakable into episodes, such as the task
of controlling dynamic systems. Therefore, in continuing tasks, the final state is reached
when T = ∞. Hence, there is no return defined in this case. According to [35], to avoid
this problem, the concept of discounting was introduced. By using a discount rate γ,
where 0 ≤ γ ≤ 1, it is possible to adjust the importance trade-off of current and future
rewards. It is also useful to mathematically limit the return to a defined value. In this
work, the expected discounted return, set in equation 2.3, was used for the quadrotor
control task.
ηpi = r0 + γr1 + γ
2r2 + · · · =
∞∑
k=0
γkrt+k (2.3)
From equation 2.3, it is possible to notice that when the value of the factor γ is close
to one, then η is more affected by future rewards and vice versa.
Complementing the definitions in section 2.1.1, we can define the goal of reinforcement
as learning a policy pi(a|s) that maps states to probabilities of selecting each possible action
at a given state. We desire that these probabilities are adjusted so that the policy maps
states to actions that maximize the expected discounted return. Policies are functions
that can be either stochastic (pi(a|s)), which given a state s, each action a ∈ A(s) has an
associated probability to be chosen, or deterministic (pi(s)), which directly maps an state
s to a determined action a.
These definitions of policies and expected discounted return are the basis for under-
standing the concept of value functions, used in most reinforcement learning algorithms.
Value functions are functions of the state s, that can be interpreted as a measure of how
good it is for the agent to be at a given state. While each reward signal rt is a metric of
the immediate reward, the value function, defined in equation 2.4, also takes into account
the possible rewards in future states.
Vpi(st)=˙Epi [ηt|st] = Epi
[ ∞∑
k=0
γkrt+k
∣∣∣∣st
]
(2.4)
In many cases, we can define it as a function of state-action pairs (s, a) that means
how good it is to perform a given action in a given state, as described in equation 2.5:
Qpi(st, at)=˙Epi [ηt|st, at] = Epi
[ ∞∑
k=0
γkrt+k
∣∣∣∣st, at
]
(2.5)
In the remaining of this section, we present an overview reinforcement of learning
algorithms, through a more formal description of its characteristics.
2.1.3 Reinforcement Learning Algorithms
Algorithms for reinforcement learning are generally composed of three fundamental steps,
illustrated in figure 2.4, that are followed to estimate expected reward and to solve a set
of problems. The anatomy of a reinforcement learning algorithm can be summarized into
20
the generation of samples, fitting a model and improving the current policy. We repeat
this cycle until the policy converges. In a high level of abstraction, we use the term
convergence when the accumulated reward stops increasing significantly, or we meet the
requisites of performance.
Figure 2.4: Block diagram representation of a generic reinforcement learning algorithm
[17].
The several reinforcement learning algorithms available in the literature follow these
steps in some way. However, there are many categories of RL solutions that can be more
or less adequate for different domains. The main approaches are discussed next.
2.1.4 Value function based Algorithms
Algorithms based on value functions work by estimating the value (equations 2.4, 2.5) of
being in a given state. This kind of reinforcement learning algorithm aims to fit V (s) or
Q(s, a) and, when an estimate of how good to be at each state is known, one can only set
pi∗(s) = argmaxaQ(s, a)
.
In other words,the optimal policy pi∗ has a corresponding value function
V ∗(s) = maxpiVpi(s)
So, if the optimal value V ∗(s) is known, the optimal policy could be retrieved by
choosing among all actions available and vice versa [5].
Among this category of reinforcement learning methods, there are important algo-
rithms such as SARSA [34] and Q-learning [38].
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2.1.5 Model-based Algorithms
Although no algorithm of this kind was used in this work, in this section we briefly define
model-based algorithms.
Model-based methods are another important approach in reinforcement learning and
they are particularly effective if it is possible to hand-engineer a dynamics representation
using our knowledge of physics.
When using model-free algorithms, we depend on sampling and observation heavily
so there would be no need to know the inner characteristics of the system. On the other
hand, in model-based RL one can define the objective function from a dynamic model.
When the model is available, these methods tend to present good sample efficiency since
there is no need to learn the entire dynamics.
Model-based reinforcement learning is closely related to the way system identification
works in control theory and it is vastly applied for approximating dynamic models.
2.1.6 Policy Optimization Algorithms
In policy optimization methods or policy gradients, the fitting of value functions is not
mandatory, since these methods operate by modifying the policy directly. Policies are
often represented as a function piθ, typically encoded by an Artificial Neural Network. In
episodic reinforcement learning, the policy is improved directly by estimating the return
of a batch of episodes and then optimized by a function approximator characterized by
the parameter vector θ.
We can optimize the policy through gradient-based optimization or gradient-free meth-
ods [5]. Generally, a variation of Stochastic Gradient Ascent is used to optimize an ob-
jective function L of the form.
LPG(θ) = Eˆt
[
logpiθ(at|st)
[∑
t
r(st, at)
]]
(2.6)
With this technique, the parameters θ are updated at each batch of episodes, as
presented in equation 2.7.
θ = θ + α∇θE
[∑
t
r(st, at)
]
(2.7)
The regular "vanilla" policy gradients are susceptible to high variance when the ob-
jective function considers simply the "reward to go", given by the cumulative reward in
equation 2.7. An alternative to reduce the variance of policy gradients, without intro-
ducing bias to the model, is to use an alternative objective function with a baseline b, as
presented in equation 2.8.
LPG(θ) = Eˆt
[
logpiθ(at|st)
[∑
t
r(st, at)− b
]]
(2.8)
Subtracting a baseline is allowed, since it is an operation that is unbiased in expecta-
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tion. A typical value for baselines is the average return given in in equation 2.9.
b =
1
N
N∑
i=1
ri (2.9)
Although it works well, it is not the best choice of baseline. To improve it, one can
use a hybrid approach between policy gradients and value-based algorithms, called actor-
critic methods. An actor-critic algorithm consists of a policy gradient method that works
in association with a value estimator Vˆt(s). The actor is the policy that infers the best
actions to take, while the critic is the component that bootstraps the evaluation of the
current policy. This structure is commonly modeled as two artificial neural networks, one
for acting and other estimating Vˆt(s), but different architectures are also viable.
The baseline is then set to b = Vˆt(s), which brings up the concept of advantage Api,
given by equation 2.10.
Api = Qpi(st, at)− Vpi(st) (2.10)
The better the estimate of Vˆt(s), the lower the variance, and the overall learning is
more stable than when using "vanilla" policy gradient methods.
2.2 Stochastic Policy Gradients
As discussed before, policy gradients rely on a stochastic gradient ascent, or other first-
order optimization technique, to maximize some performance measure η(θ). The policy piθ
is, commonly, a deep or shallow neural network, and according to [30], the most frequently
used gradient estimator has the form:
gˆ = Eˆt
[
∇θlogpiθ(at|st)Aˆt
]
, (2.11)
where Aˆt(st, at) = Q(st, at) − Vˆ (st) is an estimator of the advantage function at
timestep t and the Eˆt(· · · ) is the empirical average over a finite batch of samples, ob-
tained from alternating the processes of generating samples and improving the policy piθ.
This estimator was obtained by differentiating the objective function:
LPG(θ) = Eˆt
[
logpiθ(at|st)Aˆt
]
(2.12)
Also, according to [28], this approach makes RL problems more like general optimiza-
tion problems where deep learning is applicable. However, most applications that use deep
learning involves an objective where we have access to the objective function and where
there is a direct dependency on the parameters of our function approximator. In RL prob-
lems, in contrast, we have an unknown dynamic model that is possibly non-differentiable,
and that must also be learned, leading to an increase in the variance of the gradient es-
timates. Besides, in supervised learning tasks, the input data does not correlate with the
current predictor whereas in RL the current state is a direct consequence of the policy
and actions taken. Considering these limitations, in [28] and [30], the authors devised
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two new algorithms, that aim to establish a reliable method to optimize the policy in a
more stable and sample efficient way by seeking to improve the performance of an RL
agent monotonically. They are the Trust-Region Policy Optimization (TRPO) and the
Proximal Policy Optimization, the one we used in this work.
2.3 Monotonic Policy Optimization
In both TRPO and PPO methods, instead of the objective function presented in 2.12,
we aim to maximize the following surrogate objective function LCPI (conservative policy
iteration) proposed in [15], subject to a constraint on the size of the policy update.
LCPI(θ) = Eˆt
[
piθ(at, st)
piθold(at, st)
Aˆt
]
(2.13)
Although both algorithms use this surrogate objective, the approach used to constrain
the size of the policy update differs between them. TRPO optimizes the surrogate ob-
jective subject to Eˆt [KL[piθold(·|st), piθ(·|st)]] ≤ δ, where KL is the Kullback and Leibler
divergence. An alternative to this optimization problem is to limit the size of the policy
update using a penalty method, to solve an unconstrained optimization problem instead
of limiting it with the constraint priory described.
The PPO family of algorithms inherits some benefits from TRPO, but they are much
simpler to implement. PPO allows multiple optimization steps and is more general, and
it empirically presents a better sample efficiency than TRPO.
Consider the probability ratio r(θ) = piθ(at,st)
piθold (at,st)
, the new objective function is given by
LCLIP (θ) = Eˆt
[
min
(
r(θ)Aˆt, clip (r(θ), 1− , 1 + )
)
Aˆt
]
(2.14)
where  is a hyper-parameter (generally  = 0.2). In [30], the authors explain that this
is possible to adjust the size of the policy update effectively by taking the minimum of
the clipped and the unclipped objective LCPI , which is simpler than the constraint term
in TRPO.
The PPO algorithm is described in the following:
Algorithm 1: PPO - Actor-Critic Style
1 for iteration = 1, 2, . . . do
2 for actor = 1, 2, · · · , N do
3 Run policy piold in environment for T timesteps
4 Compute advantages estimates Aˆ1, Aˆ2, · · · , AˆT
5 end
6 Optimize surrogate objective LCLIP wrt θ, with K epochs and minibatch size
M ≤ N
7 θold ← θ
8 end
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2.4 Control theory
2.4.1 PID - Proportional, Integrative and Derivative Control
Some ideas of this work were inspired in a simple control architecture known as Proportional-
Integral-Derivative (PID) controller. The essential principle of PID is to exploit present,
past and future information of the predicted error [4].
PID is a classic controller that keeps track of a measure of the error, which is the
difference between the desired and the current output signal e(t) = r(t)−y(t) of a system,
and applies a correction u(t) to the system. The control element can be formulated by
tuning three factors: kp, ki and kd, that scales the error measurement e(t), its integral
t∫
0
e(t)dt and its derivative de(t)
dt
, respectively. Therefore, the control signal u(t) is given by
u(t) = kpe(t) + ki
t∫
0
e(t)dt+ kd
de(t)
dt
(2.15)
The first term in equation 2.15, up(t) = kp · e(t), is a control signal proportional to the
error e(t). The second term ui(t) = ki
t∫
0
e(t)dt is proportional to the integral of the error
signal and ud(t) = kd de(t)dt is proportional to the derivative of the error. We now present
a theoretic analysis about the individual contributions of each term in first and second
order systems.
Proportional Control
A first order plant’s transfer function, represented in the Laplace domain, has the following
form:
Gp(s) =
K
τ · s+ 1 (2.16)
Where K is the D.C. gain and τ the time constant.
Also in the Laplace domain, the proportional control signal is defined as follows:
Up(s) = kp · E(s) (2.17)
From equations 2.16 e 2.17, the closed loop transfer function, which is also a first order
transfer function, is formulated in equation 2.18.
G(s) =
kp · k
τ · s+ 1 + kp ·K =
kp·K
1+kp·K
τ
1+kp·K · s+ 1
(2.18)
When subject to a step input R, the formulation of the steady state error is given by
ess = lims→0
[
s ·
(
R
s
− R
s
·G(s)
)]
= R · 1
1 +Kp ·K (2.19)
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Therefore, when using a proportional controller, the steady state error can be dimin-
ished by augmenting the constant kp. So, although is possible to manipulate kp, the steady
state is only equal to zero when kp = ∞. The same effect is observed in second-order
systems.
Integrative Control
By conducting the same analysis from the proportional controller, we now have the
Laplace domain representation of the integrative controller, given by equation 2.20.
Ui(s) = ki · E(s)
s
(2.20)
The interpretation of the integral controller is that it provides a signal based on how
long the error persists. It prevents constant errors due to the increase of the signal
magnitude with time, which is good for controlling plants with better accuracy, but,
typically, it inserts overshoot to the system, as it can surpass the setpoint for a significant
amount.
When using this controller in a first order system, the closed loop transfer function
has the form:
G(s) =
ki·K
τ
s2 + s
τ
+ ki·K
τ
(2.21)
When applying the same step function of magnitude R, the steady state error is
formulated by final value theorem and presented in equation 2.22.
ess = lims→0
[
s ·
(
R
s
− R
s
·G(s)
)]
= 0 (2.22)
Equation 2.22 shows that the integral controller has the property of eliminating the
steady state error when the first order plant is subject to a step input.
Some general rules about steady state error are defined in Table 2.1, as it shows the
behavior of steady state error for different system’s types and input signals. The type
of a system is the number of pure integrators s in the forward path of a unity-feedback
system.
Table 2.1: Steady state error for type 0, type 1 and type 2 systems transfer functions.
kv is the velocity error constant and ka is the acceleration error constant.
Type Step u(t) Ramp t · u(t) Parabolic 1
2
t2u(t)
0 R
1+Kp
∞ ∞
1 0 R
Kv
∞
2 0 0 2R
Ka
In other interpretation, the integrative controller changed the order of the closed loop
transfer function from first to second, canceling the steady state error.
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Derivative control
The derivative controller is represented in Laplace domain by:
Ud(s) = s · kd · E(s) (2.23)
This component contributes to the reduction of overshoot, as it compensates the rate
of change of the tracking error.
A combination of these three types of controllers is generally applied according to
the requisites of a control task. The theory behind these controllers has already been
successfully transferred to other domains. In [3], Wangpeng et al. present an interesting
application where the authors developed a PID-based algorithm to reduce the overshoot
in stochastic gradient descent optimization with momentum. Thus, leading to faster
optimization of deep neural networks parameters.
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Chapter 3
Related Work
In this chapter, we discuss the literature review regarding the subjects explored in this
dissertation. We subdivided it into two parts: section 3.1 explores the state of the art of
Deep Reinforcement Learning and some important works that were relevant to consolidate
deep reinforcement learning as an alternative to control applications. Then, in section 3.2
we present some recent and relevant works about reinforcement, and deep reinforcement
learning applied specifically to quadrotor control and navigation.
3.1 Advances in Deep Reinforcement Learning
Since the rise of deep learning popularity, a variety of research fields, including reinforce-
ment learning, introduced deep neural networks in their applications. The emergence
of deep reinforcement learning algorithms lead to significant achievements, such as the
development of RL agents that can play Atari games [21] from raw frames of the screen
or are capable of overcoming human champions in the complex game of Go ([31], [33]).
These impressive results were correlated to the development of Deep Q-networks, an
artificial agent that can learn successful policies directly from high-dimensional sensory
inputs using end-to-end reinforcement learning. According to Mnih et al. [22], this new
formulation, aided by deep neural networks, made it possible to achieve success in a
variety of domains. Before these advances in deep RL, the applicability of reinforcement
learning was limited to problems with low dimensional state-spaces and to fully observed
domains, in which useful features can be handcrafted. With Deep Q-networks, complex
tasks where the action space is discrete (e.g., what command should the agent send to
an Atari game, given the current state?) were completed with success by an artificial
agent. However, despite using discrete action spaces can be adequate to many tasks, it
is a limiting factor when dealing with control problems. In [19], the authors combine
insights on deep learning and reinforcement learning advances to adapt the main ideas of
Deep Q-Learning to continuous action domains.
They present an actor-critic, model-free algorithm based on deterministic policy gra-
dient that could solve more than 20 simulated physics tasks. This algorithm, based on the
Deterministic Policy Gradient Theorem, developed in [32], is called Deep Deterministic
Policy Gradient (DDPG). From the definition in [40], DDPG applies stochastic gradient
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descent to a minibatch data of size B, sampled from a replay pool, with the gradient
defined by equation 3.1.
ˆ∇θη(µθ) =
B∑
i=1
∇aQφ(si, a)|a=µθ(si)∇θµ(si) (3.1)
Many of the tasks solved in this work consisted of classic control systems problems,
such as cart pole swing-up and dexterous manipulation, mostly solved with similar per-
formance than a planning algorithm with full access to the dynamics of the domain and
its derivatives. The tasks were performed in simulated environments, conducted with the
aid of the Mujoco physics engine [37]. Also, many other tasks were evaluated in [40],
considering different deep reinforcement learning algorithms and domains.
In [12], the authors achieved the emergence of complex locomotion behaviors from
simple rewards, given that the agents were trained in a large variety of environments
with continuous state and action spaces using PPO. Figure 3.1 presents a picture of a
humanoid moving through challenging terrain.
Figure 3.1: A humanoid simulated in a 3D environment in Mujoco. This humanoid is
able to move through a variety of challenging paths, including the depicted staircase [12].
The authors developed a distributed version of Proximal Policy Optimization, as the
high variety of rich simulated environments and tasks required a robust algorithm, that
could scale effectively to other challenging domains. The choice of PPO in this work was
due to the bound of parameter updates to a trust region, that ensures stability, allowing
it to obtain impressive results in sophisticated locomotion tasks, with no knowledge of
any dynamic model.
Considering the success of the previously cited works, the potential of successful ap-
plications of reinforcement learning and deep reinforcement learning, as well as the ro-
bustness of trust region based policy gradients, are indicators that deep reinforcement
learning may be a way to solve many challenges in control systems and other fields of
research.
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3.2 Quadrotors and Reinforcement Learning
In this section, we present recent related work in the context of quadrotor control. Rein-
forcement learning is present in some research projects involving unmanned aerial vehicles,
generally backed by dynamics models, as a complement of classic and modern control the-
ory in model-based approaches.
In [23], the author investigates several model-based methods for controlling a quadro-
tor. A classical and a Linear–Quadratic Regulator (LQR) approach were initially defined,
then the author formulates a learned approach that uses reinforcement learning. The
scope of this work was reduced to the control of only the altitude of the platform. In
other words, the state space is composed of position and linear velocity in the z-axis.
A Value Iteration algorithm was used in the discretized input, which is small, so that
the system did not suffer from the curse of dimensionality, i.e., undesired set of phenomena
related to the growth of data in high-dimensional spaces. The reward function used was
a discretized pseudo-Gaussian, defined in equation 3.2
r
([
rz
r˙z
])
= e
− |rz−rzdesired |
0.1rz,range e
− |r˙z |
0.1 ˙rz,range (3.2)
The learning method was to sample the action space randomly and, as the policy
converged to an optimal one, applying a bias towards desirable actions. The author
demonstrates that the reinforcement learning approach and LQR are expected to achieve
optimal controllers, but the RL approach can also learn non-linear dynamics.
The work in [40] presents an approach that associates reinforcement learning with
model predictive control (MPC) in the framework of guided policy search [18], where an
MPC is used to generate data at training time, under the full state observations in a
training environment. This data is then used to train a deep neural network policy, which
is allowed to access only the raw observations from the vehicle’s onboard sensors. This
proposed controller was successful in the task. In [6], the authors address the general
limitations of reinforcement learning when applied to safety-critical systems in the real
world. They extend control-theoretic results on Lyapunov stability verification and show
how to use statistical models of the dynamics to obtain high-performance control policies
with certain stability certificates. Therefore, the authors show how reinforcement learning
can be combined with safety constraints concerning stability, with the perspective of
augmenting the field of practical applications of RL.
The work of Hwangbo et al. [14] presents a model-free algorithm for controlling a
quadrotor with reinforcement learning. This algorithm is deterministic and on-policy.
The latter means that the value of the policy being carried out by the agent is learned,
including the exploration steps. The technique presented is conservative, but it is stable
for complicated tasks, such as controlling a quadrotor. The authors present an approach
built on deterministic policy optimization with natural gradient descent [2]. Deterministic
policy gradients have good properties and advantages, but one limitation is that it requires
an expensive exploration strategy, since it lacks the inherent exploration of stochastic
policy gradients. Therefore, an exploration strategy was used for training, described in
[10, 29].
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This exploration strategy comprises three categories of trajectories: initial trajectories
(on-policy), junction trajectories (off-policy) and branch trajectories (on-policy), shown
in Figure 3.2.
Figure 3.2: Exploration strategy adopted in [14]. In this context, trajectories are related
to reinforcement learning procedure of observing states, picking actions and so on, and
not to actual trajectories performed by the quadrotor.
This strategy allows an effective way to explore the state and action space. According
to the authors, longer branch trajectories means that the learning step requires more
evaluations per iteration, but the estimate has a lower bias.
The training was performed in a simulator with a simplified dynamic model, running
in multiple cores, that models the essential details of the quadrotor. Then, the quadrotor
altitude control was learned from their proposed algorithm, while a PD controller, added
to the control output, was used for attitude control. This PD controller is also used to
stabilize the learning process but is not expressive in the final controller, that has shown
better performance than the classic one.
In the end, the control policy obtained was robust and performed well in tests per-
formed via waypoint tracking, realized with 4 points at the vertices of a 1m-by-1m square,
shown in figure 3.3. Although it showed a small steady state error, the authors suggest
that an offset compensated it in the input vector.
Also in this work, the authors conclude that a unifying control structure for many
robotics tasks is possible. Which raises questions about the future of intelligent controllers
and the possible decay of today’s limitations when dealing with complex robotic models.
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Figure 3.3: 3D trajectory for a square waypoint tracking with the method proposed in
[14].
From the works presented in this section, we could infer that the quadrotor is an
excellent platform for proof of concept regarding reinforcement learning, since the model is
well studied, many control benchmarks can be found in literature and the state and action
spaces of quadrotor are small in relation to other mobile robots, such as humanoids. Also,
it is inherently unstable, so there is space for research regarding stabilization, controller
response, accuracy and the possibility of learning with less conservative methods.
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Chapter 4
Materials and Methods
Our primary objective in this work is to successfully control a quadrotor using Proximal
Policy Optimization (PPO), a model-free reinforcement learning algorithm that trains a
stochastic control policy. Once the reinforcement learning algorithm we are using is model-
free, i.e., the agent can learn its dynamics from experience and no prior information about
the vehicle’s structure, we used a simulated quadrotor for training since sampling batch
episodes with a real quadrotor are not practical due to instability. Also, the initial policy
piθ has unknown parameters. Therefore, the quadrotor would fall too many times until
it learns to maintain its flight. It is also important to notice that a policy learned via a
simulated agent can also be transferred to a real one with the adequate infrastructure,
e.g., with the aid of a Vicon motion capture system [20] as shown in [14]. Besides, there
are further studies on adequate methods for transferring controllers from simulated to real
platforms ([7], [36]). Therefore, the inherent instability of quadrotors is not a deterrent
factor for the development of reinforcement learning controllers for these platforms.
Due to the unavailability of a real-time motion capture system, we reduced the scope
of this work to simulated environments. By using a high fidelity robot simulation software
to train our intelligent controller, we aimed to acquire relevant insights from our experi-
ments, by evaluating the convergence of the method and the performance of our intelligent
controller. Additionally, two additional reward functions are proposed, based on the PID
controller, with the intention of reducing the steady state error of the quadrotor.
In this chapter, we present the materials and methods as follows: The setup of the
simulated environment is detailed in section 4.1, while the configuration of reinforcement
learning control interface, along with the parametrization of PPO algorithm is presented in
section 4.2. Finally, the methods and metrics for evaluating the experiments are described
in section 4.3.
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4.1 Configuring the Agent-Environment Interface
4.1.1 V-REP
The Virtual Experimentation Platform (V-REP) [9] is a software used for fast algorithm
development, factory automation simulations, fast prototyping and verification, remote
monitoring, safety double-checking, etc. It is free for academic purposes, and it defines an
integrated development environment, based on a distributed control architecture. That
is, each object or model can be controlled individually, in six possible ways: embedded
scripts, plugins, nodes, ROS Interface [25], remote Application Programming Interface
(API) and other custom solutions, as shown in figure 4.1. In this work, V-REP’s remote
API was used for communication with Python scripts.
Figure 4.1: V-REP API framework overview. The remote API makes it simple to use V-
REP scenes as an environment and a external software as a reinforcement learning agent.
Source: [9]
We used V-REP along the physics engine Vortex [8] and modified the default quadrotor
model (figure 4.2) in order to represent the commercial quadrotor Parrot AR Drone 2.0
[24]. We adjusted both the Computer-Aided Design (CAD) model and scripts so that the
main constants from AR Drone 2.0 are consistent, such as its dimensions, mass, moments
of inertia and a velocity-thrust function obtained from experiments in [13]. Although
the experiments developed in this work are restrained to a simulated environment, these
modifications were made aiming to facilitate the transferring of a policy learned in a
V-REP scene to a popular commercial quadrotor in future work.
The green sphere in figure 4.2 represents the quadrotor’s target position, i.e., the
setpoint of our intelligent controller. The function that maps a PWM (Pulse Width
Modulation) signal to a propeller thrust force Tr(pwm), from [13], is described by equation
4.1.
Tr(pwm) = 1.5618 · 10−4 · pwm2 + 1.0395 · 10−2 · pwm+ 0.13894 (4.1)
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Figure 4.2: Simulated quadrotor in V-REP. The green sphere defines the target position.
It is presented as a large sphere for visualization and manipulation purpose and its center
represents the target position. The propellers are enumerated from one to four as shown
in the picture.
For training our agent, we initialize the quadrotor in an aleatory position and orien-
tation, given by the initial state distribution ρ0.
Generally, more substantial rewards are obtained as the center of mass of the vehicle
gets closer to stability in the given setpoint. In the next sections, we present more details
about the structure of the actor and critic neural networks, the configuration parameters
of our PPO algorithm.
4.2 Reinforcement learning interface
4.2.1 Neural Network Architecture
To train an agent for controlling a quadrotor with the actor-critic PPO algorithm, we had
to set up our control policy, modeled as a neural network (actor), and a second neural
network for estimating value functions, used as a baseline in the algorithm (critic). As
neural networks can generalize well, we reused the multilayer perceptron (MLP) structure
proposed in [14], which might not be an optimal network configuration. However, we chose
this configuration because it was already known to succeed to approximate a controller
for a similar task.
Figure 4.3 presents the actor neural net structure where the state input comprises the
quadrotor/target position error, its rotation matrix, linear and angular velocities relative
to the global frame of the simulator. The outputs are the velocities of each of the four
motors, represented as a PWM ratio (0 to 100%).
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Figure 4.3: Anatomy of the policy network. For both networks, the state input comprises
the quadrotor/target position error, its rotation matrix relative to the global frame, linear
and angular velocities. The actor’s outputs are the velocities of each of the four motors,
represented as a PWM ratio (0 to 100%).The critic’s output is an estimation of V (s).
The critic neural network, represented in Figure ?? maintains the same structure, and
the only difference is that it has just one output, the estimated value function Vˆt(s), used
to compute the advantage.
With the actor-critic network structure defined, the remaining of the configuration
parameters of the PPO algorithm are detailed in section 4.2.2.
4.2.2 Setting up PPO in TensorForce
We implemented the reinforcement learning agent with the aid of Tensorforce [27], an
open-source python framework, built on top of Tensorflow [1], that provides a declarative
interface to robust implementations of deep reinforcement learning algorithms. Also, we
developed a framework especially for research and practical applications purposes.
An object was instantiated from class PPOAgent, which contains a generic implemen-
tation of PPO and provides methods to process states and return actions, to store past
observations, and to load and save models. The parameters of the PPO were adjusted as
presented in table 4.1.
Table 4.1: Parameters used in PPO algorithm.
Parameter Value
Episode length 250 timesteps
Batch size 1024 episodes
Optimization Steps 50
Discount (γ) 0.99
Learning rate (Adam) 10−3
Likelihood ratio clipping 0.2
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We defined a maximum length of 250 timesteps for each episode, given that it cor-
responds to 12.5 seconds of flight, which was considered an interval long enough for the
quadrotor stabilization. Also, by trial and error, we defined a batch size of 1024 episodes
to be stored. This batch of observations is used in the optimization of the objective
function and adjustment of the NN’s parameters via a variation of the method Stochastic
Gradient Descent (SGD) called ADAM [16]. The architecture of the NN discussed in
section 4.2.1 was also specified as a parameter of the RL agent.
We kept the reward signal as simple as possible for evaluating the quadrotor’s perfor-
mance concerning position control and stability. The reward function is given by
rt(s) = ralive − 1.2 ‖t(s)‖ (4.2)
, where
t(s) =
√
ξ2target(t) − ξ2quad(t)
t(s) =
√
(xtarget(t) − xquad(t))2 + (ytarget(t) − yquad(t))2 + (ztarget(t) − zquad(t))2 (4.3)
The variable t is the position error between the target position and the quadrotor’s
position at timestep t. Also, ralive is a constant used to assure the quadrotor earns a
reward for flying inside a limited region (radius of 3.2 meters from target) and that rt is
always positive. In this work, we used ralive = 4.0. The insertion of the term ralive is a
way to improve sample efficiency and the speed of the training stage. Since we delimit
the position state space to a sphere with a radius of 3.2 meters, when the distance from
quadrotor to target is larger than that, we saturate the input of the NN so that they are
always contained in the range of poses allowed during training.
Finally, we execute the training by initializing the simulation. The target is initialized
in a fixed position, located at the point ξtarget = (x = 0.0, y = 0.0, z = 1.7) [m]. The
quadrotor is initialized in the same position, but with the addition of a random factor,
defined by sampling from a normal distribution N (0, 0.3) [m] to define its position in x,y,
and z. We also used another distribution N (0, 0.6) [rad] for defining the roll, pitch and
yaw orientations.
A representative diagram of the framework developed for training our intelligent con-
troller is presented in Figure 4.4.
Note from Figure 4.4 that the critic neural network and the optimization algorithm
ADAM are run only during the training phase. Once it is done, the controller consists
only of the Actor NN (policy), the python script and the V-REP simulator.
4.2.3 Hardware Specification
We executed the PPO algorithm, along with the framework specified in Figure 4.4 in a
machine with the following specifications:
• CPU: Intel R© CoreTM i7-7700 CPU - 3.60GHz
• RAM: 16GiB
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Figure 4.4: Framework used for training the quadrotor’s intelligent controller. The left-
most part corresponds to the agent, a policy piθ modeled as a NN (actor). The environment
is composed of a V-REP scene (simulation) which communicates to the agent via a Python
script.
• GPU: NVIDIA - GeForceTM GTX 1080 (8gb)
All experiments were trained in parallel, with three simulated environments and agents
running at the same time. Each instance used 30% of the GPU for computations in
Tensorflow. In the conditions of training and with this hardware specifications, it takes
around three days to the simulator to reach 20 million timesteps, where we stopped the
training in our experiments. Even though it learns to fly in 1
3
of this time.
As V-REP was not specifically designed for running along reinforcement learning al-
gorithms, and there are complex calculations done in Vortex. this delay is mostly justified
by the use of a physics engine, slow restarting of an episode and eventual rendering, even
in headless mode (with no graphical user interface). However, V-REP’s ease of use and
flexibility was more than enough for this application.
In the remaining of this chapter, we discuss the methods developed in this work to
obtain the necessary evidence to answer the hypotheses formulated in chapter 1.
4.3 Evaluation of the intelligent controller
To validate our hypothesis, we divided our experiments in:
1. Evaluation of the controller
(a) Training and running a stochastic policy (section 5.1.1)
(b) Training a stochastic policy and running a deterministic policy (sections 5.1.2
and 5.2)
2. Evaluation of distinct reward functions inspired by PID elements
(a) Training a stochastic policy and running a deterministic policy (section 5.3)
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To evaluate the learned policies and their effect over steady state error, overshoot, and
stability, the resulting policy is tested in scenarios with the following trajectories:
• target at a fixed setpoint
• target moving in a step response trajectory
• target moving in a linear path trajectory
• target moving in a square-shaped path trajectory
• target moving in a sinusoidal path trajectory
(a) (b)
(c) (d)
(e)
Figure 4.5: V-REP scenes with four distinct scenarios. (a): Fixed target scene. (b) Step
response scene. (c): Square-shaped path. (d): Square-shaped path. (e): Sinusoidal path.
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In the cases where we did not fix the goal position, we evaluated two distinct velocities
of the target. Also, we trained all policies in all experiments five times. Then, when
applicable, the results are evaluated with statistical conformity.
4.3.1 Performance of the controller
The first step in this work consists of stabilizing the quadrotor’s flight with proximal policy
optimization reinforcement learning. It is the primary objective since it is a necessary step
to reject or not our first hypothesis, as if there is no convergence of the learned policy,
the quadrotor would most likely not fly as predicted or not fly at all.
Therefore, the primary evaluation metric in this work consists of the analysis of con-
vergence, by storing and analyzing the mean return (not discounted) R value at every 100
episodes during the whole training process.
Next, we executed the forward propagation of the resultant neural network to control
the quadrotor. We evaluated the performance of the stochastic control policy in the situa-
tion where the quadrotor is initialized in the fixed setpoint position. As the trained policy
piθ(a|s) is stochastic, we expect a non-conventional pattern of flight since we sampled mo-
tor velocities from a probability distribution. The controller’s performance was measured
through visualization of the quadrotor’s center of mass position and the target position,
output values, and additional metrics as mean absolute error and absolute velocity.
To avoid unexpected behavior from the quadrotor, we then evaluate the same intelli-
gent controller, but taking the mean value of the correspondent distribution, removing the
randomness of the quadrotor. We conducted the same experiments for this deterministic
policy piθ(s), and the evaluation metrics are computed and presented for comparison with
the previous case. This controller is then subject to evaluation in different conditions. We
established experiments in three additional environments (V-REP scenes): step response,
square-shaped path and sinusoidal path. In the step response environment, we set the
quadrotor’s initialization position in a distanced location from the fixed target. Then, we
initiated the simulation, and the quadrotor was controlled to reach the target position.
The flight data was collected, and the results regarding the performance of the controller
were presented.
For the remaining environments, we no longer fix the target position. Instead, it
follows specific trajectories corresponding to the scenes. The quadrotor then follows the
target in these trajectories. Therefore, it is possible to evaluate the performance of the
quadrotor when subject to brusque curves in all axes, besides verifying the robustness of
the controller.
4.3.2 PID inspired rewards
As stated in chapter 1, one of the points we aimed to investigate in this work is the
possibility of reducing the steady state of the quadrotor position. Inspired by the theory
described in section 2.4, we propose to evaluate if the following reward signals contributes
to the reduction of the error. They are:
1. rp = ralive − 1.2 ‖‖
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This is the same reward signal used so far in this work. The change in the notation
from r to rp was done only to make it easier to distinguish between the two following
reward signals.
2. rpi = ralive − 0.625 ‖‖ − 0.0625
(
t∑
i=t−10+i
‖‖i
)
This second signal is called rpi, named after proportional-integrative controllers.
This signal is the combination of a proportional term and an integrative term dis-
counted from ralive. The constants that multiply each term were defined as the value
that gives equal importance when the error and the accumulated error achieve their
maximum allowed amount. In the worst case, the reward at each episode is 0, in
the best case, it is ralive = 4.0.
We expect that the addition of an integrative term, defined as the sum of a moving
window of 10 error values, would change the behavior of the quadrotor so that it
presents a smaller steady state error, as it would be expected in fine tuned controllers
with a Integrative element.
3. rpid = ralive − 0.416 ‖‖ − 0.0416
(
t∑
i=t−10+i
‖‖i
)
− 0.416 (‖‖t − ‖‖t−1)
Finally, the last reward signal proposed was based on the PID controller. As there
are infinite possible combinations of factors (kp, ki, kd) for each component of the
signal, we once again restrain our analysis to the same importance for each term. We
expect that this reward would lead to a better behavior of the controller regarding
all elements of the control (steady state, overshoot and stability).
To evaluate the changes in the performance of the quadrotor, we used the statistical
technique called Analysis of Variance (One-way ANOVA) with 95% of confidence
level. The null hypothesis of ANOVA is defined in equation 4.4.
H0 : µ
rp
ss = µ
rpi
ss = µ
rpid
ss (4.4)
In equation 4.4, the term µss means the population mean of the steady state errors in
a given axis. Therefore, we formulated a hypothesis for each axis (x, y and z). This
procedure allows distinguishing if there are significant differences in the population
mean of distinct groups subject to different treatments, given that some conditions
are respected.
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Chapter 5
Results
In this chapter, we evaluate the convergence of the Proximal Policy Optimization Al-
gorithm and the performance of the intelligent controllers obtained. In section 5.1, we
present the aspects of the training of the intelligent controller and discuss its sample effi-
ciency. In section 5.1.1, we evaluate the performance of the stochastic policy piθ(a|s), the
function that maps the states to a probability distribution of actions. Section 5.1.2 evalu-
ates the deterministic policy piθ(s), obtained after the removal of the variance component,
which is the resultant quadrotor controller of this work. In section 5.2, the quadrotor is
subject to different setpoints and trajectories to check the behavior of a sample of five
intelligent controllers, trained using the PPO algorithm. Finally, in section 5.3, we com-
pare the quality of four different controllers, trained with distinct reward signals that were
proposed based on classic control theory. Statistical tests were performed to check if the
proposed reward signals were significantly effective in reducing the steady state position
errors.
5.1 Convergence of the Policy
With the setup detailed in chapter 4 and using the reward signal given by equation 4.2,
we run the Proximal Policy Optimization algorithm and the results are related to the
training routine acquired. To obtain a 95% confidence interval in the metrics, we trained
five reinforcement learning agents.
The values of the return (not discounted) at every episode, composed of 250 timesteps,
were collected during training. To visualize how fast the stochastic policy piθ(a|s) con-
verges, we kept the mean of the total reward at every 100 episodes, for each agent. Figure
5.1, shows the growth of the total reward along the number of simulation timesteps.
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Figure 5.1: Normalized mean accumulated reward computed at every 100 episodes. Five
agents were trained and the confidence interval indicates a 95% probability that each
population mean of these values are inside this region.
From the resultant learning curve in Figure 5.1, we noticed a few practical implications
in the behavior of the quadrotor. In the first timesteps, the controller is still not able
to adequately maintain the quadrotor flying. By five million timesteps, the quadrotor
was able to sustain its flight with poor stability. However, with subsequent iterations,
the reward kept growing substantially and, after 10 million timesteps, we considered the
policy had converged to a controller that can keep the simulated quadrotor flying near
the position setpoint.
For the evaluation of the controllers, we considered policies trained during 20 million
timesteps, as the mean cumulative reward has reached high values, around 90% of the
maximum possible return. However, even with a high reward, the intelligent controller
does not necessarily present good properties. In the next section (5.1.1), the behavior of
the quadrotor controlled by this policy piθ(a|s) is discussed.
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5.1.1 Running the Stochastic Policy piθ(a|s)
We executed (forward propagating) our learned stochastic control policy in a simulated
environment, where both the quadrotor and the fixed target object were initialized in the
position ξ0 = (0.0, 0.0, 1.7)[m] and the position setpoint does not vary in time. It was
possible to observe that the quadrotor was able to fly around the fixed setpoint, but as
expected, the considerable random noise in each of its motor’s velocities makes it a poor
choice of controller, due to its unpredictability, as observed in figure 5.2.
Figure 5.2: 3D trajectory followed by the quadrotor to reach the desired fixed position.
There is a significant variation in the the quadrotor position due to the randomness of its
controller’s output. Target position (Ground-truth) is in ξ0 = (0.0, 0.0, 1.7)[m].
It is possible to verify that, even tough the quadrotor is maintained near the desired
target, random variables determine its movements. The velocities of the four propellers
are sampled of beta distributions whose parameters are determined by the current state
s. The same movement but represented in each axis (x, y, z) is shown in Figure 5.3.
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(a) (b)
(c) (d)
Figure 5.3: (a)-(c): Quadrotor (blue line) and the reference (orange line) position for the
stochastic policy piθ(a|s) and fixed target. Values in x (a), y (b) and z (c). (d): The mean
absolute steady state error in each of the three axes.
Figure 5.4: Output signal of the neural network (stochastic policy), these noisy PWM
values are mapped to the thrust in each propeller in every timestep.
In [14] the authors state that a stochastic policy is not desirable for controlling a
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quadrotor, and the results in 5.3 confirm that. However, it does not mean that the
inherent exploitative characteristic of stochastic policies cannot be used during learning.
As a complement of the results shown in this section, the graph in Figure 5.4 contains
the outputs of the neural network, i.e., the values of PWM signals sent to each of the four
motors in every timestep.
The control signals are visibly noisy and, even though it is not a frequent event, the
sampling of actions in an inherently unstable system as a quadrotor leads it into falling
eventually. Therefore, in this section, we showed the expected behavior of a quadrotor
controlled by a stochastic policy and showed evidence that it is not an adequate controller
for the task due to its randomness. However, in the next section, we show that it is still
possible to use this same learned policy by eliminating the variance of motor speeds, by
turning the obtained policy piθ(a|s) into a deterministic policy piθ(s) after training.
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5.1.2 Running the Deterministic Policy piθ(s)
From the results in section 5.1.1, we verified the behavior of the position of the quadrotor
controlled by a stochastic policy. By taking the expected value of each of the distributions
in piθ(a|s), we removed the variance of the controller after training the agent. Therefore,
we obtained a deterministic policy piθ(s). Once again, we executed this control routine
with both the simulated quadrotor and the fixed target object initialized in the position
ξgt = ξ = (x=0.0, y=0.0, z=1.7)m and tracked the quadrotor’s position over time. Figure
5.5 presents the resulting behavior.
Figure 5.5: 3D trajectory followed by the quadrotor controlled by piθ(s) to reach the
desired fixed position (reference - Ground Truth Position at ξgt = ξ = (x=0.0, y=0.0,
z=1.7)m). In this case, the quadrotor stabilizes and keeps flying in a near target fixed
position.
Despite the steady state error, the quadrotor stabilizes around the target object effec-
tively, with evidently improved attitude than the observed in the initially stochastic policy
from Figure 5.2. The side-by-side plot of the actual and the desired position (reference
point) of the quadrotor in each axis is presented in figure 5.6, along with the mean steady
state error from this trained RL agent.
The PWM signals sent to each of the motors showed an adequate form, as it is well
balanced among the four propellers, which is the expected attitude of a quadrotor in the
situation when the drone is flying targeting a fixed point in space. These signals are
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(a) (b)
(c) (d)
Figure 5.6: (a)-(d): Comparison of positions of the quadrotor (blue lines) and the reference
(orange lines) in x (a), y (b) and z (c) for the fixed target experiment. The mean absolute
steady state error in each of the three axes.
represented in Figure 5.7.
Figure 5.7: Output signal of the neural network (deterministic policy), these noisy PWM
values are mapped to the thrust in each propeller in every timestep.
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The abrupt variation in the first timesteps in Figure 5.7 are due to the initialization
of the quadrotor in midair. It exhibits a slightly sub-damped behavior, fully recovering
from the initialization.
5.1.3 Summary
In short, we analyzed the essential characteristics of an intelligent controller obtained via
the PPO algorithm. By removing the stochasticity of the trained policy, it was shown,
with this setup and reward signal, that any additional exploration strategy to achieve
stability for a quadrotor is not necessary, as long as the reinforcement learning agent
implements a stochastic policy during the training phase.
Additionally, the convergence of the algorithm was relatively efficient, given that it
took less than 10 million timesteps to converge to this policy in this setup. It is also
important to mention that due to the reduction of scope, the process of further searching
better parameters of PPO for faster convergence was not optimized, once they were al-
ready suitable for realizing the analysis proposed in this dissertation. Better convergence
rates might be achieved through tuning of optimization algorithms, a number of epochs,
clipping parameter, among others. In the next section (5.2), the attitude of the simu-
lated quadrotor was subject to a moving setpoint. The results of these experiments are
presented and discussed.
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5.2 Control Responsiveness and Accuracy
In the following sections we present the results of submitting the learned agent to differente
trajectories.
5.2.1 Step-Response
In this experiment, we positioned the quadrotor in the location ξ = (x = 1.9, y = −2.3, z =
1.7)m, with x and y defined arbitrarily, that is relatively far from the setpoint ξgt = (xgt =
0.0, ygt = 0.0, zgt = 1.7)m. This is a relevant situation for analyzing the performance of
the control system, which is equivalent to applying a setpoint in the form of step signal,
initializing the target far from the quadrotor in x and y axes, while maintaining the same
desired height in z axis.
(a) (b)
(c) (d)
Figure 5.8: Quadrotor’s positions when subject to a distant fixed target, the platform is
initialized in midair. (a): 3D trajectory followed by the quadrotor to reach the desired
fixed position. (b): Control signals in each propeller. (c)-(e): Comparison of positions of
the quadrotor (blue lines) and the reference (orange lines) in x (a), y (b) and z (c) for the
step-response target experiment.
In Figure 5.8-(d) it is possible to observe a significant variation in the z-axis, which
is mostly due to the initialization of the platform in midair, by the same height than the
position target. In this situation, the quadrotor exerts a higher thrust in the start, with
a pulse width modulation that reached 70% in some of its motors. This behavior of the
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(a) (b)
Figure 5.9: (a): Output of the controller for motors one, two, three and four, directly
related to the thrust in each propeller. (b): Norm of the quadrotor’s absolute velocity,
measured during the transition from the initial and target points.
controller’s output signals is presented in Figure 5.9-(a). Additionally, the norm of the
absolute velocity of the quadrotor’s center of mass is shown in 5.9-(b).
We also verified that, as in [14], our policy is also capable of recovering from harsh
initial conditions, e.g., a 90-degree initialization (figure 5.10). It is important to notice
that such harsh initialization was not applied during training, which demonstrates the
policy generalization capability.
Figure 5.10: Recovery movement of our simulated quadrotor, trained with no additional
exploration strategies, when it is initialized in midair at 90 degrees. The green sphere is
the reference point (target).
51
5.2.2 Moving targets
The fact that the RL agent to control the quadrotor was only trained to reduce the position
error to fixed targets is a known limitation. Therefore, in the remaining of this section,
we focus on analyzing its attitude when subject to moving targets. For the subsequent
experiments, we set the target point in movement. It now courses three different paths:
a straight line, a sinusoidal and a straight path. The target moves through these paths in
two different velocities: V 1 = 0.2 m/s and V 2 = 1.5 m/s.
For the straight line trajectory, the target starts from the same initial position ξt =
(0.0, 0.0, 1.7) and moves along the x-axis as soon as the simulation begins. The results
for 3D trajectory and pose comparison in each axis are shown in Figure 5.11, for both
velocities V 1 and V 2.
(a) (b)
(c) (d)
Figure 5.11: (a): 3D trajectory followed by the quadrotor to track a linear trajectory.
(b)-(d): Comparison of positions of the quadrotor (blue lines) and the reference (orange
lines) in x (b), y (c) and z (d) for the moving target tracking experiment, in a straight
trajectory, with two different velocities V 1 and V 2.
We verified that the quadrotor could complete the trajectory in both cases. However,
when the target is faster, the quadrotor presented higher values of error in every axis.
It is expected behaviour since the reward signals the agent to minimize its distance to
the position setpoint and there is no other method for trajectory coursing and prediction
of future states. However, for a straight path, the quadrotor showed good performance,
despite the constant error given by the steady state error. This kind of constant error can
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be compensated by an offset in the input signals, but it is not part of the scope of this
work since one of our hypotheses is to verify the reduction of steady state error through
adjusting the reward signal according to the hypotheses defined in chapter 4.
To observe the drone’s attitude when subject to brusque curves, we established a 1m
x 1m square shaped path. Once again, the target moves through this trajectory in the
two velocities V 1 and V 2. The corresponding results are shown in the graphs in Figure
5.12.
(a) (b)
(c) (d)
Figure 5.12: (a): 3D trajectory followed by the quadrotor to track a square-shaped tra-
jectory. (b)-(d): Comparison of positions of the quadrotor (blue lines) and the reference
(orange lines) in x (b), y (c) and z (d) for the moving target tracking experiment, in a
square-shaped trajectory, with two different velocities V 1 and V 2.
From Figure 5.12(a), it is possible to observe that the path executed by the quadrotor
is more resemblant to the ground truth’s squared shape than when trying to follow the
faster moving target. In the latter case, both the trained policy and possible limitations
in the vehicle’s dynamics leads the quadrotor to minimize its Euclidean distance to the
goal position rather than keeping into the stipulated trajectory. Therefore, the executed
path becomes more rounded than when following the slowest setpoint. Additionally, even
with the high oscillations in x and y-axes, the quadrotor was robust enough to sustain a
stable flight.
Finally, we simulated a sinusoidal path to the quadrotor to follow. It was the last
moving target experiment realized. As we examined the response of the controller in
square-shaped tracks, where there are oscillations in x and y-axes, the sinusoidal trajecto-
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ries exhibit a variation of amplitude in the z-axis. It is possible to verify the response and
accuracy of the intelligent controller when the quadrotor is ascending and descending.
The results for both velocities V 1 = 0.2m/s and V 2 = 1.5m/s are presented in figure
5.13.
(a) (b)
(c) (d)
Figure 5.13: (a): 3D trajectory followed by the quadrotor to track a senoid-shaped tra-
jectory. (b)-(d): Comparison of positions of the quadrotor (blue lines) and the reference
(orange lines) in x (b), y (c) and z (d) for the moving target tracking experiment, in a
senoidal trajectory, with two different velocities V 1 and V 2.
From figure 5.13(a), we observe the same behavior than the square-shaped path, as in
the sinusoidal path the quadrotor’s oscillations in z-axis are attenuated when the target
moves too fast. We also perceived small swing in the y-axis (Figure 5.13(c)), which are
undesired, but small.
5.2.3 Summary
We evaluated the proposed intelligent controller’s response in four distinct situations and
concluded that as the quadrotor was only trained to optimize its distance to the setpoint,
its accuracy has shown better results when it is subject to lower speed trajectories. How-
ever, in cases when there is a need for intermediate precision, this controller can be used
to follow even complex and high-speed trajectories.
Additionally, with a stochastic policy gradient, the setup of the agent-environment
interface and the algorithm convergence is faster than DDPG, for instance, while obtaining
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similar results as the approach used in [14]. Moreover, there is no need for establishing
policies that should be used for training, what not only diminishes the project phase, but
it also requires less exploration. If we consider using simulators with better dynamics to
ease the task of transferring the learned policy to real robots, less exploration is relevant
once these simulators are computationally more expensive.
5.3 Evaluating Other Reward Signals
The main objective of this section is to discuss if there are any differences in the response
of the quadrotor when its trained with the three reward signals listed in section 4.3.
Recapitulating, the three reward signals are defined as:
1. rp = ralive − 1.2 ‖‖
2. rpi = ralive − 0.625 ‖‖ − 0.0625
(
t∑
i=t−10+i
¯‖‖i
)
3. rpid = ralive − 0.416 ‖‖ − 0.0416
(
t∑
i=t−10+i
¯‖‖i
)
− 0.416 (‖‖t − ‖‖t−1)
As the name suggests, using a stochastic policy gradient leads to functions piθ(a|s)
that maps the input to probability distributions of actions. Therefore, when converting
a stochastic policy to a deterministic one, the new policy piθ(s) will map the input s to a
mean µθ of this distribution. Therefore, when training N RL agents, every policy piθi(s)
will most likely map a same input to different values µθi , where i = 0, 1, 2, · · · , N . In
other words, the randomness of this reinforcement learning algorithm leads to slightly
different controllers every time a new RL agent is developed. It makes it difficult to verify
if any treatment affects a given metric significantly.
In short, we aim to answer the following question: By using any of the proposed reward
signals, can we significantly reduce the steady state error of the quadrotor?
For answering this question, we first evaluate the performance of the controllers trained
with each proposed reward signal qualitatively, by presenting the position of five quadro-
tors when initialized in the same position than the setpoint. Finally, we quantitatively
evaluate the effects of each reward by applying one-way Analysis of Variance (ANOVA),
a statistic method for comparing the mean of a number of samples.
In the following experiments, the agent running the deterministic resulting policy was
initiated in the target position ξt = (0.0, 0.0, 1.7). Our goal is to evaluate how the distinct
reward functions affect the steady state error.
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5.3.1 Results for the proportional reward
We ran all the five intelligent controllers trained using the reward rp. The results for these
controller’s response are condensed in Figure 5.14. We enumerated every controller from
one to five for visualization of each controller response. Please consider that the controller
numbered 1 is the one presented so far in this work for the other experiments.
(a) (b)
(c) (d)
Figure 5.14: (a): 3D trajectories followed by the quadrotors controlled by five distinct
NNs, learned using PPO with reward signal rp. (b)-(d): Comparison of positions of the
five controlled quadrotors and the reference (ground truth) in x (b), y (c) and z (d) for the
fixed target experiment, with same initialization position for the quadrotor and setpoint.
By analyzing Figure 5.14, it is possible to observe the slight randomness in the per-
formance of the controllers obtained via the PPO algorithm. In the context of the steady
state error, all of them presented this characteristic in some level. Let’s now analyze it
using the second reward signal during training.
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5.3.2 Results for the proportional-integrative reward
Figure 5.15 presents the position comparison among the controllers obtained using PPO
with the reward signal rpi.
(a) (b)
(c) (d)
Figure 5.15: (a): 3D trajectories followed by the quadrotors controlled by five distinct
NNs, learned using PPO with proportional-integrative reward signal rpi. (b)-(d): Com-
parison of positions of the five controlled quadrotors and the reference (ground truth) in
x (b), y (c) and z (d) for the fixed target experiment, with same initialization position for
the quadrotor and setpoint.
Once again, the quadrotor presented multiple distinct values for steady state error for
each controller. In some cases, one can notice the oscillation of the platform varies in the
collected sample, but the analysis of the damping factor of these controllers is not in the
scope of this work, and we attain to the evaluation of the steady state error.
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5.3.3 Results for the proportional-integrative-derivative reward
Finally, we present the response of the five controllers obtained through the PPO algo-
rithm, where the reward signal is given by rpid. Figure 5.16 presents these results.
(a) (b)
(c) (d)
Figure 5.16: (a): 3D trajectories followed by the quadrotors controlled by five distinct
NNs, learned using PPO with proportional-integrative reward signal rpid. (b)-(d): Com-
parison of positions of the five controlled quadrotors and the reference (ground truth) in
x (b), y (c) and z (d) for the fixed target experiment, with same initialization position for
the quadrotor and setpoint.
Qualitatively, it is not possible to affirm that these change of reward signal reduced
the mean steady state error. The effects will be further explored in section 5.3.4, where
we perform an analysis of variance of the acquired steady state error.
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5.3.4 Analysis of Variance
From the results obtained in the last section (5.3), we collected data of the steady state
error for each treatment (the type of reward). The data gathered is presented in table
5.1.
Table 5.1: steady state error measures for fifteen intelligent controllers, trained with three
distinct rewards. Each table corresponds to the steady state error in the informed axis
(x, y and z).
Reward 1 (P) Reward 2 (PI) Reward 3 (PID)
0.054715 0.065916 0.204001
-0.014954 -0.002170 -0.006162
-0.076585 -0.050463 0.156412
-0.028075 0.000765 0.007941
Error-x (m)
0.105132 0.002488 0.048477
-0.05978501 -0.155781 0.057550
-0.08009600 0.067133 0.170720
0.06398200 -0.000294 -0.119025
-0.11184100 -0.101452 -0.124181
Error-y (m)
0.07350600 -0.059999 0.107981
0.006076 -0.108414 0.126999
-0.149649 -0.004127 -0.121762
-0.022739 0.050328 -0.078429
-0.068147 -0.146001 -0.075971
Error-z (m)
-0.022289 -0.084503 -0.005437
Also, the results of the analysis of variance for each axis is presented in table 5.2.
Table 5.2: Analysis of Variance of the errors in each axis, for the three reward signals
(treatments).
D.o.F. Sum Sq. Mean Sq. F Value Pr(>F)
x: Ind 2 0.01954 0.009771 1.884 0.194
Residuals 12 0.06225 0.005188
y: Ind 2 0.01196 0.005982 0.546 0.593
Residuals 12 0.13149 0.010957
z: ind 2 0.01308 0.006541 2.538 0.12
Residuals 12 0.03093 0.002577
It is possible to verify that, for a confidence level of 95%, we did not reject the null
hypothesis of ANOVA, since the P-value of all three tests were higher than the significance
level of 0.05.
Although we had already verified that none of the treatments changed the steady state
error significantly, for a more detailed analysis we also pairwise evaluated the results of
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ANOVA test for the x, y, and z-axes, with the aid of the post-hoc Tuckey-HSD test.
These results are shown in Figure 5.17.
(a) (b)
(c) (d)
Figure 5.17: Results for analysis of variance of the error in x, measured in meters. (a):
Difference in mean level of the errors. (b): Residuals x factor levels graph. (c): Scale
location. (d): Normal Q-Q curve, that shows the fit of the resdiuals to a Normal distri-
bution.
60
(a) (b)
(c) (d)
Figure 5.18: Results for analysis of variance of the error in y, measured in meters. (a):
Difference in mean level of the errors. (b): Residuals y factor levels graph. (c): Scale
location. (d): Normal Q-Q curve, that shows the fit of the residuals to a Normal distri-
bution.
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(a) (b)
(c) (d)
Figure 5.19: Results for analysis of variance of the error in z, measured in meters. (a):
Difference in mean level of the errors. (b): Residuals z factor levels graph. (c): Scale
location. (d): Normal Q-Q curve, that shows the fit of the residuals to a Normal distri-
bution.
According to the One-way ANOVA test, the null hypotheses of ANOVA was not
rejected. Also, it is visible in the results of Tuckey’s test in Figures 5.17(a), 5.18(a) and
5.19(a) that the pairwise comparison of the means confirms that result. Therefore, we
conclude that there is no significant difference between the means of the steady state
error when applying the three different rewards rp, rpi and rpid and, therefore, the third
hypothesis formulated in this work (H3) was rejected.
Due to the limitations of more time for data acquisition, it was not possible to evaluate
other parameters in these rewards, but these results are evidence that different approaches
may be more effective than further reward modeling these signals. Such as a better con-
duction of the parameter search with different optimization algorithms, or the definition
of a stopping criterion to end the training phase when steady state error is less than a
given tolerance.
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Chapter 6
Conclusion
In this work, we demonstrated that it is possible to train a state of the art reinforcement
learning agent with a stochastic policy gradient method, more specifically the Proximal
Policy Optimization algorithm. We trained a neural network that maps states to pulse
width modulation values. Also, we took advantage of the good exploration properties of
stochastic policy gradients during training, but due to the unpredictability of the output
of the intelligent controller, we set it to deterministic after training by using the expected
of the distributions as the controller’s output. Therefore, we obtained a policy capable of
controlling a simulated quadrotor effectively and validated our hypotheses H1 and H2.
This method, along with the reward signals proposed, presented good sample efficiency,
reducing the number of time steps needed for convergence from billions, such as required
by the algorithm used in [14], to less than 10 million timesteps, while achieving similar
performance in comparison to more conservative approaches that uses deterministic policy
gradients and exploration strategies. Despite that the intelligent controller still presented
steady state error, the applied method allowed the agent to converge relatively fast even
when using a robot simulator with complex dynamic engines, such as Vortex.
We also proposed two additional reward signals for PPO, based on the classic propor-
tional integrative derivative controller to evaluate the effects in the steady state error. By
using a statistical approach, we verified that it was not possible to affirm that the mean
steady state error can be significantly minimized from our approach, since we did not
reject the null hypothesis of the ANOVA test (the population means of the steady state
errors are the same). So, the third hypothesis formulated in this work was rejected. Due
to limitations of resources like motion capture systems, we evaluated the controller only in
a simulator. A recommendation for future related works is to explore the functionality of
this intelligent controller in real platforms, such as Parrot AR Drone or a similar platform.
Also as future work, we intend to follow the same approach to verify whether different
reward functions affect other control elements such as overshoot and stability.
In future work, we also intend to address approaches that take into consideration
multiple initialization strategies, like Divide and Conquer Reinforcement Learning (DnC)
[11], as this relatively new technique seems to improve the performance of reinforcement
learning tasks, especially the ones related to control. Finally, we intend to investigate
methods to enhance the controller with the use of end-to-end deep neural networks for
estimating the current state from raw sensor data and controlling aerial platforms in a
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single structure.
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Appendix A
Publications
During the period in which this research was carried out, we published three papers on
the theme of quadrotors and reinforcement learning:
1. Intelligent Control of a Quadrotor with Proximal Policy Optimization Reinforcement
Learning - IEEE Latin-American Robotics Simposium - SBR-LARS 2018.
2. A novel architecture for multipurpose reconfigurable Unmanned Aerial Vehicle (UAV):
concept, design and prototype manufacturing - IEEE Latin-American Robotic Sim-
posium - SBR-LARS 2018.
An extension of this work was invited for publication in the Journal of Intelligent
and Robotics Systems - JIRS.
3. Deep Reinforcement Learning in robotics logistic task coordination - IEEE Latin-
American Robotic Simposium - SBR-LARS 2018.
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Appendix B
Codes
The codes used in this work are available in this github repository.
B.1 Tensorforce PPO configuration file
1 {
2 "type": "ppo_agent",
3 "update_mode": {
4 "unit": "episodes",
5 "batch_size": 1024
6 },
7 "step_optimizer": {
8 "type": "adam",
9 "learning_rate": 1e-3
10 },
11 "subsampling_fraction": 0.1,
12 "optimization_steps": 50,
13
14 "discount": 0.99,
15 "entropy_regularization": 0.01,
16 "gae_lambda": null ,
17 "likelihood_ratio_clipping": 0.2,
18
19 "baseline_mode": "states",
20 "baseline": {
21 "type": "mlp",
22 "sizes": [64, 64]
23 },
24 "baseline_optimizer": {
25 "type": "multi_step",
26 "optimizer": {
27 "type": "adam",
28 "learning_rate": 1e-3
29 },
30 "num_steps": 5
31 },
32 "execution": {
33 "type": "single",
34 "session_config": null ,
35 "distributed_spec": null
36 }
37 }
