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We use high resolution cosmological simulations to study the formation and evolution of small
and large scale cosmological structures.
1 Introduction
The exciting observational developments of the past couple of decades have been followed
closely by comparable progress in our theoretical understanding of the main processes that
govern the evolution of structure in the Universe. A substantial part of this progress is due
to the increasing possibilities to simulate the formation and evolution of structure on dif-
ferent scales using the new generation of massively parallel supercomputers. The standard
model of cosmological structure formation is based on surprisingly few parameters which
can be measured at present with high accuracy: the current rate of universal expansion,H0,
the mass density parameter, Ωmat, the value of the cosmological constant, ΩΛ, the primor-
dial baryon abundance, Ωb, and the overall normalization of the power spectrum of initial
density fluctuations, typically characterized by σ8, the present-day rms mass fluctuations
on spheres of radius 8h−1 Mpc.
Within the last decade new satellite and earth based observations have been used to
determine the cosmological parameters. Most of the cosmologists agree in the “concor-
dance” cosmological model according to which at present the evolution of the Universe
is dominated by a cosmological constant (ΩΛ = 0.7). The Universe is spatially flat
(ΩΛ+Ωmat = 1) and the matter consists mainly of dark matter particles (85 %) the nature
of which is not yet known. Baryons contribute only by 15 % to the matter density in the
Universe. The present expansion rate of the Universe, the Hubble parameter is H0 = 70
km/s/Mpc and the amplitude of the power spectrum is given by σ8 = 0.9.
Based on those few numbers numerical simulations allow us to compute the abundance
and distribution of galaxies in the Universe. Whereas for the largest objects, clusters of
galaxies, simulations and observational surveys do agree very well, there is a discrepancy
on the scale of small objects, dwarf galaxies. In fact simulations over-predict substantially
the abundance for both, isolated dwarf galaxies in cosmological low density regions and
galactic satellites. Numerous solutions have already been proposed, ranging from modify-
ing the dark matter properties to attributing it to the effect of stellar feedback. However,
the nature of the discrepancy is still controversial. The abundance of observable dwarf
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galaxies depends one the large scale environment as well as on local processes. Therefore,
a convincing solution can only be found in numerical simulations which take into account
both effects.
Our simulations on the NIC supercomputers were in particular designed to derive re-
alistic abundances of small objects in the Universe, like dwarf galaxies. This entails that
a cosmological representative volume has to be simulated. The formation of a galaxy is
still affected by tidal fields of massive objects at distances of millions of light years. The
simulation has to cover such a volume. A dwarf galaxy is in contrast stretched over a few
thousand light years at most. The numerical challenge is to cope with more than seven
orders of magnitude in spatial and mass resolution. During the past two years we have car-
ried out several simulations which gave considerable new insight into the interplay between
large-scale environment and the small scale galaxy formation.
2 Numerical Simulations
During the early inflationary phase of the evolution of the Universe quantum fluctuations
became classical perturbations in the density field. These perturbations are predicted to be
scale free. At present we cannot measure the fluctuations directly, but we observe their
imprint on the cosmic microwave background radiation at recombination, about 400,000
years after the Big Bang. Those temperature fluctuations of the radiation field and the as-
sociated density fluctuations are of the order of 10−5. They can be well described by linear
perturbation theory. After recombination baryonic density fluctuations are decoupled from
the radiation field and start to grow in the potential wells of the dark matter fluctuation.
The density fluctuations become soon nonlinear, so that the further evolution can be stud-
ied only numerically. In the early eighties first codes have been developed to handle the
nonlinear evolution of density perturbations. These codes could follow only 323 particles,
present codes can handle billions of particles.
Since 85 % of (dark) matter is mainly responsible for the gravitational dynamics, first
codes have taken into account only the gravitational interaction of dark matter particles.
Nevertheless, these dark matter codes gave and still give many new insights into the for-
mation of large and small scale structures. State-of-the-art hydrodynamical simulations
follow also the baryonic gas physics (including radiative cooling) and the formation of
stars and their back reaction onto the baryonic gas. Consequently, they are numerically
much more expensive and they do not yet reach the same high resolution as pure dark
matter codes do.
2.1 The Initial Conditions
The initial Gaussian density fluctuations predicted by inflationary models can be described
completely by a power spectrum with a spectral index n = 1. This has been confirmed
by observations within the present accuracy of measurements. Since fluctuations grow
differently during the radiation and the matter dominated phases of the cosmic expansion,
the moment when matter density equals radiation density is imprinted on the original power
spectrum. The characteristic scale (the horizon at this time) corresponds to the maximum
of the present day power spectrum at about 500 Mpc. Moreover, baryonic and dark matter
fluctuations grow differently. The resulting changes are described by the transfer functions,
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which can be calculated by solving numerically the Boltzmann equation. The transfer
function depends on the cosmological model, in particular on the measured mean density
of dark matter and baryons, the geometry (i.e. the total density) and the expansion rate.
The transfer function of the concordance model is well known and the power spectrum of
the initial density perturbations can be calculated. The amplitude of the power spectrum is
chosen in accordance with the observed temperature fluctuations of the cosmic microwave
background and the present day large scale (quasi linear) density fluctuations.
To start a numerical simulation one has first to decide about the size of the box the
evolution of which should be simulated. For a given number of particles (which is limited
by the power of the computer) this is always a compromise between higher mass resolution
(smaller boxes) and a representative volume of the Universe (larger box). Due to the pe-
riodical boundary conditions the Universe is assumed to be homogeneous on scales larger
than the box size. For a given box size and number of particles one creates a statistical real-
ization of the power spectrum. The displacement of the particles is determined by the entire
set of waves that can be represented numerically in the simulation box of size L, i.e. the
initial displacements and velocities of N particles are calculated using all waves ranging
from the fundamental mode k = 2pi/L to the Nyquist frequency kNy = 2pi/L×N1/3/2.
If we are interested in the evolution of certain objects in a cosmological environment we
use a mass refinement technique. To construct suitable initial conditions, we first create an
unconstrained random realization at very high resolution which is limited by the available
memory (At the SP4 of NIC we can calculate the initial displacement of up to 20483 (∼ 8.6
billion) particles.) Then we reduce the resolution by merging particles and assigning to
them a velocity and a displacement equal to the average values of the original small-mass
particles. We run at small computational costs a simulation which evolves 1283 or 2563
particles until the present epoch and selected from this simulation regions or objects in
which we are interested.
Now we can construct for this region the initial density field with very high accuracy
whereas the surrounding field is given by much larger masses. To this end we go back
to the original sample of small-mass particles in the regions of interest. We construct
a series of shells around this region where we progressively merge more and more of the
particles until the low resolution is reached again far away from the objects of interest. This
procedure ensures that the selected objects evolve in the proper cosmological environment
and with the right gravitational tidal fields.
2.2 The Code
For most of our simulations we use the publicly available code GADGET-2. It allows to
include both the dominant dark matter component and the baryonic matter, i.e. gas and
stars. This code was developed by Volker Springel. It is a full MPI N-body code based
on the TREE-PM algorithm. The gravitational forces acting on each particle are splitted
in two parts, a long range force due to distant particles and the short range gravitational
forces due to the neighboring particles. The long range force is evaluated by means of
the classical Particle-Mesh algorithm, which consists of solving the Poisson equation on a
regular mesh by Fast Fourier Transforms. The short range forces are computed by means
of a Tree algorithm which categorize the particles according to the distance to any other
one.
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The baryonic component is also discretized in particles carrying the fluid information
with them. The hydrodynamical quantities at any position in space can be found using
interpolation from the fluid particles. The equations of gas dynamics are solved by means
of the Smoothed Particle Hydrodynamics method.
In addition to the modeling of gravity and gas dynamics, the code also implements ad-
ditional physics for the baryons, like Compton cooling due to interactions with photons of
cosmic background radiation, radiative cooling due to atomic recombination and photoion-
ization by ultraviolet photons due to the presence of a homogeneous background coming
from quasar and galactic sources. When gas cools, its density increases and eventually it
will form dense molecular clouds in which stars will be born. Although the physics of this
process is not well known, the code implements a model of the star-gas interactions that at-
tempts to mimic the multiphase nature of the interstellar medium. The final outcome of the
model is to transform gas particles into collisionless star particles representing star-burst.
Switching on and off the different models implemented in the code, one can use it to
simulate the pure dark matter gravitational evolution (using the N-body algorithm only), or
the dark matter and gas dynamics (using N-body and SPH), or everything together (N-body
+ SPH + star formation).
All the different parts of the code are done in parallel using MPI routines. The par-
allelization is done by domain decomposition of the simulation volume to distribute the
particles among the different processors. If only N-body and SPH algorithms are used, the
code scales pretty well with the number of processors. When the non-adiabatic physics
module (cooling, heating, star formation) is switched on, the enormous differences in den-
sity and timing between star forming regions and the rest of the simulation makes the
scaling not very efficient beyond several dozens of processors.
2.3 The Data Analysis
With 1 billion of particles a numerical code produces per time step at least 28 Gb of data (3
positions, 3 velocities and one id for each particle), in case of multi mass simulations also
masses must be stored. It is a challenge to find structures and substructures in the distri-
bution of those particles. To find structures at virial over-density one can use a friends-of-
friends algorithm with a certain linking length (0.17 of the mean interparticle distance for
the concordance model at redshift zero). The resulting particle clusters are in general three-
axial objects. Substructures can be identified as particle clusters at smaller linking lengths
(higher over-densities). The more different linking lengths are used the better substructures
will be resolved. Thus a whole hierarchy of friends-of-friends clusters have to be calcu-
lated. To this end we have developed a hierarchical friends-of-friends algorithm which is
based on the calculation of the minimum spanning tree of the given particle distribution.
The minimum spanning tree of any point distribution is a unique, well defined quan-
tity which describes the clustering properties of the point process completely. The min-
imum spanning tree of n points contains N − 1 connections. Based on the minimum
spanning tree we sort the particles in such a way that we get a cluster-ordered sequence
P = {p1, p2, ..., pn}. Any cluster is a segment of the sequence P , i.e. it consist of points
pi, pi+1, ..., pj for some indexes i and j. Neighboring clusters, i.e. clusters which merged
immediately after increasing r, are neighboring segments on P . Let us denote the length
at which clusters pi, pi+1, ..., pj and pj+1, pj+2, ..., pk merge, by rj+1/2. The sequences
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Figure 1. Gas distribution in a void region of 10h−1 Mpc in diameter. The color represent the gas density. The
bright spots are the areas of high density gas that has cooled down to form stars in dwarf galaxies.The 3d positions
of 2 million gas particles of mass 105M are shown.
P and R are sufficient for deriving the complete list of clusters at any linking length r. In
fact, the segment pi, pi+1, ..., pj of the sequence P is an r-cluster if and only if ri−1/2 > r,
rj+1/2 > r and rk+1/2 ≤ r, k = i, i + 1, ..., j − 1. In other words, if all points would
be located on a line with distances rj+1/2, j = 1, 2, ..., n− 1 between neighboring points,
the line would break into the sequence of all r-clusters after cutting of all segments larger
than r. Obviously, the sequences P andR (each of length np×4 byte) is the most compact
form to store the information about the whole hierarchy of friends-of-friends clusters.
The minimum spanning tree and the cluster analysis are done within MPI programs.
The basic idea of parallelization is the calculation of separate trees in different regions of
the box and merging the subtrees later on. The algorithm is very fast. We need on 8 CPUs
of the SP4 at NIC about 30 minutes for the MST and another 10 minutes for the FOF
analysis on 11 density (resp. linking length) levels for a simulation with 5123 particles.
3 Problems at Short Scales: The Overproduction of Dwarf Galaxies
The major problem of the standard Cold Dark Matter (CDM) scenario of structure for-
mation is the overproduction of small structures. All CDM simulations predict that there
should be many dwarf galaxies orbiting around the big ones, like our Milky Way, and that
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Figure 2. Interaction between two galaxies. Blue gives the gas distribution and yellow/red the distribution of
stars. This galaxy is a small part from a 50h−1Mpc simulation box. One can also clearly see the distribution of
satellite galaxies and gas clouds.
there should be a large population of such objects in void regions, in which no bright galaxy
has been formed. In the Universe, neither we see so many satellites around disk galaxies
nor we detect a population of dwarfs in voids. One way out of this discontenting situation
is the claim that baryonic physics is responsible for the absence of luminous matter within
the small dark halos. After all, the predictions from N-body simulations correspond to the
dark matter distribution only. The baryons could have a different distribution than the dark
component and stars could be formed only under special conditions.
In order to get a deeper insight into this question we have carried out a series of hydro-
dynamical simulations with increasing resolution of a void region of 10 Mpc in diameter,
extracted from a larger box. We have included all the relevant physical processes of the
baryonic matter: i.e cooling, UV photoionization, star formation and stellar feedback.
In Figure 1 we show the gas density within the void. The little white dots indicate
where the gas has collapse due to cooling and have formed a dwarf galaxy. This plot
shows that a void region is far from being empty. Moreover, it mimics the filamentary
structure that is seen at much larger scales. But how many of these little gas spots have
been able to produce a reasonable amount of stars that can allow us to see them today
with powerful enough telescopes? Thanks to the kind of simulations we have done in
the JUMP supercomputer at NIC we can compute the luminosity of these objects as a
function of the physics we put in. The main conclusion of our study is that, although
there is a considerable effect of suppressing star formation in these little objects due to
the cosmic ultraviolet photoionization background, it is not enough to actually suppress all
dwarf galaxies to form stars. If results from these simulations were correct, we should see
a substantial amount of faint objects in voids. Therefore, another mechanism apart from
photoionization should be responsible for suppressing the luminosity of dwarf dark halos
in voids.
We are currently investigating this problem of excess of short scale structure in regions
of higher density. To this end, we are now simulating, with the same resolution as in the
void regions, other parts of the original box in which denser structures form, ranging from
isolated galaxies, small groups and even clusters of galaxies. These simulations are of
course much more demanding in terms of computational resources and will take longer
to finish. In Figure 2 we show one example of the interaction of two galaxies and their
satellites.
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Figure 3. Gas distribution, color coded according to temperature, for a small part (75h−1 Mpc) of a hydrody-
namical simulation with 2 billion particles.
4 Large Scale Structure of the Universe
The problem of the formation of Large Scale Structures in the Universe is another in-
teresting research topic that can only be investigated with very big simulations. If only
collisionless dark matter is used in a simulation, the number of particles that can currently
be treated is of the order of 1010, using computational resources equivalent to 16 nodes
of JUMP. Although these simulations provide a very detailed description of the structure
formed by dark matter, they lack the baryonic physics, so a direct comparison with obser-
vational results is not possible. If one wants to include gas dynamics in the simulation,
then one has to reduce the number of particles. We have investigated the structures formed
both in gas and dark matter by means of these kind of large simulations. In particular we
studied the correlation of orientations of clusters of galaxies and of super-clusters using a
simulation with 2× 5123 particles done in JUMP.
Using 16 nodes of 32 CPUs each on JUMP we can run a 2 billion simulation with dark
matter and gas together. Recently, we have investigated the structures formed both in gas
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and dark matter using such an extreme simulation. Due to the large volume (500h−1 Mpc
cubic box) most of the structures in the simulation evolve independently to some extent.
Thus we could resort to the slower communication of a PC cluster system and run the
simulation in the new massively parallel IBM supercomputer MareNostrum (BSC, Spain)
during about 500 wall clock hours using 512 PowerPC processors (256000 CPU hours, 1
Tbyte of memory). All the post-processing of the data has been done again in JUMP, where
we can use our memory-intensive MPI + OpenMP programs for analysis. In Figure 3 the
gas distribution in a small part of the simulation is shown.
5 Outlook
Simulations with a very large number of particles running in parallel supercomputers are
the main tool for studying cosmological structure formation. But running a big simulation
is just the starting point of the research work. All the data processing takes usually as much
computing time as the simulation itself.
Over the next years our groups are planning to simulate as accurate as never before
the formation and evolution of our local neighborhood in the Universe. These constrained
simulations will be done within one of the DEISA Extreme Computing projects in which
NIC participates.
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