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Complex biological and physical transport processes are often described through systems of in-
teracting particles. Excluded-volume effects on these transport processes are well studied, however
the interplay between volume exclusion and reactions between heterogenous particles is less well
known. In this paper we develop a novel framework for modeling reaction-diffusion processes which
directly incorporates volume exclusion. From an off-lattice microscopic individual based model we
use the Fokker–Planck equation and the method of matched asymptotic expansions to derive a low-
dimensional macroscopic system of nonlinear partial differential equations describing the evolution
of the particles. A biologically motivated, hybrid model of chemotaxis with volume exclusion is
explored, where reactions occur at rates dependent upon the chemotactic environment. Further, we
show that for reactions due to contact interactions the appropriate reaction term in the macroscopic
model is of lower order in the asymptotic expansion than the nonlinear diffusion term. However, we
find that the next reaction term in the expansion is needed to ensure good agreement with simula-
tions of the microscopic model. Our macroscopic model allows for more direct parameterization to
experimental data than the models available to date.
PACS numbers: 05.10.Gg, 05.40.Fb, 02.30.Jr, 02.30.Mv
I. INTRODUCTION
Cellular migration plays an important role in many bi-
ological processes, including tumor growth and invasion
through an extracellular matrix [1, 2], the formation of
blood vessels via the movement of endothelial cells dur-
ing embryogenesis [3, 4] and the directed motion of im-
mune cells to infected sites [5, 6]. Classical continuum
models assume that cells move down spatial gradients in
their density (diffusion) and/or up spatial gradients in
the concentration of a diffusible chemical (chemotaxis).
However, these models treat the cells as point particles.
In recent years experimental evidence has revealed the
importance of excluded-volume effects in a variety of bi-
ological applications such as cellular migration [7–10] and
molecular traffic [11–13], as well as physical processes in-
cluding vehicular traffic [14] and queueing [15]. These
findings have motivated a significant amount of theoret-
ical research focussed on incorporating excluded-volume
effects into mathematical models of transport [16–18].
One approach is to discretize space into a regular lat-
tice, and allow at most one particle to occupy each lat-
tice site [19, 20]. Diffusion is represented by jumps be-
tween neighboring lattices and these are aborted if the
neighbouring lattice site is already occupied. An alter-
native lattice-based approach which incorporates finite-
size effects is the cellular Potts model [17]. An advan-
tage of these lattice-based approaches is that it is rel-
atively straightforward to include complex individual-
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based mechanisms, and to obtain a macroscopic model
based on partial differential equations (PDEs). However,
the form of the lattice can introduce artefacts into these
models, such as a bias towards homogeneity [21, 22].
An alternative approach is to derive continuum equa-
tions from an off-lattice individual-based model, starting
from Brownian particles with excluded-volume interac-
tions. For a single species of particles one obtains a non-
linear diffusion equation [23], whereas on-lattice models
yield a linear diffusion equation in the continuum limit
[19]. An off-lattice model with volume exclusion, but
with motility rules inherited from the standard lattice-
based approach is considered in [24]. In this case, the
resulting PDE model is also a nonlinear diffusion equa-
tion similar to [23].
As in the case of diffusion only, stochastic reaction-
diffusion processes have been modeled using on- and off-
lattice approaches [25, 26]. A challenge with lattice-based
approaches is that it is difficult to combine reactions and
finite-size interactions. As mentioned above, in the lat-
ter case the lattice size is chosen so that at most one
cell occupies a single lattice site. By contrast, the usual
lattice-based approach for bimolecular reactions requires
two cells to be in the same compartment in order to
react [27]. The standard off-lattice approach to model
reaction-diffusion processes is based on the Smoluchowski
model, which represents cells as point particles undergo-
ing Brownian motion and reacting whenever they become
closer than a given reaction radius [28]. The reaction
radius is chosen as a function of the reaction rate and
diffusion constants of the reactants, and is typically in-
dependent of their physical radii. In fact, it has been
shown that the reaction radius may be unrealistically
smaller than the radii of the reactants [27]. Several meth-
2ods have been proposed to overcome the shortcomings
of these models [28, 29], including one where the reac-
tion radius can be fixed to represent the reactant radius
[27], but to our knowledge none includes the excluded-
volume effects which have been shown to significantly im-
pact diffusion-limited reactions [30]. To this end, in this
paper we extend the off-lattice model in [23] to account
for reactions between two subpopulations of hard-sphere
Brownian particles. The advantage of our approach to
modelling reactions is that the sizes of the particles (and
therefore excluded-volume interactions) are included ex-
plicitly in our individual-based model, thereby circum-
venting the problem of unrealistically small reaction radii
and providing a more natural way to describe diffusion-
limited reactions [27].
The remainder of the paper is organised as follows. In
Section II we introduce unimolecular reactions to rep-
resent spontaneous switching between subpopulations.
These simple reactions allow us to develop our frame-
work, but can also be motivated by the phenotypic
switching of tumor cells within a glioblastoma [2] as well
as other canonical studies in mathematical biology such
as infectious diseases and social interaction networks [31].
We first formulate the discrete model for the interact-
ing particles and then use the Fokker–Planck equation in
combination with the method of matched asymptotic ex-
pansions to derive a low-dimensional system of nonlinear
reaction-diffusion PDEs. A numerical example compar-
ing the microscopic and macroscopic models is presented
in Subsection II F. In Subsection II G we apply our frame-
work to cellular chemotaxis, by making the rate at which
cells switch between phenotypes depend on the concen-
tration of a third species which also acts as a chemo-
tattractant for one cell population. In Section III we
study the case when reactions between subpopulations
(bimolecular reactions) occur in response to collisions. A
biological motivation for switching due to local interac-
tions can be found in juxtacrine signaling as illustrated
by the delta-notch signaling pathway [32]. Finally in
Section IV we summarize our results and suggest possi-
ble directions for future investigations.
II. SPONTANEOUS SWITCHING:
UNIMOLECULAR REACTIONS
We place our work in context by briefly summariz-
ing the results of [33], which considers two subpopula-
tions of inert Brownian particles with hard-core excluded-
volume interactions. Consider a population of N hard-
spheres of diameter ǫ ≪ 1 within a bounded domain
Ω ⊂ Rd of typical dimensionless volume of order one,
where d = 2, 3. There are two subpopulations of spheres,
which we term “red” and “blue”. Let there be Nb blue
spheres and Nr red spheres, where N = Nb + Nr. As-
sume that the particles occupy a small volume fraction,
so that (Nb + Nr)ǫ
d ≪ 1. Let Ib denote the set of in-
dices corresponding to blue particles, and Ir the indices
corresponding to red particles. The blue and red spheres
have diffusion coefficients Db and Dr, and drift vectors fb
and fr, respectively. The center of the ith particle is de-
noted by Xi(t) and evolves according to the overdamped
Langevin SDE:
dXi(t) =
√
2DbdWi(t) + fb(Xi(t))dt, i ∈ Ib, (1a)
dXi(t) =
√
2DrdWi(t) + fr(Xi(t))dt, i ∈ Ir, (1b)
for 1 ≤ i ≤ N , where the Wi are independent,
d-dimensional standard Brownian motions. Reflective
boundary conditions are imposed whenever two spheres
are in contact (‖Xi −Xj‖ = ǫ for i 6= j) and also on the
boundary of the domain ∂Ω. From a particle-level de-
scription, the method of matched asymptotic expansions
for a small but finite volume fraction is used to obtain
a continuum model for the marginal probability density
functions, b(x, t) and r(x, t) for blue and red spheres, re-
spectively. The continuum model comprises the following
system of nonlinear cross-diffusion equations
∂t
(
b
r
)
= ∇x ·
[
D∇x
(
b
r
)
−F
(
b
r
)]
, (2a)
for x ∈ Ω ⊂ Rd, with zero-flux boundary conditions on
∂Ω. In equations (2a), the nonlinear diffusion D and drift
F matrices are defined as follows:
D = diag(Db, Dr) + ǫdD˜(b, r), (2b)
where
D˜ =
(
Db(Nb − 1)ωb−DbNrηbr DbNrξbb
DrNbξrr Dr(Nr − 1)ωr −DrNbηrb
)
,
and
F =
(
fb Nrǫ
dηb(fr − fb)b
Nbǫ
dηr(fb − fr)r fr
)
, (2c)
where the constants ω, ξk, ηk (for k = b, l = r and vice
versa) are defined by
ω =
2π(d− 1)
d
, ξk =
2π
d
[(d− 1)Dk + dDl]
Dk +Dl
,
ηk =
2π
d
Dk
Dk +Dl
.
(3)
The density-dependent terms in (2b), contained in D˜, re-
veal how collective diffusion changes due to self-crowding
and competition between subpopulations.
In what follows we extend model (2) to incorporate
reactions between subpopulations. We introduce switch-
ing at the discrete level by allowing particles to sponta-
neously switch between the blue and red types at a con-
stant rate that is independent of both time and space.
3A. Particle-based model
We consider again a population of N spheres that can
be either tagged blue or red, all of diameter ǫ in Ω ⊂ Rd,
d = 2, 3, bounded and of dimensionless volume of order
one. As before, we denote the position of the ith individ-
ual as Xi(t), and Ib(t) and Ir(t) the sets of indices cor-
responding to blue and red particles, respectively. How-
ever, we note that now these sets now depend on time
since particles can change color. We denote by Si(t) the
color of the ith individual at time t, where Si(t) = b if the
particle is blue or Si(t) = r if it is red. As before particles
evolve according to overdamped Langevin SDEs:
dXi(t) =
√
2DbdWi(t) + fb(Xi(t))dt, i ∈ Ib(t), (4a)
dXi(t) =
√
2DrdWi(t) + fr(Xi(t))dt, i ∈ Ir(t), (4b)
for 1 ≤ i ≤ N . We also introduce two unimolecular
reactions to account for spontaneous switching:
B
kb−→ R, R kr−→ B, (4c)
where kb and kr are the switching rates. When con-
sidering the probabilistic description of the discrete
model, the color of the ith particle is a random vari-
able. We therefore consider the joint probability den-
sity function P (~x,~s, t) = P({(X1(t), . . . ,XN (t)) = ~x} ∩
{(S1(t), . . . , SN (t)) = ~s}), the probability of the N parti-
cles being in the configuration ~x = (x1, . . . ,xN ) with the
colors of the particles being described by the vector of
states ~s = (s1, . . . , sN ) at time t. The configuration space
(set of legal configurations) is defined as ΩNǫ × {b, r}N ,
where ΩNǫ = Ω
N \ Bǫ, and Bǫ is the set of illegal spatial
configurations,
Bǫ =
{
~x ∈ ΩN : ∃i 6= j such that ‖xi − xj‖ ≤ ǫ
}
.
Using the Chapman–Kolmogorov equation [34] we can
write the following Fokker–Planck equation as an exact
description of the evolution of the density P (~x,~s, t) in
configuration space ΩNǫ × {b, r}N ,
∂tP = ∇~x ·
[
D~s∇~xP (~x,~s, t)− ~F (~x,~s)P (~x,~s, t)
]
+ kb
∑
~c∈B(~s)
P (~x,~c, t) + kr
∑
~c∈R(~s)
P (~x,~c, t)
− (kb|R(~s)|+ kr|B(~s)|)P (~x,~s, t),
(5a)
where D~s = diag(Ds1 , . . . , DsN ) and ~F (~x,~s) =
(fs1(x1), . . . , fsN (xN )). We denote by CN the set of all
possible color state vectors ~s, and by B(~s),R(~s) ⊂ CN
the sets of state vectors that differ by one entry from
~s: ~c ∈ B(~s) if it requires one blue particle to switch to
red to become ~s, and vice versa for those in R(~s). For
example, suppose that N = 3 and ~s = (b, r, r). Then
B(~s) = {(b, b, r), (b, r, b)} and R(~s) = {(r, r, r)}. On the
boundaries of the configuration space, ∂ΩNǫ , we impose
zero-flux boundary conditions[
D~s∇~xP (~x,~s, t)− ~F (~x,~s)P (~x,~s, t)
]
· ~n = 0, (5b)
for all ~s ∈ CN . Here ~n ∈ SdN−1 denotes the unit outward
normal. The initial condition is P (~x,~s, 0) = P0(~x,~s),
with P0 invariant to permutations of the labels of parti-
cles with the same color.
B. Population-based model
Although linear, the PDE for the particle-based model
(5a) is very high-dimensional for largeN . For this reason,
we seek to derive a coupled system of low dimensional
PDEs for the probability distribution of the position and
state of a typical particle. Accordingly we introduce
b(x, t) =
∫
ΩNǫ
∑
~s∈CN
P (~x,~s, t)δ(s1 − b)δ(x− x1)d~x, (6a)
r(x, t) =
∫
ΩNǫ
∑
~s∈CN
P (~x,~s, t)δ(s1 − r)δ(x − x1)d~x. (6b)
The particle choice is unimportant since P is invariant
with respect to permutations of particle position labels.
We remark that the functions b(x, t) and r(x, t) are not
marginal distribution functions as in [33]. Here they rep-
resent the probabilities of finding a particle at position x
at time t, and the particle being either blue or red, respec-
tively. We denote by Nb(t) and Nr(t) the number of blue
and red particles at time t and note from equations (6)
that
∫
Ω b(x, t)dx = Nb(t)/N and
∫
Ω r(x, t)dx = Nr(t)/N .
We shall refer to b(x, t) and r(x, t) as the blue and red
density functions.
As before, we focus on the low volume fraction regime
Nǫd ≪ 1 in which pairwise interactions dominate those
involving three or more particles. Under these assump-
tions the problem reduces to the case when N = 2 [33].
We introduce the following notation, Ps1s2(x1,x2, t) ≡
P (x1,x2, s1, s2, t). For simplicity, we describe the deriva-
tion for fb = fr = 0, but the case with drift can be ob-
tained in a similar manner. Setting N = 2 in equation
(5a) we find
∂tPbb = ∇~x ·(Dbb∇~xPbb) + kr(Pbr + Prb)− 2kbPbb, (7a)
∂tPbr = ∇~x ·(Dbr∇~xPbr) + kbPbb + krPrr − (kb+kr)Pbr,
(7b)
∂tPrb = ∇~x ·(Drb∇~xPrb) + kbPbb + krPrr − (kb+kr)Prb,
(7c)
∂tPrr = ∇~x ·(Drr∇~xPrr) + kb(Pbr + Prb)− 2krPrr, (7d)
where ~x = (x1,x2), with no-flux boundary conditions
as in (5b). The initial conditions on Ps1s2 follow from
the initial condition on P . For example, Pbb(x1,x2, 0) =
P0(x1,x2, b, b). For N = 2, equations (6) become
b(x1, t) =
∫
Ωǫ(x1)
(Pbb + Pbr) dx2, (8a)
r(x1, t) =
∫
Ωǫ(x1)
(Prr + Prb) dx2, (8b)
4where Ωǫ(x1) denotes the region available to the sec-
ond particle when the first particle is at x1, namely,
Ωǫ(x1) = Ω \ Bǫ(x1). Since the domain dimensions
are much larger than the particles’ diameter, the vol-
ume |Ωǫ(x1)| is constant to leading order. Combining
equations (7a), (7b) and (8a) we arrive at the following
equation for b(x1, t)
∂tb =
∫
Ωǫ(x1)
∇x1 · (Db∇x1Pbb +Db∇x1Pbr) dx2
+
∫
Ωǫ(x1)
∇x2 · (Db∇x2Pbb +Dr∇x2Pbr) dx2
+ krr − kbb.
(9)
By using the divergence and the Reynolds transport the-
orems, we simplify equation (9) to give the following
integro-partial differential equation
∂tb = Db∇2x1b+ krr − kbb
+
∫
∂Bǫ(x1)
−[2Db∇x1(Pbb + Pbr)
+ (Db −Dr)∇x2Pbr
] · n2dSx2 ,
(10a)
where ∂Bǫ(x1) is the collision surface for a sphere of ra-
dius ǫ at position x1. Similarly we can derive the follow-
ing equation for r(x1, t):
∂tr = Dr∇2x1r − krr + kbb
+
∫
∂Bǫ(x1)
−[2Dr∇x1(Prb + Prr)
+ (Dr −Db)∇x2Prb
] · n2dSx2 .
(10b)
Equations (10) are complemented with zero-flux bound-
ary conditions on ∂Ω and initial conditions b(x1, 0) =
b0(x1) and r(x1, 0) = r0(x1). The integrals (10) are on
the contact surface of two interacting particles, where the
particle positions are correlated. As a result, a closure ap-
proximation of the type Pbb(x1,x2, t) = b(x1, t)b(x2, t) is
not suitable. Instead we determine the collision integrals
systematically, using the method of matched asymptotic
expansions.
C. Matched asymptotic expansions for the
densities Pbb and Prr
We define two regions in configuration space, the inner
region where the two particles are close to each other,
‖x1 − x2‖ ∼ ǫ, and the outer region where they are far
apart, ‖x1−x2‖ ≫ ǫ. To evaluate the collision integral in
equation (10a) we must first calculate an asymptotic ex-
pansion for Pbb(x1,x2, t) in the inner region. In the outer
region the positions of the two particles are assumed to
be uncorrelated at leading order. Therefore
P out
bb
= qb(x1, t)qb(x2, t)+ǫP
out,(1)
bb
(x1,x2, t)+ · · · , (11)
for some function qb. In the inner region, we introduce
the inner variables x1 = xˆ1 and x2 = xˆ1 + ǫxˆ and de-
fine Pˆbb(xˆ1, xˆ, t) = Pbb(x1,x2, t). Then equation (7a)
becomes
ǫ2∂tPˆbb = 2Db∇2xˆPˆbb − 2ǫDb∇xˆ1 · ∇xˆPˆbb (12a)
+ ǫ2
[
Db∇2xˆ1Pˆbb + kr(Pˆbr + Pˆrb)− 2kbPˆbb
]
.
The zero-flux boundary condition (5b) becomes
2xˆ · ∇xˆPˆbb = ǫxˆ · ∇xˆ1Pˆbb, on ‖xˆ‖ = 1. (12b)
To match the inner and outer regions we expand the outer
solution (11) in the inner variables to give
Pˆbb ∼ q2b(xˆ1, t) + ǫ
[
qb(xˆ1, t)xˆ · ∇xˆ1qb(xˆ1, t)
+ P
out,(1)
bb
(xˆ1, xˆ1, t)
]
,
(12c)
as ‖xˆ‖ → ∞. We seek a regular power series expansion
of the form Pˆbb = Pˆ
(0)
bb
+ ǫPˆ
(1)
bb
+ · · · . Substituting in
(12) and equating terms of zeroth order we obtain the
following problem
∇2
xˆ
Pˆ
(0)
bb
= 0,
xˆ · ∇xˆPˆ (0)bb = 0, on ‖xˆ‖ = 1,
Pˆ
(0)
bb
∼ q2b(xˆ1, t), as ‖xˆ‖ → ∞,
with solution Pˆ
(0)
bb
= q2b (xˆ1, t). Similarly, the first order
problem for Pˆ
(1)
bb
is
∇2
xˆ
Pˆ
(1)
bb
= 0,
xˆ · ∇xˆPˆ (1)bb = qb(xˆ1, t)xˆ · ∇xˆ1qb(xˆ1, t), on ‖xˆ‖ = 1,
Pˆ
(1)
bb
∼ qb(xˆ1, t)xˆ · ∇xˆ1qb(xˆ1, t)
+ P
out,(1)
bb
(xˆ1, xˆ1, t), as ‖xˆ‖ → ∞,
with solution Pˆ
(1)
bb
= qb(xˆ1, t)xˆ · ∇xˆ1qb(xˆ1, t) +
P
out,(1)
bb
(xˆ1, xˆ1, t). We conclude that, to first order in
ǫ, the expansion of Pbb(x1,x2, t) in the inner region is
Pˆbb ∼ q2b(xˆ1, t) + ǫ
[
qb(xˆ1, t)xˆ · ∇xˆ1qb(xˆ1, t)
+ P
out,(1)
bb
(xˆ1, xˆ1, t)
]
.
(13)
Similarly, to first order we can write the expansion of
Prr(x1,x2, t) in the inner region as
Pˆrr ∼ q2r (xˆ1, t) + ǫ
[
qr(xˆ1, t)xˆ · ∇xˆ1qr(xˆ1, t)
+ P out,(1)rr (xˆ1, xˆ1, t)
]
.
(14)
D. Matched asymptotic expansions for the
densities Pbr and Prb
In order to evaluate the collision integral in (10a) we
require an asymptotic expansion for Pbr(x1,x2, t) in the
5inner region. In the outer region, our assumption of in-
dependence enables us to write
P out
br
= qb(x1, t)qr(x2, t)+ ǫP
out,(1)
br
(x1,x2, t)+ · · · , (15)
for some functions qb and qr.
In the inner region, we define Pˆbr(xˆ1, xˆ, t) =
Pbr(x1,x2, t) and transform equation (7b) into inner vari-
ables as before, yielding
ǫ2∂tPˆbr = (Db +Dr)∇2xˆPˆbr − 2ǫDb∇xˆ1 · ∇xˆPˆbr (16a)
+ ǫ2
[
Db∇2xˆ1Pˆbr + kbPˆbb + krPˆrr − (kb+kr)Pˆbr
]
.
The boundary condition (5b) becomes
xˆ · ∇xˆPˆbr = ǫ Db
Db +Dr
xˆ · ∇xˆ1 Pˆbr, (16b)
on ‖xˆ‖ = 1. Expanding (15) in inner variables gives the
matching condition
Pˆbr ∼ qb(xˆ1, t)qr(xˆ1, t) (16c)
+ ǫ[qb(xˆ1, t)xˆ · ∇xˆ1qr(xˆ1, t) + P out,(1)br (xˆ1, xˆ1, t)],
as ‖xˆ‖ → ∞.
As before, we seek a solution of the form Pˆbr = Pˆ
(0)
br
+
ǫPˆ
(1)
br
+ · · · . Repeating the procedure outlined in the
previous section, we find that the inner region solution
for a blue and a red particle is
Pˆbr ∼ qbqr + ǫqbxˆ · ∇xˆ1qr + ǫP out,(1)br (xˆ1, xˆ1, t)
+
ǫxˆ · (Drqb∇xˆ1qr −Dbqr∇xˆ1qb)
(Db +Dr)(d− 1)‖xˆ‖d ,
(17)
where qb and qr are evaluated at (xˆ1, t). Similarly, to first
order we find that the expansion of Prb(x1,x2, t) in the
inner region is
Pˆrb ∼ qrqb + ǫqrxˆ · ∇xˆ1qb + ǫP out,(1)rb (xˆ1, xˆ1, t)
+
ǫxˆ · (Dbqr∇xˆ1qb −Drqb∇xˆ1qr)
(Db +Dr)(d − 1)‖xˆ‖d .
(18)
E. Evaluating the collision integral
Since the collision integral, which we shall denote by I,
in (10a) is defined over the boundary surface ∂Bǫ(x1), we
use the inner solutions Pˆbb and Pˆbr in order to evaluate
it. We first transform I into inner variables and use the
boundary conditions (12b) and (16b) yielding
I = ǫd−1Db
∫
∂B1(0)
∇xˆ1(Pˆbb + Pˆbr) · xˆdSxˆ. (19)
Inserting the inner region solutions (13) and (17) into
(19), we find
I ∼ ǫdDb∇x1 · (ωqb∇x1qb + ξbqb∇x1qr − ηbqr∇x1qb),
(20)
where the constants ω, ξb and ηb are given
in (3). Using the normalization condition∫
Ω2ǫ
(Pbb + Pbr + Prb + Prr) dx1x2 = 1, we find that
qb(x1, t) = b(x1, t)+O(ǫ
2) and qr(x1, t) = r(x1, t)+O(ǫ
2).
This allows us to replace qb and qr in (20) by b and r,
respectively.
Substituting the asymptotic expansion for the collision
integral (20) into equation (10a) we arrive at the follow-
ing equation for the blue particles’ density b(x, t) (after
replacing x1 by x):
∂tb = ∇x ·
[
Db(1 + ωǫ
db)∇xb + ǫdDb(ξbb∇xr − ηbr∇xb)
]
+ krr − kbb.
A similar calculation on (10b) yields an equation for the
density of red particles r(x, t).
For the case of N particles there is a contribution from
every potential pairwise interaction. This allows us to
write down the population-level equation for the general
case, where we reintroduce the drift contributions, as fol-
lows
∂t
(
b
r
)
= ∇x ·
[
D∇x
(
b
r
)
− F
(
b
r
)]
+
(
krr − kbb
kbb− krr
)
,
(21a)
with zero-flux boundary conditions on ∂Ω, and initial
conditions b(x, 0) = b0(x) and r(x, 0) = r0(x). The dif-
fusion matrix is
D = diag
(
Db
Dr
)
+ (N − 1)ǫd
(
Db(ωb− ηbr), Dbξbb
Drξrr, Dr(ωr − ηrb)
)
,
(21b)
and the drift matrix is
F = diag
(
fb
fr
)
+ (N − 1)ǫd
(
0, ηb(fr − fb)b
ηr(fb − fr)r, 0
)
. (21c)
The diffusion and drift matrices (21b) and (21c) can be
compared to the matrices (2b) and (2c) corresponding to
the case of two subpopulations without switching [33]. In
that case, the numbers of blue and red particles, Nb and
Nr, were fixed and appeared explicitly in the matrices.
As now there is a non zero probability of being either
blue or red we see contributions from all (N − 1) possible
collisions in (21b) and (21c).
F. Numerical results
In this section we present numerical simulations of the
discrete stochastic model (4) and the population-based
model (21). The discrete model was simulated using
the software package Smoldyn [28, 35] via the standard
Euler–Maruyama method [36].
If two particles are found to be overlapping then we in-
corporate volume exclusion by using Smoldyn’s ballistic
collision update rule. This method assigns to each parti-
cle a post-collision velocity by comparing both particles’
6current and previous positions. Then it uses conserva-
tion of momentum to compute their positions had they
undergone an elastic collision.
When considering spontaneous switching of particles
between subpopulations, at each timestep in the algo-
rithm we generate a random number ρ uniformly on the
interval [0, 1]. A blue particle becomes red if ρ < kb∆t.
Similarly, a red particle becomes blue if ρ < kr∆t. In or-
der for this implementation to be accurate we assume ∆t
to be small enough such that kb∆t ≪ 1 and kr∆t ≪ 1,
and so are good approximations to the probability of a
switch occurring in a time interval of length ∆t. We also
require that the timestep is small enough that each par-
ticle moves, on average, a distance much less than the
particle’s diameter. This requirement ensures that most
collisions are detected.
We solved the PDEs numerically using the method of
lines. In this technique only the spatial variables are
discretized and time is viewed as a continuous variable,
resulting in a system of Ordinary Differential Equations
(ODEs) that are solved using MATLAB’s inbuilt ode15s
solver (which performs the discretization of the time vari-
able adaptively).
Initially we have 350 blue particles and 50 red parti-
cles in the domain Ω = [−1/2, 1/2]2. We select an ini-
tial Gaussian density of particles with zero mean and
a standard deviation of 0.09 for both the blue and red
subpopulations. We set Db = 0.5 and Dr = 1 for the
diffusion coefficients of the blue and red populations re-
spectively, as well as switching parameters kb = kr = 10.
We ignore drift terms, setting fb = fr = 0. The data from
the stochastic simulations of the SDEs (4a) and (4b) were
generated using 104 realizations, which resulted in 4×106
individual trajectories, where a timestep of ∆t = 10−5
was used. The stochastic simulations used to generate
the results presented in this section were performed on
an AMD FX(tm)-4350 CPU, with an advertised processor
speed of 4.2 GHz. The total CPU time needed to gen-
erate the trajectories seen in Figure 1 is approximately
120 hours, whereas the PDEs (21) are solved numerically
within 13 seconds.
Figure 1 shows the densities b(x, t) and r(x, t) of the
blue and red particles respectively at time t = 0.05. Pan-
els (I) and (II) respectively show the PDE solution and
the histogram produced from the simulated trajectories
for point particles (ǫ = 0), whereas panels (III) and (IV)
respectively show the same for finite size particles of di-
ameter ǫ = 0.01. Figure 2(a) shows a one dimensional
slice of the histograms in Figure 1 for a clearer compar-
ison of the PDEs and the stochastic data. We observe
good agreement between the particle-based model and
the derived population-level equations. The relative L2-
norm errors in the densities (between the solution of the
PDE model and the histograms of the stochastic particle-
based model) are, from top to bottom in Figure 2(a),
2.5%, 1.7%, 2.6% and 2.7%.
For further quantitative comparison we consider
how the population numbers, Nb(t) and Nr(t), evolve
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FIG. 1. Population-level equations (21a) for both blue ([I-
IV]-b) and red ([I-IV]-r) particles at time t = 0.05, with data
being initially Gaussian with zero mean and standard devia-
tion 0.09. (I) Solutions to equations (21a) for point particles,
ǫ = 0. (II) Histograms for point particles, ǫ = 0. (III) Solu-
tions to equations (21a) for finite size particles, ǫ = 0.01. (IV)
Histograms for finite size particles, ǫ = 0.01. The data was
calculated from 104 stochastic simulations with ∆t = 10−5.
Parameter values: Db = 0.5, Dr = 1, kb = kr = 10 and
N = 400. Initial conditions wereNb(0) = 350 and Nr(0) = 50.
over time. Recall that
∫
Ω b(x, t)dx = Nb(t)/N and∫
Ω
r(x, t)dx = Nr(t)/N . We can then integrate equa-
tions (21a) over the domain Ω to obtain, using zero-flux
boundary conditions, the following ODE
N ′
b
(t) = krNr(t)− kbNb(t), Nr(t) = N −Nb(t). (22)
Figure 2(b) shows the solution of (22) and compares
them with results from the stochastic simulations. We
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FIG. 2. (a) A slice of the histograms in Figure 1 at y = 0.
(b) The evolution of the blue and red population for 0 ≤ t ≤
0.05 for finite size particles (ǫ = 0.01). Solid (dashed) lines
represent the PDE and ODE solutions for finite size (point)
particles. Asterisks (circles) represent data from stochastic
simulations for finite size (point) particles. Parameter values
as in Figure 1.
only plot results for finite size particles but note that the
curves for point particles are identical. That is, the finite
size particles do not effect the evolution of the population
number when the switching rates are constant on Ω, and
so the ODEs are exactly the same as if we had considered
the non-spatial model originally.
G. Application to a hybrid model of chemotaxis
We now consider a three species model of chemotaxis
as an application of our proposed framework. As before
we consider two populations of finite-size particles, blue
and red, which we shall refer to as cells. We introduce a
third species which shall act as a chemoattractant that is
produced by the red cells and acts as a signaling chem-
ical towards which the blue cells migrate. The size of
chemoattractant molecules is negligible in comparison to
the size of the cells which produce them. As such we con-
sider the chemoattractant as a continuum field described
by a reaction-diffusion PDE. This yields a hybrid mod-
eling framework, whereby some species are described as
a continuum and some species as a set of particles [37].
Hybrid chemotaxis models have been developed in the
literature [38, 39]. In [38], a population of identical cells
that only interact via the chemical signal (that is, cells
are represented as point particles) is considered. The
model in [39] describes cell migration during embryonic
development and includes two types of cells (“leaders”
and “followers”). Cells undergo a position-jump process
(with jumps of a fixed distance) and volume exclusion
between cells is included as a rejection mechanism (cells
are modeled as hard discs and a jump is aborted if a cell
attempts to move to a position where it overlaps with
another cell).
In this section, we use our model for two reacting
species of hard-sphere particles in the context of hybrid
modeling of chemotaxis. In contrast to [39], our model
is for Brownian particles and includes a more accurate
description of excluded-volume interactions (not biasing
the motion of cells by aborting moves that would lead
to overlaps [40]). The red cells secrete chemoattractant
at a constant rate γ, while the blue cells undergo biased
motion up spatial gradients of the chemoattractant. The
chemoattractant diffuses throughout the domain without
interacting with the cells and degrades at a constant rate
µ. An additional mechanism for the loss of chemoat-
tractant due to consumption by blue cells could be con-
sidered here. However, under the assumption that the
dominant mechanism for the loss of chemoattractant is
natural decay [41], the additional consumption term is
neglected. We assume cells move in a two-dimensional
domain Ω and that the chemical is allowed anywhere in
the domain (to represent cells in contact with the sub-
strate and the chemical diffusing in the space above). We
denote the position and the color of the ith cell at time
t as Xi(t) and Si(t) ∈ {b, r} respectively. We denote
by C(x, t|~x,~s) the concentration of the chemoattractant
at position x ∈ Ω at time t given a configuration state
~x = {X1(t), . . . ,XN (t)} and ~s = {S1(t), . . . , SN (t)}. The
microscopic model for the blue cells (Si(t) = b) is
dXi(t)=
√
2DbdWi(t) + χ∇C(Xi(t), t)dt, (23a)
where χ ≥ 0 is the affinity of the blue cells for the
chemoattractant. Red cells (Si(t) = r) follow a simple
Brownian motion as before
dXi(t)=
√
2DrdWi(t), (23b)
for 1 ≤ i ≤ N . The evolution of the chemoattractant
8C(x, t|~x,~s) is governed by the following PDE
∂tC =Dc∇2C + γ
∑
i∈Ir(t)
Kh(x−Xi(t))− µC, (23c)
for x ∈ Ω, with zero-flux boundary conditions on ∂Ω,
initial conditions C(x, 0) = C0(x). Here Dc is the dif-
fusion coefficient for the chemoattractant and Kh(x)
denotes a Gaussian kernel of bandwidth h, Kh(x) =
exp(−‖x‖2/(2h2))/(2πhd). We set the bandwidth of the
Kernel Density estimation equal to ǫ/2 to model the fact
that cells will produce chemoattractant over a region re-
lated to their radius, rather than at a single pointXi, as a
term of the form δ(x−Xi(t)) instead ofKh in (23c) would
represent. We note that, even in models with point cells,
KDE is used to approximate the sum of delta functions
in hybrid models [37].
Finally, cells change color according to the reactions
B
kbC−−→ R, R kr−→ B. (23d)
Blue cells switch color at a rate proportional to the con-
centration of chemoattractant at their current position
Xi(t), and red cells switch color at a constant rate kr as
before. Similar to Section IIA, we can formulate the mi-
croscopic model in terms of a high-dimensional Fokker–
Planck equation and introduce the population-level equa-
tions b(x, t) and r(x, t) as in (6). Additionally intro-
ducing the population-level equation for the chemoat-
tractant c(x, t) =
∫
ΩNǫ
∑
~s∈CN C(x, t|~x,~s)d~x allows us
to write down the following population-level reaction-
diffusion equations
∂t
(
b
r
c
)
= ∇x ·
[
D̂ ∇x
(
b
r
c
)
− F̂
(
b
r
c
)]
+
(
krr − kbcb
kbcb− krr
γNr − µc
)
,
(24a)
with zero-flux boundary conditions on ∂Ω and initial con-
ditions b(x, 0) = b0(x), r(x, 0) = r0(x) and c(x, 0) =
c0(x). The diffusion matrix is
D̂ =
(
D (0, 0)⊤
(0, 0) Dc
)
, (24b)
where D is as in (21b) and the drift matrix is
F̂ =
 χ∇xc −(N − 1)ǫdηbχb∇xc 0(N − 1)ǫdηrχr∇xc 0 0
0 0 0
 .
(24c)
As before, this model includes the excluded-volume ef-
fects up to O(ǫ2) in the equations for b and r. Regarding
the chemical, the error in the reduction from the kernel
Kh in the equation for C to the source term γNr in the
equation for c is O(h2) (this can be seen using, for ex-
ample, Laplace’s method). Hence our choice of h ensures
that this error is smaller than O(ǫ2).
We conclude this Subsection by performing numeri-
cal simulations of the hybrid model for chemotaxis (23)
and the reaction-diffusion PDE system (24). Since a key
feature of this model is the chemotactic drift, we must
adapt our stochastic simulations to account for the drift
in the SDEs of blue particles (23a). Since Smoldyn [35]
does not presently allow for biased Brownian motion, we
perform the particle-based simulations in this Subsection
using the alternative library Aboria [42, 43]. The SDEs
(23a) and (23b) are again integrated using the Euler–
Maruyama method with a constant timestep ∆t. The
same timestep is used to integrate the reaction-diffusion
PDE (23c), using the Euler method in time and a second-
order finite-difference scheme in space, and to simulate
the reactions (23d). For details on the implementation
of the hybrid model with Aboria we refer the readers to
[44].
Figure 3 shows a comparison between the hybrid model
(23) and continuum model (24) of chemotaxis with and
without excluded-volume interactions. We start with a
population of N = 800 cells of diameter ǫ = 0.01 in the
domain Ω = [−1/2, 1/2]2. Half of the particles are ini-
tially blue and uniformly distributed, and the other half
are red and uniformly distributed in a vertical band cen-
tered at x = 0 of width 3/31. The initial condition for
the chemical is c0(x) = 1. We perform 5000 realizations
of the stochastic simulation so that, as before, we have
4 × 106 trajectories. Figures 3(a-c) show the densities
b, r, and the concentration c averaged over the vertical
direction at four different times t. As time progresses,
the red particles produce chemoattractant and this leads
to a higher concentration of chemical in the centre of
the domain (see Figure 3(c)). This gradient in concen-
tration induces a drift to the blue particles, that want
to move towards the middle of the domain. In the case
of point particles, this gives rise to a hill-shaped profile
of the blue density centered at the origin. However, in
the case of finite-size particles, the interplay between the
gradient of concentration ∇xc and the gradient of reds
∇xr results in a volcano shaped profile of the blue den-
sity (see Figure 3(a)). There is a net production of red
particles to the detriment of the blue particles and a net
decay of chemical c (Figure 3(d)). We note that, as for
the example in Figure 2(b), the time evolution of the to-
tal number of blue and red particles is not affected by
the excluded-volume interactions. We find good agree-
ment between the hybrid and continuum models. The
relative L2-norm errors in the densities in Figures 3(a-
c) (using the solutions at the histogram grid points and
t = 0, 0.01, 0.02, . . . , 0.05) are, for point particles (ǫ = 0),
0.39%, 0.85%, and 0.038%, respectively. The errors in the
case of ǫ = 0.01 are 0.80%, 4.2%, and 0.15%, respectively.
We note that these errors are very small compared to er-
rors we would have committed by ignoring the excluded-
volume effects: the errors between the PDE model for
ǫ = 0 and the stochastic model for ǫ = 0.01 are 12%, 13%
and 0.40% for the blue particles, red particles, and chem-
ical concentration, respectively.
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FIG. 3. Comparison between the stochastic hybrid chemotaxis model (23) (asterisks for ǫ = 0 and circles for ǫ = 0.01)
and continuum PDE model (24) (dashed lines for ǫ = 0 and solid lines for ǫ = 0.01) for a system with N = 800 cells with
Nb(0) = Nr(0) = 400 and final time Tf = 0.05. (a) Evolution of the blue cells density b(x, t), with uniform initial density.
(b) Evolution of the red cells density r(x, t), with initial density uniform in [−3/62, 3/62] × [−1/2, 1/2]. (c) Evolution of the
chemoattractant concentration c(x, t) with initial concentration c0(x) = 1. (d) Evolution of the cell numbers Nb(t) and Nr(t)
and the total concentration Nc =
∫
Ω
c(x, t)dx. Figures (a), (b), (c) show the solutions averaged over the vertical direction at
times t = 0, 0.01, 0.02, 0.05. Other parameters used: Db = Dr = 0.1, Dc = 1, χ = 1, kb = 10, kr = 1, γ = 0.01, µ = 0.5.
Histograms computed from 5000 realizations and 31 bins in the horizontal coordinate. PDE model solved using 500 grid points.
III. SWITCHING UPON COLLISION:
BIMOLECULAR REACTIONS
In this section we assume that particles switch between
subpopulations as a result of a pairwise collision or in-
teraction and consider bimolecular reactions of the form
B + R → 2R. We first describe how this effect changes
our particle-level description and then derive the corre-
sponding population-level equations.
A. Particle-based model
Our discrete model has the same Langevin dynamics
as before (4). When two blue (red) particles are in con-
tact, ‖Xi −Xj‖ = ǫ and i, j ∈ Ib(t) or Ir(t), we impose
standard reflective boundary conditions. However, when
a blue and a red particle are in contact, i ∈ Ib(t) and
j ∈ Ir(t), the blue particle becomes red with a certain
probability, resulting in Si(t) = r and Nb(t) = Nb(t) − 1
after the collision.
As before the joint probability density function
P (~x,~s, t) obeys the linear Fokker–Planck equation
∂tP = ∇~x ·
[
D~s∇~xP (~x,~s, t)− ~Fs(~x,~s)P (~x,~s, t)
]
, (25)
for ~x ∈ ΩNǫ . The boundary conditions now require more
careful treatment. We define a flux for each configuration
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of particle states
J~s =
[
D~s∇~xP (~x,~s, t)− ~F (~x,~s)P (~x,~s, t)
]
· ~n. (26)
In the case of spontaneous switching on the internal
boundaries ∂ΩNǫ \∂ΩN we had that J~s = 0 for all ~s ∈ CN .
However there are now non-zero fluxes across these in-
ternal boundaries in the configuration space, where the
reactivity parameter for these boundaries is λ. To make
this explicit, we consider the boundary between a pair of
particles, ‖xi − xj‖ = ǫ for i 6= j. If (si, sj)=(b, b) then
J~s = 0 on this boundary, as there is no reaction between
two blue particles. If (si, sj)=(b, r) or (r, b), then we have
J~s = λP~s on ‖xi − xj‖ = ǫ. This is because there is a
flux out of the configuration state ~s due to the bimolec-
ular reaction. Finally if (si, sj)=(r, r) no reaction occurs
for two red particles; however there is a flux into the con-
figuration state ~s on the boundary ‖xi−xj‖ = ǫ from the
blue and red reactions. Therefore on this boundary J~s =
−λ (P~ci + P~cj), where ~ci = (s1, . . . , si−1, b, si+1, . . . , sN )
and ~cj = (s1, . . . , sj−1, b, sj+1, . . . , sN ).
B. Population-based model
To reduce the particle-level description to the
population-level we consider as before the density func-
tions (6). We restrict attention to the case for N = 2
and rewrite the problem in terms of Ps1s2(x1,x2, t) =
P (x1,x2, s1, s2, t) as before. For simplicity, we again set
fb = fr = 0. For N = 2 we only have one inner boundary,
‖x1 − x2‖ = ǫ, with the following boundary conditions
Jbb = Db∇x1Pbb · n1 +Db∇x2Pbb · n2 = 0,
Jbr = Db∇x1Pbr · n1 +Dr∇x2Pbr · n2 = λPbr, (27)
Jrb = Dr∇x1Prb · n1 +Db∇x2Prb · n2 = λPrb,
Jrr = Dr∇x1Prr · n1 +Dr∇x2Prr · n2 = −λ(Pbr+Prb).
Then, from (25) the equations for the blue and red den-
sities with the collision integrals can be written as
∂tb =Db∇2x1b+
∫
∂Bǫ(x1)
−[2Db∇x1(Pbb + Pbr) (28a)
+ (Db−Dr)∇x2Pbr
]· n2 dSx2 ,
∂tr =Dr∇2x1r +
∫
∂Bǫ(x1)
−[2Dr∇x1(Prb + Prr) (28b)
+ (Dr−Db)∇x2Prb
]· n2 dSx2 .
We next compute the asymptotic expansions for Pbb, Pbr,
Prb and Prr in the inner region in order to evaluate the
integrals in (28).
C. Matched asymptotic expansions and collision
integral
First we consider Pbb(x1,x2, t). As the boundary con-
dition on ‖x1−x2‖ = ǫ is Jbb = 0, we can use the results
of Section II C to write down the inner solution as
Pˆbb(xˆ1, xˆ, t) ∼ q2b(xˆ1, t)+ ǫqb(xˆ1, t)xˆ ·∇xˆ1qb(xˆ1, t), (29)
for some function qb.
We construct the inner solution to Pbr(x1,x2, t) by
matching the solutions in the outer and inner regions. In-
troducing the inner variables x1 = xˆ1 and x2 = xˆ1 + ǫxˆ
as before, we transform equations (25) and (27) to get
the following problem
ǫ2∂tPˆbr = (Db +Dr)∇2xˆPˆbr
− 2ǫDb∇xˆ1 · ∇xˆPˆbr + ǫ2Db∇2xˆ1Pˆbr, (30a)
with boundary conditions
xˆ · ∇xˆPˆbr = ǫ
Db +Dr
(Dbxˆ · ∇xˆ1 Pˆbr + λPˆbr), (30b)
on ‖x‖ = 1, and matching condition given by (16c) as
xˆ → ∞. We seek a regular power series expansion of
the form Pˆbr = Pˆ
(0)
br
+ ǫPˆ
(1)
br
+ · · · , and as in Section II
the zeroth order problem has the trivial solution Pˆ
(0)
br
=
qb(xˆ1, t)qr(xˆ1, t). From (30), the problem for Pˆ
(1)
br
is
∇2
xˆ
Pˆ
(1)
br
= 0, (31a)
xˆ · ∇xˆPˆ (1)br =
Db
Db +Dr
xˆ · ∇xˆ1(qbqr)
+
λ
Db +Dr
qbqr, on ‖xˆ‖ = 1, (31b)
Pˆ
(1)
br
∼ xˆ · qb∇xˆ1qr, as ‖xˆ‖ → ∞. (31c)
In two dimensions (d = 2), problem (31) does not have
a solution satisfying both the inner and outer boundary
conditions, indicating that a more intricate method is
required. For the case d = 3 the solution is
Pˆ
(1)
br
= qbxˆ · ∇xˆ1qr −
λ
(Db +Dr)‖xˆ‖qbqr
+
xˆ
2(Db +Dr)‖xˆ‖3 (Drqb∇xˆ1qr −Dbqr∇xˆ1qb).
Combining the results above we find that
Pˆbr ∼ qbqr + ǫ
[
qbxˆ · ∇xˆ1qr −
λ
(Db +Dr)‖xˆ‖qbqr (32)
+
xˆ
2(Db +Dr)‖xˆ‖3 (Drqb∇xˆ1qr −Dbqr∇xˆ1qb
]
.
We denote by I the collision integral in equation (28a),
I =
∫
∂Bǫ(x1)
−[2Db∇x1(Pbb + Pbr)
+ (Db −Dr)∇x2Pbr] · n2dSx2 .
Using the inner solutions (29) and (32) we can now evalu-
ate I. Expressing it in terms of inner variables and using
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the boundary condition (30b), we obtain
I ∼− 4πǫ2λqbqr + 4πǫ3 λ
2
Db +Dr
qbqr
+ ǫ3Db(ωqb∇x1qb + ξbqb∇x1qr − ηbqr∇xˆ1qb),
(33)
where the constants ω, ξb and ηb are defined in (3). We
use again the normalization condition to replace qb and
qr by b and r, respectively. Combining these results we
deduce that the population-level equation for a blue par-
ticles b(x, t) satisfies
∂tb = Db∇x ·
[
(1 + ωǫ3b)∇xb+ ǫ3(ξbb∇xr − ηbr∇xb)
]
− 4πǫ2λ
(
1− ǫ λ
Db +Dr
)
br, (34)
From (28b) a similar equation can be derived for the red
density. For the general case ofN particles, reintroducing
drift terms, we have the following system of nonlinear
reaction-diffusion-advection equations
∂t
(
b
r
)
= ∇x ·
[
D∇x
(
b
r
)
−F
(
b
r
)]
+R, (35)
for x ∈ Ω, where the diffusion matrix, D, and the drift
matrix, F , are defined by equations (21b) and (21c). The
reaction terms R are given by
R = λ(N − 1)4πǫ2
(
1− ǫ λ
Db +Dr
)
br
(
−1
1
)
. (36)
We interpret the reaction terms as follows: (N − 1)4πǫ2
is the total surface area of the (N−1) spheres with which
the sphere under consideration could react. The factor
(1− ǫλ/(Db +Dr)) represents a correction to the source
and sink terms, and indicates that only a fraction of the
available surface area is used. If the diffusion coefficients
are large relative to the reactivity parameter λ then this
correction term approaches one, which can be interpreted
as the case when the particle is moving fast enough that
the entire surface area is available to it for collisions.
Our result (36) can be related to the λ - ρ¯ model intro-
duced by Erban and Chapman [27] as follows. In their
model, a bimolecular reaction can only take place when
the distance between two particles is less than ρ¯, and
it occurs at a rate λ. They distinguish between two
cases depending on whether the relative mean-square
displacement between the particles in one timestep,√
2(Db +Dr)∆t, is small or large compared to the re-
action radius ρ¯. We consider the former case, since we
already perform simulations in this regime so that we do
not miss collisions between particles (as discussed in Sec-
tion II F). Taking the limit λ small, the reaction rate was
found to be proportional to the volume of the reactive re-
gion (see Eq. (31) in [27]). By contrast, the leading order
of our reaction rate is proportional to the surface area of
the collision surface (see (36)). This discrepancy arises
because we have incorporated the excluded-volume effect
directly into our microscopic model and, further, parti-
cles are not allowed to get closer to each other than the
reaction radius, that is, ρ¯ ≡ ǫ in our case.
D. Numerical Results
In this section we show how the inclusion of bimolecu-
lar reactions affects the time dependent behavior of our
model. The stochastic simulations are implemented as
described previously in Section II F with the exception of
the reaction terms. When considering particle switching
due to the collisions we proceed as follows. When a red
and blue particle overlap, the reaction is implemented by
generating a random number ρ uniformly on the interval
[0, 1]. If ρ < P√∆t, where P√∆t is the reaction proba-
bility, we switch the color of the blue particle to red and
then update the positions due to the collision. We note
that the relationship between the reactivity parameter,
λ, and the reaction probability parameter, P , has been
shown to be [36]
P = λ
√
π√
Db +Dr
. (37)
In order to increase the accuracy of this method we may
also want to account for the possibility, that during the
interval [t, t + ∆t], the red and blue particles may have
overlapped and then moved apart, and a reaction may
have occurred that otherwise would be missed. This cor-
rection, first pointed out by Andrews and Bray [28], is
not included in our implementation of the bimolecular
reactions. Instead, the timestep ∆t is taken to be small
enough that the probability of particles overlapping and
separating during ∆t is negligible [28].
We consider the evolution of the population numbers
by integrating equations (35) over the domain Ω to obtain
the following integro-differential equation for the number
of blue particles Nb(t)
N ′
b
= −4πλǫ2N(N − 1)
(
1− ǫ λ
Db +Dr
)∫
Ω
br dx, (38)
and Nr(t) = N −Nb(t). Since the leading-order reaction
term in equation (38) is at order ǫ2, it is natural to ask
if retaining terms to O(ǫ2) provides sufficient detail to
accurately predict the evolution of the population num-
bers. In Figure 4(a) we present the solutions to equation
(38) correct to O(ǫ2) and O(ǫ3). We note that the O(ǫ3)
terms are needed to accurately model the evolution of the
population number. In particular, the relative L2-norm
errors of the PDE model with only the O(ǫ2) reaction
terms are 5.9% and 4.0% for blue and red particles re-
spectively. The relative errors when adding the O(ǫ3) re-
actions terms in the PDE are reduced to 0.9% and 0.6%,
respectively.
We also consider how the total volume fraction occu-
pied by spheres affects the evolution of the population of
particles. To investigate the effect of volume fraction we
plotted the evolution of the blue population for a variety
of different diameters ǫ in Figure 4(b), keeping N fixed.
We see that the time to extinction decreases as volume
fraction increases. In particular, when only 6.55% of the
domain is filled with particles we observe rapid extinction
of the blue particles population.
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FIG. 4. a) Plots of the numerical solutions to equation
(38) correct to O(ǫ2) and O(ǫ3), where ǫ = 0.02. b) Plots
of the evolution of the blue population number, Nb(t), for
a variety of diameters ǫ = {0.00, 0.01, 0.02, 0.03, 0.04, 0.05}.
Parameter values: Db = 0.5, Dr = 1, λ = 10, fb = fr = 0 and
N = 1000. The initial conditions were Nb(0) = 650 and the
particles were uniformly distributed in Ω = [−1/2, 1/2]3 and
Nr(0) = 350 which were normally distributed with zero mean
and standard deviation 0.09 in the (x, y) plane and uniformly
distributed in the z coordinate.
IV. DISCUSSION
In this paper we have studied the interplay between
volume exclusion and reactions in a two-species system
of Brownian hard-sphere particles. Reactions between
the two subpopulations of particles, which we termed as
either “blue” or “red” particles, are either spontaneous
or as a result of hard-core collisions.
In Section II we considered the case of spontaneous
switching. We formulated the discrete model, a sys-
tem of overdamped Langevin SDEs, to allow particles
to switch their color at a spatially dependent rate. The
resulting system of nonlinear reaction-diffusion-advection
equations (21) is similar to that for multiple populations
without switching [33] with additional linear source and
sink terms. We then presented numerical solutions of the
PDEs and showed that they are in good agreement with
stochastic simulations of the discrete model. We also
showed how our modeling framework can be adapted to
a well-studied problem in mathematical biology, namely
that of cell chemotaxis. In this case, the spontaneous
reaction from blue to red particles is mediated by the
chemical. By introducing a third species of point parti-
cles representing the chemoattractant, we showed how to
coarse-grain a hybrid model whereby cells are modeled
as individual particles of a finite-size and the chemical as
a continuum already, to a continuum model for all three
species. The hybrid model is similar to that used by [39],
but here we were able to show how the hybrid model up-
scales to a continuum model. In particular, numerical
simulations of the hybrid and continuum models showed
that excluded-volume interactions in combination with
reactions and chemotaxis can have a significant impact
on the distribution of cells in the domain.
In Section III we considered bimolecular reactions due
to collisions between the hard-sphere particles. In par-
ticular, we considered the reaction B +R→ 2R, so that
a blue particle may change to red, with a prescribed
probability, after a collision with a red particle. This
bimolecular reaction comes into the model as a nontriv-
ial boundary condition in the high-dimensional Fokker–
Planck PDE and, as a result, it changes the problem to
solve via matched asymptotic expansions substantially.
We obtained a solution for the three-dimensional case.
The case of two spatial dimensions is harder, because a
random walker will return to its starting point with prob-
ability one in two dimensions, but not in three [45]. We
leave the two-dimensional case, which could be solved
by introducing an intermediate region between the inner
and outer regions in the method of matched asymptotic
expansions, for future work. The cross-diffusion model
with bimolecular reactions between subpopulations is the
main contribution of this paper. To our knowledge, this is
the first continuum PDE model for (off-lattice) Brownian
particles that combines diffusion and reactions occurring
due to contact between particles, instead of introducing
an artificial reaction radius [27].
The method presented in this paper provides a system-
atic way of linking the stochastic particle-level descrip-
tion and the population-level PDE description. As such
it is ideally suited for experimental validation. Depend-
ing on the type of experimental data available for a given
biological system, either the stochastic model or the PDE
model might be more readily parameterized. Then one
could exploit the link between the two levels of descrip-
tion to validate the method and learn more about the
experimental system. This study is beyond the scope of
the present work.
An interesting extension of this framework would be
to incorporate cell proliferation and death. The main
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challenges when including reactions of this type into the
modeling framework is that the total number of cells in
the system, N(t), becomes a random variable and as such
the dimensionality of the configuration space can fluctu-
ate. A further consideration is that of the volume fraction
occupied in the domain: unless parent cells divide to pro-
duce offspring (keeping the total volume constant), the
volume occupied in the domain will increase.
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