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The stochastic problem of population growth has attracted the attention of 
the probability theorists ever since 1874. In a fundamental paper, Kendall [l] 
has dealt with the age specific problem of population growth by means of the 
cumulant generating functional and also by proposing an integral equation 
for the cumulant densities. The cumulant densities are very similar to the 
product densities introduced at the same time by Ramakrishnan [2] in 
connection with the fluctuation problem of electromagnetic ascades. At the 
time Kendall proposed his integral equations, the regeneration point method 
[3] which has since been generalized by Bellman and his collaborators [4] to 
a high degree of sophistication and is now well known by the name, invariant 
imbedding technique, was not in much vogue among population theorists. 
Accordingly, Kendall’s procedure to evaluate the second moment involves 
the introduction and study of the subsidiary function K(x, t) where K(x, t) dx 
denotes the joint probability that a secondary of age between x and x + dx 
is found at t and that the primary is alive at t. Subsequently, Ramakrishnan 
and Srinivasan [5] have extended Kendall’s method to include twins in the 
age-dependent theory of population growth. Their method consists in 
defining product densities of various orders of twins and singles and obtaining 
simultaneous integral equations for the product densities and certain sub- 
sidiary functions similar to the one introduced by Kendall. In this method, the 
number of such subsidiary functions increases with the order of the moment 
that is to be calculated. However, if we use the invariant imbedding technique, 
we neednot introduce such subsidiary functions. The differential equation thus 
obtained connects the second-order product densities directly to the first- 
order product densities. This equation is linear in the product densities of 
degree two though it is nonlinear in the first-order product densities. In this 
paper, we wish to illustrate these facts and obtain explicit solutions for the 
second-order product densities when the birth rates are age dependent 
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confining our attention to a particular model arising in cell division process. 
We hope that the explicit solution in this case would be of interest in a 
general setting since the authors in [I] and [5] have obtained explicit solu- 
tions only for the age-independent models. 
2. FORMULATION OFTHEPROBLEM 
Kendall formulated the problem of population growth in the following 
manner. The given primary of age x,, at time t = 0 and its subsequent secon- 
daries generate a population in accordance with the assumptions: 
(i) the sub-populations generated by two coexisting individuals develop 
in complete independence of one another; 
(ii) an individual of age x at time t has a probability 
h(x) dt + o(dt) 
of producing a single individual of age zero in the interval (t, t + dt); 
(iii) an individual of age x existing at time t has a probability 
P(X) dt + 44 
of death in the interval (t, t + dt); 
(iv) the birth and death probabilities X(x) and p(x) depend only on the age x 
of the individual and not on t, the time of its existence. 
We wish to obtain the first two moments of the number of individuals 
above a certain age at time t. We assume the birth probability to be age 
specific and the probability of death to be constant which is sufficiently 
realistic. 
3. SOLUTION OF THEPROBLEM 
Let.A(x I x0 , t) andfdx, Y I ~0 , t) be the product densities (see Ramakrishnan 
[2]) of degree one and two of individuals. fr(x 1 x0 , t) dx denotes the proba- 
bility that there exists an ‘individual’ of age between x and x + dx at time t 
due to a primary of age x0 at t = 0. Likewise fi(x, y 1 x0, t) dx dy is the 
probability that there exist two ‘individuals’ at time t one of age between 
x and x + dx and the other of age between y and y + dy. To obtain the 
equations satisfied by fi and fi we use the invariant imbedding technique of 
Bellman et al. [4]. To be specific, we imbed the process corresponding to the 
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interval (0, t) into a class of processes corresponding to the interval (A, t). By 
allowing rl take arbitrarily small values and making use of the homogeneous 
and branching nature of the process, we obtain, using simple probability 
arguments 
fdx i x0 y t) = [l -A( -p(xo)d]fi(x/x,~-d,t-Ll) 
+ +“I 4f 1(x I x0 > t) + fdx I 0, 41 + 44. (3.1) 
Proceeding to the limit as d + 0, we have 
afdx i ~0 ,O 8fdx I x0 9 t) 
at - ax, = -P(Xo)f1(X ; x0 , t) 
+ XXO)fl(X I 0, 4. (3.2) 
Thusf,(x I xo , t) satisfies (3.2) together with the initial condition: 
fdx I x0 7 0) = S(x - x0), (3.3) 
where S(X) is the Dirac delta function. 
In order to solve (3.2) under (3.3) we proceed along the characteristic 
curve # = x0 + t and obtain 
2f1(x ’ tt- ts t, + CL@ - t>fdx I $ - t, t) = A(# - t)f,(x IO, t), 
which is only an ordinary differential equation and its solution can be written 
formally as 
fdx I II, - 4 t) = exp i- ji ~(4 - t’) dt’) 
X [J: A(4 - t’) exp ii:’ ~(4 - t”) dt”) 
x f1(x I 0, t’) dt’ + F(#)]. 
Using the initial condition (3.3) we get 
fdx I x0 , t) = exp (- j: (*(x0 + t - t’> df) 
X 
[s 
t Go + t - t’)f,(x I 0, t’) 
0 
X exp (j”’ p(xo + t - t”) dt”) dt’ + S)x - x0 - t)]. (3.4) 
0 
46 SRINIVASAN AND RAO 
This is a Volterra’s integral equation of the third kind. But for some properly 
chosen h(x) and p(x) the analytical solution of (3.4) becomes difficult. Even 
if we choose p(x) to be proportional to x the integral equation is not easily 
susceptible to analytic solution even for a conveniently chosen A(x). However, 
in such cases one can resort to the numerical solution. If one has in mind a 
population which is subject to some ‘risks’ the probability of death is no 
more age dependent and one can safely take it to be a constant. With this 
restriction on p(x) (3.4) becomes completely solvable for some realistic h(x). 
As an example, we shall deal with a situation in cell division process. 
It is easy to see thatfa(x, y 1 x0 , t) satisfies 
%&,Y I x0 > t> _ Vdx,r I x0 9 t> 
at 8x0 + P(xo).fz(x~ Y I x0 > t> 
= Yxo)fdx,Y I O,t) + ~(xo)Lfi(x I 0, WdY I x0 3 t) 
+.ficr I 0, t)fJx I x0 5 a* (3.6) 
Proceeding, as earlier, along the characteristic curve # = x0 + t and ‘solving’ 
the resulting ordinary differential equation we obtain 
fdx, Y I x0 , 4 = [exp - j:Ax0 +t- t’) df] j:X(x, + t- t’) 
x exp [ j’ &o + t - t”) dt"] [f2(x,y 1 0, t') 
0 
+f& I x0 + t - t’, f)fl(Y I 0, t’) 
+h(Y I %I + t - t’, t’).f& I 0, t’)l dt’, (3.7) 
which, again, is a Volterra’s integral equation of the third kind. As in the case 
of (3.4) here also we envisage the same difficulty in choosing p(x) as age- 
dependent. Hence we take p(x) to be independent of x and obtain, in the 
next section, the solution of (3.7) f or some age dependent birth process. 
At this stage we wish to remark that the second-order product densities are 
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connected only with the first-order ones and thus there is no necessity for the 
introduction of auxiliary functions in contrast to Kendall’s approach (see 
p. 256 of his paper). 
4. SOLUTION OFTHEPROBLEMFORAGE-DEPENDENT BIRTH 
AND CONSTANT DEATH RATES 
We shall presently solve the integral equations (3.4) and (3.7) choosing 
X(x) = XCas where a is a constant and p(x) = ~1, aconstant. Such a choice of 
X(x) is motivated by the aging phenomenon in the cell division process of 
yeast cells [6]. 
While solving these equations it should be borne in mind that 
fib I x0 ) t) =Oift<x (4.1) 
and for definiteness if x < y < t 
fdx, Y I x0 > t) = 0 if t < y. (4.2) 
Now (3.4) becomes 
fdx I x0, 9 et = I 
‘1 (x0 + t - t’) e-a(so+t-t”fi(x j 0, t’) t+’ dt’ 
+ 6(x - x0 - t). (4.3) 
In order to solve this equation one can easily notice that fi(x / 0, t’) occur- 
ring inside the integral is justf,(x ( x0 , t) at x0 = 0. fi(x ( 0, t) can be obtained 
by putting x0 = 0 in (4.3) and solving the resulting integral equation: 
fi(x ) 0, t) = Jl (t - t’) e-Q’t-t’)-fi+t”f,(x ) 0, t’) dt’ + e--pi 8(x - t), 
Using (4.1) one can easily notice that 
fi(x j 0, t) = e-pt$(t - x), 
where C(u) satisfies 
(4.4) 
#J(U) = 1: (u - t’) e-a’u-6’)$(t’) dt’ + 6(u), 
which can be readily solved by the Laplace Transform technique. Thus 
4(u) = 6(u) + +ecau(eu - e-“) H(u), (4.5) 
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where H(U) is the Heaviside unit function. Now by using (4.4) the solution 
of (4.3) can be seen to be 
fi(X I x0 > t) ept = S(x - x0 - t) + !y! [e-(a-lwsyxo + 1) 
+ e-(a+l)(t-yXo - l)] H(t - x). (4.6) 
Choosing A(x) and p(x) as stated earlier in this section we see that (3.7) 
becomes 
= 
s 
1 (x0 + t - t’)f2(x, y ( 0, t’) ei‘t’-a(eo+t-t’) dt’ 
+ j” (x0 + t - t’)[f& I 0, t’)fi(Y I x0 + t - t’, t’) 
0 
+ f,(y 1 0, t’) fi(x 1 x0 + t - t’, t’)] e@‘-a(50+t-t’) dt’. (4.7) 
In order to solve this equation we only need to know fa(x, y ] 0, t) which 
precisely is f,(x, y 1 x0 , t) at x0 = 0. By putting x0 = 0 in (4.7) and using 
(4.4) and (4.6) it can be seen that 
fz(X, y ) 0, t) e@ = F(t -y,y - x) e--PY, 
where F(u, V) satisfies 
~(u, v> = [: (u - t’) e-a(+t’)F(t’, V) dt’ 
+ S(u) e-a(u+u)+@ 
[ 
(u + V) & 
e(l-r)v - 1 e-(l+pN - 
+ 2( 1 - p)2 - 2(1 + PI2 
1 
1 
+ $e- mu* [ ( e+Jv(l-a) 1 - 4 42 - PY 1 
_ e-kz+l)v 1 _ 
( 
4 
42 + 4” )I 
+ &U2e-2au e~l-a~v~ 
[ 
+ e-(o+l)v l + p - 
2+P I 
4-P + el2--p-2cZ)u 2(2 _ ~L)3 e(l-aj” 
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e-(za+ph 
- -@- @Cl-a)u + e-(a+l)v) 
44P + 2(2 + ~)3 e-w+2a+Ldu @zil’” 
fb-2ou l C( 
-- 
2 CL2 (E,“,3 1 
e(l-WW 
+ cf - (2 + p)3 
4 + P ) e-(a+l)u]. P-8) 
Solving this integral equation we find&(x, y 1 0, t) to be given by 
f2(x, y 1 0, t) ept = e--p” i-1,6(u) + uczau 
1 [ 
A2a2 a2 + 4aA, 
(a2 - 1)2 I 
+ u2e-2au [ 
a2 + 1 
2(&- If3 1 
(2 - p - u)” 
+ e(2--tr-2a)u4 (2 _ ~ _ 42 _ 1 
+ e-(p+za)uA5 (P + aI2 
(p + a>2 - 1 
+ &t2a+2h~s (2 + P + d2 
(2 + P + a>2 - 1 
+ e-2au [/17 & + 2aA2 
6a2 + 2 
(a2 - 1)2 + (a2 - 1)” A3 I 
e(l-ah4 
+ 2 [ 4+ 
A2 - _l_l 
(a + 1)2 + (Q 21)s + (a +:- 1) 
A5 
+(.+p+l)+(a+$+3)+ (a:Il) 1 
where 
u=t-y, v=y-x (4.10) 
A, = 
[ 
I &-P)v - 1 _ e--(l+P)u - 1 wp2 
p2 - 1 2(1 - PI2 w + d2 I e-(a-p)V 
&42=k[(l- 4 ) 
42 - 4” 
evu(l-a) - 1 - 
( 
4 ) e-(a+l)*] 
42 + PI2 
409/21/I-4 
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A, = [(LZL) evw-a) + (*) &+l)u] 
4 - p &-Q)tJ 
A4 = 2(2 - p)3 
A, = - 
e(l-a)u + e-(a+l)u 
w 
4$-P A, = 2(2 + ~cL)3 e-(o+l)v 
4 = [ $ - (;I$3 I 
4+/4 &a+l)u 
Y+(-$- (2+p)3 2. 
1 
Now the solution of (4.7) involves integrals of known functions. Thus we 
obtain 
= e-a(zo+u)-av u
I 1 
B, + 2 + ?I!$ _ 2 -B4- a 
CL 
+A+ 
CL+@ 
r+:+2 +$-&+Bg] 
+uee-au[-$(~-xo)] 
-ue-au[~(xo-~)+-$$-(xo-~)] 
-e-au[~(xo-f)+~(xo-~)+$(xo-~)] 
+ e(2-p-ah 
1 2 -:-a ('O + ' 2-p-a )] 
e-‘p+a’” 
-___ 
p+a [ ( 
B, x0 - u-.-i- 
p+a )I 
e-(r+a+2)u 
- 
p+a+2 [ ( 
B6 x0 - l 
p+a+2 
)] 
+ e”[&(xo + I)] - e-+‘[&(x, - l)] 
+ Wo + (q, - ;) $ + 9 (~0 - ;) 
- 
2-;-a (5b+ l 2-p-a )+*(-y&J 
+ B6 p+a+2 (X”-p+:+2) 
+$ko --1,) - B&o + 1) +B&o - 111 
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+ e-2c(x,+ub-ru 2 2 --- 
2 I [ u 3 - 2 _ tL ( x0 + (2 _ p) d-a’v 1 
( 
2 + e4a+m 1 - - 
2-l-P ( xo + (2 : P) )I 
+ 242 [.g+l-.,. + y&-p l + p -latl)v ] 
+ 
e(2-P)u - 1 1 3-p 
2-p N xo+2-p 2-p N - + X0) + (2 ! (&)Z I &O)V 
- l - e-(2+r)u ’ 
It 
1 
2+/J xo - 2+tL I( 3SP x0 - - 2-l-P 1 + (2 ; EL)2 1 e-(*+l)u 
_ 1 - e-fiu r-L (x0 - +) (e-(O+W + @-a)*) 
+ xo2(e(1-0)0 + e- (O+l)V) + .yo(e(l-a)v - e- m+1q, (4.11) 
where B, = A, and B, , B, ,..., B, are functions of v and are respectively 
given by the coefficients of 
ue-~aU-@i, U2e-2au-&w , ew--r2a)t4--pY , e-(,utzoh-pY , 
e-w2c+2h4-Jcu , e-212-pV I e&-abfiv and e-(a+lh-pv 
occurring on the right-hand side of Eq. (4.9). 
5. COMPARISON WITH KENDALL’S RESULTS 
When h(x) = h and p(x) = p where X and p are constants, (3.4) becomes 
flk I x0 > t) = e-tit 6(x - x0 - t) + h j: fi(x / 0, t’) e-r(t-t’) dt’, 
solving which we obtain 
fdx I x0 > t) z 6(x - x0 - t) e-Pt + )(e-@+A+*)H(t - x) (5.1) 
and (3.7) becomes 
I 
t 
f&,Y I x0 > t) ept = X f&x, y ( 0, t) eflt’ dt’ 
0 
+ h Jt Ifi(x I x0 + t - t’s t’)f& I 0, t’) 
0 
+ f,(y ) x0 + t - t’, t’)fJx IO, t’)] err*’ dt’. (5.2) 
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This can be solved by using the method adopted in the previous section and 
thus we get 
In obtaining (5.3) one need not substitute the value offs(x, y IO, t) in (5.2) 
and evaluate the integrals provided one observes the simplicity introduced 
in the process by making the birth rate a constant. In fact, fa(x, y ( x0 , 2) is 
the same as fs(x, y 1 0, t) provided the &term governing the primary is 
neglected as we are only interested in the secondaries. 
(5.1) and (5.3) are p recisely the results obtained by Kendall in this case. 
In a similar manner, higher order product densities can be obtained. 
In conclusion, we wish to remark that a differential equation for the char- 
acteristic functional governing the age distribution can be written. Since it 
is not possible to obtain the explicit solution for the characteristic functional 
in a closed form, we have preferred to write down the differential equations 
for the product densities directly. 
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