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Resumo
LEITE, Valter Ju´nior de Souza, Estudos sobre estabilidade robusta de sistemas lineares por meio de
func¸o˜es depenentes de paraˆmetros. Campinas, FEEC, UNICAMP, 2005. Tese (Doutorado). Em
Portugueˆs e Franceˆs.
Este trabalho trata da aplicac¸a˜o de funcionais de Lyapunov e Lyapunov-Krasovskii dependentes de pa-
raˆmetro a alguns problemas selecionados da a´rea de controle robusto, a saber: D-estabilidade robusta de
politopo de matrizes, D-estabilidade robusta de politopos de polinoˆmios matriciais, estabilidade robusta
de sistemas neutrais com atrasos variantes no tempo e controle robusto H∞ de sistemas discretos no
tempo com atraso nos estados. E´ utilizada a representac¸a˜o polito´pica para as incertezas dos sistemas
estudados. Sa˜o obtidas formulac¸o˜es convexas, na forma de desigualdades matriciais lineares, suficientes
para a soluc¸a˜o dos problemas selecionados. Essas condic¸o˜es podem ser resolvidas numericamente de ma-
neira eficiente por meio de algoritmos especializados baseados em pontos interiores. Os resultados obtidos
sa˜o menos conservadores que os encontrados na literatura, baseados em geral na estabilidade quadra´tica,
isto e´, as matrizes dos funcionais sa˜o fixas e independentes da incerteza.
Re´sume´
LEITE, Valter Ju´nior de Souza, Sur la stabilite´ robuste de syste`mes line´aires : une approche par des
fonctions de´pendantes de parame`tres. Campinas, FEEC, UNICAMP, 2005. The`se (Doctorat). En
Portuguais et en Franc¸ais.
Ce travail concerne l’application des fonctions de Lyapunov et Lyapunov-Krasovskii de´pendantes de pa-
rame`tre a` quelques proble`mes se´lectionne´s dans le contexte de la commande robuste, a` savoir : la D-
stabilite´ robuste de polytopes de matrices, la D-stabilite´ robuste de polytopes de polynoˆmes de matrices,
la stabilite´ robuste de syste`mes neutres avec des retards variables dans le temps et la commande robuste
H∞ de syste`mes a` temps discret et a` e´tats retarde´s. On utilise la repre´sentation polytopique pour les
incertitudes des syste`mes e´tudie´s. On obtient des formulations convexes, sous la forme d’ine´galite´s ma-
tricielles line´aires, suffisantes pour la solution des proble`mes se´lectionne´s. Ces conditions peuvent eˆtre
re´solues nume´riquement de manie`re efficace gra`ce a` l’utilisation d’algorithmes spe´cialise´s base´s sur la
me´thode des points inte´rieurs. Les re´sultats obtenus sont moins conservateurs que ceux trouve´s dans la
litte´rature, base´s, en ge´ne´ral, sur la stabilite´ quadratique, c’est-a`-dire, les matrices des fonctionnelles sont
fixes et inde´pendantes de l’incertitude.
Abstract
LEITE, Valter Ju´nior de Souza, On the robust stability of linear systems by means of parameter
dependent functions. Campinas, FEEC, UNICAMP, 2005. Thesis (Ph. D.). In Portuguese
and French.
This work deals with the application of parameter dependent Lyapunov and Lyapunov-Krasovskii func-
tionals to some selected problems of robust control: robust D-stability of polytopes of matrices, robust
D-stability of polytopes of polynomial matrices, robust stability of uncertain neutral systems with time-
varying delays and robust H∞ control of uncertain discrete time delay systems. The polytopic represen-
tation is used to describe the uncertainties. Convex formulations are obtained, in terms of linear matrix
inequalities, that are sufficient for the solution of the selected problems. Those conditions can be solved
in a efficient way through specialized interior point algorithms. The obtained results are less conservative
than those from the literature, in general based on quadratic stability, i.e., the matrices in the functionals
are fixed and do not depend on the uncertainty.
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Cap´ıtulo 1
Introduc¸a˜o
A estabilidade, ou seja, a propriedade que assegura a um sistema perturbado o retorno a seu estado
de equil´ıbrio em tempo finito apo´s cessada a perturbac¸a˜o, e´ fundamental para a operac¸a˜o segura e efi-
ciente de sistemas dinaˆmicos dentre os quais sa˜o destacados os sistemas industriais. A investigac¸a˜o da
estabilidade em sistemas reais encontra, nos estudos de realimentac¸a˜o de sinais feito por H. W. Bode,
um marco fundamental: em [Bod45], sa˜o investigadas as propriedades da realimentac¸a˜o de sinais em
circuitos amplificadores, por meio de modelos matema´ticos, analisando-se os efeitos da realimentac¸a˜o na
estabilidade da malha fechada e propondo-se me´todos para o projeto de compensadores. Bode utiliza da
ana´lise no domı´nio da frequ¨eˆncia e dos resultados de Nyquist [Nyq32] para estudar o comportamento de
circuitos ele´tricos, considerando que os paraˆmetros desses circuitos possam sofrer variac¸o˜es com o tempo,
temperatura etc. Fica marcada, desde enta˜o, a preocupac¸a˜o dos estudiosos da a´rea de controle com as
incertezas inerentes aos modelos matema´ticos — quase sempre obtidos a partir de leis f´ısicas ou por te´c-
nicas de identificac¸a˜o — utilizados para representar os processos reais. Geralmente, pode-se falar de uma
representac¸a˜o matema´tica dos sistemas dinaˆmicos na forma
x˙ = f(x(t), α(t), u(t)), (1.1)
em que x(t) ∈ Rn e´ o vetor de estados, α(t) representa as incertezas associadas ao modelo ou sistema, u(t)
e´ o sinal de controle e f(·) e´ a func¸a˜o — equac¸a˜o diferencial — que determina as trajeto´rias do sistema
ao longo do tempo, t. Na maioria das vezes, f(x(t), α(t), u(t)) e´ uma func¸a˜o na˜o-linear. No entanto, as
malhas de controle, sobretudo no meio industrial, sa˜o estabelecidas e sintonizadas com base em um modelo
linear, na maioria das vezes de primeira ou segunda ordem, podendo incluir ou na˜o atraso puro de tempo,
que fornece, na maioria das vezes, boa aproximac¸a˜o do comportamento do sistema real apenas em torno
de um ponto de operac¸a˜o. Esses modelos, embora simples, sa˜o capazes de capturar a dinaˆmica principal
da varia´vel a ser controlada e servem de ponto de partida para o ajuste (ou sintonia) de controladores.
No entanto, a consequ¨eˆncia dessa simplificac¸a˜o surge na forma de incertezas, pois na maioria das vezes os
paraˆmetros do modelo na˜o sa˜o precisamente conhecidos e podem, por exemplo, absorver parte do efeito
de dinaˆmicas de ordens mais elevadas que sa˜o negligenciadas. Ha´ que se registrar ainda o ponto de vista
econoˆmico, que impo˜e limites cada vez mais estritos para o comportamento dinaˆmico dos sistemas. Nesse
contexto, o funcionamento seguro de um sistema real passa pela garantia de estabilidade desse sistema.
Por isso, assegurar a estabilidade de um sistema em malha fechada, mesmo na presenc¸a de um conjunto
poss´ıvel de incertezas, tornou-se um importante campo de estudo da teoria de controle. Ale´m disso,
garantir certas caracter´ısticas de desempenho para o sistema sujeito a incertezas e em malha fechada tem
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implicac¸o˜es imediatas nos aspectos de seguranc¸a, qualidade do produto e economia do processo. Nesse
sentido, uma especificac¸a˜o bastante comum e´ a da localizac¸a˜o dos po´los de malha fechada do sistema
incerto em determinadas regio˜es do plano complexo. Assim, me´todos de ana´lise que assegurem, ale´m
da estabilidade, uma localizac¸a˜o regional para os po´los de malha fechada de sistemas incertos ocupam
um lugar de destaque dentro da teoria de controle. Esse tipo de estudo, denominado D-estabilidade, tem
encontrado grande desenvolvimento nos u´ltimos anos (veja-se, por exemplo, [Bac98], [CG96] e [PABB00]).
1.1 Estudo da estabilidade robusta de sistemas incertos
Com o intuito de prover testes para o estudo da estabilidade de sistemas com incertezas, isto e´,
para a ana´lise de estabilidade robusta, diversas abordagens podem ser encontradas na literatura. Dentre
outras, vale destacar a ana´lise-µ [ZDG96], metodologias baseadas em polinoˆmios de Kharitonov [BCK95],
me´todos no domı´nio da frequ¨eˆncia [NT73] e os me´todos baseados em func¸o˜es de Lyapunov. Esses u´ltimos
constituem uma das abordagens mais difundidas nos u´ltimos anos para a ana´lise de estabilidade robusta
e, tambe´m, para a s´ıntese de controladores robustos. A representac¸a˜o de sistemas incertos, no espac¸o de
estados, dada por
x˙(t) = A(α(t))x(t), (1.2)
em que A(α(t)) ∈ Rn×n e´ uma matriz incerta pertencente a um politopo convexo com ve´rtices conhecidos,
tem sido largamente abordada por meio de me´todos baseados em func¸o˜es de Lyapunov. Neste caso, a
estabilidade do sistema e´ sempre estudada em relac¸a˜o a` origem do espac¸o de estados.
1.2 Ferramentas matema´ticas utilizadas
1.2.1 Segundo me´todo de Lyapunov
O amplo uso do “segundo me´todo” ou “me´todo direto” de Lyapunov para tratar a estabilidade do
sistema descrito por (1.2) deve-se a` generalidade das condic¸o˜es estabelecidas por Lyapunov para verificar
a estabilidade assinto´tica global de um sistema sujeito a incertezas descritas por um paraˆmetro α(t). Esse
resultado e´ apresentado no teorema seguinte.
Teorema 1.1 (Lyapunov, [BS70]) O sistema incerto sujeito a incertezas (1.2) e´ globalmente assin-
toticamente esta´vel em torno da origem (ponto de equil´ıbrio do sistema) se existir uma func¸a˜o a valores
reais V (x(t), α(t)) tal que:
1. V (0, α(t)) = 0, ∀t ≥ 0;
2. V (x(t), α(t))→∞ quando ‖x(t)‖ → ∞;
3. V (x(t), α(t)) > 0, ∀x(t) 6= 0, ∀t ≥ 0;
4. V˙ (x(t), α(t)) < 0, ∀x(t) 6= 0, ∀t ≥ 0;
em que V˙ (·) e´ a derivada temporal de V (·) ao longo das trajeto´rias do sistema, equac¸a˜o (1.2).
1.2. Ferramentas matema´ticas utilizadas 3
Uma func¸a˜o V (x(t), α(t)) que satisfac¸a as condic¸o˜es do Teorema 1.1 e´ chamada“func¸a˜o de Lyapunov”.
Uma observac¸a˜o importante e´ que, no caso dos sistemas lineares invariantes no tempo, a existeˆncia de uma
func¸a˜o de Lyapunov quadra´tica em x e dependente do paraˆmetro incerto α e´ uma condic¸a˜o necessa´ria e
suficiente para assegurar a estabilidade robusta assinto´tica.
1.2.2 Estabilidade quadra´tica
O problema da ana´lise de estabilidade utilizando o segundo me´todo de Lyapunov esta´, exatamente,
na determinac¸a˜o de uma func¸a˜o de Lyapunov. Assim, grande parte das pesquisas realizadas nas u´ltimas
de´cadas procura verificar a existeˆncia de uma func¸a˜o de Lyapunov do tipo
V (x(t), α(t)) = x(t)′P (α(t))x(t), (1.3)
em que P (α(t)) e´ uma matriz definida positiva para todos os valores poss´ıveis de α(t). Uma escolha
poss´ıvel — e bastante comum — para P (α(t)) e´
P (α(t)) = P (α(t))′ ∈ Rn×n : P (α(t)) = P > 0, (1.4)
em que P possui valor fixo (independe dos valores assumidos por α(t)). Quando um sistema admite uma
func¸a˜o de Lyapunov dada por (1.3)-(1.4), enta˜o diz-se que esse sistema e´ quadraticamente esta´vel. Esse
conceito de estabilidade quadra´tica (EQ) [Bar85], isto e´, a existeˆncia de uma mesma func¸a˜o de Lyapunov,
independente dos paraˆmetros incertos, assegurando a estabilidade do sistema para todo o domı´nio de
incertezas, constitui provavelmente o resultado mais importante da de´cada de 1980 no contexto de controle
robusto.
A partir da estabilidade quadra´tica, va´rios resultados para ana´lise, controle e filtragem robusta, com
crite´rios de desempenho tais como as normas H2 e H∞, foram desenvolvidos (veja-se, por exemplo,
[BEFB94] e refereˆncias internas). Essas condic¸o˜es, quase sempre formuladas em termos de desigualdades
matriciais lineares (em ingleˆs, LMIs — Linear Matrix Inequalities), tornaram-se de fa´cil soluc¸a˜o nume´rica
com o aparecimento de pacotes computacionais especializados [GNLC95], [Stu99]. Alguns trabalhos teˆm
abordado o problema por meio de func¸o˜es de Lyapunov quadra´ticas por partes (por exemplo [XSF97],
[RJ00], [LP04]), mas a soluc¸a˜o nume´rica geralmente requer elevado esforc¸o computacional.
1.2.3 Funcionais dependentes de paraˆmetro
Embora a abordagem baseada na estabilidade quadra´tica seja especialmente adequada a` ana´lise de
sistemas incertos com paraˆmetros variantes no tempo, sem restric¸a˜o do valor da taxa de variac¸a˜o, os
resultados obtidos por essa via podem ser bastante conservadores, especialmente quando sabe-se tratar
de um sistema invariante no tempo. Recentemente, va´rias extenso˜es teˆm aparecido na literatura para
a ana´lise e s´ıntese de controladores para sistemas lineares incertos. Com o intuito de obter condic¸o˜es
de ana´lise cada vez menos conservadoras, func¸o˜es de Lyapunov dependentes de paraˆmetros teˆm sido
frequ¨entemente utilizadas [FAG96], [GAC96], [MK00], [Tro99]. No entanto, na maioria das condic¸o˜es
propostas, alguma restric¸a˜o estrutural precisa ser verificada. Ha´ ainda casos nos quais o procedimento
nume´rico para o teste de estabilidade depende de paraˆmetros de escalonamento ou de discretizac¸a˜o do
espac¸o parame´trico em uma malha suficientemente fina.
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Assim, o objetivo deste trabalho e´ investigar condic¸o˜es convexas e de dimenso˜es finitas capazes de
fornecer func¸o˜es de Lyapunov dependentes de paraˆmetros para sistemas lineares incertos e invariantes no
tempo. Para isso, as incertezas que afetam o sistema sa˜o supostas na forma polito´pica, com N ve´rtices
conhecidos, pore´m com paraˆmetro incerto invariante no tempo, isto e´, α(t) = α ∈ RN : ∑Nj=1 αj = 1,
αj ≥ 0, j = 1, . . . , N .
Mostra-se que as condic¸o˜es aqui obtidas, para diferentes problemas estudados, fornecem resultados
significativamente menos conservadores que aqueles utilizando a EQ como base.
1.2.4 Aproximac¸a˜o de LMIs por polinoˆmios
Para o desenvolvimento deste trabalho, duas te´cnicas sa˜o bastante empregadas. A primeira delas,
utilizada principalmente nos cap´ıtulos 2 e 3, e´ baseada nos resultados apresentados em [RP01a] e [RP02]
cuja ide´ia principal esta´ na soluc¸a˜o de uma LMI parametrizada em α
M(r, α) < 0, (1.5)
com r sendo a varia´vel de otimizac¸a˜o, por meio de um segundo problema de otimizac¸a˜o, suficiente para a
soluc¸a˜o do problema original, dado por
M(r, α) <
N∑
j=1
α2jM(r)j −
2
N − 1
N−1∑
j=1
N∑
k=j+1
αjαkM(r)jk ≤ 0 (1.6)
ou
M(r, α) <
N∑
j=1
α3j M(r)j +
N∑
j=1
N∑
k=1;k 6=j
α2jαk M(r)jk +
N−2∑
j=1
N−1∑
k=j+1
N∑
ℓ=k+1
αjαkαℓ M(r)jkℓ ≤ 0, (1.7)
em que M(r) e´ uma func¸a˜o independente do vetor de incertezas α. No caso geral, M(r, α) pode ser
expressa como uma func¸a˜o matricial polinomial em α de grau qualquer. No entanto, a investigac¸a˜o
realizada neste trabalho se ate´m ao caso em que M(r, α) pode ser escrita como um polinoˆmio em α de
grau dois ou treˆs. Assim, usando relaxac¸o˜es LMI sobre a restric¸a˜o M(r, α) < 0, sa˜o obtidas condic¸o˜es
convexas e de dimenso˜es finitas suficientes para garantir (1.5). Dentre os trabalhos relacionados com
esta abordagem, merecem destaque aqueles que utilizam a soma de quadrados (em ingleˆs, SOS – Sum Of
Squares) e os que abordam o problema por meio do estudo da positividade de polinoˆmios. Para detalhes,
veja-se [Par00], [Las01] e [HL03].
1.2.5 Lema de Finsler
Outra te´cnica bastante utilizada neste trabalho e´ o Lema de Finsler, empregada para separar produtos
entre as matrizes do sistema e as do funcional de Lyapunov. Ale´m disso, o uso desse lema permite a intro-
duc¸a˜o de novas varia´veis matriciais de otimizac¸a˜o que sa˜o exploradas para a reduc¸a˜o do conservadorismo
das condic¸o˜es estudadas. Aqui, esse lema e´ apresentado para o caso dependente de paraˆmetro.
Lema 1.1 Sejam x ∈ Rn, Q(α) ∈ Rn×n, sime´trica, e B(α) ∈ Rm×n, α : ∑Nj=1 αj = 1, αj ≥ 0, j =
1, . . . , N , tal que o posto(B(α)) < n. As seguintes assertivas sa˜o equivalentes:
i) x′Q(α)x < 0, ∀x : B(α)x = 0, x 6= 0
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ii) B⊥(α)′Q(α)B⊥(α) < 0, em que B⊥(α) denota uma base para o espac¸o nulo de B(α)
iii) ∃ µ(α) ∈ R+ : Q(α)− µ(α)B(α)′B(α) < 0
iv) ∃ X (α) ∈ Rn×m : Q(α) + X (α)B(α) + B(α)′X (α)′ < 0
Prova: A prova desse lema e´ baseada na demonstrac¸a˜o apresentada em [dOS01], para o caso exato.
Verifica-se i)⇔ii), pois todo x tal que B(α)x = 0 pode ser escrito como x = B⊥(α)y e, consequ¨entemente,
i) ⇒ y′B⊥(α)′Q(α)B⊥(α)y < 0, para todo y 6= 0 ⇒ B⊥(α)′Q(α)B⊥(α) < 0. Por outro lado, assumindo
que ii) e´ verificada, multiplique-se o lado esquerdo dessa condic¸a˜o a` direita por y 6= 0 e a` esquerda por y′
para obter i).
Multiplique-se o lado esquerdo de iii) ou iv) a` direita por B⊥(α) e a` esquerda por B⊥(α)′ para obter
ii). Assumindo que ii) e´ verificada, a condic¸a˜o iii) pode ser recuperada como segue: fatore-se B(α) em
um produto de matrizes de posto completo, B(α) = Bℓ(α)Br(α), defina-seW(α) = Br(α)′(Br(α)Br(α)′)−1
(Bℓ(α)′Bℓ(α))0.5 e aplique-se a transformac¸a˜o de congrueˆncia[ W(α)′
B⊥(α)′
]
(Q(α)− µ(α)B(α)′B(α)) [ W(α) B⊥(α) ]
=
[ W(α)′Q(α)W(α)− µ(α)I W(α)′Q(α)B⊥(α)
⋆ B⊥(α)′Q(α)B⊥(α)
]
< 0, (1.8)
em que ⋆ denota o bloco sime´trico em relac¸a˜o a` diagonal principal. Como o bloco (2, 2) de (1.8) e´ definido
negativo (por hipo´tese), conclui-se que existe µ(α) ∈ R+ suficientemente grande tal que a condic¸a˜o acima
seja verificada. Resta mostrar que iii)⇒iv). Para isso, basta escolher X (α) = −µ(α)B(α)′/2.
Portanto, essas duas te´cnicas (aproximac¸a˜o por polinoˆmios e Lema de Finsler) sa˜o utilizadas para
investigar o uso de funcionais de Lyapunov dependente de paraˆmetros em sistemas incertos. A aplicac¸a˜o
dessas ide´ias e´ apresentada em duas partes. Na primeira, e´ investigada a D-estabilidade robusta de sis-
temas lineares. E´, portanto, estudada a D-estabilidade robusta tanto de matrizes incertas (verificac¸a˜o da
pertineˆncia dos autovalores de um politopo de matrizes a uma regia˜o D do plano complexo) quanto de
polinoˆmios matriciais incertos (verificac¸a˜o da pertineˆncia dos zeros de um politopo de polinoˆmios matri-
ciais a uma regia˜o D do plano complexo). Na segunda parte deste trabalho e´ investigada a aplicac¸a˜o de
funcionais de Lyapunov-Krasovskii dependentes de paraˆmetro em sistemas lineares incertos com atrasos
nos estados. Embora na˜o apresentado neste trabalho, os resultados obtidos nessa parte podem ser esten-
didos seguindo as ide´ias de [LP03a], [RP01a], [RP02] para a ana´lise robusta, ide´ias que sa˜o exploradas na
Parte I. Em particular, para os sistemas discretos no tempo, condic¸o˜es para o coˆmputo do custo garantido
H∞, bem como para a s´ıntese de ganhos robustos para realimentac¸a˜o de estados que asseguram um custo
garantido H∞ para o sistema em malha fechada, sa˜o apresentadas na Parte II.
Assim, sa˜o investigados quatro problemas relevantes em teoria de controle, visando a aplicac¸a˜o de
func¸o˜es de Lyapunov (ou Lyapunov-Krasovskii) dependentes de paraˆmetros para a reduc¸a˜o do conser-
vadorismo de condic¸o˜es LMI baseadas na estabilidade quadra´tica. Esses problemas sa˜o rapidamente
apresentados na sequ¨eˆncia.
1.3 Problemas estudados e estrutura da tese
Na primeira parte deste trabalho, sa˜o apresentadas condic¸o˜es convexas de dimensa˜o finita para a
ana´lise de D-estabilidade de dois problemas fundamentais da teoria de controle. No Cap´ıtulo 2, e´ investi-
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gado o uso de func¸o˜es de Lyapunov dependentes de paraˆmetro para analisar a D-estabilidade de sistemas
lineares incertos descritos por
δ[x(t)] = A(α)x(t),
em que δ[·] denota a derivada em relac¸a˜o ao tempo para os sistemas cont´ınuos no tempo e o operador avanc¸o
para os sistemas discretos no tempo e A(α) e´ uma matriz incerta invariante no tempo com α ∈ RN , αj ≥ 0,
j = 1, . . . , N ,
∑N
j=1 αj = 1. Este problema tem sido amplamente estudado nos u´ltimos anos, sobretudo por
meio de ferramentas baseadas em LMIs, conforme pode ser atestado pelos trabalhos [GAC96], [PABB00],
[dOBG99], [RP01a], [RP02], [LP03a]. Nesse contexto, uma discussa˜o sobre as condic¸o˜es de existeˆncia
de soluc¸o˜es polinomiais para LMIs dependentes de paraˆmetro pode ser encontrada em [Bli04b]. Em
[CGTV03] sa˜o apresentadas condic¸o˜es LMI para a existeˆncia func¸o˜es de Lyapunov quadra´ticas no estado
e polinomiais homogeˆneas nos paraˆmetros incertos baseadas em representac¸o˜es matriciais de quadrados
completos. Uma famı´lia de condic¸o˜es LMI cada vez mais precisas para a estabilidade de sistemas incertos
descritos na representac¸a˜o afim e´ dada em [Bli04a]. As condic¸o˜es tornam-se necessa´rias para um nu´mero
suficientemente grande de LMIs, que esta˜o associadas a` existeˆncia de uma func¸a˜o de Lyapunov polinomial
nos paraˆmetros. O procedimento pode ser usado de maneira recursiva para tratar sistemas polito´picos.
O outro problema investigado nessa primeira parte do trabalho trata da D-estabilidade de matrizes
polinomiais, isto e´, no caso em que A(α) e´ uma matriz cujas entradas sa˜o polinoˆmios (incertos), tratado
no Cap´ıtulo 3. As matrizes polinomiais constituem um ferramental importante para o estudo de sistemas
de controle, pois a dinaˆmica de muitos sistemas pode ser descrita de maneira mais natural por meio de
representac¸o˜es lineares fracionais ou por matrizes cujos coeficientes sa˜o polinoˆmios [KV93]. Nesse con-
texto, va´rias abordagens para a ana´lise de estabilidade robusta e para o controle de sistemas se baseiam
em matrizes polinomiais, como, por exemplo, as chamadas abordagem polinomial [Kucˇ79] e abordagem
comportamental [Wil91]. No caso da descric¸a˜o de um sistema por matrizes fracionais, a matriz polinomial
correspondente ao denominador fornece informac¸o˜es sobre a dinaˆmica e a estabilidade do sistema [Kai80],
e o posicionamento dos zeros da matriz polinomial correspondente ao numerador esta´ associado a`s es-
pecificac¸o˜es de desempenho do sistema [Ack93]. Uma boa discussa˜o sobre a importaˆncia de matrizes
polinomiais, a ana´lise da estabilidade robusta de polinoˆmios e a evoluc¸a˜o dos me´todos nume´ricos para a
verificac¸a˜o das condic¸o˜es de estabilidade pode ser encontrada em [HAPSˇ01] e [HBSˇ01]. Para um estudo
mais aprofundado sobre a natureza e propriedades gerais das matrizes polinomiais, recomenda-se [GLR82].
Note-se que, na presenc¸a de paraˆmetros incertos, a ana´lise da estabilidade robusta de sistemas dinaˆmicos
passa pela verificac¸a˜o da estabilidade de matrizes polinomiais incertas, e uma das formas mais gerais de
representac¸a˜o de incertezas parame´tricas e´ a polito´pica [Bar94]. Portanto, no Cap´ıtulo 3, sa˜o apresentadas
condic¸o˜es convexas de dimensa˜o finita suficientes para a ana´lise de D-estabilidade de politopos de matrizes
polinomiais. Os resultados apresentados conteˆm e estendem aqueles de [dOP02], [HBSˇ01] e [HAPSˇ01].
Na Parte II, sa˜o estudados sistemas lineares incertos com atraso nos estados, que ocorrem frequ¨en-
temente em muitos sistemas dinaˆmicos e que podem afetar a estabilidade dos mesmos (veja-se [DV97],
[Mah00], [Hal77], [KR99], [MZJ87], [Nic01] e refereˆncias internas). O uso de funcionais de Lyapunov-
Krasovskii e´, sem du´vida, uma das principais abordagens utilizadas para a ana´lise de estabilidade desse
tipo de sistema [KNR99], [Sko90], e tem havido um esforc¸o significativo para a caracterizac¸a˜o da estabi-
lidade robusta por meio de LMIs. Em [ZKT01], e´ mostrado como algumas condic¸o˜es obtidas por meio
de funcionais de Lyapunov-Krasovskii podem ser verificadas como casos particulares de uma abordagem
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frequ¨encial baseada em te´cnicas de ana´lise-µ. No entanto, os resultados apresentados sa˜o restritos ao caso
exato.
Para a classe de sistemas lineares com atraso nos estados, existem dois tipos de condic¸o˜es para a
ana´lise de estabilidade: as que sa˜o dependentes do atraso e as que sa˜o independentes do atraso. No
primeiro caso, as condic¸o˜es visam garantir a estabilidade de um sistema com atraso nos estados para
todos os valores do atraso τ ∈ [0, τ¯ ], sendo que τ¯ denota o ma´ximo valor assumido por τ . As condic¸o˜es
independentes do atraso sa˜o capazes de garantir (quando satisfeitas) a estabilidade de sistemas com atraso
para qualquer valor (positivo) de τ . Como, na maioria das vezes, as condic¸o˜es dependentes do atraso sa˜o
apenas suficientes, nem sempre e´ poss´ıvel caracterizar adequadamente a estabilidade de um sistema com
atrasos nos estados. Neste trabalho sa˜o desenvolvidas condic¸o˜es do tipo independente do atraso para
sistemas incertos.
No Cap´ıtulo 4, uma classe mais ampla de sistemas lineares com atraso e´ estudada: os sistemas neutrais.
Esse tipo de sistema possui uma equac¸a˜o dinaˆmica dependente do estado atual, do estado atrasado e da
derivada do estado atrasado, sendo modelado por equac¸o˜es diferenciais hiperbo´licas [Hal77] do tipo
∂
∂t
∆(xτ ) = A(α)x(t) +Ah(α)x(t− h(t)) (1.9)
∆(xτ ) , x(t)− E(α)x(t− τ(t)) (1.10)
Note-se que este tipo de sistema conte´m a classe (mais conhecida) dos sistemas cont´ınuos no tempo com
atraso nos estados, cuja dinaˆmica depende apenas do estado atual e do estado atrasado, isto e´, supondo
E(α) = 0 ∀α em (1.9). Nesse cap´ıtulo, sa˜o apresentadas condic¸o˜es suficientes, baseadas em funcionais
de Lyapunov-Krasovskii dependentes de paraˆmetro, que sa˜o menos conservadoras que outras dispon´ıveis
na literatura, considerando-se aqui a situac¸a˜o mais abrangente de atrasos variantes no tempo. E´ ainda
mostrado como condic¸o˜es mais simples para a ana´lise de estabilidade robusta podem ser obtidas por meio
de transformac¸o˜es de congrueˆncia aplicadas a`s condic¸o˜es mais gerais, quando uma ou mais matrizes da
equac¸a˜o dinaˆmica (1.9) sa˜o nulas.
Por u´ltimo, no Cap´ıtulo 5, sistemas discretos no tempo com atraso nos estados sa˜o estudados, tambe´m
por meio de condic¸o˜es independentes do atraso. Note-se que, embora exista uma vasta literatura a respeito
de sistemas cont´ınuos no tempo com atraso nos estados, o mesmo na˜o ocorre com o caso discreto no tempo.
De fato, para atrasos conhecidos e fixos no tempo, e´ sempre poss´ıvel incluir estados atrasados em um vetor
de estados e aplicar te´cnicas-padra˜o (de ana´lise) ao sistema aumentado [A˚W84]. Entretanto, dentre outras
dificuldades, tais como o aumento da complexidade e a necessidade de imposic¸a˜o de restric¸o˜es estruturais
ao ganho de realimentac¸a˜o de estados para obter um ganho de realimentac¸a˜o de estados para o estado
original, essa estrate´gia na˜o e´ aplica´vel para o caso de atrasos desconhecidos ou na˜o limitados, pois, nesse
caso, seria necessa´rio o teste de um nu´mero infinito de sistemas aumentados. Ale´m disso, a representac¸a˜o
por estados aumentados pode ser bastante complexa para o projeto de uma lei de controle para o sistema
original, que considere uma realimentac¸a˜o dos estados atrasados. Observe-se ainda que as condic¸o˜es para
estabilizac¸a˜o de sistemas discretos no tempo por meio de condic¸o˜es do tipo dependente do atraso podem
ser, quase sempre, bastante conservadoras, especialmente quando o sistema e´ estabiliza´vel para qualquer
valor do atraso. Nesse sentido, os resultados do Cap´ıtulo 5 proporcionam condic¸o˜es independentes do
atraso mais precisas (portanto, menos conservadoras) para investigar a estabilidade robusta desta classe
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de sistemas, bem como para tratar os problemas de coˆmputo de custo garantido H∞ e estabilizac¸a˜o
robusta H∞.
No Cap´ıtulo 6, sa˜o apresentados os comenta´rios finais sobre o uso de func¸o˜es de Lyapunov-Krasovskii
dependente de paraˆmetro nos problemas estudados e alguns temas selecionados como perspectivas para
continuac¸a˜o da pesquisa. E´ ainda apresentada uma lista de outros trabalhos desenvolvidos, relacionados
de maneira indireta com os assuntos tratados aqui.
1.4 Comenta´rios gerais
Neste trabalho, e´ tratada a estabilidade assinto´tica, sempre considerando a origem como ponto de
equil´ıbrio. Frequ¨entemente, este conceito de estabilidade e´ referido de forma simplificada como “estabi-
lidade”. Assim, quando e´ indicado que um sistema e´ esta´vel, deve-se entender que seu vetor de estados
converge assintoticamente para a origem do espac¸o de estados, para toda condic¸a˜o inicial diferente de
zero, quando o tempo tende a infinito.
Supo˜e-se que todos os sistemas incertos investigados neste trabalho possuem matrizes incertas que
pertencem a politopos convexos com nu´mero de ve´rtices finitos e conhecidos.
Os resultados dos exemplos nume´ricos apresentados neste trabalho foram obtidos a partir da progra-
mac¸a˜o das condic¸o˜es LMI estudadas em Matlab, utilizando o LMI Control Toolbox [GNLC95]. Neste caso,
por utilizar um algoritmo de pontos interiores para a soluc¸a˜o das LMIs, a complexidade dos problemas de
otimizac¸a˜o propostos e´ da ordem de O(K3L), em que K e´ o nu´mero de varia´veis escalares de otimizac¸a˜o
e L e´ o nu´mero de linhas nas LMIs. Outros algoritmos de otimizac¸a˜o podem apresentar uma complexi-
dade diferente. Por exemplo, utilizando o programa SeDuMi para resolver um problema de programac¸a˜o
semidefinida, a complexidade e´ da ordem de O(K2L5/2 + L7/2). Para detalhes, veja-se [Stu99].
Parte I
D-estabilidade robusta
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Nesta primeira parte do trabalho, sa˜o apresentados resultados menos conservadores
do que os encontrados na literatura para a ana´lise de D-estabilidade robusta de sis-
temas lineares incertos e de polinoˆmios matriciais incertos, em relac¸a˜o a uma regia˜o
(convexa) do plano complexo. Isto e´, a investigac¸a˜o da pertineˆncia de todos os au-
tovalores de sistemas lineares incertos ou dos zeros de polinoˆmios matriciais incertos
a uma regia˜o pre´-determinada — no caso assumida convexa — do plano complexo.
Embora esse problema seja reconhecidamente de dif´ıcil soluc¸a˜o, os resultados obti-
dos sa˜o apresentados em formulac¸o˜es convexas (LMIs), baseadas em testes simples
de factibilidade. Esses testes podem ser resolvidos numericamente de maneira efici-
ente por meio de algoritmos especializados de pontos interiores. Nos cap´ıtulos que
seguem, sa˜o apresentados exemplos ilustrativos da eficieˆncia e abrangeˆncia das con-
dic¸o˜es estudadas. Sa˜o, inicialmente, propostas condic¸o˜es convexas para a soluc¸a˜o
do problema de ana´lise de D-estabilidade robusta, pore´m de dimensa˜o infinita no
paraˆmetro de incerteza. Propo˜em-se enta˜o condic¸o˜es convexas suficientes para asse-
gurar a factibilidade das condic¸o˜es de dimensa˜o infinita no paraˆmero de incerteza.
Essas novas condic¸o˜es, formuladas em um nu´mero finito de LMIs, sa˜o numericamente
via´veis e de fa´cil implementac¸a˜o.
Cap´ıtulo 2
D-estabilidade robusta de sistemas
lineares
Neste cap´ıtulo, o problema de ana´lise de D-estabilidade robusta para a classe dos
sistemas lineares incertos e invariantes no tempo e´ estudado. Por D-estabilidade,
entende-se a pertineˆncia de todos os autovalores do sistema incerto a uma regia˜o
D do plano complexo. As incertezas sa˜o consideradas com representac¸a˜o na forma
polito´pica, com ve´rtices conhecidos. Sa˜o apresentadas condic¸o˜es convexas (LMIs)
suficientes para a verificac¸a˜o da D-estabilidade robusta dessa classe de sistemas in-
certos. As condic¸o˜es apresentadas, baseadas em func¸o˜es de Lyapunov dependentes
de paraˆmetro, possuem uma formulac¸a˜o convexa nas varia´veis de otimizac¸a˜o, sendo,
no entanto, de dimensa˜o infinita no paraˆmetro de incerteza. Dessas condic¸o˜es, sa˜o
obtidas outras, de dimensa˜o finita no paraˆmetro de incerteza, tambe´m convexas em
relac¸a˜o a`s varia´veis de otimizac¸a˜o. Neste caso, o nu´mero de LMIs e´ maior que o nu´-
mero de ve´rtices que definem o politopo, pore´m as condic¸o˜es podem ser resolvidas em
tempo polinomial por algoritimos especializados de pontos interiores. E´ mostrado que
essas condic¸o˜es levam a resultados bem menos conservadores do que aqueles obtidos,
por exemplo, por meio da estabilidade quadra´tica, isto e´, com func¸a˜o de Lyapunov
fixa e independente da incerteza associada ao sistema. Uma comparac¸a˜o nume´rica
entre va´rias condic¸o˜es existentes na literatura e´ apresentada tanto para o caso de
sistemas cont´ınuos no tempo quanto para sistemas discretos no tempo. Ao final
deste cap´ıtulo, va´rios exemplos ilustrativos da eficieˆncia das condic¸o˜es propostas sa˜o
apresentados. Os resultados apresentados neste cap´ıtulo podem ser parcialmente en-
contrados em [LP03a], [LP03b], [LMd+04], [LMRP02], [dOOL+02a] e [dOOL+02b].
2.1 Introduc¸a˜o
Embora va´rias abordagens para o estudo de estabilidade de sistemas incertos estejam dispon´ıveis na
literatura, neste cap´ıtulo sa˜o considerados os me´todos baseados em formulac¸o˜es do tipo LMI e incertezas
pertencentes a domı´nios polito´picos, com foco em sistemas lineares invariantes no tempo. De particular
interesse e´ o estudo de estabilidade robusta de sistemas lineares incertos cont´ınuos e discretos no tempo.
Nesse contexto, va´rias condic¸o˜es baseadas em func¸o˜es de Lyapunov dependentes de paraˆmetro mere-
cem destaque. Dentre elas, considere-se aquela proposta em [GdOH98], que trata da estabilidade robusta
de sistemas lineares cont´ınuos e invariantes no tempo. Nesse trabalho, condic¸o˜es suficientes para a esta-
bilidade estrutural de uma classe de sistemas cont´ınuos no tempo foram propostas em termos de LMIs,
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sendo estabelecidas as conexo˜es desse resultado com a positividade real e a passividade em sistemas line-
ares. A ide´ia principal contida nessa abordagem esta´ no aumento da ordem das LMIs e na inclusa˜o de
novas varia´veis matriciais, de maneira a obter, com esses graus de liberdade adicionais, resultados menos
conservadores do que os conseguidos com a estabilidade quadra´tica. Uma propriedade fundamental das
condic¸o˜es e´ a separac¸a˜o do produto da matriz dinaˆmica do sistema e da matriz de Lyapunov. Nesse caso,
a estabilidade robusta e´ garantida por uma func¸a˜o de Lyapunov dependente de paraˆmetro, constru´ıda a
partir de matrizes de Lyapunov que sa˜o soluc¸o˜es fact´ıveis para um conjunto de LMIs descritas nos ve´rti-
ces do domı´nio de incertezas (formulac¸a˜o das incertezas em um domı´nio polito´pico). Apesar de fornecer
resultados melhores do que os obtidos com a estabilidade quadra´tica, essas condic¸o˜es (chamadas aqui de
estabilidade robusta estendida – EE) ainda sa˜o conservadoras quando comparadas com o real domı´nio de
estabilidade, provavelmente pelo fato de exigirem que uma ou mais varia´veis satisfac¸am conjuntamente
todas as LMIs. Condic¸o˜es menos conservadoras (notadamente para casos de maiores dimenso˜es) foram
apresentadas em [RP01b] e [RP02], baseadas na construc¸a˜o apropriada de um nu´mero maior de LMIs
descritas em func¸a˜o dos ve´rtices do politopo de incertezas, denominadas neste trabalho de estabilidade
robusta (ER1 para o caso discreto no tempo e ER2 para o caso cont´ınuo no tempo).
Em relac¸a˜o a sistemas discretos no tempo, os testes de estabilidade evolu´ıram de maneira bastante
similar. Dentre os testes baseados em func¸o˜es de Lyapunov dependentes de paraˆmetro destacam-se as
abordagens LMI apresentadas em [dOBG99], [dOGH99] (aumento da ordem das LMIs e inclusa˜o de novas
varia´veis) e, mais recentemente, em [RP01a] (aumento do nu´mero de LMIs).
Uma linha mais ampla de investigac¸a˜o de estabilidade passa pelo estudo de regio˜es mais gerais de
estabilidade. Nesse contexto, as regio˜es de estabilidade para sistemas cont´ınuos no tempo (semi-plano
complexo esquerdo aberto), bem como para sistemas discretos no tempo (disco unita´rio aberto centrado
na origem do plano complexo), podem ser vistas como casos particulares, falando-se em D-estabilidade
(robusta), isto e´, a pertineˆncia de todos os autovalores do sistema incerto a uma regia˜o D do plano
complexo. Uma vantagem imediata e´ que o teste de estabilidade robusta fica, de certo modo, estendido
a uma regia˜o de “desempenho garantido” em termos de alocac¸a˜o regional de po´los. E´ importante citar
o trabalho de [GJ81] no contexto da ana´lise de D-estabilidade. Em [CG96] e´ proposto o projeto de
controladores que minimizam a norma H∞ com alocac¸a˜o regional de po´los, para o qual sa˜o consideradas
as regio˜es de primeira ordem (veja [Bac98] para detalhes). Pore´m, nesse trabalho a estabilidade quadra´tica
ainda e´ utilizada e, portanto, um certo grau de conservadorismo e´ inerente aos resultados. Uma extensa˜o
dos resultados de [GdOH98] e´ apresentada em [PABB00], em que, por meio de uma generalizac¸a˜o das
regio˜es tratadas por [CG96], diferentes regio˜es convexas de primeira ordem dentro do plano complexo
sa˜o consideradas. Em [PABB00], condic¸o˜es convexas em termos de LMIs sa˜o propostas, fazendo-se uso
de varia´veis matriciais extras independentes do paraˆmetro de incerteza do sistema para a ana´lise de D-
estabilidade robusta. Os resultados de ana´lise apresentados em [PABB00] conteˆm os de [dOBG99], no
caso de ana´lise de estabilidade robusta de sistemas discretos no tempo. Para a s´ıntese, as propostas sa˜o
ideˆnticas para o caso discreto no tempo. Note-se que os resultados de ana´lise de estabilidade apresentados
em [PABB00] podem ser facilmente adaptados para o caso de s´ıntese de ganho robusto sempre que a
regia˜o do plano complexo for descrita com R22 > 0 (veja, adiante, equac¸o˜es (2.3)-(2.4)). E´ interessante
comentar que tanto [PABB00] quanto [RP01a] e [RP02] conteˆm a estabilidade quadra´tica como um caso
particular, no sentido de que sempre fornecem uma soluc¸a˜o fact´ıvel, quando o politopo de incertezas
e´ quadraticamente esta´vel, mas sa˜o, no entanto, independentes: uma condic¸a˜o pode encontrar soluc¸a˜o
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fact´ıvel para um caso no qual a outra falha e vice-versa.
Neste cap´ıtulo, uma extensa˜o dos resultados de [PABB00], de forma a obter-se um conjunto finito de
condic¸o˜es convexas que assegurem a D-estabilidade robusta de sistemas incertos, ainda considerando-se
regio˜es de primeira ordem, e´ apresentada. A principal diferenc¸a e´ que, aqui, as varia´veis matriciais extras
tambe´m sa˜o consideradas dependentes do paraˆmetro incerto. As principais ide´ias de aumento no nu´mero
de LMIs para reduc¸a˜o do conservadorismo das condic¸o˜es de ana´lise presentes em [RP01a] e [RP02] sa˜o
utilizadas para obter condic¸o˜es convexas de dimensa˜o finita. Assim como as demais condic¸o˜es, as LMIs
aqui propostas podem ser testadas por me´todos de eficieˆncia nume´rica comprovada e de complexidade
polinomial [GNLC95]. Os casos cont´ınuo e discreto no tempo sa˜o abordados como casos particulares de D-
estabilidade. Uma comparac¸a˜o nume´rica e´ feita entre os resultados obtidos com a estabilidade quadra´tica,
a D-estabilidade robusta proposta em [PABB00], a estabilidade robusta proposta em [RP01a] (para o caso
discreto no tempo) e em [RP02] (para o caso cont´ınuo no tempo) e com as condic¸o˜es aqui apresentadas,
para um conjunto de politopos esta´veis. Uma ana´lise da complexidade nume´rica das LMIs envolvidas em
cada tipo de teste tambe´m e´ apresentada. Ale´m de mostrar que as condic¸o˜es propostas neste cap´ıtulo
produzem sempre os resultados menos conservadores, os testes nume´ricos proporcionam uma estimativa
da proximidade com as condic¸o˜es necessa´rias de estabilidade. Va´rios exemplos ilustrativos sa˜o tambe´m
apresentados.
2.2 Preliminares
Considere-se o sistema linear
δ[x(t)] = A(α)x(t), (2.1)
em que x ∈ Rn e´ o vetor de estados, δ[·] representa a derivada em relac¸a˜o ao tempo para os sistemas
cont´ınuos no tempo e o operador avanc¸o para os sistemas discretos no tempo e a matriz A(α) ∈ Rn×n e´
desconhecida pore´m pertence ao conjunto convexo A
A =
A(α) ∈ Rn×n : A(α) =
N∑
j=1
αjAj ; αj ≥ 0, j = 1, . . . , N ;
N∑
j=1
αj = 1
 , (2.2)
em que os ve´rtices Aj , j = 1, . . . , N , sa˜o conhecidos. Considere-se ainda a regia˜o do plano complexo
definida por
D =
{
z ∈ C : [ Id zId ]R [ Id zId ]∗ < 0} , (2.3)
com R ∈ R2d×2d, sime´trico, dado por
R =
[
R11 R12
R′12 R22
]
, (2.4)
em que d e´ a ordem da regia˜o. E´ assumido que R22 ≥ 0 e, portanto, D definida em (2.3) representa
regio˜es convexas e sime´tricas em relac¸a˜o ao eixo real do plano complexo (veja-se [PABB00] para detalhes).
Observe-se ainda que as regio˜es associadas a` estabilidade de sistemas cont´ınuos e discretos no tempo,
respectivamente o semi-plano complexo esquerdo e o disco unita´rio centrado na origem, sa˜o recuperadas
com escolhas adequadas de R e d = 1
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R = RC =
[
0 1
1 0
]
; R = RD =
[ −1 0
0 1
]
. (2.5)
Definic¸a˜o 2.1 O politopo A e´ robustamente D-esta´vel se todos os autovalores de A(α) ∈ A pertencem a`
regia˜o D especificada por (2.3).
Seguindo as ide´ias de [CG96], uma condic¸a˜o baseada em func¸a˜o de Lyapunov dependente de paraˆmetro,
que verifica se A(α) e´ D-esta´vel, e´ proposta no lema seguinte, conforme apresentado em [PABB00].
Lema 2.1 O politopo A e´ robustamente D-esta´vel se e somente se existir uma matriz de Lyapunov
dependente de paraˆmetro, sime´trica, definida positiva, P (α) ∈ Rn×n, tal que
R11 ⊗ P (α) +R12 ⊗ (P (α)A(α)) +R′12 ⊗ (A(α)′P (α)) +R22 ⊗ (A(α)′P (α)A(α)) < 0 (2.6)
para todo A(α) ∈ A.
Prova: A prova segue passos similares aos apresentados no Apeˆndice de [CG96].
Vale ressaltar que a abordagem utilizada em [RP01a] pode ser empregada aqui para tratar o problema
de dimensa˜o infinita em α presente no Lema 2.1. Ainda, pode-se observar que, se P (α) = P , enta˜o a
chamada D-estabilidade quadra´tica e´ recuperada a partir do Lema 2.1.
Definic¸a˜o 2.2 O politopo A e´ quadraticamente D-esta´vel se existir uma matriz de Lyapunov sime´trica,
definida positiva, P ∈ Rn×n, tal que
R11 ⊗ P +R12 ⊗ (PA(α)) +R′12 ⊗ (A(α)′P ) +R22 ⊗ (A(α)′PA(α)) < 0 (2.7)
para todo A(α) ∈ A.
O lema seguinte propo˜e uma condic¸a˜o equivalente ao Lema 2.1, desta vez utilizando-se varia´veis
matriciais extras e uma LMI de dimensa˜o maior que a empregada em (2.6).
Lema 2.2 O politopo A e´ robustamente D-esta´vel se e somente se existir uma matriz de Lyapunov
dependente de paraˆmetro, sime´trica definida positiva, P (α) ∈ Rn×n e matrizes dependentes de paraˆmetro
F (α) ∈ Rdn×dn e G(α) ∈ Rdn×dn tais que
 R11 ⊗ P (α)+F (α)(Id ⊗A(α)) + (Id ⊗A(α)′)F (α)′) R12 ⊗ P (α) + (Id ⊗A(α)′)G(α)− F (α)
⋆ R22 ⊗ P (α)− (G(α) +G(α)′)
 < 0 (2.8)
para todo A(α) ∈ A. Ale´m disso, P (α) soluc¸a˜o de (2.8) e´ tambe´m soluc¸a˜o de (2.6).
Prova: Essa prova segue passos semelhantes aos apresentados na prova do Teorema 3 de [PABB00]. A su-
ficieˆncia pode ser verificada, observando-se que o lado esquerdo de (2.6) pode ser obtido pre´-multiplicando-
se o lado esquerdo de (2.8) por T (α) e po´s-multiplicando-se por T (α)′, com T (α) de posto completo dada
por
T (α) =
[
Id ⊗ In Id ⊗A(α)′
]
. (2.9)
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A necessidade pode ser verificada da seguinte forma: se (2.6) e´ verificada para P (α), enta˜o existe um
escalar ε(α) ∈ R+, tal que
R11 ⊗ P (α) +R12 ⊗ (P (α)A(α)) +R′12 ⊗ (A(α)′P (α))
+R22 ⊗ (A(α)′P (α)A(α)) < −ε(α)Id ⊗ (A(α)′A(α)), (2.10)
que pode ser reescrita como
R11 ⊗ P (α) +R12 ⊗ (P (α)A(α)) +R′12 ⊗ (A(α)′P (α))
+ (Id ⊗A(α))′(R22 ⊗ P (α) + ε(α)Idn)(Id ⊗A(α)) < 0 (2.11)
e como R22 ≥ 0, P (α) > 0, ε(α) ∈ R+, enta˜o R22⊗P (α)+ε(α)Idn > 0, o que permite que a desigualdade
matricial (2.11) possa ser escrita como em (2.8) (usando complemento de Schur) com as escolhas G(α) =
R22 ⊗ P (α) + ε(α)/2Idn e F (α) = R12 ⊗ P (α)− ε(α)/2(Id ⊗A(α))′ completando a prova.
Observe-se que as condic¸o˜es propostas nos Lemas 2.1 e 2.2 sa˜o convexas nas varia´veis de otimizac¸a˜o,
pore´m sa˜o de dimensa˜o infinita em α, significando que um esforc¸o computacional bastante grande e´
necessa´rio para verifica´-las (no caso de α possuir algum intervalo cont´ınuo em seu domı´nio). Ale´m disso,
as condic¸o˜es estabelecidas nesses dois lemas na˜o exigem que a matriz A(α) pertenc¸a ao conjunto convexo
A, equac¸a˜o (2.2), pois tais condic¸o˜es precisam ser verificadas para todo α no domı´nio de incerteza.
Na sequ¨eˆncia, e´ apresentado o resultado principal deste cap´ıtulo, que e´ uma condic¸a˜o convexa de
dimensa˜o finita suficiente para a verificac¸a˜o do Lema 2.2 no caso de A dado em (2.2).
2.3 Condic¸o˜es para D-estabilidade do politopo A
Assuma-se que as matrizes F (α), G(α) e P (α) = P (α)′ > 0 no Lema 2.2 possam ser expressas como
uma combinac¸a˜o convexa de matrizes ve´rtices como segue
P (α) =
N∑
j=1
αjPj ; F (α) =
N∑
j=1
αjFj ; G(α) =
N∑
j=1
αjGj ;
N∑
j=1
αj = 1 ; αj ≥ 0, j = 1, . . . , N (2.12)
Enta˜o, uma condic¸a˜o suficiente para a D-estabilidade robusta de A e´ dada pelo teorema seguinte.
Teorema 2.1 Se existem matrizes sime´tricas definidas positivas Pj ∈ Rn×n e matrizes Fj ∈ Rdn×dn,
Gj ∈ Rdn×dn, j = 1, . . . , N , tais que
Mj ,
 R11 ⊗ Pj+Fj(Id ⊗Aj) + (Id ⊗A′j)F ′j R12 ⊗ Pj + (Id ⊗A′j)Gj − Fj
⋆ R22 ⊗ Pj − (Gj +G′j)
 < [ −(Id ⊗ In) 0
0 0
]
;
j = 1, . . . , N (2.13)
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Mjk ,

R11 ⊗ (2Pj + Pk) + Fj(Id ⊗Ak)
+(Id ⊗A′k)F ′j + (Fj + Fk)(Id ⊗Aj)
+(Id ⊗A′j)(F ′j + F ′k)
R12 ⊗ (2Pj + Pk) + (Id ⊗A′j)(Gj +Gk)
+(Id ⊗A′k)Gj − (2Fj + Fk)
⋆
R22 ⊗ (2Pj + Pk)
−2(Gj +G′j)− (Gk +G′k)

<
1
(N − 1)2
[
Id ⊗ In 0
0 0
]
; j = 1, . . . , N ; k = 1, . . . , N ; k 6= j (2.14)
Mjkℓ ,

2R11 ⊗ (Pj + Pk + Pℓ)
+(Fj + Fℓ)(Id ⊗Ak) + (Id ⊗A′k)(F ′j + F ′ℓ)
+(Fj + Fk)(Id ⊗Aℓ) + (Id ⊗A′ℓ)(F ′j + F ′k)
+(Fk + Fℓ)(Id ⊗Aj) + (Id ⊗A′j)(F ′k + F ′ℓ)
2 [R12 ⊗ (Pj + Pk + Pℓ)
− (Fj + Fk + Fℓ)]
+(Id ⊗A′j)(Gk +Gℓ)
+(Id ⊗Ak)(Gj +Gℓ)
+(Id ⊗A′ℓ)(Gj +Gk)
⋆
R22 ⊗ 2(Pj + Pk + Pℓ)
−2(Gj +Gk +Gℓ)
−2(G′j +G′k +G′ℓ)

<
6
(N − 1)2
[
Id ⊗ In 0
0 0
]
; j = 1, . . . , N − 2; k = j + 1, . . . , N − 1; ℓ = k + 1, . . . , N (2.15)
sa˜o verificadas, enta˜o A e´ robustamente D-esta´vel e as condic¸o˜es do Lema 2.2 sa˜o verificadas com P (α),
F (α) e G(α) dadas em (2.12). Ale´m disso, as condic¸o˜es do Lema 2.1 sa˜o satisfeitas com essa mesma
P (α).
Prova: P (α) dada por (2.12) com Pj > 0 e´ claramente uma matriz dependente de paraˆmetro definida
positiva. Usando novamente (2.12) e A(α) ∈ A, e´ poss´ıvel escrever R11 ⊗ P (α)+F (α)(Id ⊗A(α)) + (Id ⊗A(α)′)F (α)′) R12 ⊗ P (α) + (Id ⊗A(α)′)G(α)− F (α)
⋆ R22 ⊗ P (α)− (G(α) +G(α)′)
 =
N∑
j=1
α3j Mj +
N∑
j=1
N∑
k=1;k 6=j
α2jαk Mjk +
N−2∑
j=1
N−1∑
k=j+1
N∑
ℓ=k+1
αjαkαℓ Mjkℓ (2.16)
Impondo (2.13)-(2.15) e considerando que αj ≥ 0, j = 1, . . . , N ,
∑N
j=1 αj = 1, a equac¸a˜o (2.16) implica
que R11 ⊗ P (α)+F (α)(Id ⊗A(α)′) + (Id ⊗A(α))F (α)′) R12 ⊗ P (α) + (Id ⊗A(α)′)G(α)− F (α)
⋆ R22 ⊗ P (α)− (G(α) +G(α)′)
 <
−
(
N∑
j=1
α3j −
1
(N − 1)2
N∑
j=1
N∑
k 6=j;k=1
α2jαk −
6
(N − 1)2
N−2∑
j=1
N−1∑
k=j+1
N∑
ℓ=k+1
αjαkαℓ
)[
Id ⊗ In 0
0 0
]
(2.17)
Definindo φ1 e φ2 como
φ1 ,
N∑
j=1
N∑
k=1
αj(αj − αk)2 = (N − 1)
N∑
j=1
α3j −
N∑
j=1
N∑
k 6=j;k=1
α2jαk ≥ 0 (2.18)
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φ2 ,
N−2∑
j=1
N−1∑
k 6=j;k=1
N∑
ℓ6=j,k;ℓ=2
αj(αk − αℓ)2
= (N − 2)
N∑
j=1
N∑
k 6=j;k=1
α2jαk − 6
N−2∑
j=1
N−1∑
k=j+1
N∑
ℓ=k+1
αjαkαℓ ≥ 0 (2.19)
e´ poss´ıvel mostrar que (N − 1)φ1 + φ2 ≥ 0, implicando que (2.8) e´ verificada.
Algumas observac¸o˜es em relac¸a˜o a`s LMIs (2.13)–(2.15) e (2.17) sa˜o necessa´rias. Primeiramente,
observe-se que todas essas LMIs apresentam a propriedade da homogeneidade, implicando que a ma-
triz do lado direito de (2.17) pode ser escolhida de forma arbitra´ria, desde que seja semidefinida positiva.
Neste trabalho, matrizes independentes do paraˆmetro de incerteza sa˜o consideradas. Entretanto, algum
grau extra de liberdade e´ esperado quando essa matriz e´ substitu´ıda por uma dependente do paraˆmetro
incerto, mas esse caso na˜o e´ investigado aqui (veja-se, por exemplo, [LKH04]).
Para sistemas precisamente conhecidos, isto e´, com N = 1, apenas a condic¸a˜o (2.13) precisa ser
verificada (com P1, F1 e G1). Naturalmente, o conjunto de LMIs (2.15) precisa ser verificado somente
para sistemas incertos com N ≥ 3.
Como ilustrac¸a˜o de regio˜es mais comumente utilizadas para a ana´lise de estabilidade, considere-se
as regio˜es correspondentes ao semi-plano esquerdo e ao c´ırculo unita´rio centrado na origem (definidas
respectivamente por RC e RD, em (2.5)). Para essas regio˜es, o Teorema 2.1 tem as matrizes Mj , Mjk e
Mjkℓ dadas por
Mj ≡MCj ,
[
FjAj +A
′
jF
′
j Pj +A
′
jGj − Fj
⋆ −Gj −G′j
]
<
[ −In 0
0 0
]
; j = 1, . . . , N (2.20)
Mjk ≡MCjk ,
 FjAk +A′kF ′j + (Fj + Fk)Aj +A′j(F ′j + F ′k) 2Pj + Pk +A′j(Gj +Gk)+A′kGj − 2Fj − Fk
⋆ −2(Gj +G′j)−Gk −G′k

<
1
(N − 1)2
[
In 0
0 0
]
; j = 1, . . . , N ; k = 1, . . . , N ; k 6= j (2.21)
Mjkℓ ≡MCjkℓ ,

(Fj + Fℓ)Ak +A
′
k(F
′
j + F
′
ℓ)
+(Fj + Fk)Aℓ +A
′
ℓ(F
′
j + F
′
k)
+(Fk + Fℓ)Aj +A
′
j(F
′
k + F
′
ℓ)
2(Pj + Pk + Pℓ − Fj + Fk + Fℓ)
+A′j(Gk +Gℓ) +A
′
k(Gj +Gℓ)
+A′ℓ(Gj +Gk)
⋆
−2(Gj +Gk +Gℓ
+G′j +G
′
k +G
′
ℓ)

<
6
(N − 1)2
[
In 0
0 0
]
; j = 1, . . . , N − 2; k = j + 1, . . . , N − 1; ℓ = k + 1, . . . , N (2.22)
para sistemas cont´ınuos no tempo e
Mj ≡MDj ,
[ −Pj + FjAj +A′jF ′j A′jGj − Fj
⋆ Pj − (Gj +G′j)
]
; <
[ −In 0
0 0
]
; j = 1, . . . , N (2.23)
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Mjk ≡MDjk ,

−(2Pj + Pk) + FjAk +A′kF ′j
(Fj + Fk)Aj +A
′
j(F
′
j + F
′
k)
A′j(Gj +Gk)
+A′kGj − (2Fj + Fk)
⋆
2Pj + Pk
−2(Gj +G′j)− (Gk +G′k)

<
1
(N − 1)2
[
In 0
0 0
]
; j = 1, . . . , N ; k = 1, . . . , N ; k 6= j (2.24)
Mjkℓ ≡MDjkℓ ,

−2(Pj + Pk + Pℓ)
+(Fj + Fℓ)Ak +A
′
k(F
′
j + F
′
ℓ)
+(Fj + Fk)Aℓ +A
′
ℓ(F
′
j + F
′
k)
+(Fk + Fℓ)Aj) +A
′
j(F
′
k + F
′
ℓ)
−2(Fj + Fk + Fℓ) + (Gk +A′jGℓ)
+A′k(Gj +Gℓ) +A
′
ℓ(Gj +Gk)
⋆
2(Pj + Pk + Pℓ −Gj −Gk −Gℓ
−G′j −G′k −G′ℓ)

<
6
(N − 1)2
[
In 0
0 0
]
; j = 1, . . . , N − 2; k = j + 1, . . . , N − 1; ℓ = k + 1, . . . , N (2.25)
para sistemas discretos no tempo.
Note-se ainda que, o resultado principal apresentado em [PABB00] pode ser recuperado das condic¸o˜es
do Teorema 2.1, simplesmente fazendo-se Fj = F , Gj = G, j = 1, . . . , N e usando-se a propriedade da
homogeneidade das LMIs. No caso da D-estabilidade quadra´tica, apenas (2.13) precisa ser avaliada pois,
nestes casos, (2.14) e (2.15) sa˜o sempre verificadas. Este fato pode ser comprovado pela soma de verso˜es
da equac¸a˜o (2.13).
As condic¸o˜es do Teorema 2.1 podem ainda recuperar uma condic¸a˜o Schur-equivalente a`s apresentadas
em [RP01a], formuladas para o caso discreto no tempo, R = RD. Para isso, impo˜e-se Fj = 0 e Gj = G′j =
Pj , j = 1, . . . , N em (2.23)-(2.25). Para o caso cont´ınuo no tempo, R = RC , a escolha Fj = F ′j = Pj ,
j = 1, . . . , N em (2.20)-(2.22) recupera nos blocos (1, 1) das LMIs resultados menos conservadores que os
apresentados em [RP02], por causa do maior grau em α utilizado em (2.17), conforme discutido a seguir.
A principal diferenc¸a entre as abordagens apresentadas em [RP01a] e [RP02] e´ o grau em αj no qual
o lado direito de (2.16) e´ escrito. Em [RP01a], e´ utilizada uma func¸a˜o de grau treˆs, assim como nas
condic¸o˜es do Teorema 2.1 (veja (2.17)), enquanto que em [RP02], uma func¸a˜o de grau dois e´ empregada.
Experimentos nume´ricos teˆm demonstrado que o aumento do grau da func¸a˜o em αj no lado direito de
(2.17) leva a condic¸o˜es cada vez menos conservadoras e a um custo computacional cada vez mais elevado.
O aumento da ordem dessa func¸a˜o em αj pode ser conseguido, por exemplo, pela multiplicac¸a˜o sucessiva
em ambos os lados de (2.17) por qualquer poteˆncia de
∑N
j=1 αj = 1. A obtenc¸a˜o de condic¸o˜es cada vez
menos conservadoras por meio dessa te´cnica possui conexo˜es com o Teorema de Po´lya (veja-se [HLP52]),
ficando a investigac¸a˜o dessas condic¸o˜es para trabalhos futuros.
Um resultado similar ao apresentado no Teorema 2.1 pode ser obtido de forma ana´loga, utilizando-se
as ide´ias apresentadas em [RP02], isto e´, utilizando-se uma expressa˜o de grau dois ao inve´s de grau treˆs
no lado direito de (2.16) e (2.17). Essas condic¸o˜es possuem complexidade nume´rica menor e sa˜o mais
conservadoras que as apresentadas no Teorema 2.1.
Teorema 2.2 Se existem matrizes sime´tricas definidas positivas Pj ∈ Rn×n e matrizes Fj ∈ Rdn×dn e
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Gj ∈ Rdn×dn, j = 1, . . . , N , tais que (2.13) e
M˜jk ,

R11 ⊗ (Pj + Pk) + Fj(Id ⊗Ak) + (Id ⊗A′k)F ′j
+Fk(Id ⊗Aj) + (Id ⊗A′j)F ′k
R12 ⊗ (Pj + Pk) + (Id ⊗A′j)Gk
+(Id ⊗A′k)Gj − Fj − Fk
⋆
R22 ⊗ (Pj + Pk)
−Gj −G′j −Gk −G′k

<
2
N − 1
[
Id ⊗ In 0
0 0
]
j = 1, . . . , N − 1; k = j + 1, . . . , N ; (2.26)
sa˜o verificadas, enta˜o A e´ robustamente D-esta´vel e as condic¸o˜es do Lema 2.2 e do Teorema 2.1 sa˜o
verificadas com F (α), G(α) e a matriz de Lyapunov dependente de paraˆmetro P (α) dadas em (2.12).
Prova: E´ similar a` prova do Teorema 2.1. Note-se que, com A(α) ∈ A e com as matrizes F (α), G(α) e
P (α) dadas em (2.12), tem-se P (α) > 0 e R11 ⊗ P (α)+F (α)(Id ⊗A(α)) + (Id ⊗A(α)′)F (α)′) R12 ⊗ P (α) + (Id ⊗A(α)′)G(α)− F (α)
⋆ R22 ⊗ P (α)− (G(α) +G(α)′)
 =
N∑
j=1
α2j Mj +
N−1∑
j=1
N∑
k=j+1
αjαk M˜jk (2.27)
Impondo-se (2.13) e (2.26) e considerando-se que αj ≥ 0, j = 1, . . . , N ,
∑N
j=1 αj = 1, a equac¸a˜o (2.27)
implica que R11 ⊗ P (α)+F (α)(Id ⊗A(α)) + (Id ⊗A(α)′)F (α)′) R12 ⊗ P (α) + (Id ⊗A(α)′)G(α)− F (α)
⋆ R22 ⊗ P (α)− (G(α) +G(α)′)
 <
−
(
N∑
j=1
α2j −
2
N − 1
N−1∑
j=1
N∑
k=j+1
αjαk
)[
Id ⊗ In 0
0 0
]
≤ 0, (2.28)
pois a expressa˜o dentro dos pareˆnteses e´ sempre maior ou igual a zero:
N−1∑
j=1
N∑
k=j+1
(αj − αk)2 = (N − 1)
N∑
j=1
α2j − 2
N−1∑
j=1
N∑
k=j+1
αjαk ≥ 0 (2.29)
Como no caso do Teorema 2.1, as condic¸o˜es do Teorema 2.2 conteˆm o caso de D-estabilidade robusta
proposto em [PABB00] e as condic¸o˜es propostas em [RP02]. Por outro lado, na˜o e´ poss´ıvel partir dessas
condic¸o˜es para recuperar aquelas propostas em [RP01a] devido a` diferenc¸a de grau em αj no lado direito
de (2.17) e (2.28). Por essa raza˜o, as condic¸o˜es do Teorema 2.2 sa˜o apenas suficientes para a factibilidade
das LMIs propostas no Teorema 2.1.
As condic¸o˜es dos Teoremas 2.1 e 2.2 conteˆm a D-estabilidade quadra´tica. Esta u´ltima pode ser obtida
das primeiras, fazendo Fj = F , Gj = G e Pj = P = P
′ > 0, j = 1, . . . , N . Neste caso, apenas a
condic¸a˜o (2.13) precisa ser verificada (as demais podem ser escritas como soma de termos dessa primeira).
Este resultado e´ apresentado no corola´rio seguinte.
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Corola´rio 2.1 O politopo A e´ quadraticamente D-esta´vel se e somente se qualquer uma das duas con-
dic¸o˜es equivalentes seguintes for verificada
i) Existe uma matriz sime´trica definida positiva P ∈ Rn×n tal que[
R11 ⊗ P +R12 ⊗ PAj +R′12 ⊗A′jP L⊗A′jP
⋆ −Id ⊗ P
]
< 0; j = 1, . . . , N, (2.30)
com R22 = LL
′.
ii) Existe uma matriz sime´trica definida positiva P ∈ Rn×n e matrizes G ∈ Rdn×dn e F ∈ Rdn×dntais que[
R11 ⊗ P + F (Id ⊗Aj) + (Id ⊗A′j)F ′ R12 ⊗ P + (Id ⊗A′j)G− F
⋆ R22 ⊗ P − (G+G′)
]
< 0; j = 1, . . . , N (2.31)
Prova: Para A(α) ∈ A e P (α) = P = P ′ > 0, a equivaleˆncia entre as condic¸o˜es i) e ii) pode ser obtida
por meio de (2.6) que, neste caso, e´ escrita como
R11 ⊗ P +R12 ⊗ PA(α) +R′12 ⊗A(α)′P +R22 ⊗A(α)′PA(α) < 0 (2.32)
Assim, multiplicando-se (2.30) por αj ≥ 0,
∑N
j=1 αj = 1 e somando-se em j, j = 1, . . . , N , pode-se utilizar
o fato de que R22 ≥ 0 para fatorar R22 = LL′. Aplicando-se o complemento de Schur obte´m-se (2.32).
Note-se que os passos inversos podem ser seguidos para, partindo de (2.32), obter (2.30). A suficieˆncia da
condic¸a˜o ii) para (2.32) pode ser verificada, multiplicando-se (2.31) por αj ,
∑N
j=1 αj = 1, somando-se em
j, j = 1, . . . , N , pre´-multiplicando-se a equac¸a˜o obtida por T (α), dada em (2.9), e po´s-multiplicando por
T (α)′. A necessidade pode ser provada, assumindo-se que (2.32) e´ verificada com P > 0 e definindo-se
−Qj = R11 ⊗ P +R12 ⊗ PAj +R′12 ⊗A′jP +R22 ⊗A′jPAj < 0; j = 1, . . . , N (2.33)
Fazendo-se
F = R12 ⊗ P e G = R22 ⊗ P + εIdn (2.34)
com ε ∈ R+ pequeno o suficiente para verificar-se que
R22 ⊗ P + 2εIdn > ε2(I⊗A′j)Q−1j (Id ⊗Aj); j = 1, . . . , N (2.35)
enta˜o, e´ poss´ıvel obter-se
−R22⊗P +(G+G′) > (R12⊗P +G(Id⊗Aj)−F ′)Q−1j (R′12⊗P +(Id⊗A′j)G′−F ); j = 1, . . . , N (2.36)
que, aplicando-se o complemento de Schur, resulta em[ −Qj (R′12 ⊗ P + (Id ⊗A′j)G′ − F )
⋆ R22 ⊗ P − (G+G′)
]
< 0; j = 1, . . . , N (2.37)
Finalmente, note-se que, considerando-se (2.34), o lado esquerdo dessa u´ltima equac¸a˜o pode ser escrito
como a soma do lado esquerdo de (2.31) e[
R22 ⊗A′jPAj 0
0 0
]
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que, por sua vez, e´ uma parcela semidefinida positiva, implicando que (2.31) e´ verificada para todo
j = 1, . . . , N .
Sendo as duas condic¸o˜es do Corola´rio 2.1 necessa´rias e suficientes para a ana´lise de D-estabilidade
quadra´tica, cabe ressaltar-se que a condic¸a˜o proposta em i) possui complexidade nume´rica menor que
a da condic¸a˜o ii). Em contrapartida, no caso de s´ıntese de controladores (na˜o apresentado aqui, veja-
se [dOBG99] e [PABB00] para detalhes) a segunda condic¸a˜o apresenta vantagens sobre a primeira.
2.4 Ana´lise das condic¸o˜es LMI
Inicialmente e´ feita uma ana´lise da complexidade nume´rica associada a`s condic¸o˜es apresentadas na
Sec¸a˜o 2.3 e de algumas condic¸o˜es do tipo LMI encontradas na literatura. Em seguida, resultados nume´ricos
que buscam avaliar a abrangeˆncia de cada uma dessas condic¸o˜es sa˜o apresentados.
2.4.1 Complexidade nume´rica
As condic¸o˜es suficientes aqui apresentadas para a D-estabilidade robusta de um politopo de matrizes,
ou seja, as condic¸o˜es propostas nos Teoremas 2.1 (EC1) e 2.2 (EC2) e no Corola´rio 2.1 i) (EQ1) e ii)
(EQ2), expressam-se todas por meio de testes de factibilidade de um conjunto de LMIs. Hoje em dia,
ha´ algoritmos eficientes baseados em me´todos de pontos interiores, de complexidade polinomial, para a
resoluc¸a˜o desses problemas. A complexidade de problemas formulados em termos de LMIs esta´ associada
ao nu´mero K de varia´veis escalares e tambe´m com o nu´mero L de linhas do sistema de equac¸o˜es (LMIs). O
nu´mero de operac¸o˜es em ponto flutuante ou o tempo necessa´rio para se resolver um problema, utilizando-
se me´todos de pontos interiores do LMI Control Toolbox do Matlab [GNLC95], e´ proporcional a K3L.
Outros programas podem apresentar desempenho diferente. Veja-se tambe´m [BEFB94] para comenta´rios
sobre me´todos de resoluc¸a˜o de LMIs.
A Tabela 2.1 mostra os valores de K e L para cada um dos testes apresentados — EC1, EC2, EQ1
e EQ2 — sendo n o nu´mero de estados do sistema, N o nu´mero de ve´rtices do politopo e d a ordem da
regia˜o considerada. Ainda nessa tabela, as complexidades associadas aos testes de estabilidade propostos
em [RP01a] (caso discreto no tempo, ER1), [RP02] (caso cont´ınuo no tempo, ER2) e [PABB00] (EE)
sa˜o mostradas. Sempre que pertinente, as expresso˜es para K e L especializadas para os casos cont´ınuo e
discreto no tempo sa˜o tambe´m apresentadas.
As condic¸o˜es EQ1 e EQ2 apresentam complexidades menores que todos os demais crite´rios, pore´m
os resultados produzidos sa˜o mais conservadores. Uma comparac¸a˜o mais detalhada da complexidade dos
me´todos EE, ER1 e ER2, ambos menos conservadores que EQ1 e EQ2 e baseados em func¸o˜es de Lyapunov
dependentes de paraˆmetro, e´ mostrada na Figura 2.1, para o caso discreto no tempo, e na Figura 2.2,
para o caso cont´ınuo no tempo.
No caso discreto no tempo, a complexidade do crite´rio ER1 e´ menor que a do EE para N ≤ 5 e maior
para N > 6, independentemente de n. Para N = 8 e n ≥ 3, a complexidade associada a ER1 e´ cerca
de duas vezes maior que a do crite´rio EE (veja-se a Figura 2.1.(a)). Na Figura 2.1.(b), e´ mostrada a
complexidade relativa ER1/EE em func¸a˜o do nu´mero de ve´rtices. Pode-se observar que a influeˆncia de
N3 no crite´rio ER1 torna-se rapidamente o fator preponderante desse quociente.
Como no caso discreto no tempo, a Figura 2.2.(a) mostra a complexidade relativa ER2/EE em func¸a˜o
do nu´mero de estados n para va´rios valores de N . Pode-se notar que a complexidade do crite´rio ER
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Tabela 2.1: Nu´mero de varia´veis escalares (K) e nu´mero de linhas LMI (L) em func¸a˜o do nu´mero de
estados (n), ve´rtices (N) e ordem da regia˜o (d), quando pertinente, para as condic¸o˜es propostas nos
Teoremas 2.1 (EC1) e 2.2 (EC2), no Corola´rio 2.1 i) (EQ1) e ii) (EQ2), em [PABB00] (EE), em [RP01a]
(ER1) para o caso discreto no tempo e em [RP02] (ER2) para o caso cont´ınuo no tempo.
torna-se maior que a do EE para N > 11. Na Figura 2.2.(b), e´ mostrada a complexidade relativa ER2/EE
em func¸a˜o do nu´mero de ve´rtices. Pode-se observar que a influeˆncia de N2 no crite´rio ER torna-se o fator
preponderante para valores grandes de N (N > 20), independentemente do nu´mero de estados n.
Obviamente, os crite´rios EC1 e EC2 sa˜o os de maior complexidade, pois possuem mais varia´veis es-
calares e mais linhas de LMIs do que os demais. Pore´m, esses crite´rios continuam sendo resolvidos em
tempo polinomial por algoritmos especializados de pontos interiores. O crite´rio EC1 possui complexidade
maior que EC2, pois este u´ltimo utiliza uma majorac¸a˜o baseada em uma func¸a˜o de grau dois em αj ,
equac¸a˜o (2.28), enquanto o primeiro utiliza uma majorac¸a˜o de grau treˆs, equac¸a˜o (2.17). Uma compa-
rac¸a˜o de complexidade entre os crite´rios EC1 e EC2 mostra que a relac¸a˜o de complexidade (assumindo
proporcionalidade a K3L) e´ dada por
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Figura 2.1: Complexidade nume´rica relativa (a) ER1/EE em func¸a˜o do nu´mero de estados n e (b) ER2/EE
em func¸a˜o do nu´mero de ve´rtices N (caso discreto).
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Figura 2.2: Complexidade nume´rica relativa (a) ER2/EE em func¸a˜o do nu´mero de estados n e (b) ER2/EE
em func¸a˜o do nu´mero de ve´rtices N (caso cont´ınuo).
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K3L
(
EC1
EC2
)
=
N2 + 3N + 5
3(N + 2)
∼= 0.3265N + 0.5118. (2.38)
Essa avaliac¸a˜o mostra que o aumento no grau da func¸a˜o em αj de dois para treˆs resulta em um
acre´scimo relativo de complexidade nume´rica que varia linearmente com o nu´mero de ve´rtices do politopo,
N , e independe do nu´mero de estados, n. Usando-se (2.38) percebe-se que a complexidade nume´rica de
EC1 dobra em relac¸a˜o a` de EC2, quando o nu´mero de ve´rtices N passa de 4 para 5.
Tempo computacional
Foram realizados alguns experimentos nume´ricos (veja-se a Sec¸a˜o 2.4.2, na sequ¨eˆncia), os quais for-
necem uma estimativa do tempo computacional necessa´rio para que cada uma das condic¸o˜es LMI consi-
deradas obtenha uma soluc¸a˜o fact´ıvel. As condic¸o˜es dos Teoremas 2.1 e 2.2 foram consideradas em suas
verso˜es especializadas, isto e´, comMj ,Mjk eMjkℓ dadas por (2.20)-(2.22), para o caso cont´ınuo no tempo,
e por (2.23)-(2.25), para o caso discreto no tempo.
Como esperado, a complexidade nume´rica associada a` condic¸a˜o LMI menos conservadora, Teorema 2.1,
e´ a maior de todas as condic¸o˜es, pore´m na˜o e´ proibitiva, especialmente para os sistemas avaliados neste
cap´ıtulo. O tempo me´dio para cada teste com n = 2 e N = 2 permanece abaixo de 20 ms para todos
os me´todos (para ambos os casos: cont´ınuo e discreto no tempo). Para sistemas com n = 5 e N = 5, os
tempos computacionais encontrados para o caso cont´ınuo no tempo foram de 40 ms (EQ1), 70 ms (EE),
24 ms (ER2), 101 s (EC1) e 37 s (EC2) (para sistemas discretos no tempo, 40 ms, 75 ms, 1.9 s, 101 s e 37 s,
respectivamente). Os testes foram feitos em um computador com processador AMD K7 Athlon 1.4 GHz,
com 256 Mbytes de RAM, usando Matlab e o LMI Control Toolbox [GNLC95]. Veja-se ainda [dOOL+02b]
para uma comparac¸a˜o nume´rica envolvendo apenas os crite´rios EQ1, EE, ER1 e ER2.
2.4.2 Abrangeˆncia das condic¸o˜es LMI
Inicialmente, e´ feita uma comparac¸a˜o entre os crite´rios, especializados para o caso discreto no tempo
e para o caso cont´ınuo no tempo, de D-estabilidade robusta apresentados no Teorema 2.1 (EC1) de D-
estabilidade quadra´tica (EQ) apresentados no Corola´rio 2.1 (equac¸a˜o (2.30)), de D-estabilidade estendida
(EE), proposta em [PABB00], e as condic¸o˜es de estabilidade robusta de sistemas discretos no tempo (ER1)
e de sistemas cont´ınuos no tempo (ER2), apresentadas em [RP01a] e [RP02], respectivamente. A condic¸a˜o
EC1 corresponde ao Teorema 2.1 com Mj , Mjk e Mjkℓ, dados em (2.23)-(2.25). Em seguida, e´ feita uma
comparac¸a˜o nume´rica da abrangeˆncia das condic¸o˜es dos Teoremas 2.1 e 2.2.
Para investigar a abrangeˆncia de cada uma das condic¸o˜es, foram gerados de maneira aleato´ria 1000
politopos esta´veis para cada par (n,N) com 2 ≤ n ≤ 5 e 2 ≤ N ≤ 5. O nu´mero 1000 foi escolhido por ter
sido verificado que os percentuais de sucesso de cada me´todo na˜o sofrem alterac¸o˜es significativas quando
nu´meros maiores de politopos sa˜o investigados.
Caso discreto no tempo
A gerac¸a˜o dos politopos esta´veis foi realizada, adotando-se a seguinte estrate´gia: (i) gerac¸a˜o de N
matrizes de dimenso˜es n × n, cujos elementos sa˜o valores reais uniformemente distribu´ıdos no intervalo
[−1, 1]; (ii) determinac¸a˜o, para cada ve´rtice, do maior autovalor em mo´dulo σ; (iii) divisa˜o de cada matriz
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ve´rtice pelo respectivo σ/0.95, de maneira a garantir que, inicialmente, cada ve´rtice possua pelo menos
um autovalor com mo´dulo igual a 0.95; (iv) determinac¸a˜o do maior dos valores absolutos de todos os
autovalores do politopo gerado, σmax, por meio de uma malha fina; (v) divisa˜o de cada uma das matrizes
ve´rtices do politopo por (σmax/0.99), garantindo-se que a nuvem de autovalores possui pelo menos um
elemento com mo´dulo igual a 0.99. No total, foram gerados 16000 politopos esta´veis, e o resultado dos
testes de estabilidade esta´ apresentado na Tabela 2.2.
n N EQ1 EE ER1 EC1 n N EQ1 EE ER1 EC1
2
2 326 996 881 996
3
2 186 962 869 962
3 55 890 761 989 3 5 751 714 920
4 10 789 646 984 4 1 524 578 855
5 1 692 545 979 5 0 427 508 862
4
2 110 956 873 956
5
2 79 963 880 963
3 4 716 705 895 3 0 748 747 918
4 1 460 605 857 4 0 400 584 847
5 0 288 506 838 5 0 220 468 813
Tabela 2.2: Nu´mero de politopos esta´veis identificados pelos testes EQ (estabilidade quadra´tica), EE
([PABB00]), ER1 ([RP01a]) e EC1 (Teorema 2.1), quando aplicados a 1000 politopos esta´veis para cada
par 2 ≤ n ≤ 5, 2 ≤ N ≤ 5. Condic¸o˜es especializadas para sistemas discretos no tempo.
O crite´rio quadra´tico mostra resultados bem mais conservadores, praticamente so´ identificando poli-
topos esta´veis para N = 2 e N = 3 ve´rtices, e mesmo assim com um percentual bastante baixo. Note-se
que os politopos esta´veis gerados sempre esta˜o no limite da estabilidade, com autovalores muito pro´ximos
do c´ırculo unita´rio. Uma visualizac¸a˜o dos resultados da Tabela 2.2 e´ dada na Figura 2.3, na qual sa˜o
mostrados quatro gra´ficos na forma de barras comparando o nu´mero de politopos esta´veis identificados
por cada me´todo. Os eixos das abscissas referem-se ao nu´mero de estados do politopo, cada qual com um
grupo de quatro barras verticais que representam o nu´mero de politopos identificados como esta´veis. A
barra mais a` esquerda corresponde a N = 2, e a mais a` direita a N = 5.
Na comparac¸a˜o entre as condic¸o˜es independentes EE e ER1, nota-se uma ligeira vantagem para EE
nos problemas de baixa complexidade e um desempenho melhor de ER1, quando n e N aumentam. Os
percentuais relativos entre o nu´mero de acertos de ER1 e o nu´mero de acertos de EE em relac¸a˜o ao que
obteve menor ı´ndice absoluto sa˜o mostrados na Figura 2.4. Esses percentuais sa˜o apresentados em func¸a˜o
do aumento da complexidade dos casos, n crescendo de 2 a 5 nas abscissas e, para cada valor de n, o
nu´mero de ve´rtices N variando de 2 a 5, da esquerda para a direita. Valores positivos indicam que ER1
identificou mais politopos esta´veis do que EE. E´ importante salientar, entretanto, que EE e ER1 sa˜o
condic¸o˜es apenas suficientes, e que na˜o esta˜o contidas uma na outra, mas ambas esta˜o contidas em EC1.
Veja-se [dOOL+02a] para mais detalhes da comparac¸a˜o entre EQ, EE e ER1.
A comparac¸a˜o relativa do me´todo EC1 com a melhor dentre as duas condic¸o˜es EE e ER1 e´ mostrada
na Figura 2.5, deixando patente a superioridade do resultado do Teorema 2.1.
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Figura 2.3: Nu´mero de politopos esta´veis identificados pelos crite´rios EQ1, EE, ER1 e EC1, para 2 ≤ n ≤ 5
(abscissas) e 2 ≤ N ≤ 5 (barras verticais, N = 2 a` esquerda). Condic¸o˜es especializadas para sistemas
discretos no tempo.
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Figura 2.4: Percentual relativo de acertos ER1/EE em func¸a˜o do aumento do nu´mero de estados n para
grupos de exemplos com nu´mero de ve´rtices N variando de 2 a 5, da esquerda para a direita. Caso discreto
no tempo.
Caso cont´ınuo no tempo
Assim como no caso discreto no tempo, foi feita uma comparac¸a˜o entre os me´todos apresentados para
identificac¸a˜o de sistemas incertos cont´ınuos no tempo. Para isso, foram tambe´m gerados 1000 politopos
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Figura 2.5: Percentual relativo de acertos EC1/(melhor entre EE e ER1) em func¸a˜o do aumento do nu´mero
de estados n para grupos de exemplos com nu´mero de ve´rtices N variando de 2 a 5, da esquerda para a
direita, caso discreto no tempo. Na˜o houve ganho para N = 2, n = 2, 3, 4, 5.
esta´veis para cada par (n,N) com 2 ≤ n ≤ 5 e 2 ≤ N ≤ 5.
A gerac¸a˜o dos politopos esta´veis foi realizada, adotando-se os seguintes passos: (i) gerac¸a˜o de N
matrizes de dimenso˜es n × n cujos elementos sa˜o valores reais uniformemente distribu´ıdos no intervalo
[−1, 1]; (ii) para cada ve´rtice, determinac¸a˜o da maior parte real dos autovalores, σ, e subtrac¸a˜o de
(σ+1× 10−4)In, garantindo pelo menos um autovalor de cada ve´rtice com parte real em −1× 10−4; (iii)
determinac¸a˜o da maior das partes reais de todos os autovalores do politopo gerado, σmax, por meio de
uma malha fina; (iv) subtrac¸a˜o de (σmax + 1 × 10−4)In de cada uma das matrizes ve´rtices do politopo.
No total, foram gerados 16000 politopos esta´veis, e o resultado dos testes de estabilidade esta´ apresentado
na Tabela 2.3.
n N EQ1 EE ER2 EC1 n N EQ1 EE ER2 EC1
2
2 642 1000 1000 1000
3
2 346 959 925 959
3 378 948 1000 1000 3 133 681 860 927
4 361 711 993 998 4 106 461 834 918
5 361 719 997 1000 5 93 360 860 920
4
2 229 969 915 969
5
2 226 973 928 973
3 65 611 848 931 3 28 573 857 941
4 32 318 816 907 4 22 257 787 908
5 42 255 814 903 5 14 169 768 904
Tabela 2.3: Nu´mero de politopos esta´veis identificados pelos testes EQ (estabilidade quadra´tica), EE
([PABB00]), ER2 ([RP02]) e EC1 (Teorema 2.1) quando aplicados a 1000 politopos esta´veis para 2 ≤ n ≤ 5,
2 ≤ N ≤ 5. Condic¸o˜es especializadas para sistemas cont´ınuos no tempo.
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O crite´rio quadra´tico mostra resultados mais conservadores, e essa tendeˆncia acentua-se com o aumento
no nu´mero de ve´rtices, independentemente do nu´mero de estados. O teste de estabilidade robusta proposto
no Teorema 2.1 (EC1) apresenta os melhores resultados, com avaliac¸o˜es positivas sempre que EE ou ER2
fornecem soluc¸a˜o fact´ıvel e, em inu´meras situac¸o˜es (principalmente quando a complexidade aumenta), e´
a u´nica condic¸a˜o que identifica a estabilidade dos politopos.
Comparando-se as condic¸o˜es EE e ER2, pode-se dizer que, em termos gerais, o crite´rio ER2 e´ o menos
conservador, apresentando, no entanto, resultados similares e ate´ um pouco piores que os do crite´rio EE
para valores pequenos de N e n (veja tambe´m [LMRP02] para uma comparac¸a˜o apenas entre EQ1, EE
e ER2). Note-se que as condic¸o˜es EE e ER2 conteˆm EQ1, mas na˜o esta˜o contidas uma na outra (sa˜o
condic¸o˜es suficientes independentes). A Figura 2.6 mostra a evoluc¸a˜o dos percentuais da diferenc¸a entre
o nu´mero de acertos de ER2 e o nu´mero de acertos de EE em relac¸a˜o ao me´todo que obteve menor
ı´ndice absoluto. Esses percentuais sa˜o apresentados em func¸a˜o do aumento da complexidade dos casos, n
crescendo de 2 a 5 nas abscissas e, para cada valor de n, o nu´mero de ve´rtices N variando de 2 a 5, da
esquerda para a direita.
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Figura 2.6: Percentual relativo de acertos ER2/EE em func¸a˜o do aumento do nu´mero de estados n para
grupos de exemplos com nu´mero de ve´rtices N variando de 2 a 5, da esquerda para a direita. Caso
cont´ınuo no tempo.
Uma visualizac¸a˜o dos resultados da Tabela 2.3 e´ dada na Figura 2.7, na qual sa˜o mostrados quatro
gra´ficos na forma de barras comparando o nu´mero de politopos esta´veis identificados por cada me´todo.
Os eixos das abscissas referem-se ao nu´mero de estados do politopo, cada qual com um grupo de quatro
barras verticais que representam o nu´mero de politopos identificados como esta´veis. A barra mais a`
esquerda corresponde a N = 2, e a mais a` direita, a N = 5.
Como feito para o caso discreto no tempo, foi realizada a comparac¸a˜o relativa entre EC e a melhor
dentre as condic¸o˜es EE e ER2, proporcionando assim uma ide´ia melhor da superioridade do me´todo do
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Figura 2.7: Nu´mero de politopos esta´veis identificados pelos crite´rios EQ, EE, ER e EC, para 2 ≤ n ≤ 5
(abscissas) e 2 ≤ N ≤ 5 (barras verticais, N = 2 a` esquerda). Condic¸o˜es especializadas para sistemas
cont´ınuos no tempo.
Teorema 2.1 (EC1) em relac¸a˜o aos demais. O resultado esta´ mostrado na Figura 2.8.
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Figura 2.8: Percentual relativo de acertos EC/(melhor entre EE e ER) em func¸a˜o do aumento do nu´mero
de estados n para grupos de exemplos com nu´mero de ve´rtices N variando de 3 a 5, da esquerda para a
direita, caso cont´ınuo. Na˜o houve ganho para N = 2, n = 2, 3, 4, 5 nem tampouco para N = 3, n = 2.
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Observac¸a˜o 2.1 Nos testes realizados nesta sec¸a˜o, foi sempre utilizada a condic¸a˜o EC1 em detrimento de
EC2 por fornecer resultados sempre menos conservadores. Entretanto, alguns testes nu´mericos realizados
— na˜o apresentados neste trabalho — sugerem que o desempenho da condic¸a˜o EC2 seja pro´ximo do
alcanc¸ado pela EC1. Pore´m, como mostrado na sec¸a˜o seguinte, na˜o e´ dif´ıcil encontrar exemplos nos quais
a condic¸a˜o EC2 falha e, contudo, a condic¸a˜o EC1 encontra uma soluc¸a˜o fact´ıvel.
Observac¸a˜o 2.2 As condic¸o˜es formuladas neste cap´ıtulo supo˜em que o politopo A e´ definido por ma-
trizes reais. Entretanto, se as matrizes em A sa˜o complexas, isto e´ Aj ∈ Cn×n, as condic¸o˜es podem
ser utilizadas se a busca de matrizes P (α), F (α) e G(α) for feita no campo das matrizes complexas.
Neste caso, as matrizes Pj ∈ Cn×n sera˜o hermitianas definidas positivas, isto e´, P ∗j = Pj > 0, e a regia˜o
R ∈ C2d×2d e´ definida por submatrizes complexas.
2.5 Exemplos
Nesta sec¸a˜o, va´rios exemplos gerados aleatoriamente sa˜o apresentados para ilustrar o uso das condic¸o˜es
propostas neste cap´ıtulo. Inicialmente, para demonstrar o menor conservadorismo da condic¸a˜o proposta
no Teorema 2.1 em relac¸a˜o a` proposta no Teorema 2.2, sa˜o apresentados dois exemplos, um para o caso
discreto no tempo e outro para o caso cont´ınuo no tempo. E´ importante ressaltar que os casos nos
quais apenas a condic¸a˜o EC1 e´ fact´ıvel (e EC2 na˜o) sa˜o mais facilmente encontrados a` medida que a
complexidade do problema aumenta (isto e´, com o aumento de n e N no sistema incerto). Para todos
os exemplos sa˜o mostradas as nuvens de autovalores dos sistemas incertos considerados. Essas nuvens
foram obtidas da seguinte forma: em cada caso, os ve´rtices foram tomados dois-a-dois e, por meio de uma
malha fina, foi varrida a combinac¸a˜o convexa de cada par de ve´rtices, calculando para cada ponto dessa
malha fina os autovalores do sistema determinado. Em seguida, foram feitas 5000 combinac¸o˜es convexas
aleato´rias entre todos os ve´rtices, calculando, em cada situac¸a˜o, os autovalores do sistema resultante.
Finalmente, os autovalores determinados sa˜o colocados no plano complexo.
Exemplo 2.1 Considere-se o sistema incerto cont´ınuo no tempo, com n = 2 estados e que pertence ao
politopo definido pelos N = 4 ve´rtices
A1 =
[ −0.680 0.590
0.660 0.630
]
, (2.39)
A2 =
[
0.900 −0.200
−0.320 −0.890
]
, (2.40)
A3 =
[
0.550 0.870
−0.310 1.080
]
, (2.41)
A4 =
[
1.300 −1.260
2.040 −1.310
]
. (2.42)
Com relac¸a˜o ao semi-plano esquerdo, esse sistema e´ robustamente esta´vel, conforme pode ser observado
na Figura 2.9.
Nessa figura, e´ mostrada a nuvem de autovalores do politopo definido por (2.39)-(2.42). Apenas a
condic¸a˜o proposta no Teorema 2.1 e´ capaz de identificar esse sistema como robustamente D-esta´vel. Todas
as demais condic¸o˜es, incluindo EC2, falham.
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Figura 2.9: Nuvem de autovalores do sistema incerto discreto no tempo dado pelos ve´rtices (2.39)-(2.42),
identificado como esta´vel apenas pela condic¸a˜o EC1.
Exemplo 2.2 Considere-se o sistema incerto discreto no tempo com n = 5 estados, pertencente ao
politopo definido pelos N = 3 ve´rtices
A1 =

−0.220 0.310 0.770 0.720 0.220
0.070 0.060 −0.560 −0.310 −0.730
−0.870 0.210 0.800 0.550 0.280
−0.400 0.790 0.410 −0.160 −0.350
−0.270 0.080 0.200 −0.510 −0.790
 , (2.43)
A2 =

−0.770 0.050 0.400 0.300 0.230
0.250 0.290 −0.650 0.720 0.720
−0.150 −0.450 −0.100 −0.700 0.800
0.480 −0.660 0.650 0.120 −0.650
0.280 −0.440 −0.100 0.810 −0.350
 , (2.44)
A3 =

−0.390 −0.650 −0.580 0.240 −0.160
−0.220 0.520 −0.070 −0.340 −0.520
0.030 0.470 −0.280 −0.610 −0.170
−0.540 0.700 −0.570 −0.640 −0.280
0.030 0.640 0.210 0.320 0.310
 , (2.45)
cuja nuvem de autovalores e´ apresentada na Figura 2.10.
Esse sistema e´ identificado como robustamente D-esta´vel (em relac¸a˜o ao c´ırculo unita´rio centrado na
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Figura 2.10: Nuvem de autovalores do sistema discreto dado por (2.43)-(2.45), identificado como esta´vel
apenas pela condic¸a˜o EC1.
origem do plano complexo) somente pela condic¸a˜o EC1. Todas as demais condic¸o˜es, incluindo EC2, na˜o
obteˆm soluc¸o˜es fact´ıveis neste caso.
Na sequ¨eˆncia, sa˜o apresentados outros exemplos nos quais tanto a condic¸a˜o EC1 quanto a EC2 fornecem
soluc¸o˜es fact´ıveis. Esses exemplos foram avaliados pelas outras condic¸o˜es de D-estabilidade discutidas
neste cap´ıtulo — EE, ER1, ER2 e EQ1 —, evidenciando o grau de conservadorismo associado a cada uma
delas. Os treˆs exemplos seguintes referem-se a sistemas incertos discretos no tempo e, portanto, a regia˜o
de D-estabilidade considerada corresponde ao c´ırculo unita´rio centrado na origem do plano complexo,
conforme definido por RD na equac¸a˜o (2.5).
Exemplo 2.3 O sistema incerto discreto no tempo dado pelos ve´rtices
A1 =
[
0.978 −1.018
0.115 0.639
]
, (2.46)
A2 =
[
0.209 1.002
−0.92 −0.855
]
, (2.47)
A3 =
[
0.051 −0.56
1.223 1.111
]
, (2.48)
define um politopo robustamente esta´vel, conforme pode ser observado na Figura 2.11. Apenas as con-
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Figura 2.11: Nuvem de autovalores do sistema incerto discreto no tempo dado pelos ve´rtices (2.46)-(2.48),
identificado como esta´vel apenas pelas condic¸o˜es EC1 e EC2.
dic¸o˜es do Teorema 2.1 (e as do Teorema 2.2) proporcionam uma avaliac¸a˜o positiva (todas as demais
falham).
Exemplo 2.4 Lembrando-se que EE e ER1 sa˜o condic¸o˜es independentes, e que, portanto, uma pode
identificar um politopo como esta´vel e a outra na˜o ou vice-versa, foi gerado aleatoriamente um exemplo
simples para o qual EE falha, mas ER1 e EC1 (e EC2) sa˜o verificadas. Os ve´rtices do politopo sa˜o dados
por
A1 =
[ −0.800 −0.200
1.200 1.100
]
, (2.49)
A2 =
[
0.900 −0.600
0.000 0.300
]
, (2.50)
A3 =
[ −0.500 −0.200
0.900 −1.300
]
, (2.51)
cuja nuvem de autovalores esta´ representada na Figura 2.12.
Exemplo 2.5 Considere-se o sistema discreto no tempo cuja matriz dinaˆmica A(α) pertence ao politopo
descrito pelos ve´rtices
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Figura 2.12: Nuvem de autovalores associada ao sistema discreto dado por (2.49)-(2.51), identificado como
esta´vel apenas pelas condic¸o˜es ER1 e EC1 (e EC2).
A1 =
 0.143 0.656 −0.590−0.813 0.216 −0.015
0.649 −0.681 −0.418
 , (2.52)
A2 =
 1.303 0.636 −0.147−0.617 −0.041 0.978
−0.244 −1.120 −0.537
 , (2.53)
A3 =
 −0.495 0.438 0.895−0.188 −1.113 −0.295
0.559 0.275 0.041
 , (2.54)
Embora esse seja um sistema esta´vel (veja a nuvem de autovalores mostada na Figura (2.13)), somente
as condic¸o˜es dos Teoremas 2.1 e 2.2 foram capazes de indentifica´-lo como tal.
Na sequ¨eˆncia, sa˜o apresentados treˆs sistemas incertos cont´ınuos no tempo e, portanto, a regia˜o condide-
rada para a ana´lise de D-estabilidade robusta e´ a porc¸a˜o do plano complexo determinada pelo semi-plano
esquerdo, conforme definido por RC na equac¸a˜o (2.5).
Exemplo 2.6 Considere o sistema incerto cont´ınuo no tempo com matriz dinaˆmica A(α) dada pela
combinac¸a˜o convexa dos seguintes ve´rtices:
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Figura 2.13: Nuvem de autovalores associada ao sistema discreto dado por (2.52)-(2.54), identificado como
esta´vel apenas pelas condic¸o˜es EC1 e EC2.
A1 =
 −0.673 −0.969 0.863−0.455 −0.387 −0.068
−0.602 −0.109 −1.043
 , (2.55)
A2 =
 −0.329 0.344 0.3620.05 −0.345 −0.241
−0.594 −0.96 −0.358
 , (2.56)
A3 =
 −0.145 −0.39 0.3640.418 −0.771 −0.394
−0.142 −0.613 −0.067
 , (2.57)
que define um politopo esta´vel (veja Figura 2.14).
Este sistema incerto na˜o foi identificado como esta´vel por nenhuma das condic¸o˜es EQ1, EE e ER2.
Pore´m, a estabilidade pode ser verificada, utilizando-se o Teorema 2.1 (ou o Teorema 2.2).
Exemplo 2.7 Um exemplo simples, tambe´m gerado aleatoriamente, com n = 2 estados e N = 3 ve´rtices,
ilustra como um politopo esta´vel e´ resolvido pelos crite´rios ER2, EC1 e EC2, na˜o verificando nem a
condic¸a˜o de estabilidade quadra´tica EQ nem a condic¸a˜o EE proposta em [PABB00]. Os ve´rtices do
politopo sa˜o dados pelas matrizes
A1 =
[ −3.100 4.700
−8.200 −13.300
]
, (2.58)
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Figura 2.14: Nuvem de autovalores do sistema incerto cont´ınuo no tempo descrito pelos ve´rtices dados
por (2.55)-(2.57), identificado como esta´vel apenas pelas condic¸o˜es EC1 e EC2.
A2 =
[ −1.300 −2.100
9.100 1.200
]
, (2.59)
A3 =
[
0.300 −6.000
9.500 −1.500
]
(2.60)
e a regia˜o de estabilidade e´ ilustrada na Figura 2.15.
Exemplo 2.8 Considere-se o sistema incerto cont´ınuo no tempo, pertencente a um politopo convexo
cujos ve´rtices sa˜o dados por
A1 =
 −0.502 0.560 −0.1790.708 −0.593 0.122
0.589 0.023 −0.233
 , (2.61)
A2 =
 −0.410 0.159 −0.689−0.839 −0.779 −0.200
0.460 0.666 −0.158
 , (2.62)
A3 =
 −0.808 −0.845 0.2070.672 0.641 −0.423
−0.912 −0.090 −0.575
 . (2.63)
A nuvem de autovalores esta´ ilustrada na Figura 2.16. As condic¸o˜es EE, EQ1, ER2 na˜o sa˜o fact´ıveis
para este sistema. Ja´ as condic¸o˜es propostas neste cap´ıtulo, EC1 e EC2, identificam esse sitema como
robustamente D-esta´vel.
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Figura 2.15: Nuvem de autovalores do sistema cont´ınuo dado por (2.58)-(2.60), identificado como esta´vel
apenas pelas condic¸o˜es ER2, EC1 e EC2.
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Figura 2.16: Nuvem de autovalores do sistema cont´ınuo dado por (2.61)-(2.63), identificado como esta´vel
apenas pelas condic¸o˜es EC1 e EC2.
2.6 Concluso˜es
Condic¸o˜es formuladas em termos de testes de factibilidade de um conjunto de LMIs definidas nos
ve´rtices do politopo de incertezas foram propostas para o estudo de D-estabilidade robusta de sistemas li-
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neares incertos em domı´nios polito´picos. Embora essas condic¸o˜es apresentem uma complexidade nume´rica
maior que outras baseadas em func¸o˜es de Lyapunov linearmente dependentes de paraˆmetro, a melhora no
nu´mero de politopos esta´veis identificados e´ significativa. Em especial, a condic¸a˜o do Teorema 2.1 pro-
porciona uma avaliac¸a˜o positiva, sempre que alguma das outras condic¸o˜es o fazem. Ale´m disso, na maior
parte dos casos, as condic¸o˜es do Teorema 2.1 identificam um nu´mero bem maior de politopos esta´veis que
as demais condic¸o˜es. Mesmo com um nu´mero mais elevado de varia´veis escalares e de linhas nas LMIs, as
condic¸o˜es do Teorema 2.1 podem ser processadas em tempo polinomial por meio de algoritmos de pontos
interiores. Um estudo sobre a abrangeˆncia das condic¸o˜es propostas foi apresentado, evidenciando-se a
efetiva melhora na detecc¸a˜o de sistemas incertos robustamente esta´veis. Va´rios exemplos foram apresen-
tados, ilustrando o menor conservadorismo associado a`s condic¸o˜es propostas neste cap´ıtulo. A partir dos
resultados apresentados, diversas extenso˜es e generalizac¸o˜es podem ser aventadas, como, por exemplo, o
coˆmputo de custos garantidos H2 [dOL+04a] e H∞ [dOL+04b].
Cap´ıtulo 3
D-estabilidade robusta de matrizes
polinomiais
Condic¸o˜es suficientes para a D-estabilidade robusta de um politopo de matrizes po-
linomiais sa˜o propostas neste cap´ıtulo, isto e´, testes que assegurem a pertineˆncia de
todos os zeros de um polinoˆmio matricial incerto a uma regia˜o D do plano com-
plexo. Os testes de estabilidade sa˜o baseados em LMIs formuladas nos ve´rtices
do politopo de incertezas que, se fact´ıveis, fornecem uma func¸a˜o de Lyapunov de-
pendente de paraˆmetro que garante a estabilidade de qualquer polinoˆmio matricial
no domı´nio de incerteza. Sa˜o analisados os casos de estabilidade em tempo cont´ı-
nuo (semi-plano esquerdo) e em tempo discreto (interior do c´ırculo unita´rio). Essas
condic¸o˜es generalizam e conteˆm outras que surgiram recentemente na literatura e
proporcionam um me´todo nume´rico eficaz para a ana´lise de D-estabilidade robusta
de polinoˆmios matriciais. Experimentos nume´ricos mostram que as condic¸o˜es pro-
postas produzem resultados menos conservadores quando comparados aos obtidos
com a estabilidade quadra´tica e aos obtidos por meio de me´todos recentes da lite-
ratura. Os resultados apresentados neste cap´ıtulo podem ser encontrados em parte
nas publicac¸o˜es [LOdP04] e [dOLP04].
3.1 Introduc¸a˜o
Testes de estabilidade para polinoˆmios teˆm tido destaque na literatura especializada nos u´ltimos anos,
como, por exemplo, o resultado de Kharitonov [Kha78] para polinoˆmios com coeficientes definidos por
intervalos, ou o chamado teorema das bordas [BHL88] para politopos de polinoˆmios. Veja-se tambe´m
[Bar94] e [BCK95] para maiores detalhes sobre estabilidade robusta de polinoˆmios. Entretanto, a extensa˜o
desses resultados para tratar politopos de matrizes polinomiais na˜o parece ser imediata, e testes conclusivos
sobre a estabilidade de famı´lias de polinoˆmios cujos coeficientes sa˜o func¸o˜es multilineares dos paraˆmetros
de incertezas sa˜o problemas NP-dif´ıceis [BT00].
Em [HAPSˇ01], condic¸o˜es formuladas em termos de LMIs recentemente publicadas na literatura para
testar a estabilidade de um politopo de matrizes [GdOH98], [dOBG99], [PABB00] foram estendidas para o
caso de politopos de matrizes polinomiais. Mais recentemente, novas condic¸o˜es LMI menos conservativas
foram publicadas para a ana´lise de estabilidade de sistemas lineares discretos [RP01a] e cont´ınuos no
tempo [RP01b], [RP02].
Neste cap´ıtulo, condic¸o˜es suficientes para aD-estabilidade robusta de politopos de matrizes polinomiais
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sa˜o formuladas em termos de LMIs, obtidas a partir da extensa˜o dos resultados de [LP03a] (tambe´m
discutidos no Cap´ıtulo 2). Essas condic¸o˜es produzem resultados menos conservadores que os obtidos
com me´todos baseados na estabilidade quadra´tica e tambe´m menos conservadores que os de [HAPSˇ01],
principalmente quando a complexidade (isto e´, grau, ordem e nu´mero de ve´rtices) dos politopos de matrizes
polinomiais aumenta, como mostram os testes realizados com polinoˆmios matriciais esta´veis na sec¸a˜o de
exemplos. A D-estabilidade robusta do politopo e´ assegurada por um simples teste de factibilidade de
um conjunto de LMIs definidas nos ve´rtices do domı´nio de incertezas, realizado de maneira eficiente com
algoritmos de complexidade polinomial [GNLC95].
3.2 Preliminares
Considere uma matriz polinomial quadrada A(s) de dimensa˜o n e grau g com coeficientes Ai ∈ Rn×n,
i = 0, 1, . . . , g, que se escreve como
A(s) = A0 +A1s+ · · ·+Agsg, (3.1)
com s ∈ C. Defina-se a matriz constante A ∈ Rn×(g+1)n, associada a A(s), como
A =
[
A0 A1 · · · Ag−1 Ag ] ; Ag = In, (3.2)
cujo espac¸o nulo a` direita NA ∈ R(g+1)n×gn, isto e´ ANA = 0, pode ser dado por
NA =
[
Ig ⊗ In
−A0 −A1 · · · −Ag−1
]
(3.3)
Um zero de A(s) e´ definido como [Kai80] o valor complexo ζ para o qual ocorre uma perda de posto
da matriz A(s), ou seja, posto{A(ζ)} < posto{A(s)}, e pode ser determinado por meio do coˆmputo do
determinante de A(s). Note-se que, definida uma sub-regia˜o D do plano complexo, o problema de ana´lise
da D-estabilidade de A(s) resume-se a determinar condic¸o˜es que assegurem que todos os zeros de A(s)
pertencem a D. O objetivo deste cap´ıtulo e´ estabelecer condic¸o˜es que assegurem a D-estabilidade robusta
de matrizes polinomiais incertas, A(s, α). Isto e´, determinar condic¸o˜es que verifiquem se todos os zeros
de A(s, α) pertencem a uma determinada regia˜o D do plano complexo para todo α admiss´ıvel. Para
isso, considere-se a descric¸a˜o de regia˜o convexa D dada em (2.3), desta vez tomando apenas as regio˜es de
ordem d = 1, isto e´, para R11 = r11, R12 = r12 e R22 = r22 escalares. Assim, condidere-se neste cap´ıtulo
a porc¸a˜o do plano complexo determinada por
D =
{
z ∈ C : [ 1 z ]R [ 1 z ]∗ < 0} , (3.4)
em que
R =
[
r11 r12
r12 r22
]
; r22 ≥ 0 (3.5)
Como no Cap´ıtulo 2, constituem regio˜es de particular interesse o semi-plano esquerdo e o c´ırculo
unita´rio centrado na origem do plano complexo, para as quais tem-se, respectivamente, R = RC e
R = RD dados em (2.5). Para detalhes referentes a outras formas de definic¸a˜o de regio˜es do plano
complexo, veja-se [CG96], [HAPSˇ01], [HBSˇ01], [PABB00]. Por simplicidade, e sem perda de generalidade,
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assume-se que na˜o ha´, no conjunto de matrizes polinomiais incertas, matrizes com zeros no infinito, e
tambe´m que o termo de grau g e´ uma matriz identidade de dimensa˜o n, Ag ≡ In [HBSˇ01].
De maneira similar ao caso precisamente conhecido, defina-se para a j-e´sima matriz polinomial
Aj(s) = A
0
j +A
1
js+ · · ·+ Insg (3.6)
de dimensa˜o n e grau g a j-e´sima matriz constante Aj ∈ Rn×(g+1)n dada por
Aj =
[
A0j A
1
j · · · Agj
]
; Agj = In (3.7)
Portanto, dadas N matrizes polinomiais de dimensa˜o n e grau g, com coeficientes reais representados por
Aj , j = 1, . . . , N define-se o politopo A que conte´m as matrizes
A(s, α) = α1A1(s) + · · ·+ αNAN (s); αj ≥ 0 ,
N∑
j=1
αj = 1
como
A ,
A(α) ∈ Rn×gn : A(α) =
N∑
j=1
αjAj ; αj ≥ 0 ,
N∑
j=1
αj = 1
 (3.8)
Denotando por NAj ∈ R(g+1)n×gn uma base do espac¸o nulo a` direita da matriz Aj , ou seja, AjNAj = 0,
e lembrando que por hipo´tese Ag = In, tem-se
NAj =
[
Ig ⊗ In
−A0j −A1j · · · −Ag−1j
]
; j = 1, . . . , N (3.9)
Note-se que, utilizando-se a estrutura acima para a matriz NAj , tem-se que NA(α) e´ uma base para o
espac¸o nulo a` direita de A(α) que se escreve
NA(α) =
N∑
j=1
αjNAj ; αj ≥ 0 ,
N∑
j=1
αj = 1 (3.10)
Como em [HAPSˇ01], defina-se ainda a matriz de projec¸a˜o T ∈ R2gn×(g+1)n
T =
[
Ig ⊗ In 0gn×n
0gn×n Ig ⊗ In
]
(3.11)
A seguir sa˜o apresentadas definic¸o˜es e condic¸o˜es fundamentais encontradas na literatura, utilizadas
posteriormente para a obtenc¸a˜o do resultado principal.
Definic¸a˜o 3.1 A matriz polinomial A(s) dada em (3.1) e´ D-esta´vel se todos os seus zeros pertencem a`
regia˜o D do plano complexo descrita por (3.4)-(3.5).
Uma condic¸a˜o para verificar a D-estabilidade de um polinoˆmio matricial precisamente conhecido e´
dada no lema seguinte.
Lema 3.1 A matriz polinomial A(s) e´ D-esta´vel se e somente se existe uma matriz definida positiva
P = P ′ ∈ Rgn×gn, tal que
N ′
A
T ′(R⊗ P )T NA < 0 (3.12)
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Prova: Veja-se [HAPSˇ01].
Para o caso incerto, considere-se a seguinte definic¸a˜o de D-estabilidade robusta.
Definic¸a˜o 3.2 O politopo de matrizes polinomiais A e´ robustamente D-esta´vel se todos os zeros de A(α) ∈
A pertencem a` regia˜o D descrita por (3.4)-(3.5).
Condic¸o˜es necessa´rias e suficientes para a D-estabilidade robusta de A(α) ∈ A sa˜o dadas no pro´ximo
lema.
Lema 3.2 As seguintes assertivas sa˜o equivalentes
a) O politopo de matrizes polinomiais A e´ robustamente D-esta´vel.
b) Existe uma matriz definida positiva dependente de paraˆmetro P (α) = P (α)′ ∈ Rgn×gn tal que
N ′
A(α)T ′(R⊗ P (α))T NA(α) < 0 (3.13)
c) Existe uma matriz definida positiva dependente de paraˆmetro P (α) = P (α)′ ∈ Rgn×gn e uma matriz
dependente de paraˆmetro Q(α) ∈ R2gn×n, tais que
M(α) , T ′(R⊗ P (α))T + A(α)′Q(α)′T + T ′Q(α)A(α) < 0 (3.14)
Prova: A equivaleˆncia entre a) e b) vem do Lema 3.1, com P (α) e NA(α) substituindo respectivamente
P e NA (veja detalhes em [HAPSˇ01]).
A equivaleˆncia entre b) e c) pode ser provada, usando-se o Lema de Finsler [dOS01], pois (3.13) implica
que existe um escalar µ(α) ∈ R+, tal que
T ′(R⊗ P (α))T − µ(α)A(α)′A(α) < 0
seja assegurado (A(α)NA(α) = 0), resultando, portanto, em (3.14) com a escolha
T ′Q(α) = −µ(α)A(α)
′
2
O contra´rio, (3.14) ⇒ (3.13), pode ser visto multiplicando (3.14) por N ′
A(α) a` esquerda e pelo conjugado
transposto a` direita, o que completa a prova.
Note-se que a D-estabilidade de qualquer A(α) dentro do politopo A pode ser decidida por meio
da existeˆncia de P (α) = P (α)′ na equac¸a˜o (3.13) ou em (3.14). Nesta u´ltima, uma varia´vel matricial
extra, Q(α), tambe´m aparece. Entretanto, um nu´mero infinito de pontos α (no caso de α possuir alguma
continuidade em seu domı´nio) precisaria ser verificada para assegurar a estabilidade de todo o politopo
A.
Uma simplificac¸a˜o largamente empregada na literatura e´ utilizar uma mesma matriz P = P ′, fixa e
independente de paraˆmetro, para assegurar a D-estabilidade de todo o politopo A. Nesse caso, tem-se a
D-estabilidade quadra´tica de A.
Lema 3.3 O politopo de matrizes polinomiais A e´ quadraticamente D-esta´vel se existir uma matriz
definida positiva independente de paraˆmetro, P = P ∈ Rgn×gn, tal que
N ′
Aj
T ′(R⊗ P )T NAj < 0; j = 1, . . . , N (3.15)
Na sequ¨eˆncia, sa˜o dadas condic¸o˜es suficientes para a D-estabilidade robusta do politopo A, expressas
como um conjunto finito de LMIs definidas nos ve´rtices de A.
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3.3 Condic¸o˜es para a D-estabilidade do politopo A
O teorema a seguir fornece condic¸o˜es suficientes para a estabilidade robusta de A em relac¸a˜o a uma
regia˜o gene´rica do plano complexo definida pela matriz R, a partir de um nu´mero finito de desigualdades
matriciais lineares.
Teorema 3.1 O politopo de matrizes polinomiais A e´ robustamente D-esta´vel se existirem matrizes
definidas positivas Pj = P
′
j ∈ Rgn×gn e matrizes Qj ∈ R2gn×n, j = 1, . . . , N , soluc¸o˜es do problema de
factibilidade das LMIs
Mj , T ′(R⊗ Pj)T + A′jQ′jT + T ′QjAj < −(Ig+1 ⊗ In); j = 1, . . . , N (3.16)
Mjk , T ′[R⊗(2Pj+Pk)]T +(A′jQ′j+A′jQ′k+A′kQ′j)T +T ′(QjAj+QkAj+QjAk) <
1
(N − 1)2 (Ig+1⊗In);
j = 1, . . . , N, k 6= j, k = 1, . . . , N (3.17)
Mjkℓ , 2T ′ [R⊗ (Pj + Pk + Pℓ)] T + (A′jQ′ℓ + A′ℓQ′j + A′kQ′ℓ + A′ℓQ′k + A′jQ′k + A′kQ′j)T
+ T ′ (QjAℓ +QℓAj +QkAℓ +QℓAk +QkAj +QjAk) < 6
(N − 1)2 (Ig+1 ⊗ In);
j = 1, . . . , N − 2, k = j + 1, . . . , N − 1, ℓ = k + 1, . . . , N (3.18)
com NAj e T dados, respectivamente, em (3.9) e (3.11). Em caso afirmativo, a matriz definida positiva
P (α) dada por
P (α) =
N∑
j=1
αjPj > 0, αj ≥ 0,
N∑
j=1
αj = 1 (3.19)
e
Q(α) =
N∑
j=1
αjQj > 0, αj ≥ 0,
N∑
j=1
αj = 1 (3.20)
satisfazem as condic¸o˜es do Lema 3.2.
Prova: Seguem-se passos similares aos da prova do Teorema 2.1, apresentada no Cap´ıtulo 2. P (α) dada
por (3.19) e´ claramente uma matriz dependente de paraˆmetro definida positiva (Pj = P
′
j > 0). Usando
novamente (3.19), (3.20) e A(α) ∈ A, e´ poss´ıvel obter
M(α) =
N∑
j=1
α3j Mj +
N∑
j=1
N∑
k=1;k 6=j
α2jαk Mjk +
N−2∑
j=1
N−1∑
k=j+1
N∑
ℓ=k+1
αjαkαℓ Mjkℓ (3.21)
Impondo (3.16)-(3.18) e considerando que αj ≥ 0, j = 1, . . . , N ,
∑N
j=1 αj = 1, a equac¸a˜o (3.21) implica
M(α) < −
(
N∑
j=1
α3j −
1
(N − 1)2
N∑
j=1
N∑
k 6=j;k=1
α2jαk−
6
(N − 1)2
N−2∑
j=1
N−1∑
k=j+1
N∑
ℓ=k+1
αjαkαℓ
)
(Ig+1⊗ In) (3.22)
Usando-se φ1 e φ2 ja´ definidos no Cap´ıtulo 2, equac¸o˜es (2.18) e (2.19), mostra-se que (N − 1)φ1+φ2 ≥ 0,
implicando que as condic¸o˜es do Lema 3.2 sa˜o verificadas, garantindo a D-estabilidade robusta do politopo
A.
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Primeiramente, note-se que a imposic¸a˜o de (Ig+1 ⊗ In) no lado de direito de (3.16)-(3.18) pode ser
feita sem perda de generalidade, ja´ que essas expresso˜es sa˜o homogeˆneas em Pj , e a D-estabilidade dos
ve´rtices e´ condic¸a˜o necessa´ria para a D-estabilidade do domı´nio A. De fato, a matriz no lado direito
de (3.22) pode ser escolhida de forma arbitra´ria, desde que seja semidefinida positiva e de dimenso˜es
(g+1)n× (g+1)n. Espera-se que algum grau extra de liberdade seja obtido se essa matriz for substit´ıda
por outra dependente do paraˆmetro α. Entretanto, esse caso na˜o e´ investigado nesta tese, que considera
o lado direito de (3.22) como uma matriz fixa (independente de paraˆmetro).
Observe-se ainda que, para uma matriz polinomial precisamente conhecida, N = 1, apenas a con-
dic¸a˜o (3.16) precisa ser verificada com P1 e Q1. A condic¸a˜o (3.18) precisa ser considerada apenas para
N ≥ 3.
E´ poss´ıvel recuperar a condic¸a˜o de D-estabilidade quadra´tica do Lema 3.3 a partir do Teorema 3.1,
impondo Qj = Q e Pj = P = P
′, j = 1, . . . , N nas condic¸o˜es (3.16)-(3.18). Ale´m disso, a condic¸a˜o de
D-estabilidade robusta proposta em [HAPSˇ01] pode ser recuperada a partir das condic¸o˜es do Teorema 3.1,
equac¸a˜o (3.16), simplesmente impondo Qj = Q, j = 1, . . . , N e usando a propriedade da homogeneidade
das LMIs. Nesse caso, as condic¸o˜es (3.17)-(3.18) sa˜o sempre verificadas, o que pode ser comprovado
adicionando-se apropriadamente verso˜es de (3.16).
As condic¸o˜es dos Teoremas 1 (caso cont´ınuo no tempo) e 2 (caso discreto no tempo) de [dOP02] podem
ser recuperadas a partir do Teorema 3.1. Para isso, considere-se as regio˜es RC (semi-plano complexo
esquerdo de R2) e RD (c´ırculo unita´rio centro na origem de R2) definidas em (2.5). Levando RC a`s
equac¸o˜es do Teorema 3.1, impondo Qj = Q, j = 1, . . . , N em (3.16)-(3.17), multiplicando (3.16) por
N ′
Aj
pela esquerda e por seu transposto conjugado pela direita, e multiplicando (3.17) por N ′2Aj+Ak pela
esquerda e por seu conjugado transposto pela direita. Com as considerac¸o˜es acima, a desigualde (3.18) e´
sempre verificada.
De maneira similar, a condic¸a˜o de estabilidade de matrizes polinomiais incertas discretas no tempo
proposta no Teorema 2 de [dOP02] pode ser recuperada das condic¸o˜es do Teorema 3.1. Para isso, basta
impor Qj = Q, j = 1, . . . , N em (3.16)-(3.18) e multiplicar essas equac¸o˜es a` direita e a` esquerda por
combinac¸o˜es adequadas de N ′
Aj
e NAj , respectivamente.
Portanto, o Teorema 3.1 conte´m e estende os resultados de [HAPSˇ01] (fazendo uso de uma matriz
dependente de paraˆmetro Q(α) ao inve´s de uma fixa, Q) e de [dOP02] (ao considerar Q(α) e generalizar
a regia˜o do plano complexo a ser testada).
Neste cap´ıtulo, sa˜o estudadas regio˜es de D-estabilidade amplamente utilizadas no contexto de sistemas
cont´ınuos e discretos no tempo: o semi-plano esquerdo e o c´ırculo unita´rio centrado na origem do plano
complexo. Outras regio˜es de primeira ordem sa˜o tambe´m de grande interesse e podem, tambe´m, ser
investigadas. Por exemplo, a D-estabilidade robusta de politopos de matrizes polinomiais em relac¸a˜o ao
c´ırculo de raio r, com centro em (−σ, 0) — deslocado de uma distaˆncia σ−r a` esquerda do eixo imagina´rio
— ilustrado na Figura 3.1. Essa porc¸a˜o do plano complexo — utilizada em [HB92], [LMP04], [LMPJ02],
[LP02], [LP05] — poderia ser investigada por meio das condic¸o˜es do Teorema 3.1, trocando-se R por
R˜D =
[
2σ2 − r2 −σ
−σ 1
]
Note-se que, se os po´los de um sistema cont´ınuo no tempo esta˜o restritos a` regia˜o ilustrada na Fi-
gura 3.1, garante-se que toda a dinaˆmica do sistema pode ser limitada por exponenciais com decaimento
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−σ
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Figura 3.1: Regia˜o do plano complexo descrita por R˜D.
no intervalo −σ± r e frequ¨eˆncias (parte imagina´ria dos po´los) menores ou iguais a r. Em particular, para
sistemas de segunda ordem, essa regia˜o do plano complexo garante um fator de amortecimento (no pior
caso) dado pelo cosseno do aˆngulo determinado pela reta que tangencia o c´ırculo e passa pela origem, e
ma´xima frequ¨eˆncia natural amortecida limitada pelo raio do c´ırculo.
Como observado no Cap´ıtulo 2 com relac¸a˜o a`s condic¸o˜es LMI do Teorema 2.1, o Teorema 3.1 foi
obtido utilizando-se uma expansa˜o em αj com grau treˆs, conforme indicado na equac¸a˜o (3.21). Um
resultado similar, pore´m mais conservador, pode ser obtido utilizando-se uma expansa˜o em αj com grau
dois, conforme apresentado no teorema a seguir.
Teorema 3.2 O politopo de matrizes polinomiais A e´ robustamente D-esta´vel se existirem matrizes
definidas positivas Pj ∈ Rgn×gn e matrizes Qj ∈ R2gn×n, j = 1, . . . , N , soluc¸o˜es de (3.16) e
M˜jk , T ′[R⊗ (Pj + Pk)]T + (A′jQ′k + A′kQ′j)T + T ′(QkAj +QjAk) <
2
N − 1(Ig+1 ⊗ In);
j = 1, . . . , N − 1, k = j + 1, . . . , N (3.23)
com NAj e T dados, respectivamente, em (3.9) e (3.11). Em caso afirmativo, P (α) e Q(α) dadas respec-
tivamente por (3.19) e (3.20) satisfazem as condic¸o˜es do Lema 3.2.
Prova: Seguem-se passos similares aos da prova do Teorema 2.2, apresentada no Cap´ıtulo 2. P (α) dada
por (3.19) e´ claramente uma matriz dependente de paraˆmetro definida positiva (Pj = P
′
j > 0). Usando
novamente (3.19), (3.20) e A(α) ∈ A, e´ poss´ıvel obter
M(α) =
N∑
j=1
α2j Mj +
N−1∑
j=1
N∑
k=j+1
αjαk M˜jk (3.24)
Impondo-se (3.16) e (3.23) e considerando-se que αj ≥ 0, j = 1, . . . , N ,
∑N
j=1 αj = 1, a equac¸a˜o (3.24)
implica
M(α) < −
(
N∑
j=1
α2j −
2
N − 1
N−1∑
j=1
N∑
k=j+1
αjαk
)
(Ig+1 ⊗ In) ≤ 0, (3.25)
pois a expressa˜o em α dentro dos pareˆnteses e´ sempre maior ou igual a zero (veja equac¸a˜o (2.29)).
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As condic¸o˜es do Teorema 3.2 conteˆm as condic¸o˜es LMI do Lema 3.3, as condic¸o˜es propostas em
[HAPSˇ01] e o Teorema 1 de [dOP02]. Entretanto, o Teorema 2 proposto em [dOP02] (caso discreto no
tempo) na˜o esta´ contido no Teorema 3.2 devido a` diferenc¸a de grau em αj (veja lado direito de (3.21) e
(3.24)). Portanto, as condic¸o˜es do Teorema 3.2 sa˜o apenas suficientes para aquelas do Teorema 3.1.
3.3.1 Polinoˆmios matriciais de primeira ordem
Um caso de especial interesse para a ana´lise de D-estabilidade robusta e´ quando o grau do polinoˆmio
matricial e´ g = 1. Nesse caso, o estudo da D-estabilidade robusta do polinoˆmio matrical equivale a`
investigac¸a˜o da D-estabilidade de sistemas dinaˆmicos lineares do tipo δ[x(t)] = A(α)x(t). Considere-se o
polinoˆmio matricial de primeira ordem dado por
A(s, α) = −A(α) + sIn (3.26)
Nesse caso, as condio˜es propostas neste cap´ıtulo recuperam aquelas propostas no Cap´ıtulo 2, para regio˜es
de primeira ordem (d = 1).
Assim, para o polinoˆmio matricial de grau g = 1 dado por (3.26) com A(α) ∈ A, veja (2.2), as regio˜es
de estabilidade referentes ao caso cont´ınuo no tempo e ao caso discreto no tempo descritas por meio das
matrizes RC e RD, dadas em (2.5), podem ser recuperadas. Usando a formulac¸a˜o do Teorema 3.1 com
g = 1 e assumindo
T =
[
In 0n
0n In
]
; Aj =
[ −Aj In ] ; Qj = [ −Fj−Gj
]
; j = 1, . . . , N,
obteˆm-se que as condic¸o˜es (3.16)-(3.18) podem ser reescritas como em (2.20)-(2.22) para R = RC e como
em (2.23)-(2.25) para R = RD, trocando, em ambos os casos, as matrizes do lado direito das inequac¸o˜es
por In, o que na˜o afeta o resultado final, devido a` propriedade da homogeneidade.
3.3.2 Complexidade nume´rica
Em termos de complexidade, me´todos de resoluc¸a˜o baseados em pontos interiores requerem um nu´mero
de operac¸o˜es em ponto flutuante da ordem de K3L, sendo K o nu´mero de varia´veis escalares envolvidas
no problema e L o nu´mero de linhas das LMIs [BEFB94], [GNLC95].
A Tabela 3.1 mostra os valores de K e L para os Teoremas 3.1 (TE1) e 3.2 (TE2), Lema 3.3 (DQ),
Teorema 1 proposto em [HAPSˇ01] (T1HAPS) e para os Teoremas 1 (T1dOOP) e 2 (T2dOOP) propostos
em [dOP02]. Nessa tabela, n e´ o nu´mero de estados do polinoˆmio matricial, N , o nu´mero de ve´rtices do
politopo A e g, o grau do polinoˆmio. Sempre que pertinente, as expresso˜es para K e L especializadas para
o semi-plano esquerdo ou para o c´ırculo unita´rio centrado na origem (respectivamente, casos cont´ınuo e
discreto no tempo) sa˜o tambe´m apresentadas.
Embora o nu´mero de varia´veis escalares envolvidas em T1dOOP seja menor do que em T1HAPS, o
nu´mero de LMIs cresce com N2, e esse fator torna-se preponderante para N grande (N > 20). Note-se
que, no caso discreto, houve um aumento da complexidade em relac¸a˜o ao resultado de T1dOOP, pois, apesar
do nu´mero de varia´veis escalares ter se mantido igual, o nu´mero de LMIs aumentou. Finalmente, observe-
se que, no caso de matrizes polinomiais na forma Aj(s) = −(Aj − sIn), as condic¸o˜es do Teorema 3.1 se
reduzem ao resultado de estabilidade robusta de sistemas discretos em [RP01a], seguindo desenvolvimento
similar ao apresentado para o caso cont´ınuo (veja os comenta´rios apo´s a prova do Teorema 3.1).
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Crite´rio K (no de varia´veis) L (no de linhas)
T
E
1 Regia˜o D
Nng
2
((4 + g)n+ 1)
Nn
6
(
N2 + 3N + 2 + g(N2 + 3N + 8)
)
RC ou RD Nn
2
(5n+ 1)
Nn
3
(
N2 + 3N + 5
)
T
E
2 Regia˜o D
Nng
2
((4 + g)n+ 1)
Nn
2
(g(N + 3) +N + 1)
RC ou RD Nn
2
(5n+ 1) Nn (N + 2)
D
Q
Regia˜o D gn
2
(gn+ 1) gn (N + 1)
RC ou RD n
2
(n+ 1) n (N + 1)
T
1
H
A
P
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Tabela 3.1: Nu´mero de varia´veis escalares (K) e nu´mero de linhas LMI (L) em func¸a˜o do nu´mero de estados
(n), ve´rtices (N) e grau do polinoˆmio matricial (g), quando pertinente, para as condic¸o˜es propostas nos
Teoremas 3.1 (TE1) e 3.2 (TE2), no Lema 3.3 (DQ), no Teorema 1 de [HAPSˇ01] (T1HAPS) e nos Teoremas 1
(T1dOOP) (semi-plano esquerdo do plano complexo) e 2 (T2dOOP) (c´ırculo unita´rio centrado na origem
do plano complexo) propostos em [dOP02].
O uso de matrizes P (α) dependentes de paraˆmetro, dadas por (3.19), permitiu o estabelecimento de
condic¸o˜es suficientes para a estabilidade robusta do politopo de matrizes polinomiais A. O nu´mero de
LMIs do Teorema 3.1 e´ o mesmo do T2dOOP, mas o nu´mero de varia´veis escalares e´ maior.
Uma comparac¸a˜o nume´rica, utilizando-se valores de n = 2, 3, 4, g = 2, 3, 4 e N = 2, 3, 4, 5, foi realizada
para os casos cont´ınuo e discreto no tempo. Foi empregada a mesma metodologia utilizada em [dOP02],
conforme segue. Foram gerados 100 politopos de matrizes polinomiais para cada tripla (n,N, g), adotando-
se o seguinte procedimento: (i) os ve´rtices dos politopos sa˜o gerados com matrizes cujos elementos sa˜o
nu´meros reais uniformemente distribu´ıdos no intervalo [−1, 1]; (ii) para cada ve´rtice, e´ garantido inicial-
mente pelo menos um zero com parte real no intervalo [−5 × 10−2,−1 × 10−5] (caso cont´ınuo) ou valor
absoluto no intervalo [0.95, 0.98] (caso discreto); (iii) os zeros dos politopos sa˜o calculados por meio de
uma varredura fina e determina-se o zero com maior parte real σmax(caso cont´ınuo) ou maior valor ab-
soluto rmax (caso discreto); (iv) em seguida, todo o politopo e´ deslocado para garantir que exista pelo
menos um zero com parte real no intervalo [−0.001,−1 × 10−5] (caso cont´ınuo) ou com valor absoluto
50 Cap´ıtulo 3. D-estabilidade robusta de matrizes polinomiais
no intervalo [0.98, 0.999] (caso discreto). O deslocamento e´ feito substituindo-se z por z + σmax + ǫ (caso
cont´ınuo) ou z por z/(rmax/ǫ) (caso discreto).
Como os resultados do Teorema 3.1 conteˆm aqueles de [HAPSˇ01] e [dOP02], essas avaliac¸o˜es nume´ricas
na˜o sa˜o reproduzidas aqui. Para uma comparac¸a˜o, veja-se [dOP02]. As avaliac¸o˜es baseadas nas condic¸o˜es
de D-estabilidade quadra´tica (Lema 3.3) sa˜o inclu´ıdas aqui apenas como uma refereˆncia. Na Tabela 3.2,
e´ mostrado o nu´mero de avaliac¸o˜es positivas para ambas as regio˜es (isto e´, para o semi-plano esquerdo
e para o disco unita´rio centrado na origem do plano complexo) obtidas pelo Teorema 3.1 (TE1) e pela
condic¸a˜o LMI (3.15) (DQ).
(a) Caso cont´ınuo no tempo (b) Caso discreto no tempo
g 2 3 4 2 3 4
n
N DQ TE1 DQ TE1 DQ TE1 DQ TE1 DQ TE1 DQ TE1
2
2 29 100 18 100 22 99 18 99 9 99 10 100
3 8 97 3 98 1 99 1 98 1 98 0 99
4 3 94 0 96 0 96 0 94 0 96 0 99
5 2 97 0 96 0 93 0 97 0 96 0 95
3
2 28 100 19 99 18 98 6 99 5 100 1 100
3 5 97 2 96 1 98 0 98 0 98 0 99
4 0 95 0 94 1 96 0 95 0 93 0 99
5 0 90 0 90 0 95 0 93 0 96 0 97
4
2 21 99 19 99 9 97 6 99 4 100 3 100
3 3 94 4 98 0 97 0 100 0 98 0 100
4 1 90 1 98 0 95 0 95 0 99 0 100
5 1 91 0 98 0 89 0 94 0 96 0 99
Tabela 3.2: Politopos esta´veis identificados para n ∈ [2, 4], g ∈ [2, 4] e N ∈ [2, 5] com as condic¸o˜es (3.15)
(DQ) e Teorema 3.1 (TE1). Uma centena de politopos de polinoˆmios matriciais robustamente D-esta´veis
foram gerados em cada caso.
Como pode ser observado, o comportamento geral da condic¸a˜o TE1 e´ bem pro´ximo da necessidade,
resultando, em geral, em mais de 95 avaliac¸o˜es positivas por caso. Esse comportamento pode ser melhor
visualizado nas figuras 3.2 (regia˜o para sistemas cont´ınuos no tempo) e 3.3 (regia˜o para sistemas discretos
no tempo).
Note-se que o nu´mero total de politopos de matrizes polinomiais esta´veis identificado pelas condic¸o˜es
do Teorema 3.1 permanece quase o mesmo quando a complexidade aumenta, identificando uma quantidade
expressiva de politopos que na˜o sa˜o detectados pelos me´todos propostos em [dOP02] e [HAPSˇ01]. Com
relac¸a˜o a esses me´todos, as condic¸o˜es mais abrangentes do Teorema 3.1 forneceram avaliac¸o˜es positivas
sempre que um dos testes foi positivo, identificando inu´meros politopos de matrizes polinomiais esta´veis
em situac¸o˜es nas quais os demais me´todos falharam.
Os testes foram realizados em um computador com processador Pentium IV 2.6 GHz com 512 Mbytes
de memo´ria RAM usando Matlab e o pacote LMI Control Toolbox [GNLC95]. O tempo me´dio de CPU
despendido nas condic¸o˜es do Teorema 3.1 fica tipicamente entre 1s (para casos com n = 2, N = 2 e g = 2)
e 3000s (para casos com n = 4, N = 5 e g = 4), tanto para sistemas discretos no tempo quanto para os
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Figura 3.2: Nu´mero de politopos de matrizes polinomiais esta´veis identificado pela condic¸a˜o de D-
estabilidade quadra´tica (DQ) (barras escuras) e pelo Teorema 3.1 (barras claras), para n = 2, 3 e 4,
g = 2, 3 e 4 e (da esquerda para direita) N = 2, 3, 4 e 5. Caso cont´ınuo no tempo.
sistemas cont´ınuos no tempo.
Observac¸a˜o 3.1 As condic¸o˜es formuladas neste cap´ıtulo supo˜em que o politopo A e´ definido por matri-
zes reais. Entretanto, se as matrizes em A sa˜o complexas, isto e´ Aj ∈ Cn×(g+1)n, as condic¸o˜es propostas
podem ser utilizadas desde que a busca de matrizes P (α) e Q(α) seja feita no campo das matrizes comple-
xas. Neste caso, tem-se Pj = P
∗
j ∈ Cgn×gn, j = 1, . . . , N , hermitianas definidas positivas, Qj ∈ C2gn×n,
j = 1, . . . , N , e a regia˜o R pertence ao plano complexo.
3.4 Exemplos
Alguns exemplos de D-estabilidade polinomial de matrizes sa˜o apresentados. Em todos os casos,
apenas o Teorema 3.1 resulta fact´ıvel (as condic¸o˜es DQ, T1HAPS, T1dOOP e T2dOOP falham). Em cada
exemplo, e´ mostrada a nuvem de zeros da matriz polinomial incerta considerada. Para obter essas nuvens
de zeros foi feita, para cada combinac¸a˜o de ve´rtices tomados dois-a-dois, uma varredura com malha fina,
calculando os zeros de cada matriz polinomial determinada. Em seguida, foram feitas 5000 combinac¸o˜es
convexas aleato´rias entre os ve´rtices dados e, para cada uma das matrizes polinomiais determinada,
calculados os zeros. Finalmente, todos esses zeros sa˜o mostrados no plano complexo.
Exemplo 3.1 Considere-se o politopo de matrizes polinomiais com ve´rtices dados por
A1(s) =
[
s2 + 0.53s− 0.13 −0.47s+ 0.44
0.43s− 0.26 s2 − 0.02s+ 0.78
]
, (3.27)
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Figura 3.3: Nu´mero de politopos de matrizes polinomiais esta´veis identificado pela condic¸a˜o de D-
estabilidade quadra´tica (DQ) (barras escuras) e pelo Teorema 3.1 (barras claras), para n = 2, 3 e 4,
g = 2, 3 e 4 e (da esquerda para direita) N = 2, 3, 4 e 5. Caso discreto no tempo.
A2(s) =
[
s2 + 1.94s− 0.02 0.33s+ 0.62
−0.67s− 0.17 s2 + 1.95s+ 0.04
]
, (3.28)
A3(s) =
[
s2 + 0.62s+ 0.23 −0.48
−0.09s+ 0.13 s2 + 0.32s+ 0.57
]
. (3.29)
Como mostrado na Figura 3.4, este e´ um sistema incerto cont´ınuo no tempo com todos os seus zeros
localizados no semi-plano esquerdo do plano complexo. A ma´xima parte real desses zeros foi calculada
(por meio de uma malha fina) como sendo −0.0160. Usando a regia˜o R = RC , equac¸a˜o (2.5), este sistema
e´ identificado como robustamente D-esta´vel apenas pelas condic¸o˜es do Teorema 3.1.
Exemplo 3.2 Considere o politopo de matrizes polinomiais (sistemas cont´ınuos, n = 2, g = 2 e N = 3
ve´rtices) cujos ve´rtices sa˜o dados abaixo:
A1(s) =
[
s2 + 0.82s+ 0.99 −0.79s− 1.03
0.67 s2 + 1.05s+ 0.13
]
, (3.30)
A2(s) =
[
s2 + 0.59s+ 0.85 −0.05s− 0.49
0.75s+ 0.75 s2 + 0.26s+ 0.33
]
, (3.31)
A3(s) =
[
s2 + 0.67s+ 0.14 0.67s− 1.25
0.01s− 0.68 s2 + 1.79s+ 1.13
]
. (3.32)
Embora esta´vel, como pode ser visto na Figura 3.5, apenas as condic¸o˜es do Teorema 3.1 conseguiram a
identificac¸a˜o correta desse sistema (os demais testes falharam).
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Figura 3.4: Nuvem de zeros para o politopo de matrizes polinomiais descritas pelos ve´rtices (3.27)-(3.29)
(caso cont´ınuo no tempo), identificado como esta´vel apenas pelo Teorema 3.1.
−1.4 −1.2 −1 −0.8 −0.6 −0.4 −0.2 0
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Real
Im
a
g
Figura 3.5: Nuvem de zeros para o politopo de matrizes polinomiais descritas pelos ve´rtices (3.30)-(3.32)
(caso cont´ınuo no tempo) identificado como esta´vel apenas pelo Teorema 3.1.
Exemplo 3.3 Os ve´rtices de um politopo de matrizes polinomiais, para o qual a regia˜o de D-estabilidade
robusta a ser investigada e´ o c´ırculo unita´rio com centro na origem do plano complexo, e´ dado por
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A1(s) =
[
s2 + 0.08s− 0.98 0.21s− 1.18
−0.41s+ 0.50 s2 + 0.25s+ 0.42
]
, (3.33)
A2(s) =
[
s2 + 0.13s+ 0.72 −0.28s− 0.81
−0.17 s2 − 0.47s+ 0.78
]
, (3.34)
A3(s) =
[
s2 + 0.43s− 0.36 −0.08s+ 0.55
0.17s− 0.47 s2 + 0.32s− 0.21
]
. (3.35)
A localizac¸a˜o dos zeros desse politopo robustamente esta´vel em relac¸a˜o ao c´ırculo unita´rio centrado na
origem do plano complexo e´ mostrada na Figura 3.6. O ma´ximo valor absoluto dos zeros foi calculado por
meio de uma malha fina como sendo 0.9932. Novamente, apenas o Teorema 3.1 foi capaz de identificar o
politopo como robustamente D-esta´vel.
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Figura 3.6: Nuvem de zeros do politopo de matrizes polinomiais descritas pelos ve´rtices (3.33)-(3.35),
(caso discreto no tempo), identificado como esta´vel apenas pelo Teorema 3.1.
Exemplo 3.4 Finalmente, considere-se o politopo de matrizes polinomiais descrito pelas matrizes a
seguir. Este politopo de polinoˆmios matriciais foi identificado como robustamenteD-esta´vel com relac¸a˜o ao
c´ırculo unita´rio centrado na origem do plano complexo (caso discreto no tempo) apenas pelo Teorema 3.1.
Os demais testes nada conclu´ıram. Na Figura 3.7, e´ apresentada a localizac¸a˜o dos zeros desse politopo.
A1(s) =
[
s2 − 0.95s+ 0.25 −0.60s+ 0.93
0.25s− 0.84 s2 + 0.27s+ 0.14
]
(3.36)
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Figura 3.7: Nuvem de zeros para o politopo de matrizes polinomiais descritas pelos ve´rtices (3.36)-(3.38)
(caso discreto no tempo) identificado como esta´vel apenas pelo Teorema 3.1.
A2(s) =
[
s2 − 0.26s+ 0.11 −0.67s− 0.47
0.35s+ 0.38 s2 − 0.19s+ 0.20
]
(3.37)
A3(s) =
[
s2 + 0.93 −0.93s− 0.42
−0.03s− 0.14 s2 − 0.33s+ 0.42
]
(3.38)
3.5 Concluso˜es
Neste cap´ıtulo, foram apresentadas condic¸o˜es suficientes para ana´lise de D-estabilidade de politopos
de matrizes polinomiais que se mostraram menos conservadoras que as existentes na literatura. Essas
condic¸o˜es, de dimensa˜o finita em α, sa˜o suficientes para a verificac¸a˜o de uma condic¸a˜o mais geral pore´m
de dimensa˜o infinita em α. A D-estabilidade robusta do politopo e´ verificada por meio de um teste
de factibilidade de LMIs descritas apenas em func¸a˜o dos ve´rtices do politopo, que pode ser realizado
de maneira eficiente por me´todos nume´ricos de complexidade polinomial. Uma avaliac¸a˜o nume´rica das
condic¸o˜es propostas foi feita, evidenciando-se a superioridade dos resultados obtidos aqui com relac¸a˜o aos
apresentados em [dOP02]. A recuperac¸a˜o do caso de D-estabilidade robusta apresentado no Cap´ıtulo 2 foi
obtida a partir das condic¸o˜es do Teorema 3.1 como um caso particular, isto e´, para o caso de polinoˆmios
matriciais incertos de primeira ordem. Exemplos ilustrativos da abrangeˆncia das condic¸o˜es propostas
foram dados.
Parte II
Sistemas com atraso nos estados
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A estabilidade robusta de sistemas incertos cont´ınuos ou discretos no tempo com
atraso nos estados e´ o objeto de estudo desta segunda parte do trabalho. Nos dois
casos, sa˜o utilizados funcionais de Lyapunov-Krasovskii dependentes de paraˆmetro,
o que leva a resultados menos conservadores que os normalmente encontrados na lite-
ratura (em geral baseados na estabilidade quadra´tica, isto e´, matrizes de Lyapunov-
Krasovskii independentes do paraˆmetro de incerteza). No Cap´ıtulo 4, sa˜o estudados
os sistemas lineares incertos neutrais, para os quais condic¸o˜es LMI para a ana´lise de
estabilidade robusta sa˜o fornecidas. Sa˜o admitidas incertezas em todas as matrizes
do sistema neutral e, ale´m disso, admite-se que os atrasos, variantes no tempo, sejam
diferentes no estado e em sua derivada temporal. As condic¸o˜es obtidas sa˜o do tipo
“independente do atraso”. A estabilidade robusta de sistemas incertos discretos no
tempo com atraso nos estados e´ investigada no Cap´ıtulo 5. Devido a`s proprieda-
des da formulac¸a˜o obtida, ja´ conhecidas e exploradas na literatura no contexto de
sistemas discretos sem atraso, novas condic¸o˜es para a estabilizabilidade robusta sa˜o
tambe´m apresentadas. Extenso˜es para o coˆmputo do custo garantido H∞, assim
como da s´ıntese de controladores com desempenho H∞ garantido, sa˜o apresentadas
na forma de problemas convexos. As condic¸o˜es estudadas sa˜o, como no Cap´ıtulo 4,
do tipo “independente do atraso”.
Cap´ıtulo 4
Estabilidade robusta de sistemas
neutrais com atrasos variantes no tempo
Condic¸o˜es suficientes na forma de LMIs sa˜o dadas para a ana´lise de estabilidade de
sistemas incertos do tipo neutral, nos quais o vetor de estados possui atrasos vari-
antes no tempo. Todas as matrizes do sistema sa˜o supostas invariantes no tempo,
incertas pore´m pertencentes a um politopo cujos ve´rtices sa˜o conhecidos. A esta-
bilidade robusta do sistema incerto neutral e´ assegurada por meio de um funcional
de Lyapunov-Krasovskii dependente de paraˆmetro. Mostra-se como condic¸o˜es para
a estabilidade robusta de sistemas incertos cont´ınuos no tempo, com e sem atraso
nos estados, podem ser recuperadas a partir das condic¸o˜es propostas neste cap´ıtulo.
Exemplos nume´ricos ilustram os resultados obtidos.
4.1 Introduc¸a˜o
O principal objetivo deste cap´ıtulo e´ obter condic¸o˜es convexas no formato de LMIs para o estudo da
estabilidade robusta de sistemas incertos do tipo neutral, ou seja, para a classe de sistemas cuja dinaˆmica
depende da derivada dos estados passados. Essa classe de sistemas e´ descrita por equac¸o˜es diferenciais
hiperbo´licas [Hal77], cuja formalizac¸a˜o conte´m as equac¸o˜es diferenciais ordina´rias normalmente utilizadas
no contexto da teoria de controle. Linhas de transmissa˜o [BGR99], modelos de circuitos equivalentes
com elementos parciais (PEEC, do ingleˆs Partial Element Equivalent Circuit) [CRZ00], [YH04], utilizados
na modelagem de sistemas eletroˆnicos complexos, circuitos que operam em alta frequ¨eˆncia, problemas
de propagac¸a˜o de ondas eletromagne´ticas tridimensionais em circuitos e alguns processos dinaˆmicos, tais
como tubulac¸o˜es de vapor ou fluido, sa˜o exemplos de sistemas f´ısicos que podem ser modelados por meio
de equac¸o˜es diferenciais hiperbo´licas com condic¸o˜es iniciais adequadas e derivadas como condic¸o˜es de
contorno. Detalhes sobre esses (e outros) sistemas neutrais podem ser encontrados em [Hal77], [Nic01],
[CRZ00] e [BGR99].
Dentre diversos trabalhos tratando dessa classe de sistemas, pode-se citar [Nic01] em que sa˜o for-
muladas tanto condic¸o˜es dependentes do atraso quanto condic¸o˜es independentes do atraso para sistemas
conhecidos e invariantes no tempo. Condic¸o˜es dependentes do atraso tambe´m sa˜o dadas em [BRT03]
para esse mesmo tipo de sistema (conhecido e invariante no tempo). Sistemas variantes no tempo e com
atrasos tambe´m variantes no tempo sa˜o tratados em [Ver99], por meio de condic¸o˜es independentes do
atraso, formuladas em termos de equac¸o˜es alge´bricas de Riccati. Incertezas do tipo limitada em norma
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sa˜o consideradas em [XLYV03] para sistemas invariantes no tempo e atraso fixo. Em [Bli02], condic¸o˜es su-
ficientes independentes do atraso, que tendem a` necessidade a` medida que a complexidade das inequac¸o˜es
matriciais e´ aumentada, sa˜o propostas. No sistema neutral
x˙(t)− Ex˙(t− τ) = A(α)x(t) +Ah(α)x(t− h),
investigado em [Bli02], assume-se a matriz E precisamente conhecida, os atrasos τ e h invariantes no tempo
e matrizes dinaˆmicas A(α) e Ah(α) pertencentes a um politopo de ve´rtices conhecidos. Uma abordagem
que utiliza a teoria de sistemas descritores foi introduzida em [Fri01]. Nesse trabalho, nenhum tipo
de incerteza e´ admitida no sistema, que e´ considerado invariante no tempo. Outros resultados relevantes
incluem [Par03], [CH04], [Che03], [PKW04], [Che04], [Fu04], [PW00], [Par01], [Han02], [Han04], [IND+03].
No entanto, a maior parte desses trabalhos considera apenas atrasos invariantes no tempo e, via de
regra, assume que o mesmo atraso afeta o estado e sua derivada, isto e´, h = τ . Ale´m disso, em geral,
a estabilidade quadra´tica esta´ na base dos resultados. Essas hipo´teses restritivas sa˜o eliminadas nos
resultados apresentados neste cap´ıtulo. No contexto de sistemas com atraso (E = 0), e´ importante
citar [ZKT01], em que e´ demonstrada, por meio do uso do lema do ganho pequeno com matrizes constantes
de escalonamento, a equivaleˆncia de va´rias condic¸o˜es formuladas por meio de funcionais de Lyapunov-
Krasovskii e a ana´lise de estabilidade robusta de um sistema de comparac¸a˜o livre de atrasos. Na˜o sa˜o, no
entanto, admitidas incertezas no sistema original e o atraso e´ assumido constante. Em [KR03] e´ tratada
a estabilidade de sistemas lineares com matrizes conhecidas e atrasos variantes no tempo. Nesse u´ltimo, e´
utilizada uma formulac¸a˜o baseada em restric¸o˜es de integrais quadra´ticas (IQCs, do ingleˆs integral quadratic
constraints). Note-se ainda que, conforme argumentado em [KR03], no contexto de sistemas com atraso
(E = 0), quando o atraso e´ variante no tempo, a obtenc¸a˜o de condic¸o˜es para a ana´lise de estabilidade
torna-se mais elaborada.
A abordagem da estabilidade quadra´tica [Bar85] e´ frequ¨entemente utilizada para tratar a presenc¸a de
incertezas, pore´m apresenta muitas vezes um elevado grau de conservadorismo. Em particular, a primeira
parte deste trabalho, cap´ıtulos 2 e 3, ilustra bem como condic¸o˜es baseadas na estabilidade quadra´tica
podem ser conservadoras. Assim, condic¸o˜es menos conservadoras teˆm sido obtidas por meio do uso de
func¸o˜es de Lyapunov dependentes de paraˆmetro no contexto da estabilidade robusta de sistemas lineares
incertos [dOBG99], [LP03a], [PABB00], [RP01a], [RP02]. Neste cap´ıtulo, funcionais dependentes de pa-
raˆmetro sa˜o utilizados para o estudo da ana´lise de estabilidade robusta de sistemas neutrais incertos com
atrasos variantes no tempo. Diferentemente da maioria dos trabalhos que tratam desse assunto, valores
distintos de atraso de tempo sa˜o considerados nos estados atrasados e em suas derivadas. Ale´m disso,
nenhuma transformac¸a˜o de modelo, que normalmente introduz novas dinaˆmicas no modelo constru´ıdo,
conforme discutido em [GN01], e´ utilizada e todas as matrizes de sistema podem ser afetadas por incerte-
zas do tipo polito´pica com ve´rtices conhecidos. Condic¸o˜es suficientes na forma de LMIs sa˜o propostas para
a existeˆncia de um funcional de Lyapunov-Krasovskii dependente de paraˆmetro, assegurando a estabili-
dade robusta do sistema neutral incerto, independentemente dos valores dos atrasos variantes no tempo.
Embora apresentadas para o caso de atrasos simples, as condic¸o˜es podem ser facilmente estendidas para
o caso de mu´ltiplos atrasos. E´ mostrado que a formulac¸a˜o apresentada neste cap´ıtulo conte´m outros
resultados da literatura, tais como a estabilidade robusta de sistemas lineares incertos livres de atrasos e a
estabilidade robusta de sistemas incertos com atrasos, como casos especiais. Exemplos nume´ricos ilustram
a efetividade dos resultados.
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4.2 Preliminares
Considere-se a seguinte classe de sistemas incertos neutrais
∂
∂t
∆(xτ ) = A(α)x(t) +Ah(α)x(t− h(t)) (4.1)
∆(xτ ) , x(t)− E(α)x(t− τ(t)) (4.2)
em que x(t) ∈ Rn e´ o vetor de estados e h(t) ∈ R+ e τ(t) ∈ R+ sa˜o atrasos variantes no tempo. As
matrizes invariantes no tempo E(α), A(α) e Ah(α) na˜o sa˜o precisamente conhecidas, mas pertencem a
um domı´nio polito´pico P com ve´rtices conhecidos Ej , Aj , Ahj — ou (E,A,Ah)j — dado por
P =
(E,A,Ah)(α) ∈ Rn×3n : (E,A,Ah)(α) =
N∑
j=1
αj(E,A,Ah)j ;
N∑
j=1
αj = 1 ; αj ≥ 0
 (4.3)
Portanto, qualquer tripla (E,A,Ah)(α) em P pode ser escrita como uma combinac¸a˜o convexa dos ve´rtices
(E,A,Ah)j do politopo de incertezas, em termos de α, αj ≥ 0,
∑N
j=1 αj = 1.
As condic¸o˜es iniciais que asseguram a existeˆncia e unicidade de soluc¸o˜es para (4.1)-(4.2) envolvem
x(t0 + ξ) = φ(ξ),∀ξ ∈ [−ς, 0], (t0, φ) ∈ R+ × Cvς (4.4)
ς , max{h(t), τ(t))}, h(t) ≥ 0, τ(t) ≥ 0, ∀t, (4.5)
e a estabilidade Schur-Cohn do operador∆(·) definido em (4.2). No caso de τ(t) ser invariante no tempo,
isto e´, τ(t) = τ , enta˜o ∆(·) e´ Schur-Cohn esta´vel se
ρ(E(α)) < 1, ∀ α admiss´ıvel. (4.6)
No entanto, no caso mais geral em que τ(t) e´ variante no tempo, as condic¸o˜es que asseguram a estabilidade
Schur-Cohn de ∆(·) na˜o sa˜o bem estabelecidas na literatura. Uma discussa˜o sobre equac¸o˜es diferenciais
com atrasos variantes no tempo e suas condic¸o˜es iniciais pode ser encontrada em [El’66]. Portanto, ao
longo deste cap´ıtulo e´ assumido operador ∆(·) seja Schur-Cohn esta´vel, mesmo que as condic¸o˜es que
assegurem essa propriedade na˜o sejam precisamente conhecidas.
Neste trabalho, as seguintes definic¸o˜es sa˜o adotadas:
Definic¸a˜o 4.1 E´ chamado sistema linear incerto neutral todo aquele que pode ser modelado conforme
(4.1), com E(α) 6= 0 para todo α admiss´ıvel.
Definic¸a˜o 4.2 E´ chamado sistema linear incerto com atraso todo aquele que pode ser modelado conforme
(4.1), com E(α) = 0 para todo α admiss´ıvel e Ah 6= 0 para algum α.
Neste cap´ıtulo, o seguinte problema e´ investigado:
Problema 4.1 Determinar, se poss´ıvel, condic¸o˜es que assegurem a estabilidade robusta para o sistema
linear incerto neutral (4.1)-(4.3), independentemente dos valores dos atrasos variantes no tempo h(t)
e τ(t).
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Condic¸o˜es suficientes para resolver o Problema 4.1 sa˜o dadas em termos de LMIs. Para isso, um
funcional de Lyapunov-Krasovskii dependente de paraˆmetro e´ usado, proporcionando condic¸o˜es convexas
do tipo “independente do atraso”, que sa˜o menos conservadoras que outras similares obtidas por meio da
abordagem de estabilidade quadra´tica (isto e´, utilizando matrizes de Lyapunov-Krasovskii constantes e
independentes de paraˆmetro).
4.3 Estabilidade robusta independente do atraso
Inicialmente, uma LMI de dimensa˜o infinita em α e´ dada como soluc¸a˜o do Problema 4.1. A partir
dessa condic¸a˜o, uma outra e´ proposta, suficiente para que a primeira seja verificada, desta vez definida
em um nu´mero finito de LMIs. Para isso, algumas varia´veis matriciais sa˜o escolhidas como independentes
do paraˆmetro α.
O seguinte lema, oriundo da teoria de estabilidade de Lyapunov, e´ usado para a obtenc¸a˜o dos resultados
deste cap´ıtulo.
Lema 4.1 O sistema linear incerto neutral (4.1)-(4.3) e´ robustamente esta´vel, independentemente dos
valores dos atrasos variantes no tempo h(t) e τ(t), se existirem matrizes sime´tricas definidas positivas
P (α) ∈ Rn×n, S1(α) ∈ Rn×n e S2(α) ∈ Rn×n, tais que
V (α, x(t), h(t), τ(t)) = V1(α,∆(xτ )) + V2(α, x(t), h(t)) + V3(α, x(t), τ(t)) > 0, (4.7)
em que
V1(α,∆(xτ )) ,∆(xτ )
′P (α)∆(xτ ) (4.8)
V2(α, x(t), h(t)) ,
∫ t
t−h(t)
x(σ)′S1(α)x(σ)dσ (4.9)
V3(α, x(t), τ(t)) ,
∫ t
t−τ(t)
x(ε)′S2(α)x(ε)dε (4.10)
para todo χ(t) 6= 0,
χ(t) =
 x(t)x(t− h(t))
x(t− τ(t))
 (4.11)
e
∂
∂t
V (α, x(t), h(t), τ(t)) < 0. (4.12)
Uma observac¸a˜o importante a respeito do Lema 4.1 e´ que esse lema na˜o proporciona um me´todo para
a obtenc¸a˜o das matrizes P (α), S1(α) e S2(α). Note-se ainda que a equac¸a˜o (4.12) e´ dada por
∂
∂t
V (α, x(t), h(t), τ(t)) = ∆˙(xτ )
′P (α)∆(xτ ) +∆(xτ )
′P (α)∆˙(xτ )
− (1− h˙(t))x(t− h(t))′S1(α)x(t− h(t))− (1− τ˙(t))x(t− τ(t))′S2(α)x(t− τ(t))
+ x(t)′(S1(α) + S2(α))x(t) < 0,
em que nenhum majorante sobre as taxas de variac¸a˜o dos atrasos e´ imposto. Deste ponto em diante,
os seguintes limites sa˜o assumidos para as taxas de variac¸a˜o dos atrasos, como forma de obter condic¸o˜es
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suficientes para a verificac¸a˜o do Lema 4.1 e, portanto, fornecer uma soluc¸a˜o para o Problema 4.1. Assim,
suponha-se que
|h˙(t)| ≤ h¯ < 1 (4.13)
|τ˙(t)| ≤ τ¯ < 1 (4.14)
e defina-se os seguintes escalares
βh¯ , (1− h¯) ; βτ¯ , (1− τ¯) (4.15)
Com essas definic¸o˜es, e´ poss´ıvel estabelecer os principais resultados deste cap´ıtulo. A condic¸a˜o seguinte e´
convexa nas varia´veis de otimizac¸a˜o e de dimensa˜o infinita em α.
Teorema 4.1 As condic¸o˜es equivalentes seguintes garantem a estabilidade robusta, independentemente
dos atrasos variantes no tempo do sistema linear incerto neutral (4.1)-(4.3), sujeitos a (4.13)-(4.14), e
sa˜o suficientes para a verificac¸a˜o do Lema 4.1, assegurando, portanto, uma soluc¸a˜o para o Problema 4.1:
i) Existem matrizes sime´tricas definidas positivas P (α) ∈ Rn×n, S1(α) ∈ Rn×n, S2(α) ∈ Rn×n, tais que
Θ(α) ,
 A(α)′P (α) + P (α)A(α) + S1(α) + S2(α) P (α)Ah(α) −A(α)′P (α)E(α)⋆ −βh¯S1(α) −Ah(α)′P (α)E(α)
⋆ ⋆ −βτ¯S2(α)
 < 0 (4.16)
ii) Existem matrizes sime´tricas definidas positivas P (α) ∈ Rn×n, S1(α) ∈ Rn×n, S2(α) ∈ Rn×n e matrizes
F1(α), F2(α), G1(α), G2(α), H1(α), H2(α), M1(α), M2(α), N1(α) e N2(α) pertencentes a R
n×n, tais que
Ξ(α) ,

F1(α) + F1(α)
′ P (α) + F2(α) +G1(α)
′ H1(α)
′ − (F1(α)A(α) + F2(α))
⋆ G2(α) +G2(α)
′ H2(α)
′ − (G1(α)A(α) +G2(α))
⋆ ⋆
S1(α) + S2(α)− (H1(α)A(α)
+A(α)′H1(α)
′ +H2(α) +H2(α)
′)
⋆ ⋆ ⋆
⋆ ⋆ ⋆
M1(α)
′ − F1(α)Ah(α) N1(α)′ + F2(α)E(α)
M2(α)
′ −G1(α)Ah(α) N2(α)′ +G2(α)E(α)
−(H1(α)Ah(α)
+A(α)′M1(α)
′ +M2(α)
′)
H2(α)E(α)− (A(α)′N1(α)′ +N2(α)′)
−βh¯S1(α) +M1(α)Ah(α)
+Ah(α)
′M1(α)
′ M2(α)E(α)−Ah(α)′N1(α)′
⋆ −βτ¯S2(α) +N2(α)E(α) + E(α)′N2(α)′

< 0 (4.17)
Prova: O fato de que i) e´ uma condic¸a˜o suficiente para resolver o Problema 4.1 vem diretamente do
Lema 4.1. Avaliando a derivada temporal de V (·), com ∆(xτ ) dado em (4.2), obte´m-se χ(t)′Θ˜(α, t)χ(t),
com χ(t) dado em (4.11) e
Θ˜(α, t) ,
 A(α)′P (α) + P (α)A(α) + S1(α) + S2(α) P (α)Ah(α) −A(α)′P (α)E(α)⋆ −βh˙S1(α) −Ah(α)′P (α)E(α)
⋆ ⋆ −βτ˙S2(α)

com βh˙ , (1− h˙(t)), βτ˙ , (1− τ˙(t)). Usando (4.13)-(4.14) e (4.16), e´ poss´ıvel obter
Θ˜(α, t) ≤ Θ(α) < 0
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assegurando-se, portanto, as condic¸o˜es do Lema 4.1. O fato de que ii) ⇒ i) pode ser obtido por meio da
transformac¸a˜o de congrueˆncia Θ(α) = U ′Ξ(α)U , em que
U ,
 A(α) Ah(α) 0In 0 −E(α)
I3n

e, finalmente, ii) ⇐ i) pode ser provado, utilizando o Lema de Finsler [dOS01].
As condic¸o˜es apresentadas no Teorema 4.1 na˜o dependem dos valores de τ(t) e h(t), mas apenas
de suas taxas de variac¸a˜o ma´ximas, respectivamente τ¯ e h¯. Ale´m disso, o Teorema 4.1 poderia ser
usado para verificar a estabilidade robusta de um sistema neutral pertencente a qualquer domı´nio de
incertezas parametrizado em α, ao prec¸o de ser necessa´rio testar todos os poss´ıveis valores de α do
domı´nio correspondente. Um teste numericamente eficiente, definido por um nu´mero finito de LMIs, que
garante as condic¸o˜es do Lema 4.1, pode ser obtido impondo-se a seguinte estrutura a`s matrizes sime´tricas
P (α), S1(α) e S2(α)
P (α) =
N∑
j=1
αjPj ; S1(α) =
N∑
j=1
αjS1j ; S2(α) =
N∑
j=1
αjS2j ;
N∑
j=1
αj = 1, αj ≥ 0 (4.18)
e escolhendo as matrizes extras de forma independente do paraˆmetro α, isto e´ F1(α) = F1, F2(α) = F2,
G1(α) = G1, G2(α) = G2, H1(α) = H1, H2(α) = H2, M1(α) = M1, M2(α) = M2, N1(α) = N1 e
N2(α) = N2.
Teorema 4.2 Se existirem matrizes sime´tricas definidas positivas Pj ∈ Rn×n, S1j ∈ Rn×n, S2j ∈ Rn×n,
j = 1, . . . , N e matrizes F1, F2, G1, G2, H1, H2, M1, M2, N1 e N2 pertencentes a R
n×n, tais que
Ξj ,
F1 + F
′
1 Pj + F2 +G
′
1 H
′
1 − (F1Aj + F2) M ′1 − F1Ahj N ′1 + F2Ej
⋆ G2 +G
′
2 H
′
2 − (G1Aj +G2) M ′2 −G1Ahj N ′2 +G2Ej
⋆ ⋆
S1j + S2j − (H1Aj
+A′jH
′
1 +H2 +H
′
2)
−(H1Ahj
+A′jM
′
1 +M
′
2)
H2Ej
−(A′jN ′1 +N ′2)
⋆ ⋆ ⋆
−βh¯S1j +M1Ahj
+A′hjM
′
1
M2Ej −A′hjN ′1
⋆ ⋆ ⋆ ⋆
−βτ¯S2j
+N2Ej + E
′
jN
′
2

< 0;
j = 1, . . . , N, (4.19)
enta˜o as condic¸o˜es do Lema 4.1 sa˜o verificadas com P (α), S1(α) e S2(α) dadas por (4.18), assegurando,
portanto, uma soluc¸a˜o para o Problema 4.1.
Prova: Claramente, P (α), S1(α) e S2(α) dadas em (4.18) com Pj = P
′
j > 0, S1j = S
′
1j > 0, S2j = S
′
2j > 0,
j = 1, . . . , N sa˜o matrizes definidas positivas. Multiplicando (4.19) por αj , αj ≥ 0,
∑N
j=1 αj = 1 e somando
em j = 1, . . . , N , (4.17) e´ verificada.
E´ imediata a obtenc¸a˜o de uma condic¸a˜o baseada na estabilidade quadra´tica com varia´veis extras a
partir do Teorema 4.2. Esse resultado e´ apresentado no corola´rio que segue.
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Corola´rio 4.1 Se existirem matrizes sime´tricas definidas positivas P ∈ Rn×n, S1 ∈ Rn×n, S2 ∈ Rn×n,
e matrizes F1, F2, G1, G2, H1, H2, M1, M2, N1 e N2 pertencentes a R
n×n, tais que

F1 + F
′
1 P + F2 +G
′
1 H
′
1 − (F1Aj + F2) M ′1 − F1Ahj N ′1 + F2Ej
⋆ G2 +G
′
2 H
′
2 − (G1Aj +G2) M ′2 −G1Ahj N ′2 +G2Ej
⋆ ⋆
S1 + S2 − (H1Aj
+A′jH
′
1 +H2 +H
′
2)
−(H1Ahj
+A′jM
′
1 +M
′
2)
H2Ej
−(A′jN ′1 +N ′2)
⋆ ⋆ ⋆
−βh¯S1 +M1Ahj
+A′hjM
′
1
M2Ej −A′hjN ′1
⋆ ⋆ ⋆ ⋆
−βτ¯S2
+N2Ej + E
′
jN
′
2

< 0;
j = 1, . . . , N, (4.20)
enta˜o as condic¸o˜es do Lema 4.1 sa˜o verificadas com P (α) = P , S1(α) = S1 e S2(α) = S2, assegurando,
portanto, uma soluc¸a˜o para o Problema 4.1. Neste caso, o sistema incerto (4.1)-(4.3) e´ dito “quadratica-
mente esta´vel”.
Note que a condic¸a˜o i) do Teorema 4.1 na˜o pode ser diretamente transformada em uma condic¸a˜o de
dimensa˜o finita em α como feito com a condic¸a˜o ii) desse teorema. O principal obsta´culo neste caso e´ a
ocorreˆncia do produto triplo nos blocos (1, 3) e (2, 3) (e correspondentes sime´tricos) de (4.16). Por essa
raza˜o, va´rias condic¸o˜es convexas encontradas na literatura exigem que a matriz E(α) seja precisamente
conhecida, isto e´, E(α) = E, ∀ α (veja-se, por exemplo, [Bli02]). No caso de E(α) = E, pode-se obter uma
condic¸a˜o de estabilidade quadra´tica para o sistema neutral com matrizes A(α) e Ah(α) incertas e atrasos
h(t) e τ(t) variantes no tempo e sujeitos a (4.13)-(4.14), conforme apresentado no seguinte corola´rio.
Corola´rio 4.2 Se existirem matrizes sime´tricas definidas positivas P ∈ Rn×n, S1 ∈ Rn×n e S2 ∈ Rn×n,
tais que  A′jP + PAj + S1 + S2 PAhj −A′jPE⋆ −βh¯S1 −AhjPE
⋆ ⋆ −βτ¯S2
 < 0; j = 1, . . . , N, (4.21)
enta˜o as condic¸o˜es do Lema 4.1 sa˜o verificadas com P (α) = P , S1(α) = S1 e S2(α) = S2, garantindo que
o sistema (4.1)-(4.3), com Ej = E, j = 1, . . . , N e atrasos sujeitos a (4.13) e (4.14), e´ quadraticamente
esta´vel.
O produto de matrizes que sa˜o func¸o˜es do paraˆmetro α pode ser tratado, utilizando-se a te´cnica
apresentada nos cap´ıtulos 2 e 3. Veja-se [PTGL03] para a aplicac¸a˜o dessa te´cnica no contexto de sistemas
incertos cont´ınuos no tempo com atraso nos estados (E = 0), isto e´, para βh¯ = 1 (atraso invariante no
tempo) em (4.16).
4.4 Casos particulares
Alguns casos degenerados da equac¸a˜o diferencial hiperbo´lica dada em (4.1) sa˜o de interesse teo´rico e
pra´tico. Esses casos podem ser resumidos nas seguintes situac¸o˜es:
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1. Matriz Ah(α) = 0, ∀ α, implicando que o sistema (4.1) e´ descrito por
∂
∂t
∆(xτ ) = A(α)x(t) (4.22)
2. Matriz E(α) = 0, ∀ α, o que faz o sistema (4.1) deixar de ser do tipo neutral, descrito por uma
equac¸a˜o diferencial hiperbo´lica, e recuperar o caso, mais conhecido, de um sistema incerto com
atraso nos estados, dado por
x˙(t) = A(α)x(t) +Ah(α)x(t− h(t)) (4.23)
Nesse caso, o operador∆(·) em (4.2) e´ simplesmente∆(xτ ) = x(t), pois, sem perda de generalidade,
assume-se τ(t) = 0, ∀ t.
3. As matrizes E(α) e Ah(α) sa˜o ambas nulas, ∀ α, recuperando o caso cla´ssico de um sistema linear
incerto cont´ınuo no tempo e livre de atrasos dado por
x˙(t) = A(α)x(t) (4.24)
Nessas treˆs situac¸o˜es, condic¸o˜es de menor complexidade, em relac¸a˜o a`s ja´ apresentadas neste cap´ıtulo,
podem ser obtidas a partir das condic¸o˜es apresentadas nos teoremas 4.1 e 4.2 para a ana´lise de estabili-
dade robusta de (4.22)-(4.24). Esse fato decorre de simplificac¸o˜es no funcional de Lyapunov-Krasovskii
comumente empregado em cada uma dessas situac¸o˜es, conforme discutido a seguir. E´ bom lembrar-se que
em (4.22)-(4.24) as matrizes dinaˆmicas pertencem ao politopo P dado em (4.3).
Note-se que para o caso em que Ah(α) = 0, ∀ α, o funcional (4.7)-(4.10) pode ser simplificado impondo
S1(α) = 0, resultando em
V (α, x(t), h(t), τ(t)) = V (α, x(t), τ(t)) = V1(α,∆(xτ )) + V3(α, x(t), τ(t)) > 0 (4.25)
e, no caso em que apenas E(α) = 0, ∀ α, toma-se S2(α) = 0, levando o funcional (4.7) a` forma
V (α, x(t), h(t), τ(t)) = V1(α,∆(xτ )) + V2(α, x(t), h(t)) > 0, (4.26)
que e´ equivalente a
V (α, x(t), h(t), τ(t)) = V (α, x(t), h(t)) = x(t)′P (α)x(t) + V2(x(t), h(t)) > 0 (4.27)
Na terceira situac¸a˜o, em que Ah(α) = 0 e E(α) = 0, ∀ α, o funcional em estudo fica reduzido ao
funcional padra˜o de Lyapunov, sendo dado por
V (α, x(t), h(t), τ(t)) = V (α, x(t)) = x(t)′P (α)x(t) > 0 (4.28)
Na sequ¨eˆncia, sa˜o apresentadas essas condic¸o˜es, que podem ser obtidas como casos particulares dos
teoremas 4.1 e 4.2. Neste trabalho, e´ focalizada a obtenc¸a˜o de condic¸o˜es convexas de dimensa˜o finita em α
e por isso os corola´rios apresentados a seguir sa˜o determinados a partir das condic¸o˜es do Teorema 4.2. Um
desenvolvimento ana´logo ao apresentado a seguir pode ser feito a partir do Teorema 4.1, obtendo-se, neste
caso, condic¸o˜es de dimensa˜o infinita em α. E´ importante salientar que, embora essas condic¸o˜es possam
ser obtidas a partir dos funcionais de Lyapunov-Krasovskii (4.25)-(4.28), seguindo passos semelhantes aos
apresentados nas provas dos teoremas 4.1 e 4.2, optou-se pela obtenc¸a˜o dessas por meio da aplicac¸a˜o de
transformac¸o˜es de congrueˆncia em (4.19).
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4.4.1 Estabilidade robusta do sistema incerto neutral
A situac¸a˜o investigada aqui e´ o sistema neutral (4.1) com Ah(α) = 0, ∀ α. A condic¸a˜o de estabilidade
robusta independente do atraso para este caso pode ser obtida de (4.19), fazendo S1j = 0, j = 1, . . . , N ,
e aplicando a transformac¸a˜o de congrueˆncia
TAhΞjT
′
Ah
; j = 1, . . . , N (4.29)
com Ξj dado em (4.19) e
TAh =

In 0 0 0 0
0 In 0 0 0
0 0 In 0 0
0 0 0 0 In

que resulta no seguinte corola´rio.
Corola´rio 4.3 Se existirem matrizes sime´tricas definidas positivas Pj ∈ Rn×n, S2j ∈ Rn×n, j = 1, . . . , N
e matrizes F1, F2, G1, G2, H1, H2, N1 e N2 pertencentes a R
n×n, tais que
ΞAhj ,
F1 + F
′
1 Pj + F2 +G
′
1 H
′
1 − (F1Aj + F2) N ′1 + F2Ej
⋆ G2 +G
′
2 H
′
2 − (G1Aj +G2) N ′2 +G2Ej
⋆ ⋆ S2j − (H1Aj +A′jH ′1 +H2 +H ′2) H2Ej − (A′jN ′1 +N ′2)
⋆ ⋆ ⋆ −βτ¯S2j +N2Ej + E′jN ′2
 < 0;
j = 1, . . . , N, (4.30)
enta˜o P (α) e S2(α) dadas em (4.18) asseguram (4.25) e (4.12), garantindo a estabilidade robusta de
(4.22) com τ(t) sujeito a (4.14), independentemente do valor do atraso τ(t).
4.4.2 Estabilidade robusta do sistema incerto com atraso nos estados
Neste caso, e´ considerado E(α) = 0, ∀α em (4.1), implicando que a caracter´ıstica “neutral” do sistema
e´ perdida, passando este a ser descrito como em (4.23), com h(t) sujeito a (4.13). Fazendo S2j = 0,
j = 1, . . . , N , em (4.19) e aplicando a transformac¸a˜o de congrueˆncia
ΞEj = TEΞjT
′
E ; j = 1, . . . , N (4.31)
com Ξj dado em (4.19) e
TE =
 In 0 0 0 00 In In 0 0
0 0 0 In 0

pode-se estabelecer o seguinte corola´rio.
Corola´rio 4.4 Se existirem matrizes positivas definidas Pj ∈ Rn×n e S1j ∈ Rn×n, j = 1, . . . , N , matrizes
F ∈ Rn×n, G ∈ Rn×n, M ∈ Rn×n, tais que
ΞEj ,
 F + F ′ Pj +G′ − FAj M ′ − FAhj⋆ S1j −GAj −A′jG′ −GAhj −A′jM ′
⋆ ⋆ −βh¯S1j −MAhj −A′hjM ′
 < 0; j = 1, . . . , N, (4.32)
enta˜o P (α) e S1(α) dadas em (4.18) asseguram (4.27) e (4.12), garantindo a estabilidade robusta de
(4.23) com h(t) sujeito a (4.13), independentemente do valor do atraso h(t).
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No Corola´rio 4.4, as varia´veis extras F , G e M esta˜o relacionadas a`s do Teorema 4.2 da seguinte
forma:
F = F1; G = G1 +H1; e M =M1
4.4.3 Estabilidade robusta do sistema incerto
Finalmente, considere-se o sistema linear incerto dado em (4.1) livre de atrasos, isto e´, com E(α) = 0
e Ah(α) = 0, ∀ α. O sistema cont´ınuo no tempo resultante, x˙(t) = A(α)x(t), e´ o mesmo estudado no
Cap´ıtulo 2. Neste caso, a condic¸a˜o apresentada em [PABB00] para sistemas cont´ınuos no tempo (e conside-
rando a regia˜o R = RC dada em (2.5)) pode ser recuperada a partir de (4.19) impondo S1(α) = S2(α) = 0
e considerando, portanto, o funcional dado em (4.28). Aplicando a transformac¸a˜o de congrueˆncia
TEAhΞjT
′
EAh
; j = 1, . . . , N
com Ξj , j = 1, . . . , N , dado em (4.19) e
TEAh =
[
I 0 0 0 0
0 I I 0 0
]
o seguinte corola´rio e´ obtido.
Corola´rio 4.5 Se existirem matrizes sime´tricas definidas positivas Pj ∈ Rn×n, j = 1, . . . , N , matrizes
F ∈ Rn×n e G ∈ Rn×n, tais que
ΞEAhj ,
[ −(FAj +A′jF ′) Pj + F −A′jG
⋆ G+G′
]
< 0; j = 1, . . . , N, (4.33)
enta˜o P (α) dada em (4.18) assegura (4.28) e (4.12), garantindo a estabilidade robusta do sistema livre
de atrasos dado por (4.24).
No caso do Corola´rio 4.5, as relac¸o˜es entre as matrizes F e G em (4.33), as correspondentes em
[PABB00] (FPABB, GPABB) e as matrizes extras de (4.19) sa˜o dadas por
G = GPABB = −(G1 +H1); F = FPABB = −F1
Observac¸a˜o 4.1 E´ importante salientar que todos os resultados apresentados aqui conteˆm, como caso
particular, a estabilidade quadra´tica que utiliza matrizes constantes nos funcionais de Lyapunov-Krasovskii
considerados. Essas condic¸o˜es podem ser obtidas dos resultados aqui apresentados impondo-se P (α) =
Pj = P , S1(α) = S1j = S1 e S2(α) = S2j = S2.
Observac¸a˜o 4.2 A extensa˜o dos resultados apresentados neste trabalho para o caso de mu´ltiplos atrasos
e´ imediata.
4.5 Complexidade nume´rica
A complexidade nume´rica associada a`s condic¸o˜es LMI apresentadas neste cap´ıtulo sa˜o dadas na Ta-
bela 4.1. LMIs podem ser resolvidas em tempo polinomial por meio de algoritmos com complexidade
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Crite´rio K (no de varia´veis) L (no de linhas)
Teorema 4.2
3Nn
2
(n+ 1) + 10n2 8Nn
Corola´rio 4.1
3Nn
2
(n+ 1) + 10n2 8Nn
Corola´rio 4.2
3n
2
(n+ 1) 3Nn
Corola´rio 4.3 Nn(n+ 1) + 8n2 6Nn
Corola´rio 4.4 Nn(n+ 1) + 3n2 5Nn
Corola´rio 4.5
Nn
2
(n+ 1) + 2n2 3Nn
Tabela 4.1: Nu´mero de varia´veis escalares (K) e nu´mero de linhas (L) em func¸a˜o do nu´mero de estados
(n) e ve´rtices (N) para as condic¸o˜es de ana´lise de estabilidade estudadas.
nume´rica proporcional a K3L, sendo K o nu´mero de varia´veis escalares e L o nu´mero de linhas das
LMIs [GNLC95].
Uma outra abordagem, menos conservadora, para obtenc¸a˜o de condic¸o˜es convexas de dimensa˜o finita
suficientes para aquelas estabelecidas no Teorema 4.1 e´ utilizar as ide´ias ja´ exploradas nos cap´ıtulos 2 e
3, permitindo que as varia´veis extras presentes na condic¸a˜o ii) desse teorema sejam tambe´m dependentes,
de forma afim, do paraˆmetro α. E´ claro que, nesse caso, as condic¸o˜es obtidas sera˜o menos conservadoras
que as condic¸o˜es do Teorema 4.2, pore´m com complexidade mais elevada. Como exemplo desse tipo de
abordagem, no contexto de sistemas incertos cont´ınuos no tempo com atrasos (invariantes no tempo) nos
estados, veja-se [LPT03] para condic¸o˜es independentes do atraso com varia´veis extras e [PTGL03] para
condic¸o˜es dependentes e independentes do atraso (sem varia´veis extras).
Observac¸a˜o 4.3 Note-se que os teoremas e corola´rios enunciados neste cap´ıtulo conteˆm o caso de atra-
sos invariantes no tempo. Por exemplo, se τ(t) = τ , enta˜o basta fazer βτ¯ = 1 nas condic¸o˜es LMI
correspondentes.
4.6 Exemplos
Exemplo 4.1 Considere-se o sistema linear incerto neutral com dois estados pertencente a um domı´nio
polito´pico definido por treˆs ve´rtices Vj ≡ (E,A,Ah)j , j = 1, 2, 3, dados por
V1 =
[ −0.10 0 −0.7085 −0.0758 −0.3543 −0.0379
0 −0.10 −0.2511 −0.0269 −0.1256 −0.0135
]
(4.34)
V2 =
[ −0.15 0 −0.3260 0.2616 −0.1630 0.1308
0 −0.15 0.2980 −0.2393 0.1490 −0.1196
]
(4.35)
V3 =
[ −0.20 0 −0.3957 0.3236 −0.1978 0.1618
0 −0.20 0.3513 −0.2874 0.1756 −0.1437
]
(4.36)
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Suponha-se que, neste caso, o operador ∆(·) seja esta´vel no sentido Schur-Cohn. Conforme discutido
anteriormente, as condic¸o˜es que asseguram essa propriedade na˜o sa˜o bem determinadas na literatura.
Usando os resultados do Teorema 4.2, e´ poss´ıvel caracterizar a regia˜o (h¯, τ¯) na qual este sistema e´
robustamente esta´vel independentemente dos valores dos atrasos h(t) e τ(t), como mostrado na Figura 4.1,
em que foi usada uma malha de 0.02 nos eixos τ¯ e h¯. Salienta-se que esse sistema na˜o pode ser caracterizado
como quadraticamente esta´vel, isto e´, as condic¸o˜es do Teorema 4.2 na˜o sa˜o fact´ıveis quando e´ imposto
Pj = P , S1j = S1 e S2j = S2, j = 1, . . . , N .
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
τ¯
h¯
Figura 4.1: Regia˜o (h¯, τ¯) na qual e´ verificada a estabilidade robusta do sistema linear incerto neutral dado
por (4.34)-(4.36), obtida por meio das condic¸o˜es do Teorema 4.2.
Exemplo 4.2 Considere o sistema linear incerto com atraso nos estados, cuja equac¸a˜o dinaˆmica e´ dada
em (4.23), com A(α) e Ah(α) pertencentes ao politopo determinado pelos ve´rtices V1 = [A1, Ah1],
V2 = [A2, Ah2] e V3 = [A3, Ah3] dados por
V1 =
[ −0.8550 0.4346 −0.4275 0.2173
0.5832 −0.2965 0.2916 −0.1482
]
V2 =
[ −0.8080 0.1023 −0.4040 0.0511
0.5095 −0.0646 0.2548 −0.0323
]
V3 =
[ −0.9438 −0.0786 −0.4719 −0.0393
0.5716 0.0476 0.2858 0.0238
]
Esse sistema na˜o e´ quadraticamente esta´vel (independentemente do valor do atraso h(t)). Utilizando-
se as condic¸o˜es LMI estabelecidas no Teorema 4.2, com Ej = 0 e βτ¯ = 1, e´ verificado que esse sistema
e´ robustamente esta´vel independentemente do atraso h(t) para |h˙(t)| ≤ h¯ = 0.9999. Por outro lado,
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utilizando as condic¸o˜es estabelecidas no Corola´rio 4.4 o limite encontrado para a taxa de variac¸a˜o do
atraso foi |h˙(t)| ≤ h¯ = 0.4047. Esse valor indica um maior conservadorismo nos resultados obtidos por
meio do Corola´rio 4.4 em relac¸a˜o a` condic¸a˜o fornecida pelo Teorema 4.2. O melhor desempenho do
Teorema 4.2 deve-se ao uso de um funcional de Lyapunov-Krasovskii, equac¸a˜o (4.7), mais completo que
o considerado no Corola´rio 4.4, equac¸a˜o (4.27).
4.7 Concluso˜es
Condic¸o˜es LMI independentes do atraso, suficientes para a ana´lise de estabilidade robusta de sis-
temas lineares incertos neutrais, pertencentes a domı´nios polito´picos, com atrasos variantes no tempo,
foram apresentadas. Essas condic¸o˜es sa˜o baseadas em funcionais de Lyapunov-Krasovskii dependentes
de paraˆmetro, o que torna as condic¸o˜es bem menos conservadoras que outras baseadas em matrizes fixas
(estabilidade quadra´tica). Foi mostrado que as condic¸o˜es de ana´lise de estabilidade robusta de sistemas
neutrais conteˆm outras espec´ıficas para casos degenerados, tais como sistemas com atrasos e sistemas
livres de atraso. Exemplos nume´ricos ilustram os resultados.
Cap´ıtulo 5
Controle robusto H∞ de sistemas
discretos no tempo com atraso nos
estados
Neste cap´ıtulo, sistemas incertos discretos no tempo com atraso nos estados sa˜o
investigados. E´ assumido que as incertezas pertencem a um politopo convexo conhe-
cido e podem afetar todas as matrizes do sistema. Condic¸o˜es do tipo LMI suficientes
para a estabilidade robusta e para a estabilizac¸a˜o robusta dos sistemas sa˜o dadas.
Em seguida, essas condic¸o˜es sa˜o estendidas para o coˆmputo do custo garantido H∞
e para a s´ıntese de ganho robusto de realimentac¸a˜o de estados, assegurando um n´ı-
vel pre´-determinado de atenuac¸a˜o H∞, levando-se em conta um termo que depende
do estado e, se dispon´ıvel, tambe´m um termo que depende do estado atrasado. As
condic¸o˜es propostas aqui sa˜o do tipo “independente do atraso”, no sentido em que a
robustez e´ assegurada independentemente do valor do atraso e, diferente de outras
abordagens encontradas na literatura, sa˜o formuladas como problemas de otimizac¸a˜o
convexa. Se o atraso e´ conhecido e os estados atrasados sa˜o dispon´ıveis, um ganho de
realimentac¸a˜o de estados dependente de valores passados dos estados pode ser usado
para melhorar o desempenho do sistema em malha fechada. Conforme ilustrado
por exemplos nume´ricos, incluindo o modelo de um forno industrial com aquecedor
ele´trico, as condic¸o˜es propostas sa˜o simples de aplicar e podem levar a resultados
menos conservadores quando comparadas a algumas condic¸o˜es do tipo “dependente
de atraso”. Alguns dos resultados apresentados neste cap´ıtulo podem ser encontrados
em [LTP04b], [LTP04a] e [LTP].
5.1 Introduc¸a˜o
Podem ser encontradas na literatura algumas abordagens para tratar os problemas de estabilidade
robusta, estabilizac¸a˜o robusta, coˆmputo do custo garantido H∞ e s´ıntese de controlador com desempenho
H∞ garantido associados a` classe de sistemas lineares incertos, discretos no tempo e com atraso nos
estados. Em [WH94], uma condic¸a˜o independente do atraso suficiente para a estabilidade exponencial e´
apresentada para sistemas precisamente conhecidos. Em [CC03], condic¸o˜es alge´bricas para a estabilidade
robusta de sistemas singulares discretos com incertezas parame´tricas estruturadas foram propostas. O raio
de estabilidade real de sistemas invariantes no tempo com perturbac¸o˜es limitadas em norma e atraso nos
estados foi considerado em [HD03]. Em [KP90], uma te´cnica do tipo LQG (do ingleˆs Linear Quadratic
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Gaussian) foi apresentada para sistemas com atraso precisamente conhecidos. Usando o conceito de
estabilidade quadra´tica [Bar85], condic¸o˜es suficientes para a ana´lise de estabilidade independente do atraso
de sistemas incertos (com atraso) foram apresentadas em diversos trabalhos, alguns tambe´m propondo
uma extensa˜o para o caso de s´ıntese de controlador. Seguindo essa metodologia, sistemas com incertezas
do tipo limitada em norma e com atrasos invariantes no tempo foram considerados em [SBSA03]. Esse
trabalho inclui uma func¸a˜o de custo quadra´tico, resultando em condic¸o˜es na˜o-convexas para o caso de
s´ıntese de controlador.
Em [MX00], uma abordagem por controle o´timo e´ apresentada, considerando apenas atrasos fixos e
com formulac¸a˜o baseada em equac¸o˜es acopladas de Riccati, que dependem de varia´veis escalares para
serem resolvidas. Uma abordagem utilizando a estabilidade quadra´tica e´ proposta em [XLY01], tambe´m
para atrasos invariantes no tempo. Nesse trabalho, condic¸o˜es na˜o-lineares, necessa´rias e suficientes para
a estabilidade e para a estabilizac¸a˜o quadra´tica sa˜o apresentadas para sistemas com perturbac¸o˜es do
tipo limitada em norma, presentes apenas na matriz dinaˆmica. Em [ZWH04], sa˜o propostas condic¸o˜es
convexas para a ana´lise de estabilidade de sistemas precisamente conhecidos, com um termo aditivo do
tipo na˜o-linear limitado em norma. O problema de s´ıntese de filtros para sistemas discretos no tempo
com atraso nos estados e´ tratado em [Xu02]. Para o caso de perturbac¸o˜es limitadas em norma, pode
ser encontrada em [WHU99] uma abordagem baseada em estabilidade quadra´tica e LMIs para o projeto
de observadores com desempenho H∞. Condic¸o˜es suficientes para a ana´lise regional de po´los podem
ser encontradas em [LHLK92]. Essas condic¸o˜es esta˜o formuladas em termos de normas matriciais, mas
os testes podem ser aplicados apenas em sistemas precisamente conhecidos restritos ao atraso unita´rio.
Ainda utilizando a abordagem da estabilidade quadra´tica, condic¸o˜es na˜o convexas em termos de equac¸o˜es
alge´bricas de Riccati sa˜o propostas em [Mah00].
Em [FS03], e´ definido um sistema aumentado do tipo descritor, e condic¸o˜es para a ana´lise de estabili-
dade baseada em desigualdades matriciais com multiplicadores escalares sa˜o estabelecidas.
O controle robusto H∞ para sistemas precisamente conhecidos discretos no tempo e com atraso nos
estados e´ estudado em [KH98] por meio de equac¸o˜es de Riccati. Uma abordagem por desigualdade
matricial (na˜o-convexa) e´ proposta em [SK98] para tratar sistemas com incertezas do tipo limitada em
norma. Os casos cont´ınuo e discreto no tempo sa˜o investigados em [KP99] no contexto de controle
por realimentac¸a˜o de estados com desempenho H∞ e condic¸o˜es suficientes para a s´ıntese de ganhos de
realimentac¸a˜o de estados que garantem um desempenho H∞ sa˜o dadas em termos de LMIs com um
paraˆmetro de escalamento. Nesse caso, apenas perturbac¸o˜es do tipo limitada em norma sa˜o admitidas.
Em [XC04], desigualdades matriciais na˜o-convexas sa˜o propostas para resolver o problema do controle
robusto H∞ para sistemas discretos no tempo com atrasos nos estados. Nesse caso, o sistema e´ suposto
variante no tempo e a abordagem utiliza da estabilidade quadra´tica para a formulac¸a˜o de condic¸o˜es de
s´ıntese.
Todos esses resultados sa˜o formulados em termos de matrizes de Lyapunov fixas e podem, em alguns
casos, fornecer condic¸o˜es para s´ıntese de um ganho robusto para a realimentac¸a˜o de estados, na maioria das
vezes por meio de condic¸o˜es na˜o-convexas. Extenso˜es dessas condic¸o˜es para tratar o caso com incertezas
do tipo polito´pica na˜o parecem imediatas. Ale´m disso, a abordagem baseada na estabilidade quadra´tica
(isto e´, o uso de uma matriz de Lyapunov fixa) pode apresentar resultados conservadores na avaliac¸a˜o
de sistemas com incertezas invariantes no tempo. Apesar de existirem resultados recentes utilizando-se
func¸o˜es de Lyapunov dependentes de paraˆmetro para investigar a estabilidade robusta [dOBG99], [LP03a],
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[PABB00], [RP01a], para coˆmputo de ganhos robustos de realimentac¸a˜o de estados para sistemas incertos
discretos no tempo em domı´nios polito´picos [dOGB02] bem como para tratar sistemas discretos e variantes
no tempo [DB01], [LP04], ate´ o momento, na˜o foram feitas extenso˜es desses resultados para o caso de
sistemas com atraso nos estados.
Este cap´ıtulo trata de sistemas lineares discretos no tempo com atraso nos estados e nas equac¸o˜es de
sa´ıda. Todas as matrizes do sistemas sa˜o assumidas invariantes no tempo e incertas, pore´m pertencentes
a um domı´nio polito´pico com ve´rtices conhecidos. O problema da estabilidade robusta e´ investigado
por meio de funcionais de Lyapunov-Krasovskii. Condic¸o˜es equivalentes do tipo LMI sa˜o apresentadas,
algumas incluindo matrizes extras. A partir dessas condic¸o˜es, uma abordagem convexa e´ apresentada para
o caso de s´ıntese de ganho estabilizante robusto. Embora as LMIs sejam do tipo independentes do atraso,
essas LMIs podem tambe´m ser usadas para a s´ıntese de ganho de realimentac¸a˜o de estados atrasados.
Quando o atraso e´ conhecido, essa estrate´gia pode proporcionar ganhos estabilizantes em situac¸o˜es nas
quais uma realimentac¸a˜o de estados do tipo sem memo´ria pode na˜o existir. Como discutido em [Ric03],
as leis de realimentac¸a˜o dependentes de estados atrasados podem proporcionar graus de liberdade u´teis e
interessantes mesmo para sistemas sem atrasos. Condic¸o˜es LMIs suficientes e independentes do atraso para
a determinac¸a˜o do custo garantido H∞ e para a obtenc¸a˜o de um controle robusto H∞ por realimentac¸a˜o
de estados sa˜o apresentadas. Essas condic¸o˜es tambe´m permitem calcular um ganho para controle robusto
H∞ dependente de estados atrasados, que pode ser usado para melhorar o n´ıvel de atenuac¸a˜o H∞ do
sistema em malha fechada, sempre que o atraso for conhecido. Ale´m disso, as condic¸o˜es convexas aqui
apresentadas podem ser estendidas para tratar o caso de s´ıntese de controle descentralizado sem impor
restric¸o˜es de estrutura nas matrizes dependentes de paraˆmetro do funcional de Lyapunov-Krasovskii usado
para assegurar a estabilidade da malha fechada.
Como todas as matrizes do sistema podem ser afetadas por incertezas polito´picas, a abordagem pro-
posta neste cap´ıtulo permite tambe´m tratar sistemas incertos sujeitos a falhas parciais ou totais de atu-
adores. Apesar das incertezas, assim como os atrasos, serem invariantes no tempo, alguns dos resultados
apresentados como corola´rios — e baseados em funcionais de Lyapunov-Krasovskii fixos – podem tambe´m
ser aplicados a sistemas com incertezas variantes no tempo e com atrasos constantes. Exemplos nume´ri-
cos sa˜o apresentados, mostrando que as condic¸o˜es independentes do atraso propostas podem, em alguns
casos, fornecer resultados menos conservadores que as dependentes de atraso. Finalmente, o modelo de
um aquecedor ele´trico industrial e´ investigado. Va´rias estrate´gias de controle robusto H∞ descentralizado
sa˜o propostas e analisadas em detalhes.
5.2 Preliminares e formulac¸a˜o do problema
Considere o sistema linear incerto discreto no tempo dado por
Ω(α) :

x(k + 1) = A(α)x(k) +Ah(α)x(k − h) +B(α)u(k) +Bh(α)uh(k) +Bw(α)w(k)
z(k) = C(α)x(k) + Ch(α)x(k − h) +D(α)u(k) +Dh(α)uh(k) +Dw(α)w(k)
x(k) = 0, k ≤ 0
, (5.1)
em que x(k) ∈ Rn e´ o vetor de estados, h ∈ N e´ o valor do atraso de tempo (suposto constante), u(k) ∈ Rm1 ,
uh(k) ∈ Rm2 representam as entradas de controle, w(k) ∈ Rℓ e´ o vetor exo´geno de distu´rbio e z(k) ∈ Rp e´
a sa´ıda controlada. Note-se que as duas matrizes de entrada de controle podem ter dimenso˜es diferentes,
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permitindo uma modelagem mais precisa de dispositivos distintos de atuac¸a˜o. O atraso h na˜o e´ usado
no desenvolvimento das condic¸o˜es de ana´lise e s´ıntese de controle, mas, se h for conhecido, a entrada de
controle uh(k) dependente de valores passados dos estados x(k) pode ser usada para realimentac¸a˜o, mesmo
no caso B = Bh. Apesar de tratar-se aqui apenas de um u´nico atraso, a extensa˜o dos resultados para
mu´ltiplos atrasos e´ imediata. As matrizes A(α), Ah(α), B(α), Bh(α), Bw(α), C(α), Ch(α), D(α), Dh(α),
Dw(α), de dimenso˜es adequadas, definem o sistema Ω(α) e sa˜o assumidas fixas pore´m na˜o precisamente
conhecidas, isto e´, Ω(α) pertence ao conjunto polito´pico Ah descrito por
Ah ,
Ω(α) ∈ Rn+p×2n+m1+m2+ℓ : Ω(α) =
N∑
j=1
αjΩj ,
N∑
j=1
αj = 1, αj ≥ 0, j = 1, . . . , N
 (5.2)
com ve´rtices
Ωj ,
[
Aj Ahj Bj Bhj Bwj
Cj Chj Dj Dhj Dwj
]
; j = 1, . . . , N. (5.3)
Note-se que qualquer Ω(α) ∈ Ah pode ser escrito como uma combinac¸a˜o convexa dos N ve´rtices Ωj de
Ah. As seguintes leis de controle sa˜o consideradas
u(k) = Kx(k) e uh(k) = Khx(k − h), (5.4)
nas quais K ∈ Rm1×n e Kh ∈ Rm2×n. Neste cap´ıtulo, as condic¸o˜es convexas para a s´ıntese de K e Kh
na˜o dependem do valor do atraso h, mas permitem o uso do estado atrasado no caso de h conhecido. Se
h for desconhecido, enta˜o apenas u(k) deve ser considerada (lei de controle sem memo´ria) e, neste caso,
Kh = 0.
Portanto, usando (5.4) e (5.1)-(5.3), o sistema incerto em malha fechada e´ dado por
Ω˜(α) :

x(k + 1) = A˜(α)x(k) + A˜d(α)x(k − h) +Bw(α)w(k)
z(k) = C˜(α)x(k) + C˜d(α)x(k − h) +Dw(α)w(k)
x(k) = 0, k ≤ 0
, (5.5)
em que Ω˜(α) ∈ A˜h e´ dado por
A˜h ,
{
Ω˜(α) ∈ Rn+p×2n+ℓ : Ω˜(α) =
N∑
j=1
αjΩ˜j ,
N∑
j=1
αj = 1, αj ≥ 0, j = 1, . . . , N
}
, (5.6)
e as matrizes ve´rtices da malha fechada sa˜o
A˜j , Aj +BjK; A˜dj , Ahj +BhjKh (5.7)
C˜j , Cj +DjK; C˜dj , Chj +DhjKh (5.8)
definindo os ve´rtices correspondentes
Ω˜j ,
[
A˜j A˜dj Bwj
C˜j C˜dj Dwj
]
; j = 1, . . . , N (5.9)
O principal objetivo deste cap´ıtulo e´ resolver os seguintes problemas, nos quais o atraso do sistema e´
considerado fixo e maior ou igual a zero.
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Problema 5.1 (Controle robusto)
Dado o sistema incerto Ω(α) ∈ Ah com Ωj definido por
Ωj =
[
Aj Ahj Bj Bhj 0
0 0 0 0 0
]
; j = 1, . . . , N (5.10)
determinar ganhos de realimentac¸a˜o de estados K e Kh, tais que o sistema correspondente incerto em
malha fechada Ω˜(α) ∈ A˜h com
Ω˜j =
[
A˜j A˜dj 0
0 0 0
]
; j = 1, . . . , N. (5.11)
e A˜j, A˜dj definidos em (5.7) seja robustamente esta´vel independentemente do atraso.
Problema 5.2 (Controle robusto H∞)
Dado o sistema incerto Ω(α) ∈ Ah com Ωj defindo em (5.3) e um escalar γ > 0 determinar ganhos de
realimentac¸a˜o de estados K e Kh, tais que o correspondente sistema incerto em malha fechada Ω˜(α) ∈ A˜h
dado por (5.5)-(5.9) seja robustamente esta´vel independentemente do atraso e que, adicionalmente, para
todo w(k) ∈ ℓ2 tenha-se z(k) ∈ ℓ2 satisfazendo
‖z(k)‖2 < γ‖w(k)‖2 (5.12)
Qualquer γ satisfazendo (5.12) e´ um custo garantido H∞ para o sistema.
Na sequ¨eˆncia, sa˜o formuladas condic¸o˜es convexas para a ana´lise de estabilidade robusta do sistema
incerto (5.11). Essas condic¸o˜es sa˜o inicialmente formuladas de forma convexa, pore´m de dimensa˜o infinita
em relac¸a˜o ao paraˆmetro incerto α. Depois, condic¸o˜es suficientes formuladas em um nu´mero finito de
LMIs sa˜o propostas. Em seguida, condic¸o˜es convexas LMI suficientes para resolver os Problemas 5.1 e 5.2
sa˜o apresentadas nas Sec¸o˜es 5.4 e 5.5, respectivamente.
5.3 Estabilidade robusta
Primeiramente, a ana´lise de estabilidade robusta do sistema incerto em malha fechada Ω˜(α) ∈ A˜h com
Ω˜j dado em (5.11) e´ investigada, e condic¸o˜es suficientes do tipo LMI sa˜o apresentadas. A partir dessas
condic¸o˜es, que sa˜o de dimensa˜o infinita no paraˆmetro incerto α, uma soluc¸a˜o convexa e de dimensa˜o finita
para o Problema 5.1 e´ proposta.
O teorema seguinte estabelece quatro condic¸o˜es equivalentes baseadas na existeˆncia de matrizes de
Lyapunov-Krasovskii dependentes de paraˆmetro que asseguram a estabilidade robusta do sistema Ω˜(α) ∈
A˜h com (5.11).
Teorema 5.1 O sistema incerto discreto no tempo Ω˜(α) ∈ A˜h com (5.11) e´ robustamente esta´vel inde-
pendentemente do atraso de tempo h se existirem matrizes sime´tricas, definidas positivas e dependente de
paraˆmetro P (α) ∈ Rn×n e S(α) ∈ Rn×n, tais que uma das condic¸o˜es equivalentes seguintes seja verificada
para todo α ∈ RN : αj ≥ 0 e
∑N
j=1 αj = 1:
a) O funcional de Lyapunov-Krasovskii V (x(k)) dado por
V (α, x(k)) , x(k)′P (α)x(k) +
h∑
j=0
x(k − j)′S(α)x(k − j) (5.13)
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e´ tal que
V (α, x(k)) > 0 e ∆V (α, x(k)) , V (α, x(k + 1))− V (α, x(k)) < 0 (5.14)
para todo
[
x(k)′ x(k − h)′ ]′ 6= 0.
b)
Υ(α) ,
[
A˜(α)′((S(α) + P (α))A˜(α)− P (α) A˜(α)′((S(α) + P (α))A˜d(α)
⋆ A˜d(α)
′((S(α) + P (α))A˜d(α)− S(α)
]
< 0 (5.15)
c)
Θ(α) ,
 −(S(α) + P (α)) (S(α) + P (α))A˜(α) (S(α) + P (α))A˜d(α)⋆ −P (α) 0
⋆ ⋆ −S(α)
 < 0 (5.16)
d) Existirem matrizes dependentes de paraˆmetro F (α) ∈ Rn×n, G(α) ∈ Rn×n e H(α) ∈ Rn×n, tais
que
M(α) ,
 F (α) + F (α)′ + P (α) + S(α) G(α)′ − F (α)′A˜(α)⋆ −(P (α) +G(α)A˜(α) + A˜(α)′G(α)′)
⋆ ⋆
H(α)′ − F (α)′A˜d(α)
−(G(α)A˜d(α) + A˜(α)′H(α)′)
−(S(α) +H(α)A˜d(α) + A˜d(α)′H(α)′)
 < 0 (5.17)
Prova: Desenvolvendo-se (5.14), usando-se (5.5)-(5.7) e (5.11) e considerando-se Υ(α), dado em (5.15),
e´ poss´ıvel obter
∆V (α, x(k)) = x(k + 1)′(S(α) + P (α))x(k + 1)− x(k)′P (α)x(k)− x(k − h)′S(α)x(k − h)
=
[
x(k)′ x(k − h)′ ]Υ(α) [ x(k)
x(k − h)
]
< 0 (5.18)
e, claramente, com P (α) > 0 e S(α) > 0, a) e´ verificada se e somente se b) e´ verificada. A equivaleˆncia
entre b) e c) e´ estabelecida pela aplicac¸a˜o direta do complemento de Schur. Finalmente, note-se que se a
condic¸a˜o c) e´ verificada, enta˜o (5.17) e´ verificada para F (α) = F (α)′ = −(P (α)+S(α)), G(α) = H(α) = 0.
Por outro lado, se d) e´ verificada, enta˜o Υ(α) = T (α)′M(α)T (α) < 0 com T (α) dado por
T (α) =
 A˜(α) A˜d(α)In 0
0 In
 (5.19)
Note que as quatro condic¸o˜es equivalentes sa˜o suficientes para a estabilidade robusta de Ω˜(α) ∈ A˜h
com (5.11), sendo estabelecidas em termos de matrizes dependentes de paraˆmetro P (α), S(α), F (α), G(α)
e H(α). Essas condic¸o˜es precisam ser verificadas para todo α ∈ RN : αj ≥ 0 e
∑N
j=1 αj = 1, o que torna
esse problema de dimensa˜o infinita em α (no caso de α possuir algum intervalo cont´ınuo em seu domı´nio).
Note ainda que as condic¸o˜es do Teorema 5.1 sa˜o va´lidas para quaisquer conjuntos Ω˜(α), convexos ou na˜o.
Uma observac¸a˜o a respeito do Teorema 5.1 e´ que as varia´veis matriciais extras na condic¸a˜o d) podem
ser utilizadas para proporcionar condic¸o˜es menos conservadoras para a avaliac¸a˜o de estabilidade robusta,
bem como fornecer condic¸o˜es para a s´ıntese de controle robusto como soluc¸a˜o do Problema 5.1.
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O problema de dimensa˜o infinita nas equac¸o˜es (5.15)-(5.17) pode ser aproximado por um conjunto
finito de LMIs, descritas apenas em termos dos ve´rtices Ω˜j de A˜h, seguindo as mesmas ide´ias apresentadas
nos cap´ıtulos 2 e 3. No entanto, essas extenso˜es na˜o sa˜o apresentadas neste trabalho. Outra abordagem e´
fixar as matrizes extras F (α) = F , G(α) = G e H(α) = H e impor a seguinte estrutura para as matrizes
dependentes de paraˆmetro P (α) e S(α) do funcional de Lyapunov-Krasovskii
P (α) =
N∑
j=1
αjPj ; S(α) =
N∑
j=1
αjSj ;
N∑
j=1
αj = 1; αj ≥ 0 (5.20)
como e´ exposto no teorema seguinte.
Teorema 5.2 Se existirem matrizes sime´tricas definidas positivas Pj ∈ Rn×n, Sj ∈ Rn×n, j = 1, . . . , N ,
e matrizes F ∈ Rn×n, G ∈ Rn×n e H ∈ Rn×n, tais que
Mj ,
 F + F ′ + Pj + Sj G′ − FA˜j H ′ − FA˜dj⋆ −(Pj +GA˜j + A˜′jG′) −(GA˜dj + A˜′jH ′)
⋆ ⋆ −(Sj +HA˜dj + A˜′djH ′)
 < 0;
j = 1, . . . , N, (5.21)
enta˜o as condic¸o˜es do Teorema 5.1 sa˜o verificadas com F (α) = F , G(α) = G, H(α) = H e P (α), S(α),
dadas em (5.20).
Prova: Multiplicando-se (5.21) por αj e somando-se em j = 1, . . . , N , obte´m-se (5.17).
Note-se que a condic¸a˜o de estabilidade quadra´tica poderia ser imposta como uma soluc¸a˜o particular
do Teorema 5.1 por meio da fixac¸a˜o das matrizes do funcional de Lyapunov-Krasovskii, isto e´, fazendo
P (α) = P e S(α) = S. Essa condic¸a˜o pode ser igualmente recuperada a partir do Teorema 5.2, bastando
impor Pi = P , Si = S, F = F
′ = −(S + P ) e G = H = 0 em (5.21), como apresentado no seguinte
corola´rio.
Corola´rio 5.1 Se existirem matrizes sime´tricas positiva definidas P ∈ Rn×n e S ∈ Rn×n, tais que
Θqj ,
 −(P + S) (P + S)A˜j (P + S)A˜dj⋆ −P 0
⋆ ⋆ −S
 < 0; j = 1, . . . , N, (5.22)
enta˜o as condic¸o˜es do Teorema 5.1 sa˜o verificadas com P (α) = P , S(α) = S, F (α) = F (α)′ = −(P +S) e
G(α) = H(α) = 0, implicando que o sistema em malha fechada Ω˜(α) ∈ A˜h com (5.11) e´ quadraticamente
esta´vel, independentemente do valor h do atraso de tempo.
O uso de matrizes fixas P e S no Corola´rio 5.1 assegura a estabilidade do sistema, mesmo no caso
de matrizes incertas variantes no tempo A˜(α) e A˜d(α). Observe-se ainda que condic¸o˜es de estabilidade
robusta similares a`s apresentadas aqui podem ser obtidas em termos do dual do sistema Ω˜(α), isto e´,
trocando A˜(α) por A˜(α)′ e A˜d(α) por A˜d(α)
′ em (5.15)-(5.17) e A˜j por A˜
′
j e A˜dj por A˜
′
dj em (5.21)-(5.22).
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5.4 Controle robusto
Nesta sec¸a˜o, o grau extra de liberdade proporcionado pelas matrizes F , G e H no Teorema 5.2 e no
Corola´rio 5.1 e´ usado para prover condic¸o˜es suficientes para resolver o Problema 5.1. Para isso, considere-
se o sistema incerto discreto no tempo com atraso nos estados, definido por Ω(α) ∈ Ah com (5.10)
e suponha-se que os vetores de estado, x(k), e de estado atrasado, x(k − h) estejam dispon´ıveis para
realimentac¸a˜o. Uma condic¸a˜o suficiente para a existeˆncia de ganhos robustos de realimentac¸a˜o de estados
K e Kh, tais que, com u(k) e u(k − h), dados em (5.4), o sistema incerto em malha fechada Ω˜(α) seja
robustamente esta´vel e´ dada abaixo.
Teorema 5.3 Se existirem matrizes sime´tricas definidas positivas P˜j ∈ Rn×n e S˜j ∈ Rn×n, j = 1, . . . , N ,
e matrizes L ∈ Rn×n, Z ∈ Rm1×n e Zh ∈ Rm2×n, tais que
Ξj ,
 L′ + L+ P˜j + S˜j −(AjL+BjZ) −(AhjL+BhjZh)⋆ −P˜j 0
⋆ ⋆ −S˜j
 < 0; j = 1, . . . , N, (5.23)
enta˜o os ganhos robustos de realimentac¸a˜o de estados K e Kh dados por
K = ZL−1 e Kh = ZhL
−1 (5.24)
sa˜o tais que o sistema em malha fechada Ω˜(α) ∈ A˜h com (5.11) e´ robustamente esta´vel independentemente
do valor h do atraso de tempo. Ale´m disso, Pj = (L
′)−1P˜jL
−1 e Sj = (L
′)−1S˜jL
−1, j = 1, . . . , N , P (α),
S(α) dados em (5.20) e F = (L′)−1, G = H = 0 sa˜o tais que as condic¸o˜es do Teorema 5.2 sa˜o verificadas.
Prova: Se (5.23) e´ verificada, enta˜o Pj > 0, Sj > 0 e, portanto, L
′ + L < 0, implicando que L e´
na˜o-singular. Definindo-se
F = (L′)−1; W = I3 ⊗ F (5.25)
e usando-se (5.24), tem-se Z = K(F ′)−1 e Zh = Kh(F
′)−1, e conclui-se que Λj =WΞjW
′ e´ tal que
Λj ,
 F ′ + F + FP˜jF ′ + FS˜jF ′ −F (Aj +BjK) −F (Ahj +BhjKh)⋆ −FP˜jF ′ 0
⋆ ⋆ −FS˜jF ′
 < 0;
j = 1, . . . , N (5.26)
assegurando que as condic¸o˜es do Teorema 5.2, Mj < 0, j = 1, . . . , N , sa˜o verificadas com Pj = FP˜jF ′,
Sj = FS˜jF
′, G = H = 0, A˜j = Aj +BK e A˜dj = Ahj +BhKh.
Note-se que uma condic¸a˜o muito parecida com (5.23) poderia ser obtida impondo G = H = 0 emMj ,
Teorema 5.2, usando-se a representac¸a˜o dual do sistema incerto, isto e´, trocando-se A˜j por (Aj + BjK)
′
e A˜dj por (Ahj +BhjKh)
′ e, enta˜o, aplicando a mudanc¸a de varia´veis Z = KL e Zh = KhL.
Note-se ainda que, se o vetor de estados atrasados, x(k − h), na˜o estiver dispon´ıvel (por exemplo, se
h e´ desconhecido), as condic¸o˜es do Teorema 5.3 ainda podem ser usadas, impondo-se Zh = 0 em (5.23).
Finalmente, e´ importante ressaltar que o Teorema 5.3 conte´m os resultados de estabilizac¸a˜o quadra´tica,
conforme estabelecido no corola´rio seguinte.
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Corola´rio 5.2 Se existirem matrizes sime´tricas definidas positivas P˜ ∈ Rn×n e S˜ ∈ Rn×n e matrizes
L ∈ Rn×n, Z ∈ Rm1×n e Zh ∈ Rm2×n, tais que
Ξqj ,
 L′ + L+ P˜ + S˜ −(AjL+BjZ) −(AhjL+BhjZh)⋆ −P˜ 0
⋆ ⋆ −S˜
 < 0; j = 1, . . . , N, (5.27)
enta˜o os ganhos robustos de realimentac¸a˜o de estados K e Kh dados por (5.24) sa˜o tais que o sistema
incerto em malha fechada Ω˜(α) ∈ A˜h com (5.11) e´ quadraticamente esta´vel, independentemente do valor
h do atraso de tempo.
Embora existam na literatura resultados equivalentes para a estabilizac¸a˜o quadra´tica (os quais, em
geral, na˜o sa˜o formulados em termos de LMIs), o Corola´rio 5.2 fornece uma condic¸a˜o mais interessante
para tratar restric¸o˜es estruturais nos ganhos de realimentac¸a˜o. Isso se deve a` matriz extra L usada
para o coˆmputo dos ganhos de controle na˜o aparecer no funcional de Lyapunov-Krasovskii. A escolha
L = −(P˜ + S˜) recupera a condic¸a˜o de estabilizac¸a˜o quadra´tica padra˜o, como apresentado no corola´rio
seguinte.
Corola´rio 5.3 Se existirem matrizes sime´tricas definidas positivas P˜ ∈ Rn×n e S˜ ∈ Rn×n e matrizes
Z ∈ Rm1×n e Zh ∈ Rm2×n, tais que
Ξq2j ,
 −(P˜ + S˜) AjP˜ +AjS˜ +BjZ AhjP˜ +AhjS˜ +BhjZh⋆ −P˜ 0
⋆ ⋆ −S˜
 < 0; j = 1, . . . , N, (5.28)
enta˜o os ganhos robustos de realimentac¸a˜o de estados K e Kh dados por
K = Z(P˜ + S˜)−1 e K = Zh(P˜ + S˜)
−1 (5.29)
sa˜o tais que o sistema incerto em malha fechada Ω˜(α) ∈ A˜h com (5.11) e´ quadraticamente esta´vel, inde-
pendentemente do valor h do atraso de tempo.
Note-se que uma condic¸a˜o equivalente para a estabilizac¸a˜o quadra´tica poderia ser obtida diretamente
do Corola´rio 5.1, considerando-se o sistema dual, isto e´, trocando-se A˜j por (Aj + BjK)
′ e A˜dj por
(Ahj + BhjKh)
′, e usando-se a linearizac¸a˜o de varia´veis dada por (P + S)K ′ = Z e (P + S)K ′h = Zh.
As vantagens do Corola´rio 5.2 com relac¸a˜o ao Corola´rio 5.3 ficara˜o mais evidentes na s´ıntese de controle
descentralizado. De fato, grac¸as ao grau extra de liberdade proporcionado pela matriz L, ganhos robustos
descentralizados para a realimentac¸a˜o de estados podem ser calculados a partir do Corola´rio 5.2 sem
a imposic¸a˜o de restric¸o˜es estruturais nas matrizes de Lyapunov-Krasovskii. Finalmente, e´ importante
salientar que, diferentemente da maioria dos resultados encontrados na literatura, os Teoremas 5.2 e 5.3 e
os Corola´rios 5.1, 5.2 e 5.3 sa˜o formulados como condic¸o˜es LMI convexas, de dimensa˜o finita, permitindo
uma soluc¸a˜o eficaz para os problemas de estabilidade e estabilizac¸a˜o robustas por meio da aplicac¸a˜o de
algoritmos especializados que podem ser resolvidos em tempo polinomial.
5.5 Controle robusto H∞
Nesta sec¸a˜o, o custo garantido H∞ do sistema incerto Ω˜(α) dado em (5.5)-(5.9) e´ relacionado a`
existeˆncia de matrizes dependentes de paraˆmetro que satisfazem algumas condic¸o˜es convexas equivalentes.
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Impondo uma estrutura especial a essas matrizes, e´ poss´ıvel obter condic¸o˜es LMI suficientes para o
coˆmputo de um custo garantido H∞. Desses resultados, condic¸o˜es suficientes LMI sa˜o propostas para a
s´ıntese de ganhos robustos K e Kh, resolvendo o Problema 5.2.
Teorema 5.4 O sistema incerto discreto no tempo Ω˜(α) dado em (5.5)-(5.9) e´ robustamente esta´vel com
um custo garantido H∞ dado por γ = √µ, independentemente do valor h do atraso de tempo, se existirem
matrizes sime´tricas positivas definidas dependentes de paraˆmetro P (α) ∈ Rn×n e S(α) ∈ Rn×n, tais que
uma das seguintes condic¸o˜es equivalentes seja verificada para todo α ∈ RN : αj ≥ 0 e
∑N
j=1 αj = 1:
a)
N (α) ,
 Υ(α) A˜(α)′(P (α) + S(α))Bw(α)A˜d(α)′(P (α) + S(α))Bw(α)
⋆ Bw(α)
′(P (α) + S(α))Bw(α)− µIℓ
+
 C˜(α)′C˜d(α)′
Dw(α)
′
 C˜(α)′C˜d(α)′
Dw(α)
′
′ < 0, (5.30)
em que Υ(α) e´ dado em (5.15).
b)
R(α) ,

Θ(α)
0 (P (α) + S(α))Bw(α)
C˜(α)′ 0
C˜d(α)
′ 0
⋆
−Ip Dw(α)
⋆ −µIℓ
 < 0, (5.31)
em que Θ(α) e´ dado em (5.16).
c) Existirem matrizes dependente de paraˆmetro F (α), F2(α), G(α), G2(α), H(α), H2(α), X1(α), X2(α),
M1(α) e M2(α), tais que
Q(α) ,
[ M(α) + Q1(α) Q2(α)
⋆ Q3(α)
]
< 0, (5.32)
em que M(α) e´ dado em (5.17) e
Q1(α) ,
 0 −F2(α)C˜(α) −F2(α)C˜d(α)⋆ −(G2(α)C˜(α) + C˜(α)′G2(α)′) −(G2(α)C˜d(α) + C˜(α)′H2(α)′)
⋆ ⋆ −(H2(α)C˜d(α) + C˜d(α)′H2(α)′)
 (5.33)
Q2(α) ,
 X1(α)′ + F2(α)G2(α)− (A˜(α)′X1(α)′ + C˜(α)′X2(α)′)
H2(α)− (A˜d(α)′X1(α)′ + C˜d(α)′X2(α)′)
M1(α)
′ − (F1(α)Bw(α) + F2(α)Dw(α))
−(G(α)Bw(α) +G2(α)Dw(α) + A˜(α)′M1(α)′ + C˜(α)′M2(α)′)
−(H(α)Bw(α) +H2(α)Dw(α) + A˜d(α)′M1(α)′ + C˜d(α)′M2(α)′)
 (5.34)
Q3(α) ,
[
Ip +X2(α) +X2(α)
′
⋆
M2(α)
′ − (X1(α)Bw(α) +X2(α)Dw(α))
−(µIℓ +M1(α)Bw(α) +Bw(α)′M1(α)′ +M2(α)Dw(α) +Dw(α)′M2(α)′)
]
(5.35)
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Prova: Uma condic¸a˜o bem conhecida [KP99] para assegurar a estabilidade robusta do sistema Ω˜(α) ∈ A˜h
com um n´ıvel de atenuac¸a˜o pre´-estabelecido γ e´ dada por:
z(k)′z(k)− γ2w(k)′w(k) + ∆V (α, x(k)) < 0 (5.36)
Como z(k), w(k) e x(k) satisfazem as equac¸o˜es de malha fechada (5.5)-(5.8), (5.36) e´ reescrita como
ξ(k)′N (α)ξ(k) < 0, ∀ ξ(k) 6= 0,
ξ(k) =
[
x(k)′ x(k − h)′ w(k)′ ]′ (5.37)
e N (α) dado em (5.30). A equivaleˆncia entre a) e b) pode ser obtida, aplicando-se o complemento de
Schur em (5.30) e pre´-multiplicando-se essa equac¸a˜o por U e po´s-multiplicando-se por U ′, com
U =

0 0 0 In 0
In 0 0 0 0
0 In 0 0 0
0 0 0 0 Ip
0 0 Iℓ 0 0
 .
Note-se ainda que N (α) = E(α)′Q(α)E(α) com
E(α) =

T (α)
Bw(α)
0
0
C˜(α) C˜d(α)
0 0
Dw(α)
Iℓ

e T (α) definido em (5.19). Por outro lado, se R(α) < 0, enta˜o existe um escalar ǫ(α) ∈ R+, tal que
Q(α) < 0 para
F (α) = −ǫ(α)
2
In ; F2(α) = 0 ; G(α) =
ǫ(α)
2
A˜(α)′ ; G2(α) =
ǫ(α)
2
C˜(α)′
H(α) =
ǫ(α)
2
A˜d(α)
′ ; H2(α) =
ǫ(α)
2
C˜d(α)
′ ; X1(α) = 0 ; X2(α) = −ǫ(α)
2
Ip
M1(α) =
ǫ(α)
2
Bw(α)
′ ; M2(α) =
ǫ(α)
2
Dw(α)
′
Como no Teorema 5.1, as condic¸o˜es do Teorema 5.4 precisam ser verificadas para todos os valores
admiss´ıveis de α, sendo va´lidas para qualquer conjunto de incertezas D˜. Uma condic¸a˜o convexa de
dimensa˜o finita e´ dada a seguir, assegurando que as equac¸o˜es (5.30)-(5.32) sa˜o verificadas.
Teorema 5.5 Se existirem matrizes sime´tricas positivas definidas Pj ∈ Rn×n e Sj ∈ Rn×n, j = 1, . . . , N ,
matrizes de dimenso˜es apropriadas F , F2, G, G2, H, H2, X1, X2, M1, M2 e um escalar positivo γ =
√
µ,
tais que
Qj ,
[ Mj + Q1j Q2j
⋆ Q3j
]
< 0; j = 1, . . . , N, (5.38)
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em que Mj esta´ definido em (5.21) e
Q1j ,
 0 −F2C˜j −F2C˜dj⋆ −(G2C˜j + C˜ ′jG′2) −(G2C˜dj + C˜ ′jH ′2)
⋆ ⋆ −(H2C˜dj + C˜ ′djH ′2)
 , (5.39)
Q2j ,
 X ′1 + F2 M ′1 − (FBwj + F2Dwj)G2 − (A˜′jX ′1 + C˜ ′jX ′2) −(GBwj +G2Dwj + A˜′jM ′1 + C˜ ′jM ′2)
H2 − (A˜′djX ′1 + C˜ ′djX ′2) −(HBwj +H2Dwj + A˜′djM ′1 + C˜ ′djM ′2)
 , (5.40)
Q3j ,
[
Ip +X2 +X
′
2 M
′
2 − (X1Bwj +X2Dwj)
⋆ −(µIℓ +M1Bwj +B′wjM ′1 +M2Dwj +D′wjM ′2)
]
, (5.41)
enta˜o o sistema Ω˜(α) ∈ D˜ e´ robustamente esta´vel com um custo garantido H∞ dado por γ. Ale´m disso,
as condic¸o˜es do Teorema 5.4 sa˜o asseguradas com F (α) = F , F2(α) = F2, G(α) = G, G2(α) = G2,
H(α) = H, H2(α) = H2, X1(α) = X1, X2(α) = X2, M1(α) = M1, M2(α) = M2, P (α) e S(α) definidas
como em (5.20).
Prova: A prova vem do fato de que Q(α) em (5.32) pode ser re-escrita como Q(α) = ∑Nj=1 αiQj ,∑N
j=1 αj = 1, αj ≥ 0.
Note-se que, com os resultados do Teorema 5.5, o seguinte problema de otimizac¸a˜o convexa pode ser
formulado, proporcionando o mı´nimo γ =
√
µ, tal que (5.38) e´ verificada:
PH∞ :

min
Pj = P
′
j > 0; Sj = S
′
j > 0
F, F2, G,G2, H,H2, X1, X2,M1,M2
µ
tal que (5.38) e´ verificada
(5.42)
Condic¸o˜es quadra´ticas podem ser obtidas a partir dos resultados do Teorema 5.5, bastando-se para
isso impor Pj = P = P
′ > 0 e Sj = S = S
′ > 0, j = 1, . . . , N , F = −(P + S), X2 = −Ip e fazendo-se as
matrizes H, G, F2, H2, G2, X1, M1 e M2 iguais a zero em (5.38). Essa abordagem permite o coˆmputo
do custo garantido H∞ para o sistema Ω˜(α) ∈ D˜ com paraˆmetro incerto variante no tempo e atraso fixo.
Esse resultado e´ enunciado no corola´rio seguinte.
Corola´rio 5.4 Se existirem matrizes sime´tricas definidas positivas P ∈ Rn×n e S ∈ Rn×n e um escalar
positivo γ =
√
µ, tais que
Rj =

Θqj
0 (P + S)Bwj
C˜ ′j 0
C˜ ′dj 0
⋆
−Ip Dwj
⋆ −µIℓ
 < 0; j = 1, . . . , N, (5.43)
com Θqj dado (5.22), enta˜o o sistema Ω˜(α) ∈ D˜ e´ quadraticamente esta´vel com um custo garantido H∞
dado por γ.
Na sequ¨eˆncia, as varia´veis matriciais extras presentes no Teorema 5.5 sa˜o utilizadas para proporcionar
uma soluc¸a˜o ao Problema 5.2.
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Teorema 5.6 Se exisitirem matrizes sime´tricas definidas positivas P˜j ∈ Rn×n e S˜j ∈ Rn×n, j =
1, . . . , N , matrizes Z ∈ Rm1×n, Zh ∈ Rm2×n, L ∈ Rn×n e escalares 0 < β ≤ 1 e γ = √µ > 0, tais
que
Πj ,

0 −Bwj
Ξj −(L′C ′j + Z ′D′j) 0
−(L′C ′hj + Z ′hD′hj) 0
⋆
−βIp −Dwj
⋆ −µIℓ
 < 0; j = 1, . . . , N, (5.44)
com Ξj dado em (5.23), enta˜o os ganhos robustos de realimentac¸a˜o de estados K e Kh dados por (5.24)
sa˜o tais que a malha fechada do sistema Ω˜(α) ∈ D˜ e´ robustamente esta´vel com custo garantido H∞ dado
por γ, independentemente do valor h do atraso de tempo.
Prova: Note-se que se (5.44) e´ verificada, enta˜o existe δ, tal que δ2 − 2δ = −β. Como 0 < β ≤ 1, δ e´
restrito ao intervalo aberto ]0, 2[. Trocando −βIp por (δ2 − 2δ)Ip em Πj , considerando-se as equac¸o˜es de
malha fechada (5.7)-(5.8), escrevendo-se a partir de (5.24) que Z = KL e Zh = KhL e multiplicando-se
o lado esquerdo de (5.44) a` esquerda por W˜ e a` direita por W˜ ′ com
W˜ =
 W 0
0
[
X 0
0 Iℓ
]  ,
em que W e´ definido em (5.25) e
X =
1
δ
Ip (5.45)
obte´m-se
W˜ΠjW˜
′ =

0 −FBwj
Mj −(C ′j +D′j)X ′ 0
−(C ′hj +D′hj)X ′ 0
⋆
X(δ2 + 2δ)X ′ −XD′wj
⋆ −µIℓ
 < 0; j = 1, . . . , N, (5.46)
em que Mj e´ dado em (5.21) e G = H = 0. Ale´m disso, o bloco (4, 4) em (5.46) pode ser reescrito como
X(δ2 + 2δ)X ′ =
1
δ
(δ2 + 2δ)
1
δ
Ip = (1 + 2/δ)Ip = Ip +
1
δ
Ip +
1
δ
Ip = Ip +X +X
′ (5.47)
com X dado em (5.45). A partir de (5.46), pode-se recuperar a condic¸a˜o (5.38), com F2 = G2 = H2 = 0,
X1 = 0, M1 = 0, F = (L
′)−1 e X2 = X.
Como feito no caso da estabilizac¸a˜o robusta, Sec¸a˜o 5.3, e´ poss´ıvel tratar sistemas variantes no tempo,
bastando-se para isso considerar matrizes fixas e independentes de paraˆmetro no funcional de Lyapunov-
Krasovskii. O corola´rio seguinte fornece uma condic¸a˜o suficiente para a estabilizac¸a˜o quadra´tica, assegurando-
se um custo garantido H∞ dado por γ para o sistema Ω˜(α) ∈ D˜ com paraˆmetro variante no tempo e atraso
fixo.
Corola´rio 5.5 Se existirem matrizes sime´tricas definidas positivas P˜ ∈ Rn×n e S˜ ∈ Rn×n, matrizes
L ∈ Rn×n, Z ∈ Rn×m1, Zh ∈ Rn×m2, e escalares 0 < β ≤ 1 e γ = √µ, tais que
Πqj ,

0 −Bwj
Ξqj −(L′C ′j + Z ′D′j) 0
−(L′C ′hj + Z ′hD′hj) 0
⋆
−βIp −Dwj
⋆ −µIℓ
 < 0; j = 1, . . . , N, (5.48)
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enta˜o os ganhos robustos de realimentac¸a˜o de estado K e Kh dados por (5.24) sa˜o tais que o sistema em
malha fechada Ω˜(α) ∈ D˜ e´ quadraticamente esta´vel com um custo garantido H∞ dado por γ, independen-
temente do valor h do atraso de tempo.
A escolha L = −(P˜ + S˜) no Corola´rio 5.5 tambe´m resulta em uma condic¸a˜o de estabilizac¸a˜o com custo
garantido H∞ dado por γ.
Corola´rio 5.6 Se existirem matrizes sime´tricas definidas positivas P˜ ∈ Rn×n e S˜ ∈ Rn×n, matrizes
L ∈ Rn×n, Z ∈ Rn×m1, Zh ∈ Rn×m2, e escalares 0 < β ≤ 1 e γ = √µ, tais que
0 −Bwj
Ξq2j P˜C
′
j + S˜C
′
j + Z
′D′j 0
P˜C ′hj + S˜C
′
hj + Z
′
hD
′
hj 0
⋆
−βIp −Dwj
⋆ −µIℓ
 < 0; j = 1, . . . , N (5.49)
com Ξq2j definido em (5.28), enta˜o os ganhos robustos de realimentac¸a˜o de estados K e Kh dados por
(5.29) sa˜o tais que o sistema em malha fechada Ω˜(α) ∈ D˜ e´ quadraticamente esta´vel com um custo
garantido H∞ dado por γ, independentemente do valor h do atraso de tempo.
Como observado anteriormente, as condic¸o˜es propostas no Corola´rio 5.5 sa˜o mais adequadas para
tratar restric¸o˜es estruturais nos ganhos de controle do que as condic¸o˜es do Corola´rio 5.6, devido ao grau
extra de liberdade proporcionado pela matriz L.
E´ importante mencionar que o Teorema 5.6 fornece uma soluc¸a˜o convexa na forma de LMI com
dimensa˜o finita para o Problema 5.2, que pode ser avaliada em tempo polinomial por meio de algoritmos
especializados de pontos interiores [GNLC95]. Ale´m disso, todas as matrizes do sistema podem ser
afetadas pelas incertezas. Os ganhos de realimentac¸a˜o de estados K e Kh que proporcionam o menor
n´ıvel de atenuac¸a˜o γ =
√
µ, tal que (5.44) e´ verificada, podem ser obtidos a partir do seguinte problema
convexo de otimizac¸a˜o:
P˜H∞ :

min
P˜j = P˜
′
j > 0; S˜j = S˜
′
j > 0
Z,Zh, L, 0 < β ≤ 1
µ
tal que (5.44) seja verificada
(5.50)
5.6 Complexidade nume´rica e extenso˜es
As condic¸o˜es propostas neste cap´ıtulo podem ser resolvidas em tempo polinomial por meio do uso de
algoritmos de pontos interiores, cuja complexidade nume´rica e´ associada ao nu´mero de linhas LMI, L, e
ao nu´mero de varia´veis escalares, K, envolvidas no problema. Por exemplo, usando o LMI Control Toolbox
o nu´mero de operac¸o˜es em ponto flutuante e´ da ordem de K3L [GNLC95]. Outros me´todos podem ter
um comportamento diferente. Na Tabela 5.1, sa˜o dados o nu´mero de varia´veis escalares, K, e o nu´mero
de linhas LMI, L, associados a cada condic¸a˜o apresentada neste cap´ıtulo. Observe-se que nos problemas
de otimizac¸a˜o PH∞ , (5.42), e P˜H∞ , (5.50), o nu´mero de varia´veis de otimizac¸a˜o mostrado na Tabela 5.1
precisa ser acrescido de um, pois neste caso a varia´vel µ = γ2 e´ tambe´m uma varia´vel de otimizac¸a˜o.
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Condic¸a˜o K (varia´veis escalares) L (linhas LMI)
A
n
a´l
is
e
E
st
ab
il
id
ad
e
Teorema 5.2 3n2 +Nn(n+ 1)
3Nn
Corola´rio 5.1 n(n+ 1)
H ∞
Teorema 5.5 n2(3 +N) + n(p+N) + ℓ(n+ p) + p(3n+ p)
N(3n+ p+ ℓ)
Corola´rio 5.4 n(n+ 1)
S´
ın
te
se
E
st
ab
il
id
ad
e Teorema 5.3 n(N(n+ 1) + n+m1 +m2)
3Nn
Corola´rio 5.2 n(2n+m1 +m2 + 1)
Corola´rio 5.3 n(n+m1 +m2 + 1)
H ∞
Teorema 5.6 1 + n(N(n+ 1) + n+m1 +m2)
N(3n+ p+ ℓ)
Corola´rio 5.5 1 + n(2n+m1 +m2 + 1)
Corola´rio 5.6 1 + n(n+m1 +m2 + 1)
Tabela 5.1: Nu´mero de varia´veis escalares, K, e nu´mero de linhas LMI, L.
5.6.1 Controle descentralizado
Os resultados apresentados nas Sec¸a˜o 5.4 (Teorema 5.3 e Corola´rio 5.2) e na Sec¸a˜o 5.5 (Teorema 5.6
e Corola´rio 5.5) podem tambe´m ser usados para a s´ıntese de controle descentralizado, pela imposic¸a˜o
de uma estrutura descentralizada a`s matrizes L = LD = bloco-diagonal{L1, . . . , LM}, Z = ZD =
bloco-diagonal{Z1, . . . , ZM}, Zh = ZdD = bloco-diagonal{Z1h, . . . , ZMh }, em que M denota o nu´mero
de subsistemas, resultando nos ganhos de realimentac¸a˜o de estados bloco-diagonais KD = ZDL
−1
D e
KdD = ZdDL
−1
D . Note-se que neste caso nenhuma restric¸a˜o estrutural e´ imposta a`s matrizes P (α) e S(α)
usadas no funcional de Lyapunov-Krasovskii. Ale´m disso, e´ poss´ıvel procurar por leis de controle que
utilizem apenas x(k) ou x(k − h) para a realimentac¸a˜o, descentralizadas ou na˜o, simplesmente fixando
Z = 0 ou Zh = 0 nas LMIs.
5.6.2 Falhas de atuadores
Os resultados apresentados neste cap´ıtulo podem ser usados para investigar a estabilidade robusta e
para a s´ıntese de ganhos robustos para realimentac¸a˜o de estados assegurando a estabilidade e o desempenho
do sistema em malha fechada sob falhas de atuadores. De fato, o problema de falha de atuadores pode
ser tratado como um caso especial de incerteza afetando as matrizes de entrada B(α) e Bh(α). Ale´m
disso, usando-se os resultados baseados na estabilidade quadra´tica, isto e´, fixando-se as matrizes de
Lyapunov-Krasovskii, falhas de atuadores podem ser tratadas no contexto de sistemas variantes no tempo,
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assegurando estabilidade robusta e desempenho H∞ garantido mesmo sob falhas parciais ou totais de
atuadores. Na Sec¸a˜o 5.7, alguns resultados sobre falha de atuadores em um sistema de tratamento
te´rmico industrial sa˜o apresentados.
Observac¸a˜o 5.1 Condic¸o˜es para coˆmputo do custo garantido H∞ e para a s´ıntese de ganhos robustos
K e Kh, que minimizam a norma H∞ entre sinal de entrada de perturbac¸a˜o e o sinal de sa´ıda de sistemas
lineares incertos discretos no tempo com atraso nos estados, pore´m sem atraso na equac¸a˜o de sa´ıda
(Ch = 0 e Dh = 0), sa˜o investigadas em [LTP04a]. Nesse caso, as condic¸o˜es obtidas sa˜o mais simples que
as apresentadas neste cap´ıtulo.
5.7 Exemplos
Exemplo 5.1 Como um primeiro exemplo, considere-se o sistema discreto no tempo com atraso nos
estados, apresentado em [XLY01], em que uma representac¸a˜o de incerteza do tipo limitada em norma foi
adotada e, usando condic¸o˜es dependentes do atraso, os autores concluem que o sistema e´ quadraticamente
esta´vel para h = 2. Esse sistema pode tambe´m ser representado como um sistema com atraso nos estados
em um domı´nio de incertezas polito´picas, usando as seguintes matrizes
A1 =
[ −0.545 −0.430
0.185 −0.610
]
(5.51)
Ad1 =
[
0.240 0.070
−0.120 0.090
]
(5.52)
A2 =
[ −0.455 −0.370
0.215 −0.590
]
(5.53)
Ad2 =
[
0.360 0.130
−0.080 0.110
]
(5.54)
Usando-se as condic¸o˜es proposta no Corola´rio 5.1, e´ poss´ıvel concluir que esse sistema e´, de fato,
quadraticamente esta´vel, independentemente do valor do atraso de tempo h, o que e´ assegurado pelas
seguintes matrizes de Lyapunov-Krasovskii
P =
[
0.5682 −0.0411
−0.0411 0.9707
]
S =
[
0.3729 −0.0203
−0.0203 0.4023
]
Este exemplo simples ilustra como condic¸o˜es independentes do atraso podem fornecer resultados menos
conservadores que os obtidos por meio de condic¸o˜es dependentes do atraso, para alguns sistemas.
Exemplo 5.2 Um exemplo fisicamente motivado e´ considerado e uma investigac¸a˜o detalhada a respeito
de diferentes estrate´gias de controle e´ apresentada. Esse exemplo consiste de um modelo no espac¸o de
estados de quinta ordem de um aquecedor ele´trico industrial estudado em [CSH93] e [Chu95]. O aquecedor
ele´trico e´ dividido em cinco zonas de aquecimento, cada uma com um termopar e um aquecedor ele´trico,
conforme ilustrado na Figura 5.1. As varia´veis de estado sa˜o as temperaturas em cada zona (x1, . . . , x5),
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Figura 5.1: Diagrama esquema´tico do aquecedor ele´trico industrial.
medidas pelos termopares, e as entradas de controle sa˜o os sinais ele´tricos de poteˆncia (u1, . . . , u5), apli-
cados a cada um dos aquecedores ele´tricos.
A temperatura em cada zona do processo precisa ser controlada. A dinaˆmica desse sistema e´ lenta
e sujeita a diversas perturbac¸o˜es de carga (veja [CSH93] para detalhes). Um modelo linear com estados
atrasados para esse sistema foi obtido em [CSH93], usando-se uma te´cnica de identificac¸a˜o baseada em
mı´nimos quadrados recursivos, sendo dado por
x(k + 1) = Ax(k) +Ahx(k − h) +Bu(k) (5.55)
com h = 15 e
A =

0.97421 0.15116 0.19667 −0.05870 0.07144
−0.01455 0.88914 0.26953 0.11866 −0.22047
0.06376 0.12056 1.00049 −0.03491 −0.02766
−0.05084 0.09254 0.28774 0.82569 0.02570
0.01723 0.01939 0.29285 0.03544 0.87111
 (5.56)
Ad =

−0.01000 −0.08837 −0.06989 0.18874 0.20505
0.02363 0.03384 0.05282 −0.09906 −0.00191
−0.04468 −0.00798 0.05618 0.00157 0.03593
−0.04082 0.01153 −0.07116 0.16472 0.00083
−0.02537 0.03878 −0.04683 0.05665 −0.03130
 (5.57)
B =

0.53706 −0.11185 0.09978 0.04652 0.25867
−0.51718 0.73519 0.57518 0.40668 −0.12472
0.29469 0.31528 1.16420 −0.29922 0.23883
−0.20191 0.19739 0.41686 0.66551 0.11366
−0.11835 0.16287 0.20378 0.23261 0.36525
 (5.58)
Estabilizac¸a˜o robusta
O sistema (5.55)-(5.58), com modos insta´veis, e´ considerado aqui como o sistema nominal. A s´ıntese
de ganho de realimentac¸a˜o de estado no contexto de controle o´timo foi tratada em [CSH93] e [Chu95],
em que um sistema aumentado de ordem igual a 85 foi utilizado e um ganho de controle foi determinado
pela soluc¸a˜o de uma equac¸a˜o de Riccati. A extensa˜o dessa abordagem para tratar restric¸o˜es estruturais
nos ganhos de realimentac¸a˜o de estados, falhas de atuadores ou a presenc¸a de incertezas na˜o e´ imediata.
Para considerar a presenc¸a de erros de identificac¸a˜o, mudanc¸as em pontos de operac¸a˜o devido a variac¸o˜es
externas de temperatura e tensa˜o, o seguinte modelo linear incerto e´ considerado aqui
x(k + 1) = A(ρ)x(k) +Ah(η)x(k − h) +B(σ)u(k) +Bh(σ)uh(k) (5.59)
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com
A(ρ) = (1 + ρ)A (5.60)
Ah(η) = (1 + η)Ah (5.61)
B(σ) = (1 + σ)B (5.62)
Bh(σ) = (1 + σ)B (5.63)
e A, Ah e B dadas em (5.56)-(5.58), |ρ| ≤ 0.3 e |η| ≤ 0.3. E´ suposto, inicialmente, que o valor de σ
representa uma pequena perturbac¸a˜o de ±8%, isto e´ |σ| ≤ 0.08. Este conjunto de incertezas define um
politopo de incertezas com N = 8 ve´rtices, dado por todas as combinac¸o˜es de valores extremos de ρ, η e
σ. Note-se que, ale´m da abordagem baseada em vetor de estados aumentado proposta em [Chu95] na˜o
ser diretamente aplica´vel a este caso, essa metodologia tambe´m na˜o indica um caminho para obter ganhos
descentralizados de realimentac¸a˜o de estados. Ale´m disso, as condic¸o˜es de [Chu95] levam a uma condic¸a˜o
de estabilizac¸a˜o apenas para um valor exato de atraso.
Por outro lado, as condic¸o˜es estabelecidas no Teorema 5.3 podem ser usadas para a s´ıntese de ganhos
descentralizados K e Kh (pois o atraso h = 15 e´ conhecido), resolvendo-se o Problema 5.1. Em particular,
considerando Bh = B e impondo uma estrutura diagonal a`s matrizes Z, Zh e L obte´m-se
K = diag{−1.3649,−1.2935,−0.6991,−0.5667,−2.4203} (5.64)
Kh = diag{0.1256, 0.0293,−0.1387,−0.2400,−0.0355} (5.65)
As condic¸o˜es do Corola´rio 5.2 falham para a s´ıntese deste tipo de ganho para o sistema em estudo.
Mesmo se o atraso de tempo na˜o for conhecido, as condic¸o˜es do Teorema 5.3 ainda podem ser utilizadas
(com Zh = 0) para a obtenc¸a˜o de um ganho robusto para a realimentac¸a˜o de estados nesse sistema, mas
neste caso uma descentralizac¸a˜o completa na˜o pode ser obtida. Relaxando-se as condic¸o˜es de restric¸o˜es
estruturais, por exemplo, permitindo-se que o segundo bloco da matriz de ganhos K seja um bloco 2× 2,
e denotando-se a estrutura desse ganho de realimentac¸a˜o de estados como sendo {1, 2, 1, 1}, o seguinte
ganho de realimentac¸a˜o de estados sem memo´ria e´ obtido por meio das condic¸o˜es do Teorema 5.3 (as
condic¸o˜es do Corola´rio 5.2 falham, novamente, nesse caso)
K = bloco-diag
{
− 1.3944,
[ −1.2662 0.6601
−0.0107 −1.0657
]
,−0.6647,−2.0740
}
(5.66)
E´ necessa´rio enfatizar que nenhuma informac¸a˜o a respeito do atraso h = 15 foi utilizada neste caso para
o coˆmputo dos ganhos de realimentac¸a˜o, pois as condic¸o˜es LMI sa˜o independentes do atraso. Se o atraso
for conhecido (como e´ o caso neste exemplo, h = 15), Kh dado por (5.65) pode ser usado desde que os
estados x(k − 15) estejam dispon´ıveis para realimentac¸a˜o.
Controle robusto H∞
Suponha que o sistema incerto (5.59) seja afetado por um sinal exo´geno w(k) ∈ Rℓ, |σ| ≤ 0.42 e que
uma sa´ıda z(k), tambe´m afetada pelo sinal w(k), seja controlada, resultando no modelo seguinte
x(k + 1) = A(ρ)x(k) +Ah(η)x(k − h) +B(σ)u(k) +Bh(σ)uh(k) +Bw(σ)w(k)
z(k) = C(ρ)x(k) + Ch(ρ)x(k − h) +D(σ)u(k) +Dh(σ)uh(k) +Dw(σ)w(k) (5.67)
x(k) = 0, k ≤ 0
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com A(ρ), Ah(η), B(σ) e Bh(σ) dadas em (5.60)-(5.63) e
C(ρ) = 0.03 (1 + ρ)C (5.68)
Ch(ρ) = 10C(ρ) (5.69)
D(σ) = 0.01 (1 + σ)D (5.70)
Dh(σ) = 10D(σ) (5.71)
Bw(σ) = (1 + σ)Bw (5.72)
Dw(σ) = (1 + σ)Dw (5.73)
com
C =
 1 1 0 0 00 0 1 1 0
0 0 0 0 1
 (5.74)
D =
 0 0 1 0 110 0 0 0 0
0 1 0 0 0
 (5.75)
Bw =

−0.2 0.0 0.0
0.0 1.0 0.0
0.0 0.0 1.0
1.0 0.0 0.2
0.0 −0.2 0.0
 (5.76)
Dw =
 0.1 0 00 0.2 0
0 0 −0.4
 (5.77)
Como anteriormente, os paraˆmetros incertos ρ, η e σ definem um politopo de incertezas com N = 8
ve´rtices dados por todas as combinac¸o˜es de valores extremos desses paraˆmetros. Para esse sistema, va´rias
estrate´gias de controle foram investigadas, resolvendo o problema de otimizac¸a˜o convexa P˜H∞ dado em
(5.50), por meio das condic¸o˜es estabelecidas pelo Teorema 5.6 e pelos Corola´rios 5.5 e 5.6. Os resultados
obtidos sa˜o mostrados na Tabela 5.2, na qual o tamanho de cada bloco na estrutura descentralizada de
controle e´ indicado na primeira coluna. A partir desses resultados, pode ser inferido que existe uma
necessidade de blocos maiores para as primeiras zonas do aquecedor. Como esperado, o uso de Kh, isto
e´, dos estados atrasados, na realimentac¸a˜o proporciona menores n´ıveis de atenuac¸a˜o H∞. Ale´m disso, os
resultados obtidos por meio do uso do funcional de Lyapunov-Krasovskii dependente de paraˆmetro sa˜o
melhores do que os obtidos por meio da estabilidade quadra´tica (isto e´, com um funcional de Lyapunov-
Krasovskii fixo). Note-se ainda que os resultados proporcionados pelos Corola´rios 5.5 e 5.6 sa˜o os mesmos
quando um ganho de estrutura cheia (ou completa) e´ usado. O grau extra de liberdade advindo da matriz
L no Corola´rio 5.6 torna-se importante quando uma restric¸a˜o de estrutura e´ imposta. Finalmente, note-se
que apenas o Teorema 5.6 com K e Kh conseguiu fornecer ganhos de realimentac¸a˜o de estados para as
estruturas {3, 2} e {3, 1, 1}.
Coˆmputo do custo garantido H∞
A fim de ilustrar a utilizac¸a˜o das condic¸o˜es para o coˆmputo do custo garantidoH∞, foram feitos quatro
testes nume´ricos utilizando-se o sistema incerto (5.67). Esse sistema incerto foi testado em malha fechada,
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Estrutura
u e uh u
T6 C5 C6 T6 C5 C6
{3,1,1} 18.76 – – – – –
{3,2} 10.20 – – – – –
{2,3} – – – – – –
{4,1} 5.34 7.38 – 7.61 10.31 –
{1,4} – – – – – –
{5} 3.50 3.73 3.73 4.87 5.29 5.29
Tabela 5.2: Custos garantidos H∞ para o sistema (5.67) obtidos por meio do Teorema 5.6 (T6), do
Corola´rio 5.5 (C5) e do Corola´rio 5.6 (C6) para diferentes estruturas bloco-diagonais. O s´ımbolo ‘–’
significa que na˜o foi obtida soluc¸a˜o fact´ıvel.
utilizando i) apenas um ganho K e ii) ganhos K e Kh. Cada um desses ganhos foi obtido resolvendo-se
o problema de otimizac¸a˜o convexa P˜H∞ , dado em (5.50), aplicado a) a`s condic¸o˜es do Teorema 5.6 e b)
a`s condic¸o˜es do Corola´rio 5.5, sem imposic¸a˜o de estrutura. Os custos garantidos para esses casos foram
apresentados na u´ltima linha da Tabela 5.2 (e repetidos na primeira linha da Tabela 5.3). Os custos
garantidos H∞ para o sistema em malha fechada foram obtidos por meio da soluc¸a˜o do problema de
otimizac¸a˜o convexa PH∞ dado em (5.42) aplicado a`s condic¸o˜es do Teorema 5.5 e do Corola´rio 5.4. Os
resultados encontrados sa˜o apresentados na Tabela 5.3. Na u´ltima linha dessa tabela, sa˜o fornecidos os
valores de pior caso determinados por meio de uma malha fina realizada sobre o politopo do sistema em
malha fechada.
Crite´rio
u e uh u
(T6) (C5) (T6) (C5)
S´ıntese 3.4981 3.7331 4.8784 5.2928
Corola´rio 5.4 46.9718 3.7330 6.5406 5.2929
Teorema 5.5 2.4931 3.3938 4.2406 4.9297
Malha fina 2.4739 3.3934 4.2360 4.9261
Tabela 5.3: Custos garantidos H∞ para o sistema (5.67), em malha fechada, com ganhos robustos K ou
K e Kh, calculados por meio do Teorema 5.6 (T6) e do Corola´rio 5.5 (C5). Os custos garantidos H∞ do
sistema em malha fechada foram obtidos por meio da soluc¸a˜o do problema de otimizac¸a˜o PH∞ aplicado
ao Teorema 5.5 e ao Corola´rio 5.4.
Observa-se que as condic¸o˜es do Teorema 5.5 se aproximam melhor do valor de pior caso em todas
as situac¸o˜es, chegando, no melhor caso, a um erro da ordem de 10−4 para a realimentac¸a˜o de K e
Kh projetados por meio da abordagem quadra´tica (Corola´rio 5.5). O erro de estimac¸a˜o do custo H∞
em relac¸a˜o ao pior caso (obtido por malha fina) por meio do Teorema 5.5 ficou entre 0.01% e 0.78%.
Como esperado, as estimativas de custo garantido H∞ obtidas por meio do Corola´rio 5.5, baseadas na
estabilidade quadra´tica, sa˜o sempre piores que as encontradas por meio do Teorema 5.5, apresentando
um erro em relac¸a˜o ao valor de pior caso (obtido por malha fina) entre 7.4% e 1798.7%. Esse u´ltimo valor
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indica que a estabilizac¸a˜o fornecida pelos ganhos K e Kh fornecidos pelo Teorema 5.5 deixam o sistema
em malha fechada pro´ximo ao limite de detecc¸a˜o de estabilidade quadra´tica.
Falha de atuadores
A s´ıntese de ganhos robustos para realimentac¸a˜o de estados sob falha de atuadores e´ investigada nesta
sec¸a˜o. De fato, e´ de grande interesse assegurar a estabilidade robusta e preservar n´ıveis adequados de
desempenho do sistema em malha fechada, mesmo na presenc¸a de falhas parciais ou totais de atuadores.
Para isso, as i-e´simas colunas da matriz de entrada B, equac¸a˜o (5.58), e da matriz de transmissa˜o direta
D, equac¸a˜o (5.75), foram multiplicadas por (1 − f), f ∈ [0, 1], para i = 1, . . . , 5, representando desde
a ocorreˆncia de uma falha total (f = 1) ate´ o funcionamento normal (f = 0) do i-e´simo atuador. Esse
procedimento leva a uma representac¸a˜o polito´pica com N = 16 ve´rtices.
Os resultados obtidos esta˜o mostrados na Figura 5.2. Para cada atuador o custo garantido H∞ foi
computado por meio do Teorema 5.6 e do Corola´rio 5.5, usando-se em um caso, os ganhos K e Kh e, no
outro caso, apenas o ganho K, para falhas no atuador variando de 0% a 100%.
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Figura 5.2: Custo garantido H∞ alcanc¸ado pelas condic¸o˜es do Teorema 5.6 () e pelas condic¸o˜es do
Corola´rio 5.5 (N) no caso de falhas individuais de atuadores, usando K e Kh (linhas cont´ınuas) ou apenas
o ganho K (linhas pontilhadas).
Novamente, as condic¸o˜es do Teorema 5.6 fornecem resultados menos conservadores, sendo que os
melhores resultados sa˜o sempre obtidos quando K e Kh sa˜o ambos usados. Pode-se notar que o custo
garantido H∞ e´ fortemente influenciado por falhas no primeiro atuador.
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5.8 Concluso˜es
O controle robusto H∞ para sistemas discretos no tempo com atraso nos estados foi investigado neste
cap´ıtulo. Diferentemente de outros resultados da literatura, todas as matrizes do sistema podem ser
afetadas por incertezas. Tais incertezas sa˜o expressas na forma polito´pica, com ve´rtices conhecidos. Por
meio do uso de um funcional de Lyapunov-Krasovskii dependente de paraˆmetro, condic¸o˜es do tipo “inde-
pendente do atraso”, menos conservadoras, foram obtidas na forma de LMIs para a ana´lise de estabilidade
robusta e para o coˆmputo do custo garantido H∞. Ale´m disso, condic¸o˜es do tipo LMI, suficientes para o
coˆmputo de ganhos robustos de realimentac¸a˜o de estado para a estabilizac¸a˜o e para o controle com custo
garantido H∞ foram apresentadas. Essas condic¸o˜es podem fornecer um ganho que depende de estados
atrasados, utiliza´vel sempre que o valor do atraso for conhecido. Grac¸as a` convexidade, restric¸o˜es adicio-
nais, tais como descentralizac¸a˜o e controle sob falhas de atuadores, podem ser facilmente incorporadas a`s
condic¸o˜es LMI. A capacidade e a efica´cia das condic¸o˜es propostas foram ilustradas por meio de exemplos,
incluindo-se a s´ıntese de controle robusto para um aquecedor industrial.
Cap´ıtulo 6
Considerac¸o˜es finais
Neste trabalho, foram estudados funcionais de Lyapunov e de Lyapunov-Krasovskii dependentes de
paraˆmetro, utilizados para tratar problemas no contexto da teoria de controle robusto. Com a utilizac¸a˜o
desses funcionais, foi poss´ıvel obter condic¸o˜es, formuladas como testes de factibilidade de LMIs, que
apresentam resultados bem menos conservadores que outras condic¸o˜es encontradas na literatura para
sistemas com incertezas do tipo polito´pica. Foram obtidas formulac¸o˜es convexas, de dimensa˜o finita no
paraˆmetro de incerteza, (suficientes) para a soluc¸a˜o dos seguintes problemas:
• D-estabilidade robusta de politopos de matrizes;
• D-estabilidade robusta de politopos de polinoˆmios matriciais;
• estabilidade robusta de sistemas neutrais com atrasos variantes no tempo e, em particular, de
sistemas com atraso nos estados;
• estabilidade robusta de sistemas discretos no tempo com atraso nos estados;
• coˆmputo do custo garantido H∞ de sistemas discretos no tempo com atraso nos estados e na sa´ıda;
• s´ıntese de ganhos de realimentac¸a˜o de estados para sistemas discretos no tempo com atraso nos
estados, assegurando um desempenho H∞.
Partes dos resultados apresentados neste texto aparecem nos trabalhos [dOLP04], [dOOL+02a], [LP03b],
[LPT03], [dOOL+02b], [LMd+04], [LMRP02], [LOdP04], [LP03a], [LTP], [LTP04b], [LTP04a] e [PTGL03].
Pode-se concluir que, a utilizac¸a˜o de func¸o˜es de Lyapunov e de Lyapunov-Krasovskii dependentes de
paraˆmetros aliada a` aplicac¸a˜o do Lema de Finsler nos problemas estudados leva a uma reduc¸a˜o signi-
ficativa do conservadorismo das condic¸o˜es de ana´lise de estabilidade robusta e de s´ıntese robusta. Essa
reduc¸a˜o de conservadorismo ocorre a`s custas de um aumento de complexidade das condic¸o˜es que envolvem
funcionais dependente de paraˆmetros, bem como matrizes extras dependentes ou na˜o de paraˆmetro, em
relac¸a˜o a`s condic¸o˜es LMIs correspondentes, formuladas atrave´s da abordagem por estabilidade quadra´-
tica, isto e´, utilizando funcionais de Lyapunov e Lyapunov-Krasovskii com matrizes fixas e independentes
de paraˆmetro. Pore´m, o esforc¸o computacional adicional, necessa´rio a`s condic¸o˜es propostas neste traba-
lho, mostra-se compensador conforme demonstrado em comparac¸o˜es nume´ricas e exemplos apresentados.
Observa-se ainda que, as condic¸o˜es LMI podem ser resolvidas atrave´s de outros algoritmos especializados,
tais como [Stu99], ale´m dos algoritmos de pontos interiores utilizados neste trabalho [GNLC95].
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6.1 Outros trabalhos realizados
Outros resultados obtidos durante o per´ıodo de doutorado e que possuem conexo˜es com as te´cnicas e
problemas abordados nesta tese sa˜o relacionados na sequ¨eˆncia, junto com os resumos correspondentes.
[LMP02] “Robust pole location by parameter dependent state feedback control”
Sa˜o propostas condic¸o˜es suficientes para a existeˆncia de um ganho robusto para a realimentac¸a˜o
de estados, assegurando a` malha fechada de um sistema linear incerto a alocac¸a˜o robusta de po´-
los dentro de uma regia˜o circular do semi-plano esquerdo complexo. As incertezas sa˜o supostas
pertencentes a um domı´nio polito´pico descrito por um conjunto finito de ve´rtices. A condic¸a˜o de
estabilizac¸a˜o e´ formulada em termos de um conjunto de LMIs definidas pelos ve´rtices do politopo.
Extenso˜es para tratar os casos de controle descentralizado e realimentac¸a˜o esta´tica de sa´ıda sa˜o
tambe´m apresentadas.
[LMPJ02] “Robust pole location for an interacting tank system with uncertain parameters”
Nesse trabalho o problema de projeto de controle robusto atrave´s de realimentac¸a˜o de estados para
o modelo de um sistema de tanque interativos e´ estudado. Especificamente, e´ investigado o projeto
de controladores que assegurem a localizac¸a˜o robusta dos po´los de malha fechada dentro de uma
regia˜o circular do semi-plano esquerdo do plano complexo. O sistema de tanques interativos e´ uma
planta piloto com sensores e atuadores industriais. Supo˜em-se que os paraˆmetros do modelo do
sistema de tanques interativos variam como uma func¸a˜o dos pontos de operac¸a˜o, sendo, portanto,
paraˆmetros incertos que podem ser descritos por politopos convexos. Treˆs condic¸o˜es suficientes para
a existeˆncia de um ganho robusto de realimentac¸a˜o de estados sa˜o apresentadas: o ganho baseado
na estabilidade quadra´tica, uma condic¸a˜o ja´ publicada que usa um espac¸o de estados aumentado
e, por u´ltimo, uma condic¸a˜o que usa um nu´mero maior de equac¸o˜es. Essa u´ltima, proporciona
um ganho de realimentac¸a˜o de estados dependente do paraˆmetro que assegura ao sistema incerto
em malha fechada a localizac¸a˜o dos po´los dentro de um c´ırculo pre´-especificado do semi-plano
complexo esquerdo. As condic¸o˜es para a estabilizabilidade robusta sa˜o formuladas em termos de
um conjunto de LMIs envolvendo apenas os ve´rtices do politopo de incertezas. O ganho dependente
de paraˆmetro proposto, permite impor aos po´los de malha fechada do sistema localizac¸o˜es que em
algumas situac¸o˜es na˜o podem ser obtidas com ganhos de realimentac¸a˜o constantes (independentes
de paraˆmetro).
[LP02] “Robust pole location for an active suspension quarter-car model through parameter dependent
control”
O problema de projeto de um ganho de realimentac¸a˜o de estados para controle robusto de um modelo
de uma suspensa˜o ativa de “um quarto de carro”´e tratado nesse trabalho. Sa˜o dadas condic¸o˜es
suficientes para a existeˆncia de uma lei de controle dependente de paraˆmetros estabilizante que
assegure ao sistema de malha fechada a alocac¸a˜o robusta de seus po´los em uma regia˜o circular
do semi-plano esquerdo complexo. A massa suspensa e´ considerada como um paraˆmetro incerto
pertencente a um politopo. A condic¸a˜o de estabilizac¸a˜o robusta e´ formulada em termos de um
conjunto de LMIs envolvendo apenas os ve´rtices do politopo de incertezas. E´ feita uma comparac¸a˜o
com resultados recentes que utilizam a abordagem cla´ssica LQR para ilustrar o me´todo proposto.
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[LP05] “Pole location control design of an active suspension system with uncertain parameters”
Nesse trabalho sa˜o estendidos os resultados apresentados em [LP02], tratando com maiores detalhes
o modelo de suspensa˜o de um quarto de carro. A alocac¸a˜o robusta dos po´los de malha fechada no
interior de uma regia˜o circular do semi-plano esquerdo e´ investigada. As treˆs condic¸o˜es de s´ıntese
apresentadas em [LP02] sa˜o retomadas. Nesse trabalho sa˜o considerados incertos: a massa suspensa,
o coeficiente de amortecimento e a constante de elasticidade da mola. Todos esses paraˆmetros sa˜o
considerados pertencentes a um politopo de ve´rtices conhecidos.
[LP04] “Robust control through piecewise Lyapunov functions for discrete time-varying uncertain sys-
tems”
Nesse trabalho e´ estudada a estabilizac¸a˜o robusta por realimentac¸a˜o de estados de sistemas linea-
res discretos no tempo com paraˆmetros incertos variantes no tempo. Um problema de otimizac¸a˜o
envolvendo um conjunto de LMIs e paraˆmetros de escalamento proporcionam tanto um ganho ro-
busto de realimentac¸a˜o de estados quanto uma func¸a˜o de Lyapunov quadra´tica por partes, usada
para assegurar a estabilidade do sistemas em malha fechada. No caso de sistemas lineares variantes
no tempo envolvendo apenas a combinac¸a˜o convexa de duas matrizes, apenas dois paraˆmetros de
escalamento sa˜o necessa´rios, permitindo uma soluc¸a˜o nume´rica eficiente.
[MLP03] “Discrete-time switched systems: pole location and structural constrained control”
Nesse trabalho, o problema de controle por realimentac¸a˜o de estado de sistemas chaveados discretos
no tempo com modos lineares de operac¸a˜o e´ tratado. Condic¸o˜es LMIs suficientes para a existeˆncia
de uma lei de controle por realimentac¸a˜o de estados sa˜o propostas assegurando: i) a alocac¸a˜o dos
po´los de malha fechada dentro de uma regia˜o circular espec´ıfica para cada modo linear de operac¸a˜o;
ii) estabilidade do sistema para qualquer sequ¨eˆncia arbitrariamente ra´pida de chaveamento. Duas
leis de controle por realimentac¸a˜o sa˜o investigadas: a primeira com um ganho fixo para todos os
modos lineares e a segunda usando um ganho chaveado. Ale´m disso, restric¸o˜es estruturais tais como
descentralizac¸a˜o podem ser facilmente impostas aos ganhos de realimentac¸a˜o de estados. Resultados
de simulac¸a˜o mostram que, especificac¸o˜es de projeto mais rigorosas podem ser impostas ao sistema
em malha fechada quando o ganho chaveado e´ utilizado, proporcionando desempenhos em malha
fechada que na˜o podem ser produzidos por meio de ganho constante de realimentac¸a˜o.
[MLTP05] “Stability and stabilizability of discrete-time switched linear systems with state delay”
Os problemas de estabilidade e estabilizabilidade de sistemas chaveados lineares discretos no tempo
cujos subsistemas dependem de estados atrasados sa˜o investigados nesse trabalho, usando LMIs. As
condic¸o˜es propostas, baseadas em funcionais de Lyapunov-Krasovskii, asseguram a estabilidade do
sistema para func¸o˜es arbitra´rias de chaveamento, independentemente do valor do atraso de tempo.
A func¸a˜o de chaveamento e´ suposta desconhecida a priori, mas dispon´ıvel em tempo real. Os estados
e os estados atrasados sa˜o supostos dispon´ıveis para realimentac¸a˜o. As condic¸o˜es propostas podem
reduzir o conservadorismo da ana´lise e, grac¸as a varia´veis extras, podem ser estendidas para fins de
projeto, proporcionando ganhos chaveados para o controle por realimentac¸a˜o estados que conteˆm os
ganhos fixos obtidos atrave´s da estabilizac¸a˜o quadra´tica.
[MLP04] “Design of a switched control with pole location constraints for a UPS system”
Neste trabalho e´ estudado o projeto de um controlador chaveado que garante um desempenho
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baseado em especificac¸o˜es de alocac¸a˜o de po´los para uma fonte ininterrupta de energia com uma
carga t´ıpica. Condic¸o˜es suficientes em termos de LMIs sa˜o apresentadas para determinar uma lei de
controle chaveada que assegura: i) a localizac¸a˜o dos po´los de cada modo linear de operac¸a˜o dentro de
um c´ırculo, melhorando a resposta transito´ria quando o chaveamento permite uma acomodac¸a˜o da
dinaˆmica do sistema; ii) a estabilidade do sistema chaveado para qualquer sequ¨eˆncia arbitrariamente
ra´pida de chaveamento. Restric¸o˜es estruturais tais como descentralizac¸a˜o sa˜o tambe´m estudadas e os
resultados de simulac¸o˜es mostram que a estrate´gia de controle chaveado permite impor especificac¸o˜es
de projeto mais exigentes para a malha fechada do sistema ininterrupto de energia, proporcionando
desempenhos dinaˆmicos que na˜o podem ser alcanc¸ados por meio de um ganho de realimentac¸a˜o fixo.
[MLOP04] “ControleH∞ por realimentac¸a˜o de estados linear variante com paraˆmetros: uma abordagem
LMI”
Neste artigo sa˜o apresentadas condic¸o˜es suficientes para a existeˆncia de um ganho de realimentac¸a˜o
de estados linear variante com paraˆmetros capaz de estabilizar e de garantir um n´ıvel de atenuac¸a˜o
H∞ para um sistema linear variante no tempo pertencente a um politopo conhecido. Os paraˆmetros
do sistema sa˜o considerados mensura´veis em tempo real, suas taxas de variac¸a˜o sa˜o arbitra´rias e,
diferentemente de outras abordagens da literatura, todas as matrizes do sistema sa˜o afetadas por
esses paraˆmetros. As condic¸o˜es de s´ıntese do controlador sa˜o expressas na forma de desigualdades
matriciais lineares, baseando-se em uma func¸a˜o de Lyapunov quadra´tica fixa para a determinac¸a˜o de
um ganho dependente de paraˆmetros. Essa estrate´gia pode resultar em um melhor desempenho para
o sistema quando comparada com te´cnicas de ganhos fixos vindas da estabilizabilidade quadra´tica,
conforme mostram alguns exemplos nume´ricos.
[dOL+04a] “H2 guaranteed cost computation by means of parameter-dependent Lyapunov functions”
Uma abordagem LMI para computar o custo garantido H2 atrave´s de func¸o˜es de Lyapunov de-
pendentes de paraˆmetro e´ apresentada. O sistema linear incerto e invariante no tempo e´ suposto
pertencente a um domı´nio convexo (incerteza do tipo polito´pica). As condic¸o˜es propostas sa˜o menos
conservadoras que outros me´todos dependentes de paraˆmetro encontrados na literatura, determi-
nando melhores estimativas de pior caso para a norma H2 tanto em sistemas cont´ınuos no tempo
quanto em sistemas discretos no tempo.
[dOL+04b] “H∞ guaranteed cost computation by means of parameter-dependent Lyapunov functions”
Condic¸o˜es LMI para a determinac¸a˜o de um custo garantido H∞ de sistemas lineares incertos em
domı´nios polito´picos sa˜o apresentadas. As condic¸o˜es sa˜o baseadas em func¸o˜es de Lyapunov de-
pendentes de paraˆmetro. As condic¸o˜es propostas sa˜o menos conservadoras que outros me´todos
dependentes de paraˆmetro encontrados na literatura, podendo determinar melhores estimativas de
custos garantidos H∞.
[LMP04] “Alocac¸a˜o robusta de po´los atrave´s de realimentac¸a˜o de estados dependente de paraˆmetros”
Uma condic¸a˜o suficiente para a existeˆncia de uma realimentac¸a˜o de estados robusta dependente de
paraˆmetros e´ apresentada. A condic¸a˜o e´ verificada atrave´s do teste de factibilidade de um conjunto
de desigualdades matriciais lineares. A realimentac¸a˜o obtida garante ainda a alocac¸a˜o robusta dos
po´los de malha fechada de sistemas lineares incertos em uma regia˜o circular do plano complexo,
atrave´s da existeˆncia de uma func¸a˜o de Lyapunov dependente de paraˆmetros.
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[MOLP05] “An LMI approach for H∞ linear parameter-varying state feedback control”
Sa˜o dadas condic¸o˜es LMI para a existeˆncia de um ganho de realimentac¸a˜o de estados, dependente
de paraˆmetro, para sistemas incertos cont´ınuos variantes no tempo, pertencentes a domı´nios poli-
to´picos. Embora existam va´rios resultados tratando desse problema na literatura, ate´ enta˜o todas
as abordagens supo˜em que algumas das matrizes que descrevem o sistema precisam ser constantes
ou precisam satisfazer alguma restric¸a˜o estrutural. Neste trabalho, todas as matrizes do sistema
sa˜o supostas incertas, variantes no tempo e nenhuma restric¸a˜o estrutural e´ exigida. A estrate´gia
proposta e´ muito mais simples que as te´cnicas baseadas em ganhos chaveados, sendo especialmente
adequada para sistemas com paraˆmetros incertos para os quais os limites nas taxas de variac¸a˜o na˜o
existem ou sa˜o desconhecidos, como por exemplo em sistemas chaveados. Ale´m disso, e´ poss´ıvel
tambe´m assegurar um n´ıvel de atenuac¸a˜o H∞ para o sistema em malha fechada sob taxas arbitrari-
amente ra´pidas de variac¸a˜o, melhorando significativamente os resultados baseados em ganhos fixos
obtidos atrave´s de de condic¸o˜es baseadas na estabilidade quadra´tica.
6.2 Perspectivas
A pesquisa realizada neste trabalho aponta alguns temas de interesse que podem ser explorados em
novas investigac¸o˜es. A seguir sa˜o listados alguns desses temas, que parecem ser os mais promissores:
• Investigac¸a˜o de condic¸o˜es de D-estabilidade de politopos de matrizes usando R11 ⊗ P (α)+F (α)(Id ⊗A(α)) + (Id ⊗A(α)′)F (α)′) R12 ⊗ P (α) + (Id ⊗A(α)′)G(α)− F (α)
⋆ R22 ⊗ P (α)− (G(α) +G(α)′)
 < 0
com
∑N
j=1 αj = 1, αj ≥ 0 e majorando a equac¸a˜o acima por uma func¸a˜o polinomial em que o grau de αj
e´ maior que 3. Os resultados apresentados neste trabalho foram obtidos para graus de αj iguais a 2 e 3.
Para isso, deve-se expressar a condic¸a˜o acima, multiplicada por (
∑N
j=1)
v, v ∈ N. Espera-se que condic¸o˜es
cada vez menos conservadoras sejam obtidas na medida em que v aumente.
• Investigar condic¸o˜es para a D-estabilidade de politopos de polinoˆmios matriciais usando regio˜es
descritas por R com dimenso˜es maiores que 2. Esta investigac¸a˜o pode ainda envolver o estudo de outras
matrizes de projec¸a˜o T , equac¸a˜o (3.11), na busca por condic¸o˜es menos conservadoras.
• Estudar a s´ıntese de controladores para a estabilizac¸a˜o robusta de politopos de polinoˆmios matriciais.
• Desenvolver condic¸o˜es para o coˆmputo do custo garantido H∞ para sistemas neutrais, bem como
condic¸o˜es para s´ıntese de ganhos robustos para realimentac¸a˜o de estados que possam garantir i) a estabi-
lidade e ii) um desempenho (custo garantido H∞) do sistema em malha fechada.
• Investigar condic¸o˜es dependentes do atraso, menos conservadoras, usando o Lema de Finsler, para
sistemas discretos no tempo com atraso nos estados. Neste caso, uma necessa´ria comparac¸a˜o com condic¸o˜es
baseadas no aumento do vetor de estados deve ser realizada.
• Investigar o coˆmputo do custo H2 para sistemas com atraso nos estados.
• Investigar sistemas chaveados que possuam atraso nos estados e que possam ser tratados atrave´s de
func¸o˜es de Lyapunov-Krasovskii dependentes de paraˆmetro.
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Re´sume´
LEITE, Valter Ju´nior de Souza, Sur la stabilite´ robuste de syste`mes line´aires : une approche par des
fonctions de´pendantes de parame`tres. Campinas, FEEC, UNICAMP, 2005. The`se (Doctorat). En
Portuguais et en Franc¸ais.
Ce travail concerne l’application des fonctions de Lyapunov et Lyapunov-Krasovskii de´pendantes de para-
me`tres a` quelques proble`mes se´lectionne´s dans le contexte de la commande robuste, a` savoir : la D-stabilite´
robuste de polytopes de matrices, la D-stabilite´ robuste de polytopes de polynoˆmes de matrices, la sta-
bilite´ robuste de syste`mes neutres avec des retards variables dans le temps et la commande robuste H∞
de syste`mes a` temps discret et a` e´tats retarde´s. On utilise la repre´sentation polytopique pour les incerti-
tudes des syste`mes e´tudie´s. On obtient des formulations convexes, sous la forme d’ine´galite´s matricielles
line´aires, suffisantes pour la solution des proble`mes se´lectionne´s. Ces conditions peuvent eˆtre re´solues nu-
me´riquement de manie`re efficace graˆce a` l’utilisation d’algorithmes spe´cialise´s base´s sur la me´thode des
points inte´rieurs. Les re´sultats obtenus sont moins conservatifs que ceux trouve´s dans la litte´rature, base´s,
en ge´ne´ral, sur la stabilite´ quadratique, c’est-a`-dire, conside´rant des matrices des fonctionnelles fixes et
inde´pendantes de l’incertitude.
Resumo
LEITE, Valter Ju´nior de Souza, Estudos sobre estabilidade robusta de sistemas lineares por meio de
func¸o˜es depenentes de paraˆmetros. Campinas, FEEC, UNICAMP, 2005. Tese (Doutorado). Em
Portugueˆs e Franceˆs.
Este trabalho trata da aplicac¸a˜o de funcionais de Lyapunov e Lyapunov-Krasovskii dependentes de paraˆ-
metro a alguns problemas selecionados da a´rea de controle robusto, a saber : D-estabilidade robusta de
politopo de matrizes, D-estabilidade robusta de politopos de polinoˆmios matriciais, estabilidade robusta
de sistemas neutrais com atrasos variantes no tempo e controle robusto H∞ de sistemas discretos no
tempo com atraso nos estados. E´ utilizada a representac¸a˜o polito´pica para as incertezas dos sistemas es-
tudados. Sa˜o obtidas formulac¸o˜es convexas, na forma de desigualdades matriciais lineares, suficientes para
a soluc¸a˜o dos problemas selecionados. Essas condic¸o˜es podem ser resolvidas numericamente de maneira
eficiente por meio de algoritmos especializados baseados em pontos interiores. Os resultados obtidos sa˜o
menos conservadores que os encontrados na literatura, baseados em geral na estabilidade quadra´tica, isto
e´, as matrizes dos funcionais sa˜o fixas e independentes da incerteza.
Abstract
LEITE, Valter Ju´nior de Souza, On the robust stability of linear systems by means of parameter
dependent functions. Campinas, FEEC, UNICAMP, 2005. Thesis (Ph. D.). In Portuguese
and French.
This work deals with the application of parameter dependent Lyapunov and Lyapunov-Krasovskii func-
tionals to some selected problems of robust control : robust D-stability of polytopes of matrices, robust
D-stability of polytopes of polynomial matrices, robust stability of uncertain neutral systems with time-
varying delays and robust H∞ control of uncertain discrete time delay systems. The polytopic represen-
tation is used to describe the uncertainties. Convex formulations are obtained, in terms of linear matrix
inequalities, that are sufficient for the solution of the selected problems. Those conditions can be solved
in a efficient way through specialized interior point algorithms. The obtained results are less conservative
than those from the literature, in general based on quadratic stability, i.e., the matrices in the functionals
are fixed and do not depend on the uncertainty.
Table des matie`res
Avant-Propos iii
Re´sume´ /Resumo / Abstract vii
Table des figures x
Liste des tableaux xii
Notations xv
Abre´viations xvii
1 Introduction 1
1.1 E´tude de la stabilite´ robuste de syste`mes incertains . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Outils mathe´matiques employe´s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.1 Seconde me´thode de Lyapunov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.2 Stabilite´ quadratique (SQ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.3 Fonctionnelles de´pendantes de parame`tres . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.4 Approximation de LMIs par des polynoˆmes . . . . . . . . . . . . . . . . . . . . . . 4
1.2.5 Lemme de Finsler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Proble`mes e´tudie´s et structure de la the`se . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Commentaires ge´ne´raux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
I D-stabilite´ robuste 9
2 D-Stabilite´ robuste des syste`mes line´aires 13
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Pre´liminaires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Des conditions pour la D-stabilite´ du polytope A . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 Analyse des conditions LMIs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.1 Complexite´ nume´rique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.2 Le temps de calcul . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3 D-stabilite´ robuste de matrices polynomiales 27
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Pre´liminaires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3 Conditions pour la D-stabilite´ du polytope A . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3.1 Polynoˆmes matriciels de premier ordre . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3.2 Complexite´ nume´rique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
ix
x TABLE DES MATIE`RES
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
II Des syste`mes a` retard sur les e´tats 37
4 Stabilite´ robuste de syste`mes neutres avec retards variants dans le temps 41
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2 Pre´liminaires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3 Stabilite´ robuste inde´pendante du retard . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4 Cas particuliers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.4.1 Stabilite´ robuste du syste`me incertain neutre . . . . . . . . . . . . . . . . . . . . . 48
4.4.2 Stabilite´ robuste du syste`me incertain a` retard dans les e´tats . . . . . . . . . . . . 49
4.4.3 Stabilite´ robuste du syste`me incertain . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.5 Complexite´ nume´rique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5 La commande robuste H∞ de syste`mes a` temps discret et a` retard dans les e´tats 53
5.1 Pre´liminaires et formulation du proble`me . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.2 Stabilite´ robuste . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.3 Commande robuste . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.4 Commande robuste H∞ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.5 Complexite´ nume´rique et extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.5.1 Commande de´centralise´e . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.5.2 Des fautes d’actionneurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6 Commentaires finaux 67
6.1 D’Autres travaux re´alise´s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Bibliographie 71
Table des figures
2.1 Complexite´ nume´rique relative (a) SR1/SE en fonction du nombre d’e´tats n et (b) SR2/SE
par rapport au nombre de sommets N (cas a` temps discret). . . . . . . . . . . . . . . . . 23
2.2 Complexite´ nume´rique relative (a) SR2/SE en fonction du nombre d’e´tats n et (b) SR2/SE
par rapport au nombre de sommets N (cas a` temps continu). . . . . . . . . . . . . . . . . 23
3.1 Re´gion du plan complexe de´crite par R˜D. . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
xi
Liste des tableaux
2.1 Nombre de variables scalaires (K) et nombre de lignes LMI (L) en fonction du nombre
d’e´tats (n), sommets (N) et ordre de la re´gion (d), quand pertinent, pour les conditions
propose´es dans les The´ore`mes 2.1 (SC1) et 2.2 (SC2), dans le Corollaire 2.1 i) (SQ1) et ii)
(SQ2), en [PABB00] (SE), en [RP01a] (SR1) pour le cas a` temps discret et en [RP02] (SR2)
pour le cas a` temps continu. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.1 Le nombre de variables scalaires (K) et le nombre de lignes LMI (L) en fonction du nombre
d’e´tats (n), sommets (N) et degre´ du polynoˆme matriciel (g), pour les conditions propose´es
dans les The´ore`mes 3.1 (TE1) et 3.2 (TE2), dans le Lemme 3.3 (DQ), dans le The´ore`me 1
de [HAPSˇ01] (T1HAPS) et dans les The´ore`mes 1 (T1dOOP) (demi-plan gauche du plan
complexe) et 2 (T2dOOP) (disque unitaire centre´ sur l’origine du plan complexe) propose´s
dans [dOP02]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.1 Nombre de variables scalaires K et nombre de lignes L en fonction du nombre d’e´tat (n) et
de sommets (N) pour les conditions d’analyse de stabilite´ e´tudie´es. . . . . . . . . . . . . 51
5.1 Nombre de variables scalaires, K, et nombre de lignes LMI, L. . . . . . . . . . . . . . . . 65
xiii
Notations
⊗ Produit de Kronecker
N Corps des nombres naturels
R Corps des nombres re´els
R+ Corps des nombres re´els qui ne sont pas ne´gatifs
R
n Espace des vecteurs a` n entre´es re´elles
R
m×n Espace des matrices re´elles de dimension m× n
C Corps des nombres complexes
A′ Transpose´e de A
A∗ Transpose´e conjugue´e de A
Id Matrice identite´ de dimension d× d
0 Matrice nulle
M > P (M < P ) La matrice M − P est de´finie positive (ne´gative)
M ≥ P (M ≤ P ) La matrice M − P est semi-de´finie positive (ne´gative)
⋆ Les e´le´ments ou blocs syme´triques par rapport a` la diagonale
principale d’une matrice syme´trique
ℓ2 L’espace de toutes les se´quences de vecteurs d’entre´es re´elles sur
le corps des nombres entiers avec e´nergie finie
‖x(k)‖2 l’energie de x(k)
Cτ = C([−τ, 0], Rn) L’espace de Banach des fonctions vectorialle qui de´finies sur
[−τ, 0] a` valeurs dans Rn, muni de la topologie de la convergence
uniforme
Cvτ Corps de´fini par Cvτ = {φ ∈ Cτ ; || φ ||c< v, v > 0}
|| φ ||c Repre´sente sup
−τ≤t≤0
‖φ‖, ou` ‖φ‖ est la norme 2 de φ
ρ(A) Rayon spectral de A
xv
Abre´viations
LMI Inegalite´ matricielle line´aire (en anglais, Linear Matrix Inequa-
lity)
LMIs Inegalite´s matricielles line´aires
EQ Stabilite´ quadratique
xvii
Chapitre 1
Introduction
La stabilite´ est la proprie´te´ qui permet a` un syste`me perturbe´ le retour a` son e´tat d’e´quilibre en temps
fini lorsque l’effet de la perturbation a cesse´. Cette proprie´te´ est essentielle pour garantir le fonctionnement
suˆr d’un syste`me, repre´sentant par exemple un syste`me industriel. L’e´tude de la stabilite´ dans les syste`mes
re´els trouve dans les e´tudes sur les retours de signaux faites par H.W. Bode une marque fondamentale :
dans [Bod45] sont recherche´es les proprie´te´s de retour de signaux dans les circuits amplificateurs, a` travers
des mode`les mathe´matiques, en analysant les effets du retour dans la stabilite´ de la boucle ferme´e et
en proposant des me´thodes pour la synthe`se de compensateurs. Bode utilise l’analyse dans le domaine
fre´quentiel et des re´sultats de Nyquist [Nyq32] pour e´tudier le comportement des circuits e´lectriques, en
prenant en compte le fait que les parame`tres de ces circuits peuvent souffrir de variations avec le temps, la
tempe´rature, etc. La prise en compte des incertitudes inhe´rentes aux mode`les mathe´matiques, en ge´ne´ral
obtenus par des e´quations diffe´rentielles ou par des techniques d’identification et utilise´s pour repre´senter
les proce´de´s re´els, reste primordiale. En ge´ne´ral, on peut conside´rer une repre´sentation mathe´matique des
syste`mes dynamiques sous la forme
x˙ = f(x(t), α(t), u(t)) (1.1)
ou` x(t) ∈ Rn est le vecteur d’e´tat, α(t) repre´sente les incertitudes associe´es au mode`le ou syste`me, u(t) est
le vecteur de commande et f(·) est la fonction — e´quation diffe´rentielle — qui de´termine les trajectoires du
syste`me au cours du temps, t. En ge´ne´ral, f(x(t), α(t), u(t)) est une fonction non-line´aire. Ne´anmoins, les
boucles de commande, surtout en milieu industriel, sont e´tablies a` partir d’un mode`le line´aire du syste`me,
en ge´ne´ral du premier ou du second ordre, qui peut inclure, ou non, un retard, et qui fournit, la plupart
du temps, une bonne repre´sentation du comportement du syste`me re´el autour d’un point d’ope´ration.
Ces mode`les, bien que simples, sont capables de capturer la dynamique principale de la variable qui doit
eˆtre controˆle´e, et servent de point de de´part pour l’ajustement des controˆleurs. Cependant, en ge´ne´ral, les
parame`tres du mode`le ne sont pas pre´cise´ment connus on encore des dynamiques d’ordres plus e´leve´s sont
ne´glige´es. Une fac¸on de contourner cette simplification peut eˆtre de prendre en compte des uncertitudes
de mode´lisation. Dans ce contexte, le fonctionnement suˆr d’un syste`me re´el passe par la garantie de la
stabilite´ de ce syste`me incertain.
Ainsi, assurer la stabilite´ d’un syste`me en boucle ferme´e, meˆme en pre´sence d’incertitudes, est devenu
un important champ d’e´tude de la the´orie de la commande. D’ailleurs, garantir certaines caracte´ristiques
de performance pour le syste`me boucle´ affecte´ par des incertitudes a des implications imme´diates dans les
aspects de se´curite´, qualite´ du produit et e´conomie du proce´de´. Dans ce sens, une spe´cification commune
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consiste en la localisation des poˆles de la boucle ferme´e du syste`me incertain dans certaines re´gions du
plan complexe. Ainsi, des me´thodes d’analyse et de synthe`se assurant une localisation re´gionale pour
les poˆles du syste`me incertain boucle´ occupent une place importante dans la the´orie de la commande.
Ce type d’e´tude, appele´ D-stabilite´, a connu un grand de´veloppement ces dernie`res anne´es (voir, par
exemple, [Bac98], [CG96] et [PABB00]).
1.1 E´tude de la stabilite´ robuste de syste`mes incertains
Dans le contexte de l’e´tude de la stabilite´ de syste`mes avec incertitudes, c’est-a`-dire dans le contexte
de l’analyse de stabilite´ robuste, plusieurs approches peuvent eˆtre trouve´es dans la litte´rature. Parmi
celles-ci, cela vaut la peine de mettre en e´vidence la µ-analyse [ZDG96], des me´thodologies base´es sur des
polynoˆmes de Kharitonov [BCK95], des me´thodes dans le domaine fre´quenciel [NT73] et les me´thodes
base´es sur des fonctions de Lyapunov. Ces dernie`res constituent une des approches les plus utilise´es
ces dernie`res anne´es pour l’analyse de stabilite´ robuste et pour la synthe`se de controˆleurs robustes. La
repre´sentation de syste`mes incertains, dans l’espace des e´tats, est donne´e par
x˙(t) = A(α(t))x(t) (1.2)
ou` A(α(t)) ∈ Rn×n est une matrice incertaine appartenant a` un polytope convexe avec des sommets
connus. L’e´tude de la stabilite´ de tels syste`mes a e´te´ amplement aborde´e par des me´thodes base´es sur des
fonctions de Lyapunov. Dans ce cas, la stabilite´ du syste`me est toujours e´tudie´e par rapport a` l’origine
de l’espace des e´tats.
1.2 Outils mathe´matiques employe´s
1.2.1 Seconde me´thode de Lyapunov
Le large usage de la “seconde me´thode” ou “me´thode directe” de Lyapunov pour traiter la stabilite´
du syste`me de´crit par (1.2) est duˆ a` la ge´ne´ralite´ des conditions e´tablies par Lyapunov pour ve´rifier la
stabilite´ asymptotique globale d’un syste`me sujet a` des incertitudes de´crites par un parame`tre α(t). Ce
re´sultat est pre´sente´ dans le the´ore`me suivant.
The´ore`me 1.1 (Lyapunov, [BS70]) Le syste`me incertain sujet a` des incertitudes (1.2) est globale-
ment asymptotiquement stable autour de l’origine (point d’e´quilibre du syste`me) s’il existe une fonction a`
valeurs re´elles V (x(t), α(t)) telle que :
1. V (0, α(t)) = 0, ∀t ≥ 0 ;
2. V (x(t), α(t)) →∞ quand ‖x(t)‖ → ∞ ;
3. V (x(t), α(t)) > 0, ∀x(t) 6= 0, ∀t ≥ 0 ;
4. V˙ (x(t), α(t)) < 0, ∀x(t) 6= 0, ∀t ≥ 0 ;
ou` V˙ (·) est la de´rive´e temporelle de V (·) le long des trajectoires du syste`me (1.2).
Une fonction V (x(t), α(t)) qui satisfait toutes les conditions du The´ore`me 1.1 est appele´e “fonction
de Lyapunov”. Une observation importante est que, dans le cas des syste`mes line´aires invariants dans le
temps, l’existence d’une fonction de Lyapunov quadratique en x et de´pendante du parame`tre incertain α
est une condition ne´cessaire et suffisante pour assurer la stabilite´ robuste asymptotique.
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1.2.2 Stabilite´ quadratique (SQ)
Le proble`me de l’analyse de stabilite´ en utilisant la seconde me´thode de Lyapunov vient de la de´termi-
nation d’une fonction de Lyapunov. Ainsi, une grande part des recherches re´alise´es dans les dix dernie`res
anne´es a consiste´ a` ve´rifier l’existence d’une fonction de Lyapunov du type
V (x(t), α(t)) = x(t)′P (α(t))x(t) (1.3)
ou` P (α(t)) est une matrice de´finie positive pour toutes les valeurs possibles de α(t). Un choix possible, et
assez commun, pour P (α(t)) est
P (α(t)) = P (α(t))′ ∈ Rn×n : P (α(t)) = P > 0 (1.4)
ou` P est fixe (inde´pendamment des valeurs prises par α(t)). Quand un syste`me admet une fonction de
Lyapunov donne´e par (1.3)-(1.4), alors on dit que ce syste`me est quadratiquement stable. Ce concept de
stabilite´ quadratique (SQ) [Bar85], implique l’existence d’une meˆme fonction de Lyapunov, inde´pendante
des parame`tres incertains, assurant la stabilite´ du syste`me pour tout le domaine d’incertitudes. Cela
constitue probablement le re´sultat le plus important des anne´es 80 dans le contexte de la commande.
A` partir de la stabilite´ quadratique, plusieurs re´sultats pour l’analyse, controˆle et filtrage robuste,
avec des crite`res de performance tels que les normes H2 et H∞, ont e´te´ de´veloppe´s (voir, par exemple,
[BEFB94] et des re´fe´rences internes). Ces conditions, presque toujours formule´es en termes d’ine´galite´s
matricielles line´aires (en Anglais, LMIs — Linear Matrix Inequalities), sont devenues facilement traitables
nume´riquement avec l’apparition d’algorithmes de calcul spe´cialise´s [GNLC95], [Stu99]. Quelques travaux
ont aborde´ le proble`me avec des fonctions de Lyapunov quadratiques par parties (par exemple [XSF97],
[RJ00], [LP04]), mais la solution nume´rique, en ge´ne´ral, requiert un effort de calcul e´leve´.
1.2.3 Fonctionnelles de´pendantes de parame`tres
Quoique l’approche base´e sur la stabilite´ quadratique soit spe´cialement ade´quate a` l’analyse de sys-
te`mes incertains avec des parame`tres variables dans le temps, sans restriction de la valeur du taux de
variation, les re´sultats obtenus par ce moyen peuvent eˆtre tre`s conservatifs, spe´cialement quand on sait
qu’il s’agit d’un syste`me invariant dans le temps. Re´cemment, plusieurs extensions sont apparues dans
la litte´rature pour l’analyse et la synthe`se de controˆleurs pour des syste`mes line´aires incertains. Avec
l’intention d’obtenir des conditions d’analyse chaque fois moins conservatives, des fonctions de Lyapunov
de´pendantes de parame`tres ont e´te´ fre´quemment utilise´es [FAG96], [GAC96], [MK00], [Tro99]. Cependant,
dans la plupart des conditions propose´es, quelques restrictions structurelles ont besoin d’eˆtre ve´rifie´es. Il
y a encore des cas dans lesquels la proce´dure nume´rique pour le test de stabilite´ de´pend de parame`tres
d’e´chelonnement ou de discre´tisation de l’espace parame´trique dans une boucle suffisamment mince.
Ainsi, l’objectif de ce travail est de rechercher des conditions convexes et de dimensions finies capables
de fournir des fonctions de Lyapunov de´pendantes de parame`tres pour des syste`mes line´aires incertains
et invariants dans le temps. Pour cela, les incertitudes qui affectent le syste`me sont suppose´es eˆtre sous la
forme polytopique, avec N sommets connus, mais avec un vecteur parame`trique incertain invariant dans
le temps : α(t) = α ∈ RN : ∑Nj=1 αj = 1, αj ≥ 0, j = 1, . . . , N .
Les conditions obtenues, pour les diffe´rents proble`mes e´tudie´s, fournissent des re´sultats a priori moins
conservatifs que ceux ou` on utilise la SQ comme base.
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1.2.4 Approximation de LMIs par des polynoˆmes
Pour le de´veloppement de ce travail, deux techniques sont plus particulie`rement employe´es. La pre-
mie`re, utilise´e principalement dans les chapitres 2 et 3, est base´e sur les re´sultats pre´sente´s en [RP01a]
et [RP02], dont l’ide´e principale est dans la solution d’une LMI parame´trise´e en α
M(r, α) < 0, (1.5)
avec r dans le roˆle de variable d’optimisation, a` travers un second proble`me d’optimisation, suffisant pour
la solution du proble`me original, donne´ par
M(r, α) <
N∑
j=1
α2jM(r)j −
2
N − 1
N−1∑
j=1
N∑
k=j+1
αjαkM(r)jk ≤ 0 (1.6)
ou
M(r, α) <
N∑
j=1
α3j M(r)j +
N∑
j=1
N∑
k=1;k 6=j
α2jαk M(r)jk +
N−2∑
j=1
N−1∑
k=j+1
N∑
ℓ=k+1
αjαkαℓ M(r)jkℓ ≤ 0 (1.7)
La matrice M(r) est une fonction inde´pendante du vecteur d’incertitudes α. Dans le cas ge´ne´ral, M(r, α)
peut eˆtre exprime´e comme une fonction matricielle polynomiale en α de degre´ quelconque. Toutefois, la
recherche re´alise´e dans ce travail ne touche qu’au cas ou` M(r, α) peut eˆtre e´crite comme un polynoˆme en
α de degre´ deux ou trois. De cette fac¸on, en utilisant des relaxations LMI sur la restriction M(r, α) < 0,
des conditions convexes et de dimensions finies suffisantes pour garantir (1.5) sont obtenues. Parmi les
travaux en rapport avec cette approche, me´ritent d’eˆtre mis en relief ceux qui utilisent la somme de carre´s
(en Anglais, SOS — Sum of Squares) et ceux qui abordent le proble`me a` travers l’e´tude de la positivite´
de polynoˆmes. Pour les de´tails, voir [Par00], [Las01] et [HL03].
1.2.5 Lemme de Finsler
L’autre technique utilise´e dans ce travail est l’employe´ le Lemme de Finsler pour se´parer des produits
entre les matrices du syste`me et celles de la fonctionnelle de Lyapunov. D’autre part, l’usage de ce
lemme permet l’introduction de nouvelles variables matricielles d’optimisation qui sont exploite´es pour la
re´duction du conservatisme des conditions e´tudie´es. Ce lemme est pre´sente´ ici pour le cas de´pendant de
parame`tres.
Lemme 1.1 Soient x ∈ Rn, Q(α) ∈ Rn×n, syme´trique, et B(α) ∈ Rm×n, α : ∑Nj=1 αj = 1, αj ≥ 0, j =
1, . . . , N , telles que rang(B(α)) < n. Les assertions suivantes sont e´quivalentes :
i) x′Q(α)x < 0, ∀x : B(α)x = 0, x 6= 0
ii) B⊥(α)′Q(α)B⊥(α) < 0, ou` B⊥(α) de´note une base pour l’espace nul de B(α)
iii) ∃ µ(α) ∈ R+ : Q(α)− µ(α)B(α)′B(α) < 0
iv) ∃ X (α) ∈ Rn×m : Q(α) + X (α)B(α) + B(α)′X (α)′ < 0
Ainsi, ces deux techniques (approximation par des polynoˆmes et Lemme de Finsler) sont utilise´es pour
rechercher l’usage de fonctionnelles de Lyapunov de´pendantes de parame`tres dans les syste`mes line´aires.
L’application de ces ide´es est pre´sente´e en deux parties. Dans la premie`re, est recherche´e la D-stabilite´
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robuste de syste`mes line´aires. On e´tudie, donc, la D-stabilite´ robuste de matrices incertaines (ve´rification
de l’appartenance des valeurs propres d’un polytope de matrices a` une re´gion D du plan complexe)
autant que de polynoˆmes matriciels incertains (ve´rification de l’appartenance des ze´ros d’un polytope de
polynoˆmes matriciels a` une re´gion D du plan complexe). Dans la seconde partie de ce travail on recherche
l’application de fonctionnelles de Lyapunov-Krasovskii de´pendantes de parame`tres a` des syste`mes line´aires
incertains avec des retards dans les e´tats. Bien qu’ils ne soient pas pre´sente´s dans ce travail, les re´sultats
obtenus dans cette partie peuvent eˆtre de´veloppe´s en suivant les ide´es de [LP03a], [RP01a], [RP02] pour
l’analyse robuste, ide´es qui sont exploite´es dans la Partie I. En particulier pour les syste`mes discrets dans
le temps, des conditions pour l’estimation du couˆt garantiH∞, ainsi que pour la synthe`se de gains robustes
de retour des e´tats qui assurent un couˆt garanti H∞ pour le syste`me en boucle ferme´e, sont pre´sente´es
dans la Partie II.
De cette fac¸on, quatre proble`mes importants du point de vue de la the´orie du controˆle ont e´te´ e´tudie´s,
en envisageant l’application de fonctions de Lyapunov (ou Lyapunov-Krasovskii) de´pendantes de para-
me`tres pour la re´duction du conservatisme de conditions LMI base´es sur la stabilite´ quadratique. Ces
proble`mes sont rapidement pre´sente´s dans la suite.
1.3 Proble`mes e´tudie´s et structure de la the`se
Dans la premie`re partie de ce travail sont pre´sente´es des conditions convexes de dimension finie pour
l’analyse de D-stabilite´ de deux proble`mes fondamentaux de la the´orie du controˆle. Dans le Chapitre 2 des
fonctions de Lyapunov de´pendantes de parame`tres sont utilise´es pour analyser la D-stabilite´ de syste`mes
line´aires incertains de´crits par
δ[x(t)] = A(α)x(t)
ou` δ[·] de´note la de´rive´e par rapport au temps pour les syste`mes continus dans le temps et l’ope´rateur
d’avancement pour les syste`mes discrets dans le temps et A(α) est une matrice incertaine invariante
dans le temps avec α ∈ RN , αj ≥ 0, j = 1, . . . , N ,
∑N
j=1 αj = 1. Ce proble`me a e´te´ amplement e´tu-
die´ dans les dernie`res anne´es, surtout avec des outils base´s sur les LMIs comme peuvent en attester les
travaux [GAC96], [PABB00], [dOBG99], [RP01a], [RP02], [LP03a]. Dans ce contexte, une discussion a`
propos de l’existence de solutions du type polynomiale pour les LMIs de´pendantes de parame`tres peut
eˆtre trouve´e dans [Bli04b]. Dans [CGTV03], des conditions LMIs pour l’existence des fonctions de Lya-
punov quadratique dans les e´tats, polynomiales, homoge`nes dans les parame`tres incertains et base´es en
repre´sentations matriciel de carre´s sont pre´sente´es. Une famille de conditions LMI chaque fois plus pre´-
cises pour la stabilite´ de syste`mes incertains de´cris sous la forme affine est donne´e dans [Bli04a]. De telles
conditions deviennent ne´cessaires si le nombre de LMIs est suffisamment grand et elles sont associe´es a`
l’existence d’une fonction de Lyapunov polynomiale dans les parame`tres. Cette me´thode peut eˆtre utilise´e
de fac¸on re´cursive pour traiter des syste`mes polytopique.
L’autre proble`me e´tudie´ dans cette premie`re partie du travail concerne la D-stabilite´ de matrices po-
lynomiales, c’est-a`-dire le cas ou` A(α) est une matrice dont les entre´es sont des polynoˆmes (incertains).
Les matrices polynomiales constituent un outil important pour l’e´tude de syste`mes de controˆle, car la
dynamique de beaucoup de syste`mes peut eˆtre de´crite d’une manie`re plus naturelle a` travers des repre´-
sentations line´aires fractionnelles ou par des matrices dont les coefficients sont des polynoˆmes [KV93]. Dans
ce contexte, plusieurs approches pour l’analyse de stabilite´ robuste et pour le controˆle de syste`mes sont
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base´es sur l’utilisation de matrices polynomiales, comme par exemple, l’approche polynomiale [Kucˇ79] et
l’approche comportementale [Wil91]. Dans le cas de la description d’un syste`me par des matrices fraction-
nelles, la matrice polynomiale correspondant au de´nominateur fournit des informations sur la dynamique
et la stabilite´ du syste`me [Kai80], et le positionnement des ze´ros de la matrice polynomiale correspondant
au nume´rateur est associe´ aux spe´cifications de performance du syste`me [Ack93]. Une bonne discussion
sur l’importance de matrices polynomiales, l’analyse de la stabilite´ robuste de polynoˆmes et l’e´volution
des me´thodes nume´riques pour la ve´rification des conditions de stabilite´ peut eˆtre trouve´e dans [HAPSˇ01]
et [HBSˇ01]. Pour une e´tude plus approfondie sur la nature et les proprie´te´s ge´ne´rales des matrices poly-
nomiales on recommande [GLR82]. Notons que, due a` la pre´sence de parame`tres incertains, l’analyse de
la stabilite´ robuste de syste`mes dynamiques passe par la ve´rification de la stabilite´ de matrices polyno-
miales incertaines, et une des formes plus ge´ne´rales de repre´sentation des incertitudes parame´triques est
la repre´sentation polytopique [Bar94]. Ainsi, dans le Chapitre 3, sont pre´sente´es des conditions convexes
de dimension finie suffisantes pour l’analyse de D-stabilite´ de polytopes de matrices polynomiales. Les
re´sultats pre´sente´s contiennent et e´tendent ceux de [dOP02], [HBSˇ01] et [HAPSˇ01].
Dans la Partie II sont e´tudie´s des syste`mes line´aires incertains avec retard dans les e´tats, qui repre´-
sentent beaucoup de syste`mes dynamiques (voir [DV97], [Mah00], [Hal77], [KR99], [MZJ87], [Nic01] et des
re´fe´rences internes). L’usage de fonctionnelles de Lyapunov-Krasovskii est, sans doute, une des principales
approches utilise´es pour l’analyse de stabilite´ de ce type de syste`me [KNR99], [Sko90] et on voit un effort
significatif pour la caracte´risation de la stabilite´ robuste a` travers des LMIs. Dans [ZKT01], il est montre´
comment quelques conditions obtenues a` travers des fonctionnelles de Lyapunov-Krasovskii peuvent eˆtre
ve´rifie´es comme des cas particuliers d’une approche fre´quentielle base´e sur des techniques de µ-analyse.
Les re´sultats pre´sente´s dans ce cas sont restreints au cas pre´cise´ment connu.
Pour la classe de syste`mes line´aires avec retard dans les e´tats il existe deux types de conditions pour
l’analyse de stabilite´ : celles qui sont de´pendantes du retard et celles que sont inde´pendantes du retard.
Dans le premier cas les conditions permettent de garantir la stabilite´ d’un syste`me avec retard dans les
e´tats pour toutes les valeurs du retard τ ∈ [0, τ¯ ], ou` τ¯ de´note la valeur maximale que peut prendre τ .
Les conditions inde´pendantes du retard sont capables de garantir (quand elles sont satisfaites) la stabilite´
de syste`mes avec retard pour toute valeur (positive) de τ . Comme, en ge´ne´ral, les conditions de´pendantes
du retard sont suffisantes, il n’est pas toujours possible de caracte´riser de manie`re ade´quate la stabilite´
d’un syste`me avec des retards dans les e´tats. Dans ce travail sont de´veloppe´es des conditions du type
inde´pendante du retard pour des syste`mes incertains.
Dans le Chapitre 4, une autre classe de syste`mes line´aires avec retard est e´tudie´e : les syste`mes neutres.
Ce type de syste`me posse`de une e´quation dynamique qui de´pend de l’e´tat actuel, de l’e´tat retarde´ et de
la de´rive´e de l’e´tat retarde´, et est mode´lise´ par des e´quations diffe´rentielles [Hal77] du type
∂
∂t
∆(xτ ) = A(α)x(t) +Ah(α)x(t− h(t)) (1.8)
∆(xτ ) , x(t)− E(α)x(t− τ(t)) (1.9)
Notons que ce type de syste`me contient la classe (plus connue) des syste`mes continus dans le temps avec
retard dans les e´tats dont la dynamique ne de´pend que de l’e´tat actuel et de l’e´tat retarde´ (E(α) =
0 ∀α en (1.8)). Dans ce chapitre des conditions suffisantes sont pre´sente´es, base´es sur des fonctionnelles
de Lyapunov-Krasovskii de´pendantes de parame`tre, qui sont moins conservatives que celles disponibles
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dans la litte´rature, en conside´rant ici la situation plus ge´ne´rale de retards variables dans le temps. Des
conditions plus simples pour l’analyse de stabilite´ robuste peuvent aussi eˆtre obtenues par l’utilisation de
transformations de congruence applique´es aux conditions plus ge´ne´rales, quand une ou plus des matrices
de l’e´quation dynamique (1.8) sont nulles.
Finalement, dans le Chapitre 5, des syste`mes discrets dans le temps avec retard dans les e´tats sont
e´tudie´s, encore ici a` travers de conditions inde´pendantes du retard. Notons que, s’il existe une vaste
litte´rature en ce qui concerne les syste`mes continus dans le temps avec retard dans les e´tats, ceci n’est
pas le cas pour les syste`mes discrets dans le temps. En effet, pour des retards connus et fixes dans
le temps, il est toujours possible d’inclure des e´tats en retard dans un vecteur d’e´tat et d’appliquer des
techniques standard (d’analyse) au syste`me augmente´ [A˚W84]. Ne´anmoins, parmi d’autres difficulte´s telles
que l’augmentation de la complexite´ et la ne´cessite´ d’imposer des restrictions structurelles au gain de retour
d’e´tat pour obtenir un gain de retour d’e´tatpour l’e´tat original, cette strate´gie n’est pas applicable pour le
cas de retards inconnus ou non-limite´s, car, dans ce cas, il faudrait le test d’un nombre infini de syste`mes
augmente´s. D’ailleurs, la repre´sentation par des e´tats augmente´s peut eˆtre assez complexe pour la synthe`se
d’une loi de controˆle pour le syste`me original, qui conside`re un retour des e´tats retarde´s. Observons encore
que les conditions pour la stabilisation de syste`mes discrets dans le temps avec des conditions du type
de´pendant du retard peuvent eˆtre, en ge´ne´ral, assez conservatives, spe´cialement quand le syste`me peut eˆtre
stabiliser pour toute valeur du retard. Dans ce sens, les re´sultats du Chapitre 5 proposent des conditions
inde´pendantes du retard plus pre´cises (alors moins conservatives) pour rechercher la stabilite´ robuste de
cette classe de syste`mes, et pour traiter les proble`mes d’estimation du couˆt garanti H∞ et de stabilisation
robuste H∞.
Dans le Chapitre 6 sont pre´sente´s les commentaires finaux a` propos de l’usage de fonctions de
Lyapunov-Krasovskii de´pendantes de parame`tres dans les proble`mes e´tudie´s et quelques the`mes se´lec-
tionne´s comme des perspectives pour la continuation des travaux. On pre´sente encore une liste d’autres
travaux de´veloppe´s, qui ont un rapport indirect avec les sujets traite´s ici.
1.4 Commentaires ge´ne´raux
Dans ce travail la stabilite´ asymptotique est traite´e, toujours en conside´rant l’origine comme point
d’e´quilibre. Fre´quemment ce concept de stabilite´ est re´fe´rence´ de fac¸on simplifie´e comme“stabilite´”. Ainsi,
quand il est indique´ qu’un syste`me est stable, on doit comprendre que, son vecteur d’e´tat converge
asymptotiquement vers l’origine de l’espace d’e´tat, pour toute condition initiale diffe´rente de ze´ro, quand
le temps tend vers infini.
On suppose que tous les syste`mes incertains recherche´s dans ce travail posse`dent des matrices incer-
taines qui appartiennent a` des polytopes convexes avec un nombre de sommets finis et connus.
Les re´sultats des exemples nume´riques pre´sente´s dans ce travail ont e´te´ obtenus a` partir de la program-
mation des conditions LMI e´tudie´es avec Matlab et la LMI Control Toolbox [GNLC95]. Dans ce cas, pour
utiliser un algorithme de points inte´rieurs pour la solution des LMIs, la complexite´ des proble`mes d’optimi-
sation propose´s est de l’ordre de O(K3L), ou` K est le nombre de variables scalaires d’optimisation et L est
le nombre de lignes dans les LMIs. D’autres algorithmes d’optimisation peuvent pre´senter une complexite´
diffe´rente. Par exemple, en utilisant le programme SeDuMi pour re´soudre un proble`me de programmation
semi-de´finie, la complexite´ est de l’ordre de O(K2L5/2 + L7/2). Pour des de´tails, voir [Stu99].
Premie`re partie
D-stabilite´ robuste
9
11
Dans cette premie`re partie du travail sont pre´sente´s des re´sultats moins conservatifs
que ceux trouve´s dans la litte´rature pour l’analyse de D-stabilite´ robuste de syste`mes
line´aires incertains et de polynoˆmes matriciels incertains, par rapport a` une re´gion
(convexe) du plan complexe. Il s’agit d’e´tudier l’apartenance de toutes les valeurs
propres du syste`me line´aire incertain ou de tous les ze´ros du polynoˆme matriciel
incertain a` une re´gion pre´de´termine´e — et suppose´e convexe — du plan complexe.
Quoique ce proble`me soit reconnu difficile, les re´sultats obtenus sont pre´sente´s via des
conditions convexes (LMIs), dont les solutions sont base´es sur des tests simples de
faisabilite´. Ces tests peuvent eˆtre re´solus nume´riquement de manie`re efficace par des
algorithmes spe´cialise´s de points inte´rieurs. Premie`rement on propose des conditions
convexes pour la solution du proble`me d’analyse de D-stabilite´ robuste, ne´anmoins
de dimension infinie dans le parame`tre d’incertitude. Deuxie`mement, on propose
des conditions convexes suffisantes pour assurer la ve´rification des conditions de
dimension infinie au parame`tre de l’incertitude. Ces nouvelles conditions, formule´es
dans un nombre fini de LMIs, sont nume´riquement possibles et d’application facile.
Chapitre 2
D-Stabilite´ robuste des syste`mes
line´aires
Dans ce chapitre, le proble`me de l’analyse de D-stabilite´ robuste pour la classe des
syste`mes line´aires incertains et invariants dans le temps est e´tudie´. Par D-stabilite´
on comprend l’appartenance de toutes les valeurs propres du syste`me incertain dans
une re´gion D du plan complexe. Les incertitudes sont du type polytopique, avec
des sommets connus. On pre´sente des conditions convexes (LMIs) suffisantes pour la
ve´rification de la D-stabilite´ robuste de cette classe de syste`mes incertains. Les condi-
tions pre´sente´es, base´es sur des fonctions de Lyapunov de´pendantes de parame`tres,
posse`dent une formulation convexe en les variables d’optimisation, cependant, de di-
mension infinie par rapport au parame`tre d’incertitude. A` partir de ces conditions,
sont obtenues d’autres conditions, de dimension finie par rapport au parame`tre de
l’incertitude, et convexes par rapport aux variables d’optimisation. Dans ce cas la`,
le nombre de LMIs est plus grand que le nombre de sommets qui de´finissent le
polytope, mais les conditions peuvent eˆtre re´solues en temps polynomial avec des al-
gorithmes spe´cialise´s de points inte´rieurs. On de´montre que ces conditions me`nent a`
des re´sultats bien moins conservatifs que ceux obtenus, par exemple, avec la stabilite´
quadratique, c’est-a`-dire, en utilisant une fonction de Lyapunov fixe et inde´pendante
de l’incertitude associe´e au syste`me. Les re´sultats pre´sente´s dans ce chapitre peuvent
eˆtre partiellement trouve´s dans [LP03a], [LP03b], [LMd+04], [LMRP02], [dOOL+02a]
et [dOOL+02b].
2.1 Introduction
Parmi les approches pour l’e´tude de stabilite´ des syste`mes incertains disponibles dans la litte´rature,
dans ce chapitre sont conside´re´s les me´thodes base´es sur des formulations LMI et des incertitudes ap-
partenant a` des domaines polytopiques, dans le cadre des syste`mes line´aires invariants dans le temps, a`
temps continu et a` temps discret.
Dans ce contexte, plusieurs conditions base´es sur des fonctions de Lyapunov de´pendantes de parame`tres
me´ritent de se de´tacher. Parmi elles, conside´rons celles propose´es dans [GdOH98] ou` il s’agit de la stabilite´
robuste de syste`mes line´aires a` temps continu et invariants dans le temps. Dans ce travail, des conditions
suffisantes pour la stabilite´ structurelle d’une classe de syste`mes a` temps continu ont e´te´ propose´es en
termes de LMIs, en e´tablissant les rapports de ce re´sultat avec la positivite´ re´elle et la passivite´ dans
les syste`mes line´aires. L’ide´e principale contenue dans cette approche est dans l’augmentation de l’ordre
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des LMIs et dans l’inclusion de nouvelles variables matricielles, de fac¸on a` obtenir, avec ces degre´s de
liberte´ additionnels, des re´sultats moins conservatifs que ceux obtenus avec la stabilite´ quadratique. Une
proprie´te´ fondamentale de ces conditions est la se´paration du produit de la matrice dynamique du syste`me
et de la matrice de Lyapunov. Dans ce cas, la stabilite´ robuste est garantie par une fonction de Lyapunov
de´pendante de parame`tres, construite a` partir des matrices de Lyapunov qui sont des solutions faisables
pour un ensemble de LMIs de´crites aux sommets du domaine des incertitudes (formulation des incertitudes
dans un domaine polytopique). En de´pit du fait qu’elles donnent des re´sultats meilleurs que ceux obtenus
avec la stabilite´ quadratique, ces conditions (appele´es ici de stabilite´ robuste e´tendue — SE) sont encore
conservatives quand elles sont compare´es avec le re´el domaine de stabilite´, probablement parce qu’elles
exigent qu’une ou plusieurs variables satisfassent conjointement toutes les LMIs. Des conditions moins
rigides (notamment pour les cas de plus grandes dimensions) ont e´te´ pre´sente´es dans [RP02], base´es sur
la construction aproprie´e d’un nombre plus grand de LMIs de´crites en fonction des sommets du polytope
des incertitudes, de´nomme´es dans ce travail de stabilite´ robuste (SR1 pour le cas a` temps discret et SR2
pour le cas a` temps continu). Pour les syste`mes a` temps discret, les tests de stabilite´ ont e´volue´ d’une
manie`re similaire. Parmi les tests base´s sur des fonctions de Lyapunov de´pendantes de parame`tres on met
en relief les approches LMI pre´sente´es dans [dOBG99], [dOGH99] (augmentation de l’ordre des LMIs et
inclusion de nouvelles variables) et, plus re´cemment, dans [RP01a] (augmentation du nombre de LMIs).
Une ligne plus ample d’investigation de stabilite´ passe par l’e´tude de re´gions plus ge´ne´rales de sta-
bilite´. Dans ce contexte, les re´gions de stabilite´ pour les syste`mes a` temps continu (demi-plan complexe
gauche ouvert) aussi bien que pour les syste`mes a` temps discret (disque unitaire ouvert centre´ a` l’origine
du plan complexe) peuvent eˆtre vues comme des cas particuliers de la D-stabilite´ (robuste), c’est-a`-dire
l’appartenance de toutes les valeurs propres du syste`me incertain a` une re´gion D du plan complexe. Un
avantage imme´diat est que le test de stabilite´ robuste reste, d’une certaine manie`re, e´tendu a` une re´gion
de “performance garantie” en termes du placement re´gional de poˆles. Il est important de mentionner le
travail de [GJ81] dans le contexte de l’analyse de D-stabilite´. Plus tard [CG96] propose la synthe`se de
controˆleurs qui minimisent la norme H∞ avec le placement re´gional de poˆles pour lequel sont conside´re´es
les re´gions de premier ordre (voir [Bac98] pour les de´tails). Mais, dans ce travail, la stabilite´ quadratique
est encore utilise´e et, donc, un certain degre´ de conservatisme est inhe´rent aux re´sultats. Une exten-
sion des re´sultats de [GdOH98] est pre´sente´e en [PABB00], ou`, a` travers une ge´ne´ralisation des re´gions
traite´es par [CG96], diffe´rentes re´gions convexes de premier ordre du plan complexe sont conside´re´es.
Dans [PABB00] des conditions convexes de´crites par LMIs sont propose´es en faisant l’usage de variables
matricielles supple´mentaires inde´pendantes du parame`tre d’incertitude du syste`me pour l’analyse de D-
stabilite´ robuste. Les re´sultats d’analyse pre´sente´s dans [PABB00] contiennent ceux de [dOBG99] dans
le cas d’analyse de stabilite´ robuste de syste`mes a` temps discret. Pour la synthe`se, les propositions sont
identiques pour le cas des syste`mes a` temps discret. Notez aussi que les re´sultats d’analyse de stabilite´
pre´sente´s en [PABB00] peuvent eˆtre facilement adapte´s pour le cas de synthe`se de gain robuste pourvu
que la re´gion du plan complexe soit de´crite avec R22 > 0 (voir les e´quations (2.3)-(2.4)). Il est inte´ressant
de commenter que [PABB00] autant que [RP01a] et [RP02] contiennent la stabilite´ quadratique comme un
cas particulier, dans le sens qu’ils donnent toujours une solution faisable quand le polytope d’incertitude
est quadratiquement stable, mais qu’ils sont, cependant, inde´pendants : une condition peut trouver une
solution faisable pour un cas dans lequel l’autre e´choue et vice versa.
Dans ce chapitre, une extension des re´sultats de [PABB00] de fac¸on a` obtenir un ensemble fini de
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conditions convexes qui assurent la D-stabilite´ robuste de syste`mes incertains, en conside´rant encore des
re´gions de premier ordre, est pre´sente´e. La principale diffe´rence est que, ici, les variables de matrices addi-
tionnelles sont aussi conside´re´es de´pendantes du parame`tre incertain. Les principales ide´es d’augmentation
du nombre de LMIs pour la re´duction du conservatisme des conditions d’analyse pre´sentes dans [RP01a]
et [RP02] sont utilise´es pour obtenir des conditions convexes de dimension finie. Comme toutes les autres
conditions, les LMIs propose´es ici peuvent eˆtre teste´es par des me´thodes nume´riques e´prouve´es et de
complexite´ polynomiale [GNLC95]. Les cas des syste`mes a` temps continu et a` temps discret sont aborde´s
comme des cas particuliers de D-stabilite´. Une analyse de la complexite´ nume´rique des LMIs utilise´es dans
chaque type de test est aussi pre´sente´e.
2.2 Pre´liminaires
Conside´rons le syste`me line´aire
δ[x(t)] = A(α)x(t) (2.1)
ou` x ∈ Rn est le vecteur d’e´tat, δ[·] repre´sente la de´rive´e par rapport au temps pour les syste`mes a` temps
continu et l’ope´rateur d’avance pour les syste`mes a` temps discret et la matrice A(α) ∈ Rn×n est inconnue
mais appartient a` l’ensemble convexe A
A =
A(α) ∈ Rn×n : A(α) =
N∑
j=1
αjAj ; αj ≥ 0, j = 1, . . . , N ;
N∑
j=1
αj = 1
 (2.2)
ou` les sommets Aj , j = 1, . . . , N sont connus. Conside´rons aussi la re´gion du plan complexe de´finie par
D =
{
z ∈ C : [ Id zId ]R [ Id zId ]∗ < 0} (2.3)
avec R ∈ R2d×2d, syme´trique, donne´e par
R =
[
R11 R12
R′12 R22
]
(2.4)
ou` d est l’ordre de la re´gion. On suppose que R22 ≥ 0 et alors D de´finie en (2.3) repre´sente des re´gions
convexes et syme´triques par rapport a` l’axe re´el du plan complexe (voir [PABB00] pour les de´tails).
Observons encore que les re´gions associe´es a` la stabilite´ de syste`mes a` temps continu et a` temps discret,
respectivement le demi-plan complexe gauche et le disque unitaire centre´ a` l’origine, sont retrouve´es avec
des choix ade´quats de R et d = 1
R = RC =
[
0 1
1 0
]
; R = RD =
[ −1 0
0 1
]
(2.5)
De´finition 2.1 Le polytope A est robustement D-stable si toutes les valeurs propres de A(α) ∈ A appar-
tiennent a` la re´gion D spe´cifie´e par (2.3).
En suivant les ide´es de [CG96], une condition base´e sur une fonction de Lyapunov de´pendante de
parame`tres qui ve´rifie si A(α) est D-stable, est propose´e dans le lemme suivant, comme cela est pre´sente´e
dans [PABB00].
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Lemme 2.1 Le polytope A est robustement D-stable si et seulement s’il existe une matrice de Lyapunov
de´pendante de parame`tres, syme´trique, de´finie positive, P (α) ∈ Rn×n, telle que
R11 ⊗ P (α) +R12 ⊗ (P (α)A(α)) +R′12 ⊗ (A(α)′P (α)) +R22 ⊗ (A(α)′P (α)A(α)) < 0 (2.6)
pour tout A(α) ∈ A.
Cela vaut la peine remarquer que l’approche utilise´e dans [RP01a] peut eˆtre employe´e ici pour traiter le
proble`me de dimension infinie en α pre´sent dans le Lemme 2.1. On peut encore observer que, si P (α) = P ,
alors ce qu’on appelle la D-stabilite´ quadratique est retrouve´e a` partir du Lemme 2.1.
De´finition 2.2 Le polytope A est quadratiquement D-stable s’il existe une matrice de Lyapunov syme´-
trique, de´finie positive, P ∈ Rn×n, telle que
R11 ⊗ P +R12 ⊗ (PA(α)) +R′12 ⊗ (A(α)′P ) +R22 ⊗ (A(α)′PA(α)) < 0 (2.7)
pour tout A(α) ∈ A.
Le lemme suivant propose une condition e´quivalente au Lemme 2.1, cette fois-ci en utilisant des
variables matricielles additionnelles et une LMI de dimension plus grande que celle employe´e en (2.6).
Lemme 2.2 Le polytope A est robustement D-stable si et seulement s’il existe une matrice de Lyapunov
de´pendante de parame`tres, syme´trique, de´finie positive, P (α) ∈ Rn×n et des matrices de´pendantes de
parame`tres F (α) ∈ Rdn×dn et G(α) ∈ Rdn×dn telles que
 R11 ⊗ P (α)+F (α)(Id ⊗A(α)) + (Id ⊗A(α)′)F (α)′) R12 ⊗ P (α) + (Id ⊗A(α)′)G(α)− F (α)
⋆ R22 ⊗ P (α)− (G(α) +G(α)′)
 < 0 (2.8)
pour tout A(α) ∈ A. De plus, P (α) solution de (2.8) est aussi solution de (2.6).
Les conditions propose´es dans les Lemmes 2.1 et 2.2 sont convexes dans les variables d’optimisation,
ne´anmoins elles sont de dimension infinie en α, ce qui signifie qu’un effort nume´rique bien grand est
ne´cessaire pour les ve´rifier (dans le cas ou` α posse`de un intervalle continu dans son domaine). Par ailleurs,
les conditions e´tablies dans ces deux lemmes n’exigent pas que la matrice A(α) appartient a` l’ensemble
convexe A, e´quation (2.2), puisque de telles conditions ont besoin d’eˆtre ve´rifie´es pour tout α dans le
domaine de l’incertitude.
En conse´quence, le re´sultat principal de ce chapitre est pre´sente´ : une condition convexe de dimension
finie suffisante pour la ve´rification du Lemme 2.2 dans le cas de A donne´ en (2.2).
2.3 Des conditions pour la D-stabilite´ du polytope A
Supposons que les matrices F (α), G(α) et P (α) = P (α)′ > 0 dans le Lemme 2.2 puissent eˆtre exprime´es
comme une combinaison convexe de matrices sommets comme il suit
P (α) =
N∑
j=1
αjPj ; F (α) =
N∑
j=1
αjFj ; G(α) =
N∑
j=1
αjGj ;
N∑
j=1
αj = 1 ; αj ≥ 0, j = 1, . . . , N (2.9)
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Donc, une condition suffisante pour la D-stabilite´ robuste de A est donne´e par le the´ore`me suivant.
The´ore`me 2.1 S’il existe des matrices syme´triques de´finies positives Pj ∈ Rn×n et des matrices Fj ∈
R
dn×dn, Gj ∈ Rdn×dn, j = 1, . . . , N , telles que
Mj ,
 R11 ⊗ Pj+Fj(Id ⊗Aj) + (Id ⊗A′j)F ′j R12 ⊗ Pj + (Id ⊗A′j)Gj − Fj
⋆ R22 ⊗ Pj − (Gj +G′j)
 < [ −(Id ⊗ In) 0
0 0
]
;
j = 1, . . . , N (2.10)
Mjk ,

R11 ⊗ (2Pj + Pk) + Fj(Id ⊗Ak)
+(Id ⊗A′k)F ′j + (Fj + Fk)(Id ⊗Aj)
+(Id ⊗A′j)(F ′j + F ′k)
R12 ⊗ (2Pj + Pk) + (Id ⊗A′j)(Gj +Gk)
+(Id ⊗A′k)Gj − (2Fj + Fk)
⋆
R22 ⊗ (2Pj + Pk)
−2(Gj +G′j)− (Gk +G′k)

<
1
(N − 1)2
[
Id ⊗ In 0
0 0
]
; j = 1, . . . , N ; k = 1, . . . , N ; k 6= j (2.11)
Mjkℓ ,

2R11 ⊗ (Pj + Pk + Pℓ)
+(Fj + Fℓ)(Id ⊗Ak) + (Id ⊗A′k)(F ′j + F ′ℓ)
+(Fj + Fk)(Id ⊗Aℓ) + (Id ⊗A′ℓ)(F ′j + F ′k)
+(Fk + Fℓ)(Id ⊗Aj) + (Id ⊗A′j)(F ′k + F ′ℓ)
2 [R12 ⊗ (Pj + Pk + Pℓ)
− (Fj + Fk + Fℓ)]
+(Id ⊗A′j)(Gk +Gℓ)
+(Id ⊗Ak)(Gj +Gℓ)
+(Id ⊗A′ℓ)(Gj +Gk)
⋆
R22 ⊗ 2(Pj + Pk + Pℓ)
−2(Gj +Gk +Gℓ)
−2(G′j +G′k +G′ℓ)

<
6
(N − 1)2
[
Id ⊗ In 0
0 0
]
; j = 1, . . . , N − 2; k = j + 1, . . . , N − 1; ℓ = k + 1, . . . , N (2.12)
sont ve´rifie´es, alors A est robustement D-stable et les conditions du Lemme 2.2 sont ve´rifie´es avec P (α),
F (α) et G(α) donne´es en (2.9). De plus, les conditions du Lemme 2.1 sont satisfaites avec cette meˆme
matrice P (α).
Preuve : La matrice de´pendante de parame`tre P (α) donne´e par (2.9) avec Pj > 0 est, bien suˆr, de´finie
positive. En utilisant (2.9) et pour A(α) ∈ A on peut e´crire
 R11 ⊗ P (α)+F (α)(Id ⊗A(α)) + (Id ⊗A(α)′)F (α)′) R12 ⊗ P (α) + (Id ⊗A(α)′)G(α)− F (α)
⋆ R22 ⊗ P (α)− (G(α) +G(α)′)
 =
N∑
j=1
α3j Mj +
N∑
j=1
N∑
k=1;k 6=j
α2jαk Mjk +
N−2∑
j=1
N−1∑
k=j+1
N∑
ℓ=k+1
αjαkαℓ Mjkℓ (2.13)
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En imposant (2.10)-(2.12) et en conside´rant que αj ≥ 0, j = 1, . . . , N ,
∑N
j=1 αj = 1, l’e´quation (2.13)
implique R11 ⊗ P (α)+F (α)(Id ⊗A(α)′) + (Id ⊗A(α))F (α)′) R12 ⊗ P (α) + (Id ⊗A(α)′)G(α)− F (α)
⋆ R22 ⊗ P (α)− (G(α) +G(α)′)
 <
−
(
N∑
j=1
α3j −
1
(N − 1)2
N∑
j=1
N∑
k 6=j;k=1
α2jαk −
6
(N − 1)2
N−2∑
j=1
N−1∑
k=j+1
N∑
ℓ=k+1
αjαkαℓ
)[
Id ⊗ In 0
0 0
]
(2.14)
Finalement, l’expression du cote´ droit de (2.14) est semi-de´finie ne´gative, ce qui assure la faisabilite´ de
(2.8). Voir [LP03a] et [RP01a] pour les de´tails.
Quelques observations par rapport aux LMIs (2.10)–(2.12) et (2.14) sont ne´cessaires. D’abord, toutes
ces LMIs pre´sentent la proprie´te´ d’homoge´ne´ite´, ce qui implique que la matrice du coˆte´ droit de (2.14)
peut eˆtre choisie de forme arbitraire, pourvu qu’elle soit semi-de´finie positive. Dans ce travail, des matrices
inde´pendantes du parame`tre de l’incertitude sont conside´re´es. Cependant, un degre´ de liberte´ additionnel
est attendu quand cette matrice la` est substitue´e par une matrice de´pendante du parame`tre incertain,
mais ce cas n’est pas objet d’investigation ici (voir par exemple [LKH04]).
Pour des syste`mes pre´cise´ment connus, c’est-a`-dire, avec N = 1, seulement la condition (2.10) a besoin
d’eˆtre ve´rifie´e (avec P1, F1 et G1). Naturellement, l’ensemble de LMIs (2.12) n’a besoin d’eˆtre ve´rifie´ que
pour des syste`mes incertains avec N ≥ 3.
Comme illustration de re´gions plus commune´ment utilise´es pour l’analyse de stabilite´, conside´rons les
re´gions correspondantes au demi-plan gauche et au disque unitaire centre´ a` l’origine (de´finies respecti-
vement pour RC et RD , en (2.5)). Pour ces re´gions le The´ore`me 2.1 a des matrices Mj , Mjk et Mjkℓ
donne´es par
Mj ≡MCj ,
[
FjAj +A
′
jF
′
j Pj +A
′
jGj − Fj
⋆ −Gj −G′j
]
<
[ −In 0
0 0
]
; j = 1, . . . , N (2.15)
Mjk ≡MCjk ,
 FjAk +A′kF ′j + (Fj + Fk)Aj +A′j(F ′j + F ′k) 2Pj + Pk +A′j(Gj +Gk)+A′kGj − 2Fj − Fk
⋆ −2(Gj +G′j)−Gk −G′k

<
1
(N − 1)2
[
In 0
0 0
]
; j = 1, . . . , N ; k = 1, . . . , N ; k 6= j (2.16)
Mjkℓ ≡MCjkℓ ,

(Fj + Fℓ)Ak +A
′
k(F
′
j + F
′
ℓ)
+(Fj + Fk)Aℓ +A
′
ℓ(F
′
j + F
′
k)
+(Fk + Fℓ)Aj +A
′
j(F
′
k + F
′
ℓ)
2(Pj + Pk + Pℓ − Fj + Fk + Fℓ)
+A′j(Gk +Gℓ) +A
′
k(Gj +Gℓ)
+A′ℓ(Gj +Gk)
⋆
−2(Gj +Gk +Gℓ
+G′j +G
′
k +G
′
ℓ)

<
6
(N − 1)2
[
In 0
0 0
]
; j = 1, . . . , N − 2; k = j + 1, . . . , N − 1; ℓ = k + 1, . . . , N (2.17)
pour des syste`mes a` temps continu et
Mj ≡MDj ,
[ −Pj + FjAj +A′jF ′j A′jGj − Fj
⋆ Pj − (Gj +G′j)
]
; <
[ −In 0
0 0
]
; j = 1, . . . , N (2.18)
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Mjk ≡MDjk ,

−(2Pj + Pk) + FjAk +A′kF ′j
(Fj + Fk)Aj +A
′
j(F
′
j + F
′
k)
A′j(Gj +Gk)
+A′kGj − (2Fj + Fk)
⋆
2Pj + Pk
−2(Gj +G′j)− (Gk +G′k)

<
1
(N − 1)2
[
In 0
0 0
]
; j = 1, . . . , N ; k = 1, . . . , N ; k 6= j (2.19)
Mjkℓ ≡MDjkℓ ,

−2(Pj + Pk + Pℓ)
+(Fj + Fℓ)Ak +A
′
k(F
′
j + F
′
ℓ)
+(Fj + Fk)Aℓ +A
′
ℓ(F
′
j + F
′
k)
+(Fk + Fℓ)Aj) +A
′
j(F
′
k + F
′
ℓ)
−2(Fj + Fk + Fℓ) + (Gk +A′jGℓ)
+A′k(Gj +Gℓ) +A
′
ℓ(Gj +Gk)
⋆
2(Pj + Pk + Pℓ −Gj −Gk −Gℓ
−G′j −G′k −G′ℓ)

<
6
(N − 1)2
[
In 0
0 0
]
; j = 1, . . . , N − 2; k = j + 1, . . . , N − 1; ℓ = k + 1, . . . , N (2.20)
pour des syste`mes a` temps discret.
Notons encore que le re´sultat principal pre´sente´ dans [PABB00] peut eˆtre retrouve´ dans les conditions
du The´ore`me 2.1, simplement en posant Fj = F , Gj = G, j = 1, . . . , N et en utilisant la proprie´te´
d’homoge´ne´ite´ des LMIs. Dans le cas de la D-stabilite´ quadratique, seulement (2.10) a besoin d’eˆtre
ve´rifie´e car, dans ce cas, (2.11) et (2.12) sont toujours ve´rifie´es. Ce fait peut eˆtre ve´rifie´ en faisant la
somme de versions des Mj dans l’e´quation (2.10).
Les conditions du The´ore`me 2.1 peuvent aussi redonner une condition Schur-e´quivalente a` celles pre´-
sente´es dans [RP01a], formule´es pour les cas des syste`mes a` temps discret, R = RD. Pour cela, on impose
Fj = 0 et Gj = G
′
j = Pj , j = 1, . . . , N dans (2.18)-(2.20). Pour le cas a` temps continu, R = RC , le choix
Fj = F
′
j = Pj , j = 1, . . . , N dans (2.15)-(2.17) re´cupe`re dans les blocs (1, 1) des LMIs des re´sultats moins
conservatifs que ceux pre´sente´s dans [RP02], a` cause du plus grand degre´ en α utilise´ dans (2.14).
La diffe´rence principale entre les approches pre´sente´es dans [RP01a] et [RP02] est le degre´ en α avec
lequel le coˆte´ droit de (2.13) est e´crit. Dans [RP01a] une fonction de degre´ trois est utilise´e, ainsi que
dans les conditions du The´ore`me 2.1 (voir (2.14)), tandis que dans [RP02] une fonction de degre´ deux est
employe´e. Des expe´rimentations nume´riques ont de´montre´ que l’augmentation du degre´ de la fonction en
αj au coˆte´ droit de (2.14) me`ne a` des conditions chaque fois moins conservatives mais a` un couˆt de calcul
chaque fois plus cher. L’augmentation de l’ordre de cette fonction en αj peut eˆtre re´ussie, par exemple,
par la multiplication successive des deux coˆte´s de (2.14) par n’importe quelle puissance de
∑N
j=1 αj = 1.
L’obtention des conditions chaque fois moins conservatives avec cette technique posse`de des connexions
avec le The´ore`me de Po´lya (voyez [HLP52]), mais la recherche de ces conditions est laisse´e pour des
travaux futurs.
Un re´sultat similaire a` celui pre´sente´ dans le The´ore`me 2.1 peut eˆtre obtenu en utilisant les ide´es
pre´sente´es dans [RP02], c’est-a`-dire, en utilisant une expression de degre´ deux a` la place de degre´ trois du
coˆte´ droit de (2.13) et (2.14). Ces conditions posse`dent une complexite´ nume´rique plus petite mais sont
plus conservatives que celles-la` pre´sente´es dans le The´ore`me 2.1.
The´ore`me 2.2 S’il existe des matrices syme´triques de´finies positives Pj ∈ Rn×n et des matrices Fj ∈
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R
dn×dn et Gj ∈ Rdn×dn, j = 1, . . . , N , telles que (2.10) et
M˜jk ,

R11 ⊗ (Pj + Pk) + Fj(Id ⊗Ak) + (Id ⊗A′k)F ′j
+Fk(Id ⊗Aj) + (Id ⊗A′j)F ′k
R12 ⊗ (Pj + Pk) + (Id ⊗A′j)Gk
+(Id ⊗A′k)Gj − Fj − Fk
⋆
R22 ⊗ (Pj + Pk)
−Gj −G′j −Gk −G′k

<
2
N − 1
[
Id ⊗ In 0
0 0
]
j = 1, . . . , N − 1; k = j + 1, . . . , N ; (2.21)
sont ve´rifie´es, alors A est robustement D-stable et les conditions du Lemme 2.2 et du The´ore`me 2.1 sont
ve´rifie´es avec F (α), G(α) et la matrice de Lyapunov de´pendante de parame`tres P (α) donne´es en (2.9).
Preuve : Cette preuve est similaire a` celle du The´ore`me 2.1. Notons que, en considerant A(α) ∈ A et
avec les matrices F (α), G(α) et P (α) donne´es en (2.9), on a P (α) > 0 et R11 ⊗ P (α)+F (α)(Id ⊗A(α)) + (Id ⊗A(α)′)F (α)′) R12 ⊗ P (α) + (Id ⊗A(α)′)G(α)− F (α)
⋆ R22 ⊗ P (α)− (G(α) +G(α)′)
 =
N∑
j=1
α2j Mj +
N−1∑
j=1
N∑
k=j+1
αjαk M˜jk (2.22)
En imposant (2.10) et (2.21) et en considerant que αj ≥ 0, j = 1, . . . , N ,
∑N
j=1 αj = 1, alors l’e´quation
(2.22) implique R11 ⊗ P (α)+F (α)(Id ⊗A(α)) + (Id ⊗A(α)′)F (α)′) R12 ⊗ P (α) + (Id ⊗A(α)′)G(α)− F (α)
⋆ R22 ⊗ P (α)− (G(α) +G(α)′)
 <
−
(
N∑
j=1
α2j −
2
N − 1
N−1∑
j=1
N∑
k=j+1
αjαk
)[
Id ⊗ In 0
0 0
]
≤ 0 (2.23)
puisque l’expression dans les parenthe`ses est toujours plus grande ou e´gale a` ze´ro :
N−1∑
j=1
N∑
k=j+1
(αj − αk)2 = (N − 1)
N∑
j=1
α2j − 2
N−1∑
j=1
N∑
k=j+1
αjαk ≥ 0 (2.24)
Comme dans le cas du The´ore`me 2.1, les conditions du The´ore`me 2.2 contiennent le cas de D-stabilite´
robuste propose´ dans [PABB00] et les conditions propose´es dans [RP02]. D’autre part, il n’est pas possible
a` partir de ces conditions de retrouver celles propose´es dans [RP01a] a` cause de la diffe´rence de degre´
en αj du coˆte´ droit de (2.14) et (2.23). Pour cette raison, les conditions du The´ore`me 2.2 ne sont que
suffisantes pour la faisabilite´ des LMIs propose´es dans le The´ore`me 2.1.
Les conditions des The´ore`mes 2.1 et 2.2 contiennent la D-stabilite´ quadratique. Cette dernie`re peut
eˆtre obtenue en posant Fj = F , Gj = G et Pj = P = P
′ > 0, j = 1, . . . , N . Dans ce cas, seule la condition
(2.10) a besoin d’eˆtre ve´rifie´e (les autres peuvent eˆtre e´crites comme une somme de termes de celle-ci).
Ce re´sultat est pre´sente´ dans le corollaire suivant.
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Corollaire 2.1 Le polytope A est quadratiquement D-stable si et seulement si l’une des deux conditions
e´quivalentes suivantes est ve´rifie´e
i) Il existe une matrice syme´trique de´finie positive P ∈ Rn×n telle que[
R11 ⊗ P +R12 ⊗ PAj +R′12 ⊗A′jP L⊗A′jP
⋆ −Id ⊗ P
]
< 0; j = 1, . . . , N (2.25)
avec R22 = LL
′.
ii) Il existe une matrice syme´trique de´finie positive P ∈ Rn×n et des matrices G ∈ Rdn×dn et F ∈ Rdn×dn
telles que[
R11 ⊗ P + F (Id ⊗Aj) + (Id ⊗A′j)F ′ R12 ⊗ P + (Id ⊗A′j)G− F
⋆ R22 ⊗ P − (G+G′)
]
< 0; j = 1, . . . , N (2.26)
E´tant donne´ que les deux conditions du Corollaire 2.1 sont ne´cessaires et suffisantes pour l’analyse
de D-stabilite´ quadratique, il est inte´resant de souligner que la condition propose´e en i) posse`de une
complexite´ nume´rique plus petite que celle de la condition ii). En revanche, dans le cas de synthe`se de
controˆleurs (qui n’est pas pre´sente´ ici, voir [dOBG99] et [PABB00] pour les de´tails) la seconde condition
pre´sente des avantages sur la premie`re.
2.4 Analyse des conditions LMIs
2.4.1 Complexite´ nume´rique
Les conditions suffisantes pre´sente´es ici pour la D-stabilite´ robuste d’un polytope de matrices, c’est-a`-
dire les conditions propose´es dans les The´ore`mes 2.1 (SC1) et 2.2 (SC2) et dans le Corollaire 2.1 i) (SQ1)
et ii) (SQ2), s’expriment toutes par des tests de faisabilite´ d’un ensemble de LMIs. Des nos jours il y a
des algorithmes efficaces base´s sur des me´thodes de points inte´rieurs, de complexite´ polynomiale, pour la
re´solution de ces proble`mes. La complexite´ de proble`mes formule´s par des LMIs est associe´e au nombre
K de variables en e´chelle et aussi au nombre L de lignes du syste`me d’e´quations (LMIs). Le nombre
d’ope´rations en point flottant ou le temps ne´cessaire pour re´soudre un proble`me en utilisant des me´thodes
de points inte´rieurs du LMI Control Toolbox du Matlab [GNLC95], est proportionnel a` K3L. D’autres
programmes peuvent pre´senter une performance diffe´rente. Voir aussi [BEFB94] pour des commentaires
sur des me´thodes de re´solution de LMIs.
La Table 2.1 montre les valeurs de K et L pour chaque test pre´sente´ — SC1, SC2, SQ1 et SQ2 —
n e´tant le nombre d’e´tats du syste`me, N le nombre de sommets du polytope et d l’ordre de la re´gion
conside´re´e. Dans cette table, les complexite´s associe´es aux tests de stabilite´ propose´s dans [RP01a] (cas a`
temps discret, SR1), [RP02] (cas a` temps continu, SR2) et [PABB00] (SE) sont montre´es. Les expressions
pour K et L pour les cas a` temps continu et a` temps discret sont aussi pre´sente´es.
Les conditions SQ1 et SQ2 pre´sentent des complexite´s moins grandes que tous les autres crite`res,
ne´anmoins les re´sultats produits sont plus conservatifs. Une comparaison plus de´taille´e de la complexite´
des me´thodes SE, SR1 et SR2, toutes moins conservatives que SQ1 et SQ2 et base´es sur des fonctions de
Lyapunov de´pendantes de parame`tres, est de´peinte dans la Figure 2.1 pour le cas a` temps discret et dans
la Figure 2.2 pour le cas a` temps continu. Dans le cas a` temps discret, la complexite´ du crite`re SR1 est
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Crite`re K (n. de variables) L (n. de lignes)
S
C
1 Re´gion D
Nn
2
(
1 + (4d2 + 1)n
) Nn
3
(
d(N2 + 3N + 2) + 3
)
RC ou RD Nn
2
(5n+ 1)
Nn
3
(
N2 + 3N + 5
)
S
C
2 Re´gion D
Nn
2
(
1 + (4d2 + 1)n
)
Nn (1 + d(N + 1))
RC ou RD Nn
2
(5n+ 1) Nn (N + 2)
S
Q
1 Re´gion D
n
2
(n+ 1) 2dNn
RC ou RD n
2
(n+ 1) 2Nn
S
Q
2 Re´gion D
n
2
(
1 + (1 + 4d2)n
)
(2dN + 1)n
RC ou RD n
2
(5n+ 1)) (2N + 1)n
S
E
Re´gion D n
2
(
N + (N + 4d2)n
)
Nn (2d+ 1)
RC ou RD n
2
(N + (N + 4)n) 3Nn
S
R
1 RD Nn
2
(n+ 1)
Nn
6
(
N2 + 3N + 8
)
S
R
2 RC Nn
2
(n+ 1)
Nn
2
(N + 3)
Tab. 2.1 – Nombre de variables scalaires (K) et nombre de lignes LMI (L) en fonction du nombre d’e´tats
(n), sommets (N) et ordre de la re´gion (d), quand pertinent, pour les conditions propose´es dans les
The´ore`mes 2.1 (SC1) et 2.2 (SC2), dans le Corollaire 2.1 i) (SQ1) et ii) (SQ2), en [PABB00] (SE), en
[RP01a] (SR1) pour le cas a` temps discret et en [RP02] (SR2) pour le cas a` temps continu.
moins grande que celle du SE pour N ≤ 5 et plus grande pour N > 6, inde´pendament de n. Pour N = 8
et n ≥ 3 la complexite´ associe´e a` SR1 est a` peu pre`s deux fois plus grande que celle du crite`re SE (voir
Figure 2.1.(a)). Dans la Figure 2.1.(b) la complexite´ relative SR1/SE est montre´e par rapport au nombre
de sommets. On peut observer que l’influence de N3 dans le crite`re SR1 devient rapidement le facteur
pre´ponde´rant de ce quotient.
Comme dans le cas a` temps discret, la Figure 2.2.(a) de´crit la complexite´ relative SR2/SE en fonction
du nombre d’e´tats n pour plusieurs valeurs de N . On peut apercevoir que la complexite´ du crite`re SR
devient plus grande que celle du SE pour N > 11. Dans la Figure 2.2.(b) la complexite´ relative SR2/SE
est exprime´e par rapport au nombre de sommets. On peut aussi observer que l’influence de N2 dans le
crite`re SR2 devient le facteur pre´ponde´rant pour des valeurs grandes de N (N > 20), inde´pendant du
nombre d’e´tats n.
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Fig. 2.1 – Complexite´ nume´rique relative (a) SR1/SE en fonction du nombre d’e´tats n et (b) SR2/SE par
rapport au nombre de sommets N (cas a` temps discret).
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Fig. 2.2 – Complexite´ nume´rique relative (a) SR2/SE en fonction du nombre d’e´tats n et (b) SR2/SE par
rapport au nombre de sommets N (cas a` temps continu).
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Suˆrement, les crite`res SC1 et SC2 sont de plus grande complexite´, puisqu’ils posse`dent plus de va-
riables en e´chelle et plus de lignes de LMIs que tous les autres. Toutefois, ces crite`res continuent a` eˆtre
re´solus en temps polynomial par des algorithmes spe´cialise´s de points inte´rieurs. Le crite`re SC1 posse`de
une complexite´ plus grande que SC2, car ce dernier utilise une augmentation base´e sur une fonction de
degre´ deux en αj , alors que le premier utilise une augmentation de degre´ trois, e´quation (2.14). Une com-
paraison de complexite´ entre les crite`res SC1 et SC2 montre que le rapport de complexite´ (en assumant
la proportionnalite´ a` K3L) est donne´ par
K3L
(
SC1
SC2
)
=
N2 + 3N + 5
3(N + 2)
∼= 0.3265N + 0.5118 (2.27)
Cette e´valuation nous enseigne que l’augmentation dans le degre´ de la fonction en αj de deux a` trois
re´sulte dans un ajout relatif de complexite´ nume´rique qui varie de fac¸on line´aire avec le nombre de sommets
du polytope, N , et ne de´pend pas du nombre d’e´tats, n. Utilisant (2.27) on aperc¸oit que la complexite´
nume´rique de SC1 double par rapport a` celle de SC2 quand le nombre de sommets N passe de 4 a` 5.
2.4.2 Le temps de calcul
Quelques expe´rimentations nume´riques ont e´te´ re´alise´es afin de donner une estimation du temps de
calcul ne´cessaire pour que chacune des conditions LMI conside´re´es obtienne une solution faisable. Les
conditions des The´ore`mes 2.1 et 2.2 ont e´te´ conside´re´es dans des versions particulie`res, c’est-a`-dire, avec
Mj , Mjk et Mjkℓ donne´es par (2.15)-(2.17) pour le cas a` temps continu et par (2.18)-(2.20) pour le cas a`
temps discret.
Comme attendu, la complexite´ nume´rique associe´e a` la condition LMI la moins conservative, du
The´ore`me 2.1, est la plus grande de toutes les conditions, cependant elle n’est pas prohibitive. Le temps
moyen pour chaque test avec n = 2 et N = 2 reste au-dessous de 20 ms pour tous les me´thodes (dans
les deux cas : a` temps continu et a` temps discret). Pour les syste`mes avec n = 5 et N = 5 les temps de
calcul trouve´s pour le cas a` temps continu ont e´te´ de 40 ms (SQ1), 70 ms (SE), 24 ms (SR2), 101 s (SC1)
et 37 s (SC2) (pour des syste`mes a` temps discret, 40 ms, 75 ms, 1.9 s 101 s et 37 s, respectivement). Les
tests ont e´te´ faits avec un ordinateur muni d’un processeur AMD K7 Athlon 1.4 GHz, avec 256 Mbytes de
RAM, en utilisant Matlab et le LMI Control Toolbox [GNLC95]. On peut voir aussi [dOOL+02b] pour une
comparaison nume´rique par rapport aux crite`res SQ1, SE, SR1 et SR2 et [LP03a] pour d’autre comparaison
y compris avec les crite`res SC1 et SC2.
2.5 Conclusion
Des conditions formule´es en termes de tests de faisabilite´ d’un ensemble de LMIs de´finies par les
sommets du polytope d’incertitude ont e´te´ propose´es pour l’e´tude de la D-stabilite´ robuste de syste`mes
line´aires incertains dans des domaines polytopiques. Meˆme si ces conditions pre´sentent une complexite´
nume´rique plus grande que d’autres base´es sur des fonctions de Lyapunov line´aires de´pendants de para-
me`tres, l’ame´lioration dans le nombre de polytopes stables identifie´s est significative (voir [LP03a]). En
particulier la condition du The´ore`me 2.1 donne une e´valuation positive par rapport aux autres conditions.
Meˆme avec un nombre plus e´leve´ de variables en e´chelle et de lignes dans les LMIs, les conditions du
The´ore`me 2.1 peuvent eˆtre calcule´es en temps polynomial avec des algorithmes de points inte´rieurs. A`
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partir des re´sultats pre´sente´s, plusieurs extensions et ge´ne´ralisations peuvent eˆtre pre´ssenties, comme par
exemple, les proble`mes de couˆts garantis H2 [dOL+04a] et H∞ [dOL+04b].
Chapitre 3
D-stabilite´ robuste de matrices
polynomiales
Des conditions suffisantes pour la D-stabilite´ robuste d’un polytope de matrices polynomiales, c’est-a`-dire,
des tests qui assurent l’appartenance de tous les ze´ros d’un polynoˆme matriciel incertain a` une re´gion D du
plan complexe, sont propose´es dans ce chapitre. Ces tests de stabilite´ robuste sont formule´s en termes de
LMIs de´finies aux sommets du polytope d’incertitude. Si ces tests sont faisables, alors ils fournissent une
fonction de Lyapunov de´pendante de parame`tres qui assure la stabilite´ de tous les polynoˆmes matriciels
dans le domaine d’incertitude conside´re´. On analyse les cas de stabilite´ a` temps continu (demi-plan
gauche) et a` temps discret (dans le disque unitaire). Ces conditions ge´ne´ralisent et contiennent d’autres
conditions de la litte´rature. Elles fournissent e´galement une me´thode nume´rique efficace pour l’analyse
de D-stabilite´ robuste de polynoˆmes matriciels. Les re´sultats pre´sente´s dans ce chapitre peuvent eˆtre
partiellement trouve´s dans [LOdP04] et [dOLP04].
3.1 Introduction
Des tests de stabilite´ de polynoˆmes ont joue´ un roˆle d’importance dans la litte´rature spe´cialise´e ces
dernie`res anne´es, comme par exemple le re´sultat de Kharitonov [Kha78] pour des polynoˆmes aux coeffi-
cients de´finis par des intervalles, ou le the´ore`me dit “the´ore`me des bornes” [BHL88] pour les polytopes
de polynoˆmes. Il faut voir [Bar94] et [BCK95] pour plus de de´tails sur la stabilite´ robuste de polynoˆmes.
Cependant, l’extension de ces re´sultats pour traiter des polytopes de matrices polynomiales ne semble pas
imme´diate et des tests conclusifs sur la stabilite´ de familles de polynoˆmes dont les coefficients sont des fonc-
tions multiline´aires des parame`tres d’incertitude sont des proble`mes connus comme NP-difficiles [BT00].
Dans [HAPSˇ01], des conditions formule´es en termes de LMIs re´cemment publie´es dans la litte´rature
pour tester la stabilite´ d’un polytope de matrices [GdOH98], [dOBG99], [PABB00] ont e´te´ e´tendues au
cas de polytope de matrices polynomiales. Toutefois, plus re´cemment de nouvelles conditions LMIs, moins
conservatives que les dernie`res, ont e´te´ publie´es pour l’analyse de stabilite´ de syste`mes line´aires a` temps
discret [RP01a] et a` temps continu [RP01b], [RP02].
Dans ce chapitre, des conditions suffisantes pour la D-stabilite´ robuste de polytopes de matrices
polynomiales sont formule´es en termes de LMIs, qui sont obtenues a` partir de l’extension des re´sultats
de [LP03a] (aussi discute´s dans le Chapitre 2). Ces conditions aboutissent a` des re´sultats moins conservatifs
que ceux obtenus par les me´thodes base´es sur la stabilite´ quadratique et aussi moins conservatifs que les
re´sultats de [HAPSˇ01], surtout quand la complexite´ (c’est-a`-dire, l’ordre et le nombre de sommets) des
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polytopes de matrices polynomiales est augmente´e. La D-stabilite´ robuste du polytope est assure´e par un
test simple de faisabilite´ sur l’ensemble de LMIs, qui sont de´finies aux sommets du domaine d’incertitude,
et peuvent eˆtre re´solues de fac¸on efficace a` l’aide des algorithmes de complexite´ polynomiale [GNLC95].
3.2 Pre´liminaires
Conside´rons une matrice polynomiale carre´e A(s) de dimension n et degre´ g avec coefficients Ai ∈
R
n×n, i = 0, 1, . . . , g, de´finie comme
A(s) = A0 +A1s+ · · ·+Agsg (3.1)
ou` s ∈ C. De´finissons la matrice constante A ∈ Rn×(g+1)n, associe´e a` A(s) comme
A =
[
A0 A1 · · · Ag−1 Ag ] ; Ag = In (3.2)
dont l’espace nul a` droite NA ∈ R(g+1)n×gn, c’est-a`-dire ANA = 0, peut eˆtre donne´ par
NA =
[
Ig ⊗ In
−A0 −A1 · · · −Ag−1
]
(3.3)
Un ze´ro de A(s) est de´fini comme [Kai80] la valeur complexe ζ pour laquelle on a une perte du rang
de la matrice A(s), c’est-a`-dire, rang{A(ζ)} < rang{A(s)}, et il peut eˆtre de´termine´ par le calcul du
de´terminant de A(s). Notons aussi que, pour une sous-re´gion D du plan complexe, le proble`me d’analyse
de D-stabilite´ de A(s) se re´sume a` de´terminer des conditions qui assurent que tous les ze´ros de A(s)
appartiennent a` D. L’objectif de ce chapitre est de chercher des conditions qui puissent assurer la D-
stabilite´ robuste de matrices polynomiales incertaines, A(s, α). En d’autres termes, on veut de´terminer
des conditions qui ve´rifient si tous les ze´ros de A(s, α) appartiennent a` une re´gion bien de´termine´e D du
plan complexe pour tous les α admissibles. Pour cela, on conside`re la description de la re´gion convexe D
donne´e en (2.3), en ne prenant que des re´gions d’ordre d = 1, c’est-a`-dire, pour R11 = r11, R12 = r12 et
R22 = r22 scalaires. Ainsi, on conside`re dans ce chapitre la portion du plan complexe de´termine´e par
D =
{
z ∈ C : [ 1 z ]R [ 1 z ]∗ < 0} (3.4)
ou`
R =
[
r11 r12
r12 r22
]
; r22 ≥ 0 (3.5)
Comme dans le Chapitre 2, le demi-plan gauche et le disque unitaire a` l’origine du plan complexe
forment des re´gions d’inte´reˆt particulier, pour lesquelles on a, respectivement, R = RC et R = RD donne´s
dans (2.5). Pour des de´tails par rapport aux autres fac¸ons de de´finition de re´gions du plan complexe,
voir [CG96], [HAPSˇ01], [HBSˇ01], [PABB00]. On suppose, sans perte de ge´ne´ralite´ et aussi par simplicite´,
qu’il n’y a pas de matrices polynomiales incertaines avec des ze´ros a` l’infini, et aussi que le terme de degre´
g est une matrice du type identite´ de dimension n, Ag ≡ In [HBSˇ01].
Similairement au cas pre´cise´ment connu, de´finissons pour la j-e`me matrice polynomiale
Aj(s) = A
0
j +A
1
js+ · · ·+ Insg (3.6)
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de dimension n et degre´ g la j-e`me matrice constante Aj ∈ Rn×(g+1)n donne´e par
Aj =
[
A0j A
1
j · · · Agj
]
; Agj = In (3.7)
Ainsi, e´tant donne´es N matrices polynomiales de dimension n et degre´ g, aux coefficients re´els repre´sente´es
par Aj , j = 1, . . . , N , on de´finit le polytope A qui contient les matrices
A(s, α) = α1A1(s) + · · ·+ αNAN (s); αj ≥ 0 ,
N∑
j=1
αj = 1
comme
A ,
A(α) ∈ Rn×gn : A(α) =
N∑
j=1
αjAj ; αj ≥ 0 ,
N∑
j=1
αj = 1
 (3.8)
En de´notant par NAj ∈ R(g+1)n×gn une base de l’espace nul a` droite de la matrice Aj , c’est-a`-dire,
AjNAj = 0, et en reprenant que par hypothe`se Ag = In, on a
NAj =
[
Ig ⊗ In
−A0j −A1j · · · −Ag−1j
]
; j = 1, . . . , N (3.9)
Notons que, en utilisant cette structure pour la matrice NAj , NA(α) est une base pour l’espace nul a`
droite de A(α) qui s’e´crit comme
NA(α) =
N∑
j=1
αjNAj ; αj ≥ 0 ,
N∑
j=1
αj = 1 (3.10)
Comme dans [HAPSˇ01], on de´finit la matrice de projection T ∈ R2gn×(g+1)n
T =
[
Ig ⊗ In 0gn×n
0gn×n Ig ⊗ In
]
(3.11)
Dans ce qui suit, des de´finitions et des conditions essentielles trouve´es dans la litte´rature et qui sont
utilise´es apre`s pour l’obtention du re´sultat principal sont pre´sente´es.
De´finition 3.1 La matrice polynomiale A(s) donne´e en (3.1) est D-stable si tous ces ze´ros appartienent
a` la re´gion D du plan complexe de´crite par (3.4)-(3.5).
Une condition pour la ve´rification deD-stabilite´ d’un polynoˆme matriciel pre´cise´ment connu est donne´e
dans le lemme suivant.
Lemme 3.1 La matrice polynomiale A(s) est D-stable si et seulement s’il existe une matrice de´finie
positive P = P ′ ∈ Rgn×gn telle que
N ′
A
T ′(R⊗ P )T NA < 0 (3.12)
Pour le cas incertain, conside´rez la de´finition suivante de D-stabilite´ robuste.
De´finition 3.2 Le polytope de matrices polynomiales A est robustement D-stable si tous les ze´ros de
A(α) ∈ A appartiennent a` la re´gion D de´crite par (3.4)-(3.5).
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Des conditions ne´cessaires et suffisantes pour la D-stabilite´ robuste de A(α) ∈ A sont donne´es dans le
lemme suivant.
Lemme 3.2 Les affirmations suivantes sont e´quivalentes :
a) Le polytope de matrices polynomiales A est robustement D-stable.
b) Il existe une matrice de´finie positive et de´pendante de parame`tres P (α) = P (α)′ ∈ Rgn×gn telle que
N ′
A(α)T ′(R⊗ P (α))T NA(α) < 0 (3.13)
c) Il existe une matrice de´finie positive et de´pendante de parame`tres P (α) = P (α)′ ∈ Rgn×gn et une
matrice de´pendante de parame`tres Q(α) ∈ R2gn×n telles que
M(α) , T ′(R⊗ P (α))T + A(α)′Q(α)′T + T ′Q(α)A(α) < 0 (3.14)
Notons que la D-stabilite´ de A(α) dans le polytope A peut eˆtre ve´rifie´e par l’existence de P (α) = P (α)′
dans l’e´quation (3.13) ou (3.14). Dans cette dernie`re e´quation, une variable matricielle additionnelle, Q(α),
est jointe. Cependant, un nombre infini de points α (dans le cas ou` α est continu dans ce domaine) aurait
besoin d’eˆtre ve´rifie´ pour assurer la stabilite´ de tout le polytope A.
Une simplification largement employe´e dans la litte´rature consiste a` utiliser une meˆme matrice P = P ′,
fixe et inde´pendante du parame`tre, pour assurer la D-stabilite´ de tout le polytope A. Dans ce cas on a la
D-stabilite´ quadratique de A.
Lemme 3.3 Le polytope de matrices polynomiales A est quadratiquement D-stable s’il existe une matrice
de´finie positive inde´pendante du parame`tre, P = P ∈ Rgn×gn, telle que
N ′
Aj
T ′(R⊗ P )T NAj < 0; j = 1, . . . , N (3.15)
Dans la suite, on donne des conditions suffisantes pour la D-stabilite´ robuste du polytope A, exprime´es
comme un ensemble fini de LMIs de´crites aux sommets de A.
3.3 Conditions pour la D-stabilite´ du polytope A
Dans le the´ore`me suivant sont fournies des conditions suffisantes pour la D-stabilite´ robuste de A par
rapport a` la re´gion ge´ne´rale du plan complexe donne´e par la matrice R, a` partir d’un nombre fini de
LMIs.
The´ore`me 3.1 Le polytope de matrices polynomiales A est robustement D-stable s’il existe des matrices
de´finies positives Pj = P
′
j ∈ Rgn×gn et des matrices Qj ∈ R2gn×n, j = 1, . . . , N , qui re´solvent le proble`me
de faisabilite´ pour les LMIs suivantes
Mj , T ′(R⊗ Pj)T + A′jQ′jT + T ′QjAj < −(Ig+1 ⊗ In); j = 1, . . . , N (3.16)
Mjk , T ′[R⊗(2Pj+Pk)]T +(A′jQ′j+A′jQ′k+A′kQ′j)T +T ′(QjAj+QkAj+QjAk) <
1
(N − 1)2 (Ig+1⊗In);
j = 1, . . . , N, k 6= j, k = 1, . . . , N (3.17)
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Mjkℓ , 2T ′ [R⊗ (Pj + Pk + Pℓ)] T + (A′jQ′ℓ + A′ℓQ′j + A′kQ′ℓ + A′ℓQ′k + A′jQ′k + A′kQ′j)T
+ T ′ (QjAℓ +QℓAj +QkAℓ +QℓAk +QkAj +QjAk) < 6
(N − 1)2 (Ig+1 ⊗ In);
j = 1, . . . , N − 2, k = j + 1, . . . , N − 1, ℓ = k + 1, . . . , N (3.18)
ou` NAj et T sont donne´es dans (3.9) et (3.11), respectivement. Dans le cas positif, la matrice de´finie
positive P (α) donne´e par
P (α) =
N∑
j=1
αjPj > 0, αj ≥ 0,
N∑
j=1
αj = 1 (3.19)
et la matrice
Q(α) =
N∑
j=1
αjQj > 0, αj ≥ 0,
N∑
j=1
αj = 1 (3.20)
satisfont les conditions du Lemme 3.2.
D’abord notons que l’imposition de (Ig+1 ⊗ In) dans le coˆte´ droit de (3.16)-(3.18) peut eˆtre faite sans
perte de ge´ne´ralite´, puisque ces e´quations sont homoge`nes en Pj et la D-stabilite´ des sommets est une
condition ne´cessaire pour la D-stabilite´ du domaine A.
Observons aussi que pour une matrice polynomiale pre´cise´ment connue (N = 1), on n’a besoin de
ve´rifier que la condition (3.16), avec P1 et Q1. La condition (3.18) n’a besoin d’eˆtre conside´re´e que pour
N ≥ 3.
Il est possible de retrouver les conditions de D-stabilite´ quadratique du Lemme 3.3 a` partir du The´o-
re`me 3.1, en imposant Qj = Q et Pj = P = P
′, j = 1, . . . , N dans les conditions (3.16)-(3.18). De plus,
la condition de D-stabilite´ robuste propose´e dans [HAPSˇ01] peut eˆtre reprise a` partir des conditions du
The´ore`me 3.1 (e´quation (3.16)), tout simplement en faisant Qj = Q, j = 1, . . . , N et en utilisant la
proprie´te´ d’homoge´ne´ite´ des LMIs. Dans ce cas, les conditions (3.17)-(3.18) sont toujours ve´rifie´es.
Les conditions des The´ore`mes 1 (cas a` temps continu) et 2 (cas a` temps discret) de [dOP02] peuvent
eˆtre reprises a` partir du The´ore`me 3.1. Pour cela, il sufit de conside´rer les re´gions RC (demi-plan complexe
gauche de R2) et RD (disque unitaire a` la origine du plan complexe) de´finies en (2.5). Pour retrouver les
conditions du The´ore`me 1 de [dOP02] il sufit d’imposer RC dans les e´quations du The´ore`me 3.1, choisir
Qj = Q, j = 1, . . . , N dans (3.16)-(3.17), multiplier (3.16) par N ′Aj a` gauche et par son conjugue´ transpose´
a` droite, et multiplier (3.17) par N ′2Aj+Ak a` gauche et par son conjugue´ transpose´ a` droite. De cette fac¸on,
l’ine´galite´ (3.18) est toujours ve´rifie´e.
Similairement, la condition de stabilite´ pour les syste`mes a` temps discret et matrices polynomiales
incertaines propose´e dans le The´ore`me 2 de [dOP02] peut eˆtre retrouve´e a` partir des conditions du
The´ore`me 3.1. Pour cela, il suffi de poser Qj = Q, j = 1, . . . , N dans (3.16)-(3.18) et de multiplier ces
e´quations a` droite et a` gauche par des combinaisons ade´quates de N ′
Aj
et NAj , respectivement.
Donc, le The´ore`me 3.1 contient les re´sultats de [HAPSˇ01] (qui utilisent une matrice de´pendante de
parame`tres Q(α) au lieu d’utiliser une matrice fixe, Q) et de [dOP02] (quand on conside`re Q(α) et
ge´ne´ralise la re´gion du plan complexe qui va eˆtre teste´e).
Dans ce chapitre sont e´tudie´s des re´gions de D-stabilite´ largement employe´es dans le cadre de syste`mes
a` temps continu et a` temps discret : le demi-plan et le disque unitaire centre´ sur l’origine du plan complexe.
D’autres re´gions de premier ordre sont aussi de grand inte´reˆt et peuvent, bien suˆr, eˆtre investigue´es. Par
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exemple, la D-stabilite´ robuste de polytope de matrices polynomiales par rapport a` l’inte´rieur du disque
de rayon r centre´ sur (−σ, 0) — c’est-a`-dire, qu’il est de´place´ en σ − r a` gauche de l’ axe imaginaire —
illustre´ dans la Figure 3.1. Cette portion du plan complexe — utilise´e dans [HB92], [LMP04], [LMPJ02],
[LP02], [LP05] — pourrait eˆtre conside´re´e avec les conditions du The´ore`me 3.1, en remplac¸ant R par
R˜D =
[
2σ2 − r2 −σ
−σ 1
]
r
−σ
σ − r
Imag
Real
Fig. 3.1 – Re´gion du plan complexe de´crite par R˜D.
Notons que, si les poˆles d’un syste`me a` temps continu sont confine´s dans la re´gion pre´sente´e dans la
Figure 3.1, on garantit que toute la dynamique du syste`me peut eˆtre limite´e par des exponentielles avec
coefficients dans l’intervalle −σ ± r et des fre´quences (partie imaginaire des poˆles) plus petites ou e´gales
a` r. En particulier, pour les syste`mes du second ordre, cette re´gion du plan complexe garantit un facteur
d’amortissement (dans le pire cas) donne´ par le cos(·) d’angle de´termine´ par la droite tangente au disque
et qui passe par l’origine, et de fre´quence naturelle amortie limite´e par le rayon du disque.
Comme observe´ dans le Chapitre 2 relativement aux conditions LMI du The´ore`me 2.1, le The´ore`me 3.1
a e´te´ obtenu en utilisant une expression en αj de degre´ trois. Un re´sultat similaire, cependant plus
conservatif, peut eˆtre obtenu en utilisant une expression en αj de degre´ deux, comme cela est pre´sente´
dans le The´ore`me suivant.
The´ore`me 3.2 Le polytope de matrices polynomiales A est robustement D-stable s’il existe des matrices
positives de´finies Pj ∈ Rgn×gn et des matrices Qj ∈ R2gn×n, j = 1, . . . , N , solutions de (3.16) et
M˜jk , T ′[R⊗ (Pj + Pk)]T + (A′jQ′k + A′kQ′j)T + T ′(QkAj +QjAk) <
2
N − 1(Ig+1 ⊗ In);
j = 1, . . . , N − 1, k = j + 1, . . . , N (3.21)
ou` NAj et T sont donne´es respectivement en (3.9) et (3.11). P (α) et Q(α), sont alors donne´es respecti-
vement par (3.19) et (3.20), et satisfont les conditions du Lemme 3.2.
Les conditions du The´ore`me 3.2 contiennent les conditions LMI du Lemme 3.3, les conditions propo-
se´es dans [HAPSˇ01] et le The´ore`me 1 de [dOP02]. Cependant, le The´ore`me 2 propose´ dans [dOP02] (cas
a` temps discret) n’est pas contenu dans le The´ore`me 3.2 a` cause de la diffe´rence de degre´ en αj . Toutefois,
les conditions du The´ore`me 3.2 ne sont que suffisantes par rapport a` celles du The´ore`me 3.1.
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3.3.1 Polynoˆmes matriciels de premier ordre
Un cas d’inte´reˆt particulier pour l’analyse de D-stabilite´ robuste est quand le degre´ du polynoˆme
matriciel est g = 1. Dans ce cas, l’e´tude de D-stabilite´ robuste du polynoˆme matriciel est e´quivalente
a` l’e´tude de la D-stabilite´ de syste`mes dynamique line´aires du type δ[x(t)] = A(α)x(t). Conside´rez le
polynoˆme matriciel de premier ordre donne´ par
A(s, α) = −A(α) + sIn (3.22)
Dans ce cas, les conditions propose´es dans ce chapitre permetent de retrouver celles propose´es dans le
Chapitre 2, pour les re´gions de premier ordre (d = 1).
De cette fac¸on, pour le polynoˆme matriciel a` degre´ g = 1 donne´ par (3.22) avec A(α) ∈ A, voir (2.2),
les re´gions de stabilite´ concernant le cas a` temps continu et a` temps discret de´crites par les matrices
RC et RD, donne´es dans (2.5), peuvent eˆtre retrouve´es. En utilisant la formulation employe´e dans le
The´ore`me 3.1 avec g = 1 et en supposant
T =
[
In 0n
0n In
]
; Aj =
[ −Aj In ] ; Qj = [ −Fj−Gj
]
; j = 1, . . . , N
on obtient que les conditions (3.16)-(3.18) peuvent eˆtre ree´crites comme dans (2.15)-(2.17) pour R = RC
et comme dans (2.18)-(2.20) pour R = RD, en changeant, dans les deux cas, les matrices du cote´ droit
des ine´galite´s par In, sans affecter le re´sultat final graˆce a` de la proprie´te´ d’homoge´ne´ite´.
3.3.2 Complexite´ nume´rique
En termes de complexite´, des me´thodes de re´solution base´es sur des points inte´rieurs ont besoin d’un
nombre d’ope´rations en point flottant de l’ordre de K3L, ou` K est le nombre de variables scalaires du
proble`me d’optimisation et L est le nombre de lignes des LMIs [BEFB94], [GNLC95].
Le Tableau 3.1 montre les valeurs de K et L pour les The´ore`mes 3.1 (TE1) et 3.2 (TE2), Lemme 3.3
(DQ), The´ore`me 1 propose´ en [HAPSˇ01] (T1HAPS) et pour les The´ore`mes 1 (T1dOOP) et 2 (T2dOOP)
propose´s en [dOP02]. Dans ce tableau, n est le nombre d’e´tats du polynoˆme matriciel, N est le nombre de
sommets du polytope A et g le degre´ du polynoˆme. Comme cela est pertinent, les expressions pour K et L
sont spe´cialise´es pour le demi-plan gauche ou` pour le disque unitaire centre´ sur l’origine (respectivement
pour les cas a` temps continu et a` temps discret) sont aussi montre´e.
Bien que le nombre de variables scalaires englobe´ dans T1dOOP soit plus petit que dans T1HAPS, le
nombre de LMIs augmente avec N2 et ce facteur devient dominant pour N grand, (N > 20). Notons que,
dans le cas a` temps discret, la complexite´ est augmente´e par rapport au re´sultat de T1dOOP, puisque,
bien que le nombre de variables scalaires soit le meˆme, le nombre de LMIs a augmente´. Finalement, dans
le cas de matrices polynomiales de la forme Aj(s) = −(Aj − sIn), les conditions du The´ore`me 3.1 se
re´duisent au re´sultat de la stabilite´ robuste de syste`mes a` temps discret, trouve´ dans [RP01a], en suivant
un de´veloppement identique a` celui pris pour le cas a` temps continu (voir les commentaires apre`s le
The´ore`me 3.1).
L’utilisation de matrices P (α) de´pendantes de parame`tres donne´es par (3.19) a permis l’obtention
de conditions suffisantes pour la stabilite´ robuste du polytope de matrices polynomiales A. Le nombre
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Crite´re K (n. de variables) L (n. de lignes)
T
E
1 Re´gionD
Nng
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((4 + g)n+ 1)
Nn
6
(
N2 + 3N + 2 + g(N2 + 3N + 8)
)
RC ou RD Nn
2
(5n+ 1)
Nn
3
(
N2 + 3N + 5
)
T
E
2 Re´gion D
Nng
2
((4 + g)n+ 1)
Nn
2
(g(N + 3) +N + 1)
RC ou RD Nn
2
(5n+ 1) Nn (N + 2)
D
Q
Re´gion D gn
2
(gn+ 1) gn (N + 1)
RC ou RD n
2
(n+ 1) n (N + 1)
T
1
H
A
P
S Re´gion D n
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(
1 + (1 + 4d2)n
)
(2dN + 1)n
RC ou RD n
2
(5n+ 1)) (2N + 1)n
T
2
d
O
O
P
RD Nn
2
(n+ 1)
Nn
6
(
N2 + 3N + 8
)
T
1
d
O
O
P
RC Nn
2
(n+ 1)
Nn
2
(N + 3)
Tab. 3.1 – Le nombre de variables scalaires (K) et le nombre de lignes LMI (L) en fonction du nombre
d’e´tats (n), sommets (N) et degre´ du polynoˆme matriciel (g), pour les conditions propose´es dans les
The´ore`mes 3.1 (TE1) et 3.2 (TE2), dans le Lemme 3.3 (DQ), dans le The´ore`me 1 de [HAPSˇ01] (T1HAPS)
et dans les The´ore`mes 1 (T1dOOP) (demi-plan gauche du plan complexe) et 2 (T2dOOP) (disque unitaire
centre´ sur l’origine du plan complexe) propose´s dans [dOP02].
de LMIs du The´ore`me 3.1 est le meˆme que pour T2dOOP, mais pour le premier le nombre de variables
scalaires est plus grand que pour le dernier.
Des tests ont e´te´ re´alise´s avec un ordinateur muni d’un processeur Pentium IV 2.6 GHz avec 512 Mbytes
de me´moire RAM en utilisant le logiciel Matlab et sa boˆıte a` outil LMI Control Toolbox [GNLC95]. Le
temps moyen en processeur utilise´ par les conditions du The´ore`me 3.1 reste, typiquement, entre 1s (pour
les cas a` n = 2, N = 2 et g = 2) et 3000s (pour les cas a` n = 4, N = 5 et g = 4) pour les syste`mes a`
temps discret aussi bien que pour les syste`mes a` temps continu.
Remarque 3.1 Les conditions formule´es dans ce chapitre supposent que le polytope A est de´fini par
des matrices re´elles. Cependant, si les matrices en A sont complexes, c’est-a`-dire Aj ∈ Cn×(g+1)n, alors les
conditions propose´es ici peuvent eˆtre utilise´es a` condition que la recherche de matrices P (α) et Q(α) soit
aussi faite dans le domaine des nombres complexes. Dans ce cas, on a Pj = P
∗
j ∈ Cgn×gn, j = 1, . . . , N ,
matrices hermitiennes de´finies positives, Qj ∈ C2gn×n, j = 1, . . . , N et la re´gion R appartient au plan
complexe.
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3.4 Conclusion
Dans ce chapitre, des conditions suffisantes pour l’analyse de D-stabilite´ de polytope de matrices
polynomiales moins conservatives que celles existantes dans la litte´rature sont e´tudie´es. Ces conditions, de
dimension finie en α, sont suffisantes pour la ve´rification d’une condition plus ge´ne´rale mais de dimension
infinie en α. La D-stabilite´ robuste du polytope est ve´rifie´e par un test de faisabilite´ de LMIs qui ne sont
de´crites qu’aux sommets du polytope. Ce type de test peut eˆtre fait avec des me´thodes nume´riques a`
complexite´ polynomiale. Le cas de D-stabilite´ robuste pre´sente´ au Chapitre 2 a e´te´ repris a` partir des
conditions du The´ore`me 3.1 comme un cas particulier, c’est-a`-dire pour le cas des polynoˆmes matriciels
incertains de premier ordre.
Deuxie`me partie
Des syste`mes a` retard sur les e´tats
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La stabilite´ robuste des syste`mes a` temps continu ou discret et a` retard dans les e´tats
est l’objet d’e´tude de cette seconde partie du travail. Dans les deux cas sont utili-
se´es des fonctions de Lyapunov-Krasovskii de´pendantes de parame`tres, ce qui me`ne
a` des re´sultats moins conservatifs par rapport a` ceux trouve´s normalement dans la
litte´rature (ge´ne´ralement base´s sur la stabilite´ quadratique, c’est-a`-dire, des matrices
de Lyapunov-Krasovskii inde´pendantes du parame`tre de l’incertitude). Dans le Cha-
pitre 4 on e´tudie les syste`mes line´aires incertains neutres, pour lesquels des conditions
LMI pour l’analyse de stabilite´ robuste sont donne´es. On admet des incertitudes dans
toutes les matrices du syste`me neutre et, de plus, on admet que les retards, variables
dans le temps, sont diffe´rents dans l’e´tat et dans sa de´rive´e temporelle. Les conditions
obtenues sont du type “inde´pendant du retard”. La stabilite´ robuste des syste`mes in-
certains a` temps discret et a` retard dans les e´tats est e´tudie´e dans le Chapitre 5.
Graˆce aux proprie´te´s de la formulation obtenue, de´ja` connues et exploite´es dans la
litte´rature dans le contexte des syste`mes discrets sans retard, de nouvelles conditions
pour la stabilisation robuste sont aussi pre´sente´es. Des extensions pour le proble`me
du couˆt garanti H∞ aussi bien que pour la synthe`se des controˆleurs a` la performance
garantie H∞ sont pre´sente´es sous la forme des proble`mes convexes. Les conditions
e´tudie´es sont, comme au Chapitre 4, du type “inde´pendant du retard”.
Chapitre 4
Stabilite´ robuste de syste`mes neutres
avec retards variants dans le temps
On donne des conditions suffisantes sous la forme de LMIs pour l’analyse de stabilite´
de syste`mes incertains du type neutre, ou` le vecteur d’e´tat posse`de des retards va-
riants dans le temps. Toutes les matrices du syste`me sont suppose´es invariantes dans
le temps, incertaines, ne´anmoins appartenant a` un polytope dont les sommets sont
connus. La stabilite´ robuste du syste`me incertain neutre est assure´e en utilisant une
fonctionnelle de Lyapunov-Krasovskii de´pendant de parame`tres. On montre com-
ment des conditions pour la stabilite´ robuste de syste`mes incertains a` temps continu
avec et sans retard dans les e´tats peuvent eˆtre retrouve´es a` partir des conditions
propose´es dans ce chapitre.
4.1 Introduction
Le principal but de ce chapitre est d’obtenir des conditions convexes de type LMI pour l’e´tude de la
stabilite´ robuste de syste`mes incertains du type neutre, c’est-a`-dire pour la classe des syste`mes dont la
dynamique de´pend de la de´rive´e des e´tats passe´s. Cette classe de syste`mes est de´crite par des e´quations
diffe´rentielles hyperboliques [Hal77] dont la formalisation contient les e´quations diffe´rentielles ordinaires
normalement utilise´es dans le contexte de la the´orie du controˆle. Des lignes de transmission [BGR99],
des mode`les de circuits e´quivalents aux e´le´ments partiels (PEEC, de l’anglais Partial Element Equivalent
Circuit) [CRZ00], [YH04], utilise´s dans la mode´lisation de syste`mes e´lectroniques complexes, des circuits
ope´rant en haute fre´quence, des proble`mes de propagation de flux e´lectromagne´tiques tridimensionneles en
circuits, et des processus dynamiques tels que des tubulaires a` vapeur ou a` fluide, sont autant d’exemples
de syste`mes physiques qui peuvent eˆtre mode´lise´s par des e´quations diffe´rentielles hyperboliques avec des
conditions initiales ade´quates et de´rive´es comme des conditions de contour. Dans [Hal77], [Nic01], [CRZ00],
et [BGR99] on peut trouver des de´tails sur ces syste`mes neutres.
Parmi plusieurs travaux traitant de cette classe de syste`mes, on peut citer [Nic01], ou` sont formule´es
autant des conditions de´pendantes du retard que des conditions inde´pendantes du retard pour des syste`mes
connus et invariants dans le temps. Dans [BRT03], on donne aussi des conditions de´pendantes du retard
pour ce meˆme type de syste`me (connu et invariant dans le temps). Dans [Ver99], a` travers de conditions
inde´pendantes du retard, formule´es en termes d’e´quations alge´briques de Ricatti, on s’occupe de syste`mes
variant dans le temps avec et sans retard. Dans [XLYV03], on conside`re des incertitudes du type borne´e
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en norme pour les syste`mes invariants dans le temps et a` retard fixe. Dans [Bli02], sont propose´es des
conditions suffisantes inde´pendantes du retard, qui tendent a` eˆtre ne´cessaires a` mesure que la complexite´
des ine´galite´s matricielles augmente. Dans le syste`me neutre
x˙(t)− Ex˙(t− τ) = A(α)x(t) +Ah(α)x(t− h)
e´tudie´ dans [Bli02], on suppose que la matrice E est pre´cise´ment connue, les retards τ et h sont invariants
dans le temps et des matrices dynamiques A(α) et Ah(α) appartiennent a` un polytope aux sommets
connus. Dans [Fri01] une approche qui utilise la the´orie de syste`mes descripteurs est conside´re´e. Dans
ce travail, aucun type d’incertitudes dans le syste`me, qui est conside´re´ invariant dans le temps, n’est
admis. D’autres re´sultats importants incluent [Par03], [CH04], [Che03], [PKW04], [Che04], [Fu04], [PW00],
[Par01], [Han02], [Han04], [IND+03]. Ne´anmoins, la majeure partie de ces travaux ne conside`re que des
retards invariants dans le temps, et ge´ne´ralement suppose que le meˆme retard affecte l’e´tat et sa de´rive´e,
c’est-a`-dire, h = τ . De plus, ge´ne´ralement, la stabilite´ quadratique est la base des re´sultats. Ces hypothe`ses
restrictives sont e´limine´es dans les re´sultats pre´sente´s dans ce chapitre. Dans le contexte des syste`mes a`
retard (E = 0), il est important de citer [ZKT01] ou` est de´montre´e, par l’utilisation du lemme du petit
gain avec matrices d’e´chelonnement constantes, l’e´quivalence de plusieurs conditions formule´es par des
fonctionnelles de Lyapunov-Krasovskii et l’analyse de stabilite´ robuste d’un syste`me de comparaison sans
retard. Ne´anmoins, il n’y a pas d’incertitudes dans le syste`me original et le retard est suppose´ constant.
Dans [KR03], la stabilite´ de syste`mes line´aires avec matrices connues et retards variants dans le temps
est aborde´e. Une formulation base´e sur les contraintes inte´grales quadratiques (IQCs, de l’anglais integral
quadratic constraints) est aussi presente´e. Remarquons encore que, comme cela est montre´ dans [KR03],
dans le contexte de syste`mes a` retard (E = 0), quand le retard est variant dans le temps, l’obtention de
conditions pour l’analyse de stabilite´ devient plus e´labore´e.
On utilise fre´quemment l’approche de la stabilite´ quadratique [Bar85] pour traiter la pre´sence d’incerti-
tudes, alors que cette approche peut pre´senter un haut degre´ de conservatisme. En particulier, la premie`re
partie de ce travail (chapitres 2 et 3), illustre bien comment des conditions base´es sur la stabilite´ qua-
dratique peuvent eˆtre conservatives. Ainsi, des conditions moins conservatives peuvent eˆtre obtenues par
l’utilisation de fonctions de Lyapunov de´pendantes de parame`tres dans le contexte de la stabilite´ robuste
de syste`mes line´aires incertains [dOBG99], [LP03a], [PABB00], [RP01a], [RP02].
Dans ce chapitre, on utilise des fonctionnelles de´pendantes de parame`tres pour l’e´tude de l’analyse
de stabilite´ robuste de syste`mes neutres incertains a` retards variants dans le temps. Contrairement a` la
plus grande partie des travaux sur ce sujet, on conside`re des valeurs distinctes de retard, dans les e´tats
et dans leurs de´rive´es. De plus, on n’utilise aucune transformation de mode`le, qui normalement intro-
duit de nouvelles dynamiques, comme cela est examine´ dans [GN01]. Par ailleurs, toutes les matrices du
syste`me peuvent eˆtre affecte´es par des incertitudes du type polytopique aux sommets connus. On pro-
pose des conditions suffisantes de type LMIs pour l’existence d’une fonctionnelle de Lyapunov-Krasovskii
de´pendante de parame`tres, en assurant la stabilite´ robuste du syste`me neutre incertain, de manie`re in-
de´pendante des valeurs des retards variant dans le temps. Bien que pre´sente´es pour le cas des retards
simples, les conditions peuvent eˆtre facilement ge´ne´ralise´es pour le cas des retards multiples.
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4.2 Pre´liminaires
Conside´rons la classe suivante de syste`mes incertains neutres
∂
∂t
∆(xτ ) = A(α)x(t) +Ah(α)x(t− h(t)) (4.1)
∆(xτ ) , x(t)− E(α)x(t− τ(t)) (4.2)
ou` x(t) ∈ Rn est le vecteur d’e´tat et h(t) ∈ R+ et τ(t) ∈ R+ sont des retards variant dans le temps.
Les matrices invariantes dans le temps E(α), A(α) et Ah(α) ne sont pas pre´cise´ment connues, mais
appartiennent a` un domaine polytopique P aux sommets connus Ej , Aj , Ahj — ou` (E,A,Ah)j — donne´
par
P =
(E,A,Ah)(α) ∈ Rn×3n : (E,A,Ah)(α) =
N∑
j=1
αj(E,A,Ah)j ;
N∑
j=1
αj = 1 ; αj ≥ 0
 (4.3)
Donc, n’importe quel triple (E,A,Ah)(α) dans P peut eˆtre e´crit comme une combinaison convexe des
sommets (E,A,Ah)j du polytope des incertitudes, en termes de α, αj ≥ 0,
∑N
j=1 αj = 1.
Les conditions initiales qui assure l’existence et l’unicite´ des solutions pour (4.1)-(4.2) joignent
x(t0 + ξ) = φ(ξ),∀ξ ∈ [−ς, 0], (t0, φ) ∈ R+ × Cvς (4.4)
ς , max{h(t), τ(t))}, h(t) ≥ 0, τ(t) ≥ 0, ∀t, (4.5)
et la stabilite´ Schur-Cohn de l’ope´rateur ∆(·) de´finit dans (4.2). Dans le cas ou τ(t) est invariant dans le
temps, c’est-a-dire, τ(t) = τ , donc ∆(·) est Schur-Cohn stable si
ρ(E(α)) < 1, ∀ α admissible. (4.6)
Toutefois, il est important de noter que les conditions qui assurent la stabilite´ Schur-Cohn de l’ope´ra-
teur ∆(·), lorsque le retard varie (c’est-a` dire τ(t) de´pend effectivement du temps), ne sont pas pre´cise´ment
e´tablies dans la litte´rature. Une discussion inte´ressante concernant les e´quations diffe´rentielles avec des
retards variants dans le temps et leurs conditions initiales peut eˆtre consulte´e dans [El’66]. Dans ce cha-
pitre, afin de donner des conditions permettant d’e´tudier la stabilite´ du syste`me (4.1)–(4.3), nous allons
faire l’hypothe`se suivante :
Hypothe`se 4.1 L’ope´rateur (4.2) est suppose´ Schur-Cohn stable pour toute incertitude admissible1.
Dans le cas ou` τ(t) = τ , l’hypothe`se 4.1 correspond a` la condition (4.6). Dans la suite, il sera montre´
comment ce cas-la` peut eˆtre obtenu a` partir de nos conditions.
Dans ce travail, on adopte les de´finitions suivantes :
De´finition 4.1 On appelle syste`me line´aire incertain neutre tout syste`me qui peut eˆtre mode´lise´ par (4.1),
avec E(α) 6= 0 pour tout α admissible.
1Nous faisons cette hypothe`se sachant qu’a` l’heure actuelle il n’existe pas de me´thode constructive permettant de la
valider.
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De´finition 4.2 On appelle syste`me line´aire incertain a` retard tout syste`me qui peut eˆtre mode´lise´ par
(4.1), avec E = 0 pour tout α admissible et Ah 6= 0 pour certains α.
Dans ce chapitre, on aborde le proble`me suivant :
Proble`me 4.1 De´terminer, si possible, des conditions qui assurent la stabilite´ robuste pour le syste`me
line´aire incertain neutre (4.1)-(4.3) de manie`re inde´pendante des valeurs des retards variants dans le
temps h(t) et τ(t).
4.3 Stabilite´ robuste inde´pendante du retard
D’abord, on pre´sente une LMI de dimension infinie en α comme solution du Proble`me 4.1. A partir
de cette condition, on en propose une autre, suffisante pour que la premie`re soit ve´rifie´e, et cette fois
de´finie en un nombre fini de LMIs. Pour cela, on choisit certaines variables matricielles inde´pendantes du
parame`tre α.
On utilise le lemme suivant, base´ de la the´orie de stabilite´ de Lyapunov, pour l’obtention des re´sultats
de ce chapitre.
Lemme 4.1 Le syste`me line´aire incertain neutre (4.1)-(4.3) est robustement stable inde´pendamment des
valeurs des retards variants dans le temps h(t) et τ(t) s’il existe des matrices syme´triques de´finies positives
P (α) ∈ Rn×n, S1(α) ∈ Rn×n et S2(α) ∈ Rn×n telles que
V (α, x(t), h(t), τ(t)) = V1(α,∆(xτ )) + V2(α, x(t), h(t)) + V3(α, x(t), τ(t)) > 0 (4.7)
avec
V1(α,∆(xτ )) , ∆(xτ )
′P (α)∆(xτ ) (4.8)
V2(α, x(t), h(t)) ,
∫ t
t−h(t)
x(σ)′S1(α)x(σ)dσ (4.9)
V3(α, x(t), τ(t)) ,
∫ t
t−τ(t)
x(ε)′S2(α)x(ε)dε (4.10)
pour tout χ(t) 6= 0,
χ(t) =
 x(t)x(t− h(t))
x(t− τ(t))
 (4.11)
et
∂
∂t
V (α, x(t), h(t), τ(t)) < 0 (4.12)
Une observation important a` propos du Lemme 4.1 est que ce lemme ne propose pas de me´thode pour
l’obtention des matrices P (α), S1(α) et S2(α). Remarquons encore que l’e´quation (4.12) est donne´e par
∂
∂t
V (α, x(t), h(t), τ(t)) = ∆˙(xτ )
′P (α)∆(xτ ) + ∆(xτ )
′P (α)∆˙(xτ )
− (1− h˙(t))x(t− h(t))′S1(α)x(t− h(t))− (1− τ˙(t))x(t− τ(t))′S2(α)x(t− τ(t))
+ x(t)′(S1(α) + S2(α))x(t) < 0
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ou` on n’impose aucun majorant sur les taux de variation des retards. Dore´navant, les limites suivantes sont
assume´es pour les taux de variation des retards, pour obtenir des conditions suffisantes pour la ve´rification
du Lemme 4.1 et, donc, une solution pour le Proble`me 4.1. Ainsi, supposons que
|h˙(t)| ≤ h¯ < 1 (4.13)
|τ˙(t)| ≤ τ¯ < 1 (4.14)
et de´finissons les scalaires
βh¯ , (1− h¯) ; βτ¯ , (1− τ¯) (4.15)
Avec ces de´finitions il est possible d’e´tablir les principaux re´sultats de ce chapitre. La condition suivante
est convexe dans les variables d’optimisation et de dimension infinie en α.
The´ore`me 4.1 Les conditions e´quivalentes suivantes assurent la stabilite´ robuste inde´pendamment des
retards variants dans le temps du syste`me line´aire incertain neutre (4.1)-(4.3), soumis a` (4.13)-(4.14), et
sont suffisantes pour la ve´rification du Lemme 4.1, en assurant donc une solution pour le Proble`me 4.1 :
i) Il existe des matrices syme´triques de´finies positives P (α) ∈ Rn×n, S1(α) ∈ Rn×n et S2(α) ∈ Rn×n telles
que
Θ(α) ,
 A(α)′P (α) + P (α)A(α) + S1(α) + S2(α) P (α)Ah(α) −A(α)′P (α)E(α)⋆ −βh¯S1(α) −Ah(α)′P (α)E(α)
⋆ ⋆ −βτ¯S2(α)
 < 0 (4.16)
ii) Il existe des matrices syme´triques de´finies positives P (α) ∈ Rn×n, S1(α) ∈ Rn×n, S2(α) ∈ Rn×n et
des matrices F1(α), F2(α), G1(α), G2(α), H1(α), H2(α), M1(α), M2(α), N1(α) et N2(α) appartenant a`
R
n×n telles que
Ξ(α) ,

F1(α) + F1(α)
′ P (α) + F2(α) +G1(α)
′ H1(α)
′ − (F1(α)A(α) + F2(α))
⋆ G2(α) +G2(α)
′ H2(α)
′ − (G1(α)A(α) +G2(α))
⋆ ⋆
S1(α) + S2(α)− (H1(α)A(α)
+A(α)′H1(α)
′ +H2(α) +H2(α)
′)
⋆ ⋆ ⋆
⋆ ⋆ ⋆
M1(α)
′ − F1(α)Ah(α) N1(α)′ + F2(α)E(α)
M2(α)
′ −G1(α)Ah(α) N2(α)′ +G2(α)E(α)
−(H1(α)Ah(α)
+A(α)′M1(α)
′ +M2(α)
′)
H2(α)E(α)− (A(α)′N1(α)′ +N2(α)′)
−βh¯S1(α) +M1(α)Ah(α)
+Ah(α)
′M1(α)
′ M2(α)E(α)−Ah(α)′N1(α)′
⋆ −βτ¯S2(α) +N2(α)E(α) + E(α)′N2(α)′

< 0 (4.17)
Les conditions pre´sente´es dans le The´ore`me 4.1 ne de´pendent pas des valeurs de h(t) et τ(t), mais
seulement de leurs taux de variation maximal, respectivement τ¯ et h¯. Par ailleurs, le The´ore`me 4.1 pourrait
eˆtre utilise´ pour ve´rifier la stabilite´ robuste d’un syste`me neutre appartenant a` n’importe quel domaine
d’incertitudes parame´tre´ dans α, en ayant besoin de tester toutes les valeurs possibles de α du domaine
correspondant. Un test nume´riquement efficace, de´fini par un nombre fini de LMIs, qui assure les conditions
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du Lemme 4.1, peut eˆtre obtenu en imposant la structure suivante aux matrices syme´triques P (α), S1(α)
et S2(α)
P (α) =
N∑
j=1
αjPj ; S1(α) =
N∑
j=1
αjS1j ; S2(α) =
N∑
j=1
αjS2j ;
N∑
j=1
αj = 1, αj ≥ 0 (4.18)
et en choisissant les matrices additionnelles d’une manie`re inde´pendante du parame`tre α, c’est-a`-dire
F1(α) = F1, F2(α) = F2,G1(α) = G1,G2(α) = G2,H1(α) = H1,H2(α) = H2,M1(α) = M1,M2(α) = M2,
N1(α) = N1 et N2(α) = N2.
The´ore`me 4.2 S’il existe des matrices syme´triques de´finies positives Pj ∈ Rn×n, S1j ∈ Rn×n, S2j ∈
R
n×n, j = 1, . . . , N et des matrices F1, F2, G1, G2, H1, H2, M1, M2, N1 et N2 appartenant a` R
n×n telles
que
Ξj ,
F1 + F
′
1 Pj + F2 +G
′
1 H
′
1 − (F1Aj + F2) M ′1 − F1Ahj N ′1 + F2Ej
⋆ G2 +G
′
2 H
′
2 − (G1Aj +G2) M ′2 −G1Ahj N ′2 +G2Ej
⋆ ⋆
S1j + S2j − (H1Aj
+A′jH
′
1 +H2 +H
′
2)
−(H1Ahj
+A′jM
′
1 +M
′
2)
H2Ej
−(A′jN ′1 +N ′2)
⋆ ⋆ ⋆
−βh¯S1j +M1Ahj
+A′hjM
′
1
M2Ej −A′hjN ′1
⋆ ⋆ ⋆ ⋆
−βτ¯S2j
+N2Ej + E
′
jN
′
2

< 0;
j = 1, . . . , N (4.19)
alors les conditions du Lemme 4.1 sont ve´rifie´es avec P (α), S1(α) et S2(α) donne´es par (4.18), et assurant
donc une solution pour le Proble`me 4.1.
L’obtention d’une condition base´e sur la stabilite´ quadratique et les variables supple´mentaires a` partir
du The´ore`me 4.2 est imme´diate. Ce re´sultat est pre´sente´ dans le corollaire qui suit.
Corollaire 4.1 S’il existe des matrices syme´triques de´finies positives P ∈ Rn×n, S1 ∈ Rn×n, S2 ∈ Rn×n,
et des matrices F1, F2, G1, G2, H1, H2, M1, M2, N1 et N2 appartenant a` R
n×n telles que
F1 + F
′
1 P + F2 +G
′
1 H
′
1 − (F1Aj + F2) M ′1 − F1Ahj N ′1 + F2Ej
⋆ G2 +G
′
2 H
′
2 − (G1Aj +G2) M ′2 −G1Ahj N ′2 +G2Ej
⋆ ⋆
S1 + S2 − (H1Aj
+A′jH
′
1 +H2 +H
′
2)
−(H1Ahj
+A′jM
′
1 +M
′
2)
H2Ej
−(A′jN ′1 +N ′2)
⋆ ⋆ ⋆
−βh¯S1 +M1Ahj
+A′hjM
′
1
M2Ej −A′hjN ′1
⋆ ⋆ ⋆ ⋆
−βτ¯S2
+N2Ej + E
′
jN
′
2

< 0;
j = 1, . . . , N (4.20)
alros les conditions du Lemme 4.1 sont ve´rifie´es avec P (α) = P , S1(α) = S1 et S2(α) = S2, en assurant
une solution pour le Proble`me 4.1. Dans ce cas, le syste`me incertain (4.1)-(4.3) est dit “quadratiquement
stable”.
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Remarquons que la condition i) du The´ore`me 4.1 ne peut pas eˆtre transforme´e directement en une
condition de dimension finie en α, comme cela peut eˆtre fait avec la condition ii) de ce the´ore`me. L’obstacle
principal, dans ce cas, est l’occurrence du produit triple dans les blocs (1, 3) et (2, 3) (et leurs syme´triques)
de (4.16). En raison de cela, plusieurs conditions convexes trouve´es dans la litte´rature exigent que la
matrice E(α) soit pre´cise´ment connue, c’est-a`-dire, E(α) = E, ∀ α (voir, par exemple, [Bli02]). Dans le
cas ou` E(α) = E, on peut obtenir une condition de stabilite´ quadratique pour le syste`me neutre avec
des matrices A(α) et Ah(α) incertaines et des retards h(t) et τ(t) variants dans le temps et soumis a`
(4.13)-(4.14), comme cela est pre´sente´ dans le corollaire suivant.
Corollaire 4.2 S’il existe des matrices syme´triques de´finies positives P ∈ Rn×n, S1 ∈ Rn×n et S2 ∈
R
n×n telles que  A′jP + PAj + S1 + S2 PAhj −A′jPE⋆ −βh¯S1 −AhjPE
⋆ ⋆ −βτ¯S2
 < 0; j = 1, . . . , N (4.21)
alors les conditions du Lemme 4.1 sont ve´rifie´es avec P (α) = P , S1(α) = S1 et S2(α) = S2, en assurant
que le syste`me (4.1)-(4.3), avec Ej = E, j = 1, . . . , N et des retards soumis a` (4.13) et (4.14), est
quadratiquement stable.
Le produit de matrices qui sont fonctions du parame`tre α peut eˆtre traite´ en utilisant la technique
pre´sente´e dans les Chapitres 2 et 3. Voir [PTGL03] pour l’application de cette technique dans le contexte
de syste`mes incertains a` temps continu et a` retards dans les e´tats (E = 0) et avec βh¯ = 1 (retard invariant
dans le temps) dans (4.16).
4.4 Cas particuliers
Quelques cas de´ge´ne´re´s de l’e´quation diffe´rentielle hyperbolique donne´e en (4.1) sont d’inte´reˆt the´orique
et pratique. Ces cas peuvent eˆtre re´sume´s par les situations suivantes :
1. Matrice Ah(α) = 0, ∀ α, impliquant que le syste`me (4.1) est de´crit par
∂
∂t
∆(xτ ) = A(α)x(t) (4.22)
2. Matrice E(α) = 0, ∀ α, ce qui fait que le syste`me (4.1) n’est plus du type neutre et correspond a`
un syste`me incertain a` retard dans les e´tats donne´ par
x˙(t) = A(α)x(t) +Ah(α)x(t− h(t)) (4.23)
Dans ce cas, l’ope´rateur ∆(·) dans (4.2) est simplement ∆(xτ ) = x(t), puisque, sans perte de
ge´ne´ralite´, on suppose τ(t) = 0, ∀ t.
3. Les matrices E(α) et Ah(α) sont toutes les deux des matrices nulles, ∀ α, correspondant au cas
classique d’un syste`me line´aire incertain dans le temps et sans retards donne´ par
x˙(t) = A(α)x(t) (4.24)
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Dans ces trois situations, des conditions de plus petite complexite´, par rapport a` celles pre´sente´es
dans ce chapitre, peuvent eˆtre obtenues a` partir des conditions pre´sente´es dans les the´ore`mes 4.1 et 4.2
pour l’analyse de stabilite´ robuste de (4.22)-(4.24). Ce fait de´coule de simplifications dans la fonctionnelle
de Lyapunov-Krasovskii commune´ment employe´e dans chacune de ces situations. Il faut rappeler qu’en
(4.22)-(4.24) les matrices dynamiques appartiennent au polytope P donne´ en (4.3).
Remarquons que pour le cas ou` Ah(α) = 0, la fonctionnelle (4.7)-(4.10) peut eˆtre simplifie´e en imposant
S1(α) = 0 :
V (α, x(t), h(t), τ(t)) = V (α, x(t), τ(t)) = V1(α,∆(xτ )) + V3(α, x(t), τ(t)) > 0 (4.25)
et, dans le cas ou` seulement E(α) = 0, on prend S2(α) = 0 en conside´rant la fonctionnelle (4.7) de la
forme
V (α, x(t), h(t), τ(t)) = V1(α,∆(xτ )) + V2(α, x(t), h(t)) > 0 (4.26)
soit encore
V (α, x(t), h(t), τ(t)) = V (α, x(t), h(t)) = x(t)′P (α)x(t) + V2(x(t), h(t)) > 0 (4.27)
Dans la troisie`me situation, ou` Ah(α) = 0 et E(α) = 0, ∀ α, la fonctionnelle examine´e reste re´duite a`
la fonctionnelle standard de Lyapunov, et est donne´ par
V (α, x(t), h(t), τ(t)) = V (α, x(t)) = x(t)′P (α)x(t) > 0 (4.28)
Dans ce qui suit, on pre´sente les conditions qui peuvent eˆtre obtenues comme des cas particuliers des
the´ore`mes 4.1 et 4.2. Dans ce travail, on se focalise sur l’obtention de conditions convexes de dimension finie
en α et pour cela les corollaires pre´sente´s ensuite sont de´termine´s a` partir des conditions du The´ore`me 4.2.
On peut faire, bien suˆr, un de´veloppement analogue a` partir du The´ore`me 4.1, en obtenant dans ce cas,
des conditions de dimension infinie en α. Il est important de souligner que, bien que ces conditions puissent
eˆtre obtenues a` partir des fonctionnelles de Lyapunov-Krasovskii (4.25)-(4.28), en suivant les de´marches
semblables a` celles pre´sente´es dans les preuves des the´ore`mes 4.1 et 4.2, on a choisi l’obtention de ces
conditions via l’application de transformations de congruence donne´es dans (4.19).
4.4.1 Stabilite´ robuste du syste`me incertain neutre
La situation e´tudie´e ici est le syste`me neutre (4.1) avec Ah(α) = 0, ∀ α. La condition de stabilite´
robuste inde´pendante du retard pour ce cas peut eˆtre obtenue a` partir de (4.19), en posant S1j = 0,
j = 1, . . . , N , et en appliquant la transformation de congruence
TAhΞjT
′
Ah
; j = 1, . . . , N (4.29)
avec Ξj donne´e dans (4.19) et
TAh =

In 0 0 0 0
0 In 0 0 0
0 0 In 0 0
0 0 0 0 In

Ceci nous donne le corollaire suivant.
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Corollaire 4.3 S’il existe des matrices syme´triques de´finies positives Pj ∈ Rn×n, S2j ∈ Rn×n, j =
1, . . . , N et des matrices F1, F2, G1, G2, H1, H2, N1 et N2 appartenant a` R
n×n telles que
ΞAhj ,
F1 + F
′
1 Pj + F2 +G
′
1 H
′
1 − (F1Aj + F2) N ′1 + F2Ej
⋆ G2 +G
′
2 H
′
2 − (G1Aj +G2) N ′2 +G2Ej
⋆ ⋆ S2j − (H1Aj +A′jH ′1 +H2 +H ′2) H2Ej − (A′jN ′1 +N ′2)
⋆ ⋆ ⋆ −βτ¯S2j +N2Ej + E′jN ′2
 < 0;
j = 1, . . . , N (4.30)
alors P (α) et S2(α) donne´es en (4.18) assurent (4.25) et (4.12), en garantissant la stabilite´ robuste de
(4.22) avec τ(t) soumis a` (4.14), inde´pendamment de la valeur du retard τ(t).
4.4.2 Stabilite´ robuste du syste`me incertain a` retard dans les e´tats
Dans ce cas on conside`re E(α) = 0, ∀ α, impliquant que la caracte´ristique “neutre” du syste`me est
perdue et le syste`me est de´crit comme en (4.1), avec h(t) soumis a` (4.13). En posant S2j = 0 dans (4.23)
et en appliquant la transformation de congruence
ΞEj = TEΞjT
′
E ; j = 1, . . . , N (4.31)
avec Ξj donne´e dans (4.19) et
TE =
 In 0 0 0 00 In In 0 0
0 0 0 In 0

on peut e´tablir le corollaire suivant.
Corollaire 4.4 S’il existe des matrices positives de´finies Pj ∈ Rn×n et S1j ∈ Rn×n, j = 1, . . . , N , des
matrices F ∈ Rn×n, G ∈ Rn×n, M ∈ Rn×n telles que
ΞEj ,
 F + F ′ Pj +G′ − FAj M ′ − FAhj⋆ S1j −GAj −A′jG′ −GAhj −A′jM ′
⋆ ⋆ −βh¯S1j −MAhj −A′hjM ′
 < 0; j = 1, . . . , N (4.32)
alors P (α) et S1(α) donne´es en (4.18) assurent (4.27) et (4.12), en garantissant la stabilite´ robuste de
(4.23) avec h(t) soumis a` (4.13), inde´pendamment de la valeur du retard h(t).
Dans le corollaire 4.4, les variables additionnelles F , G et M sont lie´es a` celles du The´ore`me 4.2 de la
suivante manie`re :
F = F1; G = G1 +H1; et M = M1
4.4.3 Stabilite´ robuste du syste`me incertain
Enfin, conside´rons le syste`me line´aire incertain donne´ en (4.1) sans retard, c’est-a`-dire, avec E(α) = 0
et Ah(α) = 0, ∀ α. Le syste`me a` temps continu re´sultant, x˙(t) = A(α)x(t), est le meˆme que celui e´tudie´
dans le Chapitre 2. Dans ce cas, la condition pre´sente´e dans [PABB00] pour les syste`mes a` temps continu
(et en conside´rant la re´gion R = RC donne´e dans (2.5)) peut eˆtre retrouve´e a` partir de (4.19) en
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imposant S1(α) = S2(α) = 0 et en conside´rant, donc, la fonctionnelle donne´e dans (4.28). En appliquant
la transformation de congruence
TEAhΞjT
′
EAh
; j = 1, . . . , N
avec Ξj , j = 1, . . . , N , donne´e dans (4.19) et
TEAh =
[
I 0 0 0 0
0 I I 0 0
]
on obtient le corollaire suivant.
Corollaire 4.5 S’il existe des matrices syme´triques de´finies positives Pj ∈ Rn×n, j = 1, . . . , N , des
matrices F ∈ Rn×n et G ∈ Rn×n telles que
ΞEAhj ,
[ −(FAj +A′jF ′) Pj + F −A′jG
⋆ G+G′
]
< 0; j = 1, . . . , N (4.33)
alors P (α) donne´e dans (4.18) assure (4.28) et (4.12), en garantissant la stabilite´ robuste du syste`me sans
retards donne´ par (4.24).
Dans le cas du Corollaire 4.5 les relations entre les matrices F et G dans (4.33), celles correspondantes
dans [PABB00] (FPABB, GPABB) et les matrices additionnelles de (4.19) sont donne´es par
G = GPABB = −(G1 +H1); F = FPABB = −F1
Remarque 4.1 Il est important de souligner que tous les re´sultats pre´sente´s ici contiennent, comme cas
particulier, la stabilite´ quadratique qui utilise des matrices constantes dans les fonctionnelles de Lyapunov-
Krasovskii conside´re´es. On peut obtenir ces conditions a` partir des re´sultats pre´sente´s ici en imposant
P (α) = Pj = P , S1(α) = S1j = S1 et S2(α) = S2j = S2.
Remarque 4.2 L’extension des re´sultats pre´sente´s dans ce travail pour le cas de plusieurs retards est
imme´diate.
Remarque 4.3 Il est important de souligner que le cas ou` les retards sont suppose´s invariants dans le
temps, c’est-a-dire, τ(t) = τ et h(t) = h, est contenu dans les conditions donne´es dans ce chapitre. Dans
ce cas, il suffit de faire βτ¯ = 1 et βh¯ = 1, respectivement, dans les conditions y pre´sente´es.
4.5 Complexite´ nume´rique
La complexite´ nume´rique associe´e aux conditions LMIs pre´sente´es dans ce chapitre sont donne´es dans
le Tableau 4.1. Les LMIs peuvent eˆtre re´solues en temps polynomial par des algorithmes de complexite´
nume´rique proportionnelle a` K3L, K e´tant le nombre de variables scalaires et L le nombre de lignes des
LMIs, [GNLC95].
Une autre approche, moins conservative, pour l’obtention de conditions convexes de dimension finie
suffisantes pour celles e´tablies dans le The´ore`me 4.1 consiste a` utiliser les ide´es de´ja` explore´es dans
les Chapitres 2 et 3, en permettant que les variables additionnelles pre´sentes dans la condition ii) de
ce the´ore`me soient aussi de´pendantes, de manie`re semblable, du parame`tre α. Bien suˆr, dans ce cas, les
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Crite`re K (n. de variables) L (n. de lignes)
The´ore`me 4.2
3Nn
2
(n+ 1) + 10n2 8Nn
Corollaire 4.1
3Nn
2
(n+ 1) + 10n2 8Nn
Corollaire 4.2
3n
2
(n+ 1) 3Nn
Corollaire 4.3 Nn(n+ 1) + 8n2 6Nn
Corollaire 4.4 Nn(n+ 1) + 3n2 5Nn
Corollaire 4.5
Nn
2
(n+ 1) + 2n2 3Nn
Tab. 4.1 – Nombre de variables scalaires K et nombre de lignes L en fonction du nombre d’e´tat (n) et de
sommets (N) pour les conditions d’analyse de stabilite´ e´tudie´es.
conditions obtenues seront moins conservatives que les conditions du The´ore`me 4.2, bien que de complexite´
plus e´leve´e. Comme exemple de ce type d’approche, dans le contexte de syste`mes incertains a` temps
continu et a` retards (invariants dans le temps) dans les e´tats, on peut voir [LPT03] pour des conditions
inde´pendantes du retard avec des variables additionnelles et [PTGL03] pour des conditions de´pendantes
et inde´pendantes du retard (sans variables additionnelles).
4.6 Conclusion
Nous avons pre´sente´ des conditions LMI inde´pendantes du retard, suffisantes pour l’analyse de stabilite´
robuste de syste`mes line´aires incertains neutres, appartenant aux domaines polytopiques, a` retards variants
dans le temps. Ces conditions sont base´es sur les fonctionnelles de Lyapunov-Krasovskii de´pendantes de
parame`tres, ce que rend les conditions bien moins conservatives que celles base´es sur des matrices fixes
(stabilite´ quadratique). On a montre´ que les conditions d’analyse de stabilite´ robuste de syste`mes neutres
contiennent d’autres conditions concernant certains cas de´ge´ne´re´s, comme les syste`mes a` retard et les
syste`mes sans retard.
Chapitre 5
La commande robuste H∞ de syste`mes a`
temps discret et a` retard dans les e´tats
Dans ce chapitre, nous e´tudions des syste`mes incertains a` temps discret et a` retard
dans les e´tats. Les incertitudes sont suppose´es appartenir a` un polytope convexe
connu et peuvent affecter toutes les matrices du syste`me. On donne des conditions du
type LMI suffisantes pour la stabilite´ robuste et pour la stabilisation robuste. Ensuite,
ces conditions sont e´tendues au proble`me du couˆt garanti H∞ et pour la synthe`se du
gain robuste de retour d’e´tat, en assurant un niveau pre-de´termine´ d’atte´nuationH∞,
en conside´rant un terme qui de´pend de l’e´tat et, s’il est disponible, aussi un terme qui
de´pend de l’e´tat retarde´. Les conditions propose´es ici sont du type “inde´pendant du
retard”au sens ou` la robustesse est assure´e inde´pendamment de la valeur du retard et,
diffe´remment d’autres approches trouve´es dans la litte´rature, sont formule´es comme
des proble`mes d’optimisation convexe. Si le retard est connu et les e´tats retarde´s
sont disponibles, un gain de retour d’e´tat de´pendant des valeurs passe´es des e´tats
peut eˆtre utilise´ pour ame´liorer la performance du syste`me en boucle ferme´e. Les
conditions propose´es sont simples a` appliquer et peuvent mener a` des re´sultats moins
conservatifs, compare´es aux conditions du type “de´pendant de retard”. Quelques
re´sultats pre´sente´s dans ce chapitre peuvent eˆtre trouve´s dans [LTP04b], [LTP04a]
et [LTP].
Dans la litte´rature, on peut trouver des approches pour traiter les proble`mes de stabilite´ robuste,
de stabilisation robuste, de couˆt garanti H∞ et de synthe`se de controˆleur avec performance H∞ garantie
associe´s a` la classe de syste`mes line´aires incertains, a` temps discret et a` retard dans les e´tats. Dans [WH94],
une condition inde´pendante du retard suffisante pour la stabilite´ exponentielle est pre´sente´e pour des
syste`mes pre´cise´ment connus. Dans [CC03], sont propose´es des conditions alge´briques pour la stabilite´
robuste de syste`mes singuliers a` temps discret et avec incertitudes parame´triques structure´es. Dans [HD03],
les auteurs ont conside´re´ le rayon de stabilite´ re´el de syste`mes invariants dans le temps avec perturbations
limite´es en norme et a` retard dans les e´tats. Dans [KP90], est pre´sente´e une technique du type LQG (de
l’anglais Linear Quadratic Gaussian) pour les syste`mes a` retard pre´cise´ment connus. En utilisant le concept
de stabilite´ quadratique [Bar85], des conditions suffisantes pour l’analyse de stabilite´ inde´pendante du
retard de syste`mes incertains (a` retard), ont e´te´ pre´sente´es dans plusieurs travaux, quelques uns proposant
aussi une extension pour le cas de synthe`se de controˆleur. En suivant cette me´thodologie, dans [SBSA03],
des syste`mes avec incertitudes du type borne´s en norme et avec des retards invariants dans le temps sont
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conside´re´s. Ce travail inclut une fonction de couˆt quadratique, qui implique des conditions non-convexes
pour le cas de synthe`se de controˆleur.
Dans [MX00], les auteurs pre´sentent une approche par commande optimale en ne conside´rant que des
retards fixes et avec une formulation base´e sur des e´quations couple´es de Ricatti qui de´pendent de variables
scalaires pour eˆtre re´solues. Dans [XLY01], on propose une approche utilisant la stabilite´ quadratique
aussi pour les retards invariants dans le temps. Dans ce travail, sont pre´sente´es des conditions non-
line´aires, ne´cessaires et suffisantes pour la stabilite´ et pour la stabilisation quadratique, pour les syste`mes
a` perturbations du type limite´ en norme, pre´sentes uniquement dans la matrice dynamique. Dans [ZWH04],
on propose des conditions convexes pour l’analyse de stabilite´ de syste`mes pre´cise´ment connus, avec un
terme additif du type non-line´aire borne´ en norme. Dans [Xu02], le proble`me de synthe`se de filtres pour
les syste`mes a` temps discret et a` retard dans les e´tats est traite´. Pour le cas de perturbations borne´es en
norme, on peut trouver dans [WHU99] une approche base´e sur la stabilite´ quadratique et LMI pour la
synthe`se d’observateurs avec performance H∞. Dans [LHLK92], on peut trouver des conditions suffisantes
pour l’analyse re´gionale de poˆles. Ces conditions sont formule´es en termes de normes matricielles, mais
les tests ne peuvent eˆtre applique´s qu’a` des syste`mes pre´cise´ment connus et avec un retard unitaire.
En utilisant l’approche par stabilite´ quadratique, dans [Mah00], des conditions non-convexes en termes
d’e´quations alge´briques de Ricatti sont propose´es.
Dans [FS03], un syste`me augmente´ du type descripteur est de´fini et des conditions sont e´tablies pour
l’analyse de stabilite´ base´e sur des disparite´s matricielles avec des multiplicateurs scalaires.
Dans [KH98], une e´tude sur la commande robuste H∞ pour des syste`mes pre´cise´ment connus, a` temps
discret et a` retard dans les e´tats, est de´crite a` travers des e´quations de Ricatti. Dans [SK98], les auteurs
proposent une approche par disparite´ matricielle (non-convexe), pour des syste`mes a` incertitudes du type
borne´ en norme. Les cas a` temps continu et a` temps discret sont e´tudie´s dans [KP99], dans le contexte de
commande par retour d’e´tat avec une performanceH∞. Des conditions suffisantes pour la synthe`se de gains
de retour d’e´tat qui garantissent une performance H∞ sont donne´es en termes de LMI avec un parame`tre
d’e´chelonnement. Dans ce cas, on n’admet que des perturbations du type borne´ en norme. Dans [XC04],
on propose des disparite´s matricielles non-convexes, pour re´soudre le proble`me de la commande robuste
H∞ pour les syste`mes a` temps discret et a` retards dans les e´tats. Dans ce cas, le syste`me est suppose´
variant dans le temps et l’approche utilise la stabilite´ quadratique pour la formulation des conditions de
synthe`se.
Tous ces re´sultats sont formule´s en termes de matrices de Lyapunov fixes et peuvent, dans cer-
tains cas, donner des conditions pour la synthe`se d’un gain robuste par retour d’e´tat, le plus souvent
avec des conditions non-convexes. Des extensions de ces conditions pour traiter le cas a` incertitudes
du type polytopique ne semblent pas imme´diates. En outre, l’approche base´e sur la stabilite´ quadra-
tique (c’est-a`-dire l’utilisation d’une matrice de Lyapunov fixe) peut pre´senter des re´sultats conserva-
tifs dans l’e´valuation des syste`mes a` incertitudes invariantes dans le temps. Malgre´ l’existence de re´-
sultats re´cents utilisant des fonctions de Lyapunov de´pendantes de parame`tres pour e´tudier la stabilite´
robuste [dOBG99], [LP03a], [PABB00], [RP01a], [dOGB02], [DB01], [LP04], jusqu’a` maintenant il n’y a
pas d’extensions de ces re´sultats pour le cas de syste`mes a` retard dans les e´tats.
Ce chapitre traite de syste`mes line´aires a` temps discret et a` retard dans les e´tats et dans les e´quations
de sortie. Toutes les matrices des syste`mes sont suppose´s invariantes dans le temps et incertaines, mais
appartenant a` un domaine polytopique a` sommets connus. On e´tudie le proble`me de la stabilite´ robuste
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avec des fonctionnelles de Lyapunov-Krasovskii. On pre´sente des conditions e´quivalentes du type LMI,
dont certaines utilisent des matrices additionnelles. A partir de ces conditions, on pre´sente une approche
convexe pour le cas de synthe`se de gain stabilisant robuste. Bien que les LMI soient du type inde´pendant
du retard, ces LMIs peuvent eˆtre aussi utilise´es pour la synthe`se de gain de retour d’e´tat retarde´. Quand
le retard est connu, cette strate´gie peut permettre d’obtenir des gains stabilisants lorsque un retour d’e´tat
sans me´moire ne peut pas exister. Comme cela est examine´ dans [Ric03], les lois de retour de´pendantes
d’e´tat retarde´s peuvent induire des degre´s de liberte´ utiles et inte´ressants, meˆme pour les syste`mes sans
retard. On pre´sente des conditions LMIs suffisantes et inde´pendantes du retard pour la de´termination
du couˆt garanti H∞ et pour l’obtention d’une commande robuste H∞ par retour d’e´tat. Ces conditions
permettent aussi de calculer un gain pour la commande robuste H∞ de´pendante d’e´tats retarde´s, qui
peut eˆtre utilise´ pour ame´liorer le niveau d’atte´nuation H∞ du syste`me en boucle ferme´e, lorsque le
retard est connu. De plus, les conditions convexes pre´sente´es ici peuvent eˆtre e´tendues pour traiter le
cas de synthe`se de commande de´centralise´e, sans imposer de restrictions de structure dans les matrices
de´pendantes de parame`tres de la fonctionnelle de Lyapunov-Krasovskii utilise´e pour assurer la stabilite´
de la boucle ferme´e.
Comme toutes les matrices du syste`me peuvent eˆtre affecte´es par des incertitudes polytopiques, l’ap-
proche propose´e dans ce chapitre permet de traiter aussi les syste`mes incertains soumis a` des manques
partiaux ou totaux d’actionneurs. Bien que les incertitudes, de meˆme que les retards, sont invariants dans
le temps, quelques re´sultats pre´sente´s comme des corollaires et base´s sur les fonctionnelles de Lyapunov-
Krasovskii fixes peuvent eˆtre applique´s aussi aux syste`mes a` incertitudes variantes dans le temps et a`
retards constants.
5.1 Pre´liminaires et formulation du proble`me
Conside´rons le syste`me line´aire incertain a` temps discret donne´ par
Ω(α) :

x(k + 1) = A(α)x(k) +Ah(α)x(k − h) +B(α)u(k) +Bh(α)uh(k) +Bw(α)w(k)
z(k) = C(α)x(k) + Ch(α)x(k − h) +D(α)u(k) +Dh(α)uh(k) +Dw(α)w(k)
x(k) = 0, k ≤ 0
(5.1)
ou` x(k) ∈ Rn est le vecteur d’e´tat, h ∈ N est la valeur du retard (suppose´ constant), u(k) ∈ Rm1 ,
uh(k) ∈ Rm2 repre´sentent les entre´es de commande, w(k) ∈ Rℓ est le vecteur exoge`ne de perturbation
et z(k) ∈ Rp est la sortie controˆle´e. Remarquons que les deux matrices d’entre´e de commande peuvent
avoir des dimensions diffe´rentes, en permettant une mode´lisation plus pre´cise des dispositifs distincts de
commande. Le retard h n’est pas utilise´ dans le de´veloppement des conditions d’analyse et synthe`se de
commande, mais si h est connu, l’entre´e de commande uh(k) de´pendante de valeurs passe´es des e´tats x(k)
peut eˆtre utilise´e pour le retour, meˆme dans le cas B = Bh. Bien qu’il ne s’agisse ici que d’un unique
retard, l’extension des re´sultats pour des retards multiples est imme´diate. Les matrices A(α), Ah(α),
B(α), Bh(α), Bw(α), C(α), Ch(α), D(α), Dh(α), Dw(α), de dimensions ade´quates, de´finissent le syste`me
Ω(α) et sont suppose´es fixes, mais non pre´cise´ment connues, c’est-a`-dire, Ω(α) appartient a` l’ ensemble
polytopique Ah de´crit par
Ah ,
Ω(α) ∈ Rn+p×2n+m1+m2+ℓ : Ω(α) =
N∑
j=1
αjΩj ,
N∑
j=1
αj = 1, αj ≥ 0, j = 1, . . . , N
 (5.2)
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avec des sommets
Ωj ,
[
Aj Ahj Bj Bhj Bwj
Cj Chj Dj Dhj Dwj
]
; j = 1, . . . , N. (5.3)
Remarquons que n’importe quel Ω(α) ∈ Ah peut eˆtre e´crit comme une combinaison convexe de N
sommets Ωj de Ah. Les lois de commande suivantes sont conside´re´es
u(k) = Kx(k); uh(k) = Khx(k − h) (5.4)
dans lesquelles K ∈ Rm1×n et Kh ∈ Rm2×n. Dans ce chapitre, les conditions convexes pour la synthe`se de
K et Kh ne de´pendent pas de la valeur du retard h, mais permettent l’utilisation de l’e´tat en retard dans
le cas de h connu. Si h est inconnu, alors on ne doit conside´rer que u(k) (loi de commande sans me´moire),
et dans ce cas, Kh = 0.
Donc, en utilisant (5.4) et (5.1)-(5.3), le syste`me incertain en boucle ferme´e est donne´ par
Ω˜(α) :

x(k + 1) = A˜(α)x(k) + A˜d(α)x(k − h) +Bw(α)w(k)
z(k) = C˜(α)x(k) + C˜d(α)x(k − h) +Dw(α)w(k)
x(k) = 0, k ≤ 0
(5.5)
ou` Ω˜(α) ∈ A˜h est donne´ par
A˜h ,
{
Ω˜(α) ∈ Rn+p×2n+ℓ : Ω˜(α) =
N∑
j=1
αjΩ˜j ,
N∑
j=1
αj = 1, αj ≥ 0, j = 1, . . . , N
}
(5.6)
et les matrices sommets de la boucle ferme´e sont
A˜j , Aj +BjK; A˜dj , Ahj +BhjKh (5.7)
C˜j , Cj +DjK; C˜dj , Chj +DhjKh (5.8)
en de´finissant les sommets correspondants
Ω˜j ,
[
A˜j A˜dj Bwj
C˜j C˜dj Dwj
]
; j = 1, . . . , N (5.9)
Le but principal de ce chapitre est de re´soudre les proble`mes suivants, ou` le retard du syste`me est
conside´re´ fixe et supe´rieur ou e´gal a` ze´ro :
Proble`me 5.1 (La commande robuste)
Etant donne´ le syste`me incertain Ω(α) ∈ Ah ou` Ωj est donne´ par
Ωj =
[
Aj Ahj Bj Bhj 0
0 0 0 0 0
]
; j = 1, . . . , N (5.10)
de´terminer des gains de retour d’e´tat K et Kh tels que le syste`me incertain en boucle ferme´e correspondant
Ω˜(α) ∈ A˜h avec
Ω˜j =
[
A˜j A˜dj 0
0 0 0
]
; j = 1, . . . , N. (5.11)
et A˜j, A˜dj de´finies en (5.7) est robustement stable.
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Proble`me 5.2 (La commande robuste H∞) Etant donne´s le syste`me incertain Ω(α) ∈ Ah ou` Ωj est
de´fini en (5.3) et un scalaire γ > 0, de´terminer des gains de retour d’e´tat K et Kh, tels que le syste`me
incertain en boucle ferme´e Ω˜(α) ∈ A˜h donne´ par (5.5)-(5.9) est robustement stable et que, de fac¸on
additionnelle, pour tout w(k) ∈ ℓ2 on ait z(k) ∈ ℓ2 satisfaisant
‖z(k)‖2 < γ‖w(k)‖2 (5.12)
Tout γ satisfaisant (5.12) est un couˆt garanti H∞ pour le syste`me.
5.2 Stabilite´ robuste
Tout d’abord, on e´tudie l’analyse de stabilite´ robuste du syste`me incertain en boucle ferme´e Ω˜(α) ∈ A˜h
ou` Ω˜j est donne´ en (5.11), et on pre´sente des conditions suffisantes du type LMI. A partir de ces conditions,
qui sont de dimension infinie dans le parame`tre incertain α, on propose une solution convexe et de
dimension finie pour le Proble`me 5.1.
Le the´ore`me suivant e´tablit quatre conditions e´quivalentes base´es sur l’existence de matrices de
Lyapunov-Krasovskii de´pendantes de parame`tres, qui assurent la stabilite´ robuste du syste`me Ω˜(α) ∈ A˜h
avec (5.11).
The´ore`me 5.1 Le syste`me incertain a` temps discret Ω˜(α) ∈ A˜h avec (5.11) est robustement stable
inde´pendamment du retard de temps h, s’il existe des matrices syme´triques de´finies positives et de´pendantes
de parame`tres P (α) ∈ Rn×n et S(α) ∈ Rn×n telles qu’une des conditions e´quivalentes suivantes soit ve´rifie´e
pour tout α ∈ RN : αj ≥ 0 et
∑N
j=1 αj = 1 :
a) La fonctionnelle de Lyapunov-Krasovskii V (x(k)) donne´e par
V (α, x(k)) , x(k)′P (α)x(k) +
h∑
j=0
x(k − j)′S(α)x(k − j) (5.13)
est telle que
V (α, x(k)) > 0 et ∆V (α, x(k)) , V (α, x(k + 1))− V (α, x(k)) < 0 (5.14)
pour tout
[
x(k)′ x(k − h)′ ]′ 6= 0.
b)
Υ(α) ,
[
A˜(α)′((S(α) + P (α))A˜(α)− P (α) A˜(α)′((S(α) + P (α))A˜d(α)
⋆ A˜d(α)
′((S(α) + P (α))A˜d(α)− S(α)
]
< 0 (5.15)
c)
Θ(α) ,
 −(S(α) + P (α)) (S(α) + P (α))A˜(α) (S(α) + P (α))A˜d(α)⋆ −P (α) 0
⋆ ⋆ −S(α)
 < 0 (5.16)
d) Il existe des matrices de´pendantes de parame`tre F (α) ∈ Rn×n, G(α) ∈ Rn×n et H(α) ∈ Rn×n telles
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que
M(α) ,
 F (α) + F (α)′ + P (α) + S(α) G(α)′ − F (α)′A˜(α)⋆ −(P (α) +G(α)A˜(α) + A˜(α)′G(α)′)
⋆ ⋆
H(α)′ − F (α)′A˜d(α)
−(G(α)A˜d(α) + A˜(α)′H(α)′)
−(S(α) +H(α)A˜d(α) + A˜d(α)′H(α)′)
 < 0 (5.17)
Remarquons que les quatre conditions e´quivalentes sont suffisantes pour la stabilite´ robuste de Ω˜(α) ∈
A˜h avec (5.11), e´tant e´tablies en termes de matrices de´pendantes de parame`tres P (α), S(α), F (α), G(α) et
H(α). Ces conditions ont besoin d’eˆtre ve´rifie´es pour tout α ∈ RN : αj ≥ 0 et
∑N
j=1 αj = 1, j = 1, . . . , N , ce
que rend ce proble`me de dimension infinie en α (dans le cas ou` α a des intervalles continus en son domaine).
Remarquons encore que les conditions du The´ore`me 5.1 sont valides pour n’importe quels ensembles
Ω˜(α), convexes ou non. Une observation a` propos du The´ore`me 5.1 est que les variables matricielles
additionnelles dans la condition d) peuvent eˆtre utilise´es pour poposer des conditions moins conservatives
pour l’e´valuation de stabilite´ robuste, et aussi donner des conditions pour la synthe`se de commande
robuste comme solution du Proble`me 5.1.
Le proble`me de dimension infinie dans les e´quations (5.15)-(5.17) peut eˆtre approche´ par un ensemble
fini de LMI, e´crites en termes des sommets Ω˜j de A˜h, en suivant les meˆmes ide´es que celles pre´sente´es
dans les chapitres 2 et 3. Cependant, ces extensions ne sont pas pre´sente´es dans ce travail. Une autre
approche consiste a` fixer les matrices additionnelles F (α) = F , G(α) = G et H(α) = H et imposer
la structure suivante pour les matrices de´pendantes de parame`tres P (α) et S(α) de la fonctionnelle de
Lyapunov-Krasovskii
P (α) =
N∑
j=1
αjPj ; S(α) =
N∑
j=1
αjSj ;
N∑
j=1
αj = 1; αj ≥ 0 (5.18)
comme l’on expose dans le the´ore`me suivant.
The´ore`me 5.2 S’il existe des matrices syme´triques de´finies positives Pj ∈ Rn×n, Sj ∈ Rn×n, j =
1, . . . , N , et des matrices F ∈ Rn×n, G ∈ Rn×n et H ∈ Rn×n telles que
Mj ,
 F + F ′ + Pj + Sj G′ − FA˜j H ′ − FA˜dj⋆ −(Pj +GA˜j + A˜′jG′) −(GA˜dj + A˜′jH ′)
⋆ ⋆ −(Sj +HA˜dj + A˜′djH ′)
 < 0;
j = 1, . . . , N (5.19)
alors les conditions du The´ore`me 5.1 sont ve´rifie´es avec F (α) = F , G(α) = G, H(α) = H et P (α), S(α),
donne´es en (5.18).
Remarquons que la condition de stabilite´ quadratique pourrait eˆtre impose´e comme une solution
particulie`re du The´ore`me 5.1, en fixant des matrices de la fonctionnelle de Lyapunov-Krasovskii, c’est-a`-
dire, en faisant P (α) = P et S(α) = S. On peut retrouver cette condition a` partir du The´ore`me 5.2, en
imposant Pi = P , Si = S, F = F
′ = −(S + P ) et G = H = 0 en (5.19), comme cela est pre´sente´ dans le
corollaire suivant.
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Corollaire 5.1 S’il existe des matrices syme´triques positives de´finies P ∈ Rn×n et S ∈ Rn×n telles que
Θqj ,
 −(P + S) (P + S)A˜j (P + S)A˜dj⋆ −P 0
⋆ ⋆ −S
 < 0; j = 1, . . . , N (5.20)
alors les conditions du The´ore`me 5.1 sont ve´rifie´es avec P (α) = P , S(α) = S, F (α) = F (α)′ = −(P +
S) et G(α) = H(α) = 0, en impliquant que le syste`me en boucle ferme´e Ω˜(α) ∈ A˜h avec (5.11) est
quadratiquement stable inde´pendamment de la valeur h du retard.
L’utilisation de matrices fixes P et S dans le Corollaire 5.1 assure la stabilite´ du syste`me, meˆme dans
le cas de matrices incertaines variants dans le temps A˜(α) et A˜d(α). Observez encore que des conditions de
stabilite´ robuste similaires a` celles pre´sente´es ici peuvent eˆtre obtenues en termes du syste`me dual Ω˜(α),
c’est-a`-dire en changeant A˜(α) par A˜(α)′ et A˜d(α) par A˜d(α)
′ dans (5.15)-(5.17) et A˜j par A˜
′
j et A˜dj par
A˜′dj dans (5.19)-(5.20).
5.3 Commande robuste
Dans cette section, on utilise le degre´ de liberte´ additionnel propose´ par les matrices F , G et H
dans le The´ore`me 5.2 et dans le Corollaire 5.1, pour obtenir des conditions suffisantes pour re´soudre le
Proble`me 5.1. Pour cela, conside´rons le syste`me incertain a` temps discret et a` retard dans les e´tats de´fini
par Ω(α) ∈ Ah avec (5.10) et supposons que les vecteurs d’e´tat, x(k), et d’e´tat en retard, x(k − h) soient
disponibles pour retour. On donne ci-dessous une condition suffisante pour l’existence de gains robustes
de retour d’e´tat K et Kh tels que, avec u(k) et u(k − h) donne´s en (5.4), le syste`me incertain en boucle
ferme´e Ω˜(α) soit robustement stable.
The´ore`me 5.3 S’il existe des matrices syme´triques de´finies positives P˜j ∈ Rn×n et S˜j ∈ Rn×n, j =
1, . . . , N , et des matrices L ∈ Rn×n, Z ∈ Rm1×n et Zh ∈ Rm2×n telles que
Ξj ,
 L′ + L+ P˜j + S˜j −(AjL+BjZ) −(AhjL+BhjZh)⋆ −P˜j 0
⋆ ⋆ −S˜j
 < 0; j = 1, . . . , N (5.21)
alors les gains robustes de retour d’e´tat K et Kh donne´s par
K = ZL−1 et Kh = ZhL
−1 (5.22)
sont tels que le syste`me en boucle ferme´e Ω˜(α) ∈ A˜h avec (5.11) est robustement stable, inde´pendamment
de la valeur h du retard. De plus, Pj = (L
′)−1P˜jL
−1 et Sj = (L
′)−1S˜jL
−1, j = 1, . . . , N , P (α), S(α),
donne´es en (5.18) et F = (L′)−1, G = H = 0 sont telles que les conditions du The´ore`me 5.2 sont ve´rifie´es.
Remarquons qu’une condition similaire a` (5.21) pourrait eˆtre obtenue en imposant G = H = 0 dans
Mj (The´ore`me 5.2), en utilisant la repre´sentation du syste`me incertain dual, c’est-a`-dire en changeant A˜j
par (Aj + BjK)
′ et A˜dj par (Ahj + BhjKh)
′ et alors en appliquant le changement de variables Z = KL
et Zh = KhL.
Remarquons encore que, si le vecteur d’e´tat retarde´, x(k − h), n’est pas disponible (par exemple, si h
est inconnu) les conditions du The´ore`me 5.3 peuvent encore eˆtre utilise´es, en imposant Zh = 0 dans (5.21).
Enfin, il est important de relever que le The´ore`me 5.3 contient les re´sultats de stabilisation quadratique,
comme cela est e´tabli dans le corollaire suivant.
60 Chapitre 5. La commande robuste H∞ de syste`mes a` temps discret et a` retard dans les e´tats
Corollaire 5.2 S’il existe des matrices syme´triques de´finies positives P˜ ∈ Rn×n et S˜ ∈ Rn×n et des
matrices L ∈ Rn×n, Z ∈ Rm1×n et Zh ∈ Rm2×n telles que
Ξqj ,
 L′ + L+ P˜ + S˜ −(AjL+BjZ) −(AhjL+BhjZh)⋆ −P˜ 0
⋆ ⋆ −S˜
 < 0; j = 1, . . . , N (5.23)
alors les gains robustes de retour d’e´tat K et Kh donne´s par (5.22) sont tels que le syste`me incertain
en boucle ferme´e Ω˜(α) ∈ A˜h avec (5.11) est quadratiquement stable, inde´pendamment de la valeur h du
retard.
Bien qu’il existe dans la litte´rature des re´sultats e´quivalents pour la stabilisation quadratique (lesquels
ge´ne´ralement ne sont pas formule´s en termes de LMI), le Corollaire 5.2 dispense une condition plus
inte´ressante pour traiter des restrictions de structure dans les gains de retour. Cela vient du fait que la
matrice additionnelle L utilise´e pour le calcul des gains de commande n’apparaˆıt pas dans la fonctionnelle
de Lyapunov-Krasovskii. Le choix L = −(P˜ + S˜) re´cupe`re la condition de stabilisation quadratique
standard, comme cela est pre´sente´ dans le corollaire suivant.
Corollaire 5.3 S’il existe des matrices syme´triques de´finies positives P˜ ∈ Rn×n et S˜ ∈ Rn×n et des
matrices Z ∈ Rm1×n et Zh ∈ Rm2×n telles que
Ξq2j ,
 −(P˜ + S˜) AjP˜ +AjS˜ +BjZ AhjP˜ +AhjS˜ +BhjZh⋆ −P˜ 0
⋆ ⋆ −S˜
 < 0; j = 1, . . . , N (5.24)
alors les gains robustes de retour d’e´tat K et Kh donne´s par
K = Z(P˜ + S˜)−1 et K = Zh(P˜ + S˜)
−1 (5.25)
sont tels que le syste`me incertain en boucle ferme´e Ω˜(α) ∈ A˜h avec (5.11) est quadratiquement stable,
inde´pendamment de la valeur h du retard.
Remarquons qu’une condition e´quivalente pour la stabilisation quadratique pourrait eˆtre obtenue
directement du Corollaire 5.1, en conside´rant le syste`me dual, c’est-a`-dire, en changeant A˜j par (Aj+BjK)
′
et A˜dj par (Ahj + BhjKh)
′, et en utilisant la line´arisation de variables donne´es par (P + S)K ′ = Z et
(P + S)K ′h = Zh. Les be´ne´fices du Corollaire 5.2 par rapport au Corollaire 5.3 restent plus e´vidents
dans la synthe`se de commande de´centralise´e. En fait, graˆce au degre´ supple´mentaire de liberte´ amene´
par la matrice L, des gains robustes de´centralise´s pour le retour d’e´tat peuvent eˆtre calcule´s a` partir du
Corollaire 5.2, sans imposer de restrictions de structure dans les matrices de Lyapunov-Krasovskii. Enfin, il
est important de relever que, contrairement a` la plus grande partie des re´sultats trouve´s dans la litte´rature,
les The´ore`mes 5.2 et 5.3 et les Corollaires 5.1, 5.2 et 5.3 sont formule´s comme des conditions LMI convexes,
de dimension finie, permettant une solution efficace pour les proble`mes de stabilite´ et stabilisation robuste,
graˆce a` l’utilisation d’algorithmes spe´cialise´s qui peuvent eˆtre re´solus en temps polynomial.
5.4 Commande robuste H∞
Dans cette section, le couˆt garanti H∞ du syste`me incertain Ω˜(α) donne´ en (5.5)-(5.9) est lie´ a`
l’existence de matrices de´pendantes de parame`tres qui satisfont quelques conditions convexes e´quivalentes.
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En imposant une structure spe´ciale a` ces matrices, il est possible obtenir des conditions LMI suffisantes
pour le couˆt garanti H∞. On peut alors proposer des conditions suffisantes LMI pour la synthe`se de gains
robustes K et Kh, re´solvant le Proble`me 5.2.
The´ore`me 5.4 Le syste`me incertain a` temps discret Ω˜(α) donne´ en (5.5)-(5.9) est robustement stable a`
un couˆt garanti H∞ donne´ par γ = √µ, inde´pendamment de la valeur h du retard, s’il existe des matrices
syme´triques de´finies positives de´pendantes de parame`tres P (α) ∈ Rn×n et S(α) ∈ Rn×n telles, qu’une des
conditions e´quivalentes suivantes soit ve´rifie´e pour tout α ∈ RN : αj ≥ 0 et
∑N
j=1 αj = 1 :
a)
N (α) ,
 Υ(α) A˜(α)′(P (α) + S(α))Bw(α)A˜d(α)′(P (α) + S(α))Bw(α)
⋆ Bw(α)
′(P (α) + S(α))Bw(α)− µIℓ
+
 C˜(α)′C˜d(α)′
Dw(α)
′
 C˜(α)′C˜d(α)′
Dw(α)
′
′ < 0 (5.26)
ou` Υ(α) est donne´ en (5.15).
b)
R(α) ,

Θ(α)
0 (P (α) + S(α))Bw(α)
C˜(α)′ 0
C˜d(α)
′ 0
⋆
−Ip Dw(α)
⋆ −µIℓ
 < 0 (5.27)
ou` Θ(α) est donne´ en (5.16).
c) Il existe des matrices dependantes de parame`tres F (α), F2(α), G(α), G2(α), H(α), H2(α), X1(α),
X2(α), M1(α) et M2(α), telles que
Q(α) ,
[ M(α) + Q1(α) Q2(α)
⋆ Q3(α)
]
< 0 (5.28)
ou` M(α) est donne´ en (5.17) et
Q1(α) ,
 0 −F2(α)C˜(α) −F2(α)C˜d(α)⋆ −(G2(α)C˜(α) + C˜(α)′G2(α)′) −(G2(α)C˜d(α) + C˜(α)′H2(α)′)
⋆ ⋆ −(H2(α)C˜d(α) + C˜d(α)′H2(α)′)
 (5.29)
Q2(α) ,
 X1(α)′ + F2(α)G2(α)− (A˜(α)′X1(α)′ + C˜(α)′X2(α)′)
H2(α)− (A˜d(α)′X1(α)′ + C˜d(α)′X2(α)′)
M1(α)
′ − (F1(α)Bw(α) + F2(α)Dw(α))
−(G(α)Bw(α) +G2(α)Dw(α) + A˜(α)′M1(α)′ + C˜(α)′M2(α)′)
−(H(α)Bw(α) +H2(α)Dw(α) + A˜d(α)′M1(α)′ + C˜d(α)′M2(α)′)
 (5.30)
Q3(α) ,
[
Ip +X2(α) +X2(α)
′
⋆
M2(α)
′ − (X1(α)Bw(α) +X2(α)Dw(α))
−(µIℓ +M1(α)Bw(α) +Bw(α)′M1(α)′ +M2(α)Dw(α) +Dw(α)′M2(α)′)
]
(5.31)
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De meˆme que dans le The´ore`me 5.1, les conditions du The´ore`me 5.4 ont besoin d’eˆtre ve´rifie´es pour
toutes les valeurs admissibles de α, en e´tant valides pour n’importe quel ensemble d’incertitudes D˜. On
donne ensuite une condition convexe de dimension finie, en assurant que les e´quations (5.26)-(5.28) sont
ve´rifie´es.
The´ore`me 5.5 S’il existe des matrices syme´triques de´finies positives Pj ∈ Rn×n et Sj ∈ Rn×n, j =
1, . . . , N , des matrices de dimensions approprie´es F , F2, G, G2, H, H2, X1, X2, M1, M2 et un scalaire
positif γ =
√
µ tels que
Qj ,
[ Mj + Q1j Q2j
⋆ Q3j
]
< 0; j = 1, . . . , N (5.32)
ou` Mj est de´finie en (5.19) et
Q1j ,
 0 −F2C˜j −F2C˜dj⋆ −(G2C˜j + C˜ ′jG′2) −(G2C˜dj + C˜ ′jH ′2)
⋆ ⋆ −(H2C˜dj + C˜ ′djH ′2)
 (5.33)
Q2j ,
 X ′1 + F2 M ′1 − (FBwj + F2Dwj)G2 − (A˜′jX ′1 + C˜ ′jX ′2) −(GBwj +G2Dwj + A˜′jM ′1 + C˜ ′jM ′2)
H2 − (A˜′djX ′1 + C˜ ′djX ′2) −(HBwj +H2Dwj + A˜′djM ′1 + C˜ ′djM ′2)
 (5.34)
Q3j ,
[
Ip +X2 +X
′
2 M
′
2 − (X1Bwj +X2Dwj)
⋆ −(µIℓ +M1Bwj +B′wjM ′1 +M2Dwj +D′wjM ′2)
]
(5.35)
alors le syste`me Ω˜(α) ∈ D˜ est robustement stable a` un couˆt garanti H∞ donne´ par γ. De plus, les conditions
du The´ore`me 5.4 sont assure´es avec F (α) = F , F2(α) = F2, G(α) = G, G2(α) = G2, H(α) = H,
H2(α) = H2, X1(α) = X1, X2(α) = X2, M1(α) = M1, M2(α) = M2, P (α) et S(α) de´finies comme
en (5.18).
Remarquons que, avec les re´sultats du The´ore`me 5.5, le proble`me d’optimisation convexe suivant peut
eˆtre formule´, en cherchant le minimum γ =
√
µ tel que
PH∞ :

min
Pj = P
′
j > 0; Sj = S
′
j > 0
F, F2, G,G2, H,H2, X1, X2,M1,M2
µ
tel que (5.32) est ve´rifie´e.
(5.36)
On peut obtenir des conditions quadratiques a` partir des re´sultats du The´ore`me 5.5 : pour cela, il est
suffit d’imposer Pj = P = P
′ > 0 et Sj = S = S
′ > 0, j = 1, . . . , N , F = −(P + S), X2 = −Ip, et en
prenant les matrices H, G, F2, H2, G2, X1, M1 et M2 e´gales a` ze´ro dans (5.32). Cette approche permet
le calcul du couˆt garanti H∞ pour le syste`me Ω˜(α) ∈ D˜ a` parame`tre incertain dans le temps et a` retard
fixe. On e´nonce ce re´sultat dans le corollaire suivant.
Corollaire 5.4 S’il existe des matrices syme´triques de´finies positives P ∈ Rn×n et S ∈ Rn×n et un
scalaire positif γ =
√
µ tels que
Rj =

Θqj
0 (P + S)Bwj
C˜ ′j 0
C˜ ′dj 0
⋆
−Ip Dwj
⋆ −µIℓ
 < 0; j = 1, . . . , N (5.37)
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ou` Θqj est donne´e en (5.20), alors le syste`me Ω˜(α) ∈ D˜ est quadratiquement stable a` un couˆt garanti H∞.
Ensuite, on utilise les variables matricielles additionnelles pre´sentes dans le The´ore`me 5.5 pour proposer
une solution pour le Proble`me 5.2.
The´ore`me 5.6 S’il existe des matrices syme´triques de´finies positives P˜j ∈ Rn×n et S˜j ∈ Rn×n, j =
1, . . . , N , des matrices Z ∈ Rm1×n, Zh ∈ Rm2×n, L ∈ Rn×n et des scalaires 0 < β ≤ 1 et γ = √µ > 0 tels
que
Πj ,

0 −Bwj
Ξj −(L′C ′j + Z ′D′j) 0
−(L′C ′hj + Z ′hD′hj) 0
⋆
−βIp −Dwj
⋆ −µIℓ
 < 0; j = 1, . . . , N (5.38)
ou` Ξj est donne´e en (5.21), alors les gains robustes de retour d’e´tat K et Kh donne´s par (5.22) sont
tels que la boucle ferme´e du syste`me Ω˜(α) ∈ D˜ est robustement stable a` couˆt garanti H∞ donne´ par γ,
inde´pendamment de la valeur h du retard.
Comme dans le cas de la stabilisation robuste (Section 5.2), il est possible de traiter des syste`mes va-
riants dans le temps, en conside´rant des matrices fixes et inde´pendantes de parame`tres dans la fonctionnelle
de Lyapunov-Krasovskii. Le corollaire suivant pre´sente une condition suffisante pour la stabilisation qua-
dratique en assurant un couˆt garanti H∞ donne´ par γ pour le syste`me Ω˜(α) ∈ D˜ a` parame`tre variant
dans le temps et a` retard fixe.
Corollaire 5.5 S’il existe des matrices syme´triques de´finies positives P˜ ∈ Rn×n et S˜ ∈ Rn×n, des
matrices L ∈ Rn×n, Z ∈ Rn×m1, Zh ∈ Rn×m2 et des scalaires 0 < β ≤ 1 et γ = √µ tels que
Πqj ,

0 −Bwj
Ξqj −(L′C ′j + Z ′D′j) 0
−(L′C ′hj + Z ′hD′hj) 0
⋆
−βIp −Dwj
⋆ −µIℓ
 < 0; j = 1, . . . , N (5.39)
alors les gains robustes de retour d’e´tat K et Kh donne´s par (5.22) sont telsque le syste`me en boucle
ferme´e Ω˜(α) ∈ D˜ est quadratiquement stable a` un couˆt garanti H∞ donne´ par γ, inde´pendamment de la
valeur h du retard.
Le choix L = −(P˜ + S˜) dans le Corollaire 5.5 donne aussi une condition de stabilisation a` couˆt garanti
H∞ donne´ par γ.
Corollaire 5.6 S’il existe des matrices syme´triques de´finies positives P˜ ∈ Rn×n et S˜ ∈ Rn×n, des
matrices L ∈ Rn×n, Z ∈ Rn×m1, Zh ∈ Rn×m2, et des scalaires 0 < β ≤ 1 et γ = √µ tels que
0 −Bwj
Ξq2j P˜C
′
j + S˜C
′
j + Z
′D′j 0
P˜C ′hj + S˜C
′
hj + Z
′
hD
′
hj 0
⋆
−βIp −Dwj
⋆ −µIℓ
 < 0; j = 1, . . . , N (5.40)
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ou` Ξq2j est donne´e en (5.24), alors les gains robustes de retour d’e´tat K et Kh donne´s par (5.25) sont
telsque le syste`me en boucle ferme´e Ω˜(α) ∈ D˜ est quadratiquement stable a` un couˆt garanti H∞ donne´ par
γ, inde´pendamment de la valeur h du retard.
De meˆme qu’observe´ auparavant, les conditions propose´es dans le Corollaire 5.5 sont plus ade´quates
pour traiter des restrictions de structure dans les gains de commande que les conditions du Corollaire 5.6.
Cela est duˆ au degre´ supple´mentaire de liberte´ induit par la matrice L.
Il est important de mentionner que le The´ore`me 5.6 pre´sente une solution convexe sous forme de LMI
a` dimension finie pour le Proble`me 5.2, qui peut eˆtre e´value´e en temps polynomial par des algorithmes
spe´cialise´s de points inte´rieurs [GNLC95]. De plus, toutes les matrices du syste`me peuvent eˆtre affecte´es
par des incertitudes. Les gains de retour d’e´tat K et Kh qui donnent le plus petit niveau d’atte´nuation
γ =
√
µ tel que (5.38) est ve´rifie´e, peuvent eˆtre obtenus a` partir du proble`me convexe d’optimisation
suivant :
P˜H∞ :

min
P˜j = P˜
′
j > 0; S˜j = S˜
′
j > 0
Z,Zh, L, 0 < β ≤ 1
µ
tel que (5.38) est ve´rifie´e
(5.41)
5.5 Complexite´ nume´rique et extensions
Les conditions propose´es dans ce chapitre peuvent eˆtre re´solues en temps polynomial par l’utilisation
d’algorithmes de points inte´rieurs, dont la complexite´ nume´rique est associe´e au nombre de lignes LMI,
L, et au nombre de variables scalaires, K, utilise´es dans le proble`me. Par exemple, en utilisant la LMI
Control Toolbox, le nombre d’ope´rations en point flottant est de l’ordre de K3L [GNLC95]. D’autres
me´thodes peuvent avoir un comportement diffe´rent. Dans le Tableau 5.1, on donne le nombre de variables
scalaires, K, et le nombre de lignes LMI, L, associe´es a` chaque condition pre´sente´e dans ce chapitre.
Observons que dans les proble`mes d’optimisation PH∞ , (5.36), et P˜H∞ , (5.41), le nombre de variables
d’optimisation montre´ dans le Tableau 5.1 a besoin d’eˆtre augmente´ de un, puisque dans ce cas la variable
µ = γ2 est aussi une variable d’optimisation.
5.5.1 Commande de´centralise´e
Les re´sultats pre´sente´s dans la Section 5.3 (The´ore`me 5.3 et Corollaire 5.2) et dans la Section 5.4
(The´ore`me 5.6 et Corollaire 5.5) peuvent aussi eˆtre utilise´s pour la synthe`se de commande de´centralise´e,
par l’imposition d’une structure de´centralise´e aux matrices L = LD = bloc-diagonal{L1, . . . , LM}, Z =
ZD = bloc-diagonal{Z1, . . . , ZM}, Zh = ZdD = bloc-diagonal{Z1h, . . . , ZMh }, ou` M de´note le nombre
de sous-syste`mes, re´sultant en gains de retour d’e´tat bloc-diagonaux KD = ZDL
−1
D et KdD = ZdDL
−1
D .
Remarquons que dans ce cas on n’impose aucune restriction aux matrices P (α) et S(α) utilise´es dans
la fonctionnelle de Lyapunov-Krasovskii. De plus, il est possible de chercher des lois de commande qui
n’utilisent que x(k) ou x(k − h) pour le retour, de´centralise´es ou non, simplement en fixant Z = 0 ou
Zh = 0 dans les LMIs.
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Crite`re K (n. de variables scalaires) L (n. de lignes LMIs)
A
n
al
y
se S
ta
b
il
it
e´
The´ore`me 5.2 3n2 +Nn(n+ 1)
3Nn
Corollaire 5.1 n(n+ 1)
H ∞
The´ore`me 5.5 n2(3 +N) + n(p+N) + ℓ(n+ p) + p(3n+ p)
N(3n+ p+ ℓ)
Corollaire 5.4 n(n+ 1)
S
y
n
th
e`s
e
S
ta
b
il
it
e´
The´ore`me 5.3 n(N(n+ 1) + n+m1 +m2)
3Nn
Corollaire 5.2 n(2n+m1 +m2 + 1)
Corollaire 5.3 n(n+m1 +m2 + 1)
H ∞
The´ore`me 5.6 1 + n(N(n+ 1) + n+m1 +m2)
N(3n+ p+ ℓ)
Corollaire 5.5 1 + n(2n+m1 +m2 + 1)
Corollaire 5.6 1 + n(n+m1 +m2 + 1)
Tab. 5.1 – Nombre de variables scalaires, K, et nombre de lignes LMI, L.
5.5.2 Des fautes d’actionneurs
Les re´sultats pre´sente´s dans ce chapitre peuvent eˆtre utilise´s pour e´tudier la stabilite´ robuste et pour
la synthe`se de gains robustes pour le retour d’e´tat, en assurant la stabilite´ et la performance du syste`me
en boucle ferme´e soumis a` des fautes d’actionneurs. En fait, le proble`me de faute d’actionneurs peut eˆtre
traite´ comme un cas spe´cial d’incertitude affectant les matrices d’entre´es B(α) et Bh(α). De plus, en
utilisant les re´sultats base´s sur la stabilite´ quadratique, c’est-a`-dire, en fixant les matrices de Lyapunov-
Krasovskii, on peut traiter des fautes d’actionneurs dans le contexte de syste`mes variants dans le temps,
en assurant la stabilite´ robuste et la performance H∞ garantie, meˆme avec des fautes partielles ou totales
d’actionneurs.
Remarque 5.1 Dans [LTP04a], on e´tudie des conditions pour le calcul du couˆt garanti H∞ et pour la
synthe`se de gains robustes K et Kh, qui minimisent la norme H∞ entre le signal d’entre´e de perturbation
et le signal de sortie de syste`mes line´aires incertains a` temps discret et a` retard dans les e´tats, mais sans
retard dans l’e´quation de sortie (Ch = 0 et Dh = 0).
5.6 Conclusion
Dans ce chapitre, on a e´tudie´ la commande robuste H∞ pour les syste`mes a` temps discret et a` retard
dans les e´tats. Contrairement a` d’autres re´sultats de la litte´rature, toutes les matrices du syste`me peuvent
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eˆtre affecte´es par des incertitudes. Ces incertitudes sont exprime´es sous forme polytopique, a` sommets
connus. Par l’utilisation d’une fonctionnelle de Lyapunov-Krasovskii de´pendante de parame`tres, on a
obtenu, sous forme de LMI, des conditions du type “inde´pendant du retard”, moins conservatives, pour
l’analyse de stabilite´ robuste et pour le calcul du couˆt garanti H∞. De plus, on a pre´sente´ des conditions
du type LMI, suffisantes pour la de´termination de gains robustes de retour d’e´tat pour la stabilisation
et pour la commande a` couˆt garanti H∞. Ces conditions peuvent donner un gain qui de´pend d’e´tat
retarde´, utilisable seulement quand la valeur du retard est connue. Graˆce a` la convexite´, des restrictions
additionnelles, telles que de´centralisation et commande soumise a` des fautes d’actionneurs, peuvent eˆtre
facilement incorpore´es aux conditions LMI.
Chapitre 6
Commentaires finaux
Dans ce travail, on a e´tudie´ des fonctionnelles de Lyapunov et de Lyapunov-Krasovskii de´pendantes
de parame`tres, pour traiter des proble`mes dans le contexte de la the´orie de commande robuste. Avec
l’utilisation de ces fonctionnelles, il a e´te´ possible d’obtenir des conditions, formule´es comme des tests de
faisabilite´ de LMI, qui pre´sentent des re´sultats bien moins conservatifs que d’autres conditions trouve´es
dans la litte´rature pour des syste`mes a` incertitudes du type polytopique. On a obtenu des formulations
convexes (suffisantes) pour la solution des proble`mes suivants :
– D-stabilite´ robuste de polytopes de matrices ;
– D-stabilite´ robuste de polytopes de polynoˆmes matriciels ;
– Stabilite´ robuste de syste`mes neutres a` retards variants dans le temps et, en particulier, de syste`mes
a` retard dans les e´tats ;
– Stabilite´ robuste de syste`mes discrets dans le temps et a` retard dans les e´tats ;
– Calcul du couˆt garanti H∞ de syste`mes discrets dans le temps a` retard dans les e´tats et la sortie ;
– Synthe`se de gains de retour d’e´tat pour des syste`mes discrets dans le temps et a` retard dans les
e´tats, en assurant une performance H∞.
Des parties des re´sultats pre´sente´s dans ce texte apparaissent dans les travaux [dOLP04], [dOOL+02a],
[dOOL+02b], [LMd+04], [LMRP02], [LOdP04], [LP03b], [LP03a], [LPT03], [LTP04b], [LTP], [LTP04a]
et [PTGL03].
On peut conclure que l’utilisation de fonctions de Lyapunov et de Lyapunov-Krasovskii de´pendantes
de parame`tres, allie´e a` l’application du Lemme de Finsler dans les proble`mes e´tudie´s, me`ne a` une re´duction
significative du conservatisme des conditions d’analyse de stabilite´ robuste et de synthe`se robuste. Comme
conse´quence de cette re´duction de conservatisme, il y a une augmentation de complexite´ des conditions qui
utilisent des fonctionnelles de´pendantes de parame`tres, ainsi que de matrices additionnelles de´pendantes ou
non de parame`tre, par rapport aux conditions LMI correspondantes, formule´es via l’approche par stabilite´
quadratique (fonctionnelles de Lyapunov et Lyapunov-Krasovskii a` matrices fixes et inde´pendantes de
parame`tres). Cependant, l’effort de calcul nel additionnel, ne´cessaire pour les conditions propose´es dans
ce travail, est compense´, comme cela est de´montre´ par des comparaisons nume´riques et des exemples
pre´sente´s par les re´sultats obtenus. On observe encore que les conditions LMI peuvent eˆtre re´solues par
d’autres algorithmes spe´cialise´s, tels que [Stu99], au-dela` des algorithmes de points inte´rieurs utilise´s dans
ce travail [GNLC95].
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6.2 Perspectives
La recherche re´alise´e dans ce travail indique que certains the`mes d’inte´reˆt peuvent eˆtre explore´s dans
de nouvelles directions. Parmi de ces the`mes, on peut souligner ceux qui nous paraissent eˆtre les plus
prometteurs :
• De´velopper des conditions de D-stabilite´ de polytopes de matrices en utilisant R11 ⊗ P (α)+F (α)(Id ⊗A(α)) + (Id ⊗A(α)′)F (α)′) R12 ⊗ P (α) + (Id ⊗A(α)′)G(α)− F (α)
⋆ R22 ⊗ P (α)− (G(α) +G(α)′)
 < 0
avec
∑N
j=1 αj = 1, αj ≥ 0 et en majorant l’e´quation ci-dessus par une fonction polynomiale ou` le degre´ de
αj est plus grand que 3. Les re´sultats pre´sente´s dans ce travail ont e´te´ obtenus pour le degre´ de αj e´gal
a` 2 et 3. Pour cela, on doit formuler la condition ci-dessus, multiplie´e par (
∑N
j=1)
v v ∈ N. On s’attend a`
que des conditions, chaque fois moins conservatives, soient obtenues a` mesure que v augmente.
• E´tudier des conditions pour la D-stabilite´ de polytope de polynoˆmes matriciels en utilisant des
re´gions de´crites par R de dimensions plus grandes que 2. Cette e´tude peut encore contenir l’e´tude d’autres
matrices de projection T , de l’e´quation (3.11), dans la recherche de conditions moins conservatives.
• E´tudier la synthe`se de controˆleur pour la stabilisation robuste de polytopes de polynoˆmes matriciels.
• De´velopper des conditions pour le calcul du couˆt garanti H∞ pour des syste`mes neutres, ainsi que
des conditions pour la synthe`se de gains robustes pour le retour d’e´tat qui puissent garantir i) la stabilite´
et ii) une performance (couˆt garanti H∞ ) du syste`me en boucle ferme´e.
• E´tudier des conditions de´pendantes du retard, moins conservatives, en utilisant le Lemme de Fins-
ler, pour des syste`mes discrets dans le temps a` retard dans les e´tats. Dans ce cas, on doit re´aliser une
comparaison ne´cessaire avec des conditions base´es sur l’augmentation du vecteur d’e´tat.
• Aborder le proble`me du couˆt H2 pour des syste`mes a` retard dans les e´tats.
• E´tudier les syste`mes avec retard dans les e´tats et les traiter par des fonctionelles de Lyapunov-
Krasovskii de´pendantes de parame`tres.
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