Abstract-A grading system was developed to classify chestnut automatically into various grades of quality in terms of size. The chestnut is scanned with a color charge-coupled-device camera and then the size is extracted by image processing. In the image processing there are two kinds of algorithm, one is the minimum enclosing rectangle (MER), and the other is the distance between centroid and border (DCB). The algorithm finds out the chestnut's major axis and minor axis which are used to predict the size of the chestnut. By regression analysis, it's found that the relative error of the MER is 0.7465%, and the relative error of the DBCB is 1.83%. The MER is better to predict the chestnut's size than the DCB.
INTRODUCTION
In this country, chestnut is one of the most important cash crops, which are marketed according to the size of the contents. Size classification of agricultural products is significant for marketing and profitability. The traditional way of grading chestnut is by visual inspection. It can only be possible with skilled and careful labor. This leads to problems of increased labor cost, hence uncompetitive products; and unstable, undependable outcomes because of human error. To address this problem, it is an important, urgent task to develop an automatic chestnut grading system that may reduce labor cost and preserve product quality, leading therefore to improved competitiveness and higher sales revenues.
Application of machine vision techniques in agriculture is found in many fields since 1990. And image processing technology has been widely employed in fruit grader, such as navel orange, apple and pear. So it was the objective of this study to develop a domestic-chestnut grading system with machine vision as the inference engine. In this paper, it mainly studied the algorithms which were used to definite the size of the chestnut, they are the minimum enclosing rectangle (MER) and the distance between centroid and border (DCB). Figure 1 illustrates the grading system. This system comprises a machine vision system and sorting mechanisms. The machine vision system consists of a charge-coupled-device (CCD) camera (Daheng-HV2000FC, China) with one 32-W round lamp for scattering illumination, a graphic control workstation (IEEE1394) and the sorting mechanisms including an air compressor, an infrareddetector, PLC and pneumatic cylinders. 
II. MATERIAL AND METHODS

A. The Grading System
B. Image Pretreatment
Image preprocessing mainly include gray, binary and contour extraction, which is very necessary for the subsequent study.
1) Gray Image
The images of the chestnut which was taken by the CCD camera are 24-bit true color. In the Image, each pixel consists of three gezer (RGB), and takes three byte. But in the grading system, the color information is not necessary. It can reduce the size of the image by image gray.
Gray image means conversion the image's format from color to gray. In the gray image, each pixel only has brightness information, which was computed from the R, G and B. The computation formula is: Figure 2 illustrates the effect of gray. 
2) Image Binaryzation
In the grayscale, it includes not only the target image, but also the background and noise. Image binaryzation means select an appropriate threshold to separate the target from the background and noise. The image data will be divided into two parts by the threshold. The computation formula is:
In the formula, the ) , ( y x f stands for the image data; the ) , ( y x f ′ stands for the binary data; the θ stands for the threshold, which was specified by user. Also the threshold can be generated by a threshold algorithm. It has different effect on image processing by different threshold, such as Figure 3 . 
3) Contour Extraction
It's necessary to get the external contours after the binary image. The contour extraction algorithm is very simply. First check each pixel, if the value of the pixel is zero (black), then checks the other eight pixels which are neighbor to the pixel. If all the neighborhoods are zero (black) too, then change the value of pixel to 255(white). Otherwise don't change the value, and find the next pixel.
C. Detection Algorithm
Chestnut is an irregular object. In order to find out the major axis and minor axis in any direction immediately, there are two kinds of algorithm: one is the minimum enclosing rectangle (MER), and the other is the distance between centroid and border (DCB).
1) Minimum Enclosing Rectangle
The MER means find a minimum rectangle to enclosing the chestnut, and take the length and width of the rectangle to instead the major axis and minor axis. In the processing, the direction of the target is random, so it's necessary to rotate the image of the object at an angle 90 ° by a certain incremental angle (such as 3 °). After each rotation, record the length and width of the circum-rectangle. Find out the minimum rectangle from the 30 circum-rectangles. The specific processes are as follows:
• Apply for 30 structures, which are used to store the length and the width after each rotation.
• Do rotation interpolation for the image, each rotation of rotating 3 °, rotating 30 times.
• Find out the circum-rectangle after the rotation; put the length and width in the structure.
• After all rotations, Find out the minimal rectangle from the 30 structures; take the length and width of the rectangle as the major axis and minor axis of the chestnut.
The extraction algorithm of circum-rectangle is as follows:
• Apply for some variables, such as TOP, BOTTOM, LEFT and RIGHT.
• Scanning the image from top to bottom by line scanning, check the value of each pixel, if the value is zero, break out of the circulation and put the abscissa in the TOP. Then scanning the image from bottom to top by line scanning, check the value of each pixel, if the value is zero, break out of the circulation and put the abscissa in the BOTTOM. The width of the circumrectangle is the difference between TOP and BOTTOM. The formula is: width=BOTTOM-TOP;
• Scanning the image from left to right by column scanning, check the value of each pixel, if the value is zero, break out of the circulation and put the ordinate in the LEFT. Then scanning the image from right to left by column scanning, check the value of each pixel, if the value is zero, break out of the circulation and put the ordinate in the RIGHT. The length of the circumrectangle is the difference between LEFT and RIGHT. The formula is: length=RIGHT-LEFT;
• Find out the area of the external rectangular, the formula is: area = length * width.
2) Distance between Centroid and Border
The DCB means find out the distance between the centroid and the border, take the longest distance as the major axis and take the shortest distance as the minor axis. The first step should find out the centroid. The specific processes are as follows:
• Apply for three variables, X_sum, Y_sum and COUNT. The X_sum is used to take the sum of the abscissa, the Y_sum is used to take the sum of the ordinate, and the COUNT is used to take the count of the border pixels.
• Scanning the image, check the value of the pixel. If the value is zero, add the abscissa of the pixel to the X_sum, add the ordinate of the pixel to the Y_sum, and add one to the COUNT.
• After scanning the image, figure out the coordinates of the centroid. The abscissa is the result which is X_sum divided by the COUNT; the ordinate is the result which is Y_sum divided by the COUNT.
The extraction algorithm of finger out the distance is as follows:
• First apply two variables, Max and Min. The Max is used to take the longest distance and the Min is used to take the shortest distance. Initialize the Max to zero, and initialize the Min to one thousand.
• Scanning the image, check the value of the pixel. If the value is zero, calculate the distance between the centroid and the pixel with Pythagorean Theorem.
Compare the distance with the Max and the Min. If the distance is bigger than Max, take the distance as the new Max, and if the distance is smaller than the Min, take the distance as the new Min.
• After scanning the image, the longest distance was stored in the Max, the short distance was stored in the Min. Then multiply the Max by 2 will be major axis of the chestnut, and multiply the Min by 2 will be the minor axis of the chestnut.
III. RESULTS AND DISCUSSION
Select one hundred of chestnut randomly. Take a half to be the experimental sample, and take the other half to be the test sample. First find out the projected area of every chestnut by calculate the count of the black pixels in a static environment. Then put the chestnut through the grading system, take the dynamic image of every chestnut. Obtain the major axis and the minor axis of the chestnut by the two algorithms. Table 1 shows the result of ten chestnuts. (Note: the data was gave in two ways. One is the number of the pixel, the other one is the actual size, such as sample 1(124 is the number of the pixel, the 3.10mm is the physical length), the rate between the pixel and the physical length is 50.) Axis.) (t<0.0001) Then forecast the area of the test sample with the regression equations. The correlation between the projected area and the forecast area is showed in Fig.4 and Fig. 5 . It is obviously to see that the mean absolute error of MER is smaller than the DCB, and as well the relative error. But the time for the two algorithms is different, it took 3.2s to rotate the image for the MER, the algorithm of the DCB only took 0.7s to get the major axis and minor axis.
IV. CONCLUSION
A real-time chestnut grading system with machine vision has been developed. There are two real-time algorithms to extract the size of the chestnut. In this paper, it's found that the MER is more suitable than the DCB. By analyzing the points which are far away from the trendline in Fig.5 , the shapes of the chestnuts look like a rectangle. Conversely the points which are close to the trendline, the shapes of the chestnuts look like a circular. So the MER is more accurate to predict the area of the fruit which looks like a rectangle, and the DCB is more accurate to predict the area of the fruit which looks like a circular.
In the table 2, it summarizes that the size of the chestnut can be identified successfully, the grading system gives an accuracy of 99.25% by the algorithm of MER. But the time of MER is more than the DCB. The reason is that it must rotate 30 times before the calculation of the enclosing rectangle. To some extent, the rotation reduces the effectiveness of the online system. Hence, further work is needed to improve the timeliness of the MER.
