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PHASE TRANSITION IN O2
KLAUS THOMSEN
I mindet om Uffe Haagerup
1. Introduction
The Cuntz algebra O2 is the universal C
∗-algebra generated by a pair of isometries
V0, V1 such that V0V
∗
0 +V1V
∗
1 = 1, [C]. Let A = A
∗ ∈ O2. For each t ∈ R the universal
property of O2 guarantees the existence of an endomorphism σ
A
t of O2 such that
σAt (Vi) = e
itAVi, i = 0, 1. (1.1)
Under appropriate assumptions on A the family σAt , t ∈ R, constitutes a continuous
one-parameter family of automorphisms of O2, and it is an interesting problem
to determine the KMS-states for σA. The main purpose with the present note
is to exhibit an example of such an action where the structure of KMS states is
rich with a relatively dramatic phase transition, involving an abrupt passage at a
certain critical temperature from uncountably many extremal KMS states to one
and then none. That this can occur in O2 is perhaps surprising since up to now the
one-parameter actions on O2, or any simple unital Cuntz-Krieger algebra for that
matter, for which it has been possible to determine the structure of KMS states have
all had a unique KMS state, cf. [OP],[E]. In view of the work of Exel, [E], it is clear
that the possibility of having a richer structure has to do with the failure of the
Ruelle-Perron-Frobenius theorem for certain potential functions; in particular, for
the function F below. In this respect, as well as others, the present work is related
to the work of Hofbauer, [H].
For u = (i1, i2, · · · , in) ∈ {0, 1}
n, set Vu = Vi1Vi2 · · ·Vin . The elements
VuV
∗
u , u ∈
⋃
n
{0, 1}n, (1.2)
generate an abelian C∗-subalgebra of O2 which is isomorphic to C
(
{0, 1}N
)
. In the
following we identify these two algebras. If the self-adjoint A above comes from
C
(
{0, 1}N
)
, the formula (1.1) will define a continuous one-parameter group σA.
Therefore, when we define F : {0, 1}N → R such that
F ((xi)
∞
i=1) =
{
1
min{i: xi=0}
, (xi)
∞
i=1 6= 1
∞
0, (xi)
∞
i=1 = 1
∞,
(1.3)
where 1∞ ∈ {0, 1}N denotes the infinite string of 1’s, we have specified a continuous
and real-valued function on {0, 1}N and we can consider the corresponding one-
parameter group σF . Our main result is the following.
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Theorem 1.1. Let β0 be the positive real number for which
∞∑
k=1
exp
(
−β0
k∑
j=1
1
j
)
= 1.
There are no β-KMS states for σF when β < β0, a unique β0-KMS state and for
β > β0 the simplex of β-KMS states is affinely homeomorphic to the Bauer simplex
of Borel probability measures on the circle T.
The factor types of the extremal KMS states are determined in Section 4. They
are all of type I∞, except the unique β0-KMS state which is of type III1.
Acknowledgement I thank Johannes Christensen for helpful remarks and correc-
tions to the first versions of this paper.
2. KMS-states on the C∗-algebra of a local homeomorphism
The proof of Theorem 1.1 and the following description of the KMS-states is based
on the work of Neshveyev, [N], which offers a very general description of the KMS-
states for a class of one-parameter groups of automorphisms on the (full) C∗-algebra
of a locally compact Hausdorff e´tale groupoid. To describe the relevant (and well-
known) groupoid, note that the shift σ acts on {0, 1}N as a local homeomorphism,
given by σ(x)i = xi+1, and recall that there is a general construction of an e´tale
groupoid from a local homeomorphism which was introduced by Renault in [Re1] in
the setting relevant for our main result. Since the work of Renault the construction
of the groupoid and the associated C∗-algebra has been extended by Deaconu [De],
by Anantharaman-Delaroche, [An], and finally by Renault [Re2] again. We shall
now describe the groupoid from [An] and explain what information can be obtained
by applying Neshveyev’s work to it.
Let X be a locally compact second countable Hausdorff space and ϕ : X → X a
local homeomorphism. Set
Gϕ = {(x, n−m, y) ∈ X × Z×X : ϕ
n(x) = ϕm(y)}
which is a groupoid with product (x, k, y)(y, l, z) = (x, k+l, y) and inversion (x, k, y)−1 =
(y,−k, x). Sets of the form
{(x, n−m, y) : ϕn(x) = ϕm(y), x ∈ W, y ∈ V } ,
for some open subsets V,W ⊆ X constitute a basis for a topology in Gϕ which
turns it into a locally compact second countable Hausdorff e´tale groupoid. As ex-
plained by Renault in [Re2] the groupoid Gϕ is amenable and hence the full and
reduced groupoid C∗-algebras of Gϕ coincide, cf. [Re1]. We denote this C
∗-algebra
by C∗ (Gϕ).
Let F : X → R be a continuous function. We can then define a continuous
homomorphism cF : Gϕ → R such that
cF (x, k, y) = lim
n→∞
(
n+k∑
i=0
F
(
ϕi(x)
)
−
n∑
i=0
F
(
ϕi(y)
))
.
There is a one-parameter group σF on C∗(Gϕ) defined such that
σFt (f)(x, k, y) = e
itcF (x,k,y)f(x, k, y)
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when f ∈ Cc(Gϕ), cf. [Re1]. Let β ∈ R. To describe the β-KMS-states of σ
F we say
that a Borel measure m on X is eβF -conformal for ϕ when
m (ϕ(A)) =
∫
A
eβF (x) dm(x) (2.1)
for every Borel subset A ⊆ X such that ϕ : A → X is injective. This definition is
due to Denker and Urbanski, [DU], motivated by work of D. Sullivan. By Lemma
3.2 in [Th2] the condition is equivalent to m being (Gϕ, cF )-conformal with exponent
β as defined in [Th1]. A eβF -conformal Borel probability measure m on X gives
therefore rise to a β-KMS state φm for σ
F such that
φm(f) =
∫
X
f(x, 0, x) dm(x) (2.2)
when f ∈ Cc (Gϕ). The calculation necessary to confirm this was first performed by
Renault, cf. Proposition 5.4 in [Re1]. One of the main achievements in [N] is the
realization that KMS states of this sort do not exhaust them all.
Let x ∈ X be a ϕ-periodic point such that
p−1∑
j=0
F
(
ϕj(x)
)
= 0 (2.3)
when p is the minimal period of x. Assume that β ∈ R is such that
M =
∞∑
n=1
∑
y∈Yn
exp
(
−β
n−1∑
j=0
F
(
ϕj(y)
))
<∞, (2.4)
where
Yn = ϕ
−n(x)\
n−1⋃
j=0
ϕ−j(x).
For y ∈ X , let δy be the Dirac probability measure at y. Then
mx = (1 +M)
−1
(
δx +
∞∑
n=1
∑
y∈Yn
exp
(
−β
n−1∑
j=0
F
(
ϕj(y)
))
δy
)
is a Borel probability measure and it is easy to check, using (2.3), that mx is e
βF -
conformal. For λ ∈ T and y ∈
⋃∞
n=0 ϕ
−n(x), the map (y, kp, y) 7→ λk is a character
of the isotropy group
(Gϕ)
y
y
= {(y, kp, y) : k ∈ Z} .
Since mx is supported on
⋃∞
n=0 ϕ
−n(x) we can consider this as a mx-measurable field
of states on the isotropy groups of Gϕ in the sense of [N]. It follows therefore from
Theorem 1.1 in [N] that there is a state φλx on C
∗(Gϕ) such that
φλx(f) =
∫
X
∑
k∈Z
λkf(y, kp, y) dmx(y)
for all f ∈ Cc (Gϕ). Furthermore, it follows from Theorem 1.3 in [N] that φ
λ
x is a
β-KMS state. These facts follow also from the following lemma. To formulate it,
set Λ =
⋃∞
n=0 ϕ
−n(x) and for y ∈ Λ set
|y| = min
{
k ∈ N : ϕk(y) = x
}
.
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Define a one-parameter group Ut, t ∈ R, of unitaries on l
2 (Λ) such that
Utψ(y) = exp

it |y|−1∑
j=0
F
(
ϕj(y)
)ψ(y) (2.5)
and a positive operator Hβ by
Hβψ(y) = exp

−β |y|−1∑
j=0
F
(
ϕj(y)
)ψ(y). (2.6)
It follows from (2.4) that Hβ is trace-class. Note that Hβ = Uiβ.
Lemma 2.1. For each λ ∈ T there is an irreducible ∗-representation πλ of C
∗(Gϕ)
on l2 (Λ) such that
πλ ◦ σ
F
t = AdUt ◦ πλ (2.7)
for all t ∈ R, and
φλx(a) =
Tr(Hβπλ(a))
Tr(Hβ)
,
for all a ∈ C∗(Gϕ).
Proof. When ϕ, ψ ∈ l2(Λ) and f ∈ Cc(Gϕ) we have the estimate(∑
y,z,k
|ϕ(y)| |f (y, |y| − |z|+ kp, z)| |ψ(z)|
)2
≤
∑
y,z,k
|ϕ(y)|2 |f (y, |y| − |z| + kp, z)|
∑
y′,z′,k′
|ψ(z′)|2 |f (y′, |y′| − |z′|+ k′p, z′)|
≤ ‖f‖2I
∑
y
|ϕ(y)|2
∑
z
|ψ(z)|2,
where ‖f‖I is the I-norm of Renault, cf. [Re1]. Since ‖f‖I <∞, it follows that
πλ(f)ψ(y) =
∑
z∈Λ
∑
k∈Z
λkf (y, |y| − |z|+ kp, z)ψ(z)
defines an element πλ(f)ψ ∈ l
2 (Λ) when ψ ∈ l2 (Λ). Furthermore, we see that πλ(f)
is a bounded operator on l2(Λ) with ‖πλ(f)‖ ≤ ‖f‖I . It follows that πλ extends
to a map πλ : C
∗ (Gϕ) → B (l
2 (Λ)). It is straightforward to verify that πλ is an
irreducible ∗-representation with the stated properties. We leave the details with
the reader who will then see how condition (2.3) is used to establish (2.7). 
It follows that a p-periodic point x of ϕ for which (2.3) and (2.4) both hold gives
rise to a β-KMS state φµx for every Borel probability measure µ on the circle such
that
φµx =
∫
T
φλx dµ(λ).
In this way such a periodic orbit gives rise to a face in the simplex of β-KMS
states which is affinely homeomorphic to the Bauer simplex of Borel probability
measures on the circle. Note that the faces of β-KMS states coming from different
periodic points are the same when the periodic points are in the same orbit and
disjoint otherwise. Note also that it follows from Lemma 2.1 that ϕλx is an extremal
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β-KMS state, cf. Theorem 5.3.30 (3) in [BR]. If we assume that the ϕ-periodic
points are countable, and if β 6= 0, it follows from Theorem 2.4 in [Th1] that the
β-KMS state ϕm of (2.2) arising from a continuous (or non-atomic) e
βF -conformal
Borel probability measure m is extremal if and only of m is extremal in the set of
eβF -conformal Borel probability measures. But note that the ’if’-part is not true
for measures with atoms. For example, the measure mx is extremal among the
eβF -conformal measures while
φmx =
∫
T
φλx dλ
when we integrate with respect to Lebesgue measure dλ.
We have now described the extremal KMS states that are relevant for the example
considered in this paper, but for completeness we describe them all. The full orbit
O(z) of a point z ∈ X is the set points y ∈ X such that
ϕn(z) = ϕm(y) (2.8)
for some n,m ∈ N. An element z ∈ X is aperiodic when O(z) does not contain a
periodic orbit. For such a point z we can define F : O(z)→ R such that
F(y) =
m−1∑
j=0
F
(
ϕj(y)
)
−
n−1∑
j=0
F
(
ϕj(z)
)
,
where n,m are numbers such that (2.8) holds. For β ∈ R we say that z is β-summable
when
M =
∑
y∈O(z)
e−βF(y) <∞,
and we can then consider the Borel probability measure
mz = M
−1
∑
y∈O(z)
e−βF(y)δy.
This is a eβF -conformal measure and we can consider the corresponding state φmz
which is an extremal β-KMS state. By Theorem 1.3 in [N] and Theorem 2.4 in [Th1]
we have now described all extremal β-KMS states for σF and can summarize with
the following
Theorem 2.2. Assume that the periodic points of ϕ are countable. Let β ∈ R\{0}.
The extremal β-KMS states for σF are
• the states φm, where m is an extremal and continuous e
βF -conformal Borel
probability measure m on X,
• the states ϕλx, where λ ∈ T and x is a p-periodic point for ϕ for which (2.3)
and (2.4) both hold, and
• the states φmz , where z ∈ X is aperiodic and β-summable.
When ϕ is surjective and does not change sign, in the sense that either F (x) ≥ 0
for all x ∈ X or F (x) ≤ 0 for all x ∈ X , no aperiodic point can be β-summable
for any β, and there are then only the two first-mentioned classes of KMS-states to
consider.
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3. Proof of the main result
We apply Theorem 2.2 to the shift σ on {0, 1}N and the function F defined by
(1.3). For this note that there is a ∗-isomorphism O2 ≃ C
∗ (Gσ) sending the isometry
Vi ∈ O2 to the characteristic function of the set {(x, 1, σ(x)) ∈ Gσ : x1 = i} , i = 0, 1.
Under this isomorphism the one-parameter group σF from Section 1 is turned into
the one-parameter group σF from Section 2.
Lemma 3.1. For each β ∈ R there is at most one eβF -conformal probability measure
for σ, and none if β < β0.
Proof. For every word u ∈ {0, 1}n we let [u] denote the corresponding cylinder set,
[u] =
{
(xi)
∞
i=1 ∈ {0, 1}
N : x1x2 · · ·xn = u
}
.
It follows from (2.1) that a eβF -conformal Borel probability measure µ must satisfy
eβµ([0]) = µ
(
{0, 1}N
)
= 1,
and hence µ([0]) = e−β and µ([1]) = 1− e−β. Now assume that we have determined
µ([w]) for every word w ∈ {0, 1}n. Let w be such a word. Then
µ([w]) =
∫
[0w]
eβF (x) dµ(x) = eβµ([0w]),
and we conclude that µ([0w]) = e−βµ([w]). Assume then that w does not consist
entirely of 1’s, and let j be position of the first 0 occurring in w. Then
µ([w]) =
∫
[1w]
eβF (x) dµ(x) = e
β
j+1µ([1w]),
and hence µ([1w]) = e−
β
j+1µ([w]). In this way we determine the value µ([u]) for
every word u ∈ {0, 1}n+1, except the word consisting entirely of 1’s. However, that
number is then determined by the condition that∑
u∈ {0,1}n+1
µ([u]) = 1.
This proves the uniqueness of a eβF -conformal Borel probability measure since reg-
ular Borel measures are determined by the values they give to cylinder sets.
To prove that there can not be any eβF -conformal probability measure unless
β ≥ β0, observe that the sets [0], [10], [110], [1110], · · · , are mutually disjoint, and
that for any Borel measure µ satisfying (2.1) we have
µ([1k−10]) = exp
(
−β
k∑
j=1
1
j
)
µ
(
{0, 1}N
)
.
If µ is a probability measure we must therefore have that
∑∞
k=1 exp
(
−β
∑k
j=1
1
j
)
≤
1, i.e. β ≥ β0.

Lemma 3.2. Let β ∈ R. Then
∞∑
n=1
∑
x∈σ−n(1∞)\σ−n+1(1∞)
exp
(
−β
n−1∑
j=0
F (σj(x))
)
<∞
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if and only if β > β0.
Proof. Set Y0 = {1
∞} and Yn = σ
−n (1∞) \σ−n+1 (1∞) , n ≥ 1. Then
Yn = 0Yn−1 ⊔ 10Yn−2 ⊔ 110Yn−3 ⊔ 1110Yn−4 ⊔ · · · ⊔ 1
n−10Y0. (3.1)
Set
Zn =
∑
x∈Yn
exp
(
−β
n∑
j=0
F (σj(x))
)
,
for n ≥ 0, and sk = 1 +
1
2
+ 1
3
+ · · ·+ 1
k
for k ≥ 1. It follows from (3.1) that
Zn = e
−βs1Zn−1 + e
−βs2Zn−2 + · · ·+ e
−βsnZ0 (3.2)
for all n ≥ 1, and then from (3.2) that
N∑
n=1
Zn ≤
(
N∑
n=0
Zn
)(
N∑
k=1
e−βsk
)
≤
2N∑
n=1
Zn (3.3)
for all N ≥ 1. It is straightforward to deduce from (3.3) that
∑∞
k=1 e
−βsk < 1 if and
only if
∑∞
n=1 Zn <∞. This completes the proof. 
Except for the existence of a β0-KMS state, Theorem 1.1 follows now by combining
Lemma 3.1 and Lemma 3.2 with Theorem 2.2. That there is a β0-KMS state follows
from the fact that set of β’s for which there is a β-KMS state is closed by Proposition
5.3.25 in [BR].
4. Factor types
Theorem 4.1. For β > β0 the von Neumann algebra factor generated by the GNS
representation of an extremal β-KMS state for σF is of type I∞. The von Neumann
algebra generated by the GNS representation of the unique β0-KMS state for σ
F is
the hyper-finite III1-factor.
Proof. The assertion concerning the cases when β > β0 follows from Lemma 2.1.
Let ω be the β0-KMS state. It follows from Theorem 2.2 and Lemma 3.2 that there
is a continuous Borel probability measure µ on {0, 1}N such that
ω(f) =
∫
{0,1}N
f(x, 0, x) dµ(x)
for f ∈ Cc (Gσ). Let πω be the GNS-representation of ω and set M = πω (C
∗(Gσ))
′′.
Then M is a σ-finite injective factor since C∗ (Gσ) is separable and nuclear, and ω
is an extremal β0-KMS state. By Haagerups result, [Ha], it suffices therefore now
to show that Γ(M) = R where Γ(M) is the invariant from Connes’ thesis, [C]. This
will be achieved via an elaboration of the method used for the proof of Proposition
4.11 in [Th2] and Theorem 3.2 in [Th3]. Let ω˜ be the faithful normal state on M
extending ω in the sense that ω˜ ◦πω = ω. The modular automorphism group θ of M
corresponding to ω˜ is θt = σ˜
F
β0t
, where σ˜F is the σ-weakly continuous one-parameter
group such that σ˜Ft ◦ πω = πω ◦ σ
F
t for all t, cf. Theorem 8.14.5 in [Pe]. It follows
from [C] that
Γ(M) =
⋂
q
Sp(qMq),
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where we take the intersection over all non-zero central projections q in the fixed
point algebra N of θ, and Sp(qMq) is the Arveson spectrum of the restriction of θ
to qMq. Since Γ(M) is a closed subgroup of R it suffices to take a K ∈ N, K ≥ 2,
and a non-zero central projection q in N and show that
β0
K + 1
∈ Sp(qMq). (4.1)
In the following we identify {0, 1}N with the unit space of Gσ via the embedding
x 7→ (x, 0, x) ∈ Gσ, and we set ‖a‖ω =
√
ω˜(a∗a) for a ∈M . Furthermore, to simplify
notation we suppress πω from the notation and consider Cc (Gσ) as a subalgebra ofM .
Finally, we use r and s to denote the range and source map of Gσ, i.e. r(x, k, y) = x
and s(x, k, y) = y.
To approximate q with elements from C
(
{0, 1}N
)
we first prove
Assertion 4.2. For every f ∈ Cc (Gσ) and every ǫ > 0 there is a finite set dj, j =
0, 1, 2, · · · , m, of elements in C
(
{0, 1}N
)
such that
∑m
j=0 d
2
j = 1 and
∑m
j=0 djfdj =
f |{0,1}N + h where ‖h‖ω ≤ ǫ.
Set IsGσ =
{
(x, k, x) ∈ Gσ : x ∈ {0, 1}
N, k 6= 0
}
. Write f = f |{0,1}N + f1 where
supp f1 ⊆ Gσ\{0, 1}
N. Consider an open bisection in Gσ of the form
U = {(x, n−m, y) : σn(x) = σm(y), x ∈ W, y ∈ V }
with σn injective on W and σm injective on V , and n 6= m. An element U ∩ IsGσ
must have the form (z, n−m, z) where σmin{n,m}(z) is |n−m|-periodic for σ. There
are only finitely many such elements z and we conclude therefore that supp f1∩ IsGσ
is a finite set. Since µ is continuous, µ (r (supp f1 ∩ IsGσ)) = 0 and we can choose
an open neighborhood U of r (supp f1 ∩ IsGσ) such that
µ(U) ≤
ǫ2
4‖f‖2 + 1
. (4.2)
Write f1 = f2+f3 where f2 ∈ Cc (r
−1(U) ∩ s−1(U)) and supp f3 ⊆ Gσ\
(
{0, 1}N ∪ IsGσ
)
.
For each x ∈ r (supp f3) there is an open neighborhood Ux of x such that
s
(
r−1(Ux) ∩ supp f3
)
∩ Ux = ∅.
It follows that there is a finite open cover Ui, i = 1, 2, · · · , m, of r (supp f3) such that
s (r−1(Ui) ∩ supp f3) ∩ Ui = ∅ for each i. Let kj , j = 0, 1, 2, · · · , m, be a partition
of unity in C
(
{0, 1}N
)
such that supp kj ⊆ Uj , j = 1, 2, · · · , m, and supp k0 ∩
r (supp f3) = ∅. Set dj =
√
kj . Then
∑m
j=0 djf3dj = 0 and hence
m∑
j=0
djfdj = f |{0,1}N +
m∑
j=0
djf2dj.
Set h =
∑m
j=0 djf2dj. Then ‖h‖ ≤ 2‖f‖ and supp h ⊆ r
−1(U)∩s−1(U). In particular,
from the last fact it follows that h∗h|{0,1}N is supported in U and we find therefore
from (4.2) that
‖h‖2ω =
∫
{0,1}N
h∗h|{0,1}N dµ ≤ ‖h‖
2µ(U) ≤ ǫ2.
This proves Assertion 4.2. To use it, note that an application of Kaplansky’s density
theorem gives us a sequence {gn} of self-adjoint elements in Cc(Gσ) such that ‖gn‖ ≤
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1 for all n and limn→∞ ‖q − gn‖ω = 0. Set fn = gn|{0,1}N and let ǫ > 0. Let {dj}
m
j=0 be
a partition of unity in C
(
{0, 1}N
)
obtained by applying Assertion 4.2 with f = gn.
Using Kadisons Schwarz-inequality for the second inequality and the KMS-property
for the second equality we find that
‖q − fn‖ω − ǫ ≤
∥∥∥∥∥q −
m∑
j=0
djgndj
∥∥∥∥∥
ω
=
∥∥∥∥∥
m∑
j=0
dj(q − gn)dj
∥∥∥∥∥
ω
≤
√√√√ω˜
(
m∑
j=0
dj(q − gn)2dj
)
=
√√√√ω˜
(
m∑
j=0
(q − gn)
2
d2j
)
= ‖q − gn‖ω .
It follows that limn→∞ ‖q − fn‖ω = limn→∞ ‖q − gn‖ω = 0. Since finite linear com-
binations of
{
1[u] : u ∈
⋃
n{0, 1}
n
}
is a norm-dense ∗-subalgebra of C
(
{0, 1}N
)
we
may assume that each gn is such a linear combination. Since q is a projection a
standard argument, as in the proof of Lemma 12.2.3 in [KR], shows that for every
ǫ > 0 there is a finite collection u1, u2, · · · , uL ∈
⋃
n{0, 1}
n such that [ui] ∩ [uj] = ∅
when i 6= j, and
‖q − p‖ω < ǫ, (4.3)
where ǫ > 0 is as small as we need, and p =
∑L
i=1 1[ui]. We choose ǫ > 0 so small
that
exp
(
−β0
(
K∑
j=1
1
j
))
ǫ+ exp
(
β0
K
)
ǫ+ 2ǫ < exp
(
−β0
(
K+1∑
j=1
1
j
))
ω˜(q).
Fix an i and consider the mutually disjoint sets [ui0] , [ui10] , [ui110] , [ui1110] , · · · .
Since [ui]\
⋃∞
j=0 [ui1
j0] only contains one element, and since µ does not have atoms,
we conclude that
lim
m→∞
∥∥∥∥∥1[ui] −
m∑
j=0
1[ui1j0]
∥∥∥∥∥
ω
= 0.
Exchanging ui with ui1
j0, j = 0, 1, 2, · · · , n, for some sufficiently large n, and doing
a similar thing with the other ui’s, we can arrange that each ui terminates with 0.
Set l+ = 1K−10, l− = 1K0 and |l+| = K, |l−| = K+1. For each i we let w±i ∈ Cc(Gσ)
be the characteristic function of the compact and open set{
(uix,−|l
±|, uil
±x) : x ∈ {0, 1}N
}
in Gσ. Each w
±
i is a partial isometry such that
a) w±i w
±
i
∗
= 1[ui] ,
b) w±i
∗
w±i = 1[uil±] ≤ 1[ui], and
c) σFt
(
w+i
)
= exp
(
−it
(∑K
j=1
1
j
))
w+i while σ
F
t
(
w−i
)
= exp
(
−it
(∑K+1
j=1
1
j
))
w−i
for all t ∈ R.
By using that ui terminates with 0, and that l
− = 1K0, it follows from the confor-
mality condition (2.1) and the definition of F that
µ
([
uil
−
])
= exp
(
−β0
(
K+1∑
j=1
1
j
))
µ([ui]). (4.4)
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Set w± =
∑L
i=1w
±
i and note that w± are partial isometries. It follows from b) that
w+p = w+ and therefore from (4.3) that
ω˜(qw+
∗w−qw−
∗w+q) ≥ ω˜(w+
∗w−qw−
∗w+)− 2ǫ.
Since ω˜ is a β0-KMS state for σ˜
F , it follows from c) that
ω˜(w+
∗w−qw−
∗w+) = e
β0
K+1 ω˜(qw−
∗w+w+
∗w−),
which thanks to a) is the same as e
β0
K+1 ω˜(qw−
∗w−). Using (4.3) again we find that
ω˜(qw−
∗w−) ≥ ω˜(pw−
∗w−)− ǫ.
It follows from b) that ω˜(pw−
∗w−) = ω˜(w−
∗w−) while b), a) and (4.4) imply that
ω˜(w−
∗w−) = µ
(
∪i
[
uil
−
])
= exp
(
−β0
(
K+1∑
j=1
1
j
))
ω˜(p).
Since ω˜(p) ≥ ω˜(q)− ǫ by (4.3) we can put everything together and conclude that
ω˜(qw+
∗w−qw−
∗w+q) ≥
exp
(
−β0
(
K∑
j=1
1
j
))
˜ω(q)− exp
(
−β0
(
K∑
j=1
1
j
))
ǫ− exp
(
β0
K + 1
)
ǫ− 2ǫ.
It follows therefore from the choice of ǫ that ω˜(qw+
∗w−qw−
∗w+q) > 0. By c),
σ˜Ft (qw+
∗w−q) = e
−it 1
K+1 qw+
∗w−q
and hence θt(qw+
∗w−q) = e
−it
β0
K+1 qw+
∗w−q for all t ∈ R. Since qw+
∗w−q 6= 0 we
obtain the desired conclusion (4.1) from Lemme 2.3.6 in [C].

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