Abstract-A frozen dictionary learning method is proposed to automatically separate the aspects of environmental audio that are different between normal data and anomalous data. The approach involves learning a dictionary-based sparse representation of the normal data, then freezing this portion of the dictionary while an added portion of the dictionary is learned on the anomalous data. Two dictionary learning algorithms are modified to allow training some elements while holding others constant. Both algorithms demonstrate the ability to separate the anomalies for two sets of test data. One set is chicken recordings with human crowd noise anomalies artificially added at −6 dB. The other set consists of recordings of chickens that are healthy and sick. Both dictionary methods are able to identify data anomalies with high accuracy and precision.
I. INTRODUCTION

P
EOPLE are adept at acclimatizing to an audio environment and identifying changes. Duplicating this behavior in software, however, is a difficult task and an active research area [1] - [4] . This paper presents an attempt to develop a signal processing system to detect anomalous events in an acoustic sound scene. First, typical sound events are learned for a given environment using a dictionary learning algorithm. The learned dictionary elements are then frozen (held constant), and the dictionary is augmented with additional elements and trained on data containing abnormalities. Since the original, frozen elements are still available to represent typical events, the new elements should learn to represent the anomalies that were not present in the normal data.
Outlier Learning via Augmented Frozen (OLAF) Dictionaries requires knowledge of the general time periods of when the data contains anomalies, but does not require labeling of the individual anomalies. Its tendency to separate the anomalous and normal events can make subsequent classification of individual events easier and require less individually labeled training data. If individual events need not be detected, it also lends itself well to classifying anomalous periods of time without the need for any individually labeled data.
The algorithm was tested on two sets of environmental recordings of chickens. The first environment was a long pen containing a few hundred chickens at a research farm, and the second was two small groups of chickens in isolator boxes during a vaccine trial. Several aspects of these environments pose challenges to audio signal processing. The ventilation fans create significant amounts of background noise. Workers can create a wide variety of sounds and disturbances as they maintain equipment and care for the birds. The birds themselves make many different types of noises, including various vocalizations, flapping wings, drinker strikes, and feeding. In the data from the vaccine trial, the sick group of chickens sometimes emit subtle gurgling noises while breathing due to the symptoms of the respiratory disease. These gurgling noises are much quieter than many of the other sounds typically present.
To facilitate testing with known anomaly locations, we randomly added synthetic anomalies to some of the recordings from the first environment. These anomalies were short segments of babble noise from a human crowd that were randomly mixed in with a power 6 dB below that of the surrounding chicken recording. For the second environment, we used the natural gurgling noises as the anomalies since they are present during the sick period for the experiment group, but are never present in the healthy control group.
The results with the sick data improve upon our prior disease detection work [5] , [6] both in terms of performance and a reduced need for costly labeling of individual sound events. Successful commercialization of automatic disease detection could allow farmers to respond more quickly to the onset of disease, lowering their costs and the likelihood of it spreading to other houses.
In addition to defending against disease, the poultry industry has interest in being able to monitor the general well-being of their livestock. Manteuffel highlighted this need for noninvasive monitoring techniques in 2004, and indicated that vocalizations would reveal much about the inner state of animals if they can be interpreted correctly [7] . Since then, bioacoustics research with poultry has included efforts to characterize stressed vocalizations [8] , detect different types of stress [9] - [11] , and detect the age of the chickens [12] . However, much of this work involved algorithms crafted specifically for that task, and many required humans to segment out or otherwise prepare the vocalization samples. A major benefit of the frozen dictionary approach is its generality. It could easily be applied to stress detection or to many other signal processing problems outside the field of bioacoustics-as long as data with and without anomalies is available.
II. DICTIONARY LEARNING
It often makes sense to represent acoustic features from environmental recordings as the sum of several component parts coming from different sources. If all the possible component parts can be enumerated in the columns of a dictionary matrix D, the data samples Y can be reconstructed as the multiplication of this dictionary matrix with a coefficient matrix X,
where each column of Y represents a sample. The coefficient matrix specifies how much of each source signal is present at any given time. Fig. 1 gives a visual representation of this. The difficulty in the above representation is teasing apart the appropriate dictionary entries in the columns of D. Non-negative matrix factorization (NMF) [13] is one possible approach. However, NMF generally requires the inner dimension between D and X to be small to prevent the problem from being underdetermined. This small dimension limits the number of different source signals that can be represented, which hinders NMF in environments where many different sources may be present.
Although the range of possible source signals is large in many environments, it can often be assumed that only a few of the sources are active at a given moment in time. Dictionary learning algorithms for sparse representations model this by allowing the inner dimension between D and X to be large while enforcing a sparsity constraint on X. This creates an overcomplete dictionary that can represent many different signal shapes, while the sparsity constraint regularizes the problem to prevent it from becoming underdetermined.
The sparse coding problem is in general NP-hard [14] , but it has been shown that both greedy 0 -based algorithms [15] and convex optimization algorithms that approximate the 0 norm with an 1 norm [16] are often effective in recovering the solution. We will consider our frozen dictionary approach with an algorithm from each class: the K-SVD algorithm ( 0 ) and the Alternating Minimization algorithm ( 1 ). 
A. K-SVD
K-SVD is a dictionary learning algorithm originally developed by Aharon, et al. [17] . K-SVD starts with a sparse coding step, usually done using the orthogonal matching pursuit (OMP) algorithm [18] . It then cycles through each dictionary element and its non-zero coefficients, individually optimizing them using an SVD calculation while holding all the other elements and their coefficients constant. The sparse coding and dictionary element optimization steps are repeated until a stopping criterion is met (see Algorithm 1). This work uses Rubinstein's optimized implementations of both OMP and K-SVD [19] .
B. Alternating Minimization
When considering the 1 approximation to dictionary learning, sparse coding is often expressed as solving the following non-convex optimization program [20] , [21] :
where each y m is one recorded data vector (a column of Y), each x m is a sparse coefficient vector (a column of X), and D is the sparse coding dictionary. In addition, λ is a fidelity-sparsity tradeoff parameter and C is the set of matrices in R N×K whose columns have 2 -norm less than one. Without that constraint, the columns of D could grow arbitrarily large, allowing each x m to be arbitrarily small and effectively removing the 1 term from the objective function.
While this program is non-convex in general, it is convex with respect to D if {x m } m =1,...,M is fixed, and it is both convex and separable with respect to {x m } m =1,...,M if D is fixed. The separability allows for some amount of parallelization in Algorithm 2: Alternating Minimization.
Require: Signals {y
Calculate coefficient vectors: 5:
x m = arg min
end for 7:
Update dictionary:
9: end for 10: return D the algorithm. These observations led to the Alternating Minimization algorithm, outlined in Algorithm 2 [22] , [23] .
Variations of the Alternating Minimization algorithm exist in which each iteration deals with a random subset of the data rather than the full M data points. Also, the dictionary update can be done by running several iterations of gradient descent rather than solving the entire optimization program [24] . This work uses l1 ls for the coefficient update and CVX for the dictionary update [25] , [26] .
III. FROZEN ELEMENTS ALGORITHMS
The frozen dictionary approach is a method we developed to try to learn the difference between normal and abnormal data in the presence of similar background noise. It is similar to work previously done by Smaragdis with non-negative matrix factorization [27] , [28] . The method is as follows: 1) Learn a sparsifying dictionary on normal data.
2) Freeze the learned dictionary elements and augment the dictionary with additional non-frozen elements. 3) Run the dictionary learning algorithm again on the abnormal data, holding the frozen elements constant. Ideally, the frozen part of the dictionary learned in the first step will be able to represent the background noise and normal aspects of the data well. When the learning algorithm is run again in the third step, the majority of the reconstruction error should come from the anomalous aspects of the data that were not present in the normal data. Thus, the augmented elements should learn to represent those abnormalities in order to minimize the reconstruction error.
The K-SVD algorithm and the Alternating Minimization algorithm can both be modified so that only a portion of the dictionary is updated during each iteration.
A. Frozen K-SVD
Modification of the K-SVD algorithm to allow some dictionary elements to be held constant while others are updated is straightforward. The loop beginning on line 3 of Algorithm 1 Algorithm 3: Frozen Alternating Minimization.
Require: Signals {y
Update dictionary (unfrozen elements only):
8:
is simply changed to only loop over the non-frozen columns of the dictionary.
B. Frozen Alternating Minimization
Modifying Algorithm 2 results in what we call the Frozen Alternating Minimization algorithm, presented in Algorithm 3.
In our situation, the initial frozen dictionary, D f , is the dictionary learned using Algorithm 2 on the dataset assumed to contain no anomalies. The initial unfrozen dictionary, D u , is generated randomly. When the unfrozen dictionary is trained on data that contains additive anomalies, it should learn features that represent these anomalies since the 'normal' part of the signal can already be modeled by the frozen dictionary.
IV. EXPERIMENTS
A. Data
Animal science researchers at the University of Georgia at Athens facilitated our collection of the chicken recordings used in this work. The recording system continuously collected 48kHz audio from two microphones, saving the recordings into minute-long FLAC files. In addition to the audio, motion data from cameras and environmental conditions from weatherboards were recorded.
1) Chicken Audio With Synthetic Anomalies:
The first dataset we used drew from three months of recordings of breeder chickens. A few hundred chickens were in a long pen with a microphone hanging near each end. From this data, we randomly selected 300 minutes to serve as the non-anomalous data and 120 minutes to mix synthetic anomalies into. The anomalies were random sections of a short recording of crowd babble noise that were added to the waveform at a power level 6 dB below the power of the minute-long chicken recording. This made the anomalies quiet enough that even human listeners would have difficulty noticing them. The power level of the anomalies was chosen so low so as to prevent detection using simple signal-level techniques and also to simulate the detection of subtle events. The chicken recordings were resampled to 16kHz to match the crowd babble recording prior to adding the anomalies. The length of the anomalies varied randomly from 0.2s to 0.4s, and the insertion rate varied randomly between 10 and 30 anomalies per minute. The ends of the anomaly waveforms were tapered using a Hanning-shaped window, and the final waveform was scaled down if necessary to prevent clipping.
The above procedure was repeated to obtain another 300 normal and 120 anomalous one-minute long files to serve as a test set, ensuring no files overlapped with the training set.
2) Chicken Audio With Disease: Our second dataset was drawn from recordings of chickens during a vaccine trial for the infectious bronchitis (IB) virus. Infectious bronchitis is a common respiratory disease in chickens that causes rales-a subtle gurgling noise produced by chickens trying to breathe with too much mucus in their trachea.
The microphones were installed in two Horsfall isolators used to house the control group and the experimental group of chickens over the 25-day duration of the experiment. There were six chickens in each group. The control group remained healthy throughout the entire experiment, while the experimental group became sick and exhibited symptoms of the disease over the last five days of the experiment. We randomly selected 600 files from healthy chickens to serve as the normal training data. The control group was healthy throughout the experiment, and the experimental group was healthy prior to infection. We randomly selected 120 files from the period when the experimental group was sick to serve as the anomalous training data. A second, disjoint set of 600 and 120 files were selected as a test set. Finally, an additional 20 minutes of recordings from the experimental group were individually analyzed and the rales in those files were manually labeled.
B. Procedure
The audio features were calculated as follows: 1) Apply a pre-emphasis filter (having a zero at 0.97) to the waveform. 2) Calculate the short-time Fourier transform (STFT) with a window width of 50ms and 50% overlap. 3) Take the magnitude of the result from the STFT. 4) Apply a triangular filter bank with 13 Mel-scaled frequency bands between 100Hz and 8kHz to the magnitude spectrum. This feature calculation is similar to that of Mel-frequency cepstral coefficients (MFCCs) [29] , but without the log scaling or the discrete cosine transform at the end. Leaving off these two steps preserves the pseudo-additivity of the magnitude spectrum, which matches the assumptions of additivity underlying the K-SVD algorithm. We also do not include an explicit energy term as is often done with MFCCs.
After extracting the audio features, we learned augmented frozen dictionaries using both the K-SVD and Alternating Minimization algorithms. When learning a dictionary using the Alternating Minimization algorithm, we applied a zero-mean preprocessing step on the audio features. When using the sparse coding algorithms, we learned dictionaries with and without the zero-mean operation. We did not do a full whitening by normalizing to unit variance. Normalizing the variance would increase the influence of noise, particularly at night when the chicken noises themselves are relatively quiet and the sound scene is dominated by background noise.
All dictionaries had 36 elements that were trained on the normal, or healthy, training data. Afterwards, we froze those 36 elements and augmented the dictionary with 4 additional elements. The augmented elements were trained using the unlabeled anomalous, or sick, training data. We used these dictionaries to calculate sparse coefficient vectors for the training and test data in each dataset. While the features are all non-negative, we do not enforce non-negativity when learning the dictionaries or calculating the coefficients.
The number of frozen elements and augmented elements was not chosen through a rigorous parameter search. These numbers were chosen somewhat arbitrarily, and future work could explore how sensitive the frozen dictionary approach is to these parameters. We chose the number of augmented elements to be small because there is little variance in the audio characteristics of chicken rales.
We used the learned coefficients as features in three different analyses. The first two analyses were applied to both the babble noise dataset and the hand-labeled portion of the IB dataset, and required that individual anomalies in the audio files be labeled. The third analysis was performed on the entire IB dataset, and only required the high-level labels needed to learn the frozen dictionary. The analyses are summarized as follows:
1) Average and compute the correlations of the coefficient magnitudes calculated using the normal data, the normal portions of the anomalous data, and the anomalous portions of the anomalous data. 2) Use the anomaly labels to train a support vector machine (SVM) classifying whether or not each 50ms audio window contains an anomaly (either babble noise or a chicken rale, depending on the dataset). 3) Average the coefficients calculated across an entire oneminute audio file and classify whether or not each audio file came from the healthy flock or the sick flock.
V. RESULTS
As previously mentioned, we use our sparse coefficients in two different types of anomaly detection. The first type is concerned with identifying individual anomalous events. While it may be tempting to classify an anomaly based on the augmented dictionary elements that are likely used to represent those anomalies, a more effective way to classify is by using common machine learning algorithms, such as SVMs. This type of anomaly detection requires that individual anomalies are labeled in the SVM training data.
The second type of anomaly detection identifies whether or not a given audio file comes from a normal dataset or an anomalous dataset. This method only requires the file-level labels that are used to generate the dictionaries.
In the remainder of this section, we analyze the coefficients by looking at how they are used in sparse-coding the test data. In addition, we use the coefficient vectors to train SVMs to Fig. 2 . Average coefficient magnitudes of the synthetic anomaly test set using the K-SVD dictionary. Dictionary elements 1-36 were learned on the normal data and frozen while elements 37-40 were learned on the anomalous data. Fig. 3 . Average coefficient magnitudes of the synthetic anomaly test set using the Alternating Minimization dictionary. Dictionary elements 1-36 were learned on the normal data and frozen while elements 37-40 were learned on the anomalous data.
determine whether or not a given 50ms time window contains babble noise or a chicken rale according to the dataset. For the infectious bronchitis dataset, we also average the coefficient vectors from each one-minute audio file to train an SVM that can identify if a test file comes from a healthy flock or a sick flock. We use LIBSVM to train and test the SVMs [30] .
A. Synthetic Anomalies Results
1) Average Coefficient Use:
The average coefficient magnitudes calculated using the test data from the synthetic anomaly dataset are plotted in Figs. 2 and 3. Fig. 2 shows the coefficients from the K-SVD dictionary without the zero-mean preprocessing step. The black bar in each group corresponds to the co- Fig. 4 . Average coefficient magnitudes of the infectious bronchitis test set using the K-SVD dictionary. Dictionary elements 1-36 were learned on the healthy data and frozen while elements 37-40 were learned on the sick data. Fig. 5 . Average coefficient magnitudes of the infectious bronchitis test set using the Alternating Minimization dictionary. Dictionary elements 1-36 were learned on the healthy data and frozen while elements 37-40 were learned on the sick data.
efficients obtained from the non-anomalous data. The gray bar corresponds to the coefficients of the portions of the anomalous data that did not have anomalies. The white bar corresponds to the coefficients of the anomalous portion of the anomalous data. These bar graph conventions are the same in the other figures discussed in this section.
With regards to Fig. 2 , two observations are of particular importance. The first observation is that one of the augmented dictionary elements (element 40) is not used much when factoring the normal audio signal, but it is used extensively on the anomalous portions of the anomalous data. This conforms to our hypothesis; after freezing the original 36-element dictionary, the augmented portion uncovered a dictionary element that seems to correspond to the audio features of the crowd babble noise. The second observation is that the coefficients used by the dataset without anomalies and the normal portion of the dataset with anomalies are highly correlated. Indeed, the black and gray bars have a Pearson's correlation coefficient of 0.986. The black and white bars and the gray and white bars have much lower correlation coefficients of 0.502 and 0.525, respectively. This suggests that when calculating the sparse coefficients, different dictionary elements are used when modeling normal versus anomalous sounds. We note that while these (and subsequent) correlation values are not used as part of the classification process, we report them to validate the intuition of using the frozen dictionary method to learn discriminating features from the data. Fig. 3 shows a plot of the average coefficient magnitudes calculated using the Alternating Minimization dictionary. As with the K-SVD dictionary, the normal data and the normal portion of the anomalous data are almost perfectly correlated: the correlation coefficient is 0.999. However, the anomalous coefficient vectors are also highly correlated with the normal coefficients: the black and white bars and the gray and white bars both have correlation coefficients of 0.976. Despite this, some elements (12, 13, 32, 37, and 39) still seem to distinguish between the babble noise and the regular audio. It is encouraging that two of these elements come from the augmented portion of the data.
2) SVM Classifier: The synthetic anomaly dataset was completely labeled: we defined a 50ms time-window as being anomalous if it contained at least 25ms of crowd babble noise. With these labels, we were able to generate an SVM to test the effectiveness of using sparse coefficient vectors in a classification task. Table I outlines our results.
In this table-and in the other tables in this paper-the 'K-SVD' row reports the results of the SVM trained and tested on the coefficients calculated using the K-SVD dictionary that did not include the zero-mean preprocessing step; the 'K-SVD − μ' row reports the results for the K-SVD dictionary that included the zero-mean pre-processing operation; and the 'AM − μ' row reports the results for the Alternating Minimization dictionary (which also included the zero-mean operation as a preprocessing step). The tables report the mean and standard deviation of classification accuracy, precision, and recall after repeating the experiment ten times. In repeating the experiment, we used the same training and test data but used random initial conditions to learn new dictionaries and SVM classifiers. The small standard deviations reported in the tables indicate that the dictionary learning algorithms are very consistent.
The top half of Table I reports the accuracy, precision, and recall of the anomaly detection task with respect to individual 50ms time windows. 1 The numbers represent the mean (μ) and standard deviation (σ) of scores after learning ten different dictionaries and their respective classifiers. The table shows that Alternating minimization reports the highest average accuracy (0.922) and precision (0.786). The zero-mean K-SVD algorithm produces the best recall (0.272), but the Alternating Minimization algorithm's recall is very similar (0.268). All three algorithms are comparable, except that the K-SVD approach performed poorly in recall (0.189) and the Alternating Minimization approach performed much better in precision.
The bottom half of the table reports the same information after filtering the labels with a median filter. Recall that the synthetic anomalies range from 200ms to 400ms in duration. Since our features are calculated on 50ms time windows, anomalies must occur in clusters; they cannot appear as isolated events. The three-point median filter will remove any anomaly that appears in an isolated time window. Applying the median filter increases the accuracy and precision in all cases, but does so at the expense of recall. Intuitively, this means that while we miss more anomalies, we are more confident that what we detect as an anomaly is classified correctly.
We note that while the recall is low for even the best-case scenario, the SVM is attempting to classify anomalies that have a power level that is 6dB lower than the background audio sound. The SVM can still recall over a quarter of the almost inaudible anomalies.
We also wish to comment on the small recall values associated with the K-SVD case. A small recall indicates that the classifier had more false negatives. Since there is a large imbalance in the class sizes, having many false negatives (labeling many abnormal samples as normal) can still result in a high accuracy even though the classifier is not as useful. Because of this, the precision and recall values are often more informative when dealing with imbalanced datasets.
B. Disease Detection Results: Individual Time Windows 1) Average Coefficient Use:
The average coefficient magnitudes calculated using the test data from the infectious bronchitis dataset are plotted in Figs. 4 and 5. Fig. 4 shows the coefficients from the K-SVD dictionary without the zero-mean preprocessing step. We note that two of the augmented dictionary elements (37 and 39) are used heavily to reconstruct time-windows with rales present. We also note that, unlike in the controlled synthetic anomaly dataset, there is little correlation between any of the average coefficient values. The correlation coefficients between the black and gray bars, the black and white bars, and the gray One possible explanation of the poor correlation between the healthy test set and the non-rale portion of the sick test set is that while the non-labeled healthy test set came from a uniform sampling of the chickens, the labeled rale test set consisted of 20 one-minute-long files that were mostly recorded at night. This is because rales are more easily identified and labeled while the chickens are asleep and background noise is minimized. Fig. 5 shows the coefficients calculated using the Alternating Minimization dictionary. As in the previous figures, one augmented dictionary element stands out as correlating particularly well with the rale audio sounds (element 38). While it may not appear so at first glance, these average coefficient magnitudes also have desirable correlation properties. The healthy dataset and the non-rale portion of the sick dataset have a correlation of 0.895, the healthy dataset and the rale portion of the sick dataset have a correlation of 0.246, and the non-rale and rale portions of the sick dataset have a correlation of 0.325.
2) SVM Classifier: Unlike with the synthetic anomaly dataset, we only had a small selection of manually-labeled data in the infectious bronchitis dataset. Therefore, we chose to train a 10-fold cross-validated SVM to determine how well the sparse coefficients could be used to classify individual time windows as containing a rale. Table II outlines our results.
The top half of the table reports the results for the unfiltered labeled rales. All methods have similar accuracy, precision, and recall values. In addition, these values are significantly higher than prior results of 73.4% precision and 51.4% recall reported in [5] . The increase in performance can likely be attributed to a number of factors. The clustering approach used in the prior work cannot effectively represent multiple sounds happening at once without creating new clusters to represent each different possible combination of sounds. The dictionary approach used here can efficiently represent combinations of sounds as the sum of a few underlying elements. The previous work also had fewer files with labeled rales to use for training, and the decision tree algorithm used for its classifier is likely not as robust as an SVM.
The bottom half of the table reports the results after filtering the labels with a median filter. The intuition behind the median filter is the same as with the synthetic anomalies: rales are not temporally isolated events, but are usually continuous noises over 50 to 400ms. As was true for the synthetic anomaly dataset, applying the median filter increased the precision of the classifier but reduced the recall.
C. Disease Detection Results: Minute Average
Manually labeling individual rales in audio data requires experts and is difficult and time-consuming. However, labeling whether a one-minute audio file came from a healthy flock or a sick flock is simple. To leverage this simplicity, we averaged the sparse coefficients across each one-minute file and labeled the entire file as healthy or sick. We learned an SVM on the average coefficients, and the classifier results are reported in Table III . The Alternating Minimization and zero-mean classifiers have a higher accuracy than previous work that also classified audio files using features that were averaged across one-minute files. Previous work reports an accuracy of 97.85% [6] , but does not report precision or recall. In addition, the zero-mean K-SVD method presented in this paper achieves almost perfect results; on average, it correctly classifies 599 of 600 healthy files and 119 of 120 sick files.
VI. CONCLUSION
Our frozen dictionary approach to anomaly detection can be used to detect the presence of subtle events in acoustic sequences without the need to label those events specifically. Using this approach, it would be easy to create detectors for specific, natural events by first training on background sounds and then presenting samples that contain both the background and the desired sound. If labels are available, our approach can be used to create features and a classifier that can be used to detect individual events.
