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En cualquier proceso de evaluación psicológica es importante estudiar que las 
puntuaciones obtenidas por las personas no tienen sesgo. El sesgo se entiende en este 
contexto como un error sistemático relacionado con el efecto de alguna variable 
asociada a la pertenencia del sujeto a un determinado grupo demográfico y que es  ajena 
al atributo psicológico que se mide. La estrategia habitual para evaluar la presencia de 
sesgo es estudiar el funcionamiento diferencial de los ítems (DIF). Así, los estándares 
para la construcción y validación de tests (AERA, APA, NCME, 1999) señalan que las 
organizaciones están obligadas a realizar pruebas de DIF a través de las posibles 
subpoblaciones de evaluados, con el fin de detectar y remover o revisar los ítems que 
presentan DIF. Esta exigencia no debe ser infravalorada, especialmente en contextos en 
los que la puntuación en el test tenga consecuencias importantes (laborales, educativas, 
clínicas, etc.) y se desee garantizar la igualdad de oportunidades. Por esta razón, en las 
tres últimas décadas, se han desarrollado numerosos métodos para el análisis del DIF en 
test convencionales. 
Paralelamente, en los años 90 del siglo XX, la sinergia entre el desarrollo 
informático y el psicométrico ha revolucionado los procedimientos de evaluación, hasta 
el punto que Embretson (2004) distingue entre tests de primera generación y los nuevos 
tests, de segunda generación, entre los que se incluyen los tests adaptativos 
informatizados (TAIs). Desafortunadamente, los TAIs permiten optimizar el proceso de 
evaluación pero suponen cambios, en la forma de aplicación de los ítems y de asignar 
puntuaciones, que dificultan la aplicación de los métodos tradicionales de análisis del 
DIF. En el presente trabajo de tesis doctoral se describen algunas de las aproximaciones 
al estudio del DIF en TAIs y se propone un nuevo procedimiento, inspirado en los 
recientes desarrollos obtenidos en el ámbito de la calibración online. En concreto, 
nuestro objetivo principal es obtener una adaptación válida del Test de Razón de 
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Verosimilitudes de la TRI (IRT LRT) que permita realizar el análisis del DIF tanto en 
ítems pretest, como en ítems operativos.   
La tesis se estructura en siete capítulos. En el primer capítulo se establecen 
algunas definiciones básicas en relación a este ámbito de investigación y se describen 
aquellos métodos, paramétricos y no parámetricos, propuestos para detectar DIF en tests 
convencionales (Camilli y Shepard, 1994; Holland y Wainer, 1993; Osterlind y 
Everson, 2009). Se realiza también la distinción entre los métodos de DIF 
condicionados a la variable observada (OCI, por sus siglas en inglés) y los métodos de 
DFI condicionados a la variable latente (UCI). La descripción no pretende ser 
exhaustiva, ya que se centra en los métodos que posteriormente se han adaptado al 
análisis del DIF en TAIs (i.e. Mantel-Haenzsel, el método de estandarización, la 
regresión logística, SIBTEST e IRT LRT).  
En el capítulo segundo se explica la estructura y el funcionamiento de los TAIs, 
que se fundamenta en los modelos de teoría de respuesta al ítem (TRI). Se describen los 
principales procedimientos de selección de ítems y de control de la exposición. Además, 
se establecen algunas de las potenciales amenazas a la validez que son propias de los 
TAIs (p. ej., cambios en los parámetros de los ítems debidas a la difusión de los 
contenidos del banco) y que implican la necesidad de controles psicométricos continuos 
durante las distintas fases de la vida operativa del programa.   
En el capítulo tercero exponemos los problemas y las formas en las que algunos 
métodos se han adaptado para el estudio del DIF en TAIs.  Los problemas asociados al 
estudio del DIF dependen de la fase operativa. En la fase de construcción del banco, las 
aplicaciones de los ítems no suelen ser adaptativas y se aplican los procedimientos de 
detección del DIF clásicos. Por el contrario, en las fases de actualización y 
mantenimiento algunos ítems se aplican adaptativamente. En la fase de actualización, el 
objetivo es detectar el DIF de los ítems diseñados para actualizar el banco 
(denominados ítems pretest). Los ítems pretest se aplican a una muestra amplia, en la 
que a la vez que se aplican, de forma adaptativa, los ítems del TAI (denominados ítems 
operativos). En la fase de mantenimiento, se estudia el DIF de los ítems operativos, para 
garantizar que sus propiedades psicométricas continúan siendo aceptables a pesar de su 
aplicación continuada. En ambas fases, surgen dos dificultades importantes: (a) la 
ausencia de una variable de igualación adecuada para los métodos OCI (la suma de 
respuestas correctas no es interpretable en un TAI); (b) la ingente cantidad de valores 
perdidos en la matriz de datos, que dificulta la aplicación de los métodos UCI.   
1.1. Introducción XI 
Así, en relación a los procedimientos OCI, el problema suele reducirse a 
encontrar una variable de igualación adecuada. Por ejemplo, en la adaptación de 
SIBTEST, CATSIB, se utiliza el nivel de habilidad estimado en el TAI como variable 
de igualación (Nandakumar y Roussos, 2001, 2004). En relación al procedimiento UCI 
estudiado en esta tesis, IRT LRT, el problema es superar la presencia de valores 
perdidos que introducen problemas en la re-calibración de los parámetros de los ítems 
operativos. La única solución propuesta ha sido imputar las respuestas faltantes a partir 
del nivel de habilidad estimado en el TAI (Lei, Chen y Yu, 2006), pero esta propuesta 
resulta ineficiente en términos de coste computacional y tiene algunas complicaciones 
asociadas al software disponible, IRTLRDIF (Thissen, 2001). 
El capítulo 4 es el núcleo teórico de la tesis.  El problema de tener que re-
calibrar los parámetros de los ítem operativos con pocos sujetos, ya ha sido investigado 
previamente en el contexto de la calibración online. La calibración online se refiere al 
proceso mediante el que los parámetros de los ítems pretest se estiman y se sitúan en la 
misma escala métrica de los ítems operativos por su calibración conjunta, en el que los 
ítems operativos del TAI se definen como ítems de anclaje. Wainer y Mislevy (1990) 
fueron los primeros en reconocer que en este contexto era prescindible volver a calibrar 
los ítems operativos, puesto que ya se conocían.  A partir de esta idea surgen los 
métodos de calibración con parámetros fijos (CPF), cuya característica fundamental es 
que se fijan los parámetros de los ítems operativos a sus valores conocidos y se estiman 
únicamente los ítems pretest.  Existen distintas estrategias, descritas en Kim (2006), que 
se recogen en el cuarto capítulo. Mediante estos procedimientos desaparece el problema 
de la falta de datos en los ítems operativos. En concreto, puesto que ya no recalibran los 
ítems operativos, se eliminan los problemas de convergencia asociados a su estimación 
y se  disminuye el tiempo de calibración online. Además, los parámetros de los ítems 
pretest se obtienen en la escala métrica de los ítems operativos.  
Al final del capítulo 4, se describe la adaptación de la prueba IRT LRT, 
haciendo uso de los métodos CPF. Se presentan algunas singularidades de dicha 
aplicación, entre ellas las restricciones necesarias para estimar estos modelos.  Por 
último, se describen las hipótesis a las que da lugar la aplicación de los métodos de CPF 
al análisis del DIF. 
En el estudio 1 se ponen a prueba las hipótesis propuestas en el capítulo anterior 
en un contexto de calibración online o detección del DIF en ítems pretest.  Se aplicaron 
tres métodos de CPF, aquellos en los que se actualizan las distribuciones de la 
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habilidad, y se compararon con la propuesta de imputación de Lei (Lei, et al., 2006). En 
el estudio 2 se estudian los métodos en el contexto de la detección del DIF en ítems 
operativos. El mejor método CPF, según los resultados del estudio 1, se compara con el 
método CATSIB (Nandakumar y Roussos, 2001, 2004). Los resultados obtenidos en 
ambos estudios sugieren que la propuesta de aplicar IRT LRT, conjuntamente con un 
método CPF, puede resultar un procedimiento más adecuado que imputar las respuestas 
(estudio 1) o aplicar CATSIB (estudio 2). Finalmente, en la discusión general se 
exponen los principales resultados, las limitaciones de los estudios realizados y las 
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1. Introducción al Funcionamiento Diferencial del Ítem 
1.1. Introducción 
 
Los resultados de la evaluación a través de los test pueden tener consecuencias adversas 
en la vida cotidiana de las personas. Basta pensar en un contexto de selección laboral en 
el que una persona deja de ser contratada en base a los resultados de una prueba. Estas 
circunstancias comprometen a los científicos a realizar estudios que garanticen la 
equidad en la medición y la validez de las inferencias que se hacen a partir de las 
puntuaciones en los test (Borsboom, Romeijn y Wicherts, 2008). Es difícil defender un 
test que resulte sesgado contra un grupo en función de su etnia, sexo, cultura u otra 
característica sociodemográfica. El término sesgado, en este contexto, implica que las 
puntuaciones tienen distinto significado para miembros de diferentes grupos. Así, en su 
desarrollo, los test deben pasar por procesos de análisis del sesgo para evitar la 
discriminación a las minorías étnicas (afroamericanos, hispanos, asiáticos) o entre 
sexos, por poner un ejemplo. 
Una aproximación básica al estudio del sesgo es el estudio del funcionamiento 
diferencial de los ítems o del test. El funcionamiento diferencial de un ítem (differential 
item functioning; DIF) o de un test (differential test functioning; DTF) se produce 
cuando el ítem (o el test) tiende a proporcionar puntuaciones distintas para personas que 
pertenecen a diferentes grupos y que, sin embargo, tienen el mismo nivel de rasgo. 
Estos términos (DIF, DTF) son semánticamente más neutrales que el término sesgo, 
cuyo uso suele restringirse a la explicación teórica de cuáles pueden ser las variables 
“ajenas” involucradas en la aparición del DIF (Shealy y Stout, 1993a; Fidalgo, 1996). 
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El término impacto se reserva para las diferencias reales entre los grupos (Camilli y 
Shepard, 1994). 
En los siguientes apartados se proporciona una definición más precisa del DIF y 
se definen los tipos de DIF. A continuación se describen algunos de los métodos que se 
han propuesto para el estudio del DIF, haciendo especial énfasis en el test de razón de 
verosimilitudes de la teoría de la respuesta al ítem. Finalmente, se resumen algunos de 
los resultados principales obtenidos cuando se comparan estos métodos. 
 
1.2. El funcionamiento diferencial del ítem: Definición y tipos 
 
En términos generales podemos afirmar que el DIF ocurre cuando existen 
diferencias en las propiedades métricas de un ítem entre diversos grupos. En el estudio 
del DIF usualmente la comparación se realiza entre dos grupos; al grupo de interés se le 
llama grupo focal, y suele coincidir con el grupo minoritario, mientras que al grupo 
mayoritario se le llama grupo de referencia. Millsap y Everson (1993) proporcionan un 
marco general para definir formalmente el funcionamiento diferencial de una medida Y, 
distinguiendo tres elementos básicos:  
 
a) Una variable latente,  , que indica el nivel de rasgo y es el objeto de la 
medición. 
b) Una variable observable, Y, que es un indicador de   (p.e., puede ser la 
puntuación en un ítem o en el test). 
c) La variable de agrupación, g, que define a los grupos, generalmente 
diferenciados en base a algún tipo de información socio-demográfica (p.e., 
género, grupo étnico, edad, etc.). 
 
A partir de estos elementos se considera que no existe funcionamiento diferencial si 
el valor esperado de la puntuación, Y, condicionado a la variable latente,  , no depende 
del grupo, g (Millsap y Everson, 1993): 
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La presencia de funcionamiento diferencial de Y implica que, para algún nivel de 
 : 
)|(),|(  YEgYE   (1.2) 
 
Para entender las razones por las que puede encontrarse funcionamiento 
diferencial (FD) puede acudirse al marco teórico de la teoría multidimensional del 
funcionamiento diferencial del ítem (Shealy y Stout, 1993b). Consideremos que la 
medida Y es la puntuación en el ítem, uj. En este marco, se establece que uj es un 
indicador de la dimensión principal, , pero también de una o más dimensiones 
secundarias (p.e.,  ). La puntuación esperada en uj condicionada a   se escribe como: 
  dgggEgE ),|(),,|u(),|u( jj  (1.3) 
 
Por tanto, en presencia de multidimensionalidad, puede darse ausencia de DIF si 
se cumple simultáneamente que:  
 
1) Los parámetros son invariantes a través de los grupos: 
),,|u(),,|u( jj FgERgE    (1.4) 
 
2) La distribución condicionada de   es la misma en los dos grupos 
),|(),|( FggRgg    (1.5) 
 
La presencia de   no garantiza por sí sola la aparición del DIF ya que éste se 
manifestará sólo cuando las distribuciones condicionadas de los rasgos espurios ( ) sea 
diferente a través de los grupos (Oshima y Miller, 1992). 
El modelo multidimensional proporciona un marco conceptual desde el que 
comprender la presencia de DIF. Este marco es interesante porque permite entender por 
qué la presencia de DIF puede variar de muestra a muestra. No obstante, resulta difícil 
de aplicar ya que la estimación de los parámetros del modelo multidimensional no es 
factible si el rasgo espurio afecta específicamente a un único ítem. Por ello, las técnicas 
usuales para la detección del DIF parten directamente de un modelo unidimensional, sin 
considerar explícitamente la presencia de rasgos espurios. 
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Por ejemplo, para ítems dicotómicos, se define la presencia de DIF cuando, al 
aplicar un modelo unidimensional, la probabilidad de acierto condicionada a   difiere a 
través de los grupos: 
),|1(),|1( FguPRguP jj    (1.6) 
 
En el marco de la TRI, la función de probabilidad de acierto condicionada se 
denomina curva característica del ítem (CCI) y se ajusta a una función predeterminada. 




guP    (1.7) 
donde ajg y bjg son los parámetros de discriminación y dificultad del ítem j en el grupo 
g. Desde una perspectiva de TRI, evaluar el DIF es equivalente a contrastar si los 
parámetros (o las CCI) difieren entre grupos. 
Suele distinguirse entre DIF unidireccional y no unidireccional (Hanson, 1998):  
 
a) El DIF unidireccional implica que la diferencia entre los grupos ocurre en la 
misma dirección en todo el rango de  . Eso ocurre cuando un grupo tiene una 
mayor probabilidad de acierto en todos los niveles. Un caso especial de DIF 
unidireccional es el DIF paralelo, que ocurre cuando en el modelo 2PL difieren 
los parámetros b pero no los parámetros a.  
b) El DIF no unidireccional, por otro lado, se refiere al caso en el que las CCI se 
cruzan (el sentido de la diferencia entre las CCI de los grupos depende de  ); 
esto ocurre cuando el parámetro a difiere a través de los grupos (aunque el 
parámetro b también puede ser diferente); un caso especial de DIF no 
unidireccional es el DIF simétrico, que ocurre cuando solo difieren los 
parámetros a, pero no los parámetros b.  
 
La distinción entre DIF unidireccional y no unidireccional se representa en la 
Figura 1.1 y es importante, ya que los distintos métodos de detección del DIF difieren 
en su potencia para detectar cada tipo de DIF. Por ejemplo, el DIF no unidireccional 
puede ser difícil de detectar en aquellos procedimientos en los que el indicador de DIF 
es un promedio de la discrepancia entre CCIs a través de  . 
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1.3. Métodos de detección del DIF 
 
Como ya se ha mencionado anteriormente, en cualquier método de detección del 
DIF se pretende contrastar si la puntuación esperada condicional difiere a través de los 
grupos. En cualquier método de detección del DIF se requiere el conocimiento previo de 
uno o más ítems no sesgados, cuyos parámetros se asumen invariantes a través de los 
grupos. A esos ítems se los denomina ítems de anclaje. Conocido el subconjunto de 
ítems en el que las CCI son iguales, es posible definir la variable condicional o variable 
de igualación. Las técnicas para la detección del DIF se pueden dividir según dos 
criterios: 
 
1) La relación que se establece entre la puntuación en el ítem y la variable de 
igualación (Hidalgo, Gomez-Benito, 2010), que puede seguir un modelo 
paramétrico (p.ej., logístico) o un modelo no paramétrico. La aplicación de un 
modelo paramétrico supone ventajas pues permite extrapolaciones que serían 
imposibles siguiendo un modelo no paramétrico. Sin embargo, puede suponer un 
riesgo si las respuestas no se ajustan al modelo aplicado. 
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2.1. Los métodos que utilizan la puntuación total en el test (X) como 
estimación de  , denominados también métodos de invarianza 
condicional observada (OCI). En estos modelos se contrasta si: 
),|(),|( FgXuPRgXuP jj   (1.8) 
 
En los procedimientos OCI, se requiere el cálculo de la puntuación X, 
para posteriormente estudiar la relación entre X y uj en ambos grupos. X 
es la variable de igualación. 
2.2. Los métodos que evalúan el DIF condicionando directamente a la 
variable latente, llamados métodos de invarianza condicional no 
observada (UCI). En estos modelos se contrasta directamente si: 
),|(),|( FguPRguP jj    (1.9) 
 
En los procedimientos UCI,   es desconocida, pero, asumiendo un 
modelo matemático, se infiere la función de relación entre   y uj para cada 
grupo (i.e., un modelo de medida). En los métodos UCI paramétricos contrastar 
el DIF se reduce a evaluar la invarianza de los parámetros del modelo a través de 
los grupos. 
La principal diferencia entre los métodos OCI y los métodos UCI es que 
en los primeros, ya sean paramétricos o no paramétricos, no se tiene en cuenta 
que la puntuación en el test X puede ser un mal indicador de   (p.ej., si el test es 
corto). Por ello los métodos UCI paramétricos son teóricamente más apropiados 
en la detección del DIF (tasas de error tipo I más ajustadas y mayores tasas de 
potencia) aunque, a la vez, la presencia de un modelo de medida implica mayor 
exigencia (requieren estimar los parámetros de un modelo y comprobar el ajuste 
de los datos a éste). 
 
Sea cual sea el método utilizado, pueden hacerse algunas consideraciones 
generales: 
1) Debe contrastarse que los ítems de anclaje no tiene DIF. A la presencia de ítems 
con DIF en el test de anclaje se le denomina contaminación. Cuanto mayor sea 
la contaminación del test, mayor será la tasa de falsos positivos y menor será la 
potencia para detectar el DIF, independientemente del método empleado 
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(Clauser, Mazor y Hambleton, 1993; French y Maller, 2007; Fidalgo, 
Mellenbergh y Muñiz, 1998; 1999; 2000; Finch, 2005; Woods, 2008a). El 
problema de la contaminación se puede resolver incluyendo una etapa de 
depuración, en la que se eliminen los ítems con DIF en el primer análisis 
(Clauser et al., 1993; Holland y Thayer, 1988; Miller y Oshima, 1992), o varias 
etapas de depuración, estableciendo un procedimiento iterativo, hasta que se 
alcance la convergencia en la decisión en iteraciones sucesivas (Candell y 
Drasgow, 1988; Lautenschlager, Flaherty y Park, 1994; Lord, 1980). Algunas de 
las investigaciones se han centrado en cómo determinar los ítems que deben 
formar parte del test de anclaje (Woods, 2008a, González-Betanzos y Abad, en 
prensa). 
2) En los métodos OCI debe incluirse el ítem estudiado en el cálculo de la 
puntuación en el test, independientemente de que tenga DIF o no. En presencia 
de impacto, los métodos OCI producen inflación de la tasa de error tipo I cuando 
no se incluye el ítem (Lewis, 1993; Zwick, 1990). Holland y Thayer (1988) 
demuestran formalmente que si las respuestas siguen el modelo de Rasch lo 
correcto es incluir el ítem. En ese caso, X es un estimador suficiente de . Esta 
recomendación también se ha hecho para los procedimientos de estandarización 
(Donoghue, Holland y Thayer, 1993) y la regresión logística (DeMars, 2009). 
3) El resultado estadístico de ausencia/presencia del DIF debe acompañarse 
siempre de medidas de tamaño del efecto. Discrepancias pequeñas en las CCI 
pueden ser estadísticamente significativas si la muestra es grande; asimismo, 
grandes discrepancias pueden no ser estadísticamente significativas en muestras 
pequeñas.  
4) En el análisis del DIF es importante contrastar si, al considerarse conjuntamente 
los ítems con DIF, el funcionamiento diferencial se amplifica o se cancela al 
nivel del test. 
5) Se asume que los ítems con DIF son minoría o que hay un conjunto de ítems sin 
DIF previamente conocido. Es decir, se contrasta el funcionamiento diferencial 
de un ítem en relación a otros (que pueden ser la mayoría o el subconjunto 
elegido por el investigador). Por ejemplo, si todos los ítems tienen un 
funcionamiento diferencial tal que: 
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jjRjF bb   (1.10) 
 
La clasificación del DIF dependerá de qué ítems tomen parte del test de anclaje. 
 
1.4. Métodos UCI de detección del DIF basados en la TRI 
 
Se han propuesto diversas estrategias para contrastar si las dos CCI difieren 
significativamente, aunque el test de razón de verosimilitudes (IRT LR test) es el que se 
ha hecho más popular por la presencia de software fácil de usar (Thissen, 1991, 2001). 
Otras estrategias de TRI para contrastar la significación estadística son el 2 de Lord 
(Lord, 1980), las medidas de área con signo y sin signo entre dos CCI (Linn, Levine, 
Hastings y Wardrop, 1981; Raju, 1988, 1990; Rudner, Geston y Knight, 1980, Shepard, 
Camilli y Williams, 1984, 1985) o los índices de DIF compensatorio y no 
compensatorio (Raju, van der Linden y Fleer, 1995). Una ventaja de la TRI es que 
resulta fácil contrastar tanto el DIF unidireccional como el DIF no unidireccional. 
 
1.4.1. El test IRT LR 
 
El test IRT LR fue propuesto por Thissen, Steinberg y Gerrard (1986). Es un 
contraste general que implica una comparación de las CCI de los ítems para evaluar el 
DIF a través de los grupos y está basado en la diferencia en los estadísticos G2 de dos 
modelos anidados: (1) un modelo restringido m’, donde todos los parámetros se 
restringen a ser iguales a través de los grupos; y (2) un modelo aumentado m, que 
permite que los parámetros del ítem bajo estudio varíen a través de los grupos. Los 
estadísticos 2mG  y 
2
'mG
 se definen como menos dos veces la log-verosimilitud de las 





m  ),;(),ˆ,|(ln22 mΔ  (1.11) 
donde uij es la respuesta del evaluado i al ítem j, mΔˆ  es el vector con los parámetros de 
los ítems en el modelo m y (gg) expresa la distribución normal de θ con media 
g  y desviación típica g para el grupo g. El estadístico 2 'mG  del modelo m’ se define 
análogamente. En ambos modelos los parámetros de los ítems de anclaje se restringen a 
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ser iguales a través de los grupos (para enlazar la métrica del rasgo latente en los dos 
grupos), la media g  y la desviación típica g  para el grupo de referencia se fijan a 0 y 1 
(para identificar la escala) mientras que la media g  y la desviación típica g  para el 
grupo focal se estiman libremente. Bajo la hipótesis nula (i.e., los datos se ajustan al 
modelo aumentado), la diferencia Gm2 − Gm’2 sigue una distribución 2 con l grados de 
libertad, donde l es el número de parámetros que están fijados en el modelo restringido 
y son libres en el modelo aumentado. Valores extremos para el estadístico son 
indicadores de que las CCI difieren significativamente a través de los grupos (Thissen, 
et al., 1986). Si el test estadístico general es estadísticamente significativo, posteriores 
análisis pueden llevarse a cabo para evaluar qué parámetros (a, b  y/o c) difieren a 
través de los grupos). 
 
1.4.2. Medidas de tamaño del efecto desde la TRI 
 
Además de la significación estadística es importante obtener un indicador del 
tamaño del DIF que indique la relevancia del DIF. Steinberg y Thissen (2006) señalan 
que una posibilidad en el ámbito de la TRI es tomar las diferencias en el parámetro b 
entre los dos grupos, cuando el DIF es unidireccional este indicador está relacionado 
con las medidas de área. 
Las medidas de área para el DIF expresan la diferencia entre las CCI del grupo 
de referencia y grupo focal como una función del área encerrada entre dichas funciones. 
Defínase la diferencia entre las CCI como: 
),|1(),|1()( FguPRguPD jjCCI    (1.12) 
 
En las medidas de área se calcula (o estima) la integral de dicha función a través 
de θ. Por ejemplo, el área con signo (signed area; SA) entre dos ICCs (Raju, 1988, 
1990; Rudner et al., 1980) puede obtenerse como: 
  dDSA CCI )(  (1.13) 
 
Esta es una medida sensible al DIF unidireccional. El área sin signo (unsigned 
area; USA) puede obtenerse como: 
  dDUSA CCI )(  (1.14) 
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que también es sensible a la presencia de DIF no unidireccional. Asumiendo que el 
parámetro c es idéntico a través de los grupos, Raju (1988) proporciona las ecuaciones 
para estimar SA y USA en los modelos de uno (1PL), dos (2PL) o tres parámetros 
(3PL). Por ejemplo, en el modelo de tres parámetros: 
))(1( RF bbcSA   (1.15) 
 
Esta formulación es independiente de los valores de a. Nótese que SA es 
proporcional a la diferencia entre parámetros b, lo que apoyaría la propuesta de 
Steinberg y Thissen (2006). El tamaño del efecto suele considerarse pequeño, moderado 
o grande según las áreas, en valor absoluto, se aproximen a 0.4, 0.6 o 0.8, 
respectivamente (Narayanan y Swaminathan, 1996; Rogers y Swaminathan, 1993). No 
obstante las medidas de área tiene una limitación importante: no consideran la 
distribución del rasgo en el grupo focal. En ese sentido, pueden ser mejores otras 
medidas de tamaño del efecto en las que )(CCID  se pondere por la distribución de 
)(jf , que es la función de densidad del grupo total que responde al ítem j 
(Nandakumar y Roussos, 2001).  Una medida que puede obtenerse es la propuesta en el 
procedimiento SIBTEST,  
    djfFguPRguP jjSIBTESTj )(),|1(),|1()(  (1.16) 
 es sensible únicamente al DIF unidireccional. En el esquema de clasificación 
sugerido por Dorans (1989) se considera un DIF moderado si 10.005.0  j  y un 
DIF grande si 10.0j  (valores positivos indican que el ítem favorece al grupo de 
referencia). Roussos y Stout (1996) propone utilizar como puntos de corte 0.059 y 
0.088, respectivamente. 
Finalmente, otra propuesta es utilizar un índice análogo al propuesto por Raju, 
van der Linden y Fleer (1992, 1995), el índice de funcionamiento diferencial del ítem no 
compensatorio (non-compensatory differential ítem functioning; NCDIF): 
    dfFguPRguPNCDIF jjjj )(),|1(),|1( 2  
(1.17) 
NCDIF es un promedio de la diferencia cuadrática media a través del nivel de 
rasgo y es sensible al DIF no unidireccional. 
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1.4.3. Funcionamiento diferencial de los ítems y del test (DFIT) 
 
Raju, van der Linden y Fleer (1992, 1995) introdujeron un nuevo marco para 
evaluar el funcionamiento diferencial de los ítems y del test (DFIT). Se proponen 
medidas de discrepancia a nivel de ítem: 
 2)(
jCCIFj
DNCDIF   (1.18) 
y a nivel de test: 
 2)(CCTF DDTF   (1.19) 
 
Donde NCDIF y DTF (differential test functioning) son los valores esperados, a 
través de  , de la discrepancia cuadrátrica entre las CCI y entre las CCT, 
respectivamente. La aportación principal dentro de este marco es la propuesta de un 
nuevo índice:  )()(  CCTCCIFj DDCDIF j   (1.20) 
donde CDIF (compensatory differential item functioning) es el valor esperado del 
producto cruzado entre )(
jCCI









donde J es el número total de ítems en el banco. Por lo que CDIF es un indicador de en 
qué grado un ítem contribuye al DTF. 
 
1.5. Métodos de detección del DIF no basados en la TRI 
 
En el presente apartado se describen algunas de las técnicas clásicas que, en este 
campo, suelen considerarse alternativas a los métodos de TRI y que se han aplicado en 
el contexto de los tests adaptativos informatizados: el procedimiento de estandarización 
(Dorans y Kulick, 1983), el procedimiento Mantel-Haenszel (Holland y Thayer, 1988), 
el modelo de regresión logística (Swaminathan y Rogers, 1990) y el SIBTEST (Shealy 
y Stout, 1993b). Estos métodos tienen la ventaja de la sencillez de uso y la simplicidad 
conceptual. Sin embargo, un problema general de todos estos procedimientos es que 
condicionar a X no es equivalente a condicionar a y por lo tanto, las personas 
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equiparadas en X pueden diferir en el valor esperado de , especialmente en presencia 
de impacto. Es decir, por lo general: 
),|(),|( FgXERgXE    (1.22) 
 
Esto ocurre si X no es un estimador suficiente de , especialmente si el test es 
corto. 
 
1.5.1. Procedimiento de estandarización 
 
Entre las técnicas clásicas, el procedimiento de estandarización destaca por su sencillez 
conceptual. Puede clasificarse como un método OCI no paramétrico. Se trata del 
método que tradicionalmente ha utilizado el Educational Testing Service para informar 









donde FjkP  y RjkP  son las probabilidades de acierto para las personas en el grupo de 
referencia y en el grupo focal que se encuentran en el intervalo k de rasgo. kf  indica la 
proporción de personas en el intervalo k dentro del grupo focal. SPD es el valor 
esperado a través de X de la diferencia en la proporción de acierto al ítem entre los 
grupos comparados (Dorans y Kulick, 1983). Es en sí mismo una medida de tamaño del 
efecto. Dorans y Holland (1993) proponen la siguiente clasificación para los tamaños 
del efecto: 
 
A: Ausencia de DIF, el valor absoluto de SPD es menor que 0.05. 
B: DIF que indica necesidad de revisión: el valor absoluto de SPD está entre 0.05 
y 0.10. 
C: DIF que indica necesidad de eliminar el ítem: el valor absoluto de SPD es 
superior a 0.10. 
 
Dividiendo SPD por su error típico se obtiene un estadístico de contraste z que 
sigue la distribución normal estándar y permite contrastar la hipótesis nula de ausencia 
de DIF. Nótese, a partir de la ecuación que SPD, es únicamente apropiado para la 
detección del DIF unidireccional, ya que en presencia de DIF no unidireccional pueden 
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cancelarse los efectos del DIF a través de los niveles de rasgo. También se han 











Que se interpreta igual que SPD. 
 
1.5.2. SIBTEST (Simultaneous Item Bias Test) 
 
Shealy y Stout (1993a, 1993b) desarrollaron un modelo OCI no paramétrico para 
la detección del DIF. En este marco se obtiene como indicador del DIF:   
    dfPP jFjRjSIBTEST )()()()(  (1.25) 
donde )(jRP  y )(jFP  marcan la probabilidad de acierto al ítem j condicionada al nivel 
de habilidad (que actúa como variable de igualación) y al grupo de pertenencia del 
examinado; )(f  es la función de densidad de θ ya sea del grupo focal (Bolt, 2000) o 
del total de la muestra (Nandakumar y Roussos, 2001; Shealy y Stout, 1993a). En 
realidad, puesto que θ es desconocida se utiliza como estimador la puntuación en el test 
de anclaje (Xk), y para evitar el sesgo estadístico que se produce por el impacto (ver 
ecuación 1.22), Shealy y Stout (1993b), propusieron una corrección en la estimación de 









)( )()()(ˆ  (1.26) 
donde )(* kjR XP y )(
*
kjF XP son las proporciones corregidas de acierto en el ítem j. 
Dividiendo )(ˆ kXjSIBTEST  por su error típico se obtiene un estadístico de contraste z, que 
sigue la distribución normal estándar, y permite comprobar la hipótesis nula de que es 
cero.  
La corrección se establece considerando que X es un estimador sesgado de la 
puntuación verdadera, V, y ese sesgo depende de la distribución del rasgo en el grupo al 
que pertenece la persona. La corrección puede ser lineal (Shealy y Stout, 1993b) o, lo 
que suele ser más adecuado, no lineal (Jiang y Stout, 1998). En presencia de impacto, 
las tasas de error Tipo I son extremadamente altas cuando no se utiliza la corrección 
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(Jiang y Stout, 1998). Esta corrección acerca el SIBTEST a los métodos UCI. Sin 
embargo, debe tenerse en cuenta que aunque SIBTEST atenúa el problema de la 
inflación del error Tipo I, este no desaparece y sigue siendo importante en presencia de 
impacto si el test es corto (Klockars y Lee, 2008; Penfield y Camilli, 2007). 
Una ventaja adicional de SIBTEST es que permite determinar si un conjunto de 
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donde )(( * kR XYE es el valor esperado de la puntuación en el conjunto de ítems 





 puede considerarse una medida de tamaño del efecto análoga a SPD 
e interpretarse como éste. Roussos y Stout (1996) propone utilizar como criterios de 
clasificación:  
A: DIF nulo o pequeño cuando el valor absoluto de )(ˆ kXjSIBTEST  es menor que 
0.059. 
B: DIF que indica necesidad de revisión: el valor absoluto de )(ˆ kXjSIBTEST  está 
entre 0.059 y 0.088. 
C: DIF que indica necesidad de eliminar el ítem: el valor absoluto de 
)(ˆ kXjSIBTEST  es superior a 0.088. 
 
SIBTEST es únicamente apropiado para la detección del DIF unidireccional. 
 
1.5.3. Mantel-Haenszel  
 
El método Mantel-Haenszel (MH) es un método que deriva de la investigación 
biomédica y fue sugerido por Holland (1985; Holland y Thayer, 1988) para la detección 
del DIF. Puede considerarse un procedimiento OCI no paramétrico. Si no hay DIF, 
asumiendo que X es un estimador suficiente de ,  debe cumplirse que la razón de 
ventajas (odds ratio) condicional es igual a 1: 









k  (1.28) 
 
Mediante el estadístico  2MH (que sigue una distribución  2 con un grado de 
libertad) se contrasta la hipótesis nula de que 1k  para cualquier nivel k ( 1 k ). 
Con este estadístico se contrasta si el número total de aciertos en el grupo de referencia 
coincide con el valor esperado asumiendo que 1 . Además del contraste estadístico, 
se obtiene una estimación de  , MH  –el cociente de razones común– que es un 
promedio ponderado de los distintos k . Para facilitar su interpretación se calcula el 
logaritmo, )( MHLn  . Un valor 0)( MHLn   indica ausencia de sesgo; valores positivos 
implican que el ítem favorece al grupo de referencia y valores negativos que favorece al 
grupo focal. Si los ítems siguen el modelo de Rasch y k es igual para a través de los 
niveles k, )( MHLn  es una estimación de la diferencia entre los parámetros b (Zwick, 
Thayer y Wingersky, 1993): 
RFMH bbLn )(  (1.29) 
 
Si los datos se ajustan al modelo de dos parámetros y las CCI no difieren en 
pendiente a través de los grupos, )( MHLn   es un estimador de (Roussos, Schnipke y 
Pashley, 1999): 
)()( RFMH bbaLn   (1.30) 
 
En el caso del modelo de tres parámetros no existe una correspondencia simple 
entre )( MHLn   y los parámetros de los ítems, ya que la odss ratio no es constante a 
través de   (Roussos et al., 1999). 
 
El valor de )( MHLn   puede entenderse como una medida de tamaño del efecto. El ETS 
usa tres categorías para reflejar el grado de DIF en el ítem (Zieky, 1993)1: 
 
                                                            
1 En realidad el ETS trabaja en la métrica delta, en la que se multiplican por –2.35 )( MHLn   y los 
puntos de corte para clasificar el tamaño del DIF. 
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A: DIF nulo o pequeño cuando el valor absoluto de )( MHLn   es estadísticamente 
distinto de 0 y menor que 0.43. 
B: DIF que indica necesidad de revisión: el valor absoluto de )( MHLn   no es 
estadísticamente superior a 0.43 o está entre 0.43 y 0.64. 
C: DIF que indica necesidad de eliminar el ítem: el valor absoluto de )( MHLn   es 
estadísticamente superior a 0.43 y superior a 0.64. 
 
)( MHLn  se encuentra en una métrica distinta a )(ˆ kXjSIBTEST . Sin embargo, a 




  y )( MHLn  . Dorans y Holland (1993) han mostrado que, en estudios de 
simulación, ambos indicadores correlacionan más de 0.95. Siguiendo a Shealy y Stout 








   (1.31) 
 
Así pues, los puntos de corte sugeridos para )( MHLn   se corresponderían con 
unos puntos de corte para SIBTEST de 0.067 y 0.10.  
Nótese que MH  es un promedio ponderado de los distintos k . Por tanto, 
únicamente es apropiado para la detección del DIF unidireccional, ya que en presencia 
de DIF no unidireccional pueden cancelarse los efectos del DIF a través de los niveles 
de rasgo. 
 
1.5.4. Regresión logística 
 
Swaminathan y Rogers (1990) proponen el uso de la regresión logística a la 
detección del DIF. Se trata de un procedimiento OCI paramétrico. En este modelo, el 
logit de la probabilidad de acierto puede ser función lineal de la puntuación en el test 
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Donde 0  corresponde al intercepto del modelo (o línea base) y 1  determina 
en qué medida la probabilidad de acertar depende del nivel de rasgo. Pueden 
contrastarse comparando modelos anidados, partiendo del modelo más general que 
incluye todos los parámetros. Si no puede mantenerse que 03  , hay DIF no 
unidireccional. Si manteniendo 03   no puede mantenerse que 02  , hay DIF 
unidireccional. Si puede mantenerse 032   , puede mantenerse que no hay DIF. 
Para medir el tamaño del efecto del DIF se ha propuesto acompañar las medidas 
de significación estadística con los valores de incremento en 2R entre modelos anidados 
pero no existe acuerdo en los puntos de corte (Jodoin y Gierl; 2001; Zumbo y Thomas, 
1997). 
Alternativamente, otra medida de tamaño del efecto para el DIF unidireccional 
es el peso de regresión 2  (Monahan, McHorney, Stump y Perkins, 2007) Asumiendo 
el modelo de Rasch, 2  puede considerarse un estimador de la diferencia entre los 
parámetros b: 
RF bb 2  (1.33) 
 
y se interpretaría como )( MHLn  . Una ventaja del procedimiento de regresión 
logística es que, frente a otras técnicas clásicas como Mantel-Haenszel, permite detectar 
el DIF no unidireccional. Sin embargo, se asume que: (a) X es un estimador adecuado 
de θ, y (b) la relación entre la puntuación en el ítem y θ sigue el modelo 2PL. 
 
1.6. Resultados de comparación de los métodos 
 
Es difícil establecer cuál de los métodos descritos es mejor en términos de 
control de las tasas de error Tipo I y tamaño de la potencia. Cada método tiene ventajas 
e inconvenientes en función de características como la longitud del test, la presencia de 
impacto, el tamaño de las muestras, el tipo de DIF o el ajuste a un modelo paramétrico, 
entre otras (Gómez-Benito, Hidalgo y Guilera, 2010). 
Welkenhuysen-Gybels (2004) considera que las técnicas UCI son preferibles 
teóricamente a los procedimientos OCI ya que se trabaja directamente al nivel de la 
variable latente. Por ejemplo, los procedimientos de TRI tienen la ventaja (frente a otras 
alternativas) de que las CCI son directamente comparadas. En las técnicas tradicionales 
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se empareja a los evaluados por su puntuación en el test y las tasas de error Tipo I 
pueden inflarse cuando el test es poco fiable (p.e., tests cortos), los ítems varían en 
discriminación y las distribuciones del nivel de rasgo difieren a través de los grupos 
(Monahan y Ankenman, 2010). Los evaluados emparejados por su puntuación 
observada no están necesariamente emparejados en el rasgo latente. Por ejemplo, 
DeMars (2010) muestra que cuando hay impacto la diferencia en   entre el grupo de 
referencia y el grupo focal para grupos de evaluados emparejados en la puntuación 
observada se incrementa a medida que la fiabilidad decrece. Este problema es mayor en 
muestras grandes y se atenúa a medida que se incrementa la longitud del test (Bolt y 
Gierl, 2006; DeMars, 2009; Jiang y Stout, 1998; Li y Stout, 1996). Pei y Li (2010) 
también encuentran que diferencias en la variabilidad del nivel de rasgo entre grupos 
inflan el error Tipo I de SIBTEST, regresión logística y Mantel-Haenszel, pero no de 
IRT LR test. 
Una posible solución a este problema es aplicar las correcciones propuestas para 
SIBTEST a los procedimientos Mantel-Haenszel y de Regresión Logística. Esto lleva a 
un mejor control en la tasa de error Tipo I, sobre todo en las condiciones más adversas: 
presencia de impacto y muestras grandes (DeMars, 2009). No obstante si el test es 
demasiado corto (p.ej., 10 ítems) las tasas de error Tipo I pueden seguir estando infladas 
(Klockars y Lee, 2008). 
Otra posibilidad es sustituir la variable de igualación X por un estimador más 
apropiado dadas las características de los datos. Por ejemplo, Monahan y Ankenman 
(2010) utilizan PL3ˆ como variable de igualación en Mantel-Haenszel y encuentran que 
se mantienen tasas de error Tipo I apropiadas, sin necesidad de establecer ninguna 
corrección adicional. Una limitación de esta aproximación es que supondría compartir 
las limitaciones de los métodos UCI. 
En relación al tipo de DIF, varias de las técnicas clásicas (estandarización, MH, 
SIBTEST) comparten la limitación de no ser adecuadas para la detección del DIF no 
unidireccional. Aunque se han propuesto adaptaciones para detectar el DIF no 
unidireccional (p.e., Li y Stout, 1996; Mazor, Clauser y Hambleton, 1994), la TRI y la 
regresión logística proporcionan soluciones más directas. Así, si el DIF es no 
unidireccional la regresión logística muestra mayor potencia que la aproximación 
Mantel-Haenszel (Hidalgo y López-Pina, 2004; Rogers y Swaminathan, 1993; 
Swaminathan y Rogers, 1990). Sin embargo, la TRI puede ser una aproximación más 
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adecuada pues la regresión logística falla cuando los datos no se ajustan al modelo de 
dos parámetros. DeMars (2009) encuentra que, en presencia de impacto, se produce 
inflación de la tasa de error Tipo I para la regresión Logística en la detección del DIF no 
unidireccional, independientemente de que se aplique la corrección. 
En relación al tamaño de la muestra, ya hemos observado que afecta a la 
inflación del error tipo I de varias técnicas clásicas. Sin embargo, cuando las 
condiciones son adecuadas (i.e., DIF unidireccional, ausencia de impacto, etc.), los 
métodos clásicos obtienen su mayor ventaja. Mantel-Haenzsel, estandarización y 
SIBTEST muestra tasas de error Tipo I adecuadas y tasas de potencia similares incluso 
en muestras pequeñas (Nandakumar, 1993; Narayanan y Swaminathan, 1994; Roussos y 
Stout, 1996). La regresión logística también muestra buen rendimiento aunque, en 
presencia de DIF unidireccional, Mantel-Haenszel tiene mayor potencia que la regresión 
logística (Hidalgo y López-Pina, 2004). 
Por el contrario, los métodos de TRI requieren muestras mayores para una 
estimación adecuada de los parámetros y la comprobación del ajuste de los datos al 
modelo paramétrico. Esto último, la comprobación del ajuste de los datos al modelo, es 
probablemente el punto más desfavorable para el uso de las técnicas de TRI. Tal 
comprobación requiere muestras grandes y, en el caso de que las respuestas no se 
ajusten a un modelo al uso (p.e., 3PL), el ítem no debería ser incluido en los análisis. 
Cuando los supuestos son correctos, las tasas de error Tipo I para el IRT LR test son 
próximas a su valor nominal y la potencia estadística se incrementa con el tamaño 
muestral, la discriminación del ítem estudiado y el tamaño del DIF (e.g., Ankenmann, 
Witt y Dunbar, 1999; Lopez-Rivas, Stark y Chernyshenko, 2008; Stark, Chernyshenko 
y Drasgow, 2006) pero si los supuestos son incorrectos, las tasas de error Tipo I pueden 
estar infladas (Bolt, 2002) y se incrementarán a medida que el tamaño de la muestra 
aumenta. Por ejemplo, Woods (2008b) muestra que cuando las distribuciones latentes 
no siguen la distribución normal para uno o ambos de los grupos, las tasas de error Tipo 
I estarán infladas, los parámetros no estarán bien estimados y las diferencias entre los 
grupos en la media y la varianza de la distribución del rasgo latente estarán 
sobreestimadas. Los métodos no paramétricos como MH, la estandarización o SIBTEST 












































Tests Adaptativos Informatizados 
2. Tests Adaptativos Informatizados 
El presente capítulo tiene dos objetivos. El primero es presentar la estructura y los 
procedimientos fundamentales utilizados en los tests adaptativos informatizados (TAIs). 
El segundo objetivo es describir algunas particularidades en el control y estudio de las 
propiedades psicométricas en un TAI. 
 
2.1. Tests adaptativos informatizados 
 
Los TAIs resultan posibles gracias al desarrollo en dos áreas: la psicométrica, 
principalmente por los desarrollos de la teoría de respuesta al ítem (TRI), y la 
informática, con un abaratamiento de equipos y mayor capacidad de cálculo. Se 
denominan test adaptativos porque el nivel de dificultad de los ítems presentados se va 
adaptando al nivel de habilidad que se va estimando al evaluando a lo largo del test; esto 
es, la selección de ítems se realiza tomando en cuenta la respuesta a los ítems previos. 
En términos generales, si un evaluado responde de manera correcta a un ítem, el 
siguiente ítem administrado es más difícil; si responde de manera incorrecta, se presenta 
un ítem con menor grado de dificultad. La estimación final del nivel de rasgo de los 
evaluados no es un recuento de ítems acertados, sino que se considera tanto el patrón de 
aciertos y fallos como el vector de parámetros de los ítems recibidos. Por tanto, ni todos 
los evaluados han de recibir el mismo conjunto de ítems ni igual proporción de aciertos 
conlleva igual nivel de rasgo estimado. El que dos personas puedan ser comparadas en 
el nivel de rasgo, a pesar de no haber respondido a los mismos ítems, resulta posible 
gracias a las propiedades de invarianza en las estimaciones e independencia local de los 
ítems de la TRI (Wainer, 2000a).  
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Los TAIs ofrecen diversas ventajas en comparación con los test convencionales 
de lápiz y papel. Por ejemplo, en los TAIs es posible (Olea y Ponsoda, 2003): 
 
 Tener una precisión en la estimación similar para los diferentes niveles de 
habilidad. 
 Mantener la precisión en la estimación con un número menor de ítems. 
 Incorporar procedimientos que preserven la seguridad del test. 
 Aplicar ítems en formatos innovadores. 
 
Estas ventajas hacen de los TAIs instrumentos especialmente oportunos para 
evaluaciones masivas o continuadas como en la evaluación educativa, o en situaciones 
donde es fundamental conocer el nivel de habilidad de manera precisa, como en 
contextos de selección de personal o cuando se otorgan certificaciones para acreditar el 
ejercicio de alguna profesión. 
Diversos test con amplia tradición se aplican actualmente de manera adaptativa 
como el LSAT (Law School Admission Test), el ASVAB (Armed Services Vocational 
Aptitude Battery), el TOEFL (Test of English as a Foreign Languaje) o el GMAT 
(Graduate Management Adminission Test). En España existen al menos tres test 
adaptativos informatizados que se comercializan: (a) el TRASI, que es un test de 
razonamiento analítico, secuencial e inductivo (Rubio y Santacreu, 2003); (b) eCAT, un 
test para la evaluación del conocimiento del inglés, tanto de gramática (eCAT-
Grammar; Olea, Abad, Ponsoda y Ximénez, 2004) como de compresión oral (eCAT-
Listening; Olea, Abad, Ponsoda, Barrada, y Aguado, en prensa); y (c) el CAT-Health 
que evalúa calidad de vida (Rebollo, García-Cueto, Zardaín, Cuervo, Martínez, Alonso, 
Ferrer y Muñiz, 2009). En México, el test EXHCOBA mide habilidades y 
conocimientos básicos y se emplea para el ingreso a la universidad (Backhoff, Ibarra, 
Rosas y Larrazolo, 1999). 
A pesar de las ventajas que ofrece un TAI, el proceso para desarrollarlo hasta 
que se encuentra operativo para su aplicación es muy costoso y exige una importante 
inversión de trabajo por parte de expertos en las áreas de contenido que mide el test, en 
psicometría y en informática. Wainer (2000a) recomienda que el uso de TAIs se limite a 
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los casos en los que la aplicación informatizada permita medir mejor el rasgo y cuando 
el test se aplique de manera continuada. 
 
2.2. Componentes fundamentales de un TAI 
 
En general, la aplicación de un TAI requiere de un banco de ítems y de un 
algoritmo adaptativo. En el banco de ítems se definen los contenidos evaluados, con las 
especificaciones que se consideren oportunas. El banco de ítems se puede considerar 
como el elemento estático del sistema y es una base de datos que contiene los ítems, la 
información psicométrica de dichos ítems, así como información relevante para su 
aplicación (p.ej., enunciado, estatus –operativo, ítem pretest, ítem retirado...–, categorías 
de contenido que evalúa, etc.).  
El banco de ítems es un elemento imprescindible en un TAI y un algoritmo 
adaptativo puede funcionar mejor cuanto mayor sea la calidad del banco en términos de 
representación de contenidos, tamaño, fiabilidad y validez (Flaugher, 2000). Son las 
fases de construcción y el mantenimiento del banco las que permiten establecer la 
calidad del banco y obtener la información necesaria para aplicar el algoritmo 
adaptativo.  
El algoritmo del TAI define el funcionamiento del mismo. Los procesos 
implicados en el algoritmo adaptativo se pueden organizar en un diagrama de flujo (ver 
Figura 2.1).  
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Como se muestra en la Figura 2.1, el primer proceso es el Arranque. En esta fase 
se inicia el sistema, se incorpora la información contenida en el banco de ítems y los 
criterios no definidos como constantes en el algoritmo. Se presentan las instrucciones y 
se piden los datos de la persona. Posteriormente se establece la secuencia Estimación 
del nivel de habilidad  Evaluación del criterio de parada  Selección y aplicación 
del ítem  Registro de la respuesta del evaluado, hasta que se cumple el criterio de 
parada y el TAI finaliza. En los siguientes apartados se describen brevemente las 
distintas posibilidades en relación a cada uno de esos procesos. 
 
2.3. Estimación del nivel de habilidad 
 
El objetivo principal de ésta fase es estimar de forma precisa el nivel de 
habilidad del evaluado. En un primer momento, cuando el evaluado no ha respondido a 
ningún ítem, se le asigna un nivel de rasgo provisional que puede ser la media 
poblacional del nivel de habilidad o, para evitar que se presente siempre el mismo ítem 
al inicio de la evaluación, un nivel de habilidad aleatorio en un rango de valores (p.ej., 
un valor entre –0.4 y 0.4, si la media es cero). Otras posibilidades, menos frecuentes, 
son considerar el uso de información previa (van der Linden, 1999) o permitir que el 
evaluado elija el nivel de dificultad del ítem. 
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Por otro lado, cuando el evaluando ya ha respondido a algunos ítems las 
alternativas más frecuentes para la estimación son máxima verosimilitud (ML) o el uso 
de un procedimiento bayesiano de estimación. Con ML a cada evaluado i se le asigna 
como nivel de rasgo, iqˆ , aquel que maximiza la función de verosimilitud de las 










)( )|(,|  mu  (2.1) 
donde los elementos de iu  del evaluado i, pueden ser 1iju , si la respuesta al ítem j es 
correcta, 0iju  si es incorrecta y cualquier otro número (p.ej., 9iju ) si dicho ítem no 
se ha aplicado. im  es el vector que contiene a los elementos ijm  que indican si el ítem j 
se ha aplicado ( 1ijm ) o no se ha aplicado ( 0ijm ). )|( iijj uP   denota la 
probabilidad de respuesta correcta al ítem j de un banco con J ítems. Un problema del 
método ML es que no permite obtener estimaciones finitas de   mientras una persona 
tenga un patrón constante de respuestas. 
En los métodos de estimación bayesiana se incorpora información sobre la 
distribución previa de la habilidad )|( πθf  a la función de verosimilitud, para obtener la 
distribución posterior que se calcula como:  













πmuπmu  (2.2) 
donde π es el vector de parámetros que determinan la distribución de la habilidad en la 
población  . Dos métodos pueden ser utilizados para estimar )(ˆ qi : asignar la moda de 
la distribución posterior (método MAP o Máximo a posteriori) o la media de la 
distribución posterior (método EAP o Esperanza a posteriori). Los métodos de 
estimación bayesiana permiten la estimación con patrones constantes. Una ventaja de 
EAP es que matemáticamente es muy fácil de implementar. 
En general los métodos bayesianos producen menor error típico pero mayor 
sesgo que ML, ya que el nivel de habilidad del evaluado depende de la distribución del 
rasgo en la población, )|( πf , y, las estimaciones están sesgadas hacia la media 
cuando el test es corto, lo que puede favorecer a los sujetos de bajo nivel de habilidad 
(Wang y Vispoel, 1998). Con ML se sobrestiman los niveles alto de rasgo y se 
subestiman los bajos, pero en un TAI el sesgo con ML suele ser menor (Abad, Olea, 
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Real y Ponsoda, 2002). En cualquier caso, las diferencias entre los métodos de 
estimación suelen ser pequeñas cuando el TAI es suficientemente largo (p.ej., 30 ítems). 
Al problema de los patrones constantes en la estimación ML se le han dado 
varias soluciones, entre ellas: 
 
a) El método de Dodd (1990) propone, si el patrón es de aciertos, asignar como 
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ˆ 1min  qiiq b  , (2.4) 
donde maxb  y minb  son, respectivamente, los parámetros de dificultad del ítem 
más fácil y más difícil del banco.  
b) Calcular el valor esperado de  , considerando una función de densidad normal 
truncada [ )(f ]; el truncamiento se realiza entre )1(ˆ qi  y maxb  cuando se acierta 
y entre minb  y )1(ˆ qi  cuando se falla. Se ha comprobado que mediante este 
procedimiento, el valor de la función de información proporcionada por el 
segundo ítem se mantiene en niveles aceptables (Revuelta y Ponsoda, 1997).  
c) Aplicar directamente métodos de estimación bayesiana como MAP o EAP 
(Wainer y Mislevy, 2000). En realidad, tanto el método de Dodd como la 
propuesta de Revuelta y Ponsoda (1997) se pueden justificar desde el punto de 
vista bayesiano. En ambos procedimientos se asume una distribución previa 
truncada ya sea uniforme, en el método de Dodd, o normal, en el método de 
Revuelta y Ponsoda (Olea, Ponsoda, Revuelta, Hontangas y Suero, 1999). 
 
2.4. Evaluación del criterio de parada 
 
Estos criterios se establecen a partir de los objetivos de la aplicación y las 
propiedades psicométricas del banco (Olea y Ponsoda, 2003). Los criterios más 
utilizados son: (a) un criterio de longitud fija, que consiste en detener el test cuando se 
han aplicado un número predefinido de ítems; (b) un criterio de longitud variable, que 
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detiene la aplicación cuando el error típico de estimación de iqˆ  es menor que un 
criterio predefinido; o c) un criterio mixto, que resulta de la combinación de los dos 
anteriores. 
El error típico de estimación de aproximación de ML,  |ˆ , se calcula como: 
)ˆ(
1
)|ˆ(   I  (2.5) 
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  (2.7) 
 
La función de información tiene dos características. Por un lado, que es aditiva, 
por lo que cada ítem va añadiendo información. Por otro, que no depende de los valores 
de las respuestas a los ítems. Esto significa que la información de un test para un valor 
de habilidad concreto es el resultado de sumar las informaciones de todos los ítems que 
componen el test (Wainer y Mislevy, 2000).  
 
En relación a qué criterio de parada es más adecuado:  
 
 Los test de longitud fija suelen ser adecuados cuando el objetivo es obtener una 
primera evaluación, por ejemplo cuando se quiere conocer el nivel de 
conocimientos para el acceso a determinado nivel educativo. La desventaja de 
este criterio es que los niveles de habilidad se miden con diferentes niveles de 
precisión, sobre todo en los niveles de habilidad extremos, ya que los bancos 
difícilmente tienen ítems igualmente informativos para todos los niveles de 
habilidad.  
 Los test de longitud variable se eligen cuando las consecuencias de la 
evaluación son especialmente importantes y se desea conocer el nivel de 
habilidad con precisión. Por ejemplo, en los procesos de selección de personal o 
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cuando se otorgan certificaciones, como el Law School Admission Test. La 
desventaja de este criterio es de validez aparente y se relaciona con el hecho de 
que los evaluados pueden percibir que quienes respondieron a más ítems 
tuvieron más oportunidad de demostrar sus habilidades. 
 Los test con criterio de parada mixto suelen utilizarse en los test referidos al 
criterio. En este caso, el test termina cuando se han aplicado un número 
determinado de ítems, siempre y cuando el nivel de habilidad esté fuera del 
intervalo de confianza de la puntuación de corte que permite clasificar a los 
evaluados (en apto/no apto o aprobado/suspenso, etc.). De lo contrario, el test 
continúa hasta que se pueda determinar con un error mínimo si están por arriba o 
por debajo de dicho punto de corte (Olea y Ponsoda, 2003).  
 
Si se cumple el criterio de parada, el test finaliza. Se archivan las respuestas, se 
actualizan las variables que dependen de las aplicaciones (p.e., tasas de exposición de 
los ítems) y se genera un informe automatizado para el usuario en el que se especifique 
de forma clara su rendimiento. 
 
2.5. Criterios de selección de ítems 
 
La selección de ítems es la parte medular del algoritmo adaptativo y debe 
cumplir diversos objetivos tales como (Davey y Parshall, 1995; Stocking y Lewis, 
2000): 
  
 Establecer estrategias de selección de ítems que maximicen la eficiencia del test. 
 Garantizar que la selección se ajuste a las especificaciones de contenido. 
 Mejorar la seguridad del test controlando la exposición de los ítems sobre-
expuestos. 
 Gestionar adecuadamente el banco de ítems aumentando la exposición de los 
ítems infrautilizados.  
 
Esta fase se considera la más compleja, porque los procedimientos que se 
utilizan para cumplir alguno de los objetivos pueden comprometer el cumplimiento de 
los sucesivos. Por ejemplo, el criterio que selecciona el ítem más informativo tiende a 
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disminuir la eficacia en la gestión del banco, porque se selecciona un porcentaje 
pequeño de ítems del banco. De igual forma, si se desea asegurar que el test mida 
múltiples contenidos se altera la eficiencia en la selección por máxima información. Por 
lo tanto, los procedimientos creados para cumplir alguno de los objetivos deben 
adecuarse para interferir lo menos posible en el cumplimiento de los demás propósitos. 
Dentro de los procedimientos que se presentan a continuación están: (a) los 
algoritmos para la selección eficiente de ítems; (b) los métodos para introducir 
restricciones en el contenido del test; y (c) procedimientos de control de la exposición. 
Siguiendo la propuesta de Barrada (en prensa) distinguiremos entre los métodos que 
evitan la selección de los ítems sobre-expuestos y los procedimientos que permiten 
aumentar la exposición de los ítems infra-utilizados, lo cual está relacionado con la 
seguridad en el test y con una mejor gestión del banco de ítems. 
 
2.5.1. Estrategias de selección de ítems 
 
Sea qih ,  el identificador del ítem seleccionado para el examinado i y la posición 
q en el test. Por tanto, qih ,  es un número natural entre 1 y J. La estrategia de selección 
de ítems más comúnmente utilizada es el método de máxima información. Este método 
consiste en seleccionar el ítem que hace máxima la información para el nivel 
provisional de habilidad estimado (  qiˆ ) y se escribe como:  
    )ˆ(maxarg 11 iqjBjqi Ih qi    (2.8) 
donde  1qiB  define aquellos ítems del banco que pueden ser seleccionados. Esta 
estrategia de selección de ítems puede presentar limitaciones en dos de los objetivos a 
optimizar en los TAIs: la precisión y la seguridad del test.  
En cualquier caso, el problema asociado a estos procedimientos que se basan 
sólo en la precisión tienen que ver con que se selecciona el ítem más informativo para 
un nivel de habilidad provisional sin tomar en cuenta el error de estimación. Si éste es 
grande el nivel de habilidad verdadero va a estar alejado del nivel de habilidad para el 
cual se ha seleccionado el ítem, lo que ocurre especialmente cuando son pocos los ítems 
aplicados.  Algunas alternativas que se han propuesto para resolver este problema son: 
Método de máxima información ponderada por verosimilitud: Para tomar en cuenta el 
error de medida, Veerkamp y Berger (1997) propusieron ponderar la función de 
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información por la función de verosimilitud. De modo que el ítem se selecciona 
mediante la siguiente función:  
        dfIh iobsijBjqi qi mu ,|)(maxarg )(1 1  (2.9) 
 
Así, cuando se han aplicado pocos ítems el error de estimación es mayor y la 
función de verosimilitud tiende a ser más plana, por lo que en vez de buscar el valor 
máximo en el nivel estimado (puntual), se busca la información para un rango mayor de 
niveles de habilidad. 
 
 Método basado en la información de Kullback-Leibler: Una función alternativa a la 
función de información de Fisher es la función de información de Kullback-Leibler, 
)ˆ( iqjKL  , propuesta por Chang y Ying (1996) como regla de selección en los TAIs. 
)ˆ( iqjI   es una estimación de la capacidad de discriminación de un ítem entre el 
nivel de habilidad verdadero (que se estima por iqˆ ) y niveles de habilidad próximos 
a iqˆ . El uso de esta medida de información puede resultar inapropiado al principio 
del test, cuando iqˆ  está alejada del valor verdadero. )ˆ( iqjKL   es una estimación de 
la capacidad de discriminación de un ítem entre el nivel de habilidad verdadero con 
respecto a un conjunto de niveles de habilidad plausibles dado el número de ítems 
aplicados. Una medida de discrepancia en la distribución de la respuesta al ítem j, 



































El ítem a elegir será el que tengo el mayor valor de )ˆ( qjKL  , en el que se considera 
),( 1 u  como un intervalo en torno al último nivel de habilidad estimado ( iqˆ ) para 
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)ˆ||(maxarg1  (2.11) 
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La amplitud del intervalo se va reduciendo a medida que aumenta el número de 
ítems. 
 Método basado en la información de Kullback-Leibler ponderando por la función 
de verosimilitud: Respecto de la función anterior, Chang y Ying (2006) propusieron 
ponderarla por la función de verosimilitud, por lo que el ítem elegido es aquel cuyo 
valor sea máximo en: 
     dfKLh iobsiiqjBjqi qi mu ,|)||(maxarg )(1 )1(    (2.12) 
 
Los estudios que comparan diversos criterios de selección señalan que las 
diferencias en precisión por el uso de diferentes reglas de selección desaparecen a 
medida que aumenta el número de ítems administrados. Sin embargo, la tasa de 
convergencia de los métodos puede depender de las propiedades psicométricas del 
banco. Por ejemplo, Chen, Ankermann y Chang (2000) encuentran que después de 
aplicar 10 ítems las diferencias entre métodos desaparecen, mientras que en Barrada, 
Olea, Ponsoda y Abad (2009) las diferencias persisten con longitudes mayores.  
 
2.5.2. Especificaciones de contenido en los test 
 
Es común que en los programas de evaluación se desee controlar diversas 
especificaciones que no necesariamente están relacionadas con criterios estadísticos. Por 
ejemplo, los bancos de ítems aun cuando midan una dimensión dominante, pueden tener 
ítems que pertenezcan a diversos subdominios. Si la selección de ítems se basa 
únicamente en criterios como el de máxima información, el resultado puede ser un test 
con contenidos no balanceados. Para evitar esta y otras situaciones se construye una 
tabla de especificaciones en las que pueden señalarse (Ponsoda, Revuelta, Hontangas y 
Suero, 1999): 
 
 Restricciones basadas en las propiedades intrínsecas de los ítems (proporción de 
ítems por contenido, formato de los ítems, posición de la respuesta correcta). 
 Restricciones en la presentación de ítems con contenido similar. O por el 
contrario,  ítems que deben aparecer juntos (si todos ellos se refieren a un mismo 
estímulo como en el caso de los testlets). 
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 Restricciones en relación a ítems que van dirigidos exclusivamente a 
poblaciones específicas, etc. 
 
Formalmente, cada especificación impone una restricción en la selección de 
ítems en el banco. Como consecuencia, con el algoritmo del TAI se debe maximizar la 
información estadística, manteniendo el cumplimiento de las especificaciones no 
estadísticas (van der Linden, 2000). Los siguientes métodos se han planteado para 
introducir dichas especificaciones al algoritmo. 
 
 Dividir el banco de ítems: Esta propuesta de Kingsbury y Zara (1991) consiste 
en dividir el banco de acuerdo a los atributos de los ítems. Para la selección se 
propone una adaptación del criterio de máxima información en la que, para 
mantener el balance de contenidos del test, la selección del ítem se realiza dentro 
de la categoría con una proporción menor de ítems aplicados con respecto al 
número de ítems a aplicar. 
 Método de las desviaciones ponderadas: En el modelo propuesto por Stocking y 
Swanson (1993) los expertos en áreas de contenido establezcan las restricciones 
necesarias y les asignen un peso ( gw ) dependiendo su importancia. Por otro 
lado, cada ítem en la base de datos tiene señalado el nivel de cumplimiento de 
dicha restricción. La precisión en la medida se considera un objetivo más con su 
correspondiente peso. En este sentido, los límites especificados en el diseño del 
test dejan de ser considerados como objetivos estrictos y pasan a ser objetivos 
deseables. Los ítems seleccionados son aquellos que minimizan la suma de las 
desviaciones ponderadas entre los objetivos del test y lo que se obtendría si se 
aplicara dicho ítem: 
    gjg
G
g
gBjqi wh qi     11 1minarg  (2.13) 
donde G es el número de restricciones incluidas en el TAI, ig  es el valor para la 
restricción g en el caso de ser aplicado el ítem j  y g  es el objetivo para la 
restricción g. 
 Tests sombra: van der Linden (2000) propone el uso de la programación lineal 
para el control de las especificaciones del TAI. Para seleccionar cada ítem, se 
construye primero un test completo que incluye los ítems aplicados y satisface 
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todas las restricciones, siendo óptimo según las reglas de selección. 
Posteriormente se selecciona como ítem a aplicar el ítem que resulta óptimo 
según la regla de selección. 
 
El método de Kingsbury y Zara (1991) es bastante simple, pero tiene la 
desventaja de que se puede aplicar en pocas situaciones (Barrada, en prensa). El método 
de las desviaciones ponderadas presenta dos problemas: (a) no se garantiza un 
cumplimiento estricto de las restricciones; y (b) el cumplimiento de las restricciones se 
va deteriorando a medida que avanza el test (Cheng y Chang, 2009; van der Linden, 
2000, 2005). El test en la sombra parece ser el más eficiente en todos los sentidos, pero 
su complejidad matemática e informática restringe su uso (Diao y van der Linden, en 
prensa). 
 
2.5.3. Control de la exposición y seguridad del test 
 
Preservar el banco de ítems es un aspecto importante en algunas situaciones de 
evaluación. La importancia de limitar el conocimiento previo de los ítems en los 
contextos de evaluación depende del uso de las puntuaciones obtenidas en el test. Si 
éstas son utilizadas para tomar decisiones que tienen consecuencias para los evaluados, 
como la admisión a la universidad o a un puesto de trabajo, entonces se deben invertir 
recursos que limiten la probabilidad de filtración de los ítems.  
Los criterios de selección de ítems que únicamente toman en cuenta la eficiencia 
en la estimación del nivel de habilidad favorecen la selección de ítems con ciertas 
propiedades métricas (Stocking y Lewis, 2000). Por ejemplo, en el modelo logístico de 
3 parámetros la selección de ítems por máxima información lleva a la selección de ítems 
con mayor parámetro a y menor parámetro c.  
Las reglas de selección de ítems que buscan maximizar la eficacia en la 
estimación tienden a presentar los mismos ítems a diferentes examinados por dos 
motivos: (a) al comienzo del test hay poca variabilidad en los niveles de habilidad 
estimados; y (b) los ítems seleccionados se concentran entre aquellos con mayor 
parámetro de discriminación (Li y Schafer, 2005). Por ello, muchos evaluados 
comparten un porcentaje muy alto de ítems. El posible efecto adverso para la seguridad 
se agrava puesto que en los TAIs los bancos de ítems son relativamente estáticos a lo 
largo del tiempo y la aplicación se hace de manera continuada, lo cual supone que las 
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personas puedan recurrir a otras personas, academias de preparación o a sitios web 
especializados en el filtrado de preguntas (Chang, 2004; Davey y Nering, 2002). 
Dos son las variables empleadas como medida indirecta del efecto de la 
filtración de ítems (Chang y Zhang, 2002): la tasa de solapamiento (o proporción de 
ítems que dos examinados tomados al azar comparten (Way, 1998) y la distribución de 
la tasa de exposición de los ítems. En principio los algoritmos adaptativos deben 
favorecer tasas de solapamiento pequeñas y una distribución homogénea de las tasas de 
exposición de los ítems. 
Los primeros métodos propuestos tienen como objetivo fundamental el control 
de la tasa de exposición máxima de los ítems ( maxr ). Tres de los más importantes son: 
 
 Método Sympson-Hetter (Hetter y Sympson, 1997). En este método de control de la 
exposición se incorpora un parámetro de control para cada ítem [ )( jj SAP ] que 
determina la probabilidad de aplicación del ítem una vez ha sido seleccionado. Estos 
parámetros se determinan a través de sucesivos ciclos de simulación de modo que se 
satisfaga la ecuación:  
max)](max[ rAP j   (2.14) 
Puesto que no es posible aplicar un ítem que no ha sido seleccionado previamente, se 
cumple que:  
)()()( jjjj SPSAPAP   (2.15) 
Los parámetros )( jj SAP  del ciclo t + 1 se obtienen de forma que se 
cumpla: max1 )()()( rAPSPSAP tjtjtjj   
(2.16) 
 
Así, el parámetro 1)( tjj SAP  toma un valor de 1 cuando la probabilidad de 
selección del ítem no excede la tasa de exposición máxima y un valor igual a 
tjSPr )(/













tjj    (2.17) 
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Una vez se han obtenido los parámetros 1)( tjj SAP  definitivos, estos se incorporan 
al algoritmo adaptativo. Cuando un ítem es seleccionado, se genera un número 
aleatorio extraído de una distribución uniforme (0,1), y sólo si ese número es inferior 
a 1)( tjj SAP  el ítem se aplica. En caso contrario, ese ítem no es seleccionado para 
ese sujeto y se sigue con el siguiente ítem que cumpla el criterio de selección 
repitiendo el procedimiento. Tres son los problemas principales del método 
Sympson-Hetter (van der Linden, 2003): (a) es necesario realizar simulaciones 
previas para calcular los parámetros de control de la exposición; (b) estos parámetros 
son calculados asumiendo una distribución para el nivel de rasgo; y (c) algunos ítems 
presentan tasas máximas ligeramente por encima de rmax. 
 
 Método restringido (Revuelta y Ponsoda, 1998). A diferencia del método anterior, 
este método no requiere simulaciones previas, sino que los parámetros de control se 
van ajustando después de cada aplicación. Si la tasa de exposición de un ítem supera 
la tasa máxima, este ítem deja de estar operativo. La probabilidad de que un ítem j 













Nj  (2.18) 
donde NjAP )(  indica la probabilidad de aplicación en la muestra formada por los N 
sujetos previos. 
 
 El método de elegibilidad del ítem (van der Linden y Veldkamp, 2004). Este método 
tiene la misma lógica que el método anteriormente descrito. En este caso, se parte de 
que la probabilidad de que un ítem se aplique, )( jAP , depende de la probabilidad de 
que sea elegible, )( jEP , y de la probabilidad de que se aplique dado que es elegible, 
)|( jj EAP : 
)()|()( jjjj EPEAPAP   (2.19) 
 
Se calcula 1)( NjEP  de forma que pueda mantenerse: 
max
1 )()|()( rAPEAPEP NjNjjNj     (2.20) 














Nj    (2.21) 
 
Las dos últimas propuestas tienen la ventaja de que no requieren simulaciones 
para calcular los parámetros de control; además, la selección es independiente de los 
supuestos sobre la distribución de la habilidad y las tasas de exposición rara vez son 
mayores a las máximas definidas (Barrada, Abad y Veldkamp, 2009). 
Sin embargo, la aplicación de cualquiera de los tres métodos ha revelado que: 1) 
los ítems con mejores propiedades métricas siguen aplicándose al inicio del test (sólo 
que en menor proporción); y 2) la forma en la que controla la exposición permite que en 
niveles de habilidad donde hay pocos sujetos (los niveles extremos) exista un alto grado 
de solapamiento y aún así las tasas de exposición estén dentro del rango permitido. Para 
resolver estas limitaciones surgió una segunda generación de métodos de control de la 
exposición que podrían dividirse en métodos de control de la exposición condicionados 
a la posición del ítem o condicionados al nivel de habilidad. 
Los primeros parten del hecho de que una selección que depende del azar al 
inicio del test deteriora muy poco la estimación final de los niveles de habilidad (Li y 
Schafer, 2005). Barrada, Veldkamp y Olea (2009) propusieron el método de múltiples 
tasas máximas (MRM) por el que: (a) se determinan tantos valores de maxr  como ítems 
se vayan a aplicar en el TAI; (b) los valores de rmax son crecientes a lo largo del test; y 
(c) al comienzo del test el valor de rmax es igual al mínimo valor admisible. 
Por otro lado, la idea fundamental de los métodos condicionados al nivel de 
habilidad es crear tantos parámetros de control por ítem como intervalos en los que se 
divide el continuo de habilidad. Se han hecho adaptaciones para el método Sympson-
Hetter (Stocking y Lewis, 1998, 2000) y para el método de la elegibilidad del ítem (van 
der Linden y Veldkamp, 2007).  
Los procedimientos antes expuestos, tienen como objetivo aumentar la seguridad 
del banco disminuyendo la tasa de exposición máxima de los ítems sobre-expuestos, sin 
cambiar en el proceso el criterio de selección de ítems (usualmente máxima 
información). Con ello se logra incrementar ligeramente la tasa de exposición de los 
ítems con propiedades métricas ligeramente inferiores a las de los ítems sobreexpuestos, 
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pero una gran proporción de ítems del banco continúa presentando bajas tasas de 
exposición (Barrada, en prensa).  
 
2.5.4. Procedimientos que permiten aumentar la exposición de los ítems 
infrautilizados  
 
Cuando se utilizan únicamente los criterios de eficiencia en la estimación para la 
selección de ítems, un alto porcentaje de ítems no se selecciona nunca o prácticamente 
no se seleccionan. En algunos TAIs este porcentaje llega a alcanzar hasta un 80% del 
banco (Hornke, 2000). Este hecho no favorece a la seguridad e incrementa 
considerablemente el coste económico del test. 
Para mejorar la gestión del banco de ítems se han propuesto métodos que 
permiten aumentar el uso de los ítems infraexpuestos. La idea general de estos 
procedimientos es incrementar la exposición de aquellos ítems con menor capacidad 
discriminativa aplicándolos al inicio del test, cuando la estimación del nivel de 
habilidad es imprecisa, e ir incorporando ítems más discriminativos a medida que el test 
avanza. Algunas de dichas propuestas son: 
 
 Selección por la distancia entre iqˆ  y la dificultad del ítem (Hulin, Drasgow y 
Parsons, 1983). En éste procedimiento se elimina del criterio de selección el 
parámetro de discriminación del ítem y se atiende únicamente al parámetro de 
dificultad. El ítem seleccionado es aquel que minimiza la distancia entre el nivel de 
rasgo estimado y el parámetro de dificultad del ítem: 
    jiqBjqi bh qi   ˆminarg 11  (2.22) 
 
Las principales ventajas de este método son: 1) que favorece la homogeneidad en las 
tasas de exposición de los ítems y 2) que selecciona a los ítems de una dificultad 
adecuada para el nivel de habilidad estimado en ese momento. Sin embargo, es 
posible que se observe una reducción de la precisión porque no se toma en cuenta la 
capacidad discriminativa del ítem. Para resolver este problema (Chang y Ying, 1999) 
propusieron el método alfa-estratificado en el que se combina este criterio con el 
método estratificado que se describe a continuación. 
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 Los métodos estratificados (Chang y Ying, 1999). En estos métodos el banco 
presentable (  1qiB ) varía de acuerdo al momento en el que se va a seleccionar el 
ítem. De forma que al principio  1qiB  está compuesto por ítems con niveles de 
discriminación pobres, mientras que al final está compuesto por los ítems con mayor 
capacidad discriminativa y, por lo tanto, más informativos. El criterio de selección 
puede ser máxima información o, más usualmente, la selección por la distancia entre  
el nivel de rasgo estimado y el parámetro b. Este procedimiento tiene dos ventajas 
principales: 1) que se fuerza la selección de los ítems menos discriminativos y 2) se 
reservan los ítems con mayor discriminación para las fases finales del test. 
 
 Método progresivo (Revuelta y Ponsoda, 1998). La principal aportación de éste 
método es la incorporación de un componente aleatorio en la selección del ítem que 
favorece la presentación de ítems poco informativos al inicio del test. La función de 
selección en el método progresivo se compone de dos elementos, uno aleatorio jR  
que se calcula en el rango [   )ˆ(max,0 1 iqjBj Iqi  ] y un segundo elemento que es la 
información de Fisher [ )ˆ( qI  ]. Ambos elementos están ponderados de manera que 
al principio del test la selección depende principalmente del componente aleatorio, 
mientras que a medida que la prueba avanza se va incrementando el peso de la 
información en la selección del ítem. Concretamente, el ítem seleccionado es el que 
hace máxima la siguiente función: 
    )]ˆ()1[(maxarg 111 1 iqjqjqBiqi IWRWh qi     (2.23) 
donde qW varía según la posición del ítem ( 1q ) en el test y se define como: 
Q
qWq 1  (2.24) 
donde Q es la longitud prefijada del TAI.  
Revuelta y Ponsoda (1998) demostraron que este método aumenta la exposición de 
los ítems infrautilizados con poca o ninguna pérdida en la precisión.  
 
 Método progresivo con parámetro de aceleración (Barrada, Olea, Ponsoda, Abad, 
2008). Una posible modificación del método progresivo es flexibilizar el 
componente aleatorio utilizando una función de cambio que no es necesariamente 
lineal y que se calcula como:  






























q    (2.25) 
donde el parámetro t permite establecer la velocidad con la que se reduce el 
componente aleatorio. 
 
 Método proporcional con parámetro de aceleración (Barrada, et al., 2008): La 
propuesta de Barrada et al. (2008) es una modificación del método proporcional 
propuesto por Segall (2004). En este procedimiento, la función de información del 















donde jV  es la función de valoración. Por ejemplo:  
  )ˆ(1 iqjijj ImV   (2.27) 
 
Una vez que se ha determinado la probabilidad para todos los ítems se construye una 
distribución acumulativa de probabilidades. Un número aleatorio extraído extraído 
dentro del intervalo uniforme (0, 1) determina qué ítem es seleccionado. Este 
procedimiento reduce considerablemente la varianza de la tasa de exposición. El 
problema es que la probabilidad de selección de un ítem j se mantiene constante a 
través del test. Sin embargo, como ya se ha mencionado, mientras que es ventajoso 
favorecer la selección de ítems cuyo parámetro de discriminación sea bajo, al inicio 
del test, esto debe cambiar a medida que el test trascurra. Con este objetivo, Barrada 
et al. (2008) proponen que a la probabilidad de selección venga determinada por la 
información de Fisher elevada a una potencia de valor creciente según avanza el test, 
lo cual permite que el componente de información vaya adquiriendo preponderancia 
a medida que el test progresa. Para ello se calcula: 
  1)ˆ(1)1(  qPjijqj ImV   (2.28) 
Y el exponente de la función 1qP  se define mediante la siguiente fórmula: 






























q  (2.29) 
 
Los resultados de la investigación muestran que para evitar el problema de la 
infraexposición resulta recomendable la aplicación de alguno de los métodos propuestos 
en este apartado. En relación a los métodos con parámetro de aceleración, se encuentra 
que la elección de este parámetro viene condicionada por los objetivos del evaluador. El 
decremento en la precisión, el incremento en el control de la exposición y la mejora del 
mantenimiento del banco vienen determinados por la magnitud del parámetro de 
aceleración. Si lo importante es la precisión se deben utilizar valores de t bajos. Por el 
contrario valores de t altos permiten mantener durante una parte importante del test un 
alto componente de azar en la selección, lo que favorece a la seguridad y al 
mantenimiento del test.  
 
2.6. La evaluación de la fiabilidad y la validez en los TAIs 
 
El desarrollo tecnológico implicado en los tests informatizados ha transformado 
en muchos aspectos la medición. Así, en la actualidad, los test informatizados hacen 
posible la evaluación de rasgos que sería imposible evaluar mediante tests de lápiz y 
papel. Algunos ejemplos de esto son pruebas de selección de controladores aéreos que 
permiten medir habilidades complejas de coordinación viso-motora (p.e., MICROPAT), 
pruebas de certificación para arquitectos en las que se debe desarrollar un diseño por 
ordenador bajo algunas restricciones, pruebas de inglés para evaluar el nivel hablado en 
las que se emiten las respuestas a través de un micrófono (p.e., TOEFL) o test de 
evaluación educativa en las que es posible escribir números, palabras, ecuaciones, elegir 
en pantallas táctiles, dibujar, etc.  
No obstante no debemos olvidar que, más allá de la validez aparente que suele 
suponer el uso de estas nuevas tecnologías, se deben exigir para las puntuaciones 
obtenidas en Tests informatizados, las mismas garantías psicométricas, de fiabilidad y 
validez, que en tests de lápiz y papel. Así, antes de que un TAI se encuentre operativo, 
pero también durante su vida útil, es común que se realicen controles psicométricos de 
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calidad en los que se evalúa la precisión en la medida y se estudia la validez de las 
puntuaciones, acumulando evidencia para apoyar las inferencias que se hacen sobre las 
puntuaciones del TAI (Olea y Ponsoda, 2003). Se han ofrecido algunas directrices 
específicas aplicables al desarrollo de pruebas de evaluación informatizadas (ITC, 
2000).  
En relación a la fiabilidad, la expansión de los modelos psicométricos de TRI ha 
dotado a los psicómetras de un marco adecuado para evaluar los niveles de precisión. 
Sin embargo, la existencia de estos modelos no resuelve todos los problemas. Puesto 
que un TAI requiere la construcción de un banco amplio de ítems, se hace necesario 
utilizar un diseño de anclaje para calibrar los ítems. Una vez estimados los parámetros 
de los ítems y contrastados los supuestos del modelo (p.e., unidimensionalidad), se 
deben llevar a cabo estudios de simulación que sirven para describir la precisión del 
TAI en cada nivel de habilidad, considerando distintas alternativas el algoritmo 
adaptativo (p.e., variando el criterio de parada, el método o los parámetros de control de 
la exposición, etc.). 
En relación a la validez, los TAIs plantean nuevas situaciones como la 
aplicación informatizada o la obtención de respuestas de forma adaptativa, que generan 
nuevas preguntas y desafíos en la evaluación de la validez. Parte de esa especificidad 
tiene que ver con la aplicación informatizada. Por ejemplo, debe garantizarse que las 
condiciones de aplicación están estandarizadas, lo que puede depender de unos 
requisitos mínimos en relación a las características del ordenador y/o, en las 
aplicaciones vía web, de la conexión. También debe controlarse que destrezas 
específicas relacionadas con el uso de los ordenadores no afecten a la ejecución de la 
tarea. 
La obtención de respuestas de forma adaptativa plantea otras cuestiones 
adicionales como, por ejemplo, si debe permitirse la revisión de las respuestas, cómo 
controlar el balance de contenidos en el TAI o cuál es el efecto en la motivación de 
ajustar el nivel de dificultad al nivel de habilidad del evaluado.  
Finalmente, más allá de las potenciales amenazas a la validez propias de la 
aplicación adaptativa informatizada, es necesario reconocer que el proceso de estudio de 
las propiedades psicométricas de los ítems se complica en un TAI ya que: 1) puesto que 
el TAI se suele utilizar en procesos de evaluación continua, los ítems también deben ser 
sometidos a controles psicométricos continuos y, adicionalmente, se requiere la 
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actualización de los ítems; 2) en las bases de datos para realizar los análisis casi siempre 
hay valores perdidos. 
Resulta útil distinguir tres momentos en el estudio de las propiedades 
psicométricas de un ítem en el TAI: 
 
 Fase de construcción del banco: Se estudian por primera vez las propiedades 
psicométricas de los ítems que compondrán el banco. El análisis se realiza en un 
contexto en el que ningún ítem se aplica adaptativamente pero, usualmente, no todos 
los evaluados responden a todos los ítems (i.e., se aplica un diseño de anclaje). Los 
datos perdidos son MCAR (missing completely at random). No es infrecuente que 
en esta fase los ítems se apliquen en un formato de lápiz y papel. 
 Fase de mantenimiento: Se comprueban las propiedades psicométricas de los ítems 
operativos en la aplicación adaptativa. Las propiedades métricas del ítem pueden 
deteriorarse debido sobre todo a la sobreexposición, a cambios en el formato de 
aplicación (informatizado vs lápiz y papel) o porque se vuelvan obsoletos. El 
análisis se realiza en un contexto en el que todos los ítems se aplican 
adaptativamente, por lo que los valores perdidos no son MCAR, existiendo 
restricción de rango en el nivel de rasgo de los evaluados que responden a cada ítem. 
 Fase de actualización del banco: El banco de ítems debe actualizarse de forma que 
se sustituyan los ítems que se van analizando. Una situación usual es que se 
deterioren primero las propiedades psicométricas de los ítems más discriminativos, 
que, dadas las características del algoritmo adaptativo, serán más expuestos. Esto 
supone que en el proceso de actualización se demanda una alta capacidad para 
construir ítems igual de buenos que los ítems que se van eliminando. En relación al 
análisis, los nuevos ítems que se añaden al banco (pretest) se aplican junto al TAI 
operativo. Por tanto, el nuevo ítem no se aplica adaptativamente pero sus 
propiedades psicométricas deben estudiarse en un contexto en el que el resto de los 
ítems se han aplicado adaptativamente.  
 
En el capítulo siguiente se abordan de forma específica los problemas que 
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3. El estudio del DIF en Test Adaptativos Informatizados 
3.1. Introducción 
 
Embretson (2004) señala que en la segunda era de los test psicométricos muchos de los 
procedimientos clásicos de validez, incluyendo los estudios de DIF, deben adaptarse a 
las nuevas formas de construcción de test. Entre estas nuevas formas están los tests 
adaptativos informatizados (TAIs). 
La detección del DIF es más importante en un TAI que en un test convencional 
(Zwick, 2000, 2007). En primer lugar, la longitud de un test adaptativo suele ser en 
torno a la mitad de la longitud del test convencional al que substituye. Por lo tanto, la 
presencia de un ítem con DIF puede afectar en mayor medida a la estimación del rasgo. 
En segundo lugar, la aplicación de un ítem con DIF puede rebajar la idoneidad de los 
siguientes ítems administrados en el TAI, ya que la selección de ítems depende las 
respuestas dadas por el evaluado y los parámetros estimados en los ítems previamente 
administrados. Finalmente, la aplicación de un test en un medio informatizado puede 
crear fuentes potenciales de DIF. Por ejemplo, las diferencias que ocurren entre algunas 
poblaciones en relación a la familiaridad en el uso de los ordenadores (Powers y 
O´Neill, 1993) o a la ansiedad ante la imposibilidad de poder revisar las respuestas 
(Olea, Revuelta, Ximénez y Abad, 2000). 
La evaluación adaptativa introduce algunas dificultades particulares para el 
análisis del DIF (Lei, Chen y Yu, 2006; Nandakumar y Roussos, 2001, 2004; Steinberg, 
Thissen y Wainer, 1990; Zwick, 2000, 2007): 
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1) En los métodos OCI, pierde sentido usar la suma de respuestas correctas como 
variable de igualación. De hecho, en un TAI se espera que los evaluados acierten 
aproximadamente la misma proporción de ítems con independencia de su nivel 
de habilidad. 
2) Existe una relación entre la dificultad de los ítems y el nivel de habilidad de las 
personas que responden a un ítem que se aplica de forma adaptativa. Por lo 
tanto, existe restricción de rango en la distribución del rasgo de los evaluados 
que responden a un ítem. Además, esta distribución varía de ítem a ítem. 
3) Las matrices de datos obtenidas son incompletas, debido a que diferentes sujetos 
responden a ítems distintos. Cada grupo recibirá ítems ajustados en dificultad a 
la distribución del nivel de rasgo. Esto puede hacer que haya poco solapamiento 
en los ítems de anclaje o en los niveles de la variable de igualación. 
4) A pesar de que el TAI se aplique a una muestra considerable, el número de 
personas que responde a algunos ítems puede ser pequeño, dificultando la 
estimación de sus parámetros. 
5) El efecto de la contaminación en un TAI puede ser mayor que en un test fijo, ya 
que suelen ser más cortos. 
6) Aunque de relevancia menor, un problema práctico puede ser el tamaño de las 
matrices de respuesta. En un test fijo raramente se analizan más de 50 ítems 
simultáneamente. En un TAI, pueden llegar a analizarse bancos con más de 1000 
ítems. Por tanto, la eficiencia computacional es un criterio muy relevante para 
elegir entre los distintos métodos de detección del DIF. 
 
La presencia de estas dificultades depende de en qué momento se evalúa el DIF 
de un ítem a lo largo de la vida de un TAI. Pueden distinguirse tres momentos: 
 
1) Creación del banco de ítems. En esta fase se calibran por primera vez los ítems 
que conformarán el banco del TAI. Para ello, la aplicación de los ítems no es 
adaptativa. Usualmente se utiliza algún diseño de anclaje. En este contexto es 
posible aplicar las técnicas tradicionales de análisis del DIF. 
2) Actualización del banco de ítems. En esta fase se calibran ítems nuevos (pretest) 
para aumentar o mantener el tamaño del banco. Los ítems nuevos están en 
proceso de prueba (ítems pretest) y son analizados de manera exhaustiva antes 
de convertirse en ítems operativos, ya que eliminarlos en esta fase tiene menos 
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consecuencias que hacerlo en una fase operativa (Lei et al., 2006; Nandakumar y 
Roussos, 2001, 2004). Los ítems pretest se aplican a todos los evaluados, 
durante la aplicación del TAI, y no se emplean para puntuar a los evaluados. En 
esta situación se genera una matriz dividida en dos secciones: (a) las respuestas a 
los ítems operativos que conforman una matriz de datos incompleta; y (b) las 
respuestas a los ítems pretest, de los que se pretende estudiar el DIF. En esta 
segunda sección están las respuestas de todos los evaluados, por lo que no existe 
restricción del rango de habilidad para estos ítems, aunque sí se presentan el 
resto de las dificultades mencionadas. 
3) Revisión del banco de ítems. En este caso se revisan los parámetros de los ítems 
operativos. La dificultad estriba en que el ítem del que se estudia el DIF se 
aplica de forma adaptativa. En esta situación, se tiene para el análisis del DIF 
una matriz de datos incompleta, restricción de rango en el nivel de habilidad 
para el análisis de cada ítem y, adicionalmente, si varios ítems aplicados en el 
TAI tienen DIF, una estimación errónea del nivel de habilidad. 
 
Hasta el momento cinco de los métodos de detección de DIF en tests fijos han 
sido adaptados a la evaluación del DIF en TAIs. Zwick, Thayer y Wingersky (1993, 
1994a, 1994b, 1995) realizaron una adaptación del estadístico de Mantel-Haenzsel 
( MHˆ ) y del procedimiento de Estandarización (STD). En trabajos posteriores 
propusieron una aproximación bayesiana a dichos estadísticos (Zwick, Thayer y Lewis, 
1997, 1999; Zwick y Thayer, 2002, 2003). En estos trabajos se estudian básicamente la 
detección del DIF en ítems operativos. Por otro lado, Nandakumar y Roussos (2001, 
2004) propusieron el CATSIB, que es la versión adaptada del SIBTEST. Lei et al. 
(2006) adecuaron la Regresión Logística (RL) y el test de razón de verosimilitudes de la 
TRI (IRT LRT). Tanto Nandakumar y Roussos como Lei et al. se han centrado en el 
estudio de DIF en ítems pretest. En los siguientes apartados se describen sucintamente 
algunas de las modificaciones necesarias para adaptar estos métodos. 
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3.2. Métodos adaptados para la evaluación de DIF en TAIs 
 
3.2.1. Métodos basados en la TRI: IRT LR test 
 
Steinberg et al. (1990) consideran que el test de razón de verosimilitudes para la 
comparación de modelos (IRT LRT) podría implementarse fácilmente para el análisis 
del DIF en TAIs, puesto que la TRI forma parte del proceso de construcción de un TAI. 
Como se describió en el capítulo 1, el IRT LRT permite contrastar si las CCI difieren 
significativamente entre los grupos y es uno de los procedimientos eficaces en la 
identificación del DIF tanto unidireccional como no unidireccional. Algunas ventajas 
conceptuales de esta técnica son: 
 
1) La necesidad de muestras grandes y la comprobación del ajuste al modelo, que 
suelen considerarse desventajas de la TRI, son requisitos necesarios en el 
desarrollo de un TAI. La muestra para evaluar las propiedades psicométricas de 
un ítem pretest siempre deben ser suficientemente grandea como para calibrar el 
ítem eficazmente. Además, si las respuestas al ítem no se ajustan al modelo el 
ítem deberá ser descartado. En condiciones adecuadas, y si se cumplen los 
supuestos del modelo de TRI, esta estrategia puede resultar óptima por su mayor 
potencia si la muestra es grande (French y Finch, 2008; Lopez-Rivas, Stark, y 
Chernyshenko, 2008; Stark, Chernyshenko, y Drasgow, 2006; Wang y Yeh, 
2003; Woods, 2008a). 
2) En función de los contrastes específicos sobre los parámetros a, b y c, el uso de 
esta estrategia permite obtener información precisa del tipo de DIF. 
3) Se dispone de software que permite la aplicación sencilla de esta técnica, 
especialmente para el contexto de tests fijos. El programa IRTLRTDIF v.2.0b 
(Thissen, 2001) automatiza las múltiples comparaciones de modelos anidados 
que se llevan a cabo cuando se sigue esta estrategia. 
 
Por otro lado, la aplicación de IRT LRT no está exenta de problemas. La enorme 
proporción de respuestas faltantes, el escaso rango en el nivel de habilidad de las 
personas que responden al ítem y, si los grupos difieren en habilidad, la baja proporción 
de ítems comunes aplicados a los dos grupos puede dificultar obtener los parámetros de 
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los ítems del TAI operativo. Adicionalmente, en el contexto de los TAIs se requiere la 
estimación de los parámetros de un banco grande de ítems y el problema del coste 
computacional puede ser relevante, especialmente si se considera la posibilidad de 
añadir una fase de depuración.  
Recientemente, Lei et al. (2006) propusieron substituir la matriz observada de 
datos (matriz completa para los ítems pretests y dispersa para los ítems operativos) por 
una matriz imputada (completa para todos los ítems). Para ello, las respuestas a los 
ítems no administrados eran imputadas a partir del nivel de rasgo estimado en el TAI y 
los parámetros de los ítems. Sin embargo, aunque se resuelve el problema de 
convergencia en la calibración de ítems, su propuesta resulta algo ineficiente por el alto 
coste computacional (i.e., se requiere la estimación de los parámetros en los ítems 
operativos) y por las limitaciones del IRTLRDIF (Thissen, 2001), que limita el número 
de ítems que se puede analizar (p.ej., el número de ítems operativos para el anclaje está 
limitado a 200). 
 
3.2.2. Métodos OCI aplicados a la detección del DIF en TAIs 
 
El primer problema a resolver por los métodos OCI es el uso de una variable de 
igualación distinta a la suma de aciertos, puesto que en un TAI ésta no es una 
estimación adecuada del nivel del rasgo. Así, las primeras investigaciones se dirigieron 
a la búsqueda de una variable de igualación válida (Zwick et al., 1993, 1994a). Zwick et 
al. (1993, 1994a) siguen la sugerencia de Steinberg et al. (1990) de usar como variable 








0 )ˆ|1()ˆ|(   (3.1) 
donde )ˆ|1( TAIjj uP   es la función de respuesta estimada para el ítem j, asumiendo los 
parámetros de los ítems estimados y evaluada en TAIˆ , TAIˆ  es la estimación de la 
habilidad basada en la respuesta a los ítems aplicados adaptativamente y J es el número 
de ítems en el banco. Comúnmente la puntuación esperada se redondea a un valor 
entero para formar los intervalos de igual tamaño. 
Una cuestión clave es cómo incluir el ítem l analizado en el cálculo de la 
variable de igualación. En contra de lo que se podría pensar, incluir el ítem para el 
cálculo puede resultar necesario para aquellos procedimientos que utilizan la puntuación 
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directa como variable de igualación (Monahan y Ankenmann, 2010; Walker, Beretvas y 
Ackerman, 2001). Con tests fijos la no inclusión del ítem analizado en la puntuación 
directa infla las tasas de error Tipo I si los test son cortos, poco fiables o si los grupos 
difieren en la distribución del nivel de rasgo. Para corregir este problema, algunos 
procedimientos de DIF en test fijos (MH, STD, RL) añaden la puntuación en el ítem que 
se está estudiando a la puntuación directa (Holland y Thayer, 1988). En el contexto de 
los TAIs, Zwick et al. (1993, 1994b) consideran varias formas de añadir el ítem 
analizado en la variable de igualación: 
 
1) Si se analiza el DIF de un ítem operativo, puede utilizarse W0, ya que el ítem 
estudiado es un ítem del TAI. En el análisis del DIF de un ítem pretest, puede 
utilizarse cualquiera de las siguientes estrategias. 
2) 1W , que se calcula como la puntuación verdadera esperada en el banco de ítems 






1 )ˆ|1(   (3.2) 
3) 2W , o “variable de igualación teóricamente óptima”, que se calcula como la 
puntuación esperada en el banco de ítems a partir de lTAIˆ , donde lTAIˆ  es la 
estimación ML basada en el TAI y en el ítem pretest (l), más la puntuación 
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4) 3W , que es una aproximación a la “variable de igualación teóricamente óptima”. 
Esta aproximación es similar a la anterior, con la diferencia de que la estimación 










W1 sería la aproximación más adecuada cuando se analiza el DIF de un ítem 
pretest del que se desconocen los parámetros. W2 y W3 son aproximaciones más 
complejas porque requieren la estimación de los parámetros en el ítem pretest l. Por 
tanto, pueden considerarse más adecuadas para la estimación del DIF en ítems pretest 
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para los que se tiene una estimación provisional de sus parámetros. Una vez calculada la 
variable de igualación pueden obtenerse medidas de DIF como MHˆ  o el STD (Zwick et 
al., 1993, 1994a). 
Otra alternativa es trabajar directamente con TAIˆ  como variable de igualación. 
Esta estrategia se ha propuesto para aplicar la regresión logística para la detección del 
DIF en TAIs en ítems pretest (Lei et al., 2006). 
Finalmente, Nandakumar y Roussos (2001, 2004) consideran que TAIˆ  puede ser 
un estimador sesgado de   y proponen una corrección análoga a la corrección por 
regresión propuesta por Shealy y Stout (1993b) en el programa SIBTEST. En el 
programa CATSIB, que es la adaptación de SIBTEST para la detección de DIF en 
TAIs, la variable de igualación corregida, *TˆAI , se calcula como: 
))ˆ(ˆ()ˆ()ˆ|(ˆ 2* TAITAITAITAITAI E    (3.5) 









   (3.6) 
donde 2es  y 
2
TˆAI
s son, respectivamente, el promedio de la varianza del error de 
estimación de  y la varianza de TAIˆ . La puntuación de cada evaluado se calcula 
teniendo en cuenta el grupo g al que pertenece:  
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Esta corrección es equivalente a la propuesta por Kelley (1923, citado en 
Monahan, y Ankenman, 2010) en el contexto de la teoría clásica de tests para corregir 
las puntuaciones observadas considerando el error de medida. En el CATSIB los 
evaluados se agrupan según la puntuación corregida, *TˆAI . La fórmula para el estimador 
de   en CATSIB si analizamos el ítem l, es: 
    dfFguPRguP TAITAIllFTAIllRCATSIBl )ˆ()),ˆ|1(),ˆ|1((ˆ ***)(  (3.8) 
 
donde ),ˆ|1( * RguP TAIllR    es la proporción observada de aciertos para los evaluados 
del grupo de referencia que tienen una habilidad estimada *TˆAI  y )ˆ( *TAIf   es la 
proporción de evaluados que se encuentran en ese nivel. Debido a que *TˆAI  es un valor 
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real, difícilmente los evaluados tienen el mismo valor en esa variable. Por lo tanto, el 
rango observado de *TˆAI  se divide en K intervalos del mismo tamaño. Una vez calculada 
la variable de igualación, los procedimientos mencionados (Mantel-Haentszel, 
Regresión logística y CATSIB) resuelven varios de los problemas señalados: 
 
1) Desaparece el problema de los valores perdidos (todos los evaluados que han 
respondido al ítem l tendrán una puntuación en la variable de igualación). 
2) La restricción del rango de habilidad para los ítems operativos de anclaje ya no 
es un problema, puesto que esa información sólo se utiliza para calcular la 
variable de igualación. 
3) También se atenúa el potencial problema de que tiendan a aplicarse distintos 
ítems de anclaje en grupos distintos. 
 
Todavía puede seguir resultando un problema: (1) la restricción de rango en el 
nivel de rasgo cuando el ítem estudiado se aplica adaptativamente; (2) la presencia de 
contaminación en el TAI, ya que incluir un paso de depuración supondría un alto coste 
computacional si se requiere el análisis de todos los ítems del banco, considerando 
muestras y variables de igualación distintas para cada ítem. 
Otro problema que no está bien resuelto es el modo de establecer los intervalos 
de rasgo en MH, CATSIB o STD (Rousssos, Nandakumar y Banks, 2006). Si se escoge 
un número demasiado grande, habrá un problema de dispersión de los datos, puesto que 
habrá celdas en la tabla de contingencia con pocos evaluados que serán eliminadas de 
los análisis (p.e., en CATSIB) y se reducirá la potencia. Si se escoge un número 
demasiado pequeño, las tasas de error Tipo I se inflarán. En el caso extremo de un único 
intervalo, la presencia de DIF se confunde con la presencia de impacto. 
El número óptimo de intervalos puede depender de si se analiza un ítem pretest o 
un ítem operativo. En el primer caso, los evaluados se distribuyen en un rango amplio 
de niveles de rasgo mientras que el segundo se sitúan en un rango estrecho de habilidad. 
Por ejemplo, Zwick y Thayer (2002, 2003) proponen, en el contexto de detección de 
ítems operativos, el uso de intervalos de amplitud 2 cuando se analizan la variable de 
igualación W0, ya que obtenían mejores resultados que cuando se utilizaban intervalos 
de amplitud 1. Sin embargo, aplicado ese criterio en el análisis de ítems pretest, llevará 
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a la presencia de celdas en la tabla de contingencia con frecuencias escasas o nulas, 
debido a la dispersión de los datos. 
En el contexto de la detección de ítems pretest, Nandakumar y Roussos (2001) 
proponen para CATSIB comenzar con un número alto de intervalos (80) y evaluar el 
porcentaje de evaluados perdidos cuando se eliminan los intervalos con menos de 3 
evaluados. Se reduce de uno en uno el número de intervalos hasta que la proporción de 
evaluados eliminados sea menor que 7.5% en ambos grupos o hasta que se llegue a un 
mínimo de 20 intervalos. Roussos et al. (2006) sugieren que el uso de un mínimo de 10 
intervalos puede ser más apropiado, resultando en una menor perdida de sujetos. 
Además encuentran que el uso de intervalos basados en los percentiles puede 
proporcionar mejores resultados que los intervalos basados en intervalos de igual 
amplitud en el rasgo. Lei et al. (2006) también encuentran mejores resultados con 10 
que con 20 intervalos cuando los tamaños muestrales son distintos entre los grupos. 
 
3.2.3. Comparación de métodos 
 
En el Capítulo 1 se describieron algunos de los resultados empíricos obtenidos 
en tests fijos en relación a los distintos métodos de detección de DIF. Entre los métodos 
clásicos, MH, SIBTEST y RL resultan apropiados para la detección del DIF 
unidireccional. Sin embargo, en presencia de impacto, si el test es corto y los ítems 
varían en discriminación, pueden inflarse las tasas de error Tipo I. En ese caso, 
SIBTEST es el método que mejor controla las tasas de error Tipo I, gracias a la 
corrección por regresión (Bolt, 2000; Gierl, Gotzmann y Boughton, 2004; Jiang y Stout, 
1998). Esta corrección parece mejorar también el rendimiento de todas las técnicas 
(DeMars, 2009). Por otro lado, RL es la técnica clásica más adecuada para la detección 
del DIF no unidireccional (Narayanan y Swaminathan, 1996), siempre y cuando los 
datos se ajusten al modelo logístico de dos parámetros (Li y Stout, 1996). 
En el contexto de los TAIs, Zwick et al. (1993, 1994a, 1994b) estudiaron el uso 
de MHˆ  y SPD para la detección del DIF unidireccional en un TAI tanto para ítems 
pretest (1994b) como para ítems aplicados de forma adaptativa (1993, 1994b). Las 
respuestas se generaban mediante un modelo logístico de tres parámetros (3PL). En sus 
estudios de simulación se distinguen dos fases. En la fase de calibración se simulan las 
respuestas a los 75 ítems operativos en una muestra de 2000 evaluados. Se simulaban 
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tres condiciones: (a) banco sin DIF (banco A); (b) banco de ítems con DIF (banco B); 
(c) banco de ítems con DIF correlacionado con la dificultad (banco C). En la fase de 
aplicación del TAI, se simula un TAI de 25 ítems utilizando los parámetros estimados 
en la primera fase. La selección de ítems se realiza por el método de máxima 
información y la estimación del nivel de rasgo, por máxima verosimilitud. Finalmente, 
en el estudio de ítems pretest, se simulaban, para esos mismos sujetos, las respuestas a 
15 ítems pretest. En todos los casos, la distribución del rasgo en el grupo de referencia 
seguía la distribución normal estándar. 
Los factores manipulados y sus niveles son, en parte, comunes a los distintos 
estudios: (a) tamaño de las muestras (igual: NR =500, NF = 500; distinto: NR =900, NF = 
100); (b) tamaño del impacto, manipulando la distribución del grupo focal [N(0, 1); 
N(0.5, 1); N(–1,1)]; y (c) tamaño del DIF que depende del parámetro jd [–0.70, –0.35, 
0, 0.35, 0.70], siendo jFjRj bbd  . 
En los resultados se analizaron las correlaciones entre la magnitud verdadera del 
DIF (un valor proporcional a jjda ) y los estadísticos del DIF para MHˆ , así como el 
error estándar de estimación de dichos estadísticos (
MH
SE  y STDSE ) cuando se 
emplearon, entre otras, las variables de igualación W0 (para los ítems operativos) y W1, 
W2 y W3 (para los ítems pretest). Se encontró que el cálculo de la variable de igualación 
más sencillo (W1) proporcionaba resultados similares a los procedimientos más 
sofisticados (W2 o W3). 
Los autores señalan correlaciones superiores a 0.91 entre la magnitud de DIF 
verdadera y los estadísticos estimados ( MHˆ y SPD) y una buena clasificación de los 
ítems según el tamaño del DIF (A, B, C), incluso en las condiciones con impacto, 
especialmente en los bancos A y B. 
El error típico del estadístico MHˆ
 
era menor en la detección del DIF en ítems 
operativos, puesto que el error típico de MHˆ  disminuye cuando la proporción de 
aciertos se aproxima a 0.5. Los autores concluyen que la detección del DIF puede ser 
más fácil cuando el ítem se aplica adaptativamente. 
Zwick et al. (1995) extienden los estudios anteriores, aplicando un modelo de 
Rasch para estimar los parámetros en una muestra de calibración generada con un 
modelo de 3PL. Los parámetros estimados mediante el modelo de Rasch se usaron para 
la selección de los ítems (por máxima información) y la estimación de la habilidad. Los 
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resultados señalan que el empleo de un modelo incorrecto en la estimación conduce a 
una disminución en la identificación del DIF. Por otro lado Zwick et al. (1997, 1999) y 
Zwick y Thayer (2002, 2003) han mostrado que la obtención de la distribución posterior 
de los estadísticos MH (por métodos bayesianos), puede ser utilizada para mejorar la 
tasa de detección del DIF y obtener la probabilidad posterior de que el ítem sea 
clasificado en una categoría de DIF (A, B o C). 
A pesar de que los anteriores resultados son prometedores, una limitación 
general de los estudios realizados con MH es que no se obtienen las tasas de error Tipo I 
ni de potencia, ni tampoco se compara MH con otras técnicas, por lo que es difícil 
concluir sobre su funcionamiento en relación a los otros métodos. 
Nandakumar y Roussos (2001, 2004) examinaron la efectividad del CATSIB 
para detectar el DIF unidireccional en ítems pretest. Se simuló un banco de 1000 ítems 
ajustados al modelo 3PL, con una distribución de parámetros realista similar a la del 
banco del LSAC (Law School Admission Council). Se simularon las respuestas a un 
TAI de 25 ítems, seleccionados con un método basado en la propuesta de Kingsbury y 
Zara (1991); durante los 9 primeros ítems aplicados se seleccionaba el ítem k que se 
encuentra entre los (10–k) ítems más informativos del banco para el nivel de rasgo 
estimado. A partir del ítem 10 se seleccionaba el ítem más informativo. Al finalizar la 
aplicación adaptativa se administraban los ítems pretest. En todos los casos, la 
distribución del rasgo en el grupo de referencia seguía la distribución normal estándar. 
En su estudio se manipularon los siguientes factores, entre otros: (a) el tamaño 
de las muestras (500–500, 500–250 y 250–250); (b) tamaño del impacto, manipulando 
la distribución del grupo focal ( N ~ )1,0( ; N ~ )1,5.0( ; N ~ )1,1( ); y (c)   o tamaño 
del DIF (0 –en 6 ítems–, 0.5 –en 5 ítems– y 0.10 –en 5 ítems–).  
Los resultados del estudio mostraron un adecuado control del error Tipo I en los 
casos en los que se empleó la corrección en la estimación del rasgo. Cuando no se 
realizó la corrección, en el 75% de los casos la tasa de error Tipo I estuvo fuera del 
intervalo para el nivel nominal aceptado. Respecto a la potencia, se estimó que para 
muestras grandes (500–500 y 500–250), las tasas de potencia de los ítems eran mayores 
a 0.80 cuando el DIF fuera grande, 10.0 . En muestras pequeñas (250-250), la 
potencia promedio fue de 0.73 si 10.0 y disminuyó a 0.64 en la condición de mayor 
impacto. cuando la distribución del  grupo focal fue N ~ )1,1(  . Las tasas de potencia 
también variaron dependiendo de las características de los ítems; la potencia fue mayor 
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para los ítems muy discriminativos. Los autores señalan que el empleo de ˆ  es bastante 
adecuado como estimador del grado de DIF porque permite hacer juicios sobre si 
mantener o no un ítem en futuras aplicaciones. La aplicación de CATSIB con regresión 
mostraba buenos resultados incluso en presencia de impacto.  
Lei et al. (2006) comparan la efectividad de tres métodos para detectar el DIF en 
ítems pretest. Los tres métodos comparados fueron el CATSIB (con corrección por 
regresión), la versión modificada de la regresión logística en el cual la puntuación 
directa se sustituye por la estimación de la habilidad basada en la TRI ( TAIˆ ), y su 
propuesta de modificación del IRT LRT, basado en la imputación de respuestas. Se 
simuló un banco de 360 ítems ajustados al modelo 3PL, simulando las condiciones del 
ACT Math que evalúa seis áreas de contenido. Se simulaban las respuestas a un TAI de 
30 ítems, con selección de ítems por máxima información, incorporando el método de 
control de exposición y balanceo de contenidos propuesto por Chen, Ankenmann y 
Chang (2000). El nivel de rasgo se estimaba por el procedimiento bayesiano EAP. 
Además del TAI se aplicaban 16 ítems pretest, que variaban según la condición: (a) sin 
DIF; (b) DIF unidireccional; y (c) DIF no unidireccional. El parámetro c era constante 
en todas las condiciones (0.15). Las respuestas en el grupo de referencia seguían una 
distribución normal estándar.  
En el caso de CATSIB y RL, los autores utilizaron *TˆAI  y TAIˆ , respectivamente 
como variables de igualación. En el caso de IRT LRT, se tomaron como ítems de 
anclaje un subconjunto de 84 ítems operativos, para permitir el análisis con IRTLRDIF 
v2.0b (Thissen, 2001).  
Se manipularon los siguientes factores: (a) tamaño de las muestras (iguales: NR = 
500; NF = 500; diferentes: NR = 900; NF = 100); (b) presencia de impacto, manipulando 
la distribución del grupo focal (sin impacto; con impacto, N ~ )1,1( ); (c) tamaño del 
DIF indicado por la medida de área sin signo (Raju, 1998): DIF pequeño (USA = 0.30) 
y grande (USA = 0.60) para el caso de DIF unidireccional; pequeño, moderado, grande 
y muy grande (USA = 0.43, 0.64, 0.85 y 1.06, respectivamente) para el DIF no 
unidireccional.  
Los resultados muestran que el método IRT LRT tuvo un adecuado control del 
error Tipo I en todas las situaciones. Las tasas de error Tipo I promedio fueron de 0.05 y 
0.06 para tamaños de muestra iguales y diferentes (500-500 y 900-100), 
independientemente de la presencia de impacto. Por el contrario, el error Tipo I en RL 
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estaba inflado en las condiciones de impacto, especialmente en la condición de muestras 
iguales (500-500). Los autores argumentan que RL podría mejorar si se la utilizara 
como variable de igualación la puntuación corregida que se utiliza en CATSIB. En 
relación con CATSIB, Lei et al. (2006) concluyen que incluir la corrección por 
regresión atenúa el problema de la inflación en la tasa de error Tipo I, que se ve más 
afectada cuando el tamaño de las muestras es distinto, especialmente en presencia de 
impacto. Ese peor rendimiento parece asociarse a la presencia de celdas con pocos 
evaluados en las tablas de contingencia. Los autores encuentran que el problema se 
atenúa reduciendo el número de intervalos de habilidad.  
Una vez eliminados del análisis de potencia en las condiciones en las que la tasa 
de error Tipo I fue inaceptable, el funcionamiento de los métodos parece estar 
relacionado con el impacto, las características del ítem (la potencia fue más alta cuando 
el ítem era más discriminativo),  y la igualdad de los tamaños muestrales.  
En relación al DIF unidireccional CATSIB, tiene mayor potencia que IRT LRT 
y RL para detectar DIF pequeño en las condiciones en las que no se sobreestima la tasa 
de error tipo I. En general, IRT LRT muestra mayor potencia que RL para detectar el 
DIF unidireccional.  
En relación al DIF no unidireccional, IRT LRT y RL mostraron mayor potencia 
cuando los ítems eran más discriminativos tanto para el grupo focal (aF ≥1.68) como 
para el grupo de referencia (aR ≥ 0.47), CATSIB, mostró una potencia baja para 
identificar DIF, sobre todo para ítems de dificultad media (b=0), ya que en estos ítems 
se produce un efecto de cancelación del DIF a través del nivel de rasgo. IRT LRT 
mostró menor rendimiento en la detección del DIF no-unidireccional para ítems muy 
difíciles (b = 1.5) y poco discriminativos (aF ≤ 1.03 y aR ≤ 0.50) cuando el tamaño de las 
muestras era distinto, lo que los autores atribuyen a los altos errores típicos de 
estimación de los parámetros en esas condiciones. Si se comparan IRT LRT respecto a 
RL, que son métodos capaces de detectar DIF no unidireccional, el primero presenta 
mejores resultados cuando el tamaño de muestra fue 900–100 especialmente en la 
condición de impacto, mientras que RL tuvo mejores resultados que IRT LRT cuando el 
tamaño de las muestras fue 500–500 en la condición sin impacto.  
Finalmente, si se observan ambas formas de DIF, CATSIB presentó mejores 
resultados en la condición de DIF unidireccional respecto del DIF no unidireccional 
(0.73 promedio vs. 0.42 respectivamente), mientras que IRT LRT y RL tuvieron 
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potencias similares en ambas condiciones (para IRT LRT fue 0.65 vs. 0.59; mientras 




Los resultados de los métodos adaptados para el análisis del DIF en TAIs 
permiten concluir que los resultados obtenidos por IRT LRT son prometedores, ya que 
es el único método que muestra tasas de error Tipo I aceptables en todas las 
condiciones. Esto es muy importante cuando se evalúan ítems operativos donde la 
eliminación de los ítems implica un mayor coste y por lo tanto se desea disminuir al 
máximo el número de falsos positivos. 
Una ventaja adicional es que IRT LRT no requiere tomar decisiones que son 
importantes y que pueden afectar a la efectividad de la técnica. Por ejemplo, en relación 
a los métodos clásicos no se ha establecido claramente la forma de construir el número 
de intervalos que se deben emplear para agrupar a los examinados en la variable de 
igualación. En los métodos basados en tablas de contingencia (MH, STD) los evaluados 
con un rasgo estimado que se encuentren en un intervalo de ya sea una o dos unidades 
se consideran como parte del mismo nivel de rasgo. Esta forma de construir los 
intervalos parece funcionar adecuadamente para el análisis de ítems operativos, pero no 
así para el análisis de ítems pretest donde no existe restricción del rasgo y se produce 
una dispersión en las tablas construidas con estos criterios (Zwick et al., 1994b). En el 
análisis de ítems pretest con CATSIB, Lei et al. (2006) parten de 20 intervalos pero 
finalmente se ven obligados a reducir (en algunas condiciones) el número de intervalos 
a 10 para reducir la inflación en la tasa de error Tipo I que se produce en presencia de 
impacto. Los puntos de corte para los intervalos eran arbitrariamente elegidos 
considerando las frecuencias esperadas en el grupo total (intervalos más pequeños en 
torno a la media de la distribución e intervalos más grandes hacia los extremos), pero 
aún no se sabe si dichos criterios deben cambiarse cuando se analizen ítems aplicados 
adaptativamente.  
Otra decisión importante tiene que ver con si se debe o no establecer la 
corrección por regresión según se incluya o no el ítem en el cálculo de la variable de 
igualación. Para evitar la distorsión que introduce la presencia de impacto en los 
estadísticos de DIF se han seguido dos estrategias alternativas: 
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1) Si el test es largo o los ítems siguen el modelo de Rasch, se incluye la 
puntuación del ítem en el cálculo de la variable de igualación. Por ejemplo, esta 
es la estrategia que se sigue en los métodos MH, STD y RL tradicionales. Zwick 
et al. (1993) proponen que cuando se analice el DIF de un ítem operativo se 
considere como variable de igualación W0, que se basa en la estimación del 
rasgo incluyendo al ítem. Para el análisis de ítems pretest proponen varias 
alternativas que siguen la lógica de añadir el ítem (Zwick et al., 1993, pag. 52). 
2) Otro procedimiento para evitar el sesgo es la corrección por regresión propuesta 
por Shealy y Stout (1993b). Esta corrección ha sido propuesta para el análisis 
del DIF en ítems pretest (Nandakumar y Roussos, 2004). En ese caso, TAIˆ  hace 
el papel de variable de igualación calculada sin incluir el ítem pretest. 
 
Ambas estrategias se conciben como estrategias alternativas. Es decir, si se 
incluye el ítem no debería aplicarse la corrección por regresión. Así, diversos autores 
sugieren la aplicación de la corrección sin incluir el ítem a técnicas clásicas distintas de 
CATSIB como MH o RL (DeMars, 2009; Monahan y Ankenman, 2010). Walker, et al. 
(2001) sugieren que si se evalúa un ítem operativo que usualmente participa en la 
estimación de la habilidad, TAIˆ no debería aplicarse la corrección por regresión. En el 
contexto de los tests fijos ellos encuentran un aumento de la tasa de falsos positivos. Sin 
embargo, su estudio no se desarrolla en el contexto de los TAIs y se debe ser cauto a la 
hora de generalizar los resultados obtenidos en un test fijo a los obtenidos en un TAI. 
Finalmente, aunque el CATSIB ha mostrado resultados prometedores en 
relación al IRT LRT en la detección del DIF unidireccional, no se puede prever 
resultados similares a los del estudio de Lei et al. (2006) en todos los casos, ya que 
mientras que para CATSIB y RL utilizaban la TAIˆ  estimada en el TAI, para aplicar IRT 
LRT se utilizaba TAIˆ  para la imputación de las respuestas pero se trabajaba sólo con 84 
ítems de anclaje (de los 360 posibles ítems del banco). 
Por otro lado, la sugerencia de Nandakumar y Roussos (2004) de que el método 
CATSIB puede fácilmente generalizarse a la evaluación de ítems operativos, debe 
tomarse con reserva. Por ejemplo, los estudios de Zwick et al. (1993, 1994b) 
demuestran que MHˆ  funciona mejor para ítems operativos que para ítems prestest, 
mientras que para STD ocurre lo contrario. Esto ocurre porque el error típico de STD se 
incrementa a medida que la proporción de ítems se aproxima a 0.5, algo similar puede 
58  3. El estudio del DIF en Test Adaptativos Informatizados 
ocurrir con CATSIB que tiene una métrica similar a STD. Además, Walker et al. (2001) 
encuentran que las tasas de falsos positivos en CATSIB pueden verse seriamente 
afectadas en presencia de contaminación. Esta es una situación esperable en un contexto 
de revisión del banco por lo que debería evaluarse como de robusto es CATSIB en esas 
condiciones. 
A pesar de todo lo anterior, la aplicación hoy por hoy de IRT LRT sigue 
presentando.dificultades. En primer lugar, se requiere resolver algunos de los problemas 
encontrados por Lei et al. (2006) en la aplicación del software IRTLRTDIF (Thissen, 
2001). El número de ítems que se pueden analizar es limitado en la versión actual del 
programa. Esto resulta insuficiente considerando que un banco realista de ítems tendrá 
usualmente más de 200 ítems. Además, el software actual resulta ineficiente pues 
requiere estimar los parámetros de todo el banco de ítems cada vez que se analiza el DIF 
de un ítem. En segundo lugar, la propuesta de Lei et al. (2006) conlleva la imputación 
de respuestas, desconociéndose el nivel de distorsión que puede producirse cuando el 
nivel de rasgo no se estima con precisión. Finalmente, se desconoce el funcionamiento 
de IRT LRT en la detección del DIF en ítems operativos, en una situación en la que la 
restricción de rango en el nivel de rasgo de las muestras a las que se aplica el ítem 
estudiado es mayor. 
En los dos siguientes capítulos se propone y contrasta una modificación del IRT 
LRT tradicional, basada en los procedimientos de calibración con parámetros fijos que 
se emplean en el análisis de ítems pretest (Kim, 2006). Primero se describen estos 
procedimientos, así como sus ventajas en este contexto. En definitiva, nuestra propuesta 
resuelve los problemas asociados a la estrategia de imputación. En el Estudio 1 se 
compara empíricamente nuestra propuesta (varías variantes) con el procedimiento de 
imputación. Este primer análisis se realiza en el contexto de detección del DIF en ítems 
pretest.  
En el Estudio 2 se compara el nuevo procedimiento con la propuesta clásica que 
ha proporcionado mejores resultados empíricos en los trabajos previos: CATSIB. Ni 
CATSIB ni IRT LRT han sido analizados en el contexto de la detección del DIF en 
ítems operativos, por lo que nuestro trabajo permite contrastar la viabilidad de estas 
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4. Calibración online y análisis del DIF en ítems pretest 
4.1. Introducción 
 
Los procedimientos de calibración online se utilizan para renovar o ampliar el banco de 
ítems en test adaptativos informatizados (TAIs). La particularidad de un diseño de 
calibración online es que los evaluados reciben los ítems nuevos (pretest) durante una 
sesión adaptativa informatizada. El objetivo principal es estimar los parámetros de esos 
ítems con la ayuda de la información que proporcionan las respuestas al TAI. Un 
objetivo adicional es garantizar que los parámetros de los ítems pretest se sitúan en la 
misma escala métrica que la escala de los ítems operativos. De esta forma se asegura 
que los tests construidos a partir de los nuevos ítems dan lugar a estimaciones 
comparables del nivel de rasgo (Wainer y Mislevy, 1990; Stocking, 1988). 
Una ventaja del diseño de calibración online es que los ítems pretest son 
aplicados a muestras representativas y motivadas en una situación de evaluación real, 
generalmente en el formato final en el que se aplicarán cuando se conviertan en 
operativos (Parshall, 1998). Sin embargo, la calibración online resulta compleja,  puesto 
que: (a) se obtienen matrices de respuestas dispersas, en las que algunos de los ítems 
operativos se aplican muy pocas veces o no se aplican nunca en la muestra de 
calibración (Hsu, Thompson y Chen, 1998); y (b) los ítems operativos son respondidos 
por muestras de rango restringido en los niveles de rasgo. Todo ello puede dar lugar a 
estimaciones imprecisas de los parámetros y/o a problemas de convergencia en los 
métodos de estimación (Ban, Hanson, Wang, Yi y Harris, 2001). 
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Dos formas de calibración pueden aplicarse a este tipo de diseños: 1) la 
calibración independiente con un procedimiento posterior de anclaje; o 2) la calibración 
con parámetros fijos (CPF). En la calibración independiente se calibran tanto los ítems 
pretest como los ítems operativos sin considerar la escala existente. Por ello, se hace 
necesario situar los parámetros de los ítems pretest en la escala de los ítems operativos. 
La ecuación de transformación se establece mediante algún procedimiento de anclaje 
usando los ítems operativos como ítems de anclaje (p. ej., Stocking, 1988). Este método 
supone un tiempo de cálculo considerable, dado que para la calibración de cada ítem 
pretest se requiere la reestimación de los parámetros de todos los ítems operativos. 
En el caso de la CPF, se fijan los parámetros de los ítems operativos a sus 
valores previamente estimados y se calibran únicamente los ítems nuevos. De este 
modo, la escala métrica ya está fijada. Los procedimientos de CPF han mostrado mayor 
eficacia en la estimación de los parámetros que los métodos de calibración 
independiente (Ban et al., 2001; Kim, 2006).  
Además de ser calibrado, cada ítem pretest debe pasar por un proceso de 
revisión que incluye una serie de análisis estadísticos para determinar sus propiedades 
psicométricas. Sólo si el ítem muestra propiedades psicométricas favorables, éste pasa a 
formar parte del banco. Uno de los análisis de validez más importantes consiste en 
estudiar el funcionamiento diferencial del ítem o DIF. Como ya se ha descrito 
previamente, el análisis del DIF permite determinar si las funciones de respuesta del 
ítem difieren significativamente a través de los grupos.  
Thissen, Steinberg y Wainer (1988) propusieron el uso de la prueba de razón de 
verosimilitudes de la TRI (IRT LRT) para el análisis del DIF en TAIs. Sin embargo, 
hasta el momento el método IRT LRT se ha implementado únicamente con 
procedimientos de calibración independiente. La extensión multigrupo de los 
procedimientos de CPF puede ofrecer un tratamiento unificado de los procesos de 
calibración y análisis del DIF en ítems pretest y resolver algunos de los problemas 
(pérdida de la métrica; tiempo de cálculo) que se han encontrado en la aplicación directa 
del test IRT LR. 
Antes de poder introducir con detalle los métodos de CPF multigrupo, resulta 
necesario introducir otras técnicas de estimación de parámetros. Por ello, en los 
apartados siguientes  se describe la aplicación del algoritmo EM general en la 
estimación por Máxima Verosimilitud Marginal, se describe la aplicación al caso 
multigrupo, el modelo de calibración independiente y los diversos modos de 
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implementación para la calibración con parámetros fijos. Finalmente, se describe la 
aplicación al análisis del DIF y cuáles son los resultados esperados en este contexto. 
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Verosimilitud Marginal (MML) 
4.2. Aplicación del algoritmo EM en la estimación por MML 
El método de Máxima Verosimilitud Marginal (MML) es probablemente el 
método más ampliamente implementado para la estimación de los parámetros de los 
ítems (Δ ). Esta técnica fue desarrollada por Bock y Aitkin (1981) para resolver el 
problema de la inconsistencia en la estimación de Δ , debido a que )(Uf , la función de 
verosimilitud de los datos (U), depende también de los parámetros de los sujetos 
(θ ): ),|( θΔUf . 
Bock y Aitkin (1981) proponen añadir el supuesto de que   sigue en la 
población una distribución conocida o que puede ser estimada. Así, en el método MML 
se obtienen los parámetros Δ  y π  que maximizan la función de verosimilitud marginal: 
dθfθff  )|(),|(),|( πΔUπΔU , (4.1) 
donde )|( πθf  indica la distribución del rasgo en la población y π es el vector de 
parámetros que determinan la distribución de   (p.ej., si   sigue una distribución 
normal, π  sería el vector de parámetros que contiene la media,  , y la desviación 
típica de la distribución,  ).  
De esta manera, al integrar sobre la distribución del rasgo, se elimina   de la 
función de verosimilitud.  Como contrapartida, se asume una distribución del rasgo 
en la población (Baker y Kim, 2004; Harwell y Baker, 1991). 
  El método MML incorpora el algoritmo EM (Esperanza-Maximización) para la 
estimación de los parámetros. En el algoritmo EM se utiliza la verosimilitud de los 
datos completos [ ),|,( πΔθUf ] para encontrar los valores de los parámetros (de los 
ítems y de la distribución del rasgo) que maximizan la verosimilitud de los datos 
observados [ ),|( πΔUf ] (Woodruff y Hanson, 1996). En concreto, se sigue un 
procedimiento iterativo en el que, en cada ciclo, los estimadores de los parámetros 
maximizan el valor esperado de ),|,( πΔU f  dadas las respuestas observadas y dados 
los parámetros provisionales obtenidos en el ciclo anterior ( )1()1( ˆ,ˆ  ss πΔ ). En cada ciclo s 
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los parámetros se obtienen como: 
  )ˆ,ˆ,|),|,((logmaxargˆ,ˆ )1()1(,)()(  ssss fE πΔUπΔUπΔ πΔ  . (4.2) 
 
Las iteraciones finalizan cuando las diferencias entre los parámetros de ciclos 
sucesivos están por debajo de un valor arbitrariamente pequeño.  
La aplicación del algoritmo EM para la estimación MML de los parámetros de 
los ítems en un test fijo aplicado a una única muestra se ha descrito en diversos trabajos 
(e.g., Bock y Aitkin, 1981; Mislevy y Bock, 1985; Woodruff y Hanson, 1996). En el 
siguiente apartado se introduce la notación para describir la aplicación del algoritmo 
EM al estudio del DIF con matrices de datos incompletas (p.ej., TAIs) y se describe 
dicho algoritmo para el caso más general, en el que se estiman los parámetros de todos 
los ítems. 
 
4.3. La aplicación del algoritmo EM a un modelo multigrupo 
 
Durante la sesión de evaluación, cada evaluado ig responde al TAI y a un ítem 
pretest2. ig se refiere a la persona i del grupo g (ig = 1, …, Ng, donde Ng es el número de 
evaluados del grupo g); g indica el grupo de pertenencia (g = 1, 2), donde 1 indica el 
grupo de referencia y 2 el grupo focal. Las respuestas de los evaluados pueden 
organizarse en una matriz de datos incompleta de dimensiones JN  , donde N es el 
número total de evaluados (N = N1 + N2) y J es el número de ítems total, incluyendo los 
ítems operativos del banco y el ítem pretest (J = Jope + 1).  
Adaptando la notación de Mislevy y Wu (1996), los datos para dicho evaluado se 
describen por: 
 
 ),...,( 1 Jiii ggg uuu , es la matriz que se genera de una aplicación adaptativa y 
contiene las respuestas a todos los ítems, tanto los administrados como los no 
administrados, puede escribirse como ),( )()( missiobsii ggg uuu  . para distinguir entre 
los elementos observados y no observados de 
gi
u . Donde los )(obsigu  pueden ser 1 
                                                            
2 Para simplificar la exposición se asume que los evaluados responden a un único ítem pretest. 
4.3. La aplicación del algoritmo EM a un modelo multigrupo  63 
o 0 para indicar si la respuesta es correcta o incorrecta y ))(missigu  puede tomar 
cualquier valor (i.e. 9). También puede escribirse ),( )()( preiopeii ggg uuu  , para 
distinguir entre las respuestas a los ítems operativos y las respuestas a los ítems 
pretest. 
 ),...,( 1 Jiii ggg mmm ; cada elemento jigm  de este vector indica si el ítem j ha sido 
aplicado o no ( jigm  = 0, 1). 0jigm  indica que el ítem no se ha aplicado ( jigu  no 




  indica el nivel de rasgo del evaluado ig, que es desconocido.  
 Δ  es una matriz que contiene los parámetros de los ítems y π  es un vector que 
contiene los parámetros que definen la distribución de  . Los parámetros se 
pueden diferenciar para cada grupo:   
 21,ΔΔΔ   (4.3) 
 21,πππ   (4.4) 
 
Además, los parámetros de los ítems se pueden diferenciar según el subconjunto 
de ítems que se trate: 
 )()( , pregopegg ΔΔΔ   (4.5) 
 
Cuando se aplica un TAI la probabilidad del patrón de respuestas observadas 












)( )|(),(  Δu  (4.6) 
donde )|(
gg ijij
uP   indica la probabilidad de la respuesta al ítem j, que depende del 
modelo de TRI con el que se trabaje. La función de log-verosimilitud de )(obsU  
asumiendo una distribución de   (discretizada) para cada grupo g: 
                                                            
3 Nótese que se presenta ),|( )( giobsi ggf Δu   cuando lo correcto sería ),|,( )( giiobsi gggf Δmu  . En el 
Anexo se detallan las razones. 
 





















fff πΔuπΔU   (4.7) 
donde kg se refiere al punto de cuadratura k dentro del grupo g con nivel de rasgo gk (kg 
= 1,…,Kg, siendo Kg el número de puntos de cuadratura). )( gkgf π  se denomina 
distribución previa.  
Como ya se ha mencionado, el algoritmo EM se basa en el hecho de que 
maximizar la verosimilitud de )(obsU  es equivalente a maximizar el valor esperado 
condicional de la verosimilitud conjunta de )(obsU  y θ  (iterativamente): 
    )1()1()()(,)()( ˆ,ˆ,),,(logmaxargˆ,ˆ  ssobsobsss f πΔUπΔUπΔ πΔ   (4.8) 
donde el valor esperado es condicional a los datos observados y a los valores 
“provisionales” (i. e., obtenidos en el paso s-1) de los parámetros de los ítems (Kim, 
2006; McLachlan y Krishnan, 1997). Desarrollando la ecuación anterior: 





























































































fff πΔuπΔu   (4.9) 
 
Por otro lado, la ecuación a maximizar se puede separar en dos términos: 














































ff πΔuππ   (4.12) 
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Con esta separación, el primer término )(Δ depende únicamente de Δ , mientras 
que )(π  depende de π . El término )ˆ,ˆ,|( )1()1()(  sgsgobsik ggf πΔu  se denomina 
verosimilitud posterior y se calcula a partir de las respuestas observadas a los ítems 
)(obsig










































donde )ˆ|( )1( skk ggf π  es la distribución previa de gk . 
El algoritmo EM se ejecuta en varios ciclos. En cada ciclo s se ejecutan dos 
pasos (E y M): 
 






f πΔu . En el primer ciclo (s = 1) se parte de unos valores 
iniciales para los parámetros ( )0()0( , gg πΔ ). )ˆ|( )0( gg kkf π  se denomina distribución 
inicial. 
 Paso M (Maximización): Se calculan los parámetros estimados )(ˆ sgΔ  que maximizan 
la ecuación )(Δ  y los parámetros estimados )(ˆ sgπ  que maximizan la ecuación 
)(π : 
)(maxargˆ )( ΔΔ Δ s  (4.14) 
 )(maxargˆ )( ππ π s  (4.15) 
 
Las estimaciones de ambos conjuntos de parámetros se realizan por técnicas 
iterativas (p.ej., Newton-Raphson). La estimación modal bayesiana se puede obtener si 
se añade el logaritmo de la distribución previa de gΔ  a )( gΔ  y/o el logaritmo de la 
distribución previa de gπ  a )( gπ .  
 
4.4. Restricciones para la identificación en un modelo multigrupo 
 
Es necesario imponer algunas restricciones para que el modelo esté identificado. 
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Como se ha mencionado, en los modelos de TRI la localización y la escala de la 
variable   no es única y como consecuencia se pueden plantear diversas 
transformaciones lineales de la misma sin que varíen las características del modelo. Para 
la estimación es necesario resolver la indeterminación de la escala. Para ello, 
usualmente: 
  
 Se especifica que   tiene media 0 y desviación típica 1 en el grupo de 
referencia, )1,0(1 π .  
 Se especifican los ítems de anclaje. En nuestro caso se especifica que los 
parámetros de los ítems operativos son iguales en ambos grupos 
( )(2)(1 opeope ΔΔ  ). De esta manera, los parámetros de distribución en el grupo 
focal ( 2π ) pueden estimarse libremente. 
 
4.5. Calibración con Parámetros Fijos (CPF) 
 
En la primera parte de la exposición se ha presentado el caso multigrupo en el 
que se estiman los parámetros tanto de los ítems operativos como del ítem pretest. El 
procedimiento convencional tiene dos limitaciones importantes: 
 
 La estimación de parámetros en ítems operativos que han sido escasamente 
aplicados puede resultar problemática. 
 Si se especifica )1,0(1 π , los parámetros de los ítems (operativos y pretest) y 
de distribución de los grupos (referencia y focal) se obtendrán en una escala 
métrica distinta a la métrica original. 
 
Para resolver estos inconvenientes, Kim (2006) propone el uso de métodos de 
calibración con parámetros fijos, en los que se fijan los parámetros de los ítems 
operativos a sus estimaciones conocidas. De esta forma sólo se requiere estimar los 
parámetros de los ítems pretest ( )( preΔ ) y se pueden estimar los parámetros de 
distribución de ambos grupos, con la ventaja de que todos los parámetros se estiman 
automáticamente en la métrica original de los ítems operativos.  
Existen distintas alternativas para aplicar un método CPF en función de cómo se 
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concrete el algoritmo EM. Esto es, depende de si la información de los nuevos ítems 
pretest se utiliza en el algoritmo para actualizar la distribución previa y/o para calcular 
la verosimilitud posterior. En función de esto, dos variables permiten clasificar los 
distintos procedimientos de CPF: 1) el número de ciclos EM utilizados para la 
estimación; y 2) el número de veces que se actualiza la distribución previa. Las 
combinaciones posibles de ambas variables se representan en la Tabla 4.1. 
 
Tabla 4.1. Marco para la clasificación de los métodos de CPF (Kim, 2006). 
  Número de ciclos EM 
  
Un ciclo (OEM) 
Múltiples ciclos 
(MEM) 
Ninguna (NWU) NWU-OEM NWU-MEM 




previa Múltiples (MWU) - - - MWU-MEM 
 
Cuando nos referimos al número de ciclos EM, podemos encontrar: 
 
 Un ciclo EM (OEM). En éste procedimiento en el único paso E se calcula la 
verosimilitud posterior empleando las respuestas a los ítems operativos 
gopeobsi ))((
u  
y los parámetros de los mismos )(opegΔ . Sea )|( *gkgf π  la distribución previa. La 


































Puesto que los parámetros de los ítems operativos son fijos sólo es necesario un 
único ciclo.  
 Múltiples ciclos EM (MEM). En éste procedimiento a partir del segundo paso E se 
calcula la verosimilitud posterior utilizando los datos y parámetros de todos los 
ítems, incluido el ítem pretest. 










































Puesto que los parámetros del ítems pretest se actualizan iterativamente es 
necesaria una actualización en cada ciclo s (en cada ciclo s, se utilizan los 
parámetros de los ítems pretest estimados en el ciclo anterior). 
 
Respecto al número de veces que se actualiza la distribución previa los métodos 
se pueden caracterizar por: 
 
 No actualizar la distribución previa (No Prior Weights Updating, NWU). En este 
caso se asumen, a través de todo el proceso de estimación, distribuciones previas 
arbitrarias: 
)|()ˆ|( )0(* gkkk ggg ff ππ    (4.18) 
 
 Una sola actualización de la distribución previa (One Prior Weights Updating, 
OWU). En este caso la distribución previa del rasgo se actualiza una única vez 
considerando los parámetros y las respuestas a los ítems operativos del TAI. Para 




















ff πΔuπππ π   (4.19) 
 
Como distribución previa se utiliza: 
)|()ˆ|( )1(* gkkk ggg ff ππ    (4.20) 
Puesto que los parámetros de los ítems operativos son fijos, sólo es necesaria una 
única actualización.  
 Múltiples actualizaciones de la distribución previa (Multiple Prior Weights 
Updating, OWU). En este caso, la distribución previa para el ciclo s (s > 1) se 
calcula a partir de las respuestas de todos los ítems (operativos y pretest), 
)|( )1( sgkgf π . Para ello se obtienen los parámetros )1(ˆ sgπ  que maximizan: 

























ff πΔΔuπππ π 
(4.21)
 
Puesto que los parámetros del ítems pretest se actualizan iterativamente es 
necesaria una actualización en cada ciclo s. En cada ciclo s, se utiliza como 
distribución previa la estimada en el ciclo anterior: 
)|()ˆ|( )1(*  sgkkk ggg ff ππ   (4.22) 
 
A continuación se describe cada uno de los métodos en mayor detalle. 
 
4.5.1. No actualización de la distribución previa y un ciclo EM (NWU-OEM) 
 
Este método sugerido por Wainer y Mislevy (1990) se realiza en un único ciclo. 
En el paso E se calcula la verosimilitud posterior de cada valor 
gk
  para cada evaluado 
ig considerando únicamente las respuestas y los parámetros de los ítems operativos 
( ))(( opeobsigu y )(opegΔ ) y la distribución del rasgo inicial )0(gπ : 
),,|( )0()())(( gopegopeobsik ggf πΔu  (4.23) 
 



















ff πΔuΔuΔ   (4.24) 
 
En este método la distribución previa no se actualiza y la verosimilitud posterior 
está afectada únicamente por los ítems operativos, que no se estiman, por lo que sólo es 
necesario un único ciclo. El método NWU-OEM no actualiza la distribución del rasgo, 
la cual se define, en la mayoría de los casos, de manera arbitraria. Por lo tanto, la falta 
de especificación de la distribución del rasgo previa podría afectar sistemáticamente la 
ejecución del método. 
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4.5.2 No actualización de la distribución previa y múltiples ciclos EM 
(NWU-MEM) 
 
En este método, sugerido por Ban et al. (2001), el primer ciclo EM se realiza de 
la misma forma que el NWU-OEM. Al iniciar el segundo ciclo en el paso E, sin 
embargo, el NWU-MEM usa las respuestas tanto de los ítems operativos como de los 
ítems pretest para obtener los valores de la verosimilitud posterior de cada valor 
gk
 : 
),ˆ,,|( )0()1( )()()( g
s
pregopegobsik gg
f πΔΔu   (4.25) 
A partir del segundo paso M en adelante, los parámetros estimados de )( )(ˆ
s
preΔ  son 





















ff πδΔuΔuΔ   (4.26) 
 
En este método la distribución previa no se actualiza pero la verosimilitud 
posterior está afectada por el ítem pretest, por lo que son necesarios varios ciclos EM. 
Este procedimiento presenta dos problemas: 1) al igual que en el anterior método la 
distribución previa de los grupos se define de manera arbitraria; 2) el incluir el ítem 
pretest en el cálculo de la verosimilitud posterior puede resultar negativo si el ítem 
pretest resulta mostrar un mal ajuste al modelo (Ban, et al., 2001).  
 
4.5.3. Una sola actualización de la distribución previa y un ciclo EM (OWU-
OEM) 
 
Este método difiere del NWU-OEM en que antes de aplicar el ciclo EM se 




















ff πΔuππ   (4.27) 
 
La actualización de la distribución inicial es conveniente cuando no existe 
información específica sobre la distribución del rasgo para los evaluados de los grupos 
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en los que se está evaluando el DIF. En el paso M se estiman los parámetros )1( )(ˆ pregΔ  del 



















ff πΔuΔuΔ   (4.28) 
 
En este método la distribución previa que se actualiza y la verosimilitud 
posterior están afectadas únicamente por los ítems operativos, que no se estiman, por lo 
que sólo es necesario un único ciclo.  Este procedimiento no es completamente eficiente 
porque no emplea la información de los nuevos ítems para la recuperación de la 
distribución y la estimación de los parámetros, por lo que puede encontrarse algún sesgo 
en la estimación.  
 
4.5.4. Una sola actualización de la distribución previa y Múltiples ciclos EM 
(OWU-MEM) 
 
En este método el primer ciclo EM se realiza de la misma forma que en el 
método NWU-OEM. De esta forma, se obtienen parámetros provisionales para los ítems 




















ff πΔuππ   (4.29) 
 
A partir del segundo paso M en adelante, los parámetros estimados de )( )(ˆ
s
pregΔ  

























En este método la distribución previa se actualiza una vez a partir de la 
información de los ítems operativos. Sin embargo, la verosimilitud posterior está 
afectada por el ítem pretest, por lo que son necesarios varios ciclos EM. De nuevo, el 
incluir el ítem pretest en el cálculo de la verosimilitud posterior puede resultar negativo 
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si el ítem pretest resulta mostrar un mal ajuste al modelo. 
 
4.5.5. Múltiples actualizaciones de la distribución y múltiples ciclos EM 
(MWU-MEM) 
 
En este método el primer ciclo EM se realiza de la misma forma que en el 
método NWU-OEM. De esta forma, se obtienen parámetros provisionales para los ítems 




















ff πΔuππ   (4.31) 
 
A partir del segundo paso M en adelante, se actualizan tanto los parámetros del 
ítem pretest ( )( )(ˆ
s
pregΔ ) como los parámetros de distribución ( )(ˆ sgπ ). Para ello, en cada 















































ff πΔΔuππ   (4.33) 
 
En este método el ítem pretest se utiliza doblemente, tanto para actualizar la 
distribución previa como para calcular la verosimilitud posterior, por lo que son 
necesarios varios ciclos EM. Una ventaja importante del método MWU-MEM es que 
utiliza la información adicional contenida en las respuestas al ítem pretest. Sin embargo, 
si el ítem pretest está desajustado esto puede afectar negativamente a los resultados de la 
calibración. 
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4.6. Estudios previos sobre la calibración de ítems con parámetros fijos 
 
A pesar de las aparentes ventajas de los procedimientos de CPF pocos estudios 
los han evaluado y comparado con los procedimientos más tradicionales de calibración 
independiente (Ban, et al., 2001; Ban, Hanson, Yi, y Harris, 2002; Kim, 2006). Todos 
estos estudios se centran en el caso de un único grupo. 
En Ban et al., (2001) el método NWU-OEM y su generalización a múltiples 
ciclos EM (NWU-MEM), se comparan con dos métodos de anclaje: el método A y el B 
de Stocking y con un procedimiento denominado “strong priors”. En éste último método 
los valores de los parámetros de los ítems operativos se definen con distribuciones 
previas restrictivas: para la distribución previa de cada parámetro se fijaba una 
desviación típica muy pequeña y una media igual al valor estimado en la muestra de 
calibración inicial. En el diseño de calibración online se aplicaban de manera adaptativa, 
por máxima información, 30 ítems de un banco de 540 ítems con un modelo de 3PL. Al 
terminar el TAI se aplicaban 10 ítems pretest a todos los evaluados en nuevas muestras 
de calibración que podían ser de 300, 1000 y 3000 sujetos. En los resultados se observa 
que con el método NWU-MEM se mantenía la escala de los ítems operativos y se 
recuperaban los parámetros de los ítems pretest de manera adecuada (los valores de 
sesgo y RMSE fueron menores en todos los parámetros). El método B de Stocking 
obtuvo resultados similares a NWU-MEM. Sin embargo, para aplicar este 
procedimiento era necesario añadir un test de anclaje, lo que aumentaba 
considerablemente el tamaño del test. Con el resto de los métodos contrastados se 
producían sesgos en la recuperación de la escala métrica, por lo que los autores 
desaconsejaban su uso. 
Ban, et al. (2002) extienden el estudio anterior comparando un mayor número de 
métodos y analizando el funcionamiento de éstos en un contexto en el que cada 
evaluado puede tomar únicamente un subconjunto de los ítems pretest. En este caso, 
existe una mayor dispersión en la matriz de respuestas a los ítems pretest. En el 
procedimiento se utilizaron las mismas condiciones de simulación que en el estudio 
previo con la diferencia de que se aplicaban distintos subconjuntos de 10 ítems (de un 
banco de 240 ítems pretest) en muestras de 250 evaluados. En el diseño los primeros 
250 evaluados respondían a los primeros 10 ítems, los siguientes 250 respondían a los 
74  4. Calibración online y análisis del DIF en ítems pretest 
ítems del 6 al 15 y los siguientes 250 respondían del 11 al 20; esta lógica continuaba 
hasta agotar la presentación del banco de ítems pretest, de forma que cada muestra 
compartía 5 ítems con la muestra previa y 5 con la muestra siguiente, la muestra final 
fue de 12000 evaluados. Los resultados de este estudio fueron consistentes con los 
encontrados en el estudio previo. El método NWU-MEM recuperaba mejor que el 
método B de Stocking la distribución del rasgo y los parámetros de los ítems. 
Asimismo, el rendimiento del método NWU-OEM fue peor que el encontrado en el 
estudio previo. 
Finalmente, Kim (2006) comparó los cinco métodos de CPF en términos de la 
recuperación de la distribución del rasgo y de los parámetros de los ítems pretest.. En su 
estudio se simularon, con un modelo de 3PL, las respuestas a un test compuesto por 50 
ítems operativos y pretest. Cuatro factores fueron considerados en la CPF: 1) Tamaño 
en la muestra previa de calibración (300 y 3000); 2) distribución del rasgo en la muestra 
de calibración ( )1,0(N , )2.1,5.0(N , )4.1,5.0(N ); 3) tamaño en la nueva muestra de 
calibración (300, 1000 y 3000); y 4) número de ítems operativos (10, 20, 30 ó 40, de los 
50). El análisis de los resultados mostró que, independientemente del método de 
calibración, la precisión de los métodos era mayor cuanto mayores fueran los tamaños 
muestrales y/o el número de ítems operativos. Sin embargo, había importantes 
diferencias entre los métodos. En general, aquellos métodos que hacen uso de la 
información de los ítems pretest en el cálculo de la verosimilitud posterior (i.e., varios 
ciclos EM) dan lugar a una mejor recuperación de los parámetros de los ítems. Cuando 
la distribución de la muestra de calibración difería de la distribución previa inicial, la 
actualización de la distribución también era fundamental. En ese caso, sólo el MWU-
MEM producía resultados ajustados; en el resto de los métodos se producía una 
contracción considerable de la distribución del rasgo estimada (subestimación de la 
media y de la desviación típica) y, por consiguiente, una peor recuperación de los 
parámetros de los ítems. Este efecto era mayor cuanto menor fuera el número de ítems 
operativos y/o si no se actualizaba la distribución del rasgo (la mayor precisión se 
encontraba para el método MWU y la peor para los métodos NWU). 
En este estudio los métodos fueron evaluados en una situación en la que todos 
los ítems se ajustaban a un modelo de TRI, y todos los evaluados respondieron a todos 
los ítems de forma que los métodos se aplicaron a matrices de datos completas. Kim 
reconoce que estas dos características no permiten la generalización de los resultados a 
situaciones de calibración online. 
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4.7 Aplicación de los métodos de CPF al análisis del DIF 
Los modelos multigrupo requieren algunas restricciones necesarias para la 
identificación del modelo. Las restricciones para los métodos de calibración 
independiente se han descrito anteriormente (véase el apartado Restricciones para la 
identificación en un modelo multigrupo). En los métodos de calibración la restricción es 
dar como conocidos los parámetros de los ítems operativos ( )(2)(1 opeope ΔΔ  ) y, de este 
modo, no son necesarias restricciones adicionales. 
Ambos procedimientos (tradicionales y de parámetros fijos) se pueden utilizar 
en el análisis del DIF. Para estudiar el DIF se comparan dos modelos anidados que 
incluyen las restricciones necesarias para la identificación pero difieren en relación a las 
restricciones del ítem estudiado. 
En el modelo más general no se imponen restricciones adicionales en el ítem 
pretest bajo estudio ( )(2)(1 prepre ΔΔ  ). En el modelo restringido, se asume que los 
parámetros del ítem prestest son iguales para ambos grupos ( )(2)(1 prepre ΔΔ  ). Si el 
ajuste de ambos modelos difiere significativamente, ello implica presencia de DIF. Por 
tanto, las restricciones permiten evaluar si la función de respuesta en el ítem pretest es 
distinta en el grupo de referencia y en el grupo focal.  
Las ventajas de los nuevos métodos de DIF, con parámetros fijos para los ítems 
operativos, son que: 
 
 No requieren reestimar los parámetros de los ítems operativos. 
 Los parámetros de los ítems y de distribución se obtienen automáticamente en la 
métrica original de los ítems operativos. 
 
En relación a los distintos procedimientos de calibración fija se espera que unos 
procedimientos sean más adecuados que otros. El funcionamiento de un procedimiento 
resulta más adecuado si: 
 
 Se mantienen las tasas de error tipo I en el valor nominal prefijado por el 
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investigador. 
 Las tasas de potencia (detección del DIF cuando está presente) son mayores. 
 La recuperación de los parámetros de los ítems y de la población es más precisa 
(p.ej., menor RMSE y sesgo). 
 
En concreto, se espera que: 
 
 Si el ítem pretest es un ítem ajustado (ausencia de DIF), los procedimientos más 
adecuados serán aquellos que hacen uso de la información adicional que 
proporcionan los ítems pretest (métodos con múltiples ciclos EM).  
 Si el ítem pretest es un ítem desajustado (presencia de DIF), los procedimientos 
más adecuados serán aquellos que no hacen uso de los ítems pretest (métodos 
con un solo ciclo EM).  
 Si la distribución previa inicial es incorrecta (p. ej., presencia de impacto), los 
procedimientos que no actualizan dicha distribución funcionarán peor (métodos 
NWU). 
 Asumiendo tests de anclaje fiables (algo esperable para el análisis del DIF) y que 
cada ítem pretest se analiza por separado, las diferencias entre los métodos que 
utilizan múltiples o un ciclo EM serán pequeñas, considerando que la 
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4.8. Anexo 
 
4.8.1. Ignorabilidad de los valores perdidos en un TAI 
 
Nótese que en la ecuación X, se estiman como parámetros aquellos que 
maximizan ),(log )( πΔU obsf . Sin embargo, lo correcto es estimar los parámetros que 
maximizan ),,(log )( πΔMU obsf . En este anexo se muestra, siguiendo a Mislevy y Wu 
(1996) que maximizar ),|( )( giobsi ggf Δu   es equivalente a maximizar 
),|,( )( giiobsi gggf Δmu  . 
 
En un TAI, la probabilidad conjunta de un patrón de respuestas completo y el 
patrón de valores perdidos puede expresarse como: 
),,,|(),,|(),,|,( ΦΔumΦΔuΦΔmu giiigiigiii gggggggg fff    (4.34) 
 
Donde Φ  se refiere a los parámetros del ítem o del evaluado que determinan 
(probabilísticamente) que una observación se convierta en valor perdido. Puesto que, en 
TRI, la probabilidad de una respuesta sólo depende de 
gi
  y gΔ : 
),,,|(),|(),,|,( ΦΔumΔuΦΔmu giiigiigiii gggggggg fff    (4.35) 
 
La verosimilitud del patrón de respuestas observado y el patrón de valores 
perdidos puede expresarse como una verosimilitud marginal (i.e., el valor esperado a 
través de las posibles realizaciones de los valores perdidos): 
 )(),,,,|(),|,(),|,( )()()()()( misgigggggggggg dfff giobsimisiigiobsimisigiiobsi uΦΔuumΔuuΔmu   
(4.36) 
 
Puesto que en TRI, las respuestas son independientes dados 
gi
  y gΔ : 
missggggggggggg ugiobsimisiigimisigiobsigiiobsi
dffff ),,,,|(),|(),|(),|,( )()()()()( ΦΔuumΔuΔuΔmu    
                                                                                                                                                                    (4.37) 
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Además se sabe que, si no se utiliza información externa para la selección del 
primer ítem, la probabilidad de selección de un ítem en un TAI depende sólo de las 
respuestas observadas a los ítems4: 




dffff  )|(),|(),|(),|,( )()()()( umΔuΔuΔmu   (4.39) 
missggggggggg ugimisiobsiigiobsigiiobsi
dffff  ),|()|(),|(),|,( )()()()( ΔuumΔuΔmu   (4.40) 
 
Y puesto que: 
1),|( )(  missgg ugimisi df Δu   (4.41) 
 
Entonces: 
)|(),|(),|,( )()()( obsiigiobsigiiobsi ggggggg fff umΔuΔmu    (4.42) 
 













1)()( )|(),,,,|( ΦΔuum   
donde k indica el ítem aplicado en el TAI; ks  indica la secuencia de k ítems aplicados y las respuestas a 
estos ítems; por ejemplo, ))1,20(),...,0,25(),1,10(( 3030221130  ririris  indicaría que el 
primer ítem que se aplica es el 10 y es acertado, el segundo es el 25, que es fallado, etc. )|( 1 kk si  
indica la probabilidad de que un ítem sea aplicado en el paso k. En un TAI, la probabilidad de que el ítem 
ki sea uno concreto sólo depende del patrón de respuestas a los k-1 ítems aplicados. El sumatorio es para 
todos los patrones de respuesta posibles para los que se cumple que 
gi
m es el patrón de ítems respondidos 





1 )|(  está definido a priori 
(según el diseño del TAI) y sólo depende de )(obsigu . igT  es el conjunto de secuencias de respuestas con 
los patrones de patrones de missing y de respuestas al ítem  
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que maximizan ),|(log )( giobsi ggf Δu   son los mismos que maximizan 










































































Estudio 1: Detección online del DIF con 
métodos de Calibración con Parámetros 
Fijos  
5. Estudio 1: Detección online del DIF con métodos de CPF 
5.1. Abstract 
 
En la aplicación a gran escala de tests adaptativos informatizados es común la necesidad 
periódica de renovar parte del banco de ítems. Para ello, ítems pretest son presentados 
conjuntamente con ítems operativos. Los ítems pretest son calibrados según algún 
modelo de TRI y se estudia su posible DIF. En el presente estudio se compara un 
método de calibración online basado en la imputación de las respuestas faltantes (IM) 
y tres métodos diferentes de calibración con parámetros fijos, que difieren en número de 
veces que se actualiza la distribución previa y el número de ciclos EM (OWU-OEM, 
OWU-MEM y MWU-MEM). Los factores manipulados son: (a) longitud del test; (b) 
tipo de DIF; (c) tamaño de DIF; (d) tamaño de las muestras; y (e) impacto. En términos 
generales no se encontraron diferencias entre métodos con respecto al error Tipo I y la 
potencia en la detección del DIF. Sin embargo, en el método IM se subestimó la 
varianza del grupo focal, lo que conlleva una sobreestimación del tamaño del DIF. El 
método MWU-MEM fue el más eficiente en términos de la recuperación de los 
parámetros y de la distribución de la habilidad de los grupos. 
 
Palabras clave: funcionamiento diferencial del ítem, calibración con parámetros fijos, 
calibración online, test adaptativos informatizados, test de razón de verosimilitudes de 
la TRI 
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Los programas a gran escala de evaluación mediante TAIs requieren de la 
renovación periódica de partes del banco de ítems (Mills y Stocking, 1996). Para ello, 
un procedimiento habitual es la calibración online, que consiste en aplicar, a la vez que 
el test operativo, algunos ítems pretest cuyos parámetros se desconocen. Los 
examinados no saben qué ítems del test son operativos y cuáles pretest. Sólo los ítems 
operativos son usados para la estimación del nivel de rasgo (Lei, Chen y Yu, 2006; 
Segall, 2003; Wainer, 1990). 
Una vez conseguida muestra suficiente se procede a la calibración de los ítems 
pretest y se comprueba que satisfacen ciertas garantías psicométricas, como la ausencia 
de DIF. Por otro lado, el que la aplicación de los ítems operativos sea adaptativa supone 
algunas dificultades adicionales en comparación con la calibración de tests fijos: la 
matriz de datos cuenta con una cantidad importante de valores perdidos y las respuestas 
a los ítems operativos están basadas en un rango restringido de habilidad (Folk y Golub-
Smith, 1996; Haynie y Way, 1995; Hsu, Thompson y Chen, 1998, Stocking, 1988). 
Adicionalmente, se requiere calibrar los parámetros de los ítems pretest en la métrica de 
los ítems operativos, de forma que se garantice que las estimaciones del nivel de rasgo 
que se obtengan utilizando los nuevos ítems sean comparables a las obtenidas con el test 
operativo. Estas circunstancias plantean la necesidad de revisar los procedimientos 
convencionales de calibración (Ban, Hanson, Wang, Yi y Harris, 2001), así como los 
métodos de análisis del DIF (Zwick, 2000, 2007). 
 
5.2. Calibración online en TAIs 
 
En los métodos tradicionales de calibración con parámetros libres (CPL) se 
calibran conjuntamente todos los ítems, operativos y pretest. La aplicación de CPL 
resulta problemática por la necesidad de recalibrar los ítems operativos, dada la escasa 
aplicación de algunos (p.e., Parshall, Kromrey, Harmes y Sentovich, 2001). En los 
pocos casos en los que se alcanza el criterio de convergencia, CPL tiene un alto coste 
computacional porque se requiere volver a calibrar cada ítem operativo y las muestras 
pueden resultar insuficientes, por la elevada frecuencia de valores perdidos (Harmes, 
Kromrey y Parshall, 2001). Además, existe el riesgo de obtener los parámetros de los 
ítems pretest en una métrica incorrecta. 
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Para evitar estos problemas se han propuesto los métodos de Calibración con 
Parámetros Fijos (CPF). En los procedimientos de CPF se dan como conocidos los 
parámetros de los ítems operativos. Para ello se fijan los parámetros de los ítems 
operativos a sus valores previos y se estiman únicamente los parámetros de los ítems 
pretest. De esta forma se elude el problema de recalibrar los ítems operativos, 
disminuyendo el tiempo de estimación y eliminándose los problemas de convergencia 
debidos a la aplicación adaptativa. Además, los ítems pretest se estiman en la escala 
métrica de los ítems operativos y se requieren muestras de menor tamaño, pues se hace 
uso de la información previa disponible sobre los parámetros de los ítems operativos 
(Ban et al., 2001; Ban, Hanson, Yi y Harris, 2002; Kim, 2006). 
Para obtener los parámetros de los ítems pretest en la CPF se utiliza la 
estimación por máxima verosimilitud marginal (MML) usando el algoritmo iterativo 
EM (Bock y Aitkin, 1981). En cada ciclo s, se llevan a cabo dos pasos. Un paso E 
(Esperanza) en el que se estima la distribución posterior de   y un paso M 
(Maximización) en el que se estiman los parámetros de los ítems, dada la distribución 
posterior estimada en el paso anterior. En los métodos CPF el elemento central que 
permite conservar la escala se debe a que los parámetros de los ítems operativos no se 
estiman en ningún momento. Los parámetros se mantienen fijados a sus valores 
originales a través del proceso de estimación. 
Así, en el paso E, la distribución posterior de la habilidad se estima a partir de 
las respuestas observadas a los ítems ( )(obsiu ), parte de los cuáles son operativos y tienen 




































donde )ˆ|( )1( skf π  es la distribución previa de la habilidad (definida al inicio de forma 
arbitraria).  
En el paso M, se estiman sólo los parámetros de los ítems pretest, que maximizan la 
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El algoritmo anterior expresa el caso más general (método MWU-MEM). La 
variación en número de veces que se actualiza la distribución previa y el número de 
ciclos EM utilizados para la estimación permiten definir diversas aproximaciones a los 
métodos de CPF.  
Específicamente, respecto a la distribución previa es posible: 
 
1) No actualizarla (NWU), asumiendo una distribución previa inicial, por ejemplo: 
)0()( ππ s  (5.4) 
donde se asume que la distribución previa de k ,  )ˆ|( )0(πkf  , es  la distribución 
normal estándar, )1,0(N ; es decir,  1,0)0( π . 
2) Actualizarla una única vez utilizando únicamente la información de los ítems 





















3) Actualizarla múltiples veces utilizando la información tanto de los ítems 
operativos como de los ítems pretest (MWU).   
 
Por otro lado, en relación con el número de ciclos EM, los métodos pueden 
emplear:  
 
1) Un ciclo EM (OEM), de forma que en el paso E se calcula la distribución 
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2) Múltiples ciclos EM (MEM), de forma que, a partir del segundo paso E, se 
calcula la distribución posterior utilizando las respuestas a todos los ítems, 
incluidos los ítems pretest. 
 
5.3. Detección del DIF en TAIs 
 
El uso de técnicas de DIF en el contexto de los TAIs se enfrenta a las mismas 
dificultades descritas para los procedimientos de calibración. La presencia de valores 
perdidos, así como la necesidad de obtener medidas de tamaño del efecto y del impacto 
en la métrica del TAI original, hacen necesaria la adaptación de estas técnicas.  
El uso de un procedimiento basado en la TRI resulta la opción más natural en 
este contexto, pues esta se aplica a lo largo de todo el proceso de elaboración del TAI 
(p.e., la calibración del banco de ítems, la selección de los ítems mediante el algoritmo 
adaptativo o la puntuación de las respuestas). En el presente trabajo se analiza el 
funcionamiento del test de razón de verosimilitudes de la TRI (IRT LRT). En este 
procedimiento, se asume un modelo de TRI y se contrasta la equivalencia en los 
parámetros del ítem estudiado a través de los grupos. Para ello se compara 
estadísticamente el ajuste de dos modelos multigrupo: a) un modelo en el que todos los 
parámetros son equivalentes a través de los grupos; b) un modelo en el que los 
parámetros del ítem estudiado pueden diferir a través de los grupos.  
El IRT LRT satisface los criterios de eficiencia descritos por Wainer, Bradlow y 
Wang (2010): 1) precisión en la identificación de la presencia, naturaleza y tamaño del 
DIF; 2) capacidad de usar la información disponible que permita trabajar con muestras 
lo más pequeñas posibles; 3) funcionalidad en la implementación del análisis; 4) 
flexibilidad en la detección en situaciones novedosas; y 5) robustez a violaciones de los 
supuestos de los análisis. Así, IRT LRT es uno de los procedimientos más eficientes en 
el control de la tasa de error Tipo I (Cohen, Kim y Wollack, 1996; Kim y Cohen, 1998; 
Lei et al., 2006; Lopez-Rivas, Stark y Chernyshenko, 2008; Wang y Yeh, 2003), puede 
ser aplicado tanto para la detección del DIF unidireccional como para la detección del 
DIF no-unidireccional y la funcionalidad de su uso se ha incrementado gracias a la 
disponibilidad de programas como el IRTLRTDIF v.2.0 (Thissen, 2001).  
A pesar de lo anterior la aplicación del IRT LRT a la detección del DIF en TAIs 
se ha visto complicada por la dificultad de tratar con matrices dispersas de datos. Lei 
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et.al. (2006) propusieron resolver el problema de los valores perdidos en el TAI 
imputando las respuestas faltantes (las probabilidades de acierto a esos ítems se 
imputaban asumiendo como verdadero el nivel de rasgo estimado en el TAI). En 
términos generales, IRT-LRT proporcionaba un adecuado control de la tasa de error tipo 
I y tasas de potencia que dependían del tamaño del DIF y las características de los ítems 
pretest (tasas más altas con DIF grande e ítems muy discriminativos y fáciles). 
Aunque la aproximación de Lei et al. (2006) es interesante, su propuesta resulta 
algo ineficiente (aumenta el coste computacional por la estimación de los parámetros en 
los ítems operativos) y la implementación en el programa IRTLRDIF no es óptima (p.e., 
el número de ítems operativos para el anclaje está limitado a 200 y, en su estudio, fue 
necesario reducir el número de ítems operativos a 84). Por otro lado, los autores no 
proporcionan medidas de tamaño del efecto ni del impacto estimado, existiendo el 
riesgo de que estas se recuperen en una métrica inadecuada. Finalmente, un problema 
adicional es que en el proceso de imputación se asume el nivel de rasgo estimado como 
verdadero; dado el ingente número de respuestas imputadas esto puede sesgar los 
resultados obtenidos, especialmente en aquellos casos en los que la estimación del rasgo 
sea poco precisa o esté sesgada.  
Todos los problemas anteriores tienen que ver con que, al aplicar el IRT LR, se 
utiliza la CPL, lo que requiere recalibrar los ítems operativos. En el presente estudio se 
propone una estrategia alternativa: aplicar el IRT LR dando como fijos los parámetros 
de los ítems del TAI operativo; es decir, utilizar un método CPF. 
 
5.4. Detección online del DIF en TAIS con métodos de CPF 
 
La extensión multigrupo de los procedimientos de CPF permite aplicar la prueba 
IRT LR para la detección online del DIF de ítems pretest, sin necesidad recalibrar los 
ítems del TAI. En la actualidad el único programa en el que se pueden implementar los 
diferentes métodos de CPF en un estudio multigrupo es ICL (Hanson, 2002), de libre 
distribución.  En este caso, se trataría de comparar estadísticamente el ajuste de dos 
modelos multigrupo, un modelo a en el que los parámetros del ítem estudiado son 
equivalentes a través de los grupos y un modelo b en el que los parámetros del ítem 
estudiado pueden diferir a través de los grupos. Existen dos diferencias a considerar con 
respecto al método tradicional:  
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1) en el procedimiento usual los parámetros de los ítems operativos se estiman. En 
el procedimiento propuesto los parámetros de los ítems operativos se fijan. 
2) en el procedimiento usual se fija la media y la desviación típica del grupo de 
referencia (a 0 y 1) y se estiman los parámetros de distribución en el grupo focal. 
En el procedimiento propuesto, los parámetros de distribución de ambos grupos 
se estiman.  
 
En relación a qué método de CPF aplicar, el estudio de Kim (2006) ofrece 
algunas direcciones en el contexto de la calibración online. En primer lugar, el uso de 
métodos que no actualizan la distribución de la habilidad –p.e., N(0,1)– es 
desaconsejable ya que ofrece resultados incorrectos si la distribución de la nueva 
muestra es otra. En relación al resto de los métodos, Kim (2006) sugiere que actualizar 
la distribución de la habilidad (ya sea una o múltiples veces) y, sobre todo, emplear 
múltiples ciclos EM, resulta más eficiente, especialmente si los ítems operativos se han 
calibrado en muestras pequeñas. Esto es porque en tales situaciones los ítems pretest 
contribuyen a actualizar la distribución previa y la distribución posterior. Esta última 
conclusión puede no ser generalizable al contexto de detección online del DIF ya que el 
ítem pretest es un candidato a ítem desajustado. En ese caso, el uso del ítem pretest para 
actualizar las distribuciones previa y posterior puede resultar incorrecto si no se toman 
las precauciones adecuadas. Nuestra propuesta es resolver este problema estimando las 
distribuciones de los grupos en el modelo b (que “siempre” es correcto) y asumiendo 
esas mismas distribuciones para el modelo a. De esta forma se garantiza además que los 
modelos están anidados (Woods, 2008a). En cualquier caso, el efecto de la calibración 
de un único ítem pretest puede hacer que las diferencias entre los métodos sean 
pequeñas. 
En el presente estudio se comparan tres métodos CPF (OWU-OEM, OWU-
MEM y MWU-MEM) para detectar el DIF de un ítem pretest. Al tratarse sólo de un 
ítem pretest se esperan pocas diferencias entre los métodos, especialmente en las 
condiciones en las que no haya impacto y la muestra sea pequeña. Atendiendo a los 
resultados de Kim (2006), es esperable que funcionen algo mejor los métodos que hacen 
uso del ítem pretest para actualizar la  distribución posterior (OWU-MEM) o, mejor 
aún, la posterior y la previa (MWU-MEM). 
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Finalmente, se compararan los métodos de CPF en los que se actualiza la 
distribución previa con la propuesta de Lei et al. (2006) de imputar las respuestas (IM). 
Puesto que la propuesta de Lei et al. (2006) de aplicar CPL con imputación de 
respuestas es poco eficiente en tiempo de computación, el presente estudio hemos 
modificado su implementación, combinando la imputación de respuestas con el mejor 
método de calibración fija (MWU-MEM). De esta forma, podemos aislar mejor los 
efectos de la imputación de respuestas en la detección del DIF. Se espera que el método 
IM proporcione menor potencia, peor recuperación de las distribuciones del nivel de 
rasgo y de los tamaños del efecto, especialmente en TAIs de menor longitud en los que 




5.5.1. Condiciones de aplicación del TAI 
 
Para la simulación de aplicaciones adaptativas de una prueba se empleó el 
programa CATSIM 1.0 (Cuevas, Abad, Olea, Barrada y Garrido, 2010). A cada 
examinado se le administraba un TAI de longitud fija con ítems seleccionados de entre 
los 300 ítems operativos. El nivel de rasgo inicial era asignado al azar dentro del 
intervalo (–0.4, 0.4). Se empleó estimación MAP con una distribución normal estándar 
como distribución a priori. Como regla de selección de ítems se empleó el método 
progresivo (Revuelta y Ponsoda, 1998) según el cual la selección de ítems tiene un 
elevado componente aleatorio al comienzo del test y la importancia de la información 
de Fisher en la selección se va incrementando según avanza el test. Tras el TAI, todos 
los examinados recibieron los mismos 23 ítems pretest. 
 
5.5.2. Parámetros de los ítems operativos 
 
Los parámetros de los ítems operativos eran iguales para el grupo de referencia y 
el grupo focal. Las distribuciones de los parámetros se aproximan a las de los ítems del 
Law School Admission Test y se generaron siguiendo la información proporcionada por 
Nandakumar y Roussos (2004). Para ítems con parámetro b menor o igual a –1, el 
parámetro a seguía una distribución lognormal(–0.357, 0.25), acotados dentro del rango 
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[0.4, 1.1]. Para el resto de ítems, la distribución del parámetro a es lognormal(–0.223, 
0.34) dentro del rango [0.4, 1.7]. El parámetro b seguía una distribución N(0, 1) dentro 
del rango [–3, 3]. El parámetro c seguía una distribución uniforme entre [0.12, 0.22]. 
 
5.5.3. Parámetros de los ítems pretest 
 
El número de ítems pretest fue de 23. De estos, 10 tenían DIF unidireccional, 6 
tenían DIF no-unidireccional y 7 no tenían DIF. En las condiciones con DIF, la mitad de 
los ítems presentaban DIF moderado (β = 0.05) y la otra mitad tenía DIF grande (β = 
0.10). β es una medida de tamaño del efecto del DIF (Wainer, 1990) calculada como: 
)()|1()|1(  guPuP iFiR   (5.7) 
donde )|1( iRuP  y )|1( iFuP  son las probabilidades de acierto del ítem para los 
grupos de referencia y focal y g() es la densidad de θ asumiendo una distribución 
normal típica. En otras palabras, β es el valor esperado de la diferencia en la 
probabilidad de acierto entre grupos. 
 
Tabla 5.1. Parámetros para generar los ítems en los que se estudia el DIF 
 SIN DIF  DIF UNIDIRECCIONAL   
DIF NO 
UNIDIRECCIONAL 
Item aR=aF bR=bF Item aF=aR bF bR β  Item aF aR bR=bF β 
              
1 0.70 -1.30 8 0.70 -1.30 -1.670 0.05  18 0.80 1.22 -1.30 0.05 
2 0.70 1.30 9 0.70 1.30 0.955 0.05  19 0.80 1.24 1.30 0.05 
3 0.80 0.00 10 1.20 -1.30 -1.650 0.05  20 0.80 1.19 0.00 0.05 
4 1.20 -1.30 11 1.20 1.30 0.985 0.05  21 0.80 2.23 -1.30 0.10 
5 1.20 1.30 12 0.80 0.00 -0.240 0.05  22 0.80 2.65 1.30 0.05 
6 0.80 -1.30 13 0.70 -1.30 -2.130 0.10  23 0.80 1.83 0.00 0.10 
7 0.80 1.30 14 0.70 1.30 0.655 0.10       
   15 1.20 -1.30 -2.170 0.10       
   16 1.20 1.30 0.725 0.10       
   17 0.80 0.00 -0.485 0.10       
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 Ítems con DIF unidireccional:  
En primer lugar, se generaron los ítems para el grupo focal. Posteriormente, se 
cambio el parámetro b del grupo de referencia ajustándolo para obtener el 
tamaño de DIF deseado. De los 10 ítems, 8 se obtienen de la combinación de 
valor en el parámetro a (0.7 ó 1.2), valor en el parámetro b (–1.3 ó 1.3) y tamaño 
del DIF. Los otros dos ítems representan un ítem promedio del LSAT (a = 0.8; b 
= 0) con dos tamaños de DIF diferente. Los ítems para el grupo de referencia 
eran más fáciles que para el grupo focal, puesto que su parámetro b era menor. 
 Ítems con DIF no-unidireccional:  
Los ítems para el grupo de referencia se generaron con un parámetro a constante 
igual a 0.8 y con tres niveles de parámetro b (–1.3, 0, 1.3). Al cruzar esto con los 
dos tamaños de DIF tenemos los 6 ítems de esta condición. El parámetro a para 
el grupo focal se aumentó hasta conseguir los dos tamaños de DIF deseados. 
 Ítems sin DIF:  
Los 7 ítems son los diferentes ítems empleados con el grupo de referencia en las 
condiciones anteriores. 
 
Para todos los ítems pretest, el parámetro c se fijó en 0.17. Los valores de los 
parámetros de los ítems estudiados se consideran dentro del rango observado en test 
reales (Lopez-Rivas, et al., 2008). 
 
5.5.4. Factores manipulados 
 
Se manipularon los siguientes factores: 
 
 Longitud del TAI (10 ó 30 ítems). 
 Impacto: Se generaron dos condiciones, sin impacto y con impacto. En la 
primera el nivel de habilidad seguía una distribución normal estándar en ambos 
grupos. En la segunda, la distribución del grupo focal tenía media menor, N(–
0.5, 1). Estas distribuciones son comunes en contextos aplicados y en estudios 
de simulación (Finch y French, 2007,French y Finch, 2008; Lei, et al., 2006; 
Stark, Chernyshenko y Drasgow, 2006). 
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 Tamaño de las muestras: El grupo de referencia y focal tienen el mismo tamaño 
muestral. Se incluyeron dos condiciones, con 250 ó 500 examinados por grupo. 
Emplear 500 evaluados por grupo se considera un tamaño recomendable para el 
análisis del DIF en test fijos en procedimientos basados en la TRI (Clauser y 
Mazor, 1998). Las muestras pequeñas son cercanas a las utilizadas por Kim 
(2006) como un ejemplo de situación realista en el contexto de la calibración 
online. 
 
Cada una de estas ocho condiciones diferentes (2 × 2 × 2) fue replicada 100 
veces. En cada una de estas réplicas se administraron los 23 ítems pretest que variaban 
según (ver Tabla 5.1): 
  
 Tipo de DIF: Sin DIF, DIF unidireccional y DIF no unidireccional. 
 Tamaño del DIF: Pequeño (β = 0.05) y grande (β = 0.10). 
 
5.5.5. Métodos de calibración 
 
Cada uno de los 23 ítems pretest fue calibrado separadamente según cuatro 
procedimientos, utilizando conjuntamente las respuestas a los ítems operativos del TAI 
y al ítem pretest. En todos los casos, los parámetros de los ítems operativos se fijaban a 
sus valores reales (calibración con parámetros fijos). Para cada examinado teníamos dos 
vectores de respuestas, el empírico (con valores faltantes para los ítems no 
administrados) y el imputado (donde se imputaban las respuestas a los ítems no 
administrados en el TAI). Para la imputación la probabilidad de acierto a los ítems era 
calculada mediante los parámetros de los ítems y el nivel de rasgo estimado al finalizar 
el TAI. Para el caso de vectores sin datos imputados, se pusieron a prueba tres métodos 
diferentes: a) una sola actualización de la distribución previa y un ciclo EM (OWU-
OEM); b) una sola actualización de la distribución previa y múltiples ciclos EM (OWU-
MEM); y c) múltiples actualizaciones de la distribución previa y múltiples ciclos EM 
(MWU-MEM). Para los vectores con respuestas imputadas se usó el método MWU-
MEM, evaluando así la propuesta de Lei, et al. (2006), con la diferencia de usar CPF en 
lugar de CPL. 
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El software de calibración empleado fue el ICL (Hanson, 2002). Se definieron 
distribuciones previas para los parámetros a y c: para el a lognormal(0, 0.5); para el c 
beta(4, 16, 0, 1) donde los primeros dos valores son los parámetros para la forma y los 
dos siguientes el límite inferior y superior. Estas distribuciones son comunes a otros 
programas de estimación como PARSCALE o BILOG (du Toit, 2003). Se estableció un 
máximo de 1000 iteraciones EM para los procedimientos con MEM y un criterio de 
convergencia de 0.001. 
 
5.5.6. Detección del DIF 
 
Para analizar el DIF en cada ítem se calculó el logaritmo de verosimilitud de dos 
modelos: 1) un modelo en el que se restringen los parámetros de todos los ítems a ser 
iguales entre el grupo de referencia y el grupo focal (con función de log-verosimilitud 
igualLL ); y 2) un modelo en el que se mantienen los parámetros de los ítems operativos 
iguales y se permite que los parámetros del ítem pretest varíe entre los grupos (con 
función de log-verosimilitud diferenteLL ). Se calculó el estadístico de prueba 
2G  como 
)2()(22 diferenteigual LLLLG   que se distribuye según 2 con 3 grados de libertad (la 
diferencia en el número de parámetros a estimar). Una prueba estadísticamente 
significativa indica la presencia de DIF. Se obtuvieron adicionalmente los parámetros de 
los ítems y de la distribución para cada grupo a partir del modelo libre ( diferenteLL ). 
 
5.5.7. Criterios de valoración 
 
La efectividad relativa de los cuatro métodos de calibración (tres para vectores 
sin imputación, uno para respuestas faltantes imputadas) se evaluó según los siguientes 
criterios:  
 
 Detección del DIF:  
Para evaluar la efectividad en la detección del DIF se obtuvo la potencia y el 
error Tipo I. Debido a que la potencia puede aumentar de manera espuria cuando 
las tasas de error Tipo I son muy altas, se estableció un valor crítico para las 
tasas de error Tipo I de 0.05 con un IC95% [0.007, 0.093] (i.e., 
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100/)05.01(05.096.105.0  ). Por otro lado, consideraremos una potencia 
como aceptable si es igual o mayor a 0.80. 
 Recuperación de los parámetros de distribución en cada grupo: 
Se calculó la media y desviación típica de la distribución posterior para las 
diferentes muestras de los grupos de referencia y focal. La calidad de la 
recuperación se evaluó mediante el sesgo. 
 Recuperación de los parámetros de los ítems en cada grupo: 
Se calculó el sesgo y el RMSE de la recuperación de cada uno los parámetros. 
 Recuperación del tamaño del DIF ( ). 
 




Se realizaron ANOVAs para determinar qué factores afectaban a la tasa de error 
Tipo I, a la potencia y a la recuperación de . Se utilizó un ANOVA mixto en el que los 
procedimientos de estimación empleados se consideran una medida repetida, mientras 
que las variables longitud del TAI, tamaño de la muestra, impacto y tamaño del DIF se 
consideran medidas independientes. Estos análisis se realizaron por separado para el 
DIF unidireccional y no-unidireccional.  La variable dependiente era la proporción de 
veces que se detectaba DIF a través de las réplicas (para el análisis de las tasas de error 
tipo I y de potencia) o el sesgo promedio a través de las réplicas en la recuperación de  
En el modelo de ANOVA, sólo se consideraron las interacciones dobles entre los 
factores inter-sujeto. 
Todos los efectos informados son significativos con p < 0.05. Para evaluar el 
tamaño del efecto se utilizó como medida 2
 
parcial. Únicamente se informa de 
aquellos  efectos con tamaños del efecto superiores a .14 que, en la clasificación de 
Cohen (1988, 1992), son considerados grandes. 
Adicionalmente, se llevo a cabo un ANOVA para estudiar si el tipo de ítem (sin 
DIF, DIF unidireccional pequeño, DIF unidireccional grande, DIF no unidireccional 
pequeño y DIF no unidireccional grande) tenía efectos significativos en la recuperación 
de los parámetros de distribución, considerando como factores adicionales tamaño de 
las muestras, longitud del TAI, impacto y método.  
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5.6. Resultados 
 
5.6.1. Detección del DIF 
 
Tasas de error Tipo I 
La Tabla 5.2 contiene la proporción de falsos positivos (tasas de error tipo I) 
para cada método en cada una de las condiciones. En general las tasas de error 
estuvieron dentro del rango establecido. El ANOVA mostró el efecto significativo del 
método de estimación [F(3,147)=13.60, 2p .22], obteniéndose mayores tasas de error 
tipo I para el método IM ( 021.OOx ; 023.MOx ; 023.MMx ; 028.IMx ). 
 
Tabla 5.2. Tasas de error Tipo I para todas las combinaciones de las condiciones 
en el estudio 
   Distribución 
   N(0,1)  N(-0.5,1) 
 Métodos  Métodos Tamaño de 
la muestra  
Longitud 
del test O-O O-M M-M IM  O-O O-M M-M IM 
250-250           
  10 0.01 0.01 0.01 0.02  0.01 0.01 0.01 0.02 
  30 0.03 0.03 0.03 0.03  0.02 0.03 0.03 0.02 
500-500           
  10 0.03 0.03 0.03 0.03  0.03 0.03 0.02 0.04 
  30 0.02 0.02 0.02 0.03  0.02 0.02 0.03 0.03 
Nota: En los métodos la primera letra representa el número de veces que se actualiza la 
distribución (O = una vez y M = múltiples veces), la segunda letra representa el número 
de ciclos EM (O =un ciclo y M= múltiples ciclos). IM = Imputación. 
 
 
Potencia: DIF unidireccional 
En la parte superior de la Tabla 5.3 se presentan las tasas de potencia promedio para 
detectar el DIF unidireccional.  
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Tabla 5.3. Tasas de Potencia para el DIF unidireccional y no-unidireccional 






del TAI O-O O-M M-M IM O-O O-M M-M IM 
     DIF Unidireccional   
0.05           
 250-250 10 0.14 0.14 0.15 0.16 0.20 0.17 0.15 0.30 
  30 0.15 0.16 0.16 0.16 0.18 0.18 0.18 0.21 
 500-500 10 0.32 0.33 0.33 0.32 0.40 0.36 0.31 0.56 
  30 0.39 0.40 0.40 0.39 0.34 0.34 0.34 0.42 
0.10           
 250-250 10 0.67 0.67 0.67 0.68 0.65 0.64 0.62 0.73 
  30 0.69 0.69 0.69 0.69 0.64 0.64 0.64 0.68 
 500-500 10 0.91 0.91 0.91 0.90 0.89 0.87 0.85 0.94 
  30 0.93 0.93 0.93 0.93 0.90 0.89 0.89 0.92 
     DIF No-unidireccional   
0.05           
 250-250 10 0.12 0.14 0.14 0.14 0.15 0.16 0.16 0.21 
  30 0.19 0.20 0.20 0.20 0.17 0.18 0.18 0.20 
 500-500 10 0.31 0.37 0.37 0.36 0.31 0.33 0.33 0.41 
  30 0.38 0.41 0.42 0.42 0.35 0.35 0.35 0.36 
0.10           
 250-250 10 0.56 0.64 0.65 0.64 0.52 0.56 0.57 0.61 
  30 0.68 0.71 0.71 0.72 0.67 0.71 0.71 0.72 
 500-500 10 0.86 0.90 0.89 0.90 0.83 0.87 0.88 0.88 
  30 0.95 0.97 0.97 0.96 0.92 0.94 0.94 0.92 
Nota: O-O = OWU-OEM, O-M=OWU-MEM, M-M=MWU-MEM e IM = Imputación 
 
La potencia se incrementa con el tamaño de DIF [F(1,69)=342.17, 2p .83] y el 
tamaño de las muestras [F(1,69)=60.89, 2p .47]; la potencia era adecuada cuando el 
tamaño del DIF y el tamaño muestral eran grandes. En relación a los métodos, se 
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encontró un efecto del método de estimación [F(3,207) = 67.16; 2p .49] y de la 
interacción de este con la presencia de impacto [F(3,207)= 71.35; 2p .51], con la 
longitud del TAI [F(3,207)= 16.65; 2p .19] y con ambas variables [F(3,207)=14.69; 
2p .18].   En la Figura 5.1 se representa la potencia como función del impacto, la 
longitud y el método de estimación. En ausencia de impacto no hay diferencias entre los 
métodos ( 52.OOx ; 53.MOx ; 53.MMx ; 53.IMx ). Sin embargo y de manera 
inesperada se encontró que en presencia de impacto la potencia al utilizar el método IM 
es superior a la obtenida con los otros métodos, especialmente si el test es corto (en 
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Potencia: DIF no-unidireccional 
La potencia para el DIF no-unidireccional se muestra en la parte inferior de la 
Tabla 5.3. El patrón de resultados es similar al descrito para el DIF unidireccional: la 
potencia se incrementa con el tamaño de DIF [F(1,37) = 138.48, 2p .79] y el tamaño 
de las muestras [F(1,37) = 27.31, 2p 0.43]. También se encontró un efecto del método 
[F(3,37) = 21.68; 2p .37] pero no del resto de los factores (longitud del TAI e 
impacto). El método O-O produce menor potencia que el resto de los métodos 
[ 50.OOx ; 52.MOx ; 53.MMx ; 54.IMx ]. 
 
5.6.2. Efectos del método en la recuperación de la escala 
 
En primer lugar, cabe señalar que no hubo efectos estadísticamente 
significativos en la recuperación de las medias del tipo de ítem pretest (p > .05) o de sus 
interacciones con el resto de los factores. En relación a las desviaciones típicas sólo se 
encontró un efecto pequeño para la interacción entre método y tipo de ítem al estimar la 
desviación típica del grupo de referencia. Sin embargo, el efecto era muy pequeño desde 
el punto de vista práctico. Por ello, para simplificar los resultados, la Tabla 5.4 presenta 
los resultados de la recuperación de la media y la desviación típica de los grupos de 
Referencia y Focal para cada uno de los métodos únicamente en función del tamaño de 
las muestras, la longitud del TAI y el impacto. En la parte superior de la tabla se 
muestra la condición sin impacto N(0,1) para ambos grupos, y en la parte inferior la 
distribución del grupo focal es de N(-0.5,1), la del grupo de referencia es la misma que 
en la parte superior. 
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Tabla 5.4. Medias y desviaciones típicas promedio de la distribución de la 
habilidad para el grupo de referencia y el grupo focal 
Media  Desviación Típica Tamaño 
muestras 
Longitud 
del TAI O-O O-M M-M IM O-O O-M M-M IM 
    Sin impacto   
  Grupo de Referencia 
250-250 10 0.00 0.00 0.00 0.04 1.00 1.00 1.00 0.88 
 30 0.00 0.00 0.00 0.01 1.00 1.00 1.00 0.97 
500-500 10 0.00 0.00 0.00 0.04 1.00 1.00 1.00 0.88 
 30 0.00 0.00 0.00 0.01 1.00 1.00 1.00 0.97 
  Grupo Focal 
250-250 10 0.00 0.00 0.00 0.03 1.00 1.00 1.00 0.88 
 30 0.00 0.00 0.00 0.01 1.00 1.00 1.00 0.97 
500-500 10 0.01 0.01 0.01 0.04 1.00 1.00 1.00 0.89 
 30 0.01 0.01 0.01 0.02 1.00 1.00 1.00 0.97 
    Impacto   
  Grupo de Referencia 
250-250 10 -0.01 -0.01 -0.01 0.03 0.99 0.99 0.99 0.88 
 30 0.00 0.00 0.00 0.02 1.00 1.00 1.00 0.97 
500-500 10 0.00 0.00 0.00 0.04 1.00 1.00 1.00 0.89 
 30 0.01 0.01 0.01 0.02 1.00 1.00 1.00 0.97 
  Grupo Focal 
250-250 10 -0.40 -0.40 -0.51 -0.36 0.97 0.97 0.99 0.86 
 30 -0.46 -0.46 -0.51 -0.46 0.98 0.98 0.99 0.96 
500-500 10 -0.40 -0.40 -0.50 -0.35 0.98 0.98 1.01 0.87 
 30 -0.46 -0.46 -0.50 -0.45 0.98 0.98 0.99 0.95 
O-O = OWU-OEM, O-M=OWU-MEM, M-M=MWU-MEM e IM = Imputación. 
 
Todos los efectos relacionados con el método y con las interacciones de este y 
los otros factores (tamaño muestral, longitud del TAI e impacto) eran estadísticamente 
significativos y, la mayor parte, grandes ( 14.2 p ). Describiremos pues los efectos más 
importantes desde el punto de vista práctico. Se encuentra que al utilizar la imputación 
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(IM) se subestima la variabilidad en el nivel de rasgo en ambos grupos y, en presencia 
de impacto, se subestima el impacto, ya que se sobreestima la media del grupo focal en 
el nivel de rasgo. Estos sesgos, que dependen poco del tamaño muestral, son mayores 
cuanto menor la longitud del TAI. 
Con respecto a la comparación de los otros métodos de calibración fija, los 
resultados dependen de la presencia de impacto y de la longitud del TAI. En ausencia de 
impacto no se encuentran diferencias relevantes en la recuperación de las distribuciones 
de los grupos. Sin embargo, en presencia de impacto, M-M produce una mejor 
recuperación de la media en el grupo focal que O-O y O-M. Estas diferencias se reducen 
al aumentar la longitud del TAI.  
 
5.6.3. Recuperación de los parámetros de los ítems pretest 
 
En las Figuras 5.3, 5.4 y 5.5 se presentan el sesgo y el RMSE para la 
recuperación de los parámetros de los ítems pretest en el grupo de Referencia. Los 
resultados muestran que en el grupo de referencia el parámetro a se subestima y el 
parámetro b se sobreestima independientemente de la longitud del test, del tamaño 
muestral y de la presencia de impacto (ver figura 5.2 y 5.3). El método que peor 
funciona es el método O-O sobre todo cuando el TAI es corto. Esto se refleja también 
en el RMSE. 
En las Figuras 5.6, 5.7 y 5.8 se presenta el sesgo y el RMSE para la recuperación 
de los parámetros a, b y c en el grupo Focal. En relación a los parámetros del grupo 
focal, se replica el peor funcionamiento del método O-O (subestimación del parámetro a 
y sobreestimación del parámetro b, especialmente cuando la longitud del TAI es 
pequeña) aunque, en este caso, el método IM produce el mismo patrón de resultados en 
la estimación del parámetro b. Para ambos métodos (O-O y IM), la sobreestimación de 
b era mayor en las condiciones de impacto, especialmente si el TAI era corto. 
En general los métodos M-M y O-M obtuvieron medidas de sesgo y de RMSE 
menores respecto a O-O y IM.  
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5.6.4. Recuperación del Tamaño del DIF 
 
Ausencia de DIF (  = 0) 
Los resultados del sesgo y RMSE en la estimación de  del ítem pretest en 
ausencia de DIF se presentan en la tabla 5.5. Se encontró que el sesgo se reducía 
aumentar el tamaño muestral [F(1,49) = 27.51; 2p .36; 
039.250250  ; 030.0500500  ]; el efecto de método era significativo [F(3,147) = 
70.33; 2p .46] y también la interacción con el impacto [F(3,147) = 18.38; 2p .27]. 
En presencia de impacto, apenas hay diferencias entre los métodos 
( 035.  MMMOOO  ; 036.IM ). En ausencia de impacto, el sesgo de O-O es 
menor ( 031.OO ; 034.  IMMMMO  ). En cualquier caso, las diferencias 
entre los métodos son de poca relevancia práctica. En relación al RMSE ocurre un 
patrón similar (mayor precisión al aumentar la muestra y, en ausencia de impacto, para 
el método O-O). 
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Tabla 5.5. Media de Sesgo y RMSE en la estimación del tamaño del efecto 









del TAI O-O O-M M-M IM  O-O O-M M-M IM 
  Sesgo 
250-250 10 0.035 0.039 0.039 0.038  0.04 0.041 0.041 0.042 
 30 0.037 0.039 0.039 0.038  0.038 0.039 0.039 0.039 
500-500 10 0.027 0.03 0.031 0.029  0.031 0.031 0.031 0.033 
 30 0.027 0.029 0.029 0.028  0.029 0.03 0.03 0.03 
  RMSE 
250-250 10 0.040 0.044 0.044 0.043  0.045 0.046 0.046 0.047 
 30 0.042 0.044 0.044 0.043  0.043 0.044 0.044 0.044 
500-500 10 0.030 0.034 0.034 0.033  0.035 0.035 0.035 0.036 




Los resultados del sesgo y RMSE en la estimación de   en presencia de DIF 
unidireccional se presentan en la tabla 5.6. En este caso se observa que el tamaño del 
efecto tiende a sobreestimarse cuando el DIF es pequeño [F(1,69) = 42.86; 2p .38, 
010.05.0  ; 005.10.0  ]. El aumento del tamaño muestral reduce la 
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del TAI O-O O-M M-M IM  O-O O-M M-M IM 
   
0.05   
Sesgo 
 250-250 10 0.007 0.010 0.010 0.009  0.023 0.016 0.014 0.024 
  30 0.003 0.004 0.004 0.004  0.018 0.007 0.004 0.017 
 500-500 10 0.007 0.008 0.008 0.007  0.014 0.011 0.011 0.015 
  30 0.002 0.003 0.003 0.003  0.009 0.004 0.004 0.009 
0.10    
 250-250 10 0.002 0.004 0.004 0.003  0.018 0.009 0.007 0.017 
  30 -0.001 0.000 0.000 -0.001  0.015 0.003 0.000 0.013 
 500-500 10 0.004 0.005 0.005 0.005  0.010 0.006 0.005 0.010 
  30 0.001 0.001 0.001 0.001  0.008 0.003 0.002 0.008 
   
0.05   
RMSE 
 250-250 10 0.029 0.030 0.030 0.029  0.041 0.034 0.033 0.040 
  30 0.028 0.028 0.028 0.028  0.034 0.031 0.031 0.033 
 500-500 10 0.022 0.022 0.022 0.021  0.031 0.025 0.025 0.030 
  30 0.022 0.022 0.022 0.022  0.025 0.023 0.023 0.025 
0.10    
 250-250 10 0.033 0.033 0.033 0.033  0.038 0.034 0.034 0.038 
  30 0.031 0.031 0.031 0.031  0.037 0.035 0.035 0.036 
 500-500 10 0.024 0.024 0.024 0.024  0.029 0.025 0.024 0.028 
  30 0.023 0.023 0.023 0.023  0.026 0.024 0.024 0.026 
 
Los efectos más importantes fueron los efectos del método [F(3,207) = 90.85; 
2p .57], de impacto [F(1,69) = 72.74; 2p .51] y de la interacción de ambos 
[F(3,207) = 155.95; 2p .69]. También hubo un efecto significativo de la interacción 
5.6. Resultados  103 
entre método y longitud [F(3,207) = 15.50; 2p .18] y de la interacción triple entre 
método, impacto y longitud [F(3,207) = 25.17; 2p .27]. Esta interacción se ilustra en 
la figura 5.8. 
 
Figura 5.2. Sesgo en la estimación de  cuando el DIF es unidireccional, como función 




















En ausencia de impacto, apenas existen diferencias entre los métodos y todos 
presentan un sesgo próximo a cero ( 003.OO ; 004.  IMMMMO  ). Por el 
contrario, en presencia de impacto los métodos O-O e IM sobrestiman el tamaño del 
DIF ( 014. IMOO  ), mientras que para los métodos que actualizan la distribución 
posterior (M-M y O-M) se obtiene un sesgo promedio de cero 
( 007.MO ; 006.MO ). La interacción triple indica que las diferencias entre los 
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En relación al RMSE ocurre un patrón similar (mayor precisión al aumentar la muestra 
y mayor precisión de M-M y O-M en presencia de impacto, especialmente cuando el 
TAI es corto). 
 
DIF no  unidireccional 
Los resultados del sesgo en la estimación de   en presencia de DIF no 
unidireccional se presentan en la tabla 5.7. En este caso hay efectos del tamaño del DIF 
[F(1,37) = 209.07; 2p .85] y de la interacción de este con el tamaño muestral [F(1,37) 
= 7.94; 2p .18]. Cuando el DIF es grande ocurre una subestimación del DIF 
independientemente del tamaño muestral ( 011.250250  ; 010.500500  ). Cuando el 
DIF es pequeño tiende a producirse una pequeña sobreestimación si la muestra es 
pequeña ( 008.250250  ; 003.500500  ). 
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del TAI O-O O-M M-M IM  O-O O-M M-M IM 
   
0.05   
Sesgo 
 250-250 10 0.001 0.007 0.007 0.004  0.009 0.012 0.012 0.012 
  30 -0.022 -0.010 -0.010 -0.016  -0.020 -0.010 -0.009 -0.015
 500-500 10 0.005 0.008 0.008 0.007  0.007 0.010 0.010 0.009 
  30 -0.016 -0.009 -0.009 -0.012  -0.009 -0.003 -0.003 -0.006
0.10    
 250-250 10 -0.003 0.004 0.004 0.000  0.002 0.007 0.007 0.004 
  30 -0.022 -0.008 -0.008 -0.016  -0.019 -0.006 -0.006 -0.014
 500-500 10 0.001 0.004 0.004 0.003  0.001 0.003 0.004 0.002 
  30 -0.012 -0.004 -0.004 -0.008  -0.014 -0.005 -0.005 -0.009
   
0.05   
RMSE 
 250-250 10 0.024 0.026 0.026 0.024  0.027 0.028 0.028 0.027 
  30 0.026 0.027 0.027 0.027  0.026 0.027 0.027 0.026 
 500-500 10 0.020 0.022 0.022 0.020  0.020 0.023 0.023 0.020 
  30 0.018 0.019 0.019 0.019  0.019 0.020 0.020 0.020 
0.10    
 250-250 10 0.033 0.029 0.029 0.030  0.033 0.029 0.029 0.030 
  30 0.030 0.028 0.028 0.028  0.028 0.027 0.027 0.027 
 500-500 10 0.030 0.024 0.024 0.026  0.030 0.023 0.023 0.026 
  30 0.023 0.021 0.021 0.022  0.024 0.021 0.021 0.022 
 
También resultaron efectos significativos del método [F(3,111) = 49.64; 
2p .57] y de la interacción de este con tamaño del DIF [F(3,111) = 7.86; 2p .18]. 
Cuando el DIF es grande, I-M y sobre todo O-M subestiman del tamaño del efecto 
( OO -.017; IM -.012;   MMMO  -.007). Cuando el DIF es pequeño, no se 
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produce subestimación y los resultados de los métodos son muy similares  ( OO .003; 
IM .005;   MMMO  .007). 
En relación al RMSE ocurre un patrón similar. Se encontró mayor precisión al 
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Figura 5.3. Sesgo y RMSE en la estimación del parámetro a del grupo de referencia como función del método, impacto y longitud del TAI y tamaño de las muestras 
Longitud del TAI
10 ítems                                                30 ítems
Figura 5.3. Sesgo y RMSE en la estimación del parámetro a del grupo de referencia como función del método, impacto y longitud del TAI y tamaño de las muestras
IMPUTACIÓN 
 






10 ítems                                                30 ítems
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Figura 5.4. Sesgo y RMSE en la estimación del parámetro b del grupo de referencia como función del método, impacto y longitud del TAI y tamaño de las muestras 
Longitud del TAI
10 ítems                                                30 ítems
Figura 5.4. Sesgo y RMSE en la estimación del parámetro b del grupo de referencia como función del método, impacto y longitud del TAI y tamaño de las muestras
IMPUTACIÓN 
 






10 ítems                                                30 ítems
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Figura 5.5. Sesgo y RMSE en la estimación del parámetro c del grupo de referencia como función del método, impacto y longitud del TAI y tamaño de las muestras 
Longitud del TAI
10 ítems                                                30 ítems
Figura 5.5. Sesgo y RMSE en la estimación del parámetro c del grupo de referencia como función del método, impacto y longitud del TAI y tamaño de las muestras
IMPUTACIÓN 
 






10 ítems                                                30 ítems
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Figura 5.6. Sesgo y RMSE en la estimación del parámetro a del grupo de focal como función del método, impacto y longitud del TAI y tamaño de las muestras 
Longitud del TAI
10 ítems                                                30 ítems
Figura 5.6. Sesgo y RMSE en la estimación del parámetro a del grupo de focal  como función del método, impacto y longitud del TAI y tamaño de las muestras
IMPUTACIÓN 
 






10 ítems                                                30 ítems
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Figura 5.7. Sesgo y RMSE en la estimación del parámetro b del grupo de focal como función del método, impacto y longitud del TAI y tamaño de las muestras 
Longitud del TAI
10 ítems                                                30 ítems
Figura 5.7. Sesgo y RMSE en la estimación del parámetro b del grupo de focal  como función del método, impacto y longitud del TAI y tamaño de las muestras
IMPUTACIÓN 
 
Métodos:  OWU-MEM  MEM-MEM  OWU-OEM 
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5.7. Discusión y conclusiones 
 
En el presente estudio se evalúo la adaptación de procedimientos de CPF a la 
prueba de razón de verosimilitudes de la TRI para el análisis del DIF en ítems pretest. 
Se manipularon diversos factores en la generación de datos y se obtuvieron medidas 
relacionadas con la identificación del DIF, con la estimación de los parámetros de los 
ítems y de la distribución de la habilidad, con el fin de valorar la eficiencia relativa de 
los métodos. 
Los resultados sugieren que en todos los casos se produce un adecuado control 
de la tasa de error tipo I. Las tasas de error tipo I se mantuvieron por debajo del valor 
nominal independientemente del método utilizado. Estos resultados corroboran diversos 
estudios en test fijos que señalan que IRT LRT es uno de los procedimientos más 
eficientes en el control de la tasa de Error tipo I (Cohen, et al., 1996; Finch, 2005; Finch 
y French, 2007; Kim y Cohen, 1995, 1998; Lopez-Rivas, et al., 2008). De hecho, 
Lopez-Rivas et al. (2008) informan de tasas de error tipo I no mayores a 0.01 cuando el 
test de anclaje es óptimo. 
Por otro lado, se encontró que, independientemente del método, el tamaño del 
DIF y el tamaño de las muestras afectan de forma importante a la potencia. La potencia 
aumenta con el tamaño del DIF y con el tamaño de las muestras. Estos resultados 
reiteran lo que se ha encontrado en estudios del DIF en test fijos (Finch, 2005; Finch y 
French, 2007; Stark, et al., 2006; Wang, 2004; Wang y Yeh, 2003), y en tests 
adaptativos (Lei et al., 2006; Nandakumar y Roussos, 2001, 2004). En el presente 
estudio se encuentra que se requieren muestras de 1000 examinados para alcanzar 
valores de potencia adecuados (.8). Además, estos valores sólo se alcanzan en la 
detección de ítems con DIF grande. 
A pesar de que los métodos contrastados muestran un funcionamiento similar se 
encontraron algunas diferencias en su capacidad para la detección del DIF. La aparición 
de esas diferencias viene principalmente mediada por dos de los factores manipulados, 
la longitud del TAI y la presencia de impacto. 
En relación a la detección del DIF no unidireccional, el método OWU-OEM 
tuvo una potencia menor que los otros procedimientos, independientemente del impacto 
o de la longitud del TAI. Puesto que el DIF no unidireccional se debe a una diferencia 
en el parámetro a entre las CCI de los grupos, una explicación plausible a este resultado 
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es la poca precisión en la recuperación de dicho parámetro en los procedimientos que 
utilizan un solo ciclo EM (Ban et al., 2001; Ban et al., 2002; Kim, 2006). Las 
diferencias en relación a la estimación de fueron muy pequeñas, pero en general se 
encontraba una mayor subestimación de  con el método OWU-OEM. 
En relación a la detección del DIF unidireccional, el método MWU-MEM con 
imputación mostró potencias más altas que los otros métodos en presencia de impacto, 
especialmente cuando el TAI era corto. De forma inesperada la potencia para este 
método era mayor cuanto menor la longitud del TAI. Estos resultados, contrarios a lo 
que se esperaba, se deben, en realidad, a una sobreestimación del tamaño del efecto 
El uso de la imputación hace que se produzca una compresión en la escala (i.e. 
para ambos grupos se subestima la desviación típica de la distribución del nivel de 
rasgo) y, en presencia de impacto, se sobreestima la media de la distribución del rasgo 
en el grupo focal. Estas distorsiones son mayores cuando el TAI es corto y se deben a 
que, para realizar las imputaciones, se utiliza el nivel de rasgo estimado. Es conocido 
que el procedimiento MAP produce estimaciones sesgadas hacia la media de la 
distribución previa y que ese sesgo tiende a corregirse conforme la longitud del test 
aumenta (Wang y Vispoel, 1998). Este sesgo hace que, en presencia de impacto, las CCI 
se estimen peor. Se sobreestima la dificultad del ítem en el grupo focal y esto aumenta 
de manera ficticia la diferencia entre las CCI de los grupos, haciendo que el tamaño del 
efecto se sobreestime y, por consiguiente, aumente la tasa de detección de DIF. 
En relación a la recuperación de los parámetros de los ítems y de la distribución 
a partir de los otros métodos CPF, los resultados indican que, como era esperado, 
MWU-MEM presenta estimaciones más precisas independientemente de los factores 
manipulados. La calidad de la recuperación no depende de la presencia o tamaño del 
DIF. Así pues, el uso del ítem pretest con DIF para la actualización de la distribución 
previa y la distribución posterior no parece afectar negativamente a los métodos CPF. 
En cuanto a OWU-MEM produce una recuperación de los parámetros de los 
ítems similar a MWU-MEM; las CCI también se recuperan satisfactoriamente; en 
presencia de impacto, se produce sobreestimación de la media en el grupo focal, pero 
esto no produce un sesgo importante en la estimación del tamaño del efecto. 
En cuanto a OWU-OEM, su funcionamiento es peor que OWU-MEM y MWU-
MEM. Lo más notable en relación con la recuperación de los parámetros de los ítems es 
la dificultad para estimar de manera eficiente el parámetro a. Resultados similares han 
sido señalados en los estudios de CPF en los métodos que sólo emplean un ciclo EM 
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(Ban, et al., 2001, Ban, et al., 2002; Kim, 2006). Por otro lado, en presencia de impacto, 
produce distorsiones en la estimación de la distribución del grupo focal, siendo mejor la 
recuperación de la escala cuando el TAI es más largo (Kim, 2006). 
Uno de los criterios fundamentales para la validación de los estudios de DIF es 
la recuperación del tamaño del DIF. En estas medidas se hace evidente que los métodos 
más adecuados son OWU-MEM y MWU-MEM, mientras que OWU-OEM y el 
procedimiento de imputación tienen problemas para recuperar las diferencias entre las 
CCIs. 
Si tomamos en cuenta los resultados sobre los factores y la eficiencia de los 
métodos podemos concluir que: 
 
1) No es recomendable imputar las respuestas en la matriz de datos generadas por 
el TAI porque aumenta artificialmente el tamaño del DIF, especialmente en 
presencia de impacto y si el TAI es corto. 
2) Por el contrario, se considera que el resto de los procedimientos CPF, 
especialmente el método MWU-MEM, son más eficientes. La calibración no se 
ve afectada por el desajuste que aporta un ítem con DIF.  
3) La decisión de descartar un ítem por la presencia de DIF debe estar basada tanto 
en una medida de significación estadística como en una medida que evalúe la 
magnitud del DIF. 
 
Así pues, el presente estudio muestra que los procedimientos de CPF son 
métodos prácticos y fiables que permiten detectar el DIF en ítems pretest que son 
aplicados en procedimientos de calibración online. Las estimaciones, sobre todo del 
método MWU-MEM, fueron estables aún con tamaños de muestra pequeños, lo que 
permite sugerir el uso de esta técnica en las primeras fases de estudio de las propiedades 
psicométricas de ítem pretest. 
También se ha propuesto una modificación del método de imputación de Lei, et 
al. (2006), reemplazando el procedimiento CPL por un método CPF. Aunque el 
funcionamiento es adecuado en la mayor parte de las condiciones, nuestros resultados 
ilustran que el uso de la imputación parece desaconsejable en presencia de impacto 
cuando el TAI es corto, pues puede dar lugar a distorsiones en la estimación del tamaño 
del efecto. 
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Estudio 2. Evaluación del funciona-
miento diferencial en ítems aplicados 
mediante un test adaptativo informa-
tizado: IRT LRT y CATSIB 




El uso cada vez más extendido de los test adaptativos informatizados (TAIs) ha 
mostrado la necesidad de adecuar las técnicas que evalúan el funcionamiento diferencial 
del ítem (DIF) a este tipo de tests. En el presente trabajo se comparó el test de razón de 
verosimilitudes de la TRI (IRT LRT) y el CATSIB (con corrección en la puntuación y 
sin corrección) para la detección del DIF en ítems aplicados adaptativamente. De un 
banco de 300 ítems, se eligieron los 30 con mayor tasa de exposición para el análisis del 
DIF. Para simular DIF se disminuyó en 0.4 el valor del parámetro de dificultad en el 
grupo focal en 15 de los 30 ítems que se analizaban. La efectividad de los métodos se 
evaluó en términos de la tasa de error Tipo I en ausencia de DIF (banco no 
contaminado) y en presencia de otros ítems con DIF (banco contaminado), de potencia y 
de recuperación del tamaño del DIF. Las variables manipuladas fueron presencia de 
contaminación en el banco, impacto y tamaño de las muestras. IRT LRT controló el 
error tipo I  satisfactoriamente en todas las condiciones, mientras que con CATSIB las 
tasas de error tipo I en el banco contaminado se situaron por encima del valor nominal, 
lo que fue más evidente para el método sin corrección y con presencia de impacto. El 
RMSE para la recuperación del tamaño del DIF fue menor para IRT LRT. Se 
recomienda el uso del IRT LRT para el análisis de DIF en TAIs. 
 
Palabras clave: funcionamiento diferencial del ítem, test adaptativo informatizado, 
prueba de razón de verosimilitudes de la teoría de respuesta al ítem, CATSIB 
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En la última década, muchos de los programas de evaluación a gran escala que 
aplican tests adaptativos informatizados (TAIs) se han consolidado (Cheng, 2009; 
Kingsbury, 2009; Walter, Postma, McHugh, Rush, Coyle, Strong, Sharpe, 2007) y uno 
de los retos para mantener su viabilidad es desarrollar procedimientos eficientes 
relacionados con el mantenimiento y renovación del banco de ítems (Abad, Olea, 
Aguado, Ponsoda y Barrada, 2010; Pommerich, Segall y Moreno, 2009). Por ello, se 
espera que el desarrollo de procedimientos para el estudio de la validez de los ítems 
operativos de un modo automatizado sea uno de los desafios importantes en los 
próximos años (Embretson, 2004).  
La recalibración se recomienda periódicamente para estudiar posibles cambios 
en los parámetros debidos a: (a) una posible filtración al público del contenido del ítem; 
(b) cambios en los contenidos del constructo (DeMars, 2004; Glass, 2007; Wells, 
Subkoviak y Serlin, 2002; Mills y Stocking, 1996); (c) cambios en el modo de 
administración del test, cuando el programa de TAI se aplica usando los parámetros 
estimados de una aplicación previa en lápiz y papel (Harmes, Kromrey y Parshall, 
2001); o (d) la aplicación en diferentes poblaciones (Hart, Deutsher, Crane y Wang, 
2009; Walter, et al., 2007; Zwick, 2007). A pesar de su importancia, pocos estudios se 
han dirigido a la recalibración y el análisis del DIF en ítems operativos (p.ej. Kingsbury 
y Houser, 1993; Haynie y Way, 1995; Zwick, Thayer y Wingersky, 1993, 1994a). 
La recalibración de los parámetros de los ítems operativos ha de afrontar dos 
problemas. Primero, puesto que el tamaño del test es menor que el tamaño del banco (no 
menos de 6 –Way, 1998– u 12 veces –Stocking, 1994– menor), la mayor parte de la 
matriz de datos contiene valores faltantes. Segundo, dado que el TAI está diseñado para 
maximizar la eficiencia, los examinados responden a aquellos ítems que son más 
informativos para su nivel de habilidad estimado. Esto produce que: (a) la distribución 
del nivel de habilidad de quienes responden a los ítems cambie de ítem a ítem; y (b) la 
variabilidad del nivel de rasgo de quienes responden a los ítems sea marcadamente 
menor que la variabilidad muestral (Harmes et al., 2001; Haynie y Way, 1995; Ito y 
Sykes, 1994).  
Estos problemas quedan satisfactoriamente resueltos con los métodos de 
calibración con parámetros fijos (CPF; Ban et al., 2002; Ban et al., 2001; Kim, 2006). 
En la CPF se fijan los parámetros de ciertos ítems a sus valores previamente calculados 
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mientras que se estiman los parámetros de otros ítems. Así, por ejemplo, en los diseños 
de calibración online, se fijan los parámetros de los ítems operativos y se estiman los de 
los ítems pretest. 
En el caso de recalibración de ítems operativos, nuestra propuesta es que los 
ítems con parámetros fijos sean todos los ítems operativos menos uno, aquel que está 
siendo recalibrado. Para ello, los responsables del programa de evaluación fijan de 
antemano un cierto número de presentaciones del ítem que, al ser alcanzado, supone la 
recalibración del ítem. El análisis del ítem se realiza con la submuestra de examinados a 
la que se ha administrado el ítem a analizar. De este modo: (a) la frecuencia de análisis 
viene condicionada por el uso del ítem; (b) la calidad de las estimaciones de los ítems es 
similar, al estar basada en idénticos tamaños muestrales; y (c) se usa toda la información 
disponible sobre los parámetros de los ítems del banco. Un posible inconveniente es que 
el análisis puede verse afectado por la presencia de desajustes en ítems distintos al que 
está siendo analizado. 
Las diferentes situaciones que hacen recomendable la recalibración de ítems han 
sido tratadas como campos distintos en el estudio de la validez. Sin embargo, con 
algunos cambios se pueden utilizar los procedimientos de DIF para estudiar los 
diferentes escenarios (p.ej., Abad et al., 2010; DeMars, 2004; Veldkamp y van der 
Linden, 2007). Las técnicas de DIF pueden servir para comprobar la ausencia de DIF 
entre dos grupos en el modo de aplicación adaptativo, pero también para comprobar si 
los parámetros de los ítems operativos se han modificado a través del tiempo o a través 
de las condiciones de aplicación. 
En los últimos años se han adaptado diferentes métodos para el análisis de DIF 
en TAIs, como el test de razón de verosimilitudes de la TRI (IRT LRT; Lei, Chen y Yu, 
2006), el CATSIB (Nandakumar y Roussos, 2001, 2004) y la regresión logística (Lei et 
al., 2006). El uso de un procedimiento basado en la TRI resulta la opción más natural en 
este contexto, pues ésta se aplica a lo largo de todo el proceso de elaboración del TAI 
(p.ej., la calibración del banco de ítems, la selección de los ítems mediante el algoritmo 
adaptativo o la puntuación de las respuestas) y porque permite conocer directamente 
como varían los parámetros de los ítems de una condición a otra, de un momento a otro 
o de un grupo a otro. En el presente estudio se compara la técnica IRT LRT con el 
CATSIB, tomando este último como línea base, ya que, entre los procedimientos no 
basados en la TRI, CATSIB es el más prometedor en la detección del DIF 
unidireccional (ver capítulo 3). 
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6.2. IRT LRT 
 
Asumamos dos grupos de evaluados, referencia y focal (g:{R, F}). IRT LRT es 
un método paramétrico en el que se evalúa la presencia de DIF a través de la 
comparación del ajuste en modelos de TRI anidados (Thissen, Steinberg y Gerrard, 
1986; Thissen, Steinberg y Wainer, 1988): un modelo en el que todos los parámetros del 
ítem estudiado se restringen a ser iguales entre los grupos (modelo compacto) y un 
modelo en el que se permite que dichos parámetros varíen (modelo aumentado). El 
estadístico de prueba es: 
)ln2(ln22 AC LLG   (6.1)
donde LC y LA son las verosimilitudes del modelo compacto y aumentado, 
respectivamente. El estadístico resultante se distribuye aproximadamente como 2 con 
un número de grados de libertad igual a la diferencia de parámetros entre los modelos. 
Una diferencia estadística indica la presencia de DIF. Dos serían las ventajas principales 
del método IRT LRT. Por un lado, el uso del modelo psicométrico en el que están 
fundamentados los TAIs, la TRI. Por otro, la integración, en el mismo procedimiento, 
de la recalibración y análisis del DIF. 
En el estudio de Lei et al. (2006) el análisis de DIF se centra en ítems pretest. La 
técnica de calibración empleada es la de calibración con parámetros libres, por la que 
los parámetros de los ítems operativos pueden cambiar entre grupos en la nueva 
calibración. González-Betanzos, Abad y Barrada (este volumen) han señalado las 
ventajas, tanto teóricas como aplicadas, de emplear la CPF en el análisis de DIF en 
ítems pretest. Idénticas razones sirven para justificar la CPF para el caso de ítems 
operativos. En ese caso, los parámetros de los ítems operativos se fijan a sus valores 
originales tanto en el modelo compacto como en el modelo aumentado. Los parámetros 
de distribución del nivel de rasgo (media y desviación típica del rasgo en ambos grupos) 
se estiman para el modelo aumentado; esos parámetros estimados se asumen en el 
modelo compacto. En relación a qué método CPF aplicar, González-Betanzos et al. 
recomiendan el uso del método MWU-MEM. 
 
 




CATSIB es un método no paramétrico basado en la estimación del tamaño del 
DIF, definido como: 
    dfFguPRguP jjjFjjRCATSIBj )(),|1(),|1()(  (6.2)
donde ),|1( RguP jj   y ),|1( FguP jj   marcan la probabilidad de acierto al ítem j 
condicionada al nivel de habilidad (que actúa como variable de igualación) y al grupo 
de pertenencia del examinado y )(jf  es la función de densidad del grupo total que 
responde al ítem j (Nandakumar y Roussos; 2001). La presencia de DIF supone que la 
diferencia promedio entre las proporciones condicionadas de acierto de ambos grupos es 
distinta de 0. 
Para la estimación muestral de )(CATSIBj  es necesario contar con estimaciones del 
nivel de habilidad y de las probabilidades de acierto: 
 Estimaciones del nivel de habilidad: Una idea obvia es emplear como variable 
de igualación el nivel de rasgo estimado con el TAI, .ˆ TAI  Sin embargo, cuando 
la distribución del nivel de habilidad difiere entre el grupo de referencia y el 
focal (p.ej., hay impacto), el valor esperado de habilidad real dado el nivel 
estimado difiere a través de los grupos. Por ello, se emplea una nueva variable 
de igualación, *ˆ TAI , calculada mediante la corrección por regresión 
(Nandakumar y Roussos, 2004). 
 Probabilidades de acierto: Estas probabilidades de acierto condicionadas a nivel 
de habilidad se calculan mediante la discretización del continuo del nivel de 
habilidad, ,ˆ TAI en K niveles. La probabilidad ya no se calcula condicionada al 
nivel de habilidad, sino al intervalo de habilidad. Así, para el grupo de 





P ˆ  (6.3)
donde ujkR es el número de evaluados que aciertan el ítem j y están en el nivel k; njkR es 
el número de examinados que responden al ítem j y están en el nivel k, lo mismo se 
aplica para el grupo focal. 
El estimador del tamaño del efecto es: 
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Análogamente, si se utiliza la puntuación corregida, ,ˆ *TAI para agrupar a los 









   (6.6)
 
Nandakumar y Roussos (2001, 2004) detallan cómo calcular ,ˆ *TAI  y el error 
típico de CATSIBˆ  necesario para el contraste de hipótesis. Por tanto, CATSIB 
proporciona tanto una prueba estadística de la presencia de DIF como un estimador del 
tamaño del efecto. 
En principio no es claro qué variable de igualación ( *ˆ TAI  o TAIˆ ) puede ser mejor 
en la detección del DIF en ítems operativos. En el análisis de ítems pretest, se ha 
encontrado que *ˆ TAI  es preferible (Nandakumar y Roussos, 2001, 2004) pero no está 
claro que este resultado sea generalizable al análisis de ítems operativos. En este caso, 
*ˆ TAI  incluye al propio ítem analizado y existen dudas en relación a aplicar la corrección 
en este caso. Por ejemplo, en el análisis de ítems que siguen el modelo de Rasch, 
Holland y Thayer (1988) muestran que el sesgo del estadístico MH  en presencia de 
impacto, desaparece cuando se utiliza la puntuación total, incluyendo el ítem analizado, 
por lo que sería innecesario establecer una corrección por regresión adicional. También 
es conocido que incluir el ítem no es suficiente para corregir el sesgo cuando los ítems 
no siguen el modelo de Rasch pero se desconoce en qué medida es apropiado aplicar 
ambas correcciones simultáneamente. Al respecto, Walker, Beretvas y Ackerman 
(2001) realizaron un estudio que comparaba SIBTEST y CATSIB, en el contexto de los 
tests fijos cuando se incluye el ítem analizado en la variable de igualación. Los 
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evaluados simulados respondían a un test de L&P de 30 ítems, tres de los cuales tenían 
DIF.  En su estudio, los autores compararon los resultados obtenidos utilizando como 
variables de igualación la puntuación total X (SIBTEST), la estimación en el test fijo 
fijoˆ   (CATSIB-C) y la estimación corregida *ˆ fijo  (CATSIB-SC), que se calculaban a 
partir de todos los ítems.  Los resultados mostraron que las tasas de error tipo I eran 
mayores cuando se utilizó la versión corregida.  Los autores sugieren no utilizar la 
corrección en estos casos.  Sin embargo, no es claro si estos resultados sean 
generalizables al contexto en el que la adaptación del ítem analizado es adaptativa. 
 
6.4. Tamaño del DIF en TAIs 
 
Las pruebas de detección de DIF, como cualquier otra prueba estadística, son 
sensibles al tamaño muestral. Por ello, es común que las decisiones sobre los ítems 
analizados no se basen únicamente en el resultado del contraste de hipótesis, sino 
también en el tamaño del DIF estimado (Camilli y Sherapard, 1994; Jodoin y Gierl, 
2001; Roussos y Stout, 1996; Steinberg y Thissen, 2006). Como hemos visto, CATSIB 
ofrece una medida del tamaño del efecto del DIF.  








)(|)( )ˆ|()),ˆ,|1(),ˆ,|1((ˆ πΔΔ  (6.7)
donde )ˆ|( )( jkjf π  indica la probabilidad de k  según una función de distribución 
normal discretizada. )(ˆ jπ  es el vector con la media y la desviación típica del grupo total 
que ha respondido al ítem j ( )()( ˆ,ˆ jj σμ ). Es importante señalar que, en el contexto de los 
TAIs, )ˆ|( )( jkjf π  varía de ítem a ítem, ya que cada ítem es respondido por distintas 
personas. Por tanto, las medidas de tamaño del efecto pueden diferir de las obtenidas en 
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donde )ˆ|( πkf   es la distribución del grupo al que se le aplica el test fijo, que es igual 
para todos los ítems. Esto indica la relevancia de reconsiderar la medida de tamaño del 
efecto del DIF en el contexto adaptativo. Por ejemplo, un ítem difícil con DIF 
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unidireccional puede tener una valor de fijoLRIRTj |)(ˆ  pequeño, al aplicarse en una muestra 
de calibración en la que el rasgo siga una distribución normal estándar. Sin embargo, al 
convertirse en ítem operativo, será aplicado a examinados con mayor nivel de habilidad 
y el valor de TAILRIRTj )(ˆ  será mayor. 
El propósito de este estudio es comparar la ejecución de IRT LRT, CATSIB, con 
corrección (CATSIB-C) y sin corrección (CATSIB-SC), para el análisis del DIF en 
ítems operativos. Se va a comparar la tasa de error Tipo I cuando ninguno de los ítems 
del banco tiene DIF (banco no contaminado) y cuando un porcentaje de ellos presenta 
DIF (banco contaminado). En éste último se calculará la potencia para los ítems con 
DIF. Finalmente, se estudia la recuperación del tamaño del DIF según los distintos 
procedimientos. Se espera que la TRI proporcione mejores resultados que CATSIB-SC 
y CATSIB-C, ya que estos dos últimos procedimientos tienen limitaciones en la 
corrección del sesgo producido en presencia de impacto. Incluir el ítem en el test 
(CATSIB-SC) supone una corrección insuficiente del sesgo cuando las respuestas a los 
ítems no siguen el modelo de Rasch. Incluir el ítem y establecer adicionalmente la 
corrección (CATSIB-C) puede suponer una sobre-corrección del sesgo tal y como 
encuentran Walker et al. (2001) en el contexto de los tests fijos. Por otro lado, se espera 
que los procedimientos de CPF, que eliminan la necesidad de recalibrar los parámetros 
de los ítems operativos en presencia de DIF, haga más robusto el procedimiento IRT 




6.5.1. Condiciones de aplicación del TAI 
 
Para la simulación de aplicaciones adaptativas de una prueba se empleó el 
programa CATSIM 1.0 (Cuevas, Abad, Olea, Barrada y Garrido, 2010). Tanto para el 
grupo de referencia como el grupo focal se simularon 10,000 examinados por grupo. A 
cada examinado se le aplicaba un TAI de longitud fija. El nivel de rasgo inicial era 
asignado al azar dentro del intervalo (–0.4, 0.4). Se empleó estimación MAP con una 
distribución normal estándar como distribución a priori. Con el fin de reducir el 
problema de la infraexposición de parte del banco, se empleó como regla de selección 
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de ítems el método progresivo (Revuelta y Ponsoda, 1998) según el cual la selección de 
ítems tiene un elevado componente aleatorio al comienzo del test y la importancia de la 
información de Fisher en la selección se va incrementando según avanza el test. Se 
utilizó el método Sympson-Hetter (Sympson y Hetter, 1985) para el control de la 
exposición de la tasa máxima de exposición con una tasa límite de .25. 
 
6.5.2. Banco de ítems 
 
Se generó un banco de 300 ítems. Inicialmente, los parámetros de los ítems 
operativos eran iguales para el grupo de referencia y para el grupo focal. Las 
distribuciones de los parámetros se aproximan a las de los ítems del Law School 
Admission Test y se generaron siguiendo la información proporcionada por 
Nandakumar y Roussos (2004). Para ítems con parámetro b menor o igual a –1, el 
parámetro a seguía una distribución lognormal(–0.357, 0.25) dentro del rango [0.4, 1.1]. 
Para el resto de ítems, la distribución del parámetro a es lognormal(–0.223, 0.34) dentro 
del rango [0.4, 1.7]. El parámetro a promedio dentro del banco era de 0.81. El 
parámetro b seguía una distribución N(0, 1) dentro del rango [–3, 3]. El parámetro c 
seguía una distribución uniforme entre [0.12, 0.22]. 
 
6.5.3. Ítems analizados 
 
Se realizó una primera simulación de respuestas para un grupo de evaluados con 
distribución del nivel de rasgo normal estándar, N(0, 1). Los ítems del banco fueron 
ordenados según su tasa de exposición de menor a mayor. Los ítems en el rango 271-
300, un 10% del banco, fueron los ítems en los que centramos nuestros análisis. Esta 
opción parece conveniente, puesto que, a mayor tasa de exposición, más riesgo de 
desajuste de un ítem y más efectos negativos de la presencia no detectada de un ítem 
con DIF en la calidad de un programa de evaluación. Los parámetros de estos ítems 
pueden verse en la Tabla 6.1. Como cabía esperar, el parámetro a de los ítems con 
mayor exposición es mayor que el promedio del parámetro a en el banco. En las 
condiciones con presencia de DIF éste se simuló en los ítems del 286 al 300. Para ello, 
el parámetro b del grupo focal fue el resultado de restar 0.40 al parámetro b del grupo de 
referencia. La mayor facilidad para el grupo focal quería representar una posible 
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filtración al público del contenido de estos ítems. En la Tabla 6.1 se informa también 
del tamaño del DIF promedio en las condiciones en que éste estuvo presente, 
TAILRIRTj )|( . El promedio se obtenía a través de las réplicas, utilizando los parámetros 
reales de los ítems y asumiendo una distribución normal de la habilidad, con la media y 
la desviación típica reales para el grupo de evaluados que respondieron a dicho ítem.   
 
Tabla 6.1.  Parámetros de los ítems estudiados en el Banco contaminado 
 SIN DIF   DIF UNIDIRECCIONAL   
Item aR=aF bR=bF cR=cF Item aR=aF bR bF cR=cF  Sβ 
           
271 1.64 0.27 0.20 286 1.59 0.07 -0.33 0.15 -0.14 0.0021 
272 1.41 1.47 0.14 287 1.46 -0.25 0.19 0.14 -0.13 0.0017 
273 1.37 -0.08 0.19 288 1.34 0.86 -0.65 0.13 -0.13 0.0017 
274 1.33 1.44 0.14 289 1.27 0.45 -1.08 0.19 -0.13 0.0015 
275 1.31 1.43 0.12 290 1.17 0.92 -0.55 0.20 -0.12 0.0014 
276 1.29 0.81 0.17 291 1.15 0.59 0.46 0.19 -0.13 0.0014 
277 1.12 1.31 0.14 292 1.12 0.18 0.10 0.19 -0.12 0.0011 
278 1.02 0.88 0.17 293 1.08 0.50 -0.05 0.16 -0.12 0.0011 
279 1.01 -0.68 0.15 294 1.05 -0.68 -0.33 0.22 -0.11 0.0010 
280 1.00 -0.45 0.14 295 1.04 0.07 -0.26 0.15 -0.11 0.0010 
281 0.98 0.78 0.14 296 0.99 0.35 0.52 0.21 -0.11 0.0010 
282 0.94 -0.05 0.17 297 0.96 -0.15 -0.22 0.15 -0.11 0.0009 
283 0.91 -0.20 0.12 298 0.96 0.04 0.05 0.15 -0.12 0.0009 
284 0.88 -0.86 0.18 299 0.91 -0.60 -1.00 0.18 -0.11 0.0009 
285 0.85 -0.84 0.17 300 0.91 0.14 -0.36 0.15 -0.11 0.0009 
           
Media 1.14 0.35 0.16  1.13 0.17 -0.23 0.17 -0.12 0.0012 




6.5.4. Factores manipulados 
 

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Contaminación del banco: En la condición sin DIF (Banco no contaminado), los 
parámetros b del grupo de referencia y focal coincidían para los 30 ítems (del 271 al 
300). En la condición con DIF (Banco contaminado), en el 5% de los ítems (del 286 al 
300) el parámetro b difería entre grupos (ver Tabla 6.1). En esta condición, la selección 
de ítems y la estimación del nivel de rasgo para ambos grupos se hacían con los 
parámetros del grupo de referencia. Las probabilidades de acierto para simular las 
respuestas a los ítems se calculaban con los parámetros según el grupo de pertenencia. 
 
 Presencia de impacto: Se simularon dos condiciones, una con impacto y otra sin 
impacto. En ambas, la distribución del nivel de habilidad de los examinados del 
grupo de referencia seguía una distribución normal estándar. Para el grupo focal, 
en la condición sin impacto, la distribución era igual a la del grupo de referencia, 
mientras que en la condición con impacto era N(-0.5, 1).  
 Tamaño de las muestras: El número total de examinados incluidos en el análisis 
se fijó en 1,000. En una primera condición, el número de examinados por grupo 
fue igual. En la otra condición, NR fue igual a 750 y NF fue igual a 250. Para 
ello, se seleccionaban, de entre los 10,000 examinados, los primeros que habían 
respondido al ítem a analizar, hasta completar el tamaño requerido. Por tanto, la 
submuestra empleada cambia de ítem a ítem. 
 
Se generaron 100 réplicas para cada una de las 8 condiciones  resultantes de 
combinar presencia de DIF con presencia de impacto y tamaño de las muestras. Cada 
una de estas réplicas fue analizada con los tres métodos de detección de DIF: IRT LRT, 
CATSIB con corrección (CATSIB-C) y CATSIB sin corrección (CATSIB-SC). En 
todos los casos, el valor de  se fijó en 0.05. 
 
 IRT LRT: El software de calibración para los modelos en IRT fue el ICL 
(Hanson, 2002). Se construyó el modelo compacto y el aumentado para el 
análisis de cada ítem. En ambos modelos, se fijaban los valores de los 
parámetros de los ítems no analizados a sus valores conocidos; en el modelo 
compacto se restringían los parámetros del ítem estudiado a ser iguales entre los 
dos grupos, mientras que en el modelo aumentado se permitía que fueran 
distintos. Se implementó el método de estimación en el que se actualiza 
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múltiples veces la distribución previa y en el que se utilizan múltiples ciclos 
EM. Se definieron distribuciones previas para los parámetros a y c: para el a,  
lognormal(0, 0.5); para el c,  beta(4, 16, 0, 1), donde los primeros dos valores 
son los parámetros para la forma y los dos siguientes el límite inferior y 
superior. Estas distribuciones son comunes a otros programas de estimación 
como PARSCALE o BILOG (du Toit, 2003). Se estableció un máximo de 1,000 
iteraciones EM para los procedimientos con MEM y un criterio de convergencia 
de 0.001. 
 CATSIB: Se siguió la descripción de Nandakumar y Roussos (2001, 2004). Para 
la comparación entre grupos se definieron 80 intervalos iniciales que dividían el 
continuo de habilidad estimada, ˆ  para CATSIB-SC o *ˆ  para CATSIB-C. Los 
intervalos se consideraban para el cálculo de CATSIBˆ  si tenían al menos tres 
evaluados por grupo; en caso contrario, se descartaban. Si el porcentaje de 
eliminados en un grupo era mayor que 7.5%,  se reducía el número de intervalos 
hasta que el porcentaje de intervalos descartados era menor que 7.5% para 
ambos grupos o hasta un mínimo de 20. 
 
6.5.5. Criterios de valoración 
 
- Detección del DIF: La calidad de la detección del DIF fue evaluada mediante el 
error Tipo I y la potencia. El error Tipo I (falsos positivos), fue valorado en la 
condición sin DIF para los 30 ítems analizados y en el banco contaminadon para 
los 15 ítems analizados libres de DIF. La condición con DIF permite valorar el 
efecto de la contaminación del test de anclaje. El IC 95% del valor de , dado el 
número de replicas, es [0.007, 0.093]. La potencia (detección de DIF 
habiéndolo) se consideró como aceptable si era igual o superior a 0.80. 
 
- Recuperación del tamaño del DIF:  
 








)( )|()),,|1(),,|1(( πΔΔ  (6.9)
6.5. Método  131 
 
donde )( jπ  es el vector con la media y la desviación típica en θ del grupo total que ha 
respondido al ítem j ( )()( , jj σμ ) y )|( )( jkjf π  es la función de distribución normal 
discretizada. Se utilizaron 80 puntos de cuadratura (K = 80).   
El valor estimado se obtuvo por cada uno de los tres métodos. El tamaño del 








)(|)( )ˆ|()),ˆ,|1(),ˆ,|1((ˆ πΔΔ  (6.10)
donde jRΔˆ  y jFΔˆ  son los parámetros de los ítems estimados en el modelo aumentado y 
)(ˆ jπ  es el vector con la media y la desviación típica en θ del grupo total que ha 
respondido al ítem j ( )()( ˆ,ˆ jj σμ ), calculadas a partir de los parámetros de distribución 
obtenidos en el modelo aumentado. 
Los tamaños del efecto estimados en CATSIB-C ( )(ˆ CCATSIBj  ) y CATSIB-SC 
( )(ˆ SCCATSIBj  ) fueron estimados según las ecuaciones X y X, estableciendo el número de 
intervalos siguiendo los criterios ya descritos (un mínimo de 20). 




Se realizaron ANOVAs para determinar qué factores afectaban a la tasa de error 
Tipo I, a la potencia y a la recuperación del tamaño del DIF. Se utilizó un ANOVA 
mixto en el que los procedimientos de estimación empleados se consideran una medida 
repetida, mientras que las variables tamaño de la muestra e impacto se consideran 
medidas independientes. La variable dependiente era la proporción de veces que se 
detectaba DIF a través de las réplicas (para el análisis de las tasas de error tipo I y de 
potencia) o el sesgo y el RMSE promedio a través de las réplicas en la recuperación de 
  
Todos los efectos informados son significativos con p < 0.05. Como medida de 
tamaño del efecto se utilizó 2
 
parcial. Únicamente se informa de aquellos efectos con 
tamaños del efecto superiores a 0.14 que, en la clasificación de Cohen (1988, 1992), son 
considerados grandes.  
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6.6.1. Tasas de error Tipo I en la condición sin DIF (Banco no contaminado) 
 
En las Tablas 6.2 y 6.3 se presentan las tasas de error para cada técnica de 
detección de DIF en los ítems del 271 al 285 y para los ítems del 286 al 300 según 
tamaño de las muestras y presencia de impacto. Las celdas sombreadas corresponden a 
valores fuera del intervalo de confianza del nivel nominal permitido. IRT LRT mostró 
un adecuado control de la tasa de error en todos los ítems analizados, si bien la prueba 
resultó excesivamente conservadora, con tasas de error Tipo I marcadamente por debajo 
del valor nominal. Cuando el DIF se analiza con CATSIB algunos ítems presentan tasas 
de error por encima del límite del IC, pero la tasa promedio de error Tipo I se ajusta en 
gran medida al valor nominal. El ANOVA mostró efectos significativos relevantes del 
método [F(2,232) = 171.96, p < 0.001; 2 =.60], siendo menor el error tipo I de IRT 
LRT ( LRTIRTx   = 0.023; SCCATSIBCCATSIB xx   = 0.060).  También se encontró un mayor 
efecto del impacto en la inflación de las tasas de error tipo I al aplicar el método 
CATSIB sin corrección en comparación al IRT LRT [F(1,116) = 18.64, p < 0.001; 
=0.14; para IRT LRT: x sinimpacto=0.022, x conimpacto=0.023; para CATSIB-SC: 
x sinimpacto=0.049, x conimpacto=0.070). 
Se puso a prueba si los resultados del ANOVA dependían de los grupos de ítems 
formados (del 271-285 y del 286-300) introduciendo esta nueva variable, sin encontrar 
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Tabla 6.2. Tasas de error Tipo I para los conjuntos de datos libres de DIF. Ítems del 271 al 285 
 Métodos 
 IRT LRT  CATSIB CON CORRECCIÓN  CATSIB SIN CORRECCION 
 Sin impacto  Impacto Sin impacto Impacto Sin impacto Impacto 
ITEM 750-250 500-500  750-250 500-500 750-250 500-500 750-250 500-500 750-250 500-500 750-250 500-500
              
271 0.01 0.03  0.02 0.03 0.04 0.02 0.06 0.05 0.03 0.02 0.01 0.06 
272 0.01 0.01  0.00 0.02 0.06 0.05 0.08 0.07 0.05 0.04 0.08 0.09 
273 0.03 0.01  0.05 0.04 0.04 0.04 0.05 0.04 0.04 0.03 0.07 0.07 
274 0.01 0.04  0.05 0.02 0.05 0.04 0.07 0.08 0.04 0.05 0.06 0.08 
275 0.02 0.03  0.01 0.03 0.06 0.01 0.12 0.04 0.05 0.01 0.10 0.07 
276 0.01 0.03  0.01 0.04 0.06 0.04 0.04 0.03 0.06 0.05 0.07 0.06 
277 0.04 0.03  0.04 0.02 0.05 0.02 0.04 0.02 0.08 0.02 0.10 0.06 
278 0.00 0.01  0.06 0.04 0.06 0.04 0.10 0.11 0.06 0.03 0.07 0.13 
279 0.02 0.05  0.00 0.01 0.04 0.10 0.01 0.06 0.06 0.08 0.04 0.07 
280 0.01 0.01  0.03 0.01 0.05 0.03 0.06 0.06 0.06 0.01 0.06 0.04 
281 0.01 0.03  0.01 0.04 0.05 0.05 0.05 0.07 0.05 0.07 0.06 0.08 
282 0.03 0.03  0.01 0.03 0.03 0.04 0.04 0.06 0.05 0.03 0.08 0.13 
283 0.00 0.02  0.02 0.01 0.03 0.02 0.05 0.01 0.01 0.02 0.05 0.06 
284 0.01 0.03  0.02 0.03 0.06 0.05 0.06 0.07 0.04 0.07 0.05 0.06 
285 0.01 0.04  0.02 0.04 0.04 0.11 0.13 0.08 0.04 0.10 0.05 0.08 
Media  0.01 0.03  0.02 0.03 0.05 0.04 0.06 0.06 0.05 0.04 0.06 0.08 
Desv.std. (0.011) (0.012)   (0.018) (0.012)  (0.011) (0.028)  (0.032) (0.026)  (0.016) (0.027)  (0.023) (0.025) 
Nota: Los ítems que no tuvieron un adecuado control de la tasa de error tipo I en las condiciones simuladas se muestran sombreadas 
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Tabla 6.3. Tasas de error Tipo I para los conjuntos de datos libres de DIF (banco no contaminado). Ítems del 286 al 300 
 Métodos 
 IRT LRT  CATSIB CON CORRECCIÓN  CATSIB SIN CORRECCION 
 Sin impacto  Impacto Sin impacto Impacto Sin impacto Impacto 
Item 750-250 500-500  750-250 500-500 750-250 500-500 750-250 500-500 750-250 500-500 750-250 500-500 
286 0.05 0.04  0.02 0.02 0.09 0.05 0.14 0.06 0.07 0.06 0.05 0.07 
287 0.04 0.03  0.02 0.05 0.07 0.05 0.03 0.04 0.06 0.05 0.05 0.04 
288 0.01 0.01  0.01 0.01 0.07 0.05 0.03 0.05 0.07 0.05 0.06 0.05 
289 0.02 0.06  0.02 0.04 0.05 0.06 0.10 0.12 0.03 0.07 0.10 0.09 
290 0.04 0.00  0.02 0.03 0.01 0.08 0.04 0.06 0.02 0.06 0.04 0.08 
291 0.02 0.04  0.01 0.03 0.10 0.07 0.06 0.06 0.10 0.07 0.07 0.05 
292 0.00 0.03  0.01 0.03 0.02 0.09 0.04 0.06 0.01 0.08 0.06 0.08 
293 0.04 0.01  0.03 0.02 0.09 0.05 0.06 0.04 0.09 0.05 0.05 0.06 
294 0.00 0.01  0.02 0.01 0.06 0.07 0.08 0.02 0.05 0.04 0.09 0.10 
295 0.02 0.00  0.00 0.04 0.05 0.07 0.04 0.06 0.05 0.03 0.05 0.04 
296 0.02 0.01  0.00 0.02 0.05 0.08 0.09 0.08 0.05 0.09 0.09 0.07 
297 0.04 0.01  0.03 0.01 0.06 0.04 0.04 0.05 0.06 0.03 0.06 0.05 
298 0.03 0.03  0.02 0.01 0.05 0.05 0.09 0.05 0.05 0.05 0.11 0.07 
299 0.02 0.02  0.03 0.02 0.03 0.03 0.08 0.10 0.00 0.07 0.10 0.09 
300 0.03 0.02  0.04 0.03 0.08 0.07 0.08 0.07 0.06 0.05 0.07 0.11 
Media  0.03 0.02  0.02 0.02 0.06 0.06 0.07 0.06 0.05 0.06 0.07 0.07 
Desv.std. (0.015) (0.016)   (0.011) (0.012)  (0.025) (0.016)  (0.031) (0.024)  (0.027) (0.017)  (0.024) (0.021) 
Nota: Los ítems que no tuvieron un adecuado control de la tasa de error tipo I en las condiciones simuladas se muestran sombreada 
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6.6.2. Tasas de error tipo I en las condiciones con DIF (Banco contaminado) 
 
En la Tabla 6.4 se presentan las tasas de error Tipo I para los ítems del 271 al 
285 en la condición en la que el otro grupo de ítems presenta DIF. En términos 
generales, la contaminación de ítems con DIF en el banco incrementa las tasas de error 
tipo I para todos los métodos, sobre todo para CATSIB, método que pasa a mostrar un 
porcentaje considerablemente alto de ítems con tasas de error mayores al nivel nominal 
permitido. Por el contrario, IRT LRT sigue manteniendo, a excepción de un ítem en una 
condición, un control adecuado de las tasas de error. El ANOVA indicó un efectos 
relevantes para el método con el que se analizó el DIF [F(2,112) = 237.77, 2p 0.81] y 
para la interacción entre el método y el impacto [F(2,112) = 61.37, 2p 0.52]. En 
general, se encontró que las tasas de error Tipo I obtenidas con IRT LRT eran 
significativamente menores a las obtenidas en CATSIB-C [F(1,56) = 251.98, 2p 0.82] 
o en CATSIB-SC [F(1,56) = 332.13, 2p 0.86]. La naturaleza de la interacción puede 
observarse en la Figura 6.4, en la que se presentan las tasas de error Tipo I en función 
del impacto para cada uno de los métodos. Se observa que la presencia de impacto 
incrementa considerablemente las tasas de error Tipo I para CATSIB cuando no se 
incluye la corrección ( x sinimpacto=0.10, x conimpacto=0.16), mientras que esta variable 
apenas influye para el IRT LRT ( x sinimpacto=0.04, x conimpacto=0.03) o para el CATSIB 
con corrección ( x sinimpacto=0.11, x conimpacto=0.09). 
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Tabla 6.4. Tasas de error Tipo I para los conjuntos de datos con DIF. Ítems del 271 al 285. 
   Métodos 
   IRT LRT CATSIB CON CORRECCIÓN CATSIB SIN CORRECCION 
   Sin impacto Impacto Sin impacto Impacto Sin impacto Impacto 
 ITEM  750-250 500-500 750-250 500-500 750-250 500-500 750-250 500-500 750-250 500-500 750-250 500-500
 271  .03 .09 .02 .11 .18 .19 .03 .21 .12 .15 .11 .31 
 272  .02 .04 .01 .03 .08 .10 .10 .05 .06 .11 .17 .15 
 273  .03 .09 .09 .05 .12 .14 .13 .11 .13 .14 .19 .28 
 274  .03 .02 .01 .04 .11 .12 .05 .08 .13 .12 .12 .14 
 275  .03 .08 .03 .01 .13 .10 .05 .12 .12 .08 .16 .21 
 276  .05 .06 .04 .02 .13 .14 .09 .15 .12 .12 .22 .25 
 277  .01 .04 .01 .02 .06 .11 .08 .08 .06 .11 .17 .19 
 278  .04 .05 .00 .04 .11 .12 .07 .10 .11 .11 .10 .20 
 279  .02 .04 .02 .03 .10 .13 .05 .02 .07 .12 .13 .07 
 280  .01 .01 .04 .00 .10 .05 .08 .04 .07 .03 .18 .16 
 281  .03 .06 .02 .03 .10 .14 .07 .11 .07 .13 .14 .15 
 282  .05 .04 .07 .04 .12 .10 .12 .13 .10 .09 .15 .23 
 283  .02 .05 .02 .04 .12 .19 .09 .10 .09 .13 .14 .19 
 284  .05 .06 .00 .01 .09 .07 .08 .04 .08 .07 .05 .06 
 285  .06 .05 .02 .03 .08 .08 .07 .08 .07 .04 .08 .16 
Media  .03 .05 .03 .03 .11 .12 .08 .09 .09 .10 .14 .18 
Desv.std.  .011 .012 .018 .012 .011 .028 .032 .026 .016 .027 .023 .025 
Nota: Los ítems que no tuvieron un adecuado control de la tasa de error tipo I en las condiciones simuladas se muestran sombreadas. 
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Tabla 6.5. Tasas de Potencia para los ítems con DIF. 
 Métodos 
 IRT LRT  CATSIB CON CORRECCIÓN  CATSIB SIN CORRECCION 
 Sin impacto  Impacto  Sin impacto  Impacto  Sin impacto  Impacto 
Item 750-250 500-500  750-250 500-500  750-250 500-500  750-250 500-500  750-250 500-500  750-250 500-500
286 0.90 0.98  0.95 0.98  0.96 0.99  0.96 1.00  0.97 0.99  0.95 0.98 
287 0.82 0.98  0.83 0.98  0.94 1.00  0.96 1.00  0.93 1.00  0.93 0.97 
288 0.79 0.94  0.77 0.95  0.91 0.99  0.90 0.99  0.93 0.99  0.83 0.96 
289 0.74 0.85  0.84 0.93  0.95 0.98  0.95 0.99  0.95 0.98  0.88 0.96 
290 0.73 0.87  0.79 0.86  0.89 0.94  0.93 0.97  0.89 0.93  0.88 0.91 
291 0.71 0.86  0.71 0.87  0.89 0.91  0.90 0.96  0.89 0.94  0.81 0.93 
292 0.65 0.90  0.67 0.85  0.88 0.95  0.92 0.95  0.90 0.97  0.84 0.90 
293 0.68 0.84  0.74 0.85  0.91 0.93  0.95 0.96  0.93 0.95  0.85 0.89 
294 0.72 0.85  0.76 0.87  0.93 0.95  0.90 0.97  0.92 0.95  0.81 0.95 
295 0.55 0.68  0.61 0.75  0.79 0.89  0.88 0.93  0.79 0.90  0.78 0.86 
296 0.54 0.79  0.52 0.79  0.79 0.92  0.88 0.95  0.80 0.96  0.77 0.89 
297 0.59 0.69  0.71 0.82  0.83 0.89  0.86 0.96  0.84 0.90  0.78 0.90 
298 0.59 0.70  0.55 0.77  0.82 0.89  0.73 0.89  0.87 0.91  0.64 0.85 
299 0.67 0.73  0.71 0.85  0.86 0.92  0.90 0.95  0.87 0.92  0.76 0.87 
300 0.46 0.60  0.56 0.68  0.79 0.88  0.81 0.92  0.80 0.88  0.69 0.81 
Media  0.68 0.82  0.71 0.85  0.88 0.94  0.90 0.96  0.89 0.94  0.81 0.91 
Desv.std. (0.015) (0.016)   (0.011) (0.012)  (0.025) (0.016)  (0.031) (0.024)  (0.027) (0.017)  (0.024) (0.021) 
Nota: Los métodos que no tuvieron un adecuado control de la tasa de error tipo I en las condiciones simuladas se muestran sombreadas. En IRT LRT las 
tasas de potencia 80.0  están señalas en negritas. 
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En la Tabla 6.5 se presentan las tasas de potencia de detección de DIF para cada 
uno de los métodos según impacto y tamaño muestral. La descripción de los resultados 
de potencia se analizan considerando el comportamiento del error Tipo I. Dado los 
problemas del CATSIB en el control de las tasas de error Tipo I señaladas previamente, 
las tasas de potencia calculadas para éste método no se analizan (valores de potencia 
sombreados). 
En la Tabla 6.4 las potencias para IRT LRT mayores a .80 se destacan con 
negrita. El ANOVA reveló un efecto significativo sobre la potencia en IRT LRT para el 
tamaño de las muestras [F(1,56) = 24.37, 2p 0.30]. Específicamente se encontró que 
la potencia era significativamente mayor cuando el tamaño de las muestras era igual 
( x 500-500 = 0.84) que cuando eran diferentes ( x 750-250 = 0.70). De manera sistemática las 
tasas de potencia mayores se registraron en los ítems más discriminativos. 
 
6.6.4. Recuperación del tamaño del DIF 
 
En la Tabla 6.6 se presentan los valores del sesgo y del RMSE promedio para el tamaño 
del DIF para cada uno de los métodos en las condiciones de impacto y tamaños de 
muestra. En el análisis para el sesgo se encontró un efecto para el método [F(2,232) = 
222.16, 2p 0.66] y para la interacción entre el método y el impacto [F(2,232) = 
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Tabla 6.6. Sesgo y RMSE promedio para el tamaño del DIF por impacto y tamaño de 
las muestras en cada método.  
  METODOS 
 Muestras IRTLRT CATSIB-C  CATSIB-SC 
  Sesgo 
Sin impacto 750-250 0.0168 0.0160  0.0148 
  (0.0054) (0.0059)  (0.0051) 
 500-500 0.0187 0.0173  0.0158 
  (0.0054) (0.0057)  (0.0052) 
Impacto 750-250 0.0176 0.0121  0.0267 
  (0.0066) (0.0088)  (0.0069) 
 500-500 0.0173 0.0125  0.0267 
  (0.0061) (0.0077)  (0.0061) 
      
  RMSE 
Sin impacto 750-250 0.0365 0.0387  0.0377 
  (0.0026) (0.0031)  (0.0030) 
 500-500 0.0345 0.0353  0.0342 
  (0.0029) (0.0032)  (0.0031) 
Impacto 750-250 0.0368 0.0373  0.0434 
  (0.0040) (0.0042)  (0.0052) 
 500-500 0.0333 0.0330  0.0400 
  (0.0038) (0.0045)  (0.0051) 
Nota: Los valores entre paréntesis corresponden a la desviación típica 
 
En la Figura 6.2 se presenta el sesgo como función del impacto. Como puede 
observarse, en ausencia de impacto no hay diferencias entre los métodos 
( 018.LRTIRTx ; 017.CCATSIBx ; 015.SCCATSIBx ). Sin embargo, el sesgo se incrementa 
significativamente para CATSIB sin corrección en la condición de impacto y disminuye 
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De la misma forma el ANOVA aplicado al RMSE mostró un efecto para el 
método con el que calculó el tamaño del DIF [F(2,232) = 192.67, 2p 0.62], así como 
una interacción entre el método y el impacto [F(2,232) = 229.86, 2p 0.67]. En la 
Figura 6.6 se presenta el RMSE en función del impacto para cada uno de los métodos. 
En ausencia de impacto no se observan diferencias significativas 
( 036.LRTIRTx ; 037.CCATSIBx ; 036.SCCATSIBx ) entre los métodos, mientras que CATSIB 
sin corrección muestra un error de estimación mayor para la condición de impacto 
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6.7. Discusión y conclusiones 
 
En el presente trabajo se analizó la viabilidad de utilizar IRT LRT y CATSIB 
(con corrección y sin corrección) para el estudio del DIF en ítems aplicados 
adaptativamente. Se simuló un escenario en el que un grupo de ítems con mayor tasa de 
exposición presentaba una dificultad menor en el grupo focal respecto del grupo de 
referencia, algo que podría darse en el caso de diseminación del contenido de parte del 
banco de ítems. Tres factores se manipularon para comparar la efectividad de los 
métodos: la presencia de DIF en otros ítems del banco (contaminación), el impacto y el 
tamaño de las muestras. La efectividad de los métodos se evalúo en términos de la 
identificación correcta de los ítems con DIF y la recuperación del tamaño del DIF. 
La identificación correcta del DIF en los ítems del banco, especialmente de 
aquellos ítems con altas tasas de exposición es fundamental en los estudios de validez. 
Se sabe que el algoritmo adaptativo suele implicar un uso considerable de los ítems más 
discriminativos (Li y Schafer, 2005). La eliminación de los ítems más informativos se 
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convierte en una decisión difícil en el ámbito aplicado porque la renovación es un 
proceso costoso, especialmente si se desea mantener la capacidad discriminativa del 
banco de ítems (Hau y Chang, 2001). Por lo tanto, es importante que los métodos que se 
aplican al análisis del DIF controlen el grado en que se realizan detecciones incorrectas 
en al menos tres situaciones: (a) en ausencia de DIF; (b) cuando algunos ítems del 
banco presentan DIF; y (c) en presencia de impacto.  
En la situación con ausencia de DIF, IRT LRT tuvo mayor capacidad para 
mantener un control de la tasa de error Tipo I en todos los ítems independientemente del 
impacto y del tamaño de las muestras. Estos resultados replican lo obtenido por Lei et 
al. (2006) en su estudio sobre la detección del DIF en ítems pretest. CATSIB tuvo un 
comportamiento razonable, pero más irregular que se observa en el rango de tasas de 
error obtenidas, entre 0.01 y 0.13. Los resultados de nuestro estudio difieren de los 
obtenidos por Lei et al. (2006) que encontraron tasas de error Tipo I más altas en las 
condiciones con tamaños muestrales distintos, especialmente en presencia de impacto. 
En nuestro estudio, 20 intervalos resultaron adecuados incluso con tamaños muestrales 
desiguales. Las diferencias con el estudio de Lei et al. (2006) pueden deberse a que la 
aplicación adaptativa genera, incluso en presencia de impacto, mayor solapamiento de 
las distribuciones del grupo focal y de referencia que responde al ítem. Otra posible 
explicación es que las condiciones en su estudio eran más extremas (muestras de 100 
sujetos en el grupo focal, ítems con niveles de dificultad muy extremos y un mayor 
nivel de impacto). 
Como se ha señalado, los métodos deben demostrar no solo un control de la tasa 
de error Tipo I cuando el banco está libre de DIF, sino también cuando existe 
contaminación en el banco. En esta condición,  IRT LRT mantuvo un control de las 
tasas de error tipo I adecuado, similar al encontrado en la condición sin DIF, mientras 
que CATSIB presenta una pérdida de control en las tasas de error tipo I en la mayoría 
de los ítems. El incremento del error Tipo I es un resultado esperable, en presencia de 
contaminación en el TAI, para cualquier técnica de DIF. En la investigación en tests 
fijos, estos efectos son comunes salvo cuando son pocos los ítems con DIF o cuando el 
funcionamiento diferencial del test implica que la prueba no favorece a ninguno de los 
grupos (Bolt y Gierl, 2006; Gierl, Gotzmann, Boughton, 2004, Shealy y Stout, 1993b; 
Roussos y Stout, 1996). En este estudio, los ítems con DIF están entre los más 
expuestos y el DIF es siempre en el mismo sentido. Por tanto, la presencia de ítems de 
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anclaje con DIF sesga en cierto grado la estimación de TAIˆ en CATSIB en el grupo 
focal. 
Por el contrario, el excelente resultado para IRT LRT cuando hay contaminación 
del banco es contrario a lo esperado. En estudios previos, en los métodos de detección 
de DIF basados en modelos (como el IRT LRT) la contaminación produce 
imprecisiones en la estimación de los parámetros de los ítems y en la distribución de la 
habilidad de los grupos, lo que conduce a una sobreestimación del tamaño del DIF, 
causando tasas de error Tipo I extremas (Finch, 2005; Stark, Chernyshenko y Drasgow, 
2006; Wang, 2004, Wang y Yeh, 2003, Woods, 2008a). Una posible explicación al 
hecho de que la contaminación no afecte a las tasas de error Tipo I en IRT LRT es el 
procedimiento de calibración utilizado. En la CPF los parámetros de los ítems del test 
de anclaje no se estiman, sino que se fijan a los valores previamente estimados, lo que 
implica que, al menos, los parámetros de los ítems de anclaje sin DIF no se ven 
comprometidos. Estos suponen una parte importante del banco (el 95%), lo que podría 
tener un efecto positivo en el control de la tasa de falsos positivos. 
Otro de las problemas importantes en la aplicación de los métodos clásicos es 
conseguir definir una variable de igualación apropiada, que evite la inflación de las tasas 
de error Tipo I en presencia de impacto (Zwick, 2001, 2007). La inclusión o no del ítem 
analizado para el estudio del DIF en ítems pretest (Zwick, Thayer y Wingersky, 1995) o 
la exclusión de la corrección por regresión en el análisis del DIF en ítems operativos, así 
como el uso de procedimientos alternativos, se considera un campo en revisión para este 
tipo de métodos (Monahan y Ankenmann, 2010; Walker et al., 2001).  Nuestro estudio 
muestra que la inclusión del ítem estudiado en la estimación del rasgo no es suficiente 
para corregir la variable de igualación y evitar tasas de error Tipo I altas, lo que fue más 
evidente ante la presencia de DIF en el banco. En presencia de DIF e impacto, las tasas 
de error Tipo I, fueron considerablemente más altas cuando no se utilizó la corrección. 
De la misma forma el sesgo y el RMSE en la recuperación del tamaño del DIF 
aumentaron en esa condición.  
Respecto a la potencia, la falta de control en las tasas de error Tipo I para 
CATSIB hace poco interpretables los resultados sobre detección de DIF para este 
método. Por el contrario, IRT LRT muestra una potencia adecuada en la detección del 
DIF de ítems aplicados adaptativamente, especialmente  cuando el tamaño de las 
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muestras fue de 500 en cada grupo. En este caso, las tasas de potencia fueron aceptables 
para un porcentaje amplio de los ítems estudiados. 
En relación con la recuperación del tamaño del DIF se encuentra que IRT LRT 
obtiene mejores resultados a los encontrados con CATSIB. Este resultado puede 
deberse, parcialmente, al ajuste de los datos al modelo paramétrico para la generación 
de datos. 
Teniendo en cuenta el patrón de resultados, nuestra recomendación es utilizar 
IRT LRT para el análisis de DIF en ítems operativos, puesto que: (a) proporciona un 
control adecuado de la tasa de error Tipo I , independientemente de la condición 
simulada; (b) la potencia es adecuada para tamaños muestrales razonables; y (c) 
encontramos una buena recuperación del tamaño del DIF. Ciertamente, las sugerencias 
y conclusiones están limitadas a estas condiciones de simulación. En el presente estudio 
se simularon condiciones realistas en términos de los parámetros del banco de ítems, de 
la longitud del TAI en relación con el tamaño del banco e incluyendo en el algoritmo 
adaptativo, métodos de selección de ítems y de control de la exposición que 
favorecieran la seguridad del test. Al mismo tiempo los tamaños de muestra y el 
impacto son bastante plausibles en los estudios aplicados. Pero se considera que es 
necesario tener mayor evidencia que permita conocer el comportamiento de los métodos 
en el análisis de ítems con otras características (parámetros distintos), estudiar tipos de 
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7.1. Consideraciones Generales 
 
Dos son las fases principales para detección del DIF en ítems usados en TAIs. En la fase 
pretest, ítems cuyos parámetros se desconocen son incorporados al banco. 
Simultáneamente, se calibran y se analiza su posible DIF. La segunda fase es la de uso 
operativo de estos ítems. Tal y como hemos argumentado en capítulos previos, el uso 
del test de razón de verosimilitudes de la TRI (IRT LRT) parece la elección natural de 
detección de DIF en el contexto de los TAIs, ya que ambas aplicaciones están 
sustentadas en el mismo modelo psicométrico, la TRI. En el capítulo 3 se describieron 
los problemas para el análisis de DIF en TAIs, tanto los comunes para las dos fases 
como los específicos para cada una de ellas. 
Hasta el momento, sólo un estudio ha usado el IRT LRT para el análisis de DIF 
en TAIs, específicamente para ítems pretest (Lei, Chen y Yu, 2006). En este estudio, el 
modo de aplicar el IRT LRT viene marcado por las características y limitaciones del 
software empleado, IRTLRDIF (Thissen, 2001). La estimación en este programa es 
calibración con parámetros libres, por lo que la alta tasa de respuestas faltantes en la 
matriz de datos se convierte en un problema por la inestabilidad de los resultados y su 
frecuente no convergencia. La necesidad de recalibrar la totalidad de los ítems 
operativos alarga el tiempo de cómputo. Y, por último, el software impide incluir todos 
los ítems operativos como test de anclaje. Lei et al. (2006) proponen: (a) imputar las 
respuestas faltantes tomando el nivel de rasgo estimado como nivel de rasgo real; y (b) 
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reducir la longitud del test de anclaje. En el estudio 1 se ha demostrado que no resulta 
una estrategia óptima. 
Sin embargo, tal y como mostramos en el capítulo cuarto, el problema de la 
calibración online (y la aplicación del IRT LRT es un caso de calibración online) no es 
nuevo. Uno de los modos más efectivos para resolver la calibración online es mediante 
métodos de calibración con parámetros fijos (CPF; Ban et al., 2001; Ban et al., 2002; 
Kim, 2006). Con CPF desaparece la necesidad de recalibrar los ítems operativos, para 
los que existe poca información. Además se añade la ventaja de que los parámetros de 
los ítems pretest y los niveles de rasgo se obtienen en la métrica de los ítems originales. 
Nuestra propuesta ha sido adaptar estos procedimientos al contexto multigrupo, lo que 
facilita la aplicación del IRT LRT. Para ello, se ha empleado como software de 
calibración el ICL (Hanson, 2002), de mayor flexibildad que IRTLRDIF. 
Los resultados obtenidos en la aplicación del IRT LRT adaptado para la 
detección del DIF en ítems pretest (Estudio 1) e ítems operativos (Estudio 2) son 
prometedores. En ambos trabajos se estudian las tasas de error Tipo I, la potencia, el 
tamaño del efecto y el del impacto. En el Estudio 1 se contrastaron varios métodos CPF 
(OWU-OEM, OWU-MEM y MWU-MEM). La principal conclusión, en relación a los 
métodos CPF, es que el mejor método en el contexto de la calibración online para el 
caso de un único grupo, MWU-MEM, lo es también en este contexto. Esto se debe a 
que con MWU-MEM la información del ítem pretest se utiliza para actualizar tanto la 
distribución posterior como la previa. En cualquier caso, las diferencias entre los 
métodos CPF fueron pequeñas. 
Por el contrario, la imputación de respuestas propuesta por Lei et al. (2006) 
introduce importantes sesgos en la estimación de los parámetros de los ítems, del 
tamaño del efecto y del impacto, especialmente cuando existe impacto y el TAI es corto. 
Estos sesgos se deben a que la estimación del nivel de rasgo con el que se realiza la 
imputación, contiene error de medida. Paradójicamente, la sobreestimación del tamaño 
del efecto en presencia de DIF llevó a una mayor potencia de la técnica de imputación 
lo que alerta sobre la necesidad de incluir indicadores de recuperación de tamaño del 
DIF en los estudios de simulación. Esto es importante, pues la decisión de descartar un 
ítem se basa generalmente en criterios que combinan la significación estadística con la 
medida de tamaño del efecto. 
En el Estudio 2 se compara el IRT LRT (con CPF) y el CATSIB para la 
detección del DIF unidireccional en ítems operativos. Este estudio complementa al 
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primero, ya que nos permite contrastar: (a) los posibles efectos negativos que pudiera 
tener la restricción de rango en el rasgo de los que responden al ítem analizado; y (b) la 
robustez de las técnicas ante la presencia de contaminación en el banco. Además, 
permitió estudiar el funcionamiento de CATSIB para la detección del DIF en ítems 
operativos, lo que no había sido investigado previamente.  
De nuevo, en presencia de contaminación, IRT LRT proporciona potencias 
adecuadas en presencia de DIF grande, especialmente en la condición de muestras de 
tamaño razonable (500 evaluados por grupo). Por otro lado, se mantuvo el control de la 
tasa de error Tipo I en todas las condiciones. Por tanto, puede considerarse que esta 
técnica es robusta a la presencia de contaminación en las condiciones simuladas. Por el 
momento, es difícil evaluar si esto se debe a la presentación adaptativa de los ítems, al 
uso de las técnicas CPF de calibración o a una combinación de ambas circunstancias. 
Otra posibilidad es que la proporción de ítems con DIF sea insuficiente. En tests fijos, 
IRT LRT ha mostrado ser bastante robusto cuando no más del 12% de ítems del subtest 
de anclaje tiene DIF (Cohen, Kim y Wollack, 1996). 
La aplicación de CATSIB requirió decisiones en relación a si aplicar la 
corrección por regresión (ya que la variable de igualación, TAI,  incluye al ítem) o al 
número de intervalos de agrupación para el cálculo de  En ausencia de contaminación, 
CATSIB proporcionan un control adecuado de la tasa de error Tipo I, especialmente 
cuando se aplica la corrección (cuando no se aplica se produce una ligera 
sobreestimación en presencia de impacto). La presencia de muestras de tamaño distinto 
(750-250) tampoco produjo una mayor tasa de error Tipo I, lo que difiere de lo 
encontrado en estudios previos con ítems pretest. Nandakumar y Roussos (2001, 2004) 
y Lei et al. (2006), encontraron necesario disminuir el número de intervalos a 10 cuando 
las muestras eran distintas (900-100), para reducir la tasa de error Tipo I. La diferencia 
de resultados se debe probablemente a la mayor restricción de rango en el rasgo y el 
mayor solapamiento de las distribuciones de las personas que responden a ítems 
operativos. Otra posibilidad puede ser que el tamaño del grupo focal en esos estudios 
(100) resulte más extremo. En cualquier caso, puesto que en esta condición no 
obtuvimos resultados distintos entre utilizar igual o diferentes tamaños muestrales, se 
consideró adecuada la elección del número mínimo de intervalos (20).  
La condición de banco contaminado ofreció resultados menos favorables a 
CATSIB. En presencia de contaminación se infló la tasa de error Tipo I, especialmente 
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en presencia de impacto, y sobre todo cuando no se aplicaba la corrección por regresión. 
Esto dificulta la interpretación de la potencia obtenida con esta técnica.  
 
7.2. Limitaciones de los estudios y futuras investigaciones 
 
En los estudios presentados se han planteado condiciones realistas en la 
generación de datos en relación a los parámetros de los ítems o las características del 
algoritmo adaptativo. Sin embargo, convendría tener en cuenta algunos factores que 
permitirían establecer la generalizabilidad de los resultados:  
 
 En relación con la propuesta de Lei, et al. (2006) de imputar las respuestas y 
utilizar la calibración con parámetros libres (CPL), se decidió aislar los efectos 
de la imputación de respuestas del método de estimación y, por lo tanto, se 
combinó la imputación de respuestas con el mejor método de CPF (MWU-
MEM). Esta decisión se tomó por los siguientes motivos: (a) el método de CPL 
era poco eficiente, requiriendo cuatro veces más tiempo de cómputo que la CPF; 
y (b) en la CPL se pierde la métrica, por lo que se ponía en riesgo la 
comparación sobre la recuperación de parámetros y el tamaño del efecto. 
Futuros trabajos deberían valorar la aplicación de la propuesta de imputación al 
método CPL, aunque nuestra previsión es que los resultados serán peores. 
 Parece necesario utilizar un número mayor de condiciones en algunas variables 
(p.ej. tamaños muestrales) que nos permitan tener una visión más completa en 
relación a los trabajos previos.  
 Igualmente, las características del banco elegido, si bien realistas, no lo 
convierten en perfectamente representativo de todos los bancos de ítems 
empleados en TAIs. Otras distribuciones de parámetros (univariadas y 
multivariadas), modelos de TRI en los que están basados o tamaños tendrían que 
ponerse a prueba. 
 Tanto el Estudio 1 como el Estudio 2 comparten una serie de supuestos y 
características que permiten sugerir futuras líneas de investigación para 
comprobar la eficacia de las diferentes técnicas de detección de DIF ante el 
incumplimiento de tales supuestos. En este sentido, consideramos que tres 
características son muy relevantes: 
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(a) Distribución normal de las poblaciones de evaluados. En relación con este 
supuesto, en TRI se sabe que los parámetros estimados pueden estar 
sesgados cuando la distribución )(f  no es normal y se ajusta un modelo 
en el que se asume normalidad (De Ayala, 1995; van den Oord, 2005). En 
el caso de ítems pretest, la distribución de aquellos que responden al ítem a 
calibrar equivale a la distribución general de examinados. En este caso, el 
supuesto de normalidad podría ser poco realista cuando los grupos que se 
comparan tienen niveles muy altos de habilidad (en contextos de selección) 
o cuando se evalúan constructos relacionados con la patología (Gibbons, 
Weiss, Kupfer, Frank, Fagiolini, Grochocinski, Bhaumik, Stover, Bock, y 
Immekus, 2008; Hart, Deutscher, Crane y Wang, 2009).  
En el caso de ítems operativos, la distribución de población de evaludos no 
coincide con la distribución de los examinados que reciben cada ítem. 
Tanto es así, que la distribución cambia de ítem en ítem. En el Estudio 2, 
hemos se consideró que la media y desviación típica de los examinados a 
los que se les presenta el ítem eran estadísticos suficientes para caracterizar 
la distribución, puesto que hemos asumido que el nivel de habilidad se 
distribuye normalmente. Muy probablemente no sea así.   
La desviación de la normalidad puede tener importantes consecuencias. 
Recientemente, Woods (2008b) demostró que IRT LRT presentaba tasas 
de error Tipo I infladas, imprecisiones en los parámetros de los ítems y una 
sobrestimación de la media y la varianza de la distribución cuando la 
distribución de ambos grupos era asimétrica y el procedimiento de 
estimación asumía normalidad. En estos casos, Mantel-Haenszel o 
CATSIB podrían ser alternativas preferibles, puesto que no tienen 
supuestos sobre la distribución. Convendría adaptar y comprobar el 
funcionamiento de las técnicas propuestas por Woods (2008c) para la 
estimación de la distribución del rasgo sin asumir normalidad.  
(b) Ausencia de contaminación en el test de anclaje. Al aplicar IRT LRT, se 
asume que los ítems de anclaje no tiene DIF. En el Estudio 2 se encuentra 
que la técnica es robusta en las condiciones simuladas, pero se debería 
explorar, de manera más sistemática, los límites de la técnica. En el 
contexto de los tests fijos, se sabe que la tasa de error Tipo I se incrementa 
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en todos los métodos a medida que aumenta el nivel de contaminación en 
el subtest de anclaje o subtest de igualación. En el Estudio 2 se simuló un 
5% de ítems del banco con DIF. Sin embargo, los test adaptados a otras 
culturas y/o los que se aplican a gran escala, como los TAIs, muestran 
porcentajes de ítems con DIF altos (Gierl, Gotzmann y Boughton, 2004). 
Por tanto, deberían valorarse un porcentaje más alto de ítems con DIF en el 
banco contaminado.  
Por otro lado, la naturaleza adaptativa de los TAIs dificulta la valoración 
exacta de la presencia de contaminación. Mientras que sólo el 5% del 
banco presenta DIF, esto no equivale a que sólo el 5% de los ítems del test 
tengan DIF. Nuestro procedimiento de simulación supone concentrar la 
contaminación entre aquellos ítems con mayor tasa de exposición para el 
grupo de referencia. Por tanto, (a) la proporción promedio de ítems con 
DIF en cada test es mayor al 5%; (b) este porcentaje cambia de examinado 
a examinado; y (c) posiblemente, cambie también la proporción promedio 
entre condiciones con impacto y sin impacto. 
(c) Regla de selección de ítems empleada. En ambos estudios, la regla de 
selección de ítems aplicada es el método progresivo (Revuelta y Ponsoda, 
1998). Esta regla está, muy probablemente, entre las mejores reglas 
disponibles actualmente cuando se consideran simultáneamente criterios 
de precisión de medida y de seguridad del banco de ítems (Barrada, Olea, 
Ponsoda y Abad, 2010), pero hay muchas otras reglas disponibles y 
actuamente implementadas en programas de evaluación mediante TAIs. La 
alta relevancia del azar en la selección de ítems al comienzo del test que 
supone el método progresivo tiene algunos efectos en comparación con 
selección por máxima información, la regla estándar. Primero, una mayor 
varianza en el nivel de rasgo de los examinados que reciben un ítem, 
atenuando parcialmente los problemas de restricción de rango comentados 
anteriormente. Segundo, aquellos ítems con mayor tasa de exposición no 
son administrados en fases iniciales del test, sino en las fases finales 
(Barrada, Olea, Ponsoda y Abad, 2009). Por tanto, es probable que el 
efecto de la contaminación del banco en el Estudio 2 dependa de la regla 
de selección de ítems empleada. Con máxima información, es más 
probable que el primer ítem administrado ya presente DIF y que, por tanto, 
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la selección de los siguientes ítems ya sea subóptima por la presencia de un 
primer ítem desajustado. 
 
 Debería estudiarse si es posible mejorar los resultados obtenidos con CATSIB 
considerando:  
 
(a) El número óptimo de intervalos a utilizar y la forma de discretizar la 
variable de igualación (Roussos, Nandakumar y Banks, 2006), entendiendo 
que la forma optima puede depender del tipo de ítem analizado, pretest u 
operativo (Lei et al., 2006; Nandakumar y Roussos, 2004; Roussos, et al., 
2006; Zwick, 1997, Zwick et al., 1993, 1994a, 1994b). 
(b) El uso de la estimación del nivel de habilidad, sin considerar el ítem 
analizado e incluyendo la corrección por regresión. Este procedimiento 
resulta más complejo, pero conceptualmente resulta más apropiado y 
puede proporcionar mejores resultados. 
(c) La posible existencia de circunstancias más favorables al uso de CATSIB. 
Por ejemplo, la contaminación del test se produce en el Estudio 2 
incluyendo ítems que favorecen al mismo grupo, lo que puede ser poco 
realista (Wang y Yeh, 2003). Aunque esto resulta justificado en una 
situación de filtración del contenido de los ítems, sería interesante estudiar 
los efectos de la contaminación en ausencia de funcionamiento diferencial 
del test por cancelación del funcionamiento diferencial a través de los 
ítems. Se sabe que la contaminación tiene menos efectos en esas 
circunstancias en tests fijos pero ese resultado puede no ser generalizable a 
los TAIs. 
(d) La posibilidad de usar criterios combinados (significación estadística y 
tamaño del efecto) para decidir sobre la presencia de DIF en un ítem. Los 
criterios combinados pueden ser más robustos, considerando que las 
estimaciones del tamaño del efecto sean apropiadas. 
 
 Es muy común, en las simulaciones de TAIs, considerar que los parámetros de 
los ítems son conocidos, lo que constituye una práctica poco realista (Zwick, 
2007). En futuros estudios es importante evaluar el efecto de utilizar los 
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parámetros estimados para la selección de los ítems, la estimación de la 
habilidad de los evaluados o para fijar los parámetros en el procedimiento CPF.  
 
Por otro lado, creemos que existen varios campos prometedores en el estudio del 
DIF en TAIs: 
 
 En relación al efecto de la contaminación del test, existe gran cantidad de 
investigación referente a los efectos de la contaminación y las estrategias de 
depuración del test de anclaje se consideran una parte importante en el estudio 
del DIF (French y Finch, 2008; González-Betanzos y Abad, en prensa; Lopez-
Rivas, Stark y Chernyshenko, 2009; Stark et al., 2006; Wang y Yeh, 2003; 
Woods, 2008a). Convendría estudiar los efectos de la depuración del test y 
evaluar las estrategias menos costosas de depuración. 
 Debe profundizarse en el estudio de las medidas de tamaño del efecto del DIF 
obtenidas en el contexto de los TAIs. En primer lugar, el tamaño del efecto del 
DIF obtenido en la aplicación adaptativa puede diferir del obtenido en la 
aplicación pretest y los investigadores deberían estar prevenidos sobre ello. Por 
otro lado, estudios previos (Zwick, 2007) sugieren que si el ítem analizado se 
estudia adaptativamente, puede haber otras medidas preferibles a  (las que sean 
análogas a Ln(MH)). Convendría estudiar esto en el contexto de la TRI.  
 Urge proponer indicadores que permitan extraer, sin necesidad de realizar un 
proceso intensivo de simulación, la contribución de cada ítem al funcionamiento 
diferencial del TAI.  
 Se hace necesario el desarrollo de software amigable para la aplicación del IRT 
LRT en el contexto de los TAIs. El uso de esta técnica en tests fijos estuvo 
obstaculizado durante mucho tiempo por la complejidad de los análisis 
necesarios para aplicarla. No fue hasta la aparición del IRTLRTDIF v2.0 
(Thissen, 2001), que realiza las comparaciones de modelos anidados de forma 
automática, que aumentó la frecuencia de uso de esta técnica para la detección 
del DIF en tests fijos. Ya hemos mencionado que la versión actual tiene serias 
limitaciones, lo que dificulta el uso en el ámbito de los TAIs. Por otro lado, la 
implementación de la prueba IRT LRT en programas tales como MULTILOG 
(Thissen, 1991), BILOG-MG (Zimowski, Muraki, Mislevy y Bock, 2003) o ICL 
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(Hanson, 2002) puede resultar compleja o imposible. Por ejemplo, aunque 
MULTILOG (Thissen, 1991) tiene menos limitaciones respecto al número de 
ítems analizables, se fija automáticamente la varianza de los grupos, lo que 
resulta inapropiado para los procedimientos CPF. La aplicación de BILOG-MG 
7.0, requiere una cuidadosa elección de las opciones y da resultados inadecuados 
en ausencia de las decisiones correctas que pueden ser difíciles de tomar (Kim, 
2006). La opción de utilizar ICL (Hanson, 2002) tiene la ventaja de que es el 
programa en el que se han implementado tradicionalmente los procedimientos 
de CPF (Kim, 2006), tiene una gran versatilidad de opciones para la estimación 
de los parámetros de los ítems (p.ej., en la elección de las distribuciones previas) 
y se trata de software abierto. Sin embargo, para facilitar su uso resultaría 
recomendable programar un interface que automatice la realización de todas las 
comparaciones entre modelos anidados, que facilite la aplicación de estas 




Existen un conjunto de criterios estándar para el análisis del DIF en los tests 
convencionales. Sin embargo, dichos criterios deben adecuarse a las características que 
presenta un TAI. En esta tesis hemos mostrado que el procedimiento IRT LRT resulta 
fácilmente aplicable cuando se extienden los métodos CPF al contexto de los modelos 
multigrupo. La adaptación de IRT LRT proporciona resultados adecuados en relación a 
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