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Abstract
A digital arc is called ‘straight’ if it is the digitization of a straight line segment. Since the
concept of digital straightness was introduced in the mid-1970s, dozens of papers on the subject
have appeared; many characterizations of digital straight lines have been formulated, and many
algorithms for determining whether a digital arc is straight have been de1ned. This paper reviews
the literature on digital straightness and discusses its relationship to other concepts of geometry,
the theory of words, and number theory.
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1. Introduction
The computer representation of lines and curves has been an active subject of
research for nearly half a century [10,29,56,70]. Related work even earlier on the
theory of words, speci1cally, on mechanical or Sturmian words [64], remained unno-
ticed in the pattern recognition community. This paper reviews the subject of digital
straightness with respect to its interactions with other disciplines (many of which are
listed in [13]), as well as its role within the pattern recognition literature itself.
We consider the digitization of rays
; = {(x; x + ): 06 x¡+∞}
in the set N2 = {(i; j): i; j∈N} of all grid points with non-negative integer coordi-
nates in the plane. As a simpli1cation we assume that 06 6 1; this is possible due
∗ Corresponding author.
E-mail address: r.klette@auckland.ac.nz (R. Klette).
0166-218X/$ - see front matter ? 2003 Published by Elsevier B.V.
doi:10.1016/j.dam.2002.12.001
198 R. Klette, A. Rosenfeld /Discrete Applied Mathematics 139 (2004) 197–230
0
123
4
5 6 7
Fig. 1. Segment of a digital ray, de1ned by grid-intersection digitization (as calculated by the Bresenham
algorithm [11]).
to the symmetry of the grid. Such a ray generates a sequence of intersection points
	0; 	1; 	2; : : : of ; with the vertical grid lines at n¿ 0. Let (n; In)∈Z2 be the grid
point nearest to 	n. (If there are two nearest grid points, we take the upper one.) The
Koor function : speci1es the largest integer not exceeding a given real. Formally,
I; = {(n; In): n¿ 0 ∧ In = n+  + 0:5};
and i; = i;(0)i;(1)i;(2) : : : is a digital ray with slope  and intercept , where
diMerences between successive In’s de1ne chain codes:
i;(n) = In+1 − In =
{
0; if In = In+1;
1; if In = In+1 − 1;
for n¿ 0:
Code 0 is interpreted as a horizontal grid increment and 1 speci1es a diagonal increment
in the grid N2; see Fig. 1.
We present three basic theorems in this introductory section: Theorem 1 is about
connectivity, which will be a subject in Section 2; Theorem 2 is about self-similarity,
which is the subject of Section 3; and Theorem 3 is about periodicity, the subject of
Section 4.
A 1nite or in1nite 8-arc 1 is irreducible iM (read: ‘if and only if’) its set of grid
points does not remain 8-connected after removing a point which is not an end point.
Theorem 1 (Rosenfeld [70]). A digital ray is an irreducible 8-arc.
Proof. A ray ;, with 06 6 1, intersects grid lines x= n, once each. Its intercepts
with any two successive lines x = n and x = n + 1 diMer vertically by ; hence the
digitizations of these successive intercepts also diMer vertically by 6 1. Thus the suc-
cessive grid points of the digital ray are 8-neighbors. Removing the grid point at any
x= n would leave grid points at x= n− 1 and x= n+ 1 disconnected with respect to
the 8-neighborhood.
1 If p=(x; y) is a grid point, an 8-neighbor of p is any grid point q=(i; j) with d∞(p; q)=max{|x− i|;
|y− j|}= 1. An 8-arc is a 1nite or in1nite sequence of grid points such that any point is an 8-neighbor of
its predecessor in the sequence.
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The digital ray i; is generated by ray ;. If − ′ is an integer then i; = i;′ .
Thus we may assume that intercepts are limited to 06 6 1 without loss of generality.
Evidently i0; = 000 : : : and i1; = 111 : : :.
Theorem 2 (Bruckstein [13]). For irrational ; I; uniquely determines both  and
. For rational ; I; uniquely determines , and  is determined up to an interval.
Proof. For arbitrary ; ′; ; ′, I; = I′ ;′ implies  = ′ since otherwise the vertical
distance between x +  and ′x + ′ would become unbounded as x goes to in1nity,
i.e. the In-values would diMer starting at some large enough n.
If  is irrational then the set of all vertical intercepts of x+  modulo 1, x¿ 0, is
dense in [0; 1]. Therefore, for every ¿ 0 there exist n0 and m0 such that
n0 +  − n0 + ¡;
m0 +  − m0 + ¿ 1− ;
and changing  by  would result in a change in I;. Therefore, for irrational ; I;
also uniquely determines .
If  is rational then the set of all vertical intercepts of x +  modulo 1, x¿ 0, is
1nite, i.e.  is determined only up to an interval, and the length of the interval depends
upon .
This theorem states that a digital ray i; always determines  uniquely. A digital
ray is rational if it has a rational slope, and it is irrational if its slope is irrational.
For a speci1cation of the intercepts  see the discussion of [23] in Section 5.
We use the alphabet A={0; 1; : : : ; 7} (or a subset of it) and a geometric interpretation
of its elements as indicated in Fig. 1. Digital rays are (right) in1nite words over 0; 1.
We recall a few basic de1nitions from the theory of words [57,58]. A (1nite) word
over A is a 1nite sequence of elements of A. The length |u| of the word u=a1a2 : : : an,
ai ∈A, is the number n of letters ai in u. The empty word  has length zero. The set
of all words de1ned on alphabet A is denoted by A?. A word v is a factor of a word
u iM there exist words v1; v2 such that u=v1vv2. A word v is a subword of a word u iM
v= a1a2 : : : an, ai ∈A, and there exist v0; v1; : : : ; vn ∈A? such that u= v0a1v1a2 : : : anvn.
Let X ⊂ A?. The set of all in7nite words w=u0u1u2 : : :, with ui ∈X−{}, is denoted
by X!. If all the ui’s are equal, say ui = v, then we write w = v!. For v∈A? and
w∈A! the concatenation vw is well de1ned, v is a pre7x of vw and w is a su9x of
vw. A 1nite word v is a factor of an in1nite word w if w = uvw1.
An integer k¿ 1 is a period of a word u = a1a2 : : : an, ai ∈A, if ai = ai+k for
i = 1; : : : ; n − k. The smallest period of u is called the period of u. An in1nite word
w∈A! is periodic if it is of the form w = v!, for some non-empty word v∈A?. A
word w∈A! is eventually periodic if it is of the form w = uv!, for u∈A? and a
non-empty word v∈A?. A word w∈A! is aperiodic if it is not eventually periodic.
It has been known since (Brons [12]) that grid-intersection digitization of rays ;
produces periodic digital rays if the slope  is rational, and aperiodic 1nite sequences
if it is irrational:
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When a slope is an irreducible rational fraction, the string is periodic, and the
length of a period is the denominator of the fraction. For example, one pe-
riod of the string for the straight line with slope 25 can be expressed as 01010,
00101, 10010, 01001, or 10100. Which of these periods is chosen is not important,
because the bounds of the period can be placed anywhere.
Theorem 3 (Brons [12]). Rational digital rays are periodic and irrational digital rays
are aperiodic.
If v is the shortest word such that w = v! then v is called the basic segment of w
and |v| is the period of w. Brons [12] speci1es an algorithm for calculating the basic
segment of any rational digital ray, for =0. For example, the slope 25 does not specify
a basic segment uniquely, but a rational slope  together with an intercept  do. Wu
[83] speci1es an algorithm for calculating the basic segment of an arbitrary rational
digital ray, using  and  as inputs.
This paper is structured as follows: Section 2 reviews alternative de1nitions of digital
rays or digital straight lines, and speci1es digitized lines by distances between tangential
lines. Self-similarity studies in the context of pattern recognition are reviewed in Section
3, and in the context of the theory of words in Section 4. Number-theoretical results
are brieKy listed in Section 5. A review of recognition algorithms for digital straight
segments is presented in Section 6. Section 7 concludes the paper.
2. Tangential lines and connectivity
An alternative way of de1ning a digital ray is as the border of either the upper or
lower dichotomy of N2 de1ned by a ray separation. Formally, let
U; = {(n; Un): n¿ 0 ∧ Un = n+ } and
L; = {(n; Ln): n¿ 0 ∧ Ln = n+ }
and u;(n) = Un+1 − Un and l;(n) = Ln+1 − Ln for n¿ 0. The chain code sequence
u; is the upper digital ray, and the chain code sequence l; is the lower digital
ray generated by ;. The slope speci1es rational and irrational lower or upper digital
straight lines, which are always irreducible 8-arcs in N2.
L;= I;−0:5, i.e. any lower digital ray is also a digital ray, and vice versa. If n+
is not an integer then Un = Ln + 1. Otherwise, Un = Ln; the digital rays u; and l;
will also diMer in this case, but ; has an integral point at n. If ; has no integral
points, then u; = i;−0:5 = l;. If ; has integral points and  is rational then there
exists ′ such that U; = I;′ . Finally, if ; has integral points and  is irrational,
then U; and L; diMer by subsequences of length two only. For practical purposes,
the classes of digital rays, upper digital rays, and lower digital rays coincide.
The grid points of a rational ray are the integer solutions of a 1nite set of linear
equations with rational coeOcients [9]. Arithmetic geometry, as established in [67],
speci1es digital hyperplanes by double Diophantine inequalities, allowing a uniform
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Fig. 2. Segments of lower and upper digital 4-rays, which follow borders of the upper and lower dichotomies,
which are linearly separated by a ray.
approach to studying n-dimensional digital hyperplanes (see [4]). In the two-dimensional
case, let a; b be relatively prime integers, i.e. gcd(a; b)= 1, let c; d be integers, and let
Da;b;c;d = {(i; j)∈Z2: c6 ai − bj¡c + d}:
The set Da;b;c;d is called a digital bar with slope a=b, lower bound c and arithmetical
width d.
Theorem 4 (ReveillPes [67]). Any set of grid points Da;b;c;max{|a|; |b|} coincides with a
set of grid points assigned to a digital straight line, and conversely, for any ratio-
nal digital straight line there are parameters a; b; c such that the set of grid points
assigned to this digital straight line coincides with Da;b;c;max{|a|; |b|}.
This theorem also means that d=max{|a|; |b|} speci1es an irreducible 8-arc. 2 Due
to our general assumption of considering only lines with slope 06 a=b6 1, we have
06 a6 b and d= b. All grid points in Da;b;c;b are between two lines ax− by= c and
ax− by= c+ b− 1, i.e. y= x+ and y= x+− (1− 1b), for = a=b and =−c=b.
These two lines de1ne a pair of tangential lines with respect to the given set Da;b;c;b
of grid points (this proves Corollary 2.3).
I;; U; and L; can also be used to introduce digital 4-rays, which are 4-arcs
(see, e.g., [13,24,48] for the preferred use of 4-rays instead of 8-rays):
i◦;(n) =
{
0; if In = In+1
02; if In = In+1 − 1
where a horizontal increment in N2 is encoded by 0, and 2 speci1es a vertical in-
crement. Analogously we de1ne upper digital 4-rays u◦;(n) and lower digital 4-rays
l◦;(n), all for n¿ 0. See Fig. 2 for an illustration of upper and lower digital 4-rays.
We still have i◦0; = 000 : : :, but i
◦
1; = 020202 : : :. Again, the classes of digital 4-rays,
upper digital 4-rays, and lower digital 4-rays coincide for practical purposes.
Digital 4-rays are actually just images under a morphism de1ned on digital rays.
A morphism or substitution ’ :A? → B? is a function with ’(xy) = ’(x)’(y), for
all x; y∈A?. A morphism is uniquely determined by its values for all letters in the
2 Digital straight lines are called naive lines in arithmetic geometry.
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alphabet. A morphism is nonerasing if a letter is always mapped into a non-empty word.
A nonerasing morphism ’ :A? → B? de1nes a function, also called a morphism, from
A! to B! by ’(a(0)a(1) : : : a(n) : : :)=’(a(0))’(a(1)) : : : ’(a(n)) : : :. Digital 4-rays can
also be de1ned by specifying a morphism on A?
’ :
0 → 0
1 → 02
mapping digital rays into digital 4-rays. 3 The theory of words studies morphisms on
in1nite words.
Denition 5. A digital straight segment (DSS for short) is a geometrically interpreted
non-empty factor of a digital ray, and a digital 4-straight segment (4-DSS for short)
is a non-empty factor of a digital 4-ray, using the appropriate geometric interpretation
of its chain code.
A digital straight segment u connects two grid points p=(mp; np); q=(mq; nq)∈N2;
mp¡mq, iM the geometric interpretation of u = u(1) : : : u(mq − mp + 1) speci1es a
sequence of horizontal and diagonal steps which leads from p to q. For an 8-arc
u = u(1)u(2) : : : u(n) of length n let G(u) = {p0; p1; : : : ; pn−1} be the assigned set of
grid points such that p0 = (0; 0) and u connects p0 with pn−1 via a sequence of
horizontal and diagonal steps which passes through p1; : : : ; pn−2. An early algorithm
for generating a digital straight segment connecting two arbitrary grid points p and q
was published in [66]. Theorem 4 implies
Corollary 6. A word u∈{0; 1}? is a DSS i: the set G(u) of assigned grid points
lies on or between two parallel lines having a distance less than 1, measured in the
y-axis direction. 4
The geometric characterization of digital 4-straight segments has been discussed in
[48], based on results on the ‘nearest support below or above’ of a digital straight
segment in [3]. There are two possible diagonals in grid squares; see Fig. 3. The
main diagonal for a pair of parallel lines is the one which maximizes the dot product
with the normal to the lines. The main diagonal distance between two parallel lines
is measured in the direction of the main diagonal. The following theorem speci1es an
unproven statement in [48]:
Theorem 7. A 7nite 4-arc u∈{0; 2}? is a digital 4-straight segment i: its assigned
set of grid points G(u) is between or on a pair of parallel lines having a main diagonal
distance of less than
√
2.
3 As another example, rule X studied in [13] for digital 4-rays is actually a morphism
’X :
0 → 2
2 → 0:
4 This is already shown in [5] using the chord property of Theorem 11; see also [2,3,17].
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Fig. 3. Two parallel lines 1 and 2 contain a 4-arc between them; a¡
√
2 is the main diagonal distance
between the lines. Vector n is the normal to 1, and v is the unit vector along the main diagonal.
Proof. Let ' be a mapping from {0; 1; 2}? into {0; 1; 2}? de1ned by replacing any
factor 02 by 1. Following the de1nition of digital 4-rays, a word u∈{0; 1; 2}? is a
4-DSS iM '(u) is a DSS. We also use Corollary 2.3 which characterizes DSSs by
distance 1 (in the y-direction) between a pair of tangential lines. The main diagonal
for 4-arcs u∈{0; 2}? makes angle 135◦ with the x-axis.
Assume a pair 1; 2 of parallel lines having main diagonal distance less than
√
2.
Consider a 1nite 4-arc u∈{0; 2}? with an assigned set of grid points G(u) between
or on this pair of parallel lines. If the slope  of these lines is either 0 or 1, then the
4-arc is either u= 0n or u= (02)n, i.e. a 4-straight segment. Now assume 0¡¡ 1.
The word '(u) allows the lower line (say 2) to move into line (, closer to 1 by a
parallel shift, such that 1; ( are a pair of tangential lines for G('(u)), and the distance
between these two lines in the y-direction is less than 1, i.e. '(u) is a DSS and u is
a 4-DSS.
Now assume a 4-arc u∈{0; 2}? such that the minimum diagonal distance in direction
135◦ between a pair of parallel lines is greater than or equal to
√
2, i.e. u contains at
least one subword 22. Then '(u) is not a DSS, and u not a 4-DSS.
The two parallel lines at minimum diagonal distance specify a pair of tangential
lines with respect to a given digital 4-straight segment. Note that a 1nite 4-arc is also a
1nite 8-arc, but being between a pair of parallel lines having a main diagonal distance
of less than
√
2 does not mean that this 4-arc is also a digital straight segment because
it is not an irreducible 8-arc. A pair of tangential lines with respect to a set Da;b;c;b
of grid points has intercepts which diMer by 0¡ 1− 1=b¡ 1, i.e. this pair of parallel
lines also has a main diagonal distance of less than
√
2.
Finally we brieKy review another option for specifying digital straightness. Besides
sequences of grid points we may also consider sequences of grid squares for de1ning
digitized rays or straight lines [26]. Assume a uniform mosaic in the Euclidean plane
de1ned by square isothetic closed cells C having grid points p∈Z2 as their center
points and edges of length 1. A family of cells is edge connected iM the set of center
points of these cells is 4-connected. 5
5 To be precise, these cells should be called 2-cells, because their vertices are called 0-cells and their
edges are 1-cells in the theory of cellular complexes [44].
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Fig. 4. A cellular straight segment.
Denition 8. A cellular straight line is a family F of cells C de1ned by a straight line
: every cell in F has a non-empty intersection with , and  is contained in the union⋃
F of all cells contained in F . A cellular straight segment is de1ned by a straight
line segment  in the same way.
See Fig. 4 for an illustration of cellular straightness. The distance between a pair
of parallel lines is measured in the direction of the normal to the lines. Let S be
a bounded set in the plane and , a direction with 06 ,¡ 2-. The width w,(S) is
de1ned to be the minimum distance between a pair of parallel lines such that S is
completely between them, and , is the direction of the normal to them. Let R2×2 be
a square formed by four cells.
Theorem 9 (Fam and Sklansky [26]). An edge-connected family F of cells is cellu-
larly straight i: there exists a direction , with w,(
⋃
F)6w,(R2×2).
The width w,(
⋃
F) as speci1ed in this theorem is related to a pair of tangential
lines with respect to the given family of cells. Altogether we have stated three theorems
specifying pairs of tangential lines for digital straight segments, digital 4-segments, and
cellular straight segments.
3. Self-similarity studies in pattern recognition
Self-similarity properties of digital rays or digital straight segments have been studied
in pattern recognition with a major focus on geometric characterizations and eOcient
algorithms. Chain code sequences are 1nite or (right or two-sided) in1nite words over
A = {0; 1; : : : ; 7}, and the interpretations of the elements in A are the directions to
the eight neighbors of a grid point (in a systematic, e.g. counterclockwise, order). An
initial formulation of necessary conditions for self-similarity of digital straight lines
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(de1ned by generalizing the concept of digital rays to two-sided in1nite words) is given
in [30]:
“To summarize, we thus have the following three speci1c properties which all
chains of straight lines must possess [29]:
(F1) at most two types of elements can be present, and these can diMer only by
unity, modulo eight;
(F2) one of the two element values always occurs singly;
(F3) successive occurrences of the element occurring singly are as uniformly spaced
as possible.”
These properties (actually listed as (1), (2) and (3) in the historic source) were illus-
trated by examples and based on heuristic insights. The imprecise criterion (F3) is not
suitable for a formal proof.
Brons [12] proposed grammars for chain code generation of rational digital rays
based on criteria (F1), (F2) and (F3). A publication in the same year, Rosenfeld [70],
provided a 1rst formal characterization of digital straight lines which also allowed a
further speci1cation of property (F3).
Denition 10. A set G of grid points satis1es the chord property iM for any two
diMerent points p and q of G, and any point r on the (real) line segment pq between
p and q, there exists a grid point t ∈G such that d∞(r; t)=max(|xr−xt |; |yr−yt |)¡ 1.
Theorem 11 (Rosenfeld [70]). A 7nite irreducible 8-arc u∈{0; 1}? is a digital straight
segment i: its assigned set of grid points G(u) satis7es the chord property.
Proof. First we show that G(u) satis1es the chord property if u is a digital straight
segment (Theorem 1 in [70]). Let p; q be points of G(u). The line segment pq inter-
sects grid lines x=n that lie between p and q. Thus for any point r=(x; y) of pq, we
have |n − x|6 12 for some point (n; m)∈G(u). It suOces to show that whenever pq
crosses a line x = n, the point t = (n; m) of G(u) on that line lies at vertical distance
|y − m|¡ 1 above or below the crossing point r = (n; y).
Let u be a non-empty factor of a digitization of ray ;, i.e. neither p or q can be
more than 12 vertically above or at least
1
2 vertically below ;. Let r=(n; y) be ar¿ 0
vertically above ; (or br¿ 0 vertically below ;). It follows that 06 ar6 12 (or
06 br ¡ 12 ). If r is above t, then ; intersects x=n at a vertical distance 06 at ¡
1
2
above (or at) t, and we have y−m6 ar + at ¡ 1. If r is below t, then ; intersects
x=n at a vertical distance 06 bt6 12 below (or at) t, and we have m−y6 br+bt ¡ 1.
Now we show that u is a digital straight segment if G(u) satis1es the chord property.
The following proof, due to Ronse [68,69], uses the Transversal Theorem [73]:
Consider a 1nite family F of parallel straight segments in the plane R2. If every
three segments in F have a common transversal, then there is a transversal common
to all the segments in F.
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A transversal of a straight segment 1 in R2 is a straight line in R2 which intersects 1
but is not incident with 1.
Assume that the 8-arc u connects grid point (n; y0) to grid point (n + m; ym), with
m¿ 0 and ym − y06m. In case ym − y0 = m we have a diagonal, and the chord
property implies that G(u) contains exactly all grid points along this diagonal, i.e. u
is a digital straight segment.
Assume ym − y06m − 1 from now on. Let Ti; 06 i6m, be the set of all grid
points in G(u) on grid line x = n + i. The chord property implies that Ti = ∅ for
06 i6m, and that for any i, 06 i6m, there are two integers li and ui such that
Ti is the set of all grid points (n+ i; y) with li6y6 ui. We assign a (real) straight
segment L(p) to any grid point p= (x; y):
L(p) = {(x; v): y − 0:5¡v6y + 0:5}:
Let Li be the union of all straight segments L(p) of all grid points p in Ti, for
06 i6m. We have
Li = {(n+ i; v): li − 0:5¡v6 ui + 0:5};
and these straight segments form a family F= {L0; : : : ; Lm} which satis1es the precon-
dition of the Transversal Theorem:
Clearly L0; : : : ; Lm are parallel straight segments. Consider three segments Li; Lj; Lk
with 06 i¡ j¡k6m. Consider two grid points p∈Li and q∈Lk . The straight seg-
ment pq intersects the grid line x=j in a point r=(j; yr). By the chord property, there
is a grid point t = (xt ; yt)∈G(u) such that d∞(r; t)¡ 1, i.e. t is also on the grid line
x=j, i.e. xt=j. Let s be the midpoint of the straight segment rt, and let = |yt−yr|=2.
Consider a straight line  parallel to pq and passing through point s. Then  intersects
the grid line x = i at xp +  or xp − , and x = k at xq +  or xq − . Because ¡ 0:5
it follows that  intersects L(p), L(t) and L(q), i.e. it intersects Li; Lj, and Lk .
By the Transversal Theorem it follows that there is a straight line  intersecting all
the segments Li, with 06 i6m. It remains to show that such a line generates all the
grid points in G(u) following the grid-intersection digitization de1nition.
Each set Ti contains a grid point pi such that  intersects L(pi). We have p0 =
(n; y0) and pm = (n + m; ym). Let q0 and qm be the intersection points of  with
L(p0) and L(pm), respectively, i.e. q0 = (n; y0 + 4) and qm = (n + m; ym + '), with
−0:5¡4; '6 0:5. The horizontal distance between q0 and qm is m, and the vertical
distance is |y0 + 4 − ym − '|6 |y0 − ym| + |4 − '|6m − 1 + |4 − '|¡m. The
straight segment q0qm forms an angle smaller than 45◦ with the horizontal line, i.e.
its grid-intersection digitization is speci1ed by intersections with the vertical grid lines
x = n+ i; 06 i6m.
Grid-intersection digitization of q0qm generates a sequence of grid points p0; p1; : : : ;
pm, and all these grid points lie in the given set G(u) because  is a transversal of all
segments Li, 06 i6m. Because u is an irreducible 8-arc it follows that G(u) contains
only the points p0; p1; : : : ; pm.
There are in1nitely many irreducible two-sided in1nite 8-arcs that satisfy the chord
property without being digital straight lines, for example 0!10!, or (in general) ‘sparse’
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occurrences of 1’s in 0!. The above theorem was used in [70] to derive the following
necessary conditions for (the chain code sequences of) digital straight segments [A run
is a maximum-length factor an, for a∈A.]
(R1) “The runs have at most two directions, diMering by 45◦, and for one of these
directions, the run length must be 1.
(R2) The runs can have only two lengths, which are consecutive integers.
(R3) One of the runs can occur only once at a time.
(R4) : : : ; for the run length that occurs in runs, these runs can themselves have
only two lengths, which are consecutive integers; and so on.”
These properties (actually listed as (1), (2), (3) and (4) in the historic source) still
do not allow a formulation of suOcient conditions for the characterization of a digital
straight segment, but they specify (F3) by a recursive argument on run lengths. 6
The chord property is equivalent to a compact chord property which uses the real
polygonal arc joining the points of the digital straight segment rather than the real line
segment joining the endpoints, and the d1-metric (corresponding to 4-adjacency) rather
than d∞ (corresponding to 8-adjacency); see [74].
The property of evenness (i.e. ‘on a digital straight segment the digital slope must
be the same everywhere’), as discussed in [35], is equivalent to the chord property
(see Section 4 regarding balanced words which specify evenness). In [36] it is shown
that the absence of runs that diMer by more than 1 is equivalent to the chord property.
It was later proved [5,6] that point sequences generated by (a version of) Brons’
parallel algorithm possess the chord property. The formal language L of digital straight
segments is context-sensitive; see [27,65,72,84]. This implies that linear-bounded or
cellular automata can be speci1ed for the recognition of digital straight segments using
‘string rewriting rules’. A result in the theory of words says that the complement
{0; 1}? \ L of the set of all digital straight segments is a context-free language [25].
Criteria (F1–F3) are de1ned in a precise way in [34] following the recursion idea
in (R1–R4). To prepare for this de1nition, we 1rst introduce the following concepts:
Let s= (s(i))i∈I be a 1nite or in1nite word over N, for an index interval I ⊆ Z. A
letter (number) k is singular in s iM
• it appears in s, and
• for all i∈ I , if s(i)= k then s(i−1) = k and s(i+1) = k, if i−1 and i+1 are in I .
A letter k is non-singular in s iM it appears in s and is not singular in s. A word
s is reducible iM it contains no singular letter, or any factor of s containing only
non-singular letters is of 1nite length. Assume s to be reducible, and let R(s) be
(1) the length of s, if s is 1nite and contains no singular letter, or
(2) the word that results from s by replacing all factors of non-singular letters in s,
which are between two singular letters in s, by their run lengths, and by deleting
all other letters in s, or
(3) the letter a if s= a!.
6 Alternative proofs of some of the results in [70] (at most two run lengths, which are successive integers,
and one of which occurs only as singletons) are given in [31,32].
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A recursive application of this reduction operation R produces a sequence of words:
s0=s, and sn+1=R(sn), for all or just a 1nite sequence of n∈N. [An example is given
in Fig. 7, for s0 = CC0; s1 = CC1, and s2 = CC2.]
The de1nition as used in [34] is as follows (formulation following [33]):
Denition 12. A chain code sequence c of a two-sided in1nite 8-arc satis1es the DSL
property iM c0 = c and cn+1 = R(cn) are reducible words, for n∈N; and any sequence
cn; n¿ 0, satis1es the following two conditions:
(L1) There are at most two diMerent letters a and b in cn, and if there are two, then
|a− b|= 1 (counting modulo 8 in the case of c0).
(L2) If there are two diMerent letters in cn, then at least one of them is singular in cn.
Following this de1nition for the case of digital straight lines, it was possible [34]
to derive a de1nition of a digital straight segment that allowed the formulation of a
necessary and suOcient condition for such chain code sequences. Possible 1nite words
of non-singular letters at both ends of a 1nite word require special attention. Let l(s)
and r(s) denote the run lengths of non-singular letters to the left of the 1rst singular
letter, or to the right of the last singular letter, respectively, for a 1nite word s. The
following de1nition is a citation from [33]:
Denition 13. A 1nite chain code sequence c satis1es the DSS property iM c0 = c
satis1es conditions (L1) and (L2), and any non-empty sequence cn = R(cn−1), for
n¿ 1, satis1es (L1) and (L2) and the following two conditions:
(S1) If cn contains only one letter a, or two diMerent letters a and a+1, then l(cn−1)6 a+
1 and r(cn−1)6 a+ 1.
(S2) If cn contains two diMerent letters a and a + 1, and a is non-singular in cn,
then if l(cn−1) = a+ 1 then cn starts with a, and if r(cn−1) = a+ 1 then cn ends
with a.
Wu [83] proves that an algorithm which accepts exactly those 8-arcs satisfying the
DSS property recognizes just the chain code sequences of all 1nite, irreducible 8-arcs
that have the chord property (an earlier paper, not yet containing this result, is [82]).
This concluded in 1982 the process of specifying Freeman’s informal constraints
(F1–F3), providing an important set of constraints for the design of eOcient DSS recog-
nition procedures. We cite (without proof at this stage, but see the continued-fraction
discussion later on):
Theorem 14 (Wu [83]). A 7nite 8-arc is a digital straight segment i: its chain code
sequence satis7es the DSS property.
Note that Wu [83] does not contain a theorem but statements about an algorithm
speci1ed by a Kow-chart. However, it is easily seen that this algorithm is actually an
implementation of the DSS property as cited above, i.e. [83] actually contains a proof
of Theorem 14, covering the generation of straight lines having rational or irrational
slopes.
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Wu [83] also considers the case of in1nite code sequences and shows that any 1nite
factor of a two-sided in1nite chain code sequence c satis1es the DSS property iM there
is exactly one straight line with slope  and intercept  de1ning c by grid-intersection
digitization. Based on this result, HTubeer [33] concluded:
Theorem 15 (HTubler [33]). A two-sided in7nite 8-arc is a digital straight line i: its
chain code sequence satis7es the DSL property.
Wu’s proof of Theorem 14 shows the equivalence of the chord property and the
DSS property for irreducible 1nite 8-arcs; this proof is based on number theory and
consists of many case discussions. Researchers therefore tried to 1nd shorter, ‘more
elegant’ proofs of Wu’s theorem.
Material for a concise proof of Wu’s theorem based on properties of Farey series was
published in [23], again in the form of an algorithm. 7 Proofs of Wu’s theorem based
on continued fractions were published in 1991 in two independent papers [13,80]; 8
see also [81]. The use of continued fractions for modelling digital rays was already
discussed in [12].
Assume a rational digital straight line with slope a1=a0, with integers a0¿a1¿ 0.
The rational number a1=a0 can be represented as a 1nite continued fraction,
a1
a0
= [q1; q2; : : : ; qn] =
1
q1 +
1
q2 +
1
. . .
1
qn−1+
1
qn
;
with integer coeOcients qi ¿ 0, for 16 i6 n. The Euclidean algorithm can be used
to derive such continued fractions:
a0
a1
= q1 +
a2
a1
with 0¡
a2
a1
¡ 1;
a1
a2
= q2 +
a3
a2
with 0¡
a3
a2
¡ 1;
::::::::::::::::::;
an−2
an−1
= qn−1 +
an
an−1
with 0¡
an
an−1
¡ 1;
an−1
an
= qn with an+1 = 0:
Irrational numbers can be represented by in1nite continued fractions.
7 The DSL property is called ‘linearity conditions’ in this article. See also our discussion of [23] in
Section 5.
8 The paper [13] not only provides a continued fractions proof of Wu’s theorem, but the entire class
of selfsimilarity properties of digital straight lines is characterized via the special linear group of actions
mapping the 2D orthogonal grid into itself.
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The numerical value of a continued fraction can be expressed in the form of multiples
of qn,
a1
a0
= [q1; q2; : : : ; qn] =
nqn + n
nqn + 5n
;
where n; n; n; 5n are de1ned by the coeOcients q1; q2; : : : ; qn−1. [For n¿ 1 we have
n5n − nn = (−1)n.] For n¿ 1 we derive
[q1; q2; : : : ; qn; qn+1] =
n+1qn+1 + n+1
n+1qn+1 + 5n+1
=
[
q1; q2; : : : ; qn−1; qn +
1
qn+1
]
=
n(qn + 1qn+1 ) + n
n
(
qn + 1qn+1
)
+ 5n
=
n(qnqn+1 + 1) + nqn+1
n(qnqn+1 + 1) + 5nqn+1
;
and thus
n+1qn+1 + n+1
n+1qn+1 + 5n+1
=
(nqn + n)qn+1 + n
(nqn + 5n)qn+1 + n
: (1)
Continued fractions are used in [13,18] to characterize digital straight lines. Related
results in number theory [37] have been of use in these studies. We review the related
de1nitions and results as given in [81].
Consider a straight line [passing through (0; ), where  is irrelevant for periodic-
ity properties] having rational slope a=b, with gcd(a; b) = 1. The translation-invariant
characteristic triangle of the class of straight lines having the same slope, de1ned by
integers a; b, is given by any triple of vertices (x; y); (x+ a; y); (x; y+ b), for arbitrary
x∈R. Let Ti, i = 1; 2, be two such characteristic triangles speci1ed by integers ai; bi,
with gcd(ai; bi) = 1, for i = 1; 2. We de1ne the concatenation (a1=b1) ⊗ (a2=b2) to
be a=b, where a = (1=c)(a1 + a2) and b = (1=c)(b1 + b2), for an integer c such that
gcd(a; b) = 1. In geometric interpretation, the concatenation of triangles T1 and T2) is
that characteristic triangle which is de1ned by the slope a=b.
For example, let a1=3; b1=7, and a2=5; b2=9. It follows that ( 37 )⊗( 59 ) is de1ned
by c · a= a1 + a2 = 8 and c · b= b1 + b2 = 16, with c = 8. The de1ned concatenation
is commutative. We de1ne 0 · (a=b) = (a=b).
Using Eq. (1) we express the slope a1=a0 = [q1; q2; : : : ; qn] of a characteristic triangle
as
(n−1qn−1 + n−1)qn + n−1
(n−1qn−1 + 5n−1)qn + n−1
=
(n−1qn−1 + n−1)(qn − 1) + n−1(qn−1 + 1) + n−1
(n−1qn−1 + 5n−1)(qn − 1) + n−1(qn−1 + 1) + 5n−1 :
Therefore, the characteristic triangle de1ned by slope a1=a0 is equal to the result of
repeated concatenations ⊗ of one (isolated) characteristic triangle with slope [q1; q2; : : : ;
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qn−1 + 1] and qn − 1 (non-isolated) triangles with slope [q1; q2; : : : ; qn−1]. Depending
on an odd or even value of n we choose
[q1; q2; : : : ; qn] =
{
[q1; q2; : : : ; qn−1 + 1]⊗ (qn − 1)[q1; q2; : : : ; qn−1]; if n even
(qn − 1)[q1; q2; : : : ; qn−1]⊗ [q1; q2; : : : ; qn−1 + 1]; if n odd
which is called the splitting formula in [81]. A splitting process can continue until
only atomic slopes [q] = 1=q are obtained, for positive integers q. An atomic slope [q]
can be encoded by q − 1 0’s and one 1. Alternating splitting formulas for odd and
even values of n (note: the same value, due to the commutativity of ⊗) guarantee a
balanced code sequence.
For example, consider a rational digital straight line with slope 4687 = [1; 1; 8; 5]. We
obtain
[1; 1; 8; 5] = [1; 1; 9]⊗ 4 · [1; 1; 8] (note : n= 4 is even)
= (8 · [1; 1]⊗ [1; 2])⊗ 4 · (7 · [1; 1]⊗ [1; 2])
= (8 · [2]⊗ ([2]⊗ [1]))⊗ 4 · (7 · [2]⊗ ([2]⊗ [1]));
which corresponds to the following 1nite word on alphabet {0; 1} of length 87 encoding
the sequence of all atomic slopes (brackets inserted for clarity):
(0101010101010101)(011)
((01010101010101)(011))
((01010101010101)(011))
((01010101010101)(011))
((01010101010101)(011));
containing 46 1’s.
The splitting formula allows us to prove Freeman’s conjecture and Rosenfeld’s re-
1ned hypothesis in a very ‘compact’ form. Assume that n is even, and we apply the
splitting formula twice, 1rst for n and then for n− 1,
[q1; q2; : : : ; qn] = (qn−1 · [q1; q2; : : : ; qn−2]⊗ [q1; q2; : : : ; qn−2 + 1])
⊗(qn − 1) · ((qn−1 − 1) · [q1; q2; : : : ; qn−2]⊗ [q1; q2; : : : ; qn−2 + 1]);
which represents at level n the isolated slope (or in geometric interpretation: the
isolated characteristic triangle) [q1; q2; : : : ; qn−2 + 1], and the non-isolated slope (the
non-isolated characteristic triangle) [q1; q2; : : : ; qn−2]. The run lengths qn−1 and qn−1−1
of these non-isolated slopes or triangles diMer by 1. If n is odd, the given expression is
‘reversed’, following the splitting formula.
Note that this proof handles only digital straight segments that are factors of rational
rays, and that this is actually the class of all DSSs; see Corollary 19.
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4. Periodicity studies in the theory of words
Self-similarity studies have a long history in number theory and astronomy. The
theory of words [57,58] is a more recent discipline which also contains many interesting
results on self-similarity, often with a special focus on irrational straight rays. Rational
digital rays are speci1c periodic in1nite words, and irrational digital rays are aperiodic
in1nite words which are studied under the name of Sturmian words. 9 This section
gives basic de1nitions and results as presented in [58]. We also give a few proofs for
purposes of illustration.
Let w be a 1nite or in1nite word over A= {0; 1}. Let F(w) be the set of all factors
of w, and let Fn(w) be the set of all factors of w of length n. The complexity function
of w is de1ned by
P(w; n) = card(Fn(w)); for n¿ 0:
P(w; 0) = 1 (the empty word is always a factor), and P(w; 1) is the number of letters
appearing in w. For an in1nite word w; P(w; n)6P(w; n + 1) since every factor of
length n can be extended to the right by at least one letter. Furthermore, Fm+n(w) ⊆
Fm(w)Fn(w) implies P(w;m+ n)6P(w;m)P(w; n).
Consider an in1nite periodic word w with period k. Then P(w; n)6 k, for all n¿ 0,
i.e. the complexity of a periodic word is limited by its period. The following theorem
from [16] shows that the inverse conclusion is true as well, and generalizes these
statements to eventually periodic words. Rational digital rays are periodic in1nite words
as stated in Theorem 3. For example, 10! is not periodic but is eventually periodic,
and it is not a rational straight ray either.
Theorem 16 (Coven and Hedlund [16]). The following conditions on an in7nite word
w are equivalent:
(i) w is eventually periodic,
(ii) P(w; n) = P(w; n+ 1) for some n¿ 0,
(iii) P(w; n)¡n+ k − 1 for some n¿ 1, where k is the number of letters appearing
in w,
(iv) P(w; n) is bounded.
Proof. 10 (i) ⇒ (iv): Let w = uv!. Then P(w; n)6 |uv|, for all n¿ 0.
(iv) ⇒ (iii): Let P(w; n)¡p for all n¿ 0. If k is the number of letters appearing
in w then P(w; 1) = k ¡p, i.e. p¿ k + 1. Then P(w;p− k + 1)¡p.
(iii) ⇒ (ii): Assume (ii) is not true, i.e. P(w;m− 1)¡P(w;m), for all m¿ 0; then
we would have n + k − 1¿P(w; n)¿P(w; 1) + n − 1 = k + n − 1, for some n¿ 1,
which is impossible.
9 Named after the mathematician C.F. Sturm (1803–1855). We follow [58] with respect to the de1nition
of Sturmian words. Some authors also used the name ‘Sturmian words’ for lower digital straight lines; see,
for example, [8].
10 Citation of proof of Theorem 1.3.13 in [58] as given by J. Berstel and P. SVeVebold.
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(ii) ⇒ (i): Consider the factor graph Gn(w) which is a labelled graph with node
set Fn(w) and edge set E= {(bu; a; ua): a; b∈A∧ bua∈Fn+1(w)}. The edges in E are
composed of two nodes and one label. There is at least one edge starting at each node
in Gn(w) because every factor of length n is a pre1x of a factor of length n+1. Since
P(w; n) = P(w; n + 1) there is actually exactly one edge leaving each node, i.e. any
strongly connected component of Gn(w) is a simple circuit. The word w is the label
of an in1nite path passing through Gn(w), i.e. it will loop through a 1xed circuit after
some pre1x, i.e. its labels are eventually periodic.
A sequence (vn)n¿0 of 1nite words over an alphabet A converges to an in1nite word
w if every pre1x of w is a pre1x of all but a 1nite number of words vn. For example,
the sequence 0n1n converges to 0!.
Let f0 = 0, f1 = 01 and fn+1 =fnfn−1, for n¿ 2. The sequence of lengths |fn| is
the Fibonacci sequence F1=1; F2=2; F3=3; F4=5; : : : The sequence (fn)n¿0 converges
to the Fibonacci word
f = 0100101001001010010100100101001001 : : :
and, for example, 01001 is a pre1x of fn for n¿ 4. The Fibonacci word can also be
de1ned by a morphism: for
’:
0 → 01
1 → 0
we have f = ’!(0).
Denition 17. A Sturmian word is an in1nite word w = a1a2a3 : : : over a binary
alphabet A that has exactly n+ 1 factors of length n, for every n¿ 0.
Any suOx of a Sturmian word is again a Sturmian word. The Fibonacci word is
Sturmian. The Thue-Morse word t = '!(0) = 0110100110010110 : : :, with
' :
0 → 01
1 → 10
is another example of a Sturmian word.
A Sturmian word w is de1ned by P(w; n)= n+1, for n¿ 0. According to Theorem
16, any aperiodic word has complexity P(w; n)¿ n+1, for n¿ 0, i.e. Sturmian words
have minimal complexity P(w; n) among aperiodic in1nite words. The value P(w; 1)=2
shows that w is de1ned on a binary alphabet, here A= {0; 1}.
A right special factor of an in1nite word w is a 1nite word u such that u0 and u1
are factors of w. A word w is Sturmian iM it has exactly one right special factor of
each length n¿ 0. The empty word is always the right special factor of length zero.
For the Fibonacci word f we have: 11 is not a factor, so 0 is the only right special
factor of length 1; 000 and 011 are not factors, so 10 is the only factor of length 2;
etc.
The height h(w) of a word w∈A? is the number of letters equal to 1 in w. Given
two words v and w of the same length, 5(v; w) = |h(v)− h(w)| is their balance. A set
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X ⊂ A? of words is balanced iM |v| = |w| implies 5(v; w)6 1 for all pairs of words
v; w∈X . 11 An in1nite word w is balanced if its set of factors is balanced.
The slope of a non-empty word w is the number -(w) = h(w)=|w|. We have
-(uv) =
|u|
|uv| -(u) +
|v|
|uv| -(v):
It is possible to show [58] that an in1nite word w is balanced iM, for all non-empty
factors u; v of w, we have
|-(u)− -(v)|¡ 1|u| +
1
|v| :
This shows that the sequence of slopes is a Cauchy sequence, i.e. a balanced in1nite
word possesses a uniquely de1ned slope based on the slopes of its 1nite pre1xes. Let
w be an in1nite balanced word, and let wn be the pre1x of length n of w, for n¿ 1.
Then the sequence (-(wn))n¿1 converges for n→∞. For example, for the Fibonacci
word f we have h(fn) = Fn−2 and |fn|= Fn, and Fn−2=Fn converges to -(f) = 1=:2
with := (1 +
√
5)=2.
Digital rays, i.e. in1nite words, are de1ned for rational or irrational slope by using
the slope of the generating ray. The following theorem was actually formulated for
mechanical words [64], which is what digital rays are called in the theory of words.
Theorem 18 (Morse and Hedlund [64]). Let w be a digital ray with slope . Then w
is balanced of slope .
Proof. 12 Let w be a lower digital ray. The height of a factor u=w(n) : : : w(n+p−1)
is the number h(u) = (n+ p) +  − n+ ; thus
 · |u| − 1¡h(u)¡ · |u|+ 1; i:e:  · |u|6 h(u)6 1 +  · |u|:
This shows that h(u) takes only two consecutive values when u ranges over w factors
of 1xed length, i.e. w is balanced. Moreover, it follows that∣∣∣∣h(u)|u| − 
∣∣∣∣= |-(u)− |¡ 1|u| ;
and thus -(u) →  for |u| → ∞, and  is the slope of w as de1ned for balanced
words.
Note that the inequality |-(u)−|¡ 1=|u| also provides a criterion for evaluating the
accuracy of an estimated slope based on a 1nite digital straight segment. An alternative
method of evaluating the accuracy of an estimated slope will be discussed at the end
of Section 5. This inequality |-(u) − |¡ 1=|u| also allows us to state that ‘rational
digital rays are suOcient for studies in pattern recognition’:
Corollary 19. Any digital straight segment is a factor of a rational digital ray.
11 Hung [35] calls non-balanced words uneven and shows that an in1nite 8-arc has the chord property iM
it has no uneven 1nite factors.
12 Citation of proof of Lemma 2.1.14 in [58] as given by J. Berstel and P. SVeVebold.
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Proof. An interval in [0; 1) of width 1=|u|, containing an irrational number , also
contains rational numbers ′ satisfying |-(u)− ′|¡ 1=|u|.
We conclude this section by citing the main theorem on irrational digital rays:
Theorem 20 (Morse and Hedlund [64]). The following conditions are equivalent for
an in7nite word w:
(i) w is Sturmian,
(ii) w is balanced and aperiodic,
(iii) w is an irrational digital ray.
Note that a balanced in1nite word is not always a digital ray when the slope is
rational. For example, 01! is not a digital ray. It has slope 1, but l1; = 1!. Only
(purely) periodic in1nite balanced words are rational digital rays. Periodicity studies
for digital rays may also be based on signal-theoretic (Fourier transform) methods; see
[50], allowing characterizations of approximate periodicity.
5. Number-theoretical studies
We have already cited several studies in which number theory has contributed to
studies on digital straightness. The following theorem from Mignosi [61] is from the
theory of words:
Theorem 21 (Mignosi [61]). The number of balanced words of length n is
1 +
n∑
i=1
(n+ 1− i);(i);
where ; is Euler’s totient function.
A 1nite word u is balanced iM it is a factor of some irrational digital ray [58]. By
Corollary 19 it follows that any 1nite balanced word u is also a factor of some rational
digital ray, i.e. Theorem 21 actually speci1es the number of digital straight segments of
length n starting at the origin (0; 0). Asymptotic estimates for the number of DSSs of
length n are also given in [7]. An alternative proof of Theorem 21 and also an algorithm
for random generation of lower digital straight segments of length n is contained in
the technical report [8].
Koplowitz et al. [47] considers the same set of segments u of lower digital rays,
de1ned by 06 x6 n; 06 6 1, and 06 ¡ 1, i.e. the 1rst grid point in the set
G(u) of assigned grid points is (0; 0), and G(u) contains exactly n+1 grid points. See
[55] for earlier, related studies; [52] uses the author’s results on the number of DSSs
on an n-by-n grid to show that piecewise DSS coding of digital curves requires O(n4)
table entries.
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In [47] it is shown that the number of such digital straight segments passing through
the origin is
1
-2
· n3 +O(n2 · log n): (2)
The Euler function ;(i) satis1es the formulas
n∑
i=1
;(i) ≈ 3
-2
· n2 and
n∑
i=1
i · ;(i) ≈ 2
-2
· n3;
i.e. the formula in Theorem 21 can be transformed into the formula published in [47].
Suggestions about using Farey series for modelling digitized lines were already made
in [12,22,63,72].
A Farey series F(n) of order n¿ 1 is de1ned as the ascending series of irreducible
fractions between 0 and 1 whose denominators do not exceed n, i.e. all rational numbers
a0=a1, with 06 a06 a16 n and a0 and a1 relatively prime, sorted in increasing order.
For example, for n= 5 we have the sequence
0
1
;
1
5
;
1
4
;
1
3
;
2
5
;
1
2
;
3
5
;
2
3
;
3
4
;
4
5
;
1
1
:
In [72] it is shown that digital straight segments of length n, passing through the origin,
are in one–one correspondence with the nth Farey series. This is actually already a proof
of the formula (2).
There is an obvious one–one correspondence between the set of digital line segments
starting at (0; 0) and the set of linear partitions of an n × n orthogonal grid, where a
linear partition of a set S is de1ned to be any partition of S into sets X and S \X by
a line  such that the sets X and S \ X belong to diMerent halfplanes de1ned by line
. Of course, any digital straight segment consisting of n+ 1 points and beginning at
(0; 0) de1nes exactly one linear partition, but there are also further linear partitions of
the n× n grid which do not correspond to digital rays starting at (0; 0).
The number of linear partitions of an m × n orthogonal grid is considered in [1].
There it is shown that the number of such partitions is equal to
3
-2
· m2 · n2 +O(m2 · n · log n+ m · n2 · log log n); (3)
where it is assumed that m6 n. This result can be understood as the ‘capacity’ of a
digital picture of size m×n with respect to digital rays, i.e., it shows how many digital
rays can be discriminated by digitization on an m× n orthogonal grid.
Both asymptotic formulas, for the number of digital straight segments and for the
number of linear partitions, can be derived by using well-known formulas for average
values of number-theoretical functions and Riemann-Stieltjes integration.
Dorst and Duin [23] developed a theory of spirographs for establishing links between
digital rays and number theory (Farey series, continued fractions). Fig. 5 shows on the
left a ray y=x, with 0¡¡ 1, passing through grid point (0; 0) and intersecting grid
line x= 0 in the interval [0; 1), and a few parallel shifts of this ray. For any grid line
x = n there is exactly one grid point (n; yn) such that ray y = x + n passes through
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Fig. 5. Five intersection points (left) for grid lines n = 0; 1; : : : ; 4, mapped into a spirograph (right).
(n; yn) and intersects grid line x= 0 in the interval [0; 1). Spirographs 13 are diagrams
which visualize and model the distribution of these intersection points in [0; 1). See
Fig. 5 on the right: Assume a circle with perimeter 1 and mark a 1rst node on this
circle representing the intersection point with grid line x= 0, i.e. 0 = 0. In clockwise
orientation, proceed from the 1rst node to a second node on the circle at radial distance
 representing the intersection point with grid line x = 1, etc.
Denition 22. A spirograph S(; n) is a set of n points on a circle with unit perimeter,
marked 0; 1; : : : ; n− 1, and de1ned by parallel rays with slope  intersecting grid lines
x = 0; x = 1; : : : ; x = n− 1 at grid point positions.
For simplicity we identify these points in S(; n) with their marks. If  is rational
then there is only a 1nite number of such rays, creating a 1nite set of intersection
points in [0; 1), with a periodic repetition of these intersection points for n to in1nity,
and thus only a bounded number of marked points on the spirograph, for any n. The
topology of a spirograph S(; n) is the order modulo n of the marked points on the
circumference of the circle.
The intervals between intersection points in [0; 1), for  rational, specify intervals
of intercepts  such that y = x +  leads to the same lower digital ray for all values
 within the same interval (see Theorem 2).
The distance D(i; j) between two points i; j∈ S(; n); 06 i; j ¡n, is the length of
the arc extending anticlockwise from i to j:
D(i; j) = (i − j)− (i − j):
The smallest distance Dright to the right (clockwise) of point 0∈ S(; n) is Dright =
min{D(i; 0): i = 0 ∧ i∈ S(; n)}. Let
iright = min{k = 0: k ∈ S(; n) ∧ D(k; 0) = Dright}
be the point determining this minimum distance. Similarly, let
Dleft = min{D(0; i): i = 0 ∧ i∈ S(; n) ∧ D(0; i) = 0}
13 The name is that of a children’s toy for drawing curves.
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Fig. 6. Right: the maximum error of  is 1 or 0.5, respectively for  = 0 or  = 0:5. Left: the maximum
error of  as a function of the estimated -value, for n = 6 [23].
and
ileft = max{k = 0: k ∈ S(; n) ∧ D(0; k) = Dleft}:
Now we are prepared to state a few results from Dorst and Duin [23] using their theory
of spirographs. We select those related to the possible accuracy of estimating the slope
and the intercept of a generating ray as a function of the length of the given digital
straight segment.
By de1nition, Dright =iright−iright and Dleft =ileft−ileft. Therefore the bounds
on  that preserve the topology of the spirograph are
iright
iright
6 ¡
ileft
ileft
;
and these bounds for  are the best rational approximations for  with fractions whose
denominators do not exceed n−1. The proof of this fact can be based on the property
that iright=iright and ileft=ileft , with iright and ileft obtained from spirograph S(; n),
are two successive fractions in the Farey series F(n− 1).
The intercept estimation problem is illustrated on the left in Fig. 6. Every pair of
values of ; 06 ¡ 1, and n; n¿ 1, allows an interval of -values, 06 ¡ 1 of
possible intercepts such that the given lower straight line segment of length n is a
digitization of ray x + . The width of this interval is de1ned to be the maximum
possible error Emax(; n). The calculation of error diagrams, see the left of Fig. 6 for
an example, is possible based on spirograph studies. The maximum error Emax(; n) is
de1ned by the maximum arc length in spirograph S(; n):
Theorem 23 (Dorst and Duin [23]). We have Emax(; n) = Dright + Dleft , where the
distances Dright and Dleft are calculated in spirograph S(; n+ 1).
The formula Dright + Dleft = ileft − iright + (iright − ileft), with values from
S(; n+ 1), allows a simple calculation of the errors Emax(; n). If  is a fraction a=b
in the Farey series F(n), then Emax(a=b; n) = 1=b.
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6. Algorithms for DSS recognition
By now there have been many publications on (eOcient) DSS recognition algorithms.
The computational problem is as follows: The input is a sequence of chain codes
i(0); i(1); : : : with i(k)∈{0; 1}, k¿ 0. An o:-line DSS recognition algorithm decides
for 1nite words u∈{0; 1}? whether u is a digital straight segment or not. An on-line
DSS recognition algorithm reads successive chain codes i(0); i(1); : : : and speci1es the
maximum length k¿ 0 such that i(0); i(1); : : : ; i(k) is a digital straight segment, and
i(0); i(1); : : : ; i(k); i(k +1) is not. A recognition algorithm has linear run time behavior
(a linear algorithm for short), i.e. it runs in O(n) time, if it performs at most O(|u|)
basic computation steps for any 1nite input word u∈{0; 1}?. Analogous de1nitions
can be given for 4-DSS recognition algorithms. An on-line algorithm is linear if it
uses on the average a constant number of operations for any incoming chain code
symbol. Linear oM-line algorithms for DSS recognition based on the DSS property (as
de1ned in De1nition 13) were published in [34] and [83]. 14 A linear oM-line algorithm
for cellular straight segment recognition, based on convex hull construction, is brieKy
sketched in [38]. For a region R ⊂ Z2 consider the union Rc of all square isothetic
closed cells having grid points p∈R as their center points and edges of length 1.
Following [41], a region R is digitally convex iM all closed polygons in the exterior
of Rc, de1ned by the frontier of Rc and straight segments between grid points in R,
do not contain any grid point not in R. It is then shown in [41] that a digital region R
is digitally convex iM any two points of R are connected by a DSS in R. A 1nite set
of lattice points that lie between two lines at unit min(horizontal,vertical) distance is a
DSS. A digital arc is a DSS iM it is convex. Convexity can be recognized in perimeter
time by a cellular array.
The extended abstract [40] discusses digital arcs and digital convexity: a digital arc
is a DSS iM it has the chord property; a digital set is digitally convex iM the convex
hull of its set of corner points contains no corner point of its complement; and a
digital arc is a DSS iM it is digitally convex (this is proved for several de1nitions of
digitization in [39]). These conditions can be checked in linear oM-line time using run
length coding. Algorithms in [39] deal with determining whether a digital region is a
digital convex n-gon.
Two detailed linear on-line algorithms for DSS recognition were published in [18];
one of them is an on-line version of the oM-line algorithm published in [34]. Algorithms
for polygonal approximations of digitized curves, not directly related to models of
digital straightness (such as [21,62,77]) will not be reviewed here.
The general problem of decomposing a 4- or 8-arc into a sequence of 4-DSSs or
DSSs, which includes 4-DSS or DSS recognition as a subproblem, is discussed in
many publications, such as [20,45,48,78]. Obviously, linear on-line DSS recognition
algorithms will support linear decomposition algorithms, but linear oM-line algorithms
will only allow quadratic run-time behavior.
14 Hung [35] discusses a Kaw in the Wu algorithm.
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CC0 = 11011101110111011110111011101111011101110
11110111011101110111101110111011110111
s(0)=0, n (0)=1, l (0)=2, r (0)=3
CC1 = 33343343343334334
s(1)=4, n (1)=3, l (1)=3, r (1)=0
CC2 = 2232
s(2)=3, n (2)=2, l (2)=2, r (2)=1
CC3 = ε
Fig. 7. Input example for algorithm CHW 1982a [18].
The design of a DSS recognition algorithm may be based on a unique characterization
of digital straight segments, such as
(C1) the original de1nition of a DSS based on grid-intersection digitization,
(C2) a characterization by pairs of tangential lines (special cases: (C2.1a) Theorem 4,
(C2.1b) Corollary 2.3, (C2.2) Theorem 7, and (C2.3) Theorem 9),
(C3) the equivalence with the chord property; see Theorem 11, or
(C4) the DSS property; see Theorem 14,
and further characterizations 15 have also been used for the design of DSS recognition
algorithms. Approaches following (C4) are normally called linguistic techniques. For
an early version of a linguistic DSS recognition algorithm see [72]; however, this was
not yet based on the correct DSS property, which became known later.
We review in detail one of the historically 1rst linear on-line algorithms for DSS
recognition as published in [18] which utilizes the DSS property (C4).
Algorithm CHW 1982a. The input sequence is CC = i(0)i(1)i(2) : : : i(n), i(k)∈A =
{0; 1; : : : ; 7} for 06 k6 n. Let CC0 = CC, and, if CCk−1 =  (the empty word) then
CCk = R(CCk−1) where R denotes the reduction operation used for de1ning the DSL
and DSS properties in Section 3. Let l(k) and r(k) be the run lengths of non-singular
letters to the left of the 1rst singular letter in CCk , or to the right of the last singular
letter; see De1nition 13. Let s(k) be the singular element in CCk if there is one,
otherwise let s(k) = −1; and let n(k) be the second element in CCk if there is one,
otherwise let n(k)=−1. See Fig. 7 for an example. The input chain code CC0 is now
represented by a syntactic code, which is
s n l r
k = 0 0 1 2 3
k = 1 4 3 3 0
k = 2 3 2 2 1
15 For example, Kishimoto [42] gives three necessary and suOcient conditions (detailed de1nitions omitted
here) for a digital arc to be a DSS: (i) its total absolute curvature is zero, (ii) its width in some direction
is zero, and (iii) its length in some direction is less than half the perimeter of its convex hull.
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for the example in Fig. 7. A syntactic code consists of integers in four columns s; n; l; r.
The DSS property (see De1nition 13) speci1es constraints on these integers such that
the given word CC=i(0)i(1)i(2) : : : i(n) can be classi1ed as being a DSS or not. Before
starting to read a word CC, all values in columns s and n are initialized to be −1, and
all values in columns l and r are initialized to be 0. Now assume that the syntactic
code has already been calculated for an input sequence of length greater than or equal
to zero, and assume that letter d is read as the next chain code of the input sequence.
Let N(k; a; b) be true iM |a− b|= 1 for k¿ 1, and |a− b|(mod 8) = 1 for k = 0. The
algorithm uses diMerent tests which follow straightforwardly from the DSS property:
T1(k; d): n(k) =−1 ∧ s(k) =−1
∧[k ¿ 0→ l(k − 1)6d+ 1 ∧ r(k − 1)6d+ 1]
T2(k; d): n(k) = −1 ∧ s(k) =−1 ∧ T2:1(k; d) ∧ T2:2(k; d)
T2:1(k; d): d= n(k)
T2:2(k; d): N(k; d; n(k)) ∧ [k ¿ 0
→ {l(k − 1)6 n(k) ∨ (l(k − 1) = d ∧ l(k) = 0}
∧{r(k − 1)6 n(k) ∨ (r(k − 1) = d ∧ r(k) = 0}]
T3(k; d): d= s(k) ∧ r(k) = 0
∧l(k) = 1 ∧ s(k + 1) =−1 ∧ n(k + 1)6 1 ∧ [k ¿ 0
→ l(k − 1)6 s(k) ∧ {r(k − 1)6 s(k) ∨ r(k − 1) = n(k)}]
T4(k; d): d= n(k) ∧ [s(k + 1) =−1→ r(k)6 n(k + 1)]
∧[s(k + 1) = −1→ r(k) + 16 n(k + 1)
∨{r(k) + 1 = s(k + 1) ∧ r(k + 1) = 0}]
T5(k; d): d= s(k) ∧ r(k) = 0
The algorithm is speci1ed in Fig. 8. The algorithm ‘inserts’ every new element d
into the syntactic code as long as the incoming chain code sequence satis1es the DSS
property.
Algorithm CHW 1982a runs in linear time: |CCk+1|6 12 · |CCk |, for k¿ 0 and any
incoming DSS chain code. There is only one loop in this algorithm, in the case that a
new element needs to be added to one of the CCk ’s. Therefore, the run time t(n), for
inputs of length n= |CC0|, is on the order
O(|CC0|+ |CC1|+ · · ·+ |CClog n|) =O

log2 n∑
k=0
n
2k

=O(n):
It also follows that the number of relevant integers in the syntactic code is limited by
O(log n), because the index m of the last non-empty word CCm satis1es m6 log2 n.
222 R. Klette, A. Rosenfeld /Discrete Applied Mathematics 139 (2004) 197–230
k = 0
1 if T1(k, d) then goto 10
if T2(k, d) then goto 20
if T3(k, d) then goto 30
if T4(k, d) then goto 40
if T5(k, d) then goto 50
goto 100
10 n(k) = d, l(k) = 1 , return “yes”
20 if T2.1(k, d) then goto 21
if T2.2(k, d) then goto 22
goto 100
21 l (k) = l (k) + 1, return “yes”
22 s(k) = d,, return “yes”
30 s(k) = n(k), n(k) = d, l(k) = 0 , r (k) = 2
return“yes”
40 r(k) = r(k) + 1 , return “yes”
50 d = r(k) , r(k) = 0 , k = k + 1 , goto 1
100 for m = 0 until k − 2 do r(m) = s(m + 1 )
if k  = 0 then r(k − 1) = d
return “no”
Fig. 8. DSS recognition algorithm CHW 1982a based on syntactic codes.
A stronger inequality is
n¿
(
1
2
+
1
4
√
2
)
(1 +
√
2)m − 2:
For example, n=2377 : : : 5739 requires only reduced chain code words CCk for k6m=
9. Of course, representing a digital straight segment by the two end points of one
of its possible preimages is an even shorter representation. A discussion of the time
eOciency of DSS recognition algorithms may also be accompanied by a discussion of
their memory requirements.
We conclude this section with brief reviews of some other DSS recognition
algorithms. Many more have been published which will not be reviewed here due to
space limitations, e.g. [14,28,49,51,53,54,71,76,85]. The intention is polygonalization
of 8-arcs (4-arcs) by segmenting them into maximum-length 8-DSS’s (4-DSS’s).
Algorithm CHW 1982b. The second linear on-line algorithm, published in [18], uses
the possible preimages, see approach (C1) above: as long as the union of all possible
preimages is non-empty we continue reading the next chain code element of the given
8-arc.
As in the proof of Theorem 11 we consider a family of parallel segments (x; lx)(x; ux)
of grid lines x = 0; x = 1; : : : ; x = n for a given digital straight segment u∈{0; 1}? of
length n connecting grid point p0=(0; 0) with grid point pn, passing through grid points
p1; : : : ; pn−1. However, this time we assume that −0:56 lx6 ux ¡n + 0:5 specify
segments of grid lines x= 0; x= 1; : : : ; x= n, being the union of all intercepts of these
grid lines with possible preimages (i.e. straight line segments) of u with respect to grid
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Fig. 9. Digitization polygon for u = 0100100.
intersection digitization, i.e. x − 0:56 lx6 ux ¡x + 0:5. A segment (x; lx)(x; ux) may
degenerate into a single point, i.e. lx=ux, and the segment (x; lx)(x; ux) must not contain
the grid point px, for x = 0; 1; : : : ; n; see Fig. 9 for an example. The point sequence
(0; u0); (1; u1); : : : ; (n; un); (n; ln); (n−1; ln−1); : : : ; (0; l0) de1nes the digitization polygon
of straight line segment u. Because a segment (x; lx)(x; ux) may degenerate into a single
point, the digitization polygon need not be simple. Note that the segments (0; u0)(n; ln)
and (0; l0)(n; un) are contained in this digitization polygon.
Now assume that u is extended by another chain code a∈{0; 1}. The 8-arc ua is a
DSS iM it possesses a digitization polygon. The linear on-line algorithm CHW 1982b,
speci1ed in detail in [18], uses the digitization polygon of u to update this for ua if
possible, or returns “no” if there is no digitization polygon for ua. This algorithm was
also published in [17].
The digitization polygon has also been studied in [24]. Any DSS is uniquely charac-
terized by a quadruple of integers, which represent its length, its shortest periodicity, its
lowest-terms slope, and its phase. From this quadruple we can calculate the digitization
polygon, i.e. the union of all the line segments whose digitization is the DSS. These
equivalence classes of line segments are described in [60] in terms of Farey series,
which allows considerable simpli1cation of proofs given in [24].
Algorithm S 1983. Shlien [75] also speci1es a linguistic technique (i.e. type (C4)) for
segmenting an 8-arc into DSSs. As in CHW 1982a, algorithm S 1983 involves only
integer operations following the syntactic rules speci1ed in the DSS property. A parser
checks the rules related to one layer k, and (eventually) activates a parser for the next
layer k + 1. Several parsers at diMerent levels may be active simultaneously.
This speci1es a diMerent point of view on the approach implemented in algorithm
CHW 1982a, which may support a more obvious implementation of the syntactic rules
speci1ed in the DSS property.
The maximum number m of layers is bounded by 4:785 · log10 n + 1:672, and this
maximum is taken on in cases of digital rays having slope a=b where a and b are
consecutive Fibonacci numbers [46], but the average depth is less than half of this
value [46].
Shlien [75] reports on experiments comparing polygons, whose vertices are the break
points of segmented 8-arcs, with polygonal preimages used to obtain these 8-arcs by
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grid-intersection digitization (Bresenham algorithm). It states an ambiguity in detecting
maximum-length DSSs de1ned by these break points.
Algorithm AK 1985. Algorithm AK 1985 [3] has already been cited with respect to
pairs of tangential lines for 8-arcs. It speci1es a DSS recognition algorithm which
follows approach (C2.1b). Assume an 8-arc u∈{0; 1}? of length n connecting grid
point p0 = (0; 0) with grid point pn, passing through grid points p1; : : : ; pn−1. Critical
points form a minimal subset of G(u) = {p0; p1; : : : ; pn} de1ning a pair of tangential
lines having a minimum distance in the y-axis direction (and G(u) between or on these
lines). An 8-arc u is a DSS iM this distance between such a pair of tangential lines is
¡ 1; see Corollary 2.3.
Without loss of generality assume that u possesses four critical points q1; q2; r1;
r2 ∈G(u) where q1q2 speci1es a nearest support below and r1r2 a nearest support
above u. Then u is uniquely speci1ed either by n and q1; q2, or by n and r1; r2. Anderson
and Kim [3] describes a linear oM-line (!) algorithm for calculating the nearest support
below and/or above. A 1nal test (Corollary 2.3) decides whether or not u is a DSS.
This algorithm is also used to specify a linear oM-line (!) algorithm for calculating
the digitization polygon (see algorithm CHW 1982b). The paper [3] also discusses the
calculation of digitization polyhedra for digital straight segments in three-dimensional
space.
Algorithm CHS 1988a. Creutzburg et al. [17] speci1es three diMerent linear on-line
DSS recognition algorithms. The 1rst is a slightly improved version of algorithm
CHW 1982b. The second also follows approach (C1); however, this time the grid-
intersection digitization de1nition is used to perform DSS recognition based on solving
a separability problem for a monotone polygon.
Assume an 8-arc u∈{0; 1}? of length n connecting grid point p0 = (0; 0) with grid
point pn, passing through grid points p1; : : : ; pn−1. Let pk=(k; Ik), for k=0; 1; : : : ; n. The
weak digitization polygon of u is de1ned by vertices (0; I0 + 0:5); (1; I1 + 0:5); : : : ;
(n; In + 0:5); (n; In − 0:5); (n − 1; In−1 − 0:5); : : : ; (0; I0 − 0:5). The weak digitization
polygon of an 8-arc u is monotonic in the x-direction. The separability problem is
now as follows: The arc u is a DSS iM the upper polygonal chain (0; I0 + 0:5); (1; I1 +
0:5); : : : ; (n; In + 0:5) of its weak digitization polygon can be separated from its lower
polygonal chain (n; In−0:5); (n−1; In−1−0:5); : : : ; (0; I0−0:5) by a straight line not inter-
secting the upper or lower polygonal chain. Creutzburg et al. [17] details a linear on-line
algorithm for solving this separability problem for extended 8-arcs ua; a∈{0; 1}, based
on a solution of the separability problem for u. Note that this separability problem can
also be stated as a visibility problem (visibility of edge (0; I0 − 0:5)(0; I0 + 0:5) from
edge (n; In − 0:5)(n; In + 0:5), or vice versa).
Algorithm CHS 1988b. The third linear on-line DSS recognition algorithm in [17] fol-
lows (C2.1b); it is similar to (and independent of the publication of) the linear oM-line
algorithm AK 1985. Algorithm CHS 1988b uses the critical points calculated for u to
calculate updated critical points for the extended 8-arc ua, a∈{0; 1}, if possible, and
returns “no” otherwise. The algorithm is quite short, allowing a quick implementation.
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StartP StartN EndN
EndP
 4-curve
negative base
positive base
4-DSS
current grid point
Fig. 10. Notations for algorithm K 1990 [48].
Creutzburg et al. [17] also contains a geometric analysis of possible or impossible
locations of critical points. For example, if a critical point of word u is cancelled later
on in an extended word uv, it cannot become a critical point again for extensions of
uv.
Algorithm K 1990. Kovalevsky [48] discusses the recognition of digital 4-straight
segments (the boundaries of cellular complexes) following approach (C2.3). This al-
gorithm is one of the simplest and most eOcient (see [15]) linear on-line 4-DSS
recognition algorithms, and we will give it in full detail. It is based on the calculation
of a narrowest strip, de1ned by the nearest support below and above (see Theorem
7 and Fig. 3). With respect to the narrowest-strip idea it resembles the linear oM-line
algorithm AK 1985 and the linear on-line algorithm CHS 1988b, which are both for
8-arcs. Algorithm K 1990 is given in detail in [45]. For the notation, see Fig. 10.
The algorithm follows a digital 4-curve. A new 4-DSS is extended as long as all
grid points on this digital curve are between or on a pair of parallel lines having a
main diagonal distance of less than
√
2. On the parallel line to the left of the digital
curve we de1ne a negative base between grid points StartN and EndN; and on the
parallel line to the right of the digital curve we de1ne a positive base, between grid
points StartP and EndP.
A subsequence of grid points (x; y) on the digital 4-curve is a 4-DSS iM the following
two inequalities are satis1ed:
06 vx − uy + w6 |u|+ |v| − 1;
where (u; v)T is a vector Tang parallel to the negative (or positive) base of the 4-DSS
having relatively prime integer coordinates, and w = uy − vx for any grid point (x; y)
on the negative base. Let h(x; y) = vx − uy + w, and assume that both inequalities
are true for n − 1 grid points accepted for the recent 4-DSS. For the next grid point
Point = (xn; yn) let
(i) h(xn; yn) = 0: (xn; yn) is on the negative base, and all n vertices form a 4-DSS;
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end vertex of a 4-DSS
Fig. 11. Applications of algorithm K 1990 [45].
(ii) h(xn; yn) = |u| + |v| − 1: (xn; yn) is on the positive base, and all n vertices form
a 4-DSS;
(iii) h(xn; yn) =−1 or h(xn; yn) = |u|+ |v|: all n vertices are a 4-DSS, but values u, v
and w need to be updated:
if h(xn; yn) =−1 then
begin
EndN := Point; StartP := EndP; Tang := Point − StartN ;
end
if h(xn; yn) = |u|+ |v| then
begin
EndP := Point; StartN := EndN ; Tang := Point − StartP;
end
(iv) otherwise: the n vertices do not form a DSS; stop at vertex n− 1 and initialize a
new DSS.
Fig. 11 illustrates a clockwise and an anticlockwise run around a digital region,
producing diMerent segmentations into maximum-length 4-DSSs.
Algorithm SD 1991. Smeulders and Dorst [78] discusses a linear oM-line DSS recog-
nition algorithm following the linguistic approach (C4). It starts with the linear oM-line
Wu algorithm [83] and corrects the Kaw detected in [35]. Ref. [78] also contains basic
research on digital straightness.
Algorithm DR 1995. Debled-Rennesson and ReveillVes [20] describe a linear on-line
DSS recognition algorithm which follows the (C2.1a) approach (their ‘naive line’ is
identical to a digital straight line), i.e. it is based on an updated test of a double
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Diophantine equation which is basically similar to a test of whether the grid point set
G(u) is in a narrowest strip (see algorithm K 1990) of arithmetical width max{|a|; |b|}.
Coeurjolly and Klette [15] evaluates several polygonalization algorithms including
two DSS methods (K 1990 and DR 1995). Source code for these DSS recognition
algorithms can be downloaded from www.citr.auckland.ac.nz/dgt/.
7. Conclusions
A straight line seems to be a simple object. Our review demonstrates that digital
straight lines are actually a very challenging subject, and many interesting results are
known to date. Still lacking is a comprehensive and comparative performance evaluation
of the DSS recognition algorithms suggested so far. A statistical analysis of measured
time complexities would also be of interest. The random DSS generation algorithm of
[8] could be used to create input data.
The segmentation of a (closed) 8-curve into maximum-length DSS’s depends on the
starting point and orientation of the traversal. It would be of interest to analyze the
possible variation in these segmentations. For example, Creutzburg et al. [19] brieKy
mentions two on-line DSS recognition methods of decomposing a digital arc into a
minimal number of DSSs. However, no detailed algorithms have yet been published.
DiMerent neighborhood or adjacency de1nitions may also be worth studying in greater
detail. For example, see [59] for digitizations in a 16-neighborhood space. Furthermore,
we have not discussed straightness in three- or higher-dimensional digital spaces in
this review; in fact there are several publications dealing with these spaces (see, e.g.
[79]: a set of grid points is an n-dimensional DSS iM n − 1 of its projections onto
the coordinate planes are two-dimensional DSSs). Finally, straightness can also be
discussed in non-binary (i.e. multi- or gray-level) digital images; this began as early
as Klaasman [43], where positional errors were estimated for straight edges (between
regions having given constant gray levels) as a function of the size and number of
gray levels in the digital image.
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