A new proof concerning the determinant of the adjacency matrix of the line graph of a tree is presented and an invariant for line graphs, introduced by Cvetković and Lepović, with least eigenvalue at least −2 is revisited and given a new equivalent definition [D. Cvetković and M. Lepović. Cospectral graphs with least eigenvalue at least −2. Publ. Inst. Math., Nouv. Sér., 78(92):51-63, 2005.]. Employing this invariant and other techniques, it is shown that the line graphs of double stars are determined by their adjacency spectra.
1. Introduction. In this paper, we are concerned only with undirected simple graphs (loops and multiple edges are not allowed). All notions on graphs that are used here can be found in [5] . For a graph G = (V (G), E(G)), let n(G), m(G), ℓ(G) and A = A(G) be the order, size, line graph and adjacency matrix of G, respectively. For some vertex v i ∈ V (G), let d i = d(v i ) stand for the degree of v i and ∆(G) be the maximum degree of G. We denote the characteristic polynomial det(λI − A) of G by φ(G, λ) or simply φ(G). The adjacency spectrum of G, denoted by Spec(G), is the multiset of eigenvalues of A(G). Since A(G) is symmetric, its eigenvalues are real and we set λ 1 (G) ≥ λ 2 (G) ≥ · · · ≥ λ n(G) (G). The maximum eigenvalue λ 1 (G) of G is called the spectral radius (or index) of G and it is often denoted by ρ(G). Additionally, let λ(G) denote the least eigenvalue of G.
Two graphs G and H are said to be A-cospectral if the corresponding adjacency spectra are the same. A graph is said to be determined by the A-spectrum (or simply a ELA Notes on Graphs With Least Eigenvalue at Least −2
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DAS-graphs?
This paper is organized as follows: In Section 2, we cite some useful results of graphs with least eigenvalue at least −2, and give a new proof of an important result about the determinant of adjacent matrix of line graph of a tree. In Section 3, we revisit an invariant, defined by Cvetković and Lepović [8] , for the graphs with least eigenvalue at least −2, and give it a new equivalent definition. In Section 4, we prove that the line graphs of double stars are determined by their adjacency spectra.
2. Some useful results and a new proof. Doob and Cvetković [13] characterized all connected graphs with the least eigenvalue greater than −2 as follows:
Theorem 2.1. G is a connected graph with λ(G) > −2 if and only if one of the following holds: 
A graph in L (L + or L 0 ) is called an L -graph (L + -graph or L 0 -graph) (see [8] ). For the L + -graphs we have the following result. Theorem 2.2. (Brouwer, Cohen, and Neumaier [2] ) Let G be an L + -graph with order n. Then
The above theorem has been proved by a lattice-theoretic argument (see, for example, [2] ). It is worth pointing out that Doob and Cvetković [13] gave a proof for the case G ∈ G 2 ∪ G 3 by other techniques. Here, we also give a new proof for the case G ∈ G 1 which is independent of lattice theory. Let ψ(G, λ) = det(λI − (D − A)) and ϕ(G, λ) = det(λI − (D + A)) be respectively the characteristic polynomials of 
Let G be a graph with order n and size m. Then
Theorem 2.4. Let G ∈ G 1 be a graph with order n. Then det(2I+A(G)) = n+1.
Proof. Since G ∈ G 1 , then there exists a tree T such that G = ℓ(T ) and n(T ) = n + 1. Note that A(G) is a matrix of order n. Set
Suppose that the roots of ϑ(λ) are λ 1 , λ 2 , . . . , λ n . Thus,
Since n i=1 λ i = (−1) n a n , by (2.1) we have that det(2I + A(G)) = (−1) n a n .
Note that a n = (−1) n (n + 1)τ (T ), where τ (T ) is the number of spanning trees in T [21] . Consequently, a n = (−1) n (n + 1), and therefore, det(2I + A(G)) = n + 1.
3. An important graph invariant. Cvetković and Lepović [8] adopted the nomenclature from lattice theory and defined
as the discriminant of an L -graph G. Additionally, for an L -graph G they obtained an important graph invariant named star value and showed that its formula is following conclusion. If G is an L 0 -graph, then d G = 0 < S. On the other hand, it is easy to see that φ(G, λ − 2) = λ n−k Π G (λ) and then d G = S if G is an L + -graph. Now we synthesize the above facts into the following definition: 
The following corollary is an immediate consequence of Definition 3.1:
Corollary 3.2(ii) indicates that the star value of a graph is a graph invariant determined by the spectrum. The readers will see that it will play an important role in studying the spectral characterization of graphs with least eigenvalue at least −2.
Note that φ(G, −2) = det(−2I − A(G)) = (−1) n det(2I + A(G)), where n is the order of G. Hence, det(2I + A(G)) = (−1) n φ(G, −2) and so the following corollary follows from Theorem 2.2 and Definition 3.1: 
For an L 0 -graph, we pose the following problem. Figure 4 .1. In this section, we investigate the spectral characterization of line graphs of double stars S a,b and set b ≥ a ≥ 0. Note ℓ(S 0,b ) = K b+1 which has been shown to be a DAS-graph (see [11] ). In what follows we will directly use a well-known fact that if G and H are A-cospectral graphs, then they respectively share the same order and size. Schwenk [25] defined an operation on graphs named generalized composition. If a graph H is labeled and has s vertices, then the graph G = H[H 1 , H 2 , . . . , H s ] is formed by taking the disjoint graphs H 1 , H 2 , . . . , H s and then joining every vertex of H i to every vertex of H j whenever u i is adjacent to u j in H (1 ≤ i, j ≤ s). Assume that H i is an r i -regular graph (1 ≤ i ≤ s). Then the partition V (G) = V (H 1 )∪V (H 2 )∪· · · V (H s ) is equitable. Let T be the quotient matrix associated with this partition. Proof. If b = 1, then a = 0 or 1. Thus, ℓ(S a,b ) = P 2 or P 3 and so the lemma holds.
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Let f (λ) denote the cubic factor. It is easy to see that ρ(ℓ(S a,b )) is the largest root of f (λ). Note that f (a+b) = ab(a+b+2) > 0 and f (a+b−1) = −a 2 −ab−b 2 +a 2 b+ab 2 .
Since ∂f (a+b−1) ∂a = (2a + b)(b − 1) > 0, then for a > 2 we get that Since
Since a is a positive integer, it follows from (4.2) that a = 1 or 0. This establishes the necessity. Now we show the sufficiency. If a = 0, then n = b + 1 and ℓ(S a,b ) = K n with ρ(K n ) = n − 1 > n − 2. If a = 1, then n = b + 2. from (4.1) we get that ρ(S 1,b ) is the largest root of 
Proof. We retain the notation of Lemma 4.2. From (4.1) it follows that ρ(ℓ(S a,b )) and λ(ℓ(S a,b )) are the roots of f (λ). Since f (−1) = ab > 0, then −1 is not a root of f (λ). Thus, λ 2 is also a root of f (λ) and the multiplicity of Proof. Let ℓ(S a,b ) and ℓ(S a ′ ,b ′ ) be A-cospectral. Then a + b = a ′ + b ′ . From (4.1) it follows that ab = a ′ b ′ (since the constant terms in the cubic factors of φ(ℓ(S a,b )) and φ(ℓ(S a ′ ,b ′ )) are equal). Solving the equations a + b = a ′ + b ′ and ab = a ′ b ′ we get that a = a ′ , b = b ′ or a = b ′ , b = a ′ . 
