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Abstract
We study uniform approximation of differentiable or analytic functions of one or several variables on a
compact set K by a sequence of discrete least squares polynomials. In particular, if K satisfies a Markov
inequality and we use point evaluations on standard discretization grids with the number of points growing
polynomially in the degree, these polynomials provide nearly optimal approximants. For analytic functions,
similar results may be achieved on more general K by allowing the number of points to grow at a slightly
larger rate.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
We are interested in constructive approximation of analytic or sufficiently smooth functions on
a compact set K ⊂ CN by polynomials. One way to approximate a function f by a polynomial is
to use Lagrange interpolation. In the univariate case, the efficiency and accuracy of this classical
method generally depends on the location of the interpolation points. From a theoretical point of
view, this has been known for more than 80 years. Very few results are available on multivariate
Lagrange interpolation. The so-called Fekete points (see Section 4.2) work well but are difficult to
locate. Indeed, aside from the beautiful Padua points recently discovered by Caliari et al. in a square
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in R2, see [9,8], no explicit sets of “good” interpolation points are known on any compact set. Thus
we attack the problem of constructing complex approximation polynomials using point evaluations
from a different perspective. The method we study in this paper is commonly used in applied
mathematics; it is a classical least squares approximation problem: given values f (a) where a ∈
A, we simply look for the polynomial p of a given degree which minimizes
∑
a∈A |f (a)−p(a)|2.
The basic objective is to eliminate the intractable problem of finding very particular families of
points which are efficient for Lagrange interpolation and, rather, to be able to exploit data obtained
through standard discretization processes of numerical analysis. The challenge is to do this without
excessively augmenting the number of points. Whether this number can be kept reasonably low
depends, in some sense, on the geometry of the compact sets we are considering. More precisely,
in our work, this dependence expresses itself in the existence of a Markov inequality attached to
the compact set.
Despite its simplicity, the method of using discrete least squares approximation polynomials
for differentiable or holomorphic functions does not seem to have attracted much attention from
approximation theorists. The only previous work of which we are aware, due to Reichel [21],
studies problems in the one-variable setting using tools different from ours. A referee pointed out
chapter 3 of Cheney’s book [11], where one finds an interesting discussion of discretization for
the case of uniform approximation, mostly on real intervals, which also makes use of a Markov
inequality.
In the next section we recall the construction and a few elementary properties of the discrete least
squares approximation polynomials and establish an elementary but fundamental error estimate
(Theorem 2). In Section 3, we define, and, with the help of Markov’s inequalities, construct
our admissible meshes (Definition 1) which are to replace the Lagrange interpolation points.
Convergence results for various classes of functions are given in Section 4. As a by-product, we
give a method for computing approximate Fekete points. We remark that, unlike the case of the
interval, in the multivariate setting, essentially nothing is known about the asymptotic distribution
of Fekete points. In the concluding section, we show that if we allow a slightly larger growth rate
in the number of points (weakly admissible meshes), this discrete least squares method yields
good approximators for holomorphic functions on an arbitrary regular compact set.
A final introductory remark: we generally work in complex N -space CN with complex-valued
functions and polynomials unless otherwise noted. The reader interested in “real” results may
safely consider RN with real-valued functions and polynomials.
2. Discrete least squares approximants
For the convenience of the reader, we briefly recall the construction of the discrete least squares
approximation polynomials. We will emphasize the distinctive features of the multivariate case.
For details, the reader may consult, e.g., [20].
We let P = P(CN) and Pd = Pd(CN) denote the space of polynomials of N complex variables
and those of total degree at most d. The dimension of Pd(CN) is given by
Nd :=
(
N + d
d
)
which is asymptotic to dN/N ! as d → ∞. A set A is said to be determining for a space of functions
F, or, for short, F-determining, if p ∈ F and p|A = 0 on A forces p ≡ 0. Here p|A denotes the
restriction of p to A. The cardinality #A of an F-determining set A cannot be smaller than the
dimension of F. When it is equal to the dimension of F, we say that A is unisolvent for F.
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Our sets A will consist of finitely many points. We denote by F(A) the C-vector space of
complex-valued functions defined on A equipped with the supremum norm: for f ∈F(A),
‖f ‖A := maxa∈A |f (a)|.
Theorem 1. Let A be a finite subset of CN . If A is Pd -determining then for every f ∈ F(A) there
exists a unique polynomial p ∈ Pd which minimizes the quantity
f,A(q) :=
∑
a∈A
|q(a) − f (a)|2, (2.1)
i.e., f,A(p) < f,A(q) for every q ∈ Pd \ {p}.
The unique polynomial p will be denoted by (A, f ) or A(f ).
The map (A, ·) is a linear projection,
(A, p) = p, p ∈ Pd , (2.2)
and it is invariant under any affine automorphism G of CN :
(G(A), f ) = (A, f ◦ G) ◦ G−1. (2.3)
Proof. The sesquilinear form defined on F(A) by
(f, g)A :=
∑
a∈A
f (a)g¯(a) (2.4)
defines a Hermitian inner product on F(A) with corresponding norm
‖f ‖2,A :=
(∑
a∈A
|f (a)|2
)1/2
.
Since A is Pd -determining the linear map Pd(CN) 
 p → p|A ∈ F(A) is one-to-one and we
may therefore regard Pd as a subspace of F(A). Then to minimize the functional f,A means to
minimize the ‖ · ‖2,A-distance between f and Pd . We now see that the theorem is a particular case
of the general projection theorem on a Hermitian space and the unique p which minimizes f,A
is the (·, ·)A-orthogonal projection of f onto Pd . In particular, the map (A, ·) is linear.
If p ∈ Pd then p,A(p) = 0 which gives (2.2). Then (2.3) follows readily from the fact that
p → p ◦ G is a linear automorphism of Pd together with the observation that f ◦G,A(p ◦ G) =
f,G(A)(p), p ∈ Pd . 
If A is Pd -determining and #A = Nd then A is unisolvent and we may compute L(A, f ),
the Lagrange interpolation polynomial of f at the points of A (see below). In this case we have
(A, f ) = L(A, f ) (since f,A(L(A, f )) = 0). It is on taking the cardinality of A bigger than
Nd that we shall escape the difficulties encountered in multivariate Lagrange interpolation.
We recall for further use that if A is unisolvent for Pd
L(A, f )(z) =
∑
a∈A
f (a)a(z), (2.5)
where a is the fundamental Lagrange interpolation polynomial corresponding to a, that is, the
unique polynomial of degree at most d such that a(b) = ab for every b ∈ A. If A = {aj :
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j = 1, . . .Nd} and (bj ) is any basis of Pd , then
aj (z) =
vdm(a1, . . . , aj−1, z, aj+1, . . . , aNd )
vdm(a1, . . . , aNd )
, (2.6)
where vdm denotes the Vandermonde determinant
vdm(a1, . . . , aNd ) = det(bi(aj )). (2.7)
Starting from any ordered basis of Pd , using the standard Gram–Schmidt algorithm, we may
construct an orthonormal basis (tj ) with respect to (· , ·)A. According to the standard projection
theorem, we then have
(A, f ) =
Nd∑
j=1
(f , tj )Atj .
Hence, whenever we know an orthonormal basis of Pd for (· , ·)A, the computation of (A, f )
becomes immediate. Such orthonormal polynomials are called discrete orthogonal polynomials.
In the real case they are known to satisfy many algebraic properties of the usual orthogonal
polynomials. A study has been recently made by Xu [30]. For results in the univariate case, we
refer to [22].
We readily exhibit an Nd ×Nd linear system whose solution gives p = (A, f ). For example,
we may solve ′f,A(p) = 0 where ′f,A is the first Fréchet derivative of f,A. Precisely, let
A = {aj : j = 1, . . . #A} and let b = {bk: k = 1, . . . ,Nd} be any basis of Pd , ordered in
some fixed way. If C = (ck: k = 1, . . . ,Nd) is the column vector formed by the coefficients of
(A, f ) with respect to the basis b, B denotes the #A × Nd matrix defined by Bj,k := bk(aj ),
and F = (f (aj ): j = 1, . . .Nd) is the column vector of function values, then
BHBC = BHF, (2.8)
where BH stands for the conjugate transpose of B. This relation is known in the literature as the
normal equation (for least squares).
It is important to note that (A, f ) is obtained in solving an Nd × Nd linear system whose
coefficients depend only on the points of A and on the values of f at these points, exactly as in the
case of multivariate Lagrange interpolation. In particular, the cardinality of A does not influence
the complexity of the linear problem to be solved.
Now let K ⊂ CN be compact and let A be a finite Pd -determining subset of K. Since the linear
map Pd 
 p → p|A ∈ F(A) is continuous, there exists a (smallest) constant C(A,K) such that
‖p‖KC(A,K)‖p‖A, p ∈ Pd . (2.9)
The existence of a finite C(A,K) is equivalent to the property that A is Pd -determining. Note
that, a priori, C(A,K) depends on d.
Our results are based on the following elementary estimates.
Theorem 2. Let K be a compact set in CN and let A be a finite Pd -determining subset of K. For
every continuous function f on K, we have
‖(A, f )‖KC(A,K)
(
‖f ‖K +
√
#A distK(f,Pd)
)
(2.10)
86 J.-P. Calvi, N. Levenberg / Journal of Approximation Theory 152 (2008) 82–100
and
‖f − (A, f )‖K
(
1 + C(A,K)
(
1 + √#A
))
distK(f,Pd), (2.11)
where distK(f,Pd) denotes the uniform distance between f and Pd ,
distK(f,Pd) = inf{‖f − p‖K : p ∈ Pd}.
Proof. Choose bd ∈ Pd with ‖f − bd‖K = distK(f,Pd). Fix a ∈ A. Since bd is a competitor
for the minimization problem that defines (A, f ) we have
|f (a) − (A, f )(a)|  ‖f − (A, f )‖2,A‖f − bd‖2,A

√
#Amax
a∈A |f (a) − bd(a)|

√
#A ‖f − bd‖K =
√
#A distK(f,Pd).
It follows that
‖(A, f )‖A‖f ‖A +
√
#A distK(f,Pd).
It remains to use ‖f ‖A‖f ‖K and the definition of C(A,K) given in (2.9) applied to the
polynomial (A, f ).
To get (2.11), we apply (2.10) with f replaced by f − bd and use the facts that (A, ·) is a
linear projection together with distK(f,Pd) = distK(f − bd,Pd) to get
‖(A, f ) − bd‖K  C(A,K)
[
‖f − bd‖K +
√
#A distK(f,Pd)
]
(2.12)
 C(A,K)
[
1 + √#A
]
distK(f,Pd). (2.13)
Hence
‖f − (A, f )‖K  ‖(A, f ) − bd‖K + ‖bd − f ‖K

(
1 + C(A,K)
[
1 + √#A
])
distK(f,Pd).  (2.14)
The proof of (2.11) requires (A, ·) to be a linear projection and our method cannot directly
give an estimate in the more general problem where we replace |f (a)−q(a)|2 by |f (a)−q(a)|,
1, in (2.1).
From (2.11) we see that if it is possible to control C(A,K) · (#A), then(A, f ) ∈ Pd will be a
nearly optimal uniform approximation polynomial to f. This leads to the definition of admissible
meshes given in the next section.
Inequality (2.11) is similar in principle to the classical Lebesgue lemma for Lagrange interpo-
lation. This lemma states that if A is unisolvent for Pd then, for every continuous function f on K,
we have
‖f − LA(f )‖K(1 + L(A,K)) distK(f,Pd), (2.15)
where L(A,K) is the Lebesgue constant defined by L(A,K) = ‖∑a∈A |a|‖K , see (2.5). In-
equality (2.11) is not a generalization of this result. Indeed, in the case where A is unisolvent for
Pd (so that A = LA), (2.11) does not reduce to (2.15). For a set A unisolvent for Pd , we have
C(A,K)L(A,K), and, in general, the inequality is strict. We also remark that the factor √#A
in (2.11) arises from comparing the norm ‖ · ‖2,A to the uniform norm on A.
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Finally, we note that one could introduce weights in the definition of f,A: given w ∈ F(A)
with values in R+, we may consider
f,A,w(q) =
∑
a∈A
w(a) |f (a) − q(a)|2. (2.16)
Slightly modified, Theorem 2 (and its applications) would remain valid in this more general setting
under the assumption that w is a non-vanishing continuous function on K.
3. Meshes
3.1. Admissible meshes
We shall always assume that the compact sets K ⊂ CN we consider are P-determining; i.e.,
they are not contained in an algebraic hypersurface.
Definition 1. We say that a sequence (A(d)) := {A(d)}d∈N of finite subsets of K is an admissible
mesh if the following properties are satisfied:
(i) C(A(d),K) in (2.9) is bounded from above, independent of d. In particular A(d) is Pd -
determining.
(ii) The cardinality #A(d) grows polynomially in d as d → ∞.
When precision is needed we speak of a C-admissible mesh where C = supd∈N C(A(d),K).
The first condition implies that ∪dA(d) is P(CN)-determining. Clearly the two conditions are
in competition with each other.
Based on (2.11), in discussing approximation results, one might consider replacing the two
conditions in Definition 1 by the weaker condition:
(3) C(A(d),K) · #A(d) grows polynomially in d as d → ∞.
Our techniques do not naturally produce such meshes. However, there always exist meshes sat-
isfying (3), provided that K is P-determining, for we may take for A(d) a set F(d) of Fekete
points or degree d, that is, a set of Nd points that maximizes vdm on KNd . We refer the reader
to the discussion following Example 7 in Section 4.2. In this case we have C(F(d),K)Nd and
#F(d) = Nd .
It is not clear whether all P-determining compact sets K possess admissible meshes in the sense
of Definition 1. We will give sufficient conditions on K so that there exist lots of admissible meshes
in Section 3.3. If we are interested in nearly optimal approximation of holomorphic functions,
we will see in Section 4.2 that the weaker condition (3) is sufficient for theoretical purposes,
motivating the definition of weakly admissible meshes (Definition 2).
Given K ⊂ CN compact, a closed subset S of K with ‖p‖S = ‖p‖K for all polynomials p is
called a boundary for P(K), the uniform algebra generated by polynomials restricted to K. Clearly
the topological boundary K is a boundary for P(K); the smallest such set is called the Shilov
boundary and will be denoted by S(K). Thus if (A(d)) is an admissible mesh for a boundary S for
P(K) then it is also an admissible mesh for K. The Shilov boundary is included in the topological
boundary of K, but it may be strictly smaller. For example, if K = {(z1, . . . , zN) : |zj |rj , j =
1, . . . , N} is a polydisk, then S(K) = {(z1, . . . , zN) : |zj | = rj , j = 1, . . . , N} is an N -torus.
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Lemma 3. If (A(d)) is an admissible mesh for K then
S(K) ⊂ ∩
d∈N
∞∪
j=d A(j). (3.1)
Proof. Fix p ∈ P and d ∈ N. We write B(d) = ∪∞j=dA(j). For j max{d, deg p}, we have‖p‖KC‖p‖A(j)C‖p‖B(d). Applying the inequality ‖p‖KC‖p‖B(d) with p replaced by pm
and letting m → ∞, we obtain ‖p‖K‖p‖B(d). From the definition of S(K), S(K) ⊂ B(d) for
every d and the lemma follows. Note that if the points (A(d)) are taken in S(K), (3.1) reduces to
an equality. 
Another useful observation is that admissibility is stable under the operations of taking unions,
products and transformations of sets under affine automorphisms.
Lemma 4.
(i) If I is a finite set, K = ∪i∈IKi with Ki compact in K, and (Ai(d)) is C-admissible for Ki ,
i ∈ I then (∪i∈IAi(d)) is C-admissible for K.
(ii) If (Ai(d)) is Ci-admissible for Ki , i = 1, . . . , n then (×ni=1Ai(d)) is C1 · · ·Cn-admissiblefor K = K1 × · · · × Kn.
(iii) If G is an affine automorphism of CN then (A(d)) is admissible for K if and only if (G(A(d)))
is admissible for G(K).
Our main tool for constructing admissible meshes are the Markov inequalities which relate the
supremum norm of a polynomial to that of its derivatives.
3.2. Markov inequalities
The classical instances are
‖p′‖[−1,1](degp)2‖p‖[−1,1], p ∈ P(R), (3.2)
‖p′‖U (degp)‖p‖U , p ∈ P(C), (3.3)
where U denotes the unit disc in C. We say that a compact subset K of CN satisfies a Markov
inequality if there are positive constants r and M with
‖∇p‖KM(degp)r‖p‖K, p ∈ P(CN), (3.4)
where
∇p(z) = ((p/z1)(z), . . . , (p/zN)(z))
and
‖∇p‖K := max
z∈K ‖∇p(z)‖∞
with
‖w‖∞ := max
1 iN
|wi |.
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The number r is called the exponent of the Markov inequality (3.4). The number M is of lesser
importance; indeed, unlike the exponent it depends on the norm we choose to measure ∇p (cf.,
Example 1). If G is an affine automorphism and K satisfies a Markov inequality with exponent r
then G(K) satisfies a Markov inequality with the same exponent but the corresponding constant
M is multiplied by a constant controlled by the norm of G.
Repeated application of (3.4) yields estimates for each partial derivative,
‖Dp‖KM ||(degp)r||‖p‖K, (3.5)
where || is the length of the multi-index  ∈ NN . If K is a subset of RN , one says that K satisfies
a Markov inequality if (3.4) is valid for every real polynomial. It suffices to replace the constant
M by 2M to then obtain an estimate valid for complex polynomials.
Note that:
(i) if K verifies a Markov inequality, it is necessarily P-determining;
(ii) if K ⊂ CN satisfies a Markov inequality then S(K) and K satisfy the same Markov in-
equality.
Using (3.2), it is not difficult to derive a class of multivariate examples.
Example 1. For a convex body K ⊂ RN , i.e., a convex compact set with non-empty interior, we
have the following estimate:
max
x∈K ‖∇p(x)‖24
(deg p)2
w(K)
‖p‖K, p ∈ P(RN). (3.6)
Here w(K) is the minimal distance between two parallel supporting hyperplanes for K and
‖∇p(x)‖22 =
N∑
i=1
(
(p/xi)(x)
)2
.
Inequality (3.6) is due to Wilhelmsen [29]. When K is symmetric, i.e., K = −K , the constant 4 in
(3.6) can be replaced by 2. This was shown by Sarantopoulos [23]. We refer to [4,14] for Markov
inequalities attached to convex bodies.
We need a minimal number of tools from pluripotential theory [25,13] for presenting a second,
more general, class of examples. First, K ∈ CN is said to be polynomially convex if K = Kˆ
where
Kˆ := {z ∈ CN : |p(z)|‖p‖K, p ∈ P}
is the polynomial hull of K. For N = 1,  := C \ Kˆ is simply the unbounded component of the
complement of K. Given a compact set K, we define the Siciak–Zaharjuta extremal function by
VK(z) := sup
{
1
degp
ln |p(z)| : degp > 0, ‖p‖K := sup
z∈K
|p(z)|1
}
. (3.7)
Clearly V
Kˆ
= VK = VK = VS(K). Either the uppersemicontinuous regularization V ∗K(z) :=
lim sup→z VK() is a locally bounded plurisubharmonic function (uppersemicontinuous on CN
and subharmonic on complex lines), or else V ∗K ≡ +∞. The latter case occurs if there is a
plurisubharmonic function v with K ⊂ {v = −∞} and we say that K is pluripolar (or polar if
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N = 1). In particular, a non-pluripolar compact set is P-determining. We say that K is regular
if VK is continuous (equivalently, VK = V ∗K ). Many natural compact sets are regular. In the
univariate case, when K is regular, VK | is equal to the Green function of  = C \ Kˆ with pole
at ∞. From the definition of VK we deduce the useful Bernstein–Walsh inequality:
|p(z)|‖p‖K exp(degp VK(z)), z ∈ CN, p ∈ P. (3.8)
Example 2. Let K be a polynomially convex compact subset of CN . If, for small , the function
K := expVK satisfies the Hölder continuity property
K(z)1 + 	, dist∞(z,K), (3.9)
where 	 and  are two positive constants independent of , then K satisfies a Markov inequality
with exponent r = 1/	. This is proved in [26, Lemma 3]; see also [18,16] and for, a precise study
in the univariate case [27,10]. Indeed, there are no known examples of compact sets in CN which
satisfy a Markov inequality but which do not satisfy a Hölder continuity property (3.9).
In particular, if K is a ball for a complex norm N then, since K(z) = max{1,N (z)} (see
[25, 2.6] or [13, 5.1.1]), K verifies a Markov inequality with exponent 1 since N and ‖ · ‖∞ are
equivalent norms.
For other classes of compact sets satisfying a Markov inequality one should consult [16,17,5,6].
In [27], the authors establish a partial converse of Example 2 in the univariate case. Namely, a
regular compact set K ⊂ C satisfies a Markov inequality with exponent 1 if and only if  is
Hölder continuous with 	 = 1.
3.3. Construction of admissible meshes
In the presence of a Markov inequality, the conditions in the definition of an admissible mesh
are guaranteed by a simple metric property. If (A(d)) is such that for every z ∈ K there exists
a ∈ A(d) with ‖z − a‖∞
d where 
d = O(1/dr) as d → 0, then (A(d)) is an admissible
mesh. Point-sets satisfying such a density condition are easily constructed by covering the space
with pairwise disjoint cubes of sufficiently small radius. The details appear in the proof of the
following theorem. We pay some attention to the constants involved so that an upper bound for
the number of points can be determined.
Theorem 5. If K ⊂ CN admits a Markov inequality with exponent r then there exist admissible
meshes (A(d)) for K with #A(d) = O(d2rN ) as d → ∞.
The following lemma is due to Ples´niak [19] who also observed that the conclusion is equivalent
to the existence of a Markov inequality.
Lemma 6. Let K be a compact set in CN satisfying a Markov inequality. Then for all z ∈ CN
with dist∞(z,K)c/(Mdr),
|p(z)|eNc‖p‖K, p ∈ Pd , (3.10)
where dist∞(z,K) = infw∈K ‖z − w‖∞.
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Proof. Given z ∈ CN with dist∞(z,K)c/(Mdr), there exists z0 ∈ K with ‖z − z0‖∞
c/(Mdr). For p ∈ Pd we write p(z) as a Taylor polynomial about z0:
p(z) =
∑
||d
Dp(z0)
! (z − z0)
.
Applying (3.5) and using |(z − z0)|‖z − z0‖||∞ ,
|p(z)|‖p‖K
∑
||d
M ||d ||r
! (c/(Md
r))||eNc‖p‖K. 
Proof of Theorem 5. Fix c > 0 sufficiently small so that
	 := 2NceNc < 1. (3.11)
Suppose that we have constructed a set A(d) satisfying the property that for every z ∈ K there
exists a ∈ A(d) such that ‖z − a‖∞2c/(Mdr). We claim that
‖p‖K 11 − 	‖p‖A(d), p ∈ Pd . (3.12)
To see this, fix p ∈ Pd , z = zp ∈ K with ‖p‖K = |p(z)|, and choose a = az ∈ A(d) with
‖z − a‖∞2c/(Mdr). Then, using the mean value theorem,
|p(z) − p(a)|‖∇p‖[a,z]
N∑
i=1
|zi − ai |N‖∇p‖[a,z]‖z − a‖∞, (3.13)
where [a, z] denotes the line segment between a and z. If K is convex, we have [a, z] ⊂ K and
we may directly use Markov’s inequality to bound ‖∇p‖[a,z]. In the general case, if w ∈ [a, z]
then
dist∞(w,K)(1/2)‖z − a‖∞c/(Mdr) (3.14)
and we may apply Lemma 6 to (p/zj ) ∈ Pd−1 ⊂ Pd to obtain
|(p/zj )(w)|eNc‖(p/zj )‖K, j = 1, . . . , N (3.15)
⇒ ‖∇p‖[a,z]eNc‖∇p‖K. (3.16)
Eqs. (3.13), (3.14), (3.15) and the Markov inequality on K yield
|p(z) − p(a)|NeNcM(degp)r‖p‖K2c/(Mdr)2NceNc‖p‖K = 	‖p‖K. (3.17)
Hence,
‖p‖K − |p(a)| = |p(z)| − |p(a)| |p(z) − p(a)|	‖p‖K, (3.18)
⇒ ‖p‖K 11 − 	‖p‖A(d). (3.19)
92 J.-P. Calvi, N. Levenberg / Journal of Approximation Theory 152 (2008) 82–100
To construct sets A(d) satisfying the density property with #A(d) = O(d2rN ) we use a standard
discretization process. We regard K as a subset ofR2N via the identification z = (z,z), consider
the real norm ‖z‖R∞ = max{‖z‖∞, ‖z‖∞}(1/
√
2)‖z‖∞ and set (d) := c/(Mdr). We may
cover R2N by cubes Si := [si1, t i1] × · · · × [si2N, t i2N ] having (pairwise) disjoint interiors with the
intervals [sij , t ij ] of length (d). In each K ∩ Si which is non-empty we select a point adi . The
set A(d) := {adi} clearly satisfies the required conditions for if K ⊂ [s1, t2] × · · · × [s2N, s2N ],
the number of such points cannot be greater than2Nj=1((tj − sj )/(d) + 1) = O(d2rN ) whereu denotes the greatest integer in u. 
In case the compact set K lies in RN , an examination of the proof gives the following.
Corollary 7. If K ⊂ RN admits a Markov inequality with exponent r then there exist admissible
meshes (A(d)) for K with #A(d) = O(drN) as d → ∞.
Corollary 7, Lemma 4(i) and Example 1 yield a more explicit class of sets and mesh cardinalities.
Example 3. Finite unions of convex bodies in RN have admissible meshes (A(d)) with #A(d) =
O(d2N).
Example 4. Let K ⊂ C be a (not necessarily convex) polyhedral compact set and let T = {Ti} be
a finite triangulation of K by simplices or rectangles. Having an admissible mesh on the standard
simplex (rectangle), in view of Lemma 4(iii), we may transport this to any simplex (rectangle) of
T by using a suitable affine transformation. We thus obtain an admissible mesh for K by Lemma
4(i) with #A(d) = O(d2).
In the complex case, as explained immediately after the definition of an admissible mesh, it
is judicious to choose the points of A(d) on the Shilov boundary S(K) of K, or, if S(K) is not
known, at least on K .
Example 5. Let K be the closure of a bounded domain  in CN such that  = { = 0} where
 is a function of class C1 on a neighborhood of K with d(z) = 0 on K . Since K is a Lipschitz
domain it satisfies a Markov inequality. This is proved in [26, Corollary 5.2]; see also [18]. Using
arguments similar to those used in the proof of Theorem 5, if the exponent of the Markov inequality
is r then there exist admissible meshes (A(d)) on K with #A(d) = O(dr(2N−1)).
Using Lemma 4(ii) and the preceding example in the univariate case we obtain another class
of examples.
Example 6. For i = 1, . . . , N , let Ki ⊂ C be a C1 Jordan arc or a compact set bounded by a C1
Jordan curve which satisfies a Markov inequality with exponent ri . Then there exist admissible
meshes (A(d)) for K = K1 ×· · ·KN situated on S(K) = K1 ×· · ·×KN with #A(d) = O(dr)
where r = r1 + · · · + rN .
We summarize some of these examples in Table 1. The second column gives the exponent of
the Markov inequality for the corresponding set; the third, AM(d), gives the order O(#A(d)) of
the cardinality of the dth set in an admissible mesh as described above; and the fourth, US(d),
gives the order of the cardinality of a unisolvent set for Pd in the appropriate CN or RN .
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Table 1
Comparison of the order of the number of points required in an admissible mesh and a unisolvent set
Type of sets Exp. AM (d) US(d)
(A) Planar compact sets bounded by a C1 Jordan curve with a Green
function satisfying a Hölder continuity property (3.9) with 	 = 1
1 (see [27]) d d
(B) Intervals in R 2 d2 d
(C) Convex bodies in Rn 2 d2N dN
(D) Balls for a smooth complex norm in CN 1 d2N−1 dN
(E) Polydiscs (balls for ‖ · ‖∞) and, more generally, any product of
univariate sets of type (A)
1 dN dN
We conclude this section with a final observation on the location of the points of an admissible
mesh.
Corollary 8. If K ⊂ CN admits a Markov inequality, an admissible mesh (A(d)) can be con-
structed within a given countable dense subset E of K (or K or S(K)).
Proof. For each d we first choose a set of points A′(d) such that for every z ∈ K (or K or S(K))
there exist a′ ∈ A′(d) with ‖z− a‖∞
d := c/(Mdr) (see the proof of Theorem 5). Here c > 0
is chosen so that (3.11) holds. The cardinality of A′(d) has the same polynomial order as the mesh
constructed in the theorem, and, for each a′, there exists a ∈ E such that ‖a − a′‖∞
d . We
define A(d) = {a: a′ ∈ A′(d)}.
4. Applications
4.1. Differentiable functions
We apply the results in the previous sections to the approximation of (real) differentiable
functions. Let K be a compact subset of RN and f a function of class Ck on RN whose support
lies in K. Jackson’s theorem says that distK(f,Pd) = o(1/dk) as d → ∞. For a precise version
of this result we refer to [2]. Using this and Theorem 2 we deduce the following.
Theorem 9. If K satisfies a Markov inequality with exponent r and (A(d)) is an admissible mesh
on K with #A(d) = O(ds) then for every f of class Ck with 2ks we have
D(A(d), f ) → Df uniformly on K (4.1)
for every  ∈ NN with ||(2k − s)/2r .
In particular, if f is C∞ then (4.1) holds for every  ∈ NN .
Proof. We write d = (A(d), f ). From Jackson’s theorem and Theorem 2 we have ‖f −
d‖K = o(ds/2−k) which proves the uniform convergence of d to f. Next we use Markov’s
inequality in the form (3.5) and the assumption on || to obtain
‖Dd+1 − Dd‖KM ||(d + 1)r||‖d+1 − d‖K = d |r| O(ds/2−k) = O(1).
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This gives uniform convergence of Dd on K and by a standard theorem, it must then converge
to Df . 
We briefly describe a slightly different application. A compact subset K of RN is said to be
C∞-fat if f ∈ C∞(RN) with f|K = 0 implies that (Df )|K = 0 for every  ∈ NN . For example,
a compact set which is topologically fat, i.e., K is equal to the closure of its interior, is also C∞-fat.
A function f defined on such a set K is said to be C∞ on K if it is the restriction to K of a C∞
function on RN :
C∞(K) = {f : K → R such that ∃f˜ ∈ C∞(RN) satisfying f˜|K = f }. (4.2)
If I (K) is the kernel of the map C∞(Rn) 
 g → g|K ∈ C∞(K), the linear automorphism
R := C∞(K) ∼ C∞(Rn)/I (K) induces a natural quotient topology on C∞(K) making it a
Fréchet space (see [17]). A basic question is the following: Does there exist a continuous linear
extension operator, i.e., a continuous linear operator L which to every f ∈ C∞(K) associates
L(f ) ∈ C∞(RN) so that f = L(f )|K? Ples´niak [19] showed that when K satisfies a Markov
inequality, such a linear operator does, indeed, exist; moreover he constructed this operator with
the aid of Lagrange interpolants at Fekete points. A particular case had been done in his previous
joint work with Pawłucki [17]. The crucial observation is that, under the Markov inequality
assumption, the natural but rather awkward quotient topology is equivalent to a much simpler one,
the so-called Jackson topology. Since then, various authors have proposed other such extension
operators [31,1]. The discrete least squares method leads to another example. We first introduce
cut-off functions as in [19]. For each d0, we take a function ud ∈ C∞(RN) with
(i) ud = 1 on a neighborhood of K;
(ii) ud(x) = 0 if dist∞(x,K) > 1/dr ; and
(iii) |Dud(x)|Cdr|| for all x ∈ RN and for each multi-index .
Here r is the exponent of the Markov inequality satisfied by K. Such functions are constructed in
[15, I.4.2].
Theorem 10. If K is a C∞-fat compact subset of RN satisfying a Markov inequality and (A(d))
is an admissible mesh for K then the linear map
L(f ) := u0A(0)(f ) +
∞∑
d=0
ud [A(d+1) − A(d)](f ) (4.3)
is a continuous linear extension operator from C∞(K) to C∞(RN).
The proof is very similar to that given in [19] so we omit it. We mention that the relevant
property of the Lagrange interpolation operators LF(d) at Fekete points F(d) used in [19] is the
fact that they are linear projections onto Pd satisfying
‖f − LF(d)(f )‖KCdAN+B distK(f,Pd)
for constants A,B,C independent of d. Such an estimate holds for A(d) as well from Theorem
2 and the definition of an admissible mesh.
We refer to [12] for an example of a C∞-fat set which does not satisfy a Markov inequality. On
the other hand, if K satisfies a Markov inequality, then it is necessarily C∞-fat [19].
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4.2. Holomorphic functions
We recall a fundamental result in complex approximation theory. Let H(K) denote the space
of functions holomorphic on a neighborhood of K.
Theorem 11 (Siciak [24,25]). Let K be a regular, polynomially convex compact set in CN . Let
f ∈ H(K). We define R(f ) by
1/R(f ) = lim sup
d→∞
distK(f,Pd)1/d . (4.4)
Then R(f ) > 1 and f admits an analytic continuation to the open set
R(f ) := {z ∈ CN := VK(z) ln R(f )}. (4.5)
Moreover, R(f ) is optimal in the sense that f admits no analytic continuation toR if R > R(f ).
Theorem 12. Let K be a regular, polynomially convex compact set in CN . If (A(d)) is an admis-
sible mesh on K then for every function f ∈ H(K), (A(d), f ) converges to f uniformly on K as
d → ∞.
Proof. This follows from (2.11) in Theorem 2. Indeed, from Theorem 11, distK(f,Pd) tends
geometrically to 0, whereas by the definition of an admissible mesh, 1 + C(1 + √#A(d)) grows
polynomially in d. 
We will prove a stronger result. In view of Theorem 11, from (2.11) and (4.4) we have
lim sup
d→∞
(‖f − (A(d), f )‖K)1/d = 1/R(f ). (4.6)
When (4.6) holds, we say that(A(d), f ) converges maximally to f on K. This also follows from
a general theorem: if (Ld) is a sequence of continuous linear projections from H(K) to Pd such
that Ld(f ) converge uniformly to f on K then Ld(f ) converges maximally to f (see [7, Theorem
7]). Here H(K) is endowed with its usual topology as a projective limit of the Fréchet spaces
H() where  is an open set containing K, and each Pd is considered as a subset of C(K), the
continuous, complex-valued functions on K with the supremum norm.
Note that we obtain (4.6) under the weaker condition
lim sup
d→∞
(
[1 + C(A(d),K)]
[
1 +√#A(d)])1/d = 1.
This leads to the following definition and corollary.
Definition 2. A sequence (A(d)) of subsets of K is a weakly admissible mesh for K if the sequences
C(A(d),K) and #A(d) satisfy:
lim
d→∞(C(A(d),K))
1/d = 1 = lim
d→∞(#A(d))
1/d . (4.7)
Corollary 13. Let K be a regular, polynomially convex compact set in CN . If (A(d)) is a weakly
admissible mesh on K, then for every function f ∈ H(K), (A(d), f ) converges maximally to f
on K as d → ∞.
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We give some examples of weakly admissible meshes. Recall that if B(d) ⊂ K is Pd -
determining with #B(d) = Nd , i.e., B(d) is unisolvent for Pd , then we may construct Ld ,
the Lagrange interpolating polynomial for f at the points of B(d). The Lebesgue constant d :=
(B(d)) for (B(d),K) is the operator norm of Ld : C(K) → Pd , namely (see (2.5) and (2.6))
d = max
z∈K
∑
b∈B(d)
|b(z)|. (4.8)
Since for any polynomial p ∈ Pd , Ld(p) = p, we have
‖p‖Kd‖p‖B(d). (4.9)
Example 7. Let K ⊂ CN . Then any sequence (A(d)) such that
(i) A(d) contains a subset B(d) unisolvent for Pd with 1/dd → 1, and
(ii) (#A(d))1/d → 1
is a weakly admissible mesh for K.
When B(d) is a set of Fekete points (a set of Nd points maximizing vdm on KNd ), we have
|a|1 on K for every a ∈ B(d) so that dNd and condition (i) is plainly satisfied. More
constructive examples will be given in 4.4.
Example 7 enables us to bring to light a difference between the behavior of Lagrange interpolants
and discrete least squares polynomials. Let K ⊂ C be a regular polynomially convex compact set.
For each d ∈ N, take B(d) to be a set a d + 1 distinct points on the boundary of K. In order that
the Lagrange interpolating polynomials LB(d)(f ) of f at the points of B(d) converge uniformly
to f on K for every f ∈ H(K) it is necessary and sufficient that
	d :=
1
d + 1
∑
a∈B(d)
[a] → 	K
as d → ∞where [a] stands for the Dirac measure at a and	K is the potential-theoretic equilibrium
measure of K; i.e., 	K = V ∗K . A similar but slightly more technical result holds when the points
are not necessarily located on the boundary of K [7]. Such a criterion does not exist in the case of
discrete least square polynomials. Indeed, Example 7 implies that given any probability measure
 on K, there exists a weakly admissible mesh (A(d)) in K such that
d := 1#A(d)
∑
a∈A(d)
[a] → .
This is because we may add a large number of points to a weakly admissible mesh without losing
the property of being weakly admissible.
4.3. Special classes of real analytic functions
A variant of the results in the previous section on holomorphic functions is available for any
class of functions (and corresponding class of polynomials) for which we have similar information
on the rate of approximation by polynomials. We discuss the case of solutions of certain elliptic
partial differential equations.
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Let Q be a non-constant homogeneous polynomial with complex coefficients, which is never
equal to zero on RN \ {0}; here N2. Then the partial differential operator Q(D) is elliptic. As
an example, one may take Q(x) = ∑Ni=1 x2i , in which case Q(D) is the usual Laplace operator
. We let Pd(Q) be the vector space of polynomials p of degree at most d in N variables which
are solutions of the equation Q(D)p = 0. In [3], the authors showed that if K is a compact subset
of RN such that RN \ K is connected, then for every function f satisfying Q(D)f = 0 on a
neighborhood of K we have
lim sup
d→∞
distK(f,Pd(Q))1/d < 1.
Using this estimate we readily establish analogous versions of Theorem 12 and Corollary 13.
Note that we must modify the least squares minimization of f,A (see (2.1)) in choosing the
minimum over p ∈ Pd(Q). The same construction works for producing admissible meshes. The
question arises, however, as to whether there exist better Markov inequalities for the restricted
class of polynomials P(Q) := ∪dPd(Q) ⊂ P(RN). Such better Markov inequalities would
allow one to construct sparser admissible meshes adapted to the approximation of the solutions
of Q(D)f = 0.
4.4. Approximate Fekete points
Let (A(d)) be a C-admissible mesh for K. We say that F(d) = {bi : 1 iNd} ⊂ A(d) is an
approximate set of Fekete points of degree d for A(d) if
|vdm(b1, . . . , bNd )| = max{|vdm(a1, . . . , aN)| := ai ∈ A(d), i = 1, . . . ,Nd}. (4.10)
Thus to find F(d) we maximize vdm on a finite set of cardinality (#A(d))Nd . Note that vdm is
not identically zero on A(d) since A(d) is Pd -determining; thus F(d) is unisolvent for Pd . Such
sets of points are nearly as good as standard Fekete points for K: if a ∈ F(d), in view of (2.6),
we have
‖a‖KC‖a‖A(d)C. (4.11)
In particular, the Lebesgue constant of F(d) is bounded by CNd . By suitably enlarging the sets
A(d), the constant C may by replaced by a sequence Cd decreasing to 1 as fast as we please. For
example, if we want to obtain Cd = 1 + d− for a fixed  > 0, following the proof of Theorem
5, replacing 	 in (3.11) by 	d = 1/(1 + d) requires a choice of c = cd with cd = O(d−)
and requires a set A′(d) of cardinality O(d2N(r+)). This may be compared with the cardinality
O(d2Nr) of the original set A(d).
If we begin with a weakly admissible mesh (A(d)), the same construction in (4.10) yields
unisolvent sets F(d) whose Lebesgue constants satisfy condition (i) in Example 7.
4.5. Weakly admissible meshes on an arbitrary regular compact set
We give a metric condition that permits us to construct weakly admissible meshes on any
regular compact set.
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Lemma 14 (Weak Markov inequality). Let K ⊂ CN be regular. There exists a sequence of pos-
itive numbers d decreasing to 0 as d → ∞ such that
‖p/zj‖K(1 + d)d‖p‖K, j = 1, . . . , N, p ∈ Pd , d ∈ N. (4.12)
Since d is decreasing, repeated applications of (4.12) yield, for  ∈ NN ,
‖Dp‖K(1 + d)d||‖p‖K, p ∈ Pd , d ∈ N. (4.13)
Proof. Fix p, a polynomial of degree d, with ‖p‖K = 1. Choose z0 ∈ K so that |(p/zj )(z0)| =
‖p/zj‖K . Applying Cauchy’s inequality on the polydisc B(z0, r) := {(z1, . . . , zN) : |zj −
z0j |r} of radius r > 0 centered at z0, and then using the Bernstein–Walsh inequality (3.8), we
have
‖p/zj‖K‖p‖B(z0,r)/r
1
r
[
sup
Kr
eVK
]d
,
where Kr = {z := dist∞(z,K)r}. We choose
r = rd := (1 + dm)−d ,
where m is any number satisfying −1 < m < 0. An easy calculation shows that
lim
d→∞ rd = 0 (for m > −1).
Define 
d = 
d(rd) by the relation
1 + 
d := sup
Krd
eVK .
By the regularity of K, as rd → 0 the sequence 
d decreases to 0. The above estimate on the zj
derivative of p is
‖p/zj‖K 1
rd
(1 + 
d)d = ((1 + dm)(1 + 
d))d .
It suffices to take d = dm + 
d + dm
d . 
This lemma says that in CN , N > 1, if Md(K) denotes the best constant for which
max
j=1,...,N
∥∥∥∥ pzj
∥∥∥∥
K
Md(K)‖p‖K, p ∈ Pd ,
that is, Md(K) = sup{maxj=1,...N ‖p/zj ‖K‖p‖K := p ∈ Pd , p = 0}, then
lim
d→∞
ln Md(K)
d
= 0.
Indeed the inequality lim supd→∞
ln Md(K)
d
0 is equivalent to the lemma and that lim infd→∞
ln Md(K)
d
0 follows from the fact that Md(K) is bounded from below by a positive constant,
for example by 1/‖m1‖K where m1(z) = z1. This observation was made for K ⊂ C a regular
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compact set, by Totik in [28]; we wanted to state a quantitative version to use below. Totik proves,
moreover, that for such sets, this result cannot be improved: for any positive sequence d with
d → 0 as d → ∞, there is a regular Cantor set K ⊂ C for which Md(K)/edd is not bounded.
We have a slight modification of Lemma 6.
Lemma 15. With the notation of the previous lemma, if dist∞(z,K)c(1 + d)−d then |p(z)|
eNc‖p‖K for every p ∈ Pd .
Proof. We work as in the proof of Lemma 6 using (4.13) instead of (3.5). 
Let K ⊂ CN be regular and let {d} be as in Lemma 14. We fix c > 0 such that 	 := 2NceNc <
1. For each d we choose a finite set of points A(d) such that for every z ∈ K there exists a ∈ A(d)
with ‖z − a‖∞ 2c(1+d )d and #A(d) = O((1 + d)
2Nd). The existence of such sets is proved in
the same manner as in the proof of Theorem 5.
Theorem 16. (A(d)) is a weakly admissible mesh for K.
Proof. Since limd→∞(#A(d))1/d = 1, we need to verify that ‖p‖K is suitably bounded in
terms of ‖p‖A(d). Let p ∈ Pd . Fix z ∈ K with ‖p‖K = |p(z)| and choose a ∈ A(d) with
‖z − a‖∞2c(1 + d)−d . Then, as in the proof of Theorem 5,
|p(z) − p(a)|N ‖∇p‖[a,z] ‖z − a‖∞.
Hence, using Lemmas 15 and 14, we get (3.17):
|p(z) − p(a)|NeNc‖∇p‖K 2c
(1 + d)d
2cNeNc‖p‖K = 	‖p‖K,
from which ‖p‖K 11−	‖p‖A(d) follows. 
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