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1. Seznamte se s problematikou genetických algoritmů.
2. Seznamte se s jazykem OpenCL a možnostmi jeho nasazení v praxi.
3. Navrhněte jednoduchý genetický algoritmus na bázi OpenCL s ohledem na optimální
běh na paralelních architekturách.
4. Implementujte navržený systém v C/C++.
5. Na vybraných optimalizačních problémech demonstrujte zrychlení navržené imple-
mentace o proti běžné sekvenční verzi.
6. Diskutujte přínos implementace pro řešení obecných problémů s využitím genetického
algoritmu.
Project tasks
1. Study the area of evolutionary algorithms.
2. Study the OpenCL language and all possibilities of its practical applications.
3. Propose a simple genetic algorithm based on OpenCL with respect to an effective
execution on parallel architectures.
4. Implement designed system in C/C++ language.
5. Demonstrate achieved speedups of the designed implementation against a sequential
one on chosen benchmarks.
6. Discuss contributions of your implementation to solving of general problems using
genetic algorithms.
Abstrakt
Tato práce se zabývá problematikou urychlování genetických algoritmů a hned v úvodu nas-
tiňuje možnosti využití genetických algoritmů v praxi. V první kapitole je detailně rozebrán
princip fungování genetického algoritmu. Tato kapitola se dále zabývá možnostmi zákó-
dování problému, který je použit pro běh genetického algoritmu. Konkrétně je vzpomenuto
binární zakódování jedince, celočíselné zakódování jedince, neceločíselné zakódování jedince
a permutační zakódování jedince. Pro každý typ zakódování jsou dále představeny genetické
operátory mutace, křížení a selekce. Důraz je kladen na permutační genetické operátory
OX a PMX. Další kapitola se zabývá možnostmi paralelizace genetického algoritmu. Další
kapitola představuje nový standard jménem OpenCL, který umožňuje snadnou paralelizaci
výpočtú s využitím různých typů procesorů v ten samý čas. OpenCL taktéž zjednodušuje
programování pro grafické karty. Další kapitola navrhuje možnost, jak urychlit výpočet
genetického algoritmu s využitím grafické karty a jazyka OpenCL. Pro urychlení byl zvolen
permutační genetický algoritmus ”problém N -dam”, který je náročný na paměť grafické
karty. Tato kapitola rozebírá technické specifikace grafické karty, které jsou nevyhnutelné
k určení maximální velikosti šachovnice. V kapitole je analyzována správná práce s pamětí
grafické karty, která je nevyhnutelná k dosažení urychlení zvoleného genetického algoritmu.
Jsou zde taky nastíněny dva generátory náhodných čísel, které jsou součástí testů. Následu-
jící kapitola detailně popisuje fungování navržené paralelizace genetického algoritmu. Jsou
zde porovnány dvě metody evaluace jedince a je popsán způsob testování a vyhodnocování
výsledků. Předposlední kapitola porovnává časovou náročnost generátorů náhodných čísel.
Bylo zjištěno, že generátor HybridTaus je o 20% rychlejší o proti generátoru XORshift
na GPU. Na CPU byl naopak rychlejší generátor XORshift. Generátor XORshift je na
GPU 20 krát rychlejší a generátor HybridTaus je dokonce až 80 krát rychlejší. Dále byly
porovnány evaluační funkce. Bylo zjištěno, že GPU běh je 800 krát rychlejší oproti běhu
na CPU. Paměťově náročná evaluační metoda byla schopná dosáhnout jenom dvojnásobné
zrychlení. Kapitola dále porovnává funkce křížení. PMX dosáhlo zrychlení maximálně o
100% a i to v případech, které nejsou atraktivní pro řešení problému N -dam (N > 20). V
případe OX je možné dosáhnout zrychlení až o 1100%. Také v tomto případě jsou atrak-
tivní hodnoty pouze do 500%. Testy, které vyhodnocují běh celého GA, ukázaly, že GPU
verze je zhruba dvojnásobně rychlejší. Malé zrychlení bylo způsobeno operátorem selekce
a funkcí křížení.
Abstract
This thesis tries to accelerate genetic algorithm (GA) using OpenCL standard. Acceler-
ation is important for the industry that solves complex problems suitable for GA. The
first part of the work contains theoretical background that is needed to understand the
topic of parallelization GA and the OpenCL standard. The N -queens problem was chosen
to demonstrate the capabilities of accelerating permutation genetic algorithm using the
OpenCL standard. The designed model uses for acceleration two GPU cards. The last part
of the work deals with benchmarking the parts that are important for GA. One random
generator on the GPU is approximately 80 times faster than parallel version on the CPU.
One evaluation method can be up to 8000 times faster on the GPU than on the CPU. The
crossover functions did not obtain any significant speed-up. However, the parts are capable
to obtain speed-ups but due to selection and crossover genetic algorithm operator the whole
run of parallel GA on the GPU is maximally twice as fast as on the CPU.
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There are many problems where standard algorithms produce results in unacceptable time
or they cannot come with good solutions. They often fail because they search a solution
in a large space or because of their complexity. One way how to significantly reduce the
computation time is to use genetic algorithms. Genetic algorithms (GAs) [9] are also suit-
able for problems which are poorly understood or problems without mathematical analysis.
They are often used for research in chemistry, engineering, game playing or molecular biol-
ogy. The idea of GAs lies in Darwin theory where the reproduction leads to more adopted
population. Another advantage of genetic algorithms is that they are parallel by nature.
There are hundreds bearers of genetic information that can reproduce in parallel. This
parallel approach is another step how to decrease the computation time of a given problem.
Parallel genetic algorithms can be accelerated by wise use of OpenCL 1.
OpenCL is an open standard developed by Khronos group [14] which promises program
execution that can be performed on large variety of OpenCL-capable hardware. Programs
therefore can benefit from the performance of multi-core CPU 2, massively parallel GPU
3 and FPGA4 at the same time. Another big advantage is that programmers can get this
performance just by use of a single programming language named the same as the standard.
It is also important to mention the portability of OpenCL applications.
1.1 Project outline
The project is divided into chapters named according to the topic they describe.
Chapter 1, which you are now reading, familiarizes the readers with the importance
of the project topic. Chapter 2 concerns the basics of GAs and their operators. Chapter
3 concerns the possibilities of parallelization of GAs. Chapter 4 introduces the OpenCL
standard and its key characteristics. Chapter 5 describes the concept of a simple genetic
algorithm (N–queens) with respect to the key characteristics of OpenCL and GPU limita-
tions. Chapter 6 reveals the implementation details and the way how the benchmarking was
done. Chapter 7 contains the results of benchmarking the GA algorithms on the chosen
platform. The last chapter (8) sumarizes the benefits of this thesis and proposes future
work that can follow up with obtained results in the topic of GPGPU [12]. The master
thesis project follows on work that was done on the term project (chapters 1, 2, 3, 4 and
1OpenCL - Open Computing Language
2CPU - Central Processing Unit
3GPU - Graphic Processing Unit
4FPGA - Field Programmable Gate Array
3
5). The last chapter of the term project differs from the one that is published in this work.
Chapter 4 was extended by a new section.
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Chapter 2
Basics of genetic algorithms
”Genetic algorithms are search methods based on principles of natural selection and genet-
ics. They have been applied successfully to numerous problems in business, engineering,
and science [9].” The basic principle of GA comes from Darwin theory [7], where the given
environment can host only a limited number of individuals and only those who can adapt
to environment conditions can survive (survival of the fittest). Each member of population
has a different rate of adaptation. Better individual is able to adapt faster to the environ-
ment and has higher chances of survival. As the time goes, each individual is trying to
reproduce its genetic information but only some of them are successful. If the mature indi-
vidual, combines its genetic information with other mature individual, more adapted child
will be created. Created mature individuals have higher capability to reproduce because
the average maturity of entire population increases. During the reproduction or during the
life of individuals some changes in genetic information can occur (mutation).
In GA words, conditions of the environment are the problem to which we are looking
for a solution represented by an individual. The proper representation of individuals is a
key point for GA and will be described in section 2.1. At the beginning, high diversity
initial population has to be created (see 2.1). Adaptation rate is defined as fitness function
(see 2.1) and every member of the population has to be evaluated by this function. The
reproduction process is applied on selected individuals (see 2.4) using recombination (see
2.3). Selection is also used for mutation (see 2.2). Terms selection, mutation and recombi-
nation are often used together with the word operator because they are done over two or
more individuals. The decision about survival of individual is described in 2.4.4. The GA
is usually terminated using these conditions:
• The sufficient evaluation value (fitness) has been found.
• The change of the population average fitness value is below defined criteria.
• The given number of populations has been evaluated.
• The estimated time of computation elapsed.
The general scheme of a GA is illustrated in figure 2.1.
2.1 Representation of Individuals
Representation of an individual is an encoding of a solution into a chromosome and it








Figure 2.1: General scheme of a genetic algorithm as a flow-chart.
represented by several chromosomes. This set of chromosomes called genotype is base for the
organism’s phenotype that encodes the physical and mental characteristics of the individual
[20]. In words of GAs, genotype encodes only one solution for the problem. Because of
simplicity each member of GA population usually has only one chromosome [20],[5]. Every
chromosome consists of genes. There are several types of representation. Some of them
cover:
• Binary representation (2.1.1)
• Integer representation (2.1.2)
• Floating point representation (2.1.3)
• Permutation representation (2.1.4)
Each chromosome should meet following criteria:
• causality each chromosome represents only one solution
• legality any combination of chromosome genes represents a valid solution
• nonredundancy there is just one encoding for one solution for a given search problem
• completeness encoding of individual should represent all possible solutions for a
given search function
To fulfill the legality requirement each type of representation should use unique operators
of mutation (see 2.2) and crossover (see 2.3).
6
Population
Population is a set of individuals that encode the current set of solutions. Each member of
the population has a chance to be selected (see 2.4) for recombination (see 2.2) and mutation
(see 2.3) to create new individuals. As there is an aging process in normal world, there is
a survival selection process (see 2.4.4) in the GA world. Survival selection process copies
the chosen individuals to a new generation of individuals. ”The diversity of population is a
measure of the number of different solutions present [9].” Low diversity causes premature
convergence problem (see 2.5). It is also important to have higher diversity in the initial
(first) population. Diversity depends also on population size. The bigger the population is,
the better diversity is achieved however bigger size of the population increases computation
time. Population size is one of the key parameters and it may vary during the computation.
Fitness function
Fitness function evaluates quality of encoded solution of a given problem (how good our
solution is) [9]. Fitness function is problem dependent and it is a key point of GA. Fitness
function outcome is called fitness value and its computation for entire population is the




An individual is represented by a string of binary digits. This can be formalized as
P = {α1, α2, . . . , αn} ⊆ {0, 1}k (2.1)
where P is a population of n α individuals represented by combinations of 0s and 1s.
Example of binary encoding:
α1 = 01010b
Gray encoding
Gray encoding is similar to binary encoding except that it has the Hamming distance
between two consecutive numbers equal to one. More details can be seen in [9] and Appendix
A. An example of the hamming distance of gray and binary encoding is shown in table 2.1.
It is better not to represent integer numbers by binary encoding or gray encoding.
Binary encoding increases the length of chromosome and that slows the convergence rate
[31].
Table 2.1: Hamming distance of some consecutive numbers
Decimal 6 7 8
Binary (0110)b (0111)b (1000)b
Hamming distance 1 2
Gray code (0101)g (0100)g (1100)g
Hamming distance 1 1
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2.1.2 Integer representation
An individual is represented by a set of unsigned integer numbers. This can be formalized
as
P = {α1, α2, . . . , αn}, αn ∈ {β1, β2, . . . , βm} (2.2)
where P is a population of n α individuals. Every α individual is represented by set of m
β integer numbers. Each β can have a different definition criteria. As definition criteria we
can also imagine fixed sets (e.g. letters from alphabet or movements that can be done in
8-queens problem). Example of integer encoding:
α1 = 12|32|61
2.1.3 Floating point representation
An individual is represented by a string of floating point numbers. Typically, this type
of representation is used when we need to represent a continuous distribution rather than
discrete one. It is also used for optimization of continuous functions where the genes of
chromosome represent parameters of these functions. Example of float encoding:
α1 = 12.32|13.95|32.34
2.1.4 Permutation representation
This representation is typical for ordering or sequencing problems and is typically combined
with other representations. The best example is traveling salesman problem (TSP1) where
a chromosome is represented by a sequence of integer numbers. There are two possible ways
of encoding chromosome (illustrated in figure 2.2):
by an ordered list ”An ith element of the representation denotes that event that happens
in that place in the sequence(ith destination visited) [9].”
by a list of gene positions ”The value of ith element denotes the position in the se-
quence in which the ith event happens [9].”
Table 2.2: Example of two way representation using TSP
Permutation (3,1,2,4) (4,2,1,3)
ordered list encoding (C,A,B,D) (D,B,A,C)
gene position encoding (B,C,A,D) (C,B,D,A)
This type of encoding doesn’t allow genes of chromosome to occur more than once [9].
Example of permutation encoding:
α1 = EDBCA
1Traveling salesman problem is to find a complete tour of n given cities of minimal length. There are
(n− 1)! possible asymmetric routes.
8
2.2 Mutation
Mutation is a genetic operator which applies a randomized change to the genotype. Thanks
to mutation diversity of the population (see 2.1) is preserved and GA can escape from the
local optimum to approach the global optimum. The probability of applying this operator
is determined by the mutation rate parameter (pm ∈ [0; 1]). By setting mutation rate high
GA can lose a lot of good solutions. Low mutation rate decreases diversity of the population
and that leads to premature convergence (see 2.5) problem [17]. Mutation is one of the most
important features of GA.
2.2.1 Mutation for binary representation
Mutation operator for binary represented problems (figure 2.2) considers each gene of the
chromosome with a probability pm to apply bit flipping(from 0 to 1 or vice-versa)[9].
1 0 1 1 1 0 0 1 0 1 0 1 1 1 0 0 0 0
gene for mutation
before after
Figure 2.2: Bitwise mutation for binary encodings
2.2.2 Mutation for integer representations
Random resetting
Random resetting is setting of a new random integer from the set of permissible values for
each gene with probability pm.
Creep mutation
Creep mutation adds a small value to each gene with probability pm. This small value
is usually chosen from a distribution symmetric around zero. Because of choosing right
parameters for distribution more mutation operators are used (e.g. ”big creep”, ”little
creep”)[9], [8].
The difference between random and creep mutation is shown in figure 2.3
gene for mutation
before after
12 42 94 28 17 12 42 94 56 17




Figure 2.3: Mutation of integer representations
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2.2.3 Mutation for floating-point representations
Uniform mutation
This operator is analogous to the random resetting (see 2.2.2). It assigns to a randomly
chosen gene a new random value chosen from interval of possible values. Uniform mutation
is shown in figure 2.4.
Nonuniform mutation with a fixed distribution
This operator is analogous to the creep (see 2.2.2) mutation. A small value generated by the
Gaussian distribution is added to a chosen gene. This operator is usually applied to every
gene in chromosome for better chance to have at least one bigger change [9]. Nonuniform




12.24 12.25 12.26 12.27 12.23 12.24 12.25 14.91 12.27




Figure 2.4: Mutation of real representations
2.2.4 Mutation for permutation representations
Permutation operators do not consider each gene separately. If a mutation operator from
other representations is used it can cause that the same gene values will appear in the same
chromosome and that is an illegal solution. Mutation is applied to whole chromosome with
the mutation probability pm. All mutation types are shown in figure 2.5.
Swap mutation randomly picks two gene positions and swaps them.
Insert mutation randomly chooses two genes, shifts one position right every gene between
them and moves the second chosen one to the next position of the first one.
Scramble mutation mix positions of subset genes or in entire chromosome.
Inversion mutation randomly chooses two gene position and reverse the whole subset of
genes between them.
2.3 Recombination
Recombination (crossover) operator is a way how to create new genotype information
(called children) from two or more existing individuals (called parents). Recombination
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A B C D E F G
first position
before after
swap mutation A F C D E B G
second position
A B C D E F G
first position
before after
insert mutation A B F C D E G
second position
A B C D E F G
before after
scramble mutation A B F C E D G
gene subset
A B C D E F G
first position
before after
insert mutation A B E D C F G
second position
Figure 2.5: Mutation of permutation representations
uses crossover probability (crossover rate) pc ∈ [0; 1]. The crossover rate value is usually
greater than one half and less than one. This parameter is compared to a generated ran-
dom number [0; 1] of two parents that have been chosen for crossover. If pc is higher than
this generated number two new individuals will be created asexually by copying parents
original genotype. If it is smaller two new individuals will be created by recombination.
Too big crossover rate can cause a loss of many good solutions however small rate causes
slow convergence rate (see 2.5). Recombination is one of the most important features of
GA [9].
2.3.1 Recombination for binary and integer representations
There are three most used recombination operators which can be used for binary and integer
encodings: a) one-point crossover; b) N-point crossover; c) uniform crossover. All of them
are shown in figure 2.6.
One-point crossover
Random number, smaller than the length of the chromosome and bigger than one, is chosen
as a split point. Tails behind split point are exchanged between two parents.
N-point crossover
It is analogous to one-point crossover. In this case more splitting points are chosen. Begin-
ning at every splitting point the tails are swapped.
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crossover point
before after
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crossover points
before after
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one point crossover
three point crossover
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crossover points
before after
0 1 1 0 0 1 1 1 1 0 0 1 0 1 1 0 1 0
uniform crossover
Figure 2.6: Recombination of binary representations
Uniform crossover
Small random value from a uniform distribution over [0; 1] of each gene position is compared
to parameter p. If this small value is lower than p than new gene is inherited from the first
parent otherwise from the second one.
2.3.2 Recombination for floating-point representations
There are two options for floating-point recombination:
Discrete recombination uses one of the previously mentioned operators (2.3.1). Disad-
vantage of this type is that only mutation can insert new gene values into a population.
Intermediate (arithmetic) recombination uses averaging and operators that are de-
scribed below. Averaging formula is zi = αxi+(1−α)yi where zi is a new gene value,
xi, yi are parent gene values and α is a chosen parameter (typically 0.5). Disadvan-
tage of this method is that the range of possible values is reduced. Example of all
types of arithmetic recombination are shown in figure 2.7.
Simple recombination
First, recombination point k is chosen. New individual is created by copying of the first k
gene values of first (second) parent and arithmetic averaging of remaining genes from both
parents.
Single arithmetic recombination
First, recombination point k is chosen. New individuals are created by arithmetic averaging
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Figure 2.7: Recombination of real representations
Whole recombination
Whole recombination is the most frequently used operator. New individuals are created by
arithmetic average of both parents.
2.3.3 Recombination for permutation representations
The majority of previous crossover operators would cause that the same gene would appear
in the same chromosome more than once. This is an illegal solution and many specialized
operators have been developed to avoid it. Permutation operators focus on combining
gene order or adjacency information from the two parents. Variations to partially mapped
crossover (order crossover, edge crossover, cycle crossover) can be found in [9].
Partially mapped crossover
Partially mapped crossover (PMX) operator was developed by Goldberg for TSP problem
and is focused on adjacency-type problems. The basics of PMX are shown on following
lines [9].
1. Generate two crossover points and exchange the substring between parents.
2. Determine the mapping relationship between these substrings.
3. Reflect mapping relationship into remaining gene positions (if gene exists in destina-
tion chromosome continue in mapping).
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Figure 2.8 shows recombination of two individuals, ”ABCDEFG” and ”EFDACGB”.
Firstly two crossover points are chosen. Genetic information between these points is copied
into a new chromosome on the same gene positions. In the case of first chromosome, ”new
chromosome 2” is created and ”CDE” string is copied into it. In the next step the mapping
relationship is determined. For example, ”A” from first chromosome is mapped to ”E” from
second chromosome. This relationship is used to fill remaining positions. However, single
mapping can produce gene material which already exists in the new chromosomes (for the
”new chromosome 2”: ”A” 7→ ”E”). In this case destination gene is chosen to be the new
source gene for next mapping (”E”). This step repeats until unique gene is produced (”E”
7→ ”C”, ”C” 7→ ”D”, ”D” 7→ ”A”).
A B C D E F G
first position
first chromosomestep 1:
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step 3: E B F G G BA F
Figure 2.8: Recombination of permutation representations
Order crossover
Order crossover (OX) introduced by Davis [8] is an option to PMX recombination. It begins
similarly to PMX by copying of a randomly chosen substring of genes into a child. The
main difference is that OX transmits the relative order [9].
1. Generate two crossover points and exchange the substring between parents.
2. Starting from the second crossover point of a first parent, copy the remaining unused
genes in the order that they appear in second parent into child. Another child is
analogous.
2.4 Selection operator
Selection is also very important operator. It is used for choosing parents for the crossover
operator (parent selection) and for choosing individuals which will be copied into the next
generation (survivor selection 2.4.4). The better the individual is the better chances it
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should have to be selected. Term selection pressure is often used and determines which
individuals are selected at most. The higher the selection pressure is the better evaluated
individuals are chosen. This may cause too quick convergence into a local optimum. How-
ever, if too small selection pressure is set, GA will take longer time to find an optimal
solution [21].
2.4.1 Fitness proportional selection
Fitness proportional selection (FPS) belongs to the parent selection and selects individuals
according to their fitness. Every member of the population has some probability to become







where fi is the fitness of the ith member and n is the population size. FPS employs
the roulette wheel algorithm (see 2.4.2) and require ordering and evaluating of the whole
population which could be a problem on parallel architectures. This method has following
problems: a) when there is one member with high fitness and others with much less fitness
it will take over the entire population (premature convergence problem, see 2.5); b)
when all fitness values are similar and some members have only a bit better fitness there is
no selection pressure. To avoid the last problem windowing and sigma scaling are used
[9],[11].
2.4.2 Ranking selection
Ranking selection is another parent selection operator which sorts the population by the
fitness and then allocates selection probability to each individual according to the individual
rank. There are two most frequently used ways of mapping ranking number to selection
probabilities: linear and exponential. The default formula for linear mapping keeps a
constant selection pressure but it can be parameterized to reflect the selection pressure.
Exponential mapping is used when individuals above the average fitness should be selected
more often. Ranking selection also employs roulette wheel algorithm (see 2.4.2). The use
of ranking position avoids the premature convergence problem as it was in 2.4.1 but require
sorting of the population. A comparison of fitness selection probability and linear ranking
selection probability is shown in table 2.3.
Table 2.3: Fitness selection probability vs. linear ranking selection probability
Fitness Rank PFPS PLinearRS
John 1 3 0.1 0.167
Peter 5 1 0.5 0.5
Michael 4 2 0.4 0.33
Sum 10 1.0 1.0
15
Roulette wheel algorithm
Steps of roulette wheel algorithm can be described as:
1. Assign to all population members temporary fitness values which equal to the position
number of reversed order, determined by their fitness (this point is used only in
ranking selection).
2. Sum the fitness (temporary fitness in case of the ranking selection) of entire population
(fsum).
3. Generate random number n which represents spin of the wheel. n ∈ [0; fsum].
4. Stepwise the sum the fitness of population individuals and return the first individual
whose sum overruns n value.
This algorithm can be used only with non-negative fitness values. Figure 2.9 shows ab-
straction of roulette wheel algorithm.
selection point
wheel rotation






Figure 2.9: Roulette selection example
2.4.3 Tournament selection
Tournament selection is a representative of parent selection operators. Each tournament
randomly picks k individuals from the population and selects the one with the best fitness.
The bigger the k is the bigger selection pressure is applied. Bigger selection pressure rapidly
decrease chance of individuals which fitness is lower than the average fitness to be selected.
Tournament size of k = 2 is commonly used. Tournament selection doesn’t need to know
about other individuals than those that are in tournament.
2.4.4 Survivor selection
Survivor selection is a strategy which determines the members of population which will
survive to the next generation. One method is age-based replacement which selects
such members that were in population less than x times. Fitness value in this method is
not considered. Variation of this method assigns lifetime to individual at the time that is
created according to the fitness value [9]. Second method is fitness-based replacement
[9]. This selection operator decreases diversity of the population (see 2.1)[28].
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Replace worst(GENITOR)
The worstm individuals of the population are selected for replacement. This will cause rapid
improvement of average fitness of population but it can lead in the premature convergence
problem (see 2.5).
Elitism
Elitism is a way how to preserve the best evaluated individual from current population to
avoid its destruction by mutation, crossover or omission during the selection process. It is
often used with other selection strategies.
2.5 Premature convergence problem
Premature convergence problem is inability of a GA to find an optimal solution. GA instead
of it finds just a local optimum solution. This is caused by a quick increase of the average
fitness in the population. This rapid increase reduces the diversity of the population.
Term convergence rate is often used to define the fitness increase. There are several
factors which influence the convergence rate: a) diversity of population (see 2.1); b) mu-





The main reason to use parallel GAs is to minimize computation time and improve the
quality of the solution. In order to achieve these benefits of parallel GA no special parallel
hardware architecture has to be used [9]. There are several methods how to parallelize. The
most trivial method is to run GA on several computers. This approach can give different
results in the same non-increased time. Variation of this method is to run GA on several
computers with different parameters. To use computing power more effectively (evaluate
fitness function on several processors) different methods has been developed. Some of them
use a single population, while the others divide population into multiple subpopulations
called demes. These demes can be smaller than one global population of a serial GA and
therefore they should converge faster however, it is important to mention that the quality
of the solution might be poorer.
There are four major types of parallel GAs [5]: 1) Single-population master-slave GAs
(see 3.1), 2) Multiple-population GAs (see 3.2), 3) Fine-grained GAs (see 3.3), 4) Hierar-
chical hybrids (see 3.4). There are two versions of these parallel GA:
synchronous This version of parallel GA behaves the same as serial GA. On each processor
running parallel GA there are individuals only from the same generation. In this case,
faster processors have to wait for the slower ones.
asynchronous This version evaluates individuals from multiple generations. There is no
need for one processor to wait for a completion (finishing) of current generation.
3.1 Single-population master slave GAs
This type of GA works with a single population. It deals with the idea of distribution time
consuming fitness function evaluation to several ”slave” processors. The master processor
only executes simple operations like crossover, mutation and selection. In synchronous
version, many processors are idle, waiting for master to assign them work. The master,
however, cannot assign work to slaves earlier than the whole population has been evaluated
and collected. Therefore it is important to divide work among processors equally. A
distribution of work and collecting results should not take more time as evaluating fitness
function on master processor itself. In asynchronous version, the master immediately sends
the work to available slave processors. When the slave processor returns the work, master
inserts evaluated individuals into the population and generates new individuals. These ones













Figure 3.1: Example of master-slave parallel GA
3.2 Multiple-population GAs
This type of GAs, sometimes also called ”coarse-grained” or ”distributed” GAs, consists
of several isolated and independent subpopulations that exchange individuals occasionally.
This exchange is called migration [5]. GA operators (selection, mutation and recombina-
tion) are used only among one subpopulation. Thanks to isolation of subpopulations GA
can search parallel on different regions. Isolation together with the migration can produce
the same or better results as a serial GA in shorter execution time. Several parameters
need to be considered [5]:
1. Size and the number of subpopulations. If the size is too small, subpopulation
will converge fast with poor quality of the solution. If the size is too big, the GA will
converge slowly. The number of subpopulations closely depends on the topology used
for migration.
2. Topology that interconnects subpopulations. This parameter defines the neigh-
bors that a subpopulation will have. The number of subpopulation neighbors is called
degree. Migration that can occur between any subpopulation is called island model.
Migration that can occur only within the adjacent (interconnected) neighbors is called
a stepping stone model [29]. Several interconnection topologies exist. An example,
”cartwheel” topology consisting of 8 subpopulations, is shown in figure 3.2.
3. Migration rate. This parameter defines the number of individuals that will migrate.
Low migration rate does not change the individualism behavior of subpopulation
(depends on other factors - size, selection pressure . . . ) however too big migration
rate increase communication cost1.
4. Frequency of migration. This parameter defines the interval after which migration
will occur.
5. selection and replacement of immigrants. This parameter defines how the in-
dividuals are selected for migration and which individuals are replaced by migrated
newcomers. Typically, random or best immmigrants replace random or worst indi-
viduals.
1communication cost is the total time needed to communicate with neighbors.
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Figure 3.2: ”Cartwheel” topology of multiple-population parallel GA
3.3 Fine-grained parallel GA
This type of GA, also called ”cellular” or ”diffusion-model”, deals with a single spatially-
structured population where each processor holds only a few individuals (usually one or
two) [1]. The structure of the population is designed to be in two-dimensional or three-
dimensional rectangular grid where each individual can interact only with its close neigh-
bors. This means that the application of GA operators is restricted only to close neighbor-
hood. Parameters that need to be considered:
1. neighborhood structure
2. selection of neighbors
3. replacement of individuals
Figure 3.3 shows relationship between processors and individuals. It also shows spatial
neighborhood of some individuals.
3.4 Hierarchical hybrid
Hierarchical hybrid GAs (figure 3.4) combines multiple subpopulations with a master-slave
parallel GA or fine-grained parallel GA. They are called hierarchical because at the higher
level they consist of several subpopulations and at the lower level they can have single
population (master-slave, fine-grained) or multiple subpopulations. Parameters of parallel
GAs can differ at each hierarchical level to achieve better performance (e.g. high migration




Figure 3.3: Example of fine-grained parallel GA
Figure 3.4: Example of hierarchical architecture with multiple demes at higher level and




Open computing language (OpenCL)[15] is the first open industry standard for general
purpose computations within heterogeneous processor environments. It is a framework for
parallel programming that includes a language, API, libraries and a runtime to support
software development. OpenCL follows a ”close-to-the-silicon” approach, meaning that it
is as close to the hardware implementation as possible, with just enough abstraction to
make the API vendor and hardware neutral [30]. In OpenCL, all the available resources
within a host are called peers (CPU, GPU, FPGA, DSP, CELL, ARM . . . ). OpenCL is
destined to be used also on mobile or embedded architectures (OpenCL Embedded Profile).
OpenCL is based on subset of ISO C99 language with extensions for parallelism. [15]






The platform model (figure 4.1) describes the ”host” view of the OpenCL hardware devices.
This model consists of one host (normally a CPU) and one or more compute devices (CPU,
GPU . . . ). Each compute device is composed of one or more compute units and each
compute unit has several processing elements. The host runs OpenCL application which
sends commands to these processing elements.
4.2 Execution model
The execution model defines how the program runs on the host and compute devices.
The host program consists of a collection of kernels 1 and manages the kernel execution.
The kernels are executed on one or more OpenCL devices. When program is executed
N dimensional index space called NDRange (N ∈ [1; 3]) is defined. An instance of the
kernel executes same code for each point in this index space. This kernel instance is called
1kernel is the basic and the smallest unit of execution. It is similar to C function.
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Compute Device
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Host
Compute Unit Processing Element
Figure 4.1: OpenCL platform model
work-item and is addressable by unique global ID. Work-items are organized in work-groups
identified by work-group ID and within work-group they are identified by local-id. [15]
Work group 1Work item Work group 2 Work group N
Figure 4.2: OpenCL 1DRange kernel
4.3 Memory model
OpenCL defines a four-level memory model (figure 4.3):
• global memory is the largest memory space available and it is shared by all compute
units within a compute device. Examples of this memory are RAM for CPU or video
RAM for GPU.
• constant memory is a read-only memory region that remains constant during the
execution of a kernel. This memory is a part of global memory.
• local memory is a memory region within a work-group. It can be shared by all work-
items within a work-group. The local memory is typically placed on the compute
unit (processor die) and therefore it has higher bandwidth and lower latency than the
global memory [2]. A host program does not have access to this type of memory.
• private memory is a memory region private to one work-item. A host program does
not have access to this type of memory.























Figure 4.3: OpenCL memory model [15]
4.4 Programming model
There are two programming models that are supported by OpenCL. OpenCL also supports
the use of both as a hybrid model.
• Data parallel model executes many instances (work-items) of the same kernel simul-
taneously each operating with different set of data. These data are associated with
index space that can be explicitly divided into work-groups by programmer. The
programmer can also set the total number of work-items and OpenCL will implicitly
divide them into work-groups. This model is mostly used on GPUs.
• Task parallel model executes many kernels that contain different instruction sets on
available processor cores. This model is pointed to the architecture of many-core




The main task of this chapter is to concept parallel GA for N–queens problem. The key
point to achieve the best speed-up is to deeply understand the destination architecture. As
mentioned in chapter 4 several OpenCL enabled devices can be used. Currently there are
just several conformant OpenCL products [16]. Our target system consists of Intel Core
i7 920 processor (without OpenCL support, 2010) and two Nvidia GTX 285 graphic cards
(OpenCL supported). It is important to mention that these cards are interconnected via
PCI express bus (x16 version 2.0) which provides us 4GB/s of theoretical data throughput
in one way [4]. The OpenCL ”host” in this system is the Intel CPU and OpenCL devices
are the NVIDIA graphic cards.
5.1 NVIDIA GTX 285 architecture
The high-end graphic cards are generally more powerful (in term of GFlops) than high-end
CPU. This performance is achieved by the use of much more computational units on chip
than on a CPU. On the another hand, currently spreaded GPUs(2010) do not support
data caching or sophisticated logic for branch prediction as they are in the CPU (NVIDIA
GTX400 series GPU introduced in 2010 is the first that supports data caching [26]). To
achieve this performance the GPU needs to use all the units on chip. As mentioned in
previous section (see 4.4) the GPU currently cannot execute different programs (kernels)
at the same time. The problems for GPU must be parallelizable enough to utilize max-
imum avalaible compute units. Table 5.1 shows the specification of this card. The card
is connected through PCI Express. Memory exchanges between an OpenCL host and an
OpenCL device are slow in compare to the global memory bandwidth on the GPU. There
are 30 multiprocessors (MP) on GTX285 and each one has an access to 16kB of fast local
memory. When used wisely, this type of memory can be as fast as processor registers.
The technical aspects of this card, shown in table 5.2,are important for programmer to
be able to use available resources of card to maximum. These parameters are related to the
OpenCL execution model (see 4.2) and are used to maximize the utilization of this card. It
is important to mention that the maximum utilization does not have to lead to maximum
performance. From some point the performance cannot raise. According to [25] single
multiprocessor can run up to 8 active work-groups. However, there is a limitation for a
single work-group and not all of the active work-groups can utilize their maximum possible
number of threads. The maximum in this case is 128 active threads (4 active warps). Warp
is a collection of 32 threads that is executed at the same time. The number of threads for
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Table 5.1: NVIDIA GTX 285 hardware specification
Parameter NVIDIA GTX285
Global memory size 1024 MB
Global memory bandwidth 159 GB/sec
Number of processing elements 240
Number of multiprocessors / compute units 30
Local memory size 16 KB
Peak performance (single precision) 1062 GFlop/sec
Peak performance (double precision) 89 GFlop/sec
a given problem should utilize whole warp. All compute units of GPU card can run up to
30720 threads at the same time. The number of active threads is limited and depends on
the use of local memory resources and registers. The registers are the fastest memory that
can be used and acces to them generally consumes 0 extra clock cycles. However, there is
also a mention in NVIDIA OpenCL programming guide [25] that extensive use of them can
lead to performance degradation.
Table 5.2: NVIDIA GTX 285 technical specification
Parameter NVIDIA GTX285
Number of multiprocessors 30
Local memory size 16 KB
Maximum number of work-groups 512
Maximum number of work-items 512 / 512 / 64
Number of 32-bit registers per multiprocessor 16384
Number of threads in warp 32
Maximum number of active blocks per MP 8
Maximum number of active warps per MP 32
Maximum number of active threads per MP 1024
5.2 N–queens problem and genetic algorithms
N–queens problem is a combinatorial problem of placing N queens onto a two dimensional
N ×N (N ≥ 4) chessboard such that none of the queens can attack the other.
Representation of GA problem
N–queens problem is typically encoded by a permutation representation with combination
of char (integer) representation.
Every N–queen problem solution (individual) is represented as n-tuple (q1, q2, . . . ,
qn) that is permutation of n-tuple (1, 2, . . . , n). This approach eliminates lines and row
conflicts. The fitness function uses the idea of left and right diagonal conflicts [13] which
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significantly improves the computation time. Two queens, qi and qj where i and j is the
number of their column, are on the same diagonal if they meet one of the following criterias:
i− qi = j − qj (5.1)
or
i+ qi = j + qj (5.2)
Figure 5.1 shows the permutation encoding of an individual in 8–queens problem. In
each case the number in circle (gene) represents the row a queen should be placed on.
Currently, only board size that is bigger than 20 is computationally expensive on modern
desktop architectures.
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Figure 5.1: Permutation representation of N–queens problem
5.3 Genetic algorithm parameters
The outcome of genetic algorithm depends on the given parameters. If the parameters are
not used wisely the population can quickly converge (see 2.5). The correct and accurate
setting of parameters is not the main purpose of this thesis however, there are books [5]
and papers [17] that focus on this type of problem. Some parameters are introduced now
and the others in subsection 5.4.1.
• Selection operator - the best behavior should have tournament selection thanks to
no need of sorting the population. Two parents will be produced by 3-way tournament.
• Crossover operator - the algorithm is strictly limited to permutation crossover
operators. There is a paper [6] where PMX operator leads close to solution very fast.
Order crossover is chosen as the second operator. The crossover probability will be
set to 0.8. Each of those two operators will be applied to different work-group.
• Mutation operator - swap mutation. The papers [6], [3] also showed that the
outcome of PMX operator does not tend to find solution. The finding of right solution
is the result of a simple swap mutation. Generally the mutation rate is set to low
values but according to findings provided in mentioned papers it will be set to 0.2
and with each generation this number will raise by a given step number.
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• Survival selection operator - tournament selection with following participants:
one parent (the thread owner) and his children. The explanation of this approach is
explained in section 5.5
• Fitness function outcome - the number of queens that are attacking each other
represents the penalty. The value of 0 number represents a solution for our problem.
The higher the number is the worse solution is found.
5.4 Parallelization of GA problem
Our target system offers only 2 OpenCL devices (GPUs). Each of them consists of 30
compute units. The hierarchical hybrid model will be used to parallelize the GA. There
will be two layers and each one will be composed of multiple-populations. There will
be two populations at the higher level (each population representing a compute device)
and tens of them at the lower level. The lower level populations create the upper layer
population representing one compute device. The exact number of populations of the lower
level depends on the memory usage and it is introduced in section 5.5. The number of
individuals in a population is also introduced in the same section.
PCI Express
Figure 5.2: Concept of N–queens problem
5.4.1 Migration parameters
• Migration topology - each population has a connection to each other population
(island model). This creates full mesh and better quality individuals are spreaded
faster.
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• Migration rate - 8 individuals from one sub-population will have the possibility to
migrate into another population at the lower level. All the migrants from the lower
level will create migrants of the higher level.
• Frequency of migration - migration will occur every 10th generation at the lower
level and every 50th generation at the higher level. The explanation for this approach
is explained in section 5.5
• Selection and replacement - the number of individuals to select is defined by
migration rate and will be done using 2-way tournament (one winner only). The
immigrants are randomly chosen from all of the possible migrants and each sub-
population will maximally accept 8 of them. The migrant will replace randomly
selected individual in sub-population only in case of better fitness value.
5.5 Data management concept
The purpose of this section is to maximize the performance of GPU applied on our GA
N–queens problem and to specify some GA parameters. At the very beginnig, the data
that will be used by GPU are stored in OpenCL host memory. Because the transfers
through the PCI express are expensive they are recommended to be copied into GPU and
the computation should continue on the GPU card (the OpenCL host still manages the
kernel executions).
Because of the memory hierarchy the data are copied to the global memory of GPU.
The accesses to this type of memory are expensive and they take from 400 to 600 cycles.
It is possible to hide this latency by using more work-groups but NVIDIA recommends to
minimize the use of this type of memory [24]. The data should be copied to local memory
and if some criterias are met (see 5.5.2) this memory can be as fast as processor register.
This type of memory is the memory that will be used to store our data. The only one
limitation is the size of this memory.
Some of the important points to keep the GPU equally busy are:
1. The number of work-groups should be multiple of the number of compute units.
2. The number of threads per block should be multiple of warp size.
3. The minimum number of threads per work-group should be set to 64.
The permutation of n-tuple requires values less than 255 in case that board size is less
than this number. Considering this number the data type unsigned char should be the right
choise. The problem is that registers which are used to store the work data are 32-bit and
automatic conversion consumes additional execution cycles. The another problem is that
the use of this data type require at least 4-way bank conflict (see 5.5.2). The integer data
type fully satisfies the criteria of avoiding bank conflicts. The char data type will be also a
part of tests.
The local memory size makes possible to store 4096 integer type values or 16384 char
type values (each integer has 4B and each char 1B) per one work-group. Considering
recommended minumum of 64 threads per work-group the maximum size of board can be
up to 64 for integer or 256 for char. The dependency of the number of work-items to the
board size is shown in table 5.3. A thread represents an individual, the total number of
threads for all work-groups (510) is the size of a population and the number of work-groups
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represents the number of populations of the lower hierarchical hybrid model. The desired
board size (n >= 20) can be achieved maximally with 192 threads for integer representation
or 512 threads per char representation. It is important to mention that in the case of table
5.3 only a single work-group can be actively executed per MP (all threads within a work-
group consume the whole size of local memory). The MP is capable to execute 1024 threads
simultaneously if there is enough memory. Table 5.4 shows the maximum board size if a
MP is utilized by 2,4 and 8 active work-groups. The fully utilized MP is capable to obtain
the best speed-ups, however according to the mentioned table the n-tuple sizes are not
attractive. In all mentioned cases the local memory is fully utilized by population and
there is no space left for other local variables.









64 32640 64 256
128 65280 32 128
192 97920 21.3 85, 3
256 130560 16 64
320 163200 12.8 51, 2
384 195840 10.7 42, 7
448 228480 9.1 36, 6
512 260100 8 32











8 128 1024 4 16
4 256 1024 4 16
2 512 1024 4 16
5.5.1 Synchronization and migration
The work-items within a workgroup can be synchronized. A thread (individual) owns its
part of local memory and it can also access to other parts of local memory and read other
threads (individuals). A thread then can take control of selection and GA operators. If
there is a thread that needs to read output of other thread a barrier has to be used to avoid
reading incorrect values. The synchronization (barrier) among work-groups is not possible
and the only way how to synchronize them is to finish the executing kernel. It is also
ensured that the data is written into the global memory. The work-group synchronization
is considered to be expensive because all MP of the GPU have to stop executing kernel. The
chosen frequency of migration within a compute device is set to 10 and between compute
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devices to 50. Some works mention that migration can be done asynchronously. This is
possible only in case that each individual consist of one chromosome or fitness function can
penalize the incorrect individual. The asynchronous migration is possible when the data is
stored in structure but this can lead to bank conflicts (see 5.5.2).
5.5.2 Memory accesses
The memory accesses are the key to obtain speed-ups. They are important to understand
also because the GPU does not use data caching. As mentioned upper, threads are divided
into warps. There can be maximally 32 active warps (1024 threads) during the execution
of kernel. Each warp is divided into two parts, half-warps (see figure 5.5). The GPU
architecture is the reason to divide the warp into halfs. There are 16 local memory banks
per MP so each thread can simultaneously access a memory bank.
10 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
Half-warp Half-warp
Figure 5.3: Two half-warps [10]
Global memory accesses
Global memory is read in blocks (32, 64 or 128 bytes). If a half-warp requests a memory
operation the data are loaded in one or several memory loads. Following conditions must
be met:
• Successive threads should access successive memory address (data locality).
• All threads that are reading global data must point to only one 32 (64,128) byte block.
• All threads should participate.
The memory access that fulfills these conditions is aligned and sequential (coalesced).
An access is misaligned when the data access within a block is permuted. Figure 5.5 shows
that first half-warp access to the memory is aligned and data are read in one memory
transaction. The second half-warp access to memory is misaligned and it also access other
block. This leads to 2 memory transactions. The misaligned accesses and accesses with
stride must be avoided [24].
Local memory accesses
Local memory consist of 16 memory banks. A successive 32-bit (integer) numbers are stored
into successive banks. Using this approach all threads can access all banks and data are
loaded/stored in one transaction. If 2, 3 . . . 15 threads within a half-warp access the same
bank the access is sequential and data are loaded/stored in 2, 3, . . . 15 transactions. The
only exception is when all threads access the same bank. The data are broadcasted in this
case. Figure 5.5 shows the 2-way bank conflicts. It is important to mention that 4 character
values (2 short integer values) are stored into same bank. Using this data types leads to
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Figure 5.5: Bank addressing conflicts [10]
The compiler and hardware thread scheduler will schedule instructions as optimally
as possible to avoid register memory bank conflicts. They achieve the best results when
the number of threads per block is a multiple of 64. Other number of threads will cause
that application has no direct control over these bank conflicts. In particular, there is no
register-related reason to pack data into float4 or int4 types.
5.6 Random generator
The GAs use the pseudo-random number generator (PRNG) for all their operators. The
quality of GA results heavily depends on the used type of random generator and its period.
The generator that passes diehard tests [18] is generally considered as a good choise. One
of the chosen generator is xorshift generator [19] and the second one is Hybrid Tausworthe
generator (recommended by NVIDIA developers [22]). Both generators use simple arith-
metic operations as exclusive or and bit shift with period of 2121. These generators use only
4 registers per each thread. Each thread that uses one of generators needs an initial seed




This chapter presents the implementation details of the concepted GA algorithm with
respect to the limits of the destination architecture as it was shown in chapter 5. Some




The OpenCL host represented by Intel Core i7 generates the initial population with the
respect to recommendations for GPU global memory reads (see 5.5.2). The figure 6.1 shows
the whole population and its genes stored in an array. If the parallel implementation needs
to read the first gene (integer) of each individual of a warp there should be just a single
global memory request. (one 128 bytes block size is read but it may be read as four 32 byte
blocks). The host also generates the initial migration vector stored in the same way as the
initial population with one difference. Each individual will carry also its fitness value. This
fitness is stored as an additional gene (data locality for the fitness values). If a migration
function is called a thread does not need to read all genes of individual (too many global
memory requests) but just a single fitness value. Another vector that the host generates
is the seed vector. The seed vector carries 4 integer values per individual for the random
function. To find the best fitness individual among the non-synchronizable work-groups (see
6.1.2) a vector with all fitness values (best_fit_vec) is also generated by the host. Each
of this arrays is copied by the host into the global memory of the GPU and the OpenCL
device kernel is repeatedly (see 6.1.2) invoked.
i0g0 i1g0 i2g0 i3g0 ... ing0 i0g1 i1g1 i2g1 ... ing1 i0g2 i1g2 ... ing2i3g1 i3g2i2g2 ... ... ... i0gn i1gn ... ingni3gni2gn
i - individualg-gene




The OpenCL devices execute the same kernel by every thread (the number of threads is
defined in the configuration file). Each individual in the population is virtually represented
by a single thread. The GA operators are than applied in ”per thread” manner. The
situation is shown in figure 6.2. Each thread enters a 3-way tournament where the fitness
values are compared. Two of the fitness values are randomly chosen from the fitness vector
(see 6.1.2) and one fitness value belongs to the thread owner. The GA operators are
applied on the two winners. There are two options implemented due to the limited number
of registers:
• The children are stored in the registers. If there are no registers left or children n-
tuple is a large array the compiler will use the local memory. The use of local memory
will produce bank conflicts due to the sequential way of storage of a child.
• The children are stored in the local memory. This implementation significantly re-
duces the maximum board size (see 5.3). This implementation uses three times bigger
amount of the local memory than the previous one.
Execution in ”per thread” manner produces double amount of new individuals and only one
individual can survive to keep this execution model. The survival selection is implemented
by 3-way tournament with two children and a thread owner. First, the fitness value of each
child is computed (thread owner has its value already stored in the fitness vector) and then
the fitness is compared with the thread owner fitness value. The best individual replaces













Two winners One winner
Thread execution
Figure 6.2: Apllication of GA operators in ”per thread” manner
Each thread follows the control path that is shown in figure 6.3. At the beginning the
first value of the fitness vector in the global memory (it stores the best fitness value among
all work-groups) is checked. If the checked value is lower than desired fitness value the
whole execution of a one kernel is at the end. Otherwise, the reduction is used on the same
vector to find the best fitness value and store it as the first value of the vector. The kernel
execution continues only in case that the reduction has not found the desired fitness value.
The population is copied into local memory by the same way of storage as it is in global
memory. However this load into local memory is the only case that a warp can avoid the











































































































Figure 6.3: Control path of a thread inside the kernel
to the different thread individuals. In this case the read of the same bank is serialized.
There is no other storage method for an individual to avoid the bank conflicts caused by
the selection. Together with individuals the seeds are copied. After the population load the
migrants are loaded into the subpopulations but only in case that they have better fitness
value. The GA operators are applied repeatedly till the time of migration. At the time of
migration some migrants chosen by 2-way tournament are stored into the migration vector.
The subpopulation is stored into the global memory and the kernel execution ends.
OpenCL device memory allocations
There are only 16 registers per active thread if the card is fully utilized (see 5.2). The
random function takes 4 registers, the GA operators can take up to 15 registers (the code
would became unreadable if less registers are used) and the children take double size of the
n-tuple. In the case that there are no registers left the local memory is used. The local
memory is crucial for the number of executed threads and the n-queens size. Due to the
extensive memory usage it is not possible to execute all possible number of active threads.
This decreases the level of parallelization and can cause that no speep-up is achieved in
compare to the CPU parallel version of the same algorithm (see 6.2.1).
The part of the local memory is used by the individuals of a subpopulation. To reduce
the number of fitness value computations a small part of the same memory is used to store
the fitness values. Another part of the local memory is used in the implementation case
when the children are not represented by an array of registers.
35
Synchronization and migration
The vector with local fitness values is known only within a subpopulation (work-group).
If a subpopulation finds a solution for the n-queens problem it does not stop the kernel
execution untill the synchronization point is reached. The synchronization point copies the
best fitness value from the local fitness vector into the global memory fitness vector. This
vector is checked at the beginning of kernel execution. Together with a fitness value all
the subpopulations are copied back into the global memory. Due to the way of storage
of the migration individual in the global memory (individual is not within structure, not
as a consequent vector of numbers) and to the execution of different instruction among
the multiprocessors the only way to ensure safe global memory reads and writes (occured
by migration) is to finish the kernel execution. Without migration there is only a single
execution of a kernel. The total number of kernel executions depends on the migration
parameter and the maximum number of generations. The migration between two GPU is
realized by the replace of one migration vector by the migration vector of the other GPU.
A migrated individual can replace an individual within the subpopulation only in case that
it has better fitness value.
Fitness function
The computation of fitness function belongs to the most compute expensive part of GA. For
the N–queens problem there are two types of this function (methods to compute the fitness
value). The first one computes the number of conflicts for the queen in its diagonals. The
result of fitness function includes duplicate conflicts for the queens in the same diagonal.
The function belongs to the compute expensive one because it checks every diagonal for
each queen. The second fitness function uses extra memory space to create two vectors
of diagonal conflicts (right and left). Each board place of one diagonal is represented just
by one place in the vector. Each queen increases the number of positioned queens in the
diagonal by one. This approach significantly reduces the steps needed to compute fitness.
The difference in total number of step that lead to fitness outcome is shown in figure 6.4.
Due to limited number of registers per thread(only 16 registers per thread if there are 1024
active threads) the second function advantages the CPU implementation. If there are no
registers left or the data (n-tuple) is stored as an large array the compiler will store the
data in the local memory instead of registers [24]. Both functions are shown in appendix
C and will be part of testing.
Parameters
Following configuration parameters, stored in the config.h file, modify the possible be-
haviour of the GA:
• CHROMOSOME_LENGTH defines the number of genes of an individual (essential).
• LOCAL_SIZE defines the number of individuals within a subpopulation (work-group).
This number should be multiple of 32 and maximally 512 (essential).
• WORK_GROUPS defines the total number of subpopulations. Together with the previous
parameter the whole population size is determined. This number should be multiple
of 30 and maximally 510 (essential).















Figure 6.4: The comparison of two fitness functions (methods). The total steps value
represents the number of loop steps required to evaluate individual of size n.
• MIGRATION_TIME defines the number of generations without migration (essential).
• DEVICE_MIGRATION_TIME defines the number of generations without migration be-
tween OpenCL devices.
• MAX_GENERATIONS defines the maximum number of generations the GA will run (es-
sential).
• DESIRED_FITNESS defines the fitness value that GA will try to reach. If the value is
reached no istruction from the kernel is issued. If the parameter is not defined the
GA will execute whole content of a the kernel.
• OX, PMX the uncommented GA operator is applied for the crossover operation.
• CROSSOVER_RATE defines the probability that an individual will be chosen for recom-
bination (essential in case that one of the previous parameter is defined).
• MUTATION by uncommenting of this parameter the mutation is used.
• MUTATION_RATE, MUTATION_INCREASE_STEP the first parameter defines the probability
that an individual is chosen for mutation (essential in case that one of the previous
parameter is defined). This parameter can be influenced by the later parameter. The
second parameter every generation increases the mutation rate by a defined step.
• STATISTICS this parameter causes that the statistics are stored into the global mem-
ory of the GPU.
6.1.3 Libraries and compilation
The OpenCL SDK provided by NVIDIA includes the tutorial to create and compile a new
OpenCL application. However, the use of it precludes the portability of the application. A
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standard MAKEFILE has been created to remove the dependancy on the NVIDIA libraries.
The MAKEFILE for OpenCL application contains -lOpenCL parameter that instruct the
compiler to use libOpenCL.so shared library (path to this file has to be known by the
operating system).
The OpenCL just-in-time compiler uses the following parameters:
• -cl-fast-relaxed-math this parameter reduces the accuracy of the multiply and
add instruction. The small reduce of accuracy decreases the instruction execution
time [15].
• -w this parameter inhibits all warning messages [15].
• -I . this parameter defines the path to libraries used by kernel.
6.2 Testing and evaluation
The results that are in chapter 7 were measured using the time utility. This utility returns
the elapsed real time between invocation and termination of the application including the
first expensive invocation of the GPU kernel. The OpenCL function clFinish() ensures
that GPU will not return the control to the OpenCL host before all the GPU resources are
freed.
Following implementations were tested:
• integer representation of an individual and memory expensive fitness function.
• integer representation of an individual and compute expensive fitness function.
• char representation of an individual and memory expensive fitness function.
• char representation of an individual and compute expensive fitness function.
6.2.1 Open Multi-Processing
Open Multi-Processing(OpenMP) is standard that defines set of directives, library routines
and environment variables for the compiler. It is used to parallelize program on shared
memory platforms. C language with OpenMP extensions is chosen to confrontate the
results from GPU. The OpenMP threads are limited to the number of CPU cores. To
maxime the paralelization, each island will be executed by one of OpenMP thread. The
load equivalency of threads is guaranteed by static assign of an island to a thread(chunk size
2). The OpenMP also offers to limit the number of threads that will execute the algorithm.
8-threads are used to measure the running time of the CPU implementation of the parallel
version and a single thread is used to measure the sequential version.
6.2.2 Testing environment
Table 6.1 shows the hardware and the software used for testing and implementation. The
used test PC is not a supercomputer but it belongs to the top modern desktop PCs on the
market. The processor has been overclocked to achieve better performance results. The
used GPU driver is the first stable released driver with OpenCL extensions. To enable
the GPGPU functionality the CUDA toolkit has to be present on PC. Because of the first
stable release, the CUDA toolkit does not support all the capabilies of GPU that are known
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from CUDA such as loop unroling, level of optimalization or verbose output mode (03/2010
NVIDIA released next stable CUDA toolkit of version 3.0 with these extensions for OpenCL
[23]).
Table 6.1: Test PC configuration
hardware
processor Intel(R) Core(TM) i7 CPU 920 @ 2.67GHz overclocked to 3.32Ghz
RAM 12GB DDR3 1333Mhz
Graphic card 2x nVIDIA GeForce GTX 285, 1024MB GDDR3 1200Mhz 512bit, 55nm
software
operating system Ubuntu 9.10 x86 64 ”Karmic”
kernel 2.6.31-21-generic x86 64 GNU/Linux
compiler gcc 4.1.3 20080704 (prerelease) (4.1.2-27ubuntu1)




This chapter contains the results that were obtained by benchmarking algorithms that are
essential for GA. It also contains the benchmarks of the concepted parallel GA. The random
functions are benchmarked in the section 7.1, the fitness functions are benchmarked in the
section 7.2, the crossover functions are benchmarked in section 7.3 and the benchmarks of
the designed parallel GAs are in the section 7.4. The benchmarks compare the execution
time of the CPU version of an algorithm to the GPU version of an algorithm. The CPU
version tries to achieve the same model of the parallelization as on the GPU. There are
two loops in the CPU version, the outer (main) loop and the inner loop. The main loop
represents the number of multiprocessors and the inner loop represents the number of
threads within the MP. The outer loop is parallelized by OpenMP with 8 threads (static
scheduling). The compilation does not use any optimization strategies. The optimalizations
by OpenCL just-in-time compiler were not possible to turn off (-cl-opt-disable caused
an error). The figures that have the x-axis label ”Total threads in all blocks” have divided
total number of threads by 30.
7.1 Random functions
Each thread of random function underwent 1000000 runs in case of GPU implementation
and 100000 runs in case of the CPU implementation. The obtained results from CPU ver-
sion were multiplied by 10. This aproach reduced the total time needed to obtain the CPU
implementation results. Each call of the HybridTaus function consists of several bit-shift
operations, XOR operations, one integer multiplication and one floating-point multiplica-
tion. The return value of this function is floating-point number bigger than 0 and smaller
than 1. This value has to be multiplicated and truncated to obtain integer value (only
these integer random values are needed) of chosen maximum size. The XORshift function
consists of XOR operations and bit-shift operations. The return value of the function has
to undergo the modulo operation to obtain desired value.
The figure 7.1 shows the total execution time of two random function for chosen number
of threads on the GPU. The total number of steps needed by the HybridTaus function to
compute a new random value is higher than the XORshift function however, the modulo
operator significantly slower the later mentioned random function. There is a recommen-
dation to avoid the use of the modulo operator in the NVIDIA Best Practise Guide [24].
The HybridTaus function is approximately 20% faster than the XORshift function. The

















Figure 7.1: Comparison of two random functions(GPU).
The figure 7.2 benchmarks the same fitness functions on the CPU. In this case the XOR-
shift function is faster and benefits from the use of the ALU operations. The HybridTaus
function accelerated by OpenCL can be up to 80 times faster on the GPU than on the
CPU. The XORshift function accelerated by OpenCL can be up to 20 times faster on the




















Figure 7.2: Comparison of two random functions(CPU).
7.2 Fitness functions
There are two fitness functions that are used for GA computations. Both functions are
implemented in separate file to obtain results independent from other functions. The test
was made on individual that has following sequence of n-tuple values: (1, LENGTH −
1, 2, LENGTH − 2, 3, . . . , LENGTH). The GPU version stored the individual in private
memory. Each thread underwent 2000 runs.
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7.2.1 GPU tests
The figure 7.3 shows the obtained speed-up in percent of one function to the other. With
the increasing number of threads the GPU uses together with the private memory also
the local memory for the memory expensive fitness function. This memory accesses are not
optimized and cause bank conflicts. The increasing size of n-tuple significantly decreases the
benefits of the compute expensive fitness function. The case that the n-tuple is size of 256
is the only one which benefits from the use of the memory expensive fitness function (50%
speed-up). The upper-left corner of the figure shows that with enough registers the memory
expensive fitness function is approximately 200% faster than the other one. However, the
implementation of whole GA on the GPU is limited to smaller sizes of n-tuple (see 5.3).
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Figure 7.3: Comparison of the memory expensive fitness function to the compute expensive
fitness function (GPU). The positive values advantages the use of compute expensive fitness
function, the negative values advantages the use of the memory expensive fitness function.
7.2.2 CPU tests
The figure 7.4 shows the obtained speed-up in percent of one function to the other. The
increasing number of threads does not depend on the used memory at all. This significantly
benefits the memory expensive fitness function. The compute expensive fitness function uses
less steps than the other fitness function only in case that n-tuple size is smaller than 8 (see
6.4). The total number of steps needed to obtain the result of the compute expensive fitness
function has reflected to the figure. The bigger the n-tuple size is the bigger speed-up the
memory expensive fitness function has (up to 6000%).
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Figure 7.4: Comparison of the memory expensive fitness function to the compute expensive
fitness function (CPU). The positive values advantages the use of compute expensive fitness
function, the negative values advantages the use of the memory expensive fitness function.
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Figure 7.5: Comparison of the CPU memory expensive fitness function to the GPU memory
fitness function. The positive values advantages the use of the memory expensive fitness
function on the GPU , the negative values advantages the use of the memory expensive
fitness function on the CPU.
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7.2.3 CPU vs. GPU tests
Memory expensive fitness functions
The figure 7.5 shows the obtained speed-up in percent of one function to the other. The
first invocation of the kernel is after 150ms after the program begins to run. If the results
are obtained fast, the invocation will cause big overhead. The results that were obtained
fast are visible on the left side of the figure. The figure shows that the GPU fitness function
benefits from the level of parallelization but the lack of memory caused that the speed-up
cannot overrun 150%. According to the limitation of the n-tuple size and the possible total
number of threads (see 5.3) the designed GA algorithm cannot obtain significant speed-up
in case of the memory fitness function.
Compute expensive fitness functions
As in case of the previous figure (see 7.5) the expensive kernel invocations are visible in
the down-left corner of the figure 7.6. The upper-left corner shows that every even a small
increase of the total number of threads causes big speed-up (n-tuple of size 256). In this
case the GPU is capable to obtain speed-ups up to 8000%. The GPU in the case does
not depend on the memory usage and benefits from the level of parallelization (1024 active
threads, 8 active work-groups). According to the limitation of the n-tuple size and the
possible total number of threads (see 5.3) the designed GA algorithm is capable to obtain
desired speed-up with this fitness function.
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Figure 7.6: Comparison of the CPU compute expensive fitness function to the GPU compute
fitness function. The positive values advantages the use of the compute expensive fitness
function on the GPU , the negative values advantages the use of the compute expensive
fitness function on the CPU.
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7.3 Crossover functions
There are two crossover functions that are used for GA computations. Both functions
are implemented in separate file to obtain results independent from other functions. The
test was made on two individuals (parents) that have following sequence of n-tuple values:
parent1(1, 2, 3, . . . , LENGTH), parent2(LENGTH, . . . , 3, 2, 1). Both functions do not
use random generator to select the crossover points. These points were set manually to
obtain the near maximum number of steps that a crossover function has to do to produce
a single child. In the case of OX, the second position and the LENGTH − 2 position
of the n-tuple was chosen. In the case of PMX, the first position and the LENGTH/2
position of the n-tuple was chosen. The GPU version stores both individuals with integer
and char representation in the local memory. Produced children use the private memory.
The maximum possible size of n-tuple is 31 in the integer case and 127 in the char case.
The CPU version implements only the integer representation (no bank conflicts or memory
limitations). Each thread that underwent 20000 or 2000 runs depending on the n-tuple
size. GPU is sensitive to branching. The branching is used by both crossover functions.
The results of the crossover functions reflect the speed-ups that are possible to obtain with
permutation type of GA.
7.3.1 GPU tests
The first set of tests studied the bank conflicts that are common with the char data type in
compare to the integer data type (see 5.5). Table 7.1 shows the times (in seconds) obtained
by PMX crossover function with two different data types. The lines that have the same
number of active work-groups for both data types shows that the bank conflicts causes only
a minor slowness (less than 10%). More interesting are the lines with different number of
active work-groups. Thanks to memory saving char data type more work-groups are able
to execute in parallel per one MP. The execution of more work-groups at the same time can
reduce the execution time by up to 70% for the same dimension of the problem. However,
the more the memory requirements are the less the number of active work-groups is.
















1 64 4 1 1 0.49 0.53
1 64 8 1 1 1.1 1.17
1 64 16 1 1 3.36 3.61
3 192 4 3 3 0.53 0.54
3 192 8 3 3 1.32 1.35
3 192 16 1 3 9.37 4.34
5 320 4 5 5 0.62 0.63
5 320 8 4 5 2.13 1.7
5 320 16 2 5 15.39 5.81
The second part of tests studied the execution time of the PMX and the OX crossover
45
function. In this case two parents share the same local memory. Due to this fact the
maximum size if n-tuple is 127. The work-group size (number of threads within work-
group) was set to 64. The figure 7.7 shows the OX crossover function is approximately 30%
faster than the PMX. The disadvantage of the OX crossover function is the extensive use
of modulo operator. The PMX crossover function on the other hand uses extra level of
branching.


























Figure 7.7: Comparison of the OX and PMX crossover functions (GPU). The positive value
advantages the use of the OX crossover function over the PMX crossover function.
7.3.2 CPU tests
The figure 7.8 shows the speed-up of the PMX crossover function over the OX function.
The obtained speed-up is approximately 200%.
7.3.3 CPU vs. GPU tests
Figure 7.9 shows that the OX crossover function is capable to obtain speed-ups up to 500%
for the desired size of n-tuple (n ¿ 20). The bigger the size of n-tuple is the lower the
obtained speed-up is. GPU does not benefit from the level of paralelization in the case of
OX.
Figure 7.10 also shows that larger sizes of n-tuple decrease obtained speed-ups for the
larger sizes of n-tuple. In the case of PMX the CPU implementation is approximately 100%
faster than the GPU one. The GPU does not benefit from the level of parallelization. The
crossover function is the second most time-consuming part of GA that influence the whole
run of GA.
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Figure 7.8: Comparison of the OX and PMX crossover functions (CPU). The positive values
advantage the use of the PMX crossover function over the OX crossover function.






























Figure 7.9: Comparison of the OX crossover function on two different platforms (CPU vs.
GPU). The positive values advantages the run on the GPU.
7.4 Parallel genetic algorithm
All set of tests have parameters set according to designed concept (see 5.4). Benchmarks use
the XORshift random generator. The GA underwent 200 or 2000 runs (MAX_GENERATIONS
parameter). The process of selection significantly slower the GA run. In the process of
random selection a pointer different that is current individual can be chosen. If more than
one thread points the same memory bank the access is serialized. The serialization also
influences the crossover operator.
The first set of tests uses for the GA execution the OX function and the compute
expensive memory fitness method. Large sizes of n-tuple do not achieve any speed-up when
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Figure 7.10: Comparison of the PMX crossover function on two different platforms (CPU
vs. GPU). The positive values advantage the run on the GPU.
they run on the GPU. N -tuple sizes smaller than 128 are able to accelerate maximally
150%.




























Figure 7.11: Speed-ups of GA execution using the OX crossover function and compute
expensive memory evaluation method. The positive values advantage the run on the GPU.
The next set of test changed the crossover operator to PMX. The obtained results shows
that the GA execution is 4 times slower on the GPU than parallel version on the CPU.
PMX operator also does not behave stable. If the population converges to 0 fitness value
with different permutation of n-tuples the PMX operator requires more steps to produce
a child. If the n-tuples permutations in the population do not differ the PMX can create
children with a single copy (this approach does not require multiple level of mapping, see
2.8). Due to this fact and to the obtained results the PMX operator was excluded from
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testing.
The next set of test uses the memory expensive evaluation method together with the
OX crossover operator. The figure 7.12 shows the obtained speed-ups. For the n-tuple sizes
smaller than 64 the CPU execution is faster. The GPU only benefits when larger sizes are
used.



























Figure 7.12: Speed-ups of GA execution using the OX crossover function and memory
expensive memory evaluation method. The positive values advantage the run on the CPU.
The next benchmark uses the compute expensive evaluation method together with the
OX crossover operator. In this case children are stored in the local memory. The fact
that the memory is shared by both children and population reduced the n-tuple size to
64. Obtained results show that in compare to private memory the GA execution is slower.
In case that n-tuple size is 64 the performance decreased more than two times. The GA
execution cannot achieve any acceleration in this case.
The last benchmark uses the memory expensive evaluation method together with the
OX crossover operator. The same way of storage is used as in previous case. The GPU
GA execution time does not differ from CPU GA the execution time. The GPU is in some




8.1 Conclusion of the results
This thesis analyzed important parts of the GA algorithm. In the case of random function
the OpenCL version is 80 times faster as on the CPU. It is also important to mention that
the results were compared to the multi-threaded CPU implementation. The obtained speed-
up would be larger if it is compared to the sequential version of the CPU implementation.
The biggest surprise was the behavior of the memory expensive fitness method. This
method was able to obtain small speed-up also on case of large n-tuple size. The other
fitness method obtained large speed-up as it was it was supposed thanks to no memory
requirements. Tests of the crossover function showed that branching significantly decreases
the performance.
The benchmarks of the designed OpenCL model executed on single GPU were compared
to the benchmarks of the same model transformed into CPU parallel version. The bench-
marks showed that fully utilized GPU is capable to accelerate only twice as on the CPU.
This was caused due to several reasons. One of them is the process of selection. However,
the main reason is that crossover operator is called in every cycle in compare to the fitness
function, which is called only at the beginning of the kernel execution. Another reason is
that no more than one active work-group is executed parallel due to memory requirements.
This work did not analyze the quality of obtained GA population. The implemented
algorithm did not follow the convergence recommendations. By following the recommen-
dations there would be no speed-up at all.
This work chosen GA from the set of problems where the permutation representation of
an individual is used. The obtained results demonstrate that if a chosen problem has wide
memory requirements it cannot achieve significant speed-up. Most of the other problems
from the same set use the same crossover function. Due to these facts it is improbable that
other problems that use permutation representation would achieve large speed-ups.
8.2 Future work




As the time goes almost every year there is a new graphic card with higher performance.
The latest most powerful GPU is the AMD Radeon HD 5870 GPU with 2.72 TFlops (single-
precision arithmetic operations). However, in the latest years the major GPU improvements
are on field of general purpose computing. The new NVIDIA GTX 480 increased the size of
on-chip memory (OpenCL local memory) and also introduced the L1 and L2 data caches.
By adding L1 cache, the threads can fully benefit from data locality and therefore they can
avoid the bank conflicts [26]. Permutation GAs can benefit not only from the performance
improvements but also from the memory improvements which are the most important for
them.
8.2.2 GPGPU performance predictions
This thesis also introduced a problem of choosing a right GA problem for the GPU (size of n-
tuple depends on the memory amount). With the upcoming GPU hardware improvements
that are orientated to the field of general purpose computing it will be hard to decide if an
evolution strategy can benefit from the use of the GPU. A project that will design a model
that can predict the suitability of evolution strategy for GPU is a way how to continue with
the current understanding of the topic.
8.2.3 OpenCL capabilities
OpenCL is the first standard that introduced the possibilities of heterogeneous processor
environments. There are evolution algorithms that can be researched by the use of FPGA,
CPU, GPU or CELL (heterogeneous) processors at the same time. However, during the
research of this topic none of the key hardware players on the market of FPGA or DSP
reported the support of OpenCL in their processors. The benefits of the use of CELL
processor in heterogeneous processor environments (CPU, GPU and CELL) can also be
researched.
Another way to use the heterogeneous processors at the same time is by the use of Open
Component Portability Infrastructure (OpenCPI) framework [27]. This new framework may
delay or stop the use of OpenCL by these processors (FPGA, DSP).
8.2.4 OpenCL compiler
OpenCL was introduced as a platform independent standard in compare to CUDA. CUDA
is limited only to NVIDIA hardware and this disadvantage was the one of the point to
develop OpenCL. However, as the time goes the OpenCL is still a little platform dependant
(2010) and there is a need to recompile the kernel every time it executes on different
hardware. Simply the OpenCL binaries compiled by AMD just-in-time compiler cannot be
used within NVIDIA hardware environments and vice versa. The introduction of general
purpose OpenCL compiler will open new topics for the research on the field of GPGPU.
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List of used abbreviations and
symbols
CPU – Central Processing Unit
GPU – Graphics Processing Unit
MP – Multi-Processor
PRNG – Pseudo-Random Number Generator
RAM – Random Access Memory
TSP – Traveling Salesman Problem
PMX – Partially Mapped Crossover
OX – Order Crossover
FPS – Fitness Proportional Selection
API – Application Programming Interface
OpenMP – Open Multi-Processing
GPGPU – General Purpose computing on GPU
SIMD – Single Instruction, Multiple Data
FLOP – Floating Point Operations per second
GFLOP – Giga Floating Point Operations per second
CUDA – Compute Unified Device Architecture
GA – Gentic Algorithm
OpenCPI – Open Component Portability Infrastructure




Gray coding is a way how to ensure that consecutive decimal numbers have Hamming
distance equal to one in binary representation. Algorithm is taken from [9].
Integer 0 1 2 3 4 5 6 7
Standard 000 001 010 011 100 101 110 111
Gray 000 001 011 010 110 111 101 100
Table A.1: Three-bit Gray coding
Gray to Binary coding and vice-versa algorithm:
int[] binaryToGray (int[] b) {
g[1] = b[1];
for (k=2; k<=m; k++) {




int[] grayToBinary (int[] g) {
b[1] = value = g[1];
for (k=2; k<=m; k++) {









// A Single Step of the Combined Tausworthe Generator
// S1, S2, S3, and M are all constants, and z is part of the
// private per-thread generator state.
unsigned TausStep(unsigned &z, int S1, int S2, int S3, unsigned M)
{
unsigned b=(((z << S1) ^ z) >> S2);
return z = (((z & M) << S3) ^ b);
}
// A Simple Linear Congruential Generator
// A and C are constants




// Combining the LCG and Tausworthe into an Improved Generator
unsigned z1, z2, z3, z4;
float HybridTaus()
{
// Combined period is lcm(p1,p2,p3,p4)~ 2^121
return 2.3283064365387e-10 * ( // Periody
TausStep(z1, 13, 19, 12, 4294967294UL) ^ // p1=2^31-1
TausStep(z2, 2, 25, 4, 4294967288UL) ^ // p2=2^30-1
TausStep(z3, 3, 11, 17, 4294967280UL) ^ // p3=2^28-1





static uint32_t x = 123456789;
static uint32_t y = 362436069;
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static uint32_t z = 521288629;
static uint32_t w = 88675123;
uint32_t t;
t = x ^ (x << 11);
x = y; y = z; z = w;

































unsigned int compute_expensive_fitness_function( int *dst){
//-- Fitness function is based on testing and counting conflicts between --//
//-- paricular queens. In order to permutation encoding is used queens, --//
//-- it is necessaty to test only diagonal directions --//
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unsigned int neighbors, collisions;
int i, j;
int dimension = CHROMOSOME_LENGTH;
collisions = 0;
for (i = 0; i < dimension; i++) {
neighbors = 0;
for (j = i+1; j < dimension; j++) {
// find queens in diagonal
if (dst[j] + (i - j) <= dimension)
if (dst[j] + (i - j) == dst[i])
neighbors++;
if (dst[j] - (i - j) >= 0)






} //- OneMaxFitnessFunction -//
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