The incorporation of particle inertia into the usual mean field theory for particle aggregation and fragmentation in fluid flows is still an unsolved problem. We therefore suggest an alternative approach that is based on the dynamics of individual inertial particles and apply this to study steady state particle size distributions in a paradigmatic 2d flow. We show how a fractal structure, typical for aggregates in natural systems, can be incorporated in an approximate way into the aggregation and fragmentation model by introducing effective densities and radii. Based on this model we investigate numerically the impact of three different modes of fragmentation: large-scale splitting, where fragments have similar sizes, erosion, where one of the fragments is much smaller than the other and uniform fragmentation, where all sizes of fragments occur with the same probability. We find that the steady state particle size distribution depends strongly on the mode of fragmentation. In the case of erosion, a multimodal distribution evolves, whereas the resulting size distribution for large-scale fragmentation is exponential. As some aggregate distributions found in published measurements share this latter characteristic, this may indicate that large-scale fragmentation is the primary mode of fragmentation in these cases.
Introduction
In recent years there has been a great effort to investigate the advection of inertial particles in fluid flows [1, 2, 3, 4, 5, 6] . Understanding the behavior of inertial particles like aggregates, dust or bubbles moving in incompressible flows plays an important role in such diverse fields as cloud physics [7] , engineering [8] , marine snow and sediment dynamics [9, 10] as well as wastewater treatment [11] . The dynamics of these particles is dissipative, which leads on the one hand in most flows to a preferential accumulation in certain regions in space, i.e. on at- * Corresponding author: zahnow@icbm.de tractors, and on the other hand to a behavior that is very different from passive tracers [12, 13, 14] . Previous studies concentrated mainly on non-interacting particles, in spite of the fact that accumulation leads unavoidable to mutual interactions of different kinds. It is well known that as a result of collisions between particles, aggregates can be formed that consist of a large number of primary particles. In many areas of science the formation of such aggregates and their break-up due to shear forces in the flow plays a very important role, e.g. in raindrop formation in clouds [7] , sedimentation of particles in oceans and lakes [15] , chemical engineering [16] , flocculation of marine aggregates [17] and cells [18] . Most approaches of aggregation and fragmentation models are based on the pioneering work of Smoluchowski [19] and use usually a mean field approach with kinetic rate equations to model these processes (see e.g. Jackson [9] ). However, for particles with inertia a field theory for the particle velocity is not easily formulated. The existence of caustics, meaning that the dynamics of inertial particles would lead at some points to a multi-valued particle velocity field [20, 21] , has prevented such an approach so far. While attempts have been made to incorporate particle inertia in approximate ways in a mean field approach [22, 23] , no completely satisfying solution has been found yet. Here we therefore choose a different, individual particle based approach, where the dynamics of finite size particles are taken directly into account. The approach has recently been introduced in Ref. [24] , and discussed in more detail with respect to different flows in [25] . In the present study we adopt this approach to study the long-term behavior of particle size distributions that develop from a balance between aggregation and fragmentation. In particular, we examine the influence of fragmentation and aggregate structure on these size distributions. In most previous works the particles were considered to be spheres with a specific density. In many realistic cases, for example for marine aggregates, this is a crude approximation. The non-spherical structure of particles can have a great influence on particle dynamics as well as aggregation and fragmentation processes. Both the actual motion of aggregates and the probabilities for aggregation and fragmentation are influenced by the structure of the particles. In the context of a mean field approach, a nonspherical structure has been incorporated in the past, e.g. by Kranenburg [26] or Maggi et al. [27] . However, so far there are very few attempts to treat this problem for inertial particles in a flow. Wilkinson et al. [28] used a model for non-spherical particles in an aggregation model for dust particles during planet formation. Our present work expands the consideration of spherical particles to model more realistic aggregates, in particular aggregates that have a fractal structure. We characterize these aggregates by a fractal dimension, which leads to a modification of the radii and effective densities of the aggregates compared to a solid sphere of the same mass. Nevertheless, we still treat them as spheres for the particle motion, allowing us to apply the Maxey-Riley equations [29] . Since the fractal dimension of aggregates can vary greatly in natural systems [15] , we examine its effect on the steady state particle size distributions in our model. We find that while the shape of the size distributions does not depend strongly on the fractal dimension, the average particle size and relaxation time towards the steady state depend strongly on this parameter. Even though to a certain extend methods from dynamical systems theory can usefully be applied, we mention that the entire problem is much more complex than that of any usual dynamical system. While particles of a single size move on specific attractors, aggregation and fragmentation lead to repeated transitions from one attractor to another one, depending on the aggregate size. The skeleton of the new dynamics is therefore a superposition of the different attractors, with transient motion in between. The structure of the individual attractors and their superposition in turn influence the aggregation probabilities due to different local concentrations of particles. Fragmentation is also affected by the particle dynamics, because shear forces can be locally different in the flow. Therefore, break-up may depend on whether an attractor for a certain particle size lies in a region with high shear or not. We show that the combination of aggregation and fragmentation of fractal aggregates, superimposed on inertial advection dynamics, leads to a convergence to a steady state in the particle size distribution. This steady state is unique for a given set of parameters. Mainly, we compare three different types of splitting, uniform fragmentation, erosion and large-scale fragmentation. These splitting modes differ in the size of the fragments that are created during breakup. While erosion leads to one large and one relatively small fragment, large-scale fragmentation leads to two fragments of similar size. We find that the transient dynamics as well as the size distribution in the steady state depend strongly on the splitting mode. The steady state size distribution found for large-scale fragmentation conforms best to observa-tion reported in the literature for the break-up of marine aggregates in tidal areas [30] , indicating that this may be the primary mode of fragmentation in these cases. Section 2 describes the complete model for advection, aggregation and fragmentation that is used in this work. The equations of motion for heavy spherical particles (Stokes equation) are used, but with modified parameters to take a fractal structure into account. Rules governing the aggregation and fragmentation are introduced. Finally, the model is applied to a simple 2-d flow field. Section 3 then presents a complete analysis of the influence of all major system parameters on the resulting steady state size distributions, the average aggregate size in steady state and the relaxation time towards the steady state. Namely, these parameters are aggregate strength, fractal dimension of the aggregates and total particle mass in the system. Section 4 contains the conclusions and an outlook on possible future research.
Advection, Aggregation and Fragmentation Model
In this section we will present the modeling approach used in this study, that describes the motion, aggregation and fragmentation of finite-size particles. Firstly, the equations of motion used for the advection of spherical particles heavier than the surrounding fluid are presented. Secondly, a model to account for the fractal structure of real aggregates is described. Thirdly, a full model to include aggregation and fragmentation in this context is introduced. Finally, a simple 2-d flow field is chosen, that will be used to study the aggregation and fragmentation model in detail.
Equations of Motion for Spherical Particles
For simplicity, we consider all primary (smallest, unbreakable) particles to be spherical and denser than the ambient fluid. We emphasize that the equations of motion presented here for spherical particles will in the following also be used to describe the motion of aggregates which usually can not be assumed to be spherical [26] . However, to account for properties related to the fractal structure of aggregates some small modifications to the equations of motion (in form of modified parameters) will be introduced in the next section. For small Reynolds numbers the equations of motion for spherical particles are the Maxey-Riley equations [29] . In reality every particle produces perturbations in the flow that decay inversely proportional to the distance from the particle [31] . But as the particle radius a is assumed to be small, the feedback from the particle motion on the flow is also not significant [32] and can therefore be neglected. Hence we also neglect any particle-particle interaction mediated by flow perturbations. Furthermore, we keep the total number of particles low enough to be in a diluted regime [33] . Assuming that the difference between the particle velocity V(t) and the fluid velocity u = u(X(t), t) at the position X(t) = (X 1 (t), X 2 (t)) of the particle is sufficiently small, the drag force is proportional to this difference. This is called Stokes drag. Additionally, we assume the ratio of the density of the particles ρ P and the surrounding fluid is ρ P /ρ F ≫ 1. With these restrictions the dimensionless form of the governing equation for the path X(t) of such a particle under the influence of drag and gravity can then be approximated from the MaxeyRiley equations as:
where n is the unit vector pointing upwards in the vertical direction (which is the X 2 -axis in this study). The particle response time τ is defined as
and the dimensionless settling velocity in a medium at rest W is defined as
Here, µ is the fluids' dynamic viscosity and L and U are characteristic length and velocity scales of the flow.
Fractal aggregates
When looking at real aggregates, for example in a marine environment, they are typically not spherical particles but instead can have a fractal structure as they consist of a number of primary particles. In this model the primary particles are assumed to be solid spherical particles, following the equations of motion as described in the last subsection. All aggregates are assumed to consist of an integer number of such spherical primary particles. The description of the motion of a particle with a fractal structure is still an unsolved problem. Therefore we only consider the influence of the fractal structure of aggregates on their size and effective density. The structure of the aggregates can be characterized by a fractal dimension d f < 3 [34] . Their size can still be defined approximately by a radius, that can be considered as the characteristic length scale of the aggregate. This radius a α of an aggregate that consists of α primary particles and has a given fractal dimension d f is derived in the following. We emphasize that the number of primary particles α in an aggregate is here also used as an index to describe a quantity, e.g. the radius or the volume, that corresponds to an aggregate consisting of α primary particles. The solid volume, i.e. the volume of an aggregate that is filled with particulate matter follows from the definition of the fractal dimension d f (see e.g. [35] ) as
where c d f is a proportionality constant that can depend on d f . As mass conservation must be fulfilled we get
where a 1 and V 1 are the radius and volume of a primary particle, respectively. The proportionality constant c d f can be derived from Eqs. (4) and (5) by setting α = 1 [36] c d f = 4 3 πa
In combination with Eqs. (4) and (5) this leads to
for the radius of an aggregate. It is evident that due to the fractal structure the radius a α is greater than for a completely solid particle of the same mass. A part of a fractal aggregate, i.e. of the total volume encased by an aggregate
is not filled with matter but with the surrounding fluid. The aggregate density therefore decreases with an increasing number α of primary particles in the aggregate. From mass conservation it follows
where the density of the fluid ρ F has been neglected, because ρ F ≪ ρ 1 . Solving Eq. (9) for ρ α and substituting V α,total leads to
Going back to the equations of motion we now see that as far as the particle dynamics are concerned, a first approximation for the fractal aggregates is to treat them as spheres with an increased radius a α compared to solid spheres of the same mass, but a reduced density ρ α , because of the fluid encased in their spherical volume. This leads to a modification of the particle response time τ and settling velocity W for fractal aggregates in the equations of motion (1) , when compared to a solid sphere:
For fractal aggregates these parameters replace τ and W in Eq. (1), leading to a motion with different parameters for aggregates with different numbers α of primary particles.
Aggregation model
The physical, chemical or biological process that leads to aggregation of particles can vary from case to case and is not examined in detail here, as this is beyond the scope of this study. Instead, a general model is used. The only assumption is that during a collision particles can somehow stick together and form an aggregate. No detailed mechanism of sticking is considered. After every time step dt the distance between all particles is calculated. If the distance between two particle centers is smaller than the sum of their radii, these two particles aggregate immediately, creating a new particle that replaces the two old particles. For two particles of radius a αi and a αj the new number of primary particles after aggregation is obviously α new = α i + α j , leading to a new radius a αnew , which can be derived from Eq. (7). The position of the new particle is the center of gravity of the old particles. The velocity of the new particle follows from momentum conservation.
Fragmentation model
The physical process leading to fragmentation can vary as well. While there are detailed models for the fragmentation of e.g. water droplets [37] , the mechanism of fragmentation of marine aggregates is not well understood. Even experiments give no clear indication how fragmentation of such aggregates occurs in detail. Therefore only a few theoretical approaches exist for this process. In this work a model for fragmentation is used that is only based on some very general properties of the aggregates involved. In the following the fragmentation is described in two parts, that need to be clearly distinguished. Firstly, a splitting condition, that determines if a fragmentation event takes place and secondly, a splitting rule, that determines how fragmentation takes place, are defined.
Splitting condition
The splitting condition describes if fragmentation of an aggregate takes place. Generally, only particles that are composed of more than one primary particle can fragment. The break-up of an aggregate occurs when the hydrodynamical forces F hyd acting on the aggregate exceed the forces F agg holding the particles in the aggregate together. The criterion for breakup can therefore be expressed as
where γ is a constant. For aggregates with a fractal structure, consisting of a number of solid spheres, the hydrodynamical forces in the dissipative range where viscous forces dominate can be expressed as [38] 
where G is the shear force acting on the aggregate. For a porous aggregate Ruiz et al. [39] give the force F agg holding an aggregate together as proportional to the area of constituent matter, S, in a section of the aggregate. For fractures across the equator of an aggregate (which is e.g. described as the typical mode of fragmentation for marine aggregates, see [17] ) the area S is proportional to V 2/3 α,solid . Ruiz et al. [39] then related V α,solid to the porosity of an aggregate. Here, we instead rewrite this relationship in terms of
The splitting condition (13) then becomes
where the constant γ is determined by the force holding the primary particles in an aggregate together. It is therefore a measure of the aggregate strength. Solving for the shear force G and using Eq. (7) leads to
It can be seen that for a fractal dimension d f < 3 the critical shear force required to break up an aggregate decreases with the aggregate size, i.e. larger aggregates are less stable than smaller ones.
To approximate the shear force G acting on an aggregate, the differences in fluid velocity across the radius of an aggregate are calculated. The instant velocity of the particle relative to the fluid does not influence the fragmentation, since only velocity differences between the different sides of the aggregate are assumed to have an effect on the shear forces. The change of the velocity of the particle relative to the fluid is the same as the change in fluid velocity, since the surface of the aggregate has the same velocity everywhere. Whether all components of the fluid velocity are considered, or only those normal or tangent to the aggregate surface, depends on the splitting rule (see Sec.
2.4.2).

Splitting rules
The splitting rules describe how an aggregate will split, when the splitting condition is met. During fragmentation only particles whose mass is an integer multiple of the mass of a primary particle are created. This means that, even though they have become part of some larger aggregates, primary particles can never be broken up. Only the connection among each other can break. Different size distributions of the fragments are possible. When a splitting condition is met, an aggregate consisting of α old primary particles is split into 2 fragments with the number α k of primary particles of each fragment being a random fraction of the original number α old . Typically, one distinguishes between two different mechanisms of fragmentation [40] , where each mechanism leads to different sizes of the fragments α k . Large-scale fragmentation happens when shear forces act normal to the surface on the aggregate. In this case the aggregate is 'pulled apart' and the fragments will be of similar size. Erosion happens when shear forces act tangent to the surface of an aggregate [41] . In this case only few primary particles are split off from the aggregate (see Fig. 1 ). Here we will compare three different splitting rules, with different distributions for the number of primary particles in the fragments. First a large-scale splitting rule, second an erosion splitting rule, and third a uniform splitting rule. 1. In the large-scale splitting rule the number of primary particles α 1 of the first fragment is
where ξ is a random number (rounded towards the nearest integer) from a normal distribution with mean 0 and standard deviation 1, but cut off at ±(α old − 1). 2. In the erosion splitting rule the number of primary particles for the first fragment is α 1 = |ξ|, with ξ defined the same as above. 3. In the uniform splitting rule the number of primary particles for the first fragment is chosen from a uniform distribution in the interval I = [1, α old [. The uniform splitting rule is a simplified model for the case where both large-scale fragmentation and erosion of an aggregate can happen. All sizes of fragments occur here with the same probability.
For all three cases the remaining aggregate consists of α 2 = α old − α 1 primary particles. Whenever a particle is split according to one of the splitting rules, all parts keep the velocity of the original particle. That way momentum is conserved. The first fragment remains at the position X = (X 1 , X 2 ) of the original particle. The center of the other fragment is placed along a line segment in a random direction, so that for the two fragments the distance equals the sum of the radii. For each fragment, the splitting condition is checked again and if it is met, the whole process is repeated until no fragment fulfills the fragmentation condition. This leads to a splitting cascade and aggregates can break up into more than two fragments, if the aggregate is large enough or shear forces are strong enough. This is consistent with experimental observations that larger particles tend to break into more fragments [42] . In that way ternary, quarternary and other splitting types besides binary splitting naturally appear in this model.
Fluid Flow
As an example to numerically study the aggregation-fragmentation model described above, we chose a simple paradigmatic flow. The flow was first introduced by [43] as a solution to the Bénard problem, but since then it has also been used in the context of different theoretical studies [44, 2, 45] . This specific flow is chosen here because even though it is very simple and only an idealization of a realistic flow, it contains both vortices (convection cells) and linear upward and downward motion. These are characteristic features of realistic flows often found in the ocean. The flow field is infinite, two-dimensional and timeperiodic. It consists of a regular pattern of vortices, or roll cells. It is represented by a stream function, which in dimensionless form reads as
Here k is the amplitude of the periodic forcing and ω is its frequency. The size of a vortex is 0.5. The velocity field u(X, t) = (u 1 (X, t), u 2 (X, t)) of the fluid at the position X = (X 1 , X 2 ) is derived from the stream function by
with Ψ = [0, 0, Ψ]. The dimensionless velocity field u(X, t) of the fluid is then given by
An illustration of the velocity field used is shown in Fig. 2 . [15] ), therefore in the following we choose d f = 1.9. As a first approximation the aggregation and fragmentation processes are assumed to have no effect other than to change the size of the particles and the effective density, and therefore do not directly influence the motion of the particles. Hence all three aspects, motion, aggregation and fragmentation that define the whole system can be modeled separately. Aggregation and fragmentation are applied after every iteration of the system in the following order.
1. All particles move in the flow for one time step dt using the equations of motion described in Sec. 2.1. We emphasize at this point that each aggregate size is characterized by different values of τ α and W α , so that the motion of aggregates of different size is governed by the same equations but with different parameters. For the length of the time step dt we choose dt = T /20 = 0.1, where T is the period of the flow. This time step needs to be chosen small enough to avoid particles passing through each other during the advection phase ('ghost collisions'). Because of the spatial periodicity of the flow, all particle dynamics will be folded back onto one 1 × 1 unit cell in the flow, using periodic boundary conditions (see e.g. [45, 6] ). Usually particles do not stay in one unit cell of the flow, i.e. they are not suspended in the flow. Instead particles will generally fall downwards through the flow, if they are heavier than the fluid [46] . This means that folding the dynamics of the particles back onto the unit cell is only a convenient way to visualize an infinitely extended system and does not completely mirror what one would see in a comparable experiment. However, if particles are initially distributed homogeneously over the whole phase space, the total particle mass, M , in each 1 × 1 unit cell remains the same over time. Therefore even if aggregation and fragmentation are included, it is sufficient to restrict our studies to one unit cell with periodic boundaries. 2. Particles aggregate if their distance is smaller than the sum of their radii. Computationally, the aggregation process is the most costly component of the simulation. In particular, the naive approach to calculate which particles are colliding at a given time step involves looping over all pairs of particles and therefore scales as O(N 2 ) for a single time step, where N is the number of particles. Therefore, here a link-cell algorithm [47] is used to compute the distance between particles. The configuration space is divided into grid cells of size ǫ, where each grid cell stores information on which particles it contains. After each time step this information is updated, to reflect changes in the particle positions. The looping over particle pairs to calculate their distance is then done only over particles in a given grid cell and the neighboring cells. If the grid cell size ǫ is small enough (but larger than the largest appearing particle size) the link-cell algorithm scales as O(N ) and is thus much faster than the naive approach. 3. Particles can fragment if the shear at their position exceeds a critical value. Normally, for the fragmentation the velocity differences between all surface points of the aggregate would have to be calculated and their maximum component would have to be found to determine the maximum shear acting on the aggregate. Due to the symmetry of the flow chosen here, the maximum velocity difference is always either between (X 1 − a α , X 2 ) and (X 1 + a α , X 2 ) or between (X 1 , X 2 − a α ) and (X 1 , X 2 + a α ), i.e. in the direction of one of the coordinate axes, therefore only these values have to be calculated.
We note, that at first glance it looks like aggregation and fragmentation are treated very different, in particular aggregation seems to be independent of the aggregate strength γ in this model. However, this is not the case. Even though during the aggregation step, all particles that come into contact aggregate, i.e. here the aggregation probability is indeed equal to one in the aggregation step. But when looking at aggregation and fragmentation together it is in fact smaller than one because fragmentation is applied at the same instant, but after the aggregation process. Therefore some aggregates that just formed will break up again. These are the ones where the aggregate strength γ is not strong enough to hold the aggregate together. This means after one time step only some of the particles that came into contact will actually have aggregated and this number will depend on the aggregate strength γ, i.e. both aggregation and fragmentation probabilities depend on the same aggregate property, which one would expect in reality.
Simulation results
In the following section we will present simulation results using the model described above, to determine the influence of the different splitting rules on the resulting particle size distributions. As the parameters used in the model system can vary greatly in natural systems, we examine the sensitivity of the system with regard to the following parameters: aggregate strength γ, fractal dimension d f and total particle mass M . Before studying the results obtained with the full model it is instructive to see the dynamics for the non-interacting problem. Due to the finite size of the particles, dissipation leads to convergence to an attractor in the phase space [45, 6] . Figure 3 shows projections of the attractors for the smallest (primary) particles, a medium size and a larger size particle. It can be seen that for smaller particle sizes the particles gather along the separatrix between the vortices in the flow, where the upward velocity in the flow is lowest. As the particle size increases there is an interval where the attractor becomes chaotic and for large particle sizes the particles sink straight through the flow, along the edges of the vortices. Finally, if the particles become very large, their trajectories become ballistic and they fill the entire phase space (not shown). 
Measured quantities
From previous works it is known that the balance of aggregation and fragmentation typically leads to a steady state of the particle size distribution. In addition to studying this size distribution of the particles in the steady state, we introduce different measures to characterize first the approach to the steady state and then the steady state itself. To follow the convergence of the system towards a steady state, we use two different quantities. The first quantity that we measure during the simulations is the average number of primary particles per aggregate, defined as
In the context of our model 2 α(t) corresponds to the 'mean equivalent circular diameter' that is often used as a measure in experiments with marine aggregates [30] . We will use this quantity as a first estimate whether the particle size distribution has converged to a steady state and to follow the evolution of the particle size distribution towards the steady state. A second quantity of the aggregation and fragmentation process that may be experimentally measured is the time it takes to reach the steady state. Especially in technical applications this can be an important quantity, where processes need to be timed appropriately to allow for a smooth work flow. Here we introduce a measure for this relaxation time in our model and show how different system parameters influence this time to reach the steady state. We define the relaxation time τ ∞ as
α(t) is a running (time)-average of the average number of primary particles in an aggregate. It is used to remove fluctuations due to the periodic changes in the flow. This definition of the relaxation time is analogous to the definition of the correlation time for a stochastic processes as the integral over the autocorrelation function. For example, for an exponential relaxation process ∝ e −t/tR Eq. (23) leads to the expected result of τ ∞ = t R . However, Eq. (23) stays an appropriate measure for more irregular relaxation processes. As a simple measure to characterize the steady state of the particle size distribution we use the average number of primary particles in an aggregate in the steady state, that is defined as First, we use the average number of primary particles per aggregate to follow the convergence of the systems towards a steady state for all three splitting rules (Fig. 4) . Our initial condition is always a uniform distribution of primary particles. Initially, aggregation leads to a fast increase in the average number of primary particles per aggregate similar for all splitting rules. Then fragmentation sets in and a balance between aggregation and fragmentation is reached, with a different steady state average particle size for the different splitting rules. α ∞ oscillates with the period T of the flow (see inset in Fig. 4 ). This is caused by the periodic change in the fluid flow and the corresponding change in the shear forces. Large-scale splitting leads to the highest average number of primary particles per aggregate, ero- sion to the lowest and uniform fragmentation is in between. This can be intuitively understood, since for erosion typically more fragments are created than for large-scale fragmentation (see Fig. 5 ). When a particle gets eroded, one of the fragments is usually close to the same size as the original aggregate. This leads to a high probability that this fragment will break again and therefore in many cases fragmentation will not be binary, but many fragments will be created. For large-scale fragmentation, aggregates will typically break only once, since both fragments are much smaller than the original aggregate. From Fig. 5 it can also be seen that if an aggregate breaks more than once it is much more likely that it will break into four fragments (quarternary fragmentation) than into three fragments (ternary fragmentation). This can be expected, as the first two fragments are of similar size. Therefore, if one fragment breaks again it is very likely that the other will break too. One could expect that this would lead to a break-up cascade, which is generally assumed to lead to a lognormal size distribution (see e.g. Villermaux [37] ). However, this is not the case since in our model the cascade typically stops after four or eight fragments and therefore leads to a different size distribution.
Approach to a steady state
In general, it is less likely in the case of large-scale fragmentation that a large number of fragments is created. This leads in the mean to a larger average aggregate size than for erosion. The different splitting rules lead to very different distributions (cf. Fig. 6 ). Large-scale fragmentation creates a distribution with a single peak at intermediate radii and no particles of the smallest sizes. The right hand side of the aggregate size distribution for large-scale fragmentation follows approximately an exponential decay. The size distribution found for large-scale fragmentation corresponds well to those observed for marine aggregates [30] where exponential tails have also been reported. This may indicate that large-scale fragmentation is indeed the primary mode of break-up for many marine aggregates, as proposed in some works (see e.g. Ref. [17] ) and that erosion plays a very small role there. By contrast, the size distribution for erosion is multimodal, with the maximum at the smallest aggregate size and at least one smaller maximum at slightly larger aggregate size. In both cases, erosion and large-scale fragmentation, the width of the particle size distribution is in this model slightly influenced by the standard deviation of the Gaussian distribution used for computing the size of the aggregate fragments during splitting (see Eq. (18)). However, in the case of erosion only the second peak of the particle size distribution is affected, the part of the distribution for the smallest particle sizes does not change. Uniform splitting can approximately be viewed as an intermediate case of the two other splitting rules, both larger and smaller fragments are created in this case. The tail of the distribution is also exponential, but the maximum of the distribution is found at the smallest size class, similar to the case of erosion. However, this peak is less pronounced and the distribution remains unimodal. Many of the system parameters that appear in our model can vary much in natural systems, in particular the aggregate strength, the number of primary particles involved and the fractal dimension of aggregates. In the following we therefore examine the sensitivity of our results to these parameters.
Influence of aggregate strength
To determine the influence of the forces holding the aggregates together on the resulting steady state size distribution, α ∞ is computed for different values of the aggregate strength γ. α ∞ increases with γ for all fragmentation rules, but while the effect is minimal for erosion and is almost linear for uniform fragmentation, it increases faster for increasing γ for large-scale fragmentation. (see Fig. 6(a) ). The relaxation time τ ∞ as a function of γ is shown in Fig. 6(b) . While for erosion and uniform fragmen-tation the relaxation time is almost independent of γ, it increases rapidly with increasing γ for large-scale fragmentation. The relaxation time is defined relative to the average number of primary particles in steady state α ∞ and therefore the actual value of α ∞ should not influence the relaxation time. We remark that in spite of this fact large-scale fragmentation still has the longest relaxation time and erosion splitting the shortest. This may indicate that even though the value of α ∞ does not directly play a role, the relaxation time depends on other properties of the system that do depend on this average number of primary particles in steady state. In particular the aggregation probabilities play an important role here. When aggregation probabilities are decreased, for example because particles are less concentrated locally, relaxation times become longer. For larger aggregate sizes, that are reached in the case of large-scale fragmentation, particles tend to gather on vertical lines between the vortices in the flow, because they are ejected from the vortices [46] and sink downwards through the flow. Because the particles moving along these lines tend to sink with similar velocities, the collisions between them decrease, which leads to longer relaxation times. When looking at the particle size distribution in steady state (Fig. 7) , the difference between the three fragmentation rules is again clearly visible. However, this difference does not seem to depend on the value of the aggregate strength γ, as the distributions for each fragmentation rule remain qualitatively the same for different γ. To determine the influence of the volume fraction, i.e. the total mass of the particles in the system, on the resulting size distribution, α ∞ is computed for different values of the total mass M . α ∞ remains basically constant in the case of erosion, the increased number of particles in the system does not increase the average size of aggregates. It increases approximately linear with M for uniform fragmentation and slightly faster for large-scale fragmentation. The relaxation time (see Fig. 8(b) ) decreases for increasing M for all three fragmentation rules. This again shows that the relaxation time does not depend strongly on the absolute value of α ∞ , instead aggregation probabilities play a much more important role. But the increase in average particle size in steady state is much less than for example in the case of increasing aggregate strength (cp. Fig. 7) . Therefore, the decreased aggregation probability due to the motion of the particles does not seem to be as important as the increase in aggregation probability due to the larger number of particles. Again, the size distributions (Fig. 9 ) remain clearly different for the different fragmentation rules, independent of the total mass M of particles in the system.
Influence of the fractal dimension
The last important system parameter that typically varies a lot in natural systems is the fractal dimension d f of the aggregates [15] . To determine the influence of the fractal dimension of the aggregates, α ∞ is computed for different values of d f . Once again, the average number of primary particles in steady state in an aggregate increases only slightly in the case of erosion and much more drastically for uniform fragmentation and large-scale fragmentation (see Fig. 10(a) ). In case of varying the fractal dimension this increase in α ∞ is much more drastic than for the other parameters studied in the previous sections. α ∞ increases by approximately a factor of 100 between d f = 1.6 and d f = 2.3. This drastic increase under variation of the fractal dimension can be understood by looking at the stability condition for the aggregates (cf. Eq. (17)). The stability curve defined by Eq. (17) becomes almost horizontal for larger aggregate sizes. The larger d f the greater becomes the range of aggregate sizes where increasing the size has almost no effect on the stability (with the limit of d f = 3 where stability is independent of the size). Increasing the aggregate strength γ also leads to larger aggregates being stable at a given value of shear force. However, the increase in the range of stable aggregate sizes is much lower. We note that the relaxation time also increases with d f for all splitting rules (see Fig. 10(b) ), for similar reasons as were mentioned in the case of increasing the aggregate strength γ. Additionally, changing the fractal dimension also affects aggregation. Increasing the fractal dimension leads to much more compact aggregates and therefore smaller collision probabilities. This in turn increases the relaxation time. Once again, the shapes of the particle size distributions retain their characteristic differences for the different fragmentation rules. Aside from the increasing fluctuations in the distributions for increasing d f , due to the decreasing number of aggregates in the system, the qualitative shape of the distribution remains characteristic for the fragmentation rule, independent of the value of d f . The range of d f that is observed in natural systems reaches even further than d f = 2.3, up to approximately 2.6. However, this is not shown here, because due to the drastic increase in the average number of primary particles per aggregate only very few aggregates would remain for such high values of d f (if the other parameters remain fixed). Hence, no meaningful statistics or size distributions could be obtained. An indication of this is already visible in Fig. 11(b) , when looking at the size distribution for large-scale fragmentation, for example for d f = 2. This is a computational limitation of the current model, due to the finite number of primary particles that can be studied. While it occurs for every parameter, e.g. increasing the aggregate strength γ too far has the same effect, it is most pronounced for the fractal dimension. Small increases of the fractal dimension lead to proportionally much larger increases in the mean aggregate size, therefore reducing the total number of aggregates in the system very quickly.
Conclusions
In the present study we described in detail a coupled model for advection, aggregation and fragmentation of individual inertial particles with a fractal structure. We showed how typical properties of aggregation and fragmentation processes can be incorporated. In particular, we introduced an approximate way, using modified aggregate sizes and effective densities, to account for the fractal structure that is common for aggregates in many natural systems. The model represents an alternative approach to the mean field theory that is usually used to describe aggregation and fragmentation processes and was used to gain insights into principle behavior of fractal aggregates under different fragmentation mechanisms. A current limitation for the applicability of the model is the number of primary particles that can be computationally considered. The present computational capacities do not allow to apply this approach to large systems, e.g. models that are used to study aggregate transport on spatial scales up to several hundred kilometers. For large systems a mean field approach is therefore much better suited. However, for many small systems and also for the principle study of the processes involved, this is not a severe limitation. Furthermore, as the model was tested with a simple paradigmatic 2-d flow, it is an open question how representative the results are to draw general conclusions about the evolving steady state size distribution. In order to achieve more general statements, in the future it will therefore be necessary to study the model and the resulting size distribution for various, more realistic flows. Nevertheless, the influence of different system parameters and fragmentation mechanisms has been tested and gives a detailed insight for this specific flow. We observed the development of a balance between aggregation and fragmentation, leading to a steady state. For this flow, it was found that with increasing fractal dimension and aggregate strength, the relaxation time towards steady state and the mean aggregate size in steady state increase. By contrast, an increase in total mass decreases the relaxation time due to higher collision probabilities and increases the steady state mean size. In the context of our model different types of fragment size distributions can easily be tested and compared with each other. We compared numerical results for three commonly used distributions of fragment sizes, large-scale fragmentation where fragments typically have similar sizes, erosion, where one fragment is typically very small and uniform fragmentation, where all fragment sizes appear with the same probability. A multimodal distribution evolves for erosion-like fragmentation. Largescale fragmentation leads to an exponential tail of the particle size distribution. Such an exponential tail has been measured in experimental studies of marine aggregates [29] . This may indicate that large-scale fragmentation could be the primary mode of breakup for such aggregates, as has previously been discussed by e.g. Thomas et al. [17] . Uniform fragmentation leads to a distribution that is in between the two other cases. In all cases the steady state particle size distribution follows a specific shape for each fragmentation rule. This indicates that the fragmentation process is most relevant for the shape of the distribution. The ratio of aggregation and fragmentation probabilities, mainly influenced by the aggregate strength, total particle mass and fractal dimension, determines the mean aggregate size in steady state and the relaxation time. Out of these three parameters the fractal dimension has the strongest effect since it influences both aggregation and fragmentation probabilities. In the particle based model presented here particle inertia can be fully considered, while the correct incorporation of particle inertia into a mean field theory is still an unsolved problem. Hence, future model studies using this approach can lead to a better understanding of particle inertia effects in aggregation and fragmentation processes. Therefore, the model suggested here has the capability to be a powerful tool to investigate the validity of different approximative strategies for including particle inertia into the formulation of a mean field theory.
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