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Abstract - We consider list decoding wi th  a variable 
list size for discrete memoryless channels. We obtain 
simultaneous uppe r  bounds o n  the error probabili ty 
a n d  t h e  moments  of list size. 
I. INTRODUCTION 
In list decoding the decoder is not restricted to declaring a 
single estimate of the transmitted message. I t  may declare a 
list of messages containing none, one, or more than one esti- 
mate. In addition to being theoretically useful, these decoders 
may simplify the overall encoder and decoder design if they 
are made a part of a concatenated code: the inner code can 
employ a list decoder and the outer decoder can decide on a 
member of the list based on contextual information or redun- 
dancy introduced at the outer encoder [l]. 
A list decoder is said to make an error if the list it de- 
clares does not contain the transmitted message. If we were 
happy with a decoder that declares lists of unbounded size, it 
would be a simple matter to design list decoders that make 
no errors: simply declare the set of all messages. However, 
this is rather unsatisfactory and thus we should investigate 
the tradeoff between the list size and the probability of error. 
There are several possible ways to measure how large a list 
is. In this paper will consider moments of the cardinality of the 
decoded list as our list size. Accordingly, we will fix a positive 
real number p and define E[lCl"] be our list size where C is 
the decoded list (a random variable), IC1 its cardinality, and 
E the expectation over the transmitted messages and received 
words. Note that the special case of p = 1 corresponds to the 
classical definition and is treated in [l]. 
Suppose we are given a discrete memoryless channel with 
input alphabet X, output alphabet Y, and transition proba- 
bilities { P ( y l z ) ,  3: E X ,  y E Y}. The extension of P to  blocks 
of n inputs and outputs will be denoted by P". A block code 
of block length n is a collection C C X". The rate of this 
code is R = (lnICl)/n. A list decoder for C is a mapping 
that assigns to every channel output word y E Y" a subset of 
codewords C ( y )  C C. The average error probability and the 
list size are then given by 
and 
respectively. For any rate R less than the Shannon capacity 
of the channel, it can be shown that by appropriate coding 
P, and E[lLl"] - 1 can be made to decrease exponentially in 
block length. We will say that a pair (Eer Et) of real numbers 
is an achievable error and pth m o m e n t  list exponent pair  at 
rate R (an achievable pair for short) if there is a sequence of 
codes of rate at least R for which for sufficiently large n 
P, 5 exp -nE, and E[ lClp]  5 1 + exp -nEe. 
11. RESULTS 
We will only consider codes of a fixed composition, i.e., 
all codewords will be of a given type Q E T"(X). We will 
consider list decoding rules of the following form: Fix a set 
23 C T"(Y1X) x T " ( Y [ X )  where 7 " ( Y ( X )  is the set of con- 
ditional types. Upon receiving a y E y", compute its condi- 
tional type V, with respect to each codeword c E C. Put  c in 
C(y) is (Vc,Vc,) E D for all c' E C\ {c}. This is a decoding 
rule in the spirit of [2] and our results can be considered a 
generalization of the results in [3]. 
Theorem. Given a channel P and a p > 0,  
is  a n  achievable pair at  rate R for any  Q and D .  In the expres- 
s ion above V and W range over conditional distributions, VQ 
denotes the distribution at the output of a channel V when Q 
i s  the input  distribution, and D and I are the informational 
divergence and mutual  information respectively. 
An appropriate choice of 23 yields the results in [4]. A 
more complicated choice of D yields results that are tighter 
than those obtained in [l] for p = 1. 
111. REMARKS 
The threshold rule given in [l, Eq. (15)] is no longer the 
optimal criterion for inclusion in a list when p is different 
from 1. Nor is the rule considered above, not even for p = 1. 
It  yields tighter results only because we restrict the codes to 
be of a fixed composition. 
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