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ON THE THEORY OF HIGHER RANK
EULER, KOLYVAGIN AND STARK SYSTEMS, IV:
THE MULTIPLICATIVE GROUP
DAVID BURNS, RYOTARO SAKAMOTO AND TAKAMICHI SANO
Abstract. We describe a refinement of the general theory of higher rank Euler, Koly-
vagin and Stark systems in the setting of the multiplicative group over arbitrary number
fields. We use the refined theory to prove new results concerning the Galois structure of
ideal class groups and the validity of both the equivariant Tamagawa number conjecture
and of the ‘refined class number formula’ that has been conjectured by Mazur and Rubin
and by Sano. In contrast to previous work in this direction, these results require no
hypotheses on the decomposition behaviour of places that are intended to rule out the
existence of ‘trivial zeroes’.
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1. Introduction
1.1. Discussion of the main results. A general theory of higher rank Euler, Kolyvagin
and Stark systems was developed in our articles [5] and [6], following initial work of Mazur
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and Rubin in [18] and subsequent independent work of the first and third authors in [7]
and of the second author in [28].
In this article we shall now prove, in Theorem 3.3, a refined version of the general theory
in the setting of the multiplicative group over arbitrary number fields.
This result shows firstly that, both for a more general class of abelian extensions than
is considered in [5] and [6], and under fewer hypotheses on p-adic representations than
are used in loc. cit., there exists a canonical ‘higher Kolyvagin derivative’ homomorphism
between the modules of higher rank Euler and Kolyvagin systems for the multiplicative
group over an arbitrary number field.
The result also shows that, under the same hypotheses, the canonical ‘regulator’ homo-
morphism that exists between the corresponding modules of Stark and Kolyvagin systems
is bijective and also that these modules are each free of rank one over the relevant Goren-
stein algebra.
In terms of the approach taken in [5] and [6], these are the key facts that one must
establish in order to develop a natural (‘equivariant’) theory of higher rank Euler and
Kolyvagin systems.
To demonstrate the effectiveness of the theory that results in this case, we shall then
use it to derive three concrete consequences of the assumed validity of the Rubin-Stark
Conjecture.
The first two consequences that we describe (in Corollaries 3.6 and 3.8) respectively
concern the fine Galois structure of ideal class groups, and thereby strongly refined versions
of the classical Brumer and Brumer-Stark Conjectures, and the validity of the equivariant
Tamagawa number conjecture for the untwisted Tate motive.
These results improve upon the corresponding results that are proved in [6] in that the
methods developed here allow us to deal with components at p-adic characters that are
trivial on the Frobenius elements of p-adic places.
This improvement is significant since, for example, in the context of CM extensions of
totally real fields it allows us to avoid having to effectively assume that the associated
Deligne-Ribet p-adic L-series have no ‘trivial zeroes’.
In this context we recall that ever since Wiles’ seminal work in [34], it has been clear
that trivial zeroes play a pivotal role in relation to efforts to deduce Brumer’s Conjecture
and its variants from the validity of appropriate main conjectures in Iwasawa theory.
In particular, in order to avoid difficult problems related to the order of vanishing of
p-adic L-series, previous investigations of these questions have usually either followed ideas
of Greither in [12] and studied special classes of fields in which trivial zeroes can be ruled
out or, as in the recent work of Greither and Popescu [13] and Johnston and Nickel [14],
studied weaker versions of the conjectures by considering ‘imprimitive’ L-series. However,
under mild hypotheses, the approach developed here now allows one to avoid all such
problems.
The third consequence that we shall derive from Theorem 4.6 is stated as Corollary
3.12 and provides new evidence for the ‘refined class number formula for Gm’ that was
independently formulated by Mazur and Rubin in [21] and by the third author in [29].
This result strongly improves upon the existing evidence for the conjecture of Mazur,
Rubin and Sano since our methods allow us both to consider p-components of the con-
jectural formula at all odd primes p and also to deal with L-series of arbitrary order of
vanishing.
In contrast, previous results in this direction have either assumed the validity of the
relevant case of the equivariant Tamagawa number conjecture, as in [4, Th. 1.1] and the
main result of [29], or have both avoided considering p-components for primes p that divide
3the degree of the relevant Galois extension and also either assumed that all occurring L-
series vanish to order one, as in [21, Th. 10.7], or assumed the validity of Leopoldt’s
Conjecture (in addition to that of the Rubin-Stark Conjecture) and only considered a
weaker version of the refined class number formula, as in [21, Th. 11.6].
Finally, we recall that the Rubin-Stark Conjecture is known to be valid both in the
setting of absolutely abelian fields and of abelian extensions of any imaginary quadratic
field.
In all such cases, therefore, the results of Corollaries 3.6, 3.8 and 3.12 are valid uncon-
ditionally.
In the case of absolutely abelian fields these results merely give (much) simpler proofs of
various existing results, including relevant cases of the main result of Greither and the first
author in [3] and several of the main results of Kurihara and the first and third authors
in [4] (for more details of which see [6, Rem. 5.2(ii)]).
However, in the setting of abelian extensions of imaginary quadratic fields these results
are new and can be seen to extend, for example, the main results of Bley in [1] concerning
the equivariant Tamagawa number conjecture and of Gomez in [11] concerning refined
class number formulas.
The basic contents of this article is as follows. In §2 we introduce a natural notion of
higher rank ‘motivic’ Euler systems for Gm and also define associated notions of Kolyvagin
and Stark systems in this context. In §3 we then state the main results of this article and
give proofs of Theorem 3.3 and Corollaries 3.6 and 3.8, with certain auxiliary arguments
(that are required for the proof of Theorem 3.3) being given in an appendix to the article.
In §4 we recall the precise statement of the refined class number formula conjecture (as
Conjecture 4.1) and then, finally, we give a precise statement and proof of our main result
(Theorem 4.6) concerning this conjecture.
1.2. Notation. Throughout this article, K denotes a number field. We fix an algebraic
closure Q of Q, and regard K ⊂ Q. We set GK := Gal(Q/K).
We fix a prime number p and an algebraic closure Qp of Qp.
The set of all archimedean places of K is denoted by S∞(K) and the set of p-adic places
by Sp(K). If E/K is an algebraic extension, then the set of places of K that ramify in E
is denoted by Sram(E/K).
For each place v of K, we fix a place w of Q lying above v. In this way, for any algebraic
extension E/K we fix a place w of E that lies above v.
The symbol q always means a non-archimedean place (i.e., a prime ideal) of K. The
fixed place lying above q is often denoted by Q. Sometimes we also use r for the notation
of a prime ideal of K.
For a finite set S of places of K that contains S∞(K) and a finite extension E/K, we
write OE,S for the ring of SE-integers of E, where SE is the set of places of E lying above
a place in S.
For a non-archimedean local field D, we denote its residue field by FD. If q is a prime
of K, then we denote #FKq by Nq.
For a finite abelian group G, we set Ĝ := Hom(G,C×). For each χ in Ĝ, we write eχ
for the associated idempotent (#G)−1
∑
σ∈G χ(σ)σ
−1 of C[G].
For an abelian group A and a non-negative integer m, we often abbreviate A/mA to
A/m. In particular, for a field E, we denote E×/(E×)m by E×/m.
For a commutative ring R, an R-module X (usually finitely generated) and a non-
negative integer r, we define⋂r
R
X := HomR
(∧r
R
HomR(X,R), R
)
.
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We recall the following basic properties of such modules (taken from [7, App. A]).
• There exists a natural homomorphism∧r
R
X →
⋂r
R
X; a 7→ (Φ 7→ Φ(a))
(that is, in general, neither injective nor surjective).
• Let O be a Dedekind domain and Q its quotient field. If R is a Gorenstein O-order
in some finite dimensional commutative semisimple Q-algebra (e.g., R is a finite
group ring over O), we have a natural identification⋂r
R
X ≃
{
a ∈ Q⊗O
∧r
R
X
∣∣∣ Φ(a) ∈ R for all Φ ∈∧r
R
HomR(X,R)
}
.
In this way we can regard
⋂r
RX as a sublattice of Q⊗O
∧r
RX.
For a finitely presented R-module X and a non-negative integer j, the j-th Fitting ideal
of X is denoted by FittjR(X).
2. Euler, Kolyvagin and Stark systems
2.1. The definition of Euler systems for Gm. Let K be a number field. Let S be
a finite set of places of K containing S∞(K). Let L/K be a (possibly infinite) abelian
extension. We write Ω(L/K) for the set of finite extensions of K in L. For each field E
in Ω(L/K) we set
GE := Gal(E/K) and S(E) := S ∪ Sram(E/K).
Definition 2.1. Let r be a non-negative integer. A motivic Euler system of rank r for
(L/K,S) is a collection
u = (uE)E ∈
∏
E∈Ω(L/K)\{K}
Q⊗Z
∧r
Z[GE ]
O×E,S(E)
which satisfies the following property (the ‘norm relation’): for any E,E′ ∈ Ω(L/K)\{K}
with E ⊂ E′, we have
NrE′/E(uE′) =
 ∏
q∈S(E′)\S(E)
(1− Fr−1q )
 uE in Q⊗Z∧r
Z[GE ]
O×E,S(E′).
Here NrE′/E denotes the map Q ⊗Z
∧r
Z[GE′ ]
O×E′,S(E′) → Q ⊗Z
∧r
Z[GE ]
O×E,S(E′) induced by
the norm map NE′/E : E
′ → E.
Remark 2.2. For a motivic Euler system u = (uE)E to be useful, it should lie in a canonical
sublattice of Q ⊗Z
∧r
Z[GE ]
O×E,S(E). However, this issue is delicate since uE does not in
general belong to the image of
∧r
Z[GE ]
O×E,S(E) in Q ⊗Z
∧r
Z[GE ]
O×E,S(E) (see [26, §4]). To
properly understand such integrality issues, it is usual to fix an auxiliary finite set T of
places of K that do not belong to S and are unramified in L and are such that the group
O×E,S(E),T := {a ∈ O
×
E,S(E) | ordw(a− 1) > 0 for every w ∈ TE}
is torsion-free, where ordw denotes the normalized additive valuation at w. One then
considers motivic Euler systems u with the property that uE belongs to
⋂r
Z[GE ]
O×E,S(E),T
for all E.
In this paper, however, we do not need to explicitly consider ‘T -modifications’ as we shall
only focus on the ‘(p, χ)-component’ of motivic Euler systems in situations for which the
(p, χ)-component of the group O×E,S(E) is itself torsion-free. For details see Definition 2.4
and Example 2.6(i) below.
5Example 2.3.
(i) (The cyclotomic Euler system) Suppose K = Q and S = {∞}. Fix an embedding
Q →֒ C, and regard Q ⊂ C. Let L/Q be the maximal real abelian extension. Then for
any field E in Ω(L/Q) \ {Q} we define the cyclotomic unit by
ηcycE :=
1
2
⊗NQ(µm)/E(1− ζm) ∈ Q⊗Z O
×
E,S(E),
wherem = mE is the conductor of E and ζm := e
2pii/m. The collection (ηcycE )E is a motivic
Euler system for (L/Q, S).
(ii) (The elliptic Euler system) Suppose that K is an imaginary quadratic field. Fix a
non-zero ideal f of K such that O×K → (OK/f)
× is injective and set S := {∞} ∪ {q | f}.
For an ideal m of K, let K(m) denote the ray class field of K modulo m. As in (i), we
regard Q ⊂ C. Let L/K be the maximal abelian extension. For any field E in Ω(L/K)
we define the elliptic unit by
ηellE := (σa −Na)
−1 ·NK(mf)/E (azmf) ∈ Q⊗Z O
×
E,S(E),
where m is the conductor of E, a 6= (1) is an ideal of K coprime to 6mf, σa ∈ GE is the
Artin symbol, Na is the order of OK/a, and azmf ∈ O
×
K(mf),S(E) is the element defined in
[16, §15.5] (it coincides with ψ(1;mf, a)−1 in [1]). (Note that σa−Na is invertible in Q[GE ]
and so (σa − Na)
−1 ∈ Q[GE ] is defined.) One sees that this element is independent of a.
The collection (ηellE )E is a motivic Euler system for (L/K,S).
(iii) (The Rubin-Stark Euler system) Let (L/K,S) be any data as in Definition 2.1. Fix an
integer r such that there exists a subset V := {v1, . . . , vr} of S∞(K) comprising places that
split completely in L and, in addition, one has #S(E) > r for every E in Ω(L/K) \ {K}.
For each such field E one can use the data (E/K,S(E), V ) to specify a canonical ‘Rubin-
Stark element’ ηVE/K,S(E) of R ⊗Z
∧r
Z[GE ]
O×E,S(E). (See [4, §5.1] for the definition of such
elements but note that we take the set ‘T ’ in loc. cit. to be empty.) Then the Stark
conjecture [26, Conj. A′] predicts that each ηVE/K,S(E) belongs to Q⊗Z
∧r
Z[GE ]
O×E,S(E) and
if this is valid the collection (ηVE/K,S(E))E is a motivic Euler system for (L/K,S). If K = Q
and S = {∞}, then η
{∞}
E/Q,S(E) coincides with the cyclotomic unit η
cyc
E in (i) (see [33, p.79]).
If K is an imaginary quadratic field and S is as in (ii), then η
{∞}
E/K,S(E) coincides with η
ell
E
in (ii) (this is verified by Kronecker’s limit formula, see [16, (15.5.1)] or [1, (10)]).
We now fix an odd prime number p and a non-trivial character χ : GK → Q
×
p of finite
prime-to-p order, and set
L := Q
kerχ
and ∆ := Gal(L/K).
We assume that S contains Sram(L/K) (but do not need to assume that S contains Sp(K)).
We set
O := Zp[imχ].
For any Z[∆]-module X, we define its (p, χ)-component by
Xχ := O ⊗Z[∆] X,
where O is regarded as a Z[∆]-algebra via χ. For an element a ∈ X, we set
aχ := 1⊗ a ∈ Xχ.
Let K/K be an abelian pro-p-extension. For F ∈ Ω(K/K), we set
UF,S(F ) := (O
×
LF,S(F ))χ and UF := (O
×
LF )χ.
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Definition 2.4. Let r be a non-negative integer. A p-adic Euler system of rank r for
(K/K,S, χ) is a collection
c = (cF )F ∈
∏
F∈Ω(K/K)
⋂r
O[GF ]
UF,S(F )
that has the following property: for all F and F ′ in Ω(K/K) with F ⊂ F ′, we have
NrF ′/F (cF ′) =
 ∏
q∈S(F ′)\S(F )
(1− Fr−1q )
 cF in ⋂r
O[GF ]
UF,S(F ′).
Such a system c = (cF )F is said to be a strict p-adic Euler system if cF belongs to
⋂r
O[GF ]
UF
for every F in Ω(K/K). The set of strict p-adic Euler systems of rank r for (K/K,S, χ)
will be denoted ESr(K/K,S, χ) and is naturally an O[[Gal(K/K)]]-module.
Remark 2.5. Write O(1) ⊗ χ−1 for the representation of GK that is equal to O as an O-
module and upon which GK acts via χcycχ
−1, where χcyc denotes the cyclotomic character
of K. Then, if S contains Sp(K), Kummer theory induces an identification
UF,S(F ) = H
1(OF,S(F ),O(1) ⊗ χ
−1).
This observation implies that, for any such S, the definition of p-adic Euler systems of
rank r for (K/K,S, χ) coincides with that of Euler systems of rank r for (O(1)⊗ χ−1,K)
in the sense of [5, Def. 6.5] (with K and S fixed).
Example 2.6. Set L := LK.
(i) Suppose that a motivic Euler system for (L/K,S)
u = (uE)E ∈
∏
E∈Ω(L/K)\{K}
Q⊗Z
∧r
Z[GE ]
O×E,S(E)
is given. For F ∈ Ω(K/K), set
cF := u
χ
LF ∈
(
Q⊗Z
∧r
Z[GLF ]
O×LF ,S(F )
)
χ
= Q⊗Z
∧r
O[GF ]
UF,S(F ).
Then, if each cF belongs to
⋂r
O[GF ]
UF,S(F ), the collection
c = (cF )F ∈
∏
F∈Ω(K/K)
⋂r
O[GF ]
UF,S(F )
is a p-adic Euler system for (K/K,S, χ).
(ii) Let (ηVE/K,S(E))E be the Rubin-Stark Euler system for (L/K,S) discussed in Exam-
ple 2.3(iii). Assume that UF is O-free for every F in Ω(K/K). Then the (p, χ)-component
of the Rubin-Stark conjecture (see [26, Conj. B′] or [4, Conj. 5.1]) asserts that
ηV,χLF/K,S(F ) ∈
⋂r
O[GF ]
UF,S(F ).
Furthermore, since V is contained in S∞(K), the argument of [26, Prop. 6.2(i)] implies
that ηV,χLF/K,S(F ) lies in
⋂r
O[GF ]
UF . Thus, if the Rubin-Stark conjecture is valid for every F
in Ω(K/K), then the collection (ηV,χLF/K,S(F ))F is a strict p-adic Euler system.
72.2. The definitions of Stark and Kolyvagin systems for Gm. Fix a finite abelian
p-extension F/K and set
Γ := GF = Gal(F/K).
Let χ,L,∆,O be as in the previous subsection. For notational simplicity, we set
E := LF.
We also fix a finite set S of places of K such that
S∞(K) ∪ Sram(E/K) ⊂ S.
Let m be a non-negative integer. Let HK be the Hilbert class field of K and K(1) the
maximal p-extension inside HK/K. We use the following notations:
• Om := O/p
mO;
• Pm := {q /∈ S ∪ Sp(K) | q splits completely in EHK(µpm, (O
×
K)
1/pm)}.
For any set Q of primes of K, we set
N (Q) := {square-free products of primes in Q}.
If Q = Pm, we write
Nm := N (Pm).
For q ∈ Q, let K(q)/K be the maximal p-extension inside the ray class field modulo q,
and set
Gq := Gal(K(q)/K(1)).
For n ∈ Nm, we set
ν(n) := #{q | n} (the number of prime divisors of n)
and
Gn :=
⊗
q|n
Gq.
Recall that Gal(E/K) ≃ ∆× Γ. For any prime q of K, define
vq : E
× → Z[∆× Γ]; a 7→
∑
σ∈∆×Γ
ordQ(σa)σ
−1,(2.2.1)
where Q is the fixed place of E lying above q and ordQ denotes the normalized additive
valuation. This map induces
(E×/pm)χ → Om[Γ],
which we denote also by vq. We set
Snm := {a ∈ (E
×/pm)χ | vq(a) = 0 for every q ∤ n}.
If m, n ∈ Nm and n | m, we have an exact sequence
0→ Snm → S
m
m
⊕
q|m/n vq
−−−−−−→
⊕
q|m/n
Om[Γ].
So we obtain a map
vm,n := ±
∧
q|m/n
vq :
⋂r+ν(m)
Om[Γ]
Smm →
⋂r+ν(n)
Om[Γ]
Snm
for any non-negative integer r. (See [7, Prop. A.3].) The sign is appropriately chosen so
that vm′,n = vm,n ◦ vm′,m if n | m | m
′. (See [7, §3.1] for the precise choice.)
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Definition 2.7. Let Q be a subset of Pm. Then the Om[Γ]-module of Stark systems of
rank r for (F/K,χ,m,Q) is defined by the inverse limit
SSr(Q)m = SSr(F/K,χ,Q)m := lim←−
n∈N (Q)
⋂r+ν(n)
Om[Γ]
Snm
with transition maps vm,n.
For a Stark system ǫ = (ǫn)n in SSr(F/K,χ,Q)m and a non-negative integer j, we define
Ij(ǫ) :=
∑
n∈N (Q), ν(n)=j
im(ǫn) ⊂ Om[Γ].
For q ∈ Pm, let lq : E → EQ = Kq be the localization map. We define
l˜q : E
× → Z[∆× Γ]⊗Z K
×
q ; a 7→
∑
σ∈∆×Γ
σ−1 ⊗ lq(σa).(2.2.2)
This map induces
l˜q : (E
×/pm)χ → Om[Γ]⊗Z K
×
q .
Let recq : K
×
q → Gal(K(q)Q/Kq) ≃ Gq denote the local reciprocity map at q. We define
ϕq : E
× → Z[∆× Γ]⊗Z Gq(2.2.3)
to be the composition (id⊗ recq) ◦ l˜q. This map induces
ϕq : (E
×/pm)χ → Om[Γ]⊗Z Gq.
Let Πq ⊂ K
×
q /p
m be the subgroup defined by
Πq := ker(K
×
q /p
m → K(q)×Q/p
m).
Then we see that the valuation map K×q → Z induces an isomorphism
Πq
∼
−→ Z/pm
and we have a canonical decomposition
K×q /p
m = Πq × F
×
Kq
/pm.
For n ∈ Nm, we define
S(n)m := {a ∈ S
n
m | l˜q(a) ∈ Om[Γ]⊗Z Πq for every q | n}.
For q | n, we define
Sq(n)m := S(n)m ∩ S
n/q
m = ker(S(n)m
l˜q
−→ Om[Γ]⊗Z K
×
q ).
Note that, for any n ∈ Nm and q | n, the maps vq and ϕq induce maps
vq :
⋂r
Om[Γ]
S(n)m ⊗Z Gn →
⋂r−1
Om[Γ]
Sq(n)m ⊗Z Gn
and
ϕq :
⋂r
Om[Γ]
S(n/q)m ⊗Z Gn/q →
⋂r−1
Om[Γ]
Sq(n)m ⊗Z Gn
respectively, for any positive integer r.
9Definition 2.8. Let r be a positive integer and Q a subset of Pm. A Kolyvagin system
of rank r for (F/K,χ,m,Q) is a collection
κ = (κn)n ∈
∏
n∈N (Q)
⋂r
Om[Γ]
S(n)m ⊗Z Gn
that has the following property: for every n ∈ N (Q) and q | n, one has
vq(κn) = ϕq(κn/q) in
⋂r−1
Om[Γ]
Sq(n)m ⊗Z Gn.
The set of all Kolyvagin systems of rank r for (F/K,χ,m,Q) is denoted by KSr(Q)m =
KSr(F/K,χ,Q)m and is naturally an Om[Γ]-module.
We fix a positive integer r and a subset Q ⊂ Pm. We construct a ‘regulator map’
Rr,m : SSr(Q)m → KSr(Q)m
as follows. For each ǫ = (ǫn)n in SSr(Q)m = lim←−n∈N (Q)
⋂r+ν(n)
Om[Γ]
Snm, we set
Rr,m(ǫ)n := ±
(∧
q|n
ϕq
)
(ǫn) ∈
⋂r
Om[Γ]
S(n)m ⊗Z Gn,
where the sign is again specified as in [7, §4.2].
Then one checks that Rr,m(ǫ) := (Rr,m(ǫn))n belongs to KSr(Q)m (see [7, Prop. 4.3])
and the assignment ǫ 7→ Rr,m(ǫ) defines the homomorphism Rr,m.
2.3. Limits of Stark and Kolyvagin systems. We write ω for the Teichmu¨ller char-
acter of K.
In the sequel we shall assume the following hypothesis.
Hypothesis 2.9.
(i) χ /∈ {1, ω};
(ii) χ2 6= ω if p = 3;
(iii) χ(q) 6= 1 (i.e., q does not split completely in L) for every q ∈ Sram(F/K);
(iv) r = #{v ∈ S∞(K) | v splits completely in L} > 0.
Remark 2.10. One can check that Hypothesis 2.9(i) implies that the O-module UF ′ is free
for any finite abelian p-extension F ′ of K. Also, by Lemma 2.11 below, Hypothesis 2.9
implies each of the hypotheses (H0), (H1), (H2), (H3), (H4) and (H
u
5) that are listed in [6,
§3.1.3] for the representation T = O(1)⊗ χ−1 and the field F (see [6, Lem. 5.3 and 5.4]).
Lemma 2.11. Let T := O(1) ⊗ χ−1. Assume Hypotheses 2.9(i), (ii) and (iii). Then
Hypothesis (Hu5) in [6, §3.1.3] is satisfied by the pair (T, F ).
Proof. Let k denote the residue field of O and T := T ⊗O k the residual representation of
T . Put (−)∨ := Hom(−,Qp/Zp).
First, we note that Hypotheses 2.9(i) and (ii) imply Hypothesis (H1), (H2) and (H3)
(see [6, Lem. 5.3 and 5.4]) and that, for any prime q of K, the module H0(Kq, T
∨
(1))
vanishes if one has χ(q) 6= 1.
Hence, by [6, Lem. 3.10], we only need to show that, for any prime p ∈ Sp(K) with
χ(p) = 1, the map
H1(Kp, T )/H
1
Fur(Kp, T )→ H
1(Kp, T ⊗Zp Zp[Γ])/H
1
Fur(Kp, T ⊗Zp Zp[Γ])
induced by k →֒ k[Γ] is injective. Here Fur denotes the unramified Selmer structure defined
in [20, Def. 5.1], namely, for M ∈ {T, T ⊗Zp Zp[Γ]}, the group H
1
Fur
(Kp,M⊗O k) is defined
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to be the image of the universal norm subgroup
H1Fur(Kp,M) :=
⋂
J
CorJ/Kp(H
1(J,M))
where J runs over all finite unramified extensions of Kp. Since χ(p) = 1, Kummer theory
implies that
H1(Kp, T ) = K
×,∧
p ⊗Zp O, H
1(Kp, T ⊗Zp Zp[Γ]) =
⊕
P|p
F×,∧P ⊗Zp O,
H1Fur(Kp, T ) = O
×,∧
Kp
⊗Zp O, H
1
Fur(Kp, T ⊗Zp Zp[Γ]) =
⊕
P|p
O×,∧FP ⊗Zp O,
where (−)∧ denotes pro-p-completion and P runs over all primes of F that divide p. Hence
we conclude that
H1(Kp, T )/H
1
Fur(Kp, T ) = (K
×,∧
p /O
×,∧
Kp
)⊗Zp k,
H1(Kp, T ⊗Zp Zp[Γ])/H
1
Fur(Kp, T ⊗Zp Zp[Γ]) =
⊕
P|p
(F×,∧P /O
×,∧
FP
)⊗Zp k.
By Hypothesis 2.9(iii) and χ(p) = 1, F/K is unramified at p and hence the natural diagonal
map
(K×,∧p /O
×,∧
Kp
)⊗Zp k→
⊕
P|p
(F×,∧P /O
×,∧
FP
)⊗Zp k
is injective, which completes the proof. 
Under Hypothesis 2.9, it is shown in [5, §4.3] that for any non-negative integer m
there exists a natural isomorphism SSr(Pm)m
∼
−→ SSr(Pm+1)m and a natural surjection
SSr(Pm+1)m+1 ։ SSr(Pm+1)m and hence also a natural surjective homomorphism
πm : SSr(Pm+1)m+1 ։ SSr(Pm)m.
In a similar way, it is shown in [5, §5.5] that Hypothesis 2.9 implies the existence of
canonical homomorphisms
π′m : KSr(Pm+1)m+1 → KSr(Pm)m
that lie in commutative diagrams of the form
(2.3.1) SSr(Pm+1)m+1
pim

Rr,m+1
// KSr(Pm+1)m+1
pi′m

SSr(Pm)m
Rr,m
// KSr(Pm)m.
Thus, writing
SSr(F/K,χ) := lim←−
m
SSr(Pm)m and KSr(F/K,χ) := lim←−
m
KSr(Pm)m
for the inverse limits with respect to the respective transition morphisms πm and π
′
m, one
finds that the regulator maps (Rr,m)m induce a canonical homomorphism of O[Γ]-modules
Rr : SSr(F/K,χ)→ KSr(F/K,χ).
For a Stark system ǫ = (ǫm)m in SSr(F/K,χ) and a non-negative integer j, we define
an ideal Ij(ǫ) of O[Γ] by setting
Ij(ǫ) := lim←−
m
Ij(ǫm) ⊂ lim←−
m
Om[Γ] = O[Γ].
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Remark 2.12. Set T := IndGFGK (O(1)⊗χ
−1), where O(1)⊗χ−1 is the representation of GK
discussed in Remark 2.5. Let Fur denote the unramified Selmer structure on T , as defined
in [20, Def. 5.1] (or [6, Exam. 2.3]). Then, the natural Kummer theory isomorphism
(E×)χ ≃ H
1(K,T )
combines with the argument of Mazur and Rubin in [20, §5.2] to imply that the mod-
ules SSr(F/K,χ) and KSr(F/K,χ) defined above respectively coincide with the modules
SSr(T ,Fur) and KSr(T ,Fur) that are defined in [5, Def. 4.11 and 5.25].
3. Statements of the main results
In this section we fix data p, χ, L,∆,O,K as in §2.1 and data F,Γ, S as in §2.2. We set
E := FL and assume that S contains Sram(E/K). We also assume that the field K contains
F and the maximal p-extension inside the ray class field modulo q for all but finitely many
primes q of K. Finally, we recall that r denotes #{v ∈ S∞(K) | v splits completely in L}.
We consider the following hypothesis.
Hypothesis 3.1. Either
(i) K contains a non-trivial Zp-power extension K∞ of K in which no finite places
split completely and Sram(K∞/K) ⊂ S, or
(ii) L 6⊂ K(µp).
Remark 3.2. Hypothesis 3.1(i) is a standard assumption in the theory of Euler systems
for p-adic representations. Unfortunately, however, in the setting of Euler systems for Gm
it is a rather strong restriction since it forces S to contain any p-adic place p that ramifies
in K∞/K and then Hypothesis 2.9(iii) requires that χ(p) is non-trivial for all such p. In
particular, in the case that K is totally real and K∞ contains the cyclotomic Zp-extension
of K one must assume that there are no ‘trivial zeros’ of any associated p-adic L-functions.
Hypothesis 3.1(ii) is an adequate substitute for (i) that avoids this issue, as first observed
by Rubin in [27, §9.1]. In addition, since L 6⊂ K(µp) if and only if χ is not a power of ω,
it is clear that Hypothesis 3.1(ii) is a very mild assumption.
3.1. The main results. We can now state the main results of this article.
Theorem 3.3. Assume that χ, S, F and r satisfy Hypothesis 2.9.
(i) If Hypothesis 3.1 is valid, then there exists a canonical homomorphism of O[[GK ]]-
modules
DF,r : ESr(K/K,S, χ) → KSr(F/K,χ).
(ii) In all cases, the regulator map induces a canonical isomorphism of O[Γ]-modules
Rr : SSr(F/K,χ)
∼
−→ KSr(F/K,χ).
Furthermore, these modules are both free O[Γ]-modules of rank one and we have
im(κ1) = Fitt
0
O[Γ](Cl(E)χ) = Fitt
0
Z[G](Cl(E))χ.
for any basis κ of KSr(F/K,χ). Here Cl(E) denotes the ideal class group of E
and G := Gal(E/K) = ∆× Γ.
Remark 3.4. We shall refer to the map DF,r in Theorem 3.3(i) as the ‘F -relative r-th
order Kolyvagin derivative’ homomorphism for Gm and K/K. Its construction will be
given explicitly in §4.3 below (see, in particular, Proposition 4.11).
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Remark 3.5. In the setting of Euler systems for general p-adic representations (rather than
for Gm) an algebraic construction of Euler systems given by the first and third author in
[7] allows one to show that the higher Kolyvagin derivative homomorphism constructed in
loc. cit. is surjective. By adapting the construction of Euler systems in [7] to the case at
hand one can similarly prove that the homomorphism DF,r in Theorem 3.3(i) is surjective.
The details of this argument will be given in [2].
In the rest of this section, in order to describe some consequences of Theorem 3.3, we
shall assume the validity of the Rubin-Stark conjecture for all abelian extensions of K.
Let V := {v ∈ S∞(K) | v splits completely in L}. Then, for any non-trivial finite
abelian extension F ′/K with #S(F ′) > #V =: r, we have the Rubin-Stark element
ηV,χLF ′/K,S(F ′). In particular, if #S > r, we then write
ηRS := (ηV,χLF ′/K,S(F ′))F ′
for the Rubin-Stark Euler system in ESr(Kp/K,S, χ), as described in Example 2.6(ii).
Here we take Kp to be sufficiently large so that it contains the maximal abelian pro-p
extension of K unramified outside p. We note, in particular, that ηRSF = η
V,χ
E/K,S.
Corollary 3.6. Let S = S∞(K) ∪ Sram(E/K). Assume that
• #S > r and
• either
– there exists a non-trivial Zp-power extension K∞ of K in which no finite
places split completely and Sram(K∞/K) ⊂ Sram(E/K), or
– L 6⊂ K(µp).
Then, if Hypothesis 2.9 is also satisfied, the following claims are valid.
(i) For every non-negative integer j one has
Ij(R
−1
r (DF,r(η
RS))) = FittjZ[G](Cl(E))χ.
In particular, one has
im(ηRSF ) = Fitt
0
Z[G](Cl(E))χ.
(ii) There exists a canonical isomorphism of finite O[Γ]-modules⋂r
O[Γ]UF
O[Γ] · ηRSF
≃ HomZ
(
Z[G]
Fitt0Z[G](Cl(E))
,
Q
Z
)
χ
.
Remark 3.7.
(i) The assumption ensures that Hypothesis 3.1 is satisfied for Kp.
(ii) If #(S∞(K) ∪ Sram(E/K)) = r, then Sram(E/K) is empty and so both F and L
are contained in the Hilbert class field HK of K. Hence, for all but finitely many
characters χ : GK → Q
×
p of finite order, the condition #(S∞(K)∪Sram(E/K)) > r
is satisfied.
In the next result, for any O-order A in Q[G]χ we write TNC(h
0(Spec(E)),A) for the
equivariant Tamagawa number conjecture for the pair (h0(Spec(E)),A), where the motive
h0(Spec(E)) is regarded as defined over K. (A precise statement of this conjecture will
be given in §3.3.2 below.)
We also write RE for the order in Q[G] given by
{x ∈ Q[G] | x · Fitt0Z[G](Cl(E)) ⊂ Fitt
0
Z[G](Cl(E))}.
Corollary 3.8. Let S = S∞(K) ∪ Sram(E/K). Assume that
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• #S > r,
• Hypotheses 2.9, and
• either
– there exists a non-trivial Zp-power extension K∞ of K in which no finite
places split completely and Sram(K∞/K) ⊂ Sram(E/K), or
– L 6⊂ K(µp).
If Cl(L)χ vanishes, then the conjecture TNC(h
0(Spec(E)),Z[G]χ) is valid. In all cases,
TNC(h0(Spec(E)),RE,χ) is valid.
Remark 3.9. Corollaries 3.6 and 3.8 are a significant refinement of the corresponding results
in [6, Th. 5.1] since the homomorphism χ is here allowed to be trivial on the decomposition
subgroup of any p-adic place of K that is unramified in F .
Remark 3.10. The Rubin-Stark Conjecture is known to be valid in the context of abelian
extensions of either Q or of imaginary quadratic fields (cf. Example 2.3(iii)) and so Corol-
laries 3.6 and 3.8 are unconditionally valid in both of these cases. In particular, in the
setting of abelian extensions of an imaginary quadratic field K, Corollary 3.8 improves
upon the main result of Bley in [1] since it avoids the assumption that p splits in K/Q
which plays a key role in the argument of loc. cit.
Remark 3.11. Aside from the special case that Cl(L)χ vanishes, Corollary 3.8 leaves one
with the problem of obtaining an explicit description of the order RE,χ and this is in
general difficult. Nevertheless, one can make some concrete remarks.
(i) The argument of [6, Lem. 4.22] implies RE,χ is equal to Z[G]χ if and only if Cl(E)χ is
a cohomologically-trivial G-module. It can be shown that Hypothesis 2.9(iii) implies that
this condition is satisfied if and only if for every subgroup P of G of order p, the natural
‘inflation’ map Cl(EP )χ → Cl(E)χ is injective.
(ii) In all cases one has RE,χ ⊂ ME,χ, with ME the integral closure of Z in Q[G]. This
fact combines with Corollary 3.8 and the observation made in [6, Rem. 5.2(iv)] to show
that, under the hypotheses that are fixed in this section, the Rubin-Stark Conjecture
directly implies the p-part of the Strong-Stark Conjecture of Chinburg [9, Conj. 2.2] for
all characters of G that extend χ.
The next result refers to the ‘refined class number formula’ that was independently
conjectured by Mazur and Rubin in [21, Conj. 5.2] and the third author in [29, Conj. 3].
A precise statement of this result will be given in Theorem 4.6 below.
Corollary 3.12 (Theorem 4.6). If F contains K(1), then for every ideal n in N0 the
refined class number formula conjecture of Mazur-Rubin and Sano is valid for the data
(F/K,S, χ, n).
Remark 3.13. The refined class number formula is stated precisely as Conjecture 4.1 below
and was originally formulated as a generalization of a conjecture of Darmon from [10] (for
more details see Remark 4.5 and the beginning of §4.2). If r = 1 and F = K, then Mazur
and Rubin have given a full proof of this conjecture in certain cases (see [21, §10]) but if
r > 1 they are only able to give partial evidence for the conjecture and, even then, only
under the assumption that F = K and Leopoldt’s Conjecture is valid (see [21, §11]). In
contrast, by using the methods developed in [7], [5] and [6] we are now able both to deal
with the case r > 1 without assuming Leopoldt’s Conjecture and also to treat the general
(and much more difficult) case that F is not equal to K.
3.2. The proof of Theorem 3.3. To construct the homomorphism DF,r, it is sufficient
to construct, for each natural number m, a canonical homomorphism
ESr(K/K,S, χ) → KSr(Pm)m
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that is compatible with the transition morphisms π′m in diagram (2.3.1) as m varies.
In addition, by the general reduction arguments that are used in [5, §6.5] to prove [5,
Th. 6.12], the functorial behaviour of exterior power biduals allows one to deduce the
construction of such homomorphisms for general r from the special case that r = 1.
In the case r = 1, we shall give an explicit construction of suitable homomorphisms in
the Appendix and, in this way, we obtain a proof of claim (i).
We note that, for any κ ∈ KSr(F/K,χ), the ideal I0(R
−1
r (κ)) is equal to the image of
κ1. Hence claim (ii) follows directly from Remarks 2.10 and 2.12 and the argument of [6,
Th. 3.6(ii) and (iii)] (see also [20, Prop. 5.5] or [6, Ex. 2.7(i)]). 
3.3. The proof of Corollaries 3.6 and 3.8.
3.3.1. We consider the representation T := IndGFGK (O(1)⊗χ
−1) and Selmer structure Fur
discussed in Remark 2.12.
From that remark we know that KSr(F/K,χ) coincides with the module KSr(T ,Fur)
defined in [5] and so Theorem 3.3(i) implies that DF,r(c) belongs to KSr(T ,Fur) for every
c in ESr(Kp/K,S, χ).
Given this containment, and the fact that r > 0 (by Hypothesis 2.9(iv)), the first
assertion of claim (i) of Corollary 3.6 follows directly from the argument in the proof of
[6, Th. 5.1(i)].
The second assertion of claim (i) is then an immediate consequence of the first assertion
and the fact that I0(R
−1
r (DF,r(η
RS))) is equal to the image of ηRSF .
To complete the proof of Corollary 3.6 it suffices to note that claim (ii) follows directly
upon combining the equality im(ηRSF ) = Fitt
0
Z[G](Cl(E))χ with the argument used by Tsoi
and the first and third authors to prove [8, Th. 3.27(i)]. 
3.3.2. Before proving Corollary 3.8, we give a precise statement of TNC(h0(Spec(E)),A)
for any O-order A in Q[G]χ.
To do this we recall that S = S∞(K) ∪ Sram(E/K) and that the canonical ‘Weil-e´tale
cohomology’ complex
CE,S := RHomZ(RΓc((OE,S)W ,Z),Z)[−2]
that is defined by Kurihara and the first and third authors in [4, §2.2] is a perfect complex of
Z[G]-modules that is acyclic outside degrees zero and one and such that H0(CE,S) = O
×
E,S
and H1(CE,S) lies in a canonical exact sequence
(3.3.1) 0→ ClS(E)→ H
1(CE,S)→ XE,S → 0.
Here ClS(E) is the ideal class group of OE,S and for any set of places Σ of K we write
XE,Σ for the submodule of the free abelian group YE,Σ on the set of places ΣE comprising
elements whose coefficients sum to zero.
In particular, the Dirichlet regulator map gives a canonical isomorphism
λE : R⊗Z H
0(CE,S) = R⊗Z O
×
E,S → R⊗Z XE,S = R⊗Z H
1(CE,S)
and hence (via the approach of [4, §3.2]) induces a canonical isomorphism of graded R[G]-
modules ϑλE : R ⊗Z detZ[G](CE,S) → (R[G], 0), where detZ[G](−) denotes the Knudsen-
Mumford determinant functor.
The S-truncated equivariant L-function for E/K is defined by
θE/K,S(s) :=
∑
χ∈Ĝ
LK,S(χ
−1, s)eχ,
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where LK,S(χ
−1, s) is the S-truncated Artin L-series of χ−1. In particular, the leading
term θ∗E/K,S(0) at s = 0 of θE/K,S(s) belongs to R[G]
× and so we may define a graded
invertible Z[G]-sublattice of (R[G], 0) by setting
Ξ(E) := θ∗E/K,S(0) · ϑλE(detZ[G](CE,S))
−1.
Then the conjecture TNC(h0(Spec(E)),A) asserts that there is an equality in (R[G]χ, 0)
A · Ξ(E)χ = (A, 0).
As a first step in the proof of Corollary 3.8 we note that the argument of [6, Th. 4.14]
implies an equality
(im(ηVE/K,S), 0) = Fitt
0
Z[G](ker(f)) · Ξ(E),
where f is the projection H1(CE,S)։ XE,S ։ YE,V induced by (3.3.1).
In particular, since Hypothesis 2.9(iii) combines with (3.3.1) to imply ker(f)χ = Cl(E)χ,
the last displayed equality combines with the second assertion of Corollary 3.6(i) to give
an inclusion of graded ideals Fitt0Z[G](Cl(E))χ · Ξ(E)χ ⊂ (Fitt
0
Z[G](Cl(E))χ, 0), and hence
also an inclusion
RE,χ · Ξ(E)χ ⊂ (RE,χ, 0).
To verify TNC(h0(Spec(E)),RE,χ) we need to prove that this inclusion is an equality,
and by the argument used to prove [6, Th. 5.1(ii)] this can be deduced directly by using
Nakayama’s Lemma and the analytic class number formula for each intermediate field of
L/K.
It now only remains only to prove the first assertion of Corollary 3.8 and for this it is
clearly enough to show that if Cl(L)χ vanishes, then RE,χ = Z[G]χ. This is true since
the vanishing of Cl(L)χ combines with Hypothesis 2.9(iii) to imply that Cl(E)χ vanishes
(again, by the same argument as in [6, Th. 5.1(ii)]).
4. The refined class number formula
In this section we state and prove a precise version of Corollary 3.12.
4.1. Statement of the result. We first review the formulation of the (‘(p, χ)-component’
of a certain special case of the) conjecture of Mazur and Rubin [21, Conj. 5.2] and of the
third author [29, Conj. 3].
To do this we recall some notation. Let F, χ,L,∆,Γ,O be as in the previous section.
We assume that F contains the maximal p-extension K(1) of K inside its Hilbert class
field HK . We use the following notations:
• S := S∞(K) ∪ Sram(LF/K);
• P := {q /∈ S ∪ Sp(K) | q splits completely in LFHK};
• N := N (P) = {square-free products of primes in P}.
(N coincides with N0 defined in §2.2.) For each q in P we write K(q)/K for the maximal
p-extension of K inside its ray class field modulo q.
For each n in N we use the following notations:
• ν(n) := #{q | n};
• K(n) :=
∏
q|nK(q) (compositum);
• F (n) := FK(n);
• Gn := Gal(F (n)/K) ≃ Gal(LF (n)/L);
• Hn := Gal(F (n)/F ) ≃ Gal(LF (n)/LF ) (so Γ = Gal(F/K) ≃ Gn/Hn);
• In := ker(Z[Hn]։ Z);
• Sn := S ∪ {q | n}.
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We write V for the set of archimedean places of K that split completely in L. We set
r := #V and assume that #S > r > 0. We set
Vn := V ∪ {q | n}
and note both that #Vn = r + ν(n) and that all places in Vn split completely in LF .
For the moment, we fix n ∈ N . We consider two Rubin-Stark elements for the data
(LF (n)/K,Sn, V ) and (LF/K,Sn, Vn) respectively:
ηVLF (n)/K,Sn ∈ R⊗Z
∧r
Z[Gn×∆]
O×LF (n),Sn ,
ηVnLF/K,Sn ∈ R⊗Z
∧r+ν(n)
Z[Γ×∆]
O×LF,Sn .
(See Example 2.3(iii).) Note that these elements depend on the choice of places of LF (n)
(or LF for the latter) lying above places in Sn, and also on the ordering of the places in
Vn (up to sign). See [4, §5.2]. These choices are supposed to be fixed at the beginning,
and we will not mention them explicitly.
We consider (p, χ)-components of Rubin-Stark elements:
cn := η
V,χ
LF (n)/K,Sn
∈
(
R⊗Z
∧r
Z[Gn×∆]
O×LF (n),Sn
)
χ
≃ R⊗Z
∧r
O[Gn]
(O×LF (n),Sn)χ,
ǫn := η
Vn,χ
LF/K,Sn
∈
(
R⊗Z
∧r+ν(n)
Z[Γ×∆]
O×LF,Sn
)
χ
≃ R⊗Z
∧r+ν(n)
O[Γ]
(O×LF,Sn)χ.
We now suppose that modules
UF (n),Sn := (O
×
LF (n),Sn
)χ and UF,Sn := (O
×
LF,Sn
)χ
are O-free, and the ((p, χ)-component of the) Rubin-Stark conjecture is true so that
cn ∈
⋂r
O[Gn]
UF (n),Sn and ǫn ∈
⋂r+ν(n)
O[Γ]
UF,Sn.
We recall that, under Hypothesis 2.9, the O-modules UF (n),Sn and UF,Sn are both free (cf.
Remark 2.10).
We shall now formulate the conjecture of Mazur-Rubin and Sano, which asserts that a
certain congruence relation holds between Rubin-Stark elements cn and ǫn.
We review some necessary constructions. First, there is a natural injection
ιn :
⋂r
O[Γ]
UF,Sn ⊗Z I
ν(n)
n /I
ν(n)+1
n →֒
⋂r
O[Gn]
UF (n),Sn ⊗Z Z[Hn]/I
ν(n)+1
n .(4.1.1)
This map is induced by the natural inclusion I
ν(n)
n /I
ν(n)+1
n →֒ Z[Hn]/I
ν(n)+1
n and the
homomorphism ⋂r
O[Γ]
UF,Sn →
⋂r
O[Gn]
UF (n),Sn ,(4.1.2)
that arises as the linear dual of the restriction map∧r
O[Gn]
HomO[Gn](UF (n),Sn ,O[Gn]) ≃
∧r
O[Gn]
HomO(UF (n),Sn ,O)
→
∧r
O[Γ]
HomO(UF,Sn ,O) ≃
∧r
O[Γ]
HomO[Γ](UF,Sn ,O[Γ]).
The injectivity of ιn follows from the fact that the cokernel of (4.1.2) is torsion-free.
(Compare [29, Lem. 2.11].)
Next, there is a ‘reciprocity homomorphism’
Recn :
⋂r+ν(n)
O[Γ]
UF,Sn →
⋂r
O[Γ]
UF,Sn ⊗Z I
ν(n)
n /I
ν(n)+1
n .
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To construct this, we first define a map ϕnq for each q ∈ P as follows:
ϕnq : LF
× → Z[∆× Γ]⊗Z In/I
2
n ; a 7→
∑
σ∈∆×Γ
σ−1 ⊗ (recQ(σa) − 1),
where Q is the fixed place of LF lying above q and recQ : LF
× → Gal(LF (n)/LF ) = Hn
is the local reciprocity map at Q. This map induces a map
UF,Sn → O[Γ]⊗Z In/I
2
n ,
which is also denoted by ϕnq. Then Recn is defined in [29, Prop. 2.7] to be a canonical
extension of the map∧
q|n
ϕnq :
∧r+ν(n)
O[Γ]
UF,Sn →
∧r
O[Γ]
UF,Sn ⊗Z I
ν(n)
n /I
ν(n)+1
n .
The conjecture is formulated as follows.
Conjecture 4.1. In the module
⋂r
O[Gn]
UF (n),Sn ⊗Z Z[Hn]/I
ν(n)+1
n one has∑
σ∈Hn
σcn ⊗ σ
−1 = ιn (Recn(ǫn)) .
Remark 4.2. Since c1 = ǫ1, Conjecture 4.1 is trivially true in the case n = 1.
Remark 4.3. The conjecture formulated in [21, Conj. 5.2] and [29, Conj. 3] is actually
much more general than the above in that it is formulated for all sets of data of the form
(L′/L/K,S, T, V, V ′), where L′/L/K are finite extensions of global fields such that L′/K is
abelian and S, T, V, V ′ are certain sets of places of K. Conjecture 4.1 is simply the (p, χ)-
component of the general conjecture applied to the data (LF (n)/LF/K,Sn, ∅, V, Vn). We
recall that a further refinement of the general conjecture is given in [4, Conj. 5.4].
Remark 4.4. One can slightly extend the formulation of Conjecture 4.1 in our setting as
follows. Let m be any square-free product of primes q that do not belong to S ∪ Sp(K)
(and are also not required to belong to N ). Let m+ be the product of prime divisors q of
m that split completely in LF (so that m+ belongs to N ). Then, according to Remark 4.3,
one can formulate Conjecture 4.1 for the data (LF (m)/LF/K,Sm, ∅, V, Vm+).
However, one can show that Conjecture 4.1 for this data is implied by Conjecture 4.1
for the data (LF (m+)/LF/K,Sm+ , ∅, V, Vm+) and so such a generalization contains no new
information.
Remark 4.5. The formulation of Conjecture 4.1 is motivated by a conjecture of Darmon
from [10]. Darmon’s conjecture is obtained by specializing the form of Conjecture 4.1
discussed in Remark 4.4 to the data (L(n)/L/Q, {∞} ∪ {ℓ | nf}, ∅, {∞}, {∞} ∪ {ℓ | n+}),
where L is a real quadratic field of conductor f , n is a square-free product of primes not
dividing fp, L(n)/L is the maximal p-extension inside L(µn), and ∞ denotes the infinite
place of Q. For details of this deduction see [4, §6.1], where the case p = 2 is also treated.
We now state the result. Then the following result is a precise version of Corollary 3.12.
Theorem 4.6. Conjecture 4.1 is valid for every ideal n in N whenever all of the following
conditions are satisfied;
• the Rubin-Stark conjecture is valid for all abelian extensions of K;
• Hypothesis 2.9;
• either
– there exists a non-trivial Zp-power extension K∞ of K in which no finite
places split completely and Sram(K∞/K) ⊂ Sram(LF/K), or
– L 6⊂ K(µp).
After several preliminary, and quite technical, sections this result is proved in §4.6.
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4.2. Strategy of the proof. The strategy that we use to prove Theorem 4.6 is a natural
development of an approach used by Mazur and Rubin in [19] to prove (the ‘non-2-part’ of)
Darmon’s Conjecture. In fact, if one specializes Theorem 4.6 to the setting of Remark 4.5,
then all assumptions in Theorem 4.6 are unconditionally satisfied and the result simply
recovers the main result of [19].
For the convenience of the reader, in this subsection we shall sketch the proof of Theorem
4.6. To do this we first set some notations.
We write T for the representation O(1)⊗ χ−1 discussed in Remark 2.5. Then, setting
Σ := S ∪ Sp(K) and Σn := Sn ∪ Sp(K),
there is a natural identification
H1(OF (n),Σn , T ) ≃ (O
×
LF (n),Σn
)χ.
There are therefore natural embeddings
UF (n),Sn →֒ H
1(OF (n),Σn , T ) and UF,Sn →֒ H
1(OF,Σn , T ),
via which we can regard
cn ∈
⋂r
O[Gn]
H1(OF (n),Σn , T ) and ǫn ∈
⋂r+ν(n)
O[Γ]
H1(OF,Σn , T ).
One sees that the induced map⋂r
O[Gn]
UF (n) ⊗Z Z[Hn]/I
ν(n)+1
n →
⋂r
O[Gn]
H1(OF (n),Σn , T )⊗Z Z[Hn]/I
ν(n)+1
n
is injective, so Conjecture 4.1 is equivalent to the assertion that the equality holds in the
latter group. (We use Galois cohomology only for notational convenience.)
In the following, we set
θn :=
∑
σ∈Hn
σcn ⊗ σ
−1 ∈
⋂r
O[Gn]
H1(OF (n),Σn , T )⊗Z Z[Hn]/I
ν(n)+1
n .
We can now give a brief idea of the proof of Theorem 4.6. First, we observe that the
systems
(θn)n∈N and (Recn(ǫn))n∈N
are essentially Kolyvagin systems (see Propositions 4.11 and 4.12). By Theorem 3.3(ii),
we know that the module of Kolyvagin systems is free of rank one (over O[Γ] in our case),
there exists a basis κ of the module and we can write
(θn)n = a · κ and (Recn(ǫn))n = b · κ
with some a, b ∈ O[Γ]. So it reduces to show that a = b. However, since the conjecture is
trivially true when n = 1 (see Remark 4.2), we have
(a− b) · κ1 = 0.
Then it is easy to show that AnnO[Γ](κ1) = 0, which implies a = b and hence completes
the proof of Theorem 4.6.
4.3. Kolyvagin derivatives. In this subsection, we relate the element
θn =
∑
σ∈Hn
σcn ⊗ σ
−1
with the ‘Kolyvagin derivative’.
The construction given here is valid for a general Euler system c in ESr(K/K,S, χ) (by
replacing cn by cF (n)), where we take K to be sufficiently large so that it contains F , the
maximal p-extension inside the ray class field modulo q for all but finitely many q, and the
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maximal abelian pro-p extension of K unramified outside p. In particular, in this way one
obtains an explicit construction of the derivative homomorphism DF,r in Theorem 3.3(i).
We give some preliminaries. As in §2.2, for q ∈ P, set
Gq := Gal(K(q)/K(1)),
and for n ∈ N , set
Gn :=
⊗
q|n
Gq.
Note that
Hn(:= Gal(F (n)/F )) ≃ Gal(K(n)/K(1)) ≃
∏
q|n
Gq.
From this, if d is a divisor of n, one can regard Hd as both a subgroup and a quotient of
Hn. Let
πd : Hn →Hd
be the natural projection map. This map induces a map
Z[Hn]→ Z[Hd] ⊂ Z[Hn],
which is also denoted by πd. We define
sn : Z[Hn]→ Z[Hn]; a 7→
∑
d|n
(−1)ν(n/d)πd(a),
where d runs over all divisors of n (including 1). This map induces endomorphisms of
Ian/I
a+1
n , X ⊗Z Z[Hn] (for any module X), etc.,
which we denote also by sn.
We fix a generator σq of Gq for each q ∈ P. Let
Dq :=
#Gq−1∑
i=1
iσiq ∈ Z[Gq], Dn :=
∏
q|n
Dq ∈ Z[Hn]
be Kolyvagin’s derivative operators.
We have the following algebraic lemma.
Lemma 4.7. For each ideal n in N set Qn := I
ν(n)
n /I
ν(n)+1
n .
(i) The image of the map sn : Z[Hn]→ Z[Hn] is contained in I
ν(n)
n .
(ii) The image of the map Z[Hn]/I
ν(n)+1
n → Qn that is induced by sn is contained in〈∏
q|n(σq − 1)
〉
Z
.
(iii) There is a natural isomorphism
Gn
∼
−→
〈∏
q|n
(σq − 1)
〉
Z
⊂ Qn;
⊗
q|n
σq 7→
∏
q|n
(σq − 1).
(iv) The map
Qn →
〈∏
q|n
(σq − 1)
〉
Z
≃ Gn
induced by sn gives a splitting of the injection Gn →֒ Qn in (iii).
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(v) Let X be a Z[Hn]-module and x ∈ X. Denote the map
X ⊗Z Z[Hn]/I
ν(n)+1
n → X ⊗Z
〈∏
q|n
(σq − 1)
〉
Z
≃ X ⊗Z Gn
induced by sn also by the same notation. Then we have
sn
(∑
σ∈Hn
σx⊗ σ−1
)
= (−1)ν(n)Dnx⊗
⊗
q|n
σq.
Proof. See [7, Lem. 4.27 and 4.28]. 
For q ∈ P, we set Pq := 1− Fr
−1
q . Here Frq denotes the (arithmetic) Frobenius element
at q, which is regarded as an element of Hn for any n ∈ N , via the injection Hn/q →֒ Hn
when q | n. Thus Pq is regarded as an element of In/I
2
n for any n ∈ N . We denote by Fr
n
q
the Frobenius Frq regarded as an element of Hn. Similarly, we denote by P
n
q the element
Pq regarded as an element of In/I
2
n .
Lemma 4.8. For each ideal d in N set Qd := I
ν(d)
d /I
ν(d)+1
d .
(i) For d | n, there is a natural injection
(4.3.1)
⋂r
O[Gd]
H1(OF (d),Σd , T )⊗Z Qd →֒
⋂r
O[Gn]
H1(OF (n),Σn , T )⊗Z Qd.
(ii) We have
θn =
∑
σ∈Hn
σcn ⊗ σ
−1 ∈
⋂r
O[Gn]
H1(OF (n),Σn , T )⊗Z Qn
and
θn = sn(θn)−
∑
d|n, d6=n
(−1)ν(n/d)θd
∏
q|n/d
P dq ,
where we use (4.3.1) to regard θd as an element of
⋂r
O[Gn]
H1(OF (n),Σn , T )⊗Z Qd.
Proof. The construction of the injection in claim (i) is the same as that of ιn in (4.1.1).
To prove claim (ii) we note that, by the definition of sn, one has
sn(θn) =
∑
d|n
(−1)ν(n/d)πd(θn).
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Setting Nn/d :=
∑
σ∈Hn/d
σ, we compute
πd(θn) = πd
(∑
σ∈Hn
σcn ⊗ σ
−1
)
=
∑
σ∈Hn
σcn ⊗ πd(σ)
−1
=
∑
σ∈Hd
σNn/dcn ⊗ σ
−1
=
∑
σ∈Hd
σ
∏
q|n/d
P dq
 cd ⊗ σ−1
=
∑
σ∈Hd
σcd ⊗ σ
−1
∏
q|n/d
P dq
= θd
∏
q|n/d
P dq ,
where the fourth equality follows from the well-known ‘norm relation’
Nn/dcn =
∏
q|n/d
P dq
 cd in ⋂r
O[Gn]
H1(OF (n),Σn , T ).
(See [31, Prop. 3.6 and Lem. 4.4], for example.) Thus we have
sn(θn) =
∑
d|n
(−1)ν(n/d)πd(θn) =
∑
d|n
(−1)ν(n/d)θd
∏
q|n/d
P dq .
The assertion follows from this, by using Lemma 4.7(i) and induction on ν(n). 
We set Mn := #Gn, with M1 understood to be 0. Since we fixed a generator σq ∈ Gq
for each q ∈ P, we have an identification
Gn
∼
−→ Z/MnZ;
⊗
q|n
σq 7→ 1.
We set On := O/MnO and An := T/MnT.
Lemma 4.9.
(i) There are natural injections⋂r
O[Gn]
H1(OF (n),Σn , T )⊗Z Gn →֒
⋂r
On[Gn]
H1(OF (n),Σn , An)⊗Z Gn(4.3.2)
and⋂r
On[Γ]
H1(OF,Σn , An)⊗Z Gn →֒
⋂r
On[Gn]
H1(OF (n),Σn , An)⊗Z Gn.(4.3.3)
(ii) The image of θn =
∑
σ∈Hn
σcn ⊗ σ
−1 under the map⋂r
O[Gn]
H1(OF (n),Σn , T )⊗Z Qn
sn−→
⋂r
O[Gn]
H1(OF (n),Σn , T )⊗Z Gn
(4.3.2)
→֒
⋂r
On[Gn]
H1(OF (n),Σn , An)⊗Z Gn
lies in
⋂r
On[Γ]H
1(OF,Σn , An)⊗Z Gn (i.e., the image of the injection (4.3.3)).
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Proof. (i) The construction of (4.3.3) is the same as that of ιn in (4.1.1). (Actually, we
have (⋂r
On[Gn]
H1(OF (n),Σn , An)
)Hn
=
⋂r
On[Γ]
H1(OF,Σn , An).
See [7, §4.3.1].) We give a construction of (4.3.2). For simplicity, set
R := O[Gn], M := Mn, A := An = T/MT, H(−) := H
1(OF (n),Σn ,−).
By identifying Gn = Z/MZ, it is sufficient to construct an injection(⋂r
R
H(T )
)
⊗Z Z/MZ →֒
⋂r
R/MR
H(A).
First, we note that there is a natural injection H(T ) ⊗Z Z/MZ →֒ H(A) which in turn
induces a surjection
HomR/MR(H(A), R/MR)→ HomR/MR(H(T )⊗Z Z/MZ, R/MR).
Since H(T ) is O-free, the latter module is isomorphic to HomR(H(T ), R)⊗Z Z/MZ, and
thus we obtain a surjection
HomR/MR(H(A), R/MR)→ HomR(H(T ), R) ⊗Z Z/MZ.
This also gives a surjection∧r
R/MR
HomR/MR(H(A), R/MR)→
(∧r
R
HomR(H(T ), R)
)
⊗Z Z/MZ.
The desired injection is obtained by composing the R/MR-dual of this surjection with the
natural injection(⋂r
R
H(T )
)
⊗Z Z/MZ →֒ HomR
(∧r
R
HomR(H(T ), R), R/MR
)
.
(ii) By [5, Lem. 6.9], we know that the image of Dncn ⊗
⊗
q|n σq under the map (4.3.2)
lies in
⋂r
On[Γ]H
1(OF,Σn , An)⊗Z Gn. Since we have
sn(θn) = ±Dncn ⊗
⊗
q|n
σq
by Lemma 4.7(v), the claim follows. 
By Lemma 4.9(ii), we can regard
sn(θn) ∈
⋂r
On[Γ]
H1(OF,Σn , An)⊗Z Gn.
We define an endomorphism
Ψ ∈ End
(∏
n∈N
⋂r
On[Γ]
H1(OF,Σn , An)⊗Z Gn
)
by
Ψ((an)n) :=
(−1)ν(n) ∑
τ∈S(n)
sgn(τ)adτ ⊗
⊗
q|n/dτ
Frqτ(q)

n
,
where
• S(n): the set of permutations of the set {q | n},
• dτ : the product of q | n fixed by τ ,
• Frqτ(q): the Frobenius element at τ(q), regarded as an element of Gq(≃ Hq).
Lemma 4.10. Ψ is injective.
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Proof. Let a = (an)n ∈
∏
n∈N
⋂r
On[Γ]
H1(OF,Σn , An)⊗ZGn and suppose that Ψ(a) = 0. We
show an = 0 by induction on ν(n). When ν(n) = 0, i.e., n = 1, we have
a1 = Ψ(a)1 = 0.
When ν(n) > 0, we have
(−1)ν(n)Ψ(a)n = an +
∑
τ∈S(n), τ 6=id
sgn(τ)adτ ⊗
⊗
q|n/dτ
Frqτ(q).
By the induction hypothesis, the second term on the right hand side vanishes. Thus we
have an = (−1)
ν(n)Ψ(a)n = 0. 
Let
KSr(F/K,χ) = lim←−
m
KSr(Pm)m ⊂
∏
m
∏
n∈Nm
⋂r
Om[Γ]
S(n)m ⊗Z Gn
be the module of Kolyvagin systems of rank r defined in §2.3. We have a natural embedding
KSr(F/K,χ) →֒
∏
n∈N
⋂r
On[Γ]
H1(OF,Σn , An)⊗Z Gn
defined by
x = (xm)m = ((xm,n)n)m 7→ (xmn,n)n,
where we definemn ∈ Z by p
mn =Mn and xmn,n ∈
⋂r
On[Γ]
S(n)mn⊗ZGn is regarded as an el-
ement of
⋂r
On[Γ]
H1(OF,Σn , An)⊗ZGn via the natural embedding S(n)mn →֒ H
1(OF,Σn , An).
(Note that if n = 1, then mn is not defined and so xm1,1 is understood to be the element
(xm,1)m of lim←−m
⋂r
Om[Γ]
H1(OF,Σ, T/p
mT ) =
⋂r
O[Γ]H
1(OF,Σ, T ).)
Proposition 4.11. The system κ := Ψ((sn(θn))n) belongs to KSr(F/K,χ).
Proof. This follows from Theorem 3.3(i) since the homomorphism DF,r sends c to κ. 
4.4. Regulator Kolyvagin systems. We first define the module of Stark systems ‘over
O[Γ]’. The construction is similar to that defined ‘over Om[Γ]’ in §2.2.
For m, n ∈ N with n | m, we define a map
vm,n :
⋂r+ν(m)
O[Γ]
H1(OF,Σm , T )→
⋂r+ν(n)
O[Γ]
H1(OF,Σn , T )
as follows. First, for q ∈ P let vq : LF
× → Z[∆ × Γ] be the map defined in (2.2.1). This
map induces
vq : H
1(OF,Σm , T ) ≃ (O
×
LF,Σm
)χ → O[Γ].
Then we set
vm,n := ±
∧
q|m/n
vq
and note that the argument of [29, Prop. 3.6] shows that the image of this map is contained
in
⋂r+ν(n)
O[Γ] H
1(OF,Σn , T ).
We can consider the inverse limit
SSr(T ) := lim←−
n∈N
⋂r+ν(n)
O[Γ]
H1(OF,Σn , T )
by taking vm,n as the transition map. It is well-known that
ǫ := (ǫn)n ∈ SSr(T ).
(See loc. cit.) We construct an ‘algebraic regulator’ homomorphism
R : SSr(T )→
∏
n∈N
⋂r
O[Γ]
H1(OF,Σn , T )⊗Z Gn
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as follows. Let
ϕnq : H
1(OF,Σm , T ) ≃ (O
×
LF,Σm
)χ → O[Γ]⊗Z In/I
2
n
be the map constructed in §4.1 (for any q ∈ P and m, n ∈ N ). We define ϕfsq by
ϕfsq : H
1(OF,Σn , T )
ϕqq
−→ O[Γ]⊗Z Iq/I
2
q ≃ O[Γ]⊗Z Gq,
where the last isomorphism is induced by
Iq/I
2
q
∼
−→ Gq; σq − 1 7→ σq.
For a = (an)n ∈ SSr(T ), we define the regulator by
R(a)n :=
(∧
q|n
ϕfsq
)
(an).
We now relate (Recn(ǫn))n with R(ǫ). Recall that
Recn :
⋂r+ν(n)
O[Γ]
H1(OF,Σn , T )→
⋂r
O[Γ]
H1(OF,Σn , T )⊗Z Qn
is defined by
∧
q|nϕ
n
q. We shall use the projector
sn : Qn → Gn
and the endomorphism
Ψ ∈ End
(∏
n∈N
⋂r
O[Γ]
H1(OF,Σn , T )⊗Z Gn
)
defined in the previous subsection. (Note that we can regard⋂r
O[Γ]
H1(OF,Σn , T )⊗Z Gn ⊂
⋂r
On[Γ]
H1(OF,Σn , An)⊗Z Gn
via the injection constructed in the same way as (4.3.2) in Lemma 4.9(i).)
Proposition 4.12. Ψ((sn (Recn(ǫn)))n) = R(ǫ) ∈ KSr(F/K,χ).
Proof. The proof of the equality Ψ ((sn (Recn(ǫn)))n) = R(ǫ) is the same as that of [7,
Lem. 4.29]. The containment R(ǫ) ∈ KSr(F/K,χ) follows from [7, Prop. 4.3]. 
4.5. Interpretation of Conjecture 4.1 via Kolyvagin systems.
Theorem 4.13. Conjecture 4.1 is valid for every ideal n in N if and only if one has
κ = R(ǫ).
Proof. We only show the ‘if part’, since the ‘only if part’ is straightforward from the
construction (and unnecessary for the proof of Theorem 4.6.)
Suppose that we have κ = R(ǫ). Recall that κ is constructed by
κ = Ψ((sn(θn))n).
Also, by Proposition 4.12, we have
R(ǫ) = Ψ((sn(Recn(ǫn)))n).
Since Ψ is injective by Lemma 4.10, we have
sn(θn) = sn(Recn(ǫn)) in
⋂r
O[Γ]
H1(OF,Σn , T )⊗Z Gn.
If we regard sn(θn) as an element of
⋂r
O[Gn]
H1(OF (n),Σn , T )⊗Z Gn, this means
sn(θn) = sn(ιn(Recn(ǫn))) in
⋂r
O[Gn]
H1(OF (n),Σn , T )⊗Z Gn,(4.5.1)
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where ιn is the injection (4.1.1) (extended on H
1). In the following, we regard Gn ⊂ Qn
via the injection in Lemma 4.7(iii). By Lemma 4.8(ii), we have
θn = sn(θn)−
∑
d|n, d6=n
(−1)ν(n/d)θd
∏
q|n/d
P dq in
⋂r
O[Gn]
H1(OF (n),Σn , T )⊗Z Qn.(4.5.2)
On the other hand, noting that
ϕdq(−) = vq(−) · P
d
q
holds for q ∤ d (see [32, Chap. XIII, Prop. 13]), we easily deduce
πd (Recn(ǫn)) = Recd(ǫd)
∏
q|n/d
P dq
and so
Recn(ǫn) = sn(Recn(ǫn))−
∑
d|n, d6=n
(−1)ν(n/d)Recd(ǫd)
∏
q|n/d
P dq(4.5.3)
in
⋂r
O[Γ]
H1(OF,Σn , T )⊗Z Qn.
By (4.5.1), (4.5.2) and (4.5.3), we deduce by induction on ν(n) that
θn = ιn(Recn(ǫn)).
This is exactly the formulation of Conjecture 4.1, and so we have proved the claimed
result. 
4.6. The proof of Theorem 4.6. By Theorem 4.13, it suffices to prove that
κ = R(ǫ) in KSr(F/K,χ).
Since we know κ1 = c1 = ǫ1 = R(ǫ)1, it is sufficient to prove that the map
KSr(F/K,χ)→ lim←−
m
⋂r
Om[Γ]
S(1)m =
⋂r
O[Γ]
UF ; x 7→ x1
is injective.
By Theorem 3.3(ii), we know that the O[Γ] module KSr(F/K,χ) is free of rank one.
Let x ∈ KSr(F/K,χ) be a basis. It is sufficient to show that
AnnO[Γ](x1) = 0.
However, since AnnO[Γ](x1) is equal to AnnO[Γ](imx1), this follows from the equality
im(x1) = Fitt
0
O[Γ](Cl(E)χ)
in Theorem 3.3(ii) and the fact that the ideal class group Cl(E) is finite.
This completes the proof of Theorem 4.6.
Appendix A. The derivative construction in the rank one case
We fix data K, p, χ, L,∆,O, F,Γ, S,K as in §2. Then the primary aim of this appendix
is to give, under Hypothesis 3.1, an explicit construction for each natural number m of a
canonical ‘derivative’ homomorphism
ES1(K/K,S, χ) → KS1(F/K,χ,Pm)m.
The construction is described in Theorem A.8 below and, although it is in principle well-
known (via the arguments of Rubin in [27] and of Mazur and Rubin in [18]), we shall give
a fully self-contained construction in the context of this article. This approach is perhaps
of some interest itself but also allows us to demonstrate that the maps constructed are
Galois equivariant.
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The key fact that we must prove is the ‘congruence relation’ described in Theorem A.1.
Given this result, the strategy of the remainder of the argument is essentially identical to
that used in [27] and [18], although at various places we have to verify arguments given in
loc. cit. for abelian extensions of Q extend to the setting of abelian extensions of K.
If K contains a non-trivial Zp-power extension of K, then the argument required to
prove Theorem A.1 is relatively straightforward and works in the setting of general p-adic
representations. However, in the case that K does not contain a Zp-power extension, which
is of particular importance in our setting (see Remark 3.2), details of this sort of argument
have not yet appeared in the literature, with only a sketch of this case being discussed by
Rubin in [27, §9.1].
A.1. Notation and hypothesis. Let HK be the Hilbert class field of K and K(1) the
maximal p-extension of K inside HK.
First, note that we may assume that F contains K(1), since for any subfield F ′ of F/K
the derivative map ES1(K/K,S, χ) → KS1(F
′/K,χ,Pm)m is obtained by the composition
ES1(K/K,S, χ) → KS1(F/K,χ,Pm)m → KS1(F
′/K,χ,Pm)m, where the second map is
induced by the norm map for F/F ′. (Although the set Pm defined for F is slightly different
from that for F ′, this does not matter in practice. In fact, one may shrink Pm so that the
Chebotarev density argument works.)
We now fix a positive integer m and set M := pm. We recall some basic notations:
• P = Pm := {q /∈ S ∪ Sp(K) | q splits completely in LFHK(µM , (O
×
K)
1/M )};
• Q := {q /∈ S ∪ Sp(K) | q splits completely in K(µM , (O
×
K)
1/M )};
• N = Nm := {square-free products of primes in P}.
For q ∈ Q, we denote by K(q) the unique subfield of the ray class field of K modulo q
such that [K(q) : K(1)] =M . (Note that this K(q) is different from that in §2.2.) We set
Gq := Gal(K(q)/K(1)). For a square-free product n of primes in Q, we use the following
notations:
• ν(n) := #{q | n};
• K(n) :=
∏
q|nK(q) (compositum);
• F (n) := FK(n);
• Gn := Gal(F (n)/K) ≃ Gal(LF (n)/L);
• Hn := Gal(F (n)/F ) ≃ Gal(LF (n)/LF ) (so Γ = Gal(F/K) ≃ Gn/Hn);
• Gn :=
⊗
q|nGq.
Note that Hn ≃
∏
q|nGq. From this, if m | n, then we can regard Hm both as a quotient
and a subgroup of Hn.
We assume that K contains F andK(q) for all but finitely many primes q of K. Suppose
that a strict p-adic Euler system of rank 1
c = (cF ′)F ′ ∈
∏
F ′∈Ω(K/K)
UF ′
for (K/K,S, χ) is given (see Definition 2.4). We set
cn := cF (n).
Throughout this appendix, we assume that UF ′ := (O
×
LF ′)χ is free as an O-module for
every F ′ ∈ Ω(K/K). We also assume Hypothesis 3.1.
For each prime q of K, we fix a place Q of Q lying above q. For any finite extension
J/K, the place of J lying under Q is also denoted by Q.
To simplify the notation, we set
E := LF and E(n) := LF (n).
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Since any q in P splits completely in E, we often identify the fields EQ, FQ and Kq.
For any non-archimedean local fieldD, we denote by FD its residue field. The cardinality
of FKq is denoted by Nq.
For any abelian group X, we set X/M := X/MX. We also often use additive notations:
for example, if J is a field and a ∈ J×, then we shall denote the M -th power of a by Ma.
A.2. The congruence relation. The aim of this subsection is to give a proof of the
‘congruence relation’ of Euler systems (see Theorem A.1 below).
For any n ∈ N and q ∈ P, let
uq : UF (n) = (O
×
E(n))χ → (Z[∆]⊗Z F
×
E(n)Q
)χ = O ⊗Z F
×
F (n)Q
be the map induced by
O×E(n) → Z[∆]⊗Z F
×
E(n)Q
; a 7→
∑
σ∈∆
σ−1 ⊗ (σa mod Q).
(Thus uq is essentially the ‘modulo primes above q’ map.)
Theorem A.1. For any n ∈ N , q | n and σ ∈ Gn, we have
uq(σcn) =
Nq− 1
M
Fr−1q uq(σcn/q).
(Note that M divides Nq− 1, since q splits completely in K(µM ).)
Proof. Choosing a lift σ˜ ∈ GK of σ ∈ Gn and replacing (σ˜cF ′)F ′ by (cF ′)F ′ , we may assume
σ = 1.
We first consider the case Hypothesis 3.1(i). In this case the proof is easier. We follow
the argument by Kato in [15, §1].
Take a Zp-extension K∞/K satisfying the condition in Hypothesis 3.1(i). We denote
the m-th rayer of K∞/K by Km. We set
F (n)m := F (n)Km and cn,m := cF (n)m .
We can define UF (n)m → O ⊗Z F
×
F (n)m,Q
in the same way as uq, and denote it also by uq.
Since Sram(K∞/K) ⊂ S, we see by the norm relation that (cn,m)m lies in the inverse limit
lim
←−m
UF (n)m . It is sufficient to prove the equality
(uq(cn,m))m =
(
Nq− 1
M
Fr−1q uq(cn/q,m)
)
m
in lim←−m(O ⊗Z F
×
F (n)m,Q
) = lim←−m(O ⊗Z F
×
F (n/q)m,Q
). Since q does not split completely in
K∞, the module lim←−m(O ⊗Z F
×
F (n)m,Q
) is O-free, so it is sufficient to prove
M · uq(cn,m) = (Nq− 1)Fr
−1
q uq(cn/q,m)(A.2.1)
for every m. By the norm relation, we have
NGq(cn,m) = (1− Fr
−1
q )cn/q,m,
where NGq :=
∑
σ∈Gq
σ. (We identify Gq = Gal(F (n)m/F (n/q)m).) Since Gq acts trivially
on F×F (n)m,Q = F
×
F (n/q)m,Q
and M = #Gq, we have
M · uq(cn,m) = (1− Fr
−1
q )uq(cn/q,m).
Since 1− Fr−1q = (Nq− 1)Fr
−1
q + (1−NqFr
−1
q ) and 1−NqFr
−1
q annihilates F
×
F (n/q)m,Q
, we
obtain (A.2.1). Thus the theorem is proved in the case (a).
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Next, we consider the case Hypothesis 3.1(ii). Our proof is almost the same as that of
[25, Th. 2.1] by Rubin, but, since it is assumed in loc. cit. that q splits completely in
E(n/q), we slightly modify the argument.
We set KM := K(µM , (O
×
K)
1/M ). The assumption L 6⊂ K(µp) ensures the existence of
γ ∈ Gal(E(n/q)/E ∩ KM ) such that γ acts non-trivially on L and trivially on F (n/q).
Since the order of χ is prime to p, we see that 1− χ(γ) ∈ O×. So it is sufficient to show
(1− γ)uq(cn) = (1− γ)
Nq− 1
M
Fr−1q uq(cn/q).(A.2.2)
By Lemma A.2 below, we can choose a prime r ∈ Q with r ∤ n such that
• Frr = γ
−1 on E(n/q),
• there exists m ∈ Z such that NGr = mM on F
×
E(nr)Q
= F×F (nr/q)Q .
(The proof of Lemma A.2 actually shows that Gr is contained in the decomposition group
in Gal(F (nr/q)/F ) at q, so it acts on F×F (nr/q)Q .) By the norm relation, we have equalities
M · uq(cnr) = NGquq(cnr) = (1− Fr
−1
q )uq(cnr/q) = (Nq− 1)Fr
−1
q uq(cnr/q),(A.2.3)
mM · uq(cnr) = NGruq(cnr) = (1− Fr
−1
r )uq(cn) = (1− γ)uq(cn),(A.2.4)
mM · uq(cnr/q) = NGruq(cnr/q) = (1− Fr
−1
r )uq(cn/q) = (1− γ)uq(cn/q).(A.2.5)
Using these equalities, we compute
(1− γ)uq(cn)
(A.2.4)
= mM · uq(cnr)
(A.2.3)
= m(Nq− 1)Fr−1q uq(cnr/q)
(A.2.5)
= (1− γ)
Nq− 1
M
Fr−1q uq(cn/q).
This is the desired equality (A.2.2). 
Lemma A.2. Let n ∈ N and q | n. For any γ ∈ Gal(E(n/q)/E ∩ KM ), there exists a
prime r ∈ Q with r ∤ n such that
(i) Frr = γ on E(n/q),
(ii) there exists m ∈ Z such that NGr = mM on F
×
E(nr)Q
= F×
F (nr/q)Q
.
Proof. We follow the argument by Rubin in [25, Lem. 2.2]. Since q splits completely inHK ,
it is a principal ideal: there exists a prime element q ∈ OK such that q = (q). Let σ be a
generator of Gal(KM (q
1/p)/KM ). Considering ramification, one sees E(n/q)∩KM (q
1/p) =
E ∩KM . By the Chebotarev density theorem, there exists a prime r with r ∤ n such that
• Frr = γ in Gal(E(n/q)/E ∩KM ),
• Frr = σ in Gal(KM (q
1/p)/E ∩KM ).
Then the condition (i) is satisfied. Since Frr = σ = 1 on KM , we see that r ∈ Q. We need
to check the condition (ii).
Let Dq ⊂ Gal(F (nr/q)/F ) be the decomposition group at the (fixed) prime above q.
We claim
Gal(F (nr/q)/F (n/q))(≃ Gr) ⊂ Dq.
To prove this claim, it is sufficient to show that Gr = Gal(K(r)/K(1)) is generated by Frq.
By class field theory, we have an isomorphism
F×Kr/M
∼
−→ Gr,
which sends q−1 to Frq. Since Frr generates Gal(KM (q
1/p)/KM ) by the choice of r, we see
that q /∈ (F×Kr)
p. Hence q−1 generates F×Kr/M , and so Frq generates Gr. We have proved
the claim.
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By the above claim, we see that a generator of Gal(F (nr/q)/F (n/q)) is of the form Fraq
with some a ∈ Z, so NGr acts on F
×
F (nr/q)Q
via
∑M−1
i=0 Fr
ai
q . Since Frq = Nq on F
×
F (nr/q)Q
,
it is sufficient to show that
∑M−1
i=0 Nq
ai is divisible by M . But this follows from Nq ≡ 1
(mod M). 
A.3. Kolyvagin derivatives. The aim of this subsection is to review the construction
of ‘Kolyvagin derivatives’ (in Definition A.4) and prove Theorem A.5, the so-called ‘finite-
singular relation’. The argument used is essentially the same as that in [24, Prop. 2.4].
Note that in our Gm case one of the key ingredients of the proof is Hilbert’s Theorem 90
(more precisely, the existence of the element βn in Lemma A.3 below), whose analogue
does not seem to hold in the case of a general motive. However, as observed by several
authors (such as Nekova´rˇ [22], Perrin-Riou [23], Kato [15] and Rubin [27]), one can adapt
the argument below in order to prove a generalization of Theorem A.5.
For each q ∈ P, we fix a generator σq of Gq. Then Kolyvagin’s derivative operator is
defined by
Dq :=
M−1∑
i=1
iσiq ∈ Z[Gq].
By computation, one checks the so-called ‘telescoping identity’
(σq − 1)Dq =M −NGq ,(A.3.1)
where NGq :=
∑M−1
i=0 σ
i
q. For n ∈ N , we identify Hn with
∏
q|nGq and then set
Dn :=
∏
q|n
Dq ∈ Z[Hn].
Lemma A.3.
(i) For any n ∈ N and σ ∈ Hn we have (σ − 1)Dncn ∈M · UF (n).
(ii) For any n ∈ N , there exists an element βn of (E(n)
×)χ with the following property:
for any σ ∈ Hn we have
(σ − 1)βn =
1
M
(σ − 1)Dncn.
(Note that ‘ 1M ’ is well-defined, since UF (n) is assumed to be O-free.)
Proof. Claim (i) is easily checked by computation using (A.3.1). See [5, Lem. 6.10] for
example. (See also [24, Lem. 2.1] and [27, Lem. 4.4.2(i)].)
We show claim (ii). Note that
Hn(= Gal(E(n)/E)) → (E(n)
×)χ; σ 7→
1
M
(σ − 1)Dncn
is a 1-cocycle. So it is sufficient to show that H1(Hn, (E(n)
×)χ) = 0. This is deduced from
the vanishing of H1(Hn, E(n)
×) that is a consequence of Hilbert’s Theorem 90. 
Definition A.4. Let n ∈ N . We define the Kolyvagin derivative by
κ′n = κ
′(cn) := Dncn −Mβn.
One sees that this element lies in (E×)χ, and its image in (E
×/M)χ does not depend on
the choice of βn. We often regard κ
′
n as an element of (E
×/M)χ.
We recall some notations from §2.2. For any prime q of K, let
vq : (E
×/M)χ → (Z/M [∆× Γ])χ = O/M [Γ]
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be the map induced by (2.2.1). For q ∈ P, let
ϕq : (E
×/M)χ → O/M [Γ]⊗Z Gq
be the map induced by (2.2.3). We set
Sn := {a ∈ (E×/M)χ | vq(a) = 0 for every q ∤ n}.
(This is Snm in §2.2.)
Theorem A.5. Let n ∈ N .
(i) κ′n ∈ S
n.
(ii) For any q | n, one has vq(κ
′
n)⊗ σq = ϕq(κ
′
n/q) in O/M [Γ]⊗Z Gq.
Proof. Claim (i) follows by noting that κ′n = Dncn in (E(n)
×/M)χ, cn ∈ UF (n)(= (O
×
E(n))χ)
and E(n)/E is unramified outside n.
We prove claim (ii). We take τ ∈ Γ. We fix a lift of τ in Gn(= Gal(F (n)/K)) and denote
it also by τ . Recall that κ′n = Dncn −Mβn ∈ (E(n)
×)χ by definition. Since E(q)/E is
totally ramified at primes above q, we have
∑
σ∈∆
ordQ(στκ
′
n)σ
−1 =
∑
σ∈∆
ordQ(στ(Dncn −Mβn))σ
−1(A.3.2)
= −
∑
σ∈∆
ordE(n)Q(στβn)σ
−1
in (Z/M [∆])χ = O/M , where ordQ : E
× → Z and ordE(n)Q : E(n)
× → Z are the normal-
ized valuations.
Let
uq : {a ∈ (E(n)
×)χ | a is a unit at all primes above q} → O ⊗Z F
×
E(n)Q
be the map induced by uq in §A.2. This map also induces
uq : S
n/q → O⊗Z F
×
EQ
/M = O ⊗Z F
×
Kq
/M.
By (A.3.2) and Lemma A.6 below, it is sufficient to prove
uq((1 − σq)τβn) =
1−Nq
M
uq(τκ
′
n/q) in O ⊗Z F
×
E(n)Q
,(A.3.3)
where 1−NqM denotes the map O ⊗Z F
×
Kq
/M → O⊗Z F
×
E(n)Q
induced by
F×Kq/M
1−Nq
M
→֒ F×Kq ⊂ F
×
E(n)Q
.
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We compute
uq((1− σq)τβn)
= uq
(
1
M
(1− σq)τDncn
)
(by Lemma A.3(ii))
= uq
(
1
M
(NGq −M)τDn/qcn
)
(by (A.3.1))
= uq
(
1
M
(1− Fr−1q )τDn/qcn/q − τDn/qcn
)
(by the norm relation)
= uq
(
1
M
(1− Fr−1q )τDn/qcn/q −
Nq− 1
M
Fr−1q τDn/qcn/q
)
(by Theorem A.1)
= uq
(
(1− Fr−1q )τβn/q −
Nq− 1
M
Fr−1q τDn/qcn/q
)
(by Lemma A.3(ii))
= uq
(
(Nq− 1)Fr−1q τβn/q −
Nq− 1
M
Fr−1q τDn/qcn/q
)
(by (1−NqFr−1q )uq(βn/q) = 0)
=
1−Nq
M
Fr−1q uq(τ(Dn/qcn/q −Mβn/q))
=
1−Nq
M
uq(τκ
′
n/q) (by Frq = 1 on FKq).
Thus (A.3.3) is proved. 
Lemma A.6. Let κ ∈ Sn/q. Suppose that there exists β ∈ (E(n)×)χ such that
uq((1− σq)β) =
1−Nq
M
uq(κ) in O ⊗Z F
×
E(n)Q
.
Then we have ∑
σ∈∆
σ−1 ⊗ recQ(σκ) = −
(∑
σ∈∆
ordE(n)Q(σβ)σ
−1
)
⊗ σq
in (Z/M [∆] ⊗Z Gq)χ = O/M ⊗Z Gq, where recQ : E
× → E×Q → Gal(E(q)Q/EQ) = Gq is
the local reciprocity map at Q and ordE(n)Q : E(n)
× → Z is the normalized valuation.
Proof. This is a well-known fact from algebraic number theory (see [24, Lem. 2.3] or [17,
Lem. 3.2]). 
A.4. Kolyvagin systems. The aim of this subsection is to modify the system (κ′n)n to
construct a Kolyvagin system (see Theorem A.8). Our argument is parallel to that of
Mazur and Rubin in [18, App. A], although in loc. cit. K is assumed to be Q.
For q ∈ P, recall from §2.2 that we have a canonical decomposition
K×q /M = Πq × F
×
Kq
/M.
Let
l˜q : (E
×/M)χ → (Z[∆× Γ]⊗Z K
×
q /M)χ = O[Γ]⊗Z K
×
q /M
be the map induced by (2.2.2). We define
S(n) := {a ∈ Sn | l˜q(a) ∈ O[Γ]⊗Z Πq for every q | n}.
(This is S(n)m in §2.2.)
We recall the definition of Kolyvagin systems in the rank one case. (See Definition 2.8.)
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Definition A.7. A Kolyvagin system (of rank one for (F/K,χ,m,Pm)) is a collection
(xn)n ∈
∏
n∈N
S(n)⊗Z Gn
which satisfies the following property: for any n ∈ N and q | n, we have
vq(xn) = ϕq(xn/q).
The module of Kolyvagin systems is denoted by KS1(F/K,χ,Pm)m.
Let S(n) be the set of permutations of {q | n}. For π ∈ S(n), define
dpi :=
∏
q|n, pi(q)=q
q ∈ N .
For q, r ∈ P, we denote by Frqr the Frobenius element of r regarded as an element of Gq.
(When q = r, define Frqq := 1.)
Theorem A.8. For n ∈ N , we set
κn = κ(c)n :=
∑
pi∈S(n)
sgn(π)κ′dpi ⊗
⊗
q|dpi
σq ⊗
⊗
q|n/dpi
Frqpi(q) ∈ S
n ⊗Z Gn.
Then κn belongs to S(n)⊗Z Gn and the collection κ = (κn)n∈N is a Kolyvagin system. In
particular, the assignment c 7→ κ gives a canonical homomorphism
ES1(F/K,S, χ) → KS1(F/K,χ,Pm)m.
By using Theorem A.5, one easily verifies that κ satisfies
vq(κn) = ϕq(κn/q)
for any n ∈ N and q | n. So it is enough to prove that κn belongs to S(n)⊗Z Gn.
We define a map l˜q,f : (E
×/M)χ → O[Γ]⊗Z F
×
Kq
/M by the composition
l˜q,f : (E
×/M)χ
l˜q
−→ O[Γ]⊗Z K
×
q /M ։ O[Γ]⊗Z F
×
Kq
/M,
where the second map is induced by the projection K×q /M ։ F
×
Kq
/M .
For q, r ∈ P, define eqr ∈ Z/M by
Frqr = σ
eqr
q in Gq.
Theorem A.8 is reduced to the following lemma.
Lemma A.9 ([18, Th. A.4]). For any n ∈ N and a prime r | n, we have
l˜r,f (κ
′
n) =
∑
pi∈S1(n), pi(r)6=r
(−1)ν(n/dpi)
 ∏
q|n/dpi
eqpi(q)
 l˜r,f (κ′dpi ),
where S1(n) ⊂ S(n) is the subset of cyclic permutations.
We give a proof of Theorem A.8 by using this lemma.
Proof of Theorem A.8. As explained above, it is sufficient to show κn ∈ S(n)⊗Z Gn. One
sees that this is equivalent to showing that
∑
pi∈S(n)
sgn(π)
 ∏
q|n/dpi
eqpi(q)
 l˜r,f (κ′dpi ) = 0(A.4.1)
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for every prime r | n. We compute
∑
pi∈S(n)
sgn(π)
 ∏
q|n/dpi
eqpi(q)
κ′dpi
=
∑
pi∈S(n), pi(r)=r
sgn(π)
 ∏
q|n/dpi
eqpi(q)
κ′dpi
+
∑
pi∈S(n), pi(r)=r
∑
pi′∈S1(dpi), pi′(r)6=r
sgn(ππ′)
 ∏
q|n/dpi′
eqpipi′(q)
κ′dpi′
=
∑
pi∈S(n), pi(r)=r
sgn(π)
 ∏
q|n/dpi
eqpi(q)
 spi,
where
spi := κ
′
dpi −
∑
pi′∈S1(dpi), pi′(r)6=r
(−1)ν(dpi/dpi′)
 ∏
q|dpi/dpi′
eqpi′(q)
κ′dpi′ .
Since l˜r,f (spi) = 0 by Lemma A.9, we obtain (A.4.1). 
The rest of this appendix is devoted to the proof of Lemma A.9.
We use the following ‘modified Euler system’
ωn :=
∑
d|n
(−1)ν(n/d)
∏
q|n/d
Nq− 1
M
Fr−1q
 cd ∈ UF (n).
(Such a modification was considered by Kato [15, §2.2] and, more generally, by Rubin
[27, §9.6].) By computation, one checks that the system (ωn)n satisfies the following norm
relation:
NGqωn = (1−NqFr
−1
q )ωn/q for any q | n.(A.4.2)
(The norm relation of this form is used in the definition of Euler systems by Mazur and
Rubin in [18, Def. 3.2.2].) Also, by using Theorem A.1, one checks that
uq(σωn) = 0 for any q | n and σ ∈ Gn.(A.4.3)
An analogue of Lemma A.3 holds for ωn: there exists γn ∈ (E(n)
×)χ such that
(σ − 1)γn =
1
M
(σ − 1)Dnωn
for any σ ∈ Hn. As in Definition A.4, we define
κ′(ωn) := Dnωn −Mγn ∈ (E
×)χ.
One checks that
κ′n(= κ
′(cn)) = κ
′(ωn) in (E
×/M)χ.
So we may replace κ′n by κ
′(ωn).
Let
l1q,f : (E
×/M)χ → (Z[∆]⊗Z F
×
Kq
/M)χ = O ⊗Z F
×
Kq
/M
be the map induced by
E×/M → Z[∆]⊗Z K
×
q /M ։ Z[∆]⊗Z F
×
Kq
/M,
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where the first map is induced by a 7→
∑
σ∈∆ σ
−1⊗lq(σa) and the second by the projection
K×q /M ։ F
×
Kq
/M . This map is related with l˜q,f : (E
×/M)χ → O[Γ]⊗Z F
×
Kq
/M by
l˜q,f =
∑
σ∈Γ
σ−1 ⊗ l1q,f (σ(−)).
In the following, we fix n ∈ N .
Lemma A.10 ([18, Prop. A.15]). Let m | n and q | n.
(i) (1−NqFr−1q )Dmωm ∈M ·UF (m). (When q | m, the element Frq ∈ Hm/q is regarded
as an element of Hm via Hm/q →֒ Hm.)
(ii) We set
ξm,q :=
1
M
(1−NqFr−1q )Dmωm ∈ UF (m).
Then for any σ ∈ Gm we have
1−Nq
M
l1q,f (σκ
′
m) = uq(σξm,q) in O ⊗Z F
×
E(n)Q
,
where 1−NqM denotes the injection O ⊗Z F
×
Kq
/M →֒ O ⊗Z F
×
E(n)Q
induced by
F×Kq/M
1−Nq
M
→֒ F×Kq ⊂ F
×
E(n)Q
.
Proof. The proof of claim (i) is the same as that of Lemma A.3(i).
We prove claim (ii). We may assume σ = 1. As in Lemma A.3(ii), there exists γm,q ∈
(E(n)×)χ such that
(τ − 1)γm,q =
1
M
(τ − 1)Dmωm(A.4.4)
for any τ ∈ Hn/q = Gal(E(n)/E(q)). We see that
Dmωm −Mγm,q ∈ (E(q)
×)χ
and
κ′m = κ
′(ωm) = Dmωm −Mγm,q in (E(q)
×/M)χ.
Since E(n)/E(q) is unramified at primes above q, we may assume that γm,q is a unit at
primes above q. Since the projection map K×q /M ։ F
×
Kq
/M ⊂ E(q)×Q/M coincides with
the map induced by the inclusion Kq →֒ E(q)Q, we see that
l1q,f (κ
′
m) = uq(Dmωm −Mγm,q).
(Compare [18, Prop. A.8].) So it is sufficient to prove
1−Nq
M
uq(Dmωm −Mγm,q) = uq(ξm,q).
We compute
1−Nq
M
uq(Dmωm −Mγm,q)
=
1−Nq
M
uq(Dmωm)− (1−Nq)uq(γm,q)
=
1−Nq
M
uq(Dmωm)− (NqFr
−1
q −Nq)uq(γm,q) (by (1−NqFr
−1
q )uq(γm,q) = 0)
= uq
(
1−Nq
M
Dmωm −
Nq
M
(Fr−1q − 1)Dmωm
)
(by (A.4.4))
= uq
(
1
M
(1−NqFr−1q )Dmωm
)
= uq(ξm,q).
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Lemma A.11 ([18, Lem. A.12]). Let m | n, q | m and r | n. Then for any σ ∈ Gm we have
uq(σξm,r) = −
∑
r′|m
er
′
r · uq(σξm/r′,r′) in O ⊗Z F
×
E(n)Q
.
(Note that uq(σξm/r′,r′) is annihilated by M and so multiplication by e
r′
r ∈ Z/M is well-
defined.)
Proof. We may assume σ = 1. Let In be the augmentation ideal of Z[Hn]. For any
g ∈ (In +MZ[Hn]), we have
gDmωm ∈M · UF (m)
and we can define
Ξm(g) :=
1
M
gDmωm ∈ UF (m).
For r | m, define e(g)r ∈ Z/M by
g = e(g)r(σr − 1) in (Ir +MZ[Gr])/(I
2
r +MZ[Gr]) ≃ Ir/I
2
r .
Note that by definition
Ξm(1−NqFr
−1
q ) = ξm,q and e(1−NqFr
−1
q )
r = erq.
So the lemma is reduced to the following two claims.
(i) If g ∈ (I2n +MZ[Hn]), then uq(Ξm(g)) vanishes.
(ii) For any g ∈ (In +MZ[Hn]), we have
uq(Ξm(g)) = −
∑
r′|m
e(g)r
′
· uq(Ξm/r′(1−Nr
′Fr−1r′ )).
We first show that (i) implies (ii). The right hand side of the equality in (ii), viewed
as a function of g, factors through (In+MZ[Hn])/(I
2
n +MZ[Hn]). By (i), so does the left
hand side. So it is sufficient to show (ii) for g = σr − 1 for any prime r | n. If r | m, we
compute
uq(Ξm(σr − 1)) = uq
(
1
M
(σr − 1)Dmωm
)
(A.3.1)
= uq
(
1
M
(M −NGr)Dm/rωm
)
(A.4.2)
= uq(Dm/rωm)− uq
(
1
M
(1−NrFr−1r )Dm/rωm/r
)
(A.4.3)
= −uq(Ξm/r(1−NrFr
−1
r )).
This shows (ii) in this case. If r ∤ m, then Ξm(σr− 1) = 0 and the equality in (ii) is trivial.
Thus we have proved that (i) implies (ii).
We show (i). By (A.4.3), we see that uq(Ξm(M)) = 0. Note that In is generated by
{σr − 1 | r | n} over Z[Hn]. By repeating the above computation, we see that
uq(Ξm(h)) ∈ 〈uq(τΞd(1−NqFr
−1
q )) | τ ∈ Hn, d | m/q〉Z
for any h ∈ In. Hence, if g = hh
′ with h, h′ ∈ In, we see that
uq(Ξm(g)) ∈ 〈uq(τΞd((1−NqFr
−1
q )h)) | τ ∈ Hn, d | m/q〉Z.
Since Ξd((1−NqFr
−1
q )h) = (1−NqFr
−1
q )Ξd(h) and 1−NqFr
−1
q annihilates F
×
E(n)Q
, we see
that uq(Ξm(g)) = 0. This proves the claim. 
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Proof of Lemma A.9. (Compare the proof of [18, Prop. A.13].) It is sufficient to prove
l1r,f (σκ
′
n) =
∑
pi∈S1(n), pi(r)6=r
(−1)ν(n/dpi)
 ∏
q|n/dpi
eqpi(q)
 l1r,f (σκ′dpi )
for any σ ∈ Γ. We fix a lift of σ in Gn, and denote it also by σ. By Lemma A.10(ii), it is
sufficient to show
ur(σξn,r) =
∑
pi∈S1(n), pi(r)6=r
(−1)ν(n/dpi)
 ∏
q|n/dpi
eqpi(q)
ur(σξdpi,r).(A.4.5)
This formula is deduced by using Lemma A.11 repeatedly. In fact, we apply this lemma
to describe ur(σξn,r) as a sum of the term −e
r1
r · ur(σξn/r1,r1). We use the lemma again to
describe ur(σξn/r1,r1) as a sum of the term −e
r2
r1 · ur(σξn/r1r2,r2). If r2 6= r, then we repeat
the same process. We repeat this until we have rk = r. We obtain the cyclic permutation
π := (r rk−1 · · · r2 r1) ∈ S1(n), and the resulting term is
(−1)ν(n/dpi)
 ∏
q|n/dpi
eqpi(q)
ur(σξdpi ,r).
(Note that dpi = n/rrk−1 · · · r1, n/dpi = rrk−1 · · · r1 and ν(n/dpi) = k.) Thus we see that
ur(σξn,r) is the sum of these terms, and (A.4.5) is proved. 
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