This paper presents a sequential optimization technique for the design of optimal trajectories while minimizing a cost index subject to system dynamics, path and actuation constraints. A novel coordinate transformation is introduced to cast the non-convex trajectory generation problem as a convex optimization problem. A sequential linear programming approach is discussed to solve the resulting nonlinear optimal control problem. Linearizing the system model about nominal trajectories results in a linear programming problem which is used to select a perturbation to the nominal control to satisfy the boundary conditions and the state and control constraints. Sequential solution of linear programming problem where the linearized system and control influence matrices are time varying results in the optimal control.
I. Introduction
Optimal trajectory generation is an important task for mobile robot navigation in unknown environment like in Mars. In robotics this is more popularly known as motion planning and several methods have been proposed. 1 A trajectory can be feasible only if it satisfies various conditions such as, the differential equations of motion for the system, the saturation constraints on the actuators, and the path constraints consistent with configuration space. Various algorithms can be used to plan static obstacle-free paths [1] [2] [3] and these trajectories can then be tracked by feedback control. Many methods 2, 3 like Voronoi diagram, road map Techniques, cell decomposition, potential function methods etc. have been proposed to find an obstacle free path. The roadmap and cell decomposition methods reduce the path planning problem to that of searching a graph by first analyzing the connectivity of the free space. Unlike these methods, potential field and continuous path planning methods do not include an initial processing step aimed at capturing the connectivity of free space in a concise representation. Instead, they search a much larger graph representing the adjacency among the patches contained in robot's configuration space. In this paper we consider trajectory generation based on optimal control problem formulation. We are interested in determining trajectories in time that minimizes a cost function and satisfies boundary constraints, path constraints and the system dynamics.
Typically, the unknown trajectories are parameterized and the optimal control problem is solved as a nonlinear programming problem (NLP). Several methods 4 have been proposed to solve the resulting nonlinear programming problem.Many methods including direct collocation, [5] [6] [7] pseudo-spectral methods [8] [9] [10] [11] and spline approximations, [12] [13] [14] [15] have been used to solve the optimal trajectory generation problem. The main issue in solving optimal trajectory generation problem is that the solution space is not convex whenever a feasible trajectory is constrained to lie outside an obstacle area which generally approximated as a convex region (see Fig. 1 ). The main contribution of this paper is to introduce a coordinate transformation to transform the non-convex solution space to convex solution space. Furthermore, a sequentially linear programming approach is proposed to solve the resulting nonlinear optimal trajectory generation problem in the transformed space. It is assumed that the sensitivities of the system dynamics with respect to the states and control exist. The sensitivities are used to determine a time-varying linear model which is used to pose a linear programming (LP) problem to exploit the strength of solver for LP problems. The solution of the LP problem is used to update the initial estimate of the control profile. This process continues till the terminal constraints are satisfied. A bisection algorithm is used to converge to the optimal cost.
The structure of the paper is as follows: First, the trajectory generation problem is formulated as an optimal control problem. Method to transform a non-convex solution space to convex solution space is presented next. This is followed by an outline of the process to solve the resulting nonlinear optimal control problem. The paper concludes with results and summary.
II. Problem Statement
A general optimal trajectory problem can be stated as: given a model of system dynamics and the constraints on state and control variables, compute the appropriate control vector that will drive the system to the desired state position from a given initial position while minimizing a performance index
where, x and y denotes the position of a vehicle in 2-D plane and {u x , u y } is the control vector. The state inequality constraints, N (x(t), y(t)) ≥ N 0 , denotes the constraints on the vehicle position due to the presence of obstacles. Notice that this constraint is non-convex in nature and generally modeled as a quadratic term:
r 0 denotes the size of the obstacle that vehicle must avoid. The main issue in solving the aforementioned optimal trajectory generation problem is that it leads to a non-convex optimization problem. This is due to the fact that a feasible trajectory has to lie outside an obstacle which is approximated as a convex region. In this paper, our main goal is to present a novel coordinate transformation to cast the non-convex trajectory generation problem as a convex optimization problem.
III. Coordinate Transformation
In this section, we briefly discuss the main idea of transforming a non-convex feasible region to a convex feasible region. For this purpose, let us consider the obstacle constraint of Eq. 4. Without loss of generality, we assume r 0 = 1.
Notice that the feasible region for vehicle trajectory is non-convex in nature due to this constraint. To deal with this fact, we define the following transformation:
where, z and s are assumed to be complex variables:
where x and y denote the vehicle position in the original x − y plane whereas u and v denotes the vehicle position in the transformed 2-D plane. Now, equating real and imaginary parts on both hand sides of Eq. (6) after substituting for z and s from Eq. (7), we get:
Furthermore,
By virtue of this, a circular path centered at origin in complex z plane corresponds to a vertical line in complex s-plane given by u = To obtain the vehicle dynamics in the u − v plane, let us take the time derivative of z using Eq. 6:ż =ṡe
Substituting forṡ
in the aforementioned equations leads to the following expression forz:
Furthermore, making use of the fact that, e s = e u [cos(v) + i sin(v)] leads to:
Equating real and imaginary parts:
Rewriting the above equations in vector matrix form, we get:
where,
Now, the original optimal trajectory generation problem of Eqs. (1)- (3) can be re-written as:
Shooting method and gradient based iterative approaches have traditionally been used to solve optimal trajectory generation problem. Typically, the unknown trajectories are parameterized and the optimal control problem is solved as a nonlinear programming problem (NLP). Several methods 4 including direct collocation, 5-7 pseudo-spectral methods 8-10 and spline approximations [12] [13] [14] [15] have been proposed. Recently, Driessen 16 proposed a technique which used linear programming to design Fuel constrained time-optimal control profiles for linear systems, which are close to the globally optimal solution. The discretization of time guarantees that a globally optimal solution results. Kim and Singh 17 designed robust controllers for rest-to-rest motion of a vibratory system subject to friction using linear programming. Design of nonlinear controllers have required nonlinear programming 18, 19 which are sensitive to initial guesses.
In this paper a recently developed iterative approach 20, 21 using linear programming for solving the optimal control profiles is used to solve the aforementioned optimal control problem.
IV. Optimal Control Problem
The main idea is to linearize the nonlinear dynamic system over time with a finite number of time intervals. The final states of the system are expressed as a function of control values and states at each discretized point of time. This is posed as a linear programming problem with perturbations to the control values at each interval of time as the unknowns to be solved for. The problem is solved iteratively till the terminal constraints are satisfied. An outer loop which optimizes for the cost which corresponds to a terminal state or maneuver time is selected using a bisection algorithm. Time-optimal control problem is a special case of this where the cost would be final time. Integral cost function can be converted to terminal state cost by augmenting the state space model with a new state vector x x, t 0 g(x(t), u(t))dt T and our new objective is to minimize the final value of x n+1 (t f ) = J.
Hence, the modified optimal control problem can be stated as
Further, by defining the normalizing time, τ t t f
and including t f as one of the parameter to be optimized, we can rewrite the optimal control control problem as:
subject to
The main advantage of formulating the optimal control problem as Mayer's problem is that performance index for Mayer's problem is linear in nature and thus, one can make use of sequential linear programming algorithms to solve the problem as discussed in our earlier work.
20, 21

A. Sequential LP for Optimal Control of Nonlinear Systems
Let us consider the optimal control problem of Eqs. (23)-(26). Like any nonlinear optimal control method, we desire to compute the optimal control iteratively by assuming an initial control profile u 0 (t) and determining the corresponding evolution of the states. To determine the update to the control profile, we need a mechanism which exploits the error in terminal conditions to perturb the current control profile. We make use of the sequential LP framework, introduced for the time optimal control problem in Ref. [20, 21] , to find the feasible perturbations to an initial control problem.
Approximating the nonlinear system as a series of linear systems obtained by linearizing the nonlinear model at discrete time intervals t k , k = 1, 2, · · · , N , the system dynamics can be written aṡ
which can be simplified to
The closed form solution of the system can be written as:
An analytical expression for ∆x(t) can be obtained by appending the perturbed state vector ∆x with perturbed final time, ∆t f , perturbed control vector ∆u and its higher derivatives depending upon the assumed time profile for ∆u. For example, if we approximate perturbed control profile ∆u(t) as a piecewise constant function, then the augmented system can be represented as:
whose solution is given by
and the state transition matrix Φ(t, t k ) can be partitioned as:
Thus, the state response for the piecewise constant control input ∆u(k) can be written as:
which can further be simplified to
where ∆x(1) represents the initial perturbation state of the system and is zero, since the initial condition are prescribed. To solve the control problem with specified initial and final states, in addition to the final time (t f ), the final state constraint can be represented as
In summary, if we approximate perturbed control profile ∆u(t) as a piecewise polynomial function, then, the response to the perturbed system of Eq. (27) can be written as a linear function of perturbed control ∆u(t) and perturbed time ∆t f :
Thus, the constraints on state vector x(t) due to obstacle presence can be written as
Similarly, the terminal state constraints can be written as:
∆x 1 k and ∆F N are the difference between the desired state constraints and the state constraints resulting from the nominal control u(t). Since the final value of the state corresponding to performance index J, the determination of the optimal control profile requires that the initial estimate of the performance index J should be used to determine the feasibility of satisfying all the constraints. Now, we propose an algorithm which approximate the solution to the original nonlinear optimal control problem posed by Eqs. (23)- (26) by solving the following linear programming problem recursively.
We get a feasible solution for linearized system dynamics by solving the aforementioned LP problem at each iteration which differs from the true nonlinear state constraints. We anticipate that at each iteration the linearization error decreases and finally, we will obtain the solution to the original optimal control problem. Further, if the initial estimate for the final value for J results in an infeasible (feasible) problem, the final value of J is increased (decreased). This process is carried out iteratively to converge to the optimal solution. The bisection algorithm is suited to converge to the boundary separating the feasible and infeasible regions over the domain of performance index J. It can be shown that for the bisection algorithm to converge to within a specified of the true solution requires
iterations where J U f and J L f are the initially specified upper and lower bounds on the performance index. This approach has been shown to work well for linear systems. For a generic optimal control problem, the main steps of such an algorithm are enumerated as: 6. Else, increase the value of lower bound on the performance index to the current guess for the performance index and Go To Step 2.
Finally, it should be noticed that with the proposed algorithm one can always impose system dynamics constraints using continuous differential equations without any approximation, while other nonlinear programming algorithms 23, 24 require the discretization of the system dynamics and constraints to be written as algebraic equations. Hence, one needs to approximate the continuous time differential equations with discrete time difference equations and as a consequence of this, the optimal solution is always accurate up to the errors introduced by the discretization process.
V. Preliminary Results
To illustrate the effectiveness of the proposed approach, we consider the example of moving a vehicle from initial position (−3, 0) to final position (3, 0) in minimum time while avoiding an obstacle at origin. The vehicle dynamics is assumed to be given as
The obstacle avoidance constraint is modeled by the following equation:
We use the transformation given by Eqs. (6) and (18) to represent vehicle dynamics in the u − v plane:s
with
To find the time optimal path in the u − v plane, we make use of the sequential linear programming algorithm as discussed in the previous section. In our implementation, the control variables are discretized using zero-order-hold over N = 500 intervals with a uniform time step. The initial (N + 1) discrete values for all the control variables were set to zero and initial bounds on final time were set to t Fig. 5 shows the vehicle trajectory in the u − v plane. From these figures, it is clear that the first state in the new coordinate system is always positive, i.e., u ≥ 0 to avoid the circular shape obstacle at the origin. This is also clear from Fig. 6 which shows the vehicle trajectory in the x−y plane. Furthermore, Fig. 7 shows the plot of control effort as a function of time. As expected, the control in x-direction is bang-bang for the time optimal trajectory.
VI. Conclusion
In this paper, a sequential optimization technique is presented for the design of optimal trajectories while minimizing a cost index subject to system dynamics, path and actuation constraints. Generally the obstacle free path constraints lead to non-convex solution space which poses a major challenge in solving the optimal trajectory using conventional optimal control techniques. To deal with this problem, a novel coordinate transformation is introduced to cast the non-convex trajectory generation problem as a convex optimization problem. Furthermore, a sequential linear programming approach is discussed to solve the resulting nonlinear optimal control problem. Finally, the preliminary results are presented to validate the proposed ideas. The authors are currently extending this technique to obtain obstacle free paths in 3-D cluttered environments. 
