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Abstract
Microwave Characteristics of Particulate Magnetic Composites
Spherical magnetic particles have recently become of interest for applica-
tions in microwave communications devices as they exhibit magnetic ab-
sorption modes at frequencies much larger than conventional materials.
These higher order modes allow composites comprising spherical magnetic
particles in dielectric matrices to have relative permeabilities above unity at
frequencies surpassing conventional magnetic materials. The higher order
magnetic modes seen in spherical iron powders are a result of the vortex
domain structure of magnetic spheres and exist also in magnetic spherical
shells. Composite materials containing these magnetic spheres have use in
miniaturisation of communications devices and allow access to frequency
bands previously unattainable for communications as the increase in per-
meability at high frequencies will not only increase the refractive index of
the material, but also decrease the impedance of the material, improving
impedance matching to air. This thesis presents work for the investigation
of higher order modes in spherical iron powders, particularly carbonyl iron
powders, with the intent to demonstrate how properties such as particle
size distribution affects the higher order resonances exhibited.
A stripline technique for broadband characterisation of dielectric and
magnetic composites is presented in the thesis, which demonstrates an abil-
ity to extract the relative permittivity and permeability of composites across
an unprecedented broadband frequency range of 0.2 - 50 GHz. Although
the relative permittivity and permeability of composites was able to be ex-
tracted for most cases, the refractive index of materials was shown to be sig-
nificantly more resistant to uncertainty across broad frequencies. This tech-
nique employed a simple method for sample manufacture by wet-casting
composites for characterisation, giving a fast and reliable method for char-
acterising small amounts of material across a frequency range that surpasses
most readily available methods. The technique was used for characterisa-
tion of several carbonyl iron powder grades.
iv
The carbonyl iron grades were imaged by scanning electron microscopy
(SEM) analysis to give particle size distributions that were able to be com-
pared between grades to allow an investigation into how the particle size
distribution for carbonyl iron powders affects their microwave character-
istics. Particle size distribution was confirmed to be a strong factor when
considering the strength and position in frequency of these higher order
resonances, so a technique was developed for filtration of powders into sub-
grades with different particle size distributions and average particle sizes.
The results of this investigation displayed that the emergence of higher or-
der magnetic absorption modes in carbonyl iron is heavily dependent on
the average size and distribution of sizes for the powder used. The filtra-
tion technique developed is able to be used for filtration of spherical parti-
cles in the single micron size regime and uses only the flow of air through
a set of stainless steel tubing and glass bottles. This experimental method is
not only cheap, but is simple to assemble and achieves filtration of powders
smaller than most mechanical sieves are capable of filtering.
Finally, an investigation into the behaviour of these higher order modes
under externally applied magnetic bias fields was performed. Samples were
subject to a DC magnetic field during characterisation and the complex re-
fractive index of composites was extracted as a field dependent value across
the frequency range 0.2 - 30 GHz. The results showed that the primary ab-
sorption mode of these composites, at low GHz frequencies, was strongly
affected by the application of a DC bias field, changing in both intensity and
position in frequency. The higher order modes showed a less strong depen-
dence on DC bias field strength until saturation fields were reached, and
the modes were suppressed. The higher order modes not being supported
at high DC bias fields is indicative of the vortex domain structure being
necessary for higher order spherical modes to exist in magnetic powders.
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1Chapter 1
Introduction
1.1 Research Objectives
1.1.1 The Frequency Response of Magnetic Materials
The aim of the work presented in this thesis was to provide an investiga-
tion into the relative permittivity and permeability of composite materials
comprising small spherical magnetic particles in a dielectric matrix. The re-
sults for permittivity and permeability were compared with physical prop-
erties of the powders such as average particle size and size distribution, mi-
crostructure, or surface coating to ascertain which design factors in the fab-
rication of spherical magnetic powders can be tuned to give specific electro-
magnetic (EM) properties that may be carried over to composite materials
when mixed into a dielectric matrix.
The utility of this research is to provide insight into materials with non-
unity permeability at frequencies higher than the typical low-GHz response
of magnetic materials. Such materials would allow high frequency antennas
to be miniaturised and impedance matching to free space may be improved
[1, 2]. Magnetic composite materials have been investigated extensively in
recent years for the purpose of developing improved EM absorbers and an-
tennas. For example, ferrite materials have been of interest due to their high
permeability at low radio frequencies [3–6]. The high permeability in fer-
rites is due to grain boundaries restricting the intra-particle conductivity of
the powders, preventing the reduction of permeability due to eddy current
losses as well as the crystal structure that causes spin moments in electrons
to be preferentially aligned in a specific direction [7]. The high permeabil-
ity for ferrite composites allows the fabrication of broadband impedance
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matched materials in the kHz - MHz regime. Ferromagnetic spherical pow-
ders have a significantly lower relative permeability at low frequencies com-
pared with ferrite materials. However, such powders have attracted inter-
est in recent years since Aharoni theorised spherical higher order magnetic
absorption modes in 1991 [8]. These modes were theorised to have a 1R2 re-
lationship between the frequency of resonance and the radius of magnetic
particle. Later, in 1997, Toneguzzo et al. produced work in confirming the
existence of these higher order spherical absorption modes in sub-micron
sized ferromagnetic particles, but suggesting that the relationship between
resonant frequency and radius was not of the order of 1R2 [9]. The dis-
crepancy in theory and experiment is likely due to the omission of surface
anisotropy in Aharoni’s original theory [10]. Soon after spherical modes had
been theorised in solid ferromagnetic spheres, Aharoni also presented the-
ory for the existence of spherical-shell modes in hollow magnetic spheres
[11]. The higher order modes seen in both ferromagnetic solid spheres and
spherical shells are believed to be a result of the magnetic domain structure
which is most likely a vortex state [12, 13]. The full description of these
higher order spherical modes has not yet been attained and an independent
research project has been undertaken at the University of Exeter to model
these modes explicitly [14].
Carbonyl iron powder has been available commercially for many years
and has been of use in powder metallurgy as the micron-sized, 99% pure-
iron spheres caused injection moulding to become more viable for small,
intricate parts [15–18]. Carbonyl iron powder has been of use in the med-
ical industry for hyperthermic treatment of tumours as well as enhanced
drug delivery [19, 20] and as a supplement for treatment of iron deficiency
anaemia [21, 22]. The interest in the EM properties of CIP is because these
powders are known to have two possible microstructures, depending on
the way they have been fabricated. The powder may have a concentric
spherical shell structure or polycrystalline solid sphere structure [23], which
means investigation into both spherical and spherical-shell modes may well
be performed.
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1.2 Thesis Outline
Chapters 2 and 3 contain details on the experimental background and ex-
perimental methods used throughout the thesis, respectively. Chapters 4,
5, 6 and 7 are experimental chapters containing results for the work done
throughout this project, while chapter 9 presents conclusions and the future
work that may be performed to extend this work.
1.2.1 The Broadband Frequency Response of SphericalMag-
netic Particle – Dielectric Composites
Research into the frequency response of spherical magnetic particle – di-
electric composites was extensively performed in the late 1990s with sub-
micron sized monodisperse particles [9, 24, 25]. These results showed the
existence of higher order modes above the FMR mode that were dependent
on the size of particles. The results were only presented up to maximum
frequencies between 10 and 14 GHz so it is possible that other modes exist
at even higher frequencies and have not yet been observed. The work pre-
sented in chapter 4 demonstrates a technique for characterising materials
across the frequency range 100 MHz – 40 GHz, which would be sufficient
for investigating higher order modes in spherical magnetic powders that
are in the single-micron size regime and below. Chapter 4 presents results
for the relative permittivity alone of dielectric composites, and the relative
permittivity and permeability for magnetic composites comprised of CIP in
polyurethane. The stripline technique presented in this thesis utilises an ex-
tra calibration step that has been adapted from [26], as well as an improved
geometry for the central conducting line of the stripline which provides bet-
ter impedance matching than the standard single-angle taper transition seen
in previous works [27–29]. The results presented here demonstrate a vi-
able method for the investigation of higher order spherical magnetic modes
in composite materials. This technique is valuable for a fast and reliable
method of characterising the electromagnetic properties of materials across
an unprecedented broadband frequency range without the need for large
amounts of material or complex sample geometries.
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1.2.2 The Properties of Carbonyl Iron Powder
Chapter 5 presents results for the electromagnetic characterisation of mul-
tiple different grades of carbonyl iron powders that were mostly obtained
from BASF, as well as a second batch acquired from SS-nano. Results for the
comparisons of different grades of carbonyl iron powders have been com-
pared before but are mostly taken with the assumptions that the specifica-
tions provided by the supplier are accurate [30–33]. This work presents the
electromagnetic characterisation of different grades of CIP alongside parti-
cle size analysis for the grades that was performed in-house by SEM im-
age analysis. Laser diffraction methods for particle size analysis have been
performed for obtaining the particle size distribution of CIP grades before
[34]. However, it is possible that this analysis technique is misrepresenting
the actual size distribution of the CIP grade so results for the laser diffrac-
tion method are compared with those produced using the SEM technique
[35]. This chapter also presents a comparison of the internal microstructure
between individual CIP particles, highlighting that the concentric shell or,
‘onion-ring’, structure occurs with a varying degree of contrast between do-
mains as well as different spacing of dielectric and magnetic domains for
individual particles in the same CIP grade. This result indicates that there
is much improvement to be made in the fabrication of carbonyl iron pow-
ders if they are to be used for the investigation of spherical magnetic modes
and concentric spherical magnetic modes as the dispersion in size as well as
structure hinders the ability to make direct comparisons between the phys-
ical properties of different carbonyl iron powders and their electromagnetic
properties.
1.2.3 The Particle Size Dependence of Higher order Spheri-
cal Magnetic Modes
The particles fabricated in [24] were polymetallic ferromagnetic spheres com-
prising cobalt, nickel and iron. As stated in Section 1.2.1, the particles ex-
hibited higher order modes as the particles were reduced in size, until the
smallest particles were shown to exhibit only a single mode that is assumed
to be the ferromagnetic resonance mode at an adjusted frequency due to the
particles being single domain in nature. Image analysis of the particles was
used to give results for the mean particle sizes as 25 nm, 220 nm and 2 µm.
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These powders had been fabricated with specific size ranges, so a particle
size filtration technique was not required. For the purpose of a particle size
investigation into the higher order spherical modes that may be supported
in carbonyl iron powders, a filtration technique would be required, or a set
of grades of powders directly available in narrow size ranges would be re-
quired. It was not possible to fabricate monodisperse particles in-house, so
a comparison of different sized carbonyl iron powder grades that were di-
rectly available from BASF was to be performed. The size dependence of
higher order modes specifically in carbonyl iron powders has previously
been presented in [33], where the relative permeability for composites con-
taining different sized grades of carbonyl iron powder were compared. This
work, however, did not isolate the size of the particles alone, as different car-
bonyl iron powder grades may well have been fabricated under different
conditions, giving a variety of differences possible between grades such as
variations in microstructure or composition. Chapter 6 presents a technique
for filtering sub-grades of carbonyl iron powders from a master grade that
have reduced size distributions and specific mean sizes. This technique is
particularly useful for filtration of particles in the single-micron size regime,
as this size is too small to easily fabricate sieve meshes for mechanical sift-
ing and too large to be able to exploit diffusive filtration techniques [36].
The elutriation technique presented in Chapter 6 is viable for processing
batches of powder on the order of 30 g in mass, giving enough yield from a
single experiment to produce composites for testing. Compared with other
techniques, this volume of attained filtrate is significant.
1.2.4 The Effect of DC Magnetic Bias Field on Higher order
Spherical Magnetic Modes
Chapter 7 presents results for the relative permittivity and permeability
of CIP composites as a function of applied DC bias field. Although in-
vestigations into the FMR response to external magnetic fields have been
performed previously for thin films of magnetic materials using coplanar
waveguide (CPW) transmission lines [37, 38], the explicit results for rela-
tive permittivity and permeability of bulk composite materials has not yet
been presented. Typically measurements of the FMR response to an external
magnetic field are presented in terms of a change in measured S-parameters
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for the combined transmission line - sample system. Chapter 7 presents re-
sults for the de-embedded S-parameters of magnetic composites when sub-
ject to an external magnetic DC bias field, from which frequency dependent
values for relative permittivity and permeability may be inferred. Little re-
search has been undertaken into the behaviour of higher order spherical
magnetic modes when subject to an external field so this work provides a
valuable insight into the response of both the FMR and higher order spheri-
cal magnetic modes in CIP composites when subject to an external magnetic
DC bias field. In this chapter, a strong DC magnetic bias field is shown to
suppress the higher order modes in composites, supporting the hypothesis
that the vortex domain state is indeed required for supporting the higher
order modes seen in spherical magnetic particles.
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Background
2.1 Introduction
This section will cover general magnetics background as well as outlining
the theory involved in this project, examining the extraction of the electro-
magnetic (EM) properties of magnetic composites by use of scattering pa-
rameters (S-parameters) measured with a vector network analyser (VNA).
From these S-parameters, values for relative permittivity and permeability
may be obtained. Various transmission lines that are already used for this
method will be discussed alongside two methods by which the extraction
of EM parameters from S-parameters may be deduced.
2.2 Permeability
The magnetic permeability, µ, of a material is representative of its response
when subject to a magnetic field. The permeability relates the induced mag-
netic field, B, to an external field, H. In magnetic materials, there is another
contribution to the induced magnetic field that is due to the magnetisation
of the material, M, this is also dependent upon the applied field. The in-
duced magnetic field is given in terms of the susceptibility by Equation (2.1)
[39]
B = µ0(H+M) = µ0(1+ χ)H. (2.1)
Here µ, the permeability, is given by the product of the relative perme-
ability, µr, and the permeability of free space, µ0 = 4pi × 10−7 NA−2. The
static, DC value of χ may be extracted from hysteresis loops, discussed in
section 2.3.6. This induced magnetic field is caused by the alignment of spin
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moments in the material, the combined effect of which causes an enhance-
ment of the applied magnetic field. The number of spins aligned as well as
the extent to which they have been aligned to this field will correlate with
the resultant measured induction.
2.3 Magnetism
Magnetism is a property of materials that arises from the magnetic moment
produced primarily by the electrons in a material. By considering the sur-
face charge of a spinning electron, a current loop is seen to exist that will
produce a magnetic moment that is pointing up or down, depending on
the direction of the spin of the electron. One must consider not only the
angular spin moment of the electron but also the orbital angular momen-
tum of the electron that will contribute again to the magnetic moment of a
single atom. The interaction of the many spin moments in a material gives
rise to the overall magnetisation, as the spins may be oriented such that the
magnetic moments enhance or compensate for each other, giving a net mag-
netisation. The way in which these spins interact and align defines the type
of magnetism that the material possesses. Different types of magnetism are
discussed in this section.
2.3.1 Diamagnetism
All electron orbital shells in constituent diamagnetic atoms, such as Helium,
are filled so there are no unpaired electrons to contribute a magnetisation.
When subjected to a magnetic field, a negative magnetisation is produced.
Diamagnetic materials have a value for susceptibility that is small and neg-
ative [40]. When the applied magnetic field is reduced to zero, this negative
magnetisation also goes to zero. This negative and small susceptibility leads
to materials that have a relative permeability less than one.
2.3.2 Paramagnetism
Paramagnetic materials have electron orbital shells that are unfilled, allow-
ing for a net magnetisation to be produced. However, thermal effects mean
that the magnetic moments arising from these unpaired electrons are ran-
domly oriented, resulting in a net magnetisation of zero in zero field. When
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subject to a magnetic field, these orbitals are partially aligned with the field
and produce a net magnetisation that is in the direction of the applied field
and proportional to it. The exchange interaction between magnetic mo-
ments in paramagnetic materials is very weak, so thermal randomising of
the moments can dominate [41]. This means the susceptibility of param-
agnetic materials is heavily temperature dependent, with net magnetic mo-
ment being lower at higher values of T. This relationship between suscepti-
bility and temperature is known as the Curie Law and will be discussed in
the next subsection.
2.3.3 Ferromagnetism
Ferromagnetic materials have atoms with unfilled orbitals, again resulting
in a net magnetic moment when subject to a magnetic field. However, the
spins are also able to interact with each other, causing them to be aligned
even without the presence of a magnetic field - this gives ferromagnetic ma-
terials a net magnetic moment at zero applied field. This net magnetisation
in the absence of an applied field is referred to as the remament magneti-
sation, which will be discussed in section 2.3.6. The interaction between
electrons in ferromagnetic materials is referred to as the exchange interac-
tion, which is a quantum mechanical process that causes the spins of neigh-
bouring electrons to be either aligned or anti-aligned, depending upon the
value of the exchange energy. Exchange energy is to be discussed further in
section 2.3.8. Similarly to paramagnetic materials, the magnetic moments
in ferromagnetic materials are perturbed by randomising thermal effects
which results in a reduction of the net magnetisation with increased tem-
perature. There is a maximum temperature at which the magnetisation of a
magnetic material will become zero. This temperature is referred to as the
Curie Temperature [42].
2.3.4 Antiferromagnetism
Antiferromagnets again have atoms with unfilled electron orbitals but the
exchange interaction between electrons in neighboring atoms is such that
electrons in neighboring atoms will have moments that are anti-aligned.
The anti-alignment of magnetic moments is usually a result of superex-
change interactions, where an intermediate non-magnetic atom site causes
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an interaction to result in the next magnetic site to be anti-aligned [41, 43].
This results in an ordered structure of spins that will give a full compen-
sation of magnetic moments, leading to a net magnetisation of zero and a
remanent magnetisation of zero also. It is possible, however, for spins in the
atoms not to be aligned completely parallel and to be canted. This results in
a small net magnetisation that is referred to as canted antiferromagnetism.
2.3.5 Ferrimagnetism
Ferrimagnetic materials have two sources of magnetic moment, typically at
different atomic sites. The two sources of magnetic moments are typically
the result of two positively charged metal ions that are different separated
by negatively charged divalent oxygen ions [7]. The oxygen ions provide
the superexchange interaction that causes the two sources of magnetic mo-
ments, as in antiferromagnetic materials, to be opposing. However, the two
sources of moments have different magnitudes, so a net magnetisation re-
mains that is smaller than in ferromagnetic materials. Ferrite materials were
examined extensively in a previous work at Exeter University, investigating
the complex permittivity and permeability for Mn-Zn ferrites and Ni-Zn
ferrites [2, 4]. Work was also performed to investigate the particle size de-
pendence of these properties for ferrite materials but is yet to be published.
2.3.6 Hysteresis
Hysteresis is a phenomenon that occurs in magnetic materials that is due
to the fact that ferromagnetic materials possess subregions of spins that are
all aligned with each other, named domains. Depending on the size of the
magnetic material, there may be many domains that are oriented in dif-
ferent directions, depending on the crystal grain orientation and the grain
size. The theory of domains will be discussed later in section 2.3.7. The ex-
istence of domains in a material causes ferromagnets not to always exist in
a constant state of saturation, where all magnetic moments are completely
aligned in one direction, giving maximum magnetisation, but rather to have
a net magnetisation that is the sum of all domain contributions. As a field
is applied, domain walls, discussed in section 2.3.7, will shift such that do-
mains oriented in the direction of the applied field will grow and those op-
posing the direction of the field will shrink. This produces an increase in
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the magnetisation. At high enough fields, domains begin to merge together,
until a single domain exists that is then finally re-oriented in the direction of
the field which results in saturation and a maximum magnetisation. Hys-
teresis loops for magnetic materials are produced in order to characterise
their magnetic properties by increasing an applied field from zero to the
saturation field, Hs and then reducing this field down to zero and applying
a field in the opposite direction until again saturation is reached. This al-
lows one to establish if a magnetic material, after saturation and reduction
of the field to zero, will have a magnetisation that exists in the absence of a
field. The magnetisation that exists after this process is named the remanent
magnetisation, Mr. In order to reduce this remanent magnetisation back to
zero, an opposing field must be applied and is referred to as the coercive
field, Hc Figure 2.1 [39, 44].
Figure 2.1: Hysteresis curves for hard and soft magnetic materials where the ini-
tial and maximum susceptibilities are given by the gradient of the
virgin curve at low and high magnetic fields, respectively, shown by
the red lines. The width or area of a hysteresis loop is representative
of the materials magnetic loss associated with the force required to
rotate magnetic moments
Magnetic materials with a high coercive field and remanent magnetisa-
tion are referred to as hard magnetic materials, with a wide hysteresis loop,
and those with a low remanent magnetisation and coercive field are soft
magnetic materials. The total area of the hysteresis loop is representative of
the losses associated with domain wall motion in magnetic materials.
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2.3.7 Magnetic Domains
Not all of the magnetic moments of the electrons in a material will be aligned
in the direction of an applied magnetic field. Grain boundaries and the crys-
talline anisotropy of a material will also influence the orientation. The mo-
ments of spins in a material are actually split into domains in which each of
the spins will be aligned. In different domains, the moments are aligned in
different directions that are prefferential, dependent upon the microstruc-
ture of the material. This is shown in Figure 2.2 where each of the arrows
represent the orientation of spins within each domain. Magnetic domains
exist in order to reduce the magnetostatic energy of the stray fields around
the outside of the material [39]. By splitting the moments of a material into
domains this stray field emanating out from the material is able to be more
closely confined to the surface of the material, lowering the overall energy of
the system, providing the energy cost of creating the domain walls is lower
than the reduction in magnetostatic energy. The energy cost of creating do-
main walls is discussed in the next section.
Figure 2.2: This figure shows the reduction in stray field when splitting a simple
geometry magnetic material into domains. As can be seen, the stray
field around the material is reduced and confined closer to the sur-
face when more domains are added. This lowers the magnetostatic
energy of the system but eventually the cost of adding domain walls
will outweigh the reduction in magnetostatic energy, at which point
a stable domain structure is formed.
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When a magnetic field is applied to the material, domains that have mo-
ments aligned parallel to the field will grow while those opposing the field
will shrink until one single domain exists. At this point, the moments in this
single domain will be rotated until saturation is reached where the magnetic
moments of the electrons are rotated to be entirely parallel with the applied
field as in Figure 2.3 [45].
Figure 2.3: This figure demonstrates the motion of domain walls in the presence
of an applied magnetic field. As the external field is increased in
strength, domains with components pointing in the direction of field
increase in size, while those opposing the field shrink. Once domains
only exist that are pointing in the direction of the field, a final do-
main is formed that, upon saturation, is completely aligned with the
applied field. The field at which saturation occurs is referred to as the
saturation magnetisation, HS.
Domain Walls
Domain walls exist between adjacent domains whereby the magnetic mo-
ments gradually rotate to the new orientation of the adjacent domain. This
transition is shown in Figure 2.7, and the thickness of these domain walls is
governed by the magnetocrystalline anisotropy of the material, and the ex-
change energy of the material. A thicker domain wall will have a higher cost
in energy from the magnetocrystalline anisotropy, which acts to align mo-
ments along axes of magnetisation that are dependent upon the crystalline
structure of the material, and a narrower domain wall will have a higher
cost in energy due to the exchange energy, which acts to orient magnetic
moments parallel to their neighbours [46]. This section will discuss the na-
ture of the mechanisms that affect the creation of domain walls, namely the
exchange force, magnetocrystalline anisotropy and the surface anisotropy.
16 Chapter 2. Background
Figure 2.4: This figure shows the magnetic moments across domain walls that
are narrow and wide. The rotation in magnetic moments across the
sample will have a width that is dependent upon the magnetocrys-
talline and exchange energies. This rotation of magnetic moments
through 180◦ can occur in the plane of magnetisation, as in Néel
walls, or out of the plane of magnetisation as in Bloch walls.
2.3.8 Exchange Energy
The exchange energy is a phenomenon arising from the quantum nature
of electrons, which imposes the constraint that electrons in the same space
may not possess the same quantum properties. This means that electrons in
the same spatial quantum state will have spins that are antiparallel if they
are confined to the same space, or it causes orbitals of the electrons to be
modified due to the crystal structure. If the exchange energy is negative, it
will prove energetically favorable for the electrons to be antiparallel, and if
positive the electrons will be parallel. This affects the size of domain wall
transition regions as a wide domain wall, as shown in Figure 2.7, will have a
smaller contribution to the domain wall energy than a narrow domain wall
due to the fact that neighbouring electrons will differ less in alignment. This
also enforces electrons to fill orbital shells in a specific order, as Pauli prin-
ciple will not allow electrons of the same spin to occupy the same orbital,
meaning it will be situated in the next neighboring site [43].
2.3.9 Magnetocrystalline Anisotropy
Magnetocrystalline anisotropy arises from the crystal structure of magnetic
materials. The crystal lattice of a material will cause electron orbitals to in-
teract differently in different directions, meaning that it will be easier for
magnetisation to occur along one axis than another. For example, in bcc
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iron there exists an easy, medium and hard axis corresponding respectively
to the <1 0 0>, <1 1 0> and <1 1 1> directions in the crystal lattice Fig-
ure 2.5b [47]. The typical magnetisation curves for body centered cubic (bcc)
iron in different axes of magnetisation, alongside its crystalline structure, are
shown in Figure 2.5a. The magnetocrystalline energy is given by the energy
required to rotate magnetic domains from the easy axis to the hard axis and
acts to reduce the width of domain walls. This is because if a wide domain
wall exists, more moments will be aligned along an axis of difficult mag-
netisation, leading to a higher value for saturation field as opposed to the
case concerning narrow domain walls where fewer moments will be aligned
along an axis that does not align with the crystal lattice.
(a) (b)
Figure 2.5: Diagrams showing (a) the typical magnetisation curve for a magnetic
material along the easy and hard axes of magnetisation and (b) The
crystal structure of bcc iron, showing easy, intermediate and hard
axes of magnetisation. Replicated from Magnetic Materials: Fundamen-
tals and Applications[47].
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2.4 The Demagnetising Field
As well as a stray field outside of magnetic materials, there is a magnetic
field that exists inside them. The field inside magnetic materials is referred
to as the demagnetising field, and acts in a direction that opposes the mag-
netisation of the material. Figures showing the B-field and H-field lines
for an anisotropic sample that has been magnetised along the long axis is
shown in Figure 2.6. By integrating around a closed loop containing the
material, and applying Stokes’ theorem to the H field along this loop, one
may infer that the magnetic field inside this material opposes the stray field
outside the material. This is because there are no currents flowing through
this material, and by Ampere’s law Equation (2.2)
j = ∇×H =
∮
H · dl = 0. (2.2)
The demagnetising field is heavily dependent on the shape of the ma-
terial, and causes preferrential magnetisation based on shape. This type of
anisotropy is referred to as shape anisotropy, and it may be considered to
act as an "effective" external field, that stresses magnetic moments along a
preferrential axis. The shape anisotropy is usually neglected for bulk mate-
rials, as the shape anisotropy term is not a dominant factor unless the skin
depth of the material is comparable to the material’s size [48].
2.4.1 Skin Depth
The skin depth of a material is the distance through a conducting material
that an electromagnetic wave can permeate before being reduced to a negli-
gible amplitude. The skin depth arises due to surface charges in metal circu-
lating under the effect of the indicent electromagnetic wave, and generating
a current loop that induces an opposing magnetic field. As the frequency of
incident wave increases, the skin depth is reduced, and as the conduction of
the material increases, the skin depth decreases [49].
2.5. The Microwave Frequency Response
of Magnetic Materials
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(a)
(b)
Figure 2.6: Schematics showing the B-Field lines, (a), and induced H-field lines,
(b), for an anisotropic magnetic material, magnetised along the long
axis. The H-field outside of the material is the stray field, HStray, while
the H-field inside the material is named the demagnetising field, Hd.
2.5 The Microwave Frequency Response
of Magnetic Materials
The complex magnetic permeability of a material has a frequency depen-
dence that is a result of the time dependent response of magnetic moments.
The magnetic moments in a particle are perturbed by the torque produced
by an external driving field. This torque pulls the magnetic moment from its
preferred orientation and if the field is removed, the moment of the particle
will precess around its preferred orientation for some time and gradually
relax back into the original orientation. The frequency of this precession
is related to the strength of the applied field, and the gyromagnetic ratio
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of the particles. The gyromagnetic ratio contains information on the mass,
intrinsic magnetic moment and angular moment of the particles, which is
influenced by many of the factors described previously [48, 50, 51].
Because of this time-dependent precession, there is a frequency depen-
dence of the magnetic permeability for materials. When the frequency of
an AC driving field matches the precessional frequency of the particles in
a material, there is a peak in magnetic absorption. This peak in magnetic
absorption is often referred to as the ferromagnetic resonance (FMR) or fun-
damental mode of a material. In the absence of an external magnetic DC
biasing field, the restoring force for the precession of a particle’s magnetic
moment is dependent on the magnetisation of the particle, which is a result
of magnetocrystalline anisotropy, shape anisotropy and domain boundary
contributions. The typical frequency of FMR for ferromagnetic materials is
between 1 and 5 GHz.
There are other contributions to the absorption response at lower GHz
frequencies for these materials, such as domain wall motion and spin com-
ponents [30, 52]. Eddy current losses also add a frequency dependent loss
term to magnetic materials that are conducting. The AC field creates cur-
rent loops in conducting regions that induce a magnetic field that opposes
the magnetic field in the bulk. This eddy current loss term is frequency de-
pendent as the magnitude of the induced current loop is dependent upon
the rate of change of the oscillating field. As frequency of driving field in-
creases, the eddy current losses do so too [7].
2.5.1 Snoek’s Law
Ferromagnetic materials will possess a complex permeability that has a real
value above unity at DC frequencies. As the frequency of driving field is in-
creased, the motion of domain walls becomes too slow to fully rotate during
one AC cycle, and the real part of permeability begins to decrease. There is a
point at which the domain walls are unable to move quickly enough to give
any magnetic response, and the permeability approaches 1. The lagging
of domain wall motion as driving frequency is increased is a macroscopic
view of the FMR and is the primary source of the frequency dependent ab-
sorption in magnetic materials. The position in frequency at which the per-
meability approaches unity is dependent upon the gyromagnetic ratio and
magnetisation of the material. These factors also determine the initial DC
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permeability of the material, and there is a resultant correlation between
the initial permeability and the frequency of FMR such that the higher the
initial permeability, the lower the frequency at which this resonance occurs
[53]. This relationship means that there is some limit to how high the fre-
quency response of magnetic permeability may reach when only consider-
ing FMR. This limit has been pushed to its limits using materials that have
high anisotropy terms, for example in thin films with high shape anisotropy
or hexaferrite materials that have a high magnetocrystalline anisotropy [54,
55].
2.6 Ferromagnetic Resonance in Thin Films
The magnetization dynamics of thin ferromagnetic films has become of in-
terest in recent years, and extensive research has been performed on these
materials. The magnetic response of thin ferromagnetic films is discussed
here as there may be analogies made between the effects seen in these ma-
terials and those seen in magnetic powders. A systematic study into the
magnetisation dynamics of thin films was not the scope of this project, so is
only described as an aid to upcoming explanations.
The frequency at which FMR occurs for materials can be affected by fac-
tors other than the intrinsic magnetic properties. For example, thin films of
ferromagnetic material will have shape anisotropy such that the magnetic
moments in the material will prefer to be aligned along the surface [56].
This preferential alignment of the magnetic moments acts similarly to an
applied DC magnetic field. The surface boundary stesses the moments of
particles to be in the plane of the film. This effect may be utilised in mag-
netic powders by ball milling the powders such that they form thin flakes of
magnetic material. The thin film effect of straining the magnetic moments in
the plane of the flakes allows materials to possess permeabilities at higher
frequencies than expected for iron, a result that appears to break Snoek’s
limit [57]. By choosing the thickness of magnetic films, one can change the
internal strain on the magnetic moments, giving a different position in fre-
quency for the FMR mode [58] based on thickness. This ability to tune shape
anisotropy terms for increasing the frequency of FMR has also been utilised
in nanorods, to achieve FMR absorption modes at frequencies as high as 30
GHz for arrays of Co nanowires, or 10 GHz with Ni nanowires [59].
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Figure 2.7: Schematic showing the magnetic moments in a circular thin film with
vortex domain state. magnetic moments circulate in the plane of the
thin film, with a singularity at the centre that has a magnetic moment
pointing out of the plane.
The lowest energy domain state for finite thin ferromagnetic films is the
vortex domain, where magnetic domains circulate in plane with the film.
This vortex structure possesses a singularity at the centre, where the mag-
netic moments are forced to point out of the plane of the film. Application of
an AC electromagnetic field causes this vortex singularity to gyrate around
the central point, in a simiar way to the magnetic precession of magnetic
moments in single particles. In circular thin films of ferromagnetic mate-
rial, higher order gyration modes have been observed that are associated
with the gyration of this vortex structure [60]. These higher order modes,
named vortex flexure modes or vortex gyrotropic modes, have multiple
eigenstates at higher frequencies, meaning for specific geometries there is
access to magnetic absorptions other than the FMR at higher frequencies.
The domain structure of spherical magnetic particles, as well as spherical
magnetic shells, is expected to be a vortex also [61]. The moments in these
spherical particles circulate around the central axis of the particles and sin-
gularities exist at the poles where the moments point in a direction that is
normal to the surface at this singularity.
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2.7 Spherical Magnetic Particles
Spherical magnetic particles possess higher order magnetic resonances at
frequencies above the fundamental mode [9, 30, 33, 62]. These resonances
are thought to be a result of the vortex domain structure of spherical par-
ticles. The size dependence of these spherical modes is demonstrated in
[24, 63]. The frequency of these modes is strongly dependent on particle
size. Smaller magnetic particles exhibit resonances at higher frequencies
than large particles, until the particles are reduced to the size that they be-
come too small to support a vortex structure, and are only single domain
(SD). These single domain particles tend to exhibit only a single mode, in-
dicating that the vortex domain structure is essential for supporting higher
order magnetic modes [24, 25].
2.7.1 Spherical Shell Particles
As well as particle size, spherical shell particles have the added variable of
magnetic shell thickness. The effect that the thickness of the shell has is sim-
ilar to that seen in magnetic thin films. By decreasing the shell thickness, it is
possible to change the shape anisotropy in the particles as well as the surface
anisotropy [10]. This gives a second controllable parameter when examin-
ing the fabrication of particles with specific properties. The added shape
anisotropy from magnetic spherical shells is thought to enhance spherical
magnetic modes and allow even higher order modes to be supported, at
frequencies as high as 40 GHz (This is the result of research at University of
Exeter that has not yet been published [14]). It is also thought that by reduc-
ing the amount of conducting material in the particles, magnetic loss effects
such as eddy current losses are reduced, so higher permeabilities may be
achieved. By creating particles with a concentric shell structure, the amount
of magnetic material may be preserved whilst removing the amount of eddy
current losses that can result from a fully connected sphere. It is also neces-
sary to consider the coupling effects between concentric shells of magnetic
material. Concentric rings of magnetic films have been investigated and are
shown to couple, such that new modes may exist [64]. As well as incorpo-
rating new modes, the introduction of concentric shells to particles could
well allow electromagnetic waves to permeate deeper into particles. Re-
ducing the concentric shells to be a thickness significantly smaller than the
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skin depth means the electromagnetic wave in the spheres will have less
reduction due to eddy currents but will also mean that the incident elec-
tromagnetic wave may be able to permeate further into the particles. The
electromagnetic wave passing further into particles means that more of the
magnetic material in the sphere will be ’of use’ for increasing the permeabil-
ity of a magnetic composite.
2.7.2 Single Domain Particles & Superparamagnetism
As magnetic particles become smaller, the number of domains in the particle
will decrease. This is because the number of domains in a magnetic particle
is governed by the cost in energy for creating a domain wall compared with
the magnetostatic energy reduction associated with confining the stray field.
As particles become smaller, there is a point at which a particle will become
single domain (SD) [65, 66]. At this point, a single fully saturated domain
in the particle will exist. It is more difficult to rotate all of the moments
in a fully saturated particle than it is to shift domain walls. This means
that although a higher saturation magnetisation may be achieved for SD
particles, the coercive field is higher so a stronger external magnetic field is
required to change the magnetisation.
As particles are reduced in size below the threshold for SD particles, the
effects of magnetocrystalline energy are also reduced. This can lead to an-
other phenomenon named superparamagnetism where the surface anisotropy
and thermal energy can overcome the magnetocrystalline energy, leading
to magnetic properties indicative of a paramagnetic material. Superpara-
magnetic materials have moments that are randomly oriented due to ther-
mal fluctuations but are still interacting to align each other to an extent.
This means that when a field is applied, superparamagnetic materials be-
have as ferromagnets, but with no remanent magnetisation when the field
is reduced again to zero [67]. The lack of remanent magnetisation and low
switching field for these particles make them ideal for use as functionalised
powders in medical applications as they are less prone to agglomeration af-
ter removal of an external field but still have a strong response to external
fields [68–70].
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2.8 Magnetic Composites
By combining metallic magnetic powders with dielectrics to form compos-
ites, it has been observed that the magnetic response of materials can be ex-
tended higher in frequency compared with bulk materials. This is because
the metallic regions are reduced in size, minimising the effects of eddy cur-
rents and also due to the fact that metallic regions will have a boundary
between particles, again reducing the effective size of particles and min-
imising eddy currents further. Metallic regions within individual particles
may be reduced even further by the incorporation of a microstructure that
separates metallic regions from one another with another incorporation of a
dielectric layer. Carbonyl iron powder (CIP) is an example of a material that
has isolation of metallic regions due to its "onion ring" structure, comprising
of alternating layers of iron and an insulating carbide layer. These particles
are available with two different microstructures, the aforementioned onion
ring structure, and a polycrystalline structure. These two available struc-
tures mean it should be possible to make an investigation into both solid
spherical magnetic particles and concentric spherical shell particles. The
results of investigations into these structures are discussed further in Chap-
ter 5.
Magnetic composites are already being used for antenna applications
typically utilising the high permeability of ferrite composites [71–73]. These
materials are often for VHF/UHF applications, across the approximate fre-
quency range 150 – 800 MHz as this is where the permeability of the mate-
rials is high, being around 6 and above while the magnetic loss is low, with
magnetic loss tangents as low as 0.05 [74]. The interest in these magnetodi-
electric materials has increased since it was reported that the inclusion of
permeability into materials not only improves the impedance matching of
an antenna, as previously stated before, but also because the bandwidth of
artificial magnetic conductors for antenna groundplanes may be increased
by adding a permeability to the substrate [1, 75–77]. Although this inclusion
of magnetic material allows more broadband antennas to be manufactured
with even lower profiles, this often comes with the cost of mass as the mag-
netodielectric material is signifcantly more dense than most foam fillers for
antennas [78].
Ferrite materials have typically been used for antenna applications as
their permeability is high in the frequency range of interest. It is necessary
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to use materials that also have a low magnetic loss in these regions, so push-
ing the frequency of primary absorption is necessary such that permeability
is constant, and the loss is low is desirable. For magnetic absorbers, it is
also necessary to have a material with a high permeability that has a value
close to the relative permittivity. If the relative permittivity and permeabil-
ity are close to eachother, the characteristic impedance of the material will
be close to that of air, so little of the incident wave is reflected. Improving
the impedance matching of a material to free space allows the fabrication
of panels with low reflection that will be ideal for absorber applications. It
is also a requirement that the magnetic loss be significant and broadband
across the frequency range of interest for the absorber to be efficient and
low-profile.
Carbonyl iron powders, with multiple absorption modes that tend to
merge and leave a broadband absorption are typically used for absorber ap-
plications [79, 80]. Greater underdstanding of the ways in which carbonyl
iron powder may be manipulated to give lower loss at UHF/VHF frequen-
cies, or how to tune the broadband absorption of EM radiation in the GHz
regime will be invaluable for the development of both antenna devices and
absorber materials.
2.8.1 Carbonyl Iron Powder
Carbonyl iron powder, first produced by BASF in 1925, is a powder com-
prising of spherical particles with diameters in the range of 1 - 10 µm. They
are formed from the condensation of gaseous compounds at high tempera-
tures and have a % purity of iron above 97%. Different grades available from
BASF will have differing values of average particle size, % composition of
iron, a microstructure of either polycystalline or ’onion skin’ structure; de-
pending on whether or not the powder was sintered after production, and
may also have a phosphate coating [81, 82]. CIP was originally created as a
material for use in powder metallurgy as its high iron content and small par-
ticle size made it an ideal substance for use in metal injection moulding. In
recent years, interest in the EM properties of these particles has arisen due
to resonances that may be attributed to the alternating layers of magnetic
material in the onion structure. The alternating structure adds a constraint
to domain formation, and CIPs are able to be produced with small mean
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particle sizes. Both of these effects are thought to contribute to the higher
order resonances seen [30].
Figure 2.8: SEM micrograph showing an example section of CIP, indicating
the onionlike microstructure of "hard" grade powders. The lighter
boundaries of the structure are the iron carbide, whilst the darker re-
gions are iron rich regions. Image taken at University of Exeter
By forming composites of carbonyl iron powder at different volume fill-
ings, it is possible to create materials with tailored values of permittivity
and permeability. A deeper understanding into the mechanisms governing
the response of these particles will allow the creation of not only tailored
composites based on volume loadings of material, but tailored fillers for
producing particles with tuned absorption modes.
Production of Carbonyl Iron Powder
Carbonyl iron powder is formed from the thermal decomposition of gaseous
iron pentacarbonyl into spheres of iron-α. This process releases carbon monox-
ide which, in the enclosed production environment will become in excess.
The excess CO allows another reaction to become favorable that produces
free carbon [83]. This free carbon is then the reagent in further reactions
which result in a carbide layer forming on the iron core. These two sets
of reactions go on throughout the process of formation to cause alternating
layers of pure iron and iron carbide to be deposited, resulting in spherical
particles that possess an "onion ring" structure, with layers of iron separated
by insulating layers of iron carbide Figure 2.8 [18].
Fe(CO)5 −−→ Fe+ 5 CO (2.3)
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2 CO −−→ C+CO2 (2.4)
Properties of CIP
Composites formed from CIP require investigation not only into the effect
of different volume fractions of particle loadings in composites but also into
the microstructure of the particles themselves in order to gain a full under-
standing of how the size of the particles, number of layers and thickness
of alternating layers correlates to the above-unity values for permeability at
high frequencies. This will require use of the scanning electron microscope
(SEM) to image cross-sections of particles as well as use of a vector network
analyser (VNA) connected to an appropriate transmission line for extraction
of scattering parameters from which values of relative permittivity and per-
meability may be inferred. The details of methods for these investigations
are to be provided in this text alongside a review of literature available that
has presented research into these materials.
2.9 The Scanning ElectronMicroscope and Focused
Ion Beam
2.9.1 Scanning Electron Microscope
Scanning electron microscopy involves the use of a scanning electron micro-
scope (SEM) to image features that would otherwise be too small to observe
via optical microscopy. This is achieved by accelerating electrons towards
an object. The beam of electrons is rastered along the imaging surface, and
the incident electrons excite secondary electrons that are emitted from the
surface or just below the surface of the sample. The secondary electrons are
detected by an electron collector, and depending on the average energy that
the electrons possess at that position, a contrast is allocated to a correspond-
ing pixel on the image.
The mechanisms for providing contrast on an imaging surface are con-
ductivity and topological contrast. The conductivity of the sample affects
the contrast of SEM image such that a high conductivity will give a high
contrast. The topological contrast is simply associated with the direction
in which electrons will be preferentially scattered due to the shape of the
imaging surface. At the edge of surfaces, more secondary electrons are able
2.10. The Vector Network Analyser 29
to escape from the surface, and a higher contrast will be found at these re-
gions of the image.
2.9.2 Focused Ion Beam
A focused ion beam (FIB) works in a similar way to an SEM with ions rather
than electrons accelerated towards an object. The ions used in a FIB are typi-
cally Ga+ ions, and since they are significantly more massive than electrons,
the focused beam may be used to mill materials. It is also possible to use the
FIB for imaging, but the more massive particles will damage the object at a
faster rate than an electron beam will, as used in SEM imaging.
SEM and FIB systems are typically combined into a dualbeam system
as they synergise well for simultaneously imaging surfaces whilst milling
microstructures into them. The dualbeam system used for this project was
a FEI Nova NanoLab 600 DualBeam.
2.10 The Vector Network Analyser
A vector network analyser (VNA) is a piece of equipment used for investi-
gating the reflection and transmission of electrical devices as a function of
frequency. The systems used for this project were the Anritsu MS4647A 70
KHz - 70 GHz and Anritsu MS4644A 40 MHz - 40 GHz vector network anal-
ysers. These systems are comprised of two sources and detectors, at each of
the ports 1 and 2. there is a signal generator that produces an AC electro-
magnetic signal at either of the two ports, at which point the reflected and
transmitted parts of the wave are measured, and named as scattering pa-
rameters (S-parameters). The subscript of the S-parameter details where the
signal was sent from and measured at. For example, S11 refers to the wave
sent from port 1, measured again at port 1 (reflection). The parameter S12
corresponds to a signal sent from port 2, arriving at port 1 (transmission).
S-parameters will be discussed in further detail in the following section.
2.10.1 VNA Calibration
In order to take measurements with the VNA that are respresentative of
the system under investigation, a calibration must be performed that re-
moves the effects of the internal reflections in the VNA. The calibration also
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accounts for the reflections at the connections to the coaxial cables, effec-
tively setting the boundaries of the measurement system to start at the ports
of the coaxial cables connected to the VNA. These edge boundaries on the
measurement system are referred to as the reference planes, as they are the
reference positions used for calculating the phase change associated with
wave propagation across the system.
The typical calibration for waveguide or coaxial lines is a SOLT cali-
bration. This involves using measurements of a ’short’, ’open’, ’load’ and
’through’ calibration standard attached to each coaxial cable at the ports.
These measurements are used to infer the internal reflections, losses and
interferences in the VNA. Other calibration methods exist, for example us-
ing a sliding load, line-reflect-line (LRL) or triple short method [84]. Each
calibration technique provides information on the phase change, as well as
reflection loss and transmission characteristics for the transition region from
signal generation to region of interest.
For the VNA measurements in this project, a preliminary SOLT calibra-
tion was used for coaxial line calibration before applying a second calibra-
tion to measurements that is described in Chapter 4.
2.11 Transmission Line Techniques
Here, to electromagnetically characterise a material, the values for er and
µr are deduced. Methods for doing this using a vector network analyser
(VNA) involve the utilisation of a transmission line to house the material
under test. A transmission line is a conducting line that typically supports
a transverse electric and magnetic (TEM) electromagnetic wave. Using this,
a wave incident on a sample will have its reflected and transmitted parts
recorded. These reflected and transmitted signals are referred to as scat-
tering aprameters (S-parameters), and can be used to infer values for the
complex permittivity and permeability of the sample. The extraction of per-
mittivity and permeability from these measurements is discussed later in
this section. To ensure that the scattering parameters of the sample alone
are recorded, reflections at the device-coaxial line interface must be min-
imised. This is achieved by matching both the impedances of the lines as
well as by matching the incident field with the field supported by the device.
Impedance matching is achieved by incorporating an appropriate transition
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region from coaxial line to device that allows a gradual change in field shape
from that supported in a coaxial line to that which is supported in the device
under test (DUT).
Coaxial Transmission Line
A coaxial transmission line is the standard form for transmission of EM
waves between most devices. It consists of a cylindrical center conductor,
separated from an outer conductor by a dielectric. The inner and outer radii
of the cylinders together with the relative permittivity, er, and permeabil-
ity, µr of the filler dictate the characteristic impedance of the line, given by
Equation (2.5)[85]
Z0 =
√
µ
4pi2e
ln
R
r
. (2.5)
Here, R and r are the radii for the outer and inner conductors, respec-
tively. A TEM mode is supported with the electric field being radial from
the center conductor to the outer conductor. The magnetic field circulates
around the cylinder Figure 2.9.
Figure 2.9: Diagram showing the electric and magnetic field lines in a coaxial
transmission line.
These transmission lines are somewhat broadband, with most commer-
cially available configurations supporting a TEM mode across the frequency
range of 2 - 18 GHz[31, 86, 87]. However,using coaxial lines to electromag-
netically characterise a sample has a problem associated with the fabrica-
tion of cylindrical toroid samples that are metalised along the surface of the
hole accomodating the center conductor. Samples possessing this geometry
also present a problem with regarding air gaps between the conductors and
sample edges. Recently there has been work demonstrating the ability to
compensate for these air gaps by considering the capacitive effects of the
system with air gaps [88]. Despite these recent improvements to the coaxial
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technique, a transmission line with a much simpler sample geometry was
desired for broadband operation.
Waveguide Transmission Line
Waveguide transmission lines consist of a conducting rectangle with one
long axis and one short axis. Waveguides support a TEM mode with an
electric field oscillating along its short axis, and the magnetic field oscillat-
ing along the longer axis Figure 2.10. These transmission lines are useful
for characterisation of materials as they require a simple sample geometry.
However, there are cutoffs for the minimum and maximum frequency of op-
eration. Below the lower cutoff, an EM wave does not propagate, and above
the upper frequency, higher order modes may be supported. This band re-
striction means that generally, several waveguides are used to characterise
samples across different bands of frequency, and several different samples
must be created for a wide-band characterisation to be completed. This not
only makes the characterisation process time consuming, but also involves
the potential problem of inconsistency between different sized samples.
Figure 2.10: Diagram showing the electric and magnetic field lines in a rectangu-
lar waveguide transmission line.
In addition, characterisation of samples at low frequencies will require a
substantial amount of material to produce large samples, which fit into the
inevitably large waveguides at low frequencies. This is an issue for investi-
gations into materials that are not available in large quantities.
Stripline Transmission Line
Stripline transmission lines consist of a rectangular center conductor sit-
uated half-way between two ground conductors above and below. Fig-
ure 2.11 shows a cross-section of this transmission line, with the associated
field shape of the fundamental TEM mode supported. The impedance of
this line is dictated by the height between the ground planes, thickness of
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center conductor, as well as the width of center conductor and electromag-
netic parameters of the dielectric filler used. The stripline geometry has a
magnetic field that is circulating around a central conductor, as with a coax-
ial transmission line. This means that stripline transmission lines may op-
erate at low frequencies without needing to be large structures. The simple
shape of the cross section means simple sample geometries are also used.
Figure 2.12 shows the geometry for a single part of an identical pair of sam-
ples used for characterisation.
(a) (b)
Figure 2.11: (a) Schematic showing the cross section of the stripline transmission
line, with metal being indicated by solid black lines. (b) Diagram
showing the electric and magnetic field lines in a stripline transmis-
sion line. This sample is insterted into the stripline above the cntral
conductor, and a second inverted sample is placed beneath such that
the steps of each sample are on either side of the conductor.
Figure 2.12: Schematic showing a possible sample geometry for use in stripline
transmission lines. The sample has a step along the width that is
for accomodating the central conducting strip. Pairs of these sam-
ples are made with the same value of lSam such that the whole cross
section of the stripline may be filled with sample.
Although there is not a perfect analytical description of the relation-
ship between impedance and the stripline parameters, researchers have at-
tempted to provide direct equations from considering a stripline of zero
thickness theorised from conformal transformation of a coaxial line [89], and
for a stripline of finite thickness Equation (2.6) [90], assuming that the filler
was dielectric with µr =1.
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Z0 =
60√
e
ln
3.8H
0.8(w + t)
(2.6)
Here H is the distance between upper and lower ground planes, w the
width of center conductor, and t the thickness of conductor. This equation
is accurate typically to an order of 6%. Others attempted to improve the
determination of stripline impedance based on theory [91]. A figure show-
ing how the stripline assembly is comprised is shown in Figure 2.13. The
stripline is comprised of a brass housing that has been machined such that
coaxial adapters may screw into the side walls. SMA pins are soldered to a
copper central conducting line such that the strip will connect into the coax-
ial adaptors on assembly. The stripline is designed such that the top lid can
be removed and placed back when samples require inserting.
Figure 2.13: Schematic showing the design for the stripline assembly. A brass
housing is produced that can accomodate coaxial adaptors at either
end. SMA adaptors are soldered to a copper conducting strip such
that the strip may be suspended between the top and bottom ground
planes by the adapters.
In order to achieve impedance matching between stripline transmission
lines and the coaxial lines used for experiment, a geometry that has an
impedance of 50 Ω was chosen. An appropriate transition region between
coaxial input and strip geometry is required such that the waves incident on
the device are able to be modified gradually without reflection. This mode
conversion is typically achieved by adding a 18◦-20◦ taper to the strip from
the coaxial pin to the final strip width as in Figure 2.14[27].
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Figure 2.14: Schematic showing the typical transition region from coaxial input
to stripline field applicator. A 20◦ taper is used for the transition
region from coaxial line to stripline.
This type of transmission line, improved as described in Chapter 3 and
Chapter 4, is used throughtout this work. An outline of how the data recorded
with this device was analysed is now described,
2.11.1 Scattering Parameters
In free space, an incident Transverse Electric and Magnetic (TEM) wave will
have an amount of its incident power reflected at the air-sample interface
depending on the impedance mismatch between air and the sample under
test, with the rest being transmitted into the sample. A secondary reflection
will then occur at the sample-air interface resulting in a total reflected sig-
nal, and a transmitted signal Figure 2.15a. The evaluation of these waves is
given by Fresnel’s equations for transmission and reflection of a TEM wave
at 0◦ incidence Equation (2.7). The reflected and transmitted signals, when
measured by VNA, are referred to as S-parameters. S11 and S22 refer to the
reflected signals at ports 1 and 2, respectively while S21 refers to the trans-
mitted signal from port 1 to port 2 and S12 vice versa. For any reciprocal
system, S21 = S12. That is, the two transmitted signals from either side
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through a system will always be identical, provided the end boundaries ei-
ther side of the system are the same.
S11 =
(1− T2)R
1− R2T2 S21 =
(1− R2)T
1− R2T2 (2.7a)
R =
Z2 − Z1
Z2 + Z1
T = e−ink0d (2.7b)
Z =
√
µr
er
n =
√
erµr (2.7c)
An example of the expected S-parameters for a non-dispersive dielectric
material in free space are shown in Figure 2.15b. S-parameters are complex,
with the magnitude relating to the amplitude of wave, and phase relating to
the phase delay of the wave as a result of propagation through the material.
(a) (b)
Figure 2.15: (a) Diagram showing the reflected and transmitted signals for a
wave incident upon a sample in free-space, at perpendicular inci-
dence, and (b) Graph showing the typical model amplitudes of S-
parameters when using a dielectric sample, with er = 2.05 + 0.03i,
µr = 1.0 + 0.0i and a length of 5 mm. These values are calculated
from Equation (2.7).
In order to obtain a representative set of data for the reflection and trans-
mission of the composites under test, it is imperative to achieve impedance
matching of the device being used to transmit the TEM mode incident on
the sample. If impedance matching is not achieved, additional reflections
shown by SA11, S
B
11, S
A
22 and S
B
22 in Figure 2.16 will give artefacts in the data
from which erroneous values for the relative permittivity and permeability
of the composite will be inferred. An example of model S-parameters that
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Figure 2.16: Diagram showing the signal flow diagram for reflected and trans-
mitted signals when using a transmission device.
will be measured for a system with a sample in an air region with reflecting
boundaries either side is shown in Figure 2.17. If these reflecting bound-
aries are unknown, an extraction of permittivity and permeability from the
sample S-parameters will not be possible. A method for determining these
reflecting boundaries before measurement is described in [26] and improve-
ments to this method are detailed in Chapter 4.
Figure 2.17: Graph showing the typical amplitudes of S-parameters when using
a dielectric sample, with er = 2.05 + 0.03i, µr = 1.0 + 0.0i and a
length of 5 mm in between two unknown lossy reflection bound-
aries. The oscillations in the data cannot be accounted for without
knowing the S-parameters of the reflection boundaries.
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2.11.2 Extraction of Electromagnetic Properties
This section will discuss two methods by which the EM properties of a sam-
ple may be extracted from measured S-parameters in experiment, based on
Fresnel theory. The first, the Nicolson Ross-Weir method (NRW), was an
extention from A. M. Nicolson’s work to produce a method by which S-
parameters may be recorded in the time domain that may be Fourier trans-
formed into the frequency domain for analysis [92]. Nicolson then worked
with G. F. Ross in 1970 to produce a method for extraction of EM properties
from these readings [93]. In 1974, W. B. Weir provided an addition to the
formulation that incorporated analysis of the phase data recorded in order
to improve the data processing technique [94].
The second technique, the Three-Layer Sliding Window Fresnel fitting tech-
nique, will then be discussed which has been formulated by I. Hooper, and
utilised by L. Parke and T. Campbell[5, 95, 96]. This involves again the use
of Fresnel’s equations but with a fitting regime to infer results for relative
permittivity and permeability that correspond to recorded S-parameters.
2.11.3 The Nicolson Ross-Weir Method
The EM properties of samples may be inferred from the measured S-parameters
of the device by use of the Nicolson Ross-Weir method, which uses a refor-
mulation of Fresnels’s equations to relate the real and imaginary compo-
nents of S11 and S21 to the real and imaginary components of er and µr. The
NRW approach fails to extract accurate values for permittivity and perme-
ability for frequencies corresponding to a λ2 Fabry-Perot resonance in the
propagation length of the sample. This may be avoided by choosing sam-
ple lengths that are either small enough that this resonance occurs outside
the frequency range of measurement, or by characterising more than one
sample with differing lengths, such that these resonances occur at different
frequencies. Multiple datasets are then combined for a continuous set of
data.
The source of this failure in the NRW procedure arises from the fact that
at a Fabry-Perot resonance for a low-loss material, |S11| will approach zero,
as seen in Figure 2.15b, which shows the absolute values of reflected and
transmitted signals considering Fresnel’s equations Equation (2.7) for a di-
electric sample of permittivity er = 2.05+ 0.03i that is 5 mm long, with a λ2
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resonance occurring at ∼21 GHz. At this point the values for permittivity
and permeability that correspond to a zero reflection term are degenerate.
Work has been undertaken for various methods of determining permittivity
and permeability at these positions in frequency, however most require the
assumption that the sample is non-dispersive over the range of concern [97].
A different method by which broadband datasets can be reliably analysed
for extracting both permittivity and permeability is therefore required.
2.11.4 The Three-Layer Sliding Window Fresnel Method
Another method by which the EM properties of a material may be inferred
from measured S-parameters is by utilisation of a Sliding-Window Fresnel
fit. This method involves a sample frequency range of the measured S-
parameters to be fit to with the use of Fresnel theory, from which values for
permittivity and permeability may be extracted over this range. This value
is then used as the initial guess for a fit to the next frequency ’window’ of
measured S-parameters to be fit to and so on until the entire data set is fitted.
This method is reasoned to allow better accuracy in fitting to S-parameters
when |S11| approaches zero at Fabry-Perot resonances as more data is being
incorporated into the fit, reducing uncertainty in the extraction.
2.12 Conclusions
The primary factors in magnetism that affect the frequency response of mag-
netic materials have been discussed in this chapter, namely the shape and
magnetocrystalline anisotropies, as well as the exchange energy term. It
is necessary to consider all of these terms when investigating the primary
FMR mode of magnetic materials. It has been demonstrated that these fac-
tors may be modified to tune the position in frequency that this FMR mode
occurs. By tuning the frequency at which this primary absorption mode oc-
curs, as well as the quality of the resonance, it is possible to tune the absorp-
tion properties of composites. This is imperative for either enhancing the
low-frequency permeability of materials for broadband impedance match-
ing and antenna miniaturisation or for broadening the resonance to provide
EM absorbers.
The existence of higher order spherical magnetic modes has also been
discussed for carbonyl iron powders, or other ferromagnetic spheres that
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have diameter of the order of 1 µm. These higher order modes exist at fre-
quencies above the FMR. These modes may be used to extend the working
frequency range of magnetic materials without the loss of low frequency re-
sponse as it is possible to incorporate these modes into materials without
changing the shape anisotropy. The investigation into these higher order
modes is necessary for tailoring materials to have sharp absorption modes
at specific frequencies above 10 GHz and for providing non-unity perme-
ability at these high frequencies.
The transmission line method for electromagnetic characterisation of com-
posite materials has also been introduced, and potential obstacles in exper-
iment have been outlined. The primary obstacle in experiment is related
to achieving broadband measurement of the S-parameters that are accurate
and do not include artefacts that are a result of the transmission line used.
The technique developed in this work is useful for the characterisation of
materials across frequency ranges that have been unprecedented for single
measurements of samples. The next chapter discusses methods by which
obstacles in measurement have been overcome, as well as other experimen-
tal methods used throughout this project.
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Methods
3.1 Introduction
In this chapter, the experimental methods that are used throughout this
project are presented alongside a list of the materials used in the work. Two
methods of sample fabrication for the production of composites comprised
of a dielectric filler loaded with material to be investigated is first described,
then the technique for filtration of powders based on particle size is covered.
A brief introduction to the stripline transition region optimisation is then
discussed before the theory of electromagnetic characterisation of samples
from S-parameter measurements is presented. Lastly, imaging and section-
ing techniques for using the SEM and FIB to characterise physical properties
of the particles such as size and internal structure are introduced.
3.2 Composite Fabrication
Composites were required for analysis of the properties of CIP. These com-
posites needed to be homogeneous, non-conducting, and required accurate
dimensions for fitting into the transmission line used. Originally, stock ma-
terial was made from these composites before being milled to shape. This
processing was compatible with both methods of sample fabrication, wet-
casting and cold-pressing. Two different dielectric matrices were tested
for composite manufacture, Polytetraflouroethylene (PTFE or Teflon), and
polyurethane. PTFE powder was used for the cold-press technique and
polyurethane was used for the wet-cast technique.
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3.2.1 Cold-press Technique
The cold-press technique involves dry mixing of PTFE powder with the
loading material before pouring into a cylindrical mould. Three average
particle sizes for PTFE powder were used, ∼ 1 µm, ≤12 µm and ∼35 µm,
all sourced from Sigma-Aldrich. There was little difference in the quality
of samples prepared with each of these powders. The mixed material was
placed into a cylindrical mould and was pressed in a pneumatic press at
600 kgcm−2 for 300 s before removing a 30 mm diameter cylindrical disc
for milling to shape. This technique was originally used for dry mixing of
irregularly shaped ferrite powders rather than spherical carbonyl iron pow-
ders, and volume loadings as high as 70%vol. were reached [4]. However,
with spherical powders, this high volume loading was not attainable. Sam-
ples comprising 30%vol. CIP were found to be difficult to mill to shape for
measurement without breaking and also began to conduct by percolation,
making them unsuitable for the investigation of spherical magnetic modes.
3.2.2 Wet-cast Technique
Wet-casting samples involved the use of a 2 part polyurethane fast cure kit
named Xencast P2 Fast Cast Polyurethane Casting Resin from Easy Composites.
The polyurethane parts mixed at a 1:1 ratio, and were both low viscosity,
with part A having a viscosity of ∼90 mPa·s and part B having a viscosity
of ∼65 mPa·s, as given on the technical data sheet. The low viscosity of the
polyurethane parts allowed high volume loading of material before the mix-
ture became too viscous to pour into a mould. Samples were fabricated by
first weighing out the desired amount of Part A for the polyurethane mix-
ture, and adding the correct amount of magnetic or dielectric loading. This
mixture was stirred until an even consistency was reached before adding an
equal amount of Part B to the mixture and stirring thoroughly again. This
mixture was then poured into a mould and left for ∼ 40 min. For load-
ings above 40%vol. loading, each of the parts of the polyurethane mixture
were mixed with one half of the total powder to create part A and part B
"putties" that were able to be mixed by working together by hand. This
combined putty was then pressed into a mould rather than poured. When
making samples with these higher volume loadings the resulting samples
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were much more brittle than samples with loadings ≤30%vol. The risk of
air bubbles and cracked samples was also greater.
Originally samples were being cast as stock to be milled after curing.
Later, to save time in sample preparation, a sample mould specifically de-
signed for the stripline was created. This produced samples that were 1.575
mm tall with a 0.15 mm step half way along to accomodate the central con-
ducting strip of the line. A schematic of this mould is displayed in Fig-
ure 3.1.
Figure 3.1: Figure displaying the Teflon mould used for wet-casting samples.
The sample stock made in this mould was cut into pairs of strips with
equal widths to enable multiple samples of different propagation thick-
nesses to be made in a single batch. By making the mould from Teflon,
samples could be removed with little difficulty.
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3.3 Particle Size Filtration
The need to separate powders into separate sub-grades based on particle
size distribution required a technique for filtering powders that were in the
single-micron size range and smaller. Works have been published where
nano-sized powders have been extracted from CIP grades by the use of
a sieve and then using a sedimentation technique in IPA [98]. However,
this technique is shown to be both laborious and low-yield, with only mil-
ligrams of powder being extracted at a time. This technique also requires
drying filtered powders from the IPA solution. The effect of this step on the
properties of the powder are not fully known, but agglomeration is a likely
issue. Ideally a technique should be useful for batch processing carbonyl
iron powders without needing to wet the particles.
3.3.1 Mechanical Sifting
Due to the particles of these powders being so small, sieves with fine enough
apertures to sift the powders are both sparse and expensive. Methods for
mechanically sifting powders smaller than a few microns in size without
wetting the powders do exist, for example using a sonic sifter separator such
as Advantech L3P Sonic Sifter Separator. However, the equipment is again too
expensive, meaning another method needed to be explored.
3.3.2 Air Elutriation
Air elutriation is a technique that has long been used for particle size sep-
aration [99, 100]. In its simplest form, air elutriation involves the use of a
laminar air flow at a known volume flow rate to lift a dust cloud of particles
through a chamber against gravity. The volume flow rate can be tuned by
either selecting the diameter of the chamber, or the volume rate of flow for
the air input. This flow will lift particles smaller than a cutoff determined
by the density of particles and the volume flow rate in the chamber. See
Figure 3.2.
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Figure 3.2: Schematic showing how a glass bottle may be used for the air
elutriation experiment.
The theory for predicting the average volume flow rate required to lift
CIP particles of different sizes is derived from the Navier-Stokes equation
when considering a Reynolds number that is low. The Reynolds number
for Stokes flow is a dimensionless term that quantifies the relative size of
the particles with respect to the flow speed and density of the fluid. The
Reynolds number for the system of micron-sized iron powders in air with
a flow speed on the scale of mm/s is on the order of 10−5. This means we
may consiuder the elutriation of CIP in air to be a low Reynolds number
system. The drag force of a fluid on a spherical particle is given by Stokes’
drag equation [101];
FD = 6piµRu. (3.1)
Here, R is the radius of the particle, u is the velocity of the fluid given by
relating the fluid volume flow rate and the area of the chamber and µ the
dynamic viscosity of the fluid. The force on the powder due to gravity and
bouyancy are;
FGrav = g(ρp − ρf) · 43piR
3 (3.2)
where g is the gravitational constant and ρp , ρf are the particle and fluid
densities, respectively. At the point of being able to lift a particle with fluid
flow, these two forces balance, leading to the equation relating fluid velocity
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and maximum particle radius. We may then simply add a conversion from
fluid velocity to volume flow rate, considering the diameter, d, of the bottle
to give a final equation relating maximum particle radius to input volume
rate of flow, Q.
u =
2
9µ
g(ρp − ρf)R2 (3.3)
Q =
10pig
3µ
· (ρp − ρf)d2R2 (3.4)
Two glass bottles were used for the final setup of this experiment, one
with an inner diameter of ∼ 65 mm and a second with inner diameter ∼
180 mm. The ratio of these two diameters allows particles that have been
lifted from the first bottle to settle in the second bottle for collection. The
bottles were connected in series by 6 mm diameter stainless steel tubing,
and a constant volume flow rate was pumped through the whole system.
Glass bottles were used due to their ease in availability. These bottles are
also easy to clean, and the transparency allows inspection of dust cloud
formation. The neck of the bottle gives a funnel for the air flow, meaning a
high airflow in the neck can cause turbulence and form a dust cloud before
it settles into a laminar flow by the maximum diameter section of the bottle.
The shoulder of the bottle also funnels settled powder back into the neck
of the bottle for recirculation. Some particles that would be small enough
to pass through the chamber will likely settle at the sides of the bottle due
to static, so recirculating these particles is essential for ensuring all particles
below the cutoff size are removed from the bulk.
Powder is added to the first bottle chamber, and the bottle is inverted
such that the powder sits in the neck of the bottle. Then air flow is passed
through the nozzle in the neck of this bottle. The nozzle was made by first
cutting slots into the end of a 6 mm diameter stainless steel tube. Into each
of these slots, a syringe needle was inserted and bent such that the air ex-
iting the tube could be redirected downwards. A schematic of this nozzle
is shown in the inset of Figure 3.2. This creates jets of air whose turbulence
encourage the formation of dust clouds from the settled powder. This was
further enhanced by adding a vibrational motor to the system, causing pow-
der to be constantly agitated as well as knocking settled powder back from
the sides of the bottle into the bulk. Once this method had been shown to
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Figure 3.3: Schematic showing the experimental setup for air elutriation with a
second collection chamber attached in series to the filtration chamber.
This second chamber collects the particles filtered from the bulk.
work for the removal of small particles, a second chamber was connected in
series to the first bottle by 6 mm diameter stainless steel tubing, as in Fig-
ure 3.3. This additional bottle has a significantly wider diameter. This was
to allow the flow speed to be reduced such that the particles in the eluate
from the first chamber could settle for collection. A bubble filter was added
after this collection chamber to safely capture any particles that had passed
through the entire system.
3.4 Stripline Tranisition Region Optimisation
In order to optimise the impedance of the stripline, a genetic algorithm was
added to HFSS modelling to optimise the shape of the transition regions
from coaxial pin to final strip width. The shape of the transition region was
defined by 10 evenly spaced strips in the propagation direction with un-
known widths. These widths were able to be freely chosen by the genetic
algorithm. This genetic algorithm was applied to optimise values for each
of these 10 widths and run the model of the new geometry to determine S11
and S21. The objective function of the genetic algorithm was to maximise
|S21| and minimise |S11|. Once a rough geometry had been converged upon,
48 Chapter 3. Methods
simpler geometries were chosen that matched the general shape of the tran-
sition regions while being defined by fewer terms. This allowed a second
optimisation to be run and ensure a global minimum had been found. The
final geometry converged upon is discussed further in Chapter 4
3.5 Parameter Extraction
This section covers the calibration method required for stripline characteri-
sation of materials, beginning with the T-matrix formulation used for ana-
lytically modelling the experimental setup. After this, the procedure used
to find the position of samples in the stripline transmission line for accurate
analysis of the S-parameters recorded experimentally is presented.
3.5.1 T-Matrix Formulation
The T-matrix formulation is used for providing a model of wave propaga-
tion through layered media. From T-matrices, it is possible to make a model
set of S-parameters for a layered system. The T-matrix formulation com-
prises 2 matrices; a transfer matrix, which evaluates the reflection and trans-
mission at a boundary, and a propagation matrix which adjusts the phase
for propagation through a medium, depending on the refractive index and
thickness of the material.
These two transfer matrices have the following form;
[
TTransfer
]
=
1
τ
[
1 ρ
ρ 1
]
(3.5)
[
TPropagation
]
=
[
φ 0
0 φ−1
]
(3.6)
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where
φ = eik0Ln, k0 =
2pi f
c
,
ρ =
Z− 1
Z + 1
, τ =
2Z
Z + 1
,
Z =
√
µ∗r
e∗r
, n =
√
e∗r µ∗r ,
e∗r = e′r + ie′′r , µ∗r = µ′r + iµ′′r .
Here, φ is a phase term, dependent upon the distance propagated through
the sample, L, the refractive index, n, and free-space wavenumber, k0. f is
the frequency, c is the speed of light, ρ is the reflection coefficient and τ
the transmission coefficient. Z is the characteristic impedance of the mate-
rial. Using these equations, it is possible to derive the S-parameters for a
slab of material with known permittivity and permeability across a given
frequency range. A sample with length L, relative permittivity, er∗, and
relative permeability, µr∗, would have its transfer matrix described by mul-
tiplication of the following matrices:
[
TTotal
]
=
1
τ
[
1 ρ
ρ 1
]
·
[
φ 0
0 φ−1
]
· 1
τ′
[
1 −ρ
−ρ 1
]
(3.7)
where
τ′ = 2
Z + 1
Multiplying these transfer matrices through, and using the common S-
parameter relations to T-parameters:
S11 =
T21
T11
S21 =
1
T11
S22 =
−T12
T11
S12 =
Det|T|
T11
(3.8)
this returns S-parameters of:
S11 =
ρφ− ρφ−1
φ− ρ2φ−1 (3.9)
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S21 =
ττ′
φ− ρ2φ−1 (3.10)
In the case of a single slab of material, S11 = S22 and in all cases, S21 =
S12. The only case when transmission in each direction will not be equal is if
the system is non-reciprocal. This means the impedances that are on either
port are not the same, so the fields have not been matched to the same ex-
ternal media on each side of the material. In all cases here, the S-parameters
are given when matching the material to ports that are considered to be
air, meaning all indices, impedances, permittivities and permeabilities are
relative to air. When describing a system comprising multiple layers of ma-
terial, it is possible to calculate the T-matrix for each individual material
before simply multiplying them together in the order that the materials oc-
cur in the system. Then one can convert into S-parameters again for the
description of the full system. This means a set of T-matrices may be used
to describe the stripline system before converting back into S-parameters to
compare with experimental measurements. T-matrix formulation was used
to model the stripline system for the short-measurement calibration applied
throughout the project.
3.5.2 Short-measurement Calibration of the Stripline
The stripline may be considered to be comprised of three sections; two tran-
sition regions, A and B, as well as a sample region in the middle that is the
section of stripline with constant strip width. Each of these sections may be
described by a T-matrix, which can be converted into S-parameters by the
previously described relations.
[
TA
]
=
[
TA11 T
A
12
TA21 T
A
22
] [
TB
]
=
[
TB11 T
B
12
TB21 T
B
22
]
[
TSam
]
=
[
TSam11 T
Sam
12
TSam21 T
Sam
22
]
The sample region is described by a T-matrix that is dependent upon
the content of the sample region. This will either be an empty air region,
in which case the T-matrix is simply a propagation matrix for the length of
the constant width region of the stripline. If the sample region contains a
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sample for characterisation, it is then described by a three-layer model with
air either side of a material of unknown permittivity and permeability.
In the case of a measurement of the stripline with a short inserted, the
sample region is described by
[
TSam (Short)
]
=
[
φ 0
0 φ−1
]
· 1
τ
[
1 −1
−1 1
]
·
[
φShort 0
0 φ−1Short
]
· 1
τ′
[
1 1
1 1
]
·
[
φ′ 0
0 φ′−1
]
.
(3.11)
Here, the propagation matrices containing φ and φ′ depend on the posi-
tion of the short bar.
Multiplying these T-matrices through gives the final T-matrix:
[
TTot
]
=
1
ττ′
[
(TA11 − TA12φ−1)(TB11φ′ − TB21φ′−1) (TA11 − TA12φ−1)(TB12φ′ − TB22φ′−1)
(TA21 − TA22φ−1)(TB11φ′ − TB21φ′−1) (TA21 − TA22φ−1)(TB12φ′ − TB22φ′−1)
]
.
(3.12)
By using this analytical model of the total system, and the conversion
from T-parameters to S-parameters, an expression for the reflection at Port
1 may be given in terms of transition region A and the position of the ‘short’
bar.
SShort11 =
TA21φ− TA22φ−1
TA11φ− TA12φ−1
. (3.13)
By using this equation, it is possible to fit to reflection measurements of
the stripline with a shorting bar inserted. By inserting a shorting bar at more
than 3 positions, measurements will provide enough information to extract
the T-matrix for each transition region.
It is not possible to infer an expression for S22 from this model, as the
determinant of the final T-matrix is zero. Instead, transition region 2 is de-
scribed by (3.14) and the S-parameters are defined by (3.15).
SShort22 =
TB21φ
′ − TB22φ′−1
TB11φ
′ − TB12φ′−1
(3.14)
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Figure 3.4: Signal flow diagram showing the positions at which shorting bars
are placed in order to gain information on the S-parameters for the
transition regions.
SB11 =
−TB12
TB11
SB21 =
Det|TB|
TB11
SB22 =
TB21
TB11
SB12 =
1
TB11
(3.15)
Essentially, this mathematical definition is the same as treating the stripline
as though it has been connected to the VNA from the opposite side, so
S11 → S22 and S21 → S12.
Once the transition regions for the stripline have been characterised, it
is then possible to de-embed sample S-parameters from the S-parameters
measured for the stripline with the sample inserted. This is acheived by con-
verting the measured S-parameters into a T-matrix, and simply multiplying
the converted T-parameters by the inverse matrices of the transition regions.
The resulting T-matrix is then converted back into a set of S-parameters for
the sample alone.
[
TTotal
]
=
[
TA
]
·
[
TSam
]
·
[
TB
]
[
TSam
]
=
[
TB
]−1 · [TTot] · [TA]−1
A set of 3 or more short readings is sufficient information for the char-
acterisation of transition regions. When using only 3 measurements of the
stripline with shorting bars at different positions, there is a degeneracy in
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the solution to the transition regions that occurs at a point in frequency cor-
responding to the distance between the first and final short reading. For
example, if the distance to each n short reading is ln, the frequency of cali-
bration failure will be 2∗3×108ln−l1 Hz. Examples of the extracted S-parameters
for a 5 mm polyurethane sample are displayed in Figure 3.5. In each of these
extractions, a different distance between short readings had been used. The
phases for the reflected signals at Port 1 for each of these sets of short mera-
surements are shown in Figure 3.6. As can be seen from Figure 3.6, the
phase of the three short readings coincides at frequencies that are related
to the greatest distance between short readings. These points where the
phases coincide are the same points that transition region characterisation
fail in Figure 3.5. There is also error in extraction at low frequencies, when
the short readings again become too similar to be distinguished against elec-
trical noise.
The results for extracted S-parameters have errors in extraction at
∼16 GHz, ∼24 GHz and >30 GHz for Figures 3.5a, 3.5b and 3.5c respec-
tively. These extractions were made using shorts readings that had maxi-
mum distances between each other of 9.3 mm, 6.2 mm and 3.3 mm respec-
tively. It is possible to provide even more data to fit by attaching a cali-
bration standard to each end of the stripline and measuring the reflection
that results. In this case the measurement system is modelled by the to-
tal stripline T-matrix multiplied by that for the calibration standard chosen,
as in (3.16) and (3.17). The calibration standards used for experiment were
Short and Open calibration standards from Anritsu Network Analyzer V Cal-
ibration Kit Model 3654D. Measurements of the S-parameters for the empty
stripline were also taken to fit to.
[
TOpen
]
=
[
TStripline
]
·
[
φStandard 0
0 φ−1Standard
]
·
[
1 ρOpen
ρOpen 1
]
(3.16)
[
TShort
]
=
[
TStripline
]
·
[
φStandard 0
0 φ−1Standard
]
·
[
1 ρShort
ρShort 1
]
(3.17)
There is an extra term in these equations which relates to the electrical
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(a) (b)
(c)
Figure 3.5: Extracted sample S-parameters for a set of S-parameters measured
for the stripline geometry with a 5 mm polyurethane sample inserted.
The sample S-parameters have been extracted using short calibration
measurements with maximum spacings of (a) 9.3 mm, (b) 6.2 mm,
and (c) 3.3 mm.
length of each standard. This must be taken from the calibration kit spec-
ification to accurately describe the system. It would be possible to define
the sysem more accurately by also taking reflection terms from an elecrical
model of the standards based on capacitance and inductance values. The
assumption that these reflection terms were ρOpen=1 and ρShort=-1 was suf-
ficient for characterisation of the transition regions.
At low frequencies, the difference in phase of the short measurements
become so small that they are masked by noise so solutions again become
degenerate. Having measurements of the S-parameters for the empty stripline
and measurements of the reflections from each side of the empty stripline
with calibration standards attached gives greater reliability in the charac-
terisation of the transition regions at low frequencies as the phase gradient
3.5. Parameter Extraction 55
(a) (b)
(c)
Figure 3.6: Phases of the S11 measurement for the shorted stripline with shorts
placed at average distances from eachother of (a) 4.6 mm,
(b) 3.1 mm, and (c) 1.7 mm.
of these signals is greater than that for the shorted readings. The result
of extracting sample S-parameters for a 5 mm polyurethane sample in the
stripline using transition regions inferred from these additional measure-
ments is shown in Figure 3.7.
The results above show that the extraction of sample S-parameters when
fitting to a set of 7 short readings, as well as S-parameter measurements of
the empty stripline with and without calibration standards has significantly
better extraction at low frequencies, as well as no errors at frequencies corre-
sponding to the distance between each short reading. The erroneous point
at ∼3 GHz is due to an equipment fault.
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Figure 3.7: Graphs showing for a 5 mm polyurethane sample from the measured
stripline geometry, the extracted sample S-parameters extracted us-
ing measurement of all previous short readings together with mea-
surements of the empty stripline with and without calibration stan-
dards attached at each end.
3.5.3 Offset Sample Correction
The position of the sample in the stripline may be determined from the
phases of the reflected signals from either side of the sample. This will al-
low φA and φB to be determined directly from measurement. If the sample
is placed centrally in the stripline, the phases of the reflections will match,
as the distance travelled by the reflected signals is the same. If the sample
is off-center, the signals will have a discrepency in phase. By adjusting the
offset of the sample in the model until the de-embedded phases coincide, it
is possible to determine the necessary offset correction for off-center place-
ment of the sample.
In order to perform this correction, a code is written that takes the phase
of the corrected S11 and S22 signals with a guessed phase factor. The code
then adjusts the phase factor that corresponds to the distance, d, from the
beginning of the sample region to the sample – air interface until
φCorrected11 = φ
Corrected
22 .
φCorrected11 = φ
Measured
11 + 2k0d
φCorrected22 = φ
Measured
22 + 2k0(L− lSam − d).
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Here, L is the length of the sample region, lSam is the length of the sam-
ple, and d is the distance to the first face of the sample. The offset factor, d,
is found when the corrected phases, φCorrected11 and φ
Corrected
22 coincide.
Figure 3.8: Schematic showing the three-layered system that is considered when
fitting to de-embedded sample S-parameters. The model assumes
that the sample is not centrally placed, and the position of the sam-
ple must be determined from analysing the phases of the reflected
signals.
(a) (b)
Figure 3.9: Figures comparing the uncorrected (a) and corrected (b) phases for
the reflected signals for a test sample that is offset by a distance d
from the centre of the sample region.
Examples of the uncorrected and corrected phases of reflected signals
for a modelled set of S-parameters with an offset sample are shown in Fig-
ure 3.9. This technique for finding the position of samples was also applied
for finding the positions of each short reading for the stripline.
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3.6 Particle Cross-section Analysis
In order to investigate the internal structure of particles, scanning electron
microscope (SEM) analysis of the cross-sections for these particles was nec-
essary. In order to achieve these images, a method for cutting particles
into hemispheres was required. First a particle-by-particle approach was at-
tempted, using a FIB to cut each particles. Then, a technique for sectioning
mulitple particles at once by polishing a composite comprising CIP particles
in a hard-set epoxy was employed.
3.6.1 Focused Ion Beam Sectioning
Initially a focused ion beam (FIB) was used to section particles for individual
assessment. The focused ion beam was configured for etching Si and was
set to run an etch of the bounded box in Figure 3.10a to a depth of 100 nm
with a beam current of 0.3 nA. The working distance was 4.3 mm, as this
was the eucentric height, so tilting of the sample stage does not change the
point of sample surface being imaged.
This program was run repeatedly until the particle had been cut through
entirely, as in Figure 3.10b. Imaging of the cross-sections performed by this
process did not show an internal structure Figure 3.10c. This could be from
the ion beam causing carbon deposition onto the section surface, causing
issues in imaging the structure [102].
It could also be possible that the structure is not being seen due to the
materials of each layer being similar/ electrically connected, giving little
contrast between the layers. In order to test this, the surface of a particle
already cut in half was etched with the FIB. This was done by rotating the
dualbeam stage after sectioning such that the face of the particle section
was now perpendicular to the beam. The FIB was then used to perform a
50 nm deep etch of the entire surface before rotating back to view the newly
polished section with the SEM Figure 3.11. The SEM was used for these im-
ages with an acceleration voltage reduced to 5.0 kV and beam current of 1.6
nA. The acceleration voltage for electrons was reduced as this gave a better
contrast between regions at the cost of resolution. The improvement in con-
trast due to reduction of acceleration voltage is likely the result of incident
electrons penetrating less deep into the surface of the section, meaning the
images were more representative of the surface itself rather than any other
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(a) (b)
(c)
Figure 3.10: Figure demonstrating the process for attempting to image the sec-
tion of a carbonyl iron particle by use of a dualbeam system. (a)
First the particle is imaged and an area chosen to be cut by focused
ion beam (FIB). (b) The FIB is used to section the particle, etching
until all of the material has been removed. (c) Image the newly sec-
tioned particle by scanning electron microscope. All images taken
using SEM with acceleration voltage of 10.0 kV and beam current of
0.54 nA.
material below. For a structure that varies with depth, it is crucial to have
an image of the section that is most representative of the surface whilst still
having a high enough resolution to see features of interest. The detection
mode for secondary electrons was also changed to through-lens-detection
(TLD) as this detection method should allow a higher magnification for sec-
ondary electron detection, further improving the quality of image [103]. The
secondary FIB polishing etch was intended to provide a topological differ-
ence between layers, rather than discerning by secondary electron energy
alone; the two phases of the structure were expected to etch at different rates
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under the ion beam meaning that after this process it should be possible to
infer a structure Figure 3.12.
Figure 3.11: Schematic showing a method used in an attempt to inspect the in-
ternal structure of a carbonyl iron particle by use of a SEM-FIB du-
albeam system. (a) First the particle is sectioned with the focused
ion beam. (b) The particle is rotated such that the newly exposed
section is perpendicular to the FIB. (c) FIB is used to polish the sur-
face of the section. (d) Rotate sample and tilt such that the section is
perpendicular to the SEM objective and image section.
Although this method appears to be viable for imaging the concentric
ring structure of these particles, the process is laborious, only providing a
single particle analysis per iteration of sectioning. The method also returned
a low success rate, with particles often being lifted off the adhesive carbon
tape before the section could be completed.
3.6.2 Sectioning by Polishing
The next method for producing cross-sections was by polishing the particles
when set in a hard polymer matrix. Particles were enclosed in Deluxe Mate-
rials Speed Epoxy II epoxy resin before being sanded down to the region of
loading. Once the region of loading was reached, the surface was then pol-
ished using Hypres Five-Star diamond compound emery paste loaded onto
glass slides. The samples were polished with emery pastes with decreasing
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(a) (b)
Figure 3.12: This figure displays two high-contrast SEM images of the resultant
section when using the dualbeam system with an additional pol-
ishing step applied by the FIB to etch the surface of the newly sec-
tioned particle. Images taken with SEM using 5.0 kV acceleration
voltage, beam current of 1.6 nA and through-lens-detection of sec-
ondary electrons.
particle sizes until a paste with 0.1 µm inclusions was used. The sample face
was then cleaned in IPA for SEM imaging.
Imaging of this surface again proved ineffective for observing the inter-
nal structure, highlighting the issue that the entire structure of the particles
is electrically conductive or the constituent parts of the internal structure are
all too similar to be distinguished by SEM. A second process, described in
[23] was then utilised. Nital, a metal etchant comprising 2%vol. nitric acid
in IPA, was applied to the surface of the mechanically polished section. This
etchant allows grain boundaries to be exposed topologically, as the etchant
will etch different materials at different rates. This is applicable for expos-
ing the onion ring structure of the particles, as the iron-carbide and pure
iron layers will etch at different rates. This is the method predominantly
used for obtaining the cross-section of CIP particles.
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3.7 Particle Size Analysis
The particle size distributions for CIP grades were taken multiple times us-
ing two methods. The first attempt, by laser light diffraction was performed
at Oxford, the second by Johnson Matthey (JM) using laser light diffraction
again, and a third at The University of Exeter which was performed by di-
rectly imaging the particles by SEM. The SEM images were used to analyse
the areas of the particles to infer a radius for each particle of a sample set.
3.7.1 Laser Light Diffraction Analysis
The analyses performed at Oxford and Johnson Matthey both utilised a
Malvern Instruments Mastersizer 2000 particle size analyser. The powders
were mixed into a water suspension and ultrasound sonication was applied
to the suspension to break agglomerates and ensure a good dispersion of
particles. To obtain reliable, measurements of the particle sizes from this
method it is necessary to make a solution that does not have too much pow-
der as the more particles are in the solution, the less laser light will pass
through the solution to give data on particle sizes. It is also possible to have
extra scattering terms when the amount of particles is too high. The loss
of signal due to scattering and absorption will cause the data to be unreli-
able, as multiple scattering terms cause erroneous extraction of particle size,
while a low transmitted light level will lead to increased uncertainty. The
optimum loading for small particles (less than 4 µm in size) corresponds to
a percentage of obscured light of around 10% [104]. Once this amount of
obscuration had been reached, the analysis was run.
3.7.2 SEM Analysis
SEM analysis of particle sizes was performed by taking a sample of each
grade and adhering them to a strip of carbon tape before blowing the surface
with compressed air. This allowed particles to be reasonably well dispersed,
without areas that were too dense in particles for the image processing soft-
ware to be able to recognise them as individual particles. It is also necessary
to ensure particles are not too sparse on the imaging surface to avoid an ex-
cessive amount of images needing to be processed for a complete analysis.
An example image for particle size analysis is shown in Figure 3.13a.
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Particles were imaged using the SEM/FIB dual beam system described
in Chapter 2. The acceleration voltage for imaging was 10.0 kV with an
emission current of 0.13 nA. The working distance between electron source
and sample was 5.0 mm.
Once particles had been imaged, a 3rd party imaging software, ImageJ,
was utilised for particle size analysis. First, images are converted into bi-
nary format, with particles shown as solid black on a white background,
as in Figure 3.13b. Once images had been converted to binary format, a
watershed function was applied to automatically split particles that were
touching, allowing individual particles to be detected. The particle anal-
ysis function was then applied, looking only for particles with a diameter
greater than 0.03 µm and below 100 µm with a circularity greater than 0.6.
The circularity for the image of a particle is defined by the ratio of the area
of image occupied by the particle, and the perimeter of the image of the
particle squared (3.18). This ratio is normalised such that a circularity of 1
corresponds to a 1:1 ratio circle. Once particles had been detected and their
sizes taken as an area of pixels, the data was analysed to infer a particle
radius in µm.
Circularity = 4pi · Area
Perimeter2
(3.18)
(a) (b)
Figure 3.13: (a) SEM micrograph example for particle size analysis of CIP HQ.
(b) Processed image for use in particle detection and area extraction.
The image has had a binary function applied to convert the image
to purely black and white pixels, and a watershed function has been
applied to separate regions of joined particles.
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3.8 List of Materials
• CIP ES obtained from BASF
• CIP HQ obtained from BASF
• CIP HS obtained from BASF
• CIP EW obtained from BASF
• CIP EW-I obtained from BASF
• CIP EM obtained from BASF
• CIP CM obtained from BASF
• CIP SM obtained from BASF
• 800 nm spherical Fe powder obtained from S S nano
• 100 nm spherical Fe powder obtained from S S nano
• Xencast P2 Fast Cast Polyurethane Casting Resin obtained from Easy
Composites
• Speed Epoxy II obtained from Deluxe Materials
• 2% Nital Etchan obtained from Vickers Laboratories
• PTFE powder obtained from Sigma-Aldrich
• BaTiO3 powder obtained from Sigma-Aldrich
3.9 Conclusions
In this chapter, a method for fabrication of composite samples is discussed,
alongside another experimental technique for the preparation of compos-
ites with filtered particle size distributions. The optimisation routine for the
stripline transition region is discussed and S-parameters for the optimised
stripline, as well as the final geometry converged upon are discussed in the
next chapter. The optimised stripline geometry presented in Chapter 4 is
that which has been used for the entirety of this project. The calibration
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technique developed in this project has been detailed, alongside the analyt-
ical theory representing this calibration technique and the improvements in
measurement that have been applied. The calibration technique has been
adapted from previous literature, and improvements to the technique are
presented. These improvements allow the characterisation of transition re-
gions across an unprecedented broadband frequency range of 200 MHz - 50
GHz. The method for imaging the size and structure of CIP particles is also
presented here, and the results of the particle size distributions for each CIP
grade investigated are presented in Chapter 5.
The following chapters will detail experiments performed using this im-
proved stripline measurement technique.
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Chapter 4
An Improved Stripline Technique
for the Electromagnetic
Characterisation of Composite
Materials
4.1 Introduction
To provide a full investigation into CIP-PU composites, a method for quickly
and easily characterising multiple samples with different volume loadings
of material was required. This technique needed to be viable for use with
small samples as not to create unnecessary waste of constituent materials
and also required a sample geometry that was able to be readily produced
in bulk for validation of repeatability. As described in Chapter 2, most other
techniques require multiple samples for different frequency bands of char-
acterisation and often require samples whose geometry makes it difficult
for bulk amounts of samples to be produced easily (for example, toroidal
samples for coaxial line require metalisation of the inner hole that may not
be easily achieved in bulk). The optimised stripline technique presented
in this chapter, and used throughout the rest of this work, is viable for the
characterisation of dielectric and magnetodielectric materials across an un-
precedented frequency range of 200 MHz – 50 GHz for single samples. The
samples are cut from a stock with a total volume of only 3.2 cm3 that can be
cut into a minimum of 5 sample pairs with different propagation lengths for
characterisation. For comparison, a similar characterisation by waveguide
across the significantly narrower frequency range 12.4 – 18 GHz, would re-
quire a volume of stock that is 8.7 cm3 to produce the requisite sample set.
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This chapter contains results for the optimised stripline geometry when
modelled in a finite difference time domain electromagnetic modelling soft-
ware. The final solution converged upon is presented, alongside compar-
isons of the modelled and measured S-parameters for this proposed stripline
geometry. The results for extraction of sample S-parameters from measure-
ments of the stripline geometry with dielectric and magnetic composites is
then presented. From these measured S-parameters, the relative permittiv-
ity and permeability is extracted. This chapter also provides an outline of
different methods that may be used for the extraction of relative permittiv-
ity for dielectric materials that allow either a fit to the full frequency range of
measured S-parameters for samples or a point-by-point approach, analysing
narrower "windows" of frequencies.
The results for extraction of relative permittivity and permeability of
magnetic composite materials containing carbonyl iron powder in polyurethane
are also presented. This chapter also contains a discussion of the typical er-
rors associated with the stripline technique when measuring dielectric and
magnetic samples, and is the technique that has been utilised for the extrac-
tion of material parameters that are presented throughout the rest of this
work.
4.2 Method
4.2.1 Electromagnetic Modelling of Stripline Transmission
Lines
Stripline geometries were electromagnetically modelled using a finite dif-
ference time domain simulation software. The stripline geometry was first
modelled and the S-parameter results compared to a standard 20◦ taper
stripline. The stripline that was modelled had dimensions of H = 7 mm,
W = 10.66 mm and LCav = 10 mm. The modelled S-parameters, displayed
in Figure 4.1, matched closely with results measured experimentally, con-
firming the validity of this model. There are extra oscillations in the mea-
sured S-parameters of the stripline, which are a result of impedance mis-
match between the coaxial cables and the coaxial adaptors of the stripline.
This mismatch is not incorporated into the model of the striplines so these
oscillations are not present in the model output. Once the stripline model
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had been verified, different geometries were able to be chosen in order to
increase the working range of the device.
Figure 4.1: Comparison of modelled and measured S-parameters for an empty
stripline geometry.
4.2.2 Upper Cut-off of Stripline
There exists an upper cut-off for the stripline above which non-TEM modes
exist. These modes corrupt S-parameter data such that Fresnel theory may
no longer be applied to determine permittivity and permeability of samples.
The upper cutoff of the stripline appears to be a result of the height discon-
tinuity of the line at the coaxial to strip transition. This frequency at which
cutoff occurs is dependent on both the height and length of the stripline,
meaning when high index materials are used in the stripline, this cutoff can
unfortunately be brought down into the frequency range of interest. For
these reasons it was important to design a stripline with a cutoff that is high
in frequency, such that adding high index materials will not bring the un-
wanted resonance down to the frequency range of interest.
Figure 4.2 shows the measured and modelled S-parameters for a 7 mm
tall stripline with a 5.54 mm Teflon sample inserted. There is a non-TEM
mode at around 22 GHz for the empty stripline, which is brought down
to a frequency of 17 GHz when the Teflon sample is inserted. This mode
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Figure 4.2: Comparison of modelled and measured S-parameters for a stripline
geometry with a 5 mm Teflon sample inserted.
cannot be accounted for by Fresnel theory, so extraction of permittivity and
permeability for a sample is not possible at the frequency of resonance.
By reducing the propagation length of the line, as well as the cavity
height, the frequency of this mode is pushed higher. However, it was recog-
nised that once the height of the cavity matched the diameter of coaxial
adaptors, this mode was suppressed, and an upper cut-off that was not de-
pendent on the propagation length of the cavity was left. The stripline cav-
ity height used was 3 mm, with a strip width of 3.86 mm and thickness 0.15
mm. The single angle taper transition of the strip width was set to 20◦. The
modelled S-parameters of this stripline are shown below and the observed
cut-off for this stripline was at ∼ 49 GHz.
A second optimisation was performed to produce a new transition re-
gion geometry that allowed better impedance matching than a simple 20◦
taper. The process for this optimisation is discussed next.
4.2.3 Optimization of the Stripline Conductor Geometry
The impedance of the improved stripline was optimized by adjusting the
shape of the center strip transition regions. Using an electromagnetic model
of the ends of the stripline with a general shape comprising 10 vertices, a
genetic algorithm was used with HFSS modelling software to minimize the
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(a) (b)
Figure 4.3: Figure showing the absolute S-parameters for a stripline device with
single angle taper transition, height of 3 mm and strip width of 3.86
mm. The cavity lengths for each model were (a) 20 mm and (b) 50
mm.
reflection, S11, and maximize transmission, S21. A finite element method
(FEM) analysis was utilised for this optimisation, and an in-built optimisa-
tion utility was used for applying a genetic algorithm to the objective func-
tion. The final geometry converged upon was approximated with a smooth
curve that gives the relationship between width, w, of the line, and distance
along the line, x. This transition region ends at a given length, LTrans, and
is repeated on the other end of the strip for transition back to the coaxial
adapter. The final geometry used is described by Equation (4.1)
w =

r0 for x ≤ d
r0 + A
3
√
x− d for d ≤ x ≤ LTrans
3.83 mm for x ≥ LTrans
(4.1)
Here r0 is the radius of the coaxial pin, and A is a scaling factor, which
when optimised takes a value of 0.01 and x is the distance along the line, in
mm. Using a stripline geometry with height, H = 3 mm, and cavity length
of L = 20 mm the optimum transition regions begin at a distance, d, from
the cavity wall of 0.22 mm and finish at a distance from the cavity wall of
LTrans = 2.49 mm. Between the transition regions, the width, w, remains
constant at 3.83 mm. Schematics showing the stripline, center strip geome-
try and sample placement, alongside a photo of the fabricated stripline are
shown in Fig. 4.4. The central conductor thickness, t, is 0.15 mm.
The modelled S-parameters for this geometry of stripline are displayed
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(a) (b)
(c) (d)
Figure 4.4: (a) Schematic showing the stripline geometry. Coaxial adapters screw
into the walls of a brass housing, and the center conducting strip is
connected using coaxial pins. (b) Close-up schematic of the transition
region from coaxial pin to central strip shape. (c) Photograph of the
stripline device. (d) Schematic showing the sample placement in the
stripline. Samples are placed above and below the central conductor
such that the step in each sample is either side of the line.
in Figure 4.5. The absolute reflected signal, |S11| is seen to remain below 0.1
across the range 70 kHz - 50 GHz. The measured S-parameters for the fabri-
cated stripline are shown in Figure 4.6. As can be seen, there is considerably
more reflection for the fabricated line than the model predicts. This is likely
due to the characteristic impedance of the coaxial adapters being modified
when machining them to be flush with the stripline cavity walls, as damage
may be caused to the connectors at this time. It is also possible that there are
other imperfections in the fabricated stripline during assembly. The need to
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solder coaxial pins to the central conducting strip introduces another possi-
ble source of impedance mismatch.
Figure 4.5: Graph showing the modelled S-parameters for the optimised
stripline
Figure 4.6: Graphs showing the measured S-parameters for the optimised
stripline.
To test the transition regions for the stripline cavity were a general solu-
tion for any length of cavity, the length of the stripline cavity was changed in
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model. When changing the length of the cavity from 20 mm to 150 mm, pro-
vided the transition regions were the same, no affect of the S-parameters of
the stripline in models were noted any further than an increase in the num-
ber of Fabry-Perot modes across the frequency range. This test was used
to prove that the transition regions of the stripline were a solution for the
height of that line, and that it was independent of the length of the stripline
cavity. There is a mode in the modelled stripline at 49 GHz that is also
present in the measured S-parameters for the stripline. This mode does not
change in position when changing the length of the stripline cavity, as seen
in Figure 4.7 where a model of the same stripline transition regions were
used with a cavity length of 50 mm. The discrepancy in reflection ampli-
tudes for the manufactured stripline compared with the modelled stripline
presents the issue of requiring a calibration technique to account for reflec-
tions at the transitions. However, since there are no higher order modes
up until 50 GHz, the short calibration technique described in Chapter 3 is
applicable.
Figure 4.7: Graph showing the modelled S-parameters for the optimised
stripline geometry with a cavity length of 50 mm.
The height of the stripline cavity is rather more critical as the ‘Short’ bars
and samples must fit snugly into the stripline. If shorts and samples do not
fit snugly into the line, air gaps will cause erroneous data extraction. It was
4.2. Method 75
also found that air gaps between the cavity walls and lid of the stripline al-
low extra non-TEM modes to be excited. These air gaps may be as small as
tens of microns and still cause issue in calibration. To minimise the preva-
lence of these issues, the joins of the lid to the cavity walls were sealed at the
bottom with conductive paste, and where air gaps at the top were persistent,
toolmaker’s clamps were used for sealing.
Other dimensions for the stripline were changed such as the width of the
center conductor and thickness of the conducting line. This will cause the S-
parameters for the stripline to become sub-optimal. Provided no non-TEM
modes are able to be supported, the secondary ’Short’ calibration accounts
for these extra reflections caused by impedance mismatch. The inverse re-
lationship between the frequency at which higher order modes appear and
the stripline height was investigated by testing extraction of S-parameters
for samples inserted into striplines with the same central conductor but dif-
ferent heights. The different heights returned the following result: 3 mm tall
stripline operation up to approximately 50 GHz, 10 mm tall operation up to
approximately 17 GHz, 15 mm tall operation up to approximately 10 GHz,
and 20 mm tall operation up to approximately 5 GHz.
Another source of error in measurement is the incorrect placement of
samples or the use of samples that are misshapen. The sensitivity of mea-
surement to sample placement and quality is investigated more thoroughly
in the results section of this chapter.
4.2.4 Sample Fabrication
In order to test the design of the proposed stripline, samples were made
with increasing index that were either only dielectric, or contained mag-
netic inclusions for testing simultaneous extraction of permittivity and per-
meability. Samples were fabricated by mixing dielectric or magnetic pow-
der into a polyurethane resin using the technique described in Chapter 3.
Multiple samples with specific values for lSam were fabricated. Characteri-
sation of samples with different lengths is useful when characterising sam-
ples with low loss as by measuring multiple lengths of sample, it is possible
to provide more information at frequencies corresponding to Fabry-Perot
resonances within the samples.
Dielectric composite samples were formed with percentage volume fill-
ings of BaTiO3 ranging from 0% vol. to 25% vol. in 5% vol. increments.
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(The BaTiO3 was obtained from Sigma Aldrich, where the given particle size
was ≤ 3 µm.) Magnetic composite samples were formed with percentage
volume fillings of CIP ranging from 0% vol. to 40% vol. in 10% vol. incre-
ments. The carbonyl iron used was grade CIP ES from BASF with a particle
size range 3.0 – 4.0 µm, as stated by BASF. CIP particles tend to be spherical
and have a smaller size distribution, meaning the mixture in resin was less
viscous than with BaTiO3 particles, thus a higher percentage volume fill-
ing was reached. The densities of these samples as a function of percentage
volume filling are shown in Fig. 4.8.
Figure 4.8: Measured densities of CIP ES – Polyurethane (red) and BaTiO3 –
Polyurethane (blue) composites for each percentage volume loading.
Dashed lines show the predicted densities with ρCIP=7800 kg/m3 and
ρBaTiO3=6080 kg/m
3
The linear relationship between composite density and % volume load-
ing indicates that samples contained negligible amounts of air bubbles. The
predicted densities for the samples were calculated by using a density for
CIP of ρCIP=7800 kg/m3 and for the dielectric samples using a density for
BaTiO3 of ρBaTiO3=6080 kg/m
3. These are the stated densities of the materi-
als in the MSDS, taken at 25 ◦C.
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4.2.5 Measurement Process
Measurements were taken using the following procedure:
• Perform standard SOLT cable calibration with VNA;
• Take 7 readings of S11 and S22 with ‘shorts’ placed at known different
positions;
• Measure empty stripline S-parameters with and without calibration
standards on each end;
• Fit to all ‘short’ readings and empty stripline readings to extract tran-
sition region S-parameters;
• Measure stripline S-parameters with sample inserted;
• Use transition region S-parameters to extract sample S-parameters;
• Fit to sample S-parameters with Fresnel theory to find values for rela-
tive permittivity and permeability.
The cables used to connect the stripline to the VNA were 60 cm long, 2.4
mm (V-Type) cables. The coaxial adapters from circular to stripline geome-
try were 2.92 mm - 2.4 mm adapters (K-Type to V-Type).
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4.3 Results
4.3.1 Dielectric Composites
The measured S-parameters for the 3 mm tall stripline system with a pure
polyurethane sample inserted are displayed in Figure 4.9. The polyurethane
sample was 5.05 mm in length, and the S-parameters for the sample alone,
after de-embedding with the calibration technique, are shown in Figure 4.10.
These S-parameters have also had a phase correction applied to set the ref-
erence plane of the data to be at the sample interface.
(a) (b)
Figure 4.9: Magnitude (a) and phase (b) for the measured S-parameters of the
stripline transmission line with a 5.04 mm pure polyurethane sample
inserted.
(a) (b)
Figure 4.10: Magnitude (a) and phase (b) for the extracted sample S-parameters
for a 5.04 mm pure polyurethane sample, extracted from the mea-
sured S-parameters for the combined system.
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The comparisons of Figure 4.9 and Figure 4.10 shows that the effects
of extra reflections at the transition regions of the stripline have been re-
moved, and the reference positions for the phases of the reflected and trans-
mitted signals have been set to the faces either side of the sample. These
S-parameters were fit to by the sliding window Fresnel method described in
Chapter 3. The results for relative permittivity and permeability, as well as
the corresponding values for refractive index and characteristic impedance
are shown in Figure 4.11.
(a) (b)
Figure 4.11: Relative permittivity and permeability (a) with the characteris-
tic impedance and refractive index (b) for the 5.04 mm pure
polyurethane sample, extracted by fitting to S-parameters with Fres-
nel’s equations and er, µr as free variables.
There are spikes in the data that occur at frequencies corresponding to
wavelengths where integer multiples of λ2 fit into the sample (
λ
2 frequen-
cies). When plotting the refractive index and impedance from this result, it
is possible to see that the index remains stable across this frequency range,
whereas the impedance contains the spikes. This is because the determined
impedance of the sample becomes unstable at frequencies where the re-
flected signal is low, as there is a higher uncertainty due to noise in mea-
surements. An expression for calculating the impedance explicity from the
measured S-parameters is given in Equation (4.2).
ZCalc =
√
(1+ S11)2 − S221
(1− S11)2 − S221
(4.2)
By calculating the impedance explicitly and comparing with the impedance
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resulting from the fitted parameters, it is seen that this error is still preva-
lent even when fitting to a range of points. The index, however, remains
stable across the entire frequency range. Since the sample is assumed to be
a dielectric, it is possible to assume that the impedance is given by Equa-
tion (4.3)
ZFit =
1
nFit
=
1√
erµr
(4.3)
Figure 4.12: Characteristic impedance of the polyurethane sample, directly cal-
culated from Equation (4.2) (Black), compared with the characteris-
tic impedance inferred from the fitted index (Red).
It is also possible to apply the assumption that µr = 1 for these samples
during the fitting routine. When fitting to the S-parameters with only the
permittivity as the free variable, the results in Figure 4.13 are converged
upon.
The results for the relative permittivity of BaTiO3 loaded samples, ex-
tracted by fitting Fresnel theory to sample S-parameters with the relative
permeability fixed at unity, are shown in Fig. 4.14.
There is a weak oscillation in the data, which is associated with the in-
creased error in S-parameter measurements at λ2 frequencies. The roughness
or shape of sample at one face can also differ from the other side, which
adds further to the uncertainty at these points. Much care is taken to en-
sure sample dimensions are all square but there will inevitably be errors. At
higher volume loadings, the impedance and loss of samples is such that the
magnitude of S21 becomes close to zero at high frequencies, again leading
to increased uncertainties at high frequencies.
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(a) (b)
Figure 4.13: Relative permittivity (a) with the characteristic impedance and re-
fractive index (b) for the 5.04 mm pure polyurethane sample, ex-
tracted by fitting to S-parameters and imposing µr = 1.
Figure 4.14: Relative complex permittivity for BaTiO3 – Polyurethane compos-
ites with increasing percentage volume of BaTiO3.
To test the sensitivity in measurement to these possible errors, models
for the measurement of samples that were not ideal were performed. The
results of this modelling are discussed next.
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4.3.2 Sample Placement in the Stripline
In order to test how robust the stripline measurement technique was with
regards to sample placement and sample quality, models were run with
samples that had been deliberately placed incorrectly in the stripline. The
samples modelled were dielectric samples, with a relative permittivity of
er=10 + 5i and propagation length of 4.00 mm. Errors in sample placement
that were tested were;
• Sample placement mismatch of 0.5 mm, Figure 4.15a
• Sample propagation length mismatch of 0.5 mm, Figure 4.15b
• Samples rotated 1◦ from parallel, Figure 4.15c
• Sample interface not perpendicular to wave propagation. Figure 4.15d
(a) (b)
(c) (d)
Figure 4.15: Schematics showing erroneous sample placements that were
modelled (a) Mismatch in sample positioning (b) Mismatch in sam-
ple propagation lengths (c) Chamfered sample interface (d) Sample
rotation mismatch.
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All models were performed using HFSS, and a set of short measure-
ments were also modelled for the empty stripline such that an identical S-
parameter correction may be applied as in the experiment. The extracted
sample S-parameters for these samples are compared with those modelled
analytically for an ideal sample in free space. The relative permittivity was
extracted from these modelled S-parameters and is displayed in Figure 4.16.
There were erroneous extractions at frequencies where Fabry-Perot reso-
nances occur. This is due to the reflection and transmission amplitudes
being different from those expected when samples do not have faces that
match up perfectly. There is also an error in the phase of these S-parameters,
as the effective length of samples is modified by errors in sample placement
or manufacture.
(a) (b)
(c) (d)
Figure 4.16: Graphs showing extracted relative permittivities for sample mea-
surements with the following placement errors (a) Mismatch in
sample positioning (b) Mismatch in sample propagation lengths (c)
Chamfered sample interface (d) Sample rotation mismatch.
The results of this modelling highlight the need to manufacture samples
with accurate dimensions that match within pairs. The error in extraction
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associated with samples that have a chamfered interface show the typical
error expected when samples have cracked or rough faces. By comparing
the S-parameters for an ideal sample with propagation length 3.75 mm to
those modelled for a sample propagation length mismatch, it was noted that
the effective length of this modelled sample had been reduced to the mean
propagation length of the sample pair. However, the reflection amplitude at
the mismatched interface differed from that on the opposite, matching side.
4.3.3 Frequency Dependent Expression
of Relative Permittivity
In order to give higher reliability to relative permittivity results for dielec-
tric characterisation, a frequency dependent model for the permittivity was
assumed. The equation used for relative permittivity as a function of fre-
quency is described as a single Debye resonance, given by Equation (4.4).
Here, e∞ is the permittivity at frequencies that may considered infinite, es
the permittivity at zero frequency, τ is the relaxation time of the dielectric
material [105]. The value for permittivity at infinite frequency was assumed
here to be unity.
er(F) = e∞ +
es − e∞
[1+ (iFτ)]
(4.4)
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Equation (4.4) was used to fit to the entire frequency range of S-parameters
measured for the 5.04 mm pure polyurethane sample. In order to allow bet-
ter accuracy in the fit, there were extra terms added in the fit that allowed
the length of the sample to vary within measurement tolerances to account
for error in sample length measurement, as well as the offset position of
the sample. Figure 4.17 shows the measured and fitted S-parameters when
using this frequency dependent expression for relative permittivity.
Figure 4.17: Graph showing the measured S-parameters for a pure polyurethane
sample (Black) compared with the fitted S-parameters using Equa-
tion (4.4) to model the frequency dependent permittivity inserted
into Fresnel equations.
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The measured and fitted S-parameters shown in Figure 4.17 fit closely
across the whole frequency range. The resulting values for fitting parame-
ters are shown below, and the resulting relative permittivity is displayed in
Figure 4.18a
• es = 2.71+ 0.018i
• τ = 1.79× 10−13 s
• ∆t = 0.01 mm
• ∆x = −0.09 mm.
here, ∆t and ∆x are the fitting parameters to allow a tolerance in the
thickness of the sample, as well as the offset of the sample, respectively.
(a) (b)
Figure 4.18: Relative permittivity (a) with the characteristic impedance and re-
fractive index (b) for the 5.04 mm pure polyurethane sample, ex-
tracted by fitting to S-parameters when imposing µr = 1 and as-
suming that the permittivity has the frequency dependence, given
by Equation (4.4).
The corresponding values for index and impedance when using this fit
are shown in Figure 4.18b and it is clear that the issue with impedance being
unstable at Fabry-Perot resonances is now resolved.
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This method for fitting to dielectric samples was applied to the S-parameters
measured for the BaTiO3 samples. The results for extracted relative permit-
tivity are shown in Figure 4.19. The model only assumes a single dielectric
resonance for the composite samples, as well as the pure polyurethane sam-
ple. This is because the loss of pure polyurethane is so low that it is expected
to be negligible compared with the BaTiO3 loading.
Figure 4.19: Relative permittivity for BaTiO3 samples, extracted using the Debye
model of frequency dependent permittivity. Samples had volume
loadings from 0%vol. - 25%vol. in 5%vol. increments.
The converged values for the fitting terms used to create these permit-
tivites are displayed in Table 4.1.
5%vol. 10%vol. 15%vol. 20%vol. 25%vol.
es 4.20+0.13i 6.08+0.30i 8.41+0.39i 11.25+0.55i 17.85+1.01i
τ 5.7 ×10−13 9.9 ×10−13 15.6 ×10−13 20.2 ×10−13 43.2 ×10−13
Table 4.1: Table showing the values for static permittivity, es, and relaxation
time, τ, that were converged upon when fitting to material S-
parameters for BaTiO3 – polyurethane composites.
88
Chapter 4. An Improved Stripline Technique for the Electromagnetic
Characterisation of Composite Materials
The real part of relative permittivity shows an approximately linear de-
pendence on the logarithm of the frequency, as is expected for a dielectric
material [106–109]. In addition, the static permittivity of samples at low fre-
quency (200 MHz) increases logarithmically with % volume loading (Fig-
ure 4.20). The logarithmic increase in permittivity with percentage volume
loadings agrees with the simple Lichtenecker mixing equation for a rela-
tive real permittivity of BaTiO3 of 5700, and for polyurethane of 2.86 [110].
These values were found by fitting to the static values of the logarithm of
real permittivity as a function of percentage loading.
Figure 4.20: Natural log of the real part of relative permittivity at 200 MHz for
BaTiO3 – Polyurethane composites with increasing percentage vol-
ume of BaTiO3. The dashed line shows a linear fit to the data.
4.3. Results 89
4.3.4 Magnetic Composite Parameter Extraction
From the results in the previous subsection, it is apparent that accurate val-
ues for relative permittivity may be obtained over a wide frequency range
for pure dielectric materials with µr=1. However, we are also interested in
composites with a non-unity value of permeability. Using the same tech-
nique without assuming µr = 1 or fitting with Equation (4.4), the results
for relative permittivity and permeability of samples loaded with CIP ES
are shown in Figure 4.21 and Figure 4.22. The relative permittivity and per-
meability of these samples at 200 MHz also increase logarithmically with
percentage volume loading (Figure 4.23). A broad peak in the imaginary
permeability from 1 GHz to 30 GHz, which increases in intensity with per-
centage loading is also recorded. The absorption peak is primarily asso-
ciated with the ferromagnetic resonance (FMR) of iron, which occurs at a
frequency close to 2 GHz. The absorption peak is broadened by the pres-
ence of higher order spherical modes in the particles [25, 33, 63, 111]. The
size of these particles is such that the higher order spherical modes occur
at frequencies similar to the FMR mode. Due to the particle size distribu-
tion of this CIP, these modes are also broadened and overlap the FMR mode
to give a wide absorption band. It is possible that there are also conduc-
tive losses in these composites. Inter- and intra- particle conduction will
contribute losses in permeability due to eddy currents [112]. These losses
would be expected to increase with the square of frequency. However, since
the size of the particles is so small, the eddy current loss may be assumed
to be insignificant. In addition, the percentage loading of these composites
is low, meaning the total eddy current losses in these composites should be
negligible in comparison to the ferromagnetic losses.
There is a systematic error associated with the height of samples not
completely filling the cavity of the stripline. This will have a similar ef-
fect to what happens in coaxial measurements when the sample fails to fill
the entire cavity in that the extracted permittivity of samples will appear
low. Samples were cast in a mould such that their height is accurate to
within 20 µm and silver conductive paste was painted on the faces of the
samples touching the outer conductors to remove the source of systematic
error. However, there may also be air gaps between samples at the central
conductor and between the sample interfaces at the center. These errors are
difficult to estimate due again to roughness of the samples however it is
90
Chapter 4. An Improved Stripline Technique for the Electromagnetic
Characterisation of Composite Materials
known that the error will reduce the determined permittivity. It is also dif-
ficult to remove air gaps between sample interfaces at the center of the line,
as conductive paste may not be used to seal these gaps.
Figure 4.21: Relative complex permittivity for CIP ES – Polyurethane composites
with increasing percentage volume loading of CIP.
Figure 4.22: Relative complex permeability for CIP ES – Polyurethane compos-
ites with increasing percentage volume loading of CIP.
4.3. Results 91
From modelling it is found that the permeability is affected less by air
gaps at the top and bottom cavity interfaces than it is by gaps at the center
of the cavity between samples. This is likely due to the electromagnetic field
being concentrated at the central strip of the device, meaning the circulating
magnetic field is more likely to be affected by air gaps in this region. The
systematic error in permittivity from modelling a sample with 20 µm height
discrepancy was found to be approximately 3% and the systematic error in
permeability for a similar air gap along the center of the cavity was found
to be only of the order of 1% however, there is again the introduction of
oscillations at the Fabry-Perot frequencies. This oscillation error appears in
both permeability and permittivity extractions, with the base value of the
permittivity changing very little from the original value.
Figure 4.23: Natural log of the real parts of relative permittivity and permeabil-
ity at a frequency of 200 MHz, as a function of percentage volume
loading for CIP – Polyurethane composites. The dashed lines show
the results of a least squares, straight line fit to the data.
There are apparent absorption modes in the relative permittivity for these
samples at high frequencies. When looking at the refractive index result-
ing from the permittivity and permeability, displayed in Figure 4.24, these
absorption modes do not appear. However, there are oscillations in the
impedance data displayed in Figure 4.25. These oscillations are seen more
strongly for the lower loadings of magnetic material, at higher frequencies
when the permeability it low. It is likely that these absorption peaks in the
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permittivity data are fake and are a result of the degeneracy in impedance
at these λ2 frequencies as seen in dielectric samples when fitting with a free
permeability.
Figure 4.24: Refractive index for CIP ES – polyurethane composites with volume
loading across the range 10%vol. - 40%vol. in 10%vol. increments.
Figure 4.25: Impedance for CIP ES – polyurethane composites with volume load-
ing across the range 10%vol. - 40%vol. in 10%vol. increments.
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An attempt was made to fit to the S-parameters for these magnetic sam-
ples using a frequency dependent expression for both the permittivity and
permeability. However, the fits to these S-parameters had many local min-
ima, meaning it was not possible to converge on a final solution. The ex-
pression for the frequency dependent permeability of the samples was ex-
pressed in terms of a single Debye resonance to describe the FMR mode,
with extra Lorentzian terms summed to account for multiple resonances as
in [33, 113].
Since the refractive index for samples is seen to be more resistant to er-
roneous extraction at λ2 frequencies, it is this data that will be primarily dis-
played throughout the thesis. An Argand plot of the refractive index, which
may be referred to as a Cole-Cole plot for purely dielectric materials [114],
gives better information on the absorption modes seen in these composites.
Since the relative permittivity is not expected to exhibit resonances across
the frequency range of interest, a Cole-Cole plot of the refractive index will
display essentially the magnetic absorption modes in the composites. A
Cole-Cole plot of the refractive index for CIP ES composites is shown in
Figure 4.26.
Figure 4.26: Cole-Cole plot of the refractive index for CIP ES – polyurethane
composites with volume loading across the range 10%vol. - 40%vol.
in 10%vol. increments..
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The Cole-Cole plot of refractive index for these composites shows a sim-
ilar shape for all loadings of magnetic material, indicating that the absorp-
tion mode in these composites is not dependent on the loading. This means
that interactions between particles are able to be neglected for composites
with loadings up to 40%vol.
4.4 Broader Frequency Characterisation of Com-
posites
The investigation of higher order modes in spherical powders is not limited
to investigation of carbonyl iron powders. Spherical nanopowders and hol-
low magnetic shells are of interest as the reduction in size for nanoparticles
should, in theory, push the resonance frequency of spherical modes even
higher. A recent study at The University of Exeter by C. McKeever has shed
light on new even higher frequency modes that are supported in spherical
shell particles at frequencies well above 30 GHz [14]. The results of this
study are not yet published. With this knowledge in mind, it is necessary to
begin reaching further for higher frequency, more broadband characterisa-
tion techniques of composite materials.
It is possible to apply a novel waveguide technique for high frequency
characterisation. An experimental setup for high frequency measurements
was accessed at The National Physical Laboratory (NPL). This experiment
involves the use of a VNA with frequency extender attached that leads to
a waveguide for propagation. There is a lens at the end of the waveguide
transmission line that converts the supported wave into a free-space plane
wave. This plane wave is then incident on the sample under test and trans-
mission and reflection are measured. This experimental setup is similar to
[115] and [116]. The frequency range investigated in this experiment was
150 - 210 GHz and other frequency conversion units were available for mea-
surement at higher and lower frequencies.
Low-loss dielectric samples of PTFE and Polyurethane were measured,
and the recorded S-parameters are displayed in Figure 4.27. All samples
were fabricated as square-faced obloids with dimensions of 50 mm × 50
mm × T, where T ≥ 3 mm. The propagation length of these samples is T.
These samples are again simple in geometry, meaning sample manufacture
was less difficult than is required for other techniques.
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(a) (b)
Figure 4.27: Graphs showing the measured S-parameters for (a) a 4 mm PTFE
sample and (b) a 3.9 mm pure polyurethane sample.
From these S-parameters, relative permittivity was to be extracted. Due
to the high frequency at which these measurements start, there is a range
of local minima in the objective function for the fit to S-parameters due to
the degeneracy in phase as it is unknown how many 2pi phase cycles had
occurred before reaching the measurement range. For this reason, the low
frequency measurement of dielectric samples taken with the stripline device
were fitted to simultaneously with the high frequency measurements. The
experimental results were fitted to with the Debye theory described previ-
ously in this chapter. Relative permittivity for these dielectric samples are
shown below, with a comparison of the measured and fitted S-parameters
displayed in Figure 4.29 and Figure 4.30.
It was also necessary to add again a tolerance in the thickness and po-
sition for fitting to these S-parameter measurements. This meant adding a
second pair of fitting parameters for the fit to each thickness of sample at
low and high frequency. The tolerance in thickness at low frequency for the
stripline measurements was ∆t1, with the tolerance in offset of the sample
as ∆x1. For high frequency measurement by the planar freespace measure-
ment, the tolerances in thickness and offset were ∆t2 and ∆x2, respectively.
At high frequencies, the knowledge of the thickness and offset to a high
precision is crucial as the wavelength is significantly smaller.
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Figure 4.28: Graph showing the relative permittivity for polyurethane and PTFE
across the frequency range 0.2 - 210 GHz.
(a) (b)
Figure 4.29: Graphs showing the measured (Black) and fitted (Red) S-parameters
for polyurethane samples measured across the frequency ranges (a)
0.2 - 50 GHz and (b) 150 - 210 GHz.
The resultant parameters for fitting to the set of S-parameters for the
pure polyurethane samples are as follows:
• es = 2.70+ 0.029i
• τ = 1.21× 10−14 s
• ∆t1 = −0.01 mm
• ∆x1 = −0.08 mm.
• ∆t2 = −0.01 mm
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• ∆x2 = 0.01 mm.
(a) (b)
Figure 4.30: Graphs showing the measured (Black) and fitted (Red) S-parameters
for PTFE samples measured across the frequency ranges (a) 0.2 - 50
GHz and (b) 150 - 210 GHz.
The resultant parameters for fitting to the set of S-parameters for the
PTFE samples are as follows:
• es = 2.19+ 0.000i
• τ = 1.16× 10−14 s
• ∆t1 = −0.18 mm
• ∆x1 = 0.03 mm.
• ∆t2 = −0.18 mm
• ∆x2 = 0.03 mm.
Measurements were also taken for a composite comprising 20%vol. CIP
ES in polyurethane. These S-parameters, however, were not able to be fitted
to at this time. An expression for the frequency dependent permeability has
not yet been utilised for reliably fitting to S-parameters. When attempting to
use a frequency dependent expression for permeability, there are too many
fitting parameters for a reasonable fit to be repeatably converged upon.
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4.5 Chapter Summary
The relative complex permittivity for BaTiO3 – polyurethane composites has
been determined across the frequency range 200 MHz – 50 GHz for samples
containing 5% – 25%vol. loading of dielectric filler. The relative complex
permittivity and permeability for carbonyl iron – polyurethane composites
at different volume loadings of carbonyl iron is also determined. The results
demonstrate that this method can be used to measure the effective permit-
tivity and permeability for composite materials across the frequency range
200 MHz to 50 GHz and is viable for materials with refractive index at least
as high as 8. This measurement technique has an unprecedented frequency
range of operation, and is viable for characterisation of both dielectric and
magneto-dielectric materials.This method is used throughout the thesis to
present investigations into the absorption properties of composites compris-
ing CIP particles in polyurethane.
The stripline geometry has a height of 3 mm, a cavity length of 20 mm
and a central strip width of 3.82 mm. It has been fabricated with transi-
tion regions that have been optimized to favor impedance matching. S-
parameter measurements taken with this device have been calibrated us-
ing an improvement on the triple-short technique which involves the use of
seven ‘short’ readings rather than three. By fitting to seven ’short’ readings,
the frequency range over which the application of this calibration technique,
adapted from [26] has been increased such that there are no longer frequen-
cies at which the calibration fails, related to the spacing of each ’short’ read-
ing. This allows a single set of calibration readings to be used that have a
wide separation of the first and final ’short’ reading, allowing greater relia-
bility at the bottom end of stripline operation while still being valid across
broadband frequency ranges.
The stripline technique presented here requires significantly less stock
material for characterisation of sample sets, with the total mass of carbonyl
iron used for ths investigation being of the order of 40 g. An equivalent in-
vestigation into multiple sample batches of the same volume loadings using
a 12-18 GHz waveguide would require around 75 g of material, and would
require exponentially more as lower frequencies were investigated. A set
of samples for coaxial measurement across the frequency range 100 MHz –
18 GHz, assuming the central hole had been drilled rather than cast, would
require around 65 g of material. To investigate higher frequencies would
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require samples with infeasibly small and accurate dimensions. Most mate-
rials of interest for measurement at these higher frequencies come in limited
batch amounts, at typically 100 g. The reduction of waste when characteris-
ing these materials is of great importance.
This device will have excellent utility in upcoming research as the inter-
est in broadband devices increases, and the investigation of materials ex-
tends from UHF/VHF applications to dual-band and multi-band applica-
tions that extend well into the GHz regime [117–120]. It will become neces-
sary to characterise novel materials for use in the substrates of these devices
to further improve their performance.
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Chapter 5
Broadband Characterisation of
Carbonyl Iron Powder –
Polyurethane Composites
5.1 Introduction
To investigate the relationship between a specific grade of CIP’s physical
properties and corresponding electromagnetic properties, a reliable method
for characterising the average particle size and microstructure for the parti-
cles was required. This chapter presents an alternative method for particle
size analysis that is not the typical laser diffraction method. This method,
using SEM image analysis, can be used for reliable particle size analysis
when powders are smaller than 1 µm in size. A comparison of the results
for particle size distributions obtained through this method and by laser
diffraction at two different institutes is presented and shows that the image
analysis method used in this work returns results for particle size distri-
butions that have significantly more sub-micron sized particles than seen
through the laser diffraction technique. The results from particle size analy-
sis of the as-received CIP grades compared with extracted electromagnetic
properties showed that the size distributions were too broad to be able to
perform a concise investigation into higher order spherical modes in mag-
netic powders. However, a distinct change in the magnetic absorption for
different sized powders was still observed for powders of the size order 1
µm. The distribution of particle size was also seen to be a significant factor
to consider when characterising spherical powders, as powders with signif-
icantly narrower size distributions exhibited sharper magnetic absorption
modes at high frequencies.
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A comparison of "hard" and "soft" CIP grades was also attempted in this
chapter. However, when observing the cross-sections of CIP particles, it was
discovered that there existed particles with a polycrystalline structure and
particles with an onion-like structure in even the same grade of CIP. It was
also observed that these structures had a wide variation in the way they
were manifest. Some polycrystalline particles would have a small grain size
of the order of 100 nm, while others would have large grain structures of
the order of 1 µm. The same variation in domain sizes was observed for
onion-like particles. In previous investigations into CIP properties, most lit-
erature assumes the size distribution and existence of microstructure match
the description provided by the supplier. This work shows it is necessary to
check the powder properties when explicitly comparing grades.
As discussed previously, the production of carbonyl iron powder is es-
sentially a dual chemical reaction. Firstly there is a thermal decomposition
of iron pentacarbonyl into iron and carbon monoxide, as in Equation (5.1).
There then follows a second reaction causing the formation of carbon from
this excess carbon monoxide, as in Equation (5.2). Alternation between
these two processes results in the onion-like structure that most CIP grades
possess. It is possible to tune the particle size distribution of a grade of CIP
by changing the amount of time that the powders are condensed for, or by
sifting the particles after production. It is also be possible to tune the num-
ber and thickness of layers in a grade of powder by changing the environ-
ment in the chamber. Changing the environment in the chamber may affect
the balance between the chemical processes and may shift favor towards
iron production Equation (5.1) over carbon production Equation (5.2), or
vice versa. Other reactions take place during production which lead to oxy-
gen and nitrogen being incorporated into CIP particles [18, 83, 121]. This
can lead to large variations in the final product and highlights the need to
analyse many grades of CIP to see how certain factors in production can
affect the electromagnetic properties of these composites.
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Fe(CO)5 −−→ Fe+ 5 CO (5.1)
2 CO −−→ C+CO2 (5.2)
Once a grade has been produced, it is possible to change the proper-
ties further. For example, sintering the particles may remove the internal
structure, reducing the internal structure from onion-like to polycrystalline.
Particles may also be coated to reduce the effects of oxidation or to reduce
surface charge effects and change their electromagnetic properties further.
This coating is typically a phosphate coating [81, 122].
In this chapter, we investigate fabrication processes for different CIP
grades and explore the difference of particle size, internal structure, and
coating on their electromagnetic properties.
5.2 Method
5.2.1 Particle Cross-section Analysis
Particle cross-sections were taken for particles using the method described
in Chapter 3, Section 3.6.2. The SEM imaging of these sections were taken
using an acceleration voltage of 10 kV, beam current of 0.13 nA and a work-
ing distance of 5.9 mm. The working distance for these samples was higher
than usual as the epoxy composites holding the sectioned particles were ∼
5 mm tall and a compensation to the stub had not been applied. This did
not affect the resolution of images.
The magnification ranged from 35000× – 50000×.
5.2.2 Particle Size Analysis
SEM Analysis
The analysis of the particles was performed by inferring the radius of each
particle from its area before counting the amount of particles falling within
specified bins of size. The SEM images for this analysis were taken using
the method described in Chapter 3, Section 3.7. The size bins were chosen
to be from 0.1 – 5 µm with widths of 0.05 µm. Once the number of par-
ticles in each bin with a specific radius had been found, the volume that
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these particles occupied was calculated. This weighting allows more accu-
rate representation of the particle size distribution in terms of a percentage
mass or volume of powder having a specific size.
The SEM images for particle size analysis were taken using an acceler-
ation voltage of 10 kV and beam current of 10 nA with Everhart-Thornley
Detection of back-scattered electrons. The working distance was between
5.3 – 5.4 mm and magnification of images was 5000×.
The particle size distributions, represented as a histogram of percentage
volume as well as represented as a percentage volume cumulative sum are
shown in Section 5.3.2. The cumulative sum is calculated by summing in
series the histogram data for particle sizes, allowing one to determine a per-
centage volume of particles that fall below a specific size.
5.2.3 Sample Preparation
Samples were produced with 30% volume loadings by the same wet-cast
technique that is described in Chapter 3.
5.3 Results
This section contains the results for the cross-section analysis, particle size
analysis and electromagnetic characterisation of the following grades of car-
bonyl iron powder;
• CIP CM
• CIP SM
• CIP EW
• CIP EW-I
• CIP EM
• CIP ES
• CIP HS
• CIP HQ
• 3rd Party 800 nm particles
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All CIP grades were acquired from BASF Germany, except for the final
800 nm spherical Fe particles that were obtained from a 3rd party supplier,
SS-nano. The 800 nm spherical Fe particles were confirmed to be onion-
like in nature by cross-sectional analysis. It is therefore assumed that the
manufacturing process is similar to the production of CIP and that these
particles are actually carbonyl iron particles rather than pure iron. The re-
sults for these particles can be directly compared with results obtained from
CIP grades provided by BASF. The typical cross-sections for these 800 nm
particles are displayed in Figure 5.2.
5.3.1 Cross-section Analysis
SEM images for the typical cross-sections of each grade of CIP are shown in
this section. This was performed to ensure that all grades had the internal
structure stated by BASF and to see if there were differences in the layer
thickness or number of layers for each powder. Typical sections of particles
are displayed in Figure 5.1 where it becomes clear that the internal structure
of particles can vary greatly.
The structure of many particles can be confirmed to be onion-like by
seeing the concentric ring structures shown in Figure 5.1a and Figure 5.1b.
However, the nature in which these concentric rings are manifest is pre-
sented differently in each image. Figure 5.1a shows distinct boundaries be-
tween phases, with an iron phase that is around 400 nm in thickness and
separating boundaries that are only a few tens of nanometers thick. It is less
easy to infer a thickness of layers for the structure displayed in Figure 5.1b as
the phases appear more mixed as well as less consistent in thickness. these
two particles are similar in size, meaning that there may well be more to
consider with these particles than only size and the existence of an internal
structure when investigating CIP grades.
There are further concerns when considering the internal structure of
particles in a grade of CIP as it has been seen that a grade of powder with
onion-like structure may also have particles with polycrystalline structures,
shown in Figure 5.1c and Figure 5.1d. This further complicates the analysis
of these particles, as it is unsure how prevalent these particles are. Again,
with the onion-like structure, it is possible to see that this polycrystalline
structure may itself vary. Figure 5.1c shows a particle with a polycrystalline
structure with a large grain structure, whereas Figure 5.1d shows a particle
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(a) (b)
(c) (d)
Figure 5.1: SEM micrographs of the cross section for CIP EW-I particles taken
using the mechanical polishing technique. By comparing these im-
ages taken for the same grade, it is seen that there is great variation
in the particle structure across the same powder. Images (a-b) show
the anticipated onion ring structure, only with a variation in the way
this structure has manifest itself. (a) shows a more defined bound-
ary between layers and (b) shows a less explicit divide. Images (c),
and (d) show polycrystalline spheres with large and small grain sizes,
respectively.
having a significantly smaller grain structure. The cross sections for 800 nm
iron spheres from SS-nano are displayed in Figure 5.2 where the onion ring
structure is again visible.
5.3. Results 107
(a) (b)
Figure 5.2: Typical SEM micrographs for the cross-sections of 800 nm particles
obtained from a 3rd party supplier.
5.3.2 Particle Size Analysis
Laser Light Diffraction
Laser light diffraction for particle size analysis performed at both Oxford
and Johnson Matthey utilised a Mastersizer 2000 particle size analyser. The
particles were dispersed in water and sonicated, and then run through the
particle sizer. Sonication was used in order to break agglomerates, and the
results are shown below for CIP grades ES, EM and HS. Johnson Matthey
used the same technique for measuring the particle size distribution of CIP
EM only, and provided a comparison of the results with and without son-
ication of the sample set. The index for the iron particles was assumed at
Oxford to be n = 1.52 with an absorption of 0.9. At Johnson Matthey, the
same value for refractive index of n = 1.52 was used, only with a value for
absorption of 0.1. There is clear discrepancy between the particle size dis-
tributions from each of these iterations of analysis. The results from Oxford
are shown in Figure 5.3. These results do show a mean value of particle size
for each grade that is close to agreement with the expected values stated
in BASF literature, with mean radii of 1.7 µm, 2.2 µm and 2.5 µm for CIP
grades HS, ES and EM respectively. The results from JM appear to show
significantly larger particles with the average size around 5 µm for CIP EM.
From a comparison in Figure 5.4a between sonicated and unsonicated sam-
ple sets, we can see that more sub-micron particles are indeed detected but
there is still a large discrepancy in the results from each institution for the
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size of this CIP grade. It is possible that the discrepancy in volume of sub-
micron particles is due to the different values for absorption used in each
case of the experiment. The assumed absorption value when performing
laser light diffraction is known to be critical when analysing particles that
are in the sub-micron regime, with many more or many fewer sub-micron
particles being identified depending on the value used. This is likely to
shift the results from JM, but not sufficiently to account for the discrepancy
seen. The reason particle size analysis by laser light diffraction fails for sub-
micron particles is due to multiple scattering modes being supported by
these smaller particles. The effect of these additional scattering modes is
that the apparent sizes of these particles is larger than reality, causing a skew
in the results that erroneously implies particles have fewer< 1 µm particles
than there actually are. This discrepancy is shown in Figure 5.4b, where the
results for SEM particle size analysis are compared with those produced by
the laser light diffraction method.
It can be seen from Figure 5.4b that the particle size result from SEM
imaging compared with both sets of results from laser light diffraction at
different establishments appears to show more submicron particles as well
as significantly fewer particles with radius greater than 3 µm. This is likely
to be due to the issue stated previously with smaller particles producing
higher order scattering terms that cause erroneous inference of larger par-
ticles. It may also be possible that particles with a particularly large radius
were not kept adhered to the surface of the SEM stub for analysis. This
would cause a reduction in the perceived upper limit of particle size for all
powders in SEM analysis. This will be discussed in greater detail in the
upcoming subsection.
SEM Analysis
This section exhibits the results for particle size analysis of each grade of CIP
investigated through SEM imaging. The size distributions have been plot-
ted as a histogram plot with a percentage volume corresponding to the vol-
ume of powder that fits within the stated radius bounds. Plotted alongside
this size distribution is a cumulative sum of the corresponding percentage
volume, which has been calculated by sequentially adding the percentage
volume of each bin in increasing size. A smooth curve was fitted to the
histogram data of particle sizes by using a skewed Gaussian curve.
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(a)
(b)
Figure 5.3: (a) Particle Size distribution and (b) cumulative sum of particle size
distribution for CIP grades HS, ES and EM taken by Oxford using
laser light diffraction equipment. The cumulative sum is taken by se-
quentially summing the value of volume percentage for each particle
size until all data has been summed.
Figure 5.5 shows the particle size distributions for CIP grades CM, SM,
EW and EW-I. The first two grades, CIP CM and SM are the particles ex-
pected to have a "soft", polycrystalline internal structure, with the discern-
ing feature that these two grades of powder should have vastly different
mean sizes and size distributions. CIPs EW and EW-I were both expected
to be of similar size range, with "hard" onion-like structure and the discern-
ing feature that CIP EW has no coating whereas CIP EW-I should possess a
coating.
By comparing Figure 5.5a and Figure 5.5b it is possible to see that there is
indeed a great difference in particle size and width of distribution for CIPs
CM and SM, meaning an investigation into the particle size effects on elec-
tromagnetic properties of "soft" magnetic inclusions may be performed by
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(a)
(b)
Figure 5.4: (a) Cumulative sum of the size distributions for CIP EM measured
by Johnson Matthey using laser light diffraction techniques, compar-
ing the results for a raw batch of powder (Black) with those for a
sonicated batch (Red) (b) Cumulative sums of the particle size dis-
tributions for CIP EM measured in 3 different instances. One set are
results from SEM imaging techniques at University of Exeter, and the
two others are independently measured by Oxford and JM by laser
light diffraction.
comparing these powders. The mean size for CIP SM appears to be signif-
icantly lower than expected from BASF literature, with an average radius
measured of 1.65 µm compared with the expected value of 3.5 µm. This
grade of powder, under SEM analysis, has proven to possess a higher num-
ber of sub-micron particles than would be expected. This may be similar
to the discrepency seen when comparing analysis techniques in Section 5.2
where a grade of powder appears larger than it is due to multiple scatter-
ing modes of sub-micron particles. The mean particle size for CIP CM also
appears to be smaller from SEM analysis than expected from stated values,
with a measured mean particle size of 4.33 µm compared with the expected
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(a) (b)
(c) (d)
Figure 5.5: Particle size distribution (black) and cumulative sum of particle size
distribution (red) for (a) CIP CM (b) CIP SM (c) CIP EW (d) CIP EW-I.
Each of the distributions has been fitted to with a skewed Gaussian
curve. From these curves, a full width at haf maximum (FWHM) is
taken to give a numerical representation of the spread of data.
range of 7.0− 9.5 µm. A comparison of Figure 5.5c and Figure 5.5d shows
that the two grades CIP EW and CIP EW-I do indeed possess similar mean
particle sizes and size distributions, validating the comparison of the effects
of a particle coating on electromagnetic properties.
Figure 5.6 displays the results for particle size analysis on CIP grades
EM, ES, HS, HQ and the 3rd party 800 nm Fe particles. All of these particles
possess an internal onion-like structure, and the greatest discerning factor
between each is the mean size and size distribution. Analysis of these pow-
ders will provide insight into the particle size effects of the electromagnetic
properties of CIP.
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(a) (b)
(c) (d)
(e)
Figure 5.6: Particle size distribution (black) and cumulative sum of particle size
distribution (red) for (a) CIP EM (b) CIP ES (c) CIP HS (d) CIP HQ
and (e) 800 nm Fe. Each of the distributions has been fitted to with a
skewed Gaussian curve. From these curves, a FWHM is taken to give
a numerical representation of the spread of data.
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CIP Grade Stated Size (d50) Measured Size Structure Coating
CIP CM 7.0 - 9.5 µm 4.33± 1.90 µm Soft Uncoated
CIP SM 3.5 µm 1.65± 0.95 µm Soft Uncoated
CIP EW 3.0 - 4.0 µm 2.81± 1.50 µm Hard Uncoated
CIP EW-I 3.0 - 4.0 µm 3.09± 1.55 µm Hard Coated
CIP EM 4.5 - 6.0 µm 3.46± 1.75 µm Hard Uncoated
CIP ES 3.4 - 4.5 µm 2.85± 1.45 µm Hard Uncoated
CIP HS 1.8 - 2.3 µm 2.23± 1.10 µm Hard Uncoated
CIP HQ 2.0 µm 2.20± 1.35 µm Hard Uncoated
800 nm Fe 800 nm 1.16± 0.65 µm Hard Uncoated
Table 5.1: A table showing the expected mean size and measured mean size for
all grades of CIP investigated. The stated size is given by BASF and
corresponds to the size below which 50% of the particles fall. The mea-
sured size was given by the same definition, and the distribution was
inferred from the FWHM of each curve fitted to the measured data.
5.3.3 Electromagnetic Properties Comparisons
"Hard” vs. "Soft”
As already stated, the process for producing carbonyl iron particles involves
the condensation of iron pentacarbonyl gas into iron and carbon monoxide,
with a secondary reaction when carbon monoxide reaches high levels. This
results in a layered structure for the particles, with an iron core and alternat-
ing layers of iron-carbide and iron. CIP grades with this onion-like internal
structure are referred to as "hard" grades. It is possible to remove this struc-
ture after the production process by sintering these particles in a hydrogen
atmosphere at temperatures greater than 300◦C [121, 122]. Powders with a
polycrystalline internal structure are referred to as "soft" powders. This sec-
tion presents data for a comparison of results for composites formed from
"hard" and "soft" magnetic powders, as in Figure 5.7. The section then dis-
plays data for these "hard" and "soft" particles separately, such that an in-
vestigation into the particle size effects of the electromagnetic properties of
composites may be made for both "hard" and "soft" particles.
The permittivity and permeability for similar grades of carbonyl iron
powder that exhibit "hard" and "soft" structures is compared in Figure 5.7. It
is difficult to ascertain from these plots what the effects of internal structure
are. Plots of the refractive index loss tangent, as well as a Cole-Cole plot of
the complex refractive index are displayed in Figure 5.8. These plots show
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(a) (b)
Figure 5.7: (a) Complex relative permittivity and (b) relative permeability for
CIP grades SM, EW, ES and CM. CIP grades SM and CM are both de-
scribed as "soft" powders, possessing a polycrstalline internal struc-
ture, whereas CIP grades EW and ES are "hard", possessing the onion-
like internal structure.
that there is a higher order mode supported in these powders regardless
of the structure that is present in the particles. The dependence on particle
size distribution for the position in frequency of these modes is also similar
regardless of internal structure. By decreasing the size distribution of the
powders, the position in frequency of the higher order mode increases, and
sharpens when the size distribution is narrowed.
"Hard" Particle Size Effect
Direct comparisons of only "hard" grades of CIP have been plotted in Fig-
ure 5.9. The plots display results for CIP grades EM, ES, EW and HQ. It is
possible to see a difference between the electromagnetic properties for these
composites that is dependent upon the mean size and distribution of parti-
cle size for each of the grades. The relative permittivity of these composites
is almost constant with frequency, so to better look into the absorption prop-
erties of these composites as a function of frequency, the imaginary part of
the index for these composites was compared instead. A plot of the loss
tangent for the refractive index, as well as a Cole-Cole plot of the complex
index are displayed in Figure 5.10.
From the plots displayed in Figure 5.10 it is clear to see the size depen-
dence on higher order modes for composites formed from these powders.
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(a) (b)
Figure 5.8: (a) Refractive index loss tangent and (b) refractive index Cole-Cole
plot for CIP grades SM, EW, ES and CM in composites at 30%vol.
loading for CIP. CIP grades SM and CM are both described as "soft"
powders, possessing a polycrstalline internal structure, whereas CIP
grades EW and ES are "hard", possessing the onion-like internal struc-
ture.
(a) (b)
Figure 5.9: (a) Complex relative permittivity and (b) relative permeability for
CIP grades EM, ES, EW and HQ in composites at 30%vol. loading
for CIP. Each of these powder grades are "hard", possessing onion-
like internal structure.
Coating Effect
A comparison of results for CIP grades EW and EW-I is displayed in Fig-
ure 5.11. This is a direct comparison between two grades that should be
identical other than the addition of a coating to the particles in the case of
CIP EW-I. It is assumed that this coating is phosphate, and is intended to
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(a) (b)
Figure 5.10: (a) Refractive index loss tangent and (b) refractive index Cole-Cole
plot for CIP grades EM, ES, EW and HQ in composites at 30%vol.
loading for CIP. Each of these powder grades are "hard", possessing
onion-like internal structure. The plots are displayed in order of
decreasing average particle size.
give the particles an element of isolation from each other, preventing inter-
particle conduction. This coating is also useful for preventing oxidation of
the particles post-production. There appears to be a reduction in both the
real permittivity and permeability from the addition of a coating to these
particles. It is possible that the coating is preventing the excitation of mag-
netic moments, and reducing the effective permeability of the particles. In
order to better investigate the absorption of these particles, loss tangent for
the refractive index, and a Cole-Cole plot from the complex parts of the re-
fractive index are displayed in Figure 5.12.
From comparing the effects on the imaginary index that a coating on
the particles has, it is difficult to state any strong effect. The absorption of
the coated particles appears slightly stronger across all frequencies, with
the apparent higher order mode at ∼22 GHz being stronger also. However,
the differences between these two results are not great enough to infer any
significant effect from the coating of the CIP EW-I particles.
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(a) (b)
Figure 5.11: (a) Complex relative permittivity and (b) relative permeability for
CIP grades EW and EW-I. These two grades are expected to be sim-
ilar in size and internal structure, with the only difference between
them being the existence of a coating on CIP grade EW-I, whereas
CIP EW has not been coated.
(a) (b)
Figure 5.12: (a) Refractive index loss tangent and (b) refractive index Cole-Cole
plot for CIP grades EW and EW-I. These two grades are expected
to be similar in size and internal structure, with the only difference
between them being the existence of a coating on CIP grade EW-I,
whereas CIP EW has not been coated.
5.3.4 Particle Size Effect on Refractive Index
It has been seen that the grade of CIP has some effects on the electromag-
netic properties of these powders. By looking at the refractive index, it is
clear that there is a distinction when looking at CIP grades based on their
mean size and size distribution alone. To better highlight this dependence
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on size and distribution of size, the refractive index for 5 grades of CIP have
been compared. The volume distribution of particle size is displayed in
Figure 5.13a while the cumulative sum of these distributions is shown in
Figure 5.13b.
(a) (b)
Figure 5.13: (a) Size distributions as percentage volume and (b) cumulative sum
of size distributions for CIP grades EM, EW-I, HS, HQ and 800 nm
spherical iron powder.
Figure 5.14 shows the complex refractive index for the 5 grades of CIP
whose size distributions are shown above. As the mean size and spread of
distribution is decreased, the emergence of higher order modes at frequen-
cies above 10 GHz is demonstrated. It is also possible to see a separation
of the fundamental magnetic mode, typically seen at frequencies close to
2 GHz. It is known that the size distribution of nano-sized particles will
affect the linewidth of the fundamental resonance, as the differing contribu-
tions between superparamagnetic and multi-domain particles will change
the shape of this absorption spectrum [25, 123]. However, this is not yet
fully understood for particles in the micron-size regime. It is not likely that
contributions from superparamagnetic particles is the cause of the change in
intensity and shape of the fundamental mode as a function of particle size. It
is possible that there is a contribution due to single domain particles, which
are known to have a different absorption spectrum from multi-domain or
vortex-domain particles [24].
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(a) (b)
Figure 5.14: (a) Real and (b) imaginary parts of index for CIP grades EM, EW-I,
HS, HW and 800 nm Fe particles. Index is displayed across the fre-
quency range 200 MHz - 30 GHz for composites containing 30%vol.
CIP loading.
Plots of the refractive index loss tangent, and a Cole-Cole plot from the
complex parts of the refractive index are shown in Figure 5.15. These plots
highlight more strongly the size dependence pon the loss of composites
formed from carbonyl iron powder and polyurethane.
(a) (b)
Figure 5.15: (a) Refractive index loss tangent and (b) refractive index Cole-Cole
plot for CIP grades EM, EW-I, HS, HW and 800 nm Fe particles.
Index is displayed across the frequency range 200 MHz - 30 GHz for
composites containing 30%vol. CIP loading.
Since higher order modes have been demonstrated to exist in these com-
posites containing particles in the single-micron size regime, it is necessary
to investigate if these higher order modes will be affected by interparticle
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coupling when the volume loading of carbonyl iron powder is increased.
The results for this dependence on volume fraction are displayed below.
5.3.5 Volume Fraction Dependence on Higher Order Modes
Composites were formed with CIP loading from 10% - 40%vol. in 10%vol.
increments, as in Chapter 4. The powders used for the analysis of the vol-
ume fraction dependence on higher order modes were CIPs HS, ES, EM
and EW-I. These powders were chosen due to their availability, as there was
enough bulk material of each powder for the production of many compos-
ites to analyse. It is also possible to investigate the effect that particle coating
has on the inter-particle coupling by investigation of CIP EW-I. Plots of the
refractive index loss tangent for each powder at different volume loadings
are displayed in Figure 5.16.
From comparing the shape of the curves in the plots of loss tangent
and Cole-Cole plots of the refractive index, it is possible to infer whether
a change in the volume fraction for CIP in composites affects the observed
resonances. Since the shape of the curve at each loading for all samples is
similar, it may be inferred that volume loading does not affect the modes.
The lack of inter-particle coupling at higher loadings for these powders is
unsurprising as the vortex domain structure for these particles causes the
stray field to be confined mainly within the particles themselves, giving lit-
tle possibility for coupling to occur. Also, since it has been observed that us-
ing a wet-mixing fabrication technique for samples prevents issues related
to conduction by percolation, it may be inferred that a negligible amount of
particles are touching.
5.4 Nanoparticle Composite Characterisation
Nanoparticles were obtained from a 3rd party supplier (S S Nano) that were
claimed to be a spherical iron powder with average particle size of 100 -
130 nm. It was not possible to confirm the shape or size distribution of
this powder by SEM analysis as the safe handling of nanopowders was not
ensured. It was stated by the manufacturer that these powders had been
fabricated using exploded wire technique [124].
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(a) (b)
(c) (d)
(e) (f)
Figure 5.16: Loss tangent of refractive index for (a) CIP EM, (c) CIP EW-I, (e) CIP
HS and Cole-Cole plot of complex parts for refractive index for (b)
CIP EM, (d) CIP EW-I, (f) CIP HS.
Composite samples were manufactured using this powder and a similar
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technique to the wet-cast technique described in Chapter 3, only the pow-
ders were pre-mixed into a suspension at a different facility capable of han-
dling dry nano-powders more safely. It is not known what the effect of keep-
ing these powders in suspension with the liquid parts of the polyurethane
mixture for a prolonged period will be. The iron - polyurethane epoxy
part A suspensions were then mixed in-house with polyurethane part B to
produce composites with %volume loadings of 5%, 15%, 20% and 30%. It
proved difficult to produce a large amount of samples as the technique for
mixing composites was sub-optimal for producing homogeneous samples
with accurate dimensions. The suspensions of nanoparticles were more vis-
cous than those created previously with larger powders, so it was more dif-
ficult to create a homogeneous composite. When forcing a viscious mixture
of composite material into the moulds, there is a higher chance of cracking
and rough surfaces due to air bubbles. It is also more difficult to get an accu-
rate height of sample to fit into the stripline cavity as the somposite mixture
does not flow easily and self-level.
Preliminary results for the refractive index of these samples are displayed
in Figure 5.17. As has been observed previously in this chapter, there are ab-
sorption modes at frequencies significantly higher than the expected FMR
mode. The resonances, when compared with those seen in 800 nm spherical
particles, are seen to be sharper and at a slightly higher frequency. It is ex-
pected from micromagnetic modelling and other literature that there should
be higher order resonances at even higher frequencies for these powders [9,
24, 63]. However, due to the aformentioned issues in sample manufacture
the samples were not ideal for characterisation above 30 GHz. The height
of samples did not completely fill the stripline cavity and the roughness of
sample meant that higher frequency measurements had a high amount of
loss and sharp resonances in the S-parameter data.
The loss tangent of refractive index for a 30%vol. sample comprising
100 nm spherical iron powder is compared with that for a sample compris-
ing 800 nm particles in Figure 5.18. Here we can see the higher order modes
more clearly. The FMR, typically seen at ∼ 2 GHz for iron, appears to be
suppressed in comparison to the higher order modes in this result, or the
FMR has been shifted higher in frequency by the presence of particles that
are single domain. The change in frequency for higher order modes is not
as large as would be expected for the difference in average particle size for
these 100 nm particle composites. It is possible that there are more high
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(a) (b)
Figure 5.17: Graphs showing preliminary results for the refractive index, (a), and
loss tangent of refractive index, (b), of composites comprising 100
nm iron powder in polyurethane.
frequency modes that have not been observed in this experiment.
Figure 5.18: Graph comparing the refractive index loss tangents for composites
comprising 100 nm Fe particles in polyurethane (Black) and 800 nm
Fe particles in polyurethane (Red). Both composites are made with
30% volume loading of Fe powder.
It is also possible that agglomerates had been formed when these 100
nm composites were fabricated, meaning the average size of the effective
particles in the composites would be significantly larger than otherwise ex-
pected. This larger effective particle size would cause composites to have a
similar response to those seen in composites with larger inclusions, so the
higher order modes would be more closely matching in frequency to those
seen in the 800 nm powder composites. It is also possible to obtain 100 nm
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nanoparticles that possess a coating to prevent oxidation and conduction
between particles but these were not investigated due to limitations of time.
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5.5 Chapter Summary
In summary, a total of 9 different carbonyl iron powders have been com-
pared by including each into a composite with polyurethane for electro-
magnetic characterisation. Particle size distributions for each grade were
measured, allowing an investigation into how the distribution and mean
size of particles affects the properties of the powder. The results presented
here for the average partice size are different from those measured by laser
diffraction methods presented by BASF [125, 126] and by other institutes in
this chapter. It is possible that there is discrepancy due to systematic error
in either of the two techniques, so a more concise comparison is required.
It has also been possible to investigate the effects of internal structure on
composite properties, by comparing two grades with "soft" polycrystalline
structure with particles of a similar size that have an onion-like internal
structure. However, the variance in internal structure for onion-like par-
ticles makes for a difficult comparison. It is difficult to state with confidence
that any carbonyl iron grade with an onion-like structure will have a specific
thickness for each of the phases comprising the structure. It is also difficult
to currently state that all onion-like particles actually have the same con-
centric, disconnected structure as SEM analysis of particles has highlighted
even a difference in the way an onion-like structure may manifest itself.
Some differences in grade properties have been measured that may be
associated with the different design parameters of the particles. The ability
to measure differences in CIP grades based on indeterminable discrepencies
in manfacture highlights the need to be able to produce particles such that
they have controllable features. These controllable features should include;
• Specific thicknesses of phases comprising the internal structure of "hard"
particles,
• Ability to preferentially produce particles with either of the two onion-
like structures displayed,
• Particle radii, with monodisperse or at least controllable distributions,
• Crystal size for polycrystalline particles.
This is by no means an extensive list of desirable variables, but is the list
of necessary controllable parameters for a full investigation into spherical
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magnetic modes in both solid spheres and spherical shells/ concentric shell
structures.
The simplest problem to tackle is the tuning of mean size and size distri-
bution for different grades of CIP. A technique for separating a single grade
of carbonyl iron into subgrades with different mean sizes and size distribu-
tions is required. A technique for achieving this separation is described in
Chapter 6, and the results of applying this technique are presented in the
upcoming chapter.
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Chapter 6
Particle Size Filtration by Air
Elutriation
6.1 Introduction
It has been demonstrated in Chapter 5 that the size of spherical powders
appears to have a strong affect on the prevalence of higher order magnetic
modes in composites. It is necessary to investigate whether these modes are
supported in these smaller powders as a result of the size distribution for
particles alone or if they are a product of the differences in the manufactur-
ing process between different grades of CIP.
As was discussed in Chapter 2, the separation of fine powders based on
size for particles in the single-micron size regime is a not a trivial task. It
is difficult to produce mechanical seives with a mesh that is fine enough
to filter powders into separate sizes. Furthermore, those that have been
produced require advanced equipment for sonically agitating the powders
during the filtration so agglomerates are broken and the mesh does not be-
come clogged. This chapter presents an air elutriation technique that is both
cheap to manufacture, and simple to construct. This technique does not re-
quire wetting of the particles as dry air can be fed in.
This chapter contains results for the particle size distribution of CIP EM
before and after the application of air elutriation to remove the smaller par-
ticles from the bulk. Results are then presented for the particle size dis-
tribution of 4 distinct sub-grades of CIP EM that were separated by air
elutriation using a collection chamber to retain the smaller particles. Data
is then presented for the electromagnetic properties of composites formed
with polyurethane and each of the sub-grades of CIP EM.
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6.2 Method
The experimental method for this air elutriation experiment is detailed in
Chapter 3. The experiment first used a single glass bottle of inner diameter
65 mm, connected to a bubble filter to test the extraction of small particles
from the bulk material. A bubble filter was connected in series to ensure
the small particles were safely captured but the reaction of the small parti-
cles with the water meant that the captured particles were not suitable for
characterisation. Drying powders out from a wet mixture would cause the
powders to agglomerate, fusing particles together such that homogeneous
samples would not be able to be fabricated. Once the single-bottle tech-
nique had been tested, a second bottle was connected in series between the
first bottle and the bubble filter. This second bottle had an inner diameter of
180 mm, meaning the air flow speed in the first bottle would be reduced sig-
nificantly when flowing through the second chamber. This reduction in the
air flow speed would mean that the particles that had been carried through
the first chamber would be able to settle for collection. Some particles did
still inevitably make it through the entire system, meaning a bubble filter
was still necessary for safe capture of fine particles.
As discussed in Chapter 3, the relation between particle radius cutoff, R,
for an elutriation chamber of inner diameter, d, and insertion volume flow
rate, Q is given by Equation (6.1).
Q =
10pig
3µ
· (ρp − ρf)d2R2 (6.1)
The filtration for each sub-batch of powders was run over the course of
24 hours for each volume flow rate of air. It is necessary to periodically tend
to the set-up as the dust cloud that settles will stick to the sides of the glass
bottle and inside the stainless steel tubing. On a regular basis during the
day, the set-up was hit sharply with a metal rod to tap the powders back
into the neck of the bottle. Vibrational motors were also loosely attached
to the glass bottles and stainless steel tubes connecting the bottles also. The
rattling of the vibrational motors against the set-up provided some agitation
when the set-up was unable to be tended to during the night.
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6.3 Results
6.3.1 Particle Size Filtration
Removal of Eluate
First the experiment was run with a single bottle, not collecting smaller par-
ticles lifted out from the chamber. This was to test that using a low volume
flow rate would indeed separate smaller particles from the bulk. The exper-
iment was run with a volume flow rate of 0.6 LPM. For a bottle with inner
diameter of 65 mm this volume flow rate corresponds to an air flow speed
of 3.0 mm s−1.
Volume Flow
Rate (LPM)
Predicted
Diameter (µm)
Measured
Diameter
(d50) (µm)
d10
(µm)
d90
(µm)
Raw Powder N/a 3.46± 1.96 1.82 5.50
1.2 d ≥ 3.56± 0.44 4.48± 1.46 3.04 5.94
Table 6.1: Table showing the predicted and measured size ranges for particles
filtered from a batch of CIP EM. This size range is compared with that
measured for a raw, unfiltered batch of CIP EM. d10, d50 and d90 cor-
respond to the diameters below which 10%, 50% and 90% of measured
particles fall.
(a) (b)
Figure 6.1: (a) Particle size distribution for a sub-batch of CIP EM created by fil-
tering at a volume flow rate of 0.6 LPM to remove particles. A skewed
Gaussian fit is also plotted. (b)Cumulative sum of the histogram data
normalised to total 100%. Dashed lines show the expected cutoff for
maximum size of particles to be filtered from the bulk and in black is
shown the particle size distribution and cumulative sum of the dis-
tribution for the raw, unfiltered CIP EM powder.
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The size distribution for the powder left over when using a volume flow
rate of 0.6 LPM has been narrowed by the filtration process. The mean parti-
cle radius has been increased from 1.73 µm to 2.26 µm and the dispersion of
particle radii, calculated from the full width half maximum of the Gaussian
data, has been decreased from 0.88 µm to 0.73 µm. These results are dis-
played in Figure 6.1 and Table 6.1. The source of uncertainty for predicting
the radius of particles leaving the system is from considering the standard
uncertainty in measurement of the inner diameter for each bottle, ∆d = ±5
mm, and the uncertainty in monitoring the volume flow rate of air into the
system, ∆Q = ±0.1 LPM. The manometer used was able to measure vol-
ume flow rate to a precision of 0.1 LPM. Using a bubble filter on the end of
the setup causes the volume flow rate to fluctuate as bubbles form, adding
further to the uncertainty in volume flow rate. In the 6 mm stainless steel
tubes connecting the elutriation chambers, powder builds up over time dur-
ing the experiment. If the experiment is left unattended, this build-up can
cause the tubes to become clogged, and pressure will build up until a jet
of powder is pushed out from the connecting tube into the next chamber.
This jet can cause particles that are larger than the cutoff of to be pushed
through the entire system. The experiment was agitated regularly in an at-
tempt to ensure this build-up was not an issue but it is likely that these jets
still occurred throughout the duration of the experiment.
Collection of Eluate
The second experiment was performed to test the elutriation technique with
a particle collection chamber. Again, 30 g of CIP EM was added to the first
chamber and three volume flow rates of 0.8, 1.5 and 2.5 LPM were chosen
for filtration. This experiment resulted in 4 sub-grades of powder, one for
each flow rate and a final batch for the left over particles. Once these sub-
grades had been collected, SEM analysis was performed to generate particle
size distributions. Standard images of the 3 batches of powder collected at
each volume flow rate as well as that for the powder left after the filtra-
tion process are shown in Figure 6.2. As can be seen from these images,
the size distribution has visually changed, with smaller, more uniform par-
ticles appearing in Batch #1 Figure 6.2a, and larger agglomerates in the final
sub-grade, Batch #4 Figure 6.2d. These agglomerates are considered to be
spheres when undertaking particle size analysis, meaning their size is not
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truly representative. This elutriation process, however, has still been shown
to be effective for separating size ranges of powders and is now also verified
for being of use when trying to remove these larger agglomerates from the
bulk powder.
(a) (b)
(c) (d)
Figure 6.2: SEM micrographs showing particle sizes for (a) particles collected in
the second chamber using a volume flow rate of 0.8 LPM, (b) parti-
cles collected in second chamber when using a volume flow rate of
1.5 LPM, (c) particles collected in the second chamber when using
a volume flow rate of 2.5 LPM and (d) the particles left in the first
chamber after all volume flow rates had been used. All images taken
with an acceleration voltage of 10 kV and beam current of 0.13 nA,
detecting secondary electrons at 5000x magnification.
The results from particle size analysis are shown in Figure 6.3 where a
percentage volume for bins of particle sizes as well as a cumulative sum
for the size distributions are shown. It is shown that 4 distinct size ranges
have been extracted from this single bulk batch of powder. The approximate
size ranges as well as the expected mean size from each run of the filtration
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process are given in Table 6.2. The expected values for radius are calculated
from Equation (6.1) by finding the cutoff for each bottle at the given volume
flow rate and taking the mid-point.
Batch No.
(Volume
Flow Rate)
Predicted
Diameter (µm)
Mid-point
(µm)
Measured
Diameter
(d50) (µm)
d10
(µm)
d90
(µm)
Raw N/a N/a 3.46± 1.76 1.82 5.50
4 Left over d ≥ 7.34 N/a 5.90± 0.88 3.82 7.70
3 (2.5 LPM) 2.64 ≤ d ≤ 7.34 4.68± 0.70 4.50± 0.60 3.16 6.18
2 (1.5 LPM) 2.06 ≤ d ≤ 5.68 3.62± 0.56 3.42± 0.48 2.22 5.46
1 (0.8 LPM) 1.50 ≤ d ≤ 4.14 2.66± 0.48 2.34± 0.40 1.42 3.06
Table 6.2: Table showing values for the predicted particle size range of each
batch of powder filtered using the 2-bottle elutriation filter. Size dis-
tributions were determined by SEM analysis, with error given by the
FWHM of a skewed Gaussian curve that has been fitted to the size
distribution.
(a) (b)
Figure 6.3: (a) Particle size distribution for each batch of powder, displayed as a
histogram scatter plot with a skewed Gaussian fit to each dataset.
These Gaussian curves were used to calulate the FWHM for each
curve, allowing an uncertainty to be provided. Dashed lines indicate
the expected mean size for each batch, calculated as the midpoint be-
tween the cutoffs of the first and second chambers. (b) Cumulative
sum of the particle size distribution for each batch of powder. Dashed
lines again indicate the expected size for this batch, calculated from
the midpoint between the cutoffs for the chambers at each volume
flow rate.
In order to test repeatability, the experiment was performed again with
30 g of CIP EM and volume flow rates of 0.8, 1.5 and 2.5 LPM. The resulting
mean sizes for each sub-grade of powder are in agreement to within 10%.
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Batch No.
(Volume
Flow Rate)
Predicted
Diameter (µm)
Mid-point
(µm)
Measured
Diameter
(d50) (µm)
d10
(µm)
d90
(µm)
Raw N/a N/a 3.46± 1.76 1.82 5.50
4 Left over d ≥ 7.34 N/a 5.60± 1.63 3.74 7.60
3 (2.5 LPM) 2.64 ≤ d ≤ 7.34 4.68± 0.70 5.04± 1.30 3.28 6.76
2 (1.5 LPM) 2.06 ≤ d ≤ 5.68 3.62± 0.56 3.66± 1.06 2.52 4.98
1 (0.8 LPM) 1.50 ≤ d ≤ 4.14 2.66± 0.48 2.20± 0.76 1.34 3.26
Table 6.3: Table showing values for the predicted particle size range of each
batch of powder compared with the results for a repeated filtration
of CIP EM particles.
The likely source of discrepancy between experiments is the amount of time
air was pumped through the system at each specific volume flow rate.
(a) (b)
Figure 6.4: (a) Particle size distribution and (b) cumulative sum of size siztribu-
tion for sub-batches of particles filtered from CIP EM in a repeated
experiment.
A third elutriation experiment was performed to check the efficacy of
this filtration for other similar grades of iron powder. An initial bulk grade
of CIP ES was used with again 30 g only using volume flow rates of 0.8 LPM
and 1.5 LPM. A comparison of the size distributions for each subgrade from
the three experiments is shown for volume flow rates of 0.8 LPM and 1.5
LPM in Figure 6.5.
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(a) (b)
Figure 6.5: Comparisons of the particle size distributions for 3 sub-grades of
powder filtered from bulk batches of powder when using elutriation
volume flow rates of (a) 0.8 LPM and (b) 1.5 LPM.
Once the filtration technique had been verified as a viable method for
removing the smaller particles from the bulk and collecting them for analy-
sis, it was necessary to explore the effects this change in average particle size
had on the electromagnetic properties of composites formed from them. The
results for the electromagnetic characterisation of composites formed from
these sub-batches is presented in the upcoming section.
6.3.2 Electromagnetic Characterisation
From each of the filtered sub-grades of CIP EM, composites with polyurethane
were formed. The volume loading was chosen such that at least 3 samples
could be made for measurements from each batch. The samples were cast
using the method described in Chapter 4. The table below states the amount
of polyurethane and iron powder used for each batch of samples, with an
equivalent % volume loading provided. These samples were characterised
using the stripline technique to determine their complex index as a function
of frequency. The results for the complex index of samples are shown in
Figure 6.6 and Figure 6.7.
Samples were all made with similar volume loadings for each sub-grade
of CIP EM, and the results for index are shown to vary greatly between each
batch. The absorption peak in the imaginary part of the index for Batch #4
samples is a single broad peak, similar to what has been observed in Chap-
ter 4 for CIP ES while the almost triple peak observed for Batch #1 samples
6.3. Results 135
Batch No.
Mass of
Powder
(g)
Mass of
Polyurethane
(g)
Percentage
Volume
Loading (%)
CIP EM #1 3.32 0.96 32.28
CIP EM #1
Repeat 3.32 0.95 32.51
CIP EM #2 3.34 1.00 31.52
CIP EM #2
Repeat 3.36 0.98 32.09
CIP EM #3 3.34 0.98 31.96
CIP EM #3
Repeat 3.12 0.92 31.85
CIP EM #4 3.31 0.95 32.44
CIP EM #4
Repeat 3.34 0.96 32.41
Table 6.4: Table showing the masses for each sub-grade of CIP EM used in each
sample batch with the mass of polyurethane used also. See Table 6.2
for the size ranges of each CIP EM sub-grade and Table 6.3 for the size
ranges of sub-grades of CIP EM that were filtered using a repeat of
the same experiment. Corresponding volume percentage loadings for
each batch of samples are also given.
is similar to results for CIPs HS, HQ and the 3rd party 800 nm powder de-
tailed in Chapter 5. These results are also similar to studies performed by
others on the size dependence for higher order magnetic modes, where a
single broad peak is reduced to 2 or even 3 smaller peaks. One of these
peaks relates to the FMR while other peaks are associated with higher order
spherical magnetic modes [63].
The refractive index for each sub-grade of powder filtered from the orig-
inal and repeated experiments agree across the frequency range measured,
with slight deviation between batches 1 and 2. The discrepancy between
the results for these two sub-batches of powder is due to a difference in the
average particle size distributions that is less than 10%, which means that
the appearance of these higher order magnetic modes is sensitive to the av-
erage particle size of the powder, as well as the distribution of sizes. The
imaginary part of refractive index for each sample set made with each sub-
grade of CIP EM for both the initial and repeated experiment are directly
compared in Figure 6.8.
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(a) (b)
Figure 6.6: Real, (a), and imaginary (b) parts of refractive index for composites
of polyurethane and the first set of sub-grades for CIP EM, filtered by
the elutriation technique.
(a) (b)
Figure 6.7: Real, (a), and imaginary (b) parts of refractive index for composites
of polyurethane and the second set of sub-grades for CIP EM, filtered
by the elutriation technique in a repeated experiment.
The refractive index loss-tangent and Cole-Cole plots of the real and
imaginary parts of index for each of these sets of composites are displayed
in Figure 6.9 and Figure 6.10. The data for each of the sets of data agree
closely.
The trend of absorption modes becoming more well-defined as particle
size distribution decreases is similar to the results displayed in the previous
chapter, and are a result of reducing the average particle size of a single
grade of powder. This result means one may infer that the emergence of
higher order modes is dominated by the average particle size of the powder,
rather than other factors in particle fabrication.
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Figure 6.8: Direct comparison of imaginary refractive index for each sub-grade
of CIP EM filtered through different experiments.
(a) (b)
Figure 6.9: Refractive index loss tangent for composites formed from
polyurethane and carbonyl iron powder CIP EM that has been
split into sub grades by an elutriation technique. (a) shows the
results for a first attempt of the experiment while (b) shows that for
a repeated filtration.
6.4 Chapter Summary
A simple technique for separating batches of CIP into sub-batches with dif-
ferent size distributions has been demonstrated. This technique is shown
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(a) (b)
Figure 6.10: Refractive index Cole-Cole plot for composites formed from
polyurethane and carbonyl iron powder CIP EM that has been split
into sub grades by an elutriation technique. (a) shows the results for
a first attempt of the experiment while (b) shows that for a repeated
filtration.
to be viable for separating a powder with particle size distribution 3.46
µm ±1.75 µm into 4 distinct sub-grades centred at 2.97, 2.25, 1.67 and 1.20
µm. The experiment has also been demonstrated for reducing another grade
from a size distribution of 2.85 µm ±1.55 µm into distinct sub-batches with
size distributions centred at 1.77 and 1.08 µm. The results for all elutria-
tion experiments agree to within 10% of the particle radius extracted at each
flow rate. The demonstration of this technique’s validity opens the ability
to further develop a simple method for filtration of powders by particle size
that may have narrower distributions than those that are able to be achieved
by simply controlling the growth parameters during fabrication. By devel-
oping this technique further, it would be possible to simplify fabrication
techniques such that particles may still be produced in large batches for
a secondary treatment to give specifically sized grades. This would allow
better scalability of production for spherical magnetic powders with specific
size ranges or narrow size distributions.
Composites formed from polyurethane mixed with each of these batches
have had their complex refractive index analysed as a function of frequency
across the range 200 MHz - 30 GHz. These results show an emergence of
higher order absorption modes at frequencies above 10 GHz that has al-
ready been seen in literature for as-bought CIP grades [30, 33, 127] however
there has not yet been a report on the electromagnetic properties for car-
bonyl iron powder based on filtered particle size distributions from a single
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grade. The emergence of these modes as particle size and distribution de-
crease is similar to results in Chapter 5 and those expected from the theory
in Chapter 1, Section 1.1.1. This means one can infer that these higher order
modes in different grades of CIP appear in the smaller of these spherical
magnetic powders, or are at least more distinct for powders with narrower
size distributions, rather than as a result of any other fabrication parameters.
The position of higher order modes in frequency appears to be approx-
imately constant over these size ranges, fixed at ∼ 21 GHz and ∼ 15 GHz.
The frequency at which these modes appear is expected to be heavily depen-
dent on the mean size for the particles. However, the expected dependence
of 1R2 will have less sensitivity to size for micron sized particles compared
with the drastic size effects seen for particles an order of magnitude smaller.
In order to better understand these modes, it is necessary to see how the re-
sponse of composites formed with sub-micron spherical powders changes
as a function of applied DC magnetic bias field. This is covered in the next
chapter.
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Effect of DCMagnetic Bias Field
on Spherical Magnetic Modes
7.1 Introduction
This chapter contains results for the complex refractive index of carbonyl
iron – polyurethane composites when a DC bias field is applied to the sam-
ples. This experiment was performed as the well known fundamental FMR
for magnetic materials is expected to change intensity and position in fre-
quency as magnetic field is applied [48]. It is expected that the higher or-
der modes in spherical particles are a result of the vortex domain structure,
which supports resonances that occur at higher frequencies. As discussed
in Chapter 1, Section 1.2.4 there has not been successful simultaneous char-
acterisation of relative permittivity and permeability for magnetic materials
as a function of applied magnetic bias field.
The higher order modes presented in previous chapters are not yet ob-
served to have a frequency dependence on externally applied magnetic fields.
However, it is expected that the modes should be unaffected by this field,
until the point of saturation for all particles is reached, and the vortex do-
main structure is removed from them. This will then cause a suppression of
the higher order modes, giving evidence on the vortex domain structure’s
role in supporting higher order spherical magnetic modes.
Work has been performed previously for characterising the FMR of thin
films and bilayers of magnetic materials as a function of applied DC bias
field [128, 129]. However, these techniques tend to involve the use of thin
films and application of a perturbation theory for shorted microstrip trans-
mission lines [130, 131] rather than full characterisation for materials as a
function of applied field. The transmission line cavity is not completely
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filled in these experiments either, meaning the theory is only likely to be
viable in the lower frequency regime, typically not higher than 10 GHz.
Others have reported the frequency dependent permeability of ferrite ma-
terials as a function of applied bias field using a shorted coaxial method
or impedance analyser, assuming that the relative permittivity is a constant
[132–134]. Here, data is presented for the complex index of materials across
the broad frequency range 200 MHz to 30 GHz when a DC bias field has
been applied from 0 mT to 330 mT. This work can be improved to provide
a full extraction of both relative permittivity and permeabilty from the S-
parameter measurements.
7.2 Method
In this experiment, the stripline transmission line was inserted between two
poles of an electromagnet. The electromagnet was able to provide a maxi-
mum magnetic field of B = 330 mT when a current of 6.0 A was running
through the solenoids for the poles.The static magnetic field was applied
across the stripline fixture in a direction that was perpendicular to the di-
rection of propagation for the time-dependent field applied by the stripline
fixture to the sample. The magnetic field was increased incrementally by
increasing the current driving the electromagnet from 0.0 A – 6.0 A in 0.5 A
increments. Measurements of the S-parameters for samples were recorded
at each field setting.
It was necessary to take a set of calibration measurements, described in
Chapter 4, for every applied field. This allowed a set of calibration param-
eters to be made for each field when characterising samples. As before,
the index was more accurately extracted for all samples so this data was
presented for the investigation. Multiple samples of different thicknesses
in the propagation direction were characterised, and the results averaged.
For the 800 nm particle composites, percentage volume loadings of 30%vol.
and 40%vol. were investigated. Samples created from the second batch of
filtered CIP EM presented in the previous chapter were used to provide an
investigation into the effect of a DC bias field when looking at composites
formed from particles with different size distributions.
The samples characterised in this chapter were those used in the previ-
ous chapter, Chapter 6, that had been filtered from CIP EM into 4 sub-grades
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Figure 7.1: Schematic showing the positioning of the stripline device between
two poles of an electromagnet for the experiment. DC magnetic bias
field is applied perpendicular to wave propagation.
of different average sizes and size distributions. All four of the sample sets
from sub-grades of CIP EM were characterised and the results averaged to
give refractive index as a function of applied static bias field. These samples
had a volume loading of ∼30 %vol. and were investigated to see if any dif-
ference in average size would give different behaviour under applied field.
7.3 Results
This section presents the results for how the complex refractive index of
samples is changing when a DC bias magnetic field is applied to them.
As was explained before, the stripline fixture was found to have a small
amount of magnetic material in the brass used for fabricating the device.
This meant that the stripline S-parameters changed depending on the field
strength used for DC magnetic bias. Figure 7.2 shows the S-parameters for
the stripline with zero field and a maximum field of 330 mT applied. Al-
though the change in S-parameters is small, if uncorrected they produce a
systematic error in parameter extraction that is discussed in the following
pages.
Figure 7.3, below, displays the refractive index for a 30%vol. composite
of polyurethane and 800 nm spherical iron particles when using the calibra-
tion parameters calculated at zero field to extract sample properties from
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Figure 7.2: Absolute S-parameters for the empty stripline device with and with-
out a magnetic DC bias field applied.
S-parameters measured at maximum field. The imaginary part of refractive
index for the sample when subject to a DC magnetic bias field is erroneously
extracted as a negative value at low frequencies, indicating that the change
in the S-parameters for the empty stripline as a result of applying a DC mag-
netic bias field although small, is not to be neglected.
Figure 7.3: Refractive index for a 30%vol. composite containing 800 nm particles
as a function of applied DC magnetic bias field, extracted using cali-
bration parameters that were calculated only for the zero-field case.
The imaginary part of refractive index being negative at low frequen-
cies is compensated when using a set of calibration S-parameters that have
been calculated for the transition regions from stripline measurements at
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all fields. Figure 7.4 shows the refractive index for the same sample as Fig-
ure 7.3, only extracted using relevant calibration parameters to the field ap-
plied.
Figure 7.4: Refractive index for a 30%vol. composite containing 800 nm parti-
cles as a function of applied DC magnetic bias field, extracted using
calibration parameters that were calculated for each applied DC bias
field.
The change in S-parameters for the stripline device as the applied DC
bias field is changed is as a result of the brass used to fabricate the stripline
cavity. The brass used to fabricate the stripline cavity was an alloy with a
trace amount of Fe (typically less than 0.5%) added to give ease in process-
ing of the material. This trace amount of iron in the brass is enough to see
a measurable affect on the S-parameters when a DC magnetic bias field is
applied.
7.3.1 Filtered Particles
First a comparison is made between composites formed with powders of
different average size and size distribution. The refractive index for all 4
sets of composites of the sub-grades of CIP EM were characterised with
the application of a DC magnetic bias field. Only the refractive index for
the composites holding batches #1 and #4 are displayed in this section as
the intermediate samples did not exhibit any unexpected behaviour. The
refractive index for each of batches #1 and #2 are shown in Figure 7.5 and
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Figure 7.6. All four of the index distributions from this analysis share in
common the trend of a primary absorption mode at ∼ 2 GHz that increases
in frequency as applied DC bias field is increased. This absorption mode
is associated with the FMR of the iron. The increase in frequency of the
position of the primary absorption mode is a result of the increased strain
on the magnetic moments that the DC bias field is providing, as has been
discussed earlier in Chapter 2. As a field strength of ∼ 100 mT is applied to
the sample, the higher order modes exhibited by the smallest of the filtered
particles are suppressed, being indistinguishable from the FMR mode that
approaches 15 GHz.
(a) (b)
Figure 7.5: Real (a), and imaginary (b) parts of refractive index for composites
comprising Batch #1 of the filtered particles from CIP EM, plotted
with increasing DC magnetic bias field from 0 mT - 330 mT
The static permeability, defined here as the real part of permeability at
200 MHz, for each of these composites as a function of applied DC magnetic
bias field is displayed in Figure 7.7. The static permeability decreases as
magnetic field strength is increased while the position of the FMR resonance
peak is pushed higher in frequency.
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(a) (b)
Figure 7.6: Real (a), and imaginary (b) parts of refractive index for composites
comprising Batch #4 of the filtered particles from CIP EM, plotted
with increasing DC magnetic bias field from 0 mT - 330 mT
Figure 7.7: Real part of static permeability for each composite formed from the
filtered particles plotted as a function of applied DC magnetic bias
field strength.
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7.3.2 Compared Volume Loading
To investigate the response of composites as a function of applied DC bias
field for samples that contained different volume loadings of the sample ma-
terial, samples with 30%vol. and 40%vol. loadings were compared. These
samples comprised 800 nm spherical Fe particles. The results are displayed
in this section.
(a) (b)
Figure 7.8: Real (a), and imaginary (b) parts of refractive index for composites
comprising 30%vol. loading of 800 nm iron particles, plotted with
increasing DC magnetic bias field from 0 mT - 330 mT
(a) (b)
Figure 7.9: Real (a), and imaginary (b) parts of refractive index for composites
comprising 40%vol. loading of 800 nm iron particles, plotted with
increasing DC magnetic bias field from 0 mT - 330 mT
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A study into the effect of DC bias field application when using different
volume loadings is seen by comparing Figure 7.8 and Figure 7.9. The af-
fect of the applied field appears similar between the two differently loaded
sample sets with the exception that the higher order modes observed in the
40%vol. samples appear to become suppressed at a lower field than with
the 30%vol. loading samples.
The highest frequency mode, at ∼ 20 GHz, appears to be affected more
strongly by the DC bias field when using a composite with higher volume
loading of magnetic powder. This is likely due to the induced magnetic
field inside the composite being higher when there is more magnetic mate-
rial in the samples, meaning the effective field that is applied is higher than
that for the 30%vol. composite. The increase in the internal magnetic field as
volume loading is increased may be observed by looking at the static perme-
ability of the composites as a function of applied DC bias field strength. The
real part of static permeability as a function of applied field strength is plot-
ted in Figure 7.10. The steeper gradient of the curve for the 40%vol. sample
is indicative of the internal field being stronger than it is in the 30%vol. sam-
ple.
Figure 7.10: Real part of static permeability for each composite formed from the
3rd party 800 nm particles, plotted as a function of applied DC mag-
netic bias field strength.
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7.4 Chapter Summary
The results show that the FMR of composites comprising polyurethane and
different micron-sized powders increases with applied bias field, but the
higher order modes at ∼ 20 GHz appear to remain at the same frequency.
These higher order modes close to 20 GHz also appear to change in inten-
sity, with the decrease in absorption at a DC bias field strength of ∼ 100 mT
indicating the loss of absorption modes above this bias field strength. The
higher order modes are expected to be removed upon applying a strong
DC bias field as the field will remove the vortex domain structure in these
magnetic particles, reducing them to a single domain or onion domain state.
Neither the onion state nor the single domain state of these particles is able
to support the higher order modes in spherical magnetic powders that have
been observed. This indicates that the higher order modes seen in these
particles is indeed dependent upon the vortex domain structure that results
from their spherical shape. The apparent shift in resonant frequency for
higher order modes may be explained by considering that smaller particles
would be saturated at lower bias fields than larger particles, meaning the
average size of particles with vortex domain state to support higher modes
had decreased. The size distribution also would have decreased so an in-
vestigation into the behaviour of these modes when the field is changed at
signifcantly lower fields may well be of interest to validate further the size
dependence of these modes.
The work presented here is novel, reports on the electromagnetic proper-
ties for carbonyl iron powders as a function of applied DC bis field have not
been seen elsewhere in literature, especially not across the frequency range
presented here. The suppression of higher order modes in spherical mag-
netic powders has not been reported either. However, signifcant theory on
the spherical magnetic modes being dependent on the vortex domain state
has been reported so this work is valuable for the validation of higher order
spherical mode theory.
The comparison of samples with differing volume loadings of magnetic
material indicates the need to be able to infer the internal magnetic field that
results from the applied external field. This will allow a more rigorous rep-
resentation of the dependence of these modes on externally applied fields.
However, this understanding was outside of the scope for this work, and
would only be necessary for application purposes.
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The work presented in this thesis considers the results for experiments per-
formed to better understand the nature of higher order magnetic absorption
modes in spherical iron powders. The results are presented across 4 ex-
perimental chapters that show the progression of the characterisation tech-
nique, the characterisation of multiple different spherical iron powders, and
advanced characterisation of composites as a function of externally applied
static magnetic field. Presented also is a technique for the filtration of spher-
ical iron powders based on their size to investigate the size dependence of
these absorption modes. This chapter provides conclusions from each of
those experiments as well as possible extensions to the experiments for fu-
ture work.
The first experimental chapter, Chapter 4, describes the measurement
technique used to characterise samples in all of the subsequent chapters.
Conventional stripline geometries used a 18 - 20◦ taper from coaxial geom-
etry to stripline geometry and typically would not have a frequency range
of operation exceeding 10 GHz. An optimised stripline device was fabri-
cated that had carefully designed transition regions from coaxial geometry
to stripline geometry that were not a standard single angle taper. The im-
provement in impedance matching for this transition region allowed better
measurement of S-parameters for samples. This stripline was used in con-
juction with an improved short-measurement calibration technique to ex-
tract the S-parameters for dielectric and magnetic samples. Dielectric sam-
ples of BaTiO3 in polyurethane were characterised and the permittivity of
samples was extracted using both a direct Fresnel theory extraction, calcu-
lating relative permittivity on a point-by-point basis, as well as by using a
frequency dependent expression of permittivity in conjunction with Fresnel
theory to fit to the entire range of S-parameters across the unprecedented
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frequency range 0.2 - 50 GHz. Results are also presented in this chapter for
the relative permittivity and permeability of samples comprising CIP ES in
polyurethane at percentage volume loadings across the range 10 - 40%vol.
in 10%vol. increments. All samples used for the thesis were created using
a wet-cast technique, mixing the loading powder into a 2 part polyurethane
mixture and curing in a suitable mould for the stripline geometry. The rel-
ative permittivity for dielectric samples was shown to have a logarithmic
dependence on the volume loading, as was the case for CIP ES composites.
This is in agreement with standard mixing laws, and also applied to the
static relative permeability of CIP ES composites. The imaginary relative
permeability of CIP ES composites showed a single broadband absorption
mode that is likely a result of the wide size-distribution of the powder caus-
ing mutliple broad resonances to be supported. The degeneracy inherent in
the extraction of impedance is discussed in this chapter, and highlights the
uncertainty in extraction of relative permittivity and permeability for com-
posites when samples are either not fabricated precisely enough, or perme-
ability is close to unity. For this reason the refractive index, rather than the
permittivity and permeability, is used to characterise samples for the rest
of the thesis. The technique developed in this chapter has brought with it
the ability to now consider the investigation of modes in magnetic materi-
als that are significantly higher in frequency than have been able to be ob-
served with previous techniques whilst still allowing an investigation into
the response of the same magnetic materials at radio frequencies in a single
measurement. The versatility of this technique may be pushed further by
attempting measurements of magnetic materials as a function of tempera-
ture, taking a calibration reading of the stripline at fixed temperatures in a
controlled environment before measuring the S-parameters of the stripline
with magnetic composites inserted at different temperatures. This informa-
tion would be invaluable for companies looking to use magnetic materials
in communications applications as the performance of antennas at differ-
ent temperatures is vital knowledge. It may also be possible to create a
stripline that is capable of being used over an even more broadband fre-
quency range for the investigation of particles that are in the size range of
100 nm. These smaller particles are expected to have resonances at frequen-
cies even higher than the range that has been investigated in this thesis.
Coaxial adapters are available with a dielectric region that has diameter 1
mm. These adapters have a recommended maximum frequency of 110 GHz,
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meaning it is possible to fabricate a new stripline device for characterisation
up to these frequencies. This device would require significantly more pre-
cision in sample manufacture to ensure a tight fit in the 1 mm tall stripline
cavity. However, these S-parameter measurements may also be used in con-
junction with those taken at lower frequencies with the 3 mm tall stripline,
as well as higher frequency measurements taken using the waveguide to
planewave adapters briefly described in Chapter 4, Section 4.4.
The second experimental chapter, Chapter 5, details results for the char-
acterisation of 9 different grades of commercially available carbonyl iron
powder as well as an incomplete investigation into the properties of com-
posites comprised of 100 nm Fe particles in polyurethane. The carbonyl
iron powders each had different particle size distributions, as well as dif-
ferent microstructures, and a single powder with a coating that has been
assumed to be phosphate. The characterisation of each of these grades of
powder involved confirming the internal structure of powders by cross-
sectional analysis and SEM, as well as measuring the particle-size distribu-
tion by SEM analysis. Different methods for investigating the cross-section
of powders as well as the particle-size distribution are discussed, and the
final methods used were described. The final method for investigation of
particle cross-sections involved polishing an epoxy loaded with carbonyl
iron before etching the microstructure of particles with 2% nital etchant.
The final method for particle-size analysis was by SEM analysis, imaging
the particles directly and using image processing software to infer particle
sizes from the images. This chapter highlighted the strong dependence of
absorption modes on particle size distribution for the powders, and it was
concluded that an additional investigation into the smaller particles was re-
quired. The analysis of composites containing 100 nm spherical Fe particles
demonstrated that higher order modes were still supported in these smaller
particles, but an extensive investigation was not able to be completed as the
samples produced could not be ensured to have homogeneously dispersed
particles and were of a low structural quality for characterisation. Future
work on the investigation of magnetic nanopowders involve improving the
sample fabrication technique to ensure nanoparticles have been well dis-
persed in the polymer matrix of composites. This will allow a deeper inves-
tigation into the size dependence of these modes in spherical iron powders.
The results also highlighted a necessity to produce a technique for filtration
of sub-micron sized particles.
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To investigate the effect of size distribution on higher order absorption
modes, a technique for filtering particles of different size ranges from a sin-
gle grade of powder was required such that other nuances in manufacture
may be isolated. This particle size filtration was the focus of the third ex-
perimental chapter, Chapter 6. The experiment demonstrates an ability to
reliably remove the smallest particles from a bulk powder before showing
that a second collection chamber may be used to capture the removed par-
ticles for fabrication of composites. A grade of CIP with an average particle
size of R = 1.73± 0.88 µm was separated into 4 batches with average parti-
cle sizes of R1 = 1.20± 0.40 µm, R2 = 1.67± 0.48 µm, R3 = 2.25± 0.60 µm
and R4 = 2.97± 0.88 µm. This separation technique for carbonyl iron pow-
ders had been achieved for particle sizes significantly smaller than those
previously reported in literature, and allow access to filtration of particles
significantly smaller than are able to be filtered by standard sieves. This fil-
tration process is also the first for this scale of filtration of carbonyl iron pow-
ders such that composites could be formed for characterisation. The charac-
terisation of composites formed from these sub-grades of powder showed
that higher order absorption modes were more well-defined in composites
containing the smaller particles, and a comparison of the refractive index
for each composite showed a transition from one broad absorption mode
into 3 distinct absorption modes. The results presented in this chapter were
promising as a proof of concept for methodology in simple filtration of par-
ticles by size, but did have areas where great improvement could be made.
For example reducing the occurrance of jets of powder passing through the
system would likely improve the filtration such that even narrower distri-
butions of powder were attained. The results for electromagnetic properties
of powders with the smallest average size also lead to a desire for filtration
of particles that are in the 100 nm size regime. Future work for improve-
ment of the elutriation technique could be as follows. The primary issue
with filtering nanoparticles with this trechnique is that the volume air flow
rate needs to be significantly lower than has been used in Chapter 6. This
low volume air flow rate would not be capable of agitating bulk amounts
of powder to form dust clouds for separation. If one were to attempt fil-
tration with a lower volume flow rate and a smaller amount of powder in
the chamber to allow dust cloud formation, there arises the issue of needing
to repeat the experiment an unreasonable number of times to produce the
required amount of powder for composite manufacture.
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An alternative design to the experimental setup has been proposed that
would allow bulk powder to be fed into the chamber at a steady rate, such
that larger batches of powder may be processed in a single experiment. A
diagram of this alternative design is displayed in Figure 8.1. The improved
design has an additional cup in the filtration chamber, that has an inlet for
the bulk powder. By using a syringe pump, and a syringe loaded with the
bulk powder, it should be possible to feed the powder into the setup at a
gradual rate, such that the flow of air is able to lift the particles into a dust
cloud.
Figure 8.1: Diagram showing a possible improvement to the current air elutria-
tion experiment. A cup would be used to allow a powder to be fed
into the system, and the low volume air flow rate will be able to lift
the input powder into a dust cloud.
As well as the issue of forming dust clouds from the smaller powders,
there exists the issue of agglomerated particles needing to be broken up
during the filtration. This isn’t entirely necessary for the extraction of sub-
micron powders, but will increase the yield if agglomeration of sub-micron
sized particles is prevalent in the bulk. Another method for filtration of par-
ticles based on size using air is by cyclonic separation. This process is similar
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to air elutriation in that an air flow carries the particles through chambers
for filtration, only the flow is cyclonic rather than laminar. This involves the
use of significantly higher volume flow rates of air, and the particles expe-
rience significantly more turbulence, causing agglomerates to be broken up
during filtration.
The higher order absorption modes are expected to be a result of the vor-
tex domain structure of spherical particles. To confirm the domain structure
of these particles, a final investigation into the dependence of these higher
order modes on an externally applied magnetic field was undertaken. The
fourth experimental chapter, Chapter 7, exhibits results for the refractive
index of composites containing the filtered particles, as well as composites
containing 800 nm spherical iron particles while the composites were sub-
ject to an externally applied DC magnetic bias field. The results showed that
the primary FMR absorption mode was heavily dependent on the strength
of the externally applied field, whereby the frequency at which this mode
occured would increase with applied field strength. The position in fre-
quency of higher order absorption modes was not affected by the external
field, but the strength did appear to be. The higher order absorption modes
weakened as the field strength was increased, which was indicative of parti-
cles being saturated at high field strengths, losing their vortex domain struc-
ture and, with it, the ability to support higher order absorption modes. This
result was used to conclude that the domain structure of spherical iron pow-
ders was indeed the vortex structure, and that this structure is necessary to
support higher order magnetic absorption modes. The results presented in
this chapter have not been found elsewhere in literature, as the broadband
characterisation of composite materials as a function of DC magnetic bias
field has previously been limited to low frequency meaesurements. Also
the higher frequency measurement techniques involving coplanar waveg-
uide transmission absorption, briefly discussed in Chapter 1, Section 1.2.4
may only be used to infer the location and width of modes rather than the
electromagnetic properties of the particles. This experiment is currently lim-
ited in that the fabrication of the stripline involved use of slightly magnetic
materials, so the simultaneous extraction of relative permittivity and perme-
ability was unable to be completed. An improvement to the stripline fixture
would be to ensure that the brass used for fabrication of the device did not
contain any magnetic material. Also it is necessary to develop a method for
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inferring the internal fields of the composite materials such that an analyt-
ical theory for the behaviour of these modes under DC magnetic bias field
may be directly compared.
The work in this thesis has demonstrated the ability to preform broad-
band frequency characterisation of composite samples across the range 0.2
- 50 GHz. This method has limitations in characterisation that are related
to sample manufacture and precision in the experimental technique. The
method has been applied to explore higher order spherical absorption modes
in CIP loaded composites that have long been observed but have not been
fully understood. This work has been performed in conjunction with a the-
sis project, performed by C. Mckeever at The University of Exeter, concern-
ing modelling these higher order spherical modes to better understand how
they may be exploited. This work has not yet been published.
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