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Annotation of digital multimedia comprises a range of different application scenarios,
supported media and annotation formats, and involved techniques. Accordingly, recent
annotation environments provide numerous functions and editing options. This results
in complexly designed user interfaces, so that human operators are disoriented with
respect to task procedures and the selection of accurate tools.
In this thesis we contribute to the operability of multimedia annotation systems in sev-
eral novel ways. We introduce concepts to support annotation processes, at which
principles of Workflow Management are transferred. Particularly focusing on the be-
havior of graphical user interface components, we achieve a significant decrease of
user disorientation and processing times.
◦ In three initial studies, we investigate multimedia annotation from two differ-
ent perspectives. A Feature-oriented Analysis of Annotation Systems describes
applied techniques and forms of processed data. Moreover, a conducted Em-
pirical Study and Literature Survey elucidate different practices of annotation,
considering case examples and proposed workflow models.
◦ Based on the results of the preliminary studies, we establish a Generic Pro-
cess Model of Multimedia Annotation, summarizing identified sub-processes and
tasks, their sequential procedures, applied services, as well as involved data for-
mats.
◦ By a transfer into a Formal Process Specification we define information entities
and their interrelations, constituting a basis for workflow modeling, and declar-
ing types of data which need to be managed and processed by the technical
system.
◦ We propose a Reference Architecture Model, which elucidates the structure and
behavior of a process-based annotation system, also specifying interactions and
interfaces between different integrated components.
◦ As central contribution of this thesis, we introduce a concept for Process-driven
User Assistance. This implies visual and interactive access to a given work-
flow, representation of the workflow progress, and status-dependent invocation
of tools.
We present results from a User Study conducted by means of the so-called SemAn-
not framework. We implemented this novel framework based on our considerations
mentioned above. In this study we show that the application of our proposed con-
cept for process-driven user assistance leads to strongly significant improvements of
the operability of multimedia annotation systems. These improvements are associated




Annotation von digitalen Multimediainhalten verbindet eine Reihe von verschiede-
nen Anwendungsszenarien, unterstu¨tzten Medien- und Annotationsformaten, sowie
involvierten Verfahren. Demgema¨ß verfu¨gen heutige Annotationsumgebungen u¨ber
zahlreiche Funktionen und Bearbeitungsoptionen. Daraus resultieren unu¨bersichtlich
gestaltete Benutzungsoberfla¨chen, so dass Anwender hinsichtlich der Aufgaben-
abla¨ufe sowie der Auswahl der richtigen Werkzeuge desorientiert sind.
Diese Arbeit leistet einen Beitrag zur Verbesserung der Bedienbarkeit von Multimedia
Annotationssystemen. Sie fu¨hrt neue Konzepte zur Unterstu¨tzung von Annotation-
sprozessen ein, wobei Prinzipien aus dem Bereich Workflow Management transferiert
werden. Insbesondere durch die Fokussierung auf das Verhalten von Komponenten der
Benutzungsschnittstelle wird eine signifikante Reduktion von Benutzerdesorientierung
und Bearbeitungszeiten erreicht.
◦ In drei initialen Studien wird Multimedia Annotation aus zwei Perspektiven un-
tersucht. Eine Funktionsorientierte Analyse von Annotationssystemen beschreibt
eingesetzte Verfahren sowie Arten von verarbeiteten Daten. Des Weiteren
beleuchten eine Empirischen Studie und eine Untersuchung relevanter Literatur
Praktiken des Annotierens unter Beru¨cksichtigung von Fallbeispielen und ex-
istierenden Workflowmodellen.
◦ Auf Basis der aus den Studien gewonnenen Erkenntnisse wird ein Generisches
Prozessmodell fu¨r Multimedia Annotation definiert. Dabei werden identifizierte
Teilprozesse und Aufgaben, ihre Abla¨ufe, verwendete Dienste, sowie involvierte
Datenformate zusammengefasst.
◦ Durch die U¨berfu¨hrung in eine Formale Prozessspezifikation werden Informa-
tionsentita¨ten und ihre Relationen definiert, und somit eine Grundlage fu¨r die
Modellierung von Workflows geschafft, sowie die vom technischen System ver-
walteten und verarbeiteten Daten deklariert.
◦ Weiterhin wird Referenzarchitekturmodell vorgeschlagen, das den strukturellen
Aufbau und das Verhalten eines prozessbasierten Annotationssystems, wie auch
Interaktionen und Schnittstellen zwischen integrierten Teilkomponenten spezi-
fiziert.
◦ Als zentraler Beitrag dieser Arbeit wird ein Konzept zur Prozessgeleiteten Be-
nutzerunterstu¨tzung eingefu¨hrt. Dieser impliziert einen visuellen und inter-
aktiven Zugang auf den gegebenen Workflow, die Darstellung des Arbeits-
fortschritts, sowie das vom Status abha¨ngige Aufrufen von Werkzeugen.
Abschließend werden die Ergebnisse einer Benutzerstudie vorgestellt, die mittels
des sogenannten SemAnnot Frameworks durchgefu¨hrt wurde, das die oben genan-
nten Gesichtspunkte realisiert. In dieser Studie wird aufgezeigt, dass der Einsatz
iii
des vorgeschlagenen Konzepts zur prozessgeleiteten Benutzerfu¨hrung zu hoch sig-
nifikanten Verbesserungen hinsichtlich der Bedienbarkeit von Multimedia Annota-
tionssystemen fu¨hrt. Diese Verbesserungen ko¨nnen mit den Teilaspekten Effizienz,
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As means of enriching digital content by additional information, annotation techniques
have found their way into multiple areas of daily use and professional fields of work.
Many people read and annotate every day [BBGC01]. In this context, a study revealed
that more than twenty-five percent of reading in the workplace is to be regarded as
active reading [SPMG03], at which marks and comments are made on top or in the
margins of given documents [CGG00, SPMG03].
Corresponding to these facts, annotation of digital multimedia documents covers
a broad field with respect to its several purposes, objectives, and application ar-
eas. For instance, the World Wide Web comprises various platforms which enable
visitors to share and annotate arbitrary multimedia content with metadata, so that
they are enabled to organize this content in a structured form to facilitate later re-
trieval [WZY06, ZBZ+08]. In addition to such simple ways of applying annota-
tions, more complex environments are employed in various professional application
fields. For different purposes and objectives, such as information retrieval, content
summary and publishing, content analysis, or collaborative distributed work (cf. Sec-
tion 2.1.1), recent annotation environments support practices in training and education
[SBM08], edutainment [RCES09], medicines [RH07], industrial design [SGL09], or
e-Commerce [RFHB09].
Furthermore, down to the present day, several techniques and approaches have been
developed regarding annotation of different media formats, at which multiple forms of
annotations are generated. Among supported media formats are text, graphics, audio,
video, or 3D-models (cf. Section 2.1.4), and annotations may appear in terms of meta-
data, content, relations, or dialog acts (cf. Section 2.1.3). By analogy, beginning from
the times of manual annotation of digital text documents, research on annotation has
long tradition and issued a large number of projects which can be assigned to different
specific subareas of annotation.
2 Introduction
1.1 Motivation and Problem Definition
“First, it’s difficult, time consuming, and thus expensive to manually
annotate multimedia content.”
Stamou et al., 2006 [SOPS06]
Although a lot of research work has already been done with regard to multimedia
annotation, the operative execution still remains an elaborate, time-consuming, and
hence exhausting task, especially if performed in manual manner [BEP+08, BR07,
SOPS06, GCCG+04]. Focusing on the time factor, recent scientific projects deal with
the advancement of automatic annotation approaches in order to reduce or replace
human effort, which will be demonstrated in Section 2.1.4.
As opposed to such directions of research, this thesis concerns the process of annota-
tion which, regarded as an entire operative unit that issues several concrete workflows
depending on different use cases, has not been sufficiently taken into consideration
[ABDF07, BEP+08, HHK08]. In the following paragraphs, it will be clarified why
a consideration of workflows can lead to improvements regarding the execution of
annotation processes.
As pointed out in the first part of this chapter, multimedia annotation comprises sev-
eral purposes, application areas, formats of media and annotations, and applied ap-
proaches and techniques. Accordingly, technical development produced a large num-
ber of different systems, which were mostly designed for a specific form of annotation
[DNS03, GCCG+04, Mar98]. Further development focused on more comprehensive
environments in order to support different forms and tasks of annotation [ABDF07].
Hence, today’s annotation environments provide a wide range of functionalities which
differ significantly from each other [BR07].
As a result, respective graphical user interfaces are to be regarded as multioptional
and complex due to the diversity of integrated tools and editing options. Confronted
with such workspaces, especially novice operators struggle with the understanding and
learning of the given toolset and the required interactions. They are disoriented with
regard to their current state within the process, referring to the current task as well as
already accomplished and forthcoming steps. In addition to that, they are uncertain
about which available tools are to be invoked in order to accomplish the recent task
[SBCO01, ZZZ07]. Accordingly, described problems arise from a lacking overview
and monitoring of the process.
“Essentially, my guiding tech tip [...] is this: Learn it before you need
it! Only obtain software with features you really need. Excessive features
often leave you struggling with how to use the program rather than doing
your analysis.”
Spiers, J.A., 2004, on annotation-assisted video analysis [Spi04]
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Example: The process of annotation-assisted collaborative video analysis, such as
described in [MJ06, PH07, SPK05], is an illustrative example in order to elucidate
given problems. Tasks of the respective annotation process include (i) configuration
of specific application and community settings, (ii) marking and chunking contents,
(iii) classification of selected contents, (iv) generation of transcriptions, (v) writing
(shared) interpretations and ratings with respect to the observed facts, (vi) comment-
ing of co-analysts results and discourse, (vii) successive re-editing of configurations
and own contributions, and (viii) publishing of results. Obviously, the process implies
different annotation tools which provide facilities for administration, video segmenta-
tion and definition of marks, classification, text editing, browsing, discussion, etc.
Process-related problems, which refer to user disorientation resulting from an insuf-
ficient overview of the (annotation) task and uncertainties at selection of appropriate
tools, can be transfered to the field of Workflow Management. In general, Workflow
Management deals with the automatic system-driven execution of (business) processes
[Sch00], based on a predefined workflow model or process definition [Fau00]. A pro-
cess definition comprises the logical steps (tasks), task transitions, and execution rules
[CB04]. Furthermore, human and technological participants are defined which are re-
sponsible for the processing of specific tasks. Technological participants include tools,
services, software components, or stand-alone applications. The general objective is
to maximize the efficiency of a working process [Fau00, Hol95].
According to this, a solution of given user-specific problems in order to support the
annotation process can be based on fundamental principles of Workflow Management,
due to provided possibilities to define and execute a workflow, at which subtasks as
well as required technological participants are explicitly supplied. Thus, the general
research question of this thesis is: “Can Workflow Management techniques improve
the execution of Multimedia Annotation Processes?”
1.2 General Objectives
The general goal of this thesis is to improve the operability of multimedia annotation
systems by introducing concepts to support annotation processes, particularly intend-
ing a significant decrease of user disorientation and processing times. This goal can be
associated to technological achievements, as well as to aimed benefits concerning the
specified problem definition.
1.2.1 Technological Achievements
Technological solutions can be subdivided into the following sub-ordinate targets: Au-
tomatic Workflow Execution, Interactive Workflow Visualization, Explicit Service Sup-
ply, and Process Definition.
4 Introduction
Automatic Workflow Execution. A process-based multimedia annotation system is
to be enabled to execute annotation workflows in automatic manner. Hence, human op-
erators can be provided with a seamless process procedure with respect to transitions
between different successive annotation tasks. According to this, an essential prereq-
uisite in order to realize automatic workflow execution is the capability of a system to
interpret a predefined workflow specification.
Interactive Workflow Visualization. Users are to be provided with a graphical rep-
resentation of the annotation workflow, enabling visual and interactive access to the
process to be performed. In this context, users are to obtain process-related infor-
mation about (i) all tasks included in the annotation process, (ii) the execution order
and rules, (iii) the current task to perform, (iv), already accomplished tasks, and (v)
the forthcoming steps. Interaction particularly concerns additional facilities for a self-
motivated manual selection of tasks.
Explicit Service Supply. Regarding services as functionalities, tools, software com-
ponents, applications, web services, and so forth, UI components are to be invoked or
closed, depending on whether the associated service can be applied to the current task
to be accomplished. In this manner, users are explicitly provided with the appropriate
tools.
Process Definition. As will be revealed in Chapter 4, no “best practices” can be as-
certained for multimedia annotation, which can be ascribed to the diversity of potential
application scenarios and purposes. In order to support different use cases of multime-
dia annotation, methods are to be introduced which allow an individual specification
of annotation workflows by means of existing process definition techniques.
1.2.2 Aimed Benefits
This thesis aims at providing specific benefits referring to the interactive system op-
eration, and thus make a step forward towards a reduction of effort and processing
times during annotation. In this context, expected benefits are to be associated to oper-
ability aspects, which can be subdivided into the viewpoints Efficiency, Learnability,
Usability, Process Overview, and User Satisfaction.
Efficiency. The term efficiency regards the effort for task completion in relation to
the quality of results, as measured by the required time. Since activities of task and
tool selection are assumed by the system (unless users decide to perform a task unlike
the recently pretended), the duration at task transition is expected to be reduced, which
also may have an significant affect on the duration of an entire workflow run.
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Learnability. A further relevant operability-related aspect refers to the the suitability
of an user interface for learning its functions and interactions required at its operation.
Additionally, this thesis concerns the requirement for learning a new workflow or task
procedure. By means of automatic task execution and service supply, it is to expect that
task order and required tools, as two out several points to be learned regarding system
operation, are dropped. Consequently, cognitive resources might be deallocated, for
instance, for learning the operation of single annotation tools.
Usability. Since targeted technological solutions intend a strict alignment between
executed tasks and the applicable tools, an improvement of usability is expected with
regard to the UI’s suitability for accomplishment of the given task. Furthermore, espe-
cially founded by the visualization of a given workflow, the self-descriptiveness of the
UI can be enhanced.
Process Overview. In general, it is expected that an application of the technological
realizations described above leads to an improved overview of the annotation process
to be conducted. In this case, users are supported at building a mental representation of
a given annotation workflow. In particular, this might lead to a reduction of errors and
uncertainties referring to task and tool selection (if manually conducted), especially in
the initial phases of operation.
User Satisfaction. As a general result of improvements related to the previous view-
points, an increase of the general user satisfaction can be achieved.
1.3 Contributions
This thesis regards digital multimedia annotation at the intersection of human-computer-
interaction and user interface design, as well as workflow management. The overall
objective is to contribute improved technological approaches for individual and collab-
orative knowledge work. In this context, the focus is on the specific application areas
of technology-enhanced learning and construction of information infrastructures. In
the following, partial contributions of this thesis are presented. Figure 1.1 illustrates
how these parts are built upon each other.
Initial Studies on Multimedia Annotation. Initially, three studies on multimedia
annotation were conducted, elucidating multimedia annotation from two different
viewpoints. First, a conducted Feature-oriented Analysis of Multimedia Annotation
Systems is described, which identifies functionalities, tools, and approaches offered by
recent systems, as well as respective forms of processed data. In this way, a set of
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Figure 1.1: Contributions of this thesis: Context and Interrelations.
annotation features is developed and assigned to general task areas. Second, Studies
on Annotation Practices were performed, including an Empirical Study and a Survey
of Related Literature. Both studies investigate different workflows of annotation. As
a result, the annotation process is subdivided into general phases, sub-processes, and
tasks or activities, and relations between these items are identified with regard to their
operational procedures and execution orders.
Generic Process Model of Multimedia Annotation. By means of a junction of the
different results from the initial studies, a Generic Process Model of Multimedia An-
notation is established, creating fundamental knowledge about the activities and pro-
cedures associated with multimedia annotation. The model is constructed in abstract
manner, covering different use cases and workflows of multimedia annotation. It de-
scribes the contained (i) phases, sub-processes, and tasks, (ii) connecting transitions,
(iii) approaches applied to accomplish specific tasks, and (vi) forms of data generated
and processed by offered approaches. This constitutes the basis for a formal specifica-
tion of the process, providing general entities and relations between them. Moreover,
it provides process-related units which are exploited in order to define specific archi-
tecture components including respective interfaces and interactions.
Formal Specification of Multimedia Annotation Processes. A workflow scheme
is specified in terms of a Formal Specification of Annotation Processes. Here, basic
elements included in annotation processes are defined, considering specific properties
and relations to other elements. In this manner, relevant classes of process-related
information entities are declared, which need to be managed and by the business logic
of a process-based annotation system, and are visualized and made accessible for users
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by respective graphical user interface. In addition to that, the formal specification
serves as framework of guidelines which can be employed in the scope of workflow
modeling processes, also defining general rules for workload distribution.
Reference Architecture Model. In the context of a proposed Reference Architecture
Model, the organizational structure of process-based annotation system is determined,
subdividing the overall environment into different functional sub elements. Here,
a particular focus is on the consideration of workflow interpretation and execution,
as well as integration and coordination of incorporated services and further building
blocks. Additionally, different process-related components are introduced, defining
the overall system behavior by the description of component-specific interfaces and
interactions. Furthermore, an architectural solution is introduced which deals with the
issue of the junction of different forms of heterogeneous data generated and processed
during workflow execution.
Process-driven User Assistance. Since this thesis approaches user-specific prob-
lems which result from an insufficient consideration of the annotation process, a visual-
interactive concept for Process-driven User Assistance is developed as central contri-
bution. First of all, a basic visual design is described, which subdivides the user in-
terface into four placement areas for different types of UI components. Furthermore,
a model for interactive workflow visualization is established. In this context, basic
graphical workflow representatives are defined, and methods for a manual selection of
annotation tasks are provided. Furthermore, an approach for visual workflow progress
monitoring is established. Finally, a concept for workflow-driven service supply is
explained, which provides users with the right service(s) depending on the recent an-
notation task.
User Study. Particularly based on the implementation of Process-driven User Assis-
tance as visual-interactive concept, different benefits for users of multimedia annota-
tion systems are expected referring to the partial aspects efficiency, learnability, usabil-
ity, process overview, and user satisfaction. All aspects were investigated in the scope
of a user study conducted by means of SemAnnot, a realized framework and toolset
for semantic multimedia annotation, which implements the concepts established in this
thesis. The study particularly focused on the comparison between two application ver-
sions, with and without process assistance. For all considered aspects, the evaluation
demonstrates significant improvements that are achieved by an application of process
assistance. In other words, it is proofed that process-driven user assistance supports
the annotation process with respect to the following points: (i) saving of time at task
processing, (ii) facilitated learning of UI functions and interactions, (iii) improved us-
ability, (iv) sophisticated overview of the process including status changes on run-time,
and (v) enhancement of user satisfaction.
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1.4 Outline of this Thesis
Chapter 2 provides an introduction of the theoretical fundamentals related to the sub-
ject areas Digital Multimedia Annotation and Workflow Management, particularly con-
stituting a coherent terminology of the principal terms used in this thesis. In the first
part, a general overview of multimedia annotation is given, succeeding with an eluci-
dation of the different purposes, objectives, involved user roles, application areas, and
annotation forms. Then, specific aspects of multimedia editing, collaborative work,
and eLearning are illustrated. Beyond that, the second part of this chapter presents
an introduction of Workflow Management, including a general definition of the re-
lated terms, and a description of workflow management systems, process definition
techniques, and various workflow perspectives and patterns.
In Chapter 3, the conducted feature-oriented analysis of multimedia annotation sys-
tems is described. First, the underlying methodology for the identification of system
features is illustrated, continuing with the exemplification of the examined applica-
tions and their detected features. Then, the incorporated systems are compared by
contrasting and subsuming the essential functionalities according to different feature
classes. In the last section, conclusions that particularly regard the scope of this thesis
are derived.
Chapter 4 illustrates two conducted studies on annotation practices, including an em-
pirical study and a survey on literature concerning annotation workflows. In both
parts, concrete workflows of annotation are derived by describing the comprised sub-
processes and more granulated tasks, as well as their sequential interrelations. Then,
these use case specific workflows are compared and assembled, at which a further basis
for the definition of a generic process model is constituted.
In order to establish knowledge about how persons actually work with annotation sys-
tems, Chapter 5 presents a generic process model of multimedia annotation, which
involves the partial processes, tasks, procedures, functionalities, and data forms which
play a role in various concrete annotation workflows. First, the underlying method-
ology with respect to the model-building work is described, before elucidating the
defined generic process model. Succeeding, the validity and applicability of the estab-
lished model is discussed, and results comprised in the model are summarized.
Chapter 6 describes a conceptual solution framework, which is divided into three con-
stituent parts, covering different aspects and layers of a respective technological solu-
tion. First, requirements are derived with a special focus on the specific characteristics
of annotation workflows and collaborative use cases. Then, according to the distinction
of different partial concepts, a formal process model is constituted. The next section
addresses characteristics and components of a developed reference architecture model.
Subsequently, a concept for process-driven user assistance is elucidated. A summary
of the main results is given in the last part of this chapter, including a verification for
the fulfillment of specified requirements by established concepts.
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Chapter 7 illustrates SemAnnot, a framework and toolset for a process-driven semantic
annotation of multimedia documents, which implements the solution concepts estab-
lished in this thesis. In the first section, technologies applied for system implementa-
tion are described. Next, the general structure of the SemAnnot client application is
elucidated. Succeeding, implemented annotation components, as well as two different
annotation workflows are exemplified.
In Chapter 8, a conducted evaluation of the established concepts based on its realiza-
tion within SemAnnot is described. Here, a special focus is on the visual-interactive
concept of workflow support by process-driven user assistance. In particular, a com-
parison of two different application variants, with and without workflow support, is
conducted. First of all, the applied evaluation method and general study design is ex-
plained, followed by the presentation of obtained results considering the different ex-
amined sub-aspects efficiency, learnability, usability, process overview, and user satis-
faction. Then, the achieved benefits with respect to the support of annotation processes
are discussed.
Finally, in Chapter 9, the contributions and outcomes of this thesis are summarized.
Furthermore, a prospect is provided regarding directions of future research in the field
of process-based multimedia annotation.
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On the basis of the main objective of this thesis - an improvement of the usage of
annotations systems based on the support of annotation workflows - this chapter pro-
vides an introduction of the theoretical fundamentals related to the relevant subject
areas Digital Multimedia Annotation and Workflow Management. Especially those as-
pects related to the concepts acquired in this work will be highlighted. Additionally, a
coherent terminology of the principal terms used in this thesis is constituted.
2.1 Annotation of Digital Multimedia
In order to comprehend the essential challenges of this thesis, it is important to
overview the wide of digital annotations concerning its various formats, realizations,
and usages. In this section, the field of digital multimedia annotation is illustrated by
first presenting a general overview, and then elucidating the different purposes, ob-
jectives, and involved user roles that are tied with annotation systems (Section 2.1.1).
In addition to that, this part continues with a recital and exemplification of various
application areas of annotation software, as well as appearances of annotations (see
Section 2.1.2 and 2.1.3). Beyond that, several media formats potentially supported
by annotation systems are illustrated in Section 2.1.4. Since the application field of
Computer-supported Collaborative Learning has been an important issue in the con-
ducted research work (with respect to the empirical groundwork and the practical re-
alization of the developed solution concept), this section closes with an explanation of
how collaboration is assisted by annotations, and the role of annotation in eLearning
scenarios (see Section 2.1.5 and 2.1.6).
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2.1.1 Annotation - A General Overview
“College students always pick the dirtiest copy of a used book because
they find all the helpful notes and highlights in that book.”
Marshall, C.C., 1998 [Mar98]
Highlighting certain passages of a text and writing notes in the margins is a natural
and common activity [Bru02, CGG00]. Suchlike activities have been practiced as long
as printed text has become a mass-distribution media [Bul03]. A diary study showed
that a significant percentage of work-related reading occurs in conjunction with writ-
ing, and over a quarter of these written artifacts are to be regarded as annotations
[AGH+98]. Hence, persons do not only read but also interact with a document and its
contents [BBGC01]. In the process, they browse, summarize, organize, comment and
mark on top of the documents with different objectives [Mar98].
Astonishingly, there is no uniform definition of digital annotation and its distinct-
ness from other digital objects up to now. An investigation of the basic functions
as well as a thorough agreement of a comprehensive and formal model are lacking
[AF08b, BLR03]. Consequently, since existing models invariably regard quite spe-
cific usages, the idea of annotation and its management is still rudimentarily and of
less general validity [ABDF07]. A general definition describes annotations as meta-
information associated with a document providing an enrichment of the document
[Bul03]. According to this, annotations can be regarded as means of extending ar-
bitrary content by additional information. From a user’s point of view, annotations
enable individuals to associate own information with existing knowledge provided by
the given document [AF08b, BR07]. In this way, a further layer of information is gen-
erated that can be referenced subsequently [BR07, CGG00]. Examples for such kind
of additional personal information are explanations, references to further resources, or
advices of the special relevance for marked parts [Mar97, Mar98]. In doing so, a com-
mon context is created that unifies the original and personal resources, elucidating the
semantics of the annotated (primary) content [AF08b]. Thus, interpretation and under-
standing of the given contents by the individual recipient is enhanced [GCCG+04]. In
addition to that, the purpose of annotations can go beyond the scope of an individual
enrichment of information resources. Annotations are also means of exchanging and
sharing ideas and opinions of a collaborating community with respect to mutual ac-
cessible contents [ABDF07, AF08b, CGG00], which are visible and reusable for other
persons [BR07, NCS09]. In such cases, the set of annotations forms a record of the
work and communication of a specific community, and can thus be regarded as sort of
community memory [CDTT04, FBT+03, Mar98]. Accordingly, annotation techniques
support collaborative work practices such as co-authoring, discourse, and information
exchange [AF08b, CGG00, CDTT04, NKCM90].
Within the same document, different layers of annotations can coexist that need to be
considered. Marshall [Mar98] distinguishes between private, shared, and public an-
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notations, according to the aim and type of activity that is being performed. Private
annotations are only visible and accessible to their authors [AF08b, LK03]. For in-
stance, they may be hasty jottings scribbled on a text that we find irritating [Mar98].
In contrast, shared and public annotations are accessible by a certain community of
users [LK03]. Shared annotations are treated by a team or sub-community, creating
a collective layer [AF08b]. A public layer of annotations is visible and accessible to
all users of the respective environment. Communities with access to shared and public
annotations obtain different views of the information resources managed by a specific
system [CDTT04, MB04].
From Paper-based to Digital Annotations
Digital annotation systems have been a collaterally evolved product of the digital era,
applying the concepts and facilities of paper-based annotation to computing devices
[BR07, Bul03]. The first developed environments supported markup with metainfor-
mation in order to classify contents for indexing and retrieval purposes, or to provide
a simple semantic structure [FQA89]. Other early digital annotation systems allowed
to edit collections of media objects parts in order to restructure the order in which the
contents were rendered [DWC01]. The work of Davenport at MIT is regarded as the
initial base model [DSP91, MD89]. Annotations have been extended from paper doc-
uments to any type of digital (particularly multimedia) document [BCL+04]. Hence, a
digital multimedia annotation can be regarded as additional digital information related
to a document or parts of it (e.g., a website or contained image or a video stream)
[BCL+04].
In that sense, Bottoni et al. [BLR03] consider digital annotations as digital objects that
are attached to other objects or parts of them. They distinguish between objects and
annotations (as a specific type of digital object). A digital object is defined as a tuple
of attribute value pairs o = typeName((attr1; val1), (attr2; val2), ..., (attrn; valn)).
The type name indicates for the object category such as file, image, annotation, etc.
Attributes such as author, title, or creation date are used for indexing and retrieval.
Additionally, Bottoni and colleagues define digital annotations as objects of type an-
notation that are assigned to the content of one or more objects (or parts of them).
Annotations obtain two main types of attributes: (i) the reference to the object(s) or
object subset(s) it refers to, and (ii) a placeholder that allows the visual representation
of the annotation within the annotated object.
A formal model of digital annotations is proposed by Agosti and Ferro [AF08b].
They identify significant macro-areas of annotation and provide definitions of con-
cepts within these areas as well as their relationships. Figure 2.1 illustrates the formal
model and the main annotation areas Identification, Cooperation, Linking, Semantics,
and Materialization. Identification deals with the unique identification of an annotation
and the annotated object(s), in particular with regard to the temporal constraints (cf.
synchronization in Section 2.1.4). Cooperation elucidates annotation and their role as
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Figure 2.1: Areas covered by a Formal Model of Digital Annotation. [AF08b]
instrument for cooperation between different users (cf. Section 2.1.5). Linking high-
lights the problem of permitted forms of links between annotations and digital objects
and, in that context, with the correct anchoring of annotation entities (cf. anchoring
in Section 2.1.4). Semantics deals with the semantics of an annotation’s content or
parts of it, concerning its meaning. Finally, materialization describes the way in which
annotation semantics are formed, i.e., how the content of an annotation is perceived by
the user. Definitions of the concepts included in these main areas can be looked up in
[AF08b].
With a particular focus on communication in collaborative use cases, Zupancic presents
an abstract model of digital annotations [Zup06]. Here, an annotation as well as the
annotated object may be a media object such as a text, video, image, etc. As shown in
Figure 2.2, annotations are assigned to different information about the author, date of
creation, and subject or title. Specific access rights are specified by the declaration as
private, shared, or public. For retrieval purposes, an annotation obtains a unique iden-
tifier, e.g., a URI (Uniform Resource Identifier) or an ID in a database. The remaining
elements of this model describe relations between annotations. These include refer-
ences to its superior annotation and to replies on the annotation as well. Additionally,
two types of linking elements (anchors) are related. The context-anchor defines the
point at which the annotation is connected to the annotated digital object (cf. Section
2.1.4). A content-anchor describes the content of the annotation, for instance, a textual
comment or a media file.
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Figure 2.2: Abstract Model of (Communication-related) Annotations. [Zup06]
In fact, digital annotations are similar to annotations on printed documents. Nev-
ertheless, they provide accessory advantages with respect to specific restrictions of
paper-based annotation. Reporting on shared annotations in print cultures, Wolfe and
Neuwirth [WN01] illustrate that people mostly obtain individual printouts of a text,
so that any annotation they attach remains in their private context. The only way of
sharing annotations are passing the document down to other readers or the formal pub-
lication channels such as explanatory footnotes. Consequently, readers of print media
are limited in communication and learning through studying other persons interac-
tion with the document. Digital technologies, especially the broad adoption of the
Internet and World Wide Web provide common accessible resources, in which anno-
tations can be stored, exchanged, and published [CGG00]. Continuative key benefits
of digital annotations are their physical boundlessness, the possibility of simultaneous
generation, their availableness, and independency from the original (annotated) con-
tents [NCS09, RK03, SAYU01]. In addition to that, electronic documents, in contrast
to paper documents, can be rapidly exchanged between spatial separated peers with
regard to team work scenarios [Zup06]. Hence, digital annotations significantly facili-
tate asynchronous collaboration. An example is the eMargo System [GGR+05], which
allows collaborative annotation of digital lecture notes (see Figure 2.3).
Annotation Systems - Functions, Objectives, and User Roles
Nowadays, annotation systems comply various functions. Hanks [Han79] indicated
several synonyms for the term annotation, e.g., comment, commentary, elucidation,
explanation, footnote, gloss, interpretation, scholium, or jotting. In this context, fun-
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Figure 2.3: Paper-based Annotation of a printed document vs. Collaborative Annota-
tion of digital lecture notes with eMargo. [GGR+05]
damental functions of annotation can be: granulated highlighting or bookmarking of
document parts for memorization, establishing links, paths and networks of related in-
formation, or inserting interpretative notes that reflect the understanding of the given
content [Mar97, Mar98], compare different information, save related ideas, or build-
ing activity items [SPMG03], comment on given facts of previous contents in order to
establish discourse [CDTT04, MLCG07], or gathering of secondary data and catego-
rization of contents for future content localization [Bul03].
Hence, elementary purposes and objectives of annotation can be derived such as study-
ing or learning in general (see Section 2.1.6), or indexing and building of information
infrastructures in order to improve search and retrieval [BLR03, Bul03]. In addition to
that, metainformation support the generation of content summaries, e.g., for publish-
ing purposes [OS97, MJ06]. Based on the possibility to attach objective interpretations
and reflections of the given content, as well as the facilities for automatic metadata gen-
eration, annotation can be means of analysis of information which is stored in different
multimedia formats [PJDM08, PH07, Rob08]. Furthermore, cooperation in the sense
of task sharing, as well as collaborative treatment of the same physical data may be
mediated by annotation environments [CG00, ZBM06].
According to different functions and purposes, different types of user can be identified.
Bottoni et al. [BLR03] define annotation system users as a persons that access, pro-
cess, annotate, and retrieve digital objects. In that context, Campanella et al. [CLM09]
identify different user roles of multimedia annotation: annotator, summarizer, media
aesthetics researcher, and content analysis researcher. Annotators work with mul-
timedia documents and have to annotate textual or audiovisual content with metain-
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formation and/or semantics. By means of manual or automatic techniques [LK03],
summarizer create brief previews such as video trailers or video summaries. For that
purpose, they need to rapidly navigate through the content and procure an overview
of its semantic structure. Media aesthetics researcher want to achieve comprehension
about the semantics of a professional media production. Finally, content analyzers in-
terpret and reflect facts, or detect relations between low-level features and high-level
concepts.
Due to the illustrated diversity of functions, objectives, and user types related to the
field of annotation, today’s annotation systems cover a wide spectrum of implemen-
tations and have several uses. They support multiple types of annotations that can be
stored in multimedia formats and provide a multitude of functionalities differ signifi-
cantly [BR07]. In the following two sections, these aspects are going to be exemplified
by illustrating relevant application areas as well as forms and appearances of annota-
tion.
2.1.2 Application Areas of Multimedia Annotation
This section presents current uses of annotations by giving selected examples of rele-
vant application areas. Relying on a classification derived by Agosti et al. [ABDF07],
usages in The Web, Digital Libraries, Databases, and Search & Retrieval are pre-
sented, enriching their work with an up-to-date view. In addition to that, the fields of
annotation-aided Augmented Reality and Media Content Analysis will be illustrated.
The Web
From its initiation in the 1960s to now, the Internet has gone through a wide expan-
sion. Primarily used by researchers at first instance, it emerged to a public network
for millions of users, especially due to the adoption of the World Wide Web (WWW).
The WWW exploits the Internet’s global interconnectedness to distribute multimedia
documents such as text, images, videos, and music [CGG00, Fin05]. Web annotations
are connected to these kind of web resources. Thus, as previously illustrated in a more
general context, web annotations can be related to any kind of content provided by
the Web as commentary, explanations, references, and other forms of notation. Here,
annotations constitute a layer that is superior to the primary resources, at which the
annotated content is not physically modified [ABDF07]. Web annotation can also be
aided by automatic approaches in order to reduce human efforts. In that scope, re-
spective research work either deals with the extraction of metainformation from the
resource’s underlying databases, or the automatic analysis of text within web pages
through learning techniques or Natural Language Processing [WZY06]. Web-based
annotation systems provide features for highlighting text within a web page, adding
notes at certain spaces of a document, or generating annotated hyperlinks to further
18 Digital Multimedia Annotations and Workflow Management
resources [RK03]. The variety ranges from simple applications such as personal book-
marking of web pages by means of locally stored annotations, or more complex uses in
collaborative settings supported by client-server environment [RK03]. In that context,
the Web provides new opportunities for sharing multiple forms of annotations. One
can publish content through the Web and thus make it accessible for friends or col-
leagues via web browsers [CGG00]. Furthermore, complex annotation environments
can be configurated for distributed, asynchronous collaboration [CGG00]. In the fol-
lowing, specific applications of annotations on the Web - Social Annotations, Semantic
Web, and Recommender Systems, are elucidated.
Figure 2.4: The Social Bookmark Platform Bibsonomy [Bib]. (1) Bookmarked web re-
sources. (2) Incorporated publications. (3) Tag Cloud (relevance-oriented
visualization of defined tags).
In the course of the recent evolution of the World Wide Web that is often abstracted as
Web 2.0, so called Social Bookmark services have become popular and useful services
[ZBZ+08]. Such services enable users to organize web resources by means of specific
annotated metadata, and to share these content classifications with members of the
same community [WZY06]. Widespread examples are Delicious [Del] and Bibson-
omy [Bib] (see Figure 2.4). Delicious allows a personal keyword-based categorization
of websites, storage of annotated categories in order to make this personal collection
available at any place, and sharing of collections with other members. Bibsonomy sup-
ports researchers during information-seeking processes by allowing organization and
sharing of scientific literature. The characteristic feature of social bookmark services is
the application of tags (keywords freely chosen by users) that are treated as annotation
units. Collections of suchlike user-created categorical tags and vocabularies have been
named folksonomy. Mathes [Mat04] ascribes the success and benefits to basic reasons:
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First, tagging does not expect sophisticated knowledge about a certain taxonomy so
that folksonomies provide low entry barriers. Second, annotators obtain immediate
feedback, since they are able to to see further contents that were annotated by others
using the same tag(s).
Another relevant application of annotations can be localized in the area of the Semantic
Web, which makes use of so called semantic annotations. In that case, annotations are
regarded as structured, computer-understandable data that is used to enhance human-
understandable data (such as text on a web page). In this manner, information can
obtain well-defined meaning and automatic processing is possible [BLHL01]. The
field of semantic annotation is elucidated more explicitly in Section 2.1.3.
Annotated metadata is also a fundamental aspect in the field of Recommender Sys-
tems [GCCG+04] (cf. Information Retrieval). In general, Recommender Systems are
intelligent applications that assist users in finding products, services, and informa-
tion in e-commerce and other environments that provide rich content [FB08, MR09].
Originally, recommender systems were developed as social systems which allowed
users to share preferences and ratings over simple products such as books [FB08].
Here, classical two-dimensional approaches considering users and items have been
applied [ASST05]. These approaches can be divided into content-based, collabo-
rative, and hybrid recommendation methods [ASST05]. Current recommender sys-
tems are able to process more complex information through new approaches such as
constraint-based recommendation [FB08], the exploitation of user context information
[ASST05], or conversational recommendation that brings human-system interaction
into focus [MR09].
Digital Libraries
Annotation is an essential instrument for providing and supporting the different func-
tionalities of a Digital Library Management System (DLMS) [ABDF07, AF08b]. Dig-
ital Libraries not only realize the facilities that are enabled by common “real-life”
libraries or archives, they also provide more than just the access to stored digital con-
tents. The basic features of a DLMS are the creation, supply, and management of
digital content. Accordingly, creation of new information through annotations is en-
abled in multiple ways. Any new annotation that is attached to existing information
resources becomes a new information resource itself [FHM+01]. In doing so, anno-
tations enlarge information resources provided by the Digital Library. Annotations
enable users to merge and link personal information with the existing contents, so that
new relationships between objects are established, creating a common context of dif-
ferent information [ABDF07]. Thus, the provided information space is augmented by
an additional structural and semantical layer that comprises various browsing paths
and an alternative structuring of the content. At the same time, annotations also can
connect a hypertext or hyperspace to a DLMS. That allows users to interact with con-
tents managed by different DLMSs in an active and dynamic way [AF05b, AFPT06].
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Hence, Digital Libraries can not only be regarded as isolated environments, but also
as systems that cooperate in order to improve user experience [AF08a]. In addition to
that, annotation can be means of supporting the addition of helpful subjective contribu-
tions. Related ideas or opinions can be discussed, and this (digitalized) discourse can
in turn be linked to respective information objects [ABDF07, AF08b]. At the same
time, new annotations may contain interpretations of given content, providing addi-
tional information. In that case, users are supported with respect to the understanding
of presented facts [ABDF07]. A DLMS can also apply automatic annotations, alle-
viating the user’s first approach to the document. For example, topic detection can
be used to assign annotations to their specific topics. This establishes an annotation-
specific context, which enables the reorganization of the document and a fine-grained
segmentation into topics [ABDF07].
Digital Libraries also afford the transfer of contents across global networks. In
this manner, an effective treatment of information by large user groups is enabled
[FHM+01]. In this context, sharing digital contents and related annotations assists col-
laborative work settings, in which group members obtain common access to the same
digital resources. As stated by Marshall and Ruotolo [MR02], retrieving content, read-
ing, and integrating new annotations can be done simultaneously together with other
tasks, such as working with colleagues. Thus, Digital Libraries are to be regarded
as user-centered systems and “a common vehicle by which everyone will access, dis-
cuss, evaluate, and enhance information of all forms”, since content management is
connected to further communication and cooperation tasks [IMA+05].
Figure 2.5: User Interface of Probado-3D and Probado-Music. [Pro]
One recent example is the PROBADO Project. Probado is concerned with the sup-
port of the lifecycle workflow for non-textual media from creation, retrieval and deliv-
ery, to maintenance [Pro]. By means of the two current applications Probado-3D and
Probado-Music, access is provided to sophisticated libraries of 3D-Models and music
tracks. Figure 2.5 illustrates the Graphical User Interface of both implementations.
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Database Management Systems
Annotations are also applied in Database Management Systems (DBMS), for exam-
ple in the context of scientific databases [ABDF07]. As such, they take an essential
role as means of understanding and curating databases [EAE+09]. Annotations, es-
pecially in the form of semantic information, are embedded within the database and
merged with the managed contents [BKTT04, Sci91]. For this purpose, they can be
connected to database entities at different levels such as tables, tuples, columns, or
cells [EAE+09]. In scientific databases, different versions of the stored information
can be managed and archived over time [ABDF07, BKTT04]. The hierarchical struc-
ture of scientific data is exploited in order to represent the different versions by means
of tree structures[BKTT04]. Moreover, historical information about an entity is stored
[Sci91]. In this process, metainformation that includes time-stamps and structure in-
formation is assigned to single nodes of the tree. This information is related to the
annotations embedded in the database schema, so that they are to be regarded as in-
formation about the changes in the set of content over time [BKTT04]. Thus, the
annotated tree structure represents an additional information layer that provides facil-
ities for archiving and searching different versions of the information managed by a
DBMS.
Information Retrieval
As mentioned in Section 2.1.1, one relevant purpose of annotation is the classifica-
tion of specific media contents for indexing and retrieval, as well as the gathering of
metainformation for later content localization [Bul03, RH05]. In general, Informa-
tion Retrieval (IR) includes finding of contents and documents of unstructured nature,
broader than supported by traditional database searching [MRS08]. Annotations pro-
vide sophisticated search facilities, so that the retrieved information is improved by
better rankings and more relevant search results in response to a user query [AF08b].
First generation systems supported a textual markup of contents. Furthermore, by the
use of media processing techniques such as pattern recognition, media contents can be
annotated not only establishing a conceptual level using keywords, but also construct-
ing a perceptual level. For instance, Colombo et al. [CBP99] report on the retrieval
of visual information from image and video data. They present an approach of en-
riching visual data with semantic annotations. Frommholz et al. create a discourse
context by extending documents by annotation threads. Suchlike annotations are ap-
plied in order to search and retrieve documents by comparing the annotations as well
as their position in the discourse and their type [FBT+03, FTK04]. Agosti and Ferro
[AF05a, AF06] suggest the use of Hypertext Information Retrieval (HIR) approaches
and link fusion techniques in order to provide better search strategies. Cabanac et
al. [CCCJ08] present an architecture that improves IR at the levels of searching and
browsing by supporting annotation practices with respect to the document lifecycle.
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Here, searching is improved by considering collective annotations (user contributions)
as “social feedback” to enhance recalls by obtaining more results relevant to a query.
Browsing is supported by recommending documents depending on the current naviga-
tion state, also exploiting previously annotated data. Social annotations (see The Web
in this section) are exploited in [ZBZ+08], aiming at an encouragement of the user ex-
perience in IR. A framework is presented that combines topic analysis with language
modeling methods.
Although these approaches have a great potential impact in information retrieval, a
factual break through is still not achieved. Further research is needed in order to make
annotation really useful for information retrieval. Alonso and Zaragoza [AZ08] sum-
marize three key challenges for future research:
◦ Definition and evaluation of fundamental annotation tasks as scientific work with
respect to general theories. In this context, tasks have to be general enough to be
assigned to the whole community and, at the same time, specific enough to be
applicable. Additionally, it has to be clarified how suchlike tasks may improve
competition and reproducibility.
◦ It is still a common problem to provide access to large sets of annotated data.
Reasons are the proprietary of formats (especially in the scope of research
projects), the difficult provision of identical versions of online data sets that
change quickly, or the fact that small groups need to use lots of different tools
for preprocessing, annotation, and indexing.
◦ With respect to the latter point, each project requires various technologies from
different disciplines such as natural language processing, web mining, semantic
web, etc. Thus, it is important to foster exchange of knowledge and resources
between respective communities.
Augmented Reality
Annotation, regarded as additional attached information to a (virtual) object, is one
of the most exploited concepts by Augmented Reality (AR) [WDH09]. In contrast
to physical or offline information resources, AR presents required information and
the related object within the same display, so that a context is provided that helps
users to engage and understand (see Figure 2.6). Contextualization and localization of
information are the purposes for the application of annotations. Hence, AR annotations
are powerful means of presenting extra information about the world a user is moving
within, conveying the information in different ways. Examples of annotation-aided AR
environments are interactive guide systems, in which users are allowed to move around
a certain place (city, campus, museum, etc.) and obtain information about metro-
access, building labeling, or artistic installations. Wither et al. [WDH09] provide a
detailed insight into the field of AR annotations.
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Figure 2.6: Augmented Reality Annotations in first person view mode. [WDH09]
Media Content Analysis
In the scope of the research work presented in this thesis, also the application of anno-
tation systems for Media Content Analysis purposes has been investigated, especially
in the context of video analysis in collaborative eLearning scenarios. There, annotation
techniques provide referable multimedia documents that serve as means of description,
documentation, and evidence of analytic results [HHK08, MJ06]. In the process, an-
notation systems are able to provide specific functionalities for the different phases
and tasks within the analysis process, such as chunking contents into relevant parts,
classification of these marked contents by means of metadata, writing interpretations
of the given information, creating agreement with co-analysts by adding contributions
to a discussion, and publishing results [MJ06, PH07, SPK05, HHF09d, HHF09a]. Ex-
amples for application scenarios for (collaborative) video analyses in education are
movie analysis in the film sciences, motion analyses in sports and physical educa-
tion, or the acquisition of soft skills such as presentation or argumentation techniques
[PLR06, HHD08]. A further exemplification of this application field is given in Sec-
tion 4.1, describing the investigated concrete use cases.
2.1.3 Appearances of Multimedia Annotations
Various appearances of annotations can be identified that indicate for the annotation’s
role in its specific context. The online video sharing platform Youtube [You] constitutes
a simple representative example. Here, textual comments and video content can be
attached to primary video, and metadata is annotated, e.g., in order to recommend
similar videos. Figure 2.7 illustrates the different types of annotations included by
Youtube.
With respect to their specific function und purpose, annotations may have different ap-
pearances. For example, Marshall [Mar98] distinguishes between formal and informal
annotations. Here, formal annotations are regarded as metadata entities that follow
a certain structure, whereas informal annotations are “marginalia of the sort that we
write to ourselves as we read a journal article”, referring to a certain content [Mar98].
In that scope, Agosti et al. [ABDF07] broaden this view by defining annotations that
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may appear as hypertext and dialog acts. Accordingly, these different appearances of
annotations as metadata, content, hyperspace elements1, and dialog acts are exempli-
fied in the following.
Figure 2.7: Different Forms of Annotations on Youtube [You]. (1) On-screen com-
ments that may be associated to a highlighted cutout. (2) Attach further
videos in order to reply to the primary content. (3) Communication and
discussion through a communication board. (4) Recommendation of simi-
lar videos, based on descriptive metadata.
Annotations as Metadata
Research in the area of media annotation was initialized in the course of the devel-
opment of new technologies such as media editing [FQA89]. There, annotations
are applied as metainformation that relate to existing media content in order to im-
prove content classification or to provide information about the content’s properties
and semantics [AF08b, Bul03, GCCG+04, KK01]. This kind of additional meta-
data needs to adhere specifications that refer to the structure, syntax, semantics, and
also values that can be assigned to annotations [AF08b]. According to this, different
classes of metainformation can be localized, from text fields that are integrated in a
file header [PJDM08], descriptors that provide specific information about audiovisual
data [Sik01], and to shared metadata that are used as bookmarks in order to organize
and manage data in a collaborative manner [KK01]. Furthermore, annotations may
1As the term hypertext is restricted to textual content, the term hyperspace will be used instead.
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be part of a structured scheme such as a vocabulary, a taxonomy, or a category sys-
tem, but can also be specified in an unstructured way, e.g. as part of a tagging system
[BFW07, GRS04, SPK05]. In general, annotated metadata can be exploited by per-
sons and computing devices as well [AF08b, CDTT04]. On the one hand, users are
provided with well-structured information about the given media content. On the other
hand, computer systems are allowed to automatically process annotated data sets.
Several standardization activities have led to specific formats for metadata-enriched
multimedia objects. These standards enable the storage of descriptions that are to be
assigned to different levels of information, e.g., a descriptive level for information
specification, a structural level that supports navigation and presentation, or a config-
urative level for management purposes [SOPS06]. One of the most frequently applied
metadata annotation format is MPEG-7 [Sik01], which was defined by the MPEG-7
Multimedia Description Language work item of the Moving Picture Experts Group
(MPEG) [MKP02, Sik01]. It offers different functionalities for description, editing,
and management of multimedia content that are based on content analysis and process-
ing [ATP+05, MKP02, Sik01]. Furthermore, a main focus is the realization of efficient
content-based retrieval specifications [Sik01]. As one key benefit in contrast to other
formats, MPEG-7 is generic and applicable to a broad range of application domains
[MKP02]. The Synchronized Multimedia Integration Language (SMIL) initiated the
class of open XML-based standards specified by the World Wide Web Consortium
(W3C) [WWWCb]. It supports time-based interactions between integrated multime-
dia objects, and can be applied in the context of systems that support a synchronized
presentation of multimedia in time [ZB07]. The main features of SMIL are (i) ex-
tensibility with respect to language extensions, (ii) a separated storage of annotations
and the “raw data”, (iii) its declarative characteristics that allow a temporal and spatial
specification of the timing and layout constructs, as well as (iv) the support of com-
plex timing, layout, linking, and content control [Bul03]. Dublin Core, defined within
the ISO Standard 15836-2003, is a simple and flexible metadata format that provides
a compact set of predefined descriptors [HR05, SOPS06]. It aims to describe a va-
riety of different resources, and is accordingly used in different domains such as art,
science, education, or business [HR05, SOPS06]. A more recent development, MPEG-
21, brings the exchange of digital content into focus and aims at providing a normative
framework for multimedia transaction and consumption [SOPS06, TAC+08]. In do-
ing so, a transparent use of media content across different networks, devices, and user
types is supported [TAC+08].
An advanced example for metadata annotations are Semantic Annotations comprised
by the Semantic Web [AF08b, PJDM08] (cf. Section 2.1.2). The emphasis is the
extraction of semantic metadata that supports content description in a conceptual level
[ATP+05]. As mentioned before, the general objective is to make content and its
description machine-understandable, so that computing devices are enabled to process
content and to foster automation, integration, and information reuse [BLHL01, HS03,
Rei06]. Relevant standards for semantic annotation serialization are RDF and OWL
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that, in addition to SMIL, have also been specified by the W3C [WWWCa, WWWCc].
In general, these specification provide facilities to define formal descriptions, using the
XML syntax.
An overview of the relations between “simple” descriptive and structural metadata
and semantic annotations is given by Stamou et al. [SOPS06]. They distinguish be-
tween three abstraction levels within metadata-annotated content: a subsymbolic, a
symbolic, and a logical level (see Figure 2.8). The subsymbolic layer comprises the
raw multimedia data which is represented in usually binary formats that are applied
for compression and streaming purposes. In the middle layer, metadata formats such
as MPEG-7 are used to describe the content, e.g., defining its internal structure. Thus,
a structural layer is placed on top of the media stream. Finally, the logical abstrac-
tion level provides the semantics for the symbolic layer by assigning the structured
information to the specific domain knowledge representation.
Figure 2.8: Levels of multimedia information. [SOPS06]
Annotations as Content
Unlike the previously exemplified view of annotations as metadata, annotations can
also be regarded as additional content that is assigned to existing basic multimedia
objects [GCCG+04]. This form can be compared to active reading, at which persons
add own comments in form of interpretations or ideas [ABDF07]. A popular example
for these kind of annotations has been illustrated at the description of Youtube [You]
above, where shared videos can be commented via free text (within the video dis-
play or in a related forum at the bottom) or even by means of replying videos. This
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implies that content-type annotations enrich the existing information, creating further
layers of explanation, interpretation, and elucidation [AF08b]. Whereas metadata an-
notations provide elucidation through certain constrained or formal descriptions of the
basic semantics, content annotations are the explanation themselves and help users to
understand the given information. Nevertheless, without a layer of structural metadata,
the additional information is not explicit for a machine, making it difficult to realize
effective search and recommendation [GCCG+04]. Consequently, content-type anno-
tations are only interpretable for humans, since computing devices fail to automatically
process data from the additional layer. In contrast to metadata, the semantics first have
to be extracted by some means, before it can be processed and interpreted by the com-
puter. On the other hand, content annotations offer additional semantics that arise from
objective comments and interpretations, so that complex context and coherences, such
as hidden facets, are made easier to understand by the recipient [AF08b].
Two different viewpoints are to be distinguished with respect to content-based anno-
tations: they may either serve as mere content enrichment, or they may constitute a
stand-alone document [AF03]. In the first case, annotations are additional objects as-
signed to already existing content within a document. They are not autonomous, but
still can rely on existing resources ensuring justification. Regarded as stand-alone doc-
uments, annotations are also “real” document entities that are connected to the base
resources and can be accessed independently.
Annotations as Hyperspace Elements
As already stated, annotations may support the creation of relationships between con-
tents by means of linking, at what the existing contents and their associated annotations
establish a hyperspace [AF05b, AF06] or, integrated into existing information struc-
tures, take part of it [AFFT04, Mar98].
The recipients of such a hyperspace are engaged in an active manner [Mar98]. The
information space is enlarged by information addition, since users reflect and respond
to given contents through comments, or create paths and connections to external re-
sources. Besides, annotated information resources provide additional facilities for nav-
igation and browsing, as well as advanced search and retrieval [AF08b]. For that rea-
son, Marshall [Mar98] considers the process of annotation as a essential aspect of
hypertext construction.
Annotations as Dialog Acts
As part of a collaborative discourse that is referred to a certain subject, especially
content-type annotations that are connected to specific links can be regarded as dialog
acts [FBT+03, FTK04]. In this context, they are means of exchanging ideas between
different readers and authors in relation to commonly used documents or parts of it
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[FFM04]. This kind of shared communication sets comprise additional context, as
well as contradictory opinions about the content or annotations [AF08b]. In doing so,
not only the statement or phrased idea, but also the capability to integrate a document
into the discourse it belongs to, is relevant. Thus, with respect to the aspects mentioned
in the previous paragraph, annotations are means of creating an information space that
contains hyperlinked communication contributions. Frommholz et al. [FTK04] define
different forms of so-called discourse structure relations that refer to the elaboration of
new information, description of similarities or contrasts between information entities,
description of reasons for certain facts, giving extra background information, interpre-
tation of statements, or the support of argumentation. Among others, the support of
communication in collaborative settings is explained later in Section 2.1.5.
2.1.4 Specific Aspects of Digital Multimedia
In this section, multimedia-related aspects of digital annotations are elucidated, be-
ginning with an examination of the term multimedia. Based on these definitions, the
principles of anchoring and synchronization are presented, explaining their specific
relevance with respect to the annotation of multiple media formats. Moreover, dif-
ferent media formats of annotations on the one hand, and the annotated content on
the other hand are illustrated, giving a brief insight into recent topics of digital media
annotation research.
Figure 2.9: Taxonomy of media formats. [Fin05]
Definitions of Multimedia
In general, multimedia is regarded as a composition of different media such as text,
audio, image, graphics, or video. Figure 2.9 illustrates a simplified taxonomy of me-
dia types that can be part of a superordinate multimedia environment. In this context,
Finke [Fin05] first divides multimedia into the two general categories continuous and
discrete media. Continuous media are time-dependent formats such as video, audio,
and animation. The second category, discrete media, comprises the static media for-
mats text, images, and graphics. This is a restricted view on different media encodings
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as some formats are missing. Nevertheless, this classification serves as basis for the
comprehension of the definitions of multimedia used in this work.
A common notation of the term multimedia is lacking in literature. The following
definitions all focus on different aspects, such as the temporal properties of involved
media objects, the human-system interaction, and the synchronization of pooled media
objects. One frequently referenced definition with regard to multimedia systems is
given by Steinmetz [Ste95]:
Definition 1. A multimedia system is characterized by a computer-driven and inte-
grated creation, manipulation, representation, storage, and communication of inde-
pendent information, which at least are coded in one continuous and one discrete
medium.
Schulmeister [Sch07] reviews this definition, stating that combinations of only time-
dependent or only time-independent media (audio-video or text-image) could also be
regarded as multimedia. In his definition, he emphasizes the interaction facilities as the
fundamental element. At the same time, he describes multimedia content as figurative
knowledge that is not interpreted until accessed by the user. In that sense, Schulmeister
defines multimedia as follows:
Definition 2. Multimedia is an interactive form of dealing with figurative knowledge
within a computer-aided interaction.
An earlier definition is presented by Naik [Nai96], emphasizing the importance of
synchronization at the content presentation level:
Definition 3. Multimedia systems are characterized by computer-controlled genera-
tion, manipulation, storage, communication, and presentation of independent media
data. Synchronization among the various media data at the presentation level is key to
a multimedia system making an impact on the users.
Anchoring and Synchronization as Challenges for Multimedia Annotation
To sum up the definitions presented above, multimedia can generally be regarded as
a compendium of differing media formats. Multimedia objects often refer to other
(maybe not-digital) artifacts, so that a four-way relationship can be defined between the
physical artifact, its annotation, the digital media object, and its annotation [GVOH05].
According to the definitions of multimedia presented above, it becomes clear that mul-
timedia annotation systems need to deal with multimedia rich annotations, and need
to process all annotations of a specific media set [AF08b, GVOH05]. These sets are
divided into several parts that are coded in different media formats that require dif-
ferent levels of description. Thus, an important topic within multimedia annotation
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research is anchoring, dealing with the validity space and/or period of annotations.
That is, when annotating digital documents, validity areas have to be specified in or-
der to define the scope of annotations within the document [BCL+04]. For example, a
whole Web document may be annotated. Beyond that, within a Web document a single
text, an image, a video, or compositions of more objects can be selected. Proceeding
with a further dimension, parts of such an object, e.g., spatio-temporal areas within a
video, can be defined as areas to be annotated [CDTT04, CCG02, Kip08]. According
to these aspects, validity areas within media contents can be classified as follows (see
also Figure 2.10):
◦ Multimedia Container. Multiple media objects that establish one single entity.
Examples are websites or digital presentation slides that combine text, images,
and videos.
◦ Media Object. A delimited media file, such as a text or an image, that is coded
in one particular media format.
◦ Temporal Area. A time point or time interval of a continuous media like audio
or video.
◦ Spatial Area. A spatial delimited area within discrete media files, e.g., a para-
graph within a text, coordinates within a graphic, or polygons of a 3D-Model.
◦ Spatio-Temporal Area. A field within a continuous media that features spatial
and temporal properties, for instance, an object shown in a movie that is tracked
and framed by a visual box over time.
Figure 2.10: Validity Areas of Multimedia Annotations.
Closely tied to annotation anchoring is the synchronization of the different media ob-
jects contained in a multimedia document, as well as the objects’ annotations (which,
as already pointed out, also can be a media object). In general, synchronization con-
siders the spatial, temporal, or logical relationships between involved entities. From
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the viewpoint of process communication and scheduling, multimedia synchronization
is primarily associated to the temporal characteristics of a mixed media environment
[Nai96]. Regarding the conceptualization of the graphical user interface of a mul-
timedia display system, users must be enabled to control the presentation of con-
nected contents interactively by pausing, resuming, or jumping to a random position
[BHB+97, Nai96]. In particular, synchronization is achieved by managing events in
scheduling data sets, and storing presentation as well [BHB+97]. When replaying an-
notations, the schedule is interpreted and the involved events are triggered. General
information about multimedia synchronization can be gathered at the W3C Synchro-
nized Multimedia website [WWWCb].
Concluding: Anchoring and synchronization are two relevant aspects of multimedia
annotation and are of importance in this thesis. As will be discussed in Section 2.2.4,
the so-called Data Flow needs to be specified and controlled within the annotation
process. Accordingly, anchoring defines the specific structural characteristics of data
that is transfered between successive tasks or tools as input or output, while synchro-
nization specifies the relationships (especially temporal ones). As a result, workflow
management for annotation systems requires the common management and junction
of respective annotated information that is attached to different media objects in the
scope of a multi-step process.
Recent Research on Digital Media Annotation
In digital annotation, different media formats are involved in digital annotation refer-
ring to the contents that are annotated on the one hand and the annotations themselves
on the other hand [AF08b, BLR03, Fin05, Rei06]. This is the case for both contin-
uous and discrete media types. Finally, there is an ongoing large amount of research
concerning annotation of several media formats such as Textual Media, Images and
Graphics, Music and Speech, Video-based Media, or 3D-Models. In this context,
Schroeter et al. [SHN07] propose a classification of annotation systems according
to (i) the annotation level from free textual to semantic ontology-based, (ii) the media
type, and (iii) the number of files that can be compared and interlinked simultaneously.
This classification is illustrated in Figure 2.11 (where at that time state-of-the-art tools
are exemplified).
A low-level survey in recent research concerning digital media annotation (for instance
by submitting search queries in research literature databases) reveals that there are
strong tendencies towards automatic annotation and media analysis approaches, fol-
lowing the common intention to improve media retrieval processes. While such ap-
proaches mostly aim at generating simple forms of descriptive metadata, the semantic
level of metainformation is also a further actual topic in focus. In this scope, some
examples of current research lines are presented.
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Figure 2.11: Classification of Annotation Tools. [SHN07]
Annotation of Textual Media. In terms of the general problem of tedious and time
consuming manual annotation, current research addresses annotation of textual me-
dia by applying approaches of natural language processing (NLP). One central topic
- transformation of raw text into structured constructs - is described in [BCEB09].
Here, free-text annotations are exploited in order to automatically infer the semantic
properties of online documents. As noticed by Tomanek and Olsson [TO09], high-
quality annotated data constantly includes a bottleneck in supervised machine learning
methods for NLP. Accordingly, their work deals with an active learning approach for
automatic annotation. NLP also plays a role in the scope of Semantic Annotation.
In [DSKT+09], a (web-)service-oriented framework is presented that automatically
constructs semantic word classes using semantically similar training samples. Re-
lated research exploits the logical structure of textual documents in order to assign
semantic information [EBHR07, LSG+07]. For instance, using a specific domain on-
tology, El-Beltagy et al. [EBHR07] annotate segments within information rich text
defined with the aid of on headings that are coupled with the hierarchical structure of
the text. Another currently active field is automatic emotion detection based on tex-
tual data, for instance investigated by Lu et al. [LLL+10]. With the aim of fostering
intelligent computing, a knowledgebase-independent approach is proposed that auto-
matically recognizes events within sentences by means of mutual action histograms
between the subject and the object of an event.
Annotation of Images and Graphics. There is an increasing number of applica-
tions that allow automatic or manual annotation of image files. A main problem is
the semantic understanding of content, so that a sophisticated automatic annotation
is needed that supports the reflection of personal memory (as main contextual infor-
mation) and the interoperability between different systems [TTP07]. Feng and Xu
[FX10] describe that, from a machine learning perspective, annotation fits to multi-
instance and multi-label learning, since images are particularly specified by multiple
semantic labels that are often related to image segments (instead of the whole image).
They propose a transductive multi-instance and multi-label framework, addressing the
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annotation problem by exploiting both labeled and not-labeled data. In order to im-
prove image recognition, learning approaches are applied to enable systems to store
large amounts of targets [NHK09]. However, a bottleneck can be identified with re-
spect to visual knowledge acquisition using search-based methods. Nakayama et al.
[NHK09] approach this problem by deploying a similarity measure approach exploit-
ing context information that is gathered from multiple labels. In the scope of image
annotation by means of computer vision and image processing technologies, Bouguila
and ElGuebaly [BE10] extend traditional color histograms by a statistical model that
allows the extraction of both color and spatial information. This model is based on fi-
nite multiple-Bernoulli mixtures. A further example is automatic image segmentation.
In this scope, Millet et al. [MBHM10] present an algorithm that combines two color-
based methods working with internet databases of images. The first method separates
object and background pixels, and the second one segments the image by detecting the
central object. The intersection of both data sets results in the final segmentation.
Annotation of Music and Speech. Due to the improvements for storage, network-
ing, and internet services, personal and online available music collections have grown
rapidly in the recent years [TTP07]. This also results in negative effects , so that a
proper storage and labeling, as well as an improvement of search and retrieval methods
is required. Common music recommendation systems such as Last.fm [Las] and Pan-
dora [Pan] exploit tags (descriptive free-text annotations, see Section 2.1.2) for query
and navigation purposes [NTTM09]. Since recommendation is not possible before
new tracks have been manually tagged (what is known as the cold-start problem), au-
tomatic tag annotation is applied based on audio content analysis. For instance, Ness
et al. [NTTM09] describe stacked generalization as a new approach in the scope of
automatic annotation. Bischoff et al. [BFP09] realize music theme annotation by ex-
ploiting existing user tags and track lyrics. A further relevant topic is Automatic Speech
Recognition (ASR). While traditional language processing only generates words and
does not consider structural aspects, Hillard [Hil08] derives an approach for automatic
sentence structure detection and annotation. Wu et al. [WLD+10] present a weakly
supervised learning method in order to detect spoken language in domain-specific di-
alogue environments. For that purpose, a topic classifier is applied, and slot classi-
fiers are trained to extract slot-value pairs. A comparison of current ASR approaches
for speech segmentation, so-called regression methods, is conducted by Mporas et
al. [MGF10]. As a result of employing several speech segmentation engines based on
Hidden Markov Models, they propose a vector regression scheme that merges different
boundary predictions.
Annotation of Video-based Media. As in multimedia research in general, graph-
based learning methods are recently followed in video annotation research [THW+09].
These methods are applied in order to ease video retrieval and improve efficiency
compared to traditional manual annotation [WHH+09]. In this context, Wang et
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al. [WHH+09] introduce an approach regarded as multigraph-based semi-supervised
learning. The scope is to tackle problems that result from training data insufficiency
or the curse of dimensionality. Here, different factors such as multiple modalities,
multiple distance functions, and temporal consistency are managed by learning with
multiple graphs. Tang et al. [THW+09] reveal limitations of graph-based learning
methods with respect to the specific characteristics of video-based media, especially
in the scope of semantic annotation in multilabel setting. The correlation of semantic
concepts and their interaction as well is not supported. Accordingly, a new method
called correlative linear neighborhood propagation is presented that adapts semantic
correlation into graph-based semi-supervised learning in order to improve the perfor-
mance of annotation. Often applied by video analysis professionals (cf. Section 2.1.1),
Face Recognition, Shot Detection, and Activity Recognition are further relevant fields
of investigation. In the case of face recognition, traditional generative models such
as Gaussian Mixture Models or Hidden Markov Models make strong assumptions on
the independent local observation of face images. Heusch and Marcel [HM10] point
out that this independency is not sufficiently applicable to faces. As a result, they pro-
pose a sophisticated model that uses a static Bayesian Network in order to generate
relationships between striking face features. Onur et al. [KGU10] present a video
segmentation algorithm based on fuzzy color histogram-based shot-boundary detec-
tion that is applied for copy detection. In the process, cuts and gradual transitions
(fade, dissolve) in videos are automatically computed. Human activity recognition is
a young discipline assigned to computer vision. Qian et al. [QMXW10] present a
pipeline in which (i) humans are detected by non-parameter background subtraction,
(ii) features are extracted from the generated human bounding boxes, and (iii) activities
are recognized through a Support Vector Machine multi-class classifier. Additionally,
a clustering algorithm is applied.
Annotation of 3D-Models. Analogous to annotation research for the particular me-
dia formats described above, also 3D annotation research projects currently focus au-
tomatic approaches in order to provide sophisticated retrieving. For instance, Attene et
al. [ARSF09] present the ShapeAnnotator system that supports automatic segmenta-
tion of surface meshes and the attachment of annotation according to a given ontology.
Here, also ontology properties and relations that are applied to 3D segments are pro-
cessed in an automated way through topology and geometry analysis. Sin et al. support
collaborators in virtual 3D spaces, e.g., technical designers. There, personal intentions
and comments can be shared by means of sketches that are connected to 3D surfaces of
different forms [SCL09]. In the course of automated human face recognition based on
3D-data, Sukno et al. [SGF10] present an approach that exploits projective geometry
across different viewpoints of the same picture. An active shape model is generated of
frontal view images that are applied to segments of images taken from different view-
points. They tackle the problem that traditional image-based face recognition systems
mostly presume frontal views of the analyzed scene.
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Summary. As mentioned above, an insight into the recent main topics of digital an-
notation research shows that a majority of the localized work follows up the develop-
ment of new or sophisticated automatic approaches. In that scope, the common goals
are to improve content retrieval, and to solve the problem of time exposure as well.
These findings correspond to the assumptions on which the motivation and problem
definition of this thesis are built (see Section 1.1). Instead of applying concrete ap-
proaches of automatic annotation, the annotation process is focused as an operational
entity, considering the tasks that have to be accomplished, the order in that potentially
approaches and algorithms (in form of tools or services) are executed, and the data
that is passed between these tools and services as well. Beyond that, also collabora-
tive annotation processes have been investigated. In the following, the assistance of
collaboration by annotation techniques is explained.
2.1.5 Assisted Levels of Collaboration
As already mentioned in Section 2.1.1, annotations improve collaborative practices,
since they enable communities to share and transmit ideas and knowledge concerned
to a relevant subject, enhancing the interaction between collaborators and comput-
ers [ABDF07, AF08b, ZBM06]. Halasz [Hal88] points out that annotation is a key
activity in any collaborative endeavor. Regarded as community memory, the set of
annotation forms a record of the work and communication of a specific community
[CDTT04, FBT+03, Mar98]. Even weak forms of collaboration are supported by an-
notation sharing due to the offered facilities to view other group member’s results,
without the obligation to actively react [AFFT04]. In particular, the interaction be-
tween collaborators is established by shared or public annotations. Various levels of
collaboration are supported by different types of annotation, regarded as activity and
as a product of this activity as well. Collaboration levels can be assigned to the main
characteristics of collaboration: interaction, sharing, and access [AFFT04]. Accord-
ingly, this section brings these levels into focus by elucidating the role of annotation
in group communication, co-authoring (as collaborative writing), and collaborative
information interpretation (as collaborative reading).
Group Communication
When working together, communication is an essential activity [NCS09]. Shared an-
notations, considered as acts of dialog (see Section 2.1.3), can establish a common
forum for group of persons that frequently need to reference to shared documents
[NCS09, DH95]. Examples for such kinds of working groups are teachers and stu-
dents, field service workers, editors and publishers, or standards organizations [DH95].
Especially in the case of asynchronous communicational situations, an amount of re-
search work proves the advantages of digital annotation [CGG00, Fin05, ZBM06].
Also direct synchronous settings can be supported [NCS09]. For instance, Perry re-
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ports on scenarios in which scientists discuss and work on one document in real-time
[Per02]. It has been detected that digital annotations have a higher potential than tra-
ditional paper notices, and also other than digital communication media, such as news
groups or mailing lists [CDTT04, DH95]. These benefits arise from a common context
that is established for a group discussion and, in doing so, a context in which annotated
statements have been included [Bru02]. Thus, users are enabled to recognize that con-
text. In addition to that, discussions with respect to certain topics can be found more
easily [CDTT04]. Finally, in contrast to other communication forums, annotations are
able to present a collaborative discourse in a better-structured form [CDTT04].
Co-Authoring
Another level of collaboration, called collaborative authoring, requires a fine-grained
exchange of information among all participating authors [CGG00]. According to
Baecker et al. [BNPM93] and Neuwirth et al. [NKCM90], annotations serve as an
fundamental technique within design processes performed by a working group. This
especially applies to groups whose members are spatially separated. Several research
projects report on the application of digital annotation for co-authoring purposes, from
collaborative writing of documents such as academic publications or business reports
to the group-based creation of multimedia contents. Niranatlamphong et al. [NCS09]
describe that annotations are used as means of providing feedback by members the
involved parties such as writers, consultants, editors, and reviewers. The same prin-
ciples are applied by professional VLSI (very-large-scale integration) designers, who
annotated their design objects in order to state remarks, but also to provide background
information [CK91]. Finke developed a system for collaborative video linking whose
resulting artifacts are interactive audiovisual documents that can be used for exam-
ple in the scope of e-commerce or further education of technical skilled employees
[Fin05, RFHB09].
The different annotation types concerning annotation-aided group authoring are in-
vestigated by Zheng et al. [ZBM06]. Based on the analysis of the email exchange
between scientific groups, general types of artifacts are identified: (i) to-do items,
(ii) summaries of new entries, (iii) discussions that often include parts of the copied
text, and (iv) comments-on-comments. Hence, relevant annotation forms are con-
cluded. Whereas work-lists and edits are strongly related to the authoring process,
several forms of communicational contributions are identified, such as comment, meta-
comment, and reply.
Collaborative Interpretation
Collaborative interpretation of documents is defined as a process in which a group of
users interprets and modifies subsets of information units in order to create coherent
sets of descriptions [CG00]. Pea and Hoffert describe [PH07] such procedures as
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decomposition and recomposition of information. The main objective is subsumed
as sense-making, i.e., information parts that by themselves provide less value must be
interpreted and revised to become useful data. Cox and Greenberg [CG00] assume that
the best ways of supporting collaborative interpretation through annotation are based
on the manipulation of elements in a spatial medium that enables
◦ organization of visual items and iterative establishing of relationships,
◦ informal information restructuring that allows an easy addition of emergent
after-thoughts, and
◦ easy freehand sketching in order to explore alternatives, reduce information, and
create alter items [EM97].
A further relevant topic of collaboration in the context this research work has been the
field of Computer-Supported Collaborative Learning (CSCL), particularly in the phase
of performing the empirical study. In the following section, the roles of annotation in
eLearning are elucidated, also in the sense of collaborative learning scenarios.
2.1.6 Multimedia Annotations in eLearning
Regarded as a possibility of highlighting relevant parts of a text or adding keywords
and comments to the sidebar of a book, annotation is considered as the most applied
learning activity, especially important in traditional learning that is based on reading
activities [BR07, HWS07]. According to Marshall [Mar97], the act of annotation im-
proves reading as well as the understanding of a text. Even when appearing as small
entities, annotations can be helpful means of learning. For instance, learners may only
need keywords to initiate advanced thinking processes of remembering facts that were
in mind when creating the annotation [BR07, HHD08]. Respective studies have shown
that the access of annotations is to be seen as more relevant than the activity of writ-
ing down an annotation [BR07]. In that context, respective key features of annotation
systems are the supply of annotation repositories that, for instance, in collaborative
settings, enable learner groups to share this additional information, and also to search
for annotated data in different (external) sources [BR07]. Consequently, annotations
help learners to be aware of the specific conventions, parameters and requirements of
a larger community in which learning takes place [Rob08].
Several theories and assumptions referring to the benefits of annotation-aided learn-
ing can be outlined. Ovsiannikov et al. [OAM99] assess three aspects of learning (or
crucial cognitive functions [BLR03]) that are supported by annotation: memorization,
thinking, and clarification. Remembering is aided by the possibilities of recollecting
the main points of the given contents. Comments, critical notes, or questions that re-
flect own opinions may be annotated attending running thinking processes. Finally,
annotators are enabled to personify information by transforming it to own (verbal)
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representations and, in doing so, supporting clarification that is phrased in their own
conceptual language. In addition to these aspects, Robert [Rob08] classifies three
types of learning that can be supported by the application of annotation techniques: (i)
knowledge in the sense of obtaining cognitive and mental skills, (ii) attitude with re-
spect to the increase of feelings or emotions at an affective level, and (iii) psychomotor,
i.e., manual or physical skills. Jonassen et al. [JDC+95] emphasize the role of anno-
tation as a constructive cognitive operation, constituting essential elements of learning
theories of constructivism. In constructivism, annotations are learning mechanisms
that afford third-party commentary, information manipulation in the sense of sorting
or filtering, or labeling through metadata and semantics [Ahe05].
Dual Code Theory
In the scope of annotation of digital multimedia, the Dual Code Theory by Paivio
[Pai86] is often referenced to as the argumentation basis related to the application of
hypermedia in learning settings. This theory assumes that two delimited cognitive
coding systems are involved in reception processes: a non-verbal and a verbal system.
◦ Non-Verbal. Responsible for the representation and transformation of non-
verbal objects that describe pictorial, i.e., figurative and visual-spatial informa-
tion. This information is stored within so-called imagens.
◦ Verbal. Processes linguistic information. This kind of information is gathered
through reading or hearing and is stored in so-called logogens.
Paivio points out that the verbal and non-verbal systems are activated by the sense
channels of the human sensory system. Accordingly, reading a certain word activates
the verbal reception system. In a secondary step, also the non-verbal system can be ini-
tiated, if the same word is imagined in a pictorial manner. Consequently, a picture of a
certain item will activate the non-verbal system and afterwards the respective linguis-
tic term may be invoked. Paivio states that the consecutive activation of both coding
systems results in an improved memorization capacity. The reason is that, although
both systems work independently, there is still a connection that can be activated as
well. In doing so, the largest probability of memorization is given when information
is coded dually, i.e., verbal and non-verbal, at the same time. Hence, a dual coding of
information leads to an improvement of learning effects and achievements.
A Cognitive Model of Multimedia Learning
The research work conducted by Mayer [May01] deals with the specification of design
principles for multimedia learning environments that assist knowledge acquisition. He
analyzed forms of processing multimedia contents by human memory and developed
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Figure 2.12: Cognitive Model of Multimedia Learning: Cognitive processing of two
different information channels. [May01]
a model named Cognitive Model of Multimedia Learning, focusing on the question
of how multimedia has to be adapted in order to enhance human learning (see Figure
2.12). Fundamental quintessence of the model is that the design of multimedia learning
environments particularly needs to support the cognitive processes that are involved
during learning activities. This approach is described as Learner-Centered-Design and
refers to the findings of Norman [Nor93] described below.
Mayer’s model is based on three basic suppositions that characterize multimedia
knowledge acquisition:
1. Human cognition comprises two channels that both handle with auditory and
visual information (cf. [Pai86]).
2. The ability of assimilating information through both channels at the same time
is delimited (cf. [SC94]).
3. Information assimilitation through the auditory and visual channels is an active
cognitive process that aids the construction of coherent mental representations
(cf. [Wit89]).
Mayer identifies three general cognitive processes that apply when learning takes
place: selection, organization, and integration. Selection means that the relevant audi-
tory and/or visual information is transfered from the sensory memory to the short-term
(working) memory. Organization occurs when coherent verbal and pictorial represen-
tations from both memories are formed in the working memory. Finally, through in-
tegration, knowledge is constructed by assigning verbal and pictorial representations
within the working memory to previous knowledge that is stored in the long-term
memory.
According to these aspects, Sweller and Chandler distinguish between two types of
cognitive load. If the given content contains a lot of information units that are related
to each other in complex structures, an intrinsic cognitive load is existent. On the
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other hand, extraneous cognitive load refers to the editing and presentation of multi-
media contents. For instance, when the material is not sufficiently well-structured in
its presentation, learners need to supply higher cognitive effort to comprehend deeper
interrelations in order to effectively deal with the information. In the case of a trans-
formation of cognitive load to a cognitive overload, learning can be decreased or even
retarded [SC94]
Individual Learner Types and Learning Styles
The consideration of different types of individual learners is a relevant aspect in ed-
ucational research. Previous investigations have shown the benefits of annotations in
the scope of differing learners and learning preferences. Hwang et al. [HWS07] con-
ducted a study about the annotation of multimedia web contents. Based on Witkins
categorization of independent and dependent learner cognitive styles [WDF+62], they
present a web-based annotation tool that supports self-assistance by allowing learners
to create own annotations on the Web. As a result, they indicate a correlation between
cognitive learning styles and learning effects and success [HWS07].
In this context, Norman [Nor93] defines varying cognitive modes, learning phases, and
learning styles that should be supported by learning environments. He distinguishes
between two cognitive modes that require different forms of technology support: An
experimental mode refers to the perception and reaction to events, and encourages
the acquisition of facts and skills; furthermore, a reflective mode is consistent with
the comparison and contrast of information as well as decision making, what assists
restructuring activities. Besides, different learning phases can be identified: (i) concep-
tualization of the learning item and its topics, (ii) the construction of new knowledge
by relating the learning subject to existing mental representations, and (iii) a phase
in which learners expresses own understandings and share this with other learners
or teachers in a dialogue act. Finally, Norman localizes multiple learning styles and
preferences that determine the best forms of learning for different individuals. In this
scope, he refers to the visual, auditory, and kinesthetic perceptual styles. Further styles
are also presented, such as reflector, pragmatist, theorist, or activist. As stated above,
Norman indicates that an effective learning environment provides a flexible support of
different learning styles that are preferred by individual learners, and fosters the acqui-
sition of skills that refer to not-preferred styles [Nor93]. According to Normans work,
Chambel et al. [CZF04] affirm the benefits of annotation-based learning systems in
order to support different cognitive modes, phases, and learning styles.
Annotation-aided Collaborative Learning
Hwang et al. [HWS07] recapitulate scientific findings about the benefits of collabora-
tive learning with respect to successful learning and teaching activities. Inter alia, they
point out that collaborative learning fosters the formation of critical opinions. Here, an
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important factor is the ability to perform collaborative communication and discussion.
That helps learners to clarify ideas and to organize and structure the common learning
process. Thus, meta-cognition of students is encouraged. Furthermore, more implicit
learning effects can be achieved, such as teamwork skills. They also employ an annota-
tion system that supports previously listed aspects by implementing respective learning
models, such as learning together, student team learning, or group investigation.
In Section 2.1.5, the benefits of annotations for different levels of collaboration - com-
munication, interpretation, and co-authoring - was elucidated. These benefits can also
be mapped to collaborative learning. With respect to group communication, Finke
[Fin05] describes a global collaborative learning scenario in which participants con-
struct common knowledge while they work spatially and temporally separated. Here,
a collaborative system supports communication and information sharing by exploit-
ing worldwide networks like the Internet. One case of collaborative interpretation is
reported by Pea et al. [PLR06]. Group-based analysis of video material by means
of collaborative annotation systems is described, pointing out the facilities for writing
individual interpretations and reflections about the given content, and sharing this in-
formation with other group members. In this context, collaborative annotation systems
are means of obtaining a common agreement. Mikova and Janik [MJ06] and Seidel
et al. [SPK05] characterize this issue as inter-rater reliability. Stahl et al. [SFZ06]
and Zahn et al. [ZHF+05] describe co-authoring as a fundamental element of project-
based-learning, reporting on university courses in which students collaboratively con-
struct hypermedia documents by means of annotation in form of multimedia hyper-
linking. In doing so, interactive multimedia presentations are created by the students
in a self-contained manner. This form of teamwork-based learning is called learning-
by-design [Fin05, SFZ06]. Further examples for the application of annotation systems
in collaborative learning scenarios are presented in Section 4.1.
2.2 Workflow Management and Process Modeling
The general goal of this work is to achieve an improvement of multimedia annota-
tion systems with respect to system operability regarded from different viewpoints.
This improvement is to be obtained through the application of Workflow Manage-
ment (WfM) Principles. In doing so, annotation processes are specified by means of
Business Process Modeling standards. This section presents an introduction of WfM
and workflow process modeling specifications. First of all, a general definition of the
related terms is presented. Subsequently, Workflow Management Systems and respec-
tive Process Definition Models and Languages are specified. Finally, different forms
of workflows are elucidated by illustrating various perspectives and patterns, providing
examples with respect to multimedia annotation cases.
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2.2.1 Terminology of Workflow Management
Relevant terms with respect to the field of Workflow Management are Business Pro-
cess, Workflow (Management), Workflow Management System, Process Definition,
Activity, and Workflow Participant. This terminology is based on the specifications
defined and provided by the Workflow Management Coalition (WfMC) [WFM]. As
non-profit institution, the WfMC aims at developing a common terminology and stan-
dardization in order to enhance the exploitation of workflow technology. In doing so,
common functional areas of workflow management products are identified. In this
manner, interoperability between respective systems and also further services (such as
e-mail and document management) is to be fostered by using common standards for
multiple functions.
Business Process
Definition 1 (Business Process). A set of one or more linked procedures or activ-
ities which collectively realize a business objective or policy goal, normally within
the context of an organizational structure defining functional roles and relationships.
[WFM99]
According to this definition, the WfMC defines that a business process is assigned
to task-related objectives and organizational relationships, such as engineering design
processes or banking transactions [WFM99]. A business process may be specified
for a single organization, but may also specify relations between different connected
organizations, e.g., customer-supplier relationships.
A business process also indicates conditions that are associated with its initiation as
well as with the results at its completition. Furthermore, the formal and informal inter-
actions between all participants (see Definition 6) of the process are involved. Business
processes may also comprise automated and manual activities, at which automated op-
erations enable workflow management (see Definition 2).
Medina-Mora et al. [MMWF93] point out that business processes are implemented as
material and/or information processes. A material process joins and delivers physical
objects. Hence, involved human tasks are to be classified as physical. For example,
these include moving or collecting physical products. Information processes comprise
fully or partially automated tasks such as tasks performed by computer applications or
tasks performed by persons in interaction with a computing system. Information is cre-
ated, processed, managed, and provided, based on a given organizational structure and
the environment of information systems. In order to establish information processes,
databases, transaction processing, and distributed systems are applied. Accordingly,
this thesis regards annotation processes as business processes that are instantiated as
information processes.
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Workflow (Management)
Definition 2 (Workflow Management). The automation of a business process, in whole
or part, during which documents, information or tasks are passed from one participant
to another for action, according to a set of procedural rules. [WFM99]
Workflow (or Workflow Management [WFM99]) has to be regarded as a business pro-
cess that is executed by means of computer applications [Sch00]. The general objec-
tive is to maximize the efficiency of a working process in order to achieve an overall
business goal [Fau00, Hol95]. This process comprises various logical steps (tasks), re-
lations between tasks, execution rules, and participants [CB04]. Single tasks can either
be processed by humans, or executed by information technology in an automatic way.
The automation is based on specific procedural rules and control data that are defined in
form of a workflow model, usually called Process Definition [CB04, Fau00, WFM99].
There, tasks defined within the process are associated with participants, as well as with
the concerned documents and the tools that are required to perform these tasks [Fau00].
The term workflow is often used in conjunction with Business Re-engineering. This
comprises activities of analysis, modeling, definition, and the subsequent procedural
execution of an organization’s core business processes [Hol95]. Consequently, work-
flow management is an effective solution, since a separation of the process and the
underlying technology is provided. This ensures the integration of frequent process
changes into the procedural rules that are specified in the process definition [Hol95].
In this context, advantages of workflow management are the development of dynamic
applications, the utilization of resources for flow-rate amplification purposes, as well
as a reduction of the performance effort [SCJ+05].
There are several distinctions drawn between different forms of workflow products
[NLW05, WFM99]. Alsop [Als94] classifies workflows into ad hoc workflow man-
agement, automation of task execution, automation of process, and information flow.
Frye [Fry94] presents three workflow categories: mail-based, document-based, and
process-based. A distinction between human-oriented and system-oriented workflows
is conducted by Georgakopoulos et al. [GHS95]. Furthermore, Ader [Ade97] classifies
production workflows, administrative workflows, ad hoc workflows, and collaborative
workflows. These distinctions serve as basis for the classification of workflow man-
agement systems illustrated in Section 2.2.2.
Workflow Management System
Definition 3 (Workflow Management System). A system that defines, creates and
manages the execution of workflows through the use of software, running on one or
more workflow engines, which is able to interpret the process definition, interact with
workflow participants and, where required, invoke the use of IT tools and applications.
[WFM99]
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According to the definition cited above, a Workflow Management System (WfMS)
can be regarded as a technological environment that enables the definition, execution,
management, and control of workflows by means of a specific computer application.
Hereby, the order of tasks, events, or activities is driven by the process [NLW05]. A
detailed introduction of WfMSs is illustrated in Section 2.2.2.
Process Definition
Definition 4 (Process Definition). The representation of a business process in a form
which supports automated manipulation, such as modeling, or enactment by a work-
flow management system. The process definition consists of a network of activities
and their relationships, criteria to indicate the start and termination of the process,
and information about the individual activities, such as participants, associated IT
applications and data, etc. [WFM99]
As mentioned above, the (automatic) execution of processes is based on specific rules
and control data that are defined in form of a model. Here, tasks to be accomplished are
assigned to participants, documents, and the respective tools. The workflow is defined
by model that is specified in a Process Definition Language. The resulting document is
also regarded as workflow schema [LAH08, Sch00]. The general functions of a process
definition are presented in Section 2.2.3.
Activity
Definition 5 (Activity). A description of a piece of work that forms one logical step
within a process. An activity may be a manual activity, which does not support com-
puter automation, or a workflow (automated) activity. [WFM99]
Activities are the fundamental components of a workflow schema [Sch00]. They
form the smallest units of working processes that are monitored by workflow engines,
but may comprise multiple work items that are assigned to a workflow participant
[WFM99]. One needs to distinguish between manual and automated activities. The
execution of a manual activity requires the involvement of a human processor, whereas
automated activities only can be performed machine-aided. In that sense, the terms of
human and mechanical resources are established.
Workflow Participant
Definition 6 (Workflow Participant). A resource which performs the work represented
by a workflow activity instance. This work is normally manifested as one or more work
items assigned to the workflow participant via the worklist. [WFM99]
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According to the distinction between manual and automated activities, a workflow
participant can be either a human processor or may involve mechanical resources such
as virtual agents. Participants is localized by reference within the process definition.
Besides of human and mechanical resources, also roles and organizational units may
be declared as participant of a workflow instance [WFM99].
2.2.2 Workflow Management Systems
In order to support internal processes and to realize effective workflow management,
distributed environments are required that (i) are component-oriented and allow inte-
gration and interoperability between mutually delimited modules, (ii) support work-
flow applications that correspond to business or information processes, and (iii) en-
ables the further development, integration, and replacement of suchlike applications
during process reengineering [GHS95].
These requirements conform to Workflow Management Systems (WfMS), which are
regarded as the organization´s key systems in order to foster competitive convenience,
customer support, and productivity [CB04]. In general, such systems ensure the au-
tomation of business processes by managing the sequence of tasks and the activation
of human and technological resources assigned to these tasks [Hol95]. WFMSs are
computer environments that enable the execution, management, and control of work-
flows with respect to the order of events and support the structured specification of
such processes [NLW05].
The primary function is the enactment of case-driven workflows [vdAHKB03]. In
this scope, administrative and monitoring functions are provided [WFM99]. WfMSs
comprise different interconnected tools, applications, or software components [CB04,
WFM99]. These (sub-)systems are applied in order to (i) specify, schedule, and store
concrete workflow processes, defining a set of rules that allow coordination of task
order, and (ii) read and interpret specified processes to control interaction between
the system and participants as well as other applications [CB04, CCT+04, GHS95,
WFM99].
According to the latter aspect, concrete workflow instances are interpreted by one or
more workflow engines which are able to interact with the participants of a work-
flow and to invoke potential external services or applications [CB04]. In addition to
that, they are also responsible for coordination, sharing, and transmission of informa-
tion, documents, and tasks which are passed between workflow participants during
processing [CB04]. Whereas traditional WfMSs are only drafted to coordinate pro-
cesses and its involved agents, advanced systems are able to exploit networks and web
technologies supporting cross-organizational interactions [CCT+04]. Furthermore, so-
phisticated features are provided, such as process repository maintenance, workflow
adaption, matchmaking, exception handling, and process documentation and reflect-
ing [CCT+04].
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Figure 2.13: Characteristics of Workflow Systems [Hol95].
At an abstract level, Hollingsworth [Hol95] classifies WfMSs according to three funda-
mental functional areas: build-time, run-time control, and run-time interaction. Build-
time functions are deal with the definition and modeling of workflow processes and the
comprised tasks and activities. The area of runtime-control concerns the operational
issues of the environment, managing the workflow processes and the tasks as part of
each process as well. Finally, run-time interaction functionalities are provided in order
to support interaction with workflow participants and tools related to different activity
steps. Figure 2.13 illustrates these main functions and their relationships.
Scha¨tzle [Sch00] summarizes differing classifications of WfMSs that can be localized
in literature. These categories are based on (i) the type of processes that are supported
(ii) the concept used to model processes, and (iii) the basic technology applied to real-
ize the workflow engine.
I. Classification according to supported Process Types
Based on the categorization of different forms of workflows presented in 2.2.1, WfMSs
can be distinguished according to the types of workflow processes that they support.
◦ Production Workflows. Such systems are applied in order to enact workflows
that represent the key processes of an organization. The focal point is a reliable
and effective work handling. These processes comprise a high rate of iterations
that have equal properties among themselves and, consequently, gather a high
level of structuring.
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◦ Administrative Workflows. Analogous to production workflows, administrative
workflows disclose a high level of structuring. In contrast, they are less complex
according to the set of activities and obtain fewer importance for the organiza-
tion.
◦ Ad-Hoc Workflows. WfMSs that support ad-hoc workflows need to handle low-
structured processes that are executed in differing manner between the iterative
steps. Besides, alternating roles and responsibilities have to be considered, as
well as a stringent demand for communication.
II. Classification according to Process Modeling Concepts
The main criteria for this classification are the concepts of the workflow definition
language applied by the WfMS. Four groups of systems are differentiated: (i) form-
oriented, (ii) communication-oriented, (iii) conversation-oriented, and (iv) process-
oriented.
◦ Form-oriented Systems. Form-oriented WfMSs regard documents as key ele-
ments of a process description. The documents are enriched with additional
routing information that indicates which is the receiving participant after each
workflow step. From a technical point of view, form-oriented systems are real-
ized by means of Email. As such, they are suitable for more simple processes.
Complex processes that include multiple documents and concurrent processing
can hardly be handled by these systems. One reason is that the process descrip-
tion is not managed by a central unit, but allocated at different documents.
◦ Communication-oriented Systems. These systems are realized based on the sup-
position that process coordination requires communication. In this scope, coor-
dination is defined, for instance, by modeling so-called communication graphs.
Similar to form-oriented systems, these WfMSs are also mostly implemented as
Email systems.
◦ Conversation-oriented Systems. Starting from the assumption that humans act
through speech, the speech act theory is the basic idea of conversation-oriented
systems. Varying kinds of speech acts can be identified that constitute a process
as network together with participants. From this point of view, conversation-
oriented systems can be regarded as a specific form of a communication-oriented
system.
◦ Process-oriented Systems. Here, the process as such is in focus, and the infor-
mation about the process to be coordinated is defined by a coordination entity.
Thus, a logical and central coordination is enabled. The process is regarded
as a sequence of activities which are associated with incoming and outcoming
documents or data. In doing so, complex processes can be mapped.
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III. Classification according to applied Technologies
A classification that is traced to the applied technologies distinguishes between email-
oriented and database-oriented systems.
◦ Email-oriented Systems. WfMSs that are based on Email exploit mail technol-
ogy in order to present and deliver documents and task descriptions to partici-
pating persons. Suchlike mail systems obtain advanced functionalities such as
rule-based forwarding or electronic signature. Besides, there are further special-
ized workflow applications that have been augmented with respect to routing
purposes and Email functionality.
◦ Database-oriented Systems. Typically, a (Relational) Database Management
System forms the basis that stores workflow data as well as routing and status
information. The workflow engine is mostly provided by a central server appli-
cation. Client applications are only responsible for information representation.
Although the installation and enactment of such systems may be a laborious
work, they are outstanding because of their high performance and operational
reliability.
2.2.3 Process Modeling
This section deals with the concepts for modeling of workflow instances. First, the
terms Workflow Model or Workflow Schema as well as Process Definition Language
are classified. Next, a categorization of Process Definition Languages is illustrated
and relevant examples of languages are presented.
Workflow Schemes and Languages
As stated above, the automatic execution of a process by a WfMS is driven by a work-
flow model which represents the specification of an ideal workflow process and is
defined before the process starts [Fau00, LAH08]. In this manner, workflow instances
can be defined at the task, as well as the at structure level [GKK+08]. Workflow mod-
els are instantiated according to specific cases, for instance, a tax declaration or an
insurance claims [vdAHKB03]. Accordingly, the required processes and logical steps
have to be modeled and embedded into the system in the form of a schema or a spec-
ification. Workflow schemes are applied in order to define a process by means of a
Process Definition Language which serves as instrument for documentation, analysis
or execution by a WfMS [Sch00]. A workflow schema is composed of a network of
activities, relations between activities, process start and termination conditions, and
further activity-related information such as workflow participants, connected applica-
tions, data, etc. Furthermore, it may reference separately defined sub-processes which
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are also elements of the overall process definition [WFM99]. The Process Definition
Language provides modeling constructs. Accordingly, the expressive excellence of a
language determines explicitly the number of processes that can be supported by the
system. The descriptive elements of a definition language enable mapping of the con-
trol flow (see Section 2.2.4), i.e., the activities and sequential relationships can be ex-
pressed. In this manner, causal independencies between activities can be described in
order to achieve a sequential execution, and concurrent activities can be configured. In
addition to that, a Process Definition Language facilitates the specification of the data
flow (see Section 2.2.4) in which particularly incoming and outgoing data, but also
human and mechanical resources, are assigned to each single activity. In general, there
are two types of workflows that can be specified within a workflow schema: abstract
and concrete workflows [GKK+08] (see also the description of the BPEL language be-
low). Abstract workflows describe activities in an abstract manner, not referring to the
specific related resources. Concrete workflow models assign the specific resources to
the executable tasks, providing information about service semantics and execution.
Classification of Process Definition Languages
Kiepuszewski [Kie03] introduces a classification of Process Definition Languages with
respect to, among other, the consideration of different Workflow Perspectives (see Sec-
tion 2.2.4) and Workflow Patterns (see Section 2.2.5). Here, the following four classes
of workflow models are presented [Kie03]:
1. Standard Workflow Models. Standard workflow models are related to Process
Definition Languages that consider basic control flow patterns and multiple
workflow instances. There, loops and process termination are not bounded to
specific restrictions. Furthermore, workflow states are not defined.
2. Safe Workflow Models. As opposed to standard workflow models, multiple in-
stances are not supported, i.e., it is not possible to obtain different instances of
the same activity at the same point in time.
3. Structured Workflow Models. As a subclass of standard workflow models, struc-
tured models refer to languages in which so-called AND-Splits or OR-Splits
(see Section 2.2.5) are always followed by a respective AND-Join or OR-Join.
In addition to that, arbitrary loops are not supported, i.e., loops have explicitly
one entry and one exit point.
4. Synchronizing Workflow Models. Synchronizing workflow models bound boolean
values to each single activity. If a true token is sent, the receiving activity will
be executed. In the case of a false token, the activity is passed on. Synchro-
nization points expect boolean values from any incoming branch and propagate
respective true or false tokens.
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Examples of Process Definition Languages
Up to now, several different languages have been developed with various objectives
and striven application domains. This section presents an excerption of selected Pro-
cess Definition Languages. First, BPEL and XPDL are illustrated as two mainly de-
ployed modeling standards. Second, so-called graphical modeling languages are ex-
emplified by BPMN and YAWL.
BPEL In order to specify business process behavior based on Web Services and busi-
ness interaction protocols, the Business Process Execution Language for Web Services
(BPEL4WS or BPEL) has become the de facto standard which is broadly adopted
[CDT06, SHJ+08, VSS+07]. First of all, BPEL describes the orchestration of services
according to the order and sequence of service execution [SHJ+08]. In general, BPEL
determines a set of primitive activities in order to invoke services. These primitive
activities are combined into more complex activities [CDT06]. Hence, BPEL com-
prises the capabilities of common Process Definition Languages, supporting a two-
layer modeling concept [VSS+07]. The function layer contains web services as ex-
ecutable components that are responsible for the execution of basic activities. The
execution order of these activities is specified in the choreography layer. Two types
of business processes can be defined using BPEL [CDT06]. The first, an abstract pro-
cess, specifies the protocol role of a business as well as its public aspects. The second
one, an executable process, specifies state and logic of the process by considering the
sequence of web service interactions. The pursued service-oriented approach of BPEL
leads to a clear separation of the implementation level of activities and the execution
environment [VSS+07]. On the other side, due to the service-orientation, the flow of
data can only be defined indirectly and, since the data transfer always need to pass
the BPEL engine, a performance bottleneck evolves [SHJ+08]. In addition to that,
inter-organizational collaboration is not explicitly supported [CDT06].
XPDL The XML Process Definition Language is a XML-based file format adopted
by the WfMC and used to transfer process models between different applications. In
addition to BPEL, XPDL is another widely-used standard in the field of process mod-
eling. A detailed description can be found at the XPDL Specification by the WfMC
[WMC]. The main part of an XPDL process definition is the specification of a set
of workflow processes that are to be regarded as self-contained component within a
working process. Defined processes may be integrated into one superior process at
which a hierarchical model is achieved. Hence, a workflow process is mapped as a
directed graph where nodes are assigned to activities (tasks) and the edges determine
the workflow control. A node can depict different types of activities such as manual
or automatic. Manual activities are performed by human participants. In doing so,
users must notify the system of the termination and results of such activities. Since
not every task can be processed by each user, XPDL enables to associate nodes to one
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Figure 2.14: BPMN Core Graphical Elements. [BPMI]
user (or user group) that is extracted from a global user list. A concrete user manage-
ment must be provided by the WfMS. Automatic activities are executed in an invisible
manner for human participants. For that purpose, an XPDL file can either contain the
source code of a program(-segment) that is to be executed or the interface description
for an external application. XPDL is frequently used as file format for BPMN (Busi-
ness Process Modeling Notation) which addresses the same objectives from a different
perspective. BPMN is regarded as one of the graphical process modeling techniques.
Within complex processes, graphical notations facilitate the communication between
business users and technical users. In addition to that, users are enabled to interpretate
the process in sophisticated manner [SPB05]. There are various graphical process def-
inition languages such as BPMN or YAWL (Yet Another Workflow Language) which
are exemplified in the following.
BPMN The main objective of the Business Process Modeling Notation (BPMN) that
is developed by the Business Process Management Initiative (BPMI) is to provide
defined graphical elements in order to represent business processes in a flow chart
[Whi03]. For elucidation, Figure 2.14 illustrates the BPMN core graphical elements.
By means of BPMN, workflow management and modeling by technical and business
users is supported, enabling human workflow modelers to work with graphical repre-
sentatives of fundamental workflow elements and hence, in addition to the software
level, realize the interoperation of business processes at the human level. BPMN can
be formally mapped to Process Definition Languages such as BPEL or XPDL [Whi03].
Thus, a standard visualization mechanism is provided for processes that are specified
with a respective language. BPMI and WfMC started a cooperation in 2002, at which
the WfMC accepted BPMN as a graphical notation for XPDL in order to improve mod-
eling tasks. From a structural point of view, BPMN and XPDL are similar, since both
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are flow-chart structures. Figure 2.15 illustrates an excerption of general mappings
from BPMN to XPDL (Workflow, Transition, Task, Decision, AND-Join).
Figure 2.15: Mapping BPMN to XPDL. [Whi03]
YAWL Similar to the main objectives of BPMN, YAWL (Yet Another Workflow Lan-
guage) provides a graphical notation for workflow elements [SPB05, Fou]. YAWL is
an open source framework developed by the YAWL Foundation [LAH08, Fou] as a
result of cooperations between Eindhoven University of Technology and Queensland
University of Technology [vdAH03]. It is based on Petri-nets, overcoming the dis-
advantages that result from their inability to map the entire set of required Workflow
Patterns (see Section 2.2.5). With respect to Workflow Perspectives (see Section 2.2.4),
it explicitly supports control flow, data flow, and the operational perspective [SPB05].
Analogous to BPMN, YAWL can be translated to other Process Definition Languages.
Figure 2.16 shows the symbols used by YAWL.
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Figure 2.16: Graphical Constructs of YAWL. [vdAH03]
2.2.4 Workflow Perspectives
Workflow processes can be viewed from various different perspectives that each em-
phasize different integral parts of a workflow [vdAH03, vdAHKB03]. Van der Aalst
and van Hee [vdAvH02] distinguish between the four general perspectives control-
flow, data-flow, resource, and operational:
◦ The control-flow specifies the activities or tasks that have to be accomplished, as
well as their sequential order. This is achieved by the specification of different
constructors that allow control and monitoring of the flow execution, for in-
stance, linear sequence or parallel execution. Here, single activities are regarded
as atomic work units, so-called work items.
◦ The data-flow integrates the business and processing data into the control-flow
perspective. These business and processing data include documents and other
entities that are transfered between activities and participants, as well as local
workflow variables which determine the pre- and post-conditions associated to
certain activities.
◦ The resource perspective concerns the human and technological participants of
a workflow instance. Here, an organizational structure anchor is provided for the
workflow which defines human and device roles that execute the process.
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◦ The operational perspective defines the granulated steps that are performed be-
tween activities, at which the steps map into underlying applications. By means
of specific interfaces that define the connection between activities and applica-
tions, references to workflow data are passed as incoming and outgoing infor-
mation. Hence, a manipulation of data within applications is possible.
2.2.5 Workflow Patterns
In the course of workflow process analysis, especially with respect to the specific re-
quirements for Process Definition Languages, different so-called Workflow Patterns
have been identified and determined. They describe the modular operational elements
of a workflow and, in form of a pool of patterns, define the process behaviors. Work-
flow patterns describe processes in an imperative style expression, independently from
specific Process Definition Languages [vdAHKB03].
Figure 2.17: The twenty most relevant workflow patterns. [vdAH03]
Van der Aalst and Hofstede exemplify the twenty most relevant workflow patterns
[vdAH03]. These patterns are categorized into six classes (see Figure 2.17):
1. Basic Control Flow Patterns are regarded as the basic constructs of a flow of
activities. They enable the modeling of sequential, parallel, and conditional ex-
ecution.
2. Advanced Branching and Synchronization Patterns go beyond the basic patterns
and provide sophisticated types of splitting and joining flows.
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3. Structural Patterns allow a more freely structuring of activity flows, compared
to rigid block structures provided by programming languages.
4. Patterns involving Multiple Instances allow the multiple instantiation of work-
flow parts at the same time.
5. State-Based Patterns focus on the states of activities and further events. In doing
so, essential behaviors and process stages such as milestones can be realized.
6. Cancellation Patterns implement occurrences that require an interruption of the
running workflow, or even the cancellation of the whole case.
Figure 2.18: Excerption of Basic Control Flow Patterns (cf. [WFM99]).
For the purpose of illustration, the basic control flow patterns are presented in the
following, exemplifying concrete situations within multimedia annotation processes.
◦ Sequence. Sequential or serial routing is given when an activity within a work-
flow process is subsequently invoked or enabled after the termination of the pre-
vious activity. For instance, the activity “categorize image cutouts” is executed
after the completion of “execute image segmentation”.
◦ Parallel Split. Also considered as AND-Split or parallel routing (see Figure
2.18), this behavior divides a single thread into multiple threads of control that
can be executed in parallel manner. Hence, suchlike parallelized activities can
be processed simultaneously. For example, this is the case when “detect shots”
and “detect faces” are triggered after selecting a video file.
◦ Synchronization. In the scope of synchronization, previously parallely executed
sub-processes are brought together into a single thread. The precondition for this
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is that all incoming branches have been executed only once (for the other case,
further patterns are applied). A synonym term for synchronization is AND-
Join (see Figure 2.18). AND-Joins are required when detected faces need to be
assigned to detected video shots .
◦ Exclusive Choice. This is a point in the process where depending on a condition
or decision, one of several alternative threads is followed. One example for
such kind of conditional routing is when, according to the media format of a
document selected for further processing, multiple tools can be invoked that each
are applicable to a delimited number of (or only one) media type(s).
◦ Simple Merge. In a simple merge, two or more alternative branches are brought
together that have not previously been executed parallely, so that the joining ac-
tivity is performed asynchronously. For the case of parallel execution, the Multi-
merge and Discriminator patterns are defined. Asynchronous merging is allowed
if, for instance, segmentation approaches have been applied to two media objects
of different formats such as video scene detection and image segmentation. In
this case, an equivalent following activity (such as segment categorization) does
not expect a synchronous continuation, since a merging of the metadata gener-
ated for each media object is not required.
The illustrated examples of multimedia annotation sub-processes show that Workflow
Patterns are to be regarded as one relevant aspect with respect to visualization and
execution of annotation processes. This is also the case for Workflow Perspectives,
since a separated consideration of the component invocation and the transfered data is
required. Thus, Workflow Perspectives (as well as Workflow Patterns) are employed
in this thesis (see Chapter 6). In fact, a large amount of pattern-related research has
been done, resulting in the determination of various differing Workflow Patterns that
are applied to varying business process cases [vdAH03]. A detailed elucidation of the
main Workflow Patterns is provided by van der Aalst et al. [vdAHKB03].
2.3 Summary and Conclusions
In this chapter, fundamentals of the main topics of this thesis - Digital Multimedia An-
notation and Workflow Management - have been introduced. First, a general overview
has been provided that refers to the meaning of the annotation term, from a general
viewpoint of personal additional information to more global purposes of information
sharing. In that context, it has been indicated that annotation not only has to be re-
garded as (digital) entity, but may also describe the process of adding new information.
Furthermore, the transition from paper-based annotation to computer-aided informa-
tion addition has been exemplified, elucidating the different functions, application pur-
poses, and participating user roles of annotation systems.
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The succeeding sections pointed to the diversity of recent annotation systems with re-
spect to multiple application areas as well as different forms and appearances of anno-
tations that are established by means of current technical solutions. There, the role of
annotations employed in the Web, Digital Libraries, Database Management, Informa-
tion Retrieval, Media Content Analysis, and Augmented Reality has been emphasized.
Additionally, a classification of annotation forms has been presented that distinguishes
between annotations as metadata, content, hyperspace elements, and dialog acts. As a
result, these sections confirm the assumptions which substantiate the described prob-
lem definition and challenge of this work. It is clarified that, due to the versatility
of modern annotation systems that support multiple types of annotation formats and
functionalities, the clarity of user interfaces is decimated, which has a negative impact
on learnability and usability of such systems.
Next, the influence of multimedia formats on annotation of digital data has been
demonstrated. Initially, a simplified division of media formats into the two general
classes continuous and discrete media has been presented. In that scope, three differ-
ent definitions of multimedia(-systems) have been introduced that each emphasize the
reciprocity of continuous and discrete media, the human-system interaction aspect, as
well as the synchronization of different interrelated media objects. These definitions
served as basis for the explanation of two relevant aspects of multimedia annotation.
First, anchoring is described as the process of defining specific areas upon the media
objects that determine the validity of additional information with respect to time and
space they reference. Synchronization means the interpretation of relations between
media objects and annotations (which can be also media objects themselves) that are
defined by specified validity areas. Particularly, it has been pointed out that anchoring
and synchronization are important aspects in this thesis, since structural and organi-
zational information is determined that is transfered between subsequent tasks (and
tools/services) within an annotation workflow.
The last two sections of the first part explore the role of annotations in collaborative
working settings and eLearning scenarios. In doing so, it is presumed that collabora-
tive annotation-aided learning has been a significant application area for the conducted
research work, with respect to the empirical study and the implementation of the con-
cepts as well. In this context, different levels of collaboration - communication, col-
laborative interpretation (reading), and co-authoring (writing) - have been pointed out,
illustrating the way in which annotations support each of these activity fields. In the
scope of computer-supported learning, theories and assumptions referring to the ben-
efits of annotations in general have been distinguished, such as memorization, clarifi-
cation, or acquisition of physical skills. Furthermore, the presentation of two relevant
theories - Paivio’s Dual Code Theory and Mayer’s Cognitive Model of Multimedia
Learning - elucidated how (annotated) multimedia objects support learning, consid-
ering different cognitive systems of human reception that are activated by differing
forms of media. Additionally, it is shown that annotation systems are able to attend
different types of learners with respect to various learning styles. Finally, in the scope
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of collaborative learning settings, the fostering of learning-by-design or project-based
learning is emphasized in the sense of constructive learning activities. To summarize,
these two sections reveal that collaborative learning can doubtlessly be regarded as one
relevant application area of digital multimedia annotation. Hence, a foundation of this
research work on that specific application domain is justified and revealed.
The second part of this chapter aimed at constituting a uniform terminology for the
terms used in this thesis which are primarily related to the area of Workflow Man-
agement. Definitions of the significant items Business Process, Workflow and Work-
flow Management (WfM), Workflow Management System (WfMS), Process Defini-
tion, Activity, and Workflow Participant have been presented.
In the further course of this chapter, WfMSs and Process Definition standards have
been introduced at a theoretical level, presenting the fundamental characteristics, rel-
evant examples, as well as general classifications related to these both domains. The
presentation of WfMSs serves as basis for the analysis of requirements that addresses
the general design of process-driven systems derived in Section 6.1. Additionally,
these requirements are associated to standards of process definition approaches which,
in turn, also form the groundwork for a formal specification of annotation processes
manifested in Section 6.2.
According to the latter point, it has also been illustrated that workflows might be
viewed from different perspectives that have an impact on the specification of a pro-
cess. These include the workflow control and the operational perspective with respect
to the execution of processes and more granulated sub-activities, the data that is trans-
fered between different workflow steps and tools, as well as the resource perspective
that includes the human and technological participants of a workflow process. Finally,
different basic Workflow Patterns have been introduced that determine the behavior of
a process within granulated sub-steps. It has been pointed out that such patterns have
to be considered within the conceptional results presented in this thesis, especially in
the scope of the visualization and (semi-)automated execution of annotation processes.
While this chapter, especially the first part, provided a comprehensive and general
overview for the domain of digital multimedia annotation, the next chapter will deepen
this general understanding by exemplifying different classes of features and function-




This chapter presents an analysis of multimedia annotation systems with respect to
provided features. The general aim is to derive incorporated tools, functionalities, or
approaches that can be assigned to tasks and activities performed by users of annotation
systems. Second, types of data are acquired that originate as a result of system features,
and can be defined as input and output data for phases of an entire multi-step annotation
process.
The underlying methodology for the identification of system features is described in
Section 3.1, and is followed by the exemplification of the examined applications and
their detected features in Section 3.2. In Section 3.3, the incorporated systems are
compared by contrasting and subsuming the essential functionalities according to dif-
ferent feature classes. Finally, conclusions that particularly regard the scope of this
thesis are derived in the last part of this chapter.
3.1 Methodological Approach for the Identifica-
tion of System Features
This section elucidates the methodology applied to obtain specific annotation-related
features which are compared and subsumed in Section 3.3.
In order to choose the applications considered in the analysis, a preliminary investiga-
tion was performed which included more than eighty annotation systems. A selection
of adequate tools is to be regarded as a significant factor, since this thesis addresses
various forms of multimedia annotation. Thus, a particular priority was given to the
consideration of different types of systems with respect to the supported media for-
mats as well as application domain and purposes. According to these points, a general
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classification was developed including the following categories of annotation systems:
Open Standards, Digital Document Annotation, Web Annotation, Text Annotation, Im-
age Annotation, Audio Annotation, Video Annotation, 3D-Model Annotation, Social
Annotation, Semantic Annotation, Content Analysis, and Audio and Video Transcrip-
tion. The entire pool of pre-examined annotation tools and the association to different
classes is listed in Appendix A. With regard to the division of systems into different
categories, it must be clear that classification overlaps are not taken into consideration.
In the next step, ten applications were selected for detailed investigation which rep-
resent different categories of annotation systems. These include A.nnotate, ATLAS.ti,
AnnoCryst, ELAN, EVA, EXMARaLDA, MADCOW, M-OntoMat-Annotizer, Music An-
notator, and Vannotea. Selection criteria were the level of distribution (for research
prototypes, whether they are used at all), referencing in research papers, and the range
and relevance of provided features. In order to work out features and functionalities of
these systems, annotation runs were conducted using the respective software, and/or
instruction manuals and online tutorials were surveyed.
After detecting all relevant features for one application, tasks or activities were de-
rived by determining purposes and goals for the application of the respective features.
In doing so, a process-related category system was inductively developed. That is,
categories which represent different tasks or activities were directly derived from the
material by means of generalization, at which the set of categories was modified after
each examination run (cf. [BD06]).
According to different types of tasks or workflow phases, the presentation of identi-
fied features (next section) and the subsequently conducted comparison (Section 3.3)
are based on the categories System Configuration, Area Selection, Information Attach-
ment, Search and Exploration, Import and Export, Process Assistance, and Collabo-
ration. The first five categories represent general phases of the annotation workflow
at a sufficient level of abstraction. As central topics of this thesis, Process Assistance
and Collaboration basically relate to features which can be assigned to the support of
(collaborative) annotation workflows.
3.2 Multimedia Annotation Systems
In this section, the results of the extraction of annotation-related features is presented
for each incorporated system. First, a brief introduction is given including the recital of
supported media formats. Second, the relevant elements of the graphical user interface
are illustrated. That followed, identified features are explained according to the derived
process-related categories.
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3.2.1 A.nnotate
A.nnotate is a web service that allows users to upload, annotate, and share digital doc-
uments such as PDF, Microsoft Word, or image copies of websites [Anna]. In its early
stage, it was developed by Textensor Limited in the course of a project funded by the
Scottish Government. The first resulting prototype Notate is described in [CH07], at
which the main focus was semantic web authoring. Since 2008, the company dis-
tributes a standalone versions as well as a specific API that allows web application
developers to enrich CMSs (Content Management System) with annotation function-
alities. For instance, shelf modules are offered for Moodle [Moo]. According to the
product website, the services are exploited by different types of customers such as
researchers, students, designers, web developers, or learning organizations [Anna].
After logging in, a user can immediately upload a desired document which, for sharing
purposes, is stored on a central server. The supported file formats are PDF, Microsoft
Office files such as XLS, PPT, DOC, DOCX, etc., images in PNG, JPG, and GIF, as
well as the open document standard ODF. Additionally, a snapshot tool is provided
that allows user to create a copy of a web page and store it as image.
Figure 3.1: The document annotation and sharing service A.nnotate. [Anna]
As Figure 3.1 implies, the graphical user interface is divided into five sections. In the
upper center area (1), specific icons are placed by which users can switch between
different views of the system. The Home view gives general information about the ac-
tivities a user (with its specific account) has performed. The Document page represents
all documents that are treated by the user account and provides several functionalities
for search and manipulation. Analogously, all annotations generated by the user are
62 Feature-oriented Analysis of Multimedia Annotation Systems
represented and managed in the Notes view. Account-specific customization is pro-
vided in the Account page. Top right, configuration options for the user interface, the
main tools of the service, as well as a simple search form are provided (2). Beneath
this is a toolbar that enables activities on the document level (3). Among these are
zooming, create new annotation (for the entire document), share, and publish. (4) is
a bar element that allows navigation between the pages comprised in the open docu-
ment. Furthermore, the visualization of annotations can be (de-)activated. The main
work area (5) represents the document and its integrated annotations, as well as the
main annotation tool as pop up window.
System Configuration. The most relevant configuration options concern the visual
appearance of the user interface elements. For instance, besides of defining the color,
annotations can be displayed in three ways: (i) next to the specific document area an
annotation refers to, (ii) on the right-hand margin in form of a list, and (iii) as footnotes
at the bottom. Furthermore, several default document properties can be set such as the
status of new generated annotations (private or shared), or specific policies for other
users, for instance, if they are allowed to change the status of annotations, create tags,
or to comment.
Area Selection. Besides of the entire document, A.nnotate also distinguishes between
contained text and image areas as selectable fields for connecting annotations. Text
areas can be marked either by clicking on a single word, or by dragging the cursor
upon a certain passage, paragraph, etc. The visual appearance of the mark can be
customized subsequently. Here, available options are highlight (like a highlighter pen),
insert (text is underlined), striketrough, or hyperlink (text is underlined blue). Areas
of images are selected by creating bounding boxes that enclose the area of interest (by
means of mouse dragging). Alternatively, a single element can be selected by clicking.
After selection of an image field, the area is highlighted, and an arrow is created that is
linked to a subsequently opened dialog window. In addition to that, a website specified
through the snapshot tool can be annotated directly after uploading.
Information Attachment. After selecting an area of interest, the annotation dialog
is displayed. For any kind of selected content, the most relevant types of potential
additional information are free-text comments and one or more tags. With respect
to the tagging facilities, a user is able to either enter new keywords, or select some
from a set of predefined tags. Moreover, annotations may also comprise the following
information: (i) a subject or title, (ii) author (account name), (iii) creation date, (iv)
related document page, (v) the status (private, shared, feedback), or (vi) a URL. The
annotation dialog also provides options for subsequent editing of annotations, as well
as for creating a new replying annotation.
Search and Exploration. A string-based search feature is provided. Here, users can
search for documents or annotations, based on attached meta information. In the case
of annotations, contained text as well as assigned tags are matched. By means of two
specific buttons placed next to the respective input field, navigation between different
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objects resulting from a search query is enabled. A further related option provided on
the main workspace is document page navigation. At the Home and the Notes view,
documents and annotations belonging to the current user account can be explored.
Here, the representation of objects can be customized (folders, list, thumbnails, num-
ber of displayed elements). Displayed annotations can be sorted according to proper-
ties such as creation date, tags, or related document. In addition to that, the represen-
tation can be filtered with regard to the type of annotation, for instance, selecting only
annotations on text or tagged entities .
Import and Export. For printing or email forwarding purposes, documents can be
exported to PDF files, including the document content and its annotations (according
to the chosen annotation display form). Furthermore, annotations of one document can
be saved as CSV (Comma Separated Values) file.
Collaboration. Any uploaded document can directly be shared with other service
users. For this purpose, reviewers are invited via email. These users are allowed to
attach their comments and tags on a read-only copy of the document. Furthermore,
discussions around one document or selections of it can be conducted. By means of
the reply button on the top of the annotation dialog, new comments can be inserted
that refer to the initial text. Similar to traditional web discussion boards, replying
contributions are attached beneath its parent annotation.
3.2.2 ATLAS.ti
ATLAS.ti is a commercial annotation system that is applied for the analysis of text, au-
dio, and video documents, especially in the scope of investigational working settings.
The focus lies on qualitative analysis and is based on grounded theory, and the primary
purpose is to perform analytical, interpretative, and governing work. Accordingly, AT-
LAS.ti provides features for data management, extraction, analysis, comparison, and
aggregation of gathered data. Nevertheless, it has to be regarded as an instrument for
qualitative research in general. Potential application areas are psychology, criminol-
ogy, text linguistics, literature, medicine, etc. The initial development started in the
scope of an interdisciplinary research project named ATLAS at the Technical Univer-
sity of Berlin, Germany. A commercial distribution is followed up from 1993 on by
ATLAS.ti Scientific Software Development GmbH [Atl].
ATLAS.ti supports a wide range of media and file formats. Among these are Plain
Text (Unicode, Double Byte Character Sets, with restrictions DOC and HTML), Rich
Text (including hyperlinks and embedded objects, e.g., XLS, PPT, images, videos), and
Images (JPEG, BMP, and TIFF). Audio and video files can also be annotated. Here,
supported formats depend on the installation of a Windows Media Control Interface1
(since the application runs only on Windows systems). The latest version, ATLAS.ti
1Windows MCI is an interface to control abstract multimedia devices and resources. For more
information see http://support.microsoft.com/kb/142731.
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Figure 3.2: Graphical User Interface of ATLAS.ti. [Atl]
v6, is enabled to process PDF documents and geological data. For this purpose, a
GoogleEarth [Goo] plug-in is integrated.
The most important elements of the main workspace are the Object Drop-Down Lists
(1), the Primary Document Pane (2), the Margin Area (3), and the Primary Document
Toolbar (4) (see Figure 3.2). Four drop-down lists represent the main entities of an
ATLAS.ti project: documents, segments (selected areas), categories that arise from
a specific vocabulary, and so-called memos (short private comments). The Primary
Document Pane displays the selected documents to be annotated. Within the right-
hand Margin Area, annotated categories, memos, and hyperlinks are visualized. Ad-
ditionally, specific brackets indicate for the position with respect to related document
segments. The Document Toolbar provides the relevant annotation functionalities.
System Configuration. General properties concerning system configuration and user
interface appearance, e.g., size and position of windows or font size and color, can
be adjusted in the General Preferences dialog. Additionally, user management is pro-
vided by means of a specific user database. Each user is assigned to one account by an
administrator. But, no explicit management of rights and policies is realized (permis-
sion assignment is realized for each document by its initial author). Besides of user
management, also data source management is provided.
Area Selection. Depending on the media format of the current document, different
forms of areas of interest can be selected. Selection mostly happens manually with
one exception: by means of the Auto Coding tool, text can be segmented into words,
phrases, etc. In the other cases, selections are either created in the Quotation Manager,
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or drawn by means of mouse dragging. That is, a character, word, sentence, paragraph,
or the entire file can be marked. Inside graphic documents, rectangular bounding boxes
are drawn. For continuous media formats, points in time as well as time intervals can
be defined. Finally, snapshots of the current state of the GoogleEarth plug-in can be
defined that are treated as new media document.
Information Attachment. Multiple types of additional information can be localized.
These include Relations that can be placed between different documents and different
segments, as well as Codes (categorical item from a vocabulary). Further annotation
types are Memos as short private contributions, and Comments as free-entered text
for description, interpretation, and reflection purposes. Comments may be attached
to entire documents, segments, and also relations. Here, segments can be assigned to
more than one comment. Categorization of segments can be performed in different
ways from the Main Menu, the Vertical Bar, the Code Manager, or simply open a
menu by right-clicking. Usually, a segment is associated with categories by dragging
them from a specific list into the marked area. In textual documents, it is also possible
to define selected text as category.
Search and Exploration. In the so-called Object Explorer, all elements of the current
project are visualized in an hierarchical view. Within the Code Manager, categories
of the used vocabulary are represented. If a category is selected, related segments are
displayed including their context within the associated media document. This list can
be sorted and filtered according to specific properties. In this context, users are en-
abled to define own filters by phrasing new search expressions. Categories, segments,
comments, and memos are also visualized in the Margin Area. There, the informa-
tion structure can be modified through Drag&Drop interactions. Moreover, the Family
Manager tool allows clustering and grouping of documents, categories, and memos, at
which so-called Families are established. Multiple search functionalities are provided.
Besides of traditional keyword-based or string search, also pattern matching and cate-
gorization search has been implemented. By means of the Query Tool, more complex
searches can be performed that are based on combinations of categories. In general,
search queries address media documents, segments, categories, memos, families, and
relations. Lists of search query results can also be filtered.
Import and Export. Three file formats can be exported. HTML is used to generate
summaries of the annotated data of a project. As one standard file format, XML can
be interpreted by a large amount of applications. Thus, storing annotations in XML is
supposed to foster cross-platform interoperability. Furthermore, SPSS is exported in
order to continuously process annotated data by means of statistical software.
Process Assistance. Multiple media objects can be defined as “document-to-annotate”
within one single ATLAS.ti project. Thus, a certain workload may be defined. In ad-
dition to that, one automatic approach is integrated that releases manual human effort.
The Auto Coding tool finds relevant text passages, selects a specific set of text, and
assigns these passages to categories that have been previously marked.
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Collaboration. For information sharing purposes, ATLAS.ti can be installed at a cen-
tral server application that is connected to multiple clients. Then, documents can be
stored in an accessible shared directory on the common network. As mentioned above,
no explicit access and rights management is provided by the system. But, the initial
author of a document is able to assign specific policies. Any document and its includ-
ing objects obtain information about the (currently logged-in) account name, creation
date, and creation time.
3.2.3 AnnoCryst
As visualization of scientific knowledge, 3D crystallographic structures are exploited
in various disciplines such as organic chemistry (biomolecular protein modeling, DNA
visualization, etc.) or inorganic chemistry (design of functional nano-materials, etc.)
[HHK07]. AnnoCryst is an open source system that allows annotation of several types
of crystallographic structure formats, especially focusing collaborative work in elec-
tronic research [Cry]. It is a product of the AA1 workpackage at the DART project, a
collaboration between the University of Queensland, Monash University and James
Cook University, funded by the Australian Commonwealth Department of Educa-
tion, Science and Training. AnnoCryst is based on the Annotea framework - a web-
based annotation server developed in the scope of the W3C Semantic Web initiative
[Annb] - and extends it with annotation functionalities for 3D crystallographic models
[HHK07]. AnnoCryst supports the following crystallographic structure file formats:
CIF, PDB, XYZ, and MOL.
AnnoCryst comprises several annotation-related tools as shown in Figure 3.3. A gen-
eral toolbar (1) provides the most relevant tools of the system. An integrated Annotea
Sidebar (2) [Anna] enables searching and browsing within the generated set of pri-
vate and shared annotations. The representation and manipulation of the annotated
3D-Models is enabled by one or two JMOL2 components (3). By means of the Re-
sources Explorer (4), 3D-Models can be retrieved from external resources. Not shown
in Figure 3.3 are the Annotation Dialog tool for annotation generation, the Annotation
Graph, a graph-based visualization tool for annotations and connected replies, and the
Semantic Search tool that enables tag-based queries on external resources.
System Configuration. Taking up the annotation concept provided by Annotea, the
system enables metadata association by means of different vocabularies and annota-
tion schemes. As the most striking configuration-related feature, vocabularies can be
imported, created, and edited within the AnnoCryst environment.
Area Selection. Selection of areas-to-reference is based on the graphical structural
components of a 3D-Model, for example, a represented molecule. For this purpose,
the respective element has to be clicked.
2JMOL is an open source viewer for crystallographic models. For more information see
http://jmol.sourceforge.net
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Figure 3.3: Crystallographic 3D-Model Annotation with AnnoCryst. [Cry]
Information Attachment. Once a graphical sub-element has been selected, the An-
notation Dialog tool can be invoked, which enables entering of annotation metadata
and body content. Annotation metadata refer to its specific type such as Comment,
SeeAlso, Question, Explanation, Advice, Semantic Annotation, etc. Additionally, poli-
cies can be defined that determine access rights in the context of collaborative work.
The annotation body can be represented by different forms of information. First, this
may be a free-text, by which also discourse is possible if the annotation refers to an al-
ready existing annotation. Second, hyperlinks to external web resources can be entered
as an URI, as well as a path of a locally stored file (image, audio, video, pdf, or a fur-
ther crystallographic model). Furthermore, semantic annotation is enabled through the
association of semantic information that can be gathered from an available ontology.
Finally, tagging is allowed by means of a selected scheme, vocabulary, or ontology.
Here, annotations can be connected to academic resources and websites provided by
the tag-based web services Connotea3 and Delicious (see Section 2.1.2).
Search and Exploration. In the initial phase of annotation, the Resources Explorer
is used in order to search and retrieve 3D-Models from online databases (e.g., ICSW
or PDB) or local institutional repositories (Fedora or DSpace). The loaded 3D-Model
can be viewed in the integrated JMOL viewer, at which the representation can be ma-
nipulated by rotate, pan, and zoom interactions. Annotated areas are color-marked. In
3 Connotea is a web reference management service for clinicians and scientists. For more informa-
tion see http://www.connotea.org.
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the so-called two-model layout, two different views of the same object are obtained.
With respect to annotations, search and navigation features are provided by the An-
notea Sidebar. Here, a hierarchical visualization of annotations is presented. Further-
more, annotation metadata as well as body content is showed for a selected annota-
tion. Within the body panel, potentially contained multimedia files are also displayed.
The annotation visualization provides filtering facilities based on specific attributes.
In addition to that, the sidebar allows string-based search that is based on annotation
metadata and body information as well. Based on free categorization pre-conducted
through tagging, the Semantic Search Dialog allows SPARQL queries on external re-
sources such as the user’s work station or academic resources. As an alternative to the
Annotea Sidebar, sets of specific annotation types can be viewed by additional tools.
For instance, tags can be presented by a so-called Tag Cloud. Furthermore, in the
scope of team discourse, the Annotation Graph represents all relations between linked
annotations.
Collaboration. Asynchronous communication is enabled by the possibility of an-
notate on existing annotations (both textual). Thus, a discussion around the given
3D-Models is established. For this purpose, other authors are explicitly invited. The
configuration of respective policies determines the access on “first author” annota-
tions. This also applies to annotation attachment in general, which can be conducted
by several team members in both synchronous and asynchronous collaborative work.
In doing so, the features provided by the connected Annotea application are exploited.
In the context of asynchronous collaboration, RSS Feeds are used in order to send
notifications to authorized authors when changes have occurred on the shared data set.
3.2.4 ELAN
Developed at the Max Planck Institute for Psycholinguistics of Nijmegen, The Nether-
lands, ELAN (EUDICO Linguistic Annotator) is a linguistic annotation tool that was
designed in order to provide a sound technological basis for creation, editing, visual-
ization and retrieval of audio and video recordings [SW08, WBR+06]. In its initial
phase, the support of speech and gesture research was emphasized. Up to now, ELAN
has evolved to a system for the annotation, analysis, and documentation of multime-
dia data sets, for example in the domains of language, gesture, or sign language. The
latter case has been enhanced in the EU project ECHO (European Cultural Heritage
Online), in which data from different signed languages were collected, annotated, and
published [BR04]. Depending on the underlying media framework installed on the ac-
tual operating system (DirectX, Quicktime, or JMF), ELAN supports different video
and audio file formats.
As illustrated in Figure 3.4, the workspace consists of five main panels. The Video
Viewer (1) is able to display up to four video files at the same time, for instance,
to present different views of the same scene. To the right, a specific tab navigator
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Figure 3.4: ELAN (EUDICO Linguistic Annotation). [LAT]
panel (2) shows meta information as well as the content of given annotations on the
one hand, and on the other hand control elements for the recently active video viewer
are provided. A timeline-based component (3) presents the frequency of annotations
with respect to the playback-time. The waveform diagram of a (separate) audio track
is visualized in the Waveform Viewer (4). The waveform is synchronized with the
Timeline Viewer (5). Here, different layers of annotations and their values are showed
with regard to their appearance in the playback-time.
System Configuration. The layout for the user interface and its elements is widely
customizable. For instance, this applies to the color coding of annotations, the size
and position of panels and viewers, the selection of displayed viewers, or the resolu-
tion for time-dependent visualizations. With respect to the used annotation scheme
and methods explained below (which are also customizable), the annotation language
can be determined. Moreover, the system allows import and export of preferences as
templates.
Area Selection. In general, ELAN works on the basis of time intervals. As these can
be specified on the level of milliseconds, points in time are supported implicitly. Time-
based selection may be performed in different ways and from different panels. On the
Timeline and Waveform viewers, areas are defined through Drag&Drop. Alternatively,
the start and end time of an interval is specified by keystroke. On the Video Viewer, it is
possible to click on the display area, and the boundaries of selections can be modified
subsequently. When generating a new selection, three alternative modes can be chosen
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which determine whether existing selections are potentially overwritten or shifted. In
addition to that, also annotations can be selected and referenced.
Information Attachment. ELAN realizes a specific structural annotation concept.
First, tiers can be defined that are represented as layers in the Timeline Viewer and can
be regarded as category of annotations. Accordingly, tiers comprise sets of annotations
that share the same properties. In this context, two types of tiers are provided: indepen-
dent tiers that comprise annotations connected to a selected time interval and referring
tiers that contain annotations associated to annotations of other tiers. Attached anno-
tations are free-text or terms according to a predefined vocabulary. Information can
be attached in different ways, for example by clicking on the timeline, by means of
a specific edit dialog, or using fixed key shortcuts. A further type of annotations are
links that can be set between multiple media files. For instance, the same situation
recorded by different cameras can be interconnected.
Search and Exploration. Multiple access points are provided for content and addi-
tional information. Time intervals can be selected on the Go-To window or by shifting
a red Crosshair Line. Furthermore, users are allowed to “jump” step-by-step through
a document, for instance, switching between the time borders of a selection, or from
annotation to annotation. Moreover, different views of annotated data are provided by
the top right view, enabling navigation and editing of tiers, time selections, and annota-
tions. This panel additionally comprises multiple control elements in order to playback
and navigate through active media files. Several search alternatives are implemented.
A text search component permits queries on the recent project, at which a search his-
tory as well as query storage and export of search results is provided. In addition to
that, more detailed and structured search through multiple projects is featured by the
substring, single layer, and multiple layer tools.
Import and Export. The interoperability with familiar applications is specially fo-
cused, so that a large list of file formats of annotation data can be imported and ex-
ported as well. Among these are Shoebox/Toolbox files, Transcriber files, Chat files,
Praat files, Tab-delimited Text files, TigerXML files, or traditional transcript files (cf.
Appendix A).
Process Assistance. First of all, multiple media files can be opened at the same time,
so that completeness of annotation is fostered. Furthermore, activities of area selection
and information addition can be conducted by means of keyboard shortcuts. Selec-
tion can be automatized by creating series of successive selections that have the same
length. Additional automatization is provided by the Audio Recognizer tool which
analyzes the audio track with respect to silent passages. Recognized silence is auto-
matically defined as selection area and annotated with the value “silence” by default.
Further selection support is given by the possibility of creating a new area at the end
point of an existing selection by means of double-clicking. Moreover, explorative pro-
cesses are fostered by several forms a step-by-step navigation.
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Collaboration. Collaboration on a simple level is facilitated through merging tran-
scription files that derive from different resources. More comprehensive, ELAN can
be connected to Peer-to-Peer networks, allowing a user (acting as administrator or
chair) to create an annotation session. Here, participating users need to register via
email account or an assigned id. In the process, the administrator makes the required
media files available which can be either downloaded or streamed by the other session
members. In that scope, the session chair is allowed to assign sets of annotation layers
to different users. Then users work on their local copies and publish the results to their
co-annotators which, in turn, can accept or deny changes. The focus is on synchronous
work. Accordingly, a chat tool assists to real time communication, at which viewers
can propose changes before committing. For the same purposes, one user at the same
time is allowed to point on the respective area, for instance, selecting an existing time
interval or an annotation, or setting a point or area mark upon the video display.
3.2.5 EVA
EVA (Efficient Video Annotation System) has been developed at the IBM Research
Intelligent Information Management Department [IBM]. It is a server-based web ap-
plication that fosters distributed collaborative annotation of semantic concepts in large
collections of images and pre-segmented videos [VSN05]. A main focus of design was
the improvement of usability aspects as a consequence of a conducted analysis on the
former product VideoAnnEx, which provided a set of automatic approaches but failed
with regard to operational aspects. In general, EVA aims at simplifying and acceler-
ating the annotation process without increasing organizational effort, reducing errors
such as incompleteness of annotation, and enabling sufficient configuration options in
order to support different user preferences and annotation styles [VSN05]. In addition
to that, collaborative work is supported by facilitating distribution of workload and
inter-annotator analysis. EVA supports video and image file formats depending on the
installed media framework.
On the main area of the user interface (see Figure 3.5 (1)), a customizable number of
thumbnails is provided that represent either images or video shots. The thumbnails
are presented in several pages, which can be accessed page by page through specific
navigation elements (2). Left-hand, a list of available categories is provided (3). Each
category can be assigned to one of four labels that are provided by respective buttons
(5). A progress bar (4) indicates for the work state with respect to a preselected amount
of media objects that have to be annotated.
System Configuration. Besides general user account management, EVA comprises
several customization options with regard to annotation and manipulation of data rep-
resentation. Among others, the number and size of displayed thumbnails per page, as
well as their organization in columns may be configured. Furthermore, the vocabulary
used during annotation and a set of media files can be defined.
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Figure 3.5: The IBM EVA Annotation System. [IBM]
Area Selection. With respect to video content, pre-segmented files are processed that
have been computed into video shots and stored in MPEG-7 format 4. Hence, no
explicit selection is scheduled, since either entire images or video keyframes (repre-
senting a shot) are annotated. Instead, more than one file can be selected at the same
time to be equally annotated.
Information Attachment. The basic additional information are terms that derive from
a small controlled vocabulary of thirty-nine words. These terms are in accordance
with visual concepts (rather than temporal or aural) that are contained by the selected
images or frames. In addition to that, an annotated concept can be marked up with one
of four labels at each object, giving the annotation additional assessment: (i) positive:
file contains the concept definitely, (ii) negative: file does not contain the concept, (iii)
ignore: semantics of file is vague, and (iv) skip: file remains currently not marked up.
Besides of traditional manual annotation, also keystrokes can be defined in order to
support labeling.
Search and Exploration. The navigation-related features are limited to page-by-page
and thumbnail-by-thumbnail navigation by means of a virtual cursor. In the case of
collaborative task distribution, a personalized view is provided that accords to the
assigned workload, that is, user obtain access only to enabled sets of data. Search
functionalities could not be identified.
4In the use case reported by Volkmer et al. [VSN05], shot detection was performed by the Fraunhofer
Heinrich Hertz Institute in Berlin, and MPEG-7 encoding at the Dublin City University
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Process Assistance. EVA users are not only allowed to operate the application by
means of mouse. The process also can be entirely controlled by keyboard. In the
course of annotation activities, a virtual cursor can be used in order to navigate between
thumbnails. Labels can be assigned only using one keystroke. Additionally, once a
label has been attached by keyboard, the cursor automatically advances to the next
thumbnail. Depending on a specific previously assigned workload, a progress bar
visualizes the annotation progress (in percent) for a given concept. Moreover, the
entire progress is illustrated in the start page. In the so-called bulk-mode, entire sets
of images and shots, a whole page, multiple pages, etc., can be labeled equally at the
same time.
Collaboration. As the most striking feature with regard to collaboration, users with
administrative rights are allowed to distribute tasks or workloads (sets of data) to in-
dividual users. Furthermore, they may also shift work between different users during
the running process. Hence, the collaborative annotation processes can be regulated.
Since EVA is a server-based system, the system and its comprised data can be accessed
through a web browser. In doing so, the physical distribution of large collections of
content and annotations are resided on server-sided databases.
3.2.6 EXMARaLDA
EXMARaLDA (Extensible Markup Language for Discourse Annotation) integrates and
manages different standardized file formats, concepts, and tools for the transcription
and annotation discourse, as well as for the generation, analysis, and evaluation of
spoken language content [Exm]. EXMARaLDA is being implemented at the Collab-
orative Research Center on Multilingualism at the University of Hamburg, Germany
[Sch09]. The primary goal is to develop a common framework that enables sharing,
exchange, reuse, and archiving of heterogeneous multilingual data between different
projects of the center. However, the single products are made freely available for non-
members of the research center. A provided data model is time-based and at the same
time resembles common data models used by systems such as AGTK, Praat, ELAN,
TASX, or ANVIL (see Appendix A) in order to foster cross-platform interoperability.
With the same objective, XML is used as storage file format, and characters are en-
coded in Unicode. The framework is able to process audio and video file formats that
are either supported by the JMF, DirectShow, or Quicktime.
The most important integrated EXMARaLDA tools are the Partitur Editor (adding
transcriptions in musical notation, synchronization between transcription files and dig-
italized media files, segmentation of transcriptions into linguistic segments, see Figure
3.6), the Corpus Manager (pooling transcriptions into common entities, addition and
retrieval of metadata on transcription corpora), and EXAKT (search and retrieval within
a corpus, contextualized views of query results). In the following, the operational work
with the main component Partitur Editor will be illustrated.
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Figure 3.6: The EXMARaLDA Partitur Editor and Audio/Video Panel. [Exm]
Within the EXMARaLDA workspace, the Partitur window (1) represents different
layers which contain transcriptions (annotations) assigned to time intervals. In the
middle area (2), controls for the opened record as well as selection and annotation tools
are provided. The so-called Oscillogram View (3) presents a timeline and a waveform
visualization of an audio track. It is only active if the transcription is connected to an
audio or video record. Otherwise, the waveform diagram is not displayed. Outside
from the Partitur Editor, the Audio/Video Panel (4) comprises additional features for
representation and control of media files.
System Configuration. In the Preferences Dialog, user-defined configurations can
be performed that refer to the visual layout and presentation of the environment or
properties for the annotation process. Among these are font appearance, loading of
style sheets, preferred segmentation algorithm, annotation language, used media play-
ers and frameworks, presentation of annotation for printing purposes, or tools that are
displayed or hidden on the user interface. With respect to the user interface layout and
presentation, size, position, and color can be customized for respective elements. In
addition to that, vocabularies or sets of categories can be created and edited, which are
presented in the Annotation Panel during the process.
Area Selection. In general, time-based spaces can be selected as areas-to-annotate on
the Partitur, Timeline, and Oscillogram views. The latter provides different options
for selection creation and editing such as click and drag for initial creation, click and
mouse wheel for length (duration) modification, or shift selection boundaries through
keyboard shortcuts. Time areas may also be merged and splitted. Additionally, selec-
tion boundaries can be manually entered as time-based data within both the Navigation
and Event dialog boxes. The Partitur View allows setting of time-based marks that are
assigned to a point in the audio or video playback-time. In this context, either an image
of a video frame can be created, or a specific segment of the audio track is extracted by
means of the Snippet tool. Realtime selection, that is, defining start and end times dur-
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ing playback, is enabled by using the “space” key. Here, also a fixed maximal length
of time intervals can previously be defined. EXMARaLDA supports the integration of
automatic segmentation algorithms that are applied on the annotation timeline. But the
results are not presented in the user interface, they are only used in the context of other
applications.
Information Attachment. The general annotation concept includes events that are
related to time-based selections within the playback-time of audio or video content.
These selections can be assigned to images, audio files or videos by inserting an URL
or path referring to the local file system. Events are represented in the Partitur View.
These entities are synchronized with the audio or video track. Furthermore, a selec-
tion can be categorized by terms that derive from one or more specific schemes which
have to be regarded as systems of hierarchically interlaced categories. Categories are
assigned by selection on the respective item provided by the Annotation Panel. Events
are transcribed by entering free-text. In addition to that, special characters according
to the International Phonetic Alphabet can be inserted. On a higher level that refers to
the entire document, general information can be attached such as project name, tran-
scription name (which serves as title of exported HTML and RTF files), convention,
referenced file, or comment. Moreover, layers on the Partitur may be described by
the properties (i) speaker, (ii) type (transcription, description, annotations, link), (iii)
category (free classification similar to tagging), and (iv) display (layer name). Finally,
points of interest can be stored by defining bookmarks on the Timeline or Oscillogram
View.
Search and Exploration. The waveform of an audio or video track can be explored
on the Oscillogram View by means of pan and zoom. Here, a step-by-step navigation
through the existing time selections is enabled. Navigation and control of the track
is also featured by the Audio/Video Panel, at which a specific cursor is synchronously
shifted on the Partitur View. For visual clearness purposes, layers on the Partitur View
can be sorted and filtered according to specific properties. EXMARaLDA provides
text-based search in events, i.e., in any annotated free-text. In the process, the property
search area determines which layers have to be examined. A sequential navigation
through search results is permitted by the find next functionality that is applied on the
resulting list. In addition to that features, a specific integrated search tool, EXAKT,
provides more detailed querying possibilities.
Import and Export. In general, file formats delivered by different familiar applica-
tions can be imported and interpreted. Among these tools are TASX, Annotation Graph,
ELAN, FOLKER, and Praat (see Appendix A). Accordingly, respective annotation file
formats also can be exported. With regard to file export, all annotated data is managed
and stored in a XML format, so that data uniformity is guaranteed. In addition to that,
EXMARaLDA supports export of RTF, HTML, TXT, and combined HTML and SWF
(HTML and Flash Player for media display). Finally, results from search queries can
be exported as text file. Information in any generated formats can be printed out.
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Process Assistance. Features that provide rudimentary process support have been
identified. First, keyboard shortcuts can be exploited in order to work with time inter-
vals. That applies to selection, annotation, and navigation activities as well. Second,
step-by-step navigation through time selections is provided in the Oscillogram View,
what may assist to the information addition process.
3.2.7 MADCOW
An application that is frequently referenced in relevant research literature is MAD-
COW, developed at the University of Rome “La Sapienza”, Italy from 2002 on. In
its first version, MADCOW has been applied in the field of Digital Libries [AF08b].
Later, especially the commercial MADCOW Lite version has been developed for the
annotation of Web documents [BCL+04, BLL+06]. In general, MADCOW supports
the generation, manipulation, interlinking, and retrieval of multimedia annotations on
digital documents such as websites (in the DL-context also text, image, video, etc.). In
addition to that, collaboration is supported in order to establish a network of decision-
based documents. For this purpose, a client-server architecture is provided at which
HTTP-servers are responsible for a centralized storage of annotations. Annotated doc-
uments are any kind of web pages containing multimedia including text, images, audio,
and video objects (but just text and images at the Lite version).
Figure 3.7: The MADCOW Toolbox and Image Annotation Dialog. [Mad]
The MADCOW user interface is located as plug-in toolbar within a web browser5 (see
Figure 3.7 (1)). As such, the toolbar consists of a menu comprising configuration
and personalization functions, as well as four function buttons that feature annotation
generation, insertion of a link to an external resource, marker-like highlighting of an-
notations, and - in conjunction with a respective input field - search on the document.
5MADCOW is applicable to Microsoft Internet Explorer and Mozilla Firefox.
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Area Selection. In general, content provided within a document is selected by simple
user interactions such as click and drag to mark a text passage, or clicking of an em-
bedded object. Embedded media objects can optionally be farther segmented. For this
purpose, media-specific tools are invoked after selecting an embedded object. The im-
ages tool (see Figure 3.7 (2)) provides features to superimpose lines or shapes (circle,
rectangle, polygon) in order to highlight the part of interest. A video-specific tool (not
supported by the Lite version) enables users to determine start and endpoints of time
intervals referring to the video playback-time.
Information Attachment. A MADCOW annotation contains two main components.
First, metadata is assigned such as the annotation type, author, creation or modification
date, location, URL, or public/private visibility. With regard to the type of an annota-
tion, the different values explanation, comment, question, solution, and summary are
pre-defined. The second component of an annotation is its content. This is a HTML
coded document and is not only restricted to text (written by the user), but may also
contain links to other multimedia objects such as text, images, audio files, or videos.
These multimedia documents can also be annotated in turn.
Search and Exploration. Once a document is loaded in the web browser, placeholders
that indicate for the location of annotations are displayed upon the document. There-
fore, the system searches for existing annotations within connected servers. Different
icons stand for different types of annotations. When selecting an icon, the annota-
tion object is opened in a separate web browser window. For presentation filtering
purposes, the menu on the MADCOW toolbar offers options in order to show or hide
annotations, or to show only own annotations. A textual search is realized through an
input field and a respective button. in the process, also public annotations are exam-
ined that have been integrated by other users. Query results are listed in a new web
browser window.
Collaboration. MADCOW is implemented as client-server-architecture. While the
client is a plug-in for standard web browser applications, the server(s) can be regarded
as repositories of annotations to which clients can log-in. All annotations stored in the
servers are public, i.e., they build the basis for a shared collection of information. As
already described, media objects that serve as content within an annotation can in turn
be annotated. In doing so, a rudimentary form of discussion around web documents
may be established.
3.2.8 M-OntoMat-Annotizer
Developed inside the aceMedia project, M-Ontomat-Annotizer is a system that repre-
sents a combination of the original OntoMat-Annotizer application and a specific plug-
in named VDE (Visual Description Extractor) [Mon]. As a reference implementation
of the CREAM framework [HSM01], the basic system Ontomat-Annotizer supports
generation and maintainance of ontology-based OWL-annotations on textual docu-
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ments. M-Ontomat-Annotizer (as VDE plug-in) extends the former application by
allowing annotation on image and video files [BPS+05]. Here, the main focus lies on
the aggregation of MPEG-7 visual features extracted from the media files with seman-
tic concepts provided by a (RDF(S)) domain ontology [PAS+06]. In doing so, visual
descriptors can be expressed in a machine-understandable format [ATP+05]. Besides
of Text and HTML, M-OntoMat-Annotizer is able to process video (MPEG, MPG,
AVI, MOV) as well as image files (GIF, JPG, JPEG, TIFF, TIF, PNG).
Figure 3.8: Semantic multimedia annotation with M-Ontomat-Annotizer. [Mon]
When the VDE plugin is active, the M-OntoMat-Annotizer user interface can be di-
vided into three relevant components (see Figure 3.8). The Ontology Browser (1) is a
standard component of OntoMat-Annotizer and is responsible for the visualization of
a loaded ontology in hierarchical form, including the ontology’s structure, instances,
and semantic relations. Images or representative frames of videos are displayed in the
Visual Description Extractor Panel (2). Here, also potential selections of parts of the
media files are visualized, and generated annotations are listed. Furthermore, visual
descriptors that have to be extracted are provided. On the bottom left side, the Video
Player (3) is displayed if a video file has been opened. Here, control elements are
provided, and a video frame can be selected through the Grab Frame button in order
to be displayed as image in the VDE panel (1).
System Configuration. The Ontomat Options dialog allows customization of general
options such as the used host and port in order to communicate with a connected server
application. Moreover, a directory can be chosen for the storage of ontologies that
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are accessed by the Ontology Browser. Optionally, an assistant tool can be activated.
By means of the Manage Tools dialog, different integrable plug-ins are managed, for
instance, the VDE plug-in which is especially concerned in this section.
Area Selection. In general, images or single video frames (in fact also images) can
be selected as areas to be annotated. As mentioned above, video frames are generated
by means of the Grab Frame functionality provided by the Video Player component.
In addition to that, internal areas of images may be marked, which can be performed
manually or by applying an automatic feature. Manual selection is supported by the
graphic drawing tools rectangle, ellipse, and scribble shapes. By default, an image or
frame is automatically segmented into recognized regions when it is loaded. Users can
then select single regions, but are also allowed to merge two or more areas by means
of the Magic Wand tool. Finally, users need to select the ontology concepts which are
assigned to media objects or areas and extracted descriptors as concept instance.
Information Attachment. Once the user has selected the required media area and se-
mantic concept, the system conducts an automatic extraction of all previously indicated
visual features. Visual features accord to the core MPEG-7 descriptors [Sik01] and
are taken from a specific Visual Descriptor Ontology that is provided by the applica-
tion. After extraction, the gathered visual descriptors are linked with the automatically
created instances of the selected domain concepts. Hence, different types of informa-
tion are generated: semantic information in form of concept instances, and descriptive
metadata as visual features. Attributes and values assigned to concept instances can
also be edited in the Ontology Browser.
Search and Exploration. With regard to search, no respective functionalities has been
detected. The major part of navigation features are adopted in the Ontology Browser.
Here, the structural information of a loaded ontology is presented in the Class panel.
Concept instances are visualized in the Individuals panel, and their semantic relations
are provided in the Object Properties area.
Import and Export. M-OntoMat-Annotizer is able to import and export ontologies
as RDF(S) ontology files. In the case of export, merely domain instances and assigned
visual descriptors are included, while the original ontology remains unmodified. Ad-
ditionally, reports of the automatic extraction process can be generated, which are
displayed in a separate window in textual format.
Process Assistance. Two essential automatic approaches are provided that release
human effort at relevant parts of the annotation process: automatic segmentation of
images or video frames into shape areas, and extraction of visual features according to
core MPEG-7 descriptors.
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3.2.9 Music Annotator
Music Annotator is a GPL (GNU General Public License) scientific tool for the anal-
ysis and annotation of musical data, developed at the Musical Technology Group at
Universitat Pompeu Fabra of Barcelona, Spain [AAG06, Cla]. Here, the main objec-
tives are to visualize, examine, verify, and modify information extracted from audio
tracks. Among this information are low-level features, note segmentation, chords, or
track structure. Furthermore, it permits manual annotation as training data or ground
truth with regard to the applied extraction algorithms. Music Annotator is part of the
so-called CLAM framework which enables a flexible system extension by integrating
additional extraction algorithms. Interoperability is also fostered by storing and man-
aging all data in XML format. Music Annotator accepts OGG, MP3, WAV, and AIFF
audio file formats.
Figure 3.9: User Interface of CLAM Music Annotator. [Cla]
The graphical user interface of Music Annotator is subdivided as follows (see Figure
3.9). The top panel (1) is responsible for the visualization of numerical values that are
extracted from the chords of a music track. The respective set of referred attributes is
represented in the right-hand panel (2). Beneath, the waveform of the opened track is
visualized (3). Upon the waveform, detected chord segments are highlighted. To the
right, attributes and attached annotations referring to these chord segments are listed
(4). The next panel named Tonnetz View (5) presents hexagons that represent sounding
pitches. Here, hexagon size and color intensity indicate for the relevance of the related
chord within the entire music track. On the bottom panel named Keyspace View, the
instant tonality that matches with the major and minor chords is displayed.
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System Configuration. By means of the Project Properties panel, basic project pa-
rameters and visual properties for the graphical user interface can be customized. Ad-
ditionally, so-called description schemes can be specified and edited. A description
scheme is a file that describes the working attributes of the project. It comprises all
descriptors that are going to be loaded. Furthermore, a command can be inserted that
is used to invoke a specific extraction tool.
Area Selection. After opening an audio file, chords along the waveform are defined
as segments of the track. These are visualized in forms of color-marked wire frames.
Chords refer to time segments (intervals) or time marks, i.e., they represent notes,
break points, chord regions, or structural song parts. Since potential faults have to
be expected regarding the automatic extraction, segments and marks may be subse-
quently edited. Here, users can move and resize the graphical representatives by means
of Drag&Drop, and are also enabled to insert new elements by means of a specific
keystroke-mouse interaction.
Information Attachment. First of all, the entire song track can be enriched with spe-
cific textual and numerical Song Descriptors such as artist, title, genre, danceability,
key, mode, dynamic complexity, or bpm (beats per minute). After the automatic chord
extraction, further descriptors are assigned to the resulting chord segments (which also
can be modified later on). Annotated descriptors refer to the specified description
scheme and can be classified as low-level and high-level descriptors. A description
scheme contains two kinds of information: attributes and scopes. Attributes are value
holders and obtain a specific validity that is limited to a given scope. For instance, the
attribute “pitch” is valid within the scope “note”. By means of the Aggregation Extrac-
tor Tool, identified descriptors of different extractors can be combined. In addition to
that, it is possible to include multiple extractors such as a low-level spectral descrip-
tor extractor, a ID36 descriptor extractor, or a chord extractor that extracts segments
labeled with chords.
Search and Exploration. In general, navigation is enabled at multiple levels accord-
ing to the different panels of the application. These levels can be divided into general
song descriptors and song-subset descriptors. On the latter level, annotations (descrip-
tors) can be explored for each selected visual element, e.g., for single chord segments
of the waveform view. Regarding search queries on the given data set, no respective
functionalities have been identified.
Import and Export. Music Annotator stores and manages any data in a XML-based
format. In this way, interoperability and the orientation on established standards is
guaranteed. Thus, the system generates interpretable files that can be connected to
external applications or databases.
Process Assistance. The annotation process is assisted by the integration and potential
combination of several automatic tools for track segmentation and descriptor extrac-
6ID3 is a specific metadata format for MP3 tracks. For more information see http://www.id3.org/.
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tion, which replace human effort at specific points. Additionally, basic keystrokes are
defined, e.g., for manual segment creation purposes.
Collaboration. A teamwork-based annotation of larger music track collections is en-
abled by the employment of a connected BOCA framework (Backbone of Collective
Annotations). Additionally, a BOCA client is integrated. Within a BOCA server, a set
of songs that are to be processed as well as tasks can be specified such as “insert bpm”,
“insert ID3 descriptors”, etc. These specifications are presented in forms of a to-do
list. By performing queries to web services, the included BOCA client reads that list
out and automatically creates a Music Annotator project. All modifications conducted
by the individual user are sent back to the framework, and the respective item of the
to-do list is marked as “accomplished”.
3.2.10 Vannotea
Like AnnoCryst (see Section 3.2.3), a further reference implementation of Annotea
[Annb] is Vannotea, developed at the Distributed Systems Technology Centre of the
University of Queensland, Australia [UoQI]. The system allows collaborative groups
to annotate, analyze and perform discourse around images, video, audio, and - in junc-
tion with AnnoCryst - 3D models [SHG+06]. In particular, teams of trusted colleagues
within research or academic environments are addressed. Collaboration is aimed to be
supported in two ways. By means of one or more Annotea servers, annotations and
contents that result from asynchronous teamwork can be shared and centrally stored.
Second, synchronous communication, event-logging, and application sharing is en-
abled by an integrated Jabber-Client. Vannotea supports annotation of the following
media and file formats: HTML, images (JPEG2000), a majority of video and audio for-
mats depending on the running media platform, as well as 3D-Models (accompanied
by AnnoCryst).
As pictured in Figure 3.10, the main components of the Vannotea workspace are an
Embedded Web Browser (1), Embedded Media Players (2), an Annotea Sidebar (3),
as well as a panel that offers different visualization and communication options (4).
By means of the Embedded Web Browser, access is granted to existing audio-visual
archives that can be explored through common search and navigation services. One
or more Embedded Media Players display annotated media documents of different
supported formats. The Annotea Sidebar is the central element referring to search and
exploration of the set of generated annotations. The lower part of the user interface
includes an Annotea Timeline, Jabber Client, Jabber Chat, and a Record & Replay
tool.
System Configuration. Among others, relevant customization options are the selec-
tion of one or more content providers from which the integrated media documents are
gathered. Further on, access control policies can be specified by users that are regarded
as “first author” of a collaboratively annotated set of media.
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Figure 3.10: Multimedia Annotation with Vannotea. [UoQI]
Area Selection. For any kind of supported continuous media, time intervals can be
defined by means of common mouse interactions. This can be done either on the
respective media player or on the timeline view. In addition to temporal selection of
areas of interest, Vannotea provides drawing tools by which graphical objects can be
inserted on top of media. This option is used in the context of real-time collaboration
and communication, at which co-annotators are allowed to point on or highlight parts
of the media they are referring to. Drawings are stored as SVG file (Scalable Vector
Graphic).
Information Attachment. Different kinds of additional information may be attached
to selection areas. These include terms that are derived from (i) controlled vocabular-
ies, (ii) free-text comments such as personal remarks, interpretations, or questions, as
well as (iii) links and paths that point to external web resources or files in the local file
system. Suchlike referenced files can be images, video or audio recordings, PDF files,
etc. As it is the case with AnnoCryst (since both environments are based on the com-
mon assisting framework Annotea), each annotation may be additionally categorized
by attaching metadata such as author, date of creation, which resource it annotates,
context within the resource (for instance, as XPointer7 to a HTML paragraph), or the
annotation type. The latter may be specified as Comment, SeeAlso, Question, Expla-
nation, Advice, etc.
7XPointer is a W3C standard query language that supports addressing of parts of an XML document.
For more information see http://www.w3.org/TR/xptr-framework/
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Search and Exploration. The integrated Annotea Sidebar serves as central unit in
order to manage, explore, and conduct queries within the given data set. In forms of
a tree view, own and other users’ annotations and their content are visualized in hier-
archical structure. From here, also new annotations can be created as well as removed
and modified. The viewer also provides text-based search functionalities in order to
find annotations, at which a search query is applied on users (names), media selections,
annotation metadata and content, as well as childOf and replyTo relations. Search re-
sults are displayed in a specific list that presents segments (media selections) from
different media objects which refer to the quested annotation. Another access point to
the given information space is provided by the Annotea Timeline.
Collaboration. In general, collaboration is supported by means of a connected An-
notea server that is employed in order to store and manage all data generated or mod-
ified in the course of annotation processes. Asynchronous communication is realized
by means of the facilities of replying to existing annotations which are offered by the
integrated Annotea Sidebar. On the other side, also synchronous collaboration and
communication can be established. Here, other users are invited to an annotation ses-
sion by a “first author”, who is allowed to determine specific access policies that are
assigned to the respective content. As already described, users are allowed to highlight
parts of the content using graphical drawing tools, in order to point on the content she
or he is recently referring to. Hence, browsing, discussion, and annotation can be con-
ducted in real-time collaboration. Besides of the features provided by the Jabber Chat,
synchronous communication is supported by video and audio conferencing facilities
that are offered by the integrated Jabber Client. Moreover, the Record & Replay tool
enables users to replay a collaborative session on the Timeline at a later time, at what
activities of participating users are tracked and stored as event logs during a session.
3.3 Comparison and Subsumption of identified
Features
In the previous sections annotation-related features of different digital media annota-
tion systems were identified and assigned to inductively developed categories. Here,
the categories System Configuration, Area Selection, Information Attachment, Search
and Exploration, Import and Export relate to sub-processes of annotation, and Pro-
cess Support and Collaboration consider functionalities provided in order to support
annotation workflows and collaborative work. In the following, the exemplified appli-
cations will be compared by contrasting and subsuming detected features according to
the introduced process-related categories.
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3.3.1 System Configuration
With respect to application configuration, Table 3.1 reveals that two classes of adminis-
trative features have been identified: customization and management of users and data






































1. Customization and management of
users and data
± • • ± • − − − − •
2. Customization and storage of general
settings
• • ± • • • • • • •
• Explicitly supported.
− Not or insufficiently supported.
± Implicitly supported or limited to single features.
Table 3.1: Configuration Features of Multimedia Annotation Systems.
(1.) The first item includes an account-based management of users that are stored in
specific user databases, as it is provided by ATLAS.ti. Relations between users and the
processed data are described by the definition of account-related access rights. Exam-
ples are comprehensive rights management (AnnoCryst, Vannotea) and assignment of
contents to single users as so-called workload (EVA). Concerning resources of handled
data, AnnoCryst and Vannotea allow the indication of data providers of which media
sources are obtained. In the same context, ATLAS.ti realizes data source management.
Furthermore, annotation schemes such as vocabularies, descriptions schemes, and cat-
egorization systems (ELAN, EVA, EXMARaLDA, Music Annotator), or more struc-
tured semantics and ontologies (AnnoCryst, M-OntoMat-Annotizer, Vannotea) can be
selected. In some cases, these schemes also can be edited within the environment.
(2.) The second field refers to general application settings and may include system
and document properties, as well as visual configuration of the graphical user inter-
face. Among system and document properties are management of integrated tools, for
instance, plug-in management and connection to servers (M-OntoMat-Annotizer), or
selection of available media players (EXMARaLDA) or extraction tools (Music An-
notator). A.nnotate and ATLAS.ti allow the specification of document properties, e.g.,
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whether it is private or shared. Further system properties can be the annotation lan-
guage or method (ELAN), or customizations for data export (EXMARaLDA). User in-
terface configurations refer on the visual representation of data and interface elements.
For example, the size or color scheme of annotations may be defined (A.nnotate,
ATLAS.ti, ELAN), or, it can be specified whether annotations are shown or hidden
(MADCOW). This point is also applicable to user interface components such as win-
dows or panels, specifying their size, color, position (ELAN, Music Annotator), or the
number of displayed elements of a specific type (EVA).
3.3.2 Area Selection
Several functionalities have been identified with respect to area selection, that is, parts
of a document that are specified as regions that can be annotated. Different types of





































1. Entire document as content container • • − ± − • − • ? ?
2. Separated or embedded media object • • − • • • • • ? ?
3. Multiple media objects − ± − − • − − − − −
4. Spatial region within media object • • − − − • • − • •
5. Temporal region within media object − • • ± • − ± • − •
6. Spatio-temporal region within media
object
− − − − − − ± − − ±
7. Multiple types of areas-to-annotate
(segments)
• • − − − − • • ± •
8. Multiple ways of selecting areas-to-
annotate
• • − • ± • • • ± •
• Explicitly supported.
− Not or insufficiently supported.
± Implicitly supported or limited to single features.
?: Information not available.
Table 3.2: Area Selection Features of Multimedia Annotation Systems.
(1.) First, annotations may be attached on the entire document level. This is featured
by the majority of the systems, for instance, A.nnotate supports the selection of shared
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DOC or PDF files. By means of screenshot or snapshot features, images of web pages
(A.nnotate) or GoogleEarth excerpts (ATLAS.ti) can be generated and defined as areas
of interest.
(2.) Media objects, either separately or embedded within a document, can also be
selected, mostly through mouse click (A.nnotate, EVA, M-OntoMat-Annotizer).
(3.) Also multiple media objects, e.g., contained in one single media document, can be
selected and annotated in simultaneous manner. For instance, EVA allows selecting of
thumbnails for equal annotation.
(4.) Going further, also parts within a media object such as spatial regions may be
marked. Drawing tools can be employed in order define graphical forms, e.g., to
highlight regions within images or single video frames (MADCOW, M-OntoMat-
Annotizer) that can be stored in a graphics format such as SVG (Vannotea). Both
A.nnotate and ATLAS.ti enable users to mark text passages as sequence of characters,
or to draw bounding boxes upon a document. By means of XPointers, paragraphs
can be addressed within an XML document or an HTML file (Vannotea). AnnoCryst
supports the selection of objects that are part of a 3D-Model.
(5.) In the case of continuous media such as audio or video, temporal areas may be
specified. Here, time intervals or points are supported by ATLAS.ti, Music Annota-
tor, ELAN, EXMARaLDA, and Vannotea. Additionally, spatial information can be
combined with temporal selections forming spatio-temporal areas.
(6.) Implicitly, definition of spatial regions on single video frames, combined with a
point in time (M-OntoMat-Annotizer) or a time interval (Vannotea) is supported. That
is, so-called spatio-temporal areas can be specified.
(7.) Concluding, Table 3.2 shows that five of the examined systems explicitly support
multiple types of selection areas (see 1. to 6.). One application implicitly does on a
rudimentary level (Music Annotator).
(8.) There are also different ways of selecting annotation parts. The most frequent
interactions are Drag&Drop, which are featured by all systems. Here, activities are
fostered such as text marking, drawing boxes and graphical objects, define time in-
tervals, or select more than one media object. Another form, single mouse clicking,
can be conducted either upon the referred media object (AnnoCryst, EVA) or on a
button, e.g., in order to define the boundaries of a time interval (MADCOW). Inter-
val boundaries may also be defined by entering values in a respective input field, as
it is realized by ATLAS.ti and EXMARaLDA. Furthermore, specific keyboard oper-
ations are means of inserting time-based segments (ELAN, Music Annotator), or to
define start and endpoints of a time interval (EXMARaLDA). As the only system, EX-
MARaLDA allows real-time selection, i.e., the specification of time interval bound-
aries during an audio or video track is playing. Besides of these forms of manual area
selection, suchlike activities are assisted by the application of automatic approaches.
Music Annotator provides tools that automatically segment an audio waveform. Also
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EXMARaLDA supports audio segmentation, whereas this data is only exported and
not used during the annotation process. M-OntoMat-Annotizer conducts an automatic
region segmentation on images and video frames. As illustrated in Table 3.2, nine of
the ten annotation systems offer more than one feature in order to perform selection.
3.3.3 Information Attachment
Information Attachment refers to features that are provided in order to insert or con-
nect additional information to the original media content. The essential aspects are





































1. Specification of low/ high level meta-
data
• • • • • • • • • •
2. Entering free-text • • • • − • • − • •
3. Assignment of (multimedia) content • ± • − − • • − − •
4. Creation of hyperlinks, relations, or
networks
− • ± • − • ± − − ±
5. Multiple types of attached data • • • • ± • • • • •
6. Multiple ways of data assignment − • ± • − • − − • ±
• Explicitly supported.
− Not or insufficiently supported.
± Implicitly supported or limited to single features.
Table 3.3: Information-attachment Features of Multimedia Annotation Systems.
(1.) It has been detected that all analyzed tools provide the annotation of metadata of
low or high level. Low-level metadata includes textual descriptive data such as color
(M-OntoMat-Annotizer), or numerical descriptions like beats per minute (Music An-
notator). Low-level metadata can also be tags (freely defined categorical terms), pro-
vided by A.nnotate and AnnoCryst. In this context, terms of descriptive and categorical
metadata can be obtained from predefined schemes such as (controlled) vocabularies
or category systems (ATALS.ti, ELAN, EVA, Music Annotator). Classification on a
higher level is enabled by semantic annotation, that is, terms or concepts that derive
from a semantic structure or ontology (AnnoCryst, M-Ontomat-Annotizer). Another
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form of metadata is information that is attached to an annotation, giving additional
description as metametadata. These may include type, author, title, creation or mod-
ification date, location, or context, and are supported by AnnoCryst, EVA, ELAN,
EXMARaLDA, MADCOW, and Vannotea.
(2.) Eight of ten investigated applications allow free-entering of text that can be ex-
ploited in order to phrase comments, questions, interpretations, or opinions. EXMAR-
aLDA also supports the addition of special characters that arise from the International
Phonetic Alphabet. Furthermore, when annotation on annotations are enabled, tex-
tual free-text is to be regarded as fundamental prerequisite of collaborative discourse
(A.nnotate, AnnoCryst, ELAN, MADCOW, Vannotea).
(3.) Not only textual or numerical metadata, but also multimedia content of several
types can be annotated, mostly by means of inserting a link to a web resource or a
path within the local file system (A.nnotate, AnnoCryst, EXMARaLDA, MADCOW,
Vannotea). Here, an unlimited number of different media file formats are conceivable.
(4.) Linking is also means of creating relations between elements of an annotation
project such as media files, selection areas, or annotations themselves. For instance,
related features are provided by ATLAS.ti, ELAN, and EXMARaLDA.
(5.) Table 3.3 demonstrates that all annotation systems support multiple types of anno-
tated data, either as low-level or high-level metadata, textual or multimedia content, or
as relations.
(6.) Six out of ten systems provide more than one method for data assignment. Con-
sequently, not only the provision of different types of annotation can be adhered, but
also different ways of generating and attaching additional information.
3.3.4 Search and Exploration
Search and Exploration functionalities are applied in order to support users during
information seeking, navigation and browsing within the entire data set which includes
media files, annotations, other users, and external resources. The different asprects
related to Search and Exploration activities are summarized in Table 3.4.
(1.) As illustrated in Table 3.4, one of fundamental activities of exploration is search-
ing. With respect to search queries in order to find elements of an annotation project,
the most basic feature is keyword or text-based search, at which entire documents
or sets of annotated data can be examined (A.nnotate, ATLAS.ti, AnnoCryst, ELAN,
EXMARaLDA, MADCOW, Vannotea).
(2.) Advanced search options are provided. These include pattern matching, category
search, or combinations-based search of annotations (ATLAS.ti), semantic SPARQL
queries (AnnoCryst), specification of areas that searches apply to (EXMARaLDA), or
the supply of search histories, query storage, or export of search results (ELAN).





































1. Search functionalities (e.g., keyword-
search)
• • • • − • • − ? •
2. Advanced search options − • • • − • − − ? •
3. Search and retrieval from different re-
sources
− − • • − ± • − ± •
4. Multiple forms of wayfinding • • • • • • − − • •
5. Creation of groups and hierarchies • • • • • • − ± − •
6. Bookmarking, storage of outstanding
content
± − − − − • − − − −
• Explicitly supported.
− Not or insufficiently supported.
± Implicitly supported or limited to single features.
?: Information not available.
Table 3.4: Search and Exploration Features of Multimedia Annotation Systems.
(3.) Not only the data contained in one project, but also external resources may be
involved in queries. Thus, AnnoCryst allows seeking for 3D-Models in scientific
databases, or semantic SPARQL queries on external resources. Vannotea grants ac-
cess to multimedia web resources. In a less global manner, ELAN supports search
queries on multiple project files.
(4.) Indeed, all systems provide possibilities to explore the data set by navigation.
Here, eight applications offer more than one method for wayfinding. For example,
ATLAS.ti, ELAN, Music Annotator, and Vannotea include different access points
from various windows or panels. Among these representations are simple lists, tree-
visualizations, and timelines. Upon documents, MADCOW displays icons that rep-
resent annotated content. Step-by-step navigation through media, selections, pages,
etc., is provided by ELAN, EVA, and EXMARaLDA. Further forms of structured data
representation are tag clouds and graph-based visualizations (AnnoCryst). Another
level of exploration is constituted by manipulation, filtering, and sorting, which can be
applied to media files and annotations as well. Media files such videos or audio tracks
can be navigated through various control elements (ATLAS.ti, EVA, EXMARaLDA,
MADCOW, Music Annotator, M-OntoMat-Annotizer, Vannotea) or audio waveforms
through pan and zoom (EXMARaLDA), and also 3D-Models may be explored by the
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application of rotation, pan, and zoom facilities (AnnoCryst). AnnoCryst and ELAN
allow observation and exploration of annotated media objects from different views
by realizing multiple displays. For representation manipulation purposes, ALTLAS.ti
provides filtering (also definition of own expressions) and element shifting through
Drag&Drop. A.nnotate allows user to choose between different ways of displaying
documents and annotated content.
(5.) Manipulation of the data representation is also means of creating groups and hi-
erarchies. A majority of the analyzed systems provide structural representation and
organization of information in order to restructure information according to specific
relations. ATLAS.ti, AnnoCryst, and Vannotea display annotated information in hier-
archies. Grouping and Clustering is supported by ATLAS.ti (tiers and families) ELAN
(layers), and EXMARaLDA (layers).
(6.) As the only system, EXMARaLDA offers bookmarking of parts within a media
object (here, audio track). Thus, contents that previously have been defined to be of
special interest can easily be accessed and navigated afterwards.
3.3.5 Import and Export
Data import and export is an instrument to ensure cross-platform interoperability and
uniformity of processed data. For this purpose, several formats have been identified
that can be transfered to or from external applications or services (see Table 3.5). The
most significant features have been identified in the field of audio processing and tran-
scription, which is assisted by ATLAS.ti, ELAN, and EXMARaLDA. Here, file for-
mats of annotated data from familiar applications can be imported and exported as
well. Among these applications are, to name but a few, CHAT, Praat, Shoebox, or
TASX (cf. appendix A).
(1.) In order to work with classification schemes, different levels of descriptive meta-
data can be imported as templates, e.g., controlled vocabularies (ELAN) or RDF on-
tologies (AnnoCryst, M-OntoMat-Annotizer, Vannotea). Also results from certain
parts of previously conducted annotation processes may be integrated. EVA imports
pre-segmented video (detected shots) that are coded as MPEG-7 files.
(2.) Diverse export formats and results have been localized. These include PDF files
(A.nnotate), HTML and XML (ATLAS.ti, ELAN, EXMARaLDA, Music Annotator),
SMIL (ELAN) , or RDF(S) (M-OntoMat-Annotizer). Also text-based formats are ex-
ported, for instance, CSV Comma Separated Values (A.nnotate), Tab-delimited text
(ELAN), or RTF rich text (EXMARaLDA).
(3.) Another area of data export is the generation of summaries or reports. In this
context, ELAN supports extraction of specific video parts, and printing of annotations
within one single document. The latter is also featured by EXMARaLDA, which also
exports HTML with an embedded Flash Player in order to present annotations and the





































1. Import of externally annotated data − • • • • • − • − −
2. Export to standardized file formats • • − • ? • − • • −
3. Generation of reports and summaries ± ± − • − ± − ± − −
• Explicitly supported.
− Not or insufficiently supported.
± Implicitly supported or limited to single features.
?: Information not available.
Table 3.5: Import and Export Features of Multimedia Annotation Systems.
related media in one common file. In textual format, M-OntoMat-Annotizer generates
reports about the data resulting from the automatic extraction of visual descriptors.
3.3.6 Process Support
The least represented field of system features is process support. However, a considera-
tion of this category helps to detect how the process has been supported by multimedia
annotation systems up to now. As illustrated in Table 3.6, early stage functionalities
have been localized.
(1.) Only offered by EVA, monitoring of the process state is a means of, for example,
checking if all tasks or all files previously defined to be processed are finished. Here,
a so-called workload can previously be defined.
(2.) The most frequent feature concerns the use of keyboard strokes or shortcuts in
order to accelerate selection and information attachment processes as well. This is
explicitly supported by ELAN, EVA, and EXMARaLDA.
(3.) Another functionality is sequencing of successive steps, that is, automatically start-
ing an activity or displaying a tool after a previous activity has been accomplished.
Within the set of analyzed systems, suchlike features are supported only on a rudimen-
tary level, for instance, an annotation dialog is displayed after selecting an area.
(4.) Finally, the annotation process can be fostered by allowing real-time annotation,
i.e., performing activities during media-playback. EXMARaLDA enables users to de-
fine start and endpoints of time intervals while a video or audio file is playing.





































1. Monitoring of process state − − − − • − − − − −
2. Use of keyboard strokes or shortcuts − ± ? • • • − − ± ?
3. Sequencing of successive steps ± − − ± ± − − ± − −
4. Real-time annotation during media
display
− − − − − ± − − − −
5. Simultaneous processing of multiple
media documents
− • − • • − ± − − −
6. Integration of automatic approaches − ± − ± ± ± − • • −
• Explicitly supported.
− Not or insufficiently supported.
± Implicitly supported or limited to single features.
?: Information not available.
Table 3.6: Process-support Features of Multimedia Annotation Systems.
(5.) In addition to that, the possibility of processing multiple documents at the same
time seems to be useful, since completeness can be assisted if larger sets of media
objects need to be annotated (ATLAS.ti, ELAN, EVA).
(6.) Time-consuming manual annotation can be countered by the application of au-
tomatic processes. In this context, Music Annotator supports automatic audio wave-
form segmentation and extraction of low-level features such as ID3 descriptors. M-
OntoMat-Annotizer provides tools that automatically segment image regions, and ex-
tract previously selected MPEG-7 visual descriptors.
3.3.7 Collaboration
As illustrated in Table 3.7, the general collaboration-related functionalities refer to
facilities of task distribution, communication, content sharing on different levels, and
awareness of teamwork.
(1.) Two forms of task distribution have been localized. EVA allows the assignment
of media files to individual users and workload shifting during runtime. Server-based,
Music Annotator puts to-do lists at users’ disposal, at which individual users may
download and undertake tasks and send modifications back to the server application.





































1. Account-based task and range assign-
ment
− ± ± ± • − − − • ±
2. Communication and Discussion • − • • − − • − − •
3. Content Sharing • ± • • • − • − − •
4. Centralized data storage and access • ± • − • − • − • •
5. Modifications on the same data ± − • − • − • − • •
6. Collaborative Awareness − ± • • ± − − − ± •
• Explicitly supported.
− Not or insufficiently supported.
± Implicitly supported or limited to single features.
Table 3.7: Collaboration Features of Multimedia Annotation Systems.
(2.) Communication is supported in two different ways. Asynchronous communication
is realized by allowing users to reply on existing annotations, mostly in textual form
(A.nnotate, AnnoCryst, MADCOW, Vannotea). Not only text, but also further media
formats can be used as replying annotations, for instance, comments recorded on video
(MADCOW). In the scope of synchronous communication, chat tools are frequently
applied (AnnoCryst, ELAN, Vannotea). Additionally, Vannotea also provides video
and audio conferencing components.
(3.) Content sharing regards the general access to public content, which includes me-
dia documents and annotations as well. Sharing may only be realized by working on
copies and sharing through content forwarding via email. Accordingly, content shar-
ing in general is supported by A.nnotate, AnnoCryst, ELAN, EVA, MADCOW, and
Vannotea.
(4.) Including sharing in general, content may also be stored on a central unit, at which
a physical distribution of large collections of content is avoided. For this purpose,
client-server-architectures are implemented (A.nnotate, AnnoCryst, EVA, MADCOW,
Music Annotator, Vannotea).
(5.) Collaboration is often regarded as working on the same (physical) content. Here,
working on the same content is not a essential requirement for the previous points shar-
ing and centralized storage. Modifications to the same data is allowed to (authorized)
users by AnnoCryst, EVA, MADCOW, Music Annotator, and Vannotea.
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(6.) Collaborative awareness means that individual users working within a group obtain
information about the presence of co-working users. According to that, AnnoCryst
notifies user through RSS Feeds when other group members have made changes on a
related data set. In the scope of synchronous collaboration, both ELAN and Vannotea
allow co-annotators to point on content they want to discuss on or modify by means
of highlighting or drawing. In addition to that, Vannotea also enables recording of a
synchronous session, as well as a “replay” of recorded collaboration at a later time.
3.4 Summary and Conclusions
In this chapter, a collection of different features provided by (multi-)media annota-
tion systems have been localized and specified, at which the term features includes the
functionalities, tools and approaches provided by annotation systems in order to per-
form certain annotation tasks, as well as general forms of data which are generated and
treated by these functionalities. Here, two general aims have been pursued. First, dif-
ferent forms of annotation and respective systems had to be considered, ensuring that
created results include diverse aspects of multimedia annotation. Thus, a classification
of annotation systems was conducted which based on a first inspection of more than
eighty annotation systems. Thereafter, ten representative applications were chosen for
detailed examination. Second, identified features had to be assigned to different activ-
ities or tasks which are contained in annotation workflows on the one hand, and to the
general topics of this thesis on the other hand. For this purpose, a task-related cate-
gory system has been exploited which was inductively developed in the course of the
examination of single application. Thus, the function and purpose of features in the
context of the entire system has been defined referring to specific work items within
the process. According the defined classes of annotation tasks, the following results
can be summarized:
◦ Features have been identified which can be assigned to administrative processes
of System Configuration. Basically, such tools and functionalities deal with the
management of user data and related information, as well as the customization
of general project settings and the individual configuration of the user interface.
◦ The next class of features relates to the Selection of Areas which are connected
with additional information, determining the context of annotations within the
edited media documents. Among these areas might be the entire document,
one or more single media objects, or specific spatial and/or temporal boundaries
within a media file. For the latter case, structural metadata is mostly generated.
◦ Furthermore, features have been extracted with respect to the Attachment of In-
formation to previously selected areas. Here, generated types of data can be
descriptive or categorical metadata on a low level, higher-level descriptive or
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categorical semantic information, different forms of media content, or links and
relations.
◦ A further task-related group of features has been assigned to acts of Search and
Exploration. These include basic or advanced search functionalities potentially
from different resources, different forms of navigation and browsing, and fa-
cilities for manually structuring of given information, for instance, by defining
groups and hierarchies. In addition to that, bookmarking has been detected as a
useful feature in order to support long-term explorative processes.
◦ Import and Export tools have been localized which are to be regarded as means
of cross-system interoperability, so that results can be delivered and reused by
other applications which may provide additional functionalities. Particularly, it
has been showed that standardized formats such as XML-based data structures
are treated. Additionally, export tools are exploited which enable the generation
of reports and summaries.
◦ According to the general research issues of this thesis, features have been ex-
amined with respect to Process Support. In general, these include process state
monitoring, use of keyboard, sequencing of successive steps, processing of mul-
tiple files at the same time, and the provision of automatic approaches.
◦ In this work, also scenarios of Collaboration are taken into account. With re-
gard to collaborative annotation workflows, fundamental features enable a dis-
tribution of the annotation workload among participators, which means both
the single annotation tasks as well as the set of media documents to annotate.
More general, collaboration support is provided by tools and functionalities for
communication, data sharing and common access, and modification of the same
physical data. Finally, some of the examined tools provide collaborative aware-
ness, that is, individual users obtain information about other persons working in
the same environment and project.
To sum up, essential knowledge has been created referring to different areas of anno-
tation tasks and respectively applied tools, functionalities, or approaches, as well as
assigned forms of data. These aspects constitute a basis for the definition of a Generic
Process Model of Multimedia Annotation which will be presented in Chapter 5.
In addition to these central results, further conclusions can be drawn the regard to the
area of problems and challenges emphasized in this thesis. First, this chapter revealed
that in fact a wide variety is to be associated with the field of multimedia annotation
systems. Accordingly, the following findings can be subsumed: More than half of
the examined systems supports multiple types of selection areas. According to that,
nine of the ten examined annotation systems offer more than one feature to perform
selection. Moreover, all systems support multiple types of annotated data. Here, all
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of them allow annotation of low-level or high-level metadata. All systems that fea-
ture multimedia content attachment allow multiple media formats. In this context, six
of the ten examined systems provide multiple ways of annotating data. Further on,
several systems are able to import and export different types of data. Additionally,
multiple forms of synchronous and asynchronous collaboration is supported in differ-
ent ways. Second, a relevant finding is that little or no consideration is given to the
annotation process, regarded as operational unit in which different tasks and activities
are performed. Rudimentary process support, if any, is realized through features such
as opening of a new window after a certain activity has been performed, use of key-
board in order to accelerate certain steps, or simultaneous handling of multiple media
objects. As a conclusion, the relevance of the problem domain treated in this thesis
can be reaffirmed.
While the examinations presented in this chapter especially focused on functionalities
and forms of data, the next step is to regard the operational sequences which define the
transitions between tasks and activities within the annotation process. For this purpose,
two Studies on Annotation Practices were conducted in the scope of this work, whose
results will be illustrated in the following chapter.
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Chapter 4
Studies on Annotation Practices
As the main goal of this work is to foster processes of digital multimedia annotation,
it is indispensable initial groundwork to obtain detailed knowledge about these pro-
cesses in general. According to this, practices of annotation have to be investigated
and specified, that is, it is to be clarified how people effectively work with annota-
tion environments. While the analysis of multimedia annotation systems condcuted
in Chapter 3 revealed application functionalities as well as resulting forms of data,
this chapter focuses on the specific procedures and sequences performed by humans
and machines during the annotation process. For this purpose, an empirical study on
annotation practises was conducted (Section 4.1), at which experts from different re-
search and educational institutes were interviewed and observed while operating the
respectively applied annotation software. In Section 4.2, a survey of related literature
is given which considers existing models on annotation workflows, field reports, as
well as proposals for the realization of annotation projects. As a result, concrete work-
flows of annotation are derived by describing the comprised sub-processes and more
granulated tasks, as well as their sequential interrelations. In Section 4.3, these use
case specific workflows are compared and assembled, at which a futher basis for the
definition of a Generic Process Model of Multimedia Annotation presented in Chapter
5 is constituted.
4.1 Empirical Study on Annotation Practices
Empiricism comprises the collection of information based on observations made in lab-
oratory or field studies. Thus, knowledge is acquired by gathering information which
relies on existing experience with regards to real objects and facts [TW]. Accordingly,
the objective of the described study was to obtain knowledge about different annota-
tion workflows, by investigating different examples of annotation which are (or have
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been) effectively applied in real application scenarios. To this end, experts at five re-
search institutes were consulted. Here, the consulted persons where either teaching
staff that instruct annotation, or professionals that annotate media content in everyday
life. The institutes include the Leibniz Institute for Science Education at the University
of Kiel, Germany (IPN), the Institute of General Education Science at the Technische
Universita¨t Darmstadt, Germany, the Knowledge Media Research Center in Tu¨bingen,
Germany (KMRC), the Telecooperation Group at the Technische Universita¨t Darm-
stadt, Germany (TK), and the Institute for Sports Science at the Technische Universita¨t
Darmstadt, Germany.
4.1.1 Study Design
As stated above, the main goal was to detect annotation practices that are applied in the
praxis. For that purpose, the meetings were structured into two parts. The first part in-
cluded semi-structured interviews. A respective questionnaire basically referred to the
individual use cases, annotation practices, and workflows including subprocesses and
tasks, the tools and functionalities featured by the constituted software, and the users
and roles involved in the annotation process. In this phase, the number of interviewed
people differed from group sessions of four to six people, to individual talks with one
expert. The applied questionnaire is illustrated in Appendix B.
In the second part of a meeting, one or two experts were observed while operating
the annotation system employed in their usual praxis. The observation of software op-
eration enabled the investigation of user activities and human-machine-interaction at
certain phases or tasks of the annotation process. Here, a common annotation proce-
dure was simulated (with realistic data), such as it is or has been performed by students
or the experts themselves in real situations.
The conducted expert interviews and observations of system operation were lead by
two persons. The first person was responsible for questioning and conversation, while
the second person recorded the gathered information.
4.1.2 Practices of Annotation
Here, the results of the conducted interviews and observations will be presented for
each consulted institute. First, general information about the respective institute is
given. Afterwards, information is illustrated about (i) the setting in which annota-
tion takes place, (ii) the goals and purposes of annotation, (iii) the types of resulting
digital documents, and (iv) the annotation procedure. Essentially, different concrete
workflows of media annotation are derived and presented.
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Analysis of Lesson Recordings
The Leibniz Institute for Science Education (IPN) at University of Kiel, Germany con-
ducts basic research with respect to learning issues, fostering and enhancing knowl-
edge in the pedagogics of natural sciences and mathematics. In this context, the IPN
conducted analyses of lesson videos recorded in the scope of the international PISA
Studies, using the video annotation and coding software Videograph [Rim05, SPK05].
The general aim was to detect inadequacies, but also good examples of teaching, by an-
alyzing the course of action and behavior of teachers during physics education lessons.
Figure 4.1: Phases of a video study conducted at the IPN Kiel (cf. [SPK05]).
As shown in Figure 4.1, the first part of the video study referred to the constitution
of a theoretical framework. This included an identification of involved research areas
and relevant research questions, as well as the formulation of a general hypothesis.
Furthermore, the incorporated research data was determined, for example, the analyzed
lesson recordings.
Among others, the analysis based on the categorization of video segments, at which
the incorporated categories were obtained from predefined vocabularies (category sys-
tems). In the second phase, category systems were developed by operationalizing
categories and formulating so-called coding instructions. Furthermore, this phase in-
cluded the segmentation of involved video files, at which time intervals were specified
by means of the Videograph software. Here, either fix time intervals or events (free
intervals) were specified.
In the following step, a pre-test was performed. In this context, two or three researchers
performed a regular categorization procedure independently from each other. The first
goal of this phase was to validate the determined categories in order to modify them
if necessary. A second objective was training of the participating researchers. Here,
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so-called reliability checks were conducted after the annotation phase. That is, it was
investigated if the different researchers achieved an appropriate level of agreement with
respect to their results in comparison. Mismatching results were afterwards discussed
in group meetings in order to constitute accuracy.
After the training of annotators and validation of category systems, each annotator cat-
egorized the predefined video segments independently. Here, researchers assigned one
or more categories to video segments, e.g., by means of predefined keyboard shortcuts.
Once all time segments were classified, the resulting data was statistically analyzed.
The last phase of the video study comprised the interpretation of results. Here, re-
searchers could interpret, reflect, or rate the classified observations by means of com-
posing free text or using predefined rating scales. Finally, the results were discussed
by the entire group on the basis of defined research questions.
Collaborative Text Authoring and Annotation
The Institute of General Education Science at Technische Universita¨t Darmstadt, Ger-
many focuses on education and training in connection with General Education and Vo-
cational Education. In the scope of the lecture “pedagogy of new media”, two use case
scenarios are realized: collaborative questioning and commentary of lectures scripts,
named Interactive Lecture Note, and collaborative writing of text documents based on
specific tasks. In both scenarios, students are supported by the collaborative text anno-
tation system eMargo [GGR+05]. In the following, only the second use case, namely
Group-eMargo, is described.
The basic idea of the Group-eMargo online seminar is to assign certain tasks to stu-
dents which have to accomplish these tasks in team work by means of the eMargo
software. The time frame exceeds one semester and, with regards to the treated con-
tents, tasks relate to the topics of the attended face-to-face lecture. The main learning
target is to acquire new knowledge by dealing with determined subjects and debate the
involved issues. The results of an online seminar are several text documents generated
in collaborative authoring work. Management of tasks and user accounts is realized by
a Moodle task module [Moo]. EMargo is used for creation, editing, and annotation of
text documents.
At the beginning of a seminar, groups of five students are formed, and user accounts
with respective group assignments are created (see Figure 4.2). Next, each group re-
ceives six tasks, at which tasks are connected to a deadline, managed by the Moodle
module. The first task is organizational. Students groups have to schedule the seminar
procedure for the entire semester. Furthermore, each student is declared “first author”
for one of the remaining five tasks. In doing so, tasks are assigned to one person that is
responsible for quality of results and deadline compliance. In oder to accomplish the
first task, students use a specific discussion tool provided by eMargo.
In the following steps, the tasks as regards content are edited. Here, one text document
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Figure 4.2: Process of the Group-eMargo Online Seminar.
is created and edited for each task, at which all students have to write a certain part of
the document. For arrangement and agreement purposes, the integrated discussion tool
can be used. Such contributions are to be regarded as annotations that can be replied
on, and may be connected not only to the entire text, but also to paragraphs within the
document. In addition to that, parts of the text can be bookmarked by means of a Flag
tool. Students are also enabled to annotate private notes that are not visible to fellow
students.
Once a task is accomplished, the first author generates a DOC file and uploads it to the
Moodle task module, so that all published documents can be evaluated by the teaching
staff at a later time.
Collaborative Hypermedia Design
Research at the Knowledge Media Research Center (KMRC) in Tu¨bingen, Germany
focuses on knowledge acquisition and knowledge communication by means of digital
technologies. Traditional forms of teaching are investigated which refer to school and
university education, as well as informal learning settings on the Web or workplace.
In the scope of this research work, also university courses on collaborative design
of hypermedia documents are performed. Among others, the video annotation and
analysis system WebDIVER is employed [PMR+04]. The workflow described in this
section refers to regular university courses conducted at the University of Muenster,
Germany, in cooperation with the Computer Graphics Center in Darmstadt, Germany
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[SFZ06]. The main goal was to instruct students to collaboratively schedule and create
hyperstructures of linked (self-shot) videos, at which videos also had to be attached
with additional textual information. In this scope, principles of learning-by-design
and project-based learning were realized (cf. Section 2.1.6). The courses were part
of the psychology masters program. Accordingly, topics of the created hypermedia
documents were “techniques of presentation and moderation”, “information system
about study of psychology”, and “conflict management”.
Figure 4.3: Collaborative Annotation at University Courses on Hypermedia Design.
[SFZ06]
As illustrated in Figure 4.3, the annotation process was divided into five different in-
structional units, each covering a different aspect related to the hypermedia design
process.
In the first phase, students should obtain a basic understanding of the characteristics
of hypermedia design. In particular, this included mediation of the concepts of hy-
permedia. Furthermore, based on so-called concept map videos (a visualization of the
planning phases) students were guided to plan and revise the materials, create story-
boards, communicate organizational issues by means of a chat tool, and distribute tasks
and responsibilities.
Next, students had to determine the contents and produce the incorporated videos and
additional texts. Here, decisions were required about the media format in which infor-
mation should be coded, and the amount of information that should be pooled in one
information unit (e.g., textual information should only refer to a specific part of the
video content).
In the following phase, the overall structure of the hypermedia documents was sched-
uled. Here, the macrostructure of the documents had to be determined. This included
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the structure within single videos concerning its attached additional information on
the one hand, and the overall structure of the hypermedia documents referring to the
relations between different video files on the other hand.
Moreover, students were instructed to define further relations, considering multiple
perspectives of the presented content. For that purpose, three different alternatives
were provided: First, different perspectives could be presented through the videos, e.g.,
by including several camera perspectives. Second, different additional text documents
could be annotated to the same part of a video. Additionally, on the overall structure
level, students were able to design different paths, for instance, different guided tours
or structural overviews.
The last unit of the annotation process comprised planning and creation of video seg-
ments and relations. At video segmentation, so-called sensitive regions were defined.
Sensitive regions can be regarded as spatio-temporal selection areas, which are wire-
frames that “follow” video objects with respect to their position and size in the video
display area during playback time. In addition to that, relations were specified as
hyperlinks between video segments on the one side and either other videos, video seg-
ments, or additional text nodes on the other side.
Annotation of Paper-based and Digital Documents
The main research area of the Telecooperation Lab at Technische Universita¨t Darm-
stadt, Germany is ubiquitous computing or ambient intelligence. Among others, the
focus is on networks and distributed systems as well as multimodal interaction tech-
niques. Here, CoScribe was developed, a prototype application for paper-based and
digital document annotation and sharing within small communities [SBM08]. By
means of a digital pen, CoScribe enables editing of paper documents as well as digital
documents (PDF, PPT, etc.) on a tablet pc, synchronizing both entities. Moreover,
the application allows collaborative editing and annotation in real-time. The resulting
objects are sets of (collaboratively) edited, annotated, and associated documents, that
can be either physical or digitalized.
As Figure 4.4 implies, no specific intended sequences for sub-processes of annotation
could be identified in the performed interview. However, the system implements in-
teraction forms of which different types of annotation activities are composed. Thus,
this concrete use case enables a detection of granular steps that are contained in single
phases of the annotation process, as well as the order in which these steps may be exe-
cuted. In this context, the four core interaction forms Inking (write keywords or notes),
Clicking, Combining (attach objects), and Associating are realized. By means of these
interactions, users may conduct the annotation activities Notation, Linking, Tagging,
and Bookmarking.
First of all, users may specify an area on top a document which shall be connected with
an annotation. For this purpose, a vertical line may be drawn on the margin area of the
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Figure 4.4: Annotation of Paper and Digital Documents based on different Interaction
Types.
document, defining the range of the selected area. In addition to that, the documents
provide predefined areas by default: an area on the top of the first page that refers to
the entire document, and a a sidewise margin on each page that references parts of the
page.
Textual notes may be created by writing the respective word or phrase on the paper or
digital document. In this context, also handwriting recognition is implemented in order
to foster synchronization between physical and digital copies or tagging (as explained
below).
CoScribe provides bidirectional cross-media hyperlinks that connect areas within the
same document, or different physical or digital documents. In general, linking can be
performed in two ways: first, if documents are movable, two respective documents
can be moved to a position at which the referred selection areas overlap. The factual
link is generated by drawing a line between both areas. As second alternative, the user
can click on the first area, holding down the digital pen for 500ms, and subsequently
conduct a pen tap on the second area. Optionally, a user can write a human readable
reference.
For tagging purposes, specific paper cards are provided that contain empty areas. Users
can write down keywords (tags) on these areas and, in this manner, define a set of
available tags. In order to assign a tag, the respective keyword is written on a selection
area. Then a user may proceed in two ways: either the tag can be enclosed by drawing
a circle. Here, the keyword is automatically recognized as tag from the predefined set
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through handwriting recognition. Second, an association activity can be performed (as
with linking) between the word and the respective area on the paper card.
In order to bookmark passages of a document, users may attach post-it like stickers
at an arbitrary position of a paper page, at which stickers are synchronized with the
system as digital bookmarks. Optionally, these stickers can be labeled with a keyword
by means of the digital pen, realizing an additional form of tagging. The single inter-
actions of bookmarking are performed in the following order. First, the users attaches
the sticker at the desired position. Second, the sticker is assigned to the digital doc-
ument by means of pen association. If required, a tag can be defined by labeling the
bookmark sticker.
Finally, by means of a provided visualization component, results of annotation can be
explored at any time of the process. Here, a graph view shows all included documents,
as well as generated links, tags, and bookmarks. Moreover, in the case of collaboration,
all involved users are pictured as elements of the graph.
Annotation and Analysis of Synchronous Video Communication
At the Institute for Sports Science of Technische Universita¨t Darmstadt, Germany, one
researcher was consulted who implemented a match observation software in the scope
of his Ph.D work [Lin06]. In this context, the researcher accompanied the German
men’s volleyball national team, whose athletes and trainers were enabled to analyze
and discuss previously recorded matches in real-time and spatially separated. Using
ANVIL, a video and audio annotation and analysis system [Anv, Kip08], conversation
analyses were performed on filmed sessions of match observation, in order to evaluate
and perform further development of the implemented software. As a result, annotated
sets of recorded discussion on volleyball matches could be used for statistical evalua-
tion.
The entire process can be divided into five general phases (see Figure 4.5). First, in
a phase of data gathering, the conducted sessions of match observation and analysis
were recorded.
Before annotating the filmed material, a theoretical framework was established, at
which appropriate observation units (segments) were defined. Therefore, relevant spo-
ken statements were chosen as selection areas. Furthermore, observation criteria were
specified and inserted in the analysis software as XML coded category system. More-
over, since the employed annotation system had difficulties in processing larger video
files, the recorded sessions had to be splitted into smaller units.
In the following phase, each session was categorized and transcribed. Anvil provides
a timeline component that comprises multiple layers, at which each layer represents
one specific category. Once a relevant statement was recognized during playback, a
time interval could be defined within one layer, specifying the extent of a statement
and its classification. Next, the respective transcription was entered, that is, the spoken
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Figure 4.5: Analysis of Recorded Communication in Competitive Sports.
statement (but also further conversation features such as speaker change) was written
down. This activities were repeated until all relevant statements of a conversation were
transcribed and categorized.
In the last part of the analysis process, objectivity and reliability of the results were
checked. Objectivity means the independence of the results of one analyst. In this
context, a second researcher annotated an arbitrary sequence of six minutes. Second,
in order to check reliability, which includes the trustiness of data ascertainment in
particular, the primary researcher repeated the transcription and categorization phase
nine months later.
4.2 Literature on Annotation Workflows
When modeling the annotation process, also aspects that derived from a survey of
related literature were taken into consideration which will be briefed in this section.
The presented related work concerns models of annotation processes from a theoretical
view, and also field reports or proposals for “best practices” referring to a specific
application domain. As will be seen in the next paragraphs, a majority of localized
references belong to the field of video adaption.
4.2.1 Video Research Workflows
Focusing on the application in the learning sciences, Pea and Hoffert [PH07] present
a model that describes the general procedures of video research that is based on video
annotation and analysis. Figure 4.6 shows that a project usually starts with planning
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(storyboard, cameras, additional data capture, etc.) and video preproduction activi-
ties. After recording video material, the obtained files are encoded to appropriate file
formats and stored, which includes sorting of files and labeling, e.g., for retrieval pur-
poses. The videos are then segmented by defining event boundaries or time markers. In
the following, researchers continue with selecting relevant segments, transcribing ob-
served facts, categorizing segments, and analyzing data in an iterative manner. Addi-
tionally, these activities are always accompanied by searching, tracking, and browsing.
In general, it is pointed out that there are interdependencies between acts of selecting
segments, transcribing, categorizing, searching, and browsing, since they are alter-
nately executed in the course of recursive passages. The next workflow phases include
presenting and sharing analysis results. Here, sharing refers either to discussion on a
recent video analysis project, or publishing in a journal or DVD for example, at which
the results are commented by a larger community. Finally, Pea and Hoffert describe
that analysis results may also have an impact on following video research projects and
workflows.
Figure 4.6: Phases of the Video Research Workflow. [PH07]
Comparable to the video annotation and analysis procedures conducted at the IPN
Kiel (see Section 4.1.2), Mikova and Janik [MJ06] report on the CPV Video Study
Physics, which was conducted in order to analyze filmed lessons of physical education.
Here, they also propose a methodological procedure for such kind of research work.
Basically, they divided the analysis into three phases. First, preliminary interviews
with the teachers were held, and afterwards the lessons were filmed with multiple
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cameras. The second phase included data preparation. Here, the interview data was
transfered to SPSS, and recordings were encoded to suitable files. Then, the videos
were segmented into fix units of 10 seconds, transcribed, and categorized with respect
to a predefined category system. By analogy with the IPN study, these activities started
after a previous training of researchers. In the third phase, the gathered information
was statistically analyzed by means of SPSS. Finally, selected videos or cutouts were
published as examples of “good teaching”.
Harrison and Baecker [HB92] proposed requirements for video annotation and analysis
systems, particularly based on a performed task analysis at which users of different
annotation systems were interviewed. As a result of the tasks analysis, the two process-
related points annotation and detailed analysis were derived. According to this, first
annotation is performed which refers to note taking, including the personal capturing of
relevant data in real-time. Thereafter, the captured data is analyzed, at which segments
of video are transcribed in several iterative passes. Moreover, statistical analysis tools
are applied, and results are summarized by means of specific visualizations.
In order to support the video annotation and analysis workflow, Hagedorn et al.
[HHK08] specify the annotation and analysis workflow based on conducted expert
interviews and a State-of-the-Art analysis. As described in their paper, the workflow
steps generally proceed as follows: After collecting the required video material, seg-
ments are defined as areas-to-annotate. Then, training units of annotation are per-
formed including checks for reliability. In the next steps, the annotation is performed,
followed by repeated reliability checks and discussion of potential disagreements. In
the last phase, data analysis is executed. Here, it is important to point out that the
approach of Hagedorn et al. is not comparable to the concepts presented in this the-
sis, since an actual support of sequences and transitions between workflow steps is not
explicitly emphasized.
4.2.2 Qualitative Analysis of Multimedia Documents
As described in Section 3.2.2, ATLAS.ti is a system that supports qualitative analy-
ses of text, image, audio, and video documents. Within the respective user manual
made available at [Atl], a general procedure for the analysis process is proposed (see
Figure 4.7). In this process description, first a project is created (Hermeneutic Unit),
including configuration of required project properties and the media documents (Pri-
mary Documents) that are to be analyzed. Next comes the actual annotation phase,
in which segments of the incorporated media documents are defined, assigned to pre-
defined categorical keywords (codes), and enriched by textual notes (memos). In the
following step, the media segments are compared based on attached annotations and,
if required, further media files are assigned to the project. This comparison often leads
to a (re-) organization of annotation data, for instance, by defining groups and hierar-
chies. After that, analysts may build networks, specifying links or relations between
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existing information entities. In the last phase of the analysis process, results are either
published, e.g., as a Web document, or exported in order to perform further analysis
with a statistical software.
Figure 4.7: The Qualitative Media Analysis Workflow proposed by ATLAS.ti. [Atl]
4.2.3 Media Processing and Media Content Analysis
Both media processing and content analysis are to be seen as strong related to annota-
tion, since additional information is attached that arises from the automatic machining
of multimedia content. Thus, the terms processing, content analysis, and annotation
are frequently used in synonymous manner. Seiler et al. [SHJ+08] point out that pro-
cessing or content analysis workflows mostly follow a sequential structure. As pictured
in Figure 4.8, the process is structured into training and analysis, which both comprise
almost the same substeps. First of all, in order to create required (use case depen-
dent) data, preliminary tasks are performed, such as retrieving media files, decoding
video frames, or decompressing audio. Then preprocessing is executed, for instance,
transformation or filtering. After automatically detecting (mostly low-level) features,
the processed data is classified. Finally, the obtained set of data can be transfered to
further postprocessing tasks.
Another example is described by Tsai and Hung with respect to automatic image anno-
tation [TH08]. The paper reviews fifty systems that use machine learning techniques
to annotate image for retrieval purposes. In this context, a general procedure of the au-
tomatized annotation process is presented. First, segmentation of image documents is
executed, at which the image is divided according to blocks or detected regions. Then,
visual features are extracted, e.g., colors, texture, shapes, or spatial relationships. In
the next step, the gathered information is annotated. That is, detected low-level fea-
tures are attached to the image with regard to the partial areas defined by segmentation.
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Figure 4.8: The Multimedia Content Analysis Workflow. [SHJ+08].
Afterwards, in a phase of post-processing, visual features are assigned to semantics.
Here, features are recognized or classified according to predefined categories.
4.2.4 Text Annotation for Natural Language Processing
Knowtator is an application to generate documents of annotated text that can be eval-
uated by Natural Language Processing (NLP) systems [Ogr06]. The generated docu-
ments comprise arbitrary text and structured annotations that arise from a predefined
annotation scheme. Within the Knowtator documentation pages [Kno], an exemplary
annotation workflow is described which has been set up by the developers in lab situ-
ations. Here, the first step is to define an annotation scheme, determining classes and
instances which are assigned to text passages during annotation, as well as instances
that represent the annotators that will work in the project. After that, the annotation
task (i.e., the annotation scheme) is distributed to the participating users. Then, anno-
tation is performed, at which parts of the text are assigned to one or more annotations
of the employed scheme. Once multiple annotators have accomplished their individual
annotation tasks, results can be connected by merging the different documents, which
is explicitly featured by the system. Potentially, this leads to a re-editing of the de-
fined annotation scheme. In addition to that, automatically reliability checks can be
executed (which also may lead to a modification of data). Finally, the entire document
is exported as XML file in order to be processed by NLP applications.
4.3 Conclusions: Empirical Study and Literature
Survey
A feature-oriented analysis of annotation systems (Chapter 3) primarily revealed tools,
functionalities, and approaches that are applied in order to process certain annotation
tasks, as well as forms of data that result from these features and are transfered between
different tools and users. In addition to that, a conducted empirical study and a sur-
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vey of related literature aimed at mapping these functional units to task-related phases
within the annotation process, as well as revealing relations between these phases with
regard to operational procedures and execution orders. In the following, general con-
clusions that result from the studies on annotation practices are drawn.
In general, phases or sub-processes within the entire annotation process can be de-
tected, which are similar in the different described cases and thus can be mapped mu-
tually. First of all, preliminary activities can be identified that refer to the scheduling or
planning of the annotation process and the configuration of the applied system. More-
over, further workflow sub-processes can be derived that refer to the actual tasks of
annotation. These include the definition of parts that are going to be annotated on
the one hand, and acts of information attachment on the other hand. Some of the in-
vestigated workflows (or models) make clear that these acts of annotation are often
accompanied by data verification, that is, users constantly search and browse own an-
notations or results from co-annotators. This can lead to the revision and modification
of results and, consequently, to jumps and iterative loops within the process. Addition-
ally, it is also exploited in order to train annotators or, in the case of machine-learning
based processing, also systems. Finally, the resulting documents of annotated media
files are exported for further processing or published in diverse distribution formats.
Thus, the results of an annotation process may have impact on following projects.
The different annotation workflows described in the previous sections show that it
is not possible to declare a “best practice ”of annotation. Although commonalities
could be demonstrated that allow a summarization of activities into process phases,
the execution order of sub-processes may differ strongly to some extent. For instance,
the exemplified workflows show that automatized approaches mostly evince pipeline-
like structures, while workflows in which user interaction is required provide more
networked task interconnectedness. Thus, even though different processes comprise
identical tasks, the positions within the entire workflow may differ. A representative
example is the segmentation task, which is mostly executed during the factual annota-
tion phase, but is also displaced to preliminary activities in some cases. This concludes
that the establishment of a general process model for annotation requires a suitable de-
gree of abstraction. Second, it justifies the idea of permitting users (or administrator)
to individually specify the annotation process by means of workflow management ap-
proaches, which constitutes one of the main contributions of this thesis.
The following chapter summarizes the aspects and results described in this section as
well as in the scope of a systems analysis conducted in Chapter 3. Here, a Generic
Process Model of Multimedia Annotation will be presented, which has been developed
in the course of this work.
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Chapter 5
A Generic Process Model of
Multimedia Annotation
In order to develop a workflow-based approach to improve the interactive operation of
multimedia annotation systems, a fundamental step is to specify the annotation pro-
cess, establishing knowledge about how persons actually work with respective sys-
tems. According to these viewpoints, a Process Model of Digital Multimedia Annota-
tion will be presented.
The model elucidates the concrete process taking place, splitting it up into phases
and sub-processes. Furthermore, a survey of (i) possible tasks that have to be accom-
plished, (ii) types of annotation data and other information involved in these tasks, and
(iii) different tools, functionalities, and algorithms that are used to handle tasks and
data, is given. At the same time, these different aspects are assigned to the identified
phases and sub-processes annotation.
Due to the wide range of annotation with respect to its different appearances, func-
tions, purposes, application domains, and media formats (and consequently its differ-
ent workflows), the process model requires sufficient degree of abstraction to capture
diverse facets of annotation in an appropriate way. For this reason, the described model
has to be regarded as a Generic process model.
This chapter is organized as follows. First, the underlying methodology with respect to
the model-building work is described in Section 5.1. The central issue of this chapter,
a the developed generic process model is presented in Section 5.2. In Section 5.3, the
validity and applicability of the established model will be discussed. Finally, the single
results comprised in the model are summarized the last part of this chapter.
116 A Generic Process Model of Multimedia Annotation
5.1 Methodology of Process Modeling
For process modeling purposes, the preliminary examination of annotation systems
and practises were brought together. In the scope of the analysis of different types of
multimedia annotation systems conducted in Chapter 4, identified tools, functionali-
ties, approaches, and types of generated data were assigned to the respective classes
of tasks and activities which were derived from an inductively developed category
system(cf. Section 3.4). Additionally, in the context of the examination of annota-
tion practices, different workflows of multimedia annotation were derived by conduct-
ing expert interviews and observations, and by surveying published workflow models,
field reports, and execution proposals. By means of a the summarization and general-
ization of these workflows, general phases, sub-processes, and included tasks, as well
as sequential relations between these items were abstracted (cf. Section 4.3).
Figure 5.1: Methodology applied for Process Modeling.
As illustrated in Figure 5.1, the findings of both preliminary investigations were com-
bined in order to construct the generic process model described in this chapter. Here,
classes of tasks and activities obtained from the system analysis were assigned to tasks
within phases and sub-processes of annotation identified in the conducted studies. In
doing so, also indetified features and sequences were combined, so that the entirety
of all imposed information could be summarized within a common model. In the fol-
lowing section, the resulting Generic Process Model of Multimedia Annotation will be
presented.
5.2 A Generic Process Model of Multimedia An-
notation
In this section, a Generic Process Model of Multimedia Annotation is presented which
describes how people effectively work with multimedia annotation environments. In
this context, knowledge is provided about (i) the general phases, sub-processes, and
tasks of annotation, (ii) the incorporated tools, functionalities, and approaches applied
to execute these tasks, and (iii) the forms of annotation data that are generated within
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workflow steps or passed through different tools or functionalities. These results con-
stitute a basis for the conceptual design of a process-based annotation framework,
which will be illustrated in Chapter 6.
Figure 5.2: Schematic overview of the Generic Process Model of Multimedia Annota-
tion including phases, sub-processes, and sequential interdependencies.
As shown in Figure 5.2, the established process model not only refers to the actual
activities of annotation, but also considers processes which take place before and after
annotation, as well as without usage of the annotation system. Accordingly, the entire
annotation process can be structured into the three superior phases Preliminary, Gener-
ative, and Subsequent. The initial Preliminary Phase comprises all activities that might
need to be performed before users actually start annotating. Here, the sub-processes
of Scheduling and Configuration are included, which refer to planning, defining strate-
gies, gathering data, or preparation of the annotation environment. In addition to that,
sub-processes can be detected that are to be assigned to the Generative Phase, in which
Annotation is effectively done. Here, Annotation is subdivided into the partially pro-
cesses Selection of validity areas and Addition of the supplementary data, which are
accompanied by acts of Exploration. Furthermore, Externalization procedures refer
to the further processing of already annotated data, passing into a Subsequent Phase
that is not conducted by means of the annotation system and might imply switching to
another project.
In the following, the described sub-processes Scheduling, Configuration, Annotation,
and Externalization are explained. In order to provide a better understanding, examples
of cognitions acquired in the scope of the feature-oriented system analysis (Chapter 3),
the empirical study (Section 4.1), and the literature survey (Section 4.2) are given for
each aspect.
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5.2.1 Scheduling
In particular, the conducted empirical study showed that preparatory measures on a
conceptual and organizational level are essential in some use cases and might be cru-
cial to the quality of acquired data. This applies especially to annotation processes
conducted in investigational settings. Scheduling-related tasks regard to the design of
the annotation process in general, as well as to gathering and storage of media files that
are going to be annotated. Figure 5.3 gives an overview of the procedures contained in
this process item.
Figure 5.3: Procedures of Scheduling Sub-Processes.
Planning
At the beginning of a project, several decisions have to be made. If the incorporated
media files are produced by the project participants, the capturing processes need to
be scheduled by defining, for instance in the case of video recordings, the number of
involved cameras, if lighting is required, or whether a storyboard needs to be created
[PH07, Rat03]. In this context, it must be considered if there is any additional data (like
sensor data, eye-tracking data, or an additional audio track) that has to be captured in
parallel with the recordings [BR04, HHK08]. On the other side, resources such as
multimedia databases must be determined, from which the subsequently processed
media files are extracted.
From a methodical view, a theoretical framework might need to be built up. As shown
by the described video studies on lesson recordings and sport match observations (Sec-
tion 4.1.2 and 4.2.1), such a framework implies the identification of research areas,
research questions and hypotheses [Lin06, MJ06, SPK05]. Additionally, the definition
of categorization schemes is often required, which potentially determines the structure,
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terminology, or domain of descriptive metadata that will be annotated. In this context,
Stamou et al. [SOPS06] found out that choosing the right vocabulary is one key deci-
sion in an annotation process. In the case of qualitative research, such schemes may
be either developed deductively based on a theory, or inductively based on the given
multimedia material [BD06, MJ06, SPK05].
The constitution of a theoretical framework, in combination with the storage of media
files explained below, allow the specification of concrete annotation tasks that will
form the information generation process. In collaborative use cases, these tasks can be
assigned to users and/or groups participating in the annotation process. Accordingly,
planning might also comprise the acquisition of users as well as task distribution.
Gathering
In a next step, the media files and additional data need to be recorded or collected.
Examples of media capturing are filming video, recording audio, shooting pictures,
writing a text, or designing a webpage [Bul03]. If required files already exist, this data
can be gathered from specific databases or storage media [HHK08, MJ06, PH07].
Storage
Depending on the format of the captured or collected data, the media documents might
need to be encoded or digitalized to suitable files [MJ06, PH07]. Then, the data is or-
ganized and stored [PH07]. In this context, especially the interview held at the Institute
for Sports Science at the Technische Universita¨t Darmstadt, Germany (Section 4.1.2)
revealed that this can lead to a re-editing of the media files to more granulated units (cf.
[HHK08, SFZ06]). According to Bulterman [Bul03], the original raw media is usually
not saved. In some cases, for example in the scope of the IPN Video study (Section
4.1.2) or the operational design of the EVA system (Section 3.2.5), this sub-process
also may include the definition of areas-to-annotate, for instance, by performing video
or image segmentation.
5.2.2 Configuration
According to conceptual determinations made during Scheduling, specific properties
must be transfered into a machine-understandable form in the course of administrative
entries [Bul03]. The conducted analysis of annotation systems showed that these prop-
erties generally refer to the customization and management of users and data involved
in the process on the one hand, and to the configuration and storage of general prefer-
ences on the other hand (cf. Section 3.3 and [BR04]). The latter aspects may include
the customization of the user interface elements with respect to their visual appear-
ance, or the management of tools that may be integrated in a superior environment.
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Figure 5.4: Administrative procedures of Annotation.
For instance, M-OntoMat-Annotizer provides plug-in management, and Music Anno-
tator allows the integration of different feature extraction tools. Another frequently
provided option is the configuration of the annotation method (ELAN).
Further preferences are the involved users and user groups. Here, the general tasks
of a project can be assigned to predefined groups, or a “group administrator” might
distribute the annotation tasks among the individual users [SGRH07, VSN05]. A rep-
resentative example is Music Annotator. Here, users can select tasks from a provided
to-do list. Another type of task distribution is implemented in the EVA system, at which
so-called workloads (sets of files to annotate) are assigned to different annotators. In
this context, users and groups can be associated with specific roles that particularly
include access rights and restrictions, such as realized by Vannotea. If the annotation
process is connected to a specific annotation scheme, this scheme must be integrated by
either generating and editing, or importing it from an external resource. Examples for
such schemes are (controlled) vocabularies, categorization systems, sets of low-level
features, or more structured semantic infrastructures and ontologies.
Since annotation processes are iterative and contain loops and re-entries to previous
process states [PH07, SFZ06], predefined configurations of the used environment often
need to be modified during a running annotation process. Associated with it, also
rescheduling activities must be conducted.
5.2.3 Annotation
The next sub-processes, Selection, Addition, and Exploration, can be regarded as one
operative unit. The conducted expert interviews revealed that no specific operative se-
quences can be identified referring to these “real” acts of Annotation. Pea and Hoffert
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[PH07] note on video analysis processes that activities of decomposition (segmenta-
tion, categorization, and transcription) and re-composition (rating, interpretation, re-
flection, comparison, and collocation) are closely interrelated. They depict video anno-
tation as a complex process that contains circular and recursive loops, in which the an-
alyst alternately marks, transcribes and categorizes, analyzes and reflects, and needs to
conduct searches. Marshall and Ruotolo [MR02] performed a field study with respect
of the annotation of digital libraries, reporting that acts of searching, reading and an-
notating are performed at the same time and can be done together with other activities,
e.g., working with colleagues. In addition to these aspects, it has to be mentioned that
selective and additive interactions are often performed on user interface components
that are primarily designed for data visualization and navigation purposes. For exam-
ple, reporting on video annotation, Kipp describes that segmentation and attachment of
additional information is usually performed on specific timeline components [Kip08].
Hence, Selection, Addition, and Exploration, as higher-level categories, have to be
considered related to each other, basically not disposed in fixed executive sequences.
Nevertheless, it has to be mentioned that it is yet possible to arrange sub-processes in
sequence. This particularly applies to Selection and Addition, what has been shown
by some of the examined annotation use cases (cf. Section 4.1.2). Figure 5.5 pictures
the operational interrelations between these sub-processes. Furthermore, it illustrates
respective tasks for each sub-process, which will be described in the following.
Figure 5.5: Three main Sub-Processes of the Annotation Phase.
5.2.4 Annotation: Selection
Annotators need to mark specific contents of interest at which annotations shall refer
to, i.e., digital contents need first to be declared as “annotate-able”. As illustrated in
Section 2.1.4, there are different types of areas that can be connected to annotations,
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defining their validity and context within the media document. Hence, selective ac-
tivities are closely connected with the field of anchoring. In this context, the simplest
task is marking a whole multimedia document such as a website. A second variant is
the selection of elements contained within a document. Assuming that a considered
web document consists of a text, various graphics, and a video, an annotator is able
to mark one or more of these elements as encapsulated units, and subsequently anno-
tate them with different information [Fin05, Rei06]. As a third variant, these single
media objects can be again subdivided into content subsets or segments. For exam-
ple, annotations may be associated either to an entire text, or to a paragraph within
the text [CDTT04]. Cadiz et al. [CGG00] describe such kind of annotations as in-
context-annotations. In the scope of collaborative use cases in which groups of users
generate annotations on shared data sets, especially the consideration of the systems
ELAN and Vannotea showed that selective activities on such a fine-grained level can
support co-annotators by providing possibilities of “pointing” on content they want
to modify or discuss on, e.g., by means of highlighting or drawing features (see also
[Fin05, Kip08]).
How exactly subsets or segments are defined, depends on the media format of the
original content and its specific properties, as well as on the purpose of annotation.
In general, annotators may exploit manual, semi-automatic, or automatic techniques.
Here, the concrete available selection methods or algorithms determine the required
degree of human activity. An example for manual segmentation can be localized in
the field of web pages, at which image regions can be defined by means of image
maps. Here, different parts of an embedded graphic file can be marked by specifying
pixel-based coordinates which enclose the required image area and can be individu-
ally associated with hyperlinks. A case of semi-automatic selection was found in the
examined university courses on hypermedia design described in Section 4.1.2. Here,
an early applied annotation system allowed students to define so-called sensitive re-
gions on videos by means of a keyframe-based method. This method enables users
to define wireframes that enclose and track an object of interest at different points in
(playback) time, at which tracking is realized by automatic interpolation of subsequent
wireframes [Fin05]. Automatic segmentation approaches execute selective tasks with-
out the inclusion of human interaction, intending saving of time. In the field of video,
common approaches are object or shot detection, scene-based event logging, or object
of focus detection [BCQ+04, BDBCP04, SW05]. With regard to automatic image seg-
mentation, a survey of recent methods is given by McGuinness and O’Connor [MO10].
Further examples have been illustrated in Section 2.1.4, providing an overview of re-
cent research on digital media annotation.
In general, especially the conducted system analysis revealed that the following types
of data arise from area selection: If an entire document or file is to be annotated
marked, it can be referenced by a URL or URI, or a path that points to the local file
system. Within a multimedia container, one or more embedded media objects can be
addressed. Here, numerical spatial information is frequently obtained, for example, X-
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Pointers or HTML anchors. In the case of selecting an area within a media object, also
numerical metadata is attached in order to point on this area. Here, the concrete type
depends on whether the annotated media object is to be regarded as continuous or dis-
crete (cf. Section 2.1.4). Accordingly, metadata can represent spatial information (e.g.
coordinates), temporal extents (time intervals, time marks, etc.), or spatio-temporal
combinations (e.g. wireframes for object tracking).
Media subsets or segments also may be artifacts of collaborative work. As showed by
the university courses on hypermedia design (Section 4.1.2), the segmentation tasks
can also be distributed among different collaborating groups [SFZ06]. Here, distribu-
tion criteria can be different characteristics, for example, group A chunks the video
according to a certain characteristic 1, group B seeks for characteristic 2, and so on.
Thus, if classification systems, vocabularies, ontologies, etc. are used, these may differ
for each participating user or group.
5.2.5 Annotation: Addition
After marking the relevant documents, document subsets, or object segments, annota-
tors continue adding annotations as additional information to these elements. Here, the
type of information that is going to be annotated determinates the tools, approaches, or
algorithms that are required. These tools in turn determine the user’s degree of active
involvement and patterns of interaction. According to the classification of the different
appearances of annotations (metadata, content, dialog act, and hyperspace element)
presented in Section 2.1.3, various tasks of inserting additional information are to be
distinguished (cf. Figure 5.6).
Addition of Metadata
A relevant objective of annotation is the classification of given information resources
or parts of it, for instance, in order to facilitate archiving and later retrieval [BBN05]
(cf. also Section 2.1.3). In this context, Steimle et al. [SBM08] noticed that annota-
tors always use specific categorization schemes (even if it is not explicitly demanded).
In order to categorize contents, users may insert some kind of metadata which may
range from simple content features to complex semantic information. One example is
tagging, which Baecker et al. [BFW07] regard as a useful method to collaboratively
organize amounts of multimedia information. While tagging comprises a free choice
of terms that are used for classification, more structured guidelines are provided by
(controlled) vocabularies or categorization schemes. Here, a specific taxonomy is pre-
defined which forms the basis for category-based annotation. In this context, the given
taxonomy might have been developed in the scope of investigational work. In this
sense, video analysts at the IPN Kiel use Videograph to assign one or more predefined
categories to a current time interval via keyboard shortcuts [Rim05, SPK05]. A more
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Figure 5.6: Different Forms of Information Addition.
complex approach of content categorization is the addition of semantic information,
aiming at enhancing human-interpretable data with well-structured meaning in order
to create computer-interpretable descriptions [BLHL01]. Since annotated semantics
comprise multiple information such as classes, instances, properties, or relations (cf.
the M-Ontomat-Annotizer system), more human interaction is required with respect
to information assignment, modification of the data representation, and information
re-editing [PH07].
In addition to content classification, a further task in the context of metadata addi-
tion is content description, that is, description of facts, properties, or events that can
be observed or are contained in the media document. Unlike content description by
content-type annotations (see next section), metadata-based annotations are to be re-
garded as low-level features. For instance, as supported by M-OntoMat-Annotizer,
these can be MPEG-7 visual descriptors such as color. Moreover, patterns of images
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or “moving-images” may be described [BBN05]. As shown by Music Annotator, low-
level description (like “beats per minute”) might be provided. Hence, not only visual
but also aural features may be of interest (cf. [VSN05]). A further example is keyword
extraction, which can be applied to textual documents, abstracting relevant terms.
Another form of annotation tasks in the scope of metadata attachment is giving addi-
tional metainformation about the annotated media object, defined segments, or already
existing annotations. Such kind of tasks are usually regarded as the traditional forms of
metadata generation. Here, as supported by EXMARaLDA, MADCOW, or Vannotea,
metainformation can be attached such as annotation or document type, author, title,
creation or modification date, location, or context.
Bookmarking is a further way of applying metadata-typed annotations [CGG00, Mar98].
This enables users to mark and store relevant contents or portions for later inspection.
Bookmarking can also have the objective of supporting collaborative work. In this
case, users are enabled to see contents that seem to be relevant to other members of
their group [KD09]. EMargo for example (see Section 4.1.2), allows attaching of
“flags” which serve as shared bookmarks with respect to paragraphs within a digital
script [SGRH07]. By means of CoScribe (see Section 4.1.2), digital paper bookmarks
are first digitalized and fed into the system and afterwards presented by a collaborative
visualization [SBM08]. Analogous to the Selection task, bookmarks are represented
by defining the context or position of the content of interest. For this purpose, a URL,
URI or path description can be attached, but also inter-document and inter-media enti-
ties like segments, X-Pointers, etc.
While the illustrated examples refer to manual metadata generation and attachment,
the analysis of annotation systems revealed that also semi-automatic or fully auto-
matic approaches are incorporated for this kind of annotation tasks. For instance, Mu-
sic Annotator employs automatic extraction of aural features or ID3 descriptors. To
take another example, Bertini et al. [BBN05] presented a system that supports auto-
matic extraction of video features in order to permit automatic summarization of sport
videos. The latter example shows that automatic approaches may also assist to other
relevant activities such as the export, summarization, or publishing of results.
Addition of Contents
In certain cases, users may need describe observed facts, for instance, behavior and
events of a video, objects within an image, sequences of an audio file, etc. In analysis
cases, a task can be the transcription of verbal and nonverbal communication, which
is often used in the context of communication or interaction analyses [MJ06]. In order
to explain, elucidate, interpret, or comment on the given contents, users need to give
descriptions in a more free way than assigning metadata [AF08b, MJ06, SPK05]. For
this purpose, they can use tools allowing them to enter free textual annotations. Within
the university courses attended by eMargo (Section 4.1.2), students are allowed to an-
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notate provided textual lesson scripts with questions or remarks on the course topics.
These contributions are visible to fellow students and teachers [SGRH07]. An exam-
ple for automatic approaches related to this field of tasks is speech-to-text, at which
recorded speech is automatically transcribed into textual form.
For the same purposes, also other types of media formats can be annotated, ranging
from textual annotations to image, audio, and video annotations [AF08b]. For exam-
ple, as described in Section 2.1.3, the video platform Youtube [You] enables not only
textual commentary but also the aggregation of videos (called “video-reply”). An-
other example is the analyzed system AnnoCryst, which allows the the annotation of
3D-Models with arbitrary multimedia content via URL or path specification. In the in-
spected video analysis use cases, the annotation phase includes interpretation, rating,
and reflecting. These activities can be performed either qualitatively, e.g. in discus-
sions, or quantitatively, by means of statistic methods provided by specialized software
[FHM+01, PH07]. Especially the usage of different media encoding is to be regarded
as instrument for elucidation or further explanation of existing content. Thus, each
medium has specific advantages and disadvantages with respect to the explanation of
certain types of facts or information in general. For example, video-based media is
suitable for the representation of dynamic processes [Fin05], while textual media is an
instrument to express thoughts, feelings, etc. Consequently, annotation of multimedia
content can be means of explanation from different viewpoints.
Like the selection task, the generation of annotations can be divided and distributed
to different users and groups. For example, in the courses performed with eMargo,
students are divided into groups which are assigned to specific tasks. For each task,
one student obtains the role “group administrator”alternately. This user is responsible
for the coordination of the collaboratively elaborated tasks, as well as for unblocking
of a final version [SGRH07]. Thus, any annotator has got access to the group’s selec-
tions and annotations and is allowed to conduct modifications. In that case, annotated
information becomes a shared contribution [AF08b, CDTT04, FBT+03, ZBM06].
Contribution of Dialog Acts
Some of the analyzed annotation systems provide the possibility to attach annotations
on already existing annotations. In the case of textual contributions, this is a means
of establishing communication around annotated objects between a group of users that
have specific access rights. Additionally, specific tools such as chat or discussion
boards may be applied. Communicational contributions constitute an essential kind of
shared annotation with respect to collaboration. They enable co-annotators to discuss
content-related or organizational matters.
When users work separately, they need to discuss their annotations, conclusions, and
the analysis process with other participants (in synchronous and/or asynchronous man-
ner) [BR04]. Current applications usually realize group communication by providing
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textual comments similar to web forums. Within a WebDIVER project, users at the
KRMC are able to respond already submitted textual interpretations or comments (cf.
Section 4.1.2). In doing so, a discourse is realized making use of a hierarchical con-
struction of annotations. In the performed courses on hypermedia design (Section
4.1.2), one of the first group tasks was to discuss the video segments that had to be
specified, before actually feeding the used annotation system with this information
[SFZ06]. Particularly in the context of consensual approaches applied in content anal-
ysis, discussion is a means of agreement and consistency of different annotators results.
Discussion often leads to a return to previous steps of the annotation process. In the
case of video analyses performed by the IPN, several analysts first classify the same
video segments independently and afterwards compare the individual results with their
co-analysts. In case of disagreement, the data is reviewed and modified as a result of
held discussions [SPK05]. In addition to that, the interviewed experts at the IPN re-
port on a training phase that is conducted before the actual video analysis on new
video material [SPK05]. This phase aims to develop basic analytic skills [SFZ06],
perform checks for objectivity and reliability, applying different annotator agreement
measures [FHM+01, Lin06, MJ06, SPK05], and to validate the deployed category sys-
tem [SPK05]. As a consequence, these checks lead to a return to processes of planning
and configuration [MJ06, SPK05]. In the end, the final results of the annotation project
arise from iterative loops through the process, in which the data is continually modified
and adjusted.
Organization and coordination of collaborative activities are essential in the context
of co-writing or co-authoring with respect to granulated information exchanges be-
tween collaborators creating a shared document [BFW07, CGG00, ZBM06]. For this
purpose, authors can generate different forms of contributions: To-do items that de-
termine tasks, summaries of edits which were performed by co-annotators, discussion
about the content that can be subdivided into questions and general comments, and
comments on exiting comments [ZBM06]. In the online-courses attended by eMargo,
student groups have to distribute the set of tasks and determine a responsible group ad-
ministrator for each single task by themselves. For this purpose, they use an integrated
commentary tool [SGRH07] (cf. also Section 4.1.2).
Building Networks and Hyperspaces
As already stated, annotations enable the creation of new relationships in the form
of link source(s) and destination(s), connecting annotations with existing contents
[AF08b, CDTT04, Fin05]. In this case, the media content and its annotations es-
tablish a inter-connecting hyperstructure [ABDF07]. This enables recipients to ob-
tain multiple views and consequently new perspectives on existing information (cf.
[MB04, SFZ06, VSN05]). In addition to that, further navigation and reception options
are provided including alternative paths that can be pursued. Moreover, enhanced
search functionalities are revealed [ABDF07, Fin05].
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In order to create hyperstructures, annotators need to operate specific net building ser-
vices (tools, functionalities, etc.). The concrete form of such services, as well as the
associated way of interacting with the system, depends on the specific characteristics
of the contents that are to be linked [CCG02]. For example, a website is referenced
differently than parts of it, or, a moving video object has to be linked other than an
object within an image, since object motion is additionally tied to temporal informa-
tion [CCG02, Fin05]. Beyond that, it has to be considered that also annotations can be
destination of a hyperlink. Hence, annotations themselves can be regarded as “existing
content” with specific properties.
5.2.6 Annotation: Exploration
The tasks of Selection and Addition always go along with searching, browsing, and
reception activities [MR02, PH07]. First of all, surveying ones own data is required
to properly perform digital annotation [PH07]. Here, users are allowed to review and
evaluate results, and to return to previous process steps or phases in order to mod-
ify data. As stated by Marshall and Ruotolo [MR02], acts of searching, reading and
annotating can also be done together activities such as working with colleagues. Con-
sequently, especially in collaborative annotation situations, users also need to search
for results of co-annotators, experts, or other sources [HHD08]. The interview at the
IPN Kiel (Section 4.1.2) revealed that novice annotators use already analyzed videos
as training material and compare their own results with the results of their expert col-
leagues. To give another example, CoScribe enables annotators to compare own docu-
ment structures with those of co-annotators [SBM08] (cf. Section 4.1.2).
Exploration of co-annotators’ data also can be an issue in asynchronous collaborative
projects which proceed over a long timeframe. After being absent, users may need to
track the changes performed by other annotators (or annotaion tools) involved in the
project. In this context, the term Collaborative Awareness was introduced in Section
3.3.7. This includes that individual users working within a group obtain information
about the presence of co-working users. To take an example, AnnoCryst notifies users
through RSS Feeds when other group members have made changes on a related data
set. In addition to that, users may be enabled to browse chat or commentary histories
[BFW07]. Obviously, tracking of changes can be a relevant tasks in synchronous
collaboration settings.
Exploration also includes restructuring of the data representation. With regard to this,
annotators are allowed to contrast relevant data with each other, or to hide less im-
portant information. For this purpose, activities of searching, filtering, sorting (in-
cluding grouping, clustering, and hierarchization), or item relocation by means of
direct object manipulation [Shn97] have to be performed (which is supported by a
majority of the analyzed annotation systems). This is especially important when
annotators are confronted with a large amount of annotations including those of co-
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annotators and other external resources [CCG02, HHD08]. In content analysis, pool-
ing commonly classified information and making statistical comparisons are part of
re-composition [PH07, SPK05]. According to this, exploration also supports reflec-
tion. Thus, it facilitates the consideration of multiple views of the video where users
are allowed to obtain perspectives on the contents beyond their subjective point of view
[MB04, SFZ06, VSN05].
5.2.7 Externalization
The Externalization phase refers to three different aspects at the end of the annotation
process: Publication of the process results, creation of summaries, and export of data
in order to conduct post-processing with external applications.
Publishing the results of an annotation project can have different goals. Usually, it
begins with editing and converting the data into several formats, and moves on to pre-
senting this information by means of corresponding media [PH07]. Published results
can be used for demonstration purposes. Reporting on the CPV Video Study Physics
(cf. Section 4.2.1), Mikova and Janik [MJ06] explain that exclusive video sequences
of filmed lessons were later shown in teacher-training as examples for “good teach-
ing”. Also databases of already annotated material can serve as digital resource for
information retrieval in following annotation sessions, e.g., comparable to the preced-
ing training phases conducted by the IPN (Section 4.1.2), in which novices explore
already analyzed video sequences [SPK05].
Moreover, a goal of annotation can be obtaining (mostly automatically) generated sur-
veys and assemblies of similarly categorized content subsets. Creating surveys, assem-
blies, and summaries is an elaborate and time-consuming work. Thus, a lot of research
is concerned with automatic approaches. For instance, Bertini et al. [BBN05] present
a system that supports automatic extraction of video features as basis for semantic
annotation in order to permit the automatic generation of summarizes of sport game
highlights. The eMargo system provides functionalities to display only the contribu-
tions of one student in a single view. In doing so, teachers are facilitated by reviewing
students data in order to conduct evaluation of accomplishment [SGRH07]. As a con-
clusion, externalization can be means of supporting quality control for annotation.
Furthermore, it is often necessary to export data for further processing by means of
more specific applications. For example, experts at the IPN report on exporting data
to various formats, such as tab-delimited text or transcription files, in order to gener-
ate statistical calculations with SPSS [SPK05]. Thus, further analytic activities can be
executed with tools and services that are not provided by the applied annotation appli-
cation. In addition to that, annotation tools such as ATLAS.ti or EXMARaLDA show
that, due to the wide range of exportable file formats, interoperability between several
familiar systems can be significantly fostered.
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Figure 5.7: Externalization of Annotated Data.
5.3 Discussion: Validity and Applicability of the
established Model
In this section, both the validity and applicability of the generic process model are
discussed. Validity primarily refers to the generality of the model and is substantiated
by the methodology applied for the preliminary analysis and studies. Furthermore, the
applicability of this model will be disclosed by referencing the conceptual framework
which has to be regarded as the technical solution model contributed by this thesis.
5.3.1 Validity of the Process Model
As stated above, the validity of the model is determined by the achieved level of gen-
eralization, that is, fundamental criterion is the factual consideration of diverse facets
of multimedia annotation with regard to different concrete workflows, multiple func-
tionalities and approaches, as well as the different forms of heterogeneous data which
are generated and treated in the course of the annotation process.
According to these viewpoints, generality has been ensured through the approach se-
lected for the preliminary investigations. Thus, the feature-oriented analysis of annota-
tion systems included ten applications which represent different classes of multimedia
annotation systems, previously defined according to given application domains and
supported media formats (cf. Appendix A). In this context, functionalities as well as
related data formats were summarized which arise from different areas of multimedia
annotation. Moreover, the identified features were connected to classes of tasks and
activities performed during annotation. These classes relate to a specific category sys-
tem, whose universal validity is given by its inductive development in the course of the
entire analysis.
The generic characteristics of incorporated phases and sub-processes and specified se-
quential relations was approached by the consideration of different concrete workflows
of multimedia annotation. On a praxis level, this has been guaranteed by the question-
ing and observation of experts from five heterogeneous domains, and by summarizing
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located various field reports and proposals for project execution. On a theoretical level,
different use case specific models of annotation workflows were taken into account.
5.3.2 Applicability to a Solution Concept
Aspect of applicability refer to the transfer of the obtained findings to a technical con-
cept. Hence, reasoning can be performed based on fundamental elements of the Con-
ceptual Framework for Process-based Multimedia Annotation which is elucidated in
Chapter 6.
In Section 6.2, a formal specification of the annotation process is described, which con-
stitutes a reference specification for the modeling of annotation workflows by means
of an arbitrary process definition standard. This has to be regarded as a formalized de-
scription of the proposed process model, since it determines the structural organization
of defined tasks, sequences, and services required in a specific use case.
In the scope of the definition of a reference architecture model (see Section 6.3), vari-
ous architecture components are incorporated as enclosed functional units. As will be
described in Section 6.3.4, components of one of two distinguished classes correspond
to sub-processes of annotation described in this chapter. Here, especially the identified
forms of data which are transfered between different tasks and services form the basis
for an abstract definition of required interfaces.
Furthermore, this chapter clarified that annotation processes, especially in the scope
of collaboration, can mostly not be regarded as pipeline-like procedures. It has been
showed that returns and iterations can be required, which may result from explorative
activities such as comparison of further results, and might purpose data improvement
or adjustment. According to this, conclusions can be drawn with respect to the applied
visualization model in order to represent annotation workflows, as well as for aspects
of interaction regarding facilities to manually intervene in the running annotation pro-
cess.
5.4 Summary
In this Chapter, a Generic Process Model of Multimedia Annotation has been pre-
sented. Here, detailed knowledge is provided about (i) workflow phases, sub-processes,
and tasks, (ii) operational interrelations between these aspects, (iii) services (tools,
functionalities, approaches, etc.) that are exploited in order to accomplish annotation
tasks, and (iv) forms of data that result from service application or are transfered be-
tween different steps of the annotation process. A summary of the aspects comprised
in the process model is provided in Figure 5.8.
In order to obtain this knowledge, an examination of annotation practices was con-
ducted by performing an empirical study and a survey of related literature. The empir-
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ical study was held at five research institutes, at which annotation is applied in every
day praxis. Here, researchers or teaching staff were interviewed and observed dur-
ing the operation of the respective annotation system. The literature survey included
existing models, reports on conducted annotation processes, and proposals of how to
perform annotation. The findings were combined with results of a feature-oriented
analysis of ten annotation systems. While the conducted analysis aimed at identifying
tools and functionalities provided by common applications as well as forms of data
that are generated, the empirical study and literature survey revealed the operational
relations between these services and data with respect to execution sequences, tran-
sitions, jumps, and loops within the process. Here, a relevant conclusion was that it
is not possible to define “best practices” of annotation, since the concrete workflows
differ from each other, depending on the purposes, objectives, supported media for-
mats, and application domains at which annotation is performed. Consequently, the
presented process model has been specified on an abstract level and is thus generic, so
that different instances of concrete annotation workflows can be mapped.
The established process model for multimedia annotation has been elucidated in Sec-
tion 5.2. It includes three general phases: Preliminary, Generative, and Subsequent.
The Preliminary phase refers to activities that are conducted before effectively starting
annotation. It consists of Scheduling tasks, at which the project is planned and the re-
quired data is gathered, as well as Configuration tasks which concern all settings that
have to be adjusted in order to prepare the employed annotation system. Among these
settings are user interface configurations, management of users and incorporated tools,
assignment of groups, roles, access rights, and tasks, as well as annotation-related
properties such as the applied annotation method or scheme.
A Generative Phase of an annotation process regards all activities that are associated
to, de facto, activities of annotation. Here, sub-processes of Selection, Addition, and
Exploration have been localized. In particular, it has been pointed out that these sub-
processes are strongly interrelated. That is, annotators select areas-to-annotate, add
new information, and need to search and browse in mutual manner. Selection com-
prises the definition of areas-to-annotate within the media documents. Here, structural
metadata is generated that indicates for an entire document, or spatial, temporal, or
spatio-temporal areas within a document. Furthermore, Addition was identified as the
sub-process which comprises tasks of information attachment. According to the differ-
ent forms of annotations illustrated in Section 2.1.3, information attachment tasks have
been classified according to different types of annotation that are going to be attached:
metadata, (multimedia) content, dialog acts, or hyperspace elements. Metadata can be
attached in order to classify contents, describe media content features (image colors,
music chords, etc.), or to attach metainformation (author, title, date, etc.). Attachment
of multimedia contents may have different objectives, too. These include transcrip-
tion of communication or behavior, description of observed facts, interpretation and
evaluation of such facts, or general contribution of comments and notes. In the scope
of collaborative annotation processes, the addition of dialog acts is an instrument of
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Figure 5.8: Multimedia Annotation Process: included Phases, Sub-Processes, Tasks,
Approaches, and Data Forms
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discussing topics around media objects and annotations, as well as coordinating the
common annotation project by clarifying organizational issues. Finally, relations can
be defined, for instance, by specifying hyperlinks, in order to build networks or simply
to connect external (multimedia) resources with existing data. As stated above, Explo-
ration activities escort activities of selection and information addition during the entire
generative workflow phase. Here, annotators seek, browse and navigate through own
and external data, such as results of co-annotators. In this context, the comparison of
annotation results, but also the repeated review of generated data leads to returns to
already accomplished phases or tasks of the project. Moreover, it has been identified
that, when working in teams, users need to track changes made by other participating
persons (or tools). Exploration also includes activities of representation manipulation.
That is, users filter, sort, or relocate data items, also by means of direct object manip-
ulation.
The last phase, here called Subsequent, relates to all tasks and activities that are to be
performed after effectively annotation has been accomplished. In this project stadium,
Externalization tasks are conducted. Among these are (i) the publication of results
from annotation, which is often connected with re-editing and encoding activities, (ii)
the generation of summaries in accordance with specific criteria, or (iii) data export,
e.g., in order to reuse annotation data in other projects or with further applications.
The presented Generic Process Model of Multimedia Annotation and its including re-
sults form a groundwork for a process-based design of multimedia annotation systems.
Accordingly, these findings were used for the development of a Conceptual Framework
for Process-based Multimedia Annotation, which will be elucidated in the following
chapter.
Chapter 6
A Conceptual Framework for
Process-based Multimedia
Annotation
This chapter presents a solution concept for the design of process-based multimedia
annotation systems. This concept is particularly based on the general goals of this
thesis, which have been explained in Section 1.2 referring to an improvement of the
interactive operation of annotation systems.
In this context, the first goal refers to a provision of specific process-related informa-
tion about (i) the entire set of annotation tasks that have to be accomplished, (ii) the
workflow procedure regarding the sequential arrangement of annotation tasks, (iii) the
current task to perform, (iv) the given functionalities, tools, components, or services
which can be applied in order to process the current task, and (v) the actual workflow
state with respect to already accomplished tasks as well as steps which lay ahead.
In addition to these aspects, especially with regard to point (iv), a second goal is to ex-
plicitly supply the appropriate services (i.e., respective UI representatives) in the right
scope or moment on the graphical user interface, according to the recent annotation
task to be processed. In contrast, services which have to be regarded as not relevant in
the scope of a certain workflow state are to be hidden or closed.
Third, in consideration of a multitude of different potential annotation workflows (cf.
Section 4.3), facilities are to be provided for an individual case-specific definition of
annotation workflows by means of standard process definition approaches.
According to the structure presented in Figure 6.1, the developed conceptual frame-
work can be subdivided into three constituent parts, covering different aspects and
layers of a respective technical solution: a Data Modeling and Management Concept,
an Architectural Concept, and a Visual-interactive Concept.
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Figure 6.1: Constituent parts of the established Conceptual Framework for Process-
based Multimedia Annotation.
Data Modeling and Management Concept. Initially, a Formal Specification of Multi-
media Annotation Processes is constituted. Here, the fundamental elements comprised
in an annotation process are elucidated, defining basic classes of information entities
(and respective interrelations) that are to be processed and managed by a process-based
annotation system. Additionally, guidelines are provided with respect to the definition
of annotation processes by means of workflow modeling standards. Hence, a data
modeling concept is developed that serves as initial groundwork for the consecutive
partial concepts, determining the process-related information processed within a re-
spective system architecture, and also visualized and interactively modified by human
workflow participators upon a graphical user interface.
Architectural Concept. In the scope of an architectural concept, a Reference Archi-
tecture Model is established. This model includes the basic structure and organization
of all components included in the entire environment. Furthermore, incorporated basic
components are described, defining respective functions, interfaces, and the interaction
and data exchange between different components on an abstract level. In doing so, the
overall behavior of the framework is determined. Consequently, a structural technical
basis is constructed, on which developed approaches associated with the system user
interface layer can be superimposed.
Visual-interactive Concept. Regarded as central contribution of this thesis, a visual-
interactive concept is presented which aims at realizing Process-driven User Assis-
tance. In general, this partial concept includes the visualization of workflow-specific
information which has to be declared as relevant for users at workflow execution time.
In this context, facilities for an interactive involvement of users in a running workflow
performance are constituted. Moreover, an approach is presented in the scope of vi-
sual workflow state updating for monitoring purposes, considering specific challenges
of multimedia annotation and collaboration.
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The remainder of this chapter is organized as follows. In Section 6.1, a set of require-
ments will be derived with a special focus on the specific characteristics of annotation
workflows and collaborative usage scenarios. Then, according to the distinction of dif-
ferent partial concepts, a Formal Specification of Multimedia Annotation Process will
be constituted in Section 6.2. Section 6.3 addresses characteristics and components
of a developed Reference Architecture Model. Subsequently, a concept for Process-
driven User Assistance will be elucidated in Section 6.4. A summary of the main re-
sults of this chapter is given in Section 6.5, including a verification for the fulfillment
of specified requirements.
6.1 Derivation of Process-related Requirements
Conceptual design decisions are particularly based on the endeavor to support given
operating procedures within the annotation process. In this context, basic requirements
can be identified that have to be fulfilled by a process-based annotation framework. Up
to now, several research papers have presented requirements for the design and devel-
opment of annotation systems [GVOH05, HB92, HJK+09]. Nevertheless, presented
aspects particularly refer to more general topics, such as tools and functionalities that
need to be provided, or usability-related aspects. As an enhancement of existing work,
specific requirements are defined in this section which result from an explicit consid-
eration of annotation workflows. In addition to that, further aspects are elucidated that
can be derived from collaborative usage scenarios.
The derivation of specific requirements is based on the general goals pursued in the
scope of this thesis. As described in Section 1.2, these objectives can be summarized
as follows:
1. Automatic execution of the annotation workflow.
2. Provision of visual and interactive access to a given annotation workflow, in-
cluding the involved tasks, their sequences, as well as the recent workflow state.
3. Explicit supply of the suitable annotation tools or services, depending on the
recent task to perform.
4. Individual specification of concrete annotation workflows in order to support
multiple use cases.
In addition to these goals, the consideration of collaborative work settings lead to
further relevant requirements. The assignment of derived requirements to specified
goals is summarized in Table 6.1. The determined process-related requirements are
described in the following paragraphs.
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Goals / Viewpoints Requirements
Workflow Execution R2: Workflow Control
R3: Sub-Process Enclosure
R6: Data Consistency.
R7: Coherent Data Junction and Management
Workflow Visualization R9: Process Visualization and Monitoring
R10: Interactive Involvement of Users
Explicit Service Supply R2: Workflow Control
R3: Sub-Process Enclosure
R4: Flexible Service Integration
R5: Workflow-driven Service Invocation
Workflow Specification R1: Process Definition
R3: Sub-Process Enclosure
Collaborative Work R6: Data Consistency
R8: Workload Distribution
R11: User Management
R12: Data Exchange and Sharing
R13: Correct Data Handling
Table 6.1: Derivation of Process-related Requirements based on Goals and Viewpoints
pursued in this thesis.
6.1.1 Process-related Requirements
R1: Process Definition. The conducted studies on annotation practices presented
in Chapter 4 revealed that a multitude of different annotation workflows are applied
in praxis, depending on the goals and application domains in which annotation is
employed. Consequently, in order to support different concrete workflow instances
of annotation, the conceptual framework must provide facilities to predefine individ-
ual workflows by means of a standardized process definition languages (cf. Section
2.2.3). Here, different process definition languages need to be supported. Within a
process definition, several properties are defined, such as the tasks that have to be
worked on, task execution sequences, conditions that are tied to such task transitions,
and the workflow participants, i.e., users and tools associated with the tasks. In order
to provide guidelines for the definition of annotation process instances, a formal spec-
ification has to be developed in the form of a workflow scheme. This scheme serves
as template that determines the incorporated elements and the basic structure of the
process definition.
R2: Workflow Control. Workflows of collaborative multimedia annotation can be
complex, since they might be network-like and potentially contain several iterations.
Thus, transitions between workflow phases and the control of sequences of sub opera-
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tions have to be supported. Also loops and re-entries to other phases of the workflow
must be considered. Hence, the framework needs to include a specific control unit
which realizes all procedures with respect to workflow control. For instance, this unit
is responsible for execution handling, that is, it has to decide which is the next task
and accordingly invoke the correct system components. For this purpose, a control
unit needs to interpret previously specified process definitions. With respect to the
proposed framework, workflow control forms the basis for appropriate process visual-
ization and user assistance. In this context, a seamless usage of an annotation system
can be guaranteed.
R3: Sub-Process Enclosure. In order to foster workflow control procedures, sub-
processes of annotation must be made “tangible” for a respective control instance.
Thus, identified items included within the generic process model of annotation illus-
trated in Section 5.2 need to be pooled into functional units that are mutually delimited.
In doing so, task areas can be typecasted and invoked by addressing respective mod-
ules. According to the assignment of annotation sub-processes to enclosed entities, it
is also crucial to provide specific interfaces which govern the access to process-based
modules, as well as the forms of associated input and output data.
R4: Flexible Service Integration. Typically, users perform activities that may re-
quire different forms of annotation. This requires additional flexibility to an annotation
system, which should seamlessly support the different ways of using annotations. As
a consequence, the system must avoid tying the annotation to a fixed set of predefined
annotation types [ABDF07]. In this context, Agosti et al. [ABDF07] and Constan-
topoulos et al. [CDTT04] note that flexibility in order to support different ways of
annotation as well as integration of different services are key aspects of the design
of annotation systems. Thus, system flexibility is required that allows the integration
of arbitrary annotation services in order to support different forms of annotation (re-
garded as data and as process). Such flexibility requires a framework that provides
interfaces or “docking ports” for multiple tools or external services. In addition to
that, the system must enable administrators to integrate, replace and remove tools that
can be assigned to task-related modules. That is, a specific management of integrated
services has to be realized.
R5: Workflow-driven Service Invocation. As a consequence of the integration of
an undetermined number of annotation services, a large number of potential available
functionalities can lead to complex and multi-optional user interfaces that obstruct es-
pecially unexperienced users. According to one of the central principles of Workflow
Management (see Section 2.2.1), usability can be improved by proposing or invoking
the required service(s) at the “right time” or in the “right scope”, depending on the
task which has to be processed at the current workflow state. Hence, workflow-driven
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service invocation has to be regarded as a key requirement with regards to a concept
for Process-driven User Assistance, which will be proposed as visual-interactive con-
tribution of this thesis in Section 6.4.
R6: Data Consistency. Consistency of the handled set of data is required in two
ways. First, with respect to the flexible integration of different annotation tools, it is
assumed that multiple components permanently read and possibly write on the same
data. Thus, the consistency of shared parts of the data set has to be ensured at every
point of the annotation process. Second, with respect to collaborative practices in
which data is exchanged or shared between members of a community, consistency of
data must also be warranted for every peer that participates in the shared system.
R7: Coherent Data Junction and Management. Besides of consistency of data,
the integration of different components requires specific strategies for data junction and
management. This can be attributed to the following factors. Integrated tools are re-
sponsible for the treatment of different kinds of annotation tasks, such as segmentation,
metadata generation, or commenting. Particularly, as clarified in Section 5.4, different
forms of data are handled with respect to media formats of the annotated documents,
as well as the generated annotation data, such as structural or descriptive metadata,
multimedia content, or references to external files or resources. Here, standardized
formats for multiple kinds of annotation data are still lacking [HJK+09]. Thus, result-
ing requirements refer to the storage and management of a heterogeneous data set, at
which information coded in differing formats need to be centrally pooled. For this pur-
pose, the proposed framework has to provide a generic data model in which processed
information is integrated in appropriate manner. In doing so, relevant aspects of an-
notation processes are supported, such as export or publishing in standardized formats
(cf. Section 5.2.7), or a synchronized representation and visualization of information
at run-time (cf. Section 2.1.4).
R8: Workload Distribution. Volkmer et al. [VSN05] constitute relevant require-
ments in order to support annotation workflows performed in collaborative settings.
Thus, in order to make the annotation process seamless and user-friendly, annotation
must be structured to tasks that are then assigned to the different participating anno-
tators. Moreover, they point out the requirement of dynamically adjusting these sets
of work to accounts to counteract unexpected relocation of resources. As a result, an
account-based task and range assignment, i.e., the distribution of the given workload,
must be realized. Thus, collaborators can be provided with an improved overview of
the tasks they have to perform in the current phase of the project. Furthermore, a regu-
lation of the collaborative annotation process can be realized, e.g., by enabling a group
administrator to distribute workloads to be attended by other members (cf. [yLTS03]).
Basically, the term workload can be regarded from two different views. First, it might
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refer to the number of different tasks that have to accomplished, such as segmenta-
tion, metadata generation, or commenting. Second, also the set of media documents to
annotate can be distributed to individual users or groups.
R9: Process Visualization and Monitoring. With increasing complexity of the
graphical user interface of an annotation environment concerning available features
and the number of tasks that potentially need to be accomplished, users progressively
struggle with system operation, particularly with respect to the following questions:
“What is the current state?”, “Which is the recent task?”, “Which are the consecutive
steps?”, and “What has already been completed?” According to this, a visualization of
the recent annotation process has to be provided which represents a previously gener-
ated process definition in graphical manner. Particularly, the specified tasks as well as
their executive order need to be in focus. In addition to that, options have to be offered
which enable monitoring of the annotation process. This especially applies to the dis-
tribution of the annotation workload. Moreover, with regard to workload distribution
issues in connection with account-based user management, a personalized view on the
annotation process must be provided for varying roles of users and groups (see also
[BRB07, BRB05]).
R10: Interactive Involvement of Users. The conducted Studies on Annotation
Practices described in Chapter 4, as well as a Generic Process Model of Multime-
dia Annotation established in Chapter 5 have revealed that a (collaborative) annotation
process might be characterized by several returns to previous workflow steps, loops,
and iterations. Frequently, the reason for this is that generated data potentially needs to
be re-edited, for instance, as a result of comparative exploration activities. In addition
to that, previous studies on user guidance in comparable application areas revealed that
a strong guidance (if well-implemented) can be helpful for novice users, but more ex-
perienced persons rather prefer the admission of more degrees of freedom with respect
to task selection and execution [SBCO01, ZZZ07]. Thus, strong user guidance can
lead to negative effects with respect to performance factors as well as user satisfaction.
As a result, a solution concept must consider methods for an interactive involvement
of human workflow participators referring to the workflow procedure, provided on
different levels of user guidance.
R11: User Management. Especially in the scope of collaborative work settings,
specific user management is required. That is, users have to be assigned to accounts,
user groups, and roles with respective access rights. Thus, User Management has to be
regarded as indispensable for workload distribution purposes. Moreover, it forms the
basis for a personalized visualization of the annotation process, considering different
potential user groups and roles.
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R12: Data Exchange and Sharing. In collaborative use cases, the annotation en-
vironment has to realize data exchange and sharing between multiple users that are
potentially separated over space. For this purpose, stored information must be made
available to every participant of the group. Usually, this is implemented by the em-
ployment of client-server environments, peer-to-peer networks, specific broadcasting
mechanisms, or simply email. With respect to collaborative annotation systems, re-
lated data includes particularly the processed media files (or references to them) and
all generated annotations. In addition to that, with a focus on the specific aspects of this
thesis, stored data also needs to include user-defined process definition files as well as
listings of available integrated services (e.g., in forms of URLs or API specifications).
R13: Correct Data Handling. In the scope of collaborative work, in which each
group member has full access to shared contents, Stahl et al. regard the emerged infor-
mation set as a Dynamic Information Space. That is, the information set is continually
changed and extended [SFZ06]. In addition to that, annotations can be assigned to
different kinds of contents. Thus, an appropriate handling of media files, its annotated
information, as well as their organizational structure must be provided.
6.1.2 Summary
In this section, a set of requirements has been derived which especially focuses on
the design of process-based multimedia annotation systems, also considering the ap-
plication in collaborative work settings. In the following, according to the first listed
requirement Process Definition, basic information entities related to processes of mul-
timedia annotation will be presented by means of a formal specification. A verification
for the fulfillment of specified requirements by the conceptual contributions of this the-
sis will be conducted in Section 6.5.
6.2 Formal Specification of Multimedia Annota-
tion Processes
As already stated in Section 2.2.3, a workflow can be regarded as a business process
that is executed by means of computing devices [Sch00]. Such processes are autom-
atized, and documents, tasks, or contents are transfered according to predefined rules
[WFM99]. Basically, a process-based system must be driven by a specific process
model [LAH08]. According to this, the concrete applied processes must be modeled
and fed into the framework in forms of a workflow scheme or workflow specifica-
tion [GKK+08]. Here, workflow schemes describe a process by means of a workflow
modeling language for the purpose of documentation, analysis, or execution within a
workflow management system [Sch00].
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In this section, a formal specification of multimedia annotation processes is consti-
tuted, including basic classes of information entities contained in an annotation work-
flow. In this manner, a (multimedia) annotation-specific workflow scheme is estab-
lished, providing guidelines for process modeling activities on the one hand, and defin-
ing all relevant process-related information that have to be handled by a process-based
annotation system on the other hand. In the following, the basic process-related in-
formation entities and their interrelations will be elucidated, including the following
elements: (i) annotation process, (ii) work item, (iii) transition, (iv) media content, (v)
annotation, (vi) service, (vii) user, and (viii) user group.
6.2.1 Specification of Process Elements and Interrelations
On the formal specification of annotation processes, a set of different classes of process
elements are distinguished by drafting definitions which describe the basic properties,
sub-elements, and relations to other process entities. Initially, a definition of the entire
annotation process is given. In the course of this section, further definitions are consti-
tuted which provide more detailed explanation of the incorporated process instances.
Definition 1. An annotation process is defined by a tuple p = (ip,W, T,M,A,C, S,
U) where:
◦ ip is the unique identifier of p.
◦ W = {w1, w2, . . . , wn} is a finite set of work items which assemble p.
◦ T = {t1, t2, . . . , tn} is a finite set of transitions located between consecutive
work items.
◦ M = {m1,m2, . . . ,mn} is a finite set of media contents which are processed in
the course of the execution of p.
◦ A = {a1, a2, . . . , an} is a finite set of annotations which are generated, edited,
and transfered between work items in the course of the execution of p.
◦ C = {c1, c2, . . . , cn} is a finite set of conditions which are connected to the entry
or termination points of work items.
◦ S = {s1, s2, . . . , sn} is a finite set of services which are offered to perform the
single work items included in p.
◦ U = {u1, u2, . . . , un} is a finite set of users participating in p.
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This definition aggregates the basic elements of an annotation process. Among the
basic process elements are all work items, which represent the annotation tasks to per-
form. Moreover, transitions between different work items are managed, determining
the general overall procedure of the process. Further entities are the multimedia con-
tents as well as respective annotations generated and modified during the workflow
execution. Besides of transitions, also specific conditions define the sequential exe-
cution of the process. Here, conditions are usually defined by an indication of code
parts, interfaces, or APIs. The executable work items are connected to specific anno-
tation services, at which the entirety of all available services is managed on process
level, since multiple assignment must be facilitated. Finally, all participating users are
managed and provided with specific properties (discussed later on, see Definition 7).
Definition 2. A work item is defined by a tuple w = (iw, ipw, wt, ws, Sw,Mi,Mo,
Ai, Ao, Ci, Co) ∈ W where:
◦ iw is the unique identifier of w.
◦ ipw is the unique identifier of the parent work item of w (optional).
◦ wt ∈ WT : W → WorkItemTypes := {Configuration, Selection,Addition,
Exploration,Externalization} assigns a work item type to w, indicating for
the type of annotation task performed by a human or technical participator.
◦ ws ∈ WS : W → WorkItemStates := {NotEnabled, Enabled, Active,
Accomplished} indicates for the current state of work item w.
◦ Sw ⊆ S = {sw1, sw2, . . . , swn} is a finite set of one or more services which are
offered to perform w.
◦ Mi ⊆M is a finite set of media contents which are transfered to w as input data
(optional).
◦ Mo ⊆ M is a finite set of media contents which are forwarded by w as output
data (optional).
◦ Ai ⊆ A is a finite set of annotations which are transfered to w as input data
(optional).
◦ Ao ⊆ A is a finite set of annotation which are generated by w and forwarded as
output data (optional).
◦ Ci ⊆ C is a finite set of input conditions which are checked at the entry into w
(optional).
◦ Co ⊆ C is a finite set of output conditions which are checked at the termination
of w (optional).
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A work item is the representative of the work that has to be performed by a workflow
participant [WFM99]. Thus, it has to be regarded as an annotation task that might
be comprised of several subordinated activities or interactions. Here, an interleaving
of work items is possible, which is realized by indicating for a parent work item.
In doing so, activity blocks can be defined, which are defined as sets of work items
that share common properties [WFM99]. Furthermore, different work item types can
be specified. On an abstract level, work item types can be classified on the basis of
the specification of annotation sub-processes conducted in Chapter 5, distinguishing
between Configuration, Selection, Addition, Exploration, and Externalization. As will
be described in Section 6.4.2, the state of a running annotation workflow undergoes
permanent changes during its execution. In this scope, also the state of work items is
modified. This is particularly relevant in the case of work items that allow a manual
invocation by human participators. In order to realize the invocation of annotation
functionalities in the right scope or moment with respect to the recent annotation task
(such as will be described in Section 6.4.3), each work item is connected to one or
more respective services. In addition to that, work items (or connected services) obtain
specific input data and pass generated output data back to the entire framework after
its individual execution. Basically, this data includes media contents and annotation
objects. Moreover, preliminary conditions determine whether the execution of a work
item is legal depending on a specific workflow state. Output conditions can be defined
which determine whether a work item can be transfered into an accomplished state.
Definition 3. A transition is defined by a tuple t = (it, io, id) ∈ T where:
◦ it is the unique identifier of t.
◦ io is the unique identifier of the origin work item, from which the transition t is
launched.
◦ id is the unique identifier of the destination work item, at which the transition t
targets.
Basically, transitions connect different work items and thus define the overall workflow
procedure on a general level (without the consideration of conditions checked at work-
flow run-time). Usually, process definition standards include unidirectional transitions.
Hence, a transition is characterized by one origin work item and one destination work
item. Since transitions are managed on the entire process level, work items can be
assigned to multiple incoming and outgoing transitions.
Definition 4. A media content is defined by a tuplem = (im, ipm, lm,mt) ∈M where:
◦ im is the unique identifier of m.
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◦ ipm is the unique identifier of the parent media content of m (optional).
◦ lm indicates the location of m.
◦ mt ∈MT : M →MediaContentTypes := {Text, Image, Audio, V ideo,
3D,OtherFormat, ComposedDocument} assigns a media content type to m.
Media content entities implement the different types of media documents processed
in the course of the annotation workflow. First of all, several media formats can be
distinguished, such as text, image, audio, video, 3D, or other formats. Additionally,
where necessary, it has to be indicated whether a given media content is a composed
document. Examples for composed documents are websites or PDFs including sub-
ordinated media objects such as text, images, etc. In this case, the specification of a
parent media content is required within included sub-contents.
Definition 5. An annotation is defined by a tuple a = (ia, ipa, at) ∈ A where:
◦ ia is the unique identifier of a.
◦ ipa is the unique identifier of the parent annotation of a (optional).
◦ at ∈ AT : A→ AnnotationTypes := {V alidityArea,Metadata,
MediaContent,DialogAct,HyperspaceElement} associates a with an an-
notation type.
In Section 5.4, it has been clarified that several forms of annotations might be gener-
ated, edited, and managed in the course of the annotation process. In general, among
these are validity areas, which include structural metadata, defining anchors or the
connection points of other annotations. Moreover, annotations can be descriptive or
semantic metadata, media contents or subsets, dialog acts (mostly textual contribu-
tions), and hyperspace elements such as relations. In some cases, for instance, in the
context of dialog acts, a hierarchical structuring is required, which is realized by the
indication of parent annotations (see also Section 2.1.1 From Paper-based to Digital
Annotations).
Definition 6. A service is defined by a tuple s = (is, ls, sd) ∈ S where:
◦ is is the unique identifier of s.
◦ ls indicates the location of s.
◦ sd ∈ SD : S → ServiceDescriptions := {WTs,MTs, ATs} assigns a finite
set of service descriptions to each service s ∈ S, indicating for what kind of
work item types WTs ⊆ WT and what kind of media content types MTs ⊆MT
service s can be applied to, and what kind of annotation types ATs ⊆ AT are
generated.
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Services are to be regarded as the basic system features that are invoked during the
annotation workflow in order to perform specific tasks. In general, a service can repre-
sent a tool, a software component, an addressed stand-alone application, or an external
service such as a web service. The latter case shows that it is indispensable to indicate
for the exact location of a service. Furthermore, in order to ensure a correct service
integration with respect work item assignment and the association with the adequate
parts of a data model applied by the annotation system, a proper service description is
required. This especially applies to extensible systems concerning the flexible integra-
tion of features. Here, the fundamental informations are the types of annotation tasks
(work items), multimedia contents, and annotations supported by the service. In doing
so, information about the provided functions, produced data, as well as expected data
can be accessed by the framework.
Definition 7. A user is defined by a tuple u = (iu, Gu, Ru,Wu,Mu) ∈ U where:
◦ iu is the unique identifier of u.
◦ Gu ∈ G is a finite set of groups a user belongs to (optional).
◦ Ru ∈ R = {r1, r2, . . . , rn} is a finite set of roles that are assigned to u (op-
tional).
◦ Wu ⊆ W is a finite set of work items which are to be accomplished by the user
u (optional).
◦ Mu ⊆ M is a finite set of media contents which are to be annotated by the user
u (optional).
As already stated in Section 6.1, especially collaborative annotation workflows re-
quire an explicit management of user-related information. Here, in the context of task
and/or content distribution, user accounts might be assigned to predefined groups. In
this scope, specific roles can be defined and associated, which particularly determine
access rights and additional task assignment. In addition to that, task and content as-
signment can be regarded and managed as user-related workload. Accordingly, the
user workload is defined by one ore more work items Wu and/or one or more me-
dia contents Mu that have to be processed by the user within the process. Here, the
concrete determination of the user workload depends on specific factors related to the
workflow run-time state. This issue will be elucidated in Section 6.4.2.
Definition 8. A user group is defined by a tuple g = (ig, Ug,Wg) where:
◦ ig is the unique identifier of g.
◦ Ug is a finite set of users belonging to g.
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◦ Wg ⊆ W is a finite set of work items which are to be accomplished by the group
g (optional).
◦ Mg ⊆M is a finite set of media contents which are to be annotated by the group
g (optional).
A group comprises multiple human workflow participators which might share several
common properties, for instance, a commonly assigned workload. Consequently, as
with for individual users, an overall group workload can be specified, which is valid
for all included group members.
6.2.2 Summary
In this Section, essential classes of annotation process elements have been specified. In
doing so, a workflow scheme has been established, which can be regarded as guideline
framework for the modeling of annotation workflows. This scheme can be transfered,
for instance, into an XML-based structure, which is the basis for standard process
definition languages such as BPEL or XPDL (cf. Section 2.2.3). In addition to these
points, the fundamental information entities have been described which need to be
handled by a process-based multimedia annotation system.
The specified basic process elements include (i) work items that have to be processed
by human and/or technical participators, (ii) multimedia contents and annotations han-
dled by the system during the process, (iii) specific conditions which determine the
workflow procedure during run-time, (iv) the services (technological workflow partic-
ipants) assigned to work items in order to accomplish certain annotation tasks, and
finally (v) the human workflow participants which perform the entire annotation pro-
cess or parts of it.
A graphical processing and interactive access to the presented process-related informa-
tion entities is addressed in Section 6.4. In the following, an architectural concept will
be defined, describing the handling of process-related data on the part of the technical
concept of a system. For this purpose, the relevant technological framework elements
and their interactions and behavior will be illustrated.
6.3 Reference Architecture Model
In this section, a Reference Architecture Model is presented, at which the organiza-
tional and logical structure of a process-based annotation environment is defined. Here,
process-related requirements defined in Section 6.1, as well as the identified annotation
sub-processes and their sequential relations (see Chapter 5) are considered. Basically,
a reference model can be regarded as template for the development of solutions which
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refer to specific tasks or problems [Del05]. It contains the formal or semi-formal de-
scription of business processes, data structures, organizational structures, or editing
rules [Sch92]. In this context, a system architecture describes the single elements con-
tained by a technical system with respect to their type, functional properties, and their
interaction [Sch92].
Figure 6.2: Proposed Reference Architecture Model for Process-based Multimedia
Annotation Systems.
Figure 6.2 illustrates the proposed model, whose characteristics are elucidated in the
following sections. These include a Client-Server Model (Fat-Client Application, Mul-
timedia Annotation Server), which is described in Section 6.3.1. Section 6.3.2 ex-
plains the organization by an adapted combination of the design patterns Model-View-
Controller (right figure margin) and Mediator (Process Engine). Moreover, the modu-
larization through a Component-based Environment is elucidated in Section 6.3.3. In
Section 6.3.4, the set of introduced components (top figure area) is described with a
focus on their functions, procedures, and interactions. Section 6.3.5 provides an archi-
tectural concept in order to meet the specific challenge of data junction. Finally, the
specified architectural subconcepts are summarized in Section 6.3.6.
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6.3.1 Client-Server Model
A fundamental prerequisite for collaborative processes is the interconnectedness of
every peer taking part for information exchanging purposes [BR04, Fin05]. In this
context, a range of optional models that can be considered, such as client-server, peer-
to-peer, or web-based approaches. Here, a client-server architecture is proposed due
to its wide spreading in the area of information systems as well as specific services
provided by server applications which are described in the next paragraph [BR04].
In addition to that, flexibility with respect to the replaceability of client as well as
server applications can be guaranteed. For instance, client applications are enabled
to communicate and exchange information with foreign servers providing annotated
multimedia content.
A Multimedia Annotation Server realizes a centralization of the common information
space. In doing so, the data system is available for any client that is connected. Ad-
ditionally, it provides several services such as authentication of annotators, and man-
agement of accounts and access rights. In that context, modifications of the data set by
the community are managed and provided to respective group members. The server is
also responsible for a consistent storage and management of all relevant process data of
the data system, which implements the Model of the proposed Model-View-Controller
Model (MVC) explained below.
Basically, the client application handles user entries and interactions on the graphical
user interface. It provides authoring options and features for media and annotation
generation and editing. Here, a fundamental design choice is the realization of a so-
called Fat-Client (or Rich Client). As opposed to Thin-Clients, rich client applications
provide essential functionalities in order to realize specific computations without the
use of server requests. Indeed, the boundaries between thin and fat clients are not
explicitly defined [Kan98]. The client application is proposed to be implemented as
Fat-Client, since different kind of functions can be assigned to the individual operation
of the annotation framework as follows.
First, all relevant graphical components are offered which are to be regarded as part
of the View layer of the MVC model. Here, either own graphical components are
provided, but also external components or entire applications may be invoked and/or
integrated. As will be explained below, each graphical component is connected to a
specific controller which realizes local data control and management. In addition to
that, process management is realized. That is, the interpretation, visualization, and
execution of a loaded predefined process definition file is performed on client-side. In
doing so, a concept for Process-driven User Assistance can be realized, which will
be illustrated in Section 6.4. Finally, a specific interface is responsible for connection
and communication with external resources, such as multimedia content providers or
annotation services.
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6.3.2 Adapted Model-View-Controller and Mediator
In order to realize an appropriate management of media files and its annotated infor-
mation, existing approaches with regard to content annotation or linking have been
considered in the scope of conceptual design processes. In the area of hypermedia
research, several models can be identified, e.g. the Dexter Hypertext Reference Model.
This model divides a system into three delimited layers, separating the data, the given
annotation (hyper-) structure, and its representation on the graphical user interface
[HS94]. The realization of a layer-based separation requires the definition of a specific
architecture, which can be derived from a range of so-called architectural patterns.
Such patterns are regarded as predefined descriptions of the composition, organiza-
tion, and structure of a software system, and belong to the field of design patterns
[BMR+96].
In the context of a conceptual framework for process-based multimedia annotation,
an incorporation of the Model-View-Controller Design Pattern (MVC) [BMR+96,
GHJV95] is proposed. As shown in Figure 6.3, it equally divides the application into
three levels: the model layer represents the involved data, views display the informa-
tion and assume user interaction, and the controller layer processes user entries and
is enabled to modify data in the model. Furthermore, data consistency is warranted
through a specific notification policy. In general, an MVC-based model can contribute
to the following problems and requirements, which also fit to relevant aspects em-
phasized in this work (cf. Section 6.1): (i) implementation of interactive systems in
general, (ii) separation of application data and functionalities, (iii) representation of
the same information by different components, and (iv) immediate reflection of data
modifications.
Figure 6.3: The Model-View-Controller Pattern. [BMR+96, GHJV95]
In the proposed reference architecture, the Model layer consists of data and information
from contents and attached annotations to project configuration information, etc. In
this context, the storage of user-generated process definition files and (references to)
the available services constitute a central part. As such, this layer constitutes the Data
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System of the proposed framework. As showed in Figure 6.2, the following types of
data are included in the data system:
◦ Media Files (Local or References). In order to support collaborative use cases,
sharing, exchange, and publishing is fostered by providing the multimedia
contents on a common centralized resource (here, the Multimedia Annotation
Server). Media files can be directly stored and made accessible, for instance by
means of a file server. If external content is to be edited, such as web documents
or contents provided by specific multimedia databases, references to these mul-
timedia contents need to be managed. Referencing is usually realized by the
specification of URIs, URLs, or pointers to the local file system.
◦ Annotation Data. The server is responsible for the centralized storage and man-
agement of all additional information generated during the annotation process.
Among these data are structural metadata from selective sub-processes (like seg-
mentation), descriptive metadata, media content (references) that is explicitly
attached as additional information, as well as relations or links (cf. Section 5.4).
◦ Process Definitions. Once a concrete annotation workflow has been defined by
means of an arbitrary process definition language, the workflow specification file
is made accessible for all participating clients. Thus, the data system includes a
set of concrete workflows, which can be loaded by individual users. In addition
to that, these predefined process definitions can serve as templates, that is, they
can be reused and potentially edited in further annotation projects.
◦ Workflow States. As will be explained in Section 6.4.2, annotation workflows
permanently undergo changes with respect to the recent state. This is to be
associated with the tasks that have to be accomplished as well as with the media
documents to be processed. In the case of collaboration, also activities from
different participators, especially human, play an essential role. Hence, updates
of (shared) annotation workflows are also stored and managed within the central
server application.
◦ Available Services. The proposed conceptual framework emphasizes flexibility
with respect to the integration of annotation services in order to support differ-
ent forms of annotation (as digital object or as process). Among these services
can be internal tools and functionalities, independent applications, or external
services, for example, web services. For this purpose, annotation services are
organized by indicating locations for invocation, specific APIs, or pointers to
code parts. Furthermore, additional attributes are managed which enable a fur-
ther classification of services, being useful in the scope of workflow control and
data junction (cf. Section 6.1).
◦ Configuration Data. As revealed by the conducted analysis on multimedia an-
notation systems (see Chapter 3), different configurations have to be customized
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in order to prepare the system for the annotation process. Besides of individual
project settings such as specific user interface properties, especially commonly
used configurations need to be centralized. For instance, among these common
customizations are workflow definition files which determine workload distribu-
tion or the applicable annotation services.
◦ User Data. In Section 6.1, task or content distribution has been identified as one
key requirement for process-based annotation systems. This presupposes that an
account-based storage management of users is provided, in which accounts can
also be assigned to groups associated with respective roles and access policies.
The View layer represents any visual component at the graphical user interface. Be-
sides of the general elements of the user interface, single views display the available
tools or services that are previously assigned to respective tasks of the annotation work-
flow. These views can be either own framework-specific graphical components that
allow the control of external services and visualization of respective generated data,
or entire external applications as components which already comprise a graphical user
interface. Consequently, not every component requires the supply of a graphical user
interface element.
The Controller layer constitutes the Business Logic of the framework. It comprises
the functional concept of the fat-client as well as the server application within the
incorporated multimedia annotation server. While the server is particularly employed
for storage and management of the whole set of relevant data, the client application
provides control and treatment of information, especially with regards to incoming
user and system interactions. For this purpose, the client includes two different kinds
of controllers: local controllers and one global controller.
Local controllers are assigned to every graphical component of the View and act as
interfaces between component and application. As such, they realize the local business
logic for an assigned service. In general, the effective realization of these interfaces
is defined by the functions offered by each respective service, as well as by the type
of information which results as output data. With respect to the provided functions,
a specification is given in Section 6.3.4. General data types that can be assigned to
sub-processes and tasks of annotation (and thus result from services assigned to these
activities) have been described in Section 5.2.
In addition to local controllers, a central component serves as global controller and
represents the overall business logic of the client application. The global controller
is applied for workflow control and execution purposes, at which, among others, the
interaction between different integrated system components is mediated. Here, the
global controller instance does not obtain information about the concrete implemen-
tation of participating components, since this level is concerned by the incorporated
local controllers. Thus, the role of a broker is particularly emphasized.
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The intermediary role of the global controller instance is realized by the application
of the Mediator design pattern. This pattern includes a central instance which de-
fines the cooperation between different objects within a common framework and thus
coordinates the overall behavior of the environment [GHJV95]. Figure 6.4 pictures
the structure of the Mediator pattern in UML representation. Here, the global con-
troller is regarded as instance of ConreteMediator and ConcreteColleague objects are
implemented by the set of local controllers. A realization of the abstract Mediator
is not intended. This is explicitly allowed if only one Mediator instance is required
[GHJV95]. Thus, it can be implemented according to the Singleton pattern [GHJV95],
which limits instantiation to one single object.
Figure 6.4: Structure of the Mediator Design Pattern. [GHJV95]
The conceptual framework implements the Mediator pattern by the establishment of
a Process Engine component. According to the principles of the pattern, it defines
the cooperation and interaction of multiple objects, and holds an intermediary role by
coordinating the overall behavior of the system [GHJV95]. This is especially provided
by the sub-element Component Broker (cf. Figure 6.2). Furthermore, by means of
an additionally integrated Workflow Handler, workflow control can be supported with
regard to transitions between workflow phases, sequences of sub-operations, passing
through loops, and re-entries to other phases of the workflow. The specific processes
and sequences within the annotation workflow are defined by task groups and sub
operations, which can be pooled into several system components.
The global controller is key component with respect to the establishment of Event-
based Communication and a Service-oriented Infrastructure, so that the specific noti-
fication strategy of a MVC model is substantiated [SN92]. An event-based system is
a shared environment composed of multiple active software components and a service
that realizes event transmission, commonly called Event-Broker or Event-Dispatcher
[Sch00]. There, active software components may obtain the role of an event publisher
or an event consumer. The Broker component appears as event transmitter and is re-
sponsible for inter-service communication and interoperability, as well as workflow
control and governing. As a result, a service-oriented infrastructure can be imple-
mented. Service-oriented infrastructures focus on the realization of components as
6.3 Reference Architecture Model 155
modular services that can be invoked by certain clients. Thus, based on a service-
oriented infrastructure realized by the global controller, modularized sub-processes of
collaborative annotation can be individually invoked and controlled.
6.3.3 Component-based Environment
With respect to the basic structure of the reference architecture, a modularization by
the incorporation of components is proposed. The entirety of components determines
the specification of the characteristics and functions that need to be offered to com-
ply with requirements for a process-based annotation system (cf. Section 6.1). This
design-related decision is basically based on the requirement for pooling identified
sub-processes of annotation into functional units that are mutually delimited in order
to typecast task areas that can be invoked by a central control unit. Furthermore, the
architecture must enable administrators to integrate, replace, and delete services that
can be assigned to these task-related modules. The concept of software components
applies to these specific requirements.
A software component is regarded as an enclosed unit that provides specific function-
alities. Components are context-independent, that is, they can be embedded into a
higher-level system and combined with other components. According to the principles
of a black box, the concrete implementation of a component is concealed from its ac-
cessing instance [Szy02]. Thus, software components must provide specific interfaces
which allow system-managed access, communication, and cooperation. In doing so,
information is offered about the comprised functionalities as well as the demands on
the entire framework [CFM+00].
Specific requirements of workflow control and visualization, flexible service integra-
tion and supply, data consistency and coherent junction are considered by the integra-
tion of the key framework components Process Engine, Process Visualization, Tool
Selection, Communication, and Framework Interface. As described above, the Pro-
cess Engine implements the Mediator instance as global controller of the MVC model.
The Process Visualization component is responsible for the visualization of a concrete
workflow instance and the consideration of respective user interactions. As will be de-
scribed in Section 6.4.2, a proposed visual-interactive concept for Process-driven User
Assistance includes workflow-based user guidance at different levels. For this purpose,
also traditional interaction elements for Tool Selection are incorporated. Moreover, the
Communication component realizes the connection between elements of the shared
framework. First, the communication between the framework’s central Multimedia
Annotation Server is established. Additionally, access is warranted to external infor-
mation resources such as web servers or multimedia databases, external annotation
services, or external annotation servers which, to give an example, might provide and
store semantic annotations or ontologies. For the latter case, a Framework Interface
component is incorporated. The same way as the concept of software components,
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it implements the interface for the interaction with external services or resources, for
instance, by comprising specific APIs. In addition to that, Media components are in-
corporated which can be assigned to the annotated media documents.
Based on sub-processes of multimedia annotation identified in Section 5.2, the abstract
components Configuration, Selection, Addition, Exploration, and Externalization have
been conceived. The Configuration component is responsible for any administrative
activity performed by authorized users. It provides input interfaces for several config-
uration options such as users and task management, process specification, or project
settings. Selection components represent any service for content selection or segmen-
tation. For this purpose, interfaces must be provided that support interaction with
media players and data visualization components. Analogously, Addition components
are responsible for the attachment and conjunction of any kind of annotation. Explo-
ration components serve as means of reception, browsing, navigation, and searching.
Basically, information is visualized, and features for manipulation of the data repre-
sentation such as filtering or sorting are provided. In addition to that, specific search
functionalities may be integrated. Examples are specific timeline views for continuous
media like audio or video, or annotation structure visualization tools. Finally, Ex-
ternalization tools are responsible for data processing in order to reuse the generated
information in external environments or projects.
Figure 6.5: Basic Structure of Process-related Architecture Components.
The basic structure of framework components is pictured in Figure 6.5. As illus-
trated, components are composed of a local controller instance and, optionally, of one
graphical user interface representative. As already stated, the local controller element
is employed as interface between the specific component and other elements of the
framework. The dispensability of an additional graphical element depends on the spe-
cial function a component fulfills in the framework context. No user interface needs
to be incorporated for parts of the business logic, such as the Process Engine or the
Framework Interface, or in the case of invoked software components or stand-alone
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applications which already provide a graphical user interface by themselves. In con-
trast, annotation services may be associated which do not offer an user interface, but
rather deliver certain data as response on specific requests. Here, the integration of a
graphical interface might be required, if a manual control of the specific service and/or
editing of resulting data is demanded.
Furthermore, Figure 6.5 shows that components might be implemented several times.
This especially applies to all components which are related to sub-processes of anno-
tation, so that multiple concrete tasks which belong to a certain common sub-process
can be covered. For instance, two different services might need to be integrated in
order to segment video documents according to detected shots or scenes. Or, to give
another example, different media formats need to be supported, each requiring a dif-
ferent display and control element.
In the following, a more detailed specification of the different components comprised
by the architecture model will be provided.
6.3.4 Characteristics of Architecture Components
In this section, the fundamental characteristics for each of the components introduced
in the previous part are elucidated. Since the integration of a graphical user interface el-
ement is not necessary for all components, the described characteristics are exclusively
related to the respective local controller element. Hence, the focus of this section is on
the offered functions, the internal procedures, and interdependencies as well as inter-
actions with other elements of the framework. In doing so, the overall behavior of the
framework can be described. In addition to that, essential aspects for the definition of
interfaces are constituted.
I. Process Engine
The Process Engine component represents the central control instance which imple-
ments the Mediator within the proposed adapted MVC model. The key functions can
be summarized as workflow control, service enactment and coordination, and data flow
management. Here, this entity can be compared to a workflow engine. As illustrated
in Section 2.2, workflow management systems usually comprise on or more workflow
engines which interpret concrete workflow instances, interacting with workflow partic-
ipants (humans and machines) [CB04]. Furthermore, workflow engines also provide
specific invocation capabilities to activate applications which are necessary to execute
particular services [Hol95].
In order to comply with the described key functions, the Process Engine is subdivided
into three types of sub-components: a Workflow Handler and a Component Broker.
While the Workflow Handler is primarily responsible for workflow control, the Com-
ponent Broker realizes the main functions of the Mediator model, such as compo-
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nent coordination and consistency-founded notification. A delimitation of both sub-
components is to be regarded as indispensable, since the graphical-interactive concept
proposed in this work also includes the possibility to work without explicit workflow
support, so that a silent execution of the workflow Handler is required (see Section
6.4.2). In this case, the Component Broker still handles relevant aspects of service
coordination with respect to data junction of different annotation formats or synchro-
nization of annotations and media documents.
I.1 Workflow Handler
The main functions of the Workflow Handler component refer to aspects of workflow
control in general. Initially, the Workflow Handler reads the workflow definition entity
previously parsed by a Process Definition Language Interpreters (PDLI) (cf. Figure
6.2). According to the used process definition language, a suitable PDLI interprets and
transforms a concrete workflow instance definition into a uniform framework-internal
structure. Subsequently, the transformed workflow instance is processed according
to user-specific properties such as tasks and contents assigned to the current user, and
specified roles and access rights. This light weight workflow specification is forwarded
to the local controller object of the Process Visualization component, which represents
the workflow in user-adapted form. According to the latter point, the Workflow Han-
dler has direct access to the Process Visualization component (cf. Figure 6.2). How
the workflow is actually enacted, depends on the specification included by the process
definition. Here, either an initial user decision or interaction is expected, or the first
task (with a respective service invocation) is automatically initiated. With respect to
workflow control aspects, the key functions of the Workflow Handler can be regarded
as Workflow Event Reception and Workflow Event Forwarding (see Figure 6.6).
Workflow Event Reception: Essentially, the Workflow Handler waits for the arrival
of workflow-specific events, which can be divided into Service-related Events and User
Interaction-related Events. This classification applies to the definition of workflow
participants, which includes technological as well as human resources (see Section
2.2.1). In the scope of Service-related Events, the Workflow Handler is notified by
the Component Broker when a tool or service has completed a processing unit. Sub-
sequently, the Workflow Handler computes the next work item (task) by checking the
recent process definition. Moreover, in the event that the user needs to manually choose
the following step, the Workflow Handler receives an User Interaction-related Event.
In this context, the task selection process is performed within the Process Visualization
component.
Workflow Event Forwarding: Once a subsequent work item has been determined, the
Workflow Handler notifies both the Process Visualization component and the Compo-
nent Broker instance. In doing so, the provided workflow visualization is enabled to
update the representation according to the current state. That is, the visualization indi-
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Figure 6.6: Functions and Interactions of the Workflow Handler Component.
cates for the current task or work item, as well as the tasks already accomplished. With
respect to the interaction with the Component Broker, forwarding of the next task aims
at enacting the appropriate service(s).
I.2 Component Broker
According to the realization of the Mediator pattern, the Component Broker is respon-
sible for the management and coordination of all participating framework components.
For component management purposes, a suitable design pattern is the Factory Method
[GHJV95]. This method allows the instantiation and integration of formally unknown
components. Furthermore, it determines an explicit location for component instanti-
ation decision procedures, which are specified within the process definition. Besides
of aspects of component coordination, the Component Broker considers data junc-
tion (see Section 6.3.5) and workload monitoring (see Section 6.4.2). As illustrated
in Figure 6.7, this implies the following key functions: Service Invocation, Workflow
Event Forwarding, Data Junction, Modification Broadcasting, Workload Monitoring,
and Synchronization.
Service Invocation: When a specific task is to be performed, the Workflow Handler
component forwards a parameterized execute task request, and the Component Bro-
ker determines the applicable service(s). This is based on the transfered parameters,
which refer to sub-process or task-related or service categories as described in Section
6.2. Subsequently, the selected services are invoked by checking the attached location,
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Figure 6.7: Mediator Functions of the Component Broker.
code fragment, or API specification. This forms the basis for an explicit supply of re-
quired services, i.e., user interface components which represent the provided services,
depending on whether the specific service can be applied in order to accomplish the
recent annotation task to be performed. Obviously, closing of not relevant services is
included in this function.
Workflow Event Forwarding: Once a service has finished processing, it informs the
broker instance about the completion of the respective task. The Component Broker
then forwards this message to the Workflow Handler, which determines the next steps
to conduct. In addition to that, procedures related to the consecutive functions are
triggered.
Data Junction: Since different services are integrated in the annotation process which
generate various types of annotations, this data needs to be commonly managed in
a uniform manner. For this purpose, the Component Broker identifies the type of
incoming data based on the category specification attached to the notifying service.
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Thus, the Component Broker is enabled to integrate new information into the specific
data model provided by the framework. A detailed description of the architectural
structure for data junction will be given in Section 6.3.5.
Modification Broadcasting: After updating the data model, modifications are for-
warded to the server application in order to establish consistency with the centralized
data system. In addition tho that, modifications are also sent to all client components
which visualize or process the same data at modification time. Thus, consistency is
guaranteed within the client application, which is particularly relevant for synchro-
nization.
Workload Monitoring: If multiple media objects have been previously selected for
annotation, or the annotation tasks have been distributed to different users, the frame-
work provides monitoring facilities with respect to the annotation progress. For this
purpose, the Component Broker computes the tasks which a specific user account has
to accomplish for each selected media object. This information is gathered from the
predefined process definition entity.
Synchronization: As pointed out in Section 2.1.4, synchronization of the different
media objects contained in a multimedia document, as well as the objects’ annotations
(which also can be media objects) is a relevant aspect of multimedia annotation. In
general, synchronization considers the spatial, temporal, or logical relationships be-
tween involved entities. After explorative user interactions including selection of spe-
cific annotations or the display and/or control of a media object, the Component Broker
informs concerned components in order to achieve respective updates. Consequently,
synchronization primarily concerns Media and Exploration components.
II. Process Visualization Component
Workflow Management Systems which allow for user interactions in the context of
process execution usually work with so-called worklists [Hol95]. Worklists are com-
prised of work items which can be regarded as the elementary pieces of work and are
generated by the incorporated workflow engine(s) [LAH08]. A worklist may be visible
to the user, presenting the workflow and prompting users to manually select items of
work, and indicating for task completions [Hol95].
Both the Process Engine and the Process Visualization components constitute the pro-
cess management system within the proposed conceptual framework. Basically, the
Process Visualization component represents a concrete workflow instance, permits
users interactions, and provides information about the recent workflow state (see Sec-
tion 6.4.2). According to this, the main functions can be regarded as Graphical Work-
flow Transfer, Interaction Treatment, and Status Update (see Figure 6.8).
Graphical Workflow Transfer: The key function of the Process Visualization com-
ponent is to transfer a workflow instance managed by the Workflow Handler into a
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Figure 6.8: Functional structure of the Process Visualization Component.
human-interpretable graphical representation. For this purpose, the core elements of
a process definition, such as activities, splits (decision nodes), joints, or conditions,
are mapped to graphical base objects. After a preprocessing procedure, in which es-
pecially transitions and conditions are checked, the executive order is constructed. A
detailed description of the process visualization strategy conceptualized in this thesis
will be given in Section 6.4.2.
Interaction Treatment: The process management system allows user interactions
referring to task selection activities. This is the case if the current user wants to switch
to an arbitrary (admissible) task, or when multiple alternative tasks can be selected.
The Process Visualization component accepts task selection interactions and forwards
them to the Process Engine component which initiates service invocation.
Status Update: During a running annotation process, modifications are permanently
conducted which refer to workflow-related aspects. For instance, this includes the
state of a previously defined workload, that is, a number of tasks and/or a set of me-
dia objects that need to be edited. Furthermore, the visualization component needs
to represent the recently processed task, for instance, by highlighting the respective
graphical representative. In some cases, certain tasks can not be performed due to the
current workflow state. To take an example, it is conceivable that after the selection
of media objects from a database of images and videos, the workflow instance offers
the alternative segmentation tasks video shot detection and image region segmentation.
Thus, one of the two alternative tasks always needs to be deactivated depending on the
format of the previously selected media object.
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III. Tool Selection Component
As will be described more detailed in Section 6.4.2, the visual-interactive concept for
Process-driven User Assistance proposed in this thesis realizes different levels of user
guidance during the annotation workflow. Thus, besides of controlling the execution
of annotation services by means of workflow management principles, also traditional
tool selection components need to be integrated, such as menu bars or toolboxes. Here,
classical Tool Selection components need to be based on the loaded process definition
file, referring to the tools which need to be provided on the one hand, and the activa-
tion of tools during run-time on the other hand, the same way as the Process Visual-
ization component. In contrast to Process Visualization, all relevant notifications are
conducted by the Component Broker and not by the Workflow Handler (see Figure
6.9). In doing so, a deactivation of explicit workflow execution can be ensured. The
main functions resulting from these considerations are Toolset Initialization, Interac-
tion Treatment, and Status Update.
Figure 6.9: Characteristics of Tool Selection components.
Toolset Initialization: Once the Component Broker broadcasts that a new process
definition has been loaded, Tool Selection components request a list of all tools (ser-
vices) which are integrated in the recent workflow. Subsequently, the list of tools is
constructed.
Interaction Treatment: Selection of tools is performed by human participators in
manual manner. This information is forwarded to the Component Broker, which is
responsible for respective tool invocation. Thus, the function Workflow Event For-
warding realized by the Workflow Handler is replaced. Here, instead of forwarding a
task request, the required tool is named explicitly.
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Status Update: As described above, different states of a running workflow might
require different activity states of a tool. That is, in some cases the invocation of a
specific annotation tool is not legal. Hence, the activity states for all tools need to be
updated after each workflow step (which triggers a workflow state change).
IV. Configuration
The Configuration component is responsible for all administrative processes and con-
figuration of the application. It provides input interfaces for the customization of gen-
eral application and project properties as well as the management of user accounts,
groups, roles, and access right. In addition to that, workflow- and task-related settings
can be edited. For instance, distribution of tasks to different users or user groups can
be stored. In general, the administration component provides interfaces for different
types of information entry, and allocates data to its proper destination. The resulting
basic functions of the administration component are Extraction and Integration.
Figure 6.10: Administrative Functions of the Configuration Component.
Extraction: In order to enable the creation, editing, and removing of administrative
or configuration data, the component provides read access to the data layer, so that the
required information can be displayed on the graphical user interface.
Integration: As illustrated in Figure 6.10, the Configuration component implements
the write access to the data system, depending on the detected type of information.
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V. Media
In general, Media components are incorporated in order to display the media objects
processed within the annotation framework. Depending on the given media format,
specific functionalities have to be provided which support navigation and media con-
trol. Furthermore, additionally features may be required with respect to the display
and interaction with existing anchors or annotation validity areas (cf. Section 2.1.4).
Interaction with such areas primarily include manual selection, but may also refer to
creation and editing procedures, i.e., also manual segmentation can be supported. As
pictured in Figure 6.11, the basic functions of Media components are Display and
Playback, Navigation and Control, and Anchor-level Interaction.
Figure 6.11: Media Component Functions.
Display and Playback: Media components provide specific display areas which are
adapted in conformity with the supported media type. For media display purposes,
the location of the object to display is delivered by the Component Broker instance
at invocation time. Depending on the form of location indication, specific preload or
buffering functionalities might need to be involved, e.g., if streaming is required. Ad-
ditionally, some of the annotation systems examined in Chapter 3 reveal that specific
areas are shown and highlighted upon the respective media display area, for instance,
video or image region segments, or specific sub-elements within a 3D-model. Thus,
also anchors, i.e., specific annotation validity areas, might need to be displayed.
Navigation and Control: Playback elements are required for continuous media like
audio or video, or zoom and panning functionalities for images and web documents
like PDF files. Any navigation and control event is sent to the Component Broker in
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order to guarantee synchronization. In doing so, data visualization components which
display annotations attached to the recent media object can be informed that the context
has changed, and that another set of annotations probably needs to be highlighted.
Anchor-level Interaction: Anchor-related interaction particularly refers to the manual
selection of anchors which may concern an entire media object or parts of it. The Com-
ponent Broker has to be notified in order to inform other components that a specific
area has been selected and respective annotations need to be highlighted. In addition
to that, especially video and image-based annotation systems show that generation and
editing of segments which refer to a specific region is to be enabled upon the media dis-
play area. Such forms of segment interactions also need to be delivered to the central
control instance in order to update the data system and further system components.
VI. Selection
The general objective of Selection components is the generation of anchors, that is, the
selection of areas which serve as point of attachment within a media document. For
this purpose, different manual or automatic services can be implied (cf. Section 5.2.4).
A relevant aspect is the interaction with other system components. Besides of working
with an independent tool or running a single service, area selection may be performed
upon Media components as described in the previous paragraph, or within Exploration
components. For instance, Kipp [Kip08] points out that video annotation (time-based
selection and information attachment) is mostly performed in the context of working
with timeline-based representations. As a result, basic functions of Selection compo-
nents, Media Location Forwarding and Anchor Forwarding, focus on the information
exchange with the Component Broker. In addition to that, especially for the case of the
application of external automatic services, additional graphical user interfaces might
need to be provided in order to allow a manual interactive manipulation of computed
data, so that potential errors or misinterpretations can subsequently be edited. Thus, as
shown in Figure 6.12, also Interactive Manipulation is (optionally) offered.
Media Location Forwarding: On service invocation time, the Component Broker
delivers the location of the media object to be processed by transferring a URL, URI or
similar forms of location indication. Thus, the applied service can access the respective
file(s) in unassisted manner.
Interactive Manipulation: As stated above, specific interaction elements might need
to be provided in order to allow a manual interactive manipulation of computed data.
This is an optional function that especially fits to the application of automatic services
or to subsequently edit already existing anchors. For that purpose, specific interfaces
must be realized that are able to process structural metadata, such as coordinates, time-
based data or standardized formats like X-Pointers or Image Maps (see Section 5.2.4).
The concrete implementation depends both on the supported media format and the
type of structural metadata which is handled.
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Figure 6.12: Functions of Selection-related Components.
Anchor Forwarding: Once selective annotations have been generated and possibly
manually edited, the new data is forwarded to the Component Broker in order to inte-
grate new information into the given data model and initiate data consistency proce-
dures.
VII. Addition
Concrete implementations of the Addition component enable supply, representation
and editing of annotated data such as descriptive metadata, categorization, commen-
tary, further multimedia content, etc. Consequently, a relevant aspect is the consid-
eration of different forms of information, which have to be supported by providing
suitable input interfaces. Assuming that the Component Broker has already registered
the media anchor(s) which are to be be connected with new information (e.g., through
previous selection of an existing media segment), the basic functions of Addition com-
ponents are Information Generation, Interactive Manipulation and Information For-
warding (see Figure 6.3.4).
Information Generation: For annotation generation purposes, interfaces are applied
which allow the communication with tools and services for information creation and
editing. Among these are both manual and automatic services. With respect to the
latter case, respective interaction elements might need to be provided on the graphical
user interface for subsequent editing purposes, comparable to Selection components.
A representative example are specific metadata extraction services.
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Figure 6.13: Functional structure of Addition Components.
Interactive Manipulation: As with Selection components, manual creation and mod-
ification of data might need to be supported in the case of automatic information gener-
ation. For this purpose, the graphical user interface must offer graphical and interactive
elements for information representation and manipulation. The concrete implementa-
tion strongly depends on the supported data format.
Information Forwarding: Once the new additional information has been created (or
edited) , the data is forwarded to the Component Broker, at which the correct associa-
tion and integration into the data model is performed (see Section 6.3.5).
VIII. Exploration Component
In general, components which apply to Exploration procedures include functions for
searching, viewing, and navigation on the given media and annotation data. In addition
to that, means of manipulation of the data representation are provided which can be
useful when working with larger data sets. As pictured in Figure 6.14, the functional
area is divided into features for Extraction, Data Representation, and Interactive Ma-
nipulation.
Analogous to other framework components, external services can be associated, for
instance, in order to integrate specific visualizations or search engines. In accordance
with the concept for Process-based User Assistance elucidated in Section 6.4, at which
permanent UI components will be specified, at least one fix component is provided
that aggregates the complete information space evolved within the running annotation
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process. Hence, this component is enabled to represent information in cooperation
with any invoked service at run-time. This is warranted by the specific synchronization
and notification procedures provided by the Component Broker object.
Figure 6.14: Functional Structure of Exploration Components.
Extraction: An Exploration component realizes read access to specific data resources
in order to represent this information synchronized with the respecting media objects.
Here, data resources include the framework’s data system, but also external resources
such as data of further projects or external annotation servers (at which communication
is supported by means of the Framework Interface component). Moreover, extraction
includes the processing of search queries, which can be regarded as specifically pa-
rameterized extraction requests.
Data Representation: Data which results from a general extraction request or a search
query is represented on the graphical user interface. Depending on the type of acquired
information, various forms of representation are provided from simple lists to more
complex visualization structures. Basically, among different types of information are
media documents and objects, media subsets and segments, and attached additional in-
formation. Furthermore, a current data representation is updated when the Component
Broker sends a notification of data modification.
Interactive Manipulation: Particularly if users are confronted with larger sets of in-
formation (including search results), which also may dynamically expand in the course
of collaboration, a manual manipulation of visualized data is necessary in order to en-
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sure orientation within the given information space [Sch07] and cognitive load reduc-
tion [SFZ06]. Examples of respective technical auxiliaries are filtering and sorting1
according to specific parameters, or item relocation (cf. ref ). The latter case can be
assisted by direct object manipulation principles [Shn97].
IX. Externalization
At the end of an annotation process, the gathered data is externalized in order to pub-
lish, summarize, or export it. Thus, Externalization components are exploited in order
to reuse information in further contexts, create result reports, or for further process-
ing with other applications. Here, all relevant data might be included, such as media
documents and objects, media subsets, and annotations. This results in three main
functions: Data Selection, Parsing, and Data Forwarding.
Figure 6.15: Functions and Internal Procedures of Externalization components.
Data Selection: Before passing the project’s data for externalization, required parts of
the entire dataset might need to be selected. For this purpose, necessary functions are
data representation and manipulation, which can be provided by the component itself
or realized in cooperation with an Exploration component (see Figure 6.15). Exam-
ples are summaries of interesting video scenes, or the transfer of a certain (annotated)
1In this context, the term sorting also includes acts of grouping, clustering, and hierarchization.
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category for further statistical computing. As a matter of course, also the entire dataset
can be handed over, e.g., in order to generate comprehensive reports.
Parsing: In the case of forwarding of data to other applications or services, certain
specific formats might be expected. Consequently, parsing must be provided in order
to transform selected data in a requested structural format. If the used externalization
component is part of the implemented system, probably no previous parsing proce-
dures are required.
Data Forwarding: Finally, the component forwards selected and potentially trans-
formed data to its destination point. This procedure might be assisted by the Com-
muncation and Framework Interface component.
X. Communication Component
This component is responsible for communication, transaction, and data exchange be-
tween clients and the Multimedia Annotation Server (and the centralized data system).
Thus, any kind of read and write procedures belonging to the remaining system com-
ponents is conducted via the Communication component. In addition to that, in con-
junction with the Framework Interface, communication with external resources can be
established. Among such external resources are (i) annotation services which can for
instance be implemented as web services, (ii) multimedia databases containing “raw”
data, and (iii) external annotation servers which provide sets of already annotated data.
An essential aspect covered by the Communication component is the integration and
management of different exploited protocols which form the base of communication.
This is realized by the integration of respective marshallers and unmarshallers (cf
Figure 6.2). According to these aspects, Connection Establishment, Marshalling, and
Data Forwarding can be regarded as main functions.
Figure 6.16: Communication-related Functions.
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Connection Establishment: The Communcation component implements the connec-
tion between the different integrated components over a net (e.g., the WWW). To this
end, different strategies can be employed such as constant point-to-point connection
or message-based broadcasting.
Marshalling: The component provides integration and management of different mod-
ules which are exploited to (i) transform outgoing messages into a required for-
mat according to a certain protocol, and (ii) re-transform incoming messages into a
framework-interpretable structure.
Data Forwarding: The Communication component is to be regarded as the inter-
face between the Component Broker (including its connected client components) and
the Multimedia Annotation Server, as well as further external services and resources.
Thus, messages are transferred between these different entities. To give a better un-
derstanding, Figure 6.16 distinguishes between requests conducted by the Component
Broker and messages sent by the server application or external objects.
XI. Framework Interface
In the context of this work, also service-oriented infrastructures need to be consid-
ered, since not only stand-alone software components or applications are taken into
consideration, but also specific services which deliver different kinds of attachable
information. On these conditions, in order to manage the annotation workflow exe-
cution within a service-oriented architecture, potentially distributed resources need to
be orchestrated [GKK+08]. In this context, the Framework Interface component may
construct and/or offer interfaces for all integrated framework components which con-
trol or communicate with external services. Hence, these interfaces correspond to the
specific interfaces and features provided by the respective services. On the other side,
the Framework Interface realizes an API for the entire framework, indicating for the
services provided by the annotation environment. This is especially relevant in use
cases, at which the framework is part of a superior process and/or environment, or in
the course of interconnection with other (also heterogeneous) workflows. The Frame-
work Interface is located on behalf of the Fat-Client, so that needless communication
threads such as client-server-service (and back) are reduced.
Since the concrete implementation of interfaces strongly depends on the type of ser-
vices which are to be supported, no further specification of this component is given at
this point. Further related work has been treated by Heinzl et al. [HSJ+09].
6.3.5 Architectural Structure for Data Junction
As already pointed out in Section 6.1, Data Junction is a specific challenge in the case
of multimedia annotation workflows. This can be attributed to the involvement of dif-
ferent media formats and their special properties on the one hand, and to the multitude
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of heterogeneous types of annotations which are generated during the annotation pro-
cess on the other hand (cf. Section 5.2.5). Such data formats are summarized in Figure
5.8, Section 5.4. Consequently, the main challenge is a consistent and uniform storage
and management of heterogeneous data in one common model.
For this purpose, a respective data model will be established in I., which is able to ag-
gregate different forms of media formats and annotations. Here, this will be performed
on an abstract level. Deepening approaches for Multimedia Annotation and Hyperme-
dia Data Models can be localized at Hardman et al. [HBR93, HBvR94], Tochtermann
[Toc95], or Westbomke and Dittrich [WD02]. The described model basically refers
to the media formats and annotation types involved in sub-processes or tasks of an-
notation. Accordingly, the process-related components Media, Selection, Addition,
Exploration, and Externalization described in the previous section will be exclusively
considered in II.
I. Abstract Data Model for Multimedia Annotation
The abstract data model for multimedia annotation is based on Section 2.1.4, at which
essential aspects of multimedia have been elucidated with respect to annotation va-
lidity areas (and respective structures of media objects), the basics of anchoring, and
annotation of various media formats. In Figure 6.17, the presented model is pictured
in an UML-oriented sketch. In the following, the basic data model entities will be
explained.
Multimedia Container: Multimedia Containers represent the media documents which
are processed within the framework. They contain at least one Node. In the case of
composed documents such as websites or PDF files, several Media Object Nodes can
be included. Furthermore, all Anchor Links which connect anchors of different nodes
are managed. Hence, Multimedia Containers comprise all relevant data with respect to
annotated media documents: media objects, annotations, and relations between them.
Node: Media Objects as well as Additional Information are basically managed in
forms of Nodes. In this manner, both forms of annotation data can be associated with
anchors. In addition to that, it has to be considered that annotations can also be media
objects.
Anchor: Each Media Object or Additional Information element obtains one or more
Anchors. Anchors are to be regarded as connection points for all kinds of Nodes.
Here, the different types of Anchors establish specific forms of annotation validity
areas (or media subset areas). As described in Section 5.2.4, among these are entire
documents, spatial areas, temporal areas, or spatiotemporal areas. Thus, Anchors are
defined by some sort of structural information, and can also be regarded as one form
of annotation. A special anchor type is Generic Anchor, which refers to the entire
document it is defined for.
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Anchor Link.: The connection between Anchors defined for specific Node entities
is realized by Anchor Links. In general, different forms can be distinguished, such as
directional, bidirectional, or multiple links.
Media Object: Media Objects represent the actual media content in its different for-
mats. Thus, concrete instance contain an indication for the location of the physical
media file. Furthermore, media-specific attributes are incorporated, such as duration,
size, frame rate, color density, etc.
Additional Information: Besides of Anchors as structural information, Additional
Information are the second form of data entities which are regarded as annotations. As
illustrated in Section 5.2.5, different types of additional information include descriptive
or semantic metadata, media content, dialog artifacts, or relational descriptors.
Figure 6.17: Abstract Data Model of Multimedia Annotation.
II. Structural Component Organization for Data Junction
For junction of heterogeneous data processed in the scope of annotation processes, the
definition of different types of controllers on the part of the framework business logic
is employed. Figure 6.18 shows the architectural structure for uniform data storage and
management. Central elements are specific modules included by the Component Bro-
ker instance (cf. Figure 6.2 in the first section of this chapter), which obtain read and
write access to specific entities of the common data model. Additionally, the various
local controllers, which constitute the required interfaces between integrated annota-
tion services and the entire framework, are assigned to one or more read and write
modules of the broker. In doing so, required parts of the data model are associated to
the internal service representatives, serving as respective input and output.
As a result, the following basic associations can be made between types of process-
based architecture components and specific parts of the data model (see Table 6.2).
Media components basically ensure display, control, and navigation of integrated me-
dia objects. In addition to that, it is potentially required to enable representation and
modification of anchors. Selection components are responsible for the generation and
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Figure 6.18: Architectural Structure for Data Junction.
editing of structural metadata which define validity areas of annotations. Thus, access
on anchor instances needs to be provided. Addition components realize the creation
and processing of additional information of different formats. Furthermore, the en-
tire set of media documents and annotations including their relations is to be provided
by Exploration components in order to perform search requests, general viewing, or
manipulation. Hence, these components obtain access to all instances of Multime-
dia Container. The same applies to Externalization components, which are means of
exporting or publishing the entire data set or parts of it.
Components Data Model Objects





Table 6.2: Assignment of Process-related Architecture Components to parts of the
Data Model.
III. Discussion
The presented approach provides a solution concept with respect to the storage and
management of heterogeneous incoming and outgoing data. It is described on a struc-
tural level, defining the relations between elements of the system architecture and the
relevant data model entities. Nevertheless, no statements are given about concrete as-
signment strategies for these different items, leading to two problem factors. First of
all, situations have to be considered in which existing annotation data is recalled, e.g.,
for re-editing purposes. Problems arise from the fact that requested data needs to be
represented by the correct UI component (usually the UI representative of the service
by which the data has been generated). To give one example, a workflow may include
two different services which generate the same type of information, for instance, a
video event detection and a scene detection service which produce time intervals. In
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this case, a later recognition of the respective UI component just based on the given
data entities is not trivial. Second, in the scope of flexible and extensible systems,
it must be possible to replace services, for example by new versions providing im-
proved algorithms. As well, a solution for correct service recognition and assignment
is required.
Related problem areas are addressed by research work conducted in the field of ser-
vice description [LADM08]. Thus, approaches can be references that are associated,
among others, to service composition or semantic service modeling. For instance, a
semantic annotation of services can foster service discovery as well as their composi-
tion into workflows [BEP+08, MK10]. To sum up, open issues have to be adhered at
this point. Accordingly, these topics are discussed in Chapter 9, giving prospects for
relevant future work.
6.3.6 Summary
In this section, a Reference Architecture Model for Process-based Multimedia Anno-
tation Systems has been proposed. Here, the core aspects can be summarized as a
Client-Server Model which is additionally structured through an adapted combination
of a the Model-View-Controller (MVC) and Mediator patterns. Furthermore, in order
to foster flexibility and to align to the process model of multimedia annotation defined
in Chapter 5, the reference model is defined as Component-based Environment. In
the following, the fundamental characteristics of the reference model are summarized,
considering the compliance of process-related requirements which have been defined
in Section 6.1.
Since one key requirement is the realization of interconnectedness between partici-
pating peers and shared data storage and management, a Client-Server Architecture
has been proposed in Section 6.3.1. In this manner, the effective process execution
is separated from data management, so that replaceability on the levels of both client
and server is achieved. The Multimedia Annotation Server is responsible for a cen-
tralized storage and management of all relevant project data, and provides additionally
services such as author authentication as well as accounts, roles, and rights manage-
ment. Client applications are implemented as Fat-Client, so that a significant part of
the overall functional area is located at the local computing device. Among client-
sided functions are the invocation and display of graphical components on the user
interface, the interaction with external services, workflow visualization and control, as
well as data control and junction at run-time.
The Client-Server Model is additionally structured by an adapted combination of the
MVC and Mediator architectural patterns, which have been described in Section 6.3.2.
The applied MVC model separates the entire system into three layers: the View com-
prises all graphical components, the system business logic is located at the Controller
layer, and the Model represents the accessed data system which is contained in the in-
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corporated server machine. Here, the data system includes media files (local or refer-
enced), annotation data (selections and additional information), user-specified process
definitions, metainformation about available services, general configuration data, and
account-based user data. The fundamental elements within the Controller layer are
multiple local controllers and one global controller. Local controllers are assigned to
the graphical components that represent tools and services displayed on the user in-
terface. These controllers realize the functional concept of a component and serve as
interface between the component and the global controller instance. The global con-
troller object implements the core functions of the business logic: workflow manage-
ment, coordination of components (through their local controllers), synchronization,
and client-sided consistent data junction. For this purpose, the Mediator pattern is pro-
posed, at which a central instance is defined that coordinates the interaction between
different objects within the common environment, defining the overall behavior. This
is achieved by providing a specific event-based notification strategy. Thus, it forms
the basis for the establishment of a service-oriented infrastructure.
The single framework elements have been specified as components, which can be re-
garded as functional units with respect to different areas of the annotation process
(Section 6.3.3). Here, the first type of components realizes the functional concept of
the framework and applies to general requirements for process-based multimedia anno-
tation systems. Thus, with except of the Process Visualization component, they can be
located at the business logic layer. The second class of components refers to the anno-
tation services or tools invoked at run-time. Consequently, they relate to sub-processes
of annotation which have been presented in Section 5.2. Basically, they comprise a
local controller and a view element which is displayed on the graphical user interface.
Here, the view element is dispensable if the assigned service already offers an indi-
vidual user interface, so that the component only serves as interface between service
and framework. Thus, flexible service integration is fostered at different levels, that
is, it is facilitated to connect specified tasks either with tools already provided by the
annotation system, external services, or stand-alone applications.
In Section 6.3.4, the single framework components have been illustrated on a model
basis. In doing so, the provided core functions, internal procedures, as well as inter-
dependencies and interactions with other framework components and elements have
been emphasized. In this manner, interfaces that need to be provided by all architec-
ture components can be derived. Hence, the presented specifications must be primarily
regarded as construction plan in the scope of an effective implementation of a process-
based multimedia annotation system.
Finally, Section 6.3.5 provides an architectural solution concept in order to realize a
uniform and common storage and management of heterogeneous data that is generated
probably around one single media document. Here, specific problem factors have been
discussed with respect to an adequate description of services, so that open issues can
be derived concerning relevant future research work.
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To sum up, this section elucidated the structural organization and behavior of the pro-
posed system architecture and incorporated components. Here, especially the man-
agement of relevant data, synchronization and coordination of different services, and
control of the entire process have been emphasized. Thus, an architectural model has
been established that forms the basis for a visual-interactive solution concept. Accord-
ingly, a concept for Process-driven User Assistance will be introduced in the following
section.
6.4 Process-driven User Assistance
In this section, a visual-interactive concept for Process-driven User Assistance is pre-
sented, which aims to support users during the operation of an annotation system in
the course of a concrete workflow. Since this thesis especially focuses on user-specific
problems concerning a disorientation with respect to the set of tasks, the current work-
flow state and task to perform, as well as associated services involved in an entire
annotation process (cf. 1.1), this section has to be regarded as the central contribution
of this thesis. These user-specific challenges refer to the following information, which
human participants need to obtain in the scope of user-centered visual process support:
◦ Which tasks are to be accomplished in general, and in which sequential arrange-
ment are they to be executed?
◦ What is the current state or actual position within the workflow and, accordingly,
which task has to be processed now?
◦ Which tools are available that comply with the current task?
◦ Which tasks have already been accomplished and which are the work items that
lay ahead?
According to these considerations, the presented concept can be subdivided it into
different subordinated aspects which will be elucidated in the next sections. The re-
mainder is organized as follows. First, a basic visual design concept for graphical user
interfaces will be described in Section 6.4.1 which divides the UI into different func-
tional units. In Section, 6.4.2 a core visual instance will be proposed which allows
users to obtain an overview and keep track of the entire annotation workflow, and to
exert influence in an interactive manner. The basic aspects of workflow-driven service
supply will be explained in Section 6.4.3. Section 6.4.4 summarizes the single aspects
included in this part of the entire solution concept.
6.4 Process-driven User Assistance 179
6.4.1 Basic Visual Design
Initially, a basic visual design for the UI of a process-based annotation environment
needs to provided. In this context, the following aspects are to be considered which al-
low the derivation of general functions a specific graphical UI needs to treat in separate
manner.
1. First of all, different types of user expertise referring to the operation of the
annotation system as well as varying usage styles and preferences need to be
considered. Thus, workflow-based assistance needs to be provided on different
levels from fully workflow-driven to completely devoid of workflow support.
2. Second, the predefined concrete workflow instance has to be visualized includ-
ing all workflow elements which are to be regarded as relevant for human par-
ticipants.
3. Third, tools or services need to be considered which are permanently demanded
during an entire annotation run (e.g., for one media document).
4. Finally, when a certain task has been selected, whether by a user or by the pro-
cess engine in an automatic way, the adequate tools or services need to be in-
voked and represented on the UI.
Based on these four aspects, a 4 View Model is proposed which divides the graphical
UI into various areas, enclosing different functional clusters. By this means, the user
is provided with unique basic element categories, at which the straightforwardness and
orientation within the user-system interface is fostered [Fin05]. In this context, Khaza-
eli [Kha05] highlights the benefit of the provision of different access trails with respect
to the usability of an interactive system. This applies to principles of human attention,
especially to the law of closeness [Kha05]. An implementation of the view model
within a concrete environment depends on various factors, at which the crucial crite-
rion is the applied interaction device. Obviously, different graphical representations
are required for mobile devices and big sized screens.
As pictured in Figure 6.19, these enclosed user interface views include a Traditional
Tool Selection View, an Interactive Workflow Visualization View, a Permanent Services
View, and a Transient Services View. In the following, the different views of the 4 View
Model will be elucidated.
Traditional Tool Selection View
According to different user experience with respect to system operation as well as dif-
ferent usage styles and preferences, the framework considers cases in which explicit
visual-interactive workflow support is not required in complete extension. This might
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Figure 6.19: A 4 View Model which determines the Conceptual Visual Organization
of the User Interface.
be the case if users do not require any workflow support, or if they want to select tools
or perform tasks apart from the actual demand of the running workflow. In doing so,
an excessive guidance of operators and respective negative effects are avoided. For this
purpose, also traditional interaction elements have to be incorporated, whose primary
function is the selection of available functionalities. Among these traditional interac-
tion elements are menu bars which provide textual tool selection areas in prestructured
manner, as well as toolboxes which provide iconized fields as representatives for re-
spective tools and functionalities. In addition to that, as revealed by the conducted
analysis of annotation systems in Chapter 3 (but also supported by many other forms
of applications), specific keyboard shortcuts can be applied for tool selection activi-
ties, frequently indicated in a menu bar. In general, a key requirement in the specific
context of this conceptual framework is the flexibility of such elements, concerning
different tools that can be integrated into the common environment.
Interactive Workflow Visualization View
The visualization of predefined workflow instances basically includes the incorporated
tasks as well as their executive sequences. It primarily aims at providing users with
an overview of the annotation tasks to perform. This occurs in a personalized man-
ner, considering different potential user roles and workloads. Interaction particularly
refers to the selection of represented task items. Here, two different forms can be dis-
tinguished: human interactions demanded by the system when an interrupting point
is reached in which a user decision is required, or selective interactions at which a
user decides to perform another tasks than the actual activity scheduled by the pro-
cess engine. As already stated, a further relevant requirement is the deactivation of
the workflow visualization component, at which the automatic workflow execution is
transfered to a silent mode. The proposed model for Interactive Workflow Visualiza-
tion is elucidated more detailed in Section 6.4.2.
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Permanent Services View
Tools can be identified which are potentially required and used during an entire anno-
tation run. Among these are especially display components which contain the edited
media document(s) and exploration-related tools such as visualizations for the set of
generated annotations. With this in mind, a specific placement area is introduced which
integrates tools or services that permanently remain superimposed on the graphical
user interface. This area needs to provide position space for multiple graphical ele-
ments. Thus, different videos might need to be inspected, which show the same scene
from different perspectives, or, for explorative purposes, different search and visual-
ization components need to be integrated at the same time.
Transient Services View
The presented concept for Process-driven User Assistance also includes that the en-
vironment automatically supplies tools or services, so that user is provided with the
correct tool(s) with respect to the task that actually has to be accomplished. In the
Transient Services View, such kind of tools (as graphical representative of services) are
inserted and (visually) removed. Such as specified for the Permanent Services View, it
has to be possible to integrate multiple components. To give an example, the workflow
definition might intend to accompany media segmentation as well as annotation attach-
ment with a specific commentary tool, so that all conducted activities can be described
by the executing user, and co-annotators are able to comprehend modifications.
In this section, a basic model has been presented which structures the UI into four
independently accessible areas. These areas enclose various tools and graphical com-
ponents which can be assigned to the functional fields of traditional tool selection,
workflow visualization, permanent tools, and workflow-dependent transient tool. In
the following section, the relevant aspects of Interactive Workflow Visualization will
be elucidated.
6.4.2 Interactive Workflow Visualization
In general, a workflow is composed of tasks which are ordered on different structural
levels. How to manage these tasks is the central issue for the execution and completion
of the entire process [YLS+04]. In this context, visualizing the workflow is a relevant
part of a process-aware information system [BB07]. It is means of providing workflow
participators with the given work items by representing a so-called work list [LAH08].
A work list can be regarded as an arbitrary type of workflow representation. Conse-
quently, a visualization model has to be provided which determines how a structured
workflow description is transformed into a visual structure. A workflow visualization
component is to be regarded as central spot which gives information about all process-
related data and implements the user access point to the workflow [BRB05].
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Different viewpoints can be taken into account. The first viewpoint relates to the graph-
ical representation of a predefined workflow instance in general, including work items
and other relevant elements associated to annotation processes. Second, as pointed
out in Section 6.1, annotators need to obtain information about the workflow state, es-
pecially in consideration of distributed workloads in collaborative use cases. Third,
specific interaction facilities enable users to gain direct influence on the workflow
execution, which has to be regarded as a fundamental requirement in the context of
workflows with dynamic characteristics. In the following, general requirements for
the visualization of annotation workflows will be illustrated (I.). Based on these re-
quirements, aspects of workflow representation (II.), monitoring (III.), and interactive
interference (IV.) are elucidated in the succeeding parts.
I. General Requirements for Workflow Visualization
Mental Mapping Support. Basically, all relevant information about a workflow need
to be represented by a respective visualization component. Among these information
are the tasks, connecting transitions, and specific events such as user or system-related
decisions referring to the task execution sequence. In addition to that, different Work-
flow Patterns have been described in Section 2.2.5, which specify the modular opera-
tional elements of a workflow and define the process behavior at different parts of it.
In this context, a central goal is to provide human participants with a general overview
of the tasks to be accomplished as well as the expected sequential order. That is, users
must be enabled to gain a appropriate idea or cognitive representation of the given pro-
cess. Rinderle et al. and Yung et al. regard such kind of workflow representations as
mental maps [RBRB06, YLS+04].
Personalization. Especially in the scope of (asynchronous) collaborative annotation
scenarios, the processes may be long-running, include a large number of activities, and
involve several user groups and roles [BRB07]. In this case, users have different tasks
and respective knowledge about the process [BRB05]. Furthermore, with respect to
workload distribution, not only different tasks but also different contents can be as-
signed to single users, groups, or roles. To give a simple example, users which take
the role of an administrator or task leader exclusively will need to obtain view on
configuration-related tasks (cf. Section 5.2.2). As a consequence, a uniform workflow
visualization for all participants can not cover all expectations and individual require-
ments [BRB05]. Hence, the workflow must be presented in various ways, including
a personalized visualization with an appropriate level of granularity [BB07]. In this
sense, views of the process must be created which only represent tasks participants are
involved in, and which also show not completed parts of the workflow [BRB05]. In
doing so, the specific needs of different user groups can be fulfilled.
Representation Reduction. Reporting on process-aware systems, Bobrik et al. pointed
out that workflows are often presented to the user the same way as it has been speci-
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fied by the workflow modeler [BRB07]. As a consequence, information is represented
which is not relevant for the actual end user. Examples for irrelevant workflow el-
ements can be graphical representatives for different workflow patters (cf. Section
2.2.5), such as AND-splits, OR-splits, XOR-splits, AND-joins, OR-joins, or XOR-
joins (see Figure 2.16 in Section 2.2.3). Such elements refer to specific points within a
workflow and indicate for its further course, at which respective decisions are mostly
made by the system. Consequently, a key requirement for the visualization of the
annotation workflow at run-time is a reduction of the process representation complex-
ity, excluding not relevant information from a user-specific view. Thus, the presented
workflow is visualized in a form which can be regarded as suitable for persons which
do not exhibit specific knowledge about the respective (graphical) language.
Interactive Interference. Besides of system-computed decisions about the further
course of the annotation workflow, there are also potential points within the workflow
at which users have to made decisions about the next task or executive path to be
followed. This is the case when multiple alternatives are available that acquire equal
value (from a operative point of view). Moreover, in order to avoid a too stringent
guidance, users need to obtain sufficient degree of freedom with respect to the selection
of tasks (if logically executable). Hence, facilities for interactive interference of the
annotation process are required.
Workflow State Feedback. As already pointed out in Section 6.1, features have to be
offered which enable monitoring of the annotation process. This especially applies to
the distribution of the annotation workload. Feedback needs to be provided during a
running annotation session.
To sum up, a general requirement is the suitable visualization of the predefined anno-
tation workflow in order to provide users with a basic overview of the included tasks
and procedures, and to foster the construction of an adequate mental representation
of the process. For this purpose, abstraction of the graphical representation needs to
be conducted in two ways. First, personalization has to be provided with respect to
different roles, tasks, and contents user can obtain in the scope of collaborative sce-
narios. Second, workflows generally include information which is not relevant for the
end user and needs to be filtered out. Furthermore, annotators must be provided with
sufficient degree of freedom with respect to the selection of tasks. Finally, feedback
has to be given about the current process state, concerning any modifications made
during process execution.
According to the listed requirements, different aspects of interactive workflow visu-
alization are addressed in the following sections with respect to the Graphical Rep-
resentation of predefined Workflow Specifications, Visual Workflow State Monitoring,
and Interactive Workflow Interference.
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II. Graphical Representation of predefined Workflow Specifications
As stated above, the visualization of the annotation process aims at providing a general
overview of the tasks and sequences included in a specific workflow: here, contained
elements are to be represented in adequate graphical manner, whereas the term ade-
quacy refers to potential to assist human participators at constructing a correct mental
representation [RBRB06, YLS+04]. In the following, existing workflow visualization
approaches will be compared. Subsequently, the proposed visualization model as well
as its included elements will be described.
Existing Workflow Visualization Approaches
In order to specify a visualization model, existing approaches for a graphical represen-
tation of processes have been examined. Among these are Flow Charts, UML Activity
Graphs, and Process Graphs.
Figure 6.20: Schematic illustration of two different processes represented by a
Flowchart (1) and an UML Activity Graph (2).
Flow Charts. By means of Flow Charts, dynamic processes can be described, such
as business processes or algorithms [Far70, ST02]. As illustrated in Figure 6.20 (1),
events or activities are represented as different kinds of rectangles. These may also
contain different types of handled data. Additionally, rectangles are connected by
arrows which represent procedural the flow and its directions. In general, flow charts
are applied in different areas such as process analysis, design, or management [Far70].
UML Activity Graphs. An UML Activity Graph is a specific diagram type provided
by the UML 2 specification in order to describe workflows, business process, and sim-
ilar procedures. In general, the behavior of a specific process is determined by speci-
fying sequences and conditions associated to activities. As showed in Figure 6.20 (2),
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an UML Graph is formed by activities are represented by nodes which are linked by
edges, defining the overall flow. Activity nodes can be divided into three categories
[Boc03]: Action nodes describe occurring events and handle received control and data
values. Control nodes transfer control and data items through the entire graph, com-
prising decision-related constructs which realize the selection of alternative flow paths.
Object nodes cache data items which wait for being passed to a successive activity, de-
pending on specific conditions.
Process Graphs. The most applied approach for representing process models are Pro-
cess Graphs [PW08]. Here, activities are represented by nodes which are connected
by directed edges that define the specific sequential order [PW08, ST02]. Further-
more, nodes can be clustered into groups of activities with similar properties. These
groups may indicate for program modules, system components, or geographic regions
[ST02]. Figure 6.21 illustrates the graphical user interface of the Proviado system
[BB07], which visualizes workflows by means of a specific process graph implemen-
tation.
Figure 6.21: Process Graph Visualization offered by the Proviado System.
General commonalities can be identified at contrasting these approaches with each
other. First, graphical representatives are provided for specific workflow events. These
include process start and end, tasks or activities, and specific control events at which
decisions are made on the further proceeding of a running workflow. Second, the
transitions between events are represented, mostly by means of directed edges.
Graph-based Visualization of Multimedia Annotation Workflows
On the basis of the considerations described in the previous paragraphs, and not at least
due to their level of distribution, a Graph-based Visualization is proposed for multime-
dia annotation processes. Here, this thesis refrains from treating specific approaches
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and algorithms for process graph construction. Respective topics are addressed for
instance by Bobrik and Rinderle et al. [BB07, BRB07, RBRB06].
In Figure 6.22, the schematic structure of the proposed annotation workflow visual-
ization is pictured. At the initial construction of the workflow graph, especially the
consideration of account-based information is required in order to obtain a personal-
ized view on the process. Consequently, it must be checked which tasks and/or media
documents are probably assigned to the respective user. This can be a result of pre-
vious workload distribution on the one hand. On the other hand, this information can
be derived from specific roles or groups associated with the user account. The stor-
age and management of such kind of workflow-related information at run-time as well
as on server side is addressed in part Overall Workload Progress Monitoring below.
After conducting respective checks, the tasks, transitions, and further essential ele-
ments of the workflow to execute are set. On this basis, the graph-visualization can be
constructed. Here, special focus is put on transition entities, which are typically rep-
resented as directed relations in the scope of common process definition approaches.
Thus, a transition always contains a source and a destination activity, which comprise
tasks and other control elements as well. In the following part, the single elements
contained by a workflow graph will be elucidated.
Figure 6.22: Structure and Elements of the Workflow Visualization Graph.
Abstraction of Basic Graphical Workflow Elements
Basically, the following elements included in an annotation workflow have to be con-
sidered: (i) workflow start and stop events, (ii) several kinds of annotation tasks which
are associated with respective services and users, (iii) control events which may tempo-
rally interrupt the process in the case of alternative workflow threads, and may either be
performed by users or the system, (iv) with respect to the latter aspect, also alternative
threads must be considered which need to be executed in parallel (i.e., no predeci-
sion is required), and (v) junction of different incoming workflow threads, which may
involve certain preconditions (e.g., all sub-processes need to be completed).
Especially the last three items are to be associated with specific Workflow Patterns.
In this context, among the most common patterns are Sequence, Parallel Split, Syn-
chronization, Exclusive Choice, and Merging. Examples for the appearance of specific
patterns in annotations processes have been described in Section 2.2.5. Since work-
flow patterns can be regarded as descriptions of process behaviors, they are typically
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defined by logical constructs, at which the basic types are AND, OR, and XOR splits
and joins (cf. Section 2.2.3).
From this the conclusion can be drawn that the annotation workflow includes various
forms of information, from which several are to be regarded as not relevant for the ef-
fective end user, especially assuming that users do not prove detailed knowledge about
the underlying language or coding system in the majority of cases. Consequently, the
entire set of workflow-related information has to be abstracted and subsumed to few
graphical representatives. For this purpose, basic elements are introduced which are
integrated in the workflow graph as iconized nodes.
In this scope, especially different forms of decision-related control nodes as well as
points of thread merging are represented by common graphical objects. In the fol-
lowing paragraphs, the incorporated iconized basic elements are elucidated, based on
numbered items included in Figure 6.23. In the following, the single graphical ele-
ments are elucidated.
Figure 6.23: Basic Graphical Representatives for Elements of the Annotation Work-
flow.
(1) Process Start and End. A concrete workflow instance may intend an explicit trig-
gering and termination of the workflow by means of a respective user interaction. For
this purpose, specific start and end nodes are incorporated. This applies to graphical
symbols usually offered by graphical process description notations such as BPMN or
YAWL (see Section 2.2.3).
The adoption of an explicit initial interaction is founded by the general goal of the
workflow visualization component to provide an overall overview. On the one hand,
users which are contrasted with a new workflow need to obtain knowledge about the
tasks and procedures to be forthcoming. On the other hand, with respect to asyn-
chronous collaborative scenarios, the visualization can provide relevant information
about modifications made by co-annotators during absence. This aspect will be ad-
dressed in Section III. Workflow State Monitoring below.
End events typically signalize the termination of a workflow-run and/or at program
exit. Mostly, such kind of events are preceded by an explicit inquiry or confirmation
request. If a workflow termination is signalized, the workflow visualization has to be
updated or resetted, waiting for the next start command triggered by the user.
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(2) Annotation Task. Specific elements are applied in order to represent annotation
tasks. These items can be interpreted as entities of a process definition which are
declared as Activity (cf. Section 2.2.1). Within a process definition, such items include
a Activity Name attribute, which needs to be delivered to the graphical representative.
Potentially, tasks can be connected to specific preconditions, at which they may ob-
tain an inactive status if execution is (temporally) not legal. For instance, a task might
be only applicable to one specific media format due to its connected service. An in-
active state can be symbolized by graying out or transparency, at which the specific
information is not presented by default, but can be provided in the scope of element
description (see the following part Workflow Element Description). An approach for
the determination of task authorization is described in Section IV. Interactive Workflow
Interference.
(3) Transition. Transitions between successive tasks or activities are represented by
directed edges or arrows. This is also the case for recursive procedures in which bidi-
rectional relationships are constituted. In doing so, source and destination activities
are constantly defined. This principle correlates with the typical structure of process
definition languages.
(4) Activity Blocks. Workflow Management allows the consideration and definition
of Activity Blocks. These are to be regarded as set of activities which share common
properties, so that the system shows a certain behavior with respect to the block in
total [WFM99]. In the context of multimedia annotation, activity blocks can pool
similar tasks and activities which belong to a common sub-process of annotation. For
instance, a block might contain different tasks that provide segmentation facilities for
various media formats.
Decisions. Control events can generally be regarded as decisions regarding the further
workflow procedure. Here, two different types of decision events can be distinguished
which refer to the determination of the workflow continuation: user-specific decisions
and system-specific decisions which are computed in the background. Thus, two dif-
ferent symbols are adopted. As illustrated in Figure 6.23 (5) and (6), representative
metaphors are proposed. According to Baecker et al. [BGBG95], metaphors con-
tribute to the understanding of a new functional domain by employing comparable
codes of already known domains.
(5) User-specific Decision. User-specific decisions are required when alternative paths
or sub-processes can be followed which, due to their equality in the scope of the en-
tire process context, can not be previously assigned to firmly defined conditions. For
instance, the annotation workflow may begin with the selection of the media to be pro-
cessed, at which annotators may choose between annotating new “raw” data or already
edited media for inspection purposes. Accordingly, such events always indicate for al-
ternative sub-processes or tasks which are not assigned to certain conditions. Different
strategies can be pursued in order to realize user decisions. A first variant is a simple
workflow interruption, at which the user is may choose one of the successive threads.
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In addition to that, a second variant can be the application of specific dialogs which
explicitly provide the alternative options.
(6) Automatic Continuation (System-specific Decision). System-driven decisions
are always tied to specific predefined conditions or control routines, which can in-
clude exclusion, waiting times, or synchronized simultaneous execution. On behalf of
process modeling, such conditions are defined by the indication of specific modules,
methods, code parts, or interfaces. From the perspective of the end user, procedure
computations are performed in the background on the functional concept without re-
quirement for user interactions. Thus, the different forms of automatic continuation
can be expressed by one common graphical representative.
(7) Split and Join Points. By means of the proposed symbol, generally all forms of
events can be symbolized, which include the division of a single thread or the junction
of multiple threads, not determined by specific conditions. Consequently, it is to indi-
cate for a seamless continuation of the process without interruptions or system-sided
background computations.
Figure 6.24: Possible variant of Workflow Element Description.
Workflow Element Description
In order to foster user orientation, overview gathering, and understanding, a descrip-
tion of respective basic elements is required. Among others, this can be realized by
applying textual descriptions, such as offered by so-called tooltips (see Figure 6.24).
In this manner, more detailed statements can be included, which refer to annotation ac-
tivities or specific control events. In the latter case, this has to be regarded as a useful
means of displaying information about the conditions or procedures computed by the
system. In this context, annotation tasks can be tied to preconditions which determine
whether the activity may be performed concerning the recent workflow state. Such
descriptions can be placed within a respective position in the workflow specification
file and need to be read and interpreted by the process visualization component.
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III. Visual Workflow State Monitoring
The workflow logic permanently undergoes changes in the course of workflow execu-
tion proceeding, thus a new status is acquired after each activity [YLS+04]. In other
words, a certain amount of tasks and/or contents is accomplished by degrees. These
changes of the workflow status need to managed by the process engine, but also have
to be presented to the human participators in order to provide visual workflow mon-
itoring. Accordingly, the progress is to be visualized with respect to an assigned or
selected workload. Here, monitoring can be considered from two different viewpoints.
First of all, there is an overall workload, which refers to the entire workload to be
processed. Second, on the level of single workflow runs or sessions, a certain set of
tasks has to be accomplished, e.g., for one media object passing the process from the
start to the end point. Hence, also a run-level workload refers to the tasks that need
to be edited for recently processed media documents. On the basis of this distinction,
the Interactive Workflow Visualization View (cf. Section 6.4.1) is subdivided into two
sub-views: Overall Workload Progress and Run-level Workload Progress.
Figure 6.25: Visualization of the Process State on Overall and Run level.
Run-level Workload Progress Monitoring
As illustrated in Figure 6.25, the visualization of the workload progress on run-level
is realized within the process graph. The graphical signalization of workflow updates
comprises two aspects. First, once a service passes on a “completion” message to the
Process Engine component, the respective graphical representative of the task asso-
ciated with this service obtains a specific mark, for instance, by applying chekmark
iconization. Second, the next task(s) to be accomplished, i.e., the new recent task(s),
are highlighted. In doing so, the user obtains information about the accomplished tasks
referring to the actually treated media document or set of media documents, as well as
the current task which can be perceived in companion with respectively invoked and
displayed service(s) (see Section 6.4.3). According to these aspects, a set of annotation
tasks to accomplish is to be regarded as task load.
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Overall Workload Progress Monitoring
A representation of the overall workload regards all tasks that have to be performed
by a specific user, which result from administrative activitiesm, task distributions, or
role/group assignment. Additionally, a further factor is also the number of contents
which have to be annotated. These contents can either be media documents or me-
dia document subsets. This set may be a result from distribution processes or explicit
selection of media entities for a forthcoming annotation session. Due to the distinc-
tion between media documents and media document subsets, this part of the entire
workload is generally to be regarded as content load.
The entire workload may be composed of the task load and content load. Here, it is
not a mere summarization, but must be explicitly computed as intersection of both
sets. The reason is that tasks are connected with services which do not support all
media formats comprised in the set of media entities in some cases. For instance,
let it be supposed that a certain project intends the annotation of videos, images, and
audio files, and one of the tasks within the workflow is “extract chords”. Obviously,
the service connected to this task will not support incoming video or image files. As
a result, the effective number of tasks is determined by the number of legal tasks for
each media entity registered in the content load.
As showed in Figure 6.25 above, the entire workload progress can be either represented
in textual manner, for example by displaying the total number of media contents, the
number of completed contents, etc., but also by means of specific graphical elements
such as a progress bar. Here, the actual progress value can be calculated from the max-
imal extent of the respective graphical element, divided by the entire workload, that is,
the total number of legal tasks. Thus one extent unit is achieved. A multiplication by
the number of accomplished tasks results in the final workflow state value. Hence, the





where eact is the actual extension (size, length, width, range, etc.) and emax the max-
imal extension of the display, A = {a1, a2, ..., an} is the set of all accomplished tasks
a, and wtotal is the total workload, that is, the number of all tasks which can be applied






where wi is local workload for one media content mi. Algorithm 1 elucidates the
determination of the total workload in a pseudocode view. Here, the applicability
checks can be performed on the basis of service descriptions, such as described in
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Section 6.2. In this context, a sophisticated implementation of service descriptions can
also be means of a assigment of services at run-time.
Algorithm 1 Calculate total workload wtotal
input: set of assigned or selected media contents m
input: set of assigned tasks t
output: total workload value wtotal
for each media content mi do
for each task t do
if t applicable to mi then
increment local workload wi
end if
end for
add local workload wi to total workload wtotal
end for
In addition to the points concerned up to now, a further relevant aspect is the manage-
ment and storage of the workflow state in its different elucidated facets, which is to
be ensured locally on the running application, as well as centralized on behalf of the
server application. The latter point especially applies to long time processes, maybe
in combination with asynchronous collaboration. In this case, the annotation process
might be interrupted at a certain point and continued some time later. Moreover, the
workflow state might have been modified by other users. Consequently, the overall
workflow progress (including also the run-level state) is to be managed in centralized
manner by the service application. Here, for each media content of the associated
content load the local task workload Wi = {{l, c, u}, {l, c, u}, ..., {l, c, u}} is saved
as set of triplets that each represent one task. Here, l and c are boolean values deter-
mining if the task is legal for the specific content and if the task has been completed,
and u records the user which edited the task for this content (see Table 6.3). In do-
ing so, also user-related data can be displayed upon the workflow graph, regarding
changes conducted by co-annotators within a shared annotation workflow. In the con-
text of change tracking for collaborative annotation scenarios, a detailed approach is
addressed in Hofmann et al. [HBF10] with respect to the specific challenges of video-
based media. The basic principles of change tracking in collaborative workspaces are
described in [TG06]. Moreover, Papadopoulou [Pap09] presented a framework that
supports change awareness for collaborative text authoring work settings.
IV. Interactive Workflow Interference
Interactive access of human participators on the given workflow instance is a further
relevant topic that has to be concerned in the scope of the visualization of multimedia
annotation workflows [BRB05]. Here, regarding the objective to achieve a reduction or
6.4 Process-driven User Assistance 193
task1 task2 ... taskn
content1 {l, c, u}1,1 {l, c, u}1,2 ... {l, c, u}1,n
content2 {l, c, u}2,1 {l, c, u}2,2 ... {l, c, u}2,n
... ... ... ...
contenti {l, c, u}i,1 {l, c, u}i,2 ... {l, c, u}i,n
Table 6.3: A basic Scheme for Workflow State Storage.
granularization of the level of user guidance, selective activities are focused by which
users can initiate the execution of specific tasks in self-motivated manner. Two main
arguments can be quoted in this context: First, several studies on user guidance in com-
parable application scenarios revealed that a strong guidance (if well-implemented)
can be helpful for novice users, but more experienced persons rather prefer the ad-
mission of more degrees of freedom [SBCO01, ZZZ07]. In addition to that, the con-
ducted studies on annotation practices (see Chapter 4) showed that jumps, returns,
and iterations must be considered, which arise from explorative activities such as the
comparison of other results. Thus, user might need to improve or correct already gen-
erated data. Consequently, as long as no automatic mechanisms of data validation are
incorporated, it must be assumed that jumps and iterations need to be performed in
user-centered manual manner.
Two different levels of user guidance are defined: hybrid mode, and silent mode. In
the hybrid mode, the workflow support is activated, that is, workflow execution is re-
alized by the Process Engine, selective interaction is allowed by means of the Process
Visualization Component and, additionally, a “typical” selection of tools is facilitated
by means of classical interaction elements. Referring to the latter aspect, as will be
described below, the synchronization of the workflow visualization and potentially
integrated menus, toolboxes etc. must be ensured. In the silent mode, the workflow vi-
sualization as well as service supply are deactivated, that is, no explicit user guidance
is provided. Here, the Workflow Handler Component only listens to specific activities
in order to update the workflow state in the event that the workflow support is reacti-
vated by the user. Furthermore, the workflow state is still required for tool selection
item activation on respective UI components. In addition to that, no service invocation
requests are sent to the Component Broker instance.
With respect to user-centered workflow control, a fundamental requirement is the con-
sideration of tasks which may not be selected in the scope of a specific workflow state.
This results from the specific characteristics of workloads defined in the scope of anno-
tation workflows which comprise several media formats. As explained in the previous
part, this refers to whether task can be regarded as legal for editing a specific media
format, depending on the associated annotation service. Accordingly, certain tasks
need to obtain a inactive or not executable state. Thus, the state of a single task or
activity depends on the recent workflow state, so that it must be explicitly computed
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at each transition between two activities. This state is to be concerned by incorporated
graphical task items. For this purpose, the required information can be gathered from
the updated workload state model, such as schematized in Table 6.3 before. As pic-
tured in Figure 6.26, different strategies can be applied. Among these are the increase
of transparency values, gray out, or resizing.
Figure 6.26: Signalling of temporally not legal tasks depending on incorporated media
formats or task preconditions.
Another factor affecting the selective access on graphical task elements can also be
specific task preconditions, which potentially can be defined in the scope of workflow
modeling. To give an example, a certain task B succeeds the parallel execution of
several tasks A1,...,n. A possible precondition is that all incoming tasks must have been
accomplished, before the execution of task B is legal. Hence, a succeeding task needs
to be hold at an inactive state until all services connected to the previous tasks report
back.
Figure 6.27: Synchronized treatment of task items within Workflow Visualization and
Traditional Tool Selection components.
Equally respecting the differentiation between multiple level of user guidance, interac-
tive UI elements have to be taken into account which have been regarded as means of
traditional tool selection in Section 6.4.1. As a result, the framework must ensure the
synchronization between such elements with an integrated Process Visualization Com-
ponent, at which synonymic entities from both sets of service-related task elements and
menu or toolbar items are brought into compliance (see Figure 6.27). Additionally, it
becomes clear that task activation as described above is to be mapped on classical tool
selection elements in forms of tool activation.
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6.4.3 User Guidance by Workflow-Driven Service Supply
Besides of Interactive Workflow Visualization, the proposed concept for Process-
driven User Assistance also intends an explicit supply of services depending on the
recent annotation task to perform. In this context, the internal framework procedures
of service invocation based on workflow definitions have been described in Section
6.3.4. An explanation of the invocation and placement of such kind of transient ser-
vices on the graphical user interface has been given in Section 6.4.1. Nevertheless,
this section summarizes the basic idea of workflow-driven service supply and clarifies
the relationships between the introduced workflow visualization instance and invoked
services.
Figure 6.28: Outline of the basic idea of Workflow-Driven Service Supply.
As described in the previous sections, the graph-based visualization provides user
guidance with respect to the process sequence. At the same time, it includes facilities
for user-specific interactive control of the workflow, so that different degrees of guid-
ance are realized. Thus, the established concepts must be regarded as assistance rather
than guidance. User assistance not only relies on presenting or visualizing workflow-
related information, parts of it effectively intend to constitute explicit guidance with
respect to the acquired annotation services. Thus, as illustrated in Figure 6.28, the
basic idea is to invoke and close services (that is, the respective UI component) once
the next task has been selected or automatically determined. At the same time, the
respective task is highlighted in the context of the entire workflow.
The main goal of this idea is the implementation of seamless procedure of multime-
dia annotation, regarding the operation of a respective UI. Here, the explicit supply
of annotation services is combined with a representation of the entire workflow and
its current state on run-time, so that a visual and thus cognitive connection is estab-
lished between relative entities of both areas. In this context, incorporated methods for
user guidance can lead to an alleviation of learning the system’s operation and an im-
provement the actual operation of the user interface as well [BP05]. According to this,
an early study on user guidance revealed that, if guidance is well designed and imple-
mented, it can accelerate processes through faster task performance, reduce errors, and
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enable novice users to perform tasks of information handling they usually would not
have been able to perform at this state of experience [Mag83]. The reason is that the
cognitive overhead is reduced at determining the next tools or service to apply. Sec-
ond, additional orientation is provided with respect to the workflow procedure, that is,
the set of single steps which are connected with tasks and respective UI components.
Hence, a greater user satisfaction can be achieved [Mag83].
6.4.4 Summary
In this section, a visual-interactive concept for Process-driven User Assistance has
been presented. The main goal is to support users during the execution of (collabo-
rative) multimedia annotation processes, at which process-relevant information is pro-
vided. Among this information are (i) all annotation tasks which have to be accom-
plished, (ii) their sequential arrangement, (iii) the current state, i.e., the recent task to
perform, (iv) the available tools or services which comply to the recent task, (v) which
tasks have already been accomplished, and (vi) which tasks still lay ahead.
In this context, a basic visual design is presented in Section 6.4.1, at which the frame-
work UI is subdivided into four functional areas. Accordingly, the proposed 4 View
Model includes a Traditional Tool Selection View, in which classical interaction el-
ements for the selection of system functionalities, such as menu bars or tool boxes,
are included. An Interactive Workflow Visualization View comprises components that
realize a graphical representation of annotation workflow instances, additionally pro-
viding workflow monitoring facilities as well as interactive human access. Moreover,
incorporated annotation services are placed either upon a Permanent Services View
or a Transient Services View. Here, a distinction is drawn between services which
are required during an entire annotation run and services that are invoked and closed
according to the recent annotation task.
Section 6.4.2 describes a concept for Interactive Workflow Visualization. In particular,
a graph-based visualization model is proposed, based on the consideration of existing
workflow visualization approaches. In this scope, basic graph elements have been
specified, considering the fundamental elements included in an annotation workflow.
For this purpose, different workflow events and execution patters have been analyzed
and subsequently subsumed to graphical representatives which are to be regarded as the
most essential for human participators. In doing so, the understanding and traceability
of the given workflow is supported for end users which do not hold detailed knowledge
about specific (visual) workflow modeling codes and languages.
Furthermore, it has been pointed out that a workflow permanently changes during its
execution, since tasks and media documents are continuously edited. According to
this, an approach has been developed which guarantees Visual Workflow State Moni-
toring. Here, it is distinguished between Run-level and Overall Workflow Monitoring.
The first item relates to the processing of tasks during a single annotation run. In
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contrast, the overall workload refers to the entirety of tasks and/or media contents
which are to be edited during the whole annotation process (e.g., a project). With re-
spect to the overall workflow load, a solution approach has been described that meets
specific challenges of multimedia annotation workflows, particularly considering that
tasks need to be deactivated in some cases, depending on the associated annotation
service.
The third aspect assigned to workflow visualization is a identified requirement for an
interactive intervention in the running workflow procedure. The two main reasons are
that potential acts of re-editing must be considered on the one hand, and on the other
hand a too high level of user guidance potentially leads to negative effects. Hence,
different levels of user guidance have been specified, emphasizing the cooperation and
synchronization of traditional tool selection components and workflow visualization
elements.
Besides of the visualization of annotation tasks and progress, Section 6.4.3 extends the
concept for user assistance by a method for explicit Service Supply during workflow
runtime. Here, the basic idea is to invoke or close annotation services (i.e., respective
UI components), depending on whether they can be applied to the current annotation
task. In doing so, a seamless procedure that task execution is achieved, aiming at
reducing users’ cognitive load regarding the operation of a given user interface.
6.5 Conclusions
In this chapter, a conceptual framework for the design of process-based multimedia
annotation systems has been established. Initially, several requirements have been
derived which exclusively refer to the specific challenges regarding multimedia anno-
tation workflows and collaborative work settings. In the following sections, the devel-
oped solution concept has been elucidated. Here, a distinction between three different
constituent concept part has been drawn: a data modeling and management concept,
an architectural concept, and a visual-interactive concept. In doing so, different as-
pects and layers regarding a realizable overall system have been covered. These areas
of conceptual contributions will be summarized in the following, checking the fulfill-
ment of requirements defined in Section 6.1. A tabulated illustration of the results is
showed in Table 6.4 at the end of this section.
Data Modeling and Management Concept
In the context of a data modeling and management concept, a Formal Specification of
Annotation Processes has been constructed in Section 6.2, which has to be regarded
as a workflow scheme adapted to scenarios of (collaborative) multimedia annotation.
Here, basic elements included in annotation processes have been defined, considering
specific properties and relations to other elements. In doing so, relevant classes of
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process-related information entities have been declared, which need to be processed,
visualized, and made accessible for users by a process-based annotation system.
According to the drafted requirement for Process Definition (R1) regarding a use case-
specific predefinition of individual annotation workflows, a framework of guidelines
has been established which can be employed in the scope of workflow modeling pro-
cesses, also defining general rules for Workload Distribution (R8).
Architectural Concept
On the definition of a Reference Architecture Model, initially the basic structure of the
environment has been elucidated. Through the arrangement by a Client-Server Model,
a central server application has been incorporated which adopts essential functions for
Data Consistency (R6), User Management (R11), Data Exchange and Sharing (R12),
and Correct Data Handling (R13) in the scope of the entire environment. Moreover,
the realization of Fat-Client applications places essential process-related functionali-
ties on accessing clients.
An Adapted Model-View-Controller and Mediator Model includes different local con-
trollers and one central global controller instance on behalf of the system business
logic. The global controller represents the process engine and provides features for
workflow interpretation and execution, as well as integration, coordination, and syn-
chronization of incorporated annotation services and further components. Conse-
quently, detected requirements of Workflow Control (R2), Flexible Service Integration
(R4), Data Consistency within client applications (R6), and Workflow-driven Service
Invocation have been met.
With regard to Sub-Process Enclosure (R3), multiple local controllers serve as inter-
faces between (annotation) services and the entire framework as elements within a
component-based environment. Here, specific functions are provided which refer to
the special properties of annotation sub-processes presented in Section 5.4. Further-
more, local controllers are connected to modules incorporated in the global controller
instance, which hold read and write access on single parts of an applied annotation data
model. Hence, Coherent Data Junction and Management (R7) have been ensured.
Visual-interactive Concept
Regarded as the main contribution of this thesis with respect to problem areas of mul-
timedia annotation elucidated in Section 1.1, a concept for Process-driven User As-
sistance has been proposed in order to support human workflow participators during
the conduction of the annotation process on behalf of a graphical user interface. First
of all, as part of the Basic Visual Design, a 4 View Model has been presented which
subdivides the UI into four functional areas. In particular, an Interactive Involvement
of Users (R10) has been considered by providing space for traditional tool selection
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components (menus, toolbars, etc.). Additionally, a spatial UI area has been defined
for the placement of transient annotation services, which applies to Workflow-driven
Service Invocation (R5).
Moreover, the concept includes a graph-based visualization of the workflow, consid-
ering comprised elements and respective sequential relations. In addition to that, the
workflow state and progress is represented in graphical manner on different levels of a
given workload. Hence, basic requirements of Process Visualization and Monitoring
(R9) have been fulfilled. Additional Interactive Involvement of Users (R10) is real-
ized by providing facilities for a manual selection of annotation tasks, if they are legal
with regard to the current workflow state. In this context, different levels of work-
flow support are offered in order to avoid a too strong degree of user guidance. Finally,
Workflow-driven Service Invocation (R5) is provided on behalf of the graphical user in-
terface by supplying (displaying and hiding) UI representatives of annotation services
depending on the recent task to perform.
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Table 6.4: Fulfillment of defined Requirements by the partial Solution Concepts devel-




The three constituent solution concepts established in this thesis form the basis of
SemAnnot, a framework and toolset for a process-driven semantic annotation of mul-
timedia documents. In this context, different annotation tasks can be defined and exe-
cuted in automatic manner, supporting various steps between the incorporation of raw
media, preprocessing and low-level descriptive annotation, and high-level semantic
annotation. SemAnnot is a partial framework of SemaVis1, a modular and adaptive
framework for visualization and processing of semantic information [Sem].
This chapter is organized as follows. In the first section, technologies applied for
system implementation will be described. Next, the general structure of the SemAnnot
client application will be elucidated in Section 7.2. Section 7.3 especially focuses
on different implemented annotation components, and Section 7.4 will show how two
different annotation workflows have been realized based on the integrated components.
In Section 7.5, results of an independent usability test on SemAnnot will be presented.
Finally, a summary of presented implementation aspects will be given in Section 7.6.
7.1 Applied Technologies
The description of technologies applied at system development has to be subdivided
into three parts, according to the design and implementation of both a client and a
server application, as well as the individual specification of annotation workflows by
means of process definition techniques.
1SemaVis, including SemAnnot, is developed at the Fraunhofer IDG Darmstadt in the context of the
THESEUS Core Technology Cluster (CTC). THESEUS is a research program initiated by the Federal
Ministry of Economy and Technology (BMWi) to develop a new internet-based infrastructure in order
to better use and utilize the knowledge available on the internet [The].
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7.1.1 Client Application
The SemAnnot client has been developed as web application and can be executed
within standard web browsers. The implementation has been realized by means of
Adobe Flex [Flaa], a platform independent open source framework for the develop-
ment of rich internet applications (RIA), based on the Adobe Flash platform. Thus,
the realization of a Fat-Client application is enabled, allowing a placement of mul-
tiple annotation and workflow-related functions on the client side. The SemAnnot
web application can be executed with any web browser including an installed Adobe
Flash Player runtime environment which, according to an examination on distribution
conducted in March 2010, is applied at 99 % of all computing devices and operating
systems with internet access [Flab].
Formally produced and distributed by Macromedia, Adobe Flash is an authoring plat-
form for the development of interactive web presentations. Besides of UI design and
the processing of vector graphics, it enables a script-based integration of interactive
elements and the communication with external applications and distributed servers.
Here, ActionScript 3 is applied, which has evolved from script-based to an imperative
programming language which implements a wide range of principles from object ori-
ented design since version 2. In addition to ActionScript classes, Flex provides the
incorporation of MXML components. MXML is an xml-based declarative language
which, similar to HTML, allows the description of visual and not visual components,
defining the structure of the application or component UI. MXML files are transformed
into ActionScript source files, which are both compiled to Flash files (.swf) by the Flex
Compiler. The graphical user interface of the SemAnnot client application is illustrated
in Figure 7.1.
Figure 7.1: Graphical User Interface of the SemAnnot web application.
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7.1.2 Server Application
The implemented server application is responsible for centralized storage and man-
agement of relevant information, such as media files (physical as well as references),
annotation data, users, and workflow definitions. Access to these data units is realized
by the provision of specific Java Web Services. According to the W3C, the provision
of web services supports an integration and cooperation of different applications or
components, which can be located and run on varying distributed platforms within a
service-oriented architecture (SOA) [W3Cb]. A web service is regarded as a software
application or component, which is identified by a URI and provides xml-based inter-
faces for definition, description, and localization purposes. Here, the communication
with further software agents is fostered by means of xml-based messages which are
transfered accompanied by specific internet protocols.
According to the latter point, the access to server-centered web service is implemented
by the employment of the Simple Object Access Protocol (SOAP), a network protocol
for data exchange and remote procedure calls between different peer systems [W3Ca].
SOAP relies both on the standards XML for data representation and internet protocols
of the transport layer of the TCP/IP reference model to perform message transmission.
A SOAP message is structured according a head-body-model and contains an Enve-
lope, a Header, and a Body area. The SOAP-Envelope field serves as general container,
while the Header part includes metadata such as routing or encoding information. The
Body area provides the effective payload data. The different data access methods pro-
vided by the server can be addressed by client applications according to the described
structure. For this purpose, the message body includes the name of a service or method,
and optionally may consist of additional parameters, for instance, explicit numerical
values for new anchors. The header part incorporates metainformation about objects
the invoked service is to be applied on. In general, get, add, modify, and delete meth-
ods may be called. Listing 7.1 shows an exemplary call of media documents already
set up in the server context.
The implemented Multimedia Annotation Server is based on Jetty Web Server, a Java
framework which provides an HTTP server, an HTTP client (not used in this case), as
well as a Servlet and JSP container for web service modularization. Both static and
dynamic content can be served either from standalone or embedded components [Jet].
Here, the Apache Tomcat JSP compiler Jasper is applied. All elements are open source
and distributed in the scope of the Apache license. Data storage is implemented by the
employment of an db4o database developed by db4objects Inc [Db4]. Db4o is an
open source object-oriented database is provided by Java and MS .NET platforms, and
relies on the data model of a respective application language, so that object-relational
mismatches are omitted. Among the main advantages of db4o databases are a fast
persistence of complex objects, efficient query languages, low administration costs,
and diverse options for specific configuration. Finally, the binding between server
application and database is realized by dom4j [DOM], a Java enabled open source
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library especially designed for working with XML, XPath and XSLT.
1 <? xml v e r s i o n =” 1 . 0 ” e n c o d i n g =”UTF−8” ?>
2
3 <SOAP−ENV:Envelope
xmlns:SOAP−ENV=” h t t p : / / schemas . xmlsoap . o rg / soap / e n v e l o p e / ”
x m l n s : x s i =” h t t p : / /www. w3 . org / 2 0 0 1 / XMLSchema−i n s t a n c e ”
xmlns:SOAP−ENC=” h t t p : / / schemas . xmlsoap . o rg / soap / e n c o d i n g / ”
x m l n s : x s d =” h t t p : / /www. w3 . org / 2 0 0 1 / XMLSchema”
SOAP−ENV:encod ingS ty le =” h t t p : / / schemas . xmlsoap . o rg / soap /
e n c o d i n g / ”>
4
5 <SOAP−ENV:Header>
6 <document Id x s i : t y p e =” x s d : i n t ”>19< / document Id>
7 < / SOAP−ENV:Header>
8
9 <SOAP−ENV:Body>
10 < h v i : f a t c l i e n t . GetDocument>
11 < / h v i : f a t c l i e n t . GetDocument>
12 < / SOAP−ENV:Body>
13 < / SOAP−ENV:Envelope>
Listing 7.1: SOAP encoded call of the GetDocument service.
7.1.3 Individual Definition of Annotation Workflows
An essential goal of this thesis is the support of different use cases by permitting an
individual predefinition of annotation workflows. In the specific case of semantic mul-
timedia annotation, also multiple use cases and respective workflows can be identified.
As will be described in Section 7.4 below, two different workflows are realized in the
context of SemAnnot.
For workflow specification purposes, the two modeling and definition standards Busi-
ness Process Modeling Notation (BPMN) and XML Process Definition Language
(XPDL) are applied. Section 2.2.3 illustrated both standards in detail, including an
explanation of their specific cooperation and mapping. Hence, their integration is ex-
plained briefly in the following, focusing on their specific role within the realized
implementation.
Workflow modeling is performed by means of the graphical process definition stan-
dard BPMN. This notation provides graphical elements in order to represent entities
within business processes (in this case, annotation processes). Respective workspaces
include a flowchart representation. At the present moment, respective authoring pro-
cess are realized by means of the Together XPDL Workflow Editor application [Tog], a
Java-based editor which creates XPDL specifications. In Figure 2.15 (Section 2.2.3),
an excerption of general mappings from BPMN to XPDL was illustrated. XPDL is ap-
plied in order to interpret and execute the predefined workflow instance by the system.
It is an XML-based format for the description of business processes. Here, workflow
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elements are organized in linear structure, defining activities, transitions, conditions,
services, and users (also groups and roles), implementing their association by means of
unique IDs. This structure is read and interpreted by the SemAnnot Workflow Handler
component, after previous transformation by an XPDL-specific parser module.
7.2 General Client Structure
The SemAnnot client is basically realized by the exploitation of so-called Flex MXML
Components. According to the concept of software components explained in Section
6.3.3, MXML components are implemented as integrated and enclosed units which
provide specific functionalities and an own graphical user interface. In addition to
that, system components which are to be associated with the system business logic are
implemented based on ActionScript classes. As shown in Figure 7.2, among the main
packages of the client architecture are (annotation) components, the process engine, the
applied data model classes, specific session data, and a connection package containing
protocol-specific classes for server communication.
Figure 7.2: General Architecture of the SemAnnot client.
(Annotation) Components. As will be elucidated in the next section, annotation com-
ponents establish the integration and access to the annotation services applied in a
specific workflow. Here, a superior component Abstract Component defines essential
common properties. The basic functionalities are determined by specific interfaces.
This especially concerns the different activities and data forms of annotation, which
are involved during process execution.
206 SemAnnot: Semantic Annotation of Multimedia Documents
Process Engine. The process engine package comprises the two classes Workflow
Handler and Component Broker, forming the central control unit with in the MVC
and Mediator model. As described in Section 6.3, the Workflow Handler is primarily
responsible for the interpretation and execution of a predefined workflow definition,
obtaining access to the integrated workflow visualization component. On the other
hand, the Component Broker manages and controls all components to be invoked,
and is additionally responsible for synchronization and event forwarding, as well as
coherent junction of heterogeneous annotation-related data. Thus, it has exclusive
access to the applied data model.
Data Model. In order to reduce client-server communication and respective not nec-
essary waiting times, the client application manages a local data model, which maps
the central data set stored on behalf of the server machine. Here, the superordinate
instances are one or more objects from the Media Document class, which serves as
container for all other classes defining media files, annotations, and relations between
them. A general description of the applied data model has been given in Section 6.3.5.
Session Data. The session data package pools procedures for the runtime management
of data related to the current client-server session. Among these data are login specific
data and a session id. Furthermore, workflow-related data is processed, such as a
currently specified workload and, respectively, a local copy of the recent workflow
state.
Connection. The Soap Connection class included by the connection package imple-
ments the communication between client and server application, including specific
access methods which are based on the applied SOAP protocol. For this purpose,
SOAP-specific classes of marshallers and unmarshallers are integrated, so that a trans-
formation between Flex objects and SOAP messages is ensured.
7.3 Employed Annotation Components
SemAnnot has not only to be regarded as pure framework, it also provides a set of
annotation-related tools (as enclosed components) in different predefined workflow
scenarios. These components are assigned to the (annotation) components package in-
troduced above. As illustrated in Figure 7.3, all components are generalizations of the
superior component Abstract Component. Here, general common functions are define
which determine the invocation (open), concealing (close), and the general initializa-
tion (init) of an annotation component. Concerning the latter point, the initialization
implies the registration on the Component Broker, at which a reference to the broker
instance is generated. Here, the visual UI part of a component is defined by an imple-
mentation as MXML component. In addition to that, the local controller building block
which serves as interface between the annotation component and the broker instance
is implemented by a separate ActionScript class. Furthermore, interfaces are defined
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which refer to different forms of features and data types which need to be supported.
Thus, interfaces are based on the several process-related components introduced in
Section 6.3.4.
Figure 7.3: General structure of integrated Annotation Components.
The set of incorporated components can be illustrated based on the structure of the
main UI panel, which has been developed according to the 4 View Model proposed in
Section 6.4.1. Here, a subdivision is conducted between the (i) Traditional Tool Selec-
tion View, (ii) an Interactive Workflow Visualization View, (iii) a Permanent Services
View, and (iv) a Transient Services View.
Both the Traditional Tool Selection View and the Interactive Workflow Visualization
View each contain one component, Toolbox and Workflow Graph. In the Permanent
Services View, particularly all media display components are integrated. Here, the
supported media formats are processed by the components Video Player, Image Dis-
play, Audio Player, Flash Player, and URL Display. In addition to that, media display
components are always accompanied by the Annotation Browser panel, which repre-
sents all data generated during the current or a previous annotation process execution.
In addition to that, components for media selection are integrated, either for search
and load media files from external resources (Media Browser) or files already anno-
tated and registered within the annotation framework (Annotated Media). Finally, the
Transient Services View obtains the different incorporated tools for annotation which
are invoked and hidden during workflow execution. Among these tools are Cuts Com-
putation, Image Area Marker, Tagging, Tag Export, and Semantic Visualization and
Editing.
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Toolbox Component
The Toolbox Component provides access to all tools (services) which can be manually
selected by the user and are integrated in the context of the loaded workflow definition.
In this context, all available services are checked at initialization time. with respect to
specific workflow rules which determine the admissibility of selection according to an
actual workflow state, tool representatives are set into an disabled state when required.
A tool selection event is directly sent to the Component Broker, which subsequently
performs correct service invocation.
Workflow Graph Component
The Workflow Graph Component implements the concepts established for Interactive
Workflow Visualization as described in Section 6.4.2. Figure 7.4 illustrates the work-
flow graph, which primarily represents all tasks to be performed, their sequential order,
as well as specific control points in which human or automatic decisions on the further
workflow procedure are to be conducted. Furthermore, event or element descriptions
which have been specified within the workflow definition file can be read by means of
tooltips displayed after a mouse roll-over interaction of a duration of more than 500
ms. The current workflow state on run-level is represented first by highlighting the
current task in red, signing already accomplished tasks with a green checkmark, and
bleaching not legal tasks by gray out and transparency. The overall workflow state is
represented in the left margin, at which the total number of tasks accomplished for the
total number of assigned media documents is showed by means of a textual represen-
tation as well as a graphical progress bar.
Figure 7.4: User Interface of the Workflow Graph component.
Media Display Components
Media Display components are responsible for the display or playback, control, and
navigation of media files which are annotated during workflow execution. Up to now,
supported media formats are video (.flv), image (.jpg,.gif.,.png), audio (.mp3), flash
presentations (.swf), and url-referenceable content (.doc,.pdf,.ppt,etc.). For this pur-
pose, Figure 7.5 illustrates the integrated components which include Video Player (1),
Image Display (2), Audio Player (3), Flash Player (4), and URL Display (5). While
the Flash Player is limited to just a pure representation of delivered media objects,
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the remaining components provide additional media-specific functions and interac-
tions elements. The Video Player offers video controls for play and pause, a slide bar
to perform forward and rewind actions, time representation, a volume control, and a
full-screen feature. Image Display is enabled to highlight image marks which have
been defined as spatial anchors by means of the Image Marker component explained
below. Similar to Video, the Audio Player provides a play and pause button, as well
as a control slider bar. Furthermore, URL Display provides a button that enables users
to open the respective document in a separate web browser window. In doing so, doc-
ument formats which are not explicitly supported by SemAnnot can be integrated and
annotated on entire document level.
Figure 7.5: Incorporated Media Display components: Video Player (1), Image Display
(2), Audio Player (3), Flash Player (4), and URL Display (5).
Annotation Browser Component
The Annotation Browser component basically visualizes the entire annotation struc-
ture for media documents processed within the process. Here, two different panels are
provided. The first one shows the annotation structure of a currently active media doc-
ument by means of a tree visualization. Figure 7.6 exemplifies the display for a loaded
video document. The applied tree pictures the entire video, defined video segments, as
well as descriptive keywords attached to both types of entities. Different icons sym-
bolize the various potential forms of media and annotation entities. This panel has to
be regarded as central point during the execution of the annotation process. It serves as
monitoring component on the one hand, since any new generated information is rep-
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resented. On the other side, it provides facilities to interact with other components, so
that the processing-flow for an permanently enriched information space is supported.
The second panel gives an overview of the current content load, that is, all media doc-
uments which are processed in the workflow. Here, different icons are applied which
represent several media formats. Once a media document is selected, the component
switches to the primary panel, showing the specific annotation structure.
Figure 7.6: The Annotation Browser component visualized the entire annotation struc-
ture of media documents.
Media Selection Components
In order to select media documents to be processed, the two components Media
Browser and Annotated Media have been developed. The Media Browser component
is employed in order to select media documents made available by different multime-
dia resources or databases. That is, the component is responsible for gathering of “raw
data”. For this purpose, it expects an XML-structured listing, from which also po-
tentially existing metadata can be extracted, such as title and description. The Media
Browser tool supports multiple selection of media files, so that the specification of a
content load (cf. Section 6.4.2) is enabled.
The Annotated Media component facilitates the selection of media documents which
have already been edited with SemAnnot (but also other clients cooperating with the
server) in previous sessions. Among others, this tool can be applied in order to perform
successive modifications or corrections on the given data set. As shown in Figure
7.7, the right half of the panel provides a preview area for selected media objects, at
which several media display or playback elements are offered for the different types of
supported media formats. The same applies to the Media Browser tool.
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Figure 7.7: Media Selection by means of the Media Browser and Annotated Media
components.
Media Segmentation Components
Segmentation of media is applied in order to enable a separate annotation of partial ar-
eas within documents. Here, SemAnnot supports video shot detection and image area
marking. For video shot detection purposes, the Cuts Computation component has
been integrated (see Figure 7.8(1)). This tool is connected to an external shot detec-
tion service (2) which expects video URLs and returns time interval values. Addition-
ally, the Cuts Computation component provides interaction elements to configure the
sensibility value for shot computation, and a timline-based display of generated shot
intervals. SemAnnot also allows marking of point areas within images. In this scope,
the Image Area Marker component (3) stores point coordinates in cooperation with
the Image Display tool (4), which enables users to manually mark points by means
of mouse clicking. In order to define an entire document as annotation validity area,
SemAnnot by default creates a Generic Anchor (cf. Section 6.3.5) for each loaded
document at its initialization time.
Tagging Component
As already explained in Section 2.1.2, tagging is a useful means of classifying and
organizing digital objects. The incorporated Tagging component permits the keyword-
based classification of objects previously selected in the Annotation Browser. Here,
multiple tags, separated by commas, can be defined for one single object.
Tag Export Component
By means of the Tag Export tool, a cooperation with the Sophie framework has been
established. Generally, this framework is used for a semi-automatic analysis and mod-
eling of semantic structures [BFar]. The connection between the two frameworks thus
212 SemAnnot: Semantic Annotation of Multimedia Documents
Figure 7.8: Media Segmentation components for Shot Detection (1),(2) and Image
Area Marking (3),(4).
supports a semi-automatic generation of semantics, based on tags previously defined
within the internal SemAnnot workflow. Here, the Tag Export component exports se-
lected media and/or media subsets (by indication of an URL) as well as respectively
attached tags in forms of a text file. This file is subsequently read by Sophie, at which
an analysis of the delivered tags is exploited to generate semantic concepts and rela-
tions associated to the given media objects.
Semantic Visualization and Association Component
The Semantic Visualization and Association component is exploited in order to visual-
ize a given semantic structure on the one hand, and on the other hand to associate media
documents or document subsets as instance of a given semantic concept. As illustrated
in Figure 7.9, two different visualizations are applied: SeMap (top) and SemaGraph
(bottom). SeMap provides an hierarchical representation of concepts and relations, and
is primarily used for association in the SemAnnot context. SemaGraph additionally
displays instances, so that it can be used for monitoring purposes. Both visualizations
are provided by the superordinate SemaVis framework and embedded in the compo-
nent panel at runtime2. The semantic association is realized through Drag&Drop from
the Annotation Browser tool onto the respective concept within the visualization.
2It is to be noted that the SemaVis framework actually provides significantly more visualizations and
features than those applied in the SemAnnot context. More information can be gathered at [NBB+09].
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Figure 7.9: The Semantic Visualization and Association Component embeds Visual-
izations provided by the superordinate SemaVis framework.
7.4 Implemented Annotation Workflows
Two different concrete workflows have been implemented for the conduction of digital
multimedia (semantic) annotation. Both workflows realize a semantic annotation of
multimedia documents, at which various steps are traversed starting with the selection
of raw media, and continuing with the attachment of low-level descriptive data and







Figure 7.10: Annotation Workflow 1: from Raw Data to Semantic Infrastructures.
Workflow 1. As illustrated in Figure 7.10, the first workflow starts with a user-
centered decision, at which the human participator needs to select whether unmachined
files or already annotated documents are to be loaded. Here, multiple files of different
media formats can be specified by means of the Media Browser or the Annotated Data
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tools. The decision request is conducted by means of a specific dialog (see Figure
7.11). The second cluster of annotation tasks refers to the segmentation of processed
media files. Here, before proceeding with the specific task, the system first checks
the media format of the currently passed document. In case of videos, the workflows
proceeds with “Compute Video Cuts” and invokes the Cuts Computation component.
For images, the user has to mark specific image areas using the integrated Image Area
Marker component. For all other supported media file formats, no segmentation tool is
provided. In this case, the workflow continues with the third task “Tag Media Objects”,
which is to be performed with the Tagging component. Subsequently, in the scope of
task four “Associate Media with Semantics”, media documents and subsets are associ-
ated with semantic concepts provided by the SemaVis visualizations embedded in the
Semantic Visualization and Association component, at which the multimedia contents
are defined as instances of respective concepts. In the next step, the application checks
whether there are still not completely processed media documents from the previously
selected set of files. As long as the entire set is not accomplished, the system loads
the next media document and returns to the second task cluster “Media Segmenta-
tion”. When all files have been accomplished, the user is asked via dialog whether the
workflow is to be restarted for a new set of media files, or if it is to be terminated.
Figure 7.11: Dialog-based request of user-centered workflow proceeding decisions.
Workflow 2. The second workflow generally replaces a manual association of media
objects with semantic concepts, as supported by workflow 1, by a semi-automatic gen-
eration of a semantic structure based on specified tags. For this purpose, as described
in section 7.3 above, the Tag Export component is employed which cooperates with the
Sophie framework. Figure 7.12 shows the second implemented annotation workflow
instance. It reveals that the first three tasks or task groups, “Media Selection”, “Media
Segmentation”, and “Tag Media Objects”, are identical to the first workflow. After
accomplishing the tagging task, the system conducts a loop as long as not all previ-
ously selected media documents have been tagged. Otherwise, the workflow proceeds
to the next task “Generate Semantic Structure”, at which a text file containing media
contents and attached tags is delivered to Sophie. After the tag-based semi-automatic
definition of a semantic structure (in other words, after semi-automatic semantic an-
notation), the user may decide whether the generated semantic is to be returned to the
SemAnnot environment, for instance, in order to view and potentially perform manual
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modifications by means of the Semantic Visualization and Association tool. Alterna-
tively, the generated semantics file can be delivered directly to SemaVis, resulting in






Figure 7.12: Annotation Workflow 2: Additional Semi-automatic Semantics Genera-
tion in cooperation with Sophie.
7.5 Usability Test
In addition to the user study performed in the scope of this thesis (see Chapter 8), an
informal usability test on SemAnnot was performed at the Fraunhofer Institute for Dig-
ital Media Technology IDMT in Ilmenau, Germany, acting as project partners within
the THESEUS research program. In the test, ten participants with no or only small
knowledge on semantic browsing and editing where asked to perform simple annota-
tion tasks and express their observations and feelings. In this context, workflow 1 for
semantic annotation described in Section 7.4 was applied. The task was to perform
an entire workflow run for one image, and successively load the annotated image at
the end. With respect to task processing, the general reported outcome was that all
users completed the tasks without complications, and that interface elements clearly
show how interaction needs to be performed in order to process the tasks. A detailed
description of the conducted usability test is provided in [KBS10].
7.6 Summary
In this chapter, SemAnnot has been presented, a framework which supports a process-
driven semantic annotation of digital multimedia documents, implying the essential
solution concepts for a process-based design of multimedia annotation system es-
tablished in this thesis. The following implementation aspects have been especially
pointed out: (i) applied technologies at system development, (ii) definition of anno-
tation workflows by means of process definition standards and interpretation by the
system, (iii) the general structure of the SemAnnot web client, (iv) implemented anno-
tation components, and (v) two different realized workflows.
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Both Section 7.1 and 7.2 have revealed how the Reference Architecture Model consti-
tuted in Section 6.3 was technically realized in the scope of SemAnnot. Here, Sec-
tion 7.2 focused on the organizational structure of the implemented client application.
According to the proposed architectural concept, a enclosed modularization was in-
troduced which separates annotation components, a process engine comprised of a
workflow handler and a component broker, as well as a communication unit which
ensures information exchange between clients and server based on the SOAP protocol.
Furthermore, additional packets were incorporated for the management of a local data
model and session-related data, such as recent workflow states. Among others, tech-
nologies applied for the development of a Multimedia Annotation Server have been
listed in Section 7.1. Here, special focus was put on the elucidation of how the server
application provides read and write access on all workflow-relevant data according to
the principles of web services. In addition to that, it has been described by which pro-
cess definition standards (BMPN and XPDL) and editors users are enabled to specify
individual annotation workflow instances. In doing so, the requirement for a support
of different use cases has been met.
The description of all annotation components provided by SemAnnot (Section 7.3)
illustrated that several services and tools for different forms of annotation could be
integrated in defined workflows. In addition to that, it has been shown that varying
component types are supported. Among these are services which provide an own
UI (e.g., Semantic Visualization and Association), services without a graphical user
interface (shot detection), for which SemAnnot implements a specific graphical panel,
as well as stand-alone applications such as Sophie. This could be achieved by the
realization of the structure of integrated components presented in Section 6.3.4, at
which a component is subdivided into a view and a local controller part. Moreover, all
introduced components have been assigned to elements of a 4 View Model described
in Section 6.4.1, which structures the basic UI into four functional areas.
Finally, two different workflows realized for semantic multimedia annotation have
been described in Section 7.4. In doing so, the key requirement for the support of
varying use scenarios of multimedia annotation could be complied.
The effective implementation of essential solution concepts for a process-based de-
sign of multimedia annotation systems formed the basis for a verification of the main
hypotheses pursued in this thesis, regarding an improvement of the learnability and
usability of respective graphical user interfaces. This verification was performed by
means of a conducted User Study, which will be elucidated in the following chapter.
Chapter 8
User Study
This chapter presents an evaluation of the established concept for Process-driven User
Assistance based on its realization within SemAnnot. As visual-interactive concept for
the design of user interfaces provided by process-based multimedia annotation sys-
tems, process-driven assistance is to be regarded as central contribution of this thesis.
Hence, the evaluation was conducted in forms of a user study, especially focusing on
the comparison of two variants of SemAnnot, with and without assistance.
Single aspects to be investigated address the different expected benefits explained in
Section 1.2. Correspondingly, the key hypothesis is that support of users during op-
eration of multimedia annotation software by means of process-driven user assistance
will lead to an improvement of system usage regarding the following aspects:
1. Efficiency with respect to the required time when executing an annotation pro-
cess.
2. Learnability regarding the suitability of an user interface for learning its func-
tions and interactions required at its operation.
3. Usability, especially concerning the system’s suitability for accomplishment of
the given task as well as self-descriptiveness of the UI.
4. Process Overview, including the user’s mental representation of an annotation
workflow which has to be performed.
5. User Satisfaction, as a general result of improvements related to the previous
viewpoints.
In Section 8.1, the applied evaluation method and general study design will be de-
scribed. Section 8.2 will illustrate obtained results considering the different examined
sub-aspects. Summing up, conclusions will be drawn in Section 8.3.
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8.1 Evaluation Method and Study Design
The conducted user study included 34 psychology students in the Bachelor programme
at the Technische Universita¨t Darmstadt, Germany. The entire group of test subjects
was composed of 27 female and 7 male persons aging from 19 to 39 with an average
of 23,3 years.
A 2x2 factorial design was applied with the factors workflow support (yes/no) and
order of condition (workflow support first/ workflow support second), with workflow
support as a repeated measurements factor. Here, the set of persons was divided into
two groups of each 17 members, enabling to perform the study by means of the Cross
Evaluation method. This approach is a combination of the Within-Groups Design and
Between-Groups Design methods. The main characteristic is that different factors can
be excluded which may lead to negative effects, for instance, learn processes in the
course of the first run, which can have impact on the second run. Accordingly, the
test subjects had to operate two different variants of SemAnnot in the scope of two
analogue task processing runs, including the same scenario and tasks, and the consid-
eration of homogeneous media documents and annotations. Here, the variant A with
workflow support included explicit system operation accompanied by the workflow
visualization component and workflow-driven service supply. In the second variant
B without workflow support, the workflow visualization component was disabled and
tool (and task) selection had to be performed by means of the provided toolbox. In
this context, the two implemented modes hybrid and silent (cf. Section 6.4.2), which
realize different levels of user guidance, could be exploited. According to cross evalu-
ation, the first user group α started with variant A and afterwards performed the tasks
of variant B, while the second group β proceeded in reversed order (see Figure 8.1).
Figure 8.1: Principle of the Cross Evaluation approach.
Scenario and Tasks
The study was performed in the context of a valid scenario. The simulated case in-
tended the test subjects to be employees of an arbitrary library which, besides of
8.1 Evaluation Method and Study Design 219
printed documents, offers an online catalogue of multimedia documents. Here, vis-
itors can explore and retrieve these documents by means of a specific navigation panel
and a search form. The general task was to integrate three videos and two images
dealing with the common topics “basic types of chemical reactions” and “chemical
substances”, at which different forms of annotations needed to be generated in order
to ensure later retrieval through the navigation and search elements. Here, similar me-
dia files were selected for both runs, including the duration of videos, the number of
“annotate-able” areas (entire document, video scenes, image areas), and the thematic
content with respect to the similarity of annotations to be created. The general concep-
tual formulation included the following subtasks:
1. Selection of Media Documents. The first task was to load the videos and images
from a specific database. For this purpose, the SemAnnot Media Browser tool
had to be applied.
2. Specification of Document Areas. The second task included the definition of
document areas which were separately annotated in the following steps1. In
the case of videos, this was achieved by means of the Cuts Computation (shot
detection) tool. Image Areas were defined by using the Image Area Marker
component.
3. Classification by Keywords. In order to simulate the specification of keywords
which can be exploited by a search engine, one or more tags had to be defined
for each document area by means of the Tagging component.
4. Integration in the given Topic Structure. Next, by applying the Semantic Vi-
sualization and Association component, all document areas were assigned to
concepts (topics) provided by the SemaVis visualizations. In this context, the
superior subject was chemistry, containing the sub-topics chemical substances
and chemical reactions. Moreover, chemical reactions was subdivided into the
sub-concepts (types of chemical reactions) synthesis, decomposition, single dis-
placement, double displacement, and combustion.
5. Additional Task. Once steps one to four had been accomplished, an additional
task was to simulate the subsequent correction of a typing error occurred during
tagging of a video. For this purpose, the respective video file had to be opened
within the Annotated Media component, proceeding with the invocation of the
Tagging tool to perform the correction for a fixed video shot.
The described tasks were analogically performed in both variants, that is, task one to
five were conducted each for three videos and two images. Obviously, this procedure
1As explained in Section 7.3, an entire document can be addressed by default through the automatic
generation of Generic Anchors.
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refers to Annotation Workflow 1 implemented in the SemAnnot context, as illustrated
in Figure 7.10, Section 7.4. The only difference between both variants based on the
fact that SemAnnot supports the selection of multiple media documents at the first
workflow step (if workflow support is activated), so that all media files were selected
at the same time in task 1 at variant A (i.e., task 1 had to be performed once), while
each media file had to be individually opened after task 4 at variant B.
During task processing, users had two types of additives at their disposal. First, a task
sheet explained the general scenario as well as the subtasks to conduct including the
tools to be used for each task. Second, a tabular showing all data which needed to
be generated in the course of each subtask was displayed on a second screen. That
is, all segments and annotations to attach were predefined. In doing so, effects which
result from different previous knowledge could be decimated. In fact, assuming that
a segmentation of media objects multiplies the number of annotations attached in the
successive steps, a study session took approximately one and a half hours on average,
in which a test subject had to create exactly 83 annotations including segments, tags,
and semantic instance declarations. The described task sheets and tables of predeter-
mined annotations for both variants are illustrated in Appendix C.
Collection of Quantitative and Qualitative Data
First of all, time-based quantitative data was collected referring to the duration of (i) an
entire annotation run in minutes, (ii) the elapsed time between the termination of tool
A and invocation of tool B (i.e., the sum of all tool or task transition durations) in sec-
onds, and (iii) the difference between both values in minutes, which can be regarded
as the time when working with the single annotation components. For this purpose,
the SemAnnot user interface was recorded with the screencasting software Camsta-
sia Studio [Cam] at both annotation runs. Afterwards, the session-related video files
were processed by means of Anvil [Kip08, Anv], a freely available video annotation
and analysis application. Here, a timeline component allows the definition of layers
representing different categories (e.g., transition tool A to Tool B, transition tool B to
tool C, etc.), at which time intervals can be determined representing the appearance of
a category within video playback time.
Additionally, three different questionnaires had to be completed. The first two ques-
tionnaires refer to the two provided variants of SemAnnot. As illustrated in Appendix
C, parts 1 to 3 were identical in both variants, inquiring personal ratings with respect
to (i) user satisfaction, (ii) usability, and (iii) specific aspects concerning the provision
of an overview of the tasks to perform and the tools to be applied. Hence, these areas
could be directly referred to each other.
For user satisfaction and usability rating purposes, incorporated questions were taken
from both the Questionnaire for User Interface Satisfaction (QUIS) [Shn98], and the
standard ISO 9241-110:2006 Ergonomics of human-system interaction – Part 110: Di-
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alogue principles, especially concerning the issues suitability for the task (suitability
regarding user tasks and skills), self-descriptiveness (indication of the next steps to
perform), and suitability for learning (support learning of system operation) [ISO].
Furthermore, persons had to assess items regarding the general process support for
both variants. The questionnaire applied for variant A (with workflow support) addi-
tionally asked for aspects exclusively referring to the provided methods for interactive
workflow visualization and explicit supply of annotation services.
Finally, the third questionnaire regarded general topics, such as competencies in com-
puter operation, previous knowledge with respect to the topics “basic types of chemi-
cal reactions” and “chemical substances”, general difficulties during system operation,
comparative ratings of both variants, and the explicit valuation of the realized concept
for process-based multimedia annotation.
All questionnaires were composed of multiple choice questions. Moreover, a qual-
itative assessment was conducted by integrating additional parts of free-text estima-
tion. The multiple choice questions permitted single selection, at which five properties
were provided for subjective answering, so that test subjects obtained the possibility
to place a neutral rating. Schematically, the five alternative answers covered the levels
“strongly agree” and “strongly disagree”. The described questionnaires are illustrated
in Appendix C.
As further form of acquired quantitative data, errors or uncertainties at the selection
of the next tool to invoke (or task to perform) were recorded during system operation
based on check lists. Here, errors refer to the selection of the wrong component de-
pending on the recent workflow state. Situations were rated as uncertainty, if the test
subject searched the component in the toolbox by mouse scanning, passing the cor-
rect tool more than twice without selection, or, if a respective verbal statement was
explicitly made.
Experiment Procedure
The sequential procedure of a study session was held in identical manner for both
groups. As illustrated in Figure 8.2, the first step included a general introduction, at
which fundamental aspects of multimedia annotation, as well as the main tasks and
procedure of the study were explained.
After this, the test subjects received the task sheet document to read the conceptual
formulation and the single subtasks. Subsequently, depending on whether the person
was assigned to group α or β, the respective application variant was introduced by ex-
plaining the incorporated tools according the the respective subtask, and performing a
test run exemplary for one video and one image file. In doing so, a thorough introduc-
tion was given for both variants in order to prevent potential learn effects in the first
run which could have had impact on the second run within one session. In this case,
such learn effects refer to the operation of the system.
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Figure 8.2: Procedure of a single run of the conducted User Study.
Next, the actual processing of annotation tasks was performed for the first application
variant, at which all subtasks determined in the provided task sheet were accomplished
by degrees. In the process, one exceptional case was induced. Here, one of the videos
was composed of only one scene, so that the shot detection task had to be skipped,
directly continuing with tagging. In doing so, the test subjects were instructed to per-
form a tool or task selection differing from the general task sequence formulation. This
particularly aimed at showing that the provided means of workflow support also enable
users to select tasks in a self-motivated manner.
Once all tasks for the first variant were accomplished, the test subjects had to fill in the
respective questionnaire. Afterwards, introduction, task processing, and questionnaire
completion were performed for the second application variant. In the last step of the
entire study session, the final questionnaire was filled in.
Interpretation Methods
For the interpretation of time-based data for entire duration, transitions duration, and
duration difference (working with the tools), means were first computed. A compar-
ison between the two variants depending on the execution order was performed by
means of a mixed design analysis of variance.
The same applies to the evaluation of usability, general process support, and user sat-
isfaction, inquired in the common part 1 to 3 of the variant-related questionnaires. As
opposed to time data, summarizing mean values were created for each scale before
analyzing variances. Here, the scales were previously tested for reliability, at which
sufficient Cronbach’s α values < .6 were obtained.
Although already included in two items within questionnaire part 2 (usability), learn-
ability was separately considered, since it is regarded as particular aspect in the scope
of process support. These items include the following topics: “The user interface is
easy to learn” and “The user interface does not require to memorize too many details”.
The items were evaluated by means of a mixed design analysis of variance.
In order to analyze the provided methods for interactive workflow visualization and
service supply, errors and uncertainties at tool or task selection, as well as contrasting
items in the final questionnaire, means and standard deviations were calculated.
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8.2 Results and Discussion
In this section, achieved results will be presented and discussed. In the scope of the
illustration of results which arise from performed variance analyses, the so-called F-
value and p-value will be indicated, e.g., F (1, 32) = 171.55, p < .001. The F-test
statistic compares the variance induced by the treatment to the variance induced by
other factors (the error variance). It is characterized by two values (in parentheses):
the degrees of freedom of the treatment variance (number of compared groups - 1),
and the degrees of freedom of the error variance (number of test subjects - number of
groups).
In order to identify whether the value of the F statistic is significant (groups differ
significantly according to the treatment they received), the value needs to be compared
to given tables of the F-distribution. The F-distribution depends on the given degrees
of freedom. Specific values in these tables indicate specific levels of the α error. The
α error occurs when a significant difference between groups is assumed, but in reality,
groups do not differ. If the F-value is larger than a specific value in the F-distribution
(for example at the α error level 0.05), this indicates that the treatment groups differ
significantly, and that the probability that such an F-value occurs in case of a non-
existent difference is 0.05. Thus, a comparison of the F-value to a given F-distribution
results in p, at which p < .05 indicates for a significant variance and p < .001 indicates
for a highly significant variance [Bor77].
Furthermore, it is important to mention that F-values and significance p will be in-
dicated for each of the factors (i) workflow support (yes/no), (ii) order of condition
(group α or β), and also (iii) the interaction between both factors.
In the following, only statistical values for significant effects p < .05 or highly signif-
icant effects p < .001 will be reported. According to the listing of single aspects to be
investigated, results will be presented for Efficiency, Learnability, Usability, Process
Overview, and User Satisfaction.
8.2.1 Efficiency
Efficiency refers to the duration of specific processes. In this scope, it was distin-
guished between (i) duration of the entire run, (ii) duration of task transitions, and (iii)
the time required when working with single annotation tools.
Entire Annotation Run. For the duration of an entire run, there was a significant
main effect for workflow support, F (1, 32) = 171.55, p < .001. Summarizing group
α and β, subjects required less time with variant A with workflow support (M =
12.21, SD = 1.78) than with variant B without support (M = 16.21, SD = 2.91).
There was also a significant interaction effect between support and execution order,
F (1, 32) = 41.48, p < .001. This indicates that the order of conditions had impact on
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Figure 8.3: Comparison of time values for (1) an entire annotation run, (2) tool or task
transitions, and (3) tool processing.
the total run duration. As showed in Figure 8.3(1), each variant was processed quicker
when applied first, at which the larger difference is to be identified at variant B without
support. That is, working without support led to shorter entire run durations, if the
variant with workflow support was executed first.
Tool Selection / Task Transitions. As opposed to the other two cases, tool selection
or task transition time was measured in seconds. Here, a significant effect emerged
for workflow support, F (1, 32) = 308.57, p < .001. Working with support required
less time (M = 65.56, SD = 13.68) in comparison with the variant without support
(M = 243.41, SD = 72.97). The order of execution had a significant effect for
support, F (1, 32) = 758.60, p < .05. As task transition times were constant for
workflow support due to service supply (except for the task skip and additional task),
this shows that selection of the next tool at variant B required less time, if variant A
was applied previously. Figure 8.3(2) reveals that the same effects occurred for variant
A with support (since also manual task selection was performed in two cases). With
respect to the interaction between workflow support and condition order, there was a
significant effect, F (1, 32) = 23.28, p < .001. This indicates that the condition order
had impact on the effect achieved for workflow support.
Tool Processing. There was a significant effect for workflow support, F (1, 32) =
15.49, p < .001. The variant with support required less time (M = 10.98, SD = 1.82)
compared without support (M = 12.15, SD = 2.22). Also a significant interaction
effect was achieved between workflow support and variant order, F (1, 32) = 11.56,
p < .05. This indicates that workflow support had different effects on the required
time, depending on which order of conditions was used. In this context, Figure 8.3(3)
reveals that working without workflow support requires less time, if one has worked
with support first. This indicates that workflow support improved learning processes
regarding the operation of single tools, which will be discussed in the next paragraph.
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8.2.2 Learnability
Learnability was measured by a direct comparison in the scope of the final question-
naire and by two respective items in part 2 within the two variant-related question-
naires. Moreover, as mentioned above, faster processing times with respect to the
duration of working with the tools indicate for improved learning effects with respect
to system operation.
Explicit Decision. In answer to the question which user interface variant is better
to learn, 29 respondents opted for workflow support (85.3%), 5 persons prefered the
variant without support (14.7%).
Figure 8.4: Comparison of learnability and detail memorization requirement for both
variants.
ISO 9241-110 Items. Two questionnaire items were examined referring to learnabil-
ity: “The user interface is easy to learn” and “The user interface does not require to
memorize too many details”. With respect to simplicity of learning, there was a signif-
icant main effect for workflow support, F (1, 32) = 16.23, p < .001. The variant with
support was better rated (M = 4.85, SD = .39) compared to without workflow sup-
port (M = 4.12, SD = 1.09). No significant effect was obtained for both condition
order and interaction between support and order. Regarding the number of details to
be memorized, there was a significant effect for workflow support, F (1, 32) = 29.24,
p < .001. Better ratings were made for workflow support (M = 4.00, SD = .82)
than for no support (M = 2.79, SD = 1.09). There was also a significant effect for
condition order, F (1, 32) = 5.97, p < .05. In this context, Figure 8.4 shows that vari-
ant B without support was worse rated if it was executed after variant A. In contrast,
variant A was better rated if performed secondly. This reveals that, when both variants
were known, persons preferred the variant with support (which was also affirmed by
the direct comparison described before).
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Tool Processing Times. In the context of the evaluation of measurements over the time
required while working with the single tools, it was discovered that working without
workflow support requires less time, if one has worked with support first (cf. Figure
8.5). This leads to the assumption that workflow support has an impact on learning
processes regarding the operation of single tools.
Comparisons with Bonferroni Adjustment2 showed that significant less time was re-
quired when using the no support variant if groups had used the support variant first,
Diff = 1.50, p < .05. There was no significant difference for the required time when
using the support variant, depending on the order of conditions. These results verify
that the provided methods of process-driven user assistance improve tool operation
learning processes, considering the time required for processing.
Figure 8.5: Differences of Tool Processing Times which show impact on learn effects
concerning system operation.
8.2.3 Usability
For usability rating purposes, five items were included in the questionnaires, referring
to the ISO NORM aspects suitability for the task, self-descriptiveness, and suitability
for learning. As already explained, the respective scales were checked for reliability
and subsequently mean values were calculated, before conducting a variance analysis.
In comparison, a significant effect was achieved for the variant with workflow support,
F (1, 32) = 43.84, p < .001. In general, the test subjects made better rankings for
workflow support (M = 4.38, SD = .37) compared to variant B without support
(M = 3.48, SD = .78). There was also a significant effect for the execution order,
F (1, 32) = 10.88, p < .05. Figure 8.6 shows that variant B without support was
worse rated if secondly applied and, in contrast, workflow support was higher rated
2In the scope of multiple comparisons, Bonferroni Adjustment is applied in order to keep the exper-
imentwise α error rate to a specified level, usually .05 [Sha95].
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if executed after variant B. This indicates that, as already identified for learnability,
workflow support is better judged and no support is worse rated when both variants
already had been processed.
Figure 8.6: Comparison of inquired Usability-related items.
8.2.4 Process Overview
In comparison, items at part 3 of the two variant-related questionnaires requested an
assessment of the obtained general process overview. These included the overview of
tasks and their order, and if the UI shows (i) which is the recent task, (ii) which task
have already been accomplished, and (iii) how many media files have been completed.
In addition to that, the questionnaire for variant A explicitly concerned the realized
concept of process-driven user assistance. As opposed to to the variant-related items,
these scales were analyzed separately without previous calculation of scale mean val-
ues. Furthermore, the final questionnaire requested two free-text answers on which
aspects are particularly favorable and which points need improvement, referring to the
provided methods for process-driven user assistance. Finally, it was tested if errors
and uncertainties occurred with respect to the selection of the next task/tool, although
test subjects were provided with a paper-based description of all tasks and the the pro-
cedure to perform. In this context, it is assumed that a better overview of the process
leads to a reduction of selection-related errors and uncertainties.
Comparison of the General Process Overview
As a result of summarizing scales and conducting variance analysis for comparing
items, there was a significant main effect for workflow support, F (1, 32) = 196, 28,
p < .001, at which workflow support was significantly better judged with M = 4.58,
SD = .50 in comparison to no support with M = 2.40, SD = .98. The execution
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order revealed a significant effect for workflow support, F (1, 32) = 23.72, p < .001.
This is represented in Figure 8.7. As applies to learnability and usability, workflow
support was better rated and no support worse rated when performed in the second
run.
Figure 8.7: Comparison of the General Process Overview provided by both Variants.
Explicit Evaluation of Process-driven User Assistance
As described above, the realized methods for process-driven user assistance were eval-
uated in two ways. First, multiple choice items were applied in order to rate different
partial aspects. Second, free-text comments had to be given referring to positive and
negative impressions.
Multiple Choice Items. Figure 8.8 shows that all items explicitly referring to the
provided workflow visualization and workflow-driven supply of tools were favorably
valued. Here, inquired items addressed (i) the workflow visualization, (ii) the deter-
mination of task order, (iii) the representation of the recent task, (iv) the visualization
of already accomplished tasks, (v) the visualization of already completed media doc-
uments, (vi) the automatic invocation and closing of tools. The scale was structured
from 1 (strongly disagree) to 5 (strongly agree), and a summary of all items results in
a mean value of 4, 26. The entire set of ratings is illustrated in Appendix D.1.
Free-text Answers. Regarding the provided methods for process-driven user assis-
tance, free-text answers were requested concerning which aspects are particularly fa-
vorable and which points need improvement. Here, the single answers are summa-
rized. The entire set of answers is included in Appendix D.2.
With respect to positive viewpoints, a basic statement was that the workflow visual-
ization provides a well overview of the workflow concerning the tasks that need to
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Figure 8.8: Rating of the single Aspects of Process-based User Assistance.
be performed as well as their execution order, so that the key points of the process
to be conducted are quick and easy to understand. Furthermore, the automatic open-
ing and closing of tools was positively judged. Stated reasons were that one does not
require to think about which is the next task and the next tool to select, so that no
procedure-related issues need to be explicitly memorized. Moreover, it was stated that
the visualization of the workflow state (accomplished tasks and media documents) ad-
ditionally improve the process overview, since one is permanently aware of the current
position within the overall workflow. A further point mentioned multiple times was
that the workflow support saves time, and less interactions and mouse clicks are re-
quired. Finally, it was pointed out that process-driven assistance allow an easy access
to a new application and new tasks and requirements on operators, especially regarding
novice users.
Regarding stated aspects which were found negative or which need improvement, most
statements referred to general usability issues which are not primary relevant in the
scope of this examination. Concerns were expressed with respect the guidance of
users, at which a paternalism of users is criticized. Since the reduction of a too strong
user guidance was intended and realized by the concept, a conclusion might be that
more activities of free task selection could have been integrated in the study. Neverthe-
less, as illustrated in Table D.7 in Appendix D.1, the aspects of automatic tool supply
obtained the highest ratings compared to the other items. Furthermore, one subject
stated that users are not enabled to decide whether to work with or without process
assistance. Actually, this aspect is realized in SemAnnot, but was not explicitly shown
to test subjects in the scope of the study. Finally, two persons mentioned that graphical
items and fonts within the workflow visualization panel need to be enlarged.
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Errors and Uncertainties at Task/Tool selection
Errors and uncertainties were checked for acts of selection of the next task (for vari-
ant A with support) or tool (for variant B without support), assuming a significant
reduction by the provision of an improved process overview.
Errors. With respect to the selection of the wrong task or tool corresponding to the
determined order of task processing, there was a significant effect for workflow sup-
port, F (1, 32) = 58.31, p < .001. Here, 0 errors were counted for variant A with
support (M = 0.00, SD = 0.00), while 50 errors were made during the operation of
the system without support (M = 1.47, SD = 1.11).
Uncertainties. Activities at tool or task transition were rated as uncertain, if the test
subject halted or explicitly expressed this state. There was a significant main effect for
workflow support, F (1, 32) = 122.77, p < .001. Here, 2 uncertainties were registered
during the operation of variant A with support (M = 0.06, SD = 0.24), at which
the subjects halted after the respective tool was automatically opened. In contrast, 119
uncertainties were located while persons operated variant B without support (M =
3.50, SD = 1.94).
Concluding, this examination revealed that, although the subjects were provided with
an explicit description of the tasks and procedures, still errors and uncertainties could
be registered, and a significant difference between both application variants was ob-
tained. Besides of the user-centered evaluation of the provided process overview, this
indicates that the realized concepts of process-driven user assistance effectively offer
an improved overview of the annotation workflow to be performed, so that enhanced
mental representations can be constructed.
8.2.5 User Satisfaction
As a last resort, it was examined whether the previously analyzed viewpoints finally
lead to an improvement of user satisfaction. Also here, means were created for the
single scales after checking reliability.
There was a significant main effect for workflow support, F (1, 32) = 47.38, p < .001.
With respect to user satisfaction, workflow support obtained better ratings (M = 4.18,
SD = .51) compared to the system variant without support (M = 3.49, SD = .61).
As illustrated in Figure 8.9, when executed in the second run, workflow support was
better rated and the ratings for variant without support became worse. Thus, workflow
support led to a higher user satisfaction level, if subjects already knew the variant with-
out support. In contrast, if variant with support had already been executed, subjects
gave worse ratings for variant B. This indicates that the difference of ratings incre-
mented, if both variants were known.
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Figure 8.9: Comparison of User Satisfaction for both Variants.
8.3 Conclusions
A user study conducted by means of two different variants of SemAnnot revealed that
the central contribution of this thesis - Process-driven User Assistance - significantly
enhances the operation of multimedia annotation systems by supporting users accord-
ing to the given annotation workflow. In this context, improvements on different levels
were proved, which can also be regarded as key benefits achieved in this work: (i)
Efficiency, (ii) Learnability, (iii) Usability, (iv) Process Overview, and (v) User Satis-
faction.
Efficiency refers to the required time when executing an annotation process. Here,
three different forms of time spaces were investigated: duration of an entire annotation
run, duration of tool/task transitions (time between finishing tool A and invocation of
tool B), and the time spent during operation of single annotation tools. In all three
cases, a significant save of time was achieved using the variant with workflow support,
obtaining significant effects both for workflow support and for the interaction between
support and condition order. With respect to the condition order, the cross evaluation
setting permitted the identification of further effects triggered by process assistance.
In this scope, especially the time spent during operation of single annotation tools
was significantly reduced, when workflow support had been performed in the first run.
Thus, an improvement of learning processes was demonstrated with respect to the
usage of different integrated tools.
Concerning the latter aspect, Learnability was measured, regarding the suitability of
an user interface for learning its functions and required interactions. Here, subjects had
to explicitly decide which variant is easier to learn, at which 85.3% of the respondents
opted for workflow support. Furthermore, the ISO NORM items “The user interface
is easy to learn” and “The user interface does not require to memorize too many de-
tails”were inquired for each variant. Here, significant better ratings were given for
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workflow support. Moreover, a significant effect appeared for execution order, show-
ing that variant A with support is better ranked and variant B without support is worse
rated, when both variants already had been performed. As stated above, further learn
effects could be demonstrated which refer to the operation of single annotation tools
integrated in a given workflow, indicated by significatly reduced tool processing times.
For Usability rating purposes, five items were included in the questionnaires, referring
to the ISO NORM aspects suitability for the task, self-descriptiveness, and suitability
for learning. Here, variant A with process-driven assistance was significantly better
valued. Here too, when executed in the second run, variant with support was better
rated and variant without support worse rated, compared to the results when performed
in the first run.
The provided Overview of the Annotation Process, regarded as ability of the UI to al-
low users to construct an appropriate mental representation of the given workflow, was
measured in three ways. First, multiple choice items were included in both variant-
related questionnaires, allowing a comparison of the general process overview. Here,
variant A with support was significantly better valuated. As already identified for
learnability and usability, better ratings for A and worse ratings for B were given when
both variants already had been accomplished. Furthermore, the methods for process-
driven user assistance provided by variant A were inquired, including (i) the workflow
visualization, (ii) the determination of task order, (iii) the representation of the recent
task, (iv) the visualization of already accomplished tasks, (v) the visualization of al-
ready completed media documents, (vi) the automatic invocation and closing of tools.
Here, all items obtained good ratings with a mean of 4.26 at a scale from 1 to 5. Ad-
ditionally, errors and uncertainties at transition between different tasks or tools were
examined, assuming that a better process overview would reduce the number. For
both mistakes and uncertainties, a significant reduction was achieved with workflow
support (although subjects obtained a detailed paper-based task description). Con-
cluding, it was proven that a significant improvement of the overview and respective
mental representations of the given workflow was achieved through the application of
process-driven user assistance.
Furthermore, it was demonstrated that process assistance leads to a significantly higher
degree of User Satisfaction, potentially induced by the improvements obtained regard-
ing the previous viewpoints.
Finally, the following effect was noticed with respect to user-centered ratings com-
monly requested for both variants, particularly respecting usability, general process
support, and user satisfaction: group α performing first the variant with support and
second variant without support, gave better ratings for A and worse ratings for B, com-
pared to the valuation of variants by group β. This revealed that in direct comparison,
that is, when both variants were known, the significance of the difference between
ratings incremented. In other words, when the subjects had already performed both
variants, the significance of the rating variance increased.
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To sum up, the user study showed that the application of the proposed methods for
process-driven user assistance leads to a significant improvement of system operation




Practices of digital multimedia annotation have found their way into multiple areas of
daily use and professional work. This includes a variety of different application pur-
poses and domains, as well as a multitude of supported media and annotation formats,
which is particularly identifiable in recent multimedia annotation systems. Conse-
quently, respective graphical user interfaces are to be characterized as complex, pro-
viding a diversity of tools which allow the execution of several different annotation
tasks. This leads to an aggravation of the annotation process, at which users often
struggle with decisions on which is the current task to perform and which is or are the
correct applicable tool(s) to invoke.
Correspondingly, the general objective of this thesis was to establish workflow sup-
port by providing visual and interactive access to all tasks to perform, their sequences,
and relevant information about the workflow state. Additionally, in the scope of an
automatic workflow execution, this was to be accompanied by an explicit supply of
the suitable annotation tools or services, depending on the recent task to perform.
Moreover, since no best practices of annotation can be identified due to the described
manifoldness of this domain, a further goal was to contribute a method of individually
specifying annotation workflows by means of standard modeling techniques. As addi-
tional aspect, also collaborative workflows of multimedia annotation were taken into
account.
This chapter summarizes the main contributions of this thesis in Section 9.1. Section
9.2 illustrates the benefits related to system operation, which were achieved by the
application of process-driven user assistance. Finally, prospects for directions of future
research are provided in Section 9.3.
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9.1 Summary
This thesis contributes to the human-centered execution of (collaborative) multimedia
annotation processes. The partial aspects will be discussed in the following sections.
9.1.1 Initial Studies on Multimedia Annotation
As initial step, three different studies on multimedia annotation were conducted, es-
tablishing new outcomes with respect to related work. First, an Analysis of Features
provided by multimedia annotation systems was illustrated in Chapter 3, including
functionalities, tools, and approaches offered in order to accomplish different forms of
annotation tasks. In addition to that, general forms of data were identified which are
generated and treated by annotation-related features. In this context, the problems and
challenges defined in the specific scope of this thesis could be affirmed, revealing that
annotation systems (and respective UIs) provide a diversity of functionalities and sup-
ported media and annotation formats. In addition to that, a set of annotation features
was developed and assigned to general task areas of annotation, based on an inductive
development of activity-related categories. According to this, annotation features were
associated to activities of (i) system configuration, (ii) area selection, (iii) information
attachment, (iv) search and exploration, (v) and import and export. Moreover, specific
functionalities were localized which are incorporated for collaboration and process
support. With regard to the latter point, it was shown that existing work in fact does
not sufficiently consider an assistance of annotation workflows.
Second, studies on annotation practices were conducted, including an Empirical Study
and a Survey of Related Literature (Chapter 4). The empirical study involved experts
at five research and educational institutes, which were interviewed and observed while
operating the respectively applied annotation system. The conducted literature survey
summarized existing work on annotation workflow models, field reports, and project
procedure proposals. As a result, the annotation process was subdivided into enclosed
activity clusters, and relations between these clusters were identified with regard to
their operational procedures and execution orders. Furthermore, the studies revealed
that no best practices of annotation can be identified, confirming the specified need for
an individual modeling of annotation workflows.
9.1.2 Generic Process Model of Multimedia Annotation
Based on the results of the initial studies on multimedia annotation, a Generic Process
Model of Multimedia Annotation was established in Chapter 5, generating fundamental
knowledge about the activities and procedures associated with multimedia annotation.
The model was constructed in abstract manner, covering different use cases and work-
flows of annotation of varying media formats and thus exceeding existing models, also
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due to the additional consideration of collaborative work scenarios. In general, the fol-
lowing issues related to annotation processes were defined and correlated: (i) phases
and sub-processes of annotation, (ii) sequences of these phases and sub-processes, also
respecting jumps and iterations, (iii) single tasks performed within sub-processes, (iv)
approaches provided by systems in order to accomplish specific annotation tasks, and
(v) forms of data generated and processed by offered approaches.
9.1.3 Data Modeling and Management Concept
In the context of a data modeling and management concept, a Formal Specification
of Annotation Processes was constructed in Section 6.2. Assuming that workflow
management systems are driven by a specific process model, a workflow scheme was
formally specified. Here, basic elements included in annotation processes were de-
fined, considering specific properties and relations to other elements. In doing so,
relevant classes of process-related information entities were declared, which need to
be processed, visualized, and made accessible for users by a process-based annota-
tion system. Among these basic process elements are (i) work items to be processed,
(ii) multimedia contents and annotations handled during the process, (iii) specific con-
ditions which determine the workflow procedure, (iv) the services assigned to work
items, and (v) the human workflow participants which perform the entire annotation
process or parts of it.
In addition to the declaration of workflow entities which are processed by a process-
based annotation system, the formal specification serves as framework of guidelines
which can be employed in the scope of workflow modeling processes, also defining
general rules for workload distribution. In other words, this contribution describes how
workflows of (collaborative) multimedia annotation effectively are to be specified.
9.1.4 Architectural Concept
Through the specification of an Reference Architecture Model (Section 6.3), the orga-
nizational structure and behavior of a process-based annotation system was defined.
An arrangement by a client-server model permitted the incorporation of a multime-
dia annotation server, which provides functions for data exchange and sharing, data
consistency, correct data handling, and user management. Additionally, a concep-
tualized fat-client application assumes essential features for workflow execution and
monitoring. Here, a process engine composed by a workflow handler and a mediator
instance was established, including specific functions for workflow interpretation and
execution, as well as integration, coordination, and synchronization of incorporated
annotation services and further architecture components. In addition to that, the archi-
tecture was defined as component-based environment, so that different sub-processes
of annotation could be enclosed as functional units with common properties. In this
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context, different forms of components were introduced, defining general interfaces
and interactions with the overall framework. Thus, these components represent the
different services or tools integrated in a predefined annotation workflow. With regard
to data junction, identified as key requirement for annotation systems in which varying
types of data are generated and processed by different services, a further architectural
solution was introduced. Here, component interfaces were assigned to specific mod-
ules provided by the mediator instance, which have read and write access on parts of
an existing data model.
9.1.5 Visual-interactive Concept
This thesis approached user-centered problems which result from an insufficient con-
sideration of the annotation workflow by existing work. Correspondingly, regarded
as central contribution, a visual-interactive concept for Process-driven User Assis-
tance was developed in Section 6.4, which describes the design and behavior of UIs
of process-based systems. First of all, a 4 View Model was introduced as part of a
basic visual design, which subdivides the user interface into four placement areas for
different forms of components, distinguishing between elements for traditional tool se-
lection, workflow visualization, as well as services which are required permanently or
temporally in the course of the process. Furthermore, a graph-based model for interac-
tive workflow visualization was established. In this context, basic graphical elements
were defined, which represent different entities of an annotation workflow. Addition-
ally, prevention of a too strong guidance of users was achieved by realizing two dif-
ferent modes of workflow support, and providing facilities for a manual selection of
annotation tasks, if they are legal at the current workflow state. With respect to the lat-
ter aspect, an approach for workflow progress monitoring was established, considering
the advancement of a given workload during process time and respective modifications
of the system, that are also provided to users as workflow-related feedback. Finally,
by means of workflow-driven service supply on behalf of the graphical user interface,
users are explicitly provided with the right tool(s) or services(s), depending on the
recent annotation task to be performed.
9.2 Benefits of Process Assistance
Chapter 8 illustrated a User Study conducted by means of SemAnnot, a framework
and toolset which implements the concepts established in this thesis (cf. Chapter 7).
Based on a comparison of two application variants (with and without workflow sup-
port), it was revealed that an application of process-driven user assistance significantly
improves the interactive operation of multimedia annotation systems. These improve-
ments are associated to the partial aspects Efficiency, Learnability, Usability, Process
Overview, and User Satisfaction.
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Efficiency. Referring to the required time when executing an annotation process, a
significant save of time was achieved with workflow support for the three points (i) en-
tire annotation run, (ii) duration of tool/task transitions (time between finishing tool A
and invocation of tool B), and (iii) the time spent during operation of single annotation
tools. Significant effects both for workflow support and for the interaction between
support and execution order were obtained. In this context, detected significant effects
regarding the time spent during operation of single annotation tools demonstrated that
also learning processes regarding the usage of different integrated tools have been im-
proved.
Learnability. The suitability of the user interface for learning its functions and re-
quired interactions was measured in two ways. First, subjects had to explicitly decide
which variant is easier to learn, at which 85.3 % of the respondents opted for workflow
support. Second, in the scope of variant-related questionnaire items, significant better
ratings were given for workflow support. As stated above, further learn effects could
be demonstrated which refer to the operation of single annotation tools integrated in a
given workflow, indicated by significatly reduced tool processing times.
Usability. For usability rating purposes, ISO NORM questionnaires were applied
which refer to (i) suitability for the task, (ii) self-descriptiveness, and (iii) suitability
for learning. Here, the variant with workflow support was significantly better valued.
Furthermore, when executed in the second run, variant with support was better rated
and variant without support worse rated, compared to the results when performed in
the first run. This revealed that the obtained difference of ratings was higher when the
test subjects already knew both application variants.
Process Overview. It was proven that the provided overview of the annotation pro-
cess, regarded as ability of the UI to allow users to construct an appropriate mental
representation of the given workflow, was significantly improved by the application
of process support. This was evaluated in three ways. First, in the context of a com-
parison of the general process overview within variant-related questionnaires, variant
with support was significantly better valuated. Second, the concepts for process-driven
user assistance established in this thesis and implemented in the first application vari-
ant were inquired, at which all included aspects obtained good ratings with a mean
of 4.26 at a scale from 1 to 5. Third, errors and uncertainties at transitions between
different tasks or tools were examined, assuming that a better process overview would
reduce the number. Although subjects obtained a detailed paper-based task descrip-
tion, a significant reduction was achieved with workflow support for both mistakes
and uncertainties.
User Satisfaction. It was demonstrated that process assistance leads to a significantly
higher degree of user satisfaction, potentially induced by the improvements obtained
regarding the previous viewpoints.
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To sum up, benefits established by process-driven user assistance for operators of mul-
timedia annotation systems were achieved with respect to a significant improvement of
the following partial aspects: (i) saving of time at task processing, (ii) facilitated learn-
ing of UI functions and interactions, (iii) improved usability as measured by suitability
for the task, self-descriptiveness, and learnability, (iv) sophisticated overview of the
process including status changes on run-time, an (v) enhancement of user satisfaction.
9.3 Prospects for Future Work
Several directions of future research can be pointed out referring to different points,
which either were defined as open issues and not pursued in greater depth, or emerged
in the course of this thesis.
9.3.1 Service Description
It was illustrated that, due to an integration of several annotation services and ap-
proaches, different heterogeneous forms of generated and processed data require spe-
cific management and storage strategies. This thesis presented a solution concept on
an architectural and structural level, defining the relations between elements of the
system architecture and the relevant data model entities. Nevertheless, no statements
were given about concrete assignment strategies for these different data items, leading
to two problem factors.
First, situations have to be considered in which existing annotation data is recalled,
e.g., for re-editing purposes. Problems arise from the fact that requested data needs to
be represented by the correct UI component (regarded as representative of a service).
To give an example, a workflow may include two different services which generate the
same type of information, for instance, a video event detection and a scene detection
service which both produce time intervals. In this case, a later recognition of the
respective UI component which is just based on the given data entities is not trivial.
Second, in the scope of flexible and extensible systems, it must be possible to replace
services, for example by new versions providing improved algorithms. Here too, a
solution for correct service recognition and assignment is required.
As a result, a consistent and machine-readable description of integrated services needs
to be established. Related problem areas are addressed by research work conducted in
the field of service description [LADM08]. Thus, approaches can be referenced that
are associated, among others, to service composition or semantic service modeling.
For instance, a semantic annotation of services can foster service discovery as well as
their composition into workflows [BEP+08, MK10]. Hence, existing approaches need
to be directed towards the specific properties and requirements of functions and data
related to digital multimedia annotation.
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9.3.2 Change Tracking
In Chapter 5, it was pointed out that annotation workflows often are not pipeline-like,
but consist of constant returns to previous tasks and loops, so that the final results arise
from iterative editing processes. Such iterations, implying proofs and data modifica-
tions, are mostly initiated by explorative activities which accompany acts of area se-
lection and information addition, at which existing results are reviewed and compared.
In the scope of collaborative work settings, also data generated by co-annotators plays
a role, particularly changes and updates on parts of the data set which are commonly
processed. Consequently, relevant future research considers tracking of changes con-
ducted by other users at run-time or periods of absence. The basic principles of change
tracking in collaborative workspaces are described in [TG06].
In the context of change tracking for collaborative annotation scenarios, few existing
work can be identified up to now. In the scope of conducted research work associated
with this thesis, an approach referring to the specific challenges of video-based me-
dia was addressed in Hofmann et al. [HBF10], focusing on bounding boxes that arise
from video object tracking. Moreover, Papadopoulou [Pap09] presented a framework
that supports change awareness for collaborative text authoring work settings. Never-
theless, existing work only deals with one or single aspects of multimedia annotation.
Consequently, comprehensive research work is still lacking, considering the specific
challenges and requirements of different multimedia formats, forms of selection areas,
and annotation types.
9.3.3 Machine Learning
The research area of machine learning bears approaches in the scope of different ap-
plication domains, aiming at the establishment of (artificial) intelligence in order to
enable computers to evolve their behavior, based on inputs or empirical data, or in
response to external information. Supported tasks include recognition, planning, or
prediction.
With respect to processes of multimedia annotation, specific machine learning ap-
proaches can be applied to modify existing workflow specifications during a running
process, depending on the activities performed by operators. For instance, this can be
realized by the integration of interaction analysis and corresponding prediction calcu-
lations [OL10].
It can be expected that the application of machine learning approaches brings benefits
particularly for annotation workflows, which imply a high degree of freedom respect-
ing self-motivated or requested manual selection of tasks, including frequent points of
user-centered decision about the further workflow procedure.
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9.3.4 Workflow Modeling
Finally, discussions held with experts both in the course of the conducted empirical
study as well as at attended conferences revealed that the planning, conception, and
configuration of an annotation project still is an elaborate and complex process.
In the context of workflow modeling, this refers to the assignment of different infor-
mation entities, including tasks, transitions, conditions, services, data formats, and
involved users. For instance, a workflow modeler still needs to acquire knowledge
about concrete implementation details in order to address specific interfaces or code
parts in the scope of service assignment. Thus, corresponding authoring facilities are
required, which provide a sufficient degree of abstraction for different forms of given
information, and support several types of interaction connected to modeling processes.
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Appendix D
User Study: Evaluation of
Process-driven User Assistance.
D.1 Multiple Choice Items
Frequency Percent
1. The workflow visualization is not obstrusive.
neutral 5 14.7%
agree 19 55.9%
strongly agree 10 29.4%
2. The workflow visualization is well controllable.
strongly disagree 1 2.9%
neutral 4 11.8%
agree 20 58,8%
strongly agree 9 26.5%
3. The workflow visualization is helpful at task processing.
strongly disagree 1 2.9%
agree 18 52.9%
strongly agree 15 44.1%
Table D.1: Ratings on the included workflow visualization panel (N = 34).
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Frequency Percent




strongly agree 9 26.5%
2. The predetermination of tasks order is helpful at task processing.
agree 15 44.1%
strongly agree 19 55.9%
Table D.2: Ratings on the predetermination of task order (N = 34).
Frequency Percent
1. The visualization of the recent task is well comprehensible.
neutral 1 2.9%
agree 19 55.9%
strongly agree 14 41.2%
2. The visualization of the recent task is helpful at task processing.
neutral 1 2.9%
agree 15 44.1%
strongly agree 18 52.9%
Table D.3: Ratings on the visualization of the recent task (N = 34).
Frequency Percent
1. The visualization of already accomplished tasks is well comprehensible.
neutral 1 2.0%
agree 20 58.8%
strongly agree 13 38.2%




strongly agree 13 38.2%
Table D.4: Ratings on the visualization of accomplished tasks (N = 34).
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Frequency Percent
1. The visualization of completed media documents is well comprehensible.
neutral 5 14.7%
agree 18 52.9%
strongly agree 11 32.4%




strongly agree 11 32.4%
Table D.5: Ratings on the visualization of completed media documents (N = 34).
Frequency Percent
1. The automatic invocation of tools is not obstrusive.




strongly agree 18 52.9%
2. The automatic invocation of tools is helpful at task processing.




strongly agree 23 67.6%
Table D.6: Ratings on the automatic supply of tools (N = 34).
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D.2 Free-text Answers
Positive Negative
1 u¨bersichtlicher, einfacher und
schneller zu verstehen
evtl. etwas gro¨ßere Schrift in der
Leiste, welche die einzelnen Schritte
anzeigt
2 dass die Fenster automatisch nach der
Reihenfolge geo¨ffnet werden. Man
muss dadurch nicht mehr nachdenken,
wann welcher Schritt gemacht werden
muss
–
3 Automatische Einblendung der Ar-
beitsschritte. Einblendung der schon
erledigten Aufgaben. Schnelle Bear-
beitung der zu erledigenden Aufgaben.
-Visualisierung
Aufgabenreihenfolge selbst bestim-
men ( erst Medien dann Bilder...)
4 Automatismen Speicherung beim Schneiden vor-
ab/wa¨hrend des Schneidens aktivier-
bar
5 Spart Zeit und Nachdenken –
6 dass man durch die komplette Bear-
beitung unterstu¨zt wird, somit entste-
hen keine Situationen bei welchen man
nicht weiss, was zu tun ist. Die Bear-
beitung geschieht schneller
Einstellung in Semantik:Es sollte eine
farbliche Abgrenzung zwischen zB.
chemischer Stoffe & chemische Reak-
tion stattfinden
7 dass man sieht, was man schon
gemacht hat und bei welchem Bear-
beitungsschritt man gerade ist
8 bessere Orientierung dank Anzeige
bereits erledigte Aufgaben noch
ausstehende Aufgaben
bessere (gro¨ßere Platzierung der
Anzeige
9 Automatisches Einblenden der
na¨chsten Arbeitsschrittes
Anzeige, wenn Tag vergessen wurde
10 Weniges Klicken, man wird gefu¨hrt –
11 dass es absolut weniger zeitaufwa¨ndig
ist, einige klein Zwischenschritte fu¨r
einen u¨bernimmt
Durch das U¨bernehmen der Auswahl
fu¨r die na¨chste Funktion wird einem
dieser Schritt zwar abgenommen( gut,
wenn man sich schon gut auskennt)
aber demnach muss man auch nicht so
viel mitdenken und denkt
12 das man mitverfolgen kann, wo man
sich gerade befindet
–
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13 Fu¨r den Einstieg ist die Prozes-
sunterstu¨tzung sehr sinnvoll.Auch fu¨r
Software-Laien wird die Benutzung
somit zum Kinderspiel
keine Kritik allerdings wa¨re es gut,
wenn man zwischen ’mit Prozes-
sunterstu¨tzung’ und ’ohne Prozessun-
terstu¨tzung’ entscheiden ko¨nnte, damit
der User flexible sein kann
14 dass man die Schritte gut folgen kann –
15 Anzeige der Bearbeitungsstatus Bevormundung durch die Software
16 – –
17 Gute Strukturierung bzw. U¨berblick.
Man gut sehen kann, bei welchem
Schritt man gerade ist. Dass der Com-
puter fast alles selbst macht
Geschwindigkeit
18 die Visualisierung der Arbeitsschrit-
te/ wie weit man mit der Aufgaben-
bewa¨ltigung ist
–
19 dass man sich der Ablauf nicht genau
merken muss, da er vorgegen ist. Die
bessere U¨bersicht
–
20 Die Infos u¨ber die Workflowvisual-
isierung: wo bin ichm was muss noch
erledigt werden. Man erlernt schneller
& sinnvoller damit umzugehen
Tastatur als Bedienelement mit nutzen
zu ko¨nnen. Nach Drag&Drop nochmal
eine Anzeige/Info, das alles erfolgre-
ich gespeichert wurde evtl. unno¨tig
wenn Programm schneller la¨uft.
21 Es fa¨llt leichter zu erfu¨llen, weil man
keinen Schritt vergessen kann!
Das Video bei der Unterteilung aus Be-
ginn jeweils nicht in Echtzeit, sondern
schneller laufen lassen.
22 dass man weiss, wie viele Aufgaben
man schon erledigt hat und wie viele
man noch erledigen muss (Balken)
noch besser kenntlich machen, dass
man zB. einen Tag gespeichert hat und
dass man per ’Drag&Drop’ die Kate-
gorisierung vorgenommen hat (vielle-
icht so etwas wie (xy wurde zu ’Stof-
fzerlegung hinzugefu¨gt’)
23 dass die einzelnen Schritte bereits
miteinander eingeblendet werden und
man nicht selbst suchen muss, was der
na¨chstes zu tun ist
Der Aufbau scheint anfangs ver-
wirrend .. also etwas u¨bersichtlicher
gestalten vielleicht.
24 Die Unterstu¨tzung hinsichtlich der Vi-
sualisierung leichteres Merken von
Abla¨ufen
–
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25 Dass das Programm den Nutzer durch
die einzelnen ANwendungen fu¨hlst
und man so mit der Reihenfolge der
einzelnen Teischritte nicht durcheinan-
der kommt. Und dass man alle Dateien
auf einmal laden kann
dass man nicht nur per Zahlenindex
(zB. 3/5) sehen kann wieviel bereits
bearbeitet wurde, sondern auch wie die
bearbeiteten Dateien heißen, zB. V:1/5
chemische Reaktionen B:2/5 ... mit V
fu¨rVideo
26 – –
27 Standpunkt der Arbeit immer er-
sichtlich. Keine Buttons suchen. Lo-




Einzelne Teile des Videos immer
aufgeklappt (Zieht sich nicht beim
Tab-Speichern ein)
28 Besserer U¨berblick u¨ber Prozess.
U¨berblick u¨ber bereits erledigte Auf-
gaben. -utomatisches Einblenden des
Tools
–
29 schnell zu erlernen, u¨bersichtlich,
leitet einen durch das zu berarbeiten-
den Prozess
Geschwindigkeit bei der Einordnung
in die Themenbereiche, Korrek-
turmo¨glichkeit wa¨hrend des Bear-
beitung (zB. bei der Markierung von
Bildern)
30 man findet sich schneller zurecht, Tool
wird automatisch ausgewa¨hlt, man
kann mehrere Videos und Bilder laden,
man kann ablesen, wie viel man schon
bearbeitet hat
unflexibel
31 guter U¨berblick, gute Visualisierung –
32 den U¨berblick des Prozesses den Prozess etwas gro¨ßer (besser les-
bar) darstellen
33 vorgegebener Weg, U¨bersicht u¨ber den
Laufenden
die bereits abgeschlossenen Prozesse/
Arbeitsschritte & Gestaltung
u¨berarbeiten
34 dass man sieht welche Schritte man
erledigt hat und noch erledigen muss.
dass man bei Fehlern nochmal einen
Schritt zuru¨ck gehen kann. dass die
Symbole besser erkla¨rt sind
–
Table D.7: Free-text Ratings on Process-driven User Assistance (N = 34).
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