In this article we prove existence of positive radially symmetric solutions for the nonlinear elliptic equation
Introduction
The theory of viscosity solutions provides a very general and flexible theory for the study of a large class of partial differential equations. While originally developed to understand first-order equations, it was successfully extended to cover fully nonlinear second-order elliptic and parabolic equations. Very general existence results are combined with regularity theory to obtain a complete theory. We refer to [2, 4] for the basic elements of the theory.
These remarkable general existence results require some structural hypotheses on the fully nonlinear operator, deeply linked to the Perron's method of super and subsolutions. Essentially the operator has to satisfy proper maximum and comparison principles.
When those structural hypotheses are not satisfied not much is known about existence theory for fully nonlinear operators. In great contrast, for equations with divergence form operators, a vast number of results are known through various different methods including the variational approach and the topological method via degree theory.
In this article we consider the existence of positive solutions to a 'semi-linear' equation involving the Pucci's extremal operators, in which the maximum principle nor the comparison principle hold. Even though these problems have application in areas like financial mathematics [1] , our interest is on the theory of equations. The Pucci's extremal operators are perturbations of the usual Laplacian, sharing with it many properties like homogeneity, positivity and comparison properties. However they are not in divergence form, thus deviating in a fundamental manner away from the Laplacian. The Pucci's extremal operators represent an important prototype of fully nonlinear operators, sitting at the center of the theory of regularity.
Our approach to study the existence problem is based on degree theory for compact operators in positive cones. This approach has been successfully applied by many authors to a variety of problems. Of special interest to us is the work of de Figueiredo et al. [8] , on which we base our arguments. This approach requires a priori bounds for the solutions, which are obtained via blow up techniques as in the fundamental paper of Gidas and Spruck [9] . The success of this approach rests on Liouville type theorems.
In a recent article [7] , the authors studied a Liouville type theorem for the Pucci's operators in the radially symmetric case. We proved the existence of a critical exponent that separates the existence and nonexistence range for power nonlinearities.
We describe our results in a more precise manner next. Let us first recall the definition of the Pucci's extremal operators. Given two parameter 0olpL; the matrix operators M For more details and equivalent definitions see the monograph of Caffarelli and Cabre´ [2] . We consider the equation
where p41: For notational simplicity, here and in the rest of the paper, we denote by M
in such a way that (1.1) represents actually the two corresponding equations. In [7] , see also [6] , we proved [3, 13] . For other Liouville type theorems we refer the reader to the article by Cutri and Leoni [5] . Notice that in the case loL; we have p Besides the Liouville type theorem for positive radial solutions we proved in [7] , we also obtained an existence result for positive radially symmetric solutions in a ball, when 1opop 7 Ã : Thus it is natural then to ask for the existence of positive solutions for more general nonlinearities.
It is the main purpose of this article to prove existence theorems for positive radially symmetric solutions for the equation 
In order to prove or main theorem we use degree theory on positive cones as presented in [8] . A priori bounds for solutions are obtained by blow up method introduced by Gidas and Spruck [7] in combination with the Liouville type Theorem 1.1.
In order to set up our abstract scheme of proof, we have to study existence and regularity of solutions for the equation
for a given continuous g: Even though this result may be deduced from the general theory of viscosity solutions, we prefer to give a direct proof. Our aim is that all our results are self-contained. The plan of the paper is the following. In Section 2, we study existence and regularity for Eq. (1.5). In Section 3, we consider the eigenvalue problem for the Pucci's operator, basing our arguments in the Krein-Rutman theorem that is proved by Rabinowitz [14] . With this result we can obtain a more complete existence theorem for Eq. (1.2). In Section 4, we describe the abstract setting in [8] and we prove the necessary a priori bounds that allow to use the abstract theory. We prove here Theorems 1.2 and 1.3.
Basic existence theorem
In this section, we study a basic existence theorem upon which we base our arguments to construct a solution to (1.2).
Theorem 2.1. Let g: ½0; R-R be a continuous, nonpositive function and gX0: Then there exists a unique C 2 positive radial solution to (1.5).
The proof of this theorem is based on the existence theorem for the initial value problem together with some comparison arguments. Particular attention has to be taken to the regularity of the solution.
Remark 2.1. There is no lose of generality by assuming that gX0 since, when go0 we can consider the term gu as part of the function f ðuÞ:
In the case of a radially symmetric function, the Pucci's operators have a simple expression. First we note that when uðxÞ ¼ jðjxjÞ is a C 2 radially symmetric function then we have
where I is the N Â N identity matrix and X is the matrix whose entries are x i x j : Then the eigenvalues of D 2 u are j 00 ðjxjÞ; which is simple, and j 0 ðjxjÞ=jxj; which has multiplicity N À 1:
In view of this we can give more explicit definition of the Pucci's operators. For the proof of this proposition we need a series of lemmas. The first lemma is a regularity result. We observe that the only difficulty with the regularity of the solution to (2.3) and (2.4) may appear at the origin. We have Lemma 2.1. Assume gX0: If vAC 1 is a solution of (2.3) and (2.4) and g is continuous, then vAC 2 :
Proof. Without lose of generality we can assume that g ¼ 0 by considering the term gv as part of the right-hand side. We do the proof just for the operator M þ l;L ; the other is analogous.
The solution v is clearly C 2 in ð0; R; so we only need to worry about r ¼ 0: Since v 0 ð0Þ ¼ 0; it is sufficient to prove that v 0 ðrÞ=r converges as r-0: We split the proof in three cases: (i) gð0Þo0; (ii) gð0Þ40 and (iii) gð0Þ ¼ 0: Integrating from 0 to r we get
On the other hand, using that gð0Þ ¼ 0 we have that 1 r Z r 0 sðsÞgðsÞ ds-0 as r-0: ð2:7Þ
We claim that v 0 ðrÞ=r-0 as r-0: Suppose first that lim r-0 sup v 0 ðrÞ=r40: From (2.6) and (2.7) we see that it is not possible that v 0 ðrÞ40 for r small. Suppose then that v 0 ðrÞ changes sign for r small. Then there is a sequence fr n g such that r n -0 and for some % e40
There exists a second sequence f% r n g with % r n or n such that v 0 ð% r n Þ ¼ 0 and v 0 ðrÞ40 for rAð% r n ; r n Þ: Then we have 
The next lemma is a compactness result. Proof. We first claim that if fu n ðr n Þg is bounded, with r n A½0; R; then fu 0 n ðr n Þ=r n g and fu 00 ðr n Þg are bounded. Suppose first that
From (2.3) and (2.4) and since g n is uniformly bounded, we have that u
If u 00 n ðrÞ40 for all rAð0; r n ; then u 0 n ðr n Þ40; which is impossible. Thus, for all n there exists % r n Að0; r n Þ such that u 00 ð% r n Þ ¼ 0 and u 00 n ðrÞ40 for all rAð% r n ; r n Þ: Hence u 0 ð% r n Þou 0 ðr n Þ; which implies that then with a similar argument we also get a contradiction. Thus, we have that fu 0 n ðr n Þ=r n g is bounded. Then in view of (2.3) we also see that fu 00 n ðr n Þg; proving the claim.
Suppose now that there exists fr n gC½0; R such that lim n-þN u n ðr n Þ ¼ þN:
Define v n ðrÞ ¼ u n ðrÞ=jju n jj N : Then jjv n jj N ¼ 1 and v n satisfies (2.3) with the righthand side g n =jju n jj N : Using the claim we just proved we conclude that for a positive constant C v 0 n ðrÞ r oC; jv 00 n ðrÞjoC; for all rA½0; R:
Then, by Arzela-Ascoli theorem, v n -v uniformly in C 1 ð½0; RÞ; up to a subsequence. Using Lemma 2.1, we conclude that v is a C 2 solution of (2.3) and (2. Using an argument of Ni and Nussbaum [11] , we can find a C 2 solution of (2.9). Then, for some d40; u satisfies
Next we consider (2.3) with initial value uðdÞ and u 0 ðdÞ at r ¼ d: From standard theory of ordinary differential equation we find a C 2 solution of this problem for rA½d; R: Thus (2.3) and (2.4) has a C 2 solution in ½0; R: The case gd þ gð0Þ40 is similar.
Now we consider the case gd þ gð0Þ ¼ 0: First we use the arguments given above to find a C 2 solution u n of (2.3) and (2.4) with the right side g n ðrÞ ¼ gðrÞ À 1=n: Using Lemma 2.1 we find that u n -u in C 1 ð½0; RÞ up to a sub-sequence and, from Lemma 2.2, we conclude that u is a C 2 solution to (2.3) and (2.4). & Remark 2.2. At this point we cannot guarantee the uniqueness of the solution to (2.3) and (2.4).
In the arguments to follow we need the maximum principle and comparison results for the Pucci's operators. We prove them now in the case of C 2 solutions, since we only need this regular case.
Before continuing let us recall some basic properties of the matrix operators M 7 l;L : See Lemma 2.10 in [2] for the proof. Lemma 2.3. Let M and N be two symmetric matrices then: Thus, % u is a super-solution to (1.5) if a is such that
Let u 1 and u 2 be the solutions to (2.3) and (2.
To complete the existence part, we only need to prove that the function d-uðd; RÞ is continuous in d; where uðd; RÞ is the solution to (2.3) and (2.4). But this follows in a standard way using the uniqueness of solutions of the initial value problem.
Finally, the uniqueness part follows from Proposition 2.2. & Remark 2.3. In the case of a general gðrÞACð½0; RÞ; one can also find sub-solution and super-solutions and then the same proof holds.
Eigenvalue problem for
In this section, we study the eigenvalue problem for the Pucci's operators. In the Introduction we described our hypothesis (f2) on the nonlinearity f in terms of the first eigenfunction of the operator. Here we prove that such an eigenvalue is positive and the first eigenfunction is positive also. This eigenvalue problem is studied in the context of radially symmetric functions, but one should also have a similar result in general domains. We will prove the following theorem. [14] . The starting point is the Krein-Rutman theorem, which can be proved using a general result on existence of a one parameter family of fixed points, see [14] . Theorem 3.2. Let ðE; jj Á jjÞ be a Banach space and K be a closed cone in E with vertex at 0. Let T: R þ Â K-K be a compact operator such that Tð0; uÞ ¼ 0 for all uAE; then there exists an unbounded connected component C of R þ Â K of solutions of u ¼ Tðm; uÞ and starting from ð0; 0Þ:
Remark 3.1. Here we denote by R þ the interval ½0; þNÞ: Let us consider the cone of nonnegative continuous functions 
from where the inequality follows taking L À on both sides. We show next that C e C½0; M Â C # : In fact, let ðm; uÞAC e ; then
This implies that mpM and thus C e C½0; M Â C # : Now we conclude. Since C e is unbounded there exists m e and u e so that ðm e ; u e ÞAC e and jju e jj N ¼ 1: Then, by the compactness of L 7 we find m 1 A½0; M and u 1 with
From here we also deduce that m 1 40: To complete the proof of Theorem 3.1 we need the following lemma, whose proof is simple and can be seen in [14] . 
and similarly
Case L þ : Using the previous lemma with K ¼ ÀC # we define
A priori bounds and proof of Theorem 1.2
Our existence theorem will be proved by using the approach of de Figueiredo et al. [8] . It consists in using degree theory for compact operators in cones. This abstract tool is combined with an appropriate a priori bounds and computation of degree.
We start recalling the abstract setting in [8] . Let K be a closed cone with nonempty interior in the Banach space ðE; jj Á jjÞ: Let F: K-K and F : E Â ½0; NÞ-K be compact operators such that Fð0Þ ¼ 0 and F ðx; 0Þ ¼ FðxÞ for all xAE: Then the following theorem is proved in [12] . See also [8, Proposition 2.1 and Remark 2.1].
Theorem 4.1. Assume there exist numbers 0oR 1 oR 2 and T40 such that:
(i) xabFðxÞ for all 0pbp1 and jjxjj ¼ R 1 ; (ii) F ðx; tÞax for all jjxjj ¼ R 2 ; tA½0; þNÞ and (iii) F ðx; tÞ ¼ x has no solution xA % B R 2 for t ¼ T:
Then F has a fixed point in U where U ¼ fxAK=R 1 ojjxjjoR 2 g:
We note that solving (1.2) is equivalent to find a fixed point of F: C # -C # defined as where L is the inverse of ÀM 7 l;L ðD 2 ÁÞ þ g Á : As we mentioned in Section 2 we only need to consider the case gX0: By Theorem 2.1 and Lemma 2.2 L is well defined and compact. We define next the operator F as F ðu; tÞðrÞ ¼ Lð f ðuðrÞ þ tÞÞ:
We complete the proof of Theorem 1.2 by proving conditions (i)-(iii) in Theorem 4.1. First a priori bounds But this is a contradiction. In the case r n -R; arguing as before we will end up with a nontrivial positive v which satisfies (4.4) Proof. We argue by contradiction. Let fðu n ; b n Þg nAN be a sequence of positive solution to (4.5) such that jjv n jj N -0 as n-þ N: Define v n ¼ u n =jju n jj N ; then we have that v n satisfies with t large, then there exist C40; independent of u; such that uð0ÞXCR 2 t p :
Proof. After integration, we see that all we have to prove is the existence of C40 so that Àu 0 ðrÞXCrt p for all rAð0; RÞ: ð4:6Þ
