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THE STRUCTURE OF THE SOLUTIONS TO SEMILINEAR
EQUATIONS AT A CRITICAL EXPONENT
ALLAN L. EDELSON
Dedicated to Vic Shapiro on the occasion of his retirement
Abstract. This paper is concerned with the structure of the solutions to
subcritical elliptic equations related to the Matukuma equation. In certain
cases the complete structure of the solution set is known, and is comparable to
that of the original Matukuma equation. Here we derive sufficient conditions
for a more complicated solution set consisting of; (i) crossing solutions for small
initial conditions and large initial conditions; (ii) at least one open interval of
slowly decaying solutions; and (iii) at least two rapidly decaying solutions. As
a consequence we obtain multiplicity results for rapidly decaying, or minimal
solutions.
1. Introduction
This article is concerned with the structure of the solutions to the semilinear
elliptic equation
−∆u = f(|x|)up, x ∈ Rn, n ≥ 3,
n+ 2
n− 2
> p > 1.(1.1)
It is assumed that f is positive and has asymptotic behavior f(|x|) ∼ |x|l,−2 <
l < 0 as x → ∞. Among the important examples of related equations are the
Matukuma equation
−∆u =
1
1 + |x|2
up, x ∈ R3,
and the scalar curvature equation
−∆u = f(x)u
n+2
n−2 .
There has been a substantial body of research into the question of the existence
or non existence of positive solutions of (1.1) decaying to zero as |x| → ∞. Much
of this research has focussed on the range of p values between the Sobolev critical
exponent p∗ = n+2n−2 , and the critical exponent
p∗ =
n+ 2 + 2l
n− 2
.(1.2)
The exponent p∗ is critical with respect to the compact imbedding of weighted
Sobolev spaces
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H1r (R
n)→ Lq(Rn, f(|x|)dx), 0 < q < p∗,
(see [Eg]). For p > p∗ variational methods are sufficient to prove the existence of
positive, decaying solutions (see [Eg], [N-S]). For p = p∗ those methods fail due to
non compactness, and other techniques are required. This article will be primarily
concerned with the structure of the set of solutions when p = p∗.
When f decays rapidly to zero at infinity, e.g. l < −2, existence and nonexistence
results for (1.1) were obtained in [N]. References for the case−2 < l < 0, include [K-
N-Y], [N-Y], [N-S], [Y-Y1] and [Y-Y2]. For 0 < f(0) <∞ and p 6= p∗, the existence
or nonexistence of ground states is determined by the decay rate l. At the critical
exponent, p = p∗, the existence of positive, decaying solutions depends on higher
order terms in the asymptotic expansion of f(r). In particular, the function
h(r) = r(r−lf(r))r ,(1.3)
has been useful in obtaining more precise information about the structure of the
set of solutions when 0 < f(0) ≤ ∞. The following examples illustrate the role
played by p and h(r) in determining the existence or nonexistence of positive, entire
solutions. We assume that f is radially symmetric and so the problem reduces to
an ordinary differential equation. Since we are interested in nonnegative solutions
we define u+ = max{u, 0} and let u(r;α) be the (unique) solution of the initial
value problem
u′′ +
n− 1
r
u′ + f(r)(u+)p = 0, u(0;α) = α, u′(0;α) = 0.(1.4)
Example 1.1. f(r) = rl,−2 < l < 0.
• If 1 < p < p∗, then u(r;α) has a finite zero for every α > 0.
• If p∗ ≤ p then u(r;α) is a positive, decaying solution for every α > 0.
In this case h(r) = 0, for r ≥ 0.
Example 1.2. f(r) = O(rσ) as r → 0, σ > −2.
• If p = p∗, f(r) ≥ cr
l for large r, and
∫ R
0 h(r)r
n+l−1dr ≤ 0, for all R >
0, then for every α > 0, u(r;α) is a positive, entire solution satisfying
limr→∞u(r;α) = 0.
• If p = p∗, h(r) 6≡ 0, and
∫ R
0 h(r)r
n+l−1dr ≥ 0 for all R > 0, then u(r;α) has
a finite zero for all α > 0 .
Example 1.3. Let n+ln−2 < p < p∗, and
f(r) =
(l + 2)(n− 2)
(p− 1)2
{(
p−
n+ l
n− 2
)
+
(
l + 2p
n− 2
)(
1
1 + r2
)}
(1 + r2)l/2.
• u(r;α) has a finite zero for every sufficiently large α > 0,
• u(r; 1) = (1 + r2)−
l+2
2(p−1) is a positive, decaying solution,
• u(r;α) has a finite zero for every sufficiently small α > 0.
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Example I is contained in Proposition 4.5 of [N-Y]. The results of Example
II can be found in Theorems 9.2 and 9.3 of [K-N-Y], where it is assumed that∫ R
0 h(r)r
n+l−1dr does not change sign. Example III shows the complexity of the
solutions when h(r) and
∫ R
0 h(r)r
n+l−1dr are allowed to change sign (see also [N:
Example 5.2], [N-S]). An important structure theorem for equation (1.1) is given
in [K-Y-Y], where it is assumed that this integral changes sign exactly once.
It is known ([Y-Y1]) that under our hypotheses all solutions of (1.4) with α > 0,
are of one of the following types:
(1) u(r;α) is a crossing solution, i.e. has a positive zero,
(2) u(r;α) is a slowly decaying solution, i.e.
limr→∞r
n−2u(r;α) =∞,
(3) u(r;α) is a rapidly decaying solution, i.e.
limr→∞r
n−2u(r;α) <∞.
In sections 3 and 4 we will give criteria for existence and non existence of positive,
decaying solutions when both h(r) and
∫ R
0
h(r)rn+l−1dr are allowed to change sign.
Then in section 5 we prove that for p = p∗, and under suitable hypotheses on h(r),
the set of solutions of (1.4) consists of:
(1) crossing solutions for sufficiently small or sufficiently large α;
(2) at least one open interval of α values for which u(r;α) is slowly decaying;
(3) at least two rapidly decaying solutions.
Thus under these hypotheses a structure comparable to that of Example III can be
achieved for p = p∗. A consequence of this result is that we prove the existence of
multiple minimal, i.e. rapidly decaying solutions.
2. Main Results
The following hypotheses will be assumed throughout this paper.
(f1) f ∈ C(0,∞), f(r) > 0 for r > 0,
(f2) f(r) = O(r
l) as r →∞,−2 < l < 0,
(f ′2) f(r) = O(r
σ) as r → 0,−2 < σ,
We will assume additional hypotheses chosen from the following:
(f3) there exist positive numbers δ1, r2, β such that
h(r) < −δ1r
−β , for r > r2,
(f4) h(r) = O(r
γ), γ > 0, as r → 0.
(f5)
∫
∞
0
h(r)rn+l−1dr < 0.
(f6) there exist positive numbers δ
′
1, r
′
2, β such that
|h(r)| < δ′1r
−β , for r > r′2,
(f7)
∫
∞
0
h(r)rn+l−1dr > 0,
(f8) 0 < r3 = sup{r > 0 :
∫ r
o
h(s)sn+l−1ds ≤ 0}.
(f9) γ(2 + l) > (σ − l)(n+ l).
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For p ≥ p∗ the following two theorems give sufficient conditions for the existence of
positive, entire solutions when α is sufficiently small.
Theorem 1. Assume that (f3) and (f4) are satisfied, p ≥ p∗ and that 0 < β < n+l.
Then there exists an α0 > 0 such that for 0 < α ≤ α0, the solution u(r;α) is a
positive, entire solution which also satisfies limr→∞u(r;α) = 0.
Example 2.1. The function
f(r) = (c1 + c2r
2)
γ
2
(
c3 + c4r
2
) ν
2
−2 < γ + ν < 0, c1c4γ + c2c3ν > 0, ci > 0
satisfies (f1)− (f4).
Example 2.2. The function
f(r) = (1 + (1 + r2)−
1
4 )(1 + r2)−
1
4
satisfies (f1)− (f4). For n = 3 we have l = −
1
2 , p∗ = 4, β =
1
2 , and 0 < β < n+ l.
This example is not covered by [K-N-Y], Theorem 9.2, since
∫ R
0
h(r)rn+ldr > 0 for
small R.
Example 2.3. The function
f(r) =
(
9
8
+ (1 + r2)−1
)
(1 + r2)−
3
4
satisfies (f1)–(f4). For n = 3 we have l = −
3
2 , p∗ = 2, β = 2, and β > n+ l. Since∫ R
0
h(r)rn+l−1dr > 0 for all R > 0, it follows from Theorem 9.3 of [K-N-Y] that
u(r;α) has a positive zero for all α > 0.
The next result gives a variant of Theorem 1 in which the condition β < n + l is
replaced by an integral growth condition.
Theorem 2. Assume that (f3), (f4) and (f5) are satisfied, and p ≥ p∗. Then there
exists an α0 > 0 such that for 0 < α ≤ α0, the solution u(r;α) is a positive, entire
solution which also satisfies limr→∞u(r;α) = 0.
The next two theorems give sufficient conditions for the non existence of positive
solutions when α is sufficiently large, or sufficiently small.
Theorem 3. Assume that (f4), (f6) and (f9) are satisfied, and p ≥ p∗. Then there
exist positive numbers γ∗, α1, such that for α > α1 and 0 < γ < γ∗ the solution
u(r;α) has a positive zero.
Remark 2.1. For p < p∗ this result is proved in [N-Y, Theorem 2], without the
additional hypothesis γ < γ∗.
Theorem 4. Assume that (f4) and (f7) are satisfied, p ≥ p∗ and that there exists
an r2 such that h(r) ≥ 0, for r2 < r < ∞. Then there exists an α0 > 0 such that
for α ∈ (0, α0) the solution u(r;α) has a positive zero.
Remark 2.2. A stronger version of this result is found in [Y-Y2, Theorem 3].
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Theorem 5. Let p = p∗ and let k(r) be a continuous function satisfying (f7), (f9)
and also the following:
there exist positive numbers 0 < a < b < c, α∗, and r∗ > b such that
(a) k(0) = k(a) = k(b) = k(c) = 0, k(r) = 0, for r > c,(2.1)
(b) k(r) > 0 for 0 < r < a, and b < r < c, k(r) < 0 for a < r < b,
(c) k(r) = O(rγ), n+ l− 1 < γ < γ∗, as r → 0,
(d) φ(0;α∗)
p∗+1
∫ a
0
k(s)ds+ φ(b;α∗)
p∗+1
∫ b
a
k(s)ds
+ φ(b;α∗)
p∗+1
∫ r∗
b
k(s)ds < −δ2,
(e)
∫ c
0
k(r)dr > 0,
where γ∗ is given in theorem 3 and φ(r;α) is the solution of the equation
−(rn−1φr)r = r
n−1rlφp∗ , φ(0) = α, φr(0) = 0.(2.2)
Then there exists a positive function f ∈ C(0,∞), with f(r) = O(rl) as r →
∞,−2 < l < 0, and positive numbers α0 < α1 < α∗ < α2 < α3 such that the
solutions u(r;α) of equation (1.4) are of the following type:
(a) 0 < α < α0 ⇒ u(r;α) as a positive zero,(2.3)
(b) u(r;α∗) as a positive, slowly decaying solution,
(c) α3 < α <∞⇒ u(r;α) as a positive zero,
(d) u(r;α1) and u(r;α2) are rapidly decaying solutions.
It is not difficult to construct examples which satisfy the hypotheses (2.1).
3. Existence of positive, decaying solutions
The basic existence theorem for solutions to the initial value problem can be
found in [N-Y]. In establishing Theorem 1 we will require several preliminary lem-
mas. The first is contained in Proposition 4.1 of [N-Y] and is also found in [N].
Lemma 3.1. There exists a unique solution u(r;α) ∈ C((0,∞) ∩ C2(0,∞)) of
(1.4). The solution satisfies the integral equation
u(r) = α−
1
n− 2
∫ r
0
{
1−
(s
r
)n−2}
sf(s)(u+(s))pds,(3.1)
and also the following conditions;
(a) limr→∞r
n−1ur(r) = 0(b) ur(r) = −
∫ r
0
(s
r
)n−1
f(s)(u+(s))pds ≤ 0, for r > 0,
(3.2)
(c) u is non-increasing on [0,∞).
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Lemma 3.2. ([N-Y], Prop.4.3 and (6.8) ) For R > 0 the solution u(r;α) satisfies
the Pohozaev type identity
n− 2
2
Rn−1u(R;α)u′(R;α) +
1
2
Rnu′(R;α)2 +
1
p+ 1
Rnf(R)(u+(R;α))p+1(3.3)
=
1
p+ 1
∫ R
0
{
−
n− 2
2
(p− p∗)r
−lf(r) + h(r)
}
rn+l−1(u+(r;α))p+1dr.
Define rα by
rα = inf
{
r > 0 : u(r;α) =
α
2
}
.(3.4)
Lemma 3.3. rα satisfies the following estimates:
rα = O(α
1−p
2+l ) as α→ 0,(3.5a)
rα = O(α
1−p
2+σ ) as α→∞.(3.5b)
Proof. By Proposition 4.1 of [N-Y] and (f2) we have
n− 2
2
α =
∫ rα
0
{
1−
(
s
rα
)n−2}
sf(s)(u+(s;α))pds
≤ αp
∫ rα
0
sf(s)ds.
n− 2
2
α1−p ≤
∫ rα
0
sf(s)ds.
By Lemma 6.1 of [N-Y] limα→0rα =∞, and therefore
n− 2
2
α1−p ≤
∫ 1
0
sf(s)ds+
∫ rα
1
sf(s)ds
≤ c+
∫ rα
1
s1+lds ≤ cr2+lα ,
which implies
Cα
1−p
2+l ≤ rα as α→ 0.
By a similar estimate we can show
Cα
1−p
2+l ≥ rα, as α→ 0,
and this proves 3.5a.
Consider the case α→∞.
n− 2
2
α =
∫ rα
0
{
1−
(
s
rα
)n−2}
sf(s)(u(s;α)+)pds
≥
(α
2
)p
C
∫ rα
0
sf(s)ds,
α1−p ≥
∫ rα
0
sf(s)ds,
which implies rα → 0 as α→∞. (3.5b) can then be deduced.
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Proof of Theorem 1. By (f4) h(r) > 0 on an interval (0, ǫ). Define the quantities
r0 = inf{r > 0 : h(r) < 0},(3.7)
r1 = sup{r > 0 : h(r) > 0},
δ2 =
∫ r1
0
|h(r)|rn+l−1dr,
k =
(
2−(p+1)
n+ l − β
)(
1− 2−(n+l−β)
)
> 0.
Then r1 exists by (f3), and by (f4) 0 < r0 ≤ r1 <∞. We apply the identity (3.3).
By (3.5a) we may choose α0 so small that
rn+l−βα0 ≥
δ2
kδ1
.(3.8)
For some α ∈ (0, α0] assume that u(r;α) satisfies the conditions
u(r;α) > 0, 0 ≤ r < R, u(R;α) = 0.
The left hand side of (3.3) is > 0, because u′(R;α) 6= 0. Also, R > rα by the
definition of rα, and by Lemma (3.3) we may assume r1 <
rα
2 . Then∫ R
0
h(r)rn+l−1(u+(r;α))p+1dr =(3.9) {∫ r1
0
+
∫ ra
2
r1
+
∫ rα
ra
2
+
∫ R
rα
}
h(r)rn+l−1(u+(r;α))p+1dr ≤
δ2α
p+1 +
∫ rα
ra
2
h(r)rn+l−1(u+(r;α))p+1dr ≤
δ2α
p+1 − δ1
∫ rα
ra
2
rn+l−1−β(u+(r;α))p+1dr ≤
δ2α
p+1 − δ1
(α
2
)p+1 ∫ rα
ra
2
rn+l−1−βdr ≤
αp+1
(
δ2 − kδ1rα
n+l−β
)
≤ 0.
This contradiction implies that u(r;α) is positive on [0,∞). The condition
limr→∞u(r;α) = 0
is a consequence of [N; Theorem 3.10].
Example 3.1. If
f(r) = A0r
l + o(rl), r →∞,
then the hypotheses of Theorem 1 are satisfied.
Proof. It is easy to verify that in this case β = 1 < n+ l.
The next result, needed in the proof of Theorem 2, is a generalization of Lemma
3.3.
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Lemma 3.4. Define rα,k by
rα,k = inf
{
r > 0 : u(r;α) =
α
k
}
, k > 1.
Then rα,k has asymptotic behavior
limα→0rα,k =∞.
Proof. Following the proof of Lemma 3.3 we have
u(rα,k;α) =
α
k
= α−
1
n− 2
∫ rα,k
0
{
1−
(
s
rα,k
)n−2}
sf(s)(u+(s;α))pds,
α
(
k − 1
k
)
=
1
n− 2
∫ rα,k
0
{
1−
(
s
rα,k
)}
sf(s)(u+(s, α))pds
≤
1
n− 2
∫ rα,k
0
sf(s)(u+(s;α))pds
≤
(α
k
)p ∫ rα,k
0
sf(s)ds,
α1−p ≤ C
∫ rα,k
0
sf(s)ds.
Therefore
α1−p ≤ C
∫ rα,k
0
sf(s)ds
= C
∫ rα,k
0
sl+1ds
= Crl+2α,k .
It follows that
α
1−p
l+2 ≤ Crα,k
and since 1−pl+2 < 0, we have the stated result.
It is possible to obtain more precise estimates, analogous to Lemma 3.3, however
such estimates will not be needed.
Proof of Theorem 2. Define
(a) r0 = sup{r > 0 :
∫ r
0
h(s)sn+l−1ds ≥ 0},(3.10)
(b) Ω+0 = {r ∈ [0, r
0] : h(r) ≥ 0},
(c) Ω−0 = {r ∈ [0, r
0] : h(r) ≤ 0}.
By (f4) and (f5) r
0 > 0. For ǫ ∈ (0, 1) it is a consequence of Lemma 3.5 that there
exists an α0(ǫ) such that for α ∈ (0, α0(ǫ)) the conditions
(i) (1− ǫ)
1
p∗+1α ≤ u(r;α) ≤ α, for 0 ≤ r ≤ r0,(3.11)
(ii) rα > 2r
0,
(iii)
∫ 2r0
r0
h(r)rn+l−1dr < 2p∗+1ǫ
∫
Ω−0
h(r)rn+l−1dr
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are satisfied. We will show that there exists an α0 such that
α ∈ (0, α0)⇒
∫ R
0
h(r)rn+l−1(u+(r;α))p∗+1dr < 0, for all R > r0.
In fact, for R > r0,∫ R
0
h(r)rn+l−1(u+(r;α))p∗+1dr
≤
(∫
Ω−0
+
∫
Ω+0
+
∫ R
r0
)
h(r)rn+l−1(u+(r;α))p∗+1dr
≤ αp∗+1
∫ r0
0
h(r)rn+l−1dr − ǫαp
∗+1
∫
Ω−0
h(r)rn+l−1dr
+
∫ R
r0
h(r)rn+l−1dr +
∫ R
r0
h(r)rn+l−1(u+(r;α))p∗+1dr
≤ −ǫαp∗+1
∫
Ω−0
h(r)rn+l−1dr +
∫ R
r0
h(r)rn+l−1(u+(r;α))p
∗+1dr.
Then for R > r0,
− ǫαp
∗+1
∫
Ω−0
h(r)rn+l−1dr +
∫ R
r0
h(r)rn+l−1(u+(r;α))p∗+1dr
≤ −ǫαp
∗+1
∫
Ω−0
h(r)rn+l−1dr +
∫ 2r0
r0
h(r)rn+l−1(u+(r;α))p∗+1dr
≤ −ǫαp∗+1
∫
Ω−0
h(r)rn+l−1dr +
(α
2
)p∗+1 ∫ 2r0
r0
h(r)rn+l−1dr
≤ αp∗+1
{
−ǫ
∫
Ω−0
h(r)rn+l−1dr + 2−(p∗+1)
∫ 2r0
r0
h(r)rn+l−1dr
}
< 0,
by (3.11iii).
As in the proof of Theorem 1, an application of the Pohozaev identity (3.3) leads to
a contradiction, and once again the limit condition follows from [N; Theorem 3.10].
4. Nonexistence of positive, decaying solutions
Our proofs of the nonexistence of positive, decaying solutions are based on the
Pohozaev identity. Define w(r;α) = r
n−2
2 u(r;α), and let u(r;α) be a positive, entire
solution which decays to zero as r →∞. According to Theorem 2.2 of [K-N-Y] the
following variant of the Pohozaev identity applies.
−R2w′′(R;α)w(R;α) −Rw(R;α)w′(R;α) +R2w′(R;α)2(4.1)
−
(
l + 2
n+ l
)
Rnf(R)u(R;α)p+1
=
∫ R
0
h(r)rn+l−1(u(r;α)+)p+1dr.
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The function w is bounded and eventually monotone, so by Lemma 4.1 of [K-N-Y]
there exists a sequence {Rj} such that as j →∞,
Rj →∞, w(Rj ;α)→ C, Rjw
′(Rj ;α)→ 0, R
2
jw
′′(Rj ;α)→ 0.(4.2)
Evaluating (4.1) on the sequence {Rj} we see that the lim sup as j →∞ of the left
hand side of (4.1) is ≤ 0 for p ≥ p∗. Evaluation of the right hand side will require
several preliminary results.
Lemma 4.1. Assume that p = p∗, and that (f4) and (f9) are satisfied. Let u(r;α)
be a solution of (1.4). Then for γ > 0 sufficiently small,
limα→∞
∫ rα
0
h(r)rn+l−1(u(r;α)+)p+1dr =∞.(4.3)
Proof. According to Lemma 3.3 limα→∞rα = 0, so by (f4) for sufficiently large α,∫ rα
0
h(r)rn+l−1(u(r;α)+)p+1dr >
(α
2
)p+1 ∫ rα
0
h(r)rn+l−1dr ≥
c
(α
2
)p+1 ∫ rα
0
rn+l−1+γdr =
c
(n+ l + γ)2p+1
αp+1rn+l+γα .
By Lemma 3.3 this is ≥ αq, for
q = −{l2 + (n+ γ − σ)l + (2γ − σn)}
= −{γ(2 + l)− σ(n+ l) + l(n+ l)}
= −{γ(2 + l)− (σ − l)(n+ l)},
and γ(2 + l) − (σ − l)(n + l) < 0 by (f9). In fact, it is < 0 for γ <
(σ−l)(n+l)
(2+l) .
Therefore the conclusion of the lemma follows. Note that a sufficient condition is
σ > l and γ sufficiently small.
We will also require the following lemma, which gives an apriori bound for pos-
itive solutions on [r0,∞), for some r0 > 0. It is based on Theorem 3.10 of [N].
Similar results can be found in [B-L], [E-R].
Lemma 4.2. Let u(r;α) be a positive, entire solution of (1.1), with p ≤ p∗, and
assume that there exist positive numbers r0, C1 such that
f(r) ≥ C1r
l, −2 < l < 0, for r > r0.
Then there exists a positive constant C, independent of α, such that if u(r;α) is a
positive, entire solution then
u(r;α) ≤ Cr
2−n
2 , for r ≥ r0, 0 < α <∞.(4.4)
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Proof. By Green’s identity in any ball of radius R > 0,∫
BR
f (|x|)u (|x| : α)p dx = −
∫
BR
∆u (|x| ;α) dx(4.5)
=
∫
∂BR
u′ (r;α) ds
= −ωnR
n−1u′ (R;α) .
By (4.4) we may assume that
f(r) ≥ C1r
l, for r ≥
r0
2
.
Then for R ≥ r02 , and using the monotonicity of u(r;α),∫
BR
f (|x|)
(
u+ (|x| ;α)
)p
dx ≥∫
BR−Br0
2
f (|x|)
(
u+ (|x| ;α)
)p
dx ≥
∫
BR−Br0
2
C1 |x|
l (
u+ (|x| ;α)
)p
dx ≥
C1u (R;α)
p
∫ R
r0
2
rn+l−1dr ≥
C1
n+ l
u (R;α)
p
{
Rn+l −
(r0
2
)n+l}
Therefore for R ≥ r02 ,∫
BR
f(|x|)(u+(|x|;α))pdx ≥
C1
2(n+ l)
Rn+lu(R;α)p,
and by (4.5)
−ωnR
n−1u′(R;α) ≥
C1
2(n+ l)
Rn+lu(R;α)p,
−
u′(r;α)
u(r;α)p
≥
C1
ωn
Rl+1 for r ≥
r0
2
.
Since l > −2, an integration from r02 to R gives
−
∫ R
r0
2
u′ (r;α)
u (r;α)
p dr
= −
u (r;α)1−p
1− p
∣∣∣∣
R
r0
2
=
1
p− 1
{
u (R;α)
1−p
− u
(r0
2
;α
)1−p}
and therefore
1
p− 1
{
u(r;α)1−p − u
(r0
2
;α
)1−p}
≥
C1
ωn(l + 2)
rl+2,
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u(r;α)1−p ≥
(
C1
ωn(l + 2)
rl+2 + u
(r0
2
;α
)1−p)
(p− 1) ≥
C1(p− 1)
ωn(l + 2)
rl+2,
and
u(r;α) ≤
(
C1(p− 1)
ωn(l + 2)
) 1
1−p
r
l+2
1−p , for r ≥ r0,
and since p ≤ p∗, the lemma is proved.
Proof of Theorem 3. We will evaluate the right hand side of (4.1) using Lemmas
4.1 and 4.2. Note that r0 is defined in (3.10).∣∣∣∣∣
∫ Rj
r0
h(r)rn+l−1(u(r;α)+)p+1dr
∣∣∣∣∣ ≤∫ Rj
r0
|h(r)|rn+l−1(u(r;α)+)p+1dr ≤∫
∞
r0
|h(r)|rn+l−1r
2−n
2 (p+1)dr ≤
Cδ
∫
∞
r0
rn+l−1+
2−n
2 (p+1)−β ≤
Cδ
∫
∞
r0
r−(1+β)dr = C0,
by (f6) and Lemma 4.2. By the hypotheses 0 < γ < γ∗ and Lemma 4.1, there exists
an α1 > 0 such that α > α1 ⇒
∫ r0
0
h(r)rn+l−1(u(r;α)+)p+1dr > C0. For α > α1
by (4.2) we can choose a sequence {Rj}, with Rj →∞, such that for j > j(α) the
left hand side of (4.1) is < C0, which proves the theorem.
Proof of Theorem 4. Let
h+(r) = max{0, h(r)},
h−(r) = min{0, h(r)}.
By (f7) and (f8)
0 < r3 = sup{r > 0 :
∫ r
0
h(s)sn+l−1ds ≤ 0}.(4.6)
We choose k, ǫ, α and Rj as follows:
(a) let 0 < k < 1, and let ǫ > 0 be so small that
ǫ
∫ r2
r0
h+(r)rn+l−1dr < (1− k)
∫ r2
0
h(r)rn+l−1dr,(4.7i)
(b) let α be so small that
rα > r2, and (1− ǫ)
1
p+1α ≤ u(r;α) ≤ α, for 0 ≤ r ≤ r2,(4.7ii)
(c) choose Rj > r2 so large that
L(Rj , α) < kα
p+1
∫ r2
0
h(r)rn+l−1dr,(4.7iii)
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where L(Rj , α) is the left hand side of (4.1), and assume that u(r;α) > 0 for
0 ≤ r ≤ Rj . Then
∫ r3
0 h(r)r
n+l−1dr = 0, and the right hand side of (4.1) is
∫ Rj
0
h(r)rn+l−1(u+(r;α))p+1dr
(4.8)
=
{∫ r0
0
+
∫ r3
r0
+
∫ r2
r3
+
∫ Rj
r2
}
h(r)rn+l−1(u+(r;α))p+1dr
≥ αp+1
{
(1− ǫ)
∫ r0
0
h(r)rn+l−1dr + (1− ǫ)
∫ r3
r0
h+(r)rn+l−1dr+∫ r3
r0
h−(r)rn+l−1dr + (1− ǫ)
∫ r2
r3
h+(r)rn+l−1dr +
∫ r2
r3
h−(r)rn+l−1dr
}
≥ αp+1
{
(1− ǫ)
∫ r0
0
h(r)rn+l−1dr + (1− ǫ)
∫ r3
r0
h+(r)rn+l−1dr
+ (1 − ǫ)
∫ r3
r0
h−(r)rn+l−1dr + ǫ
∫ r3
r0
h−(r)rn+l−1dr + (1 − ǫ)
∫ r2
r3
h+(r)rn+l−1dr
+(1− ǫ)
∫ r2
r3
h−(r)rn+l−1dr + ǫ
∫ r2
r3
h−(r)rn+l−1dr
}
= αp+1
{
(1− ǫ)
∫ r2
0
h(r)rn+l−1dr + ǫ
∫ r2
r0
h−(r)rn+l−1dr
}
> k
∫ r2
0
h(r)rn+l−1dr,
which contradicts (4.7iii).
Remark 4.1. If the condition
∫ r
0 h(s)s
n+l−1ds ≥ 0 is satisfied for all r > 0, then
the conclusion follows from [K-N-Y], Theorem 9.3.
5. Proof of Theorem 5
The proof is based on Theorems 3 and 4. We will construct a specific function
f(r) such that for p = p∗ the corresponding problem (1.4) has solutions with prop-
erties analogous to Example III, Section 1. This result demonstrates the complexity
of the structure of the solution set which can occur when the hypothesis rH ≤ rG
of [Y-Y1] is not satisfied.
Lemma 5.1. Under the hypotheses (2.1) the set of slowly decaying solutions of
(1.4) is open.
Proof. By Lemma 2.6 of [K-Y-Y] a sufficient condition for the openness of slowly
decaying solutions is that there exist an r2 > 0 such that
1
p+ 1
rl−1(r−lf(r))r ≤ 0, r > r2.
This is equivalent to h(r) ≤ 0 for r > r2, and is implied by (2.1a).
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Now let φ(r;α) be the solution of the equation
−(rn−1φr)r = r
n−1rlφp∗ ,(5.1)
φ(0) = α, φr(0) = 0.
The solutions φ(r;α) are all rapidly decaying, and are given explicitly by
φ(r;α) = α
{
1 +
2αp∗−1
(p∗ + 1)(n− 2)2
r(n−2)(p∗−1)/2
}− 2
p∗−1
.(5.2)
Consider equation (4.1) with f (r) defined by
f(r) = rl + ǫ(p∗ + 1)r
l
∫ r
0
s−(n+l)k(s)ds,(5.3)
and define hǫ(r) = r(r
−lf(r))r = ǫ(p∗ + 1)r
−(n+l−1)k(r). We will compare the
solutions of (5.1) with those of equation (1.4) with f = fǫ given by (5.3). By the
assumptions (2.1) the function f(r) satisfies (f4), (f6), (f7) and (f9), and clearly
hǫ(r) ≥ 0 for r ≥ c. It follows from Theorems 3 and 4 that for each ǫ > 0 there are
positive numbers α0(ǫ), α1(ǫ) which satisfy conditions (2.3a) and (2.3c). We will
show that for ǫ sufficiently small the family of solutions also satisfies (2.3b), i.e. are
slowly decaying. In fact, for α∗ > 0 the solution u(r;α∗) converges uniformly on
the interval [0, c] to the solution φ(r;α∗) as ǫ→ 0. Therefore there exists an r∗ > 0
such that for r > r∗,
P (r;u(r;α∗)) =
1
p∗ + 1
∫ r
0
s(n+l−1)hǫ(s)(u
+(s;α∗))
p∗+1ds
≤ ǫ
{∫ a
0
k(s)(u+(s;α∗))
(p∗+1)ds+
∫ b
a
k(s)(u+(s;α∗))
(p∗+1)ds
+
∫ r
b
k(s)(u+(s;α∗))
(p∗+1)ds
}
≤ ǫu(0;α∗)
(p∗+1)
∫ a
0
k(s)ds+ ǫu(b;α∗)
(p∗+1)
∫ b
a
k(s)ds
+ ǫu(b;α∗)
(p∗+1)
∫ c
b
k(s)ds
= ǫ
{
φ(0;α∗)
(p∗+1)
∫ a
0
k(s)ds+ φ(b;α∗)
(p∗+1)
∫ b
a
k(s)ds
+φ(b;α∗)
p∗+1
∫ r
b
k(s)ds
}
+ o(ǫ).
For ǫ sufficiently small, by (2.1d) this is ≤ −c2. The existence of a slowly decaying
solution follows from [Y-Y1, Lemma 2.5].
From the existence of a slowly decaying solution we can conclude, by the open prop-
erty of the slowly decaying solutions under hypotheses 2.1, and the corresponding
property for crossing solutions, that there also exist at least two rapidly decaying
solutions, u(r;α1) and u(r;α2), with α1 ∈ (α0, α∗) and α2 ∈ (α∗, α3).
Remark 5.1. Since p = p∗ the solution u(r;α∗) is slowly decaying by the Pohozaev
identity.
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