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a b s t r a c t
Let G be a multigraph with maximum degree at most ∆ > 3 such that ch′(G) > ∆ or
ch′′(G) > ∆ + 1 and G is minimal with this property. A new proof is given for the result
(which was already known, apart from a simple calculation) that the average degree of G
is greater than
√
2∆ except possibly in the second case when∆ = 5.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
We use standard terminology, as defined in the references: for example, [1] or [7]. Amultigraphmay havemultiple edges
but not loops. If G is a multigraph, then V (G), E(G), χ ′(G), ch′(G), ch′′(G), δ(G) and∆(G) denote the vertex set, edge set, edge
chromatic number (or chromatic index), edge choosability (or list edge chromatic number), total choosability, minimum
degree, and maximum degree of G, respectively. So ch′(G) and ch′′(G) are the same as what were called χ ′list(G) and χ
′′
list(G)
in [1]. The average degree ad(G) of G is 2|E(G)|/|V (G)|. The maximum average degreemad(G) of G is the maximum value of
ad(H) taken over all submultigraphs H of G.
Let G be a multigraph and let k ∈ N. We will say that G is edge-k-choice-critical if∆(G) 6 k and ch′(G) > k but ch′(H) 6 k
for every submultigraph H 6= G of G. (The condition ∆(G) 6 k rules out the star K1,k+1 and multigraphs obtained from it
by recursively identifying pairs of nonadjacent vertices.) We will say that G is totally k-choice-critical if ∆(G) 6 k − 1 and
ch′′(G) > k but ch′′(H) 6 k for every submultigraph H 6= G of G. We are interested in lower bounds for the average degree
(or, equivalently, the number of edges) in an edge-∆-choice-critical or totally (∆+ 1)-choice-critical multigraph.
The List Edge-Colouring Conjecture (LECC) is that ch′(G) = χ ′(G) for every multigraph G. A (simple) graph G with
maximum degree∆ is edge-∆-critical if χ ′(G) > ∆ but χ ′(H) 6 ∆ for every subgraph H 6= G of G. If the LECC is true, then
a graph is edge-∆-choice-critical if and only if it is edge-∆-critical. Many results are known about edge-∆-critical graphs,
including many so-called adjacency lemmas. Using Vizing’s Adjacency Lemma alone, Sanders and Zhao [4] proved that an
edge-∆-critical graph has average degree greater than 12∆. Using other adjacency lemmas as well, Woodall [8] proved that
the average degree is greater than 23∆, and it is conjectured in [5,6,9] that the average degree is greater than ∆ − 1. If the
LECC is true, then all these results hold for edge-∆-choice-critical graphs as well. Unfortunately, nobody has been able to
prove anything like this. Instead of adjacency lemmas, we have only weak results such as Claim 2 in Section 2 below, which
leads to the conclusion that the average degree is greater than
√
2∆. (However, this weak result does hold for multigraphs
as well as graphs, and for totally (∆+ 1)-choice-critical multigraphs as well as edge-∆-choice-critical multigraphs.)
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Table 1
Values of q, r and a in terms of∆.
∆ 3 4 5 6 7 8 9 10 11 12 13 14 15 16 . . .
q = q(∆) 2 2 3 3 3 4 4 4 4 5 5 5 5 5 . . .
r = r(∆) 1 2 1 2 3 1 2 3 4 1 2 3 4 5 . . .
a = a(∆) 2 12 3 3 13 3 23 4 4 14 4 12 4 34 5 5 15 5 25 5 35 5 45 6 . . .
To state our main result we need some notation. For∆ > 3 define q = q(∆) and r = r(∆) by∆− 1 = 12q(q− 1)+ r ,
where 1 6 r 6 q, and define
a = a(∆) := q+ (r/q) (1)
as in Table 1. Our first new result is the following easy lemma.
Lemma 1.
√
2∆ < a(∆) <
√
2∆+ 12 if ∆ > 3.
Proof. From the definitions, with a = a(∆),
a2 =
(
q+ r
q
)2
= q2 + 2r +
(
r
q
)2
= 2(∆− 1)+ q+
(
r
q
)2
.
Since x− 14 6 x2 6 x if 0 < x 6 1, it follows on putting x = r/q = a− q that
2(∆− 1)+ a− 1
4
6 a2 6 2(∆− 1)+ a,
that is,
a2 − a−
[
2(∆− 1)− 1
4
]
> 0, a2 − a− 2(∆− 1) 6 0.
Solving two quadratic equations gives
1
2
[1+√8(∆− 1)] 6 a 6 1
2
[1+√1+ 8(∆− 1)].
It is easy to see from this that
√
2∆+ 14 6 a 6
√
2∆− 74 + 12 (using∆ > 3 in the lower bound), and the result of the lemma
now follows. 
Our main result is the following.
Theorem 1. Let ∆ > 3 and let a(∆) be defined by (1).
(a) If G is an edge-∆-choice-critical multigraph, then ad(G) > a(∆) >
√
2∆.
(b) If G is a totally (∆+1)-choice-critical multigraph and∆ 6= 5, then ad(G) > a(∆) > √2∆. Moreover, ad(G) > a(∆) except
when∆ = 3 and G = C+4 .
Here C+4 consists of a 4-cycle in which one edge has been replaced by two parallel edges. Then ad(C
+
4 ) = 2 12 , and it is
easy to see that C+4 is not totally 4-colourable and indeed is totally 4-choice-critical. It is shown in [10] that C
+
4 is the only
totally 4-choice-critical multigraph with average degree at most 2 12 .
We conjecture that ad(G) > a(∆) in part (b) of Theorem 1 even if∆ = 5.
Corollary 2. Let ∆ and a(∆) be as in Theorem 1, and let G be a multigraph such that ∆(G) 6 ∆.
(a) If mad(G) 6 a(∆) then G is edge-∆-choosable.
(b) Suppose that mad(G) 6 a(∆), and ∆ 6= 5, and if ∆ = 3 then G does not have C+4 as a submultigraph. Then G is totally
(∆+ 1)-choosable.
Theorem 1 shows that no minimal counterexample to Corollary 2 can exist. Thus Corollary 2 follows immediately from
Theorem 1. The converse does not hold, and so Corollary 2 is weaker than Theorem 1. However, if one proves Corollary 2
directly, by looking at a minimal counterexample G and obtaining a contradiction (by proving that ad(G) > a(∆)), then this
will prove Theorem 1 as well. This is what was done in [1,10]; in other words, we stated the weaker results, but our proofs
proved the stronger results. Theorem 1(a), and (b) for ∆ > 6, follow from the case k = 1 of ([1], Theorem 7(b)), while the
cases ∆ ∈ {3, 4} of Theorem 1(b) are proved in [10]. However, in retrospect, the proof in [1] seems difficult to follow. The
purpose of the present paper is to give a simpler proof, using discharging in order to avoid the complicated sequence of
inequalities used in [1].
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Isobe, Zhou and Nishizeki [2] proved that if G is a (simple) graph with maximum degree ∆ that is s-degenerate, where
s 6 14 (∆−3), then G is totally (∆+1)-colourable. It follows that if mad(G) 6 14 (∆−3) then G is totally (∆+1)-colourable.
However, as far as we can see, their argument does not prove that if G is a minimal graph with maximum degree ∆ that is
not totally (∆+ 1)-colourable then ad(G) > 14 (∆− 3).
An easy inductive argument shows that mad(G) < 2s if G is s-degenerate. Thus Corollary 2 implies the following result
(which is obvious if∆ 6 7, when the hypothesis states that G is 1-degenerate).
Corollary 3. Let ∆ > 2 and let G be a b√∆/2c-degenerate multigraph with maximum degree ∆. Then ch′(G) = ∆ and
ch′′(G) = ∆+ 1.
The rest of this paper is devoted to a proof of Theorem1. If v ∈ V (G) then d(v) = dG(v) denotes the degree of v, that is, the
number of edges incident with v, and N(v) denotes the neighbourhood set of v, that is, the set of all vertices adjacent to v. If
U ⊆ V (G) then N(U) :=⋃u∈U N(u). If U,W are disjoint subsets of V (G), then G[U,W ] denotes the bipartite submultigraph
of G consisting of U ,W , and all edges of G between them. In proving Theorem 1 we will make use of the following result.
Theorem 4 ([1], Theorem 3). Let G be a bipartite multigraph and suppose that every edge e = uw of G is given a list L(e) of at
least max{d(u), d(w)} colours. Then G is edge-L-colourable.
2. Proof of Theorem 1
We prove both parts of the theorem together. In proving (a), let G be an edge-∆-choice-critical multigraph and let each
edge e of G be given a list L(e) of ∆ colours in such a way that G is not edge-L-colourable. In proving (b), let G be a totally
(∆ + 1)-choice-critical multigraph where ∆ 6∈ {3, 5}, since the result for ∆ = 3 is proved in [10] and the case ∆ = 5 is
explicitly excluded from the statement of the theorem; and let each element (vertex or edge) z of G be given a list L(z) of
∆ + 1 colours in such a way that G is not totally L-colourable. By hypothesis, if v ∈ V (G) then G − v is edge-L-colourable
(or empty) in (a), and totally L-colourable (or empty) in (b), and it is easy to see from this that if |N(v)| 6 1 then G is edge-
L-colourable in (a) and totally L-colourable in (b), contrary to hypothesis. Thus |N(v)| > 2, for every vertex v of G. We will
use this fact towards the end of the proof, when proving that the inequality is strict. In particular, δ(G) > 2, a fact that we
will use earlier.
Define  to be 0 or 1 according to whether we are proving (a) or (b); that is, according to whether we are colouring edges
only, or edges and vertices.
Claim 1. If e = uw ∈ E(G) and d(u) 6 12 (∆+ 1− ) then
d(w) > ∆+ 2− d(u) > d(u). (2)
Proof. Suppose d(w) 6 ∆ + 1 − d(u). We can L-colour G − e by the minimality of G. If we are colouring edges only, then
e now touches at most∆− 1 colours and so we can colour it from its list. If we are colouring vertices as well, then we first
uncolour u, so that e touches at most∆ colours and can be coloured from its list, and now u is adjacent or incident to at most
2d(u) < ∆+ 1 colours and it too can be coloured. This contradicts the definition of G, and this contradiction shows that (2)
holds. 
We now introduce the concept of an i-alternating submultigraph. This is a bipartite submultigraph F of Gwith partite sets
U,W such that if u ∈ U andw ∈ W then dF (u) = dG(u) 6 i and
dF (w) > dG(w)+ i−∆. (3)
Claim 2. If i 6 12 (∆+ 1− ) then G contains no i-alternating submultigraph.
Proof. Suppose it does. Note that, by Claim 1, U is an independent set in G. L-colour all elements of G−U , which is possible
by the minimality of G. If e = uw is an edge of F with u ∈ U and w ∈ W , let L′(e) comprise the colours from L(e) that are
still available for use on e. Since dG(w)− dF (w) edges incident withw are now coloured, as isw if  = 1,
|L′(e)| > ∆− dG(w)+ dF (w) > dF (w).
Also, |L′(e)| > i, by (3). Thus |L′(e)| > max{dF (u), dF (w)} for each edge e = uw of F , and it follows from Theorem 4 that the
edges of F can be coloured from their lists. Finally, if we are colouring vertices, then each vertex u ∈ U is now adjacent or
incident to at most 2i < ∆ + 1 colours, and so there is a colour in its list that we can give to it. This contradiction proves
Claim 2. 
We now use the discharging method. Assign to each vertex v charge M2(v) := d(v). The total charge assigned is
|V (G)| × ad(G). We will now redistribute the charge so that each vertex v has charge M∗(v) > a, where a = a(∆), from
which it will immediately follow that ad(G) > a. If we can show that there is at least one vertex v for which M∗(v) > a,
then it will follow that ad(G) > a as well, which is what we want to prove.
The redistribution is carried out in a sequence of steps numbered from i = 2 to i = q, where q = q(∆). It uses sets U,W
of vertices whose definition changes as the algorithm proceeds. At the start of Step i, let U be the set of vertices of G with
degree at most i, letW := N(U), and let F be the submultigraph of G induced by all edges incident with U . Note from Table 1
1170 D.R. Woodall / Discrete Mathematics 310 (2010) 1167–1171
that 2q 6 ∆ + 1 −  except when  = 1 (i.e., we are proving part (b) of the theorem) and ∆ ∈ {3, 5}; but these cases are
excluded from the proof. Thus we may assume that i 6 q 6 12 (∆+ 1− ), and then (2) shows that dG(w) > ∆+ 2− i > i
for eachw ∈ W , so that F is a bipartite submultigraph of Gwith partite sets U,W , and in fact F = G[U,W ]. By Claim 2, F is
not an i-alternating submultigraph, and so if U is nonempty then there is a vertexw ∈ W for which (3) fails, which implies
that dF (w) 6 i− 1.
If i 6 q − 1, choose such a vertex w ∈ W , transfer one unit of charge from w to each vertex in N(w) ∩ U , delete all
vertices of N(w)∩ U from U , and redefineW := N(U) and F := G[U,W ] for the new set U; iterate until U is empty. At this
point Step i finishes and Step i+ 1 begins.
If i = q, we proceed in the same way, except that at each stage we transfer a − q = r/q units of charge from w to each
vertex in N(w) ∩ U; note that 0 < r/q 6 1. As before, Step q finishes when U is empty.
Let the charge on each vertex v of G at the start of Step i (2 6 i 6 q) be Mi(v), and let the charge at the end of Step q be
M∗(v).
Claim 3. If 2 6 i 6 q then
Mi(v) = i if d(v) 6 i,
Mi(v) = d(v) if i 6 d(v) 6 ∆+ 2− i,
Mi(v) > ∆−
(
i− 1
2
)
if ∆+ 2− i 6 d(v) 6 ∆
 . (4)
Proof. Note that (4) is self-consistent, since∆+ 2− i > ∆−
(
i−1
2
)
whenever i > 2. We prove the result by induction on i.
Clearly (4) holds if i = 2, sinceM2(v) = d(v) and 2 6 d(v) 6 ∆ for all vertices v. So suppose that (4) holds for some i such
that 2 6 i 6 q− 1. We make three observations.
(i) If d(v) 6 i then v receives one unit of charge in Step i.
(ii) If d(v) > i+ 1 and v 6∈ W at the start of Step i, then v neither gives nor receives charge in Step i.
(iii) If v ∈ W at the start of Step i then d(v) > ∆+ 2− i by (2), and v gives at most dF (v) 6 i− 1 in Step i.
In view of these observations it is clear that (4) holds (with i replaced by i+1) at the start of Step i+1, since
(
i−1
2
)
+ i−1 =(
i
2
)
. Hence (4) holds for all i such that 2 6 i 6 q. 
Claim 4. M∗(v) > a = a(∆), for every vertex v ∈ V (G).
Proof. If d(v) 6 q, then v starts Step q with charge Mq(v) = q by (4), and then receives a − q = r/q from a vertex inW ,
thus ending up withM∗(v) = a. If q+ 1 6 d(v) 6 ∆+ 1− q then v starts Step qwith chargeMq(v) = d(v) > a by (4), and
gives no charge in Step q. If∆+ 2− q 6 d(v) 6 ∆ then v starts Step qwith chargeMq(v) > ∆−
(
q−1
2
)
by (4), and gives at
most (q− 1)(r/q) = r − (r/q) in Step q. Since∆ = ( q2 )+ r + 1 = ( q−12 )+ q+ r , it follows that
M∗(v) > ∆−
(
q− 1
2
)
− r + (r/q) = q+ (r/q) = a. (5)
ThusM∗(v) > a for every vertex v, as claimed. 
It follows immediately from Claim 4 that ad(G) > a. To prove strict inequality, suppose first that δ(G) 6 q. Let u be a
vertex that is in U just before the final transfer of charge at the end of Step q. At this point |W | > |N(u)| > 2. Thus, when U
becomes empty, there is at least one vertex v ∈ N(u) ∩W that has not transferred charge to any other vertex in Step q and
for which therefore strict inequality holds in (5); this implies that ad(G) > awhen δ(G) 6 q.
So if ad(G) = a then δ(G) > q+ 1. Thus dae = q+ 1 6 ad(G) = a, which means that a is an integer and G is a-regular.
Note from Table 1 that ∆ = b 32ac = 4 if a = 3, and ∆ > b 32ac + 1 if a > 4. Theorem 4 and Corollary 5.2 of [1] imply that
ch′(G) 6 b 32∆(G)c and ch′′(G) 6 b 32∆(G)c + 2 for every multigraph G, while ([3], Theorem 3.1) implies that ch′′(G) 6 5 if
∆(G) = 3. Thus if G is a-regular, so that ∆(G) = a < ∆, then ch′(G) 6 b 32ac 6 ∆ if a > 3, ch′′(G) 6 b 32ac + 2 6 ∆ + 1 if
a > 4, and ch′′(G) 6 5 = ∆ + 1 if a = 3. These statements contradict the choice of G in every case, and thus the proof of
Theorem 1 is complete.
3. An example
The proof of Theorem 1 involves first obtaining some structural information (Claims 1 and 2), and then using discharging
to get a lower bound for the average degree. The purpose of this example is to show that, even for simple graphs, the
discharging argument is close to best possible. In other words, it is not possible to get a non-trivial improvement to
Theorem 1 without first obtaining additional structural information.
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Given an integer ∆ > 3, choose m maximal such that
(
m+1
2
)
− 1 6 ∆; then m = b√2∆c − 1 or b√2∆c. Choose k
large and even, and let G have vertices wh (1 6 h 6 k) and ui,j (2 6 i 6 m, 1 6 j 6 k − i + 1). Add an edge between each
vertex ui,j and each vertex wh (j 6 h 6 j + i − 1), so that ui,j has degree i. At this point, no vertex wh has degree greater
than 2 + 3 + · · · + m 6 ∆. Add further edges between the vertices wh until each of them has degree ∆; if k is sufficiently
large, this can be done without creating any multiple edges. Then every vertex with degree less than ∆ is adjacent only to
vertices of degree ∆, and it is not difficult to see that if F is an i-alternating subgraph of G, and wh is the vertex of F with
minimum index h such that dG(wh) = ∆, then dF (wh) 6 i− 1, which contradicts (3); thus G has no i-alternating subgraphs.
So G satisfies the conclusions of Claims 1 and 2. But if k is large then the average degree of G is close to
√
2∆.
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