Parsing is a process of analyzing the input string in a sentence to define the syntax structures according to rules of grammar. This task is performed by a parser which will produce a parse tree as output. However, a problem occurs when the parsing process produces two or more parse trees in which the parser unable to represent a precise parse tree. This limitation is caused by ambiguity in the structure of sentences. Ambiguity is occurred when a word is classified more than one category of syntax and its usage will affect the semantics of the sentence. Thus, the parser needs to have an approach to solve the ambiguity problem and is able to process the most appropriate parse tree to present a sentence. Like other languages in the world, Malay language, a national language for Malaysian, is not exempted from ambiguity problem. However, due to its grammar being context-free grammar, the probabilistic context-free grammar approach can be used to support the parser in determining a more accurate parse tree. This study focuses on the development of statistical parser using a bottom-up technique for Malay language. The training data, in the form of simple Malay language sentences, are collected from various sources. Based on this training data, a statistical lexical corpus of Malay language which consists of vocabulary, grammar rules and their probability was developed. The bottom up parsing will be supported by implementing Cocke-Younger-Kasami (CYK) algorithm. The parser's performance is evaluated based on its effectiveness to overcome ambiguity by suggesting a more precise parse tree. In conclusion, the Malay Language Parser can be useful to help user identify the appropriate parse tree and solve ambiguity issues in Malay Language.
INTRODUCTION
Malay language is a formal language that is widely used in administrative, education and business in Malaysia. Malay language has attracted many researchers to perform Natural Language Processing (NLP) studies both in linguistic and computerization (Sabrina et al., 2011; Ahmad et al., 2007; Rozana et al., 2011; Yusmita & Zulaikha, 2011; Noor Hafhizah & Karim, 2012; Nik Safiah, 1975) . NLP is a field of artificial intelligence that aims to get computers to perform useful tasks involving human language, tasks like enabling humanmachine communication, improving human-human communication, or simply doing useful processing of text or speech (Jurasky & Martin, 2000) . NLP implementations can be divided into several components, which are phonology, morphology, syntax, semantic, discourse and pragmatic. Phonology is the study the way sounds are organized in a language. Morphology concerns on the word forms. Syntax is the study of how words are put together to form correct sentences. Semantic is about analyzing meaning, what word means, and how these meaning combine in sentence to form sentence meaning. Discourse concerns on how the immediately proceeding sentence affect the interpretation of the next sentence and finally, pragmatic describes a relationship of meaning to the goals and intentions of the speaker. This paper concerns on syntax or also called as parsing. Parsing is one of the most important step in NLP which enable machine to identify not just a part of speech for each word in a sentence such as noun, verb and adjective, but also for modeling constituent, a group of word sharing a lexical or phrasal category such as noun phrase, verb phrase and adjective phrase. Parsing is a process of analyzing the input string in a sentence to define the syntax structures according to the rules of grammar. Several studies have been conducted to develop a parser for Malay language by using a context-free grammar (CFG). CFG is one of the most commonly used system for modeling constituent structure in natural language. It consists of a set of rules or productions, each of which expresses the way that symbols of the language can be grouped and ordered together, and a lexicon of words and symbols. Furthermore, Knowles and Zuraidah (2006) has featured Malay language syntactic as Subject-Verb-Object (SVO) which is a basic pattern in the parser. However, like other languages, ambiguity in Malay language is inevitable. For example, the sentence "Dia selak helaian dokumen itu" (He/She is flipping the document pieces) will produce two parse trees as shown in Fig. 1 . I FIGURE 1. Two parse tree can be derived by a sentence "Dia selak helaian dokumen itu"
As explained in Charniak (1997) , Dale (2000) , Hassan et al. (2015) , Nor Hafhizah (2011) and Jurafsky and Martin (2000) , producing more than one parse tree is a common problem referred as an ambiguity, lexical ambiguity and semantic ambiguity, which leads to syntactic ambiguity. In this example, the word "selak" (flip) has more than one meaning, which is referred as semantic and lexical ambiguity. As a consequence, the word "selak" could be tagged with two different part-of-speech (POS) which are "selak" (flip) as an action tagged as a verb, and "selak" (latch) as a tool used to lock tagged as noun. Syntactically, two parse trees are produced to represent the sentence's structure, or called syntactic ambiguity. However, semantically parse tree (a) in Figure 1 is more precise representing the sentence. One of the common approaches to overcome ambiguity is by giving probabilistic value to the parse tree. According to Charniak (1993) , the easiest mechanism to build a statistical parser is by probabilistic context-free grammar (PCFG) where each context-free grammar rules is given a probabilistic value.
There are two types of parsing methods, top down parsing and bottom up parsing. Syntax analyzers follow the production rules defined by CFG and the production rules are implemented. When the parser starts constructing the parse tree from the start symbol and then tries to transform the start symbol to the input, it is called top-down parsing while the bottomup parsing starts with the input symbols and tries to construct the parse tree up to the start symbol. To date, a small number of researches have been contributed to the development of Malay language parser in top-down parsing techniques while the bottom-up parsing technique is yet to be found. In addition, the development of Malay language parser incorporated with statistical approach is still in infancy. Thus, the aim of this study is to develop and evaluate the effectiveness of bottom-up parsing, supported with statistical approach, for Malay language parser. The bottom up parsing will be supported by implementing Cocke-Younger-Kasami (CYK) algorithm. CYK algorithm is a standard dynamic programming algorithm for parsing probabilistic context-free grammars (PCFGs).
RELATED WORK
Most of the studies involved in Malay language parsing were focusing on non-statistical parser with top-down technique. In Ahmed et al. (2007), a top-down parser was built to recognize whether a sentence consist of grammar or semantic error by classifying the Malay words into two categories of human and animal. The parser consisted of 3000 words gathered from Hawkins (1997) and grammar rules from Zulkifley et al. (2015), Nik Safiah (1995) and Nik Safiah et al. (2004) . A difference parser's aims was developed by Rozana Kasbon et al. (2011) , where the Malay language parser was functioned to translate short-form usage of Malay words into their correct spelling and suggest sentence correction if it contains grammar error. An enhanced Malay language parser was introduced by Yusnita and Zulaikha (2012) where the parse trees was visually represented and also included grammar correction. An early study on Malay language statistical parser was developed by Noor Hafhizah (2011) where the probabilistic approach was attached with top-down parsing technique. The system consisted of almost 40 thousand words based on the 2 nd Edition of Oxford Dictionary. A set of training data with 147 grammar rules with their probabilistic value derived from 1000 simple Malay sentences was used in Noor Hafhizah (2011) to develop a statistical parser of Malay language. Noor Hafhizah gathered 90 words that have more than one part of speech tagging. Based on the review, most of the researches were using top-down approach while the bottom-up parsing technique was yet to be found. Therefore, to fill the gap, this research focuses on developing Malay Language Parser by implementing the bottom up with probabilistic approach.
METHODOLOGY
This study has been conducted in three main phases: (1) the development of Malay language corpus, (2) the development of statistical parser prototype, and (3) the evaluation of the prototype. Each phase is explained at the following sections.
THE MALAY LANGUAGE CORPUS
A statistical Malay language corpus has been constructed for the Malay language parser development. A dataset consists of 1700 simple Malay sentences has been collected for this study. The dataset is divided into two none-intersect subsets, following the approach introduced by Resnik and Lin (2013) , with the ratio of 9:1 for the purpose of training and testing data. Consequently, 1530 Malay sentences have been trained to construct a statistical Malay corpus. There are four main processes in constructing the statistical Malay corpus which are data collection in the form of simple Malay sentences, Part-of-Speech (POS) tagging for each word in the sentences, grammar rule assignment to each sentence, and finally probabilistic value calculation to each word with its POS as well as sentence with its grammar rule. There are a number of researchers working on Malay POS tagging such as Hassan Mohammad et al. (2011) and Nur Ashikin and Nazlia (2017). The Malay language sentences in the training data are categorized based on their constituent into four main grammar patterns which are Frasa Nama (Noun Phrase), Frasa Kerja (Verb Phrase), Frasa Adjektif (Adjective Phrase) and Frasa Sendi Nama (Preposition Phrase). The grammar patterns and their rules are constructed based on Nik Safiah et al. (2008) and Nik Safiah Karim (1975) . The probabilistic value is calculated using (1) according to Collins (2003) . Table 1 shows the descriptions for tokenization, part of speech tagging and constituent processes. The part of speech tagging and constituent identification process were done manually by linguistic experts to minimize the tagging error.
(1) 
MALAY LANGUAGE SENTENCE PARSER'S ARCHITECTURE
As reported in Dale (2000) there are five phases in NLP which are tokenization, lexical analysis, syntactic analysis, semantic analysis and pragmatic analysis. Our study consists of three early phases and presented in the architecture as shown in Fig. 2 . To evaluate the effectiveness of the proposed parsing technique and approach, a parser is developed following the prototyping technique described in Alavi & Umanath (1989) and Boar (1984) . The system's input is a simple Malay language sentence. The output is a parse tree, or list of parse trees, that represents the sentence syntactic structure. If a sentence has more than a parse tree, the parser will propose the most precise parse tree. Dale (2000) , an input sentence first needs to be separated and words are tagged with their POS individually. As explained in Palmer (2000) , the tokenization process is to detach the sequent strings by determining their border. Thus, the word is matched and tagged with its POS by referring to Malay language corpus as shown in Fig. 3 . In this example, each word in the given sentence "Saya selak pintu itu" was tagged with "saya/Kata Nama/KN", "selak/Kata Kerja Transatif/KKTR", "selak/Kata Nama/KN", pintu/Kata Nama/KN", itu/Kata Nama/KN". The tagging engine has tagged the word "selak" with more than one part of speech which are KKTr and KN. Parsing engine: The sentence syntactic structure is analyzed in two main processes at parsing engine which are assigning the grammar rules, and constructing the parse tree (Fig.  4) . Both processes are performed by bottom-up parsing technique with Cocke-YoungerKasami (CYK) algorithm. Bottom-up parsing is away from left-recursion problem and inefficient reparsing of subtrees which occur in top-down parsing as claimed in Jurafsky & Martin(2000) making this technique chosen in our architecture. Hopcroft et. al (2006) has described that CYK algorithm includes the following foundations: 1) applying dynamic programming known as table-filling and, 2) the grammar rules structure must be in CFG. Fig.  5 shows an example of the CFG grammar rules required to analyse the given sentence "Saya selak pintu itu". Based on Hopcroft et. al (2006) explanation, the general table-filling foundation involved constructing tabulation as shown in Fig. 5 . The horizontal axis in Fig. 6 shows the input position , where w is the input sentence that contains n words. The May 2018 May http://doi.org/10.17576/gema-2018 May -1802 eISSN: 2550-2131 ISSN: 1675-8021 129 sentence "saya selak pintu itu" contains four words, thus n = 4. The table-filling is done level by level, from Level 1 to Level n . Rows and columns of the table correspond to the start and end positions of a span. A cell in the table corresponds to the sub-string that starts at the row index and ends at the column index. It contain information about the type of constituent (or constituents) that span(s) the substring, pointers to its sub-constituents, and/or predictions about what constituents might follow the substring. Once this process is completed, the sentence is recognized by the grammar if the entire string is matched by the start symbol (A). Output for the parsing engine is the list of parse trees derived from the syntactic analysis. In this example, four parse trees are suggested by the system. The next procedure is to determine the most appropriate parse tree based on the grammar rules and probability calculation. 
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Proposing engine: Syntactic relationship is a method to describe the relation amongst words and phrases to form sentence in Malay language as reported in Hashim (1990) . Furthermore, Chomsky (1980) describes that this relationship could be visually represented by a parse tree. In reference to Jurafsky and Martin (2000) , the parsing process is referring to the analysis of the input sequence in a sentence for the purpose of determining its syntactic structure according to grammar rules. Likewise in other languages, the occurrence of ambiguity in Malay language is predictable. As shown in Fig. 6 , four parse trees are derived from the input sentence. Therefore, the support of statistical approach has been adopted in our parser to provide its ability in proposing a more precise parse tree. The probabilistic value for each tree is calculated and the proposing engine will suggest the tree with the highest probabilistic value to represent the sentence, as shown in Figure 8 . 
EVALUATION RESULT AND DISCUSSION
In order to measure the parser's performance, a testing dataset, which contains 170 simple Malay language sentences, is obtained. Those sentences are randomly chosen from the overall 1700 sentences gathered in the dataset. The testing dataset, as principally mentioned in [9] , is separately kept and never been visited until the parser development has completed. The parser performance is evaluated with the same measure in Ahmad et al. (2007) and Rozana et al. (2011) using the average as in (2) and weighted average as in (3): X 100% (2) where, k is the number of sentences pattern, B is the number of parse tree correctly proposed, and A is the number of related pattern.
where, k is the number of sentences pattern, B is the number of parse tree correctly proposed, and N is the total sentences in testing dataset.
The evaluation result is shown in Table 2 . The evaluation result shows that the parser prototype is able to achieve weighted average rate of 97.1%. This higher score recognizes that the bottom-up technique, with support of statistical approach, is able to minimize ambiguity and parse Malay language sentences effectively. The highest results are achieved by FN + FA and FN + FS patterns, while the FN + FK and FN + FN have achieved 97.1% and 89.3% respectively. Two major factors which lead to low FN + FK and FN + FN are ambiguity in selecting the appropriate grammar rules and lexical ambiguity, which create confusion in applying appropriate grammar rules and part of speech to represent the sentence. The results show that the Malay Parser is able to suggest the most appropriate parse tree based on the probability value of words matched with the grammar rules. The number of test cases that incorrectly proposed the most precise parse trees have been revisited. Based on our finding, the main factors that influence the generating and proposing the parse tree fall under two areas; the same probabilistic value for words that have more than a POS and sentence syntactic structure that can represent more than a pattern. Therefore, a larger number of training dataset is predicted to improve the results. In general, the Malay Parser can be used to solve ambiguity problem in syntactic ambiguity in Malay language analysis.
CONCLUSION
The developed parser is able to derive parse trees for Malay language sentences. An evaluation of the parser performance shows its ability to propose the most precise parse tree if a sentence syntactic structure produces more than a parse tree. Meanwhile, the effectiveness of bottom-up parsing technique, supported with statistical approach in Malay language sentences, is acceptable. The parser is able to solve syntactic ambiguity in a simple Malay sentence by proposing the most appropriate parse tree based on probability calculation and grammar rules. The parser can be extended to measure its effectiveness in other languages especially indigenous languages (Kadazan, Dusun, etc) , provided that the languages syntactic structure is in CFG form and sufficient datasets are collected for training and testing data.
In general, solving the ambiguity will help researchers to acquire insight information on the sentence structure which is a crucial input to support complex NLP tasks such as semantic and pragmatic analysis. However, more efforts will be needed to analyze a complex sentence structure. The dataset could be improved by adding complex sentences from different sources either from well-structured texts (books, articles etc.) or unstructured texts (social media) and also classical Malay texts. Analyzing such texts will be challenging as more grammar rules will be needed.
