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Le thème de cette thèse est l'analyse mathématique de modèles décrivant
l'intrusion saline dans les aquifères côtiers. On a choisi d'adopter la simplicité
de l'approche avec interface nette: il n'y a pas de transfert de masse entre l'eau
douce et l'eau salée (resp. entre la zone saturée et la zone sèche). On compense
la diﬃculté mathématique liée à l'analyse des interfaces libres par un processus
de moyennisation verticale nous permettant de réduire le problème initialement
3D à un système d'edps déﬁnies sur un domaine, Ω, 2D. Un second modèle est
obtenu en combinant l'approche 'interface nette' à celle avec interface diﬀuse;
cette approche est déduite de la théorie introduite par Allen-Cahn, utilisant des
fonctions de phase pour décrire les phénomènes de transition entre les milieux
d'eau douce et d'eau salée (respectivement les milieux saturé et insaturé).
Le problème d'origine 3D est alors réduit à un système fortement cou-
plé d'edps quasi-linéaires de type parabolique dans le cas des aquifères libres
décrivant l'évolution des profondeurs des 2 surfaces libres et de type elliptique-
parabolique dans le cas des aquifères conﬁnés, les inconnues étant alors la pro-
fondeur de l'interface eau salée par rapport à eau douce et la charge hydraulique
de l'eau douce.
Dans la première partie de la thèse, des résultats d'existence globale en temps
sont démontrés montrant que l'approche couplée interface nette -interface dif-
fuse est plus pertinente puisqu'elle permet d'établir un principe du maximum
plus physique (plus précisèment une hiérarchie entre les 2 surfaces libres). En
revanche, dans le cas de l'aquifère conﬁné, nous montrons que les deux approches
conduisent à des résultats similaires.
Dans la seconde partie de la thèse, nous prouvons l'unicité de la solution dans
le cas non dégénéré, la preuve reposant sur un résultat de régularité du gradient
de la solution dans l'espace Lr(ΩT ), r > 2, (ΩT = (0, T )× Ω). Puis nous nous
intéressons à un problème d'identiﬁcation des conductivités hydrauliques dans
le cas instationnaire. Ce problème est formulé par un problème d'optimisation
dont la fonction coût mesure l'écart quadratique entre les charges hydrauliques
expérimentales et celles données par le modèle.
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Abstract
The theme of this thesis is the analysis of mathematical models describing
saltwater intrusion in coastal aquifers.The simplicity of sharp interface approach
is chosen: there is no mass transfer between fresh water and salt water (re-
spectively between the saturated zone and the area dry.). We compensate the
mathematical diﬃculty of the analysis of free interfaces by a vertical averaging
process allowing us to reduce the 3D problem to system of pde's deﬁned on a
2D domain Ω. A second model is obtained by combining the approach of 'sharp
interface' in that with 'diﬀuse interface'; This approach is derived from the the-
ory introduced by Allen-Cahn, using phase functions to describe the phenomena
of transition between fresh water and salt water (respectively the saturated and
unsaturated areas).
The 3D problem is then reduced to a strongly coupled system of quasi-linear
parabolic equations in the unconﬁned case describing the evolution of the depths
of two free surfaces and elliptical-parabolic equations in the case of conﬁned
aquifer, the unknowns being the depth of salt water/fresh water interface and
the fresh water hydraulic head.
In the ﬁrst part of the thesis, the results of global in time existence are demon-
strated showing that the sharp-diﬀuse interface approach is more relevant since
it allows to establish a more physical maximum principle (more precisely a hier-
archy between the two free surfaces). In contrast, in the case of conﬁned aquifer,
we show that both approach leads to similar results.
In the second part of the thesis, we prove the uniqueness of the solution in the
non-degenerate case. The proof is based on a regularity result of the gradient
of the solution in the space Lr(ΩT ), r > 2, (ΩT = (0, T ) × Ω). Then we are
interested in a problem of identiﬁcation of hydraulic conductivities in the un-
steady case.This problem is formulated by an optimization problem whose cost
function measures the squared diﬀerence between experimental hydraulic heads
and those given by the model.
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Introduction
Sur terre, plus de 97% de l'eau est salée, l'eau douce représentant moins de
3% de l'eau totale de la planète. A peu près deux tiers de cette quantité d'eau
douce est sous forme de glace, le tiers restant constitue les réserves d'eaux souter-
raines et le faible pourcentage restant représente les eaux de surface, qui, jusqu'à
récemment étaient suﬃsantes pour répondre à la consommation humaine et aux
activités industrielles. L'explosion démographique et industrielle nécessitent une
quantité d'eau douce de plus en plus considérable. Les eaux de surface n'étant
plus suﬃsantes, les réserves d'eau souterraines sont à présent indispensables et
incontournables pour les besoins humains.
Une meilleure gestion des ressources en eau douce devient un enjeu primordial
et "un déﬁ planétaire majeur du XXIe siécle". Nous devons tenir compte de
nombreux facteurs : la diminution du niveau d'eau douce dans les aquifères à
cause de leur sur-exploitation, les conséquences des changements climatiques sur
le niveau des rivières, la pollution des aquifères par les pesticides et les engrais
des terres agricoles qui contaminent l'eau douce pour des décennies.
Dans les zones côtières, la forte densité de population (occasionnant des pom-
pages intensifs d'eau douce) et la surélévation du niveau de la mer ne font
qu'accroître le problème d'intrusion marine dans les nappes d'eau douce.
Les échanges hydrauliques entre l'eau douce souterraine et l'eau salée sont
généralement lents dans des conditions naturelles, ils sont alors remplacés par
un quasi-équilibre entre les 2 zones (ce qui correspond à l'approximation de
Ghyben-Herzberg). Plusieurs modèles analytiques dérivent de cette approche
(cf. [20],[51], [71], [77], [85], [122], [132], [133], [134], [135], [138], [139]) mais ces
solutions analytiques se limitent à des géométries très simples et à des situations
où l'hypothèse de Ghyben - Herzberg est satisfaite, elles sont donc essentielle-
ment utilisées comme cas test pour valider des codes numériques. Supposer
que la zone d'eau salée est immobile n'est plus possible dans des conditions
plus drastiques dues à des événements météorologiques ou à l'intervention hu-
maine qui, en pompant intensivement l'eau douce, provoque une baisse du niveau
de la nappe phréatique et une intrusion de l'eau saline dans l'aquifère. L'eau
salée, plus dense que l'eau douce, glisse en dessous de cette dernière et envahit
l'aquifère sous forme d'un biseau salé. Aﬁn d'optimiser l'exploitation des eaux
souterraines, nous avons donc besoin de modèles précis et eﬃcaces simulant le
déplacement du front salé dans l'aquifère côtier.
Ils existent de nombreux livres de référence concernant la modélisation du prob-
lème d'intrusion marine, citons par exemple ([18],[20],[24]) et les références qui
s'y rapportent. Dans l'optique de notre étude, nous dirons qu'on peut classer
les modèles existants pour décrire l'intrusion saline en 2 grandes catégories:
Celle qui considère que les deux volumes d'eau interagissent entre eux, formant
ainsi une zone de transition caractérisée par les variations de la concentration
en sel. Cette approche est très lourde d'un point de vue théorique et numérique
(cf. [3],[9],[57]).
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Notons aussi qu'il existe une zone de transition entre la zone saturée en eau et
la zone séche du réservoir, la zone de "désaturation" restant diﬃcile à déﬁnir.
La seconde catégorie considère que l'eau douce et l'eau salée sont deux ﬂuides
immiscibles. Les domaines occupés par chaque ﬂuide sont supposés séparés par
une interface nette (on néglige alors les transports de masse entre la zone salée
et la zone d'eau douce). Cette approximation est d'autant plus légitime que la
dimension verticale de l'aquifère (de l'ordre d'une dizaine de mètres) est sou-
vent très petite comparée aux dimensions horizontales de l'aquifère qui sont de
l'ordre du km.
De la même façon, l'épaisseur de la zone de transition est négligeable par rap-
port aux dimensions horizontales de l'aquifère. Pour les mêmes raisons, on peut
considérer que l'interface entre les zones saturée et sèche, est nette (négligeant
ainsi les eﬀets de la pression capillaire).
Clairement, ce type de modèle ne décrit pas le comportement de la zone de
transition mais il donne des informations sur le mouvement du front salé (ou
de la surface supérieure de l'aquifère). Récemment une nouvelle approche a été
introduite dans [58] qui combine l'eﬃcacité du modèle avec interface nette au
réalisme des modèles avec interface diﬀuse. Cette approche est déduite d'un
modèle de type Allen-Cahn, développé à l'origine pour les phénomènes de tran-
sition de phase dans un contexte ﬂuide-ﬂuide et qui est utilisé ici pour décrire
les trois états stables caractérisant la zone de transition. Nous allons, dans ce
document, étudier et comparer l'approche avec interface abrupte et celle avec
interface diﬀuse.
On distingue deux types d'aquifère : Les aquifères conﬁnés pour lesquels les
couches supérieures et inférieures sont supposées imperméables, interdisant alors
tout échange avec l'exterieur, et les aquifères libres pour lesquels le toit de
l'aquifère est semi-perméable ou perméable (en particulier l'aquifère peut être
rechargé en eaux pluviales).
D'un point de vue mathématique, le modèle consiste en un système fortement
couplé d'équations dégénérée parabolique-elliptique quasi-linéaires pour le cas
conﬁné et d'équations paraboliques dégénérées pour le cas libre. L'approche avec
interface diﬀuse permet d'une part d'éliminer la dégénérescence mais surtout
d'établir un principe du maximum plus réaliste d'un point de vue de la physique,
plus précisèment une hiérarchie entre les profondeurs des interfaces libres (cf.
[59]). Les premiers travaux mathématiques sur le problème d'intrusion ma-
rine ont été faits en prenant pour cadre d'étude les problèmes à frontière libre
(l'interface eau douce / eau salée étant cette frontière), citons les travaux de
Van Duijn et al ([7], [8], [32], [78], [109], [137]) pour des résultats d'existence de
la solution mais aussi de régularité de la frontière libre dans le cas d'un écoule-
ment stationnaire. En particulier dans [137], les auteurs regardent le cas d'un
aquifère conﬁné et ramène le problème dans le cas 1D(Ω =]− 1, 1[) à une équa-
tion parabolique non-linéaire avec 2 dégénérescences, l'une pour la solution "u"
et l'autre pour "ux". Ils montrent alors dans plusieurs situations, l'existence
et l'unicité pour des solutions de L∞(0, T,W 1,∞(−1, 1)). Cette étude permet
de retrouver le phénomène de cisaillement observé par Josselin de Jong. Nous
soulignons qu'elle se limite au cas 1D et les hypothèses de régularité sur la so-
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lution sont très fortes en particulier ut doit appartenir à L2(ΩT ). Nous avons
aussi les travaux de Baiocchi et al. ([14], [15], [16]) concernant les problèmes de
ﬁltrage de liquides dans des milieux poreux, et [4] pour un résultat d'existence
et d'unicité pour le problème d'intrusion marine dans le cas stationnaire util-
isant la formulation introduite pour un problème d'écoulement dans une digue
donné par Brézis et al dans [39]. Dans tous ces travaux, le domaine d'étude est
pris dans le plan vertical et l'interface eau douce / eau salée est traitée comme
une frontière libre. Dans notre étude, nous considérons que l'écoulement des
eaux souterraines est quasi-horizontal, notre domaine d'étude étant alors dans
le plan horizontal (aprés avoir appliqué l'approximation de Dupuit au modèle
initial 3D, ce qui permet de ramener notre étude à un problème 2D). Dans
[129],[130],[131], les auteurs considèrent le modèle 2D résultant des approxima-
tions de Dupuit et interface nette, ils prouvent l'existence et l'unicité dans le
cas stationnaire et établissent un résultat d'existence dans le cas instationnaire,
utilisant une discrétisation de type diﬀérences ﬁnies pour traiter l'évolution en
temps. Dans [106], les auteurs montrent directement l'existence d'une solution
dans le cas conﬁné et instationnaire, la preuve s'appuyant sur le théorème du
point ﬁxe de Schauder. Ce résultat est généralisé dans [59], au cas de l'aquifère
libre avec l'approche interface diﬀuse, le coeﬃcient diﬀusif supplémentaire per-
mettant alors d'établir une hiérarchie entre les hauteurs des surface libres.
Dans ce travail, nous proposons une étude mathématique comparative des deux
approches interface nette et interface diﬀuse dans le cas d'un aquifère conﬁné et
dans celui d'un aquifère libre, plus précisèment, nous établissons dans le cas con-
ﬁné avec interface diﬀuse, un résultat d'existence globale en temps de la solution
montrant que, malgré l'ajout du terme diﬀusif, nous sommes toujours obligés de
supposer une épaisseur d'eau douce strictement positive dans l'aquifère, pour
obtenir une estimation uniforme de la norme L2 du gradient de la charge hy-
draulique d'eau douce. Dans le cas d'une nappe libre, nous étudions le système
issu du modèle avec interface abrupte. Nous donnons un résultat d'existence
globale en temps plus délicat que celui établi dans [59] à cause de la dégénéres-
cence des équations. Nous montrons que l'ajout des interfaces diﬀuses permet
de prouver un principe du maximum plus ﬁn que dans le cas des interfaces
abruptes. Notons que les résultats des chapitres 2 et 3 ont donné lieu à la pub-
lication [61].
Compte tenu de la conjonction des trois diﬃcultés : la non linéarité, la dégénéres-
cence et le fort couplage des équations, il existe peu de résultats sur l'unicité
des solutions pour de tels systèmes. Dans ce document, nous établissons un
résultat d'unicité dans le cas de l'approche avec interface diﬀuse, ce qui permet
d'éliminer la diﬃculté liée à la dégénérescence des équations. Ce résultat re-
pose sur des estimations uniformes des normes Lr(ΩT ), r > 2 des gradients des
charges hydrauliques. Cette régularité supplémentaire combinée aux inégalités
de Gagliardo-Nirenberg permet de traiter la non linéarité dans la preuve de
l'unicité pour le cas conﬁné.
Enﬁn nous résolvons un problème d'identiﬁcation de paramètres par la méthode
de l'état adjoint, ces deux derniers résultats faisant l'objet de la pré-publication
[97].
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La manuscript est organisé comme suit :
Après avoir rappelé des notations et des résultats préliminaires, le chapitre 1 est
dédié à la description des modèles avec les approches interface nette - interface
diﬀuse dans les cas des aquifère conﬁnés et libres.
Dans le chapitre 2, nous donnons des résultats d'existence pour les aquifères
conﬁnés. Les preuves reposent sur l'application du théorème du point ﬁxe de
Schauder appliqué à un problème intermédiaire tronqué et régularisé. Puis on
établit un principe du maximum et des estimations à priori qui nous permet-
tent d'éliminer les termes de troncature et de passer à la limite. Ce chapitre
établit que, malgré le terme diﬀusif supplémentaire résultant de l'approche avec
interface diﬀuse, nous sommes toujours obligés de supposer une épaisseur d'eau
douce > 0 dans l'aquifère pour démontrer une estimation uniforme en norme L2
du gradient de la charge hydraulique, nécéssaire pour le passage à la limite.
Dans le chapitre 3, nous étudions le système dans le cas de l'aquifère libre, les
inconnues étant alors les hauteurs des interfaces. Nous regardons essentielle-
ment le cas avec interface nette puisque celle avec interface diﬀuse a été traité
dans [59]. Nous utilisons la technique introduite par Alt-Luckhauss [6] pour
traiter la dégénérescence représentée par la fonction Ψ et ainsi donner des es-
timations des translatés en temps de Ψ(u), u étant la solution, ce qui permet
alors d'appliquer le résultat de compacité donné dans [64]. Ce chapitre montre
l'importance dans le cas de l'aquifère libre, du terme diﬀusif supplémentaire
introduit dans l'approche interface diﬀuse qui permet d'établir une hiérarchie
entre les hauteurs de 2 surfaces libres.
Le chapitre 4 est consacré à l'étude de l'unicité de la solution dans le cas d'un
aquifère conﬁné. Nous rappelons que nous sommes confrontés à trois diﬃcultés
: la non linéarité; la dégénérescence et le fort couplage des équations. À notre
connaissance, les résultats d'unicité pour de tels systèmes sont très rares, le
traitement des termes non linéaires nécéssitant des résultats de régularité de la
solution supplémentaires. Nous éliminons ici la diﬃculté liée à la dégénéres-
cence en regardant l'approche avec interface diﬀuse. La clef du résultat repose
sur un résultat de régularité donné par [103] dans le cas elliptique et généralisé
dans [31],[101] par ses auteurs, au cas parabolique et donnant une estimation
en norme Lr(Ω) (resp. Lr(ΩT )), r > 2 du gradient de la solution. L'exposant r
dépend essentiellement des caractéristiques de l'opérateur elliptique.
Finalement, nous concluons ce travail, par la résolution du problème d'identiﬁcations
de la conductivité hydraulique et de la porosité dans le cas instationnaire,
généralisant ainsi les travaux faits par Talibi et Tber dans le cas stationnaire
(cf. [127],[128], [129]).
Ce problème se ramène à chercher le minimum d'une fonction coût calculant
l'écart quadratique entre les valeurs mesurées des charges hydrauliques et de la
profondeur de l'interface eau douce-eau salée et celles données par le système
d'état dans le cas d'un aquifère conﬁné. En considérant ce système comme une
contrainte pour le problème d'optimisation et en introduisant le Lagrangien as-
socié à la fonction coût et au système d'état, nous montrons que le système




































Théorème 1 : (Schauder)
Soit X un espace de Banach, on suppose que K ⊂ X, est un convexe compact
non vide et de plus
T : K −→ K
est une application continue. Alors T admet un point ﬁxe dans K.
Théorème 2 :(Injections de Sobolev N≥ 2)







= 1, on a :
les injections continues :
1 ≤ p ≤ N =⇒ W 1,p(Ω) ↪→ Lp∗(Ω), p∗ = Np
N − p ,
p = N =⇒ W 1,p(Ω) ↪→ Lq(Ω),





les injections compactes : Supposons que Ω est de plus borné et de class C1,
on a :
1 ≤ p ≤ N =⇒ W 1,p(Ω) ↪→ Lr(Ω), r ∈ [1, p∗[ avec p∗ = Np
N − p ,
p = N =⇒ W 1,p(Ω) ↪→ Lr(Ω), r ∈ [1,+∞[,
p > N =⇒ W 1,p(Ω) ↪→ C0(Ω),
Lemme 1 : (Gronwall) :
Soient m,n ∈ L1(0, T ;R) telles que m,n ≥ 0 p.p. sur (0, T ) et soit a un réel
positif.















n(t)dt),∀s ∈ [0, T ].
Pour simpliﬁer les notations, on pose :
V = H10 (Ω), V
′ = H10 (Ω)
′
= H−1(Ω), H = L2(Ω).
Lemme 2 : (Mignot) :






Soient ω ∈ L2(0, T,H) telle que
dω
dt















f(r)dr)dy dans D′(0, T ),




















1.1.1 Déﬁnition d'un aquifère
Un aquifère est une formation souterraine de roches perméables susceptible de
retenir des quantités importantes d'eau. Les aquifères existent sous diﬀérentes
formes, suivant la nature de leurs limites on peut distinguer :
1. Aquifère à nappe libre: c'est un aquifère dont le toit est consistué d'une
couche perméable, qui se laisse traverser par l'eau à des vitesses raisonnables,
il en résulte que cette limite (toit) supérieure, qu'on appelle aussi surface pié-
zométrique, est soumise à des ﬂuctuations libres : Il y a donc des échanges avec
l'exterieur tels que les injections et l'alimentation en eaux pluviales ou tels que
le pompage.
2. Aquifère à nappe captive: C'est un aquifère constitué de formation hy-
drogéologique perméable limitée par deux couches imperméables: le toit et le
substratum (ou la base).
3. Aquifère à nappe semi-captive: C'est un aquifère dont le substratum
et/ou le toit sont constitués de formations semi-perméables (c'est-à -dire de
faible perméabilité, mais qui permettent sous des conditions hydrodynamiques
favorables des échanges entre les formations hydrogélogiques superposées).
1.1.2 Déﬁnition de l'interface
On distingue plusieurs approches pour la zone de métange qui apparait entre la
zone d'eau salée et celle d'eau douce.
Approche sans interface :
Cette approche consiste à considérer un modèle d'écoulement de deux ﬂuides
miscibles.
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Figure 1.1: Nappe libre et nappe captive avec possibilité d'intrusion d'eau salée
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Approche avec interface diﬀuse :
Une approche logique physiquement consiste à supposer que l'eau douce et l'eau
salée sont deux ﬂuides miscibles et qu'il existe entre ces deux ﬂuides une zone
de transition qui n'est ni salée ni douce. Concernant l'interface entre le milieu
saturé en eau et le milieu insaturé en eau, il est diﬃcile de déﬁnir la zone de
désaturation.
Cette approche est très lourde des points de vue théorique et numérique.
Approche d'interface nettes ou abruptes :
Les deux ﬂuides sont alors considérés immiscibles, les deux zones sont alors sé-
parées par une interface nette (ou abrupte). Cette approximation physique a
fait ses preuves, donc peut paraître raisonnable. Elle est basée sur l'hypothèse
qu'il n'y a pas de transfert de masse entre la zone d'eau douce et la zone salée.
On néglige les termes de pression capillaire mais le prix à payer du point de vue
théorique est l'analyse des interfaces libres.
1.1.3 Porosité totale et porosité eﬃcace:
Porosité totale: elle est donnée par
Φ(%) =
volume des vides
volume total de l'échantillon
C'est la capacité du milieu poreux de comporter des vides interconnectés. Cette
déﬁnition est peu utilisée en pratique, car un réservoir n'est jamais totalement
dépourvu de son eau.
Porosité eﬃcace: c'est un paramètre dépendant à la fois des diamètres des
grains, de l'arrangement de ces derniers et de leurs surfaces spéciﬁques. Elle
est donnée par le rapport du volume d'eau gravitaire (qui peut circuler) sur le
volume total de la roche saturée en eau :
Φ(%) =
volume d'eau gravitaire
volume total de l'échantillon
1.1.4 Hauteur piézométrique
La hauteur piézométrique (ou charge piézométrique) en un point A correspond






où zA est la côte du point, PA désigne la pression au point A, g est l'accélération
de la pesanteur et ρ la densité de l'eau.
Remarque 1:





PB + ρg(zB − zA)
ρg
+ zA = hB
1.1.5 Charge hydraulique
La charge hydraulique en un point A dans un ﬂuide incompressible, correspond








où v est la vitesse réelle du ﬂuide au point A.
Puisqu'en milieux poreux l'écoulement est généralement lent, on néglige sou-
vent le terme cinétique
v2
2g
, par conséquent la hauteur piézométrique et la charge
hydraulique peuvent être confondues.
1.1.6 Coeﬃcient d'emmagasinement
C'est le rapport du volume d'eau libéré ou emmagasiné par unité de surface de
l'aquifère, sur la variation de charge hydraulique correspondante. Il est utilisé
pour caractériser plus précisément le volume d'eau exploitable, il conditionne
l'emmagasinement de l'eau souterraine mobile dans les vides du réservoir. Pour
une nappe captive ce coeﬃcient est extrêmement faible: il représente essentielle-
ment le degré de compression de l'eau. Pour une nappe libre, il est de l'ordre
de grandeur de la porosité eﬃcace.
Nous verrons que ce coeﬃcient peut s'exprimer en fonction de la porosité, du
coeﬃcient de compressibilité du ﬂuide, noté αP , résultant de la variation de la
densité du ﬂuide par rapport à celle de la pression et du coeﬃcient de compress-
ibilité du sol, noté βP , dû à la variation de la pororisité par rapport à celle de















1.1.7 Coeﬃcient d'emmagasinement spéciﬁque
Il est donné en unité d'eau libérée ou emmagasinée par unité de volume d'aquifère
en m3 sous l'action d'une variation unitaire de charge hydraulique.
1.1.8 Conductivité hydraulique






ρ est la masse volumique de l'eau,
g est l'accélération de la pesanteur,
µ est la viscosité dynamique de l'eau et
le tenseur κ est la perméablilité intrinsèque du milieu, il dépend uniquement des
caractéristique du milieu poreux et non de celles du ﬂuide.
1.2 Les diﬀérentes équations du modèle
Le modèle repose essentiellement sur le couplage de deux lois : la permière
étant celle qui caracterise la vitesse d'écoulement d'un ﬂuide en milieux poreux,
la seconde étant celle qui exprime le principe de conservation de la masse.
1.2.1 Equation de Darcy:
Découverte expérimentalement par Darcy en 1856, la loi de Darcy exprime la
densité du ﬂux d'un ﬂuide newtonien ou vitesse de Darcy q à travers le milieux









(ρ− ρ0)g∇zh, K = κρ0g
µ
. (1.4)
où P est la pression, ρ0 est la densité de référence du ﬂuide et zh la hauteur du







1.2.2 Equation de continuité:
L'équation de continuité de l'écoulement en milieux poreux est basée sur le
principe de conservation de masse et s'écrit:
∂(ρφ)
∂t
+ div(ρq) = ρQ (1.6)
1.3 Les diﬀérentes hypothèses pour notre prob-
lème
1.3.1 Hypothèse sur la compréssibilité du ﬂuide
Les ﬂuides que nous allons considérer sont connus pour être faiblement com-
pressibles, i.e αP  1.
Nous allons exploiter ce fait une première fois combiné à la faible mobilité d'un




Le fait que αP  1 sera à nouveau exploité dans la modélisation du mouvement
du ﬂuide.
1.3.2 Hypothèse sur la compressibilité du sol
De façon analogue, nous allons supposer que le sol est faiblement compressible
donc le coeﬃcient de compressibilité βP est petit (i.e βP  1).
1.3.3 Hypothèse sur l'écoulement
L'hypothèse de Bear consiste à négliger la variation de densité ∇(ρg) 1 dans
la direction de l'écoulement.
Le fait de négliger ∇(ρq) découle de la faible compressibilité du ﬂuide (αP  1)
et de la faible mobilité du ﬂuide.







+ ρ∇ · q = ρQ, (1.7)













Soit, aprés substitution dans (1.7)
ρ((1− φ)βp + φαp)∂P
∂t




∇Φ et P = ρ0gΦ− ρ0gzh
on obtient après simpliﬁcations (ρ 6= 0), l'équation :
ρ0g((1− φ)βP + φαP )∂Φ
∂t
−∇ · (K∇Φ) = Q (1.8)
où S0 = ρ0g((1 − φ)βP + φαP ) est le coeﬃcient d'emmagasinement en eau du
sol.
1.3.4 Hypothèse d'interface nette:
Le modèle d'interface abrupte consiste à supposer que l'eau salée et l'eau douce
sont immiscibles et que donc les zones occupées par chaque ﬂuide sont séparées
par une interface abrupte.
Cette interface est en réalité une zone de transition (car ces deux ﬂuides sont
en fait miscibles), mais dans le modèle, on suppose que l'épaisseur de cette zone
est très petite comparée aux dimensions horizontales de l'aquifère.
Dans chaque domaine, nous avons une équation de conservation de la masse
simpliﬁée du type (1.8) pour l'eau salée et pour l'eau douce.




+∇ · qf = Qf , (1.9)




+∇ · qs = Qs, (1.10)
où Sf (resp.Ss) est le coeﬃcient d'emmagasinement en eau dans le domaine d'eau
douce (resp. dans le domaine salé), ρf , ρs sont les densités de référence de l'eau
douce et celle de l'eau salée, Φf ,Φs sont les charges hydrauliques dans la zone
d'eau douce et dans la zone salée, qf , qs sont les ﬂux de Darcy dans la zone
d'eau douce et dans celle d'eau salée et enﬁn Qf , Qs sont des termes sources.
On rappelle que:
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Sf = ρfg((1− φ)βP + φαP ), qf = −Kfgrad(Φf ), Kf = κgρf
µf
,




L'écoulement dans un milieu poreux est en général tridimensionnel. Cepen-
dant, puisque les épaisseurs de la plupart des aquifères sont relativement petites
devant leurs dimentions horizontales, on suppose que l'écoulement se fait de
manière horizontale. Autrement dit les composantes verticales de celui ci sont
négligées. Dans un aquifère captif, homogène , isotrope et d'épaisseur constante,
cette approximation est exacte. Toutefois, elle reste bonne quand les variations
de l'épaisseur sont plus petites que l'épaisseur moyenne de l'aquifère.
Dans les aquifères libres, cette approximation est basée sur le fait que les surfaces
équipotentielles sont verticales et l'écoulement est essentiellement horizontal.
Dans ce travail, on adopte cette approximation nommée: Approche hydraulique
ou Approximation de Dupuit. Cette hypothèse permet de remplacer les équa-
tions 3D d'origine par des équations moyennées verticalement. Cela permet de
passer d'un problème tri-dimensionnel à un problème bi-dimensionnel.
1.4 Dérivation des équations 2D
Les équations (1.8) et (1.9) sont écrites dans l'espace tridimensionnel, avec
une condition aux limites non linéaire à l'interface, la solution reste diﬃcle
à obtenir. Le problème peut être simpliﬁé par une intégration des équations
d'écoulement selon la direction verticale en supposant que l'écoulement est hor-
izontal à l'intérieur de l'aquifère (cf. [18], [19], [20], [24]). Une dérivation formelle
du modèle 2D peut aussi être obtenue à partir du développement asymptotique
des équations du modèle 3D re-scalées, mais on a choisi ici de suivre la présen-
tation de Bear pour l'obtention du modèle 2D.
L'aquifère est représenté par un domaine Ω× (h2, hmax),Ω ∈ R2.
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1.4.1 Choix des inconnues
Les fonctions h2 (resp.hmax), décrivent sa topographie inférieure (resp. supérieure).
Pour des raisons de simplicité, on suppose que hmax = constante = 0.
Zone sèche ΓT :
On suppose qu'entre z = h1 et ΓT , la pression est donnée égale à la pres-
sion atmosphérique Pa.
Si h1 < hmax, on impose l'équilibre des pressions Pf |z=h1 = Pa et donc:




Si h1 = hmax , on impose l'équilibre des pressions Pf |z=hmax = Pa donc :




Dans toute la suite, pour simpliﬁer, nous supposerons que hmax = 0.
Cela va avoir une conséquence sur le choix des inconnues dans notre modèle ,
en eﬀet on a vu que:




si h1 = hmax = 0 =⇒ Φf = Pa
ρfg
.










0 si h ≤ 0
1 si h > 0.
Le même raisonnement s'applique à la hauteur d'eau salée, d'où l'introduction
de l'inconnue h− = inf(0, h).
1.4.2 Termes sources
Nous harmonisons les termes sources pour que les équations décrivant l'évolution
de h et h1 soient identiques lorsque h = h1.
Cela implique : Q˜f = 0 si h = h1 i.e qu'on arrête de pomper lorsqu'on atteint
l'eau salée.
Nous prenons donc un terme source de la forme:
Qf = Q˜f (h− h1)+, Q˜f ∈ R.
De même, en supposant h2 constante (pour simpliﬁer) et en écrivant l'équation
satisfaité par h pour h = h2, on voit qu'il faut imposer Qs = 0 si h = h2. On
choisit donc Qs de la forme:
Qs = Q˜s(h2 − h)+, Q˜s ∈ R.
1.4.3 Intégration dans le domaine d'eau douce:
En intégrant l'équation (1.9) selon la verticale entre la côte de l'interface h et




= ∇ · (BfKf∇Φf )− qf |h1 ·∇(z − h1) + qf |h ·∇(z − h). (1.11)
où












Kfdz est la moyenne de chaque élément du tenseur Kf sur la
verticale.
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1.4.4 Intégration dans le domaine d'eau salée
De même en intégrant l'équation (1.10) selon la verticale, mais cette fois-ci entre




= ∇ · (BsKs∇Φs)− qs |h ·∇(z − h) + qs |h2 ·∇(z − h2). (1.12)
où :












Ksdz est la moyenne de chaque élément du tenseur Ks sur la
verticale.
Dorénavant on note Φf = Φf et Φs = Φs, de même pour les tenseurs Kf et
Ks .
1.5 Equations de continuité à l'interface
1.5.1 Continuité de la pression à l'interface z = h








Or on a l'hypothèse de continuité de la pression entre la couche d'eau claire
et la couche au-dessus de l'interface libre h1:







. ⇐⇒ Pf |z=h = Pa + ρfg(h1 − h)
Par ailleurs comme on a supposé la continuité de la pression au travers de
l'interface h, on a :
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Pf |z=h = Ps|z=h = ρsg(Φs − h) ⇐⇒ Pa + ρfg(h1 − h) = ρsg(Φs − h)
⇐⇒ ρsg(Φs − h) = Pa + ρfg(h1 − h)
⇐⇒ ρsΦs = Pa
g






+ (h1 − h) + ρs
ρf
h
⇐⇒ (1 + α)Φs = Pa
ρfg
+ (h1 − h) + (1 + α)h
⇐⇒ (1 + α)Φs = Pa
ρfg
+ h1 + αh. (1.13)




Pour simpliﬁer comme Pa et α sont constants, on a :
Pf |z=h = Ps|z=h =⇒ (1 + α)∇Φs = ∇h1 + α∇h
=⇒ (1 + α)∇Φs = χ0(−h1)∇h1 + α∇h
1.5.2 Continuité de la viscosité à l'interface z = h
Nous allons aussi supposer que notre milieu est homogène et isotrope et que les
viscosités de l'eau douce et de l'eau salée sont identiques, on a:










⇔ µs = κρsg
Ks
donc










⇔ Ks = ρs
ρf
Kf
⇔ Ks = (1 + α)Kf avec (1 + α) = ρs
ρf
A partir de maintenant, on notera K pour Kf .
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1.5.3 Continuités des composantes normales de la vitesse
aux interfaces
Les équations (1.11) et (1.12) modélisent respectivement l'écoulement dans le
domaine de l'eau douce et l'écoulement dans le domaine de l'eau salée.
A ce stade de la modélisation, nous proposons deux approches :
- celle des interfaces nettes entre l' eau douce et l'eau salée et la zone saturée et
la zone insaturée,
- celle des interfaces faiblement diﬀuses entre l'eau douce et l'eau salée et la zone
saturée et la zone insaturée.
1. Calcul du ﬂux qf |h ∇(z − h) dans le cas d'une interface nette
L'interface mobile est une surface matérielle qui peut être représentée par une
équation de la forme générale :
F (x, y, z, t) = 0,
ou encore,
F (x, y, z, t) ≡ z − h(x, y, t) = 0.
Le long de cette interface, il faut respecter les deux conditions :
- les composantes normales de la vitesse à l'interface sont égales dans chaque
zone ce qui correspond au fait que l'on suppose aucun transfert de masse au







+ qf · ∇F = φ∂F
∂t
+ qs · ∇F, (1.14)
- Les pressions dans chaque zone sont égales à l'interface z = h et la relation
(1.13) s'écrit aussi h =
ρs
ρs − ρf Φs −
ρf






Compte tenu de (1.13) et (1.14), nous obtenons :



















2. Calcul du ﬂux qf |z=h ·∇(z−h) dans le cas d'une interface faiblement
diﬀuse
Nous incluons à présent dans notre modèle l'existence de deux interfaces dif-
fuses : l'une d'épaisseur δ1 entre la zone saturée et la zone insaturée et l'autre
d'épaisseur δh entre la zone d'eau salée et la zone d'eau douce. Ce modèle a été
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initialement introduit dans [58] et nous reprenons ici intégralement la présenta-
tion du calcul du ﬂux donné dans cet article. Nous soulignons que ce modèle est
complètement nouveau par rapport à la littérature existante et qu'il concilie la
simplicité des modèles à interface nette avec le réalisme des modèles à interface
diﬀuse.
Nous introduisons une fonction de phase F décrivant les 3 zones (eau douce,
eau salée, mélange) telle que :
F =





cs dans l'eau salée.
où cs est la concentration moyenne en sel dans la zone salée.
Ainsi l'ensemble {(x, y, z) tels que F (x, y, z) = cs
2
} représente l'interface
nette à l'instant t.
La fonction F satisfait une équation de type Allen-Cahn tri-stable (les trois




∂tF + ~v∇F − δh∆′F +
F (F − cs
2
)(F − cs)(3F 2 − c2s/4)
δh
= 0 (1.15)
où le symbole ∆′ correspond à la dérivation par rapport aux deux variables x et
y. La forme détaillée du potentiel triple n'a pas d'importance; son rôle principal
est d'établir et de maintenir les parois du domaine bien déﬁnies. La taille car-
actéristique de l'interface diﬀuse correspondante est δh > 0 (voir par exemple
[5] pour des résultats rigoureux). Le paramètre δh est petit. Un autre point en
faveur du couplage de (1.15) avec l'approche interface nette est la convergence
quand δh → 0 du modèle 'champ de phase' vers celui avec 'interface nette' (voir
[117] [118] pour Allen-Cahn, [64] [26] pour Cahn-Hilliard). L'équation satisfaite
par le champ de phase (1.15) contient également un terme d'advection par le
ﬂuide de l'ordre du paramètre, la vitesse eﬃcace étant désignée par ~v ([36]).
Nous soulignons, par ailleurs, que nous avons déjà négligé la diﬀusion verticale
par rapport au terme convectif. Le passage de 3D à 2D suppose que la zone de
stabilité {F = cs
2
} correspond à l'interface nette z = h, on a donc :
F (x, y, z, t) =
cs
2
⇔ z − h(x, y, t) = 0
La dérivée de la fonction constante F (x, h−(x, t), t) =
cs
2
est nulle, nous dé-
duisons de ∂l[F (x, h−(x, t), t)] = 0, l = x, t que ∂tF (x, h−, t) = −∂zF (x, h−, t)∂th−
et ∇′F (x, h−, t) = −∂zF (x, h−, t)∇′h−. Dérivant une nouvelle fois ces expres-
sions, nous obtenons ﬁnalement que ∆′F (x, h−, t) = −∂zF (x, h−, t)∆′h− −
∂2zzF (x, h
−, t)|∇′h−|2 − ∇′∂zF (x, h−, t) · ∇′h−. En incluant ces calculs dans
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∂zF (−∂th+~v ·∇(z−h)−δh∆h)+δh∇′∂zF ·∇′h−+δh|∇′h−|2∂2zzF = 0 (1.16)
En négligeant les deux derniers termes de l'équation (1.16) et en simpliﬁant par
∂zF 6= 0 (la justiﬁcation de ces deux points est loin d'être évidente et nous
renvoyons à [58] pour plus de détails), nous obtenons :
−∂th+ ~v · ∇(z − h)− δh∆h = 0 (1.17)
On revient alors à l'hypothèse traditionnelle de la modélisation à interface nette
: pas de transfert de masse au travers de l'interface {F = cs
2
} i.e les composantes




− ~v) · ~n = (qs
φ
− ~v) · ~n = 0. (1.18)
On a noté ~n le vecteur normal unitaire par rapport à l'interface nette , ~v est la
vitesse moyenne réelle de l'interface.
Remarque : La pondération par
1
φ























avec Q le débit s'écoulant dans la section, S la surface de la section, qf la vitesse
ﬁctive de ﬁltration, Sv la surface du vide dans le milieu poreux.
En combinant (1.17) et (1.18) nous obtenons :






3. Calcul du ﬂux qf |z=h1 · ∇(z − h1) dans le cas d'une interface faible-
ment diﬀuse
Nous appliquons le même type de raisonnement que dans le cas précédent pour
décrire la zone de transition entre la zone saturée et la zone insaturée d'épaisseur
δ1.
Ici pour modéliser la dynamique de cette interface, nous introduisons une fonc-
tion de phase F telle que:
F =
 −1 dans la zone insaturée,0 sur l′interface nette,
1 dans la zone saturée.
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Ainsi {F (x, y, z, t) = 0} représente l'interface nette. La fonction F satisfait une
équation de type Allen-Cahn :
∂F
∂t
+ ~v · ∇F − δ1∆F + F (F − 1)(F + 1)
δ1
= 0
où ~v est la vitesse de l'interface et δ1 est l'épaisseur de la zone diﬀuse entre la
zone saturée et la zone sèche. Nous notons que le passage de 3D à 2D suppose
que la sone de transition {F = 0} correspond à l'interface nette h1, on a donc:
F (x, y, z, t) = 0⇐⇒ z − h1(x, y, t) = 0.
et la projection d'Allen-Cahn pour F = 0 donne:
−∂h1
∂t
+ ~v∇(z − h1)− δ1∆h1 = 0. (1.19)
En combinant (1.19) et la continuité des composantes normales de la vitesse à
l'interface z = h1, nous obtenons:






4. Calcul du ﬂux qf |z=h1 · ∇(z − h1) dans le cas d'un aquifère conﬁné
Dans le cas où on suppose que la couche supérieure de l'aquifère est imperméable
i.e pas de ﬂux entre la zone d'eau douce et le toit z = h1, on a :
qs(h1)∇(z − h1) = 0. (1.20)
5. Calcul du ﬂux qs(h2) · ∇(z − h2)
Dans le cas où on suppose que la couche inférieure de l'aquifère est imper-
méable i.e pas de ﬂux entre la zone salée et le fond z = h2, on a :
qs(h2)∇(z − h2) = 0. (1.21)
Nous insistons sur le fait que, puisque nous avons supposé l'écoulement quasi-
horizontal, la condition (1.21) impose des conditions sur la topographie (x, y)→
h2(x, y). Par exemple si le tenseur de perméabilitéKs est diagonal, on doit avoir
h2 = constante. Pour garder le maximum de généralités sur le tenseur Ks, il
faudrait considérer la fonction h2 variable.
Mais, pour simpliﬁer les démonstrations qui vont suivre, nous avons supposé
h2 = constante. Nous insistons néanmoins sur le fait que les démonstrations se
généralisent de manière automatique au cas h2 = h2(x, y).
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1.6 Présensation ﬁnale des modèles
Nous sommes à présent en mesure de donner les systèmes vériﬁés par les mod-
èles dans les 4 cas suivants :
- Cas de l'aquifère conﬁné avec l'approche de l'interface nette,
- Cas de l'aquifère conﬁné avec l'approche de l'interface diﬀuse,
- Cas de l'aquifère libre avec l'approche de l'interface nette,
- Cas de l'aquifère libre avec l'approche de l'interface diﬀuse.
1.6.1 Cas d'un aquifère conﬁné
Les inconnues naturelles étant la charge hydraulique de l'eau douce Φf et la
profondeur de l'interface eau salée/eau douce, h, nous allons ré-écrire les sys-
tèmes avec (Φf , h).
Compte tenu de l'étude précédente, nos modèles sont régis par les systèmes
suivants où (Φf ,Φs) sont les inconnues :
Approche Interface nette :
−φ∂h
∂t




−∇ · ((1 + α)K(x)Bs(Φf ,Φs)∇Φs) = Qs, sur Ω,
Bf (Φf ,Φs) = h1 − h,
Bs(Φf ,Φs) = h− h2,
h = (1 + δ)Φs − δΦf .
(1.22)
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Approche Interface diﬀuse :
−φ∂h
∂t




−∇ · ((1 + α)KBs(Φf ,Φs)∇Φs) = Qs, sur Ω,
Bf (Φf ,Φs) = h1 − h,
Bs(Φf ,Φs) = h− h2,
h = (1 + δ)Φs − δΦf .
Ces systèmes peuvent être ré-écrits sous une forme compacte si nous prenons la
charge hydraulique de l'eau douce et la profondeur de l'interface comme incon-






















−∇· (αK(h−h2)∇h) +∇· (K(h1−h)∇Φf )−∇· (K(h1−h2)∇Φf ) = Qs.
En sommant ces deux équations on obtient :
−∇ · (K(h1 − h2)∇Φf )−∇ · (αK(h− h2)∇h)− δh∇ · (φ∇h) = Qf +Qs .
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FIG.1.2 - Domaine d'écoulement de l'eau douce et de l'eau salée
Finalement, dans le cas d'un aquifère conﬁné, le modèle consiste en un système
fortement couplé d'une équation elliptique et d'une équation parabolique toutes
deux quasi-linéaires décrivant l'évolution de l'élévation de l'interface h entre la
zone d'eau douce et celle d'eau salée et de la charge hydraulique de l'eau douce.






+∇ · (K(h2 − h)∇Φf −∇ · (αK(h2 − h)∇h) = −Qs
−∇ · (K(h2 − h1)∇Φf ) +∇ · (αK(h2 − h)∇h) = Qf +Qs
Nous soulignons que l'équation parabolique peut dégénérer lorsque h = h2 (ce
qui correspond à la situation, où il n'y a pas d'eau salée dans l'aquifère).
Cas Interface diﬀuse :
Dans ce cas, le système consiste en un système fortement couplé d'une
équation elliptique et d'une équation parabolique quasi-linéaire. Mais, dû à la







+∇ · (K(h2 − h)∇Φf −∇ · (αK(h2 − h)∇h)− δh∇ · (φ∇h) = −Qs
−∇ · (K(h2 − h1)∇Φf ) +∇ · (αK(h2 − h)∇h)− δh∇ · (φ∇h) = Qf +Qs
Les surfaces supérieure et inférieure de l'aquifère sont imperméables, i.e. h1 et
h2 sont des fonctions indépendantes du temps, mais elles peuvent dépendre de
x et y.
1.6.2 Cas d'un aquifère libre
Les inconnues naturelles correspondant au cas de la nappe libre, sont les hau-
teurs des deux interfaces h1 et h, précisèment, ains que nous l'avons détaillé à
la section 1.4.1, les bonnes inconnues sont h−1 = χ0(−h1)h1 et h− = χ0(−h)h.
Nous introduisons le paramètre ζ tel que ζ = 1 corresponde à l'approche avec
interfaces diﬀuses et ζ = 0 corresponde à l'approche avec interfaces nettes.
En inversant le sens positif de l'axe vertical et en maintenant le coeﬃcient




φχ0(h)∂th−∇ · (αK(h2 − h)χ0(h1)∇h)−∇ · (ζδφχ0(h)∇h)
−∇ · (Kχ0(h1)(h2 − h)∇h1) = −Qs(h2 − h)+,
χ0(h1)(Sf (h− h1) + φ)∂th1
−∇ · (Kχ0(h1)(h− h1) + (h2 − h))∇h1)−∇ · (ζδφχ0(h1)∇h1)
−∇ · (Kα(h2 − h)χ0(h1)χ0(h)∇h) = −Qf (h− h1)+ −Qs(h2 − h)+.
Dans le cas où on néglige le coeﬃcient d'emmagasinement dans le domaine d'eau






on a le système suivant:
(4)

φχ0(h)∂th−∇ · (αKf (h2 − h)χ0(h1)∇h)−∇ · (ζδφχ0(h)∇h)
−∇ · (Kχ0(h1)(h2 − h)∇h1) = −Qs(h2 − h)+,
χ0(h1)φ∂th1 −∇ · (Kχ0(h1)((h− h1) + (h2 − h))∇h1)
−∇ · (ζδφχ0(h1)∇h1)−∇ · (Kα(h2 − h)χ0(h1)χ0(h)∇h)
= −Qf (h− h1)+ −Qs(h2 − h)+.
Dans les deux systèmes précédents, la première équation modélise la con-
servation de masse totale d'eau, tandis que la seconde modélise la conservation
de la masse d'eau douce. Il s'agit d'un modèle 2D, la troisième dimension est
préservée au cours du processus d'up-scaling via les termes de surface h et h1.
1.6.3 Conditions aux limites - Conditions initiales
Les problèmes (1) - (2) et (3) - (4) sont complétés par les conditions aux bords
et conditions initiales suivantes:
h = hD et h1 = h1,D sur Γ = ∂Ω,
h(0, x) = h0(x), et h1(0, x) = h1,0(x) dans Ω.
Les fonctions hD, h1,D appartiennent à l'espace L2(0, T,H1(Ω)) telles que leurs
dérivées en temps ∂thD, ∂th1,D appartiennent à l'espace L2(0, T,H1(Ω)′) où
[H1(Ω)]′ est le dual de H1(Ω).
Les fonctions h0, h1,0 ∈ H1(Ω) satisfont les conditions de compatibilité;
h0|Γ = hD(0, x), h1,0|Γ = h1,D(0, x).
Nous supposons que les conditions aux bords et initiales satisfont aussi des con-
ditions physiquement réalistes sur la hiérarchie des interfaces:
h1,D ≤ hD ≤ h2 et h1,0 ≤ h0 ≤ h2 p.p dans Ω.
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Par ailleurs, on suppose que les termes sources Qf = Q˜f (h − h1)+, Qs =
Q˜s(h2 − h)+ sont des fonctions de L2(0, T, L2(Ω)) telles que Q˜f ≤ 0 et Q˜s ≤ 0,
ces cernièrres conditions sur les signes des termes sources pourront être aﬀaiblies
selon les cas.
On suppose aussi que la conductivité hydraulique K vériﬁe une condition d'ellipticité
et est bornée et déﬁnie positive uniformément sur le domaine Ω.
1.6.4 Présence d'une rivière
On note Γr la partie de la frontière correspondant à la rivière.
Supposons la présence d'une rivière au dessus de l'aquifère, à l'équilibre hydro-
dynamique, on a:
Pr|z=hmax = Pa + ρfg(0− hmax)
A (x, y) ﬁxé, c'est donc Pr|z=hmax = Pa − ρfghmax(x, y)) qui va remplacer la
pression Pa.
La condition au bord classique à l'interface d'un aquifère et d'un réservoir d'eau
est la continuité de Φf et cela donne:




⇐⇒ Φf |z=hmax∩Γr =
Pa − ρfghmax(x, y)
ρfg
+ hmax
⇐⇒ Φf |z=hmax∩Γr =
Pa
ρfg
− hmax + hmax






Existence globale en temps de
la solution dans le cas d'un
aquifère conﬁné
2.1 Introduction
Dans cette partie, nous allons donner la preuve de l'existence globale en temps
d'une solution du problème correspondant au cas de l'aquifère conﬁné dans le
cas de l'approche 'interface diﬀuse'.
Concernant le cas 'interface nette', nous avons en partie, suivi les grandes lignes
de la preuve donnée dans [106] mais en modiﬁant la déﬁnition de l'application
introduite pour l'application du Théorème du point ﬁxe de Schauder pour prou-
ver l'existence d'une solution du problème tronqué. Nous avons, par ailleurs,
détaillé la preuve du principe du maximum et le passage à la limite ﬁnal.
Finalement, nous montrons que, malgré la non-dégénérescence des équations
dans le cas 'interface diﬀuse', nous devons toujours supposer l'existence d'une
zone d'eau douce d'épaisseur strictement positive dans le réservoir d'eau pour
établir une majoration uniforme de la norme L2(ΩT ) du gradient de la charge
hydraulique.
2.2 Résultats préliminaires et notations
Dans cette partie, on introduit quelques notations et résultats.
On rappelle que Ω est le domaine d'étude et on pose ΩT = (0, T )× Ω.
On suppose H1(Ω) l'espace de Sobolev :









Soit H10 (Ω) := {φ ∈ H1(Ω);φ = 0 dans Γ}






qui est équivalente à la norme || · ||H1(Ω), grâce à la deuxième inégalité de
Poincaré.
Pour u ∈ H2(Ω) , on pose
A(u) := −∆u ∈ L2(Ω). (2.1)
Soit une fonction ω ∈ L2(Ω) donnée , la fonction φ associé à ω est déﬁnie par
−∆φ = ω dans Ω, (2.2)
φ = 0 dans ΓD = Γ× (0, T ). (2.3)
Il est facile de voir que φ ∈ H20 (Ω) et ||φ||H20 (Ω) ≤ C||ω||L2(Ω) où C est une
constante positive. En d'autres termes A−1 est un opérateur continue L2(Ω)→
H20 (Ω) et φ = A
−1(ω).
H−1(Ω) est l'espace dual de H10 (Ω), muni de la norme dual :







où 〈f, ψ〉 désigne l'appariement de la dualité. Si ω est simplement supposé être
dans H−1(Ω), la solution φ satisfait
∫
Ω
∇φ∇ψdy = 〈ω, ψ〉 pour tout ψ ∈ H10 (Ω),




|∇φ|2dy)1/2 = ||φ||H10 (Ω).









La symbole 〈·, ·〉 est le produit de dualité entre V et V'.
On a les inclusions compactes et denses suivantes :
V ⊂ H = H ′ ⊂ V ′.
Pour tout T>0, soit W (0, T ) l'espace tel que :
W (0, T ) := {ω ∈ L2(0, T, V ), dω
dt
∈ L2(0, T, V ′)},
muni de la norme hilbertienne :
||ω||W (0,T ) =
(






Donc, on a l'injection continue :
W (0, T ) ⊂ C([0, T ], [V, V ′]1/2) = C([0, T ], H)
et on déduit du lemme de Aubin que l'injection suivante:
W (0, T ) ⊂ L2(0, T,H) est compacte.
Nous considérons que la nappe captive est délimitée par deux couches hori-
zontales et imperméables. La surface inférieure correspond à z = 0 et la surface
superieure à z = h2, h2 est donc aussi l'épaisseur de la nappe supposée telle
que h2 > δ > 0. On introduit la fonction Ts(h) (qui représente l'épaisseur de la
zone d'eau salée) :
Ts(h) = h2 − h si δ ≤ h ≤ h2
On prolonge Ts continuement par des constantes en dehors de [δ, h2]. Le
prolongement de Ts pour h ≤ δ nous permet d'assurer une zone d'eau douce
d'épaisseur ≥ δ dans l'aquifère.
On pose K˜ = αK et f = Φfα et comme précédemment h désigne la profondeur
de l'interface et donc f 'la charge de hydraulique' d'eau douce alors (h, f) sat-
isfont le système suivant:
Cas de l'Interface nette:
∂h
∂t
−∇ · (Ts(h)∇h) +∇ · (Ts(h)∇f) = −Qs, dans Ω× [0, T ],
−∇ · (h2∇f) +∇ · (Ts(h)∇h) = Qs +Qf , dans Ω× [0, T ],
h = hD, f = fD, sur Γ× [0, T ],
h(x, 0) = h0(x), dans Ω.
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Cas de l'Interface diﬀuse:
∂h
∂t
−∇ · (Ts(h)∇h) +∇ · (Ts(h)∇f)− δh∇ · (∇h) = −Qs, dans Ω× [0, T ],
−∇ · (h2∇f) +∇ · (Ts(h)∇h) = Qs +Qf , dans Ω× [0, T ],
h = hD, f = fD, sur Γ× [0, T ],
h(x, 0) = h0(x), dans Ω.
où les fonctions d'approvisionnement Qs et Qf représentent les termes sources
exterieures correspondant au pompage ou à l'alimentation en eau douce ou en
eau salée dans l'aquifère.
Nous soulignons que nous avons pris pour K le tenseur identité uniquement
pour simpliﬁer l'écriture des systèmes.
2.3 Existence globale dans le cas d'une interface
nette
Le but de cette section est le résultat suivant (cf.[106]) :
Théorème 3 : Soit h0 ∈ H1(Ω) telle que δ ≤ h0(y) ≤ h2 p.p. y ∈ Ω
, hD ∈ W (0, T ) telle que dhD
dt
∈ L2(0, T, (H1(Ω))′) et δ ≤ hD(t, y) ≤ h2
p.p.(t, y) ∈ [0, T ]× Ω , fD ∈ L2(0, T,H1(Ω)) et Qs, Qf ∈ L2(0, T,H).
Alors ,
pour tout T > 0, il existe une solution h ∈W (0, T ) + hD, f ∈ L2(0, T, V ) + fD












(Ts(h)∇(h− f)) · ∇v +Qsv dydt = 0, (2.4)




(h2∇f − Ts(h)∇h) · ∇ω − (Qs +Qf )ω dydt = 0, (2.5)
∀ω ∈ L2(0, T, V ).
telle que
h(0, ·) = h0. (2.6)
δ ≤ h(t, y) ≤ h2, pour p.p. (t, y) ∈ [0, T ]× Ω. (2.7)
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Remarques :
1 ) Si on pose u = h − hD et v = f − fD dans (2.4)-(2.5), alors (u, v) ∈
W (0, T ) × L2(0, T,H10 (Ω)) et ils satisfont le système couplé suivant pour tout















{h2∇(v+fD)−Ts(u+hD)∇(u+hD)}·∇ω−(Qs+Qf )ωdy]dt = 0. (2.9)
avec
u(0, ·) = u0 := h0 − hD,
2 ) Puisque u ∈W (0, T ) ⊂ C([0, T ], L2(Ω)) alors (2.6) a bien un sens. De plus,
u ∈ C([0, T ], Lp(Ω)),∀p ∈ [2,+∞),
et ∃C > 0, telle que :
||(u(t) + hD)||L∞(Ω) ≤ C, ∀t ∈ [0, T ].
Preuve : Compte tenu des termes non linéaires et du couplage, nous sommes
conduits à introduire des termes de troncature (cf. [116]). On note x+ :=
max(x, 0) et soit M une constante que nous allons préciser plus tard, nous
posons hM (x) = min(1,M/x), x > 0. Soient (k)k≥0 une suite décroissante qui
tend vers 0, nous remplaçons (2.4) - (2.6) par l'équation variationnelle suivante

























{h2∇(fk)− Ts(hk)∇(hk)}∇ω − (Qs +Qf )ω
)
dy]dt = 0. (2.11)




div(−h2∇fD + Ts(hk)∇hk)−Qs −Qf} := A−1(H(uk)).
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Nous rappelons que hk = uk + hD et fk = vk + fD.
La preuve est décrite comme suit:
Dans la première étape, en utilisant le théorème de Schauder, nous prouvons
que pour tout T > 0 et tout k ∈ N ,(2.10) a une solution uk ∈W (0, T ) telle que
uk(0, ·) = u0. Ensuite, nous montrons que, pour chaque k, δ ≤ hk(t, x) ≤ h2
p.p.(t, x) ∈ [0, T ] × Ω. Puis nous montrons que la suite {fk}k est bornée dans
L2(0, T,H1). Enﬁn, nous montrons que tout point limite faible u dans W (0, T )
de la suite (uk)k satisfait (2.8)-(2.9).
Etape 1.
Soit k ∈ N ﬁxé. Pour tout u ∈ V , on note




∇(−h2∇fD +Ts(uk+hD)∇(uk+hD))−Qs−Qf} := A−1(H(uk))
(2.12)
Alors pour tout u = u(t) ∈ L2(0, T, V )
||dk(u)||L2(0,T,H×H) ≤ h2
(
M + (1 + k/h2)||∇hD||L2(0,T,H)
)
:= C1 (2.13)
D'autre part, pour toute g ∈ H,u ∈ V ,∫
Ω
(k + Ts(g + hD))∇u · ∇u dy ≥ k||u||2V .
Ainsi pour tout g ∈ L2(0, T, V ), il existe une unique solution
u =: F(g) ∈W (0, T ) du problème parabolique linéaire suivant :{
du
dt
− div(k + Ts(g + hD)∇u) = div(dk(g))−Qs − dhD
dt
(∈ L2(0, T, V ′)),
u(t = 0) = u0.
En d'autres termes, pour tout h = u+ hD, u ∈ L2(0, T, V ), nous déﬁnisons un











{(k + Ts(u+ hD))∇h · ∇ω−









∇ · (−h2∇fD + Ts(u+ hD)∇(u+ hD))−Qs −Qf}, (2.15)
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et
h(t = 0, x) = h0(x). (2.16)
Plus précisément, nous avons déﬁni l'application :
F : L2(0, T ;H1(Ω)) −→ L2(0, T ;H1(Ω))
h 7−→ F(h) = (h, f) := (F1(h),F2(h)),
où le couple (h, f) est la solution du problème :
∫ T
0




















∀ω ∈ V = H10 (Ω),





{h2∇(f)− Ts(h)∇(h)}∇ω − (Qs +Qf )ω}dydt = 0. (2.18)
Clairement, tout point ﬁxe de F est solution de (2.10). Pour appliquer le
théorème de point ﬁxe de Schauder, on doit montrer que F envoie un sous-
ensemble convexe fermé borné non vide, Wk , de W (0, T ) dans lui-même et que
F est continue sur W (0, T ).
Montrons que F est continue :
Déjà , clairement F2 est continue dans L2(0, T ;H1(Ω)) et
||∇fn||L2(ΩT ) ≤ C¯ + ||∇h¯n||L2(ΩT ), où C ne dépend que des donnés.
Montrons à présent la continuité de F1 :
Soit la suite (h
n
)n de L2(0, T ;H1(Ω)) et (h) de L2(0, T ;H1) telle que
h
n −→n→∞ h dans L2(0, T ;H1).
On pose hn = F1(hn) et h = F1(h), montrons que hn −→ h dans W (0, T ).














































[h2∇hn · ∇ω − h2Ts(fn)∇hn · ∇ω − (Qs +Qf )ω]dydt = 0
En utilisant le résultat F.Mignot, on a:∫ T
0
< ∂t(hn − hD), (hn − hD) >V ′,V dt = 1
2











))∇hn · ∇hndxdt ≥ k||hn||2L2(0,T ;H1). (2.21)







))∇hD · ∇hndxdt| ≤ (k + h2)||hn||L2(0,T ;H1)||hD||L2(0,T ;H1),




















































Qs(hn − hD)dxdt| ≤ ||Qs||L2(0,T,H)||hn − hD||L2(0,T ;H),



























En faisant le somme des précédentes estimations, on obtient :
1
2
































Ainsi si  est choisi tel que : (k− 3
4
) > 0, la relation (2.25) et le lemme de Gron-
wall, nous permettent de conclure qu'il existe deux réelsAM = AM (h0, hD, h2, Qs,M, T )
et BM = BM (h0, hD, h2, Qs,M, T ) dépendant seulement des données du prob-
lème telles que :
||hn||L∞(0,T,H) ≤ AM , ||hn||L2(0,T,H1(Ω)) ≤ BM
Donc la suite (hn)n est uniformément bornée dans L2(0, T ;H1(Ω))∩L∞(0, T,H).
On pose CM = Max(AM , BM ).
Nous allons maintenant montrer que (
∂hn
∂t
)n est bornée dans L2(0, T ;V ′).





































Nous allons estimer séparément les trois termes de cette expression:






))∇hn · ∇ωdxdt| ≤ (k + h2)||hn||L2(0,T ;H1)||ω||L2(0,T,V ),
comme la suite (hn)n est bornée dans L2(0, T ;H1(Ω)), alors














)hM (||fn||L2(ΩT ))∇fn · ∇ωdxdt| ≤Mh2
√
T ||ω||L2(0,T,V ),





Qsωdxdt| ≤ ||Qs||h2||ω||L2(0,T,V ).
En faisant la somme de ces trois équations, on obtient une borne de la norme






||L2(0,T,V ′) ≤ ((k + h2)CM +Mh2
√
T + ||Qs||))ω||L2(0,T,V ).
avec ||ω||L2(0,T,V ) ≤ 1, donc
||∂hn
∂t
||L2(0,T,H1) ≤ ((k + h2)CM +Mh2
√




)n est bornée dans L2(0, T ;V ′).
Nous venons de prouver que (hn)n∈N est uniformément bornée dans
L2(0, T,H1(Ω))∩H1(0, T, (H1)′). En utilisant le lemme d'Aubin, on extrait une
sous-suite, toujours notée (hn)n∈N convergent fortement dans L2(0, T, L2(Ω))
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et faiblement dans l'espace L2(0, T,H1(Ω)) ∩ H1(0, T, (H1)′) vers une limite
notée l. En utilisant en particulier la convergence forte dans L2(ΩT ) et donc la
convergence presque partout dans ΩT , on vériﬁe que l est une solution de (2.17).
La solution de (2.17) étant unique, nous obtenons que l = h. Il reste à prouver
que (hn)n∈N converge fortement vers h dans L2(0, T,H1(Ω)).
En soustrayant la formulation faible (2.17) à son homologue dépendant de n et
en prenant pour fonction test ω = hn − h, on obtient :
∫ T
0















−Ts(h)hM (||∇f ||L2)∇f) · ∇(hn − h) +
∫
ΩT
Qs(hn − h) = 0 (2.26)
En utilisant que hn −→ h dans L2(0, T,H1) et les résultats de convergence






))∇(hn − h) · ∇(hn − h)dxdt) = 0









)|t∇(hn − h)|2dxdt) ≤ 0.
D'où ∇hn −→ ∇h fortement dans L2(0, T,H).
Donc la continuité de F1 pour la topologie forte de L2(0, T,H1) est bien prouvée.
Conclusion :
F est continue de L2(0, T ;H1(Ω)) dans L2(0, T ;H1(Ω))2, soit A ∈ R∗+ le nombre
réel déﬁni par
A = max(CM , DM )
et
Wk = {g ∈W (0, T ); g(0) = h(0), g|τ = hD; ||g||L2(0,T,H1(Ω))∩H1(0,T,V ′) ≤ A.}
Nous avons montré que F(Wk) ⊂Wk. Il résulte du théorème de Schauder qu'il
existe h ∈Wk telle que F(h) = h. Ce point ﬁxe de F est une solution faible du
problème (2.17)-(2.18).
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Etape 2. Principe du maximum
Nous prétendons que pour chaque k ≥ 0,
pour p.p. (t, y) ∈ (0, T )× Ω, δ ≤ (uk + hD)(t, y) ≤ h2. (2.27)
Fixons k ≥ 0, et écrivons "u" pour uk, "v" pour A−1(H(uk)), etc.
Soit η > 0, posons uη(t, y) := ((u+ hD)(t, y)− η − h2)+ .
Clairement uη ∈ L2(0, T, V ) et ∇uη = ∇(u+ hD)χu+hD>η+h2 .






















Il résulte du lemme de Mignot appliqué à f(λ) := (λ−η−h2)+ que, pour chaque











u2η(τ)dy − 0. car h0(t, y) ≤ h2.
Puisque Ts(h) = 0 pour h ≥ h2 et Qs = 0 si h > h2, on a I1 = 0.
Donc pour tout τ ∈ [0, T ], ∫
Ω
u2η(τ)dy ≤ 0, ainsi on a h(τ, y) ≤ η+h2, p.p. y ∈ Ω.
Faisons tendre η → 0+, on obtient ∀τ ∈ [0, T ], (u+ hD)(τ, y) ≤ h2.
Prouvons que h(τ, y) ≥ δ p.p. y ∈ Ω, ∀τ ∈ [0, T ].
Soit uη(t, y) = (h− δ)−, alors uη ∈ L2(0, T, V ) et ∇uη = ∇h · χh<δ.












kχh<δ∇h · ∇uη + Ts(h)χh<δ{∇h
















hM (||∇f ||)uη−(Qs+Qf )h2 − δ
h2
hM (||∇f ||)uη}dydt = 0.
(2.29)
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χh<δ(k + Ts(h))|∇h|2 − Ts(h)hM (||∇f ||)∇f · ∇uη
+(h2 − δ)hM (||∇f ||)∇f · ∇uη − Ts(h)h2 − δ
h2
hM (||∇f ||)χh<δ|∇h|2
+[Qs(1− h2 − δ
h2
hM (||∇f ||))−Qf h2 − δ
h2










χh<δ(k + (hs − δ)(1− h2 − δ
h2






[Qs(1− h2 − δ
h2
hM (||∇f ||))−Qf h2 − δ
h2
hM (||∇f ||)]uη dxdt = 0.
Puisque Qs = 0 et Qf = 0 pour h < δ on obtient :






























u2η(τ, y)dy ≤ 0, c'est-à -dire, ∀(t, y) ∈ (0, T ]× Ω, δ ≤ h(t, y).
Conclusion :
∀(t, x) ∈ (0, T ]× Ω, δ ≤ h(t, x) ≤ h2.
Etape 3. Elimination du terme de troncature
Nous prétendons maintenant qu'il existe une constante M > 0 telle que
∀k ≥ 0, ||f ||L2(0,T,H1) ≤M , ce qui revient à dire que ∀k ≥ 0,
||vk||L2(0,T,V ) ≤M.
On ﬁxe k ≥ 0, t ∈ (0, T ] et on écrit u (resp. v) au lieu de uk (resp. vk).

























(Qs +Qf )vdydt. (2.31)










{k|∇u|2 + Ts(h)|∇(u− v)|2






{Ts(h)(1− hM (||∇f ||H×H))∇(u− v) · ∇v
+k∇hD · ∇u− h∇fD · ∇v − Ts(h)∇(fD − hD) · ∇(u− v)
−Ts(h)(1− hM (||∇f ||))[∇fD · (∇u− v) +∇fD · ∇v]






:= I1 + I2 + I3 + I4 + I5 + I6 + I7 + I8. (2.32)





































































































En rassemblant toutes les précédentes estimations dans (2.32), nous pouvons
conclure
∀t ∈ (0, T ],
∫
Ω




u(s, y)dyds+ C(hD, fD, h0, h2, ∂thD, Qs, Qf , δ) := C2 .
En appliquant l'inégalité de Gronwall, nous obtenons :
∫
Ω
u(t, y)2dy ≤ C2(1 + tet) ≤ C2(1 + TeT ),











|∇v|2dydt ≤M := 2
δ
(C2 + C3).

















|∇uk|2dydt ≤ 2× (C2 + C3) (2.34)
Etape 4. Passage à la limite
Nous allons maintenant passer à la limite lorsque k → 0. Nous introduisons
la fonction φ(x) =
∫ x
0
(h2 − s)1/2ds(= −2
3





pour absorber la dégénérescence de l'équations parabolique (2.4). Donc l'inégalité
(2.33) signiﬁe que ∇φ(hk) est bornée dans L2(0, T,H).
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Par ailleurs, φ est une fonction de classe C1 et strictement décroissante sur
[0, h2], donc φ−1 existe et est lipschitzienne et de classe C1 sur ]0, h2[. Ne
pouvant pas directement appliquer le lemme d'Aubin, nous allons utiliser la
technique introduite par Alt et Lukhaus dans [6] pour obtenir une estimation
des translatés en temps de (hk)k.
Rappelons le lemme :
Lemme 3 : Soitent X un espace de Hillbert muni de la norme || · ||X et f un
élément de L2(0, T,X) tel que ∂tf ∈ L2(0, T,X ′). Nous avons l'inégalité :
∫ T−ξ
0
||f(t+ ξ)− f(t)||2X ≤ ξ2
∫ T
0
||∂tf ||Xdt, ∀ξ ∈ [0, T [.
Lemme 4 : La suite (hk, φ(hk))k∈N vériﬁe l'inégalité :
∫ T
ξ
(hk(·, t)− hk(·, t− ξ), φ(hk(·, t))− φ(hk(·, t− ξ)))dt ≤ C · ξ, ∀ξ ∈ [0, T [.
De plus, nous pouvons extraire, une sous-suite encore notée (ξk, φ(ξk))k∈N qui
converge fortement vers (h, φ(h)) dans L2(ΩT ).
Preuve : Soient ξ ∈ [0, T ] et v ∈ L2(0, T, V ), on a∫ T
ξ
(hk(·, t)− hk(·, t− ξ), v)dt ≤
∫ T
ξ
||hk(·, t)− hk(·, t− ξ)||V ′ ||v||V dt
(donc grâce au lemme 3) ≤ ξ||v||L2(0,T,V )||∂hk
∂t
||L2(0,T,V ′).
Par conséquent, en prenant v = φ(hk(·, t)) − φ(hk(·, t − ξ)) et en utlisant la
majoration uniforme sur ||∂hk
∂t
||L2(0,T,V ′), nous obtenons alors l'inégalité du
lemme 4.
Puisque φ est strictement décroissante sur [0, h2] et de classe C1 sur [0, h2], on
déduit que φ−1 est lipschitzienne sur ]0, h2[. Ainsi puisque 0 = h1 + δ ≤ h ≤ h2,
nous avons :
(grâce au lemme 4 :)∫ T
ξ
(φ−1 ◦ φ(hk(·, t))− φ−1 ◦ φ(hk(·, t− ξ)), φ(hk(·, t))− φ(hk(·, t− ξ)))dt ≤ C · ξ
alors∫ T
ξ
(φ(hk(·, t))− φ(hk(·, t− ξ)), φ(hk(·, t))− φ(hk(·, t− ξ)))dt ≤ C · ξ
Puisque ||∇φ(hk)||2L2(ΩT ) ≤ C,
on déduit que φ(hk) converge fortement vers φ(h) dans L2(ΩT ).
En extrayant si nécessaire une sous-suite de (k), toujours notée (k), nous
pouvons dire que:
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∃ u, v ∈W (0, T ), tels que
uk → u, dans L2(ΩT ), (2.35)
uk → u, p.p. ΩT , (2.36)
∂tuk ⇀ ∂tu, dans L
2(0, T, V ′), (2.37)
Φ(uk) ⇀ Φ(u), dans L
2(0, T, V ), (2.38)
vk ⇀ v, dans L
2(0, T, V ). (2.39)
En faisant tendre k → +∞ dans (2.10)-(2.13) et en utlisant le Théorème de
Lesbesgue, nous obtenons (2.4)-(2.5). (2.6) résulte du fait que u ∈ W (0, T ) 7→
u(0) ∈ H est continue.
La démonstration du théorème est terminée.
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2.4 Existence globale dans le cas de l'approche
'Interface diﬀuse'
On considère à présent le modèle correspondant au cas conﬁné avec l'approche
interface diﬀuse.
Comme précédemment, nous introduisons les fonctions Ts et Tf déﬁnies par :
Ts(u) = h2 − u et Tf (u) = u, ∀u ∈ (δ, h2)
ces fonctions sont étendues continument et par des constantes eu dehors (δ, h2)
où 0 < δ < h2. Le système s'écrit alors dans ΩT .
∂th−∇ · (Ts(h)∇h)−∇ · (δh∇h) +∇ · (Ts(h)∇f) = −Q˜sTs(h), (2.40)
−∇ · (h2∇f) +∇ · (Ts(h)∇f) = Q˜sTs(h) + Q˜fTf (h). (2.41)
Le système (2.40)-(2.41) est complété par les conditions initiales et aux fron-
tières :
h = hD, f = fD dans (0, T )× Ω, (2.42)
h(0, x) = h(x) dans Ω
avec les conditions de compatibilité h0(x) = hD(0, x),∀x ∈ Γ.
Les termes sources Q˜s et Q˜f sont des fonctions données de L2(0, T ;H) telles
que Q˜s < 0.
Les fonctions hD et fD appartiennent à l'espace L2(0, T ;H1(Ω))∩H1(0, T ; (H1(Ω))′)
tandis que les fonction h0 est une fonction de H1(Ω). Finalement nous sup-
posons qui les données initiales et aux frontières satisfont les conditions physique-
ment réalistes de hiérarchie :
0 ≤ hD ≤ h2, p.p.dans (0, T )× Ω, 0 ≤ h0 ≤ h2, p.p. dansΩ
Nous établissons alors le résultat suivant d'existence :
Théorème 4 : ∀T > 0, le problème (2.40)-(2.41) admet une solution faible
(h,f) satisfaisant (h − hD, f − fD) ∈ W (0, T ) × L2(0, T ;H10 (Ω)). De plus, le
principe suivant de maximum est valide :
δ ≤ h(t, x) ≤ h2 pour presque tout x ∈ Ω et pour tout t ∈ (0, T )
Nous allons présenter la stratégie de la preuve. La première étape consiste en
l'utilisation du théorème de point ﬁxe de Schauder qui établiera un résultat pour
un problème tronqué auxiliaire. Nous montrons que l'application impliquée dans
le théorème du point ﬁxe est continue dans L2(0, T ;H1(Ω)), puis nous mon-
trons que la solution tronquée satisfait le principe du maximum annoncé dans
le théorème et ﬁnalement nous établissons des estimations uniformes suﬃsantes
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pour lever la troncature.
Preuve : Soit une constante M>0, qu'on précisera plus tard. Pour tout x ∈ R∗+,
on pose LM (x) = min(1,
M
x
). Pour tout (g, g1) ∈ [L∞(0, T ;H1(Ω))]2, on pose
d(g, g1) = −Ts(g)LM (||∇g1||L2(ΩT )×L2(ΩT ))∇g1, on a ||d(g, g1)||L∞(0,T ;H) =
supt∈(0,T ) ||Ts(g)LM (||∇g1||L2(ΩT )×L2(ΩT ))∇g1||H ≤Mh2.
Pour la stratègie du point ﬁxe, nous déﬁnissons l'application F par
F : L2(0, T ;H1(Ω))× L2(0, T ;H1(Ω)) −→ L2(0, T ;H1(Ω))× L2(0, T ;H1(Ω))
(h, f) −→ F(h, f) = (F1(h, f) = h,F2(h, f) = f),
où le couple (h,f) est solution du problème variationnel suivant :
∫ T
0
< ∂th,w >V,V ′ dt+
∫
ΩT
















(Q˜sTs(h)+Q˜fTf (h))w dxdt = 0
(2.44)
pour tout w ∈ V .
Nous savons grâce à la théorie classique pour les équations paraboliques que
le système variationnel linéaire (2.43)-(2.44) admet une unique solution. Nous
allons à present démontrer les diﬀérentes étapes de la stratégie du point ﬁxe
pour l'application F .
Continuité de F1 :
Soit (hn, fn) une suite de fonctions de L2(0, T ;H1(Ω)) × L2(0, T ;H1(Ω)) et
(h, f) un couple de fonctions de L2(0, T ;H1(Ω))× L2(0, T ;H1(Ω)) tel que
(hn, fn) −→ (h, f) dans L2(0, T ;H1(Ω))× L2(0, T ;H1(Ω)).
On pose hn = F1(hn, fn) et h = F1(h, f), montrons qu'alors hn −→ h dans
L2(0, T ;H1(Ω)).
∀n ∈ N, hn satisfait (2.43). Prenons w = hn − hD dans (2.43), nous obtenons
∫ T
0
< ∂t(hn − hD), hn − hD >V ′,V dt+
∫
ΩT




[Ts(hn)LM (||∇fn||H)∇fn · ∇(hn − hD)− Q˜sTs(hn)(hn − hD)]dxdt
− ∫ T
0
< ∂thD, hn − hD >V ′,V dt+
∫
ΩT
(δh + Ts(hn))∇h · ∇hD dxdt
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Puisque (hn−hD) appartient à L2(0, T, V )∩H1(0, T, V ′) donc aussi à C(0, T, L2(Ω)),
on peut écrire grâce au lemme de Mignot
∫ T
0
< ∂t(hn− hD), hn− hD >V ′,V dt = 1
2







(δh + Ts(hn))∇hn · ∇hn dxdt ≥ δ||∇hn||2L2(0,T ;H).

















on a posé d(hn, fn) = −Ts(hn)LM (||∇fn||H×H)∇fn.
Nous avons

















































Nous obtenons après simpliﬁcation
1
2
||hn(·, T )− hD||2H + (
δ
2
− )||∇hn||2L2(0,T ;H) ≤
1
2



























T ||hD||L2(0,T ;H1) + 1
2
||∇hD||2L2(0,T ;H).
On choisit  tel que
δh
2
−  ≥ 0 ≥ 0.
Le précédente relation nous permet de conclure grâce au lemme de Gronwall,
qu'il existe 2 réels AM (δh, h0, hD, h2, Qs,M, t) et BM (δh, h0, hD, h2, Qs,M, t)
dépendant seulement des données du problème tels que
||hn||L∞(0,T,H) ≤ AM et ||hn||L2(0,T,H1) ≤ BM (2.46)
Donc la suite (hn)n∈N est uniformément bornée dans L2(0, T,H1(Ω))∩L∞(0, T,H).
L'estimation dans L∞(0, T,H) est justiﬁée par le fait que nous pouvons faire le
même calcul en remplaçant T par tout t ≤ T dans l'intégrale par rapport au
temps. On pose alors CM = max(AM , BM ).
Maintenant, nous allons établir que (∂t(hn−hD))n est bornée dans L2(0, T, V ′).





















(δh + Ts(hn))∇hn · ∇w| ≤ (δh + h2)||hn||L2(0,T ;H1(Ω))||w||L2(0,T ;V ) ,
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et puisque hn est uniformément bornée dans L2(0, T ;H1(Ω)), on écrit
| ∫
ΩT











En rassemblant les précédentes estimations, nous concluons que
||∂t(hn − hD)||L2(0,T,V ′) ≤ DM ,
où DM = ||∂thD||L2(0,T ;(H1(Ω))′) + δhCM + h2(CM +M
√
T + ||Qs||H).
Nous venons de prouver que (hn)n est uniformément bornée dans l'espace
L2(0, T ;H1(Ω)) ∩H1(0, T ;V ′).
En utilisant le lemme d'Aubin, nous extrayons une suite, non renommée pour
simpliﬁer, (hn)n∈N, convergeant fortement dans L2(ΩT ) et faiblement dans
L2(0, T ;H1(Ω)) ∩H1(0, T ;V ′) vers une limite notée l.
En utilisant en particulier la convergence forte dans L2(ΩT ) et donc la con-
vergence p.p. dans Ω, nous vériﬁons que l est une solution de l'équation de
(2.43). La solution de (2.43) étant unique, donc l = h.
Il reste à prouver que (hn)N tend vers h fortement dans L2(0, T ;H1(Ω)).
En soustrayant la formulation faible (2.44) à sa version avec hn et en prenant
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w = hn − h, nous obtenons :∫ T
0








[Ts(hn)LM (||∇fn||L2(ΩT )×L2(ΩT ))∇fn








Qs(Ts(hn)− Ts(h))(hn − h)dxdt = 0
(2.47)
or (hn, fn)→ (h, f)(n→ +∞) dans L2(0, T ;H1(Ω))× L2(0, T ;H1(Ω)).
En utilisant les précédents résultats de convergence pour hn, la limite de (2.47)




(δh + Ts(hn))∇(hn − h) · ∇(hn − h)dxdt) = 0,
donc ∇hn → ∇h fortement L2(0, T ;H).
Ce qui achéve la preuve de la continuité de F1 pour la topologie forte de
L2(0, T ;H1(Ω)).
Continuité de F2 :
Nous établissons la continuité de F2 en posant fn = F2(hn, fn) et f = F2(h, f)
et en montrant que fn → f dans L2(0, T ;H1(Ω)). Les estimations "clefs" sont
obtenues en utilisant le même type d'argument que dans la preuve de la conti-
nuité de F1. Nous soulignons que nous allons utiliser les estimations uniformes
obtenues pour (hn), (2.46), pour établir que
||fn||L2(0,T ;H1) ≤ FM = FM (δh, fD, h2, Qs, Qf ,M,CM , T ).
Nous extrayons une suite non renommée pour simpliﬁer, (fn)n∈N, convergeant
faiblement dans L2(0, T ;H1(Ω)) vers une limite fl ∈ L2(0, T ;H1(Ω)).
En utilisant les précédentes convergences établies pour la suite (hn) et la con-
vergence faible de (fn), on peut passer à la limite, et donc vériﬁer que fl est
une solution de l'équation (2.44).
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La solution de (2.44) étant unique, nous avons donc établi que fl = f .
Il nous reste à prouver que fn tend vers f fortement dans L2(0, T ;H1(Ω)).
En soustrayant la formulation faible de (2.44) à sa version avec fn et en prenant










Ts(hn)∇(hn − h) · ∇(fn − f)dxdt−
∫
ΩT















Qs(Ts(hn)− Ts(h))(fn − f)dxdt−
∫
ΩT






























En passant à la limite quand n → +∞ dans l'inégalité précédente, on conclut
que fn tend fortement vers f dans L2(0, T ;H1(Ω)).
Conclusion : F est continue dans L2(0, T ;H1(Ω))× L2(0, T ;H1(Ω))
car ses 2 composantes le sont.
De plus posons A ∈ R+ un réel tel que A = max(CM , DM ), et W un en-
semble convexe borné fermé non vide de (L2(0, T ;H1(Ω)))2 déﬁni par :
W = { (g, g1) ∈W1(0, T ) = [L2(0, T ;H1(Ω)) ∩H1(0, T ;V ′)]× L2(0, T ;H1(Ω));
g(0) = h0, g1|Γ = fD, g|Γ = hD, ||(g, g1)||W1(0,T ) ≤ A}.
On vient de montrer que F(W ) ⊂ W . Il suit du théorème de Schauder qu'il
existe (h, f) ∈ W tel que F(h, f) = (h, f). Ce point ﬁxe de F est une solution
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faible du problème (2.40)-(2.41).
Etape 2. Principe du maximum
Nous allons montrer que pour presque tout x ∈ Ω et pour tout t ∈ (0, T ),
δ ≤ h(t, x) ≤ h2. (2.49)
Montrons dans un premier temps que h(t, x) ≤ h2 pour presque tout x ∈ Ω et
∀t ∈ (0, T ).
On introduit um = |h− h2|+ = sup(0, h− h2) ∈ L2(0, T ;V ) car hD ≤ h2.
Il satisfait ∇um = χh>h2∇h et um(t, x) 6= 0 ssi h(t, x) > h2,
où χ dénote la fonction caractéristique.
Soit τ ∈ (0, T ).
On prend w(t, x) = um(t, x)χ(0,τ)(t) dans (2.43), ce qui donne :
∫ T
0




















(Ts(h)LM (||∇f ||H×H)∇f ·∇um(t, x)+Q˜sTs(h)um(t, x))dxdt = 0 (2.50)
Par aillieurs um(0, ·) = (h0(·) − h2(·))+ = 0 et puisque Ts(h)χ{h>h2} = 0 par




















um = 0 presque pourtout dans ΩT et donc h(t, x) ≤ h2 p.p. dans ΩT .
Nous allons à présent prouver que δ ≤ h(t, x) pour presque tout x ∈ Ω et
∀t ∈ (0, T ).
Nous posons maintenant um = (h− δ)− ∈ L2(0, T ;V ), alors ∇um = ∇hχ{h<δ}.
Prenons w = um dans (2.40) et w =
h2 − δ
h2
LM (||∇f ||H×H)um dans (2.41)
et ajoutons les 2 équations, on obtient :
∫ T
0
< ∂t, um >V ′,V dt+
∫
ΩT



















{Q˜sTs(h)(1− h2 − δ
h2
LM (||∇f ||H×H))um
− Q˜fTf (h)h2 − δ
h2
LM (||∇f ||H×H)um}dxdt = 0
Compte tenu du fait que Ts(h)χ{h<δ} = h2 − δ et um(0, ·) = [h0(·) − δ]− = 0,
























LM (||∇f ||H×H)))χ{h<δ})dxdt = 0.
Par déﬁnition de Tf (h), Tf (h)χ{h<δ} = 0, donc en supposant que Q˜s < 0,





u2m(τ, x)dx ≤ 0 et donc um = 0 ,
presque partout dans ΩT .
Ainsi δ ≤ h(t, x) p.p. dans Ω.
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Etape 3 : Elimation de la fonction auxiliaire LM
Nous allons à present démontrer qu'il existe un réel M ′ > 0 ne dépandent ni de
, ni de M , tel que , toute solution (h, f) du problème (2.40)-(2.41) satisfait
||∇h||L2(0,T ;H) ≤M ′ et ||∇f ||L2(0,T ;H) ≤M ′.
Prenons w = h− hD(resp. w = f − fD) dans (2.40) (resp. (2.41)) donne :
∫ T
0
< ∂th, h− hD >V ′,V dt+
∫
ΩT











h2(∇f · ∇(f − fD))dt−
∫
ΩT




(Q˜sTs(h)(f − fD) + Q˜fTf (h)(f − fD))dxdt.















(h2 − T(h))|∇f |2dxdt+
∫
ΩT





< ∂thD, h− hD >V ′,V dt+
∫
ΩT











Ts(h)(1− LM (||∇f ||H×H))∇f · ∇hDdxdt+
∫
ΩT
















= I1 + I2 + I3 + I4 + I5 + I6 + I7 + I8 + I9 + I10
|I1| ≤ ||∂thD||L2(0,T,V ′)||h− hD||L2(0,T,V )





















































































































































|I9| ≤ h2||Q˜s||L2(0,T ;H)(||h− hD||L2(0,T ;H) + ||f − fD||L2(0,T ;H))













|∇f |2dxdt+ h2||Q˜s||L2(0,T ;H)Cp||∇fD||+ 3
δ
h22||Q˜s||L2(0,T ;H),





|∇f |2dxdt+ h2||Q˜f ||L2(0,T ;H)Cp||∇fD||+ 3
δ
h22||Q˜f ||L2(0,T ;H).













































h22||Q˜f ||L2(0,T ;H) := K
Ainsi en appliquant le lemme de Gronwall on déduit que :
||h||L∞(0,T ;H)∩L2(0,T,H′(Ω)) ≤ K et ||f ||L2(0,T ;H) ≤ K,
et ces estimations ne dépendent pas du choix de M introduit dans la fonction
LM .
Donc si on choisit M = M ′, le terme LM (||∇f ||L2(0,T ;H)×L2(0,T ;H)) = 1 peut-
être enlever des équations (2.43)-(2.44).
La preuve du Théoreme est donc terminée.
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Chapter 3
Existence globale en temps de
la solution dans le cas d'un
aquifère libre
3.1 Introduction
Dans cette partie, nous allons donner la preuve de l'existence globale en temps
d'une solution du problème correspondant au cas de l'aquifère libre dans le cas
de l'approche 'interface nette'.
Le cas correspondant à l'approche avec 'interface libre' a été traité dans [59]
mais aﬁn de faciliter la lecture de ce document et en particulier de souligner les
diﬀérences avec le cas 'interface nette', nous en reproduisons la preuve ici.
En particulier, nous montrons que le terme diﬀusif supplémentaire est essen-
tiel pour établir un principe du maximum plus naturel d'un point de vue de la
physique. Précisément la preuve dans le cas 'interface diﬀuse' permet d'établir
une hiérarchie entre les deux profondeurs des interfaces h et h1 qu'il est impos-
sible d'obtenir dans le cas de l'approche avec 'interface nette'.
3.2 Existence globale en temps dans le cas de
l'interface diﬀuse
3.2.1 Introduction
Dans cette section, nous donnons la preuve de l'existence d'une solution faible
globale en temps du système (1) de notre modèle d'intrusion d'eau de mer dans
un aquifère libre sans coeﬃcient d'emmagasinement, nous soulignons que ce ré-
sultat a été prouvé dans [59] .






φχ0(h1)∂th1 − div(K(Tf (h− h1) + Ts(h))χ0(h1)∇h1)
−div(δφKχ0(h1)∇h1)− div(KTs(h)χ0(h1)χ0(h)∇h)
= −QfTf (h− h1)−QsTs(h).
3.2.2 Enoncé du Théorème 5
Théorème 5 : On suppose qu'ils existent deux réels positifsK− etK+ tels que:
0 < K−|ξ|2 ≤ Σi,j=1,2Ki,j(x)ξiξj ≤ K+|ξ|2 <∞,x ∈ Ω,ξ ∈ R2 et ξ 6= 0.
On suppose de plus une faible hétérogénéité spatiale:
K− ≤ K+ ≤ 2K−.
Alors pour tout T > 0, le problème (1) admet une solution faible (h, h1) satis-
faisant:
(a) h− hD, h1 − h1,D ∈W sont solutions de (1),
(b) 0 ≤ h1(t, x) ≤ h(t, x) ≤ h2(t, x) pour presque tout x dans Ω et pour tout t
dans (0, T ).
3.2.3 Démonstration
Nous considérons le système (1) où l'on supprime le terme χ0(h) devant ∂th
ou ∇h et le terme χ0(h1) devant ∂th1 ou ∇h1, du fait de la redondance de
l'information sur l'inconnue et on garde le terme χ0(h1) devant ∇h. Soient
x+ := max(x, 0), M une constante que nous préciserons plus tard et  > 0, on
pose:






0, si h1 ≤ 0
1, si h1 > 0
, χ0(h1) =

0, si h1 ≤ 0
h1√
h21 + 
, si h1 > 0
.
On remarque que si : h1(h1)





→0−→ χ0(h1), presque partout
0 ≤ χ0(h1) ≤ 1.
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Etape 1: Existence pour le système avec Heaviside régularisée χ0(h1)




 − div(δφ∇h)− div(KTs(h)χ0(h1)∇h)
−div(KTs(h)χ0(h1)LM (||∇h1||)∇h1) = −QsTs(h)
φ∂th

1 − div(δφ∇h1)− div(K(Tf (h − h1) + Ts(h)χ0(h1))∇h1)
−div(KTs(h)χ0(h1)∇h) = −QfTf (h − h1)−QsTs(h)
La première étape de la preuve du théorème ?? va être de montrer un résultat
d'existence similaire pour le système (0), complété des conditions initiales et
aux bords
{
h = hD, h

1 = h1,D sur Γ,
h(0, x) = h0, h

1(0, x) = h1,0(x) dans Ω.
avec  > 0 ﬁxé. Pour alléger les notations, nous allons maintenant omettre la





−div(KTs(h)χ0(h1)LM (||∇h1||)∇h1) = −QsTs(h)
φ∂th1 − div(δφ∇h1)− div(K(Tf (h− h1) + Ts(h)χ0(h1))∇h1)
−div(KTs(h)χ0(h1)∇h) = −QfTf (h− h1)−QsTs(h)
avec {
h = hD, h1 = h1,D sur Γ,
h(0, x) = h0, h1(0, x) = h1,0(x) dans Ω.
Remplaçons le nouveau problème (1) par sa formulation variationnelle suivante:
∫ T
0























∀ω ∈ V = H10 (Ω) (3.1)∫ T
0
























(QsTs(h) +QfTf (h− h1))ωdxdt = 0,∀ω ∈ V = H10 (Ω) (3.2)
Nous utiliserons le théorème de Schauder pour montrer que pour tout T > 0,
notre problème admet une solution (h, h1) dans W (0, T )×W (0, T ) et qui véri-
ﬁera les conditions initiales.
Soit (h, h1) ∈ L2(0, T ;H1(Ω))× L2(0, T ;H1(Ω)), on déﬁnit l'application:
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F : L2(0, T ;H1(Ω))× L2(0, T ;H1(Ω)) −→ L2(0, T ;H1(Ω))× L2(0, T ;H1(Ω))
(h, h1) 7−→ F((h, h1)) = (F1(h, h1) = h,F2(h, h1) = h1)
Soit (h, h1) la solution du problème:
∫ T
0























∀ω ∈ V = H10 (Ω) (3.3)∫ T
0
























(QsTs(h) +QfTf (h− h1))ωdxdt = 0,∀ω ∈ V = H10 (Ω) (3.4)
D'après la théorie parabolique classique de Ladyzenskaya, la solution de ce
problème existe car notre système d'équation est linéaire.
On pose:
∀(g, g1) ∈ H1(Ω)×H1(Ω),d(g, g1) = −Ts(g)LM (||∇g1||L2)∇h1
alors ,
∀(g(t, x), g1(t, x)) ∈ L2(0, T ;H1(Ω))× L2(0, T ;H1(Ω))
||d(g, g1)||L∞(0,T,L2) = sup
t∈(0,T )
||Ts(g)LM (||∇g1||L2)∇g1||L2 ≤Mh2
car h2 ∈ L∞(Ω).
Nous allons montrer que F1 est continue :
Soient la suite (hn, hn1 )n de L
2(0, T ;H1(Ω)) × L2(0, T ;H1(Ω)) et (h, h1) de
L2(0, T ;H1)× L2(0, T ;H1) telle que :
(hn, hn1 ) −→ (h, h1)dans L2(0, T ;H1)× L2(0, T ;H1).
On pose hn = F1(hn, hn1 ) et h = F1(h, h1), montrons que hn −→ h dans
W (0, T ).














































φ < ∂thD, (hn − hD) >V ′,V dt (3.5)
En utilisant le résultat F.Mignot, on a:∫ T
0
φ < ∂t(hn − hD), (hn − hD) >V ′,V dt = φ
2












1 ))∇hn∇hndxdt ≥ δφ||hn||2L2(0,T ;H1) (3.7)











≤ (δφ+K+h2)||hn||L2(0,T ;H1)||hD||L2(0,T ;H1).



















































QsTs(hn)(hn − hD)dxdt| ≤ |Qs|||h2||L∞(Ω)||hn − hD||L2(0,T ;H),
en appliquant l'inégalité de Young sur le premier terme et l'inégalité de Poincaré-














| − ∫ T
0








En faisant le somme, on réécrit:
φ
2
























T ||hD||L2(0,T ;H1) (3.11)
ainsi si  est choisi tel que : Cg := (δφ − (Cp + 2)
4
) > 0, on utilise le Lemme










































D'où la suite (hn)n est bornée dans L2(0, T ;H1(Ω)) ∩ L∞(0, T,H).
On a aussi (
∂hn
∂t
)n est bornée dans L2(0, T ;V ′).
Donc d'après le théorème de compacité de Aubin la suite (hn)n est séquen-
tiellement compacte dans L2(0, T ;H). On peut extraire une sous suite toujours
nommée (hn)n qui converge vers une limite l dans L2(0, T ;H) et faiblement
dans L2(0, T ;H1). On vériﬁe que l est solution et comme la solution est unique
alors l = h. On a bien prouvé la continuité de F1.
Montrons de même que F2 est continue :
On pose h1,n = F2(hn, hn1 ) et h1 = F2(h, h1),montrons que h1,n −→ h1 dans
W (0, T ).
De même que F1 on a donc (∂h1,n
∂t
)n est bornée dans L2(0, T ;V ′) et d'après le
théorème de compacité de Aubin on peut extraire une sous suite toujour notée
(h1,n)n qui converge vers une limite t dans L2(0, T ;H) presque partout dans
(0, T ) × Ω et faiblement dans L2(0, T ;H1), t est solution unique alors t = f ,
d'où la continuité de F2.
Conclusion:
F est continue car F1 et F2 ses fonctions sont continues. De plus, si B ∈ R∗+
est la constante déﬁnie par les estimation uniformes, c'est-à -dire :
B = max(||hn||L2(0,T ;H1(Ω)); ||h1,n||L2(0,T ;H1(Ω)); ||∂hn
∂t
||L2(0,T ;V ′ ; ||∂h1,n
∂t
||L2(0,T ;V ′),
et siW est la partie fermée , bornée et convexe de L2(0, T ;H1(Ω))×L2(0, T ;H1(Ω))
déﬁnie par
W = {(g, g1) ∈ (L2(0, T ;H1(Ω)) ∩H1(0, T ;V ′))2; (g(0), g1(0)) =
(h0, h1,0), (g|Γ, g1|Γ) = (hD, h1,D); ||(g, g1)||(L2(0,T ;H1(Ω))∩H1(0,T ;V ′))2 ≤ B},
alors F(W ) ⊂ W et la restriction de F à W est continue. D'après le théorème
de point ﬁxe de Schauder, il existe donc (h, h1) ∈W point ﬁxe de F . On a ainsi
l'existence d'une solution faible du système (1).
Etape 2: Elimination de la fonction auxiliaire LM




||∇h1||L2(0,T,H) ≤M ′ (3.13)
En remplaçant respectivement w = h− hD dans le première équation et
w = h1 − h1,D dans le deuxième équation , on obtient donc:
∫ T
0
























































(QsTs(h) +QfTf (h− h1))(h1 − h1,D)dxdt (3.15)
En appliquant les inéquatité de Cauchy-Schwarz et de Young et en posant





















































|v|2dxdt+ C ′(u0, v0, hD, h1,D, Qs, Qf )
(3.16)




On choisit  de sorte que :
69










0(h1)(2 + LM (||∇h1||L2))) ≥ 0,
(3) = K−Ts(h)χ0(h1)LM (||∇h1||L2) ≥ 0.
c'est-à -dire:
(1) ≥ 0⇔  ≤ 4 δφ
δφ+ 2K+Ts(h)χ0(h1)
,
(2) ≥ 0⇔  ≤ 4δφ+Kp(1− LM (||∇h1||L2))χ

0(h1)Ts(h) +K−Tf (h− h1)
δφ+KTs(h)(2 + LM (||∇h1||L2))χ0(h1)






) ≥ 0⇔ K+ ≤ 2K− est une sorte de limite à l'hétérogénéité
spatiale du milieu.
En simpliﬁant d'avantage les conditions (1) ≥ 0, (2) ≥ 0, (3) ≥ 0, on arrive
à choisir  tel que:









avec K+ ≤ 2K−.
En utilisant le lemme de Gronwall, nous déduisons qu'il existe une constante C,
indépendante de , de la régularisation de χ0 et de M telle que:
||h||L∞(0,T ;H)∩L2(0,T ;H1(Ω)) ≤ C et ||h1||L∞(0,T ;H)∩L2(0,T ;H1(Ω)) ≤ C.
En particulier, ||∇h1||L2 ≤ C et cela indépendamment du choix de la constante
M déﬁnissant la fonction LM .




−div(KTs(h)χ0(h1)LM (||∇h1||)∇h1) = −QsTs(h)
φ∂th1 − div(δφ∇h1)− div(K(Tf (h− h1) + Ts(h)χ0(h1))∇h1)
−div(KTs(h)χ0(h1)∇h) = −QfTf (h− h1)−QsTs(h)
avec les conditions initiales et aux bords
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{
h = hD, h1 = h1,D sur Γ,
h(0, x) = h0, h1(0, x) = h1,0(x) p.p.dans Ω.
satisfait LC(||∇h1||L2) = 1.
Etape 3: Principes du maximum pour la solution de (1)
Nous allons montrer que presque partout dans (0, T )× Ω
0 ≤ h1(t, x) ≤ h(t, x) ≤ h2(t, x).
Dans cette partie, nous conservons les termes ”LM (||∇h1||L2)”, bien qu'il soit
maintenant établi qu'ils valent 1, pour la commodité du lecteur habitué à les
trouver dans les formulations variationnelles.
1. Nous montrons que h(t, x) ≤ h2(x), p.p.x ∈ Ω et ∀t ∈ (0, T ).
Soit η > 0 ﬁxé, on pose
hη(t, x) = (h(t, x)− η − h2)+ ∈ L2(0, T, V ).
On a:
∇hη = χ{h>η+h2}∇h et hη(t, x) 6= 0 ssi h(t, x) > η + h2
où χ est la fonction caractéristique.
Soit τ ∈ (0, T ), on choisit w(t, x) = hη(t, x)χ(0,τ)(t) et on obtient:
∫ T
0























QsTs(h)hη(x, t)χ(0,τ)dxdt = 0 (3.17)
On introduit les notations suivantes:
∫ T
0























QsTs(h)hη(x, t)dxdt = 0 (3.18)
En eﬀet si on pose:


















(h2η(τ, x)− h2η(0, x))dx ≥ 0
car hη(0, x) = (h(0, x)− η − h2)+ = 0 par hypothèse sur h(0, x) = h0.


























Comme hη est positif ou nulle, son intégrale double doit l'être aussi d'où la
contradiction sauf si hη est nulle presque tout. Donc pour tout τ ∈ (0, T ):
h(τ, x) ≤ h2(x) + η, p.p.x ∈ Ω.
En faisant tendre η −→ 0, on obtient h(τ, x) ≤ h2(x), p.p.x ∈ Ω.
D'où
∀τ ∈ (0, T ), p.p.dansΩ, h(τ, x) ≤ h2(x).
2. Nous montrons que : 0 ≤ h1(t, x), p.p. dans (0, T )× Ω.
Soit η > 0 et maintenant
hη(t, x) = (−h1(t, x)− η)+ ∈ L2(0, T, V ).
On a
∇hη = χ{h1<−η}∇h1 et hη(t, x) 6= 0 ssi h1(t, x) < −η
où χ est la fonction caractéristique.
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(h2η(τ, x)− h2η(0, x))dx ≥ 0







































(QfTf (h− h1) +QsTs(h))hη(x, t)dxdt ≥ 0
car











(δφ+K−Tf (h− h1))χ{h1<−η}|∇h1,n|2)dxdt ≤ 0,
Donc, pour tout τ ∈ (0, T ):
h1(τ, x) ≥ −η, p.p.x ∈ Ω,
d'où, en faisant tendre η vers 0,
∀τ ∈ [0, T ], p.p.x ∈ Ω, h1(τ, x) ≥ 0.
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Pour ﬁnir cette partie de la démonstration du principe du maximum,
nous allons montrer que:
h1(t, x) ≤ h(t, x), p.p.(t, x) ∈ (0, T )× Ω.
Soit η > 0 ﬁxé et on pose:
hη(t, x) = (h1(t, x)− h(t, x)− η)+ ∈ L2(0, T, V ).
On a:
∇hη = χ{h1−h>η}∇(h1 − h) et hη(t, x) 6= 0 ssi (h1 − h)(t, x) > η
où χ est la fonction caractéristique.
Soit τ ∈ (0, T ), on choisit w(t, x) = hη(x, t)χ(0,τ)(t), on obtient:
∫ T
0

























QfTf (h− h1)hη(x, t)dxdt = 0.
Or Tf (h− h1)χ{h1−h>η} = 0, par déﬁnition du prolongement de Tf , alors :
∫ T
0











KTs(h)(1− LM (||∇h1||L2))χ0(h1)∇h1∇hη(x, t)dxdt = 0.
De plus, en gardant à l'esprit que la constante M a été choisie telle sorte que
LM (||∇h1||L2) = 1, il reste:∫ T
0



































δφχ{h1−h>η}|∇(h1 − h)|2dxdt ≤ 0.
Comme précédemment, on conclut que:
∀t ∈ (0, T ), p.p.x ∈ Ω, h1(t, x) ≤ h(t, x)
Conclusion:
Après cette partie prouvant les principes du maximum, on vient de montrer
que :
∀t ∈ (0, T ), p.p.x ∈ Ω, 0 ≤ h1(t, x) ≤ h(t, x) ≤ h2(t, x).
A la ﬁn de cette étape, nous avons donc prouvé l'existence d'une soluton faible








1 − div(δφ∇h1)− div(K(Tf (h − h1) + Ts(h)χ0(h1))∇h1)
−div(KTs(h)χ0(h1)∇h) = −QfTf (h − h1)−QsTs(h)
avec les conditions initiales et aux bords :{
h = hD, h

1 = h1,D sur Γ,
h(0, x) = h0, h

1(0, x) = h1,0(x) p.p.dans Ω.
Cette solution satisfait de plus les principes du maximum suivants dans (0, T ),
0 ≤ h1 ≤ h ≤ h2, p.p.dansΩ.
Enﬁn, on note que les estimations qui nous ont permis de déﬁnir l'ensemble W
sont uniformes par rapport à . On a ainsi les estimations:
(4)
{ ||h||L2(0,T ;H1(Ω)) ≤ C, ||h1||L2(0,T ;H1(Ω)) ≤ C
||∂th||L2(0,T ;V ′) ≤ C, ||∂th1||L2(0,T ;V ′) ≤ C.
Etape 4: Existence pour le système sans régularisation de la fonction
Heaviside
Pour conclure, nous faisons tendre  vers 0. Des estimations (4) et du théorème
de compacité d'Aubin, nous concluons que les suites (h) et (h1) sont séquen-
tiellement compactes dans L2(0, T ;H) et qu'il existe (h, h1) ∈W tel que:
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
h −→ h dansL2(0, T ;H) et p.p.dansΩ× (0, T )
h → h faiblement dans L2(0, T ;H1(Ω))
∂th
 → ∂th faiblement dans L2(0, T ;V ′)
h1 −→ h1 dansL2(0, T ;H) et p.p.dansΩ× (0, T )
h1 → h1 faiblement dans L2(0, T ;H1(Ω))
∂th

1 → ∂th1 faiblement dans L2(0, T ;V ′)
Ces résultats de convergence sont suﬃsants pour passer à la limite lorsque  tend
vers 0 dans le problème (3). De plus (h, h1) satisfait le principe du maximum
conforme à la réalité physique:
∀t ∈ (0, T ), p.p.x ∈ Ω, 0 ≤ h1(t, x) ≤ h(t, x) ≤ h2(t, x).
3.3 Existence globale en temps dans le cas de
l'interface nette
On regarde à présent le cas de l'aquifère libre avec l'approche 'interfaces nettes'.
Nous introduisons à nouveau les fonctions Ts et Tf déﬁnies par :
Ts(u) =
{
h2 − u ,∀u ∈ [0, h2]
0 , u ≤ 0
et Tf (u) = u,∀u ∈ [δ, h2](0 < δ < h2)
et nous étendons continument par des constantes ces fonctions pour u ≥ h2 pour
la fonction Ts et en dehors de l'intervalle [δ, h2] pour la fonction Tf .
Cette condition sur Tf , impose à l'aquifère une épaisseur d'eau douce tou-
jours ≥ δ.
Comme précédemment, les inconnues bien adaptées au cas de l'aquifère
libre, sont les hauteurs de deux surfaces libres h+ = sup(0, h) = χ0(h)h et
























QfTf (h− h1) +QsTs(h)
)
. (3.22)
On rappelle que χ0(h1) =
{
0 si h1 ≤ 0
1 si h1 ≥ 0 .
On remarque qu'on n'a pas utilisé h+ et h+1 dans les fonctions Tf et Ts car
ces informations seraient redondantes. Pour la même raison, on a suppimé
χ0(h) et χ0(h1) devant les termes ∂th, ∂th1,∇h et ∇h1 et on les maintient là où
ils sont nécéssaires.
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Le système (3.21)-(3.22) est complété par les conditions initiales et aux lim-
ites
h = hD, h1 = h1,D, dans Γ× (0, T ), (3.23)
h(0, x) = h0(x), h1(0, x) = h1,0(x), dans Ω, (3.24)
avec les conditions de compatibilité
h0(x) = hD(0, x), h1,0(x) = h1,D(0, x), x ∈ Γ.
Les termes sources Q˜f et Q˜s sont des fonctions de L2(0, T ;H).
Les fonctions hD et h1,D appartiennent à l'espace L2(0, T ;H1(Ω))∩H1(0, T ; (H ′(Ω))′)
tandis que les fonctions h0 et h1,0 sont dans H1(Ω). Enﬁn, nous supposons
que les données initiales et aux limites satisfont les conditions supplémentaires
de hiérarchie des hauteurs des interfaces, 0 ≤ h1,D ≤ h1,D + δ ≤ hD ≤ h2,
∀t ∈ (0, T ) p.p. dans Ω et 0 ≤ h1,0 ≤ h1,0 + δ ≤ h0 ≤ h2 p.p. dans Ω.
Nous pouvons alors énoncer le théorème :
Théorème 6 : Supposons une hétérogénéité spatiale pour le tenseur de con-
ductivité hydraulique:
K+ ≤ 2√γ K−, 0 < γ < 89 .




L2(0, T ;H10 (Ω))×L2(0, T ;H10 (Ω))∩H1(0, T ; (H10 (Ω))′)2
De plus, le principe du maximum suivant est vrai:
0 ≤ h1(t, x) et 0 ≤ h(t, x) ≤ h2 pour p.p. x ∈ Ω et pour chaque t ∈ (0, T ).
Pour prouver ce résultat, nous introduisons un problème intermédiaire régular-
isé et tronqué.
La régularisation est introduite pour juguler la dégénérescence de l'équation
(3.21), quant à la troncature, elle permet de contrôler la vitesse de la surface
libre dans l'équation d'évolution du front salé.
La premiére étape consiste à montrer que le problème régularisé et tronqué ad-
met une solution, ce que nous démontrons en utilisant le théorème du point ﬁxe
de Schauder. Nous prouvons que nous avons suﬃsamment contrôler la vitesse
de la surface libre pour éliminer le précédent contrôle. Puis nous montrons que
la solution du système régularisé satisfait le principe du maximum énoncé dans
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(3.21). Enﬁn, nous montrons des estimations uniformes suﬃsantes, nous per-
mettant de faire tendre vers 0 la régularisation.
Preuve de Théorème 6:
Posons  > 0 et soit une constante M > 0 que nous préciserons plus tard.
Pour toute x ∈ R∗+, nous posons







Une telle troncature LM permet à nouveau d'utiliser le point suivant dans les
estimations ci-après. Pour toute (g, g1) ∈ (L2(0, T ;H1(Ω)))2, nous posons
d(g, g1) = −Ts(g)LM
(||∇g1||L2(ΩT )2)∇g1,
on a
‖d(g, g1)‖L2(0,T ;H) = ‖Ts(g)LM
(‖∇g1‖L2(ΩT )2)∇g1‖H ≤Mh2.
Nous déﬁnissons également une fonction régularisée pour X0 par
X0(h1) =
{
0 if h1 ≤ 0
1 if h1 > 0
, X 0 (h1) =
{




1/2 if h1 > 0.
Alors 0 ≤ X 0 ≤ 1 et X 0 → X0 comme → 0. En tenant compte de la régulari-
sation X 0 de X0, nous remplaçons système (3.21)-(3.22) par :
φ∂th









 − h1) + Ts(h)
)∇h1)−∇ · (KTs(h)X 0 (h1)∇h)
= −QfTf (h − h1)X 0 (h1)−QsTs(h)X 0 (h1).
La preuve est décrite comme suit: Dans la première étape, en utilisant le
théorème de Schauder, nous prouvons que pour chaque T > 0 et chaque  > 0, le
système régularisé ci-dessus complété par des conditions initiales et aux limites
h = hD, h

1 = h1,D in Γ×(0, T ), h(0, x) = h0(x), h1(0, x) = h1,0(x) a.e. in Ω,
a une solution (h − hD, h1 − h1,D) ∈W (0, T )×W (0, T ).
Nous observons que la suite (h − hD, h1 − h1,D) est uniformément bornée
dans (L2(0, T ;V ))2 et nous montrons le principe du maximum 0 ≤ h1(t, x) et
0 ≤ h(t, x) ≤ h2 p.p. dans ΩT pour tout  > 0.
Enﬁn, nous prouvons que chaque limite faible (h, h1) dans
(L2(0, T ;H1(Ω)) ∩H1(0, T ;V ′))2 de la suite (h, h1),  > 0 est une solution du
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problème d'origine.
Etape 1: Existence pour le système régularisé
Nous omettons maintenant  pour des raisons de simplicité dans les notations.





∇h · ∇w dxdt+
∫
ΩT





(||∇h1||L2)∇h1 · ∇w dxdt+ ∫
ΩT
QsTs(h)w dxdt = 0, (3.25)∫ T
0
φ〈∂th1, w〉V ′,V dt+
∫
ΩT





Ts(h) + Tf (h− h1)
)








QfTf (h− h1) +QsTs(h)
)
X 0 (h1)w dxdt = 0.
(3.26)
Pour la stratégie de point ﬁxe, nous déﬁnissons l'application F par
F : L2(0, T ;H1(Ω))× L2(0, T ;H1(Ω)) −→ L2(0, T ;H1(Ω))× L2(0, T ;H1(Ω))
(h¯, h¯1) 7−→ F(h¯, h¯1) =
(
F1(h¯, h¯1) = h,F2(h¯, h¯1) = h1
)
,





∇h · ∇w dxdt+
∫
ΩT





(||∇h¯1||L2)X 0 (h¯1)∇h¯1·∇w dxdt+∫
ΩT
QsTs(h¯)w dxdt = 0 ∀w ∈ V,
(3.27)∫ T
0




















X 0 (h¯1)w dxdt = 0 ∀w ∈ V.
(3.28)
Par ailleurs, nous savons de la théorie parabolique classique que le précédent
système variationnelle linéaire admet une unique solution. Il reste à prouver
que F satisfait les propriétés du théorème de Schauder de point ﬁxe .
Mais, puisque les preuves de la continuité de F1 et F2 sont très semblables au
cas précédent, nous ne reproduisons pas ici les calculs. Nous soulignons égale-
ment que dans cette étape on peut considérer que le paramètre  joue le même
rôle que l'épaisseur de l'interface diﬀuse δ1. Biensûr, les estimations dépendent
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de , mais cela est suﬃsant pour cette étape. Nous pouvons donc conclure que
F est continue dans (L2(0, T ;H1(Ω)))2 parce que ses deux composantes F1 et
F2 le sont.
De plus, il existe un nombre réel A ∈ R∗+ (dépendant des données et du
paramètre ) et un ensemble non vide (fortement) fermé convexe borné W de





L2(0, T ;H1(Ω)) ∩H1(0, T ;V ′))2; (g(0), g1(0)) = (h0, h1,0),
(g|Γ, g1|Γ) = (hD, h1,D); ||(g, g1)||(L2(0,T ;H1(Ω))∩H1(0,T ;V ′)))2 ≤ A
}
.
telle que F(W ) ⊂W .
Il résulte de théorème Schauder qu'il existe (h, h1) ∈ W telle que F(h, h1) =
(h, h1).
Ce point ﬁxe pour F est une solution faible du problème (3.25)-(3.26).
Étape 2 : Principes du Maximum
Nous pouvons que pour presque tout x ∈ Ω et pour tout t ∈ (0, T ),
0 ≤ h1(t, x) et 0 ≤ h(t, x) ≤ h2.






= sup(0, h− h2) ∈ L2(0, T ;V ).
De plus ∇hm = χ{h>h2}∇h et hm(t, x) 6= 0 si et seulement si h(t, x) > h2, où χ
désigne la fonction caractéristique.
Soit τ ∈ (0, T ). Prenons w(t, x) = hm(t, x)χ(0,τ)(t) dans (3.25) cela conduit à :∫ τ
0























QsTs(h)hm(x, t) dxdt ≤ 0. (3.29)
Le lemme de Mignot appliqué à (3.29), donne :∫ τ
0


















= 0 et puisque Ts(h)χ{h>h2} = 0











χ{h>h2}|∇h|2 dxdt ≤ 0.
Donc hm = 0 p.p. dans ΩT .
• Nous prétendons maintenant que 0 ≤ h(t, x) p.p. x ∈ Ω et ∀t ∈ (0, T ).
Posons
hm =
(− h)+ ∈ L2(0, T ;V ) puisque hD(·, ·) ≥ 0.
Soit τ ∈ (0, T ). Nous rappelons que hm(0, ·) = 0 p.p. dans Ω grâce au principe
du maximum satisfait par les données initiales h0.
Par ailleurs, ∇hm = −χ{h<0}∇h.
Ainsi, en prenant w(t, x) = hm(x, t)χ(0,τ)(t) dans (3.29) on obtient :∫ τ
0























(||∇h1||L2)∇h1 · ∇h(x, t) dxdt.(3.30)
Appliquant le lemme de Mignot au premier terme de (3.30) et en tenant compte
de hm(0, ·) =
(− h0)+ = 0, on a :∫ τ
0












Puisque Ts(h)χ{h<0} = 0 par déﬁnition de Ts, les trois derniers termes du mem-
bre gauche de (3.29) sont nuls.










χ{h>h2}||∇h||2 dxdt ≤ 0.
Donc hm = 0 p.p. dans ΩT .
• Enﬁn nous montrons que 0 ≤ h1(t, x) p.p. x ∈ Ω et ∀t ∈ (0, T ).
On pose
hm =
(− h1)+ ∈ L2(0, T ;V ) car h1,D(·, ·) ≥ 0.
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Soit τ ∈ (0, T ). Nous rappelons que hm(0, ·) = 0 , p.p. dans Ω, grâce au principe
du maximum satisfait par les données initiales h1,0.
De plus, ∇hm = −χ{h1<0}∇h1.
Ainsi, en prenant w(t, x) = hm(x, t)χ(0,τ)(t) dans (3.26), on a:∫ τ
0
φ〈∂th1, hm〉V ′,V dt−
∫
Ωτ









QsTs(h) +QfTf (h− h1)
)X 0 (h1)χ{h1<0}h1dxdt = 0. (3.31)
En appliquant le lemme de Mignot à (3.31) et en tenant compte de hm(0, ·) =(− h0)+ = 0, on déduit :∫ τ
0












puisque X 0 (h1)χ{h1<0} = 0 par déﬁnition of X 0 (·), les deux derniers termes de
(3.31) sont nuls.










χ{h>h2}|∇h|2 dxdt ≤ 0.
Alors hm = 0 p.p. dans ΩT .
Etape 3: Elimination de la fonction auxiliaire LM
Nous prétendons maintenant qu'il existe un nombre réel B > 0, ne dépendant ni
de  ni deM , tel que toute solution faible (h, h1) ∈W du problème (3.25)-(3.26)
satisfait :
||∇h||L2(0,T ;H) ≤ B and ||∇h1||L2(0,T ;H) ≤ B. (3.32)




φ〈∂th, h− hD〉V ′,V dt+
∫
ΩT
∇h · ∇(h− hD) dxdt+
∫
ΩT












φ〈∂th1, h1 − h1,D〉V ′,V dt+
∫
ΩT






Ts(h) + Tf (h− h1)










QfTf (h− h1) +QsTs(h)
)
(h1 − h1,D) dxdt. (3.34)
Résumant les relations (3.33) et (3.34), et en utilisant la décomposition
K∇h · ∇h+ K X 0 (h1)
(
LM
(||∇h1||L2)+ 1)∇h1 · ∇h








(||∇h1||L2))∇h1 · ∇(h+ h1),
























1−X 0 (h1)LM (||∇h1||L2)
)
Ts(h) + Tf (h− h1)
)







1−X 0 (h1)LM (||∇h1||L2)
)













+KTs(h) +KTf (h− h1)
















QsTs(h)(h− hD) + X 0 (h1)
(










(〈∂thD, h− hD〉V ′,V + 〈∂th1,D, h1 − h1,D〉V ′,V ) dt︸ ︷︷ ︸
J11
. (3.35)
Nous devons maintenant estimer tous les termes dans les dernières relations.
Nous rappelons que
|X 0 (h1| ≤ 1, LM
(||∇h1||L2) ≤ 1, 0 ≤ Ts(h) ≤ h2 and δ1 ≤ Tf (h−h1) ≤ h2.







































En appliquant les inégalités de Cauchy-Schwarz et Young, nous obtenons pour
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Ts(h)|Qs (h− hD)| dxdt+
∫
ΩT




Ts(h)|Qs (h1 − h1,D)| dxdt
≤























































(h− hD)2(T, x) dx+ φ
∫
Ω



































|h− hD|2 dxdt+ φ
∫
ΩT
|h1 − h1,D|2 dxdt+ C, (3.36)
où C = C(u0, v0, hD, h1,D, h2, Qs, Qf ). Nous allons maintenant appliquer le
lemme de Gronwall à (3.36). En raison de l'hypothèse sur K− et K+, (1) ≥ 0
en prenant γ t.q. 0 < γ < 89 , en eﬀet, on a :
(1) ≥ 0 : toujours vrai, car 0 ≤ 1−X 0 (h1)LM (x) ≤ 1 et K+ ≤ 2
√
γ K−.
Maintenant, nous appliquons le lemme de Gronwall et on en déduit qu'il existe
un nombre réel B, qui ne dépend ni de  ni de M , tel que
||h||L∞(0,T ;H)∩L2(0,T ;(H1(Ω))′) ≤ B, ||Ψ(h)||L2(0,T ;H1(Ω)) ≤ B
and ||h1||L∞(0,T ;H)∩L2(0,T ;H1(Ω)) ≤ B, (3.37)
où on pose Ψ(x) =
∫ x
0











En particulier, ||∇h1||L2(0,T ;H) ≤ B et cette estimation ne dépend pas du choix
du nombre réel M qui déﬁnit fonction LM .
Ainsi, le terme LB
(||∇h1||L2) = 1 peut être oté.
Remarque sur le principe du maximum
Même si nous établissons l'étape 3, nous ne pouvons pas prouver que




δ1 + h1 − h
)+ ∈ L2(0, T ;V ) puisque h1,D(·, ·) + δ1 ≤ hD(·, ·).
De même, nous rappelons que hm(0, ·) = 0 p.p. dans Ω, grâce au principe du
maximum satisfait par les données initiales : h0 and h1,0.
De plus, ∇hm = χ{h<δ1+h1}∇(h1 − h).




φ〈∂t(h1 − h), hm〉V ′,V dt+
∫
Ωτ













QfTf (h− h1)X 0 (h1)hmdxdt = 0.
Appliquant le lemme Mignot à (3.31) et en tenant compte de hm(0, ·) = 0, on a∫ τ
0
























+ Ts(h)(1−X 0 (h1))
)




Tf (h− h1))∇h · ∇hm dx dt −
∫
Ωτ
QfTf (h− h1)X 0 (h1)hmdxdt = 0.
(3.38)
Puisque Tf (h− h1)χ{h<δ1+h1} = δ1 > 0 par déﬁnition de Tf , si nous supposons





h2m(τ, x) dx +
∫
Ωτ








+ Ts(h)(1−X 0 (h1))
)
|∇(h1 − h)|2 dxdt ≤ 0.
et en raison du terme
∫
Ωτ
δ1∇h · ∇hm dx dt, nous ne pouvons pas plus conclure
que hm = 0 p.p. sur ΩT .
Étape 4: Existence pour le système initial
Nous passons maintenant à la dernière étape de la preuve du théorème 3.3,
à savoir nous laissons  → 0. Nous déduisons des estimations ci-dessus que
(h1 − h1,D) est uniformément bornée dans W (0, T ). On déduit grâce au résul-
tat de compacité de Aubin que (h1−h1,D) est séquentiellement compacte dans
L2(0, T ;H).
En ce qui concerne la suite {h − hD}, nous procédons comme dans le cas de
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l'aquifère conﬁné quand β = 0. Nous observons d'abord que Ψ est une fonc-










En majorant les translatés en temps de la suite {Ψ(h)}, on en déduit que
{Ψ(h)} est séquentiellement compacte dans L2(ΩT ). Précisèment, (3.37) donne




























‖h(t, ·)− h(t− ξ, ·)‖2V ′ dt ≤
∫ T
ξ
‖∂th‖2(H1(Ω))′ dt ≤ C,
Enﬁn, nous obtenons∫ T
ξ
〈(h(t, .)− h(t− ξ, .) , Ψ(h(t, x))−Ψ(h(t− ξ, .))〉V ′,V dt ≤ C ξ, ∀ξ ∈ (0, T ).
Grâce à la régularité de Ψ , nous déduisons∫ T
ξ
(
Ψ(h(t, ·))−Ψ(h(t−ξ, ·)) , Ψ(h(t, ·))−Ψ(h(t−ξ, ·))
)
L2(Ω)
dt ≤ C ξ, ∀ξ ∈ (0, T ).
Par conséquent, comme dans [[64], Lemme 2.6], on en déduit que {Ψ(h)}
converge fortement dans L2(ΩT ).
En extrayant une sous-suite, non renommée pour plus de commodité, nous
aﬃrmons qu'il existe des fonctions h et h1 telles que
(h− hD, h1 − h1,D) ∈W (0, T )2 et
h −→ h dans L2(0, T ;H) et p.p. dans Ω× (0, T ),
Ψ(h) ⇀ Ψ(h) faible dans L2(0, T ;H1(Ω)),
∂th
 ⇀ ∂th faible dans L2(0, T ;V ′),
h1 −→ h1 dans L2(0, T ;H) et p.p. dans Ω× (0, T ),




1 ⇀ ∂th1 faible dans L
2(0, T ;V ′).
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En faisant tendre → 0 dans la formulation faible du problème régularisé et en
utilisant le théorème de Lebesgue (grâce aux estimations uniformes 3.37), nous
obtenons immédiatement (3.21)-(3.22). La condition initiale (3.23)-(3.24) est
satisfaite puisque l'application i ∈ W (0, T ) 7→ i(0) ∈ H est continue. En outre
le couple (h, h1) satisfait un principe du maximum qui ne correspond pas à la
réalité physique car nous avons perdu les informations entre h1 et h :
0 ≤ h1(x, t) and 0 ≤ h(x, t) ≤ h2, ∀t ∈ (0, T ), a.e. x ∈ Ω.
La preuve du théorème 6 est complète.
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Chapter 4
Unicité de la solution dans le
cas de l'approche interface
nette-diﬀuse
4.1 Introduction
Ce chapitre est consacré à l'étude de l'unicité de la solution pour le problème
d'intrusion saline dans un aquiﬁère côtier à nappe captive et à surface libre.
Ainsi que nous l'avons vu, il s'agit d'un système couplé quasi-linéaire d'une équa-
tion parabolique et d'une équation elliptique dans le cas de la nappe captive et
de deux équations paraboliques dans le cas d'un aquifère libre. Les diﬃcultés es-
sentielles sont d'une part celle liée à la dégénérescence due à la possibilité d'avoir
une zone du réservoir d'eau sans eau salée (ou sans eau douce) et d'autre part
celle due au couplage non-linéaire entre les deux équations du système. Dans
ce chapitre, nous n'aborderons que la seconde diﬃculté puisque nous nous lim-
iterons au cas de l'approche avec interface diﬀuse qui permet donc d'éliminer
la dégénérescence et de nous concentrer sur la diﬃculté liée au couplage et à la
non-linéarité.
L'unicité de la solution est démontrée en étalissant une résultat de régularité
supplémentaire pour le couple de solution (h, f) dans le cas conﬁné et (h, h1)
dans le cas libre. Plus précisément nous généralisons au cas quasi-linéaire le
résultat de régularité donné par Meyers ([103]) dans le cas elliptique et étendu
au cas parabolique par A. Bensoussan, J.L Lions et G. Papanicolaou pour tout
opérateur elliptique A = −∑ni,j=1 ∂jaij(x)∂i (cf. [31]).
Les résultats supposent que l'opérateur A, satisfait une hypothèse d'uniforme el-
lipticité et que ses coeﬃcients aij(·) sont des fonctions L∞(Ω) . Les hypothèses
sur A assurent alors l'existence d'un réel r(A) > 2 tel que le gradient de la
solution de l'équation elliptique (resp. de l'équation parabolique) avec des con-
ditions de Dirichlet homogènes appartienne à l'espace Lr(Ω) (resp. Lr(ΩT )) .
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Cette régularité supplémentaire combinée aux inégalités de Gagliardo-Nirenberg
permet de traiter la non-linéarité dans la preuve de l'unicité dans le cas conﬁné
(resp. dans le cas libre).
Nous conclurons cette introduction en mentionnant le résultat d'unicité dans le
cas stationnaire établi par M. Tber et M. Talibi dans ([129], [131]). Le problème
peut s'écrire sous la forme d'un système couplé de deux équations elliptiques
quasi-linéaires, le couplage résidant alors dans les coeﬃcients des opérateurs
elliptiques, ces coeﬃcients dépendant donc des inconnues du problème. La diﬃ-
culté essentielle consiste à trouver des conditions suﬃsantes sur les paramètres
physiques du problème permettant d'assurer l'uniforme ellipticité d'opérateurs.
Le théorème du point-ﬁxe de Schauder combiné au précédent résultat de Mey-
ers permet alors d'assurer l'existence et l'unicité de la solution du problème
stationnaire. Le cas instationnaire est plus diﬃcile car le couplage non-linéaire
ne se limite pas aux coeﬃcients des opérateurs elliptiques mais à l'ensemble des
équations.
Ce chapitre est organisé comme suit : les deux premiers paragraphes sont con-
sacrés au cas de l'aquifère conﬁné. Dans un premier temps, nous rappelons les
notations et hypothèses sur les données puis nous prouvons le résultat de régu-
larité supplémentaire, la seconde section donne alors la preuve de l'unicité. Le
dernier paragraphe donne les résultats au cas d'un aquifère libre (cf. [60]).
4.2 Notations et résultats de régularité :
4.2.1 Notation
Dans le cas conﬁné, le système s'écrit
φ∂th− ∇ · [(KTs(h) + δφ)∇h] + ∇ · (KTs(h)∇f) = −Qs Ts(h), (4.1)
−h2∇ · (K∇f) + ∇ · (KTs(h)∇h) = Qs Ts(h) + Qf Tf (h). (4.2)
où la fonction Ts(u) = h2 − u sur [δ1, h2] et est étendue continument et par
des constantes en dehors de (δ1, h) et la fonction Tf (h) = h sur [0, h2], étendue
continument et par des constantes en dehors de [0, h2].
Ce système est complété par les conditions initiales et les conditions aux limites
h = hD, f = fD sur Γ× (0, T ) (4.3)
h(0, x) = h0(x) dans Ω (4.4)
avec la condition de compatibilité
h0(x) = hD(0, x), x ∈ Γ (4.5)
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Le tenseur représentant la conductivité hydraulique est tel qu'il existe 2 réels
positifs K− et K+ vériﬁant
0 < K−|ξ|2 ≤
∑
i,j=1,2
Ki,j(x)ξiξj ≤ K+|ξ|2 <∞, x ∈ Ω, ξ ∈ R2, ξ 6= 0 (4.6)
Nous introduisons l'espace de Sobolev
W 1,p(Ω) = {v|v, ∂v
∂xi
∈ Lp(Ω)}, (4.7)
W 1,p(Ω) est un espace de Banach muni de la norme







W 1,p0 (Ω) = Fermeture de C
∞
0 (Ω) dans W
1,p(Ω), (4.9)
que nous munissons de la norme
||v||W 1,p0 (Ω) = ||∇v||Lp(Ω)n . (4.10)
En vertu de l'inégalité de Poincaré, la norme (4.10) est équivalente à la norme
(4.8) sur W 1,p0 (Ω).
Puis nous déﬁnissons l'espace dual W−1,p(Ω) comme suit:






On pose W−1,p(Ω) = (W 1,p
′
0 (Ω))
′ = espace dual de W 1,p
′
0 (Ω)
où L2(Ω) est identiﬁé à son dual.
On observe que l'application
(Lp(Ω))n −→ W−1,p(Ω)
φ 7→ div φ
est surjective. Nous munissons alors W−1,p(Ω) avec la norme quotient associée,
i.e.
||f ||W−1,p(Ω) = inf
divg=f
||g||(Lp(Ω))n . (4.11)
qui est une façon de déﬁnir la norme sur W−1,p(Ω).
4.2.2 Rappels des résultats de régularité
• Cas elliptique
Nous rappelons enﬁn le résultat (cf. J. L. Lions et E. Magenes [101]):
∀p, t.q. 1 < p <∞,−∆ est un isomorphisme de W 1,p0 (Ω) dans W−1,p(Ω).
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On pose G = (−∆)−1 et g(p) = ||G||L(W−1,p(Ω);W 1,p0 (Ω)).
On souligne que g(2)=1.
Nous donnons à présent deux lemmes préliminaires qui sont une con-
séquence du résultat de régularité de Meyers [103] et dont on peut trouver
les détails de la démonstration dans [31].
On énoncera les lemmes pour tout domaine Ω dans Rn(n ≥ 2) de frontière
Γ suﬃsamment régulière.
Lemme 5 : Soit A ∈ (L∞(Ω))n tel qu'il existe α > 0 satisfaisant
n∑
i,j=1
Ai,j(x)ξiξj ≥ α|ξ|2,∀x ∈ Ω et ξ ∈ Rn.
On pose β = max1≤i,j≤n ||Ai,j ||L∞(Ω).
Il existe r(α, β) > 2, tel que , pour tout f ∈ W−1,r(Ω) et ∀g0 ∈ W 1,r(Ω),
l'unique solution u du problème
{ ∇ · (A∇u) = f,∀x ∈ Ω
u ∈ H10 (Ω) + g0
appartient à W 1,r(Ω). De plus, on a l'estimation suivante :
||u||W 1,r(Ω) ≤ C(α, β, r)||f −∇ · (A∇g0)||W−1,r(Ω) (4.12)
où C(α, β, r) est une constante ne dépendant que des constantes α et β
caractérisant l'opérateur A et de r.
Remarque :
1 ) La preuve donnée dans [31] nous permet de préciser la constante
C(α, β, r).








nous choisissons c t.q. c >
β2 − α2
2α
de sorte à assurer ν < µ. Puisque
g(2) = 1 et 0 < 1 − µ + ν < 1, en utilisant la continuité de l'application
g(·), on peut donc trouver r > 2 tel que
g(r)(1− µ+ ν) < 1. (4.14)
Ainsi, plus (1− µ+ ν) sera petit, plus r pourra être grand, donc la déter-
mination de r dépendra des constantes α, β liées à l'opérateur elliptique
A.
Le cas limite correspond au cas où l'opérateur A est le Laplacien, (ou pro-
portionnel au Laplacien), alors µ = 1 et ν = 0 donc (4.14) est satisfaite
93
∀r ≥ 2.
Compte tenu des précédentes estimations, nous pouvons majorer la con-
stante C(α, β, r) par
C(α, β, r) ≤ (1− g(r)(1− µ+ ν))−1 g(r)
β + c
. (4.15)
2 ) Remarquons aussi que si le résultat est établi pour r > 2, alors il sera
vrai aussi ∀r′, 2 ≤ r′ ≤ r.
3 ) Classiquement, la condition de Dirichlet peut être integrée au second
membre; par ailleurs, un calcul simple montre que
||∇ · (A∇g0)||W−1,r(Ω) ≤ ||∇g0||(Lr(Ω))n (4.16)
• Cas parabolique
Enonçons, à présent, le lemme correspondant au cas parabolique.
Nous déﬁnissons (cf.[31])
Xp = L
p(0, T ;W 1,p0 (Ω)),










et nous soulignons que l'application v → divxv envoie (Lp(ΩT ))n sur
Lp(0, T ;W−1,p(Ω)). Nous munissons alors Yp de la norme ||f ||Yp = infdivxg=f ||g||Lp(ΩT )n ,
nous pouvons alors énoncer l'analogue du lemme 5 (cf. [31]).
Lemme 6 : Soit f et u0 étant donnés tels que f ∈ L2(0, T,H−1(Ω))




+Au = f dans ΩT
u(0) = u0
Alors, en supposant que Γ est suﬃsamment régulière, il existe r > 2,
dépendant de α, β et Ω tel que si




alors u ∈ Lr(0, T ;W 1,r0 (Ω)) et il existe Cˆ(α, β, r) > 0 telle que
||u||W 1,r0 (Ω) ≤ Cˆ(α, β, r)(||f ||Lr(0,T ;W−1,r(Ω)) + ||u0||W 1,r0 (Ω)). (4.17)
Remarque :






−∆, l'opérateur associé aux conditions de Dirichlet homogènes.
Il est connu que, étant donné F ∈ Yp, il existe une unique solution u ∈ Xp
telle que : {
Pu = F dans ΩT .
u(0) = u0
Posons gˆ(p) = ||P−1||L(Yp;Xp), alors gˆ(2) = 1.
En utilisant la continuité de l'application gˆ(·), on peut donc trouver r > 2
tel que
gˆ(r)(1− µˆ+ νˆ) < 1, (4.18)
où les constantes µˆ, νˆ et cˆ sont les constantes déﬁnies précédemment par
(4.13) grâce aux constantes αˆ, βˆ.
A nouveau, plus (1 − µˆ + νˆ) sera petit, plus r pourra être grand, donc
la détermination de r dépendra essentiellement des constantes αˆ, βˆ carac-
térisant l'opérateur elliptique A.
La constante Cˆ(αˆ, βˆ, r) doit alors satisfaire :
Cˆ(αˆ, βˆ, r) ≤ (1− gˆ(r)(1− µˆ+ νˆ))−1 gˆ(r)
βˆ + cˆ
. (4.19)
2 ) Nous pouvons reproduire la remarque 2.3 de [31] qui souligne que le
problème peut être réduit au cas où la condition initiale u0 = 0. En
eﬀet, on peut trouver φ ∈ Lp(0, T ;W 1,p0 (Ω)),
∂φ
∂t
∈ Lp(0, T ;W 1,p0 (Ω)), φ
dépendant continument de u0 (dans la topologie correspondant à l'espace
précédent), telle que φ(0) = u0 alors on considère u− φ à la place de u.
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4.2.3 Preuve du résultat de régularité
Détermination de l'exposant r > 2 en fonction des paramètres physiques:
La détermination de r dépend uniquement des coeﬃcients d'ellipticité des
opérateurs et de leur norme L∞ . Nous allons préciser cette dépendance en
fonction des paramètres physiques.
Rappelons que la quantité g(r)(1 − µ + ν) dépend de α, β avec, dans notre










et la constante c est choisie telle que c >
K +2 −K2−
2K−
de sorte à assurer ν < µ.
Ainsi, si r est tel que k(r) := g(r)(1− µ+ ν) < 1, alors cet exposant convient.
Réciproquement, soit r donné > 2, on peut toujours ajuster K− et K+ pour
que k(r) = g(r)(1− µ+ ν) < 1.












et nous choisissons cˆ > 0 t.q. cˆ >
βˆ2 − αˆ2
2αˆ
de sorte à assurer νˆ < µˆ. Ainsi, si
r ≥ 2 est tel que kˆ(r) := gˆ(r)(1− µˆ+ νˆ) < 1, alors cet exposant convient.
Réciproquement, soit r donné > 2, on peut toujours ajuster h2, δ1,K+, φ et δ
pour que kˆ(r) = gˆ(r)(1− µˆ+ νˆ) < 1.
Soit r1(K−,K+) > 2 le plus grand réel tel que g(r1)(1 − µ − ν) < 1 où µ
et ν sont déﬁnis par (4.20) et soit r2(φ, δ, δ1, h2,K+) > 2, le plus grand réel tel
que gˆ(r2)(1− µˆ− νˆ) < 1 où µˆ et νˆ sont déﬁnis par (4.21), posons
r(φ, δ, δ1, h2,K−,K+) = Inf(r1(K−,K+), r2(φ, δ, δ1, h2,K+)). (4.22)
Proposition 1:
Soit (h, f) une solution du problème (4.1)-(4.5) et r(φ, δ, δ1, h2,K−,K+) > 2 le
réel déterminé par (4.22). Si (hD, fD) ∈ Lr(0, T ;W 1,r(Ω))2, h0 ∈ W 1,r(Ω) et
(Qs, Qf ) ∈ Lr(ΩT )2 alors ∇h et ∇f sont dans Lr(ΩT ), de plus on a
||∇h||Lr(ΩT ) ≤ C1(φ, h2, h0, hD, fD, Qs, Qf ,K−,K+, δ, δ1) (4.23)
96
et
||∇f ||Lr(ΩT ) ≤ C2(φ, h2, h0, hD, fD, Qs, Qf ,K−,K+, δ, δ1). (4.24)
Pour montrer ce résultat de régularité supplémentaire, il faut repartir de la
construction d'une solution du problème (4.1)-(4.5) dans la preuve du théorème
d'existence plus précisèment de la construction de la solution du problème in-
termédiaire tronqué et linéarisé. Nous rappelons que cette dernière solution
apparait comme le point ﬁxe d'une application, nous allons donc intégrer à
ce processus de construction le résultat de régularité Lr(ΩT ). Sans redétailler
cette preuve, nous allons rappeler les résultats importants qui avaient été étab-
lis au cours de l'étape 1 de la preuve de l'existence d'une solution et y intégrer
l'estimation en norme Lr(ΩT ) des gradients des inconnues .
Étape 1: Existence pour le système tronqué :
Soit M une constante que nous préciserons plus tard, pour tout x ∈ R∗+, nous
posons







On introduit le problème tronqué :∫ T
0
φ < ∂th,w >V,V ′ +
∫
ΩT



















(QsTs(h)+QfTf (h))w dxdt = 0.
(4.26)
Pour la stratégie de point ﬁxe, nous déﬁnissons l'application F par
F : (L2(0, T ;H10 (Ω)))2 −→ (L2(0, T ;H10 (Ω)))2
(h¯− hD, f¯ − fD) −→ F(h¯, f¯),
F(h¯, f¯) = (F1(h¯, f¯) = h,F2(h¯, f¯) = f),
où le couple (h, f) est une solution du problème variationnel linéaire suivant,




φ < ∂th,w >V,V ′ +
∫
ΩT



















(QsTs(h¯)+QfTf (h¯))w dxdt = 0.
(4.28)
Nous savons de la théorie parabolique classique que ce système variationnel
linéaire admet une solution unique. La suite de l'étape est consacrée à la preuve
des propriétés que doit satisfaire l'application F pour appliquer le théorème du
point ﬁxe.
Dans un premier, nous montrons qu'il existe des nombres réels
AM = AM (φ, δ,K, h0, hD, h2, Qs,M, T ) et
BM = BM
(




||h||L2(0,T ;H) ≤ AM , ||f ||L2(0,T ;H1) ≤ BM . (4.29)
Dans la suite, nous posons
CM = max(AM , BM ).
Puis nous montrons qu'il existe une constante DM > 0 telle que







Ces estimations nous permettent de montrer que F est continue dans (L2(0, T ;H1(Ω)))2.
Par ailleurs, en posant A ∈ R∗+ le nombre réel déﬁni par :
A(M) = max(CM , DM ) (4.30)
et en introduisant W l'ensemble convexe fermé borné
W = {(g, g1) ∈ I(0, T ) = (L2(0, T ;H1(Ω)) ∩H1(0, T ;V ′))× L2(0, T ;H1(Ω))
, g(0) = h0, (g|Γ, g1|Γ) = (hD, fD); ||(g; g1)||I(0,T ) ≤ A(M)},
nous avons prouver que F(W ) ⊂W .
(Ce qui permet d'appliquer le théorème du point ﬁxe à l'application F sur
l'ensemble W ). Nous allons améliorer ce résultat.
Soient (M ′,M ′′), deux réels strictement positifs que nous allons déﬁnir ultérieure-
ment, nous posons
W˜ = {(g, g1) ∈ (L2(0, T ;H1(Ω)) ∩ Lr(0, T ;W 1,r(Ω)))2, g(0) = h0, (g|Γ, g1|Γ) = (hD, fD);
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‖(g; g1)‖I(0,T ) ≤ A(M), ‖∇g1‖Lr(ΩT ) ≤M ′ et ‖∇g‖Lr(ΩT ) ≤M ′′}. (4.31)
Notre but est de montrer que F(W˜ ) ⊂ W˜ . En appliquant le lemme 6 à l'équation
(4.27), nous déduisons que
||∇h||Lr(ΩT )2 ≤
gˆ(r)
(1− kˆ(r))(βˆ − cˆ)
( (h2 − δ1)
φ
(
K+||∇f¯ ||Lr(ΩT )2 + ||Qs||Lr(ΩT )
)
+||h0||W 1,r(Ω) + ||∇hD||Lr(ΩT )2
)
. (4.32)
De même, en appliquant le lemme 5 à l'équation (4.28), nous déduisons que
h2||∇f ||Lr(ΩT )2 ≤
g(r)




K+||∇h||Lr(ΩT )2 + ||Qs||Lr(ΩT )
)






(1− k(r))(β − c) ×
gˆ(r)





(h2 − δ1)× g(r)
h2(1− k(r))(β − c) ×
(( (h2 − δ1)× gˆ(r)K+




(1− kˆ(r))(βˆ − cˆ)
(||h0||W 1,r(Ω) + ||∇hD||Lr(ΩT )2)
+
(||Qf ||Lr′ (ΩT ) + ||∇fD||Lr(ΩT )2)). (4.34)
On impose qu'il existe γ, 0 < γ < 1 tel que φ, h2, K−, K+, δ et δ1 satisfassent
g(r)
(1− k(r))(β − c) ×
gˆ(r)
(1− kˆ(r))(βˆ − cˆ)
(h2 − δ1)2K2+
φh2
≤ 1− γ (4.35)
et que la constante M ′ soit telle que les conditions initiales et aux limites ainsi
que les termes sources satisfassent
(h2 − δ1)× g(r)
h2(1− k(r))(β − c) ×
( gˆ(r)K+
(1− kˆ(r))(βˆ − cˆ)
( (h2 − δ1)
φ
||Qs||Lr(ΩT ) + ||h0||W 1,r(Ω) + ||∇hD||Lr(ΩT )2
)
+
(||Qs||Lr(ΩT ) + ||Qf ||Lr(ΩT ) + ||∇fD||Lr(ΩT )2)) ≤ γM ′. (4.36)
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Compte tenu de (4.34), (4.35) et (4.36), on déduit que :
||∇f ||Lr(ΩT )2 ≤M ′ (4.37)
et
||∇h||Lr(ΩT )2 ≤ M ′′ :=
gˆ(r)
(1− kˆ(r))(βˆ − cˆ)




′ + ||Qs||Lr(ΩT )
)
+||h0||W 1,r(Ω) + ||∇hD||Lr(ΩT )2
)
. (4.38)
Nous soulignons que les deux réels M ′ et M ′′ sont totalement indépendants de
la troncature M . Soit W˜ le convexe fermé borné déﬁni par (4.31), nous venons
de montrer que F(W˜ ) ⊂ W˜ . Il découle du théorème de Schauder qu'il existe
(h˜, f˜) ∈ W˜ tel que F(h˜, f˜) = (h˜, f˜). Ce point ﬁxe de F est une solution faible
du problème tronqué.
À partir de cette étape, les preuves du principe du maximum et de l'élimination
du terme de troncature LM se faisant comme dans le chapitre 2, nous les omet-
trons. Nous venons donc de prouver la Proposition 1 établissant que le gradient
de la solution de notre problème vériﬁe une estimation uniforme dans l'espace
Lr(ΩT ).
Ainsi que nous l'avons déjà remarqué , grâce aux inégalités d'interpolation, nous
avons aussi les estimations précédentes (4.37) et (4.38) dans Lr
′
(ΩT ), ∀r′, 2 ≤
r′ ≤ r.
4.3 Unicité dans le cas conﬁné avec interface dif-
fuse
Nous sommes à présent en mesure d'établir le résultat d'unicité qui nous per-
met de dire que notre problème est bien posé dans l'espace W (0, T ) introduit
précédemment.
Soit (h, f) et (h¯, f¯) deux solutions de (4.1)-(4.5) .
Posons u = h− h¯ ∈W (0, T ), v = f − f¯ ∈ L2(0, T,H10 (Ω)).
Alors (u, v) est solution de
φ∂tu−∇ · (δφ+KTs(h¯))∇u−∇ · (K(Ts(h)− Ts(h¯))∇h)
+∇ · (K(Ts(h)− Ts(h¯))∇f) +∇(KTs(h¯)∇v) = 0
−h2∇ · (K∇v) +∇ · (K(Ts(h)− Ts(h¯))∇h) +∇ · (KTs(h¯)∇u) = 0
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Théorème 7 : Soient (φ, h2,K−,K+, δ, δ1) ∈ (R+∗ )6 tels que g(4)(1−µ+ν) < 1
et gˆ(4)(1− µˆ+ νˆ) < 1 et (4.41) et (4.42) soient vériﬁées. Supposons de plus que
h0 ∈ W 1,4(Ω), (hD, fD) ∈ L4(0, T ;W 1,4(Ω))2 et (Qs, Qf ) ∈ L4(ΩT )2, alors la
solution du système (4.1)-(4.5) est unique dans W (0, T )× L2(0, T ;H1(Ω)).
La preuve de ce théorème repose sur le précédent résultat de régularité établi
pour r = 4, qui combiné aux inégalités de Gagliardo-Nirenberg, nous permet de
majorer les termes non-linéaires.
Preuve :
Soit t ∈ [0, T ], nous soulignons que toutes les estimations précédemment établies
au temps T , sont valides ∀t ≤ T . Puisque h, h¯ ∈ [δ1, h2], Ts(h)−Ts(h¯) = h¯−h =
−u, donc les deux précédentes équations se simpliﬁent en :
φ∂tu−∇ · (δφ+KTs(h¯))∇u+∇ · (Ku∇h)−∇ · (Ku∇f) +∇(KTs(h¯)∇v) = 0
−h2∇ · (K∇v)−∇ · (Ku∇h) +∇ · (KTs(h¯)∇u) = 0













K∇v · ∇w2 +
∫
Ωt
Ku∇f · ∇w2 −
∫
Ωt
KTs(h¯)∇v · ∇w2 = 0
En prenant w1 = u et w2 = v, puisque u(t = 0, .) = 0 p.p sur Ω, la sommation








(δφ+KTs(h¯))∇u · ∇u+ h2
∫
Ωt





























h¯K∇v · ∇v +
∫
Ωt
Ku∇(f − h) · ∇u+
∫
Ωt
Ku∇h · ∇v = 0




KTs(h¯)∇(u− v) · ∇(u− v)
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≤ C4,1 + C4,2 := C4,





















































































































u2(t, x) dx+ (δφ−K+ CG 1(2C4 + C4,1))
∫
Ωt
















u2(t, x) dx) (4.40)
Fixons 1 > 0 tel que




1 > 0 (4.42)








































) > 0, (4.44)
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(4.43) implique que maxt∈(0,T )
∫
Ω
u2(t, x) dx = 0 et donc u = 0 presque partout
dans ΩT .




et puisque v ∈ H10 (Ω), cela conduit à v = 0 p.p. dans ΩT .
Le théorème est ainsi démontré.
Remarque : La condition (4.44) peut paraître très restrictive, mais nous




” arbitrairement grand, ce qui donne un sens à l'inégalité (4.44), φ
ne représentant alors plus la porosité.
4.4 Unicité dans le cas d'un aquifère libre
Nous allons à présent énoncer un résultat d'unicité analogue à celui énoncé dans
le cas conﬁné. Dans le cas des aquifères libres, les inconnues sont les hauteurs
des deux interfaces libres (h, h1) et nous rappelons que le système s'écrit alors
φ∂th−∇ · ((δφ+KTs(h))∇h)−∇ · (KTs(h)χ0(h1)∇h1) = −Q˜s (4.45)
φ∂th1 −∇ · (δφ+K(Ts(h) + Tf (h− h1))∇h1) − ∇ · (KTs(h)χ0(h1)∇h)
= −χ0(h1)(Q˜f + Q˜s)
(4.46)
où Ts(h) = h2 − h, Tf (h) = h,∀h ∈ (0, h2) qu'on étend continument et par des
constantes en dehors de (0, h2).
Le système est complété par les conditions aux limites et les conditions initiales
suivantes :
h = hD, h1 = h1,D, dans Γ× (0, T ), (4.47)
h(0, x) = h0(x), h1(0, x) = h1,0(x), dans Ω, (4.48)
avec les conditions de compatibilité
h0(x) = hD(0, x), h1,0(x) = h1,D(0, x), x ∈ Γ. (4.49)
Les fonctions hD et h1,D appartiennent à l'espace L2(0, T ;H1(Ω))∩H1(0, T ; (H1(Ω))′),
tandis que les fonctions h0 et h1,0 sont dans H1(Ω) et nous supposons que les
données initiales et aux limites satisfont des conditions physiquement naturelle
de hiérarchie entre les profondeurs des interfaces :
0 ≤ h1,D ≤ hD ≤ h2, p.p. dans Γ× (0, T ), 0 ≤ h1,0 ≤ h0 ≤ h2, p.p. dans Ω.
104
Si nous supposons plus de régularité sur les données, nous pouvons alors énoncer
le résultat :
Proposition 2 : Soit (h, h1) une solution de (4.45)-(4.49), alors il existe
r(α, β) > 2 tel que si (hD, h1,D) ∈ Lr(0, T ;W 1,r(Ω))2, (h0, h1,0) ∈W 1,r(Ω)2,
(Qs, Qf ) ∈ Lr(ΩT )2, alors ∇h et ∇h1 sont dans Lr(ΩT )2.
De plus, on a
||∇h||Lr(ΩT ) ≤ Cr,1(h0, hD, h1,0, h1,D, Qs, Qf , h2, δ,K) (4.50)
||∇h1||Lr(ΩT ) ≤ Cr,2(h0, hD, h1,0, h1,D, Qs, Qf , h2, δ,K) (4.51)
La preuve de cette proposition reprend les étapes de la proposotion précédente
donnée dans le cas conﬁné mais elle est plus technique.




Ce résultat s'inscrivant dans le cadre plus général d'un système couplé d'équations
paraboliques quasi-linéaires et dont la démonstration est donnée dans [60], nous
n'entrerons pas plus dans les détails.
Nous conclurons cette section, en énonçant le théorème d'unicité :
Théorème 8 : Supposons que (h2, δ,K+, φ) ∈ R+4∗ soient tels que
gˆ(4)(1− µˆ+ νˆ) < 1 et que les données initiales et aux limites vériﬁent
les hypothèses de la Proposition 2, alors la solution du système (4.45)-(4.49)
est unique dans W (0, T )2.
Remarque :
1 ) Les paramètres physiques sont ajustés de sorte que r ≥ 4.
2 ) A nouveau, la preuve de ce résultat repose sur le même arguments que
celui établi dans le cas conﬁné mais est plus technique. Nous renvoyons le lec-




dans le cas instationnaire
5.1 Introduction
Dans ce chapitre, nous nous intéressons à l'identiﬁcation de la conductivité hy-
drauliqueK et de la porosité φ. Nous soulignons que dans ce chapitre, le tenseur
hydraulique K sera identiﬁé à une constante. Il s'agit d'estimer ces paramètres
en fonction d'observations ou de mesures sur le terrain faites sur les charges
hydrauliques et sur la profondeur de l'interface eau douce/eau salée. Notons
que, concrètement, nous ne disposons que d'observations ponctuelles (en espace
et en temps) correspondant aux nombres du puits de monitoring.
Par ailleurs le phénomène d'intrusion marine est souvent transitoire et l'étude de
sensibilité proposé dans [114] montre que la forme de l'interface eau douce/eau
salée dépend essentiellement de la conductivité hydraulique, les autres paramètres
telle que la porosité impactent surtout le temps mis à atteindre le régime perma-
nent, c'est pourquoi on doit considérer le modèle instationnaire pour identiﬁer
simultanément ces deux paramètres (cf.[129], [131]).
Soulignons aussi que la problèmatique d'identiﬁcation de paramètres a souvent
été abordée dans le cadre de l'hydraulique souterraine (cf. [41],[76],[91],[102],[125]
,[145]), mais plus rarement en ce qui concerne le phénomène d'intrusion saline,
les première études faites par Sun et Yeh (cf. [126]) développent le cas des
résolutions de problèmes inverses pour des systèmes couplés et proposent, no-
tamment, dans le cas de l'intrusion saline, le système adjoint associé au système
stationnaire correspondant.
Notons enﬁn que les études existantes concernent essentiellement les résolutions
numériques de ces problèmes inverses. Cependant M. E. Talibi et M. H. Tber
ont démontré l'existence du contrôle optimal et ont donné les conditions nécés-
saires d'optimalité dans le cas d'une interface eau salée/eau douce stationnaire
(cf. [127], [128], [129], [131] ).
Ce chapitre est une généralisation de ce travail au cas instationnaire. Le prob-
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lème inverse se traduit alors par un problème d'optimisation, la fonction coût
calculant l'écart quadratique entre la profondeur de l'interface (et la charge
hydraulique d'eau douce) mesurées et celles données par le modèle. Le con-
vexe décrit par les paramètres admissibles est l'espace des fonctions à variations
bornées ce qui permet de tenir compte de leurs discontinuités.
Le chapitre s'organise comme suit : Dans un premier temps, nous rappelons
les propriétés essentielles de l'espace des fonctions à variations bornées. Le
problème d'identiﬁcation se ramène alors à chercher le minimum de la fonction
coût associée à la solution du problème instationnaire. Grâce aux résultats de
régularité établis aux chapitre 2 et 4 pour la solution du problème exact, nous
montrons l'existence du contrôle optimal.
Puis en considérant ce système comme une contrainte pour le problème d'optimisation
et en introduisant le Lagrangien associé à la fonction coût et à la solution du
problème instationnaire, nous établissons que le système d'optimalité (constitué
par les équations d'état, les équations d'état adjoint et la condition d'optimalité)
admet au moins une solution.
Nous établissons ces résultats en ne considérant que K comme paramètre à
identiﬁer puis nous généralisons l'étude au cas de l'identiﬁcation simultanée de
la conductivité hydraulique K et de la porosité φ.
5.2 Formulation du problème
L'espace BV (Ω).
On se place sur un domaine Ω ouvert et borné de Rn, de frontière Γ lipschitzi-
enne, on note Mb(Ω) l'espace des mesures de Radon bornée sur Ω, Mb(Ω) est
le dual topologique de l'espace des fonctions continues sur Ω s'annulant sur Γ
muni de la topologie de la convergence uniforme. C'est un espace de Banach
pour la norme




où |u|(Ω) représente la variation totale de u sur Ω et |u| = u+ − u−, avec :
u+ = supx∈Ω |u(x)|, u− = inf∈Ω |u(x)|.
En utilisant la déﬁnition de la dualité de Mb(Ω), on peut également déﬁnir







v(x)du(x), v ∈ C0(Ω), ||v||L∞ ≤ 1}.
Déﬁnition.1. Soit f une fonction de L1(Ω); on appelle variation totale de f
sur Ω le réel
TV (f) = sup{
∫
Ω
f(x)divv(x)dx, v ∈ C∞0 (Ω)n, ||v||∞ ≤ 1}.
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f est dite à variation bornée si TV (f) <∞.
On note BV (Ω) l'espace des fonctions de L1(Ω) à variation bornée sur Ω, qui
est un espace de Banach pour la norme
||f ||BV (Ω) = ||f ||1 + TV (f).
Pour conclure cette section, nous rappelons quelques propriétés de l'espace
BV (Ω) utiles pour la suite .
Proposition 3 : Soit (fn)n∈N une suite d'éléments de BV (Ω), alors
1. Si fn −→ f dans L1(Ω), alors
TV (f) ≤ lim inf
n→∞ TV (fn).
2. Si (fn)n∈N est bornée dans BV (Ω), alors il existe une fonction f de BV (Ω)
telle que, à une sous suite prés,
fn −→ f dans L1(Ω).
3. Pour tout f dans BV (Ω) ∩ Lr(Ω) et r ∈ [1,+∞[, il existe une sous suite





|f − fn|rdΩ = 0 et lim
n→∞TV (fn) = TV (f).
4. Soit (fn)n∈N une suite dans Uadm qui converge fortement dans L1(Ω) vers un
élément f . Alors f est dans Uadm et (fn)n∈N converge fortement vers f dans
Lr(Ω) pour tout r ∈ [1,+∞[.
Preuve de 4 : Comme fn converge vers f dans L1(Ω) et Km ≤ fn ≤ KM , alors
on a Km ≤ fn ≤ KM presque partout sur Ω. De plus, par (1) de la proposition
précédente on a :
TV (f) ≤ c,
d'où f ∈ Uadm.
La seconde partie de la démonstartion découle de l'estimation suivant :
||fn − f ||rLr(Ω) ≤ mes(Ω)(KM −Km)r−1||fn − f ||L1(Ω)
pour tout r ∈ [1,+∞[ .
Formulation du problème :
Etant donné une observation répartie de la charge hydraulique de l'eau douce
φ¯f et de la profondeur de l'interface eau douce / eau salée, h, appartenant à
L2(Ω)2, notre objectif est d'identiﬁer la conductivité hydraulique et la porosité
correspondante, (K∗, φ∗), dans le cas de l'écoulement instationnaire régi par le
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Trouver(K∗, φ∗) ∈ Uadmtel que
J (K∗, φ∗) = inf(K,φ)∈Uadm J (K,φ)
(5.1)
où
J (K,φ) = 1
2




Le tensor K = K · Id, donc K est un scalaire.
avec (φf (K,φ), h(K,φ)) la solution du problème variationnel (4.1)-(4.5), (φf,obs, hobs)
étant les charges hydrauliques observées. Nous soulignons que dans la plupart
des situations pratiques, déterminer la profondeur de l'eau douce / l'eau salée
nécessite de creuser des puits qui doivent arriver à des niveaux, souvent, très
profonds sous la surface, mais cela reste concevable.
Aﬁn d'assurer l'existence d'une solution de (Oc), il faut choisir soigneusement
l'ensemble des paramètres admissibles Uadm. Prendre Uadm dans l'espace L∞(Ω)
assure bien sûr l'existence et l'unicité de la solution du problème direct (sous
certaines conditions sur les paramètres physiques) mais ne permet pas d'avoir
l'existence du contrôle optimal, d'autre part, le choix de Uadm dans H1(Ω) est
trop contraignant et doit être aﬀaibli. Nous proposons donc de travailler sur
l'ensemble des paramètres admissibles :
Uadm = {(K,φ) ∈ (BV (Ω) ∩ L∞(Ω))2, φm ≤ φ ≤ φM ,Km ≤ K ≤ KM et TV (K,φ) ≤ c}.
où φm, φM ,Km,KM , et c sont des constantes réelles strictement positives.
Dans un premier temps, nous allons limiter notre étude à l'identiﬁcation de la
condutivité hydraulique, on supposera donc connue la porosité. Dans ce cas le
problème de contrôle (Oc) devient :
(O)
{
TrouverK∗ ∈ Uadmtel que
J (K∗) = infK∈Uadm J (K)
avec
J (K) = 1
2
||φf (K)− φf,obs||L2(ΩT ) +
1
2
||h(K)− hobs||2L2(ΩT ) + λ2TV (K).
Soient Km,KM et c sont constantes ﬁxées, on déﬁnit :
Uadm = {K ∈ BV (Ω) ∩ L∞(Ω)),Km ≤ K ≤ KM et TV (K) ≤ c},
(BV (Ω), || · ||BV (Ω)) est l'espace de Banach des fonctions à variation bornée
sur Ω pour lequel nous allons rappeler quelques résultats connus. TV (K), déﬁnie
ci-dessous, désigne la variation totale de K.
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Corollaire. 1. Uadm est un sous ensemble compact de Lr(Ω) pour tout
r ∈ [1,+∞[.
Preuve : Ce corollaire est une conséquence immédiate des points 3. et 4. de
la proposition précédente.
5.3 Existence du contrôle optimal
A partir des résultat établis dans le chapitre précédent, nous allons étudier dans
cette section le problème (O). Dans la suite on supposera toutes les hypothèses
assurant l'existence, les estimations a priori, la régularité et l'unicité de la so-
lution du problème direct, et nous désignerons par φ(K) = (φf (K), h(K)) la
solution du problème variationnel correspondant à une conductivité donnée K.
Nous donnons maintenant le résultat principal de cette section.
Théorème 9 : Il existe au moins un contrôle optimal pour le problème (O).
Preuve : Soit (Kn)n∈N ⊂ Uadm une suite minimisante telle que
J (Kn) −→ J ∗ = inf
K∈Uadm
J (K).
Du corollaire 1, on déduit qu'il existe une sous suite, toujours notée Kn, et une
fonction K∗ ∈ Uadm tels que
Kn −→ K∗ fortement dans L2(Ω). (5.2)
D'autre part, d'après le théorème d'existence pour le cas conﬁné et β = 1, la
solution φ = (φnf , h
n) = (φf (Kn), h(Kn)) du problème variationnel, vériﬁe :
||φnf ||L2(0,T,H1(Ω)) + ||hn||L2(0,T,H1(Ω)) ≤ C, δ1 ≤ hn ≤ h2, (5.3)
||∂thn||L2(0,T,V ′) ≤ C, (5.4)
où C est une constante ne dépendant pas de n.
Nous pouvons alors reprendre le raisonnement du passage à la limite que nous
avons fait dans la démonstation de l'existence globale en temps du problème
(4.1)-(4.5).
Puisque (hn)n est uniformément bornée dans W (0, T ), nous déduisons grâce au
résultat de compacité d'Aubin que (hn − hD)n est sequentiellement compacte
dans L2(0, T,H). Par ailleurs (φnf )n est faiblement sequentiellement compacte
dans L2(0, T ;H1(Ω)).
On peut donc extraire une sous-suite, non renommée, (φnf , h
n−hD)n ∈ L2(0, T ;H1(Ω))×
W (0, T ) et (φ∗f , h
∗ − hD) ∈ L2(0, T ;H1(Ω))×W (0, T ) tq:
hn −→ h∗ dans L2(0, T ;H) et p.p. dans [0, T ]× Ω,
∂th
n −→ ∂th∗ faiblement dans L2(0, T ;V ′),
φnf −→ φ∗f dans L2(0, T ;H1(Ω)).
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Ce qui permet de passer à la limite dans la formulation variationnelle.
Donc de l'unicité de la solution, il vient que :
φ∗ = (φ∗f , h
∗) = (φf (K∗), h(K∗)) et donc J (K∗) = J ∗.
Ce qui termine la démonstration.
5.4 Conditions d'optimalité
Le problème d'identiﬁcation se ramène à chercher le minimum de la fonction
coût J , le système d'état étant le problème instationnaire (4.1)-(4.5). On con-
sidére ce système comme une contrainte pour le problème d'optimisation et on
introduit le Lagrangien L deﬁni comme suit :











































La solution correspond alors à un point selle de ce Lagrangien considéré comme
une fonction des variables indépendantes h, φf , λi, λf et K avec λi et λf les


































∗, λ∗f , λ
∗
i ,K
∗) · (K −K∗) ≥ 0, ∀K ∈ Uadm.
(5.6)





− div(αKTs(h)∇h) + div(KTs(h)∇φf ) = −Qs,
−div(K(h2 − h1)∇φf ) + div(αKTs(h)∇h) = Qf +Qs,
(5.7)
h = hD, φf = φf,D, sur ΓD, (5.8)
111
h(0, x) = h0(x),∀x ∈ Ω, (5.9)
et le système d'état adjoint est donné par le système rétrograde suivant :
−φ∂λi
∂t
− div((δφ+ αKTs(h))∇λi)− αK(x)∇h · ∇λi +K(x)∇φf · ∇λi,
+div(αK(x)Ts(h)∇λf ) + αK(x)∇h · ∇λf = hobs − h,
−div(K(x)(h2 − h1)∇φf ) + div(K(x)Ts(h)∇λi) = φf,obs − φf ,
(5.10)
λi = 0, λf = 0 sur ΓD, λi(tf , x) = 0, ∀x ∈ R. (5.11)
Proposition 4 : Soit (φf , h) = φ(K) la solution de (4.1)-(4.5) associée à la
conductivité hydraulique K(∈ Uadm). Alors le problème adjoint :



























(φf,obs − φf )ϕfdxdt
,(5.12)
admet une unique solution.
































(φf,obs − φf )ϕfdxdt,
(5.14)
et la condition initiale devient λi(0, x) = 0,∀x ∈ Ω.
Il s'agit d'un système couplé d'équations linéaires elliptique-parabolique.
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Pour montrer l'existence d'une solution du système (4.1)-(4.5), nous allons
procéder de la même façon que pour la preuve de l'existence globale d'une solu-
tion dans le cas conﬁné avec interface diﬀuse (cf. Chapitre 2). Nous soulignons
que la seule diﬃculté dans le cas présent est la présence des termes linéaires∫
ΩT
K(∇φf − α∇h) · ∇λi,
∫
ΩT
K∇h · ∇λf pour lesquels nous allons utiliser le
résultat de régularité établi au chapitre 4, donnant une estimation de la norme
Lr(r > 2) des gradients de h et de φf .
Existence globale en temps :
Pour la stratégie du point ﬁxe, nous introduisons l'application F :
F : L2(0, T ;H10 (Ω))2 −→ L2(0, T ;H10 (Ω))2,
(λ¯i, λ¯f ) → F(λ¯i, λ¯f ) = (λi, λf ),




< φ∂tλi, w >V ′,V dt+
∫
ΩT


























(φf − φf,obs)wdxdt (5.16)
∀w ∈ H10 (Ω) (La fonction LM (x) = min(1,
M
x
), x ∈ R+ et M est une constante
> 0 qu'on précisera ultérieurement).
Nous savons grâce à la théorie classique sur les équations paraboliques et ellip-
tiques linéaires que le précédent système variationnel admet une unique solution.
Montrons la continuité de F , donc celles de F1 et F2.
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Continuité de F1 :
Soit (λ¯ni , λ¯
n
f ) une suite de fonction de L
2(0, T ;H10 (Ω))
2 et (λ¯i, λ¯f ) ∈ L2(0, T ;H10 (Ω))2
tels que (λ¯ni , λ¯
n
f ) −→ (λ¯i, λ¯f ) dans L2(0, T ;H10 (Ω)).
Posons λi,n = F1(λ¯ni , λ¯nf ) et h = F1(λ¯i, λ¯f ), montrons qu'alors λi,n −→ λ dans
L2(0, T ;H10 (Ω)).





























(h− hobs)λi,ndxdt︸ ︷︷ ︸
(5)
.
Clairement (1) ≥ δφ||∇λi,n||2L2(ΩT ).
Par ailleurs, grâce aux inégalités de Cauchy-Schwarz et de Young ainsi qu'aux
inégalités de Gagliardo-Nirenberg, on obtient ∀ > 0 :
|(2)| ≤ αK+h2M
√














LM (||∇λ¯ni ||L2(ΩT )2)|
∫
Ω
K(x)(∇φf − α∇h) · ∇λ¯ni λi,ndxdt|















≤ LM (||∇λ¯ni ||L2(ΩT )2)K+{(
∫
Ω

















































De la même façon :





















































En rassemblant ces inégalités, nous obtenons :
φ
2
||λi,n||2L2(Ω) + (δφ− )||∇λi,n||2L2(ΩT ) ≤ max
t∈(0,T )
||λi,n||2L2(Ω) + C,
où C est une constante ne dépendant que des données et de M .
Choisissons  > 0 tel que δφ− > 0 et φ
2
− > 0, nous venons d'établir qu'il existe
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deux réelsAM (h, hobs, φf ,K, α,C4, δ, φ, h2, T ) etBM (h, hobs, φf ,K, α,C4, δ, φ, h2, T )
dépendant seulement des données du problème tels que
||λi,n||2L∞(0,T,H) ≤ AM et ||λi,n||2L2(0,T ;H10 (Ω)) ≤ BM .
Donc la suite (λi,n)n est uniformément bornée dans L∞(0, T ;H)∩L2(0, T ;H10 (Ω)).
On pose alors CM = max(AM , BM ).
Nous allons établir que (∂tλi,n)n est bornée dans L2(0, T ;V ′) ∩ L1(0, T ;H).


























(h− hobs)wdxdt︸ ︷︷ ︸
(5)
|
Le principe des calculs étant le même que dans les inégalités précédentes, nous
n'indiquerons que les estimations clefs.
|(1)| ≤ (δφ+ αK+h2)CM ||w||L2(0,T ;V ),
|(2)| ≤ αK+h2M ||w||L2(0,T ;V ),
|(3)| ≤ (1 + α)K+MC4 CG‖w‖1/4L∞(0,T ;H)||w||1/2L2(0,T ;V ),
|(4)| ≤ αK+M C4 CG‖w‖1/4L∞(0,T ;H)||w||1/2L2(0,T ;V ),
|(5)| ≤ ||hobs − h||L2(ΩT )||w||L2(0,T ;V ).
En rassemblant les précédentes estimations, nous concluons que
||∂tλi,n||L2(0,T ;V )∩L1(0,T ;H) ≤ DM ,
où DM ne dépend que des données.
Ainsi (λi,n)n est uniformément bornée dans l'espace L2(0, T ;H1(Ω))∩H1(0, T ;V ′).
En utilisant le lemme d'Aubin, nous extrayons une suite, non renommée pour
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simpliﬁer, convergeant fortement dans L2(ΩT ) et faiblement dans L2(0, T ;H10 (Ω))∩
H1(0, T ;V ′) vers une limite noté λl.
Grâce à la convergence forte dans L2(ΩT ) et donc la convergence p.p. dans Ω,
nous vériﬁons que λl est une solution de l'équation (5.15). La solution de (5.15)
étant unique, nous avons donc λi = λl.
Continuité de F2 :
De la même façon, nous montrons la continuité de F2 en posant λf,n = F2(λ¯ni , λ¯nf )
et λf = F2(λ¯i, λ¯f ) et en montrant que λf,n → λf faiblement dans L2(0, T ;H10 (Ω)).
Prenons w = λf,n dans l'équation (5.16) écrite avec λf,n, λi,n .
Après quelques transformations, nous obtenons pour  > 0 :










Cp désignant la constante intervenant dans l'inégalité de Poincaré.
Choissant  tel que K−(h2 − h1)−  ≥ 0, on obtient∫
ΩT
|∇λf,n|2 ≤ 1






p ||φf − φf,obs||2L2(ΩT ))︸ ︷︷ ︸
:=EM
.
Il est en fait possible de montrer que (λi,n)n converge fortement dans L2(0, T ;H10 (Ω))
et donc de déduire que (λf,n)n converge aussi fortement dans L2(0, T ;H10 (Ω)).
Ainsi F est continue de L2(0, T ;H10 (Ω))2 dans lui-même.
Posons S = max(CM ;DM , EM ) et W l'ensemble convexe fermé borné non vide
de L2(0, T ;H10 (Ω)) déﬁni par :
W = {(g, g1) ∈W (0, T )× L2(0, T ;H10 (Ω))︸ ︷︷ ︸
:=W1(0,T )
;λi(0) = 0, ||(g, g1)||W1(0,T ) ≤ A}
On vient de montrer que F(w) ⊂ W , le théorème de Schauder permet de con-
clure qu'il existe un couple (λi, λf ) ∈W tel que F(λi, λf ) = (λi, λf ).
Ce point ﬁxe est une solution faible du problème (5.15)-(5.16).
Nous pouvons passer à la dernière étape qui consiste en l'élimination de la fonc-
tion de troncature LM .
Elimination de la fonction auxiliaire LM :
Nous allons à présent montrer qu'il existe une constante B > 0, ne dépendant
pas de M , telle que, toute solution (λi, λf ) du problème (5.15)-(5.16) satisfait :
||∇λi||L2(ΩT ) ≤ B et ||∇f ||L2(ΩT ) ≤ B.
À nouveau, nous prenons λi(resp.λf ) dans (5.15)(resp. (5.16)) et nous ajoutons
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K(x)Ts(h)∇λi · ∇λf = α
∫
ΩT

















(φf − φf,obs)λf︸ ︷︷ ︸
(4)











K(x)|∇λf |2 + α
∫
ΩT








K(x)Ts(h)(LM (||∇λf ||L2(ΩT )2)− 1)∇λf · ∇(λi − λf )︸ ︷︷ ︸
(1)











K(x)Ts(h)|∇(λi − λf )|2,


















































































Supposons  > 0 soit choisi tel que





)) > 0, (5.17)
Θ2 = (αδ1K− − 
2
(αK+C(4,Ω)C4 + 1)) > 0, (5.18)






K+C(4,Ω)C4(1 + 2α)) > 0, (5.19)















|∇λi|2 ≤ Bˆ et Θ2
∫
ΩT
|∇λf |2 ≤ Bˆ.






), nous terminons la démonstration de cette
étape.
Unicité de la solution du problème adjoint :
Soient (λi, λf ) ∈ W (0, T ) × H10 (Ω) et (λ¯i, λ¯f ) ∈ W (0, T ) × H10 (Ω) deux so-
lutions de (5.12). Posons u = λi − λ¯i et v = λf − λ¯f . Clairement, puisque le
système est linéaire, (u, v) satisfont (5.12) mais les seconds nombres sont nuls.
Nous pouvons reprendre point par point la démonstration précédente qui nous








Puisque (u, v) ∈ H10 (Ω)2, cela implique u = 0 p.p. dans ΩT et v = 0 p.p. dans
ΩT .
Remarque : La condition (5.19) peut paraitre restrictive par rapport aux
paramètres physiques, mais ainsi que nous l'avons remarqué au chapitre 4, un
changement d'échelle pour le temps permet de justiﬁer la condition (5.19).
Proposition 5 : Soit K∗ une solution de problème (O), alors il existe un
couple (h∗ − hD, φ∗f − φf,D) ∈ W (0, T ) × L2(0, T,H10 (Ω)) et un couple λ∗ =
(λ∗i , λ
∗
f ) ∈ W (0, T ) × L2(0, T,H10 (Ω)) satisfaisant, pour tout K ∈ Uadm et





− div(αKTs(h)∇h) + div(KTs(h)∇φf ) = −Qs
−div(K(h2 − h1)∇φf ) + div(αKTs(h)∇h) = Qf +Qs
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− div((δφ+ αKTs(h))∇λi)− αK(x)∇h · ∇λi +K(x)∇φf · ∇λi,
+div(αK(x)Ts(h)∇λf ) + αK(x)∇h · ∇λf = hobs − h,
−div(K(x)(h2 − h1)∇φf ) + div(K(x)Ts(h)∇λi) = φf,obs − φf ,
et
DKJ (K) · (K(x)−K∗(x)) ≥ 0.
où le gradient de la fonction coût est donné par :






















αδKTs(h)∇h · ∇λfdxdt, avec δK ∈ Uadm, (5.20)
Preuve:
L'application K −→ (h(K), φf (K)) déﬁnie implicitement par le problème direct
(5.7)-(5.9) est diﬀérentiable (cela résulte du corollaire du théorème des fonctions
implicites ainsi que de la régularité de la solution du problème direct (h, φf )).
Donc l'application K −→ J (K) est diﬀérentiable et
DKJ (K) = ∂KL(K,h, φf , λi, λf ), c-à -d ∀δK ∈ Uadm
avec





δK × (αTs(h)∇h · ∇λi − Ts(h)∇φf · ∇λi
+ (h2 − h1)∇φf · ∇λf − αTs(h)∇h∇λf )dxdt.
En particulier si K∗ réalise le minimum de J , en notant
h∗ = h(K∗), φ∗f = φf (K
∗), λ∗i = λi(K
∗, h∗, φ∗f ) et λ
∗
f = λf (K
∗, h∗, φ∗f ),
on obtient
∂KL(K∗, h∗, φ∗f , λ∗i , λ∗f )(K −K∗) ≥ 0, ∀K ∈ Uadm,
Ce qui achève la preuve.
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5.5 Identiﬁcation de la conductivité et de la porosité
Le problème est alors le problème (Oc)
(Oc)
{
Trouver(K∗, φ∗) ∈ Uadmtel que
J (K∗, φ∗) = inf(K,φ)∈Uadm J (K,φ)
(5.21)
où
J (K,φ) = 1
2




Vous pouvons établir de la même façon que dans le théorème ??, l'existence
d'un contrôle optimal pour le problème (Oc).
Le problème d'identiﬁcation se ramène à chercher le minimum de la fonction
coût J , le système d'état étant le problème instationnaire (4.1)-(4.5). On con-
sidére ce système comme une contrainte pour le problème d'optimisation et on
introduit le Lagrangien L déﬁni comme suit :











































Nous soulignons que nous avons substitué dans le système, le coeﬃcient δφ au
coeﬃcient originel δ φ, car δ est un paramètre arbitraire que nous avons in-
troduit pour représenter l'épaisseur de la zone diﬀuse et auquel nous venons
d'incorporer la porosité. Cela nous permet de focaliser l'impact de la porosité
essentiellement sur les variations en temps de la hauteur du front salé.
La solution correspond alors à un point selle de ce Lagrangien considéré comme
une fonction des variables indépendantes h, φf , λi, λf et K avec λi et λf les mul-






∗, λ∗f , λ
∗
i ,K




∗, λ∗f , λ
∗
i ,K




∗, λ∗f , λ
∗
i ,K




∗, λ∗f , λ
∗
i ,K




∗, λ∗f , λ
∗
i ,K
∗, φ∗) · (K −K∗) ≥ 0, ∀K ∈ Uadm,
∂φL(φ∗f , h∗, λ∗i , λ∗f ,K∗, φ∗) · (φ− φ∗) ≥ 0, ∀φ ∈ Uadm.
(5.23)
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Le système d'état est le système (5.7)-(5.9) et le système adjoint est le système
(5.10)-(5.11)
Nous pouvons alors énoncer l'analogue de la proposition 5 :
Proposition 6 : Soit (K∗, φ∗) une solution de problème (Oc), alors il ex-
iste un couple (h∗ − hD, φ∗f − φf,D) ∈ W (0, T ) × L2(0, T,H10 (Ω)) et un couple
λ∗ = (λ∗i , λ
∗
f ) ∈W (0, T )×L2(0, T,H10 (Ω)) satisfaisant, pour tout (K,φ) ∈ Uadm





− div(αKTs(h)∇h) + div(KTs(h)∇φf ) = −Qs
−div(K(h2 − h1)∇φf ) + div(αKTs(h)∇h) = Qf +Qs




− div((δφ+ αKTs(h))∇λi)− αK(x)∇h · ∇λi +K(x)∇φf · ∇λi,
+div(αK(x)Ts(h)∇λf ) + αK(x)∇h · ∇λf = hobs − h,
−div(K(x)(h2 − h1)∇φf ) + div(K(x)Ts(h)∇λi) = φf,obs − φf ,
et
DKJ (K,φ) · (K(x)−K∗(x)) ≥ 0 et DφJ (K,φ) · (φ(x)− φ∗(x)) ≥ 0.
où les gradients de la fonction coût sont donnés par :






















αδKTs(h)∇h · ∇λfdxdt, avec δK ∈ Uadm, (5.24)
et








λidxdt, avec δφ ∈ Uadm (5.25)





Dans ce travail, nous avons proposé une étude mathématique comparative des
deux approches 'interface nette' et 'interface diﬀuse' pour traiter le problème
d'intrusion marine dans les aquifères côtiers conﬁnés et libres. Plus précisè-
ment, nous avons établi dans le cas conﬁné avec interface diﬀuse, un résultat
d'existence globale en temps de la solution montrant que, malgré l'ajout du
terme diﬀusif, nous sommes toujours obligés de supposer une épaisseur d'eau
douce strictement positive dans l'aquifère, pour obtenir une estimation uniforme
de la norme L2 du gradient de la charge hydraulique d'eau douce, estimation
essentielle pour appliquer les théorèmes de compacité. Dans le cas d'une nappe
libre, nous avons étudié le système issu du modèle avec interface abrupte pour
lequel nous avons donné un résultat d'existence globale en temps plus délicat que
celui établi dans [59] à cause de la dégénérescence des équations. Par ailleurs,
nous avons aussi montré que l'ajout des interfaces diﬀuses permet de prouver
un principe du maximum plus ﬁn que dans le cas des interfaces abruptes.
Puis nous avons établi un résultat d'unicité qui est un résultat diﬃcile à établir
compte tenu de la conjonction des trois diﬃcultés : la non-linéarité, la dégénéres-
cence et le fort couplage des équations, il existe d'ailleurs peu de résultats
sur l'unicité des solutions pour de tels systèmes. Nous avons traité le cas de
l'approche avec interface diﬀuse, ce qui permet d'éliminer la diﬃculté liée à la
dégénérescence des équations. Ce résultat repose sur des estimations uniformes
des normes Lr(ΩT ), r > 2 des gradients des charges hydrauliques. Cette régu-
larité supplémentaire combinée aux inégalités de Gagliardo-Nirenberg permet
de traiter la non-linéarité dans la preuve de l'unicité pour le cas conﬁné.
Enﬁn nous avons résolu un problème d'identiﬁcation de paramètres par la méth-
ode de l'état adjoint. Nous nous sommes intéressés à l'identiﬁcation de la con-
ductivité hydraulique K et de la porosité φ. Il s'agit d'estimer ces paramètres
en fonction d'observations ou de mesures sur le terrain faites sur les charges
hydrauliques et sur la profondeur de l'interface eau douce/eau salée. Le prob-
lème inverse se traduit alors par un problème d'optimisation, la fonction coût
calculant l'écart quadratique entre la profondeur de l'interface (et la charge hy-
draulique d'eau douce) mesurées et celles données par le modèle. Le problème
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d'identiﬁcation se ramène alors à chercher le minimum de la fonction coût asso-
ciée à la solution du problème instationnaire.
Puisque le résultat de régularité Lr(ΩT ), r > 2 et d'unicité ont été obtenus
dans le cas d'un aquifère libre dans [60], il serait très intéressant d'étendre
l'étude faite sur l'identiﬁcation de paramètres au cas d'une nappe côtière libre.
Par ailleurs, il faudrait aussi pouvoir coupler au précédent système les eﬀets dûs
aux conditions climatiques et aux interventions humaines, en outre, prendre en
compte les eﬀets de la contamination de la nappe phréatique par des engrais
chimiques et des pesticides.
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