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Abstract
The coronavirus disease, named COVID-19, has become the largest global public health crisis since it started in early
2020. CT imaging has been used as a complementary tool to assist early screening, especially for the rapid identifi-
cation of COVID-19 cases from community acquired pneumonia (CAP) cases. The main challenge in early screening
is how to model the confusing cases in the COVID-19 and CAP groups, with very similar clinical manifestations and
imaging features. To tackle this challenge, we propose an Uncertainty Vertex-weightedHypergraph Learning (UVHL)
method to identify COVID-19 from CAP using CT images. In particular, multiple types of features (including regional
features and radiomics features) are first extracted from CT image for each case. Then, the relationship among dif-
ferent cases is formulated by a hypergraph structure, with each case represented as a vertex in the hypergraph. The
uncertainty of each vertex is further computed with an uncertainty score measurement and used as a weight in the hy-
pergraph. Finally, a learning process of the vertex-weighted hypergraph is used to predict whether a new testing case
belongs to COVID-19 or not. Experiments on a large multi-center pneumonia dataset, consisting of 2,148 COVID-19
cases and 1,182 CAP cases from five hospitals, are conducted to evaluate the performance of the proposed method.
Results demonstrate the effectiveness and robustness of our proposed method on the identification of COVID-19 in
comparison to state-of-the-art methods.
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1. Introduction
The coronavirus disease pandemic, named COVID-19,
has become the largest global public health crisis since
in started it early of 2020. COVID-19 was caused by a
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1D. Di, F. Shi, F. Yan, L. Xia, Z. Mo, Z. Ding, F. Shan contributed
equally to this work.
kind of savagely contagious virus, and could lead to acute
respiratory distress and multiple organ failure (Li et al.,
2020a; Chen et al., 2020; Li et al., 2020b; Wang et al.,
2020a; Holshue et al., 2020).
The latest guideline, published by the Chi-
nese government (the trial sixth version)
(of National Health Committee et al.), declares that
the diagnosis of COVID-19 must be confirmed by the
reverse transcription polymerase chain reaction (RT-PCR)
or gene sequencing for respiratory or blood specimens.
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Recent studies (Fang et al., 2020; Gozes et al., 2020;
Xie et al., 2020) have investigated the sensitivity of non-
contrast chest CT, and demonstrated that, recognizing
either diffusion or focal ground-glass opacities as the
disease characteristics in CT is a reliable and efficient
approach. More specifically, the bilateral and peripheral
ground-class and consolidative pulmonary opacities in
CT are the typical features of COVID-19 symptoms, and
the greater severity of the disease with increasing time
from onset symptoms shows larger lung involvement
and more linear opacities, a.k.a. the “crazy-paving”
pattern and the “reverse halo” sign (Xie et al., 2020;
Bernheim et al., 2020).
To reduce the workload in diagnosing COVID-19,
plenty of machine learning-based studies have been con-
ducted (Gozes et al., 2020; Li et al., 2020a; Narin et al.,
2020; Zhang et al., 2020; Shan+ et al., 2020). However,
there are still two major challenges: 1) Noisy data, due to
the large variations of data collected in an emergent sit-
uation, such as using different reconstruction kernels and
CTmanufactures, alongwith possible patient movements;
2) Confusing cases, due to similar radiological appear-
ance of COVID-19 and other pneumonia, especially in the
early stage. Therefore, how to handle these challenges is
the key for successful identification of COVID-19 from
CAP.
Accordingly, in this work, we propose an uncertainty
based learning framework, called Uncertainty Vertex-
weighted Hypergraph Learning (UVHL), to identify
COVID-19 from CAP with CT images. The most essen-
tial task is to exploit the latent relationship among var-
ious COVID-19 cases and CAP cases, and then make a
prediction for a new testing case, i.e., whether belong-
ing to COVID-19 or not. The proposed framework em-
ploys a vertex-weighted hypergraph structure to formu-
late data correlation among different cases. The mod-
ule of “uncertainty score measurement” is used to gen-
erate two metrics, i.e., 1) noisy data aleatoric uncertainty
and 2) the models inability epistemic uncertainty. Then,
the proposed UVHL conducts learning on the hypergraph
structure to make a prediction for the new testing case,
by simultaneously a) incorporating the uncertainty val-
ues of measured data to relieve the misleading patterns
from noisy low-quality data and b) allocating more at-
tention to the nodes distributing around the classifying
interface in the latent representation space. Another ad-
Figure 1: Illustration of lung CT image, infection, lung lobes, and pul-
monary segments on a CAP case (left) and a COVID-19 case (right).
vantage of the proposed framework is its flexibility in uti-
lizing multi-modal data/features when available. We ap-
ply our proposed method to a large dataset, with 2,148
COVID-19 cases and 1,182 CAP cases. The experimental
results show that our proposed method can achieve a sat-
isfactory accuracy of 90% for identification of COVID-19
from CAP.
The main contributions of this paper are summarized as
follows:
• We propose to formulate data correlation among all
COVID-19 and CAP cases using hypergraph, for ex-
ploring high-order relationship using multi-type CT
features (such as regional features and radiomics fea-
tures).
• We propose an uncertainty vertex-weighted strategy
to relieve the influence of noisy (CT) data collected
from suspected COVID-19 patients in emergent sit-
uation.
• We have demonstrated better performance in the task
of identifying COVID-19 from CAP, and have also
shown how different types of CT features perform in
this task.
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2. Related Work
In this section, we briefly review recent works on di-
agnosing COVID-19 and introduce current studies on hy-
pergraph learning.
2.1. AI-based COVID-19 Diagnosis
As introduced in (Zu et al., 2020), COVID-19 patients
could be divided into mild, moderate, severe and critically
ill stages, according to the severity of disease develop-
ment. In the mild stage, the pneumonia symptom is dif-
ficult to be observed from CT images for a suspected pa-
tient. With the development of the disease, ground-glass
opacity (GGO), increased crazy-paving pattern, and con-
solidation can be observed (Li and Xia, 2020). When it
becomes a serious situation, the symptom will deteriorate
and also the gradual resolution of consolidation could be
observed in CT images.
In the very early studies, several statistics-based
methods (Chen et al., 2020; Li et al., 2020b; Wang et al.,
2020a) are proposed to develop automatic detection and
patient monitoring methods for diagnosis of COVID-19.
However, only simple data statistics is employed in these
methods, which limits the capability of diagnosing sus-
pected patients when facing the challenge of noisy data
and confusing cases.
To further improve the performance, a group of AI-
based methods (Narin et al., 2020; Shan+ et al., 2020;
Gozes et al., 2020) are proposed in the following. In
Bernheim et al. (2020); Shan+ et al. (2020); Tang et al.
(2020), reliable representations from CT are learned to
represent the symptom of COVID-19. The co-relationship
between chest CT and RT-PCR testing has also been
investigated in COVID-19 (Ai et al., 2020; Fang et al.,
2020; Xie et al., 2020). Gozes et al. (2020) introduce an
AI-based automatic CT image analysis tool for detection,
quantification, and tracking of coronavirus.
Although there have been plenty of works on AI-
assisted COVID-19 diagnosis tools, the identification of
COVID-19 from CAP has not fully investigated, which
has become an important issue recently. In this task,
Wang et al. (2020b) propose to classify the patches of in-
fected lesions into COVID-19 or typical viral pneumonia
using the modified and fine-tuned Inception migration-
learning model with the pre-trained weights, in which the
infection patches need to be manually labeled. Another is-
sue is the correlation among the COVID-19 cases and the
CAP cases, which is important to identify the category of
a new testing case.
2.2. Preliminary on Hypergraph Learning
Hypergraph learning has been widely applied in
many tasks, such as identifying non-random structure
in structural connectivity of the cortical microcircuits
(Dotko et al., 2016), identifying high-order brain connec-
tome biomarkers for disease diagnosis (Zu et al., 2016),
and studying the co-relationships between functional and
structural connectome data (Munsell et al., 2016). Hyper-
graph learning was first introduced in (Zhou et al., 2007),
in which each node represents one case, each hyperedge
captures the correlation between each pair of nodes, and
the learning process is conducted on a hypergraph as a
propagation process. By this method, the transductive in-
ference on hypergraph aims to minimize the label differ-
ences between vertices that are connected by more and
stronger hyperedges. Then, the hypergraph learning is
conducted as a label propagation process on the hyper-
graph to obtain the label projection matrix (Liu et al.,
2017), or as a spectral clustering (Li and Milenkovic,
2017).
Other applications of hypergraph learning include
video object segmentation (Huang et al., 2009), images
ranking (Huang et al., 2010), and landmark retrieval
(Zhu et al., 2015). Hypergraph learning has the advan-
tage of modeling high-order correlation modeling, but the
reliability of different vertices on the hypergraph, also im-
portant to conduct accurate learning, has not been well
investigated.
3. Materials and Preprocessing
In this section, we first introduce materials used in this
work and image preprocessing steps. Then, multi-type
features, including regional features and radiomics fea-
tures from CT images are extracted.
3.1. Dataset
In this study, a total of 3,330 CT images were collected,
including 2,148 from COVID-19 patients and the rest
1,182 from CAP patients. These images were provided
3
Figure 2: Illustration of our proposed Uncertainty Vertex-weighted Hypergraph Learning (UVHL) method for COVID-19 identification.
by the Ruijin Hospital of Shanghai Jiao Tong University,
Tongji Hospital of Huazhong University of Science and
Technology, China-Japan Union Hospital of Jilin Univer-
sity, Hangzhou First Peoples Hospital of Zhejiang Univer-
sity, and Shanghai Public Health Clinical Center of Fudan
University. All the COVID-19 cases were confirmed as
positive by RT-PCR and acquired from Jan. 9, 2020 to
Feb. 14, 2020. CAP images were obtained from Jul. 30,
2018 to Feb. 22, 2020. The CT scanners used in this
study include uCT 780 from UIH, Optima CT520, Dis-
covery CT750, LightSpeed 16 from GE, Aquilion ONE
fromToshiba, SOMATOMForce from Siemens, and SCE-
NARIA from Hitachi. The CT protocol here includes:
120 kV, reconstructed CT thickness ranging from 0.625
to 2mm, and breath-hold at full inspiration. All images
were de-identified before sending for analysis. This study
was approved by the Institutional Review Board of partic-
ipating institutes. Written informed consent was waived
due to retrospective nature of the study.
3.2. Preprocessing
In this study, both regional and radiomics features are
extracted from CT image for each patient. More specif-
ically, we first perform segmentation of left / right lung,
5 lung lobes, and 18 pulmonary segments, as well as in-
fected lesions by deep learning based network, i.e., VB-
Net, in a portal software (Shan+ et al., 2020), for each CT
image.
To generate regional features, we calculate a dimension
of R96 features for each patient, including histogram dis-
tribution, infected lesion counting numbers, the mean and
variance grey values of lesion area, lesion surface area,
and additional density and mass features, etc. To generate
radiomics features, radiomics computation is performed
on the infected lesions and a dimension ofR93 for each pa-
tient is extracted, including the first-order intensity statis-
tics and texture features such as gray level co-occurrence
matrix (Shi et al., 2020). With the information on age and
sex also included, the representations for each patient can
be concatenated as x ∈ R191 overall.
4. The Method
In this section, we introduce our proposed Uncertainty
Vertex-weighted Hypergraph Learning (UVHL) method
for COVID-19 identification. Figure 2 shows in the
framework of our proposed method, which is composed
of three steps, i.e., 1) “Data Uncertainty Measurement”,
2) “Uncertainty-vertex Hypergraph modeling” and 3)
“Uncertainty-vertex Hypergraph Learning”, respectively.
4.1. Data Uncertainty Measurement
As introduced before, the data quality may suffer from
the unstable, noisy nature caused in the emergent situa-
tion. To overcall this limitation, it is important to iden-
tify the reliability of different cases during the learning
processing. In this step, a data uncertainty measurement
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process is conducted to generate uncertainty scores for all
cases used in the learning processing. Here, two types of
uncertainty factors are calculated in our method.
a. Aleatoric Uncertainty. The data is abnormal, noisy
or collected by mistake with low quality.
b. Epistemic Uncertainty. The features of these cases
lie around the decision boundary that makes the dis-
tinguishing model under a serious challenge.
We will introduce how to calculate these uncertainty
scores in details as below.
4.1.1. Aleatoric Uncertainty
The aleatoric uncertainty represents the measure of the
quality measure of noisy data, and is based on the com-
parison of data distributions. The objective is to estimate
Θ that minimizes the Kullback-Leibler (KL) divergence
between true distribution PD(x) and predicted distribution
PΘ(x) over N training samples:
Θˆ = argmin
Θ
1
N
N∑
i=1
DKL (PD(x)‖PΘ(x)) (1)
Hence, the loss function can be defined as KL-
Divergence: L(Θ) = LKL(Θ), which is minimized during
the training process. In detail, the loss for a single case
can be calculated as Eq. 2:
L(Θ) = DKL (PD(x)‖PΘ(x))
=
∫
PD(x) logPD(x)dx −
∫
PD(x) logPΘ(x)dx
=
CE(y, fΘ(x))
2σ2
Θ
(x)
+
log
(
σ2
Θ
(x)
)
2
+
log(2pi)
2
−H(PD(x))
(2)
where CE denotes the Cross-Entropy function, x ∈ R191
denotes the feature vector of each patient, y ∈ R2 is the
label, and fΘ : R
191 7→ R2 represents the network with
softmax function as the last layer that maps features to the
corresponding binary prediction. H(PD(x)) stands for the
entropy of PD(x). σ
2
Θ
denotes the predicted variance. To
avoid the potential division by zero, we replace logσ2
Θ
(x)
by αΘ(x). Therefore, αΘ : R
191 7→ R1 can be used to
predict the uncertainty score for each case.
Note that log (2pi)/2 and H (PD(x)) are redundant for
optimization. Therefore, for N samples, we can rewrite
the loss function as Eq. 3:
L(Θ)=
1
N
N∑
i
(
1
2
exp(−αΘ(xi))CE(yi, fΘ(xi))+
1
2
αΘ(xi)
)
(3)
If the Cross-Entropy between the predicted yΘ(xi) and
true label yi is quite large, the model tends to predict a
higher αΘ(xi) to make inputs with high uncertainty hav-
ing a smaller effect on the loss. This allows the network
to learn to attenuate the effect from erroneous labels, thus
becoming more robust to noisy data. In our task, we de-
note AΘ(xi) as aleatoric uncertainty to identify low qual-
ity data, as defined in Eq. 4:
AΘ(xi) = σ
2
Θ
(xi) = exp(αΘ(xi)) (4)
4.1.2. Epistemic Uncertainty
Epistemic uncertainty refers to the model’s inability for
accurate and precise prediction. To compute this mea-
surement, we use the dropout variation inference, which
is a widely adopted practical approach for approximate
inference (Gal and Ghahramani, 2016). The Monte Carlo
estimation method is referred as MC dropout. Our ap-
proximate predictive distribution is given by Eq. 5:
q (y∗|x∗) =
∫
p (y∗|x∗,ω) q(ω)dω (5)
where ω = {Wi}
L
i=1 is a set of random variables for a
model with L layers. x∗ and y∗ denote the input and the
corresponding output of any MC dropout model, respec-
tively. The effect of our MC dropout can be attributed to
impose a Gaussian distribution on each layer during the
test stage. In detail, the multi-layer perception neural net-
work (MLP) model can be trained with dropout. But dif-
ferent from the conventional settings, these dropout layers
are kept open during the testing stage. Each case is pre-
dicted for K times, and the epistemic uncertainty for this
case can be calculated using the variance of these K val-
ues.
Therefore, the predicted result for one case can be ob-
tained by Eq. 6:
Eq(y∗|x∗) (y
∗) ≈
1
K
K∑
k=1
ŷ∗
(
x∗,ωk
)
(6)
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or more specifically by Eq. 7 in our task:
E( f
Θ̂
(xi)) ≈
1
K
K∑
k=1
f
Θ̂(ωk)
(xi) (7)
Combined with aleatoric uncertainty introduced be-
fore, the epistemic uncertainty can be approximated
as (Kendall and Gal, 2017) in Eq. 8:
E ( f
Θ̂
(xi)) ≈AΘ̂(xi) +
1
K
K∑
k=1
f
Θ̂(ωk)
(xi)
T f
Θ̂(ωk)
(xi)
− E( f
Θ̂(ωk)
(xi))
T E( f
Θ̂(ωk)
(xi))
(8)
where i denotes the ith sample and k denotes the kth test
with dropout.
Note that E ( f
Θ̂
(xi)) ≈ AΘ̂(xi) (epistemic uncertainty) is
mainly composed of aleatoric uncertainty. Consequently,
when E ( f
Θ̂
(xi)) gets higher, it mainly represents lower
data quality instead of the limitation on classification ca-
pability.
To normalize the epistemic uncertainty E ( f
Θ̂
(xi)), its
mean and standard deviation in the whole dataset can
be calculated as µe, se. Then, sigmoid function σ(·) is
adopted to ensure the uncertainty score ranging from 0
to 1. λ is an adjustable parameter, to make different un-
certainty cases more distinctive. If the λ is set to positive,
the cases with the high uncertainty score will be adjusted
higher, the cases with the low uncertainty score will be
lower, and vice versa. Weights of all data are shown in
Eq. 9:
Ui = σ
(
λ
E ( f
Θ̂
(xi)) − µe
se
)
(9)
In the end of this step, by leveraging the uncertainty, the
quality of data is measured and also the weighted vertices
are generated accordingly.
4.2. Uncertainty-vertex Hypergraph Construction
To identify the COVID-19 cases, it is important to ex-
ploit the data correlation. Here, the hypergraph structure
is employed to model the relationship among the known
training COVID-19 cases, the known training CAP cases,
and the unknown testing cases.
In the hypergraph P = 〈F , L,U〉, each vertex denotes
one case, and there are totally n vertices according to the
number of cases involved. Given the two types of fea-
tures, i.e., the regional features and radiomics features,
two groups of hyperedges are generated to build the con-
nections among these cases. For the regional features,
each time one vertex (case) is selected as the centroid,
and its k nearest neighbors (cases) are selected to be con-
nected by one hyperedge. This process repeats until all
vertices have been selected once. Then, a group of hy-
peredges based on the regional feature can be generated.
The same process is performed for the radiomics feature,
which generates another group of hyperedges. These two
groups of hyperedges are concatenated to build the final
hypergraph.
Different from conventional hypergraph, the
uncertainty-vertex hypergraph not only cares about
features F and the label L of each vertex, but also
considers the uncertainty U of each vertex. In this way,
these more reliable vertices could contribute more during
the learning process, and vice versa. Here,V is the vertex
set, E is the hyperedges set, and W is the pre-defined
matrix of hyperedge weights. Besides these, U denotes
the uncertainty matrix for all the vertices. Therefore,
our uncertainty-vertex hypergraph can be written as
G = 〈V,E,W,U〉. Leveraging vertex weights U, an
incidence matrix H is then generated to represent the
relationship among different vertices.
H(vi, ep) =
{
Ui, vi ∈ ep
0, vi < ep
(10)
In the end of this stage, the uncertainty vertex-weighted
hypergraph is constructed to represent the correlation
among all cases.
4.3. Uncertainty-vertex Hypergraph Learning
As shown in Fig. 3, comparedwith the conventional hy-
pergraph learning method, the proposed UVHL structure
considers the uncertainty of each vertex individually and
the learning process is conducted on an unequal space.
The learning task on the uncertainty-vertex hypergraph
can be formulated as:
QU(F) = argmin
F
{
Ω(F) + λRemp(F)
}
(11)
More specifically, the smoothness regularizer function
Ω(·) and the empirical loss term Remp(·) can be, respec-
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Figure 3: Besides the hyperedge weights, the uncertainty-vertex hyper-
graph contains the uncertainty score of each vertex.
Table 1: The definition of the confusion matrix for COVID-19 identifi-
cation.
Classify as COVID-19 Classify as CAP
COVID-19 True Positive (TP) False Negative (FN)
CAP False Positive (FP) True Negative (TN)
tively, rewritten as follows:
Ω(F,V,U,E,W) = tr(F⊤(U⊤ − U⊤ΘUU)F)
Remp(F,U) =
K∑
k=1
∥∥∥F(:, k) − Y(:, k)∥∥∥2 (12)
where F(:, k) is the kth column of F and ΘU =
D
− 1
2
v HWD
−1
e H
TD
− 1
2
v . The uncertainty vertex-weighted
hypergraph loss function Remp(·) can be further rewritten
as:
Remp(F,U) =tr(F
⊤U⊤UF + Y⊤U⊤UY
− 2F⊤U⊤UY)
(13)
Therefore, the target label matrix F can be obtained as:
F = λ(U⊤ − U⊤ΘUU + λU
⊤U)−1U⊤UY (14)
With the generated label matrix F ∈ Rn×K (K = 2 in
our task), the new coming testing case can be identified as
COVID-19 or CAP accordingly.
5. Experiments
5.1. Evaluation Metrics
In our experiments, six criteria are employed to eval-
uate the COVID-19 identification performance, and the
definition of the confusion matrix is shown in Table 1.
1. Accuracy (ACC): ACC measures the proportion of
samples that are correctly classified. ACC =
T P+T N
T P+T N+FP+FN
.
2. Sensitivity (SEN): SEN measures the proportion of
actual positives that are correctly identified as such.
This metric is also called as “recall”, reflecting the
misdiagnose proportion. In actual medical diagnos-
tic application scenarios, this evaluation metric is
more critical. S EN = T P
T P+FN
.
3. Specificity (SPEC): SPEC measures the proportion
of actual negatives that are correctly identified as
such. It stands for the omission diagnose rate.
S PEC = T N
T N+FP
.
4. Balance (BAC): BAC is the mean value of SEN and
SPEC. BAC = S EN+S PEC
2
.
5. Positive Predictive Value (PPV): PPV measures the
proportion of detected positives that are true positive.
PPV = T P
T P+FP
.
6. Negative Predictive Value (NPV): NPV measures the
proportion of detected negatives that are true nega-
tive. NPV = T N
T N+FN
.
5.2. Compared Methods
The following popular classification approaches are
used for comparison:
• Support Vector Machine (SVM) (Cortes and Vapnik,
1995): It is a non-probabilistic linear classifier, used
to perform supervised learning. It selects a group
of the training data as support vectors to determine
the boundary that divides different categories apart
as unambiguously as possible.
• Multilayer Perceptron (MLP) Neural Network: As
the fundamental feed-forward artificial neural net-
work, MLP can be utilized to perform binary clas-
sification with the cross-entropy as the loss function.
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Table 2: Performance comparison of different methods on the pneumonia dataset. (“†” denotes the significance testing, p − value < 0.05.)
Methods ACC SEN SPEC BAC PPV NPV
SVM (p-value) 0.84084 1.173e-7 0.85714 1.438e-6 0.81034 4.235e-3 0.83374 1.037e-4 0.89423 0.0498 0.75200 3.283e-6
MLP (p-value) 0.84685 4.917e-6 0.86175 1.082e-5 0.81897 0.0153 0.84036 2.349e-3 0.89904 0.0507 0.76000 8.777e-9
iHL (p-value) 0.85135 5.260e-7 0.86327 3.415e-4 0.83052 0.0332 0.84790 7.905e-3 0.90256 0.2367 0.76866 2.088e-8
tHL (p-value) 0.86486 3.533e-4 0.89191 2.851e-4 0.81743 4.559e-3 0.85467 0.0197 0.89898 0.2383 0.80547 7.071e-5
UVHL (std) 0.89790† ±0.0223 0.93269† ±0.0291 0.84000† ±0.0274 0.88635† ±0.0210 0.90654 ±0.0222 0.88235† ±0.0383
• Inductive Hypergraph Learning (iHL) (Zhang et al.,
2018): In iHL, all available features are combined
into one single feature, and then a projection is
learned on the hypergraph structure, which is used
to conduct classification task on the pneumonia in-
stances. This model learns the high-order represen-
tations from the training set and is evaluated in the
testing set.
• Transductive Hypergraph Learning (tHL)
(Zhou et al., 2007): The transductive learning
on hypergraph is conducted to learn the label matrix.
Both the training data and all testing data are
employed in the hypergraph structure, yet leading
to the commonly used semi-supervised learning
approach.
Figure 4: The performance of UVHL and compared methods. The
results show that UVHL outperforms other methods for all metrics.
5.3. Implementation
In our experiments, the whole dataset consists of 2,148
COVID-19 cases and 1,182 CAP cases.
We randomly divide them into 10 subsets and perform
10-fold cross-validation, in which 9 subfolds are used for
training and the rest one is used for testing each time. The
data splitting process repeats 10 times, and the mean and
standard deviation of all 10 runs are reported as the final
result for comparison. All features are normalized into
[0, 1] in the training dataset, and the offset mean and vari-
ance are applied to the testing dataset for data normaliza-
tion, respectively.
For our UVHL model, K nearest neighbors are con-
nected for each vertex when generating hyperedges. We
note that it is important to generate a suitable hypergraph
structure for representation learning. However, how to se-
lect the bestK value in this procedure is difficult. A large
K will lead to high dissimilarity insider the hyperedge,
while a small K may be not informative enough to the
overall hypergraph structure. To select a suitable K , the
following strategy is adopted to select K . First, a pool
of candidate K values is set as [2, 3, ..., 20] in our exper-
iments. Given a set of training data and corresponding
testing data, we further split the training data into 5 folds.
The 5-fold cross-validation is conducted on the training
data, where differentK are used. We then collect the per-
formance of different K on the training data, and the K
with the best performance is used for testing. In this way,
the selection of K can be fully automatic and optimized.
5.4. Results and Discussions
Experimental results are demonstrated in Fig. 4, and
the detailed mean value and the significance of the t-test
between UVHL and other methods are listed in Table 2.
From these results, we have the following observations:
1. Our proposed method UVHL achieves the most reli-
able performance among all metrics. Compared with
SVM and MLP, our approach obtains better perfor-
mance (i.e., 6.79% and 6.03% relative improvement
in terms of ACC, respectively), demonstrating that
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the hypergraph based approach has the effective abil-
ity to tackle the pneumonia identification task.
2. Compared with other hypergraph based meth-
ods, i.e., inductive hypergraph learning (iHL)
(Zhang et al., 2018) and transductive hypergraph
learning (tHL) (Zhou et al., 2007), our approach
achieves relative gains of 5.47% and 3.82% in terms
of ACC, respectively.
3. Besides the better sensitivity value, our proposed
UVHL method achieves much higher specificity
value compared with all other methods. This indi-
cates that our proposed method can not only have
high recall of COVID-19 patients but also be effec-
tive on filtering CAP patients, which is quite useful
in practice.
Table 3: Experimental comparison on the data uncertainty measurement.
Weighting strategy ACC SEN SPEC BAC PPV NPV
1 Equal Weight 0.85586 0.88426 0.80342 0.84384 0.89252 0.789912
2 Support Vectors 0.86066 0.87021 0.84442 0.85731 0.90983 0.78137
3 Aleatoric Uncertainty 0.87387 0.918919 0.78378 0.85135 0.89474 0.82857
4 Epistemic Uncertainty 0.88589 0.90741 0.84615 0.87678 0.91589 0.83193
5 Proposed Uncertainty 0.89790 0.93269 0.84000 0.88635 0.90654 0.88235
5.5. Data Uncertainty Study
To evaluate the effectiveness of our proposed data un-
certainty method, we further conduct ablation experi-
ments to compare variants of the data uncertainty mea-
surement procedure. First, we remove the uncertainty
measurement procedure and treat all cases equally. Sec-
ondly, the SVM-based uncertainty score is calculated, in-
stead of that of using MLP. Then, the two uncertainty
measurements are used individually for comparison. Ex-
perimental results are reported in Table 3, from which we
can have the following observations:
1. Compared with the method without uncertainty, i.e.,
with equal weights, all the other methods with un-
certainty can achieve better performance.
2. The method with uncertainty from SVM performs
worse than that of using MLP. It indicates that MLP
has better identification effectiveness compared with
SVM on uncertainty measurement.
3. Compared with the case of using aleatoric uncer-
tainty and epistemic uncertainty individually, the
use of both uncertainties, i.e., the proposed method,
achieves the best performance, which demonstrates
the effectiveness of our proposed data uncertainty
strategy.
5.6. Analysis On Feature Types
In this study, there are two types of features from CT,
i.e., regional features and radiomics features. Here, we
evaluate the effectiveness of these two features on the task
of COVID-19 identification. We have conducted experi-
ments with our proposed method using each feature in-
dividually. Experimental comparison is demonstrated in
Table 4. Our method using regional feature has higher
sensitivity, while the specificity is relatively lower, com-
pared with the cases of using radiomics features. These
results indicate that regional feature is better in finding
the true positive COVID-19 cases, while radiomics fea-
tures have the advantage of identifying CAP cases. When
using both types of features in our proposed method, the
performance becomes stable, along with both increasing
sensitivity and specificity, as shown in the last row of Ta-
ble 4. This observation demonstrates that our proposed
method has the ability of jointly utilizing multi-type fea-
tures and achieve better performance.
Table 4: Experimental comparison on different feature types and their
combination.
Feature Types ACC SEN SPEC BAC PPV NPV
Regional 0.85886 0.90323 0.77586 0.83954 0.88288 0.81081
Radiomics 0.85946 0.86982 0.84182 0.85582 0.90889 0.78012
Both 0.89790 0.93269 0.84000 0.88635 0.90654 0.88235
5.7. Analysis on Few Labeled Data
As the large-scale labeled data for COVID-19 is ex-
pensive and maybe infeasible in emergent situations, how
these methods perform with very limited labeled data is
an important issue. It should be noted that we have not
included MLP, as MLP performs very badly when hav-
ing very few training data. To do that, we investigate how
the compared methods work with respect to a small scale
of labeled data from 10 to 100 for COVID-19 and CAP
respectively. In these experiments, 100 cases for each cat-
egory are selected as the validation data. The training
data selection process repeats 10 times and the average
performance is calculated for comparison. Experimental
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Figure 5: Performance comparison with respect to different scales of training data.
results are shown in Fig. 5. As shown in these results,
we can observe that SVM performs inferior in all settings
when given just very few labeled data, and the hypergraph
based methods perform the best. We can also observe that
our proposedmethod, i.e., UVHL, can achieve very stable
performance when only a few labeled data are available,
which justifies the effectiveness of our proposed method
in these difficult situations.
6. Conclusion
In this paper, we propose an uncertainty vertex-
weighted hypergraph learning method to identify
COVID-19 from CAP using CT images. Confronting
the challenging issues from noisy data and confusing
cases with similar clinical manifestations and imaging
features, our proposed method employs a hypergraph
structure to formulate the data correlation among the
known COVID-19 cases, the known as CAP cases,
and the testing cases. Through this method, two types
of CT image features (including regional features and
radiomics features) are extracted for patient representa-
tion. To overcome the limitations of the noisy data, a
data uncertainty measurement process is conducted to
measure the uncertainty of each training case. Finally,
a vertex-weighted hypergraph learning process is used
to predict whether a new case is COVID-19 or CAP.
We have conducted experiments on a large multi-center
pneumonia dataset, including 2,148 COVID-19 cases and
1,182 CAP cases from 5 hospitals, and the experimental
results demonstrate the effectiveness of our proposed
method on identification of COVID-19 in comparison to
the existing state-of-the-art methods.
In future work, the effectiveness of each individual fea-
ture should be fully investigated. Regarding the limited
data and possible evolution of COVID-19, it is important
to explore small sample learning methods as well as trans-
fer learning techniques on this difficult task of identifying
COVID-19.
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