Abstract Let λ * > 0 denote the largest possible value of λ such that
Introduction and result
The main purpose of this paper is to investigate regularity of the extremal solution for a class of fourth-order problem
on ∂B.
(1.1) λ
Here B denotes the unit ball in R n (n ≥ 2) centered at the origin, λ > 0, p > 1 and ∂ ∂n the differentiation with the respect to the exterior unit normal, i.e., in radial direction. We consider only radial solutions, since all positive smooth solutions of (1.1) λ are radial, see Berchio et al. [3] .
The motivation for studying (1.1) λ stems from a model for the steady sates of a simple micro electromechanical system (MEMS) which has the general form (see for example [20] , [23] )
in Ω, 0 < u < 1
in Ω, u = α has been studied extensively in [8] . For convenience, we now give the following notion of solution.
Definition 1.1 If u λ is a solution of (1.1) λ such that for any other solution v λ of (1.1) λ one has
we say that u λ is a minimal solution of (1.1) λ .
It is shown that there exists a critical value λ * > 0 (pull-in voltage) such that if λ ∈ (0, λ * ) the problem (1.3) has a smooth minimal solution , while for λ > λ * (1.3) has no solution even in a weak sense. Moreover, the branch λ → u λ (x) is increasing for each x ∈ B, and therefore the function u * (x) := lim λ→λ * u λ (x) can be considered as a generalized solution that corresponds to the pull-in voltage λ * . Now the issue of the regularity of this extremal solution-which, by elliptic regularity theory, is equivalent to whether sup B u * < 1-is an important question for many reasons. For example, one of the reason is that it decides whether the set of solutions stops there, or whether a new branch of solutions emanates from a bifurcation state (u * , λ * ) (see Figures 1, 2) . This issue turned out to depend closely on the dimension. Indeed by the key uniform estimate of
L 1 , Guo and Wei [17] obtained the regularity of the extremal solution for small dimensions and they proved that for dimension n = 2 or n = 3, u * is smooth. But from their result, the regularity of extremal solution of (1.3) is unknown for n ≥ 4. Recently, using certain improved Hardy-Rellich inequalities, Cowan-Esposito-Ghoussoub-Moradfam [8] improved the above result and they obtained that u * is regular in dimensions 1 ≤ n ≤ 8, while it is singular for n ≥ 9, i.e., the critical dimension is 9. So the issue of the regularity of the extremal solution of (1.1) λ for power p = 2 is completely solved, but the critical dimension for generally power is unknown.
Recently, the multiplicity phenomenon for radial solutions of (1.1) λ and the regularity of the extremal solution of (1.1) λ for a large range of powers have been studied extensively by Juan Dàvila etal [11] . For convenience, we now define:
with H n = (n(n − 4)/4) 2 and the numbers p c and p
To explain our motivations, we now recall some corresponding results from [11] Theorem A Assume n = 3 and p
Then there exist a unique λ s such that (1.1) λ with λ = λ s has infinitely many radial smooth solutions. For λ = λ s there are finitely many radial smooth solutions and their number goes to infinity as λ → λ s . Moreover, λ s < λ * and u * is regular.
From this Theorem, we know that the extremal solution of (1.1) λ is regular for a certain range of p and n. At the same time, they left a open problem: if
In this paper, by constructing a semi-stable singular H 2 0 (B)− weak sub-solution of (1.1) λ , we prove that, if p is large enough, the extremal solution is singular for dimensions n ≥ 13 and complete part of the above open problem. Our result is stated as follows: Theorem 1.1 (i) For any p > 1, the unique extremal solution of (1.1) λ * is regular for dimensions n ≤ 4;
(ii) There exists p 0 > 1 large enough such that for p ≥ p 0 , the unique extremal solution of (1.1) λ * is singular for dimensions n ≥ 13.
From the technical point of view, one of the basic tools in the analysis of nonlinear second order elliptic problems in bounded and unbounded domains of R n (n ≥ 2) is the maximum principle. However, for high order problems, such principle dose not normally hold for general domains (at least for the clamped boundary conditions u = ∂u ∂n = 0 on ∂Ω), which causes several technical difficulties. One of reasons to the study (1.1) λ in a ball is that a maximum principle holds in this situation, see [1] , [5] . The second obstacle is the well-known difficulty of extracting energy estimates for solutions of fourth order problems from their stability properties. Besides, for the corresponding second order problem, the starting point was an explicit singular solution for a suitable eigenvalue parameter λ which turned out to play a fundamental role for the shape of the corresponding bifurcation diagram, see [4] . When turning to the biharmonic problem (1.1) λ the second boundary condition ∂u ∂n = 0 prevents to find an explicit singular solution. This means that the method used to analyze the regularity of the extremal solution for second order problem could not carry to the corresponding problem for (1.1) λ . In this paper, we, in order to overcome the third obstacle, use improved and non standard Hardy-Rellich inequalities recently established by Ghoussoub-Moradifam in [14] to construct a semi-stable singular H 2 (B)− weak sub-solution of (1.1) λ .
This paper is organized as follows. In the next section, some preliminaries are reviewed. In Section 3, we give the uniform estimate of (1−u) −(p+1) L 1 according to the stability of the minimal solutions. We study the regularity of the extremal solution of (1.1) λ and the Theorem 1 (i) is established in Section 4. Finally, we will show that the extremal solution u * in dimensions n ≥ 13 is singular by constructing a semi-stable singular H 2 (B)− weak sub-solution of (1.1) λ .
Preliminaries
First we give some comparison principles which will be used throughout the paper Lemma 2.1 (Boggio's principle, [5] 
For a proof see Lemma 17 in [1] .
Proof. We only deal with the case R = 1 for simplicity. Solve
Then ∆f = 0 in B and since f is radial we find that f is a constant. It follows that u 2 = ar 2 + b. Using the boundary conditions we deduce a + b ≥ 0 and a ≤ 0, which imply u 2 ≥ 0.
As in [8] , we are now led here to examine problem (1.1) λ with non-homogeneous boundary conditions such as
where α, γ are given.
Let Φ denote the unique solution of
We will say that the pair (α, γ) is admissible if γ ≤ 0, and α − γ 2 < 1. We now introduce a notion of weak solution.
where Φ is given in (2.2) . We say u is a weak super-solution (resp. weak sub-solution) of (2.1) λ,α,γ , if the equality is replaced with ≥ (resp.≤) for ϕ ≥ 0.
Definition 2.2
We say a weak solution of (2.1) λ,α,γ is regular (resp. singular) if u ∞ < 1 (resp. u = 1) and stable (resp. semi-stable) if
is positive (resp. non-negative).
We now define Observe that by Implicit Function Theorem, we can classically solve (2.1) λ,α,γ for small λ ′ s. Therefore, λ * (α, γ) and λ * (α, γ) are well defined for any admissible pair (α, γ). To cut down notations we won't always indicate α and γ.
Let now give the following standard existence result.
The proof is standard, please see [15] , here we omit it. From this Theorem, we immediately have the following result.
Proposition 2.1 Assume the existence of a weak super-solution
For the sake of completeness, we include a brief proof here, which be called "weak" iterative scheme: u 0 = U and (inductively) let u n , n ≥ 1, be the solution of
given by Theorem 2.1. Since α is a sub-solution of (2.1) λ,α,γ , inductively it is easily shown by Lemma 2.2 that α ≤ u n+1 ≤ u n ≤ U for every n ≥ 0. Since
by Lebesgue Theorem the function u = lim n→∞ u n is a weak solution of (2.1) λ,α,γ so that α ≤ u ≤ U.
In particular, for every λ ∈ (0, λ * ), we can find a weak solution of (2.1) λ,α,γ . In the same range of λ ′ s, this is still true for regular weak solutions as shown in the following lemma.
Lemma 2.4 Let (α, γ) be an admissible pair and u be a weak solution of (2.1) λ,α,γ . Then, there exists a regular solution for every 0 < µ < λ.
Proof. Let ǫ ∈ (0, 1) be given and letū = (1 − ǫ)u + ǫΦ, where Φ is given in (2.2). by lemma 2.2 sup B Φ < sup B u ≤ 1. Hence
Soū is a weak super-solution of (2.1) (1−ǫ) p+1 λ,α,γ such that sup Bū < 1. By Lemma 2.2 we get the existence of a weak solution of (2.1) (1−ǫ) p+1 λ,α,γ so that α ≤ ω ≤ū. In particular, sup Bū < 1 and ω is a regular weak solution. Since ǫ ∈ (0, 1) is arbitrarily chosen, the proof is done. Now we recall some basic facts about the minimal branch Theorem 2.2 λ * ∈ (0, +∞) and the following holds:
1. For each 0 < λ < λ * there exists a regular and minimal solution u λ of (2.1) λ,α,γ ; 2. For each x ∈ B the map λ → u λ (x) is strictly increasing on (0, λ * ); 3. For λ > λ * there are no weak solutions of (2.1) λ,α,γ .
The proof is standard, see [8] , here we omit it.
In this section we shall show that the extremal solution is regular in small dimensions. Let us begin with the following priori estimates along the minimal branch u λ . In order to achieve this, we shall need yet another notion of H 2 (B)-weak solutions, which is an intermediate class between classical and weak solutions.
where Φ is given in (2.2) . We say that u is a 
A more general version of Lemma 3.1 is available in the following. 
The proof of Lemma 3.1 and Lemma 3.2 are same as [8, 22] , we omit it here. Also, we need some a priori estimates along the minimal branch u λ . Lemma 3.3 Let (α, γ) be an admissible pair. Then for every λ ∈ (0, λ * ), we have
where Φ is given by (2.2) . In particular, there is a constant C independent of λ so that
. We see that
in the view of ∆ 2 Φ = 0. In particular, for δ > 0 small we have that
by means of Young's inequality. Since for δ small
for some C > 0 and for every λ ∈ (0, λ * ). By Young' s and Hölder's inequalities, we have
where C is absolute constant.
Proof of the Theorem 3.1 (1) Since u λ ∞ < 1, the infimum defining µ 1 (u λ ) is achieved at a first eigenfunction for every λ ∈ (0, λ * ). Since λ → u λ (x) is increasing for every x ∈ B, it is easily seen that λ → µ 1 (u λ ) is a decreasing and continuous function on (0, λ * ). Define λ * * := sup{0 < λ < λ * : µ 1 (u λ ) > 0}.
We have that λ * * = λ * . Indeed, otherwise we would have µ 1 (u λ * * ) = 0, and for every µ ∈ (λ * * , λ * ), u µ would be a classical super-solution of (2.1) λ * * ,α,γ . A contradiction arises since Lemma 3.1 implies u µ = u λ * * . Finally, Lemma 3.1 guarantees the uniqueness in the class of semi-stable H 2 (B) weak solutions.
(2) It follows from (3.1) that u λ → u * in a pointwise sense and weakly in H 2 (B), and
. In particular, u * is a H 2 (B) weak solution of (2.1) λ * * ,α,γ which is also semi-stable as the limiting function of the semi-stable solutions {u λ }.
(3) Whenever u * ∞ < 1, the function u * is a classical solution, and by the Implicit Function Theorem we have that µ 1 (u * ) = 0 to prevent the continuation of the minimal branch beyond λ * . By Lemma 3.1, u * is then the unique H 2 (B) weak solution of (2.1) λ * ,α,γ .
(4) If λ < λ * , we get by uniqueness that v = u λ . So v is not singular and a contradiction arises. Since v is a semi-stable H 2 (B) weak solution of (2.1) λ * ,α,γ and u * is a H 2 (B) weak super-solution of (2.1) λ * ,α,γ , we can apply Lemma 3.1 to get v ≤ u * a.e. in Ω. Since u * is also a semi-stable solution, we can reverse the roles of v and u * in Lemma 3.1 to see that v ≥ u * a.e. in B. So equality v = u * holds and the proof is done 4 Regularity of the extremal solution and the Proof of the Theorem 1.1 (i)
In this section we first show that the extremal solution is regular in small dimensions by the uniformly bounded of u λ in H 2 0 (B). Now we give the proof of Theorem 1.1 (i). Proof of Theorem 1.1 (i). As already observed, estimate (3.1) implies that f (u
. Since u * is radial and radially decreasing. We need to show that u * (0) < 1 to get the regularity of u * . In fact, on the contrary suppose that u * (0) = 1. By the standard elliptic regularity theory shows that u , 1 ≤ n ≤ 4). We have u * is a Lipschitz function in B for 1 ≤ n ≤ 3. Now suppose u * (0) = 1 and 1 ≤ n ≤ 2. Since
for some C > 0. One see that
A contradiction arises and hence u * is regular for 1 ≤ n ≤ 2. For n = 3, by the Sobolev imbedding theorem, we have u
This inequality shows that
A contradiction arises and hence u * is regular for n = 3; if ≤ 1, then u * is a Hölder's continues and
and we obtain a contradiction as above.
Now we give the point estimate of singular extremal solution for dimensions n ≥ 5. .
In order to prove the Theorem 4.1, we need the lower bounds of λ * and state as follows.
Lemma 4.1 λ * satisfies the following lower bounds for n ≥ 4
Proof. the proof is standard, here we include the proof for the sake of completeness. Notice that for n ≥ 4 the functionū = 1 − |x|
andū is a weak solution of
(1). Therefore,ū turns out to be a weak super-solution of (1.1) λ provided λ ≤ K 0 . Thus necessarily, we have
The proof is done.
Proof of Theorem 4.1. First note that Lemma 4.1 gives the lower bound:
We claim that u δ ≤ u * in B, which will finish the proof by just letting δ → 0. Assume by contradiction that the set Γ := {r ∈ (0, 1) : u δ (r) > u * (r)} is non-empty, and let r 1 = sup Γ. Since
we have that 0 < r 1 < 1 and one infers that
Setting u δ,r 1 (r) = r 
Similarly, define u *
Now we claim that (α ′ , β ′ ) is an admissible pair. Since u * is radially decreasing, we have that β ′ ≤ 0. Define the function
+ γ(0) and γ(0) > 0, we have
is an admissible pair and by Theorem 3.1 (4) we get that (u * r 1 , λ * ) coincides with the extremal pair of (2.1) λ,α ′ ,β ′ in B.
Since (α ′ , β ′ ) is an admissible pair and u δ,r 1 is a H 2 (B)-weak super-solution of (2.1) λ * +δK 0 ,α ′ ,β ′ . We get from Proposition 2.1, the existence of a weak solution of (2.1) λ * +δK 0 ,α ′ ,β ′ . Since
we contradict the fact that λ * is the extremal parameter of (2.1) λ,α ′ ,β ′ .
Thanks to the lower estimate on u * , we get the following result. 
Proof. The functionū := 1 − |x|
. If by contradiction λ * = K 0 , thenū is a H 2 (B)-weak super-solution of (1.1) λ for every λ ∈ (0, λ * ). By Lemma 3.1 we get that u λ ≤ū for all λ < λ * , and then u * ≤ū a.e. in B. If 1 ≤ n ≤ 4, u * is then regular by Theorem (i). By Theorem 3.1 (3) there holds µ 1 (u * ) = 0. By Lemma 3.2 then yields that u * =ū, which is a contradiction since then u * will not satisfy the boundary conditions. If now n ≥ 5 and λ * = K 0 , then C 0 = 1 in Theorem 4.1, and we then have u * ≥ū. It means again that u * =ū, a contradiction that completes the proof.
In what follows, we will show that the extremal solution u * of (1.1) λ in dimensions n ≥ 13 is singular.
5 The extremal solution is singular for n ≥ 13
We prove in this section that the extremal solution is singular for n ≥ 13 and p large enough. For that we will need a a suitable Hardy-Rellich type inequality which was established by Ghoussoub-Moradifam in [14] . As in the previous section (u * , λ * ) denotes the extremal pair of (2.1) λ * ,0,0 
As a consequence, the following improvement of the classical Hardy-Rellich inequality holds:
Proof. Recall from Corollary 4.1 that K 0 < λ * . Letū = 1 − |x| 4 p+1 , we now claim that u λ ≤ū for all λ ∈ (K 0 , λ * ). Indeed, fix such a λ and assume by contradiction that
From the boundary condition, one has that u λ <ū(r) as r → 1
. The same as the proof of Theorem 4.1, we have u λ ≥ū in B R 1 and a contradiction arises in view of the fact that lim x→0ū (x) = 1 and u λ ∞ < 1. It follows that u λ ≤ū in B for every λ ∈ (K 0 , λ * ) and in particular u * ≤ū in B.
Lemma 5.4 Let n ≥ 13. Suppose there exists λ ′ > 0 and a singular radial function ω(r) ∈ H 2 (B) with
, then the extremal solution u * is necessarily singular.
Proof. (1). First, note that (5.2) and
At the same time, (5.1) implies that ω(r) is a H 2 (B)-weak stable sub-solution of (1.1) λ ′ . If now λ ′ < λ * , then by Lemma 3.2, we have
which ia a contradiction since ω is singular while u λ ′ is regular. 
It follows that µ 1 (u * ) > 0 and u * must therefore be singular since otherwise, one could use the Implicit Function Theorem to continue the minimal branch beyond λ * . Suppose now that β > λ ′ , and let λ ′ β < γ < 1 in such a way that
Note that by the choice of α we have α p+1 λ ′ < λ * , and therefore to prove (5.3) it suffices to show that for α p+1 λ ′ ≤ λ < λ * , we have u λ ≤ω in B. Indeed, fix such λ and note that
Assume that u λ ≤ω dose not hold in B, and consider
Sinceω(1) = 1 − α > 0 = u λ (1), we then have
Introduce, as in the proof of the Theorem 4.1, the functions u λ,R 1 andω R 1 . We have that u λ,R 1 is a classical solution of (2.1) λ,α ′ ,β ′ , where
Since λ < λ * and then
-weak sub-solution of (2.1) λ,α ′ ,β ′ . By Lemma 3.2, we deduce that u λ ≥ω in B R 1 which is impossible, sinceω is singular while u λ is regular. This establishes claim (5.3) which, combined with the above inequality, yields
and thus
This is not possible if u * is a smooth function, since otherwise, one could use the Implicit function Theorem to continue the minimal branch beyond λ * .
Proof Theorem 1.1 (ii). Now we prove that u * is a singular solution of (1.1) λ * for n ≥ 13, in order to achieve this, we shall find a singular H 2 (B) weak sub-solution of (1.1) λ ′ , denote by ω m (r), which is stable, according to the Lemma 5.4. and
Note that Let β = (λ ′ + ε)K 0 , where ε is arbitrary sufficient small, we need finally here n 2 (n − 4)
For that, it is sufficient to have for p −→ +∞ n 2 (n − 4) Thus it follows from Lemma 5.4 that u * is singular with λ ′ = e 2 K 0 , β = (e 2 K 0 + ε(n, p)) and λ * ≤ e 2 K 0 (2) Assume 13 ≤ n ≤ 31. We shall show that u = ω 3.5 satisfies the assumptions of Lemma 5.4 for each dimension 13 ≤ n ≤ 31. Using Maple, for each dimension 13 ≤ n ≤ 31 one can verify that inequality (5.4) ≥ 0 holds for the λ ′ given by ≥ pβ (1 − w 3.5 ) p+1 .
The above inequality and and improved Hardy-Rellich inequality (5.0) guarantee that the stability condition (5.2) holds for β > λ ′ . Hence by Lemma 5.4 the extremal solution is singular for 13 ≤ n ≤ 31 the value of λ ′ and β are shown in Table 1 .
Remark 1
The values of λ ′ and β in Table 1 
