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Abstract. The aim of this paper is to present some modications of
the orbits generation algorithm of dynamical systems. The well-known
Picard iteration is replaced by the more general one { Krasnosielskij
iteration. Instead of one dynamical system, a set of them may be used.
The orbits produced during the iteration process can be modied with
the help of a probabilistic factor. By the use of aesthetic orbits generation
of dynamical systems one can obtain unrepeatable collections of nicely
looking patterns. Their geometry can be enriched by the use of the three
colouring methods. The results of the paper can inspire graphic designers
who may be interested in subtle aesthetic patterns created automatically.
1 Introduction
There are many domains in which aesthetic value plays an important role, i.e.
architecture, jewellery design, fashion design, etc. Judging aesthetics is a highly
subjective task. Dierent people have dierent beauty appreciation principles. In
formal considerations the following features of pattern geometry aesthetics are
taken into account [12]: golden ratio, symmetries (rotational, logarithmic, spiral,
mirror), complexity, compactness, connectivity and fractal dimension. Colours
give additional contribution to beauty of patterns. In the paper we do not for-
mally evaluate aesthetics of the generated patterns. We are basing on the opin-
ions of our colleges and students who have seen our patterns. Majority of them
said that the patterns were looking nicely and they might stimulate creativity
of designers and reduce the number of physical prototypes of patterns.
Usually the most of work during a design stage is carried out by a designer
manually. Especially, in the cases in which a graphic design should contain some
unique unrepeatable artistic features. Therefore, it is highly useful to develop
an automatic method for aesthetic patterns generation. In recent years sev-
eral approaches to create nicely looking patterns have been described in litera-
ture. For example in [8], [12] the methods based on Iterated Function Systems
(IFS) and Genetic Algorithms (GA) for jewellery design were proposed. The
approach presented in [12] is limited to 2D patterns. Iterated Function Systems
and Gumowski-Mira transform were used for fashion design in [7]. An interest-
ing method based on root-nding of polynomials, called polynomiography, was
presented in [4]. Polynomiography, patented in the USA in 2005, produces nicely
looking highly predictable art patterns.
In the paper we present algorithms for aesthetic patterns generation using
one dynamical system or a set of them. The dynamical systems used in our
research generate nicely looking aesthetic complex geometric shapes, dierent
from those created with the help of IFS, GA or polynomiography based methods.
Additionally, we propose three colouring algorithms to enrich the aesthetic value
of the generated shapes.
In Section 2 the basic information about dynamical systems with their ex-
amples producing nicely looking orbits are presented. Section 3 describes two
algorithms for patterns generation and three further ones for colouring of the
obtained patterns. The sample results are presented in Section 4. Finally, in
Section 5 some concluding remarks and plans for the future work are given.
2 Dynamical System
Let us start with the denition of a dynamical system [1].
Denition 1. A dynamical system is a transformation f : X ! X on a metric
space (X; d).
Next, dene the orbit of a dynamical system [1].
Denition 2. Let f : X ! X be a dynamical system on a metric space (X; d).
The orbit of a point x 2 X is the sequence fxng1n=0, where
xn = f  : : :  f| {z }
n times
(x) = fn(x): (1)
For n > 0 equation (1) can be written in the following form:
xn = f
n(x) = f(f(n 1)(x)) = f(xn 1): (2)
Iteration (2) is called Picard iteration and it is used usually to generate the orbit
of a given point for any dynamical system.
In the rest of the paper the space IR2 with the Euclidean metric as the metric
space (X; d) is used.
Many examples of dynamical systems are known [6], but we are mainly in-
terested in those which produce geometric patterns that can be recognized as
aesthetic ones. Now, we present the examples of such dynamical systems:
{ Gumowski-Mira transformation (CERN, 1980) [3]
xn = yn 1 + (1  0:05y2n 1)yn 1 + g(xn 1);
yn =  xn 1 + g(xn);
(3)
where g : IR! IR is dened as follows:
g(x) = x+
2(1  )x2
1 + x2
(4)
and ;  2 IR,
{ Martin or Hopalong transformation [5]
xn = yn 1   sgn(x)
p
jbxn   cj;
yn = a  xn 1;
(5)
where a; b; c 2 IR and sgn : IR! IR is dened as follows:
sgn(x) =
8><>:
 1 if x < 0;
0 if x = 0;
1 if x > 0;
(6)
{ Zaslavsky transformation [6]
xn = (xn 1 +K sin yn 1) cos+ yn 1 sin;
yn =  (xn 1 +K sin yn 1) sin+ yn 1 cos;
(7)
where K 2 IR,  = 2q , q 2 IN, q  3,
{ Chip transformation created by Peters for the HOP program [9]
xn = yn 1   sgn(xn 1) cos(ln jbxn 1   cj)2  arctan(ln jcxn 1   bj)2;
yn = a  xn 1;
(8)
where a; b; c 2 IR,
{ Quadrup Two transformation also created by Peters for the HOP program
[9]
xn = yn 1   sgn(xn 1) sin(ln jbxn 1   cj) arctan(cxn 1   b)2;
yn = a  xn 1;
(9)
where a; b; c 2 IR.
The other examples of dynamical systems, producing interesting orbits, are:
Three Ply [9], Quadrup Two [9] and Cockatoo [5]. In Fig.1 the examples of orbits
for transformations (3), (5), (7), (8), (9) are presented.
3 Automatic Generation of Patterns
In this section we present the algorithms for patterns generation using one dy-
namical system or a set of them. The obtained geometry of shapes is further
coloured with the help of the three colouring algorithms. In both algorithms
more general iteration process than Picard iteration is used.
Denition 3 ([2]). Let T : E ! E be a selfmap on a real normed space (E; kk),
x0 2 E and  2 [0; 1]. The sequence fxng1n=0 given by
xn+1 = (1  )xn + T (xn) (10)
is called Krasnoselskij iteration procedure or simply Krasnoselskij iteration.
Fig. 1. The examples of orbits (n = 70000), the top row (from the left): Gumowski-
Mira, Hopalong, Zaslavsky, the bottom row (from the left): Chip, Quadrup Two.
It is easy to see that Krasnoselskij iteration for  = 1 reduces to Picard
iteration. In [11] Krasnoselskij iteration has been used to obtain a new class of
superfractals and in [10] to obtain a new class of Julia sets.
In the rst algorithm we use only one dynamical system, a starting point
[x0; y0]
T , the number of iterations n and a value of parameter  2 [0; 1]. The
orbit of the dynamical system is generated by the use of randomly chosen Picard
or Krasnosielskij iteration at every iteration step. The algorithm is presented in
Algorithm 1.
Algorithm 1: Pattern generation with the use of one dynamical system
Input: [x0; y0]
T { starting point, n 2 IN { number of iterations, f : IR2 ! IR2 {
dynamical system,  2 [0; 1]
Output: sequence of points [x0; y0]
T ; : : : ; [xn; yn]
T forming the pattern
1 for i = 1 to n do
2 draw a number r 2 [0; 1];
3 if r < 0:5 then
4 [xi; yi]
T = f([xi 1; yi 1]T );
5 else
6 [xi; yi]
T =   f([xi 1; yi 1]T ) + (1  )[xi 1; yi 1]T ;
In the second algorithm we use: a set of dynamical systems ff1; : : : ; fkg,
probabilities p1; : : : ; pk such that
Pk
i=1 pi = 1, pi > 0, a starting point [x0; y0]
T ,
the number of iterations n and a value of parameter  2 [0; 1]. In each iteration
step one dynamical system is drawn (e.g. fj) from the set of them according
to the given probability distribution. The point from the previous iteration is
then transformed by fj with the use of Krasnoselskij iteration. The procedure
described above is presented in Algorithm 2.
Algorithm 2: Pattern generation with the use of dynamical systems set
Input: [x0; y0]
T { starting point, n 2 IN { number of iterations, ff1; : : : ; fkg {
dynamical systems, fi : IR
2 ! IR2, p1; : : : ; pk { probabilitiesPk
i=1 pi = 1,  2 [0; 1]
Output: sequence of points [x0; y0]
T ; : : : ; [xn; yn]
T forming the pattern
1 for i = 1 to n do
2 draw a number j 2 f1; : : : kg according to the probability distribution
fp1; : : : ; pkg;
3 [xi; yi]
T =   fj([xi 1; yi 1]T ) + (1  )[xi 1; yi 1]T ;
By using Algorithm 1 or 2 we obtain a sequence of points [x0; y0]
T ; : : : ; [xn; yn]
T
forming a pattern. That pattern can be easily modied by joining all consecu-
tive points with lines. We can also skip some points (with a predened step) in
the joining process. These modications often create nicely looking geometrical
shapes.
A severe geometry of shapes can be enriched by using colours because the
colour plays an important role in pattern perception. If we use wrong palette of
colours or colours distribution over the pattern is wrong then the pattern might
be considered as unattractive or not aesthetic. So, we use three dierent algo-
rithms to colour points of patterns: distance colouring (Algorithm 3), iteration
step colouring (Algorithm 4), mixed colouring (Algorithm 5).
The colouring according to the distance is presented in Algorithm 3. In this
algorithm we use points for which we want to compute the colour, a colour map
(the table of K colours) and arbitrary metric on IR2. First, the bounding box
of the points is determined together with its centre and the half length of its
diagonalD. Next, for each point the distance between this point and the centre of
the bounding box is computed. Having this distance, it is divided by D obtaining
a number in [0; 1]. Finally, the index of the colour in the given colour map is
computed by transforming the number from [0; 1] to the number belonging to
set f0; 1; : : : ;K   1g.
The colouring according to iteration step is presented in Algorithm 4. In
this algorithm we use only the points for which the colours are computed and a
colour map (the table of K colours). For each point the quotient of its number
and the total number of points is computed obtaining a number in [0; 1]. Next,
by transforming this number to the number belonging to set f0; 1; : : : ;K   1g
an index of the colour from the given colour map is obtained.
Algorithm 3: Distance colouring
Input: [x0; y0]
T ; : : : ; [xn; yn]
T , rgb[0::K   1] { colour map, K { number of
colours, d : IR2  IR2 ! [0;+1) { metric
Output: colours c0; : : : ; cn
1 Find the bounding box of the given points. Let [xc; yc]
T be the centre of the
bounding box and D be the half length of its diagonal;
2 for i = 0 to n do
3 j =
j
(K   1) d([xc;yc]T ;[xi;yi]T )
D
k
;
4 ci = rgb[j];
Algorithm 4: Iteration step colouring
Input: [x0; y0]
T ; : : : ; [xn; yn]
T , rgb[0::K   1] { colour map, K { number of
colours
Output: colours c0; : : : ; cn
1 for i = 0 to n do
2 j =

(K   1) i
n

;
3 ci = rgb[j];
The last colouring algorithm (mixed colouring) is presented in Algorithm
5. In this algorithm, similarly to the two algorithms presented earlier, we use
points, colour map and a distance on IR2. The colour index is determined as the
mean value of the indices obtained in Algorithms 3, 4.
Algorithm 5: Mixed colouring
Input: [x0; y0]
T ; : : : ; [xn; yn]
T , rgb[0::K   1] { colour map, K { number of
colours, d : IR2  IR2 ! [0;+1) { metric
Output: colours c0; : : : ; cn
1 Find the bounding box of the given points. Let [xc; yc]
T be the centre of the
bounding box and D be the half length of its diagonal;
2 for i = 0 to n do
3 j =
j
1
2
(K   1)

d([xc;yc]
T ;[xi;yi]
T )
D
+ i
n
k
;
4 ci = rgb[j];
4 Examples
The examples of the proposed algorithms results are presented in Figs. 2-5. In
Fig. 2 we can see the example of the pattern colouring. In the upper part there
is the colour map used to colour the pattern and in the bottom part there is the
same pattern coloured by the use of the proposed three colouring algorithms,
from the left: the distance colouring, the iteration step colouring and the mixed
colouring.
Fig. 2. The example of pattern colouring. The colour map (top), the coloured pattern
(bottom from the left: the distance, the iteration step, the mixed colouring).
An example of pattern obtained from Algorithm 1 is presented in Fig. 3.
In the upper part we can see the original orbit obtained by the use of Picard
iteration and in the bottom part we can see the three examples of patterns
obtained with the rst algorithm and coloured with the use of the proposed
methods. As one can see the obtained patterns have very diverse forms and
dier from the original one.
Fig. 3. The sample patterns obtained from Algorithm 1. The original orbit (top), the
obtained patterns (bottom).
Another example is presented in Fig. 4. In this case Algorithm 2 was used
to generate the patterns. The set of dynamical systems consists of two systems
presented in the upper part of the gure. In the lower part of the gure the
obtained patterns are presented. We can see that some of the patterns have
inherited parts of the original patterns geometry. We can also note that we have
obtained quite new geometrical forms.
Fig. 4. The sample patterns obtained from Algorithm 2. The original orbits (top), the
obtained patterns (bottom).
In the last example, presented in Fig. 5, the patterns obtained from Algo-
rithm 2 are presented. In the upper part the patterns that form the set of dynam-
ical systems are presented. The lower part presents the obtained patterns, but
this time instead of drawing points we have joined them by lines with dierent
omitting step. The colour of each line was determined according to the colour
of the line starting point which was computed using one of the proposed colour-
ing algorithms. The obtained examples, as one can see, form very interesting
patterns.
5 Conclusions
In the paper two new algorithms for patterns generation with the use of dy-
namical systems are presented. The rst algorithm applies only one dynamical
system and the random iteration procedure { Krasnoselskij or Picard type iter-
ation which should be drawn. In the second one a set of dynamical systems is
applied and the dynamical system, which should be used to transform the point
by Krasnoselskij iteration, is chosen randomly. Using these two algorithms one
Fig. 5. The sample patterns obtained from Algorithm 2. The original orbits (top), the
obtained patterns with points joined with lines (bottom).
can obtain new and interesting patterns that are very sensitive with respect to
 parameter from Krasnoselskij iteration. The best results can be obtained for
 2 [0:99; 1], that means  should be close to 1.
Our algorithms generate new and unrepeatable patterns which dier from
the original ones, whereas the method from [7], which also is based on dynam-
ical systems, generates patterns which are determined by the form of the used
dynamical system and cannot create new patterns.
An important role in obtaining aesthetic patterns plays the colour, so we
proposed three colouring algorithms. The rst one is based on the distance from
the centre of the points bounding box. The second one is based on the iteration
number and the third one is the average of the two previous methods.
The obtained patterns have an aesthetic value, so, they can be used as any
usable patterns, e.g. textile patterns, ceramics patterns, etc., or can be used in
jewellery and decoration design.
In our further research we will try to replace Krasnoselskij iteration by any
other types of iterations, e.g. Mann (Krasnoselskij iteration is a special case of
this iteration type), Ishikawa and ergodic iterations [2]. Additionally, we will
try to use texture synthesis techniques to create not only coloured but also
textured patterns [13]. We also would like to concentrate on nding an automatic
evaluation procedure which tells the user whether the obtained pattern satises
some formal predened criteria of patterns aesthetics evaluation. Such automatic
evaluation procedures for fractal patterns can be found e.g. in [8], [12].
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