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Abstract In a recent article [1], Aboodh transform based homotopy perturbation
method (ATHPM) has been found to produce approximate analytical solutions
in a simple way but with better accuracy in comparison to those obtained from
some of the established approximation methods [2,3] for some physically relevant
anharmonic oscillators such as, autonomous conservative oscillator (ACO). In this
article, expansion of frequency (ω) and an auxiliary parameter (h) are introduced
in the framework of homotopy perturbation method (HPM) to improve the accu-
racy by retaining its simplicity. Laplace transform is used to make the calculation
simpler. This improved HPM (LTHPMh) is simple but provides highly accurate
results for ACO in comparison to those from ATHPM .
PACS 31.15.xp, · 43.40.Ga
1 Introduction
Autonomous conservative oscillator is an anharmonic oscillator with strong non-
linearity. Anharmonic oscillators are the systems generalizing the simple linear
harmonic oscillator and are widely used for modeling many physical phenomena
[4,5,6,7,8,9]. Finding solutions to the problems involving anharmonicity are diffi-
cult and most of them are not exactly solvable. Although, solving the anharmonic
oscillator problems numerically are sometimes easy, one desires to get the analyt-
ical solutions of such problems as they carry more information and hence give a
better insight about the system. There are many techniques for solving nonlinear
oscillator problems such as the harmonic balance method [10], weighted lineariza-
tion method [11], perturbation procedure for limit cycle analysis [12], modified
Lindstedt-Poincare method [13], Adomian decomposition method [14] and so on.
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Most of these methods are not only somewhat plagued with the complexity of
calculation but also fails to handle problems with strong nonlinearity properly.
Recently, a few techniques are proposed to obtain an analytical solution to the
dynamical systems with nonlinearity which are found to yield very good results
without any higher-order approximation [15,16]. One still strives for finding a tech-
nique which is simple but yields accurate solutions to the governing equation of
the anharmonic oscillators.
Liao [17,18] proposed an analytical method, in 1992, known as the homotopy
analysis method (HAM) which introduces an embedding parameter to construct a
homotopy of the given system and then analyzes it by means of the Taylor formula.
Subsequently, by means of the property of homotopy, one can transform a nonlinear
problem into an infinite number of linear subproblems, irrespective of the fact
that the nonlinear problem contains small parameters or not. Therefore, unlike the
perturbation method, this method does not depend on the values (smallness) of the
perturbing parameter. Moreover, HAM provides a way to ensure the convergence
of solution series introducing an auxiliary parameter. On the other hand, J. H.
He developed the homotopy perturbation method (HPM) for solving nonlinear
problems with given initial or boundary condition [19,20]. HPM is found to be
very efficient in solving several problems with strong non-linearity in classical [19,
20,21] as well as quantum mechanical domain [22]. In this method, the solution
is given in an infinite series usually converging to an accurate solution [23,24].
In fact, HPM is a special case of HAM [25,26] providing simpler calculation in
solving problems. Hence, sometimes it compromises with the accuracy. We have
considered an expansion of frequency (ω) in the framework of HPM [22] to improve
the accuracy of calculation and also adopted an auxiliary parameter (h) [18] to
control the convergence. Laplace transform (LT) has been applied for making
the calculation of solving differential equations further simple [27]. The Laplace
transform based HPM with h (LTHPMh) gives a simple way to achieve very high
accuracy in solving nonlinear equations.
LTHPMh is used to get the displacement (x) and ω for strongly nonlinear
ACO. We compare LTHPMh results to those obtained from ATHPM and Hamil-
tonian approach technique (HT ) [28] where the results from numerical calculations
(RK4) are considered as the benchmark for checking the accuracy.
This paper is organized as follows. In section 2, we demonstrate briefly the for-
mulation of LTHPMh. Application of LTHPMh for studying an autonomous
conservative oscillator has been shown in section 3. Finally, we provide a brief
discussion and conclusions in section 4.
2 Formalism
Let us consider a nonlinear inhomogeneous differential equation,
G[x¨, x˙, x, g] = 0, (1)
subjected to the initial conditions,
x(0) = a,
x˙(0) = 0, (2)
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where, x˙ denote the differentiation of x with respect to the time (t), G is the
second order nonlinear differential operator and g is the inhomogeneous term. We
can construct a homotopy of equation (1) as given below,
(1− p)U [x− xg] + hpG[x¨, x˙, x, g] = 0, (3)
where,
U [x] = x¨+ ω2x. (4)
Here, p ∈ [0,1] is an embedding parameter and xg = a cosωt is the initial approx-
imation of x(t) satisfying the conditions in equation (2) with frequency ω. For
p = 0, equation (3) is exactly solvable, whereas p = 1 corresponds to the non-
linear problem for which we are trying to find out the solution. The convergence
control parameter h is incorporated in equation (3). Using the transformation,
τ = ωt = t√
Λ
, in equation (3), one can write,
(1− p)(x′′ + x− x′′g − xg) + phM [x
′′
, x
′
, x, g, Λ] = 0, (5)
with the initial conditions,
x(τ = 0) = a,
x′(τ = 0) = 0, (6)
where, the prime denotes the differentiation with respect to τ and M stands for
the second order nonlinear differential operator after the transformation is taken.
Applying, LT on both sides of the equation (5) and using the derivative property,
L[xn(τ)] = snL[x(τ)]− sn−1x(0)− sn−2x′(0)− ....− xn−1(0), of the LT [27] and
then applying initial conditions, we get,
(1− p)L[x− xg] = −ph
s2 + 1
L
[
M [x
′′
, x
′
, x, g, Λ]
]
. (7)
Using inverse LT on both sides of equation (7), we get,
x = xg + p(x− xg)− L−1
{
ph
s2 + 1
L[M [x
′′
, x
′
, x, g, Λ]]
}
. (8)
Using HPM, we can expand x and Λ in power series of p as follows,
x =
∞∑
n=0
xnp
n = x0 + x1p+ x2p
2 + ..., (9)
Λ =
∞∑
n=0
Λnp
n = Λ0 + Λ1p+ Λ2p
2 + ... (10)
Substituting equations (9) and (10) in equation (8) and equating the coefficients
p0, p1, p2..., we get the contributions from higher order approximations to the
displacement, such as,
p0 : x0(τ) = xg, (11)
p1 : x1(τ) = L
−1
{ −h
s2 + 1
(
L[f0[x
′′
0 , x
′
0, x0, Λ0]]
)}
, (12)
p2 : x2(τ) = x1(τ)− L−1
{
h
s2 + 1
L[f1[x
′′
0 , x
′
0, x0, x
′′
1 , x
′
1, x1, Λ0, Λ1]]
}
, (13)
4 C. F. Sagar Zephania, Tapas Sil
where, the f0 and f1 are functionals. The approximate solution is obtained putting
τ = ωt and p = 1,
x(t) = x0(t) + x1(t) + x2(t) + ..., (14)
ω = (Λ0 + Λ1 + Λ2 + ...)
−1/2. (15)
We calculate the average value of square residual of the differential equation for
choosing the proper value of h [18],
Em(h) =
1
2pi
2pi∫
0
[∆m(τ, h)]
2dτ, (16)
where,
∆m(τ, h) = N [x˜
′′
, x˜
′
, x˜, g, Λ˜], (17)
is the residual of the governing equation, and
x˜ =
m∑
n=0
xn(τ), Λ˜ =
m∑
n=0
Λn. (18)
In equation (18), x˜(τ) and Λ˜, corresponds to the approximation up to mth order
of x(τ) and Λ, respectively. For converged solution, Em(h) should be minimum.
Therefore,
dEm(h)
dh
= 0. (19)
The parameter h can be chosen by evaluating the minimum value of the averaged
square residual, Em(h), from equation (19). For the purpose of computational
efficiency, equation (16) is discretized as,
Em(h) =
1
q + 1
q∑
k=0
[∆m(τk, h0)]
2; τk =
2kpi
q
, (20)
where q is an integer. The value of q is taken as 50 for the calculations presented
in the article.
3 Applications
The equation of motion of the autonomous conservative oscillator (ACO) is given
by,
x¨(1 + x2 + αx4) + λx+ xx˙2 + 2αx3x˙2 + βx3 + γx5 = 0, (21)
with initial conditions, x(0) = a and x˙(0) = 0. The parameter λ is an integer which
may take values from −1, 0 and 1 whereas ε, α, β and γ are positive parameters. In
this article, λ = 1 is considered for computation of displacements and frequencies
of ACO for different values of the other parameters. Homotopy of equation (21) is
constructed as follows,
(1− p)U [x− xg] +hp
(
x¨(1 + x2 + αx4) + λx+ xx˙2 + 2αx3x˙2 + βx3 + γx5
)
= 0.
(22)
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Introducing the transformation, τ = t√
Λ
in equation (22), we get,
(1− p)[x′′ + x− x′′g − xg] + ph
(
x′′(1 + x2 + αx4) + Λλx+ xx′2
+2αx3x′2 + Λβx3 + Λγx5
)
= 0, (23)
where prime denotes the differentiation with respect to τ . Using LT on both sides of
equation (23) and using the derivative property of the LT [27] and initial conditions
followed by inverse LT ,we may write,
x(τ) = xg + p(x− xg)− hL−1
{
1
s2 + 1
pL
[
x′′(1 + x2 + αx4) + Λλx
+xx′2 + 2αx3x′2 + Λβx3 + Λγx5
]}
. (24)
Substituting equations (9) and (10) in (24) and equating the coefficient of p0, p1, p2..
etc., we get,
p0 : x0(τ) = xg, (25)
p1 : x1(τ) = −hL−1
{
1
s2 + 1
L
[
x′′0 (1 + x
2
0 + αx
4
0) + Λ0λx0 + x0x
′2
0
+2αx30x
′2
0 + Λ0βx
3
0 + Λ0γx
5
0
] }
, (26)
p2 : x2(τ) = x1 − hL−1
{
1
s2 + 1
L
[
γΛ1x
5
0 + x1
{
λΛ0 + x
′2
0
}
+ x30 {βΛ1
+4αx′0x
′
1 + 4αx1x
′′
0
}
+ x0
{
λΛ1 + 2x
′
0x
′
1 + 2x1x
′′
0
}
+ x′′1
+x40
{
5γΛ0x1 + αx
′′
1
}
+
{
x′′1 + 3x1
(
βΛ0 + 2αx
′2
0
)}
x20
]}
, (27)
Using the properties of LT followed by inverse LT in equation (26), we get,
x1(τ) =
h
16
[8a+ 4a3 + 3αa5 − Λ0(8aλ+ 6βa3 + 5γa5)]τ sin τ + h
128
[8a3 + 7αa5
−4Λ0βa3 − 5γΛ0a5](cos τ − cos 3τ) + ha
5
384
[3α− γΛ0] (cos τ − cos 5τ).(28)
The coefficient of τ sin τ in equation (28) needs to be equal to zero for avoiding
the secular term, i.e.,
8a+ 4a3 + 3αa5 − Λ0(8aλ+ 6βa3 + 5γa5) = 0, (29)
which gives Λ0 as,
Λ0 =
8 + 3a4α+ 4a2
8λ+ 5a4γ + 6a2β
. (30)
Therefore, the frequency from the zeroth order approximation is,
ω0 =
√
8λ+ 5a4γ + 6a2β
8 + 3a4α+ 4a2
, (31)
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Fig. 1 The frequency (ω) of ACO obtained from ATHPM and LTHPMh are compared with
those extracted from RK4 results for different values of a with OP = 1.0
which is same as the frequency from the first order approximation in ATHPM [1]
and HT [28]. The remaining part of x1(τ) in equation (28) gives the first order
approximation of x,
x1(τ) =
h
128
[
8a3 + 7αa5 − 4Λ0βa3 − 5γΛ0a5
]
(cos τ − cos 3τ) + ha
5
384
[3α− γΛ0]
×(cos τ − cos 5τ). (32)
Similarly, the coefficient of p2 will also have a secular term and must be zero to
have a physical solution which gives the first order correction to Λ, as given below,
Λ1 =
a2h
192(6a2β + 5a4γ + 8λ)
[
96a2α− 15a6α2 + 96− 12a4α− Λ0(48β + 64a2γ
+138a4αβ + 150a6αγ + 144a2β+ 156a4γ+ 96a2αλ+ 96λ) + Λ20(72a
2β2
+174a4βγ + 105a6γ2 + 48βλ+ 64a2γλ)
]
. (33)
Therefore, considering first order correction to Λ, the frequency can be written as,
ω = (Λ0 + Λ1)
−1/2. (34)
The displacement of ACO, considering of the term upto first order is obtained as,
xL(t) = a cosωt+
h
128
[
8a3 + 7αa5 − 4Λ0βa3 − 5γΛ0a5
]
(cosωt− cos 3ωt)
+
ha5
384
[3α− γΛ0] (cosωt− cos 5ωt) , (35)
where, the frequency ω is given in equation (34).
We display the calculated values of frequency (ω) as a function of amplitude
(a) with OP = 1 using ATHPM (HT ), LTHPMh and RK4 in figure 1. Here,
OP stands for the “other parameters” given in equation (21), i.e., OP = α = β =
 = γ. It is seen from the figure that all approximate methods give same values as
RK4 at the lower amplitude for example, ωAPPROX = 1.00126 at a = 0.1. At a
larger amplitude, LTHPMh frequency remain very close to those obtained from
RK4 whereas ATHPM underestimates the ω. The percentage error in ω are 2.385
and 0.584 for ATHPM and LTHPMh, respectively, for a = 1 which reduce to
0.167 if the second order term in LTHPMh is considered.
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Fig. 2 Plot of variation of displacements xRK4 (black solid line), xHT (green cross), xAT (red
diamond), and xL (blue circle) with time (t) are shown in the four panels of the left column for
four parameter sets A, B, C, and D starting from the top panel to bottom panel, respectively.
Absolute errors in the approximate solutions (HT , ATHPM and LTHPMh) with respect to
RK4 for the same parameter sets are displayed in the right column.
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Table 1 Values of h, rms error of approximate x with respect to xRK4 for different sets of
parameters. Here, u(−n) indicates u× 10−n.
a OP h rmsxHT 
rms
xAT
rmsxL
0.2 0.2 0.996672 5.1200(-05) 2.1452(-06) 6.0990(-08)
0.2 0.8 0.986653 2.0514(-04) 3.3845(-05) 9.4916(-07)
0.2 1.0 0.983304 2.5725(-04) 5.2641(-05) 1.4724(-06)
0.8 0.2 0.903987 6.1287(-03) 4.7546(-03) 1.2546(-04)
0.8 0.8 0.667982 5.6830(-02) 5.4939(-02) 4.8592(-03)
0.8 1.0 0.607391 7.7976(-02) 7.6473(-02) 8.9997(-03)
1.0 0.2 0.818679 2.1314(-02) 1.9669(-02) 8.0067(-04)
1.0 0.8 0.478981 1.6981(-01) 1.7129(-01) 3.4287(-02)
1.0 1.0 0.413602 2.2266(-01) 2.2853(-01) 5.6200(-02)
We plot the displacements obtained fromHT (xHT , green cross) [28] ,ATHPM
(xAT , red diamond) [1] and LTHPMh (xL, blue circles) expressed in equation (35)
respectively, with increasing t for four sets of parameters A(a = 0.2, OP = 0.2),
B(0.2, 1.0), C(1.0, 0.2) and D(1.0, 1.0) in the left column of figure 2, and com-
pared with the same obtained by numerical solution of equation (21) employing
the fourth order Runge-Kutta (RK4) method (xRK4(t), black solid line). It is
seen that for small values of the parameters, approximate displacements match
well with xRK4) but a significant deviations for xAT and xHT from xRK4 are
noticed for large values of force parameters. The deviation (error) of the approxi-
mate displacements with respect to its values calculated using RK4 (xAPPROX =
xRK4 − xAPPROX), xL , xAT and xHT are displayed in the panels of right col-
umn of figure 2 for the same parameter sets as taken for calculating the graphs
presented in the corresponding panels of the left column. All panels in the right
column show that accuracy of xL(t) is much improved in comparison to xAT (t)
and xHT (t) throughout the range of time considered here.
In order to get a clear idea about the performance of LTHPMh, we display in
table 1, the root mean square deviations (rmsxAPPROX ) of xAPPROX from xRK4 are
presented in fourth, fifth and sixth columns, respectively. The root mean square
deviation is defined as,
rmsxAPPROX (t) =
√√√√ 1
N
N∑
i=1
[xRK4(ti)− xAPPROX(ti)]2, (36)
where N represent the maximum number of points considered. Values of h ob-
tained from equation (19) which are used to calculate xL for different values of
’a’ (first column) and ’OP ’ (second column) are tabulated in the third column.
It is seen that h is decreasing with the increase in the values of a and/or OP . It
is noticed from the table that both rmsxHT and 
rms
xAT are order of magnitude higher
in comparison to rmsxL . Variations of rms errors in x obtained from HT (green
cross), ATHPM (red diamond) and LTHPMh (blue circle) with a are presented
in left panel of figure 3 for OP = 0.8. It displays that the all curves almost coincide
with each other (approximately zero error) for a low amplitude. The curves corre-
sponding to HT and ATHPM start diverging rapidly together from LTHPMh
curves approximately at a = 0.4 and reach the value approximately 0.17 at a = 1
whereas the rms error of xL is 0.035. Therefore, LTHPMh is found to yield much
improved results in comparison to those obtained from HT and ATHPM . Plot of
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Fig. 3 Comparison of rmsx (rms of x) form HT , ATHPM with LTHPMh approximation
with OP = 0.8. is displayed in the left panel. Plot of rmsx with increasing a for different values
of OP (right panel).
Fig. 4 Plot of rmsx in LTHPMh displacement with respect to the α (left top), β (right top),
 (left bottom) and γ (right bottom) for differnent amplitudes a and OP = 0.7.
rmsxL with increasing amplitude for different values of OP starting from 0.2 to 1.5
are presented in the right panel of figure 3. The values of rmsxL remain very small
up to a = 1.0 for all values of OP considered. The rms error starts increasing
beyond a = 1 and reaches a high value at a = 2.0. It is noted that the rate of
increase in rmsxL is more for a larger OP , i.e., stronger nonlinearity.
The changes in root mean square deviations of x obtained from LTHPMh
with respect to the RK4 values (rmsxL ) with increasing α (left top), β (right top),
 (left bottom) and γ (right bottom) for different amplitudes (a = 0.2 − 1.0 in
steps of 0.2) taking OP = 0.7 are displayed in figure 4. It is observed from the left
top panel that rmsxL are very small at very low amplitudes for the entire range of
α considered. The rms errors increases for large values of α. The increase in rmsxL
is more rapid for a larger value of a. The same is noted in the left bottom panel
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Fig. 5 Plot of error in displacement obtained from Mathematica function NDSolve (xNDS ,
black dotted line), and LTHPMh (xL , blue circles) with respect to those calculated from
RK4 versus time for different values of the mesh size (∆t) of time (t) for a = 1.0 and OP = 0.8.
Fig. 6 Variation of computation time (tcomp) of RK4 calculation with step size in t for a = 1
and OP = 0.8
for . Right two panels show that rmsxL is not very sensitive to the variation of β
and γ for a particular value of a. Though, the rms error increases for the increase
in a for these two cases also.
Comparisons of the results obtained from LTHPMh, ATHPM and HT are
presented in previous figures and table considering the RK4 results as the ref-
erence. In order to check the reliability of RK4 results, we compute errors in
displacement obtained from Mathematica function NDSolve (xNDS , black solid
line) and LTHPMh (xL , blue circles) with respect to those calculated from RK4.
The variations of xNDS and xL with t are displayed in figure 5 for different mesh
sizes (∆t = 0.5, 0.1, 0.01 and 0.001). It is observed that xNDS remains very close
to zero throughout the span of time considered here for all values of ∆t except 0.5.
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Fig. 7 Comparison of phase-space curve of the equation (21) obtained from LTHPMh and
RK4. Top left panel compare the phase space curve for different OP for a = 1.0 whereas
the top right panel compare phase curve for different a for OP = 1.0. Bottom two panels
correspond to the second order LTHPMh (L2) calculations
Moreover, the profile of the xL curves and their maximum values are matching
extremely well for all values of ∆t except for 0.5. This ascertains the accuracy
of the numerical solutions using RK4 if ∆t < 0.1. Computation times (tcomp)
for the solution of equation (21) with different ∆t for a = 1.0 and OP = 0.8 is
plotted in figure 6 (Mathematica is used in a computer with i7-7700, 3.60GHz and
RAM=16GB). It is noted that tcomp starts increasing by an order of magnitude for
the decrease in ∆t by ten times from ∆t = 0.01 onwards. Therefore, the mesh size,
∆t = 0.001 is taken as the optimum one considering the convergence of solution
and computation time. We have used this mesh size for all calculation presented
in this article. It is noted that computational time for the calculation of x and ω
using ATHPM is 7.35938s whereas the time increases to 13.5625s and 59.5313s
for the first order and second order LTHPMh methods, respectively (for a = 1
and OP = 1).
Significant information about the motion and stability of a system can be
extracted from phase portrait analysis. We plot the velocity, v(= dx/dt) versus
x obtained from LTHPMh and RK4 for the system described in equation (21).
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In the top left panel of the figure 7, the phase-space curves are displayed for the
parameter set C, D and E(1.0,0.5) which shows that the approximate phase-space
curve (LTHPMh) matches extremely well with RK4 curve for lower value of OP
for amplitude a = 1 but for the higher values of the OP , i.e. when the nonlinearity
becomes stronger, the LTHPM phase curves deviate from the circular one and
becomes more prolate keeping the center at origin (0, 0). In the top right panel of
figure 7, phase-space curves are presented for different values of a with OP = 1.0
(parameter sets B, D and F (0.5,1.0)). Similar deviations of LTHPMh curves
from RK4 is observed for larger nonlinearity of the system due to the increased
amplitudes. Both the panels of figure 7 confirms the periodic nature of the system
with single stability point at the origin (0, 0) for the parameter sets considered
here. The second order LTHPMh phase curves (L2) are compared with RK4
results in bottom two panels and are found to exhibit similar trends but with
better accuracy. Therefore, LTHPMh can be reliably used for the phase-curves
analysis.
4 Conclusion
An improved HPM (LTHPMh) is introduced to study oscillators with strong an-
harmonicity such as ACO. HPM is a simpler method than the HAM but in some
cases it fails to yield accurate solution. In this article, a convergence parameter is
introduced and the expansion of frequency term is also considered in the framework
of HPM . Laplace transform is used to make the calculation easy. LTHPMh is
used to find the approximate analytical expression of displacement and frequency
of oscillation for strongly nonlinear ACO and are compared to those obtained
from HT , ATHPM and numerical calculations (RK4). It is found that the new
method gives the values of displacement and frequency with an accuracy at least
one order of magnitude better than those of ATHPM and HT for the parame-
ter sets considered here. Comparison of rms deviations of displacement obtained
from three aforementioned approximate methods are in corroborate with the con-
clusion that LTHPM is a better approximate method. Results on rms deviations
of displacements obtained from LTHPMh quantify the effect of the strength of
nonlinearity on the accuracy of the approximate result. Contributions of higher
order terms are found to be nontrivial in calculating displacement and frequency
of ACO, vibrating for long time and/or with large amplitude. LTHPMh has been
found to be trustworthy for analyzing phase portrait of a system. Computations
of displacement and frequency for the cases considered in this article are very fast.
It is to conclude that LTHPMh is a blend of simplicity and delicacy. Hence, it
can be used to study physical problems with strong nonlinearity, efficiently.
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