ABSTRACT. We introduce a hybridization of digital sequences with uniformly distributed sequences in the domain of b-adic integers, Z b , b ∈ N \ {1}, by using such sequences as input for generating matrices. The generating matrices are then naturally required to have finite row-lengths. We exhibit some relations of the 'classical' digital method to our extended version, and also give several examples of new constructions with their respective quality assessments in terms of t, T and discrepancy.
Introduction
Constructing sequences with good equidistribution properties is an important problem in number theory and has applications to quasi-Monte Carlo methods in numerical analysis (see, e.g., [2, 24] ). In this context, the star discrepancy appears as an important measure of uniform distribution. For a given dimension s ≥ 1, let J be a subinterval of [ 
where the implied constant does not depend on N . It is conjectured that O N −1 (log N ) s is the least possible order of magnitude in N that can be obtained for the star discrepancy of a sequence of points in [0, 1] s . Probably the most widespread technique for constructing low-discrepancy sequences is the digital method which was introduced by N i e d e r r e i t e r [23] and later slightly generalized in [26] . 
Ð ÓÖ Ø Ñ 1º
Note that the inner sum in (2) is a finite sum because of the choice that ψ r (0) = 0 for all sufficiently large r and the fact that a r = 0 for all sufficiently large r.
The presentation of the digital method often uses the concept of infinite generating matrices, C (i) := c
∈ R N×N 0 for i ∈ {1, . . . , s} with the construction given as follows. Set
. . .
Then,
Obviously, the challenge is to find appropriate elements c (i) j,r ∈ R such that the generated sequence (x n ) n≥0 is a low-discrepancy sequence.
Most of the actual constructions choose the ring R to be a finite field F q with prime-power cardinality q. This has the advantage that basic linear algebra is available and the distribution of the generated sequence amongst elementary intervals is related to the rank-structure of the generating matrices.
An elementary interval in base b is an interval I ⊂ [0, 1] s of the form
The distribution amongst elementary intervals is relevant when determining the quality-parameter function T or the quality parameter t of the generated sequence when it is considered as a (T, s)-sequence in base b in the sense of L a r c h e r and N i e d e r r e i t e r [18] or a (t, s)-sequence in base b in the sense of N i e d e r r e i t e r [23] . Those concepts later have been modified by including truncation in [25, 27, 28] is bounded, then the (T, s)-sequence in base b is a low--discrepancy sequence. Consequently, every (t, s)-sequence is a low-discrepancy sequence.
It is well-known that the digital method in Algorithm 1 applied to a finite field with cardinality q constructs a digital (T, s)-sequence over F q if and only if the following condition holds. 
ÓÒ Ø ÓÒ 1º
For more details on (T, s)-sequences and their digital versions we refer the interested reader to [2, 24] .
For reasons related to the uniform distribution of mixed-base digital sequences so-called finite-row generating matrices, i.e., matrices having in each row only finitely many nonzero entries, have been the subject of investigation. We refer to [6, 7, 9, 10, 12, 13, 14] for examples and constructions of finite-row generating matrices and more about their motivation. Note that the finite-row property of the matrices, i.e., for every i = 1, . . . , s and j ≥ 1, c (i) j,r = 0 for all sufficiently large r, ensures the finiteness of the inner sum
Hence, when using finite-row generating matrices in the digital method, any sequence of bijections (ψ r ) r≥0 can be used and the index sequence for the construction can in accordance be chosen freely as any sequence of b-adic integers, i.e., Z b , instead of just the nonnegative integers. Importantly, note that b is not required to be prime.
This yields the following alternative algorithm. (ii) elements c
j,r = 0 for all sufficiently large r for fixed i, j;
n of the nth point x n of the sequence (x n ) is defined using the b-adic representation of s n = ∞ r=0 a r b r with a r ∈ Z b as follows.
Of course, one could generalize Algorithm 1 to subsequences indexed by (s n ) n≥0 ∈ N N 0 0 , whose elements have then all finite b-adic representations. Such subsequences were studied already, e.g., in [5, 8, 9, 11, 15] . The advantage of our Algorithm 2 is that this sequence (s n ) n≥0 can be chosen over the b-adic integers Z b . E.g., we can consider the sequence (−n − 1) n≥0 or (n/(b − 1)) n≥0 , whose elements do not have finite b-adic representations. So for example for one-dimensional sequences constructed with the identity matrix, we can achieve sequence points with infinite digits, going beyond a simple digital or b-adic shift (as, e.g., considered in [4] ). This also transports to higher dimensions. Hence Algorithm 2 is a considerable generalization of Algorithm 1.
The first objective is to have a criterion for uniform distribution of the so constructed sequences. This objective will be addressed in Section 3 of this paper. Of theoretical interest is the fact that Algorithm 2 transports uniform distribution in the b-adic integers to uniform distribution in the unit cube [0, 1] s by a linear transformation.
Having uniform distribution the next natural question will be for estimates of the discrepancy of such sequences. Section 4 considers the discrepancy and quality parameter function T for sequences generated by Algorithm 2 using some specific (s n ) n≥0 over Z b . This way we obtain low-discrepancy sequences, whose performance we will investigate and discuss numerically in Section 5.
The subsequent Section 2 recalls definitions pertaining to b-adic numbers and introduces some auxiliary results, that will be used in Section 3 and 4.
Relevant background on b-adic numbers
An introduction in and construction of b-adic integers and numbers for arbitrary integers b ≥ 2 can, e.g., be found in [19] . Uniform distribution in the b-adic integers was introduced by M e i j e r [20] , whose definitions we will employ and first briefly recall here. We use the name b-adic rather than g-adic, i.e., the letter b, to signify a not necessarily prime digit base, as is customary in the literature on uniform distribution modulo 1.
b-adic numbers and integers
(Detailed proofs for the claims in this section can be found in [20] .) Analogously to the case of p-adic numbers, b-adic numbers can be introduced as completion of Q, only in this case not by a valuation (using the definition of M e i j e r , in the sense of an 'absolute value'), but the following pseudovaluation.
Ò Ø ÓÒ 2º Let b ≥ 2 be a positive integer and a ∈ Q a rational. The prime decompositions of b, a, shall be given as
Then the b-adic pseudo-valuation is defined by
The 'pseudo' part signifies that the multiplicative identity demanded for a valuation only holds up to inequality, i.e., 
We remark the following observations:
where for composite b, values less than 1 can indeed occur, e.g.,
(3) For b prime, the definitions coincide with the usual notions. For composite b, we have the decomposition
using the notation of Definition 2. (4) As in the p-adic case, each a ∈ Q b has a unique representation 
Uniform distribution in Z b
First we recall the definition of uniform distribution in the rational integers Z.
0 be a sequence of nonnegative integers, and m ∈ N, m > 1. If for any a, 0 ≤ a < m we have
The b-adic case models this very closely. However, here we require the 'local uniformity' only at powers of b.
For reference we state the precise relation between the two notions as a lemma (cf. Corollary 1 in [21] ). It is easily seen by the first observing that
Examples of uniformly distributed sequences in Z are the following as included in [20] and [17, Chapter 5] . By the previous definitions and lemma they can also be regarded as u.d. in Z b for any b ≥ 2.
, where at least one coefficient that is not the constant is irrational. 
The b-adic representation of b-adic integers
Obviously, the b-adic representation of a nonnegative integer corresponds to its base b digit expansion. This is not true for the negative integers, as is shown, e.g., by the b-adic representation of
. We recall the general situation and add some further details:
Ä ÑÑ 3º Let n be a positive (rational or b-adic) integer. P r o o f. The first part is easily verified by simply adding τ k (n) and τ k (−n) (i.e., insert the given representation for −n) and observing that the sum, b k , converges to 0 in the b-adic metric as k goes to infinity, while the summands converge to n and −n, respectively.
Regarding the second part, first note that for n in the given range we always have r = r(n) ≤ l and r = l iff n = (k + 1)b
For r < l, it is evident that the digits of all n in the given range are constant from index l onwards and in fact equal to k l , k l+1 , . . . Thus the digits of −n with index at least l are also constant and equal to
. . Furthermore, the mapping between the (full range of) digits of n and −n is self-inverse. In particular it is injective on the first l digits. There is, however, no n with r(n) < l such that all of the first l digits are 0. Therefore the statement is proved, if we can show that the remaining case, r = l, n = (k + 1)b l , maps to the zero vector in the first l digits and, more importantly, to the same trailing digits.
For this case, we set r ∈ N 0 such that
(where the case r = 0 may occur if k l = b − 1). Then, obeying the carry,
so the last right hand side is again a valid expansion (representation). By our proposed formula this maps to
giving the desired form and concluding the argument.
Relations between Algorithms 1 and 2
Ì ÓÖ Ñ 1º Let s be a dimension, R = F q be a finite field with cardinality q, and C The finite-row property ensures that there exists an L such that c
Hence τ L (s n ) determines whether x n of Algorithm 2 is included in I or not. Since Condition 2 holds true we know that exactly
The converse of Theorem 1 is not true. Let s n = n 2 , then the sequence (s n ) n ≥ 0 is not uniformly distributed in Z q by Example 1. But the one-dimensional sequence generated by the finite-row matrix 
via Algorithm 2 is a uniformly distributed digital sequence in base 2 (see [11] ).
In the next theorem, we will find conditions on the generating matrices such that the uniform distribution of (s n ) n≥0 is sufficient and necessary for the uniform distribution of the digital sequence. For stating the next result we introduce the term optimal row-lengths for the generating matrices. Let
be finite-row generating matrices. We measure the length of a row c In [10] it was shown that the uniform distribution of the sequence implies that for every j there exists i ∈ {1, . . . , s} such that the length of c P r o o f. Sufficiency of the uniform distribution of (s n ) n≥0 in Z q follows from Theorem 1. To prove necessity we regard elementary intervals of the following form
where d ∈ N and 0 ≤ a i < q d for i = 1, . . . , s. We denote the base q representation of
and the q-adic representation of s n , for some fixed n, by
The optimal row-lengths yield the equivalence of x n ∈ I and
with the maps ψ i , λ i,j of Algorithm 1. Note that C is a square matrix with full row-rank ds, and that there are q ds elementary intervals of the form (4) which are in one to one correspondence with the elements in F ds q . Further, note that the value of τ sd (s n ) determines whether x n is included in I or not. Now the uniform distribution of (x n ) n≥0 ensures that τ sd (s n ) n≥0 is uniformly distributed modulo q sd . Since this is valid for every d ∈ N, we have that τ k (s n ) n≥0 is uniformly distributed modulo q k for every k ∈ N (clearly, uniform distribution propagates to lower powers). Finally by Lemma 1, this is equivalent to (s n ) n≥0 being uniformly distributed in Z q .
Ü ÑÔÐ 2º
Constructions and examples of generating matrices having optimal row-lengths and satisfying Condition 1 for T ≡ 0 are given, e.g., in [6, 10, 13] .
One specific example of suitable matrices are the Stirling matrices, constructed in analogy to the classical Pascal or Faure matrices but with Stirling numbers of the first kind replacing the binomials. Here are depicted matrices in base 5 (see Figure 1) . The finite row length is clearly visible. The apparent fractal structure and other aspects are explored in more detail in [13] . 
Discrepancy and quality-parameter function T for
Algorithm 2 using some specific (s n ) n≥0
The probably most basic setting for (s n ) n≥0 is to choose s n = n. Trivially, in this case Condition 1 is also qualified to determine the quality parameter or function, t or T, respectively, of the sequence constructed by Algorithm 2. Next, we look at negative integers as the underlying sequence.
ÈÖÓÔÓ× Ø ÓÒ 1 (The case s n = −n − 1 )º Let s be a dimension, q be a prime power, R = F q , and C (1) , . . . , C (s) ∈ F N×N 0 q be finite-row generating matrices.
If C (1) , . . . , C (s) generate a (T, s)-sequence in base q via Algorithm 1, then Algorithm 2 based on these matrices and the sequence (s n ) n≥0 = (−n − 1) n≥0 gives a (T, s)-sequence in base q. 
We use the base q digit expansion
Regarding Algorithm 2 we see that [x n ] q,m ∈ I (for some fixed n) if and only if ⎛
where we used the notation
. . . 
and j is the number of such digits. Observe that
Bearing in mind the basic fact that if dividing a point set P of N points into l disjoint sets P 1 with N 1 points, . . . , P l with N l points, then
-we divide the first q r − r−1 i=0 a i q i points as follows.
We start with the first q − a 0 points which are obviously q − a 0 instances of T (0), 0, s -nets in base q.
For the next step we observe that the q-adic expansions of the next q k(1) points have all equal digits at position k(1) and larger, and the digits at positions 0 to k (1) − 1 span {0, 1, . . . , q − 1} k (1) . Hence they form via Algorithm 2 a T k(1) , k(1), s -net in base q. We have n in the range
and thus n + α of the form We regard the next q k(j ) points, i.e., n in the range
Now adding α yields
where
. As above the b-adic digits for powers with exponents at least k(j ) are fixed and the first k(j ) digits span {0, 1, . . .
Step by step we obtain b k(j ) such nets and we obtain the first summand in the second sum of the theorem. Again, step by step, we obtain the last sum of the upper bound. n≥0 . Then the sequence S produced by Algorithm 2 is a low-discrepancy sequence. P r o o f. The strategy is to split the sequence into v subsequences
ÓÖÓÐÐ ÖÝ 2º
of the form s
Since gcd(q, v) = 1, all of the fractions and thus all of α 1 , α 2 , . . . , α v are q-adic integers. Then all v subsequences are low-discrepancy sequences by Corollary 2 and the result follows.
Ê Ñ Ö 2º Previously, subsequences of digital sequences produced by Algorithm 1 have been investigated, see, e.g., [8, 9, 11, 15] . In particular, subsequences indexed by arithmetic progressions were discussed in [8, 9] . Unfortunately, the discrepancy of such sequences is a difficult subject and there exist negative results such as [8, Example 5] . Hence the obvious generalization of Corollary 3 to s n = u v n + α would be a difficult task as well.
Numerical Experiments and Discussion
The following plots give a comparison between three different input sequences:
-first, the classical sequence s n = n, -then the alternating sequence s n = (−1) n (n + 1)/2 and -finally, the sequence s n = (2n − 1)/4 in Z 5 .
The generating matrices are the first two Stirling matrices in base 5 seen in Example 2 and the number of points is 500. We have also calculated explicitly the star discrepancy for some newly constructed sequences. We found similar asymptotic behavior to the classical constructions but with an improvement in the constants. In Figure 3 we look at one-dimensional sequences constructed with the identity matrix over F 2 and used as input sequences in Z 2 :
s n = n (black line), s n = (−1) n (n + 1)/2 (gray line), and s n = n − 2/5 (blue line).
We graphed the star discrepancy of the first N points, divided by the asymptotic log N/N , and smoothed it by a moving average over ten points. The improvement in the constant can be clearly observed and, therefore, it is an interesting topic for future research. Furthermore, it is interesting to note that the construction corresponding to the gray line also describes the symmetrized binary van der Corput sequence. Symmetrization has been shown to improve the asymptotic behavior of the L p -discrepancy [16] . We also computed the star discrepancy for two dimensional sequences constructed with the Stirling matrices over F 2 (see [13] ) in Figure 4 . Here we used as input sequences:
s n = n (black line), s n = −n − 1 (gray line), and s n = n − 2 10 /(2 11 + 1) (dashed blue line) in Z 2 .
As in the one-dimensional case, we divided by the asymptotic (log 2 N/N ) and smoothed the graph by a moving average over ten points. Again we observe an improvement in the constants. In both cases we found that a b-adic shift closed to −1/b shows good results and might be interesting for forthcoming investigations. For instance, this might be a good explicit candidate for the b-adic shift of the Halton sequence which were studied, for example, in [4] .
