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EXAMPLES OF SCALAR-FLAT HYPERSURFACES IN Rn+1
JORGE H. LIRA AND MARC SORET
ABSTRACT. Given a hypersurface M of null scalar curvature in the unit sphere Sn, n ≥
4, such that its second fundamental form has rank greater than 2, we construct a singular
scalar-flat hypersurface in Rn+1 as a normal graph over a truncated cone generated by
M . Furthermore, this graph is 1-stable if the cone is strictly 1-stable.
MSC 2000: 53C21, 53C42.
1. INTRODUCTION
A consistent theme of research is the use of refined perturbation techniques in the study
of constant mean curvature surfaces and metrics with positive constant scalar curvature.
New and complex examples and deep results on structure of moduli space of solutions had
been achieved with the aid of those techniques.
A kind of prototype of this type of construction may be found at the seminal paper [3].
There, the authors prove the existence of minimal hypersurfaces with an isolated singular-
ity in Rn+1. These examples arise as perturbations of cones over minimal hypersurfaces
of Sn.
Our contribution here focuses on a similar construction but for scalar-flat singular hy-
persurfaces in Euclidean space Rn+1. We consider a truncated cone M¯∗ in Rn+1 generated
by a hypersurfaceM of Sn that satisfies S2 = 0 and then we take normal graphs over that
cone. A priori estimates plus a fixed point theorem assure the existence of a graph with
“small” boundary data which also satisfies the equation S2 = 0.
We recall that S2 is one of the elementary symmetric functions Sr, 1 ≤ r ≤ n, of the
principal curvatures of a hypersurface in Rn+1. An interesting feature of S2 is that this
curvature is intrinsic and coincides with the scalar curvature of the hypersurface.
Our aim here is to provide a test case that gives an evidence that the well succeeded
perturbation methods alluded above may be also applicable to deal with some geometric
problems involving fully nonlinear elliptic equations. The results we obtained are in some
sense local. Global issues may be addressed only if we are able to overcome serious
technical difficulties.
Theorem 1. Let M be a scalar-flat hypersurface in Sn, n ≥ 4. Suppose that the rank of
the second fundamental form of M is greater than or equal to 3. Let ψ be a function in
C2,α(M). There exists Λ < 1 depending on M such that for each λ ∈ [0,Λ) there exists a
function uλ defined in M¯∗ whose graph M¯∗λ has null scalar curvature and boundary given
by ΠJ(uλ) = ΠJ(λψ), for some integer J .
Here, ΠJ is the projection map defined in p. 10.
This paper has the following presentation. In Section 2, we deduce the null scalar
curvature equation R¯(u) = 0 for the normal graph of a function u defined over M¯∗. The
linearized equation involves the Jacobi operator L in M¯∗ which turns to be elliptic in view
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of the hypothesis concerning the rank of the second fundamental form of M . Section
3 is devoted to solve in M¯∗ a Dirichlet problem for the Jacobi operator with boundary
data ψ. Following closely [3], the idea is that an adequate control of the data f near
the singular point in M¯∗ permits to solve Lu = f in terms of separation of variables
techniques. Second order estimates for the resulting Fourier series u may be obtained in
suitably weighted Ho¨lder spaces. Applying these estimates to the problem
(1) Lu = Q(v), u|M = ψ,
where v is a function in a weighted Ho¨lder space and Q collects all nonlinear terms in
R¯(v) = 0, we reduce the nonlinear problem to that one of finding a fixed point for the map
that associates v to the solution of (1). This is achieved by showing that for small boundary
data ψ, this map is a contraction.
In the last section we relate the stability of the normal graphs with the stability of the
hypersurface M ⊂ Sn. There, stability refers to the functional A1 defined by the integral
of the mean curvature.
Theorem 2. If M¯∗ is strictly 1-stable, then the graph M¯∗λ of the function uλ given in
Theorem 1 is strictly 1-stable for λ sufficiently small.
We point out that the results presented here may be easily adapted to the other higher order
mean curvatures Sr, r ≥ 3. It is interesting to produce examples with singular sets with
small codimension as Nathan Smale did for minimal hypersurfaces in [12]. This is the
subject of current research by the authors.
The corrections and suggestions by the anonymous referee improved sensibly the read-
ing of the paper. We express here our gratitude to him.
2. SCALAR-FLAT CONES
2.1. The scalar curvature equation. LetM be a compact hypersurface of the unit sphere
S
n in the Euclidean space Rn+1. The cone over M is the hypersurface M¯ in Rn+1
parametrized by
(2) X(t, θ) = t θ, t ∈ R+, θ ∈M.
Let N be an unit normal vector field to M . Parallel transporting N along the rays t 7→ t θ
gives rise to a normal vector field to M¯ . One then defines the first and second fundamental
forms of M¯ respectively by
(3) I = 〈dX, dX〉, II = −〈dN, dX〉.
Let x1, . . . , xn−1 be local coordinates in M with corresponding coordinate vector fields
denoted by ∂1, . . . , ∂n−1. A local frame tangent to M¯ may be given by adding the vector
field ∂t to that coordinate local frame. In terms of such a frame, the first quadratic form is
represented by the matrix
(4) (g¯µν) =
(
t2 θij 0
0 1
)
and the second fundamental form has components
(5) (b¯µν) =
(
t bij 0
0 0
)
,
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where θij = 〈∂i, ∂j〉 and bij = −〈∂jN, ∂j〉 are the components of the first and second
fundamental forms of the immersion M ⊂ Sn. Thus, the Weingarten map A¯ of M¯ has
local components given by a¯µν = g¯µρb¯ρν . We then compute
(6) (a¯µν ) =
(
1
t a
i
j 0
0 0
)
,
where aij = θik bjk are the components of the Weingarten map A of M defined by Ni =
−aji∂j .
If we denote by λ1, . . . , λn−1 the eigenvalues of A, then the eigenvalues of A¯ are
(7) 0, 1
t
λ1, . . . ,
1
t
λn−1.
The r-th mean curvature H¯r of M¯ is defined by
(8) H¯r = 1(n
r
) S¯r, 1 ≤ r ≤ n,
where S¯r are the elementary symmetric functions of the eigenvalues of A¯ relative to I
given by
(9) det (Id− s A¯) = 1− s S¯1 + s2 S¯2 + . . .+ (−s)n−1S¯n−1 + (−s)n S¯n.
Denoting by Hr and Sr the corresponding functions on M , one easily proves that
(10) S¯r = 1
tr
Sr, 1 ≤ r ≤ n− 1
and S¯n = 0. For a given multi-index i1 < . . . < ir with 1 ≤ ik ≤ n, we denote
(11) Di1...ir = det
(
θ1j . . . bi1j . . . birj . . . θn−1j
)
,
that is, Di1...ir is the determinant of the matrix obtained replacing in (θij) the columns
numbered by i1, . . . , ir by the corresponding columns in (bij).
In terms of these determinants, one calculates
(12) det(θij)Sr =
∑
i1<...<ir
Di1...ir .
We suppose that M satisfies S2 = 0. Thus, the cone M¯ is a scalar-flat manifold, that is, it
holds that S¯2 = 0.
2.2. The scalar curvature equation for normal graphs over cones. From now on, we
will be mainly concerned with linearizing the equation S¯2 = 0 near M¯ . Given a func-
tion u : M¯ → R with sufficiently small C2 norm, its normal graph is defined as the
hypersurface
(13) M¯u = {X(t, θ) + u(t, θ)N : t ∈ R+, θ ∈M}.
We denote by S¯2(u) the scalar curvature of M¯u. We then proceed to linearize the equation
S¯2(u) = 0 and to describe the nonlinear part of this equation.
We begin by determining the quadratic fundamental forms in M¯u. The tangent space to
M¯u is spanned by the vector fields θ + utN and
t
(
δji − u a¯ji
)
∂j + uiN,(14)
where ut = ∂u∂t and ui =
∂u
∂xi . The induced metric in M¯u has components
g¯µν(u) = g¯µν + δg¯µν ,
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where (
δg¯µν
)
=
( −2ub¯ij + u2r¯ij + uiuj utui
uiut u
2
t
)
and r¯ij = t2θkla¯ki a¯lj are the components of the third fundamental form 〈dN, dN〉 of M¯ .
More briefly, we may write
(15) δg¯µν = −2ub¯µν + u2r¯µν + uµuν .
Let R¯µν be the Ricci tensor of M¯ . If we denote R¯ = S2 and R¯(u) = S¯2(u) then it follows
that
R¯(u) = R¯+ δR¯,
where
δR¯ = g¯µνδR¯µν + δg¯
µν R¯µν .
A classical tensorial identity (see [4], p. 398) states that
(16) g¯µν δR¯µν = ∇¯ρW ρ
where ∇¯ denotes the Riemannian covariant derivative in M¯ with respect to the metric (g¯µν)
and
(17) W ρ = g¯ρσ g¯µν∇¯νδg¯µσ − g¯ρν g¯µσ∇¯νδg¯µσ.
In what follows, we use the abbreviated notation ∇¯ρ = g¯ρµ∇¯µ.
Since ∇¯g¯ = 0 we may commute the covariant derivatives and the components g¯µν in
the formula above (16), obtaining
g¯µν δR¯µν = ∇¯ρg¯ρσg¯µν∇¯νδg¯µσ − ∇¯ρg¯ρν g¯µσ∇¯νδg¯µσ
= ∇¯ρ∇¯µg¯ρσδg¯µσ − ∇¯ν∇¯ν g¯µσδg¯µσ
= −2∇¯ρ∇¯µg¯ρσ b¯µσu+ 2∇¯ν∇¯ν g¯µσ b¯µσu+Q1
= −2∇¯ρ∇¯µa¯ρµu+ 2∇¯ν∇¯ν a¯µµu+Q1
= −2∇¯ρ∇¯µa¯ρµu+ 2∇¯ν∇¯ν S¯1 u+Q1
= 2∇¯ρ∇¯µ
(
δρµS¯1 − a¯ρµ
)
u+Q1
= 2∇¯ρ∇¯µT¯ µρ u+Q1,
where T¯ ρµ are the components of the (1, 1) tensor field
(18) T¯1 = S¯1 Id− A¯
and
Q1 = ∇¯ρ∇¯µ
(
u2r¯ρµ + u
ρuµ
)− ∇¯ρ∇¯ρ(u2r¯µµ + uµuµ).(19)
However, we have
∇¯ρ∇¯µ
(
uρuµ
)− ∇¯ρ∇¯ρ(uµuµ) = g¯µν g¯ρτ ∇¯ρ∇¯ν(uτuµ)− g¯ρτ g¯µν∇¯τ ∇¯ρ(uµuν)
= g¯µν g¯ρτ (uτ ;νρuµ + uτ ;νuµ;ρ + uτ ;ρuµ;ν + uτuµ;νρ)
−g¯ρτ g¯µν(uµ;ρτuν + uµ;ρuν;τ + uµ;τuν;ρ + uµuν;ρτ )
= g¯µν g¯ρτ (uτ ;νρuµ + uτuµ;νρ)− g¯ρτ g¯µν(uµ;ρτuν + uµuν;ρτ )
+g¯µν g¯ρτ (uτ ;νuµ;ρ + uτ ;ρuµ;ν)− g¯ρτ g¯µν(uµ;ρuν;τ + uµ;τuν;ρ).
Using Ricci identity
uν;τρ − uν;ρτ = R¯τρσνuσ
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where R¯τρσν is the Riemann curvature tensor in M¯ , we rewrite the terms with third order
derivatives as follows
g¯µν g¯ρτ (uτ ;νρuµ + uτuµ;νρ)− g¯ρτ g¯µν(uµ;ρτuν + uµuν;ρτ )
= g¯µν g¯ρτ (uτ ;νρuµ − uµuν;ρτ ) + g¯µν g¯ρτuτuµ;νρ − g¯ρτ g¯µνuµ;ρτuν
= g¯µν g¯ρτ (uν;τρuµ − uν;ρτuµ) + g¯µν g¯ρτuµ;νρuτ − g¯ρτ g¯µνuµ;ρτuν
= g¯µν g¯ρτ R¯τρσνu
σuµ + g¯
µν g¯ρτuµ;ρνuτ + g¯
µν g¯ρτ R¯νρσµu
σuτ − g¯ρτ g¯µνuµ;ρτuν
= g¯ρτ R¯τρσνu
σuν + g¯µν g¯ρτuµ;ρνuτ + g¯
µνR¯νρσµu
ρuσ − g¯ρτ g¯µνuµ;ρτuν .
The antisymmetry of the curvature tensor in the last two indices implies that g¯ρτ R¯τρσνuσuν =
0. Therefore, one has
g¯µν g¯ρτ (uτ ;νρuµ + uτuµ;νρ)− g¯ρτ g¯µν(uµ;ρτuν + uµuν;ρτ )
= g¯µνuρuµ;ρν − g¯ρτuµuµ;ρτ + R¯ρσuρuσ
= g¯µνuρuµ;ρν − g¯ρτuµuρ;µτ + R¯ρσuρuσ
= R¯ρσu
ρuσ.
Thus, one concludes that
∇¯ρ∇¯µ
(
uρuµ
)− ∇¯ρ∇¯ρ(uµuµ) = R¯ρσuρuσ + g¯µν g¯ρτ (uτ ;νuµ;ρ + uτ ;ρuµ;ν)
−g¯ρτ g¯µν(uµ;ρuν;τ + uµ;τuν;ρ)
= R¯ρσu
ρuσ + uρ;νu
ν
;ρ + u
ρ
;ρu
ν
;ν − g¯ρτ (uν;ρuτ ;ν + uν;τuρ;ν)
= R¯ρσu
ρuσ + uρ;νu
ν
;ρ + u
ρ
;ρu
ν
;ν − uν;ρuρ;ν − uν;τuτ;ν
= R¯ρσu
ρuσ + uρ;ρu
ν
;ν − uν;ρuρ;ν .
These calculations imply that
Q1 = ∇¯ρ∇¯µ
(
u2r¯ρµ
)− ∇¯ρ∇¯ρ(u2r¯µµ)+ R¯ρσuρuσ + uρ;ρuν;ν − uν;ρuρ;ν
= uρ;ρu
ν
;ν − uν;ρuρ;ν + 2uuµ;ρ(r¯ρµ − δρµr¯) + uρuµ(2r¯ρµ − 2g¯ρµr¯ + R¯ρµ)
+4uuρ(r¯µρ;µ − r¯µµ;ρ) + u2(g¯µν r¯ρµ;νρ − g¯µν r¯;µν),
where r¯ = r¯µµ .
It is a well-known fact that the tensor T¯1 is divergence-free. Indeed, one computes using
Codazzi’s equation
(δρµS¯1 − a¯ρµ);ρ = δρµa¯νν;ρ − a¯ρµ;ρ = a¯νν;µ − a¯ρρ;µ = 0.
Using this, one gets
g¯µν δR¯µν = 2∇¯ρ
(
(∇¯µT¯ µρ
)
u+ T¯ µρ (∇¯µu)
)
+Q1 = 2∇¯ρT¯ µρ ∇¯µu+Q1
= 2∇¯ρ
(
T¯ ρµ∇¯µu
)
+Q1 = 2div T¯1∇¯u+Q1.
On the other hand, we infer from Gauss equation that
R¯µν = g¯
ρσ R¯µρνσ = g¯
ρσ
(
b¯µν b¯ρσ − b¯µσ b¯νρ
)
= b¯µν S¯1 − r¯µν
and since
δg¯µνR¯µν = δg¯
µνgµρR¯
ρ
ν = −δgµρg¯µνR¯ρν = −δgµρR¯µρ,
one obtains
δg¯µν R¯µν = 2uS¯1b¯µν b¯
µν − 2ub¯µν r¯µν +Q2 = 2uS¯1trA¯2 − 2utrA¯3 +Q2
= 2tr
(
(S¯1Id− A¯)A¯2
)
+Q2 = 2trT¯1A¯2 +Q2,
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where
(20) Q2 = −R¯µρ
(
u2r¯µρ + uρuµ
)
.
Since we are assuming that S¯2 = 0 one easily verifies that
(21) tr T¯1A¯2 = −3S¯3.
We then conclude that the equation R¯(u) = 0 may be written as
(22) Lu+Q(u) = 0,
where
(23) Lu = div T¯1∇¯u− 3S¯3u
is the Jacobi operator for the scalar curvature and Q = Q1 +Q2.
The quadratic term Q has the form
Q(u, ∇¯u, ∇¯2u) = |∆M¯u|2 − |∇¯2u|2 + trP0(u) · ∇¯2u+ P1(u, ∇¯u)(24)
where ∆M¯ is the Laplace-Beltrami operator in M¯ and
(P0)
ρ
µ = 2(r¯
ρ
µ − δρµr¯)u
and
P1 = (2r¯ρµ − 2g¯ρµr¯)uρuµ + 4(r¯µρ;µ − r¯µµ;ρ)uuρ
+(g¯µν r¯ρµ;νρ − g¯µν r¯;µν − R¯µν r¯µν)u2.
3. THE DIRICHLET PROBLEM FOR THE JACOBI OPERATOR.
As we proved above, a normal graph M¯u is scalar-flat if u satisfies the fully nonlinear
equation (22). Our goal in this section is to solve the corresponding linearized equation for
small boundary data by using Fourier analysis in some suitably weighted spaces.
Following the notation previously fixed, we denote
(25) L¯1u = div T¯1∇¯u.
The corresponding tensor and operator in M are respectively
T1 = S1Id−A
and
(26) L1u = divT1∇u,
where the divergence and gradient are taken this time on M . In [1], it is proved that the
operators L and L¯1 decomposes as follows
(27) L¯1u = 1
t
S1utt +
n− 2
t2
S1ut +
1
t3
L1u(t, ·)
and
(28) Lu = 1
t
S1utt +
n− 2
t2
S1ut +
1
t3
L1u(t, ·)− 3 1
t3
S3u.
From now on, we assume that S3 never vanishes along M or equivalently that rkA ≥ 3. In
[6], it is proved that this assumption assures the ellipticity of the second-order differential
operatorL. This is a crucial ingredient in our analysis. We point out that there are examples
of hypersurfaces fitting our assumptions in Sn like certain products of spheres.
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As an example, if we fix the lowest dimension n = 4, we may consider the product of
spheres M = S2(a1)× S1(a2) immersed in S4, where a1 =
√
1/3 and a2 =
√
2/3. With
these choices one has S2 = 0 and
S1 = 2
√
2−
√
1/2 and S3 = −
√
2.
For a detailed explanation on these products of spheres, we refer the reader to [1].
We begin our analysis of the equation (22) by solving first the non-homogeneous linear
Dirichlet problem for the Jacobi operator
Lu = f in M¯∗, u = ψ in M(29)
where M¯∗ is the truncated cone obtained restricting the variable t to (0, 1]. Using (28), we
reduce the linear equation Lu = f to
(30) t2S1utt + (n− 2)tS1ut + L1u(t, ·)− 3S3u = t3f(t, ·).
The hypothesis on S3 implies that S1 also never vanishes. We then may choose an orien-
tation for M in such a way that S1 > 0. Hence, the operator in M defined by
(31) − S−11 (L1 − 3S3)
has L2(M,S1dθ) discrete spectra given by a set of diverging eigenvalues
(32) µ1 ≤ µ2 ≤ . . .→ +∞
with corresponding eigenfunctions {φ1, φ2, . . .}. These facts permit to separate variables
in (30) and reduce the problem to the determination of a Fourier series for u. We will
see that a formal solution of (30) in Fourier series gives rise to convergent solutions if we
consider functions f = f(t, θ) such that
(33) |f |2t :=
∫
M
f(t, θ)2S1(θ)
−1dθ <∞, t ∈ (0, 1].
Letm > 2 and ǫ > 0 be real constants to be chosen later. It is required too that the function
t 7→ |f |t satisfies
(34) sup
(0,1)
t2−m−ǫ|f |t <∞.
This implies that f(0, ·) = 0 and
(35) ||f || :=
(∫ 1
0
t4−2m|f |2tdt
)1/2
<∞.
Under the assumptions above on f , it is possible to decompose it in its Fourier series
(36) f
S1
=
∞∑
j=1
fj(t)φj(θ)
with fj(t) =
∫
fφj dθ. Let u be a formal solution
(37) u(t, θ) =
∑
j
aj(t)φj(θ)
of equation (30). Thus, the coefficients aj are determined by the sequence of ODE’s
(38) t2a′′j + (n− 2)ta′j − µjaj = t3fj, j = 1, 2, . . .
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The homogeneous equations associated to (38) have solutions of the form tγj where γj is
root of the characteristic equation γ2 + (n− 3)γ − µj = 0. Its roots are the indicial roots
(39) γj = −n− 3
2
±
√
(n− 3)2
4
+ µj .
We observe that γj may be complex since µj may be negative. In these cases, one has
ℜγj = (3 − n)/2. Since the eigenvalues µj diverge to +∞, there exists an index J such
that ℜ(γJ+1) = γJ+1 > 0. This index may be chosen so that for a given m > 2 it holds
that
(40) 3− n
2
≤ . . . ≤ ℜ(γJ ) < m < ℜ(γJ+1) ≤ ℜ(γJ+2) ≤ ...
From now on, we consider these choices for m and J .
In order to find a particular solution of the non-homogeneous equation (38), we consider
functions of the form aj(t) = tγjvj(t). Plugging this expression of aj in (38) we obtain
(41) tγj+2v′′j + (2γj + n− 2)tγj+1v′j = t3fj
and after multiplying this equation by tγj+n−4 one has
(42) (tn−2+2γjv′j)′ = tn−1+γjfj .
Integrating twice we get
(43) vj = αj +
∫ t
βj
s2−n−2γj
∫ s
0
τn−1+γjfj dτ ds, j = 1, 2, . . .
where αj and βj are constants of integration to be specified in the sequel. We conclude
that the formal solution u =
∑
j aj φj to equation (30) has coefficients of the form
(44) aj(t) = ℜ
(
αjt
γj + tγj
∫ t
βj
s2−n−2γj
∫ s
0
τn−1+γjfj(τ) dτ ds
)
.
We claim that the integrals in the definition of these coefficients converge in (0, 1] if we
choose αj = βj = 0 for j ≤ J and βj = 1 for j ≥ J + 1. In fact, one has
fj(t) =
∫
M
f√
S1
φj
√
S1 dθ ≤
√∫
M
f2
S1
dθ
√∫
M
φ2jS1 dθ = |f |t.
Thus, using the hypothesis (35) and Cauchy-Schwarz inequality we estimate, for a constant
c that does not depend on f ,∫ s
0
τn−1+γjfj(τ) dτ ≤
√∫ s
0
τ2(n−1+γj)τ2m−4 dτ
√∫ s
0
τ4−2m|f |2τ dτ
= c||f ||sn−3+m+γj+ 12 ,
where we used the fact that m > ℜγj for j ≤ J in order to assure convergence of the
integral at s = 0. This estimate implies that
tγj
∫ t
βj
s2−n−2γj
∫ s
0
τn−1+γjfj(τ) dτ ds ≤ c||f || tγj
∫ t
βj
sm−γj−
1
2 ds.(45)
For j ≤ J , the right hand side converges at t = 0 if one sets βj = 0. For j ≥ J + 1, it
converges if we consider βj = 1. This proves the claim.
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The values of αj for j ≥ J + 1 are determined by
αj :=
∫
M
lim
t→1
u(t, ·)φj , j ≥ J + 1.(46)
Let ΠJ be the projection of L2(M,S1dθ) in the linear subspace spanned by the eigenfunc-
tion φj , j ≥ J + 1. Thus,
(47) ΠJ (u) = ΠJ(ψ)
if and only if
(48) ΠJ(ψ) =
∞∑
j=J+1
αjφj .
Thus, since ψ ∈ L2(M,S1dθ), one has
(49)
∞∑
j=J+1
α2j <∞.
In this case, we then had verified that the problem (29) has as solution the convergent
Fourier series u defined by the coefficients aj above.
In particular we have found a solution to the equation Lu = 0 with boundary Dirichlet
data ψ referred to in what follows as the L-harmonic extension of ψ. In other terms we
denote by HJ (ψ) the Fourier series solution of
Lu = 0 in M¯∗, ΠJ (u) = ΠJ(ψ) in M.
Notice that our previous calculations imply that
(50) HJ (ψ) =
∞∑
j=J+1
αjt
γjφj .
and HJ is a right inverse to ΠJ .
In order to obtain integral estimates for u, we notice that since
(51) |uS1|2t =
∫
M
u2(t, θ)S1(θ) dθ =
∞∑
j=1
a2j (t)
it follows that
(52) |u|2t ≤ c
∞∑
j=1
a2j(t)
where c = 1/(infM S21(θ)). On the other hand, using (44) and (45), one obtains from
Cauchy-Schwarz inequality
(53) t−m|u|t ≤ t−m
√√√√ ∞∑
j=1
a2j(t) ≤ c||f ||+
√√√√ ∞∑
j=J+1
α2j ,
where c > 0 is a positive constant which depends on M,m and J . In a similar way, using
(44) and (50) one proves that
t−m|u−HJ(ψ)|t ≤ c||f ||.
We summarize the facts above in the following proposition.
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Proposition 1. Let m > 2 be a constant and let J be an integer such that
0 < ℜ(γJ ) < m < ℜ(γJ+1)
for γj given by (39). Given a function f defined in M¯∗ satisfying
sup
(0,1)
t2−m−ǫ|f |t <∞
and a function ψ ∈ L2(M,S1dθ), the series
u =
∞∑
j=1
aj φj
with aj defined by (44) is the unique solution of
(54) Lu = f in M¯∗ and ΠJ (u) = ΠJ(ψ) in M
satisfying
(55) sup
(0,1)
t−m|u|t <∞.
Moreover, we have the following estimates for u
t−m|u|t ≤ c (||f ||+ |ΠJ (ψ)|),
t−m|u−HJ (ψ)|t ≤ c ||f ||,(56)
where the constant c does not depend on f .
Proof of the uniqueness. In view of the previous discussion, it remains to prove the unique-
ness of the solution. If we consider two solutions u1 and u2 of the equation Lu = f , then
their difference v = u1 − u2 is decomposed as v =
∑
j bj φj where the functions bj are
solutions of the homogeneous ODE associated to (38). Notice that (55) implies that u1
and u2 vanish at the origin. Thus, bj(t) → 0 as t → 0 for all j. Moreover, if j ≥ J + 1
then γj is real and positive. So, µj is necessarily positive. Therefore the maximum prin-
ciple guarantees that bj = 0 for all j ≥ J + 1. For j ≤ J we have that bj is of the
form bj = ctγj + c˜tγ˜j where γj , γ˜j are the roots of the characteristic equation. Thus
|t−mbj| → ∞ unless that bj = 0 for j ≤ J . So, we have proved the proposition.
Following [3] we now define some weighted Ho¨lder spaces in terms of that it is possible
to obtain second order estimates for the solution of the linear problem.
More precisely, we introduce as in [3] and [9], the norms
|v|k,α,t =
k∑
l=0
tl|∇¯lv|0,At + tk+α[∇¯ku]α,At ,(57)
for t ∈ (0, 1/2), k a positive integer and α ∈ (0, 1). Here, At is the truncated cone
corresponding to t < |X | < 2t and | · |0,α,At denotes the usual Ho¨lder norm in At.
Proposition 2. Under the hypothesis of the Proposition 1, the function u satisfies
t−m|u|2,α,t ≤ c (||f ||α + |ΠJ(ψ)|),
t−m|u−HJ(ψ)|2,α,t ≤ c ||f ||α,(58)
for t ∈ (0, 12 ), ψ ∈ C2,α(M) and
(59) ||f ||α ≡ sup
0<t<1/2
t2−m−ǫ|f |0,α,t
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where ǫ is a fixed positive number. The constants do not depend on f .
Sketch of the proof. A similar estimate for the Laplacian could be found in [8] and [9]. We
may obtain the estimates for elliptic linear operators with constant coefficients and only
second order terms. The general case could be handled by freezing coefficients in L. For
usual Ho¨lder norms, this method is nicely exposed in Chapters 4 and 6 of [5].
4. SOLVING THE NONLINEAR PROBLEM
Using the weighted Ho¨lder spaces we just defined above, we then introduce the sub-
space B of C2,α(M¯∗) consisting of the functions v for which
(60) ||v|| = sup
0<t<1/2
t−m|v|2,α,t
is finite.
We define a map U in the unit ball in B in the following way: given a function v ∈ B
with ||v|| < 1, U(v) is the solution of the linear problem
LU = Q(v) in M∗, ΠJ (U) = ΠJ (ψ) in M
as defined in Proposition 1. Our task now is to exhibit a convex subset K of the unit ball
in B so that U |K is a contraction map.
With this purpose, we begin by estimating Q(v) for v with ||v|| < 1. We have, using
that t < 1,
|Q(v)|0,α,t ≤ 2|∇¯2v|20,α,t + |P0|0,α,t|∇¯2v|0,α,t + |P1|0,α,t
≤ 2(t−2|v|2,α,t)2 + |P0|0,α,tt−2|v|2,α,t + |P1|0,α,t
≤ 2t−4|v|22,α,t + C0t−2|v|0,α,t|v|2,α,t + C1(|v|0,α,t + |∇¯v|0,α,t)2
≤ 2t−4|v|22,α,t + C0t−2|v|22,α,t + C1(1 + t−1)2|v|22,α,t
≤ µ|v|22,α,t ≤ µt2m||v||2,
where C0, C1 and µ are positive constants depending only on M .
We choose ǫ such that m+2 ≥ ǫ. Since t < 1 we have t2m ≤ tm−2+ǫ. Thus we obtain
(61) |Q(v)|0,α,t ≤ µtm−2+ǫ||v||2
and similarly one easily verifies that
(62) |Q(v)−Q(w)|0,α,t ≤ µ(||v||+ ||w||)(||v − w||)tm−2+ǫ.
It follows from estimates stated in Proposition 2 that U(v) satisfies
||U(v)−HJψ|| = sup
0<t<1/2
t−m|U(v) −HJψ|2,α,t ≤ c||f ||α
= c sup
0<t<1/2
t2−m−ǫ|Q(v)|0,α,t ≤ cµ||v||2.
Moreover since L(U(v)−U(w)) = Q(v)−Q(w) and ΠJ (U(v)) = ΠJ(U(w)) then using
the first estimate in Proposition 2 we obtain
||U(v)− U(w)|| = sup
t
t−m|U(v)− U(w)|2,α,t ≤ c||Q(v)−Q(w)||α
= c sup
t
t2−m−ǫ|Q(v)−Q(w)|0,α,t
≤ cµ(||v||+ ||w||)(||v − w||).
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In view of the last inequality, it is necessary to distinguish two cases. We suppose first that
cµ < λ/2 for some constant λ < 1. Then, given u, v with ||u|| ≤ 1 and ||v|| ≤ 1 we have
||U(u)− U(v)|| ≤ λ||u− v||.
Moreover,
||U(v)|| ≤ cµ||v||2 + ||HJψ|| ≤ 1
if we assume that
||HJψ|| ≤ 1− cµ||v||2.
Since ||v|| ≤ 1 the last inequality holds if we suppose
(63) ||HJψ|| ≤ 1− cµ,
which is true for suficiently small ψ. Hence, assuming this we conclude that U |K : K →
K is a contraction map whereK is the intersection of the unit open ball inB with the affine
subspace P = {v ∈ B : ΠJv = ΠJψ}. Notice that the smallness of ψ also guarantees
that K is not empty.
Now, we suppose that cµ ≥ 1/2. In this case, we assume that ||v|| ≤ a for some
constant a to determine. One gets
||U(v)|| ≤ cµ||v||2 + ||HJψ|| ≤ cµa2 + ||HJψ||.
Thus in order that ||U(v)|| ≤ a it is sufficient that
cµa2 − a+ ||HJψ|| ≤ 0.
Then a must be choosen as a ≤ 1+
√
1−4cµ||HJψ||
2cµ . We must assume that
||HJψ|| ≤ 1
4cµ
in order to assure that the square root above is well-defined. Since
1
2cµ
<
1 +
√
1− 4cµ||HJψ||
2cµ
,
we may choose a = 1/(2cµ). So, we must suppose simultaneously that ||v|| ≤ 1 and that
||v|| ≤ a. However, the hypothesis cµ ≥ 1/2 implies that a = 1/(2cµ) ≤ 1. So, we prove
that U(K1) ⊂ K1 and U |K1 is a contraction mapping, where K1 is the intersection of the
ball of radius a in B with the affine plane P .
In both cases, we had just verified that U defines a contraction map in properly chosen
convex sets of the Banach space B. So, by Leray’s fixed point theorem (see, e.g., [5],
Chapter 11), we assure the existence of a solution for the equation (22).
Theorem 3. Let M be a scalar-flat hypersurface in Sn, n ≥ 4. Suppose that the rank of
the second fundamental form of M is greater than or equal to 3. Let ψ be a function in
C2,α(M). There exists Λ < 1 depending on M such that for each λ ∈ [0,Λ) there exists
a function uλ defined in M¯∗ such that the graph M¯∗λ of uλ has null scalar curvature and
boundary given by ΠJ (uλ) = ΠJ (λψ), for some integer J .
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5. STABILITY OF SCALAR-FLAT CONES
It is well-known that scalar-flat hypersurfaces in Rn+1 are locally characterized as ex-
trema of the action
(64) A1 =
∫
M¯
S¯1 dM¯.
In this context, the Jacobi operator L is naturally linked to stability of the hypersurface.
For details, we refer the reader to [10], [11] and [2].
In this section, we are concerned with the stability of the scalar-flat cones and graphs
we had defined above. For that, we consider a function u ∈ C20 (M¯∗). The first and second
variation formulae forA1 are:
A′1(0) = 0, A′′1(0) = −
∫
M¯∗
uLu dM¯.
We recall that the Jacobi operator in the last formula is
Lu = L¯1u− 3S¯3u = S1t1−n(tn−2ut)t + 1
t3
(L1u(t, ·)− 3S3u).
We decompose u in its Fourier coefficients with respect to the eigenfunctions {φj} of
− 1S1
(
L1 − 3S3) obtaining u =
∑
j bjφj with bj(0) = bj(1) = 0 and
Lu =
∑
j
S1
(
t1−n(tn−2b′j)t − t−3µjbj
)
φj .
Since the metric of M¯∗ in spherical coordinates (t, θ) is written in the form dt2+t2θijdθi⊗
dθj , one has dM¯ = tn−1dt dθ, where dθ is the volume form in M . Since bj(1) = 0, for
all j, it results that∫
M¯∗
uLu dM¯ =
∑
j,k
∫ 1
0
((tn−2b′j)t − tn−4µjbj)bk
∫
M
φj φkS1(θ)dθ
=
∫ 1
0
∑
j
((tn−2b′j)tbj − tn−4µjb2j) dt
= −
∫ 1
0
∑
j
(tn−2(b′j)
2 + tn−4µjb
2
j) dt.
The first term in the last integral is given by
(65)
∫
M¯∗
u2t S¯1dM¯ =
∫
M¯∗
u2t t
−1S1dM¯ =
∫ 1
0
tn−2
∑
j
(b′j)
2dt.
Denoteµ−1 = max{−µ1, 0}, where µ1 is the smallest eigenvalue of the operator− 1S1 (L1−
3S3). Thus, one obtains∫
M¯∗
uLu dM¯ ≤ −
∫
M¯∗
u2t S¯1dM¯ + µ
−
1
∫ 1
0
tn−4
∑
j
b2j dt.
However, one has
(66)
∫
M¯∗
u2t−2S¯1dM¯ =
∫
M¯∗
u2t−3S1 dM¯ =
∫ 1
0
tn−4
∑
j
b2j dt
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and the expression on the right hand side of (66) may be calculated as follows∫ 1
0
tn−4
∑
j
b2jdt =
1
n− 3
∫ 1
0
(tn−3
∑
j
b2j)t dt−
2
n− 3
∫ 1
0
tn−3
∑
j
bjb
′
jdt
≤ 2
n− 3
(∫ 1
0
tn−2
∑
j
(b′j)
2dt
)1/2(∫ 1
0
tn−4
∑
j
b2jdt
)1/2
.
Therefore, it follows that∫
M¯∗
u2t−2S¯1dM¯ =
∫ 1
0
tn−4
∑
j
b2j dt ≤
4
(n− 3)2
∫ 1
0
tn−2
∑
j
(b′j)
2dt
=
4
(n− 3)2
∫
M¯∗
u2t S¯1dM¯.(67)
Finally, we conclude that
(68)
∫
M¯∗
uLu dM¯ ≤
(
4µ−1
(n− 3)2 − 1
)∫
M¯∗
u2t S¯1 dM¯.
Suppose n ≥ 4 and define
µM¯ := (1− 4µ−1 /(n− 3)2).
We suppose that µM¯ ≥ 0. Hence, it follows from (67) that
−
∫
M¯∗
uLu ≥ µM¯
∫
M¯∗
u2t S¯1dM¯ ≥ µM¯
(n− 3)2
4
∫
M¯∗
u2t−2S¯1dM¯.
Now, we define the truncated cone M¯σ,τ as the set of points tθ in M¯∗ with 0 < σ < t <
τ ≤ 1. Let λσ,1 be the smallest eigenvalue of the Dirichlet eigenvalue problem
Lu+ t−2S¯1λu = 0 on M¯σ,1, u = 0 on ∂M¯σ,1.
Hence, we may characterize λσ,1 as the Rayleigh quotient
(69) λσ,1 = − inf
u∈C1
0
(M¯σ,1), u6≡0
∫
M¯∗
uLu dM¯∫
M¯∗
u2
t2 S¯1 dM¯
.
We define
(70) I := inf
u∈C1
0
(M¯∗)
(
−
∫
M¯∗
uLu dM¯
)
and
(71) I+ := inf
u∈C1
0
(M¯∗),u6≡0
− ∫
M¯∗
uLu dM¯∫
M¯∗
u2
t2 S¯1 dM¯
.
Therefore, if µM¯ ≥ 0 (respectively, µµ¯ > 0), then I ≥ 0 and infσ λσ,1 ≥ 0 (respectively,
I+ > 0 and infσ λσ,1 > 0). In the first case, we say that M¯∗ is 1-stable. In the second
case, M¯∗ is said to be strictly 1-stable.
Thus, we have proved that µM¯ ≥ 0 (respectively, µM¯ > 0) implies that M¯∗ is 1- stable
(respectively, strictly 1-stable).
Conversely, if µM¯ < 0, then M¯∗ is not 1-stable. In fact, in this case, we have µ1 <
−(n − 3)2/4. Thus, the root γ1 of γ2 + (n − 3)γ − µ1 = 0 is not real. Moreover, the
function u1 = ℜ(tγ1φ1) is a Jacobi field, i.e., a solution for L¯1u − 3S¯3u = 0. Notice
that u1(t, θ) = 0 for all θ whenever tγ1 is a pure imaginary number. This happens if
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and only if ln tℑγ1 = kπ/2, where k is a negative integer. Thus, we choose σ, τ so that
u1(σ, ·) = u1(τ, ·) = 0 and define the test function for the Rayleigh quotient
w(t, θ) = u(t, θ) if σ < t < τ and w = 0 otherwise.
It is clear that w is a piecewise differentiable function which satisfies∫
M¯∗
(〈T¯1∇¯w, ∇¯w〉+ 3S¯3w)dM¯ = 0.
So, λσ/2,1 < 0 since the compact support of w is strictly contained in the truncated cone
M¯ σ
2
,1. We conclude that infσ λσ,1 < 0.
In a similar way, we may prove that if µM¯ = 0, then M¯∗ is not strictly 1-stable.
These results can now be used to prove
Theorem 4. If M¯∗ is strictly 1-stable, then the graph M¯∗λ of the function uλ given in
Theorem 1 is strictly 1-stable for λ sufficiently small.
Proof. Let S¯r(λ), 1 ≤ r ≤ n, denote the elementary symmetric functions of the eigenval-
ues of the Weingarten map A¯(λ) of M¯∗λ . We also denote T¯1(λ) = S¯1(λ)Id− A¯(λ).
As S¯3(λ) depends on the Hessian of uλ, it follows from the C2,α estimates on uλ given
in Proposition 2 that
(72) sup
λ
1
λ
sup
M¯∗
1
t3
(
S¯3(λ)− S3
)
<∞.
Consequently, for small λ, it holds that∫
M¯∗
λ
(〈T¯1(λ)∇¯u, ∇¯u〉 − S¯3(λ)u2)dM¯ ≥ µM¯/2 > 0,
for all u ∈ C10 (M¯∗λ) with ∫
M¯∗
λ
u2
t2
S¯1(λ) dM¯ = 1.
This finishes the proof of the theorem.
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