First we give a new proof of the sharp upper bound for the indices of convergence of n x n irreducible Boolean (or nonnegative) matrices with period p. Then we characterize the matrices with the largest index.
INTRODUCTION
Let S? = (0, l} be the two elements Boolean algebra with the "Boolean addition" a + b = max(a, b) and "Boolean multiplication" ab = min( a, b) (We define the order 0 < 1 between the symbols 0 and 1.) The matrices over 4? are called "Boolean matrices". Let 5, be the set of n x n Boolean matrices; then B, forms a finite multiplicative semigroup of order 2"'.
Boolean matrices are closely related to nonnegative matrices. For a given nonnegative matrix A, we define A to be the corresponding Boolean matrix obtained by replacing all the positive entries of A by 1. Clearly, d completely determines the zerononzero pattern of the nonnegative matrix A and vice versa. Furthermore, this correspondence preserves matrix addition and multiplication, namely we have m= A + 8 and E= A + i (where the operations on right side are Boolean). From this we see that the study of the "combinatorial properties" (those properties which only depend on the zero-nonzero pattern of the matrix) of nonnegative matrices is equivalent to the study of the corresponding properties of Boolean matrices. For example, it is well known that zerononzero patterns of powers A, A2,. . . , A"', . . . (hence the primitivity of A, the primitive exponent of A, and the index of cyclicity of A) depe?d only on the zerononzero pattern of A, so we may just study the powers A, 6,. . . , Am,. . . , which is usually more convenient, by making use of the Boolean notation.
In this paper, 0 and 1 will denote the Boolean matrices with all elements 0 and all elements 1, respectively. P, will denote the set of n X n permutation matrices in IE%,. Ei j will denote the matrix with (i, j) entry 1 and all the other entries 0, and e, will denote the row vector with rth component 1 and all the other components 0. AT will denote the transpose of A.
Let A, B E US,. If there exists some P E P, such that A = PTBP, then we say that A and B are permutation similar, denoted by A = B.
A Boolean matrix A E B, is reducible if
where B and C are nonvacuous square matrices. A is irreducible if it is not reducible.
Let A E 5,. The sequence of powers A, A2,. . . clearly forms a finite subsemigroup (A) of B,, and then there exists a least positive integer k+t k = k(A) such that Ak = A for some t > 0, and there exists a least positive integer p = p(A) such that Ak = Ak'P. We call the integer k = k(A) the index of convergence of A, and the integer p = p(A) the period of convergence of A. It is easy to see that (A) = {A,..., Ak+P-'} is a semigroup of order k + p -1. It is also known from the elements of semigroup theory that {Ak,...,Ak+P-'} is a cyclic group with unit A" (and generator Ae+') , where e is the unique integer between k and k + p -1 such that e = 0 (mod p).
The study of k(A) and p(A) is the central part of the study of powers of Boolean matrices (or powers of nonnegative matrices). Now the properties of p(A) is already clear by the work of Rosenblatt [4, 31. He has proved that:
(i) If A is irreducible, then p(A) is the greatest common divisor of the distinct lengths of the elementary cycles of the associated digraph D(A).
(ii) If A is reducible, then p(A) is the least common multiple of p(A,),...,
p(A,),
where A,,..., A,,, are the irreducible constituents of A.
From (i) and the fact that the greatest common divisor of the lengths of the elementary cycles of D(A) is also equal to the index of cyclicity of A [ 11, it follows that when A E B, (n > 1) is irreducible, then p(A) = 1 if and only if A is primitive, and in this case k(A) is just the primitive exponent y( A)-the least positive integer k such that Ak = 1. So the concept of the index of convergence of an irreducible matrix is a generalization of the concept of the primitive exponent of a primitive matrix.
Since our knowledge about p(A) is quite complete, the main interest in the powers of Boolean matrices will be the study of k(A). Heap and Lynn [2] and Schwarz [S] have studied the upper bounds of k(A). In [2], Heap and Lynn proved that if A E B, is irreducible with period p and n = pr + s where r = [n/p] and 0 < s < p -1, then
and this upper bound is sharp in the case s = 0. The upper bound (H-L) is also a generalization of Wielandt's upper bound y(A) < n2 -2n + 2 for the primitive exponents of n X n primitive matrices [7] . Schwarz also gave example to show that in the case n = 7 and p = 2, his improved upper bound (S) is sharp, but he didn't give examples to show that the upper bound (S) is sharp for all possible cases of n and p. Besides, Schwarz proved the upper bound (S) entirely in the language of binary relations [whereas Heap and Lynn proved their upper bound (H-L) mainly by graph theory techniques], and his proof is quite involved. In Section I of this paper, we will use a different approach (our starting point is the "imprimitive normal form" of an irreducible matrix) to consider the index of convergence k(A) of an irreducible Boolean matrix A. We will first prove a general property (Lemma 2.1) for characterizing k(A) in terms of the imprimitive normal form of A, and then use this characterizing property to give a simple new proof of the upper bound (S), solely in terms of matrix theory. Using this characterizing property, we are also able to construct examples to show that the upper bound (S) is sharp for all possible cases of n and p.
'In this paper, we usually exclude the trivial case r = 1, s = 0 (i.e., n = p) in which A is permutation similar to the circukmt E,, + E, + + E,_ l,p + E,,, and hence k(A) = 1.
In Section II of this paper, we will consider the equality case of the bound (S) and will give a complete characterization for those n X n irreducible Boolean matrices with period p whose indices of convergence k(A) reach the upper bound pw, + s. An n X n irreducible Boolean matrix A with period p is called an extreme matrix if its index of convergence k(A) is the largest possible value pw y + s. The set of all n X n extreme matrices with period p is denoted by L,,,. We will show that:
(i) If r > 1, then L, p consists of exactly 2' + s *2"-' permutation similar equivalence classes, which we will list explicitly.
(ii) If r = 1, then L,,, consists of exactly 2"-' (or one, in the trivial case s = 0) permutation similar equivalence classes, which will also be listed explicitly.
I. A NEW PROOF OF THE SHARP UPPER BOUND

Preliminaries
The starting point in our proof is the "imprimitive normal form" of an irreducible matrix [l, Chapter 2, 2.201: If A is an irreducible Boolean matrix with period p (or with index of cyclicity p), then there exists p E P, such that 
0.2)
The following necessary and sufficient condition for a matrix of the form (1.1) to be irreducible with period p will be useful:
is of the form (l.l), then the following two properties are equivalent:
(1) A is irreducible with period p.
(2) Each block Aj (1~ i < p) contains 7~) zero row and no zero column, and the product A,(p) = A,A,* * .A, is a primitive matrix.
Since ( BA)k+' = B(AB)kA, we also have the following: THEOREM 1.1. Let A, B, be two n x n Boolean matrices containing ru) zero row and rw zero column such that AB is primitive. Then BA is also primitive, and their primitive exponents diffi at most by 1: 
We would also like to quote Wielandt's well-known results about primitive exponents for our later use: THEOREM 1.2 [7] . Let A be an n X n primitive Boolean matrix, and y(A) its exponent. Then y(A) < n2 -2n +2, and equality holds if and only if there exists P E FD,, such that
(unspecified entries are all zero).
The Upper Bound
In this subsection we will use the matrices Ai (i = 1,. . . , p) to study the index of convergence k(A) of the irreducible matrix A = (A,, . . . , AP) with period p. Note that if for some integer m we have Ai = J for all l<i<p, then it is also true that A,(t)=_/ for all tarn, since each A i,. . . , A, contains no zero row and no zero column. Also there does exist such an integer m, since A,(p) is primitive. Proof. Without loss of generality, we may assume that A is in the imprimitive normal form A = (n,, A,, . . . , nP, A,, n,), where n1 + . . * + np = n. Let m = min(n, ,..., n,); then m < r.
Case 1: m<r-1.
By Corollary 2.1 we have
The last inequality follows from the fact that r > m + 1 > 2. Case2: m=r.
By the fact that n,+ ..* +n,=n=pr+s andOGs < p -1, it is easy to see that there exist p -s indices i,,. .., i,_, with l<i,<i,< ... <i p_-s < p such that nil= niz= . . . = nip_,= r. For j = 1 ,***, p -s, Aij(p) is an r X r primitive matrix with the exponent yij = y( Aij(p) < r2 -2r +2. Taking t = p -s in Lemma 2.2, we than have k(A) G P ma$Y,,, . . . , Yi,_,)+ P -(P -') G Pcr2 -2r + 2) + s, and this completes the proof.
n Next we will show that the upper bound (2.3) is sharp for r > 1. The sharp upper bound for r = 1 will also be proved.
The Sharpness of the Upper Bound
For r > 1, let 1 0 1 1 By Theorem 1.2 we know that W, is primitive with the primitive exponent y(W,) = r2 -2r + 2, i.e., W+2rt2 = J. It can also be verified that 
Proof.
Without loss of generality, we may assume that A is in the imprimitive normal form A=(n,,A,,...,n,,A,,n,) where n,+ ... +n, = n = p + s. Then among any s + 1 numbers n,,, . . . , ni,+l in the set {n i""' np }, at least one of them is 1. It follows that among the s matrices Ai, Ai+i>...> Ai+s-i (their sizes involve the s + 1 numbers ni, nit 1,. . . , ni+S), at least one has only one row or only one column, hence equals .Z by the fact that it contains no zero row and no zero column. Thus A,(s) = A,A i+ i . . . 
II. CHARACTERIZATION OF IRREDUCIBLE BOOLEAN MATRICES WITH LARGEST INDICES OF CONVERGENCE
A First Necessary Condition
The following two lemmas concern the conditions for two matrices of the form (1.1) to be permutation similar.
LEMMA 4.1.
Let A = (n,, A,, n,,. .., np, A,, n,) and X = (n,, X,, n2, X 2,. . . , np, X,, n,) be two Boolean matrices with n1 + ---+ np = n. Suppose there exist permutation matrices Q1, Q2,. . . , Q, (with suitable sizes) such that Xi=QFAiQi+l fmi=l,..., p-landX,=Q,TA,Q,. ThenA=X.
Proof.
Let P = diag[Q,, Q2,. . . , fied that X = PTAP and thus A = X. Q,,] E P,. Then it can be directly verin LEMMA 4.2.
Let A = (n,, A,, n2, A, ,..., np, A,, n,) and X = (n,, X,, n2, X,, . . . , np, X,, nl) be irreducible matrices with period p where n, = n2 = . . . =n,=r+l and n,+l= ..* = np=r for some s, l<s< p-l. The following corollary is a direct consequence of the above lemma. The following theorem gives our first necessary condition for A E L,,,. (i): A EL,,+, so A E B, is irreducible with period p, and A is permutation similar to an imprimitive normal form (n,, A,,. . . , n,,, A,, n,) for some n1 ,... , n2p and A, ,..., A,. Now A E L,,p, so k(A) = pw, + s. By Lemma 2.1 we may assume, without loss of generality, that yA,( pw, + s -1) + I.
(ii): First we show that all ni > r (i = 1,. . . , p) . Suppose on the contrary that nj G r -1 for some j with 1~ j < p. Then y(A j(p) Q qj < w+~ and k(A) G py( A j( p)) + p -1~ p( w,_ 1 + 1) < pw, by Lemma 2.2. This contradicts the hypothesis that A E Ln,p, so ni > r for i = 1,. . . , p. Now for 1 G i 6 s, AXpw, + s -1) = A,(i -l)A,(pw,.)A,,,+,(s -i) # I. Therefore Ai( pw,) = ( Ai( p))"r # J, and thus the primitive matrix Ai( p) has to have the order n2i 2 r + 1 (16 i Q s). Combining the three conditions n, > r (i = 1 ,..., p). n,>r+l (i=l,..., s), and Q'=i,n, = rp + s, we obtain that n1 = . . . =ns=r+l and n,+,= a*. =nP=r. Proof. By the hypothesis YX = W,, we know that every row of W, is a sum of some rows of X and so is the row ei (i = 2,. . . , T ). This shows that X contains rows ea, e3,. . . , e,. Also X contains a row e, by hypothesis. Therefore T rows of the matrix X are already determined. Let (Y be the remaining row of X. We will show that (Y > es. Suppose this is not the case; then the 2nd column of X is some unit vector e,r (of dimension r + l), and thus (ith column of Y) = (2nd column of W,) = er + e,'. By hypothesis, Y also contains another column, say the jth column (j # i), which is equal to e:. So (1st row of Y) > e, + ej, and es = (1st row of W,) >(ith row of X)+(jth row of X). This implies that (ith row of X) = (jth row of X) = es, a contradiction. Thus we have proved that OL > ea. Since we must also have o < some row of W,, it follows that e2 < (Y < e, + es and therefore (Y = es or (Y = er + es. 
M,= (H,, Yl), M, = (H,, Yz), M, = (H,, Y,) are three n X rz Bookxn matrices as defined in Lemma 6.2. Then a Boolean matrix A E L,,, if and only if A is permutation similar to one of M,, M,, and M,.
Proof. By Zf p = 2 and n = 2~ + 1 (T > l), then there are exactly three permutation similar classes of extreme matrices in L,,,; each of them contains one and only one matrix in the set {M,, M,, M3}. n 7. TheCaseofGeneralpandl<s<p-1 (r>l) In this subsection, we will exhibit all the matrices in L, p for general p and 1 G s G p -1 (we still assume that T > 1). In particular, ke will show that there are exactly 2" + s .2"-' extreme matrices in L,,, up to permutation similarity (or up to the isomorphism of their associated digraphs).
The following lemmas give us further necessary conditions for A E L,,,. Proof. Since H, (or H,) contains the rows e,, . . . , e,, each of which is a sumofsomerowsof A,_,,itfollowsthattherowsof A,_, aree,,...,e, and thus A p_ r E P,.. By repeatedly using this argument we obtain that all the matrices As + r, . . . , A, _ r are permutation matrices. Y,. Thus either (7.6) or (7.7) is true, and this proves (ii). n LEMMA 7.5. Suppose X,, . . . , X, E B,, 1 with X,X, * * * X, E {I,, i, Fj} (j=l or 3). Then there exist P,,...,Pk_1~5'r+1 and Zi~{Z,+,,Fi} (i = l,..., k) such that x, = z,p,, x,= P,TZ,P,,..., x, = Pf_ ,z,.
(7.8)
Proof. We give the proof for the case j = 1 (the case j = 3 is similar). If xi . . .x,=z,+,, then all Xi's are permutation matrices and we can take z,= . . . = z, = z,+i and P,=X,, P,=X,X,,..., Pk_l=X1.--Xk_l to get (7.8). If X, . . * X, = F,, then the rows of X, are either e,, . . . , e,, e,+i, in which case X,=P,_,, or e,,...,e,,e,+e,+,, in which case Xk=Pl_lF1 (for some Pk_lEpr+l).
Let Xlk_l=Xk_lPr_l. If X,=P,T,, then Xi.--X k_-2-fk_-1 = F, and we may thus use induction on k. If X, = Pl_lFl, then (Xi... -Xk_-ZXk_-l)F1 = F, and thus X, . * * Xk_sXk_i E { Zrfl, F,}. Therefore in this case we can also use induction to get (7.8).
n Obviously, the converse of Lemma 7.5 is also true. Proof. If x, . . . X, E {I,., 1, F,, F,, F3}, then by the fact that each row of xi... X, is a sum of some rows of X,, we obtain that X, = P,T,Z, for some P,_, E Pr+i and Z, E { Zr+i, F,, F,, F3}. Let f'k_l = X,_,Pr-,; then x, . . *X,=(X,.. . X,_,X,_,)Zk E { &+i, F,, Q., Fs}. If Z, = I,+i, then x,..*x k_2X7k_l E {Zr+i, F,, F,, F3} and we can use induction on k. If Z, = F3, then also X, *. . X,_,X,_, E { Zr+i, F,, F,, F3} and we can again use induction on k. If Z, = F, or Z, = F,, then we can verify that X, . . . XkJ-l E {I,, i, Fl}. By using the conclusion of Lemma 7.5 we see that there exist P,,...,P,_,E~,+, and Z,,...,Z,_,E {Zrfl, F,} (together with above P,_ 1 and Z,) such that (7.8) is true. From the above argument we also see that if Z, = F, or F,, then Zi # F, and Zi f F3 for 1~ i < k -1. Thus by induction we see that in the sequence Z,, . . . , Z,, no F,, F3 precedes F, and no F,, F3 precedes F,; therefore (i) and (ii) hold and the proof is completed.
n Note that the converse of Lemma 7.6 is also true. In order to give a characterization of the matrices in L,,, in the case for general p and 1~ s d p -1 (n = pr + s and r > l), we define some subsets in EL,'. (n,, A,,..., np, A,, n,) such that all the conditions (i)-(iii) of Theorem Combining the above cases, we obtain the desired result. W Now we state our final result of this subsection in the following theorem. In this final subsection, we solve the remaining (easy) case r = 1 and 1 < s < p -1. Recall that in the case T = 1, the sharp upper bound for indices of convergence is k(A) Q s (Theorem 3.1). Thus for T = 1 the set of extreme matrices is Lfl,P= {AEIS,,(A is irreducible with period p and k(A) = s.} Now suppose 12 = p + s (1~ s < p -1) (we exclude the trivial case n=p).
Let 
