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Abstract 
We develop a technique for derivation of the asymptotic joint distribution of the sample 
partial autocorrelations of a process, given the corresponding distribution of sample autocorre- 
lations. No assumption of asymptotic normality is needed. The underlying process need not be 
stationary. The technique is demonstrated through a detailed study of ARMA (l,l)-like 
processes, but is applicable to other models. The results extend those of Mills and Seneta (1989) 
for the AR(l)-like case. The study is motivated by the known relationships and properties, 
especially is the classical AR(p) case, of population and sample partial autocorrelations. 0 1997 
Published by Elsevier Science B.V. 
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1. Introduction 
For any stochastic process {X(t)}, t = 0, + 1, . . . , we define sample autocorrela- 
tions by R(0) = 1, and for 1 < k < N - 1, arbitrary fixed integer N, 
R (4 = W/C(O), 
C(k) = 5 (X(t) - 8)(X@ - k) - X3) 
t=k+l 
where X = Cr= 1 X(t)/N. Put R( - k) = R(k). 
R(k)% usually stand for the sample autocorrelations on the basis of an observed 
sample X(l), X(2), . . . ,X(N) in a second-order stationary process. 
As motivation for a correspondingly general definition of sample partial auto- 
correlations, consider any process {X(t)} satisfying E(X(t))’ c co, t = 0, + 1, f 2, . . . 
The coefficients /IO, PI, . . . ,fik of the best linear predictor in the least squares sense: 
/?I) + /.?1X(t - 1) + ... + /&X(t - k), for X(t) in terms of X(t - l), . . . ,X(t - k) with 
fixed k 2 1, are those which minimize 
E{(X(t) - PO - BlX(t - 1) - ... - ,.&X(t - k))‘). 
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For the stationary AR(k) process (autoregressive process of order k) it is well-known 
that fik is also the coefficient of partial correlation between X(t) and X(t - k) when the 
(linear) effect of intermediate random variables X(t - l), . . . , X(t - k + 1) has been 
removed from each (e.g. Hannan, 1970, pp. 21-23; Barndorff-Nielsen and Schou, 
1973). 
With an actual data set X(t), t = 1, . . . ,N, from any process {X(t)}, the least 
squares linear fit for X(t) in terms of X(t - l), . . . , X(t - k) arises from minimizing 
with respect to /&,, PI, . . . , fik the expression 
,=$+ 1 (X(t) - PO - PlXO - 1) - . . . - BkX(t - k))‘. 
For large N the parameter estimator for the best linear predictor b = {/jj}, 
j=l 9 . . . . k, is thus given by 
s,j? = so 
where Sk = (C(i -jl)), so = (C(i)), i,j = 1, . . . , k. The sample partial autocorrelation 
at lag k for any process {X(t)} is thus naturally defined by pk. Dividing the preceding 
equation by C(0) it can be written in terms of the R(k)%; and using the more common 
notation i& in place of bk we have from this equation, 
,. det(W k, 2 
Kk=det(Lk) ’ (1.1) 
where 
NO) ... R(k - 2) R(1) 
; . . . ; f 
R(k - 1) ... R(1) R(k) 
and 
fir = R(1). 
Population and sample partial autocorrelations are important for a number of 
reasons (e.g. Barndorff-Nielsen and Schou, 1973). One of the principal uses of sample 
partial autocorrelations Sk, k > 1, is in the context of classical stationary AR(p) 
processes. For such processes, population partial autocorrelations vanish beyond 
lag p, and the sample partial autocorrelations are statistically asymptotically indepen- 
dent and normally distributed. Assuming that X(t), t = 1, . . . , N, come from such 
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a process, in fact 
P+7 
N c $3 -& 
j=p+l 
for fixed integer T, so the left-hand side can be used as a test statistic of goodness-of-fit 
of an AR(p) model. This test is now known as Quenouille’s test. 
Mills and Seneta (1989) considered sample partial autocorrelations in the general 
setting described above. Their main motivation was to construct a test of Quenouille 
type using them, for a simple branching process with immigration, which can roughly 
be described as being of AR(l)-like process, though it is generally only asymp- 
totically stationary. Their main result, however, was not restricted to the branch- 
ing process context, and expressed a relation between the limiting distribution of 
normed sample autocorrelations and sample partial autocorrelations of a general 
AR(l)-like process. A subsequent recent extension, to AR(p)-like processes, has 
been made in Ku and Seneta (1996), with various applications to classical and non- 
classical processes. The extension treated in the present paper, namely adding an MA 
(moving average) component to the AR(l)-like structure to give an ARMA(l,l)-like 
process (to be defined precisely below), is technically more difficult, but casts further 
light on the interrelation between sample autocorrelations and sample partial auto- 
correlations. 
The main result of the paper is Theorem A, which relates the structure of the joint 
limit distribution of the normalized fik)s in the ARMA(l,l)-like situation to that of the 
R(k)‘s, assuming a joint limit distribution for the normalized R(k)‘s exists. When 
viewed from the usual standpoint of a stationary ARMA process, this scope is narrow. 
However, various directions of extension of this kind of problem from the classical AR 
context to an ARMA context have been examined by several authors in attempts 
(mentioned below) to extend Quenouille’s test. The direct relationship between the 
limiting joint distributions in the above sense, a factor in these attempts, has not been 
hitherto examined. Our intention is to show that this is a complex (but not intractable) 
relationship even in this simple ARMA(l,l)-like setting. However, it is clear that 
sample partial autocorrelations are not well-suited, in an ARMA like setting, for the 
construction of a goodness-of-fit test like Quenouille’s, since the population partial 
autocorrelations do not vanish beyond a certain lag. Hosking (1980), for example, has 
extensively studied and generalized Quenouille’s test (1947) but does not explicitly 
refer to sample partial autocorrelations. Thus our investigation is in a disjoint but 
complementary direction. 
In the situation of second-order stationary autoregressive (AR) processes, it was 
Quenouille (1947, 1949), who initiated the study of limiting behaviour of the sample 
partial autocorrelations, and made a significant impact on both methodology and 
theory for related stationary models. For instance, Walker (1950) adopted 
Quenouille’s autoregressive operator H to study the asymptotic distribution of 
a certain linear combination of elements of the sample autocorrelation function in an 
autoregressive moving-average scheme. Our treatment utilizes similar operators. Choi 
(1990), who used similar technique to that of Quenouille, clarified the structure of the 
limit distribution of sample partial autocorrelations in an AR(p) process, when lag k is 
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greater than p. Choi (1991) also derived a limit theorem for sample generalized partial 
autocorrelations in a stationary ARMA process. 
Let p(i), i = 1,2, . . . ,k, be any numbers such that p(O) = 1, and (p(li - jl)) is 
a positive definite k x k matrix for any k 2 1. Also define numbers $, k 2 1, by the 
ratio of U and L, where U, L are uk and Lk, respectively, with R(i) replaced by p(i), 
i= 1,2, . . . . k. Put 
E(i) = R(i) - p(i), i 2 0. 
Then ?rk = &Is(.)=,,. 
Also put dk = det(L&+& and A/& = det(L&.,=o). 
We shall be particularly interested in Section 3 in the special case where the p(k), 
k = 0, & 1, f 2, . . . , also satisfy the constraint 
p(k) = ap(k - 1) = 0 k 2 2 (1.2) 
where a is a real number satisfying ) a I < 1. 
We shall call processes satisfying (1.2) ARMA(l,l)-like processes. 
If we suppose for the moment that we are dealing with a second-order stationary 
and invertible ARMA(l,l) process {X(t)} which satisfies 
X(t) - a X(t - 1) = e(t) = t!?e(t - 1) (1.3) 
where a and 8 are real numbers satisfying I a) < 1, I tl I < 1, and {e(t)} are independently 
and identically distributed (i.i.d.) random variables with zero mean and finite variance 
c2, then its autocorrelations p(k), k = 0, + 1, _+ 2, . . . , satisfy all our conditions, 
including (1.2). Further, in this special setting, 
p(l) = (1 - ~wu - 0) 
1 + 82 - 2ae 
and (for instance following Galbraith and Galbraith (1974)) 
p(i)(i - e2)ek-1 
nk = 1 - (U - p(i))e + (U - p(i))e2k-1 - e2k k31 (1.4) 
these being the partial autocorrelations of the ARMA(l,l) process. Thus our investi- 
gations from Section 3 focus on ARMA(l,l)-like processes. 
Note that we deal in the sequel with possibly non-stationary processes {X(t)} in 
terms of which the R(k) and Sk are defined. For a non-stationary process, the p(k)‘s 
and n(k)% will not have the customary meaning, but will relate, rather, to an 
asymptotic situation. 
Also note that in the discussion of this paper, in particular in the following Lemma 
1 of Section 2 and Theorem A of Section 3, {a(N)} is a general positive sequence 
satisfying a(N) + cc as N + co. Mills and Seneta (1989) worked with the specific case 
a(N) = N”2, in their AR(l)-like case. 
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In conclusion to this introduction, we stress that the part of the material 
below where the convergence of the joint distribution of the &.‘s is deduced from 
the convergence of joint distribution of the R(k)%., is not our focus even though we 
obtain the convergence without assuming asymptotic normality of the R(k)‘s or 
existence of second-order moments. We are aware of the well-known a-techniques 
based on results due to Cramer (1946, pp. 353-354, 356) which permit one to infer 
convergence to a multivariate normal of a function of an asymptotically normal 
vector with some mean r and covariance matrix Z/N, but these are not adequate to 
our propose. 
We begin in Section 2 with a general result of this kind, not confined to the 
ARMA-like context. 
2. General approach 
In this section, to illustrate the principles of our detailed treatment concerning 
fik, we sketch the joint convergence of (a(N)(& - nk)}, k >, 1, in distribution, 
providing the vector {u(N)@(k) - p(k))} converges in distribution as N -+ cc to 
a vector {V(k)}. 
Lemma 1. Let Fk = Q + K, where K = (ki,j), ki,i are real numbers, Sz = (ei,j), ei,j are 
random variables, i, j = 1,2, . . . , k, such that, {a(N)Ei,j) 5 {V’i,j>, SO Ei,j 1: 0, as N + CO. 
Then 
a(N)(det(F,) - det(K)) 5 C cof(i, j)Vi,j 
i,j=l 
(2.1) 
where cof(i, j) is the cofactor of ki,j in K. 
We explain briefly without formal proof. Write 
det(&) = C (-l)‘(El,i, + kl,i,) ... (Ek,ik + h,iJ 
(iI, .id 
where (iI , . . . , i,J is a permutation of (1, . . . , k), and t is the “parity” of the permutation. 
For iI = 1, 
(1 c .) &1,1(-l)‘(E2,i2 + kz,iJ ... (Etc,i,, + kk.4) = ~1.1 COf(l, 1) + o,(l) 
> .h 
where (iz , . . . , ik) is a permutation of (2, . . . , k), and t is the number of transpositions 
requiredfor(&, . . . . Q-+(2, . . . , k). oP(l) contains all the product terms of at least two 
E(-))s involved. 
Similarly, for iI = 2, the left-hand side of above expression turns out 
Q, 2 cof(l,2) + oP(l), and so on. This results in the conclusion of Lemma 1. 0 
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An obvious direction of application to our general setting is to take k,,j = p( (i - jl), 
Ei,j = ~(li -jl), and to note that 
Ak(fik - nk) = Ak (~-nk) 
= det(U,) - Agck + Ak det ( G) ~ - det(U,) 
det&) 
(2.2) 
= (det(U,) - Agc,J - itk(det(L,) - AJ. 
The assumption that 
{&Ys(k)I 5 (P(k)) (2.3) 
which implies s(k) 5 0, leads from Lemma 1 eventually, by Slutsky’s theorem and the 
Cramer-Wold device, to 
(2.4) 
Here 
dN)(det(Ud - &‘h) 5 tl,k, 
dN)(det(Ld - A/c) 5 t&k, (2.5) 
Note in particular that if it happens to be true for the particular process being 
considered that 71,‘ = 0 for k > p (cf. Mills and Seneta, 1989), then from (2.4) the limit 
distribution for k > p is simply that of [r,k, k > p. 
The relationship of the distribution of the right-hand side of (2.4) to that of { V(k)} is 
in general complex. The ARMA(l,l)-like process of interest to us in the sequel has 
special structure of p(k)% given by (1.2) which may be exploited to give this relation- 
ship explicitly. To do this, however, we shall not apply Lemma 1 in the above manner, 
but to a setting which exploits the special structure of the p(k)‘s, in the manner of Mills 
and Seneta (1989). 
3. The ARMA(l,l)-like case 
Preliminary to stating our main result we make several definitions. 
Let H, E7 be one-step operators such that, for any function d(t), defined for integer t, 
and a as in (1.2), 
H d(t) = d(t) - a d(t - l), 
R d(t) = d(t) - a d(t + 1). 
Xi? Ku/Stochastic Processes and their Applications 72 (1997) I21 -143 127 
Then from (1.2), Hp(1) = p(l) - a and Hp(k) = 0, k 2 2. Here H is the same AR 
operator as used by Walker (1950) in the case of p = 1. 
We shall also need the quantity m given by 
m = Hp(0) - &p(l) 
= 1 - up(l) - aHp(1) 
= 1 - a(Hp(1) + a) - uHp(1) 
= 1 - u2 - 2uHp(l) 
and sequence (n(k)) satisfying the following difference equation: 
n(k) = - g n(k - 1) - n(k - 2) k 2 2 (3.1) 
with n(O) = 1, n(1) = - g, where g = m/HP(l). 
Under assumption that (a(N)@(k) - p(k))} 5 {V(k)}, which we shall make in 
Theorem A, we shall need two random sequences {tl,k} and {l,,,}: 
k-2 
<l,k = iC, (i +  1)(-Hp(l))‘dk-i-,H2T/(k - i) + k(-Hp(l))k-‘HV’(l) (3.2) 
and 
k-l 
t2.k = c ~2(4~(59 
s=l 
(3.3) 
where 
212(s) = 2nkdk(&(1))-’ c H n(i)H n(j). 
i+j=k-l-s 
(3.4) 
The random sequences {<I,k) and {tl,,,) figure in the conclusion of the following 
Theorem A: 
Theorem A. For a process {X(t)}, and p(k)‘s given by (1.2), we assume that vector 
{u(N)(R(k) - p(k))), k = L2, . . . ,G (f or an arbitrary integer G), converges in distribu- 
tion, us N + co, to a random vector {V(k)}, k = 1,2, . . . , G, and by definition, V(0) = 0. 
Then we have {cc(N)(f& - qJj, k = 1,2, . . , G, converges in distribution, us N + 00, to 
a random vector {W(k)}, k = 1,2, . . . , G, where 
1 
w(k) = - (t1.k - 71kt2,k) 
Ak 
where cl ,k, l2.k are given by (3.2) and (3.3). 
(3.5) 
To simplify the proof of Theorem A, we break it down. Lemma 2 and Theorem 1 in 
this section deal with 51.k. Theorem 2 of the next section is concerned with 52,k. 
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Synthesis into a simultaneous treatment to arrive at (3.5) is straightforward along the 
lines indicated at (2.2)-(2.4). 
Lemma 2. For k 3 3, and n(k) dejined by (3.1), 
Ak = n(k - l)(-HP(~))~-’ - (Hp(l))‘n(k - 2)(-I~Zp(l))~-‘. 
Proof. Lam (1991) has shown that, for k > 3, 
dk = m&l - (Hp(1))2&2 
(3.6) 
(3.7) 
with Al = 1, A2 = 1 - ~(1)~. 
He has also shown that, for k 2 3, 
Arc = Dk- I - (&(l))2Dk-2 (3.8) 
where Dk satisfies the following second-order difference equation: 
Dk = VlDk_r - (HP(~))~D~-~, k > 3 (3.9) 
with D1 = m, D2 = m2 - (HP(~))~. 
Since n(l)(- Hp(1)) = m = D1, n(2)(--H~(l))~ = m2 - (HP(~))~ = q2, it is suffi- 
cient (comparing (3.6) to (3.7)) to show that Dk = n(k)(-Hp(l))k. This is easily 
achieved by multiplying both sides of (3.1) by ( - Hp( l))k. This completes the proof of 
Lemma 2. 0 
Now we state Theorem 1 as follows: 
Theorem 1. Under the assumptions of Theorem A, 
{a(N)(det(Uk) - &%c)} 5 {tl,k) 
where tl,k is given by (3.2). 
Proof. Write each entry of uk in terms of &(.) and p(.), then apply matrix C,, to uk to 
form &C,, where 
i 
0 1 0 ... 0 
0 0 1 *.. 0 
Co= ; i ; 
. . . 
0 0 0 .-. 
1 0 0 ... ; I 1 0 
CO is a permutation matrix. 
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Now we perform row and column operations on U,C, such that 
129 
H row(i) + row(i), i = k, k - 1, . . . ,2, 
Hcol(j)-+col(j), j=k,k-l,..., 3 
and recall Hp(k) = 0, k > 2. 
The row and column operations are equivalence to expressing U, in terms of matrix 
operations. We let 
R= 
Cl = 
1 0 0 ..* 0 0 
-a 1 0 . . . 0 0 
0 --a 1 *.. 0 0 
. . . . . . . . . . . . . . 
0 0 0 ... 1 0 
0 0 0 ... --a 1 
‘1 0 0 ... 0 0 
0 1 --a ‘.. 0 0 
0 0 1 ... 0 0 
. . . . . . . . . . . . . . . 
0 0 0 ... 1 --a 
0 0 0 ... 0 1 
Thus the resulting matrix is RUkCoC1. 
Note that det(CJ = (- l)k-‘, det(R) = det(C1) = 1 and uk + RUkCoC1, so we have 
(-l)k-l det(U,) 
= det(RU&,C1) 
Wl) + ~(1) 1 H&(l) + HP(~) 
H&(2) He(l) + HP(~) - 2uHcz(l) + m 
H&(3) H&(2) HI%(l) + Hp(1) 
Hc(k - 1) Hc(k - 2) H RE(k - 3) 
HE(k) Hc(k - 1) H Rc(k - 2) 
. . H&(k - 2) 
. . H RE(k - 3) 
. . H RE(k - 4) 
. . - 2u H&(l) + m 
. . HZ%(l) + Hp(1) 
(3.10) 
(3.11) 
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Taking Fk = RUkCOC1, and letting Bk = Fklec.j=O (like the K matrix in Lemma l), 
that is 
P(l) 1 
1; 
Hp(1) 0 ... 0 
0 HP(l) m HP(q) ... 0 
B,= 0 0 Hp(1) m ... 0 
I t i ... ... i 
0 0 0 0 ... Hp(1) 
and applying (2.1) of Lemma 1, we have from (3.10), 
t$N)(( - l)k-l det(UJ - det(B,)) = i COf(i,j)Vi,j + Op(l)* (3.12) 
i,j=l 
Here cof(i,j) is the cofactor of (ij) entry of Bk, Vi, i is the (i,j) entry of Qk, where 
Qk = 
HV(l) 0 0 . . . 0 0 
HV(2) HVU) 0 . . . 0 0 
HV(3) HV(2) HRV(1) ... 0 0 
HV(k - 1) HV(k - 2) H ETV(k - 3) ... H fiV(1) 0 
HV(k) HV(k - 1) H HV(k - 2) ... H flV(2) H AV(l) 
HW 0 0 . . 0 
HW HV(l) 0 . . . 0 
HV(3) HV(2) HV(l) - aHV(2) ... 0 
\ 
I 
(3.13) 
HV(k - 1) HV(k - 2) HV(k - 3) - aHV(k - 2) ... 0 
HV(k) HV(k - 1) HV(k - 2) - uHV(k - 1) ... HV(l) - aHV(2) 
We may rewrite the right-hand side of (3.12) more elegantly by noting that, 
analogously to (3.12), 
CC(N)(( - l)k-l dCt(UkCT ‘) - d&(&C; ‘)) = 1 Vi,j &f(i,j) -I- o,(l). 
i.j 
(3.14) 
Here cof(i,j) is the cofactor of the (i, j) entry of BkC; ’ and Vi,j is the (i, j) entry of 
& = Q&L1 (3.15) 
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where 
Qk = 
H V(l) 0 0 . . . 0 
HV(2) HV(l) 0 . . . 0 
HV(3) HV(2) HI/(l) 1.. 0 
HV(k - 1) HV(k - 2) HV(k - 3) ... 0 
HV(k) HV(k - 1) HV(k - 2) ... HV(l) 
(3.16) 
Finally, if the transport matrix of cofactors of Bk is denoted as usual by Adj(B,), 
then 
Ci Adj(B,) = Adj(B,C; ‘) (3.17) 
since &C;’ Adj(B,C; ‘) = det(&C; ‘), and det(Cr) = 1, so the cof(i, j) are obtained 
directly from Adj(B,), and (3.14) may finally be rewritten as 
ol(N)(det(UJ - (- l)k- ’ det(B,)) = (- l)k- ’ 1 ~i,j cof(i, j) + o,(l). 
i,j 
(3.18) 
It is clear, that Vi,j = V(\i - jl) for 1 6 i < k, 1 <j < k - 1 and pi,, = V(i). 
It is enough, since H’V(k - i) = HV(k - i) - a HV(k - i - l), to show the coeffi- 
cients of HV(k - i) in (3.2), hI(k - i), say, for 0 d i < k - 1, are 
h,(k) = dk- 1, 
hl(k - 1) = -a&i - 24mzHp(1), 
hI(k - 2) = 2a~l~_~Hp(l) + 3&,(HP(~))~. 
In general, 
hl(k - i) =(-l)iiad,-i(Hp(l))i-’ + (-l)i(i + l)dk-i-,(Hp(l))’ (3.19) 
with d, = 1. From (3.18) and (3.17), the coefficients of HV(k - i) are entirely deter- 
mined by the entries of Fk = (-l)k-lC1 Adj(B,). In fact, in view of (3.16) and the 
definition of &, we find that the “traces” (the sums of elements on the diagonal, 
superdiagonal and so on till the right upper corner) of F7;k(P, q), q > p, are the 
coefficients of the HV(q - p + 1)‘s. It is convenient to introduce Tk = (Tk(p, q)) = 
(- l)k-’ Adj(B,). Then i+T, = CITk, so that 
T?lk =
Tdl, 1) Tdl, 2) *.. Tdl, k - 1) Tdl, k) \ 
0 T,(2, 2) ... T,(2, k - 1) - aT,(3, k - 1) T,(2, k) - aT,(3, k) 
0 0 . . . 0 Tk(k k) 
(3.20) 
Finally, we verify (3.19) term by term. 
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We see from (A.4) of the Appendix that 
fJ;l =L 
HP(~) 
x 
z z(s) %(2-n(0)) -f5$( -::(1)2)_n(k-3)) 
0 n(0) n(l) n(k - 2) 
0 0 n(0) n(k - 3) 
0 0 0 . n(0) 
\ 
I 
(3.21) 
where n(k) are given by (3.1). 
For i = 0, using (3.21), 
h,(k) = c Tk(PY 4)
q-p=k-1 
= t_s;_l Tk(s, t, 
n(k - 2) 
- - - n(k - 
HP(~) 
3) 
>> 
= n(k - 2)(-H~(l))~-’ - (Hp(l))‘n(k - 3)(-H~(l))~-~ (3.22) 
For 1 < i 6 k - 2, we have, using (3.21) and by Lemma 2, that, 
hl(k- i) = 1 Tk(i% d 
q-p=i-1 
= ,,=;i_l Tkb7 t, - a ,,=,~_,,,>, Tk(sT t, 
= (- l)k-l(-n(k - i - 2)(H~(l))~-~ - n(k - i - 3)(H~(l))~-’ 
+ i(n(k - i - 1)-a n(k - i - 2))(H~(l))~-~p(l)) 
= (-l)‘(id_i(Hp(l))‘-’ i-(i + l)Ak_i_l(Hp(l))‘). 
the last step following from (3.1) and (3.6). 
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Fori=k-1, 
h,(l) = E UP, 4) 
4=P 
= 1 Tkb, 4 
f=S 
133 
HP(l) 1 _ 
( 
- + (k - 
HP(l) P(1) 
l)n(O) 
> 
(- l)k-lp(l)(Hp(l))k-’ 
= (-l)k-1(Hp(l))k-2(Hp(l) + (k - l)(a + HP(l))) 
= (-l)k-l(k - l)a(Hp(l))k-2 + (-l)k-%(Hp(l))k-l. 
The vector convergence of 
@(N)(det(&) - dknk)} 5 {tl.,} 
follows by the Cramer-Wold device. This is the end of the proof of Theorem 1 
concerning <l,k of (3.2). 0 
4. The ARMA(l, I)-like case. Behaviour of Lk 
Now we turn our attention to Lk. 
Theorem 2. Under the assumptions of Theorem A, 
{@(N)(det(L,) - dk)} 5 {cl,,,> 
where (2.k is given by (3.3). 
Proof. As usual, we perform row and column operations on Lk, such that 
H row(i) + row(i), i = k, k - 1, . . . ,2, 
Hcol(j)+col(~), j=k,k-1, . . . . 2. 
These operations can be expressed in terms of matrices. We let 
R= 
1 0 0 ~ 
--a 1 0 . . 
0 --a 1 .. 
. . * . . . 
0 0 0 f 
0 0 0 ~ 
0 0 
0 0 
0 0 
. . . . . . 
1 0 
--a 1 
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as before, then R and C = R’ are associated with the above operations, respectively, 
which results in Lk - RLJ. 
Rewrite Lk as 
Lk = Lkia(.)=O + Lki,(.,=CI 
then, using (1.2), 
RLkC = HP(l)& + RL,I,,.,=,C 
where 
Ak = 
1 
HP(~) 
1 0 “. 0 
1 g 1 ‘..O 
0 1 g ‘..i 
. . . 
. . . 1 . . . 
0 0 ... 1 g 
Write Pk, where a(N)RLkIpc.,=,C 5 Pk, as 
0 HVU) HV(2) ... ... HV(k - 1) 
- 2aHV(l) HV(l) - aHV(2) ‘. . ‘. . I? HV(k - 2) 
Pkk = 
-2aHV(l) ‘.. ‘a. Ef HV(k - 3) 
. . . . . . 
‘. . HV(l) - aHV(2) 
Sym. - 2aHV(l) 
(4.3) 
(4.1) 
(4.2) 
The coefficients of HV(.) in Pk are mainly determined by the components of Adj(A,) 
(like Adj(B,)‘s role in the earlier section). 
For a reason similar to considering Q”k = QkC; 1 in the previous section, we now 
write 4 as 
& = R-‘PkC- I. 
Since 
i a 1 0 1 . 0 . . ...  . . 0  . . . . . . . . 
C-’ = (R-l)’ 
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we have 
r’k = 
= 
0 HI/(l) aHV(1) + HV(2) **. ~::W’-’ HV) \ 
. aHV(1) + HV(2) 
HV(1) 
Sym. 0 I 
0 V(1) V(2) ... V(k - 1) 
V(2) 
V(1) 
Sym. 0 
\ 
In place of Bk i in the last section, here Ai1 will be crucial to form tl,k. Putting 
A; 1 = (a’*‘), from (A.6) of the Appendix, we find that 
&j = _ 
where {u,,,} is 
no = 0, 
241 = 1, 
uin(k - j) 
(- l)k det(&) 
the sequence determined by 
(4.4) 
1 
urn = - Hp(1) 
-~(m - 2) - n(m - 3), 2 < m < k (4.5) 
and n(k) is defined in (3.1). 
More conveniently, we may consider xk, a modified A; I, where 
Xk = Ak ’ (- l)k det(&) = (- l)k Adj(A,) 
(xk iS aIldOgOUS t0 Tk Of %Y.TtiOIl 3). Write Xk = (Xi,j), then Xi,j = Xj,i, and by (4.4), 
xl,j = - uIn(k -j) = - n(k -j), j 3 1, 
Xz,j = - u,n(k -j) = 1 - n(k - j), 
HP(~) 
j 2 2, 
X3,j = - u,n(k -j) = ( ~+')"(k-j)=-U"I.'_X',j. j>3. (4.6) - 
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In general, 
Xi,j = - g-X-l,j - Xi-2,j 
-n(i-2)+n(i-3) n(k-j), 4<i<j<k. (4.7) 
In summary, we have obtained the Ak 1 in terms of n(i)%. 
Now we need to find a symmetric matrix Xkr where 8, = (Zi,j), associated with pkk, 
such that Tk generates the coefficients of HV(.) in & (r?, will parallel FT, = CITk in 
Section 3). This can be done as follows: 
Let Corr = ~5~1~(.)=~, 
Corr = R-’ (R CorrC)C-’ = R-‘(Hp(l)A,JC-l 
so 
Corr-l = (HP(~))-‘CA;‘R. 
Recall Lk = Corr + LkJI),.)=,,. Now, Corr- ’ det(Corr) = Adj(Corr), so in the same 
fashion as we demonstrated (3.17), we find 
C Adj(Corr)R = Adj(R-’ Corr C-l). 
Now let Adj(Corr) = - ( -Hp(l))k-lxk, so that 
8, = - Corr- ’ det(Corr)(-Hp(l))-(k-” 
= - (~~(l))-‘(C&‘R)d,(-~~(l))-‘k-” 
= C( - l)kA;l det(&)R 
= CXkR 
I 
Xl.1 - UX2.1 - 4X1.2 - UX2.2) 
X 2,l - ax3,l - dx2,2 - ux3,2) “. 
= 
Xk-1,l - aXk,l - dXk-1,2 - UXk,2) .” 
. . . 
\ 
X k.1 -uxk,2. 
= (Zi,j). 
Sym. 
X k,k-1 - uxk,k Xk,l 
(4.8) 
Thus x”i,j = 5Zj.i and for 2 < i < k - 1, 1 <j < i - 1 (we do not need to consider 
~i,i, i = 1,2, . . . , k, since all ii, i form the coefficients of V(0) in 4, in other words, 
Zi,i, i = 1, 2, ... , k, do not appear in Theorem 2), 
Xi,j = Xi,j - UXi+l,j - U(Xi,j+l --aXi+l,j+l 1 
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for i = k, 1 <j < k - 1, and 
Xk,j = xk,j - axk, jt 1. 
By (4.6) and (4.7), we have for i <j, 
Xj,i = Xi,j 
= - ((ui - aui+l)n(k -j) - a(ui - aui+l)n(k -j - 1)) 
= - RuiHn(k -j) (4.9) 
(including the case when j = k, since H n(0) = 1 by defining n( - 1) = 0). 
Therefore, hz(s), the coefficients of HP’(s) can be read from r?, as 
k-l 
h,(l) = - 1 c U’-‘~i,j(-H~(l))k-’ 
r=l liLjl=r 
k-l 
W) = - 1 1 a’-2Z.i,j(-HHp(l))k-1 
r=2 Ii-jl=r 
k-l 
h2(4 = - 1 U’-“fi,j(-HP(l))k-’ 
r=s Ii-j1 =I 
h2(k - 1) = - 2&J-HP(l))k-1. 
Alternatively, v2(s), the coefficients of V(S), are given by 
U2(1) = - C 5Zi,j(-H~(l))k-1 
Ii-jl=l 
U,(2) = - 1 Zi,j(-H~(l))k-’ 
(i-ji=2 
U2(S) = - 1 Zi,j(-Hp(l))k-’ 
It-j\ =s 
u,(k - 1) = - 2&,(-Hp(l))k-? 
In fact, 
li,j = - p(l)(Hp(l))-‘Hn(k - i)Hnfj - l), i > j, 
(4.10) 
(4.11) 
= - p(l)(Hp(l))-‘Hn(i - l)Hn(k -j), i <j. (4.12) 
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To see this, by (4.9), it suffices to show that, when i <j, 
p(l)Hn(i - 1) = Hp(l)Rui, i k 1. 
For i = 1, 
p(l)Hn(i - 1) - Hp(l)Hui 
= P(1) - HP(l)(l - a(-(HP(l))-‘)) 
= 0. 
For i > 2, using (4.5): 
p(l)Hn(i - 1) - Hp(l)Rui 
= (HP(l) + a)(n(i - 1) - an(i - 2)) - H/I(l)(Ui - UUi+l) 
= (Hp(1) + a)(n(i - 1) - an(i - 2)) + (n(i - 2) + Hp(l)n(i - 3) 
- a(n(i - 1) + Hp(l)n(i - 2)) 
= Hp(l)n(i - 1) + (1 - u2 - 2uHp(l))n(i - 2) + Hp(l)n(i - 3) 
=o 
since g = (1 - u2 - 2uHp(l))/Hp(l). 
Hence from (4.12), 
C x”i,j = - p(l)(Hp(l))-’ C Hn(i)Hn(j), i > j. 
i-j=s i+j=k-l-s 
This shows that 
Q(S) = - 2p(l)(-Hp(l))k-2 1 Hn(i)Hn(j) 
i+j=kb-s 
= 2nkdk(Hd1))-1 c Hn(i)Hn(j). 
i+j=k-l-s 
We conclude that 
{a(N)(det(&) - dk)) .f+ (t2.k) 
where 
k-l 
52.k = 1 uzW~‘(4 
s=l 
(same as (3.3)), with v2(s) just as defined in (4.15), or (3.4). 
One may write ?& as 
k-l 
t2.k = c h2(dHV(4 
s=l 
where h2(s) are shown in (4.10) substituting for Zi,j from (4.12). 
The reasoning of the vector convergence is the same as that for &. ??
(4.13) 
(4.14) 
(4.15) 
(4.16) 
(4.17) 
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5. Classical setting of Theorem A 
Suppose {X(t)}, as in (1.3), is a second-order stationary ARMA(l, 1) process. Since 
(al < 1, 101 < 1, Y(t) can be represented by 
X(t) = f qje(t -j) 
j=-a 
where {e(t)} is i.i.d. with mean zero and finite variance c2. 
If IF= _ co 1 qjl < cc, CT= _ m cpj’l jl < co, take a(N) = N”2, then a central limit 
theorem for the vector {N”2(R(k) - p(k))} . is o bt ained (for example, see The- 
orem 7.2.2 of Brockwell and Davis (1991, p. 222); see also Theorem 7.2.1 which 
requires a finite fourth moment assumption). Consequently from our Theorem A, 
convergence in distribution of {N1/2(5k - Q)} follows and the relationship between 
the limit distributions is explicit. The covariance matrix of the limit distribution of 
{N”2(72, - rc,J} can be calculated from that of the limiting distribution of 
W2(W) - p(W1. 
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Appendix 
First we verify the form of B;’ of (3.21) of Section 3. 1 - P(l) 0 
HP(l) HP(l) 
- 1 9 1 
I 
P(l) 
HP(~) 
Z' 
= HP(~) 
, Ou-1)xw-l) Me-l 
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wherez’ =((Hp(l))-‘, l,O, . . . ,O)lxk-l, and O~k-l~x~k-l~ is zero matrix and 
Mk= 
1 g 1 0 ... 01 
0 1 g 1 ... 0 
0 0 1 g ... 0 . 
. . . . . . . . . . . . . . . . . . 
0 0 0 0 ... l/ 
We find M; ’ first. Mk is an upper triangular matrix, so is ML ‘. Let Mk = (mi,j). Since 
MkM;’ = Ik. Recalling that n(0) = 1, n(1) = - g, it follows that 
mi,i=n(O), i=1,2, . . ..k. (‘4.1) 
mi,i+i = n(l), i = 1,2, . . . ,k - 1 (A.2) 
and 
mi,j + gmi+l,j + mi+z,j = 0, i + 2 <j Q k. (A.31 
Thus mi,j of (A.3) can be solved by using (A.l) and (A.2). It turns out 
mi,j = 4li -_A), 
hence 
M;’ = 
I n(0) n(1) ... n(k - 1) 
0 . . . . . . ; 
. . 
41) 
0 . . . 0 n(O) 
By inverting Bk in the partitioned form given above, 
HP(~) 
\ 
- -z’M& 
P(l) 
MiJl 
/ 
where 
HP(~) - --z’M;J1 
P(l) 
I n(0) n(1) ... n(k - 2) I 
0 
- l,O, . . . . 0 
)!: 
n(0) ... n(k - 3) _- . . . . 
: .. 
(A.4) 
\o 0 ... n(O)/ 
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=p&.$),~(#-.,O)), . ..) 
HP(l) 
P(l) 
- n(k - 2) _ n(k _ 3) 
HP(~) >> 
Eq. (3.21) has now been justified. 
Now let us focus on A; ’ of (4.4). From Theorem 2 of Yamamoto and Ikebe (1979) 
Ai1 = (dj) is given by 
1 
- UiVj 
-> 
ClUO 
i Gj, 
&j = 
- UjVi 
9 
c1vo 
i >j, 
(A.3 
where {u,} and {v,} are the two sequences determined by 
Ug = 0, 
Ul = Cl, 
u,,,=-b,-lu,-l-~,_p, 2<mfk 
and 
uk+l = 0, 
vk = c2, 
v,=-b m+~~m+~-~,+~, OQmfk-1 
where (b,, b2, . . . ,bk) = ((HP(l))-‘,g, . . . ,g), is the diagonal vector of Ak. Constants 
cl, c2 may be chosen arbitrarily, but non zero. We take c1 = c2 = 1. 
By symmetry of A; ‘, we need only to consider the case when i f j. 
First, we examine v,. 
Let v, = wk_,,,. Then by (3.1), the definition of n(k), and the assumption of 
n(- 1) = 0, 
w-1 =&+I =O=n(-l), 
w,, = vk = c2 = 1 = n(o), 
wk_,,, = v, = -b m+lWk-m-l - Wk-m-2, lgm<k. 
In particular, when 1 < m < k, 
Wk-1 = Vl = - gwk-2 - wk-3 = - gn(k - 2) - n(k - 3) = n(k - 1). 
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However 
wk = u,, 
= - blwk_l - wk_2 
1 
= - -n(k - 1) - n(k - 2) 
HP(~) 
= (-l)k(Hp(l))-k(n(k - l)(-HP(~))~-’ - (Hp(l))%(k - 2)(-H~(l))~-~) 
= (- l)k(Hp(l))-kdk 
= (- l)kdet(&) 
by Lemma 2. So we have 
00 = (- l)kdet(A,), 
v, = n(k - m), 1 d m d k. 
Next, we consider u,. 
uo=O=n(-1), 
u1 = c1 = 1 = n(O), 
1 
u2 = - blq - u. = - - = 1 
HP(~) 
- -n(O) - n(- l), 
HP(~) 
1 
_--I=- 
1 
u3 = -P2 -U1=Hp(l) -n(l) - n(0). 
HP(~) 
In general, 
1 
= - -n(m - 2) - n(m - 3), 
HP(~) 
2 Q m d k. 
Now for i < j, from (AS), 
&j = _ = UiVjlVO 
uin(k -j) =- 
(- l)kdet(&) (‘4.6) 
which is (4.4). 
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