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Synthetic Aperture Radar (SAR) image classification is an essential and important
issue in SAR image interpretation field with extensive practical value. Deep learning
has attracted considerable attention in SAR image classification due to the fast de-
velopment and its widely successful applications in computer vision area. However,
SAR image classification is a special task compared with optical data. Tackling the
SAR image classification problem with deep learning is facing some di!culties that
1) limited labeled data which makes deep neural network over-fitting and lack of gen-
eralization, 2) the special visual features which result in ine"ective interpretation with
visually based network for complex SAR scenes, 3) the insu!cient usage of SAR data
which ignores the physical scattering mechanism in image classification. Although the
recent researches are successful in improving the classification results compared with
conventional methods, some limitations in above-mentioned aspects are still existed.
The dissertation studies the deep learning methods on SAR image classification
from visual and non-visual information in SAR data. The main contributions of the
dissertation are listed below:
Firstly, the e"ective spatial feature learning is explored with deep convolutional
neural networks and transfer learning. Based on SAR target recognition, "What",
"Where", and "How" to transfer are discussed to propose the e"ective transfer strategies.
A transfer learning method based on unlabeled SAR data is proposed to obtain a robust
recognition system with limited labeled SAR targets. The transitive transfer learning
and domain adaptation on high-level layers are proposed to improve the transferability
of features on SAR images. In order to contribute the various SAR image classification
tasks, a general pre-trained model is provided and has been proved to be practical for
spatial feature extraction for SAR images. It can achieve an recognition rate of 99.46%
on MSTAR dataset with fine-tuning, better than ImageNet based models.
Next, the physical scattering information is explored with unsupervised deep learn-
ing methods for SAR images, especially the single-polarized SAR. The 2-dimensional
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continuous sub-band decomposition based on time-frequency analysis theory is pro-
posed to extend the spatial signals for SAR images, with non-visual information being
revealed. The frequency features can be learned from a SAR image patch in an unsu-
pervised way. Besides, a sub-band scattering pattern can be extracted for each target
in SAR image, representing backscattering variations along range and azimuth direc-
tions. Then, an unsupervised learning approach is proposed to classify the scattering
patterns into significant classes, and thus the scattering behavior map is obtained from
a single-polarized SAR image.
Finally, two novel deep learning frameworks combining the visual and non-visual
information for SAR images are proposed. On the one hand, for scene patches or target
images, an end-to-end framework is proposed to fuse the spatial features transferred from
pre-trained SAR image model and the frequency features of time-frequency signals, and
to learn the mapping from feature space to label space. It improves the performance
of distinguishing SAR image patches with complicated backscattering, performing
8.58% better than visual based CNN on overall accuracy. On the other hand, to
understand the refined semantic classes of patches from one wide SAR scene, a semi-
supervised framework is proposed to learn the spatial features under constraint of
scattering properties. The classification task can be done with only a few labeled patches,
and the scattering information can contribute to an increased accuracy of 16.58%. The
novel frameworks are more interpretable than fully data-driven deep learning methods
and free from the demand of a large number of labeled data for training.
To conclude, the research on SAR image classification is carried in-depth with
deep learning methods. Not only learn a good representation for spatial information of
the intensity image part, but also consider the specific physical scattering properties in
classification. The proposed methods perform well in SAR target recognition and scene
classification tasks, providing a special and promising perspective in this area.
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(Liu等, 2013)或坦克 (Dong等, 2014)等，需要充分考虑遥感目标的细节和特征。
对 SAR目标的研究更具有特殊性，例如在 SAR图像中存在透视收缩、阴影等现




























Figure 1.1 The characteristics of SAR image classification tasks.
基于切片的光学遥感图像 LULC 分类目前有 UC-Merced(Yang 和 Newsam,
2010)、AID(Xia等, 2017)、GID(Tong等, 2020)、NWPU-RESISC45(Cheng等, 2017)、
BigEarthNet(Sumbul 等, 2019) 等公开数据集，涵盖航空遥感图像、Google Earth
卫星遥感图像、Sentinel-2多光谱遥感图像等数据，包括几十种 LULC类别，其




开标注样本，Dumitru 等 (2016) 基于 TerraSAR-X 的条带模式 SAR 图像数据提















和 Pottier (1997) 提出的 H/A/! 目标极化分解方法将散射特性映射到 H-! 平面
的九个区域中，不同区域对应水体、城区、不同类型的植被等地物；Freeman和
Durden (1998)提出 Freeman–Durden三分量分解方法，将偶极子散射、二次散射
和布拉格散射进行建模。Jiao等 (2014)利用Cloude-Pottier(Cloude和 Pottier, 1997)










保留幅度信息的单通道 16 比特实数多视地距图像，在 TerraSAR-X、Sentinel 1、
高分三号中分别对应MGD、GRD、L1B格式的数据，一般情况下基于深度学习
的 SAR 图像分类方法将只保留幅度信息的 SAR 图像数据作为神经网络的输入
















行微调 (Kang 和 He, 2016; Wang 等, 2017)；用自编码器（Auto-Encoders, AE）
(Xie 等, 2014; Geng 等, 2015; Hou 等, 2016; Zhang 等, 2016)、受限玻尔兹曼机
（Restricted Boltzmann Machine, RBM）(Qin等, 2017)、深度信念网络（Deep Belief
Network, DBN）(Lv等, 2015; Zhao等, 2017c)等无监督学习方法自动学习 SAR图
像的多级特征，再训练支撑向量机（Support Vector Machine, SVM）或 k最近邻
（k Nearist Neighbor, kNN）等分类器。这个阶段的研究证明了深度神经网络通过
自动学习得到的多层级特征效果优于传统方法中常用的特征，如傅里叶描述子
(Anagnostopoulos, 2009)、基于主成分分析（Principal Component Analysis, PCA）
的特征 (Mehra 等, 1998)、多尺度的尺寸不变特征变换（Scale Invariant Feature
Transform, SIFT）算子 (Ruan等, 2016)、单演信号 (Dong等, 2014)等。
第二阶段的研究主要针对特定的 SAR图像分类任务设计专门的端对端深度
神经网络从头训练，改进网络设计方案，优化网络结构和损失函数，使之更符合
特定的 SAR 任务以取得最优的效果。例如Chen 等 (2016) 设计了一个小型的全
卷积网络用于MSTAR目标数据集的识别，首次取得优于 99%的识别率；Lin等
(2017)提出将深度卷积高速单元（Highway Unit）用于少量 SAR目标的自动识别；































A-ConvNets (Chen et al. 2016)
Highway-Unit (Lin et al. 2017)
CV-CNN (Zhang et al. 2017)
Wang et al. 2017
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图 1.2 SAR图像分类深度学习方法的发展趋势
Figure 1.2 The development trend of deep learning methods in SAR image classification.
对 SAR 图像相干斑噪声的影响提出了深度监督收缩卷积神经网络用于 SAR 图
像的分割；Zhang等 (2017)提出了复数卷积神经网络用于极化 SAR图像的分类；




















噪声等基本的数据扩充手段。对于更特殊的 SAR图像，Ding等 (2016)针对 SAR
目标对方位向比较敏感的特性，提出基于方位角的样本合成方法，用于生成特定
方位角的 SAR目标样本，扩大训练样本的规模，Malmgren-Hansen等 (2017)通




集的 SAR 目标识别任务中，Chen 等 (2016) 提出的 5 层全卷积神经网络取得了
99.13%的识别率；Wang等 (2016a)设计了两个卷积层和一个全连接层相连接的
卷积网络用于双极化 SAR图像的冰川浓度估计；一些浅层的堆叠自编码器或玻
尔兹曼机被用于极化 SAR图像的分类 (Zhang等, 2016; Lv等, 2015)，并且Lv等





(2015)首先将不同的 ImageNet预训练模型，例如 Ca"eNet、AlexNet和 VGG-16
迁移到三波段的光学遥感图像分类任务中，取得了很好的效果。很多后续的研
究也采用了类似的手段，将 ImageNet预训练模型迁移到不同的遥感任务中，例
如图像配准 (Wang 等, 2018b)、飞机检测 (Chen 等, 2018)、场景分类 (Marmanis











争议。Kang和 He (2016)利用在 CIFAR-10数据集上训练得到的网络的中间层特
征应用到 TerraSAR-X图像中；Wang等 (2017); Zhong等 (2019); Wang等 (2019);
Lu和 Li (2019)选择直接用单通道的 SAR图像数据在 ImageNet的预训练网络上
进行微调，Wu等 (2018)在极化 SAR的场景分类中采用了 VGG-16(Simonyan和






































等 (2019) 提出将深度卷积神经网络从 GRACE 卫星数据中学习到知识融入到全










成对抗网络应用到 SAR图像的仿真上代替电磁散射的参数化建模 (Guo等, 2017;
Wang 等, 2018a; Cui 等, 2019; Bao 等, 2019) 从而实现数据增强，其中Wang 等
(2018a)的研究与Xie等 (2018)在结合深度学习和物理模型的应用上有异曲同工





























图 1.3深度学习和物理模型的关系 (Karpatne等, 2017)
Figure 1.3 The relationship between data-driven deep learning and theory-driven physical
models.












































































Table 1.1 The research contents and the corresponding chapters, problems, solutions, and
applications.






















































































































































Component Analysis, PCA）的特征 (Mehra等, 1998)、多尺度的尺寸不变特征变换
（Scale Invariant Feature Transform, SIFT）算子 (Ruan 等, 2016)、单演信号 (Dong
等, 2014)等。在分类器选择上，多采用支撑向量机 (Anagnostopoulos, 2009)、贝
叶斯分类器 (Mehra等, 1998)、基于稀疏表示的分类器 (Zhang等, 2012)、均方根






据增强 (Morgan, 2015; Ding等, 2016; Wilmanski等, 2016)或设计专门的小型深度




配准 (Wang等, 2018b)、飞机检测 (Chen等, 2018)、场景分类 (Marmanis等, 2016;





Kang 和 He (2016); Wang 等 (2017); Zhong 等 (2019); Wang 等 (2019); Lu 和
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Li (2019) 针对 SAR 图像数据，选择直接在光学图像的预训练网络上进行微调。





















法。假设一共有 n个不同的源任务，记为 Si, i " 1, 2, ..., n，目标任务记为 T，深
度神经网络 N 包含 L 个特征层。本章拟分析：
• 源任务 Si 训练的网络骨架 N 中第 k 层的特征对目标任务 T 的特征迁移能
力；
• 对于同样的网络骨架 N，采用不同源任务 Si 和 S j 进行迁移时，第 k 层特
征对目标任务 T 的特征迁移能力；
• 网络 N 各层对目标任务 T 的特征迁移能力随层数 k 的变化。
18
第 2章 空间特征迁移学习
用源任务 Si 训练的网络 N 记为 N(Si)，用目标任务 T 训练的网络 N 记为
N(T)。如图 2.1所示，将 N(Si)的前 k 层固定，第 k + 1到第 L 层的参数采用随
机初始化，用目标任务 T 来训练，得到网络 N(SiFT)。如果网络 N(S
i
FT)的表现优
于网络 N(T)，则说明 N(Si)的第 k 层特征对目标任务 T 具有一般性，反之如果
N(SiFT)的表现不如 N(T)，则说明第 k 层特征具有特殊性，对目标任务 T 产生了
负向迁移影响（negative transfer）。
…





 N (SkiT )
N (T )
N (S i )S i
T
T
图 2.1源任务 Si 第 k 层特征迁移能力分析示意图
Figure 2.1 The analyses of feature transferability in the kth layer of source task Si.
图 2.2展示了两个不同源任务在相同网络架构下的特征迁移性分析方法。对
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1 2 k+1 Lk C 1 2 k+1 Lk C
图 2.2源任务 Si 和源任务 S j 的第 k 层特征迁移能力对比分析示意图














大于 70像素，如图 2.3和表 2.1所示。
container shipcargo bulk carrier  
图 2.3本实验所用 OpenSARShip数据集的三类目标示意图




Table 2.1 The applied OpenSARShip dataset in our experiment.
类型 货船 散货船 集装箱船 总计
训练集 100 100 100 300
























































图 2.4基于无标签 SAR图像的 SAR目标识别迁移学习网络架构





Table 2.2 The network design of classification pathway.
层 卷积核大小 通道数 零填充
conv1 5!5 48 2
conv2 5!5 96 2
conv3 3!3 128 1
conv4 3!3 128 1































Figure 2.5 The convolutional auto-encoder unit.
对于第 l 层的训练，设输入为带有 Ml#1 个通道的特征图 xl#1，即 xl#11 , ⋯,
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xl#1i $ K li j + blj, j = 1, 2, . . . ,Ml . . . (2.1)
hlj = f (a
l
j) . . . (2.2)
其中 K li j 和 b
l
j 表示第 l 层的第 j 个卷积核和偏置，$代表二维卷积操作，函数 f
代表整流线性单元 ReLU， f (x) = max(0, x).为了在卷积操作之后保持特征图大





downhl = D(hl) . . . (2.3)
uphl = U(downhl) . . . (2.4)
上采样之后反卷积层重建的信号可以表示为:
yl#1i = f (
Ml!
j=1
uphlj $ R(Ql#1ji ) + cl#1i ), i = 1, 2, . . . ,Ml#1 . . . (2.5)
其中 Q表示反卷积层中的卷积核，R(·)意为核 Q被旋转了 180%，也就是说









&xl#1i # yl#1i &2F . . . (2.6)






















(#lc)u,v . . . (2.10)
其中 #lc 和 #ld 分别表示卷积层和反卷积层的误差项。#
l




d $ Q ' f ((al) . . . (2.11)
#lc = #
l
s ' f ((al) . . . (2.12)
其中 '代表哈达玛积。
参数在迭代过程中根据动量梯度下降原理以 $ 作为学习率进行更新，动量
和权重衰减分别设为 0.9和 0.005。以参数 K 为例：
v(i+1) = 0.9 · v(i) # 0.005 · $ · K(i) # $ · )
"L
"K
|K(i)*Bi . . . (2.13)
K(i+1) = K(i) + v(i+1) . . . (2.14)
其中 i是迭代次数，) !L
!K
|K(i)*Bi 表示第 Bi 批数据的平均偏导数。
本算法采用逐层训练再堆叠的方式来训练整个重建回路，如图 2.6，意味着







































Figure 2.6 The stacked convolutional auto-encoder.
用 SAR目标数据微调分类支路，同时激活重建回路及反馈回路，总的损失函数
可以表示为：














别任务作为目标任务。MSTAR 目标数据集 (Defense Advanced Research Projects
Agency)是美国国防高等研究计划署（DARPA）推出的 SAR目标识别公开数据
集，由工作在 X 波段的聚束模式 SAR 传感器对地面静止的车辆目标进行成像，
分辨率为 0.3米，极化方式为 HH。MSTAR数据集提供了目标在不同条件下覆盖
0到 360% 方位角的成像结果，在标准工作条件下（Standard Operation Condition,
25
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SOC）俯视角 17% 采集到的目标被作为训练集，俯视角 15% 的目标作为测试集。
训练集和测试集共包括十类军事目标，分别是自行榴弹炮 2S1、步兵战车 BMP2、
装甲侦察车 BRDM2、装甲运输车 BTR60、装甲运输车 BTR70、推土机 D7、坦
克 T62、坦克 T72、货运卡车 ZIL131、自行高炮 ZSU234. 具体如表 2.3所示：
表 2.3 MSTAR数据集
Table 2.3 MSTAR Dataset
类别 2S1 BMP2 BRDM2 BTR60 BTR70 D7 T62 T72 ZIL131 ZSU23 总计
训练集 (17%) 299 233 298 256 233 299 299 232 299 299 2747
测试集 (15%) 274 195 274 195 196 274 273 196 274 274 2425
将上节所提方法记作 CNN-TL-bypass，表 2.4展示了 CNN-TL-bypass 与近
几年较经典的 SAR 目标识别算法在 MSTAR 数据集中的表现，CNN-TL-bypass
算法和 SVM、MSRC (Dong 等, 2014)、TJSR (Dong 等, 2015)、SDDLSR (Song
等, 2016)和 JDSR(Sun等, 2016)相比分别提升了 8.67%、5.43%、5.68%、2.85%、
4.09%，和基于深度学习的目前最好方法相比（截止 2017年 8月）同样具有竞争
力（A-ConvNet(Chen等, 2016)和 DCHUN(Lin等, 2017)）。
表 2.4 SAR目标识别算法在MSTAR数据集上的测试结果

















准确率 95% 99.13% 99.09% 99.09%
将直接用MSTAR数据集训练的分类支路记为 CNN-baseline，只进行迁移学





























图 2.7 CNN-baseline和 CNN-TL训练集和测试集损失函数变化情况。(a) CNN-baseline，(b)
CNN-TL.
Figure 2.7 The loss curves of training and test dataset in CNN-baseline and CNN-TL. (a)
CNN-baseline, (b) CNN-TL.
CNN-baseline能达到 98.3%的识别率，见表 2.5，相比之下基于迁移学习方
法的 CNN-TL能将结果提升到 99.05%，见表 2.6。
表 2.5 CNN-baseline模型MSTAR目标分类结果混淆矩阵
Table 2.5 The confusion matrix of MSTAR target recognition on CNN-baseline model.
类别 2S1 BMP2 BRDM2 BTR60 BTR70 D7 T62 T72 ZIL131 ZSU234 准确率
2S1 270 0 0 0 0 0 3 0 0 1 98.54%
BMP2 0 180 0 0 0 0 0 15 0 0 92.3%
BRDM2 0 3 270 0 0 0 0 1 0 0 98.54%
BTR60 0 1 0 195 0 0 0 0 0 0 99.49%
BTR70 1 0 1 0 182 0 2 9 0 0 93.33%
D7 0 0 0 0 0 272 0 0 0 0 100%
T62 0 0 0 0 0 1 272 0 0 0 99.63%
T72 0 0 0 0 0 0 1 195 0 0 99.49%
ZIL131 0 0 0 0 0 0 0 0 274 0 100%




示，因此 CNN-TL-bypass在每类 50个样本用于训练的情况下相比 CNN-TL，识




Table 2.6 The confusion matrix of MSTAR target recognition on CNN-TL model.
类别 2S1 BMP2 BRDM2 BTR60 BTR70 D7 T62 T72 ZIL131 ZSU234 准确率
2S1 274 0 0 0 0 0 0 0 0 0 100%
BMP2 0 194 1 0 0 0 0 15 0 0 99.49%
BRDM2 1 2 271 0 0 0 0 0 0 0 98.9%
BTR60 0 0 0 196 0 0 0 0 0 0 100%
BTR70 1 1 0 5 182 0 4 1 1 0 93.3%
D7 0 0 0 0 0 271 1 0 2 0 98.9%
T62 0 0 0 0 0 1 272 0 0 0 99.63%
T72 0 1 0 0 1 0 0 194 0 0 98.9%
ZIL131 0 0 0 0 0 0 0 0 274 0 100%




















Figure 2.8 The test loss curve of CNN-TL model training before and after attaching the bypass.
图 2.9训练样本减少情况下MSTAR目标识别结果（%）
Figure 2.9 The performances of MSTAR target recognition with reducing training data (%).
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   
图 2.10无标签 SAR场景图像示例
Figure 2.10 The examples of the unlabeled SAR scene images.
 conv1 conv3 conv5
图 2.11 SAR场景图像在堆栈自编码器各层训练过程中的重建结果
Figure 2.11 The reconstruction results for each layer in SCAE training processing.
2.3.1.3 不同任务的迁移
上一小节的实验结果验证了 SAR 图像重建任务迁移到 SAR 目标识别任务
的可行性，且在逐步减少训练数据的情况下能取得良好的效果。第2.3.1.1小节所
提的迁移学习算法中包括从 SAR 场景图像重建任务到 SAR 目标重建任务的迁
移，以及从 SAR场景图像重建任务到 SAR目标分类任务的迁移，本节首先对这
两种情况进行对比讨论。
图 2.10展示了无标签 SAR 场景图像数据集中的几个样本示例，包括山脉、
城镇、农田、河流等，以图 2.11的示例图片为例，经过逐层训练的堆栈卷积自编


















Table 2.7 The average kernel variation(%) of transfering reconstruction task in L2-norm of
each convolutional layer.
层 (卷积核个数) conv1(48) conv2(96) conv3(128) conv4(128) conv5(256)
卷积核 L2范数的变化 (%) 0.36 0.07 0.1 0.1 0.1
表 2.8目标分类任务迁移过程中每层卷积核的 L2范数变化情况
Table 2.8 The kernel variations of transfering classification task in L2-norm of each convolu-
tional layer.
层 (卷积核个数) conv1(48) conv2(96) conv3(128) conv4(128) conv5(256)














Figure 2.12 The convolutional kernels in the first layer before and after transfering reconstruc-
























Figure 2.13 The performances of transfering di"erent layers of reconstruction and classification





























Figure 2.14 The di"erent source data.
1) ImageNet光学数据集，记为 I
ImageNet 是由Deng 等 (2009) 提出的大规模自然图像目标数据集，计算机
视觉领域中应用广泛，一般采用包含 1000 类、约 120 万张图片的子集作为基
准，进行目标识别、检测等研究。经过 ImageNet 数据集训练得到的网络，例
如 AlexNet(Krizhevsky等, 2012)、GoogLeNet(Szegedy等, 2015)和 ResNet(He等,
2016)等，被广泛应用于其他光学图像视觉任务中作为预训练模型使用。
2) TerraSAR-X场景数据集，记为 S





本节选取 AlexNet 网络架构 (Krizhevsky 等, 2012)，考虑到全连接层的参数
过多，难以应用到样本较少的 SAR图像中，因此本节只采用 AlexNet的卷积层
作为主干网络（backbone），记为 AlexNet_Conv. 直接用 OpenSARShip数据集训
练 AlexNet_Conv网络得到的模型结果记为 AlexNet_Conv(O)，AlexNet_Conv在
ImageNet数据集、SAR场景数据集、和MSTAR数据集上的预训练模型分别记为










































图 2.15不同迁移数据源在 AlexNet_Conv网络上预训练后每层特征迁移到 OpenSARShip目
标识别上的表现
Figure 2.15 The performance of transferring di"erent layers in AlexNet_Conv pre-trained





会如何影响特征在 SAR 目标识别任务中的迁移性。实验选取最相近的 MSTAR
数据集作为迁移数据源，分类作为迁移任务类型，采用三种网络进行分析讨论，
分别是：







积核一共有 a 个通道，每个核的大小为 b ! b。表2.9的最后两行展示了 MSTAR
和 OpenSARShip数据集在三个网络上从头训练得到的识别率，可以看到随着网



















Table 2.9 The convolutional layer design of three di"erent architectures, and the performances
on MSTAR and OpenSARShip dataset.
网络结构 A_ConvNet H_Net AlexNet_Conv
conv1 16(5) 48(5) 96(11)
conv2 32(5) 96(5) 256(5)
conv3 64(5) 128(3) 384(3)
conv4 128(6) 128(3) 384(3)
conv5 None 256(3) 256(3)
大小 0.4 M 0.7 M 4 M
MSTAR(%) 99.13 98.3 97.53





















图 2.16 MSTAR 迁移源数据在不同网络上进行预训练后每层特征迁移到 OpenSARShip 目
标识别上的表现
Figure 2.16 The performance of transferring di"erent layers in di"erent MSTAR pre-trained




































如图 2.17所示，设有目标任务 T 和源任务 Si，其中源任务 Si 包含大规模的
数据，但源数据和目标数据相差较大（如 ImageNet）或任务类型不一致（如无标
签的 SAR图像），经源任务训练的网络 N记为 N(Si)。此外，选取其他源任务 S j、
⋯Sn，这些任务所包含的数据规模较小，但能弥补源任务 Si 数据或任务差距较
大的缺陷，例如有限的几类 SAR场景图像，或 MSTAR目标识别任务。用任务
S j 在 N(Si)上对所有层进行微调以适用于 S j，得到网络 N(Si $ S j)，以此类推得
到模型 N(Si $ S jĘ $ Sn)。
2.4.2 实验分析
将 ImageNet 数据集（分类任务）和无标签 SAR 图像（重建任务）作为迁












N (S i *S j *S nkT )
N (S i *S j *S n )S n
T
…… … N (S i *S j )S j
…… … N (S i )S i
1 2 k+1 Lk C
图 2.17传递式迁移学习示意图
Figure 2.17 The description of transitive transfer learning.
大差异造成除底层之外的特征在 SAR目标上迁移能力的大幅度下滑，因此本节
分别以 AlexNet_Conv(I) 和 H_Net(Sr) 作为初始迁移模型，探究传递式迁移学
习算法对特征迁移性的改善效果。
对于 H_Net(Sr)，将MSTAR目标识别作为中间源任务，得到传递式迁移模
型 H_Net(Sr $ M)，即第2.3.1.2节中得到的 CNN-TL-bypass模型。图 2.18展示了
H_Net网络在传递式迁移学习之后各层特征迁移到 OpenSARShip识别任务中的





任务，得到以下几个传递式迁移模型 AlexNet_Conv(I $S)、AlexNet_Conv(I $M)
和 AlexNet_Conv(I $ S $ M)。图 2.19中的结果表明第二层到第四层的特征在少量
SAR场景图像（AlexNet_Conv(I $S)）或MSTAR目标数据集（AlexNet_Conv(I $






















图 2.18传递式迁移学习前后 H_Net的每层特征迁移到 OpenSARShip目标识别上的表现
Figure 2.18 The performance of transferring di"erent layers of H_Net to OpenSARShip target


























图 2.19传递式迁移学习前后 AlexNet_Conv的每层特征迁移到 OpenSARShip目标识别上的
表现
Figure 2.19 The performance of transferring di"erent layers of AlexNet_Conv to OpenSAR-
Ship target recognition before and after transitive transfer learning.
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表 2.11 采用不同网络和源数据冻结各层特征进行 OpenSARShip 船舶目标识别的迁移时的
识别率
Table 2.11 The recognition rate of transfering di"erent layers of di"erent pre-trained models
to OpenSARShip target recognition task.
网络 源任务 Net(OpenSAR)
迁移并冻结的层
1 2 3 4 5




0.8641 0.8483 0.8223 0.7818 0.68
MSTAR 0.8805 0.8728 0.8526 0.8410 0.8324




0.8901 0.8584 0.8468 0.8584 0.7774
SAR 0.8974 0.8988 0.8883 0.8921 0.8526





0.8930 0.8901 0.8718 0.8671 0.7109
ImageNet*MSTAR 0.8931 0.8902 0.8815 0.8902 0.7283
ImageNet*SAR*MSTAR 0.8988 0.8931 0.8960 0.9017 0.7486












最大平均差异（Maximum Mean Discrepancy, MMD）由Borgwardt等 (2006)
首次提出，用于衡量两种数据分布之间的差异。在迁移学习领域中，大多数的域
适应方法都用减小 MMD 的思路来缩小源域与目标域之间的差异。假设源域数
据 {xs} 的分布是 p，目标域数据 {xt} 的分布是 q，对于两个服从不同分布 p和
39
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q的数据集 Ds = {(xsi , ysi )}mi=1和 Dt = {(xtj, ytj)}nj=1来说，它们之间的最大平均差
异MMD定义为
M MD(xs, xt) = bmT
| |" | |H!1
[Exs+p[&(xs)] # Ext+q[&(xt)]]H . . . (2.17)
其中 &(·)表示再生希尔伯特空间（Reproducing Kernel Hilbert Space, RKHS）
H的单位球函数集合中的元素，Exs+p[·]表示服从分布 p的数据集 xs的期望。在
再生希尔伯特空间中，期望可以被看做一个嵌入 p，写作 µp
µp = Exs+p[&(xs)] . . . (2.18)
因此，最大平均差异可以看做在 RKHS 中两个概率分布嵌入之间的距离，将其
作为衡量源域数据和目标域数据之间差异的指标。MMD的平方可写成
MMD2(xs, xt) = Exs+p)&(xs), &(x (s)*H
+ Ext+q)&(xt), &(x (t)*H
# 2Exs+p,xt+q)&(xs), &(xt)*H
. . . (2.19)
其中 )·*H表示H中的内积运算，特征图 &(·)可以和H中的核映射联系起来，写























. . . (2.20)




'uku(xs, xt), s.t.'u " 0,
U!
u=1




























# k(xs2i#1, xt2i) # k(xs2i, xt2i#1)
. . . (2.23)
基于域适应的传递式多源迁移框架根据以上理论基础提出。根据上一节中
得到的传递式迁移网络 N(Si $ Ę $ Sn)，假设已知前 k 层的特征直接迁移到目标
任务 T 上都能取得很好的效果，而 k + 1 + L层特征的一般性有明显的下降，迁
移性变差，则网络 N(Si $ Ę $ Sn)的前 k 层称为现成层（o"-the-shelf layers），这
些层的特征能够直接用来表示目标数据 T；k + 1 + L 层称作适应层，需要通过
域适应的方法来提高在目标任务 T 上的特征表达能力。







示，对于需要进行域适应的源数据 Sn 和目标数据 T，每次随机挑选四个样本
{xs2i#1, xs2i, xt2i#1, xt2i} 作为网络的输入。对于适应层来说，第 l 层的迁移损失函数
可以由式(2.22)和(2.23)得到，记为 mmdl(xs2i#1, xs2i, xt2i#1, xt2i)，其中 l = k +1, ..., L。
目标数据 Ds 的分类损失函数记为 LC(xt2i#1, yt2i#1; xt2i, yt2i; (C)，整个网络通过最小
化下面的损失函数进行训练











. . . (2.24)










































Figure 2.20 The descriptions of integrated transfer learning and separated transfer learning








图 2.21将 MSTAR 和 OpenSARShip 数据在 H_Net(M) 和 H_Net(Sr $ M)
第四和第五个卷积层的特征可视化，可见两种数据在 H_Net(M) 高层的特征
分布较为相似，但在 H_Net(Sr $ M) 的第五层特征分布表现出较大的差异。在
42
第 2章 空间特征迁移学习
AlexNet_Conv(I $ M)和 AlexNet_Conv(I $ S $ M)预训练模型中，前四层特征都
表现出对 OpenSARShip数据集较强的一般性，但在第五层的时候表现出极强的
不适应性。通过可视化MSTAR和OpenSARShip数据在 AlexNet_Conv(I $S $M)
的第四层和第五层的特征分布状况，如图 2.21所示，可以观察到两种数据集在
AlexNet_Conv(I $ S $ M)第四层的特征分布差异较小，在第五层中的特征分布差
异较大，很容易区分。为了使源域和目标域的数据在预训练模型高层的特征分布
尽可能相似，本节实验选取了 AlexNet_Conv(I $ M)、AlexNet_Conv(I $ S $ M)
















图 2.21 MSTAR 和 OpenSARShip 数据在不同预训练模型的第四层和第五层特征的分布情
况
Figure 2.21 The visualization for feature distributions of MSTAR and OpenSARShip data in
conv4 and conv5 layers of di"erent pre-trained models.
对于独立式迁移框架（STL），根据之前的分析将 AlexNet_Conv(I $ M)和
AlexNet_Conv(I $ S $ M)的前四层作为现成层，第五层作为适应层。在借助域适






















图 2.22 MSTAR和 OpenSARShip在 AlexNet_Conv两种预训练模型第五层的特征域适应前
后的可视化效果






STL将 AlexNet_Conv(I$M)和 AlexNet_Conv(I$S$M)的效果分别提升了 1.44%
和 1.96%；ITL算法的表现虽不如 STL，但仍将结果提升了 0.57%和 0.48%。由
于 AlexNet_Conv(I $ M)和 AlexNet_Conv(I $ S $ M)两个模型的前四层特征已
经具有很强的迁移能力，在改善适应层时保持现成层不变能取得更好的结果，这
也表明了分析迁移性对于选择更适合域适应算法的必要性。
对于 H_Net(Sr $ M)，实验表明这里的结果对参数 %非常敏感，在将迁移损
失和分类损失结合起来的步骤中，需要将 % 设置为一个更小的值来约束迁移损
失在学习过程中的作用。采用域适应方法后的结果如表2.12所示，ITL和 STL算
法对结果的提升分别为 1.44%和 0.87%，ITL算法占优。原因在于 H_Net(Sr $M)
模型第五层特征的迁移性和前四层相比没有极大幅度的下降，前四层特征的微




表 2.12 ITL和 STL两种算法相比于微调的性能提升
Table 2.12 The performance of ITL and STL algorithms compared with fine-tuning.
网络 AlexNet_Conv H_Net
源任务 I $ M I $ S $ M Sr $ M
微调 89.31% 89.94% 88.44%
ITL 89.88% 90.46% 89.88%













• HUANG Z, PAN Z, LEI B. Transfer learning with deep convolutional neural network
for SAR target classification with limited labeled data [J]. Remote Sensing, 2017,
9(9):907.
• HUANG Z, PAN Z, LEI B. What, where, and how to transfer in SAR target recognition
[J], IEEE Transactions on Geoscience and Remote Sensing, 2020, 58(4):2324-2336.
• HUANG Z, DUMITRU C O, PAN Z, LEI B, DATCU M. Can a deep network under-
stand the land cover across sensors? [C] IEEE International Geoscience and Remote
45
面向合成孔径雷达图像分类的深度学习方法研究









行学习，例如Hütt等 (2016); Zhao等 (2017b). 在自然图像或光学遥感图像的分类
应用中多采取光学预训练网络进行迁移学习，但上一章的分析表明，光学预训练
模型对 SAR图像特征的泛化能力随着网络层数的加深急剧恶化，而依靠大量无










本章采用的大规模 SAR图像地物标记数据集 (Dumitru等, 2016)由德国宇航
中心（DLR）提供，来自 TerraSAR-X卫星的聚束模式，选取极化方式为 HH、分
辨率 2.9米、像素间距 1.25米的多视地距图像（Multi-looked Grounded Detected,
MGD），入射角涵盖 20%到 50%的范围，包括升轨和降轨两种轨道模式。数据集
中的 SAR 图像切片来自 288 景 TerraSAR-X 图像，覆盖全球两百多个城市和地
区，以洲为单位的地理分布如图3.1左侧所示。数据集根据景号和地理位置共分













(Industrial areas)、公共交通 (Public transportation)、军事设施 (Military facilities)、农






























图 3.1 TerraSAR-X大规模 SAR地物标记数据集统计信息



























































































































































6-Vegetation 7-Bare ground 8-Water bodies 9-Unclassified

















































snow berg, cloud, 
wetland, golf course, 
island
 None
图 3.5 TerraSAR-X数据集与 NWPU-RESISC45数据集 (Cheng等, 2017)各类别标签对比与
图像示例
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为了减轻标签噪声的影响，本章采用 Top-k平滑损失函数 (Berrada等, 2018)
作为网络的优化目标之一。考虑到本节中只针对第一层级的七种类别，因此我们
主要关注最可能的前两个预测值，即 Top-2预测  v " R2，带温度参数的 Top-2平
滑损失函数可以写成如下形式：



















. . . (3.3)
其中 b " Rn 和 y 分别表示在每个类别上的分数向量和真实标签。) 表示温度参


















. . . (3.4)





Table 3.1 The training and testing splitting of TerraSAR-X dataset.
类别 居所 工业区 公共交通 农业地 植被 荒地 水体 总计
训练集 24,930 2,979 4,485 6,029 4,911 2,240 6,826 52,400
测试集一 200 200 200 200 200 200 200 1,400
测试集二 3,155 563 928 925 1,383 1,319 2,133 10,406
3.4 实验结果与分析
首先介绍本实验中所用的训练集和测试集划分。数据集共归为 46 个集合，










几个超参数 %、)和 µ分别设置为 0.2，1.0和 0.25，本实验用 Adam优化策



























































































F1分数 0.8318 0.7954 0.8327
Top-1准确率 83.14% 79.5% 83.21%
Top-2准确率 95.36% 93.29% 95.00%
测试集二
F1分数 0.709 0.684 0.72
Top-1准确率 74.09% 73.24% 76.78%
Top-2准确率 91.26% 91.25% 92.62%

























































































































































































































































Figure 3.9 The test results of Teta Data 1 and Test Data 2. (a) Test Data 1, (b) Test Data 2.
CAM）(Zhou 等, 2016a) 方法对一幅 SAR 场景中的三种类别进行热图分析的结
果，可以观察到在没有额外训练的情况下，预训练模型所提取的特征在新的 SAR
场景图像中能较好地区分出居所、工业区及水体等地物。图3.11展示了预训练模







图 3.10预训练模型利用类别激活映射（CAM）(Zhou等, 2016a)对一景 SAR图像中几种地
物的可视化热度图。(a)居所，(b)工业区，(3)水体。




Figure 3.11 The test result of transferring the pre-trained model to MSTAR target recognition.
3.5 本章小结
本章依托德国宇航中心提供的 TerraSAR-X大规模地物标记数据集，以第二










• HUANG Z, DUMITRU C O, PAN Z, LEI B, DATCU M. Classification of large-scale
high-resolution SAR images with deep transfer learning [J], IEEE Geoscience and














































图 4.1 SAR图像目视解译难点示例。(a) Sentinel-1卫星对同一个地区的成像对比，(b)居民
区和集装箱的 SAR图像示例，(c)船只和工业设施的 SAR图像示例。
Figure 4.1 The di!culty of visually interpreting SAR images.(a) Two SAR images of the same
location by Sentinel-1, (b) Examples of residential area and container, (c) Examples of
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图 4.2结合散射特性的 SAR图像分类问题描述

























标检测 (Tupin和 Tison, 2004)、人造目标或相干目标检测 (Wu等, 2013; Bovenga





本小节提出的 SAR 图像二维连续子带分解基于Singh 和 Datcu (2012) 的研
究，同时在方位向和距离向上进行操作，并采取经典的短时傅里叶变换时频分析
方法。对于一张 SAR复数图像 C(x, y)，假设二维窗函数 wB 在距离向和方位向
上的带宽分别为 bwr 和 bwa，选取所有可能的中心频率对 ( fr, fa)在频域上进行
滤波，得到一系列连续的二维子带图像：
S(x, y, fr, fa) = 66h#1[wB( fr, fa) · 66h(C(x, y))] . . . (4.1)
其中 66h和 66h#1分别表示傅里叶变换和傅里叶逆变换。如此即获得了一个四





( fr, fa)，则 S(x, y, fr, fa) 表示以 ( fr, fa) 为中心频率观察到的子带图像，从视
觉上可以认为是原合成孔径图像的低分辨率视图；若固定某个位置 (x, y)，则
S(x, y, fr, fa)则表示点 (x, y)在所有子带图像上的信号，两个坐标轴分别表示距
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图 4.3 SAR时频四维信号的理解
Figure 4.3 Di"erent interpretation of 4-D tensor with Time-Frequency Analysis of SAR image.
4.3 面向时频特征的分类方法
本节介绍针对复数 SAR图像分类的 Deep SAR-Net（DSN）深度学习框架。
4.3.1 框架总览
本小节首先简单介绍 DSN框架的主要内容，同时给出必要的符号定义。
将复数 SAR 图像记作 C(x, y)，其中 x 和 y 分别代表距离向和方位向上
的位置。将基于 CNN 的传统 SAR 图像解译算法中采用的地距幅度图像记作
P(C(x, y))，其中 P 表示在单视复数（SLC) 图像上进行的一系列操作，包括热
噪声去除、辐射校正、地理校正、多视等。如图4.2中的红色框内流程所示，传统
方法设计一个 CNN 网络用于提取 SAR 图像特征 &(P(C(x, y)))，再将其映射到




























Figure 4.4 DSN workflow
DSN框架的总体设计如图4.4所示。首先，从全孔径的复数图像 C(x, y)中得
到强度图像 I(x, y)，用一个传统的 CNN 网络 GS 来学习空间域的特征 &1(x, y)，
记作：
&1(x, y) = GS(I(x, y), (S) . . . (4.2)
其中 (S 表示 GS 中的参数。强度图像 I(x, y)的边长记为 Nc，提取的空间域特征
&1(x, y)维度为 [C1, N1, N1]。
然后，对于全孔径复数图像 C(x, y)，按上节内容进行二维连续子带分解得
到四维时频信号 S，并从频域角度观测得到一系列频域信号 S(x, y, fr, fa)，忽略
其位置信息 (x, y) 将其记为 s( fr, fa)(x,y). 用特征提取器 GF 作用在频域信号上，
可以得到频域信号的嵌入特征向量 &2( fr, fa) " Rn，其长度记为 C2：
&2( fr, fa) = GF(s( fr, fa), (F) . . . (4.3)
其中 (F 是 GF 中的参数。在这之后试图恢复 &1 和 &2 两种特征在空间上的对应
关系，因此将 &2( fr, fa)按照 s( fr, fa)(x,y) 在 S(x, y, fr, fa)中的排列堆叠起来得到
空域对齐的频域特征 "(x, y, &2)：
"(x, y, &2) = {&2( fr, fa)(x,y)}NCx,y=1 . . . (4.4)
其中"(x, y, &2)的维度为 [Nc, Nc,C2]，将其进行维度变换后转换成维度为 [C2, Nc, Nc]
的张量 "(&2, x, y)。
接下来，将得到的空间域特征 &1(x, y)和空域对齐的频域特征 "(x, y, &2)进
行融合，得到 F(&1,")，再用函数 G 将其映射到标签空间 L 中：
L = G(F(&1,"), () . . . (4.5)
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其中 ( 是 G 中的参数。这样便得到了一个将复数 SAR图像的全孔径幅度信息和
子带频域信息映射到标签域上的系统。
上述的几个模块 GS、GF、F 和 G 组成了本文提出的 DSN框架，如图4.4所
示。下一小节将详细介绍如何借助深度卷积神经网络实现 DSN。
Sentinel-1, SM Sentinel-1, IW
图 4.5单视复数图像数据的强度图像和多视地距图像对比示意图
Figure 4.5 The comparison between intensity image of SLC product and the MGD image.
4.3.2 全孔径幅度图像的迁移学习
对一个复数的 SAR 图像切片 C(x, y) = A(x, y) + jB(x, y)，其强度图像由
I(x, y) = A(x, y)2 + B(x, y)2 给出。当距离向和方位向上的分辨率和像素间隔相
差较小时，多视和斜地转换等操作对图像形变的影响较小，I(x, y)与地距幅度图
像 P(C(x, y))在视觉上较为相似。图4.5展示了 Sentinel-1卫星在不同的成像模式
下单视复数 SAR的强度图像和多视地距图像的对比。左图为条带模式，距离向






此预训练模型的底层和中层特征对于 I(x, y) 有较好的特征表示，因此这里将前
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S(x, y, fr, fa)
s( fr, fa)
> ;  ;















































ᬢᑏ 2. *@> ;







A(x, y) + jB(x, y)
图 4.6 DSN具体实现

























对一个大小为 Nc ! Nc 的复数 SAR图像切片 C(x, y)，其四维时频信号 S 可
由式4.1得到，维度为 [Nx, Ny, Nfr , Nfa ]。在这里设置滤波器函数 w 的带宽为合成
孔径图像带宽的一半，即 bwr = 12BWr，bwa =
1
2BWa，其中 BWr 和 BWa分别代
表合成孔径图像距离向带宽和多普勒带宽。为了使问题进一步简化，在这里设置
参数使得 Nx = Ny = Nfr = Nfa = 12Nc。
根据上节的分析，对于特定的频率对 ( fr, fa)，S(x, y, fr, fa)表示一个子带图
像，反映了图像在子视状态 ( fr, fa)下的散射表现。对于特定的空间位置 (x, y)，
S(x, y, fr, fa)表示 SAR图像 C(x, y)从所有子视状态进行观察时点 (x, y)对应的
频域信号，涵盖了所有频段的信息。DSN框架对四维时频信号 S 采取先频域再
时域的理解方式，忽略 S(x, y, fr, fa) 的空间信息，设计一个堆叠式卷积自编码
器来学习频域信号 s( fr, fa)潜在的幅度特征 &2( fr, fa) " Rn，如图4.6的模块二所
示，GF 代表卷积自编码器的编码部分，#GF 代表解码部分。其中编码器的结构如




| |#GF(GF(s( fr, fa))) # s( fr, fa)| |2 . . . (4.6)
有关堆叠式卷积自编码器的具体设计和细节可参照第2.3.1.1小节的内容。
4.3.4 时频特征融合和后续子网络
以 Nc = 64 为例，得到的四维时频信号 S(x, y, fr, fa) 维度为 [32, 32, 32, 32]。
强度图像 I(x, y) 通过 TerraSAR-X 的预训练层 GS 提取的空间域特征 &1(x, y) 维
度为 [128, 16, 16]。对每个丢弃了空间信息的频域信号 s( fr, fa)，由频域信号自编
码器 GF 提取的特征 &2( fr, fa) 的大小为 [128, ]。当一系列的频域特征 &2( fr, fa)
进行空域对齐之后，形成维度为 [32, 32, 128] 的 "(x, y, &2)，通过维度变换形成
[128, 32, 32] 的张量。接下来通过一个最大池化层对 " 进行下采样，归一化之后
与 &1在空间维度上进行拼接，得到维度为 [256, 16, 16]的融合特征 F(&1,")，如
图4.6的模块三所示。
对融合特征进行后续学习的子网络由两个残差瓶颈模块（ResBnkBlock）组







Table 4.1 The convolutional kernel design of DSN framework.
GS((S) GF ((F ) G(()
conv 64 ! 7 ! 7 conv 32 ! 5 ! 5 ResBtnBlk-128(!2)
ResBlk-64(!2) conv 64 ! 5 ! 5 conv 128 ! 1 ! 1
conv 64 ! 3 ! 3 conv 64 ! 3 ! 3 conv 128 ! 3 ! 3
conv 64 ! 3 ! 3 conv 128 ! 4 ! 4 conv 512 ! 1 ! 1
ResBlk-128(!2)
conv 128 ! 3 ! 3
conv 128 ! 3 ! 3
算法 1 DSN训练流程
输入: 训练集 D = {Ck(x, y), lk}mk=1；预训练卷积网络 GS；窗函数 w( fr, fa)
输出: 频域信号卷积自编码器 GF；后续子网络 G
1: function !"#$%_GF (D,w( fr, fa))
2: 训练频域信号自编码网络
3: for all Ck(x, y) " D do
4: 计算当前雷达四维时频图 Sk(x, y, fr, fa) = 66h#1[w( fr, fa) ! 66h(Ck)](x, y)
5: 丢弃空间信息，得到频域信号集合 DFk = {sk( fr, fa)(x,y)}
Nc/2
x,y=1
6: for all sik( fr, fa) " DFk do
7: 计算当前频域信号的自编码网络输出 ŝik( fr, fa) = #GF(GF(sik( fr, fa)))
8: 计算目标函数 Lossmse =





13: function !"#$%_G(D,DF )
14: 训练后续子网络
15: for all (Ck(x, y), lk) " D do
16: 计算当前强度图像 Ik(x, y) = Real(Ck)2 + Img(Ck)2
17: 计算空间特征 &1(x, y)
18: for all sik( fr, fa) " DFk do




21: 计算空域对齐的特征 !(x, y, &2)
22: 下采样 !
23: 特征归一化 &1, !
24: 特征融合 F(&1,!)
25: 计算当前后续子网络输出 l̂k = G(F(&1,!))
















水体。对照光学谷歌地球数据，以 64 ! 64 像素大小为标准在 SAR 图像上进行









表 4.2 Sentinel-1条带模式下的 SLC图像参数
Table 4.2 The parameters of SLC images in Sentinel-1 Stripmap mode.
图像名 BBE7 4312 EBAD
地理位置 休斯敦 芝加哥 圣保罗
极化方式 HH HH HH
波束编号 S3 S4 S4
斜距分辨率 (m) 2.5 3 3
方位分辨率 (m) 3.6 4.8 4.8
斜距像素间隔 (m) 2.2 2.6 2.6
方位像素间隔 (m) 3.5 4.1 4.1
入射角 (%) 31.2 36.4 36.4
 	 	   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 350 325 370 342 216 372 223 352
图 4.8 S1数据集
Figure 4.8 S1 dataset description.
下的单视斜距复数格式（SSC），分别位于休斯敦和圣安东尼奥地区，具体参数
如表4.3所示。在进行标注之前，SSC 复数图像分别在 I、Q 通道上进行了多视
处理，在保留复数数据的基础上将距离向和方位向上的像素间隔统一至 1m。与









表 4.3 TerraSAR-X卫星聚束模式下的 SSC图像参数
Table 4.3 The parameters of SSC images in TerraSAR-X Spotlight mode.
图像名 1550 3142 3527
地理位置 休斯敦 圣安东尼奥 圣安东尼奥
极化方式 HH VV VV
斜距分辨率 (m) 0.58 0.58 0.58
方位分辨率 (m) 0.23 0.23 0.23
像素间隔 (m) 1 1 1
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图 4.10 OPS数据集
Figure 4.10 OPS dataset description.
4.4.2 实验设置
从 TerraSAR-X多视地距幅度图像的预训练网络中迁移卷积层时，GS((S)可
作为现成的特征提取器。对于大小为 64! 64的复数 SAR图像，频域窗函数采用
大小为 32! 32的汉明窗。用频域信号训练堆栈自编码器时，用于训练的 s( fr, fa)
的数量是数据集中复数图像切片 C(x, y)的 Nx ! Ny = 1024倍，在小样本的条件
下也能提供大量的训练数据，因此在训练过程中直接对深层的堆叠结构采用一
次训练模式，区别于2.3.1.1小节采用的逐层训练模式。网络训练使用 SGD优化
器，批大小设置为 200，初始学习率设置为 0.1，权重衰减参数 0.0005。在将 GS








• CNN：只采用 SAR图像幅度信息空间特征的 CNN网络





采用 DSN中的 GS 和 G 部分，网络参数 (S 由 TerraSAR-X预训练网络迁移
得到，( 随机初始化；
• F-CNN：只采用频域信号特征的 CNN网络
采用 DSN中的 GF 和 G 部分，网络参数 (F 由预训练自编码网络迁移得到，
( 随机初始化；
• CV-CNN(Zhang等, 2017)：复数卷积神经网络










与只面向 SAR 幅度图像的 CNN 方法相比展现出明显的优势，在三个数据集上




图4.14给出 S1 数据集在采用 90% 的数据进行训练时，DSN 和 CNN 模型
对每个单独类别进行预测的 F1 分数和准确率。可以看到在一些类别上 DSN 相





















图 4.11 DSN和 CNN在 S1数据集上的表现。(a) F1分数，(b)平均准确率。




















图 4.12 DSN和 CNN在 TSX数据集上的表现。(a) F1分数，(b)平均准确率。




















图 4.13 DSN和 CNN在 OPS数据集上的表现。(a) F1分数，(b)平均准确率。
































































图 4.14 S1数据集用 90%的数据进行训练时，每类地物在 DSN和 CNN模型中的准确率和
F1分数。(a)F1分数，(b)准确率。
Figure 4.14 The accuracy and F1-score of DSN and CNN in each class, with 90% data of S1
dataset for training. (a) F1-score, (b) Accuracy.
4.4.4 基线模型对比




































图 4.15 DSN和 CNN模型的 ROC曲线。(a) S1数据集自然地物类别，(b) S1数据集人造目
标类别，(c) TSX数据集，(d) OPS数据集。
Figure 4.15 ROC curve of DSN and CNN. (a) Natural classes of S1 dataset, (b) Man-made











表 4.4 S1数据集在 DSN、TL-CNN和 CNN中各类别测试集的表现（准确率%）
Table 4.4 The test accuracy of DSN, TL-CNN, and CNN on S1 dataset.
90%训练 70%训练
类别 DSN TL-CNN CNN DSN TL-CNN CNN
森林 98±2.74 99.50±1.12 96.50±1.37 95.16±2.84 98.11±1.37 96.42±0.94
水体 100±0 100±0 100±0 99.58±0.58 99.79±0.47 99.79±0.47
农田 93.50±2.24 94.50±2.09 95.00±3.06 94.32±2.42 96.42±1.76 99.79±0.47
厂房 90±5.59 81±8.77 79.50±4.47 85.68±2.94 75.16±5.29 80.00±6.66
居民区 100±0 97.50±3.06 94.00±5.18 99.79±0.47 96.84±1.05 94.95±1.73
高楼 92.00±3.26 91.50±7.42 89.00±5.76 91.79±2.92 87.79±4.97 85.26±6.00
油罐 85.50±6.71 82.00±4.11 72.50±6.85 83.79±1.76 74.95±4.90 64.21±2.35
集装箱 84.50±4.11 73.50±10.98 69.50±9.25 85.05±7.64 66.11±5.78 64.00±17.25
平均值 92.94±1.05 89.94±1.75 87.00±2.01 92.21±0.94 86.89±0.64 84.87±2.05
50%训练 30%训练
类别 DSN TL-CNN CNN DSN TL-CNN CNN
森林 94.57±1.92 96.67±2.33 96.42±2.74 80.70±4.07 95.68±2.21 91.98±1.77
水体 99.66±0.31 99.77±0.31 99.77±0.31 99.67±0.18 99.43±0.22 99.67±0.34
农田 92.32±1.77 94.92±2.31 91.35±3.20 90.27±2.55 91.12±3.31 90.04±2.96
厂房 86.67±3.27 78.74±3.75 74.59±4.52 86.03±3.05 73.85±1.15 74.87±2.73
居民区 99.77±0.31 96.93±1.03 96.25±1.78 99.67±0.18 94.72±2.97 95.85±2.12
高楼 89.03±2.57 88.39±5.80 81.94±4.48 87.85±2.63 82.92±2.20 72.85±4.41
油罐 81.64±4 70.41±6.75 61.52±2.56 78.66±2.90 69.29±2.49 64.69±5.28
集装箱 82.78±2.82 64.63±7.21 55.93±7.48 80.26±4.90 55.63±6.98 53.25±9.21
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图 4.16 DSN与基线模型的平均准确率对比。(a) CV-CNN和DSN，(b) CNN、F-CNN和DSN。




表 4.5 S1数据集在 DSN、TL-CNN和 CNN中各类别测试集的表现（F1分数）
Table 4.5 The F1-score of DSN, TL-CNN, and CNN on S1 dataset.
90%训练 70%训练
类别 DSN TL-CNN CNN DSN TL-CNN CNN
森林 0.958±0.011 0.959±.011 0.949±0.033 0.957±0.014 0.96±0.014 0.945±0.014
水体 1±0 1±0 1±0 0.998±0.003 0.997±0.003 0.998±0.003
农田 0.959±0.014 0.96±0.018 0.955±0.023 0.963±0.012 0.957±0.010 0.946±0.022
厂房 0.907±0.046 0.832±0.065 0.804±0.052 0.876±0.013 0.770±0.009 0.786±0.033
居民区 0.990±0.010 0.958±0.014 0.926±0.037 0.974±0.011 0.953±0.005 0.930±0.017
高楼 0.887±0.029 0.844±0.025 0.813±0.045 0.877±0.030 0.813±0.030 0.785±0.014
油罐 0.858±0.035 0.817±0.036 0.741±0.053 0.841±0.015 0.737±0.016 0.667±0.033
集装箱 0.873±0.023 0.811±0.075 0.762±0.0457 0.873±0.023 0.749±0.038 0.705±0.096
平均值 0.929±0.011 0.898±0.019 0.869±0.022 0.921±0.009 0.867±0.006 0.845±0.022
50%训练 30%训练
类别 DSN TL-CNN CNN DSN TL-CNN CNN
森林 0.930±0.017 0.942±0.007 0.934±0.021 0.844±0.033 0.917±0.025 0.900±0.020
水体 0.998±0.001 0.995±0.002 0.996±0.001 0.997±0.001 0.995±0.001 0.995±0.002
农田 0.939±0.017 0.952±0.009 0.935±0.023 0.873±0.025 0.926±0.019 0.910±0.019
厂房 0.864±0.014 0.785±0.017 0.744±0.013 0.851±0.011 0.735±0.009 0.719±0.017
居民区 0.982±0.007 0.947±0.006 0.929±0.013 0.971±0.010 0.928±0.017 0.915±0.012
高楼 0.871±0.012 0.827±0.006 0.767±0.013 0.860±0.021 0.803±0.009 0.739±0.037
油罐 0.828±0.017 0.741±0.020 0.642±0.016 0.806±0.016 0.690±0.015 0.632±0.035
集装箱 0.860±0.012 0.726±0.054 0.632±0.058 0.838±0.025 0.640±0.045 0.618±0.059
平均值 0.909±0.006 0.865±0.007 0.823±0.009 0.880±0.005 0.829±0.011 0.804±0.014
进行学习的 CNN和 DSN的性能，如图4.16(b)所示。在三个数据集上，F-CNN













本节将进一步对实验结果进行可视化分析和讨论。首先将 DSN 和 CNN 算





















































图 4.17 S1数据集在 DSN和 CNN中的特征分布。(a) DSN，(b) CNN。
Figure 4.17 The feature visualization of S1 dataset in DSN and CNN (a) DSN, (b) CNN.
1 2 1 2
图 4.18自然地物样本频域信号幅度图可视化













图4.19给出了情况 A、B 和 C 中标记的几个样本，以及 DSN 和 CNN 对它
们的预测结果，红圈标记了图中容易被 CNN混淆的纹理，同时附上红圈标注位
置对应的频域信号。情况 A 如图4.19(a) 所示，厂房和集装箱样本都被 CNN 以
78.16%和 71.77%的概率预测为居民区，DSN则分别以 75.47%和 76.06%的概
率做出了正确的预测。图中同时还展示了和这两个样本特征相似的居民区样本，















































图 4.19图 4.17(b)中所示 A、B、C样本在 DSN和 CNN中的预测结果对比及频域信号分析。
(a)示例 A，(b)示例 B，(c)示例 C。
Figure 4.19 The elaborate explanation of case A, B, and C in Fig. 4.17(b). (a) The case A, (b)
The case B, (c) The case C.
类似的，图4.20展示了 TSX数据集在 DSN和 CNN情况下的特征分布。TSX
数据集中的五种类别都与人造目标有关，其中由于一些工业设施比较靠近油罐





































图 4.20 TSX数据集在 DSN和 CNN中的特征分布。(a) DSN，(b) CNN。
Figure 4.20 The feature visualization of TSX dataset in DSN and CNN (a) DSN, (b) CNN.
4.5 本章小结
针对 SAR 图像目视解译困难，在深度学习应用中信息利用不充分的问题，
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framework based on transfer learning and joint time-frequency analysis [C], TerraSAR-









和 Pottier, 1997; Lee等, 2004; Yamaguchi等, 2006; Chen和 Sato, 2012)揭示了 SAR
图像中的物理散射特性，并广泛应用在植被鉴别 (Sato等, 2009)、建筑物密集区
域提取 (Ratha等, 2019)、植被中的人造目标辨别 (Guinvarc’h和 Thirion-Lefevre,
2017) 等任务中。同时也有研究结合了极化 SAR 图像的极化散射特性和空间信
息来进行极化 SAR图像的分类 (Zhou等, 2016b; Du等, 2015).
近年来，多颗高分辨率的 SAR卫星相继升空，例如 TerraSAR-X(TerraSAR-X
Science Service System)和高分三号卫星 (Sun等, 2017)等，在某些模式下能提供
超高分辨率（Very High Resolution, VHR）的 SAR图像，可以对地面目标进行细
节丰富的成像，例如 TerraSAR-X聚束模式分辨率能达到亚米级。然而很多情况
下 VHR和多种极化方式难以同时满足，在面向 VHR的单极化 SAR图像解译开
展的基于深度学习方法的研究中，考虑到超高分辨率带来的丰富的纹理信息，多




号能有效辅助传统的基于幅度信息的 CNN 网络进行 SAR 图像分类。这意味着
复数 SAR图像的时频分析理论揭示了一些图像域看不到的信息，相关研究也表
明利用时频分析方法能够描述目标在复数 SAR图像中对不同方位视角以及不同


































. . . (5.1)
其中 S>o 表示水平极化通道（H）接收的垂直极化通道（V）发射回波的复散射
系数，S>> 表示水平极化通道（H）接收的水平极化通道（H）发射回波的复散
射系数，其它以此类推。散射矩阵 S满足互易性，即 S>o = So>。已知了散射矩
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阵 S，极化 SAR图像中的分布式目标就可以用多视的极化协方差矩阵 C、极化
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, . . . (5.3)
其中 )·*表示空间平均，†表示复共轭转置。
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矩阵或极化相干矩阵的分解来揭示物理散射特性，例如 H/A/! 分解 (Cloude和
Pottier, 1997)，Freeman-Durden 分解 (Freeman 和 Durden, 1998) 和Yamaguchi 等
(2006)提出的四分量分解等。Lee等 (2004, 1999)在极化分解的基础上提出著名





Scattering）、螺旋体散射（Helix Scattering）等。You等 (2014)将 Kennaugh矩阵
分解为两个部分，即 K = K0 + !K . 其中 K0 代表与 K 最近的相干目标，!K
看做一个噪声矩阵。分解之后的相干目标 K0具有两个特殊性质，其总功率 Span







建模的奇次散射（Odd-bouncing,记为 O）对应的 K 矩阵定义为：
KO =
$%%%%%%%%%%%&
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 #1
'((((((((((()
, . . . (5.9)
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, . . . (5.10)
可用大量均匀的分布式随机朝向偶极子散射器建模的体散射（Volume-bouncing,
记为 V）对应的 K 矩阵定义为
KV =
$%%%%%%%%%%%&
1 0 0 0
0 1/2 0 0
0 0 1/2 0
0 0 0 0
'((((((((((()














. . . . (5.12)
由此，计算待观测的 K 矩阵与典型目标（KO, KD,和 KV）之间的归一化测地距
离，并用总功率 Span调制，记为 wi，其中 i " {O,D,V}：
wi = aSL !
1 # :.(K,Ki)"
i (1 # :.(K,Ki))
, . . . (5.13)
总功率 SPAN 的定义为
aSL = |S>> |2 + |S>o |2 + |So> |2 + |Soo |2. . . . (5.14)
对每个像素点计算 K 矩阵以及归一化测地距离 wi，根据 wi的最大值对应的
i选择最主要的散射类别 i " {O,D,V}作为像素点的初始类别。与Ratha等 (2018)





















































































Figure 5.2 The time-frequency analysis method for extracting sub-band scattering pattern of
target.
对于目标 (x0, y0)，以此为中心在复数 SAR 图像上选取邻域 s(x0, y0)，通过
傅里叶变换操作映射到频域得到
S( fr, fa) = 66h[s(x0, y0)]. . . . (5.15)







(x0, y0)的散射强度，得到目标 (x0, y0)在二维连续子带的散射图
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Figure 5.4 The deep convolutional embedding clustering method.




了第4.3.3节的内容。将 DSCAE的编码部分记为 GF(()，将子带散射图映射到 n
维的嵌入式空间得到嵌入特征 & = GF(r) " Rn，其中 ( 即为非线性映射的参数。
然后利用 k-means算法 (Hartigan和Wong, 1979)对 n维的嵌入特征进行聚类，得
















Conv1 32 @ 5 × 5
Conv2 64 @ 5×5
Conv3 64 @ 3×3
Conv4 128 @ 4×4 
 
图 5.5卷积自编码网络示意图
Figure 5.5 The convolutional auto-encoder network.
接下来对 (和 µ进行参数优化。对于任意一个子带散射图的输入 ri，得到嵌
入低维特征 &i 和被分配到的距离最近的聚类中心 µj。用自由度为 1的学生 t 分
布作为核，来度量嵌入特征 &i 和聚类中心 µj 的相似度，表示将嵌入特征 &i 归
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为第 j 个聚类中心 µj 的概率，记为软分配 qi j
qi j =
(1 + | |&i # µj | |2)#1"
j((1 + | |&i # µj( | |2)#1










. . . . (5.18)
然后将软分配和目标辅助函数之间的 KL散度作为优化的目标函数，即
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首先将面向全极化 SAR图像的 GD-Wishart方法和面向单极化 SAR图像的
HDEC-TFA方法得到的散射类别空间分别记为 Y1 和 Y2. 设 GD-Wishart法共生
成了 y1 种极化散射类型，HDEC-TFA 共生成 y2 种子带散射类型，一般情况下
y1 " y2. 在这里，将从 SAR图像数据到散射分类结果图的过程看做一个信息传
输系统，SAR图像位于 (xk, yk)的目标信息通过系统传输到散射标签中，对全极
化 SAR图像，目标信息对应极化矩阵 S，而对于单极化 SAR图像，目标信息则
对应子带散射图 r .
对极化散射类别 i " Y1和子带散射类别 j " Y2，类别 i中包含 j 越多的信息




PMI）来定量描述两种类别之间的信息传输关系，i和 j 类之间的 PMI定义为






, . . . (5.20)
其中 PY1Y2(i, j)表示类别 i和 j的联合分布，PY1(i)和 PY2( j)分别表示类别 i和 j
的边缘分布，PY1 |Y2(i, j)表示条件分布。直观的解释如下，如果极化散射类别 i和
子带散射类别 j是完全互斥的，则 PY1 |Y2(i, j) = 0，而对应的SJAY1Y2(i, j) = #/。
如果极化散射类别 i和子带散射类别 j 之间是相互独立，没有任何联系的，那么
PY1Y2(i, j) = PY1(i)PY2( j)，对应的 SJAY1Y2(i, j) = 0。由于极化分析是固定的物
理过程，因此极化散射类别的边缘分布 PY1(i)保持不变，类别 i和 j 之间的 PMI
随着条件分布 PY1 |Y2(i, j) 的增大而增大，因此当条件分布 PY1 |Y2(i, j) 达到最大
值时，极化散射类别 i和子带散射类别 j 所表示的物理特性具有最大的正向相关
性。
计算所有可能的SJAY1Y2(i, j)可以得到逐点互信息矩阵，理解上可以类比监
督分类结果评估时采用的混淆矩阵（Confusion Matrix）。为了计算 SJAY1Y2(i, j)，
























. . . (5.22)
由此，联合分布和边缘分布的经验性估计可以分别定义为








M(i, j). . . . (5.25)









DEC算法中得到的子带散射类别 j " Y2，设置一个阈值 % = 1，如果在极化散射










• 对“非平稳类”的第一层散射类别 j(1)，如果存在有且只有一个 i，使得
SJA(1)(i, j(1)) > %，则将 j(1) 类子带散射类别的色调（Hue, H）定为极化散射类
别 i对应的颜色；由此保证了相关性较强的极化散射特性和子带散射特性在视觉
上较为相似。
• 对“非平稳类”的第一层散射类别 j(1)，如果不存在 i使得 SJA(1)(i, j(1)) >
%，则说明该子带散射类别与极化散射特性的关联性较差，因此可选取 SJA(1)(:
, j(1)) > %值最大时对应的极化类别 i的色调，并将亮度（Intensity, I）调低。
• 对“平稳类”的散射类别 j(1)，选取 SJA(1)(:, j(1)) > %值最大时对应的极
化类别 i的色调作为主色调，第二层的训练结果对应的颜色由第一层类别决定的



































实验区域大小 (像素) 2048!1750 2854!3120
分辨率-距离向 (m) 8 8
分辨率-方位向 (m) 6+9 6+9
像素间隔-距离向 (m) 2.25 2.25
像素间隔-方位向 (m) 5.36 5.3
入射角 (%) 19+22 35+37
HDEC-TFA方法计算子带散射图时，均采用 3!3的窗进行平均。
在进行 HDEC学习时，需要考虑聚类中心个数 k 的选择。Spigai等 (2011);
Tupin和 Tison (2004)提出四种典型的子带散射类型，考虑到实际 SAR场景中散
射的复杂程度，在第一层的 DEC学习时聚类中心 k 应大于 4. 选取 512!512大
小的 SAR图像切片对不同的 k 取值进行第一层的 DEC学习，结果如图5.7所示，





信息。因此实验最终在第一阶段的 DEC学习过程中选择了 k 等于 6或 7，第二

















图 5.7对于 512!512大小的 SAR图像切片选取不同 k 值时 DEC的训练结果
Figure 5.7 The first level DEC training for an area of 512!512 pixels with di"erent cluster
number k.
巴黎地区的全极化 SAR 图像的极化散射特性分类可视化结果如图5.8(a) 所
示，GD-Wishart 方法将巴黎地区的全极化 SAR 图像共分成了 14 种散射类别，
包括两种类型的奇次散射（蓝色系）、三种类型的二次散射（黄/棕色系）、四
种类型的体散射（绿色系）以及五种类型的混合散射类（红色系），记为 Y1 =




然地物区域出现，而 M1，M4和 M5主要分布在城市区域，与二次散射类别 Di
表达的散射特性较为相似。
对 HH 通道的单极化的 SAR 图像，第一阶段的 DEC 训练选择 k 值为 7，
即 Y2level#1 = {a, b, c, d, e, f , g}，y2level#1 = 7；根据上节设定的规则，类别 a、c、
e 和 g 被挑选出来进入第二阶段的训练，最终得到 15 类的子带散射类型，即
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O1 O2 D1 D2 D3 V1 V2 V3 V4 M1 M2 M3 M4 M5
(a)
a1 a2 a3 b fc1 c2 c3 d e1 e2 e3 g1 g2 g3
(b)
图 5.8巴黎地区。(a)全极化 SAR的极化散射特性分类结果图，(b)单极化 SAR的子带散射
特性分类结果图。
Figure 5.8 The MI matrix in San Francisco area. (a) Level-1 training, (b) Level-2 training.
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Y2level#2 = {a1, a2, a3, b, c1, c2, c3, d, e1, e2, e3, f , g1, g2, g3}，y2level#2 = 15. 最终的子
带散射特性无监督分类结果如图5.8(b)所示，与图5.8(a)中所展示的全极化 SAR
的极化散射特性分类可视化结果对比，在视觉上具有一定的相似性。
旧金山地区的实验结果展示在图5.9中。在全极化 SAR 的 GD-Wishart 分类
结果中，共形成了 12类极化散射类型，包括 5种奇次散射（蓝色系）、两种二次
散射（黄色系）、两种体散射（绿色系）以及三种混合散射类型（红色系），即




代表植被树林区域的体散射。二次散射 Di 和混合散射 Mi 基本上都出现在居民
区，对应房屋等人造目标。
O1 O2 O3 O4 O5 D1 D2 V1 V2 M1 M2 M3
(a)
a b1 b2 b3 c1 c2 c3 d1 d2 d3 e f1 f2 f3
(b)
图 5.9旧金山地区。(a)全极化 SAR的极化散射特性分类结果图，(b)单极化 SAR的子带散
射特性分类结果图。
Figure 5.9 The visualization result in San Francisco area. (a) The polarimetric scattering






TFA 方法时，第一阶段的训练选取了 k 值为 6，即 Y2level#1 = {a, b, c, d, e, f }，
y2level#1 = 6. 然后类别 b，c，d 和 f 输入到第二阶段的 DEC训练，生成最终 14
类子带散射类型，即 Y2level#2 = {a, b1, b2, b3, c1, c2, c3, d1, d2, d3, e, f 1, f 2, f 3, g}，
y2level#2 = 14. 最终的可视化结果如图5.9(b)所示。
下面对两个地区的结果进行定量化的分析与讨论。
首先以巴黎地区的结果为例，全极化 SAR的GD-Wishart方法共生成 y1 = 14
类极化散射类别，在第一阶段的训练中选取 y2level#1 = 7，则计算出第一阶段DEC
训练结果的 PMI矩阵，大小为 14!7，如图5.10(a)所示。最大值 SJA(1)(D2, e) =
5.0367表明子带散射类别 e与极化分析的二次散射 D2类别关联性最强，接下来
的 SJA(1)(D1, e) = 2.9853，SJA(1)(D3, e) = 2.9654和 SJA(1)(V4, e) = 2.7004表
明子带散射类别 e与极化分析的其他两个二次散射类别 D1和 D3，以及体散射
类别 V4也具有较强的相关性。第一行的 PMI值中，只有 SJA(1)(O1, a) = 2.6693
是大于 % = 1的，其他情况的 PMI值都较小或为 0，由此说明子带散射类别 a与
单次散射 O1表现的物理特性具有最大的联系。子带散射类别 c和 g对应的多个












特性的关联性更强。例如SJA(2)(O1, a3) = 3.4582相比SJA(1)(O1, a) = 2.6693提



























































图 5.11子带散射类别 a3，c3，e3和 g1的子带散射图示例
Figure 5.11 Some examples for sub-band scattering patterns of a3, c3, e3 and g1 classes.
在最终的子带散射分类结果中，挑选出 a，c，e 和 g 四种子带散射类型中













息值最高的 SJA(2)(D2, e3) = 6.4512表明子带散射类别 e3与二次散射 D2具有
最强的相关性。
旧金山区域实验结果的PMI矩阵如图5.12所示，根据SJA(2)(O2, f ) = 5.0944，


















































合散射类别 M2和单极化 SAR图像的子带散射类别 f 的可视化结果图，可以观
察到两种类别的一些共性。在极化分析结果中，奇次散射 O2和二次散射 D1发
生在一些特殊的人造目标上，例如房顶和船坞。图5.14给出的两个典型目标的分
析结果，以及 PMI矩阵中 (O2, f )和 (D1, f )展示出的较高 PMI值，均印证了子
带散射类别 f 与 O2和 D1均有着密切的联系。
f	
	M2	
图 5.13旧金山地区极化散射特性 M2和子带散射类别 f 的结果可视化图








图 5.14旧金山地区两个目标的子带散射类别 f 和极化散射特性 O2及 D1的结果可视化图
Figure 5.14 For two particular targets in San Francisco, HDEC-TFA result of class f and









别 O2，然而目标 C的散射类别在极化分析结果中比较模糊，可能会受到目标 C
附近植被等因素的影响，无法体现出单次散射的特性。另一方面，对单极化 SAR


































































Figure 5.17 The scattering mechanism analysis for man-made targets in Paris.
图5.8(a)和图5.9(a)中分别标记了四个自然场景 A、B、C和 D，现在在这四












































Figure 5.18 The percentage analysis of GD-Wishart and HDEC-TFA results for natural area
in Paris.
尽管图5.10(a) 第二行的 SJA(2)(:, b)，第四行的 SJA(2)(:, d)，以及第六行的
SJA(2)(:, f )都很小，即子带散射特性 b、d、f 与所有极化散射类别的联系都不大，
从图5.18中仍可以看出，子带散射类别 b和 d在 100!100的区域中所占百分比与
体散射 V1和混合散射 M2相似。在旧金山的例子中，第一层训练后的子带散射
类别 d 与奇次散射 O5和体散射 V3的互信息相差无几，SJA(1)(O5, d) = 1.1008，
SJA(1)(V2, d) = 1.0453，观察可视化结果也能发现子带散射类别 d不仅出现在植
被区域，也出现在道路和河流处。为了更好区分不同区域的散射特性，在第二层
的训练中将 d 进行了更细致的分类，得到 d1、d2和 d3类。从最终的 PMI矩阵
中可以看到，子带散射类别 d2与奇次散射 O5的 PMI值增大到 1.6470，与其他
两类 d1和 d3相比，更多地与 O5类关联，在可视化结果中主要对应道路和河流

































































































张 512!512 大小的切片，将其训练的 DEC 模型记为 MODEL-A，如图5.20所
示。表5.2展示了实验选取的不同 SAR 图像数据的参数。在本实验中，直接采
用 MODEL-A进行测试的结果和利用 MODEL-A进行微调的结果与从头训练的








Table 5.2 The detailed configuration of the trained source data and di"erent target data.
卫星 高分三号 高分三号 Sentinel-1 TerraSAR-X
训练源数据 不同场景 不同极化方式 不同波段
波段 C-band C-band C-band X-band
成像模式 Stripmap Stripmap Stripmap Stripmap
极化方式 HH HH HH and HV HH
分辨率-rg (m) 8 8 2.5 1.18
分辨率-az (m) 6+9 6+9 3.6 3.3
像素间隔-rg (m) 2.25 2.25 2.2 0.9
像素间隔-az (m) 5.36 5.36 3.5 2






图 5.21 MODEL-A 测试巴黎地区大小为 6144!7680 的全景 SAR 图像的结果。(a)HH 通道
SAR图像，左下角的红框标记为训练数据，(b)MODEL-A的测试结果。
Figure 5.21 The result of testing MODEL-A on a SAR scene in Paris with the size of 6144!7680.
(a) The HH channel SAR image where the bottom left red rectangle is the training patch.
(b) The result of testing with the trained MODEL-A.
图5.20的第二行和第三行展示了将 MODEL-A应用到不同 SAR卫星数据中






















图 5.22 MODEL-P在 Sentinel-1 SAR图像上测试和微调的结果
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从极化散射矩阵出发设计极化散射编码的神经网络学习 (Liu 等, 2019)，或利用
极化散射矩阵中的极化特征代替像素值作为深度神经网络的输入进行学习，例
如对每个目标像素点选取极化相干矩阵中元素的实部虚部进行运算和组合，形
成不同的多维输入向量 (Zhou等, 2016b; Chen和 Tao, 2018; Zhang等, 2016)；或
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对单通道的 SAR 图像中位于点 l = (x0, y0) 的目标，和以此为中心的小
邻域 S(l)，令距离向和方位向上分别以中心频率为 fri , fa j 划分 R 个频带，即






R!R , . . . (6.1)
其中





S>>( fi j) S>o( fi j)
So>( fi j) Soo( fi j)
'(((()R!R
. . . (6.3)





S>>( fi j) + Soo( fi j) S>>( fi j) # Soo( fi j) 2S>o( fi j)
+T







S>>( fi j) + Soo( fi j) S>>( fi j) # Soo( fi j)
+T
, . . . (6.5)
,ki j =
*
Sss( fi j) 2Ssu( fi j)
+T
. . . . (6.6)
118
第 6章 散射特性约束下的 SAR图像分类框架
由此可以得到时频极化相干矩阵 Th6，定义为 [hi j ]R!R，其中
hi j =
,
,ki j · ,k†i j
-
. . . . (6.7)
本节采用Cloude 和 Pottier (1997) 提出的 H/!/A 极化分解方法对时频极化
相干矩阵进行矩阵分解，提取出三个典型的时频极化特征，分别是时频极化熵
Hh6 = [Hi j ]R!R、时频平均极化角 !h6 = [!i j ]R!R、以及时频极化总功率 Spanh6 =
[Spani j ]R!R。时频极化总功率反映了所有极化通道二维子带散射功率之和的变化，
例如在全极化 SAR的情况下
Spani j = |S>>( fi j)|2 + |S>o( fi j)|2 + |So>( fi j)|2 + |Soo( fi j)|2. . . . (6.8)






















, . . . (6.9)
其中全极化情况下 n = 3，双极化情况下 n = 2. 这样一来得到时频极化熵矩阵
[Hi j ]R!R
Hi j = #
n!
m=1
P(m)i j HQ; P
(m)
i j . . . (6.10)






i j (1)|) . . . (6.11)
为了获得统一的输入，利于 HDEC-TFA方法进行大规模的无监督学习，这
里规定单极化 SAR的输入模式为 [Spanh6, Spanh6, Spanh6]3!R!R，极化 SAR的


















Figure 6.3 The polarimetric sub-band scattering patterns for di"erent polarimetric SAR data.
比于词袋模型（Bag of Words, BoW）用一组无序的单词 (words) 来表达一段文
字，在这里将这种用一组散射主题的组合来表达 SAR图像切片属性的做法，称
为 BoST模型（Bag of Scattering Topics）。





后来在图像领域也有相关的应用 (Rasiwasia和 Vasconcelos, 2013; Bahmanyar 等,
2015).
记大型 SAR场景图像为 X，对应的散射特性结果图记为 L(X)，其中共包括
Ns 种散射类别。根据 LDA模型在图像领域的应用，本节针对散射特性定义以下
几个概念：
• 散射词向量 在散射特性结果图 L(X) 中随机选择一个 8!8 的小区
域 Li，将 Li 的归一化直方图系数定义为散射词向量，即 ,wi = hist(Li) =
[h1, h2, ..., hNs ].
• 散射词典和散射词原子 在散射特性结果图 L(X) 中随机生成足够数
量的散射词向量，利用 k-means 算法 (Hartigan 和 Wong, 1979) 进行聚类，得到
Nv 个聚类中心的集合作为散射词典，即 V = {,u1, ..., ,uNv }，词典中的元素 ,ui 称为
散射词原子。散射词原子即对应经典 LDA算法中的“词”。
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• 散射文档 根据待分类切片的大小，选取对应大小的散射特性结果图
记为 L(x). 以步幅为 4 在 L(x) 中依次选取大小为 8!8 的区域提取散射词向量
,wd，并利用学习的 k-means模型找到其对应的散射词原子 ,ud，最后统计 L(x)中
每个散射词原子出现的频率 rd，表示为散射文档，即 d(x) = [r1, r2, ..., rNv ]，对应
经典 LDA算法中的“文档”。
• 散射文档库 根据待分类切片的大小，在 L(X)中随机选取数量为 Nd
个大小统一的散射结果图 L(xi)并计算散射文档 d(xi)，组成散射文档的集合，即




按照 LDA模型的假设，从一个 K维的狄利克雷分布 Dir(!)中抽样生成文档 d的
主题分布 (d，其中 K 是设置的主题个数；从主题的多项式分布 Multinomial((d)
中抽样生成文档中第 n个词的主题 zdn；由于词的先验分布服从 Nv 维的狄利克
雷分布 Dir(')，因此从 Dir(')中可以抽样生成主题 zdn对应的词分布 &dn，最终
从词的多项式分布 Multinomial(&dn)中抽样生成文档 d 中的第 n个词 udn.
根据上述过程写出概率形式的表达。文档的主题分布 (，主题 z和文档 d的
联合分布用概率形式可以写为
p((, z, d |!, ') = p(( |!)
Nv<
n=1
p(zn |()p(un |zn, ') . . . (6.12)
给定参数 !和 '的条件下，考虑 (和 z所有的可能性，可以得到文档的边缘分布








p(zn |()p(un |zn, ')
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p(zdn |(d)p(udn |zdn, ')
?





" = G(L(x)) = {+1, +2, ..., +K }, . . . (6.15)
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在视觉层面上，对 SAR图像切片 x，迁移第三章提出的 ResNet-18幅度图像
预训练模型得到空间视觉特征 & = FBK;(x)，因为预训练模型 FBK;具有较深的网
络层数，迁移的高层特征已经具有较抽象的表达。通过一个线性变换将图像空间
特征表示映射到主题空间中，记为 f (&). 定义下面的软约束目标函数
So f tLoss(+, &) =
!
k!Kvis
+k · f (&) #
!
k"Kvis












1 + e# f ("k )
+ (1 # +k) HQ;
e# f ("k )
1 + e# f ("k )
A
· #k
. . . (6.17)
这里的 #k 设置为激活项，选择 SAR 切片的散射属性中 +k > 0.9 的主题，并以




入训练。学习过程中，空间特征提取网络 FBK; 和线性映射 f 中的参数随着梯度
下降进行更新。
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(1) ClsNet：在前述的网络结构基础上设计一个全连接层 g 作为到语义类别
的映射，设计散射主题约束下的分类损失函数 Lcls，定义为网络输出与类别间的
交叉熵损失函数和软约束目标函数的加权求和形式：
Lcls = L*1(g[ f (&)], y) + ' · So f tLoss(+, &), . . . (6.18)







FBK;和 f 的支路，共享上述网络的参数，同时输入两个不同 SAR图像切片和对
应的散射分类结果图。一方面用对比损失函数评判两个样本之间特征 & 的相似
度，另一方面依旧将 So f tLoss(+, &)作为软约束加入到训练过程中。将损失函数
记为
Lsia = y · |d(&1, &2)|2+(1# y) ·Kt[0,m # d(&1, &2)]+ ' ·So f tLoss(+, &) . . . (6.19)
其中 d表示两个特征之间的欧氏距离，m为设置的边界，即不同类别的两个样本
特征至少存在的欧氏距离，规定当输入的两个训练样本是同一类别时 y = 1，反











CosDist(&1, &2) = 1 #
&1 · &2
| |&1 | |2 | |&2 | |2

























Figure 6.4 The scattering pattern classification results for di"erent polarimetric SAR data.
实验主要目的是对巴黎地区的城市地物进行精细化的语义分类，在这里将
切片大小定为 64!64，图6.5中一共标记了 13类地物类别共形成 233个切片，类
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Figure 6.5 The description of training and test data.
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表 6.1 Top-1和 Top-2测试准确率
Table 6.1 The Top-1 and Top-2 test accuracies.
监督方法 CosDist SiaNet SVM
未加入散射特性 (Top-1) 0.4199 0.4501 0.4254
加入散射特性 (Top-1) 0.5635 0.5304 0.5912
未加入散射特性 (Top-2) 0.6519 0.6200 0.6022














冰局（Canadian Ice Service, CIS）提供的冰况图进行标注，具体标记的海冰类别
和数量如表6.2所示，一共包括七个类别。其中区分较困难的三类，初期冰大约










Figure 6.7 The selected area of Greenland for experiments.
表 6.2哨兵一号海冰分类数据详情
















数目 506 141 230 101 302 204 316
训练集 (10%) 50 14 23 10 30 20 31
测试集 (90%) 456 127 207 91 272 184 285
训练集 (5%) 25 7 12 5 15 10 15
测试集 (95%) 481 134 218 96 287 194 301
得到的散射特性结果图。因此这里直接将 Sentinel-1的双极化 SAR数据的 H/!-
Wishart 分类 (Cloude 和 Pottier, 1997) 的结果作为散射信息的来源，根据Cloude
















图 6.8 H/!-Wishart(Cloude和 Pottier, 1997)分类结果



















Table 6.3 The result of sea-ice classification for Sentinel-1 SAR images.
方法 Scat-ClsNet CNN CAE-SVM CAE-kNN Gabor-SVM Gabor-kNN
10% Training 82.43% 80.97% 81.02% 80.13% 62.39% 64.24%
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