A hardware and software architecture suitable for a safety-critical steer-by-wire systems is presented. The architecture supports three major failure modes and features several safety protocols and mechanisms. Failures due to component failures, software errors, and human errors are handled by the architecture and safety protocols. A test implementation using replicated communication channels, controllers, sensors, and actuators has been performed. The test implementation uses the CAN protocol, Motorola S12 microcontrollers, and Microchip MCP250XX components with a steering wheel and road wheel simulator. The focus of the paper is on the application level, using system engineering principles which incorporate a holistic approach to achieve safety at various levels.
INTRODUCTION
The The increased use of microcontrollers in modern automotive systems has brought many benefits, such as merging chassis control systems to achieve active safety with passive-safety systems. For instance, the airbag controller can be combined with sensor inputs to enable new functions, such as activating passive safety features (i.e. tightening seatbelt retainers) when chassis control electronics detect an "out of control" condition. Stability control can be linked to steering or perform automatic control of oversteering. Unfortunately, it has also brought the potential for catastrophic failures [1] . Thus, the application of microcontrollers requires extreme care in order to produce a dependable system. Dependability involves reliability, safety, availability, and security but in this paper we are only concerned with safety and to a lesser extent reliability. Safety becomes important when applications include systems where the consequences of failure are serious and may involve grave danger to human life and property.
The area of system safety is wellestablished, and procedures exist to identify and analyze electromechanical hazards along with techniques to eliminate or limit hazards in a final product. Unfortunately, much more is known about how to engineer safe mechanical systems than safe computing systems, particularly when software is a major component of the engineered system. With the increased used of software in safety-critical components of complex systems, government agencies and other institutions are increasingly including requirements for software hazard analysis and verification of software safety (e.g., MISRA, MIL-STD-882B, IEC 61508, DO-178B). More effective modeling and analysis tools are needed to help automotive engineers perform safety analyses of systems involving electronic and information technology components.
Thus the objective of this paper is to address the design and implementation of a highly dependable software architecture for a simulated "steer-by-wire" system operating in a network environment (CAN). In addition, two dependable controllers have been developed to exercise the architecture: a simulated one and an actual one using a COTS (commercially available over the shelf) microcontrollers.
Safety Analysis.
Whereas system reliability deals with the issue of ensuring that a system performs a required task or mission for a specified time, system safety is concerned with ensuring that an accident or mishap does not occur in the process [1] . Usually, there are some failures that only cause a benign interruption of the system services while other failures cause catastrophic interruptions. The former are called benign failures while the latter are called catastrophic failures. This situation is depicted in Fig. 1 Accidents or mishaps are unplanned and undesirable events or series of events that could result in injury, illness, death, or damage to or loss of property or equipment. A hazard is an undesirable condition that has the potential to cause or contribute to a mishap. The situation that results from the occurrence of a mishap is called a failure mode. Thus according to these definitions, a mishap occurs when the conditions of a hazard are fulfilled. Hazards and mishaps can be classified in various severity levels ranging from negligible to catastrophic.
More specifically, hazards can be categorized by the aggregate probability of the occurrence of the individual conditions that make up the hazard and by the seriousness of the effects of the resulting mishaps. Together these constitute risk. More specifically, risk = h s h p Where: h s is the hazard severity and h p is the hazard probability.
Because of the severity and probabilistic aspects of risk, there are two major views of safety: probabilistic, and system [1] . The probabilistic view is a more theoretical view that uses mathematical models (e.g., Markov Chains) to analyze safety and reliability issues. The system view is more practical and holistic. It includes all non-probabilistic issues, and is used for design and implementation rather than analysis. In this paper we are primarily concerned with system level safety. The first step in a safety analysis process is to identify the system hazards and assess their severity and probability (i.e., risk). The vast majority of available safety tools and methods support severity analysis [2, 3] .
The overall goal when designing a safetycritical system is to eliminate hazards from the design, or (if that is not feasible) to minimize risk by modifying the design so that there is a very low probability of the hazard occurring. To demonstrate that a system is safe, it is first necessary to ensure that given that the specifications are correctly implemented and no failures occur, the operation of the system will not result in an accident or mishap. Second, the risk of faults or failures leading to a mishap must be eliminated or minimized by using fault-tolerant or fail-safe procedures. If it is not possible to completely eliminate hazards, then the exposure time (length of time of occurrence) of the hazard must be minimized in order to reduce risk.
One concern in this paper is handling hazards that result from component failures. Another concern involves identifying and eliminating hazards which may inherently exist in a system as a result of other failures, such as those due to design errors or unforeseen events. The following is a list of control failures that needs to be considered in any system safety analysis:
• A required event that does not occur.
• Several automotive associations and institutions (e.g., MISRA) and standards (e.g., DO-178B) are concerned with guidelines, requirements, techniques, and processes to deal with hazards and safety issues. A key aspect of these guidelines is that the hazards associated with a system must be both understood and taken into consideration from the beginning of its design cycle. The following have been identified as important [13] :
• Assess the risks associated with the behavior of a system; • Do this early enough in order to take design actions that can reduce those risks to an acceptable level; • Provide documentary evidence of the reasoning that lies behind the design decisions made.
A number of processes for safety analysis exist or have been suggested [7] that involve the following stages: preliminary safety analysis (PSA), preliminary hazard analysis (PHA), detailed safety analysis (DSA), and safety integrity levels (SIL).
A STEER-BY-WIRE SYSTEM
As depicted in Fig. 2 , a steer by wire system is composed of three main blocks: the hand (i.e., steering) wheel, the steer-by-wire controller, and the road wheels. The driver operates the hand hand wheel to turn the vehicle and sends the steering angle signal to the controller. The controller will perform some control functions associated with the vehicle's steering function and output an actuator angle for the road wheels that in turn will turn the wheels through an actuator. The feedback signals (actuator feedback and wheel feedback) involve some kind of force or torque sensors and are necessary so that the driver get the feeling of turning a traditional steering wheel and feel the effect of turning the wheels on a certain type of road. Although the system of Fig. 2 could operate in a networked or non-networked environment, we are interested in the former.
Safety-critical requirements
As noted, we are interested in a distributed steerby-wire architecture involving the following components: ECU's, communication lines (e.g., CAN buses), and appropriate sensors and actuators. Thus the system requirements apply to the entire distributed architecture (i.e., hand wheel, road wheel, controller, ECU's, buses, software, sensors and actuators).
The overall safety-critical requirements for a given system belong to the following categories:
• Failure mode requirements • Safety goal requirements • Domain requirements • Development environment requirements Failure mode requirements involve minimizing the probability of occurrence of a set of identified set of failure modes (see below). Safety goal requirements involve the use of specific procedures or protocols to ensure the safety goals stated above in terms of recoverability, fault tolerance, and failsafety. Regarding recoverability, we require that the control of the process is not lost and is returned to normal execution in real time. For our steer-by-wire system a target recoverability real-time value is 50 ms. The fault tolerant requirement is that the system does not have a single point of failure (i.e., the system must tolerate any single fault). An additional desirable requirement is that the system can tolerate some double faults. The fail-safe requirement states that no matter what combination of failures occur in any of the components, they do not lead to an unsafe state. Value domain requirements involve the verification of the expected value range of certain physical variables of interest (e.g., required steering angle, actuator angle, actual road wheel angle). Time domain requirements involve hearbeat messages issued by the controller every 20 ms and a maximum message latency (for any message) of 20 ms. The development environment requirements are special in that they are optional, and are only needed at the developmental stage if a high degree of flexibility and modularity is needed, mostly for testing, verification, and validation purposes. For our case we require a fault generator for both, a simulation and actual environments and a generic development environment that supports several communication channels, replicated components, and flexible software development.
Failure modes
From a safety standpoint one can identify a number of hazardous states (failure modes) and focus the analysis on each of these states separately from one another. This is so because the concern is on safety rather than correctness. That is, a system is safe if it is free from mishaps even if it does not accomplish its mission or functional objectives.
Based on the drive-by-wire system, we can distinguish the following three failure modes: 1. The road-wheels do not respond to a command from the hand-wheel. (rw-cmd) 2. The road-wheels turn by themselves without any command from the driver. (rw-au) 3. There is no road feedback to the driver. (dr-fb)
There are many underlying reasons that would cause the above failure modes. For example, for a basic system with no replicated components, failure mode rw-cmd occurs when there is loss of communication, a failure in the controller, a failure in the hardware sensor, a failure in the road wheel actuator or some other failure. Likewise, failure mode rw-au occurs when there is a software error, a sensor or actuator failure in such a way that would cause the autonomous (i.e., by itself) turning of the road-wheel. Failure mode dr-fb occurs when there is a failure in any component in the feedback path from road wheel to hand wheel. Accordingly, we are interested in appropriate hardware and software architectures that, together with recoverability, fault tolerance, or fail-safe mechanisms minimize the hazard severity of a steer-by-wire when the above failure modes occur.
A SAFETY-CRITICAL HARDWARE ARCHITECTURE
The purpose of this section is to discuss architectures that will minimize the hazard severity of a steer-by-wire system upon the occurrence of any of the three failure modes discussed previously. The architectures will be complemented with recoverability, fault tolerant, or fail-safe mechanisms.
Two possible distributed architectures are depicted in Figs. 3(a) and 3(b) . The main feature shared by both architectures is the use of a number (two or higher) of replicated components for sensors, controllers, CAN buses, and actuators. It can be seen that in the architecture of Fig. 3(a) not all of the components are connected to the communication system (either of the two CAN buses). This is so because it is possible to connect sensor and actuators directly to the I/O port of a microcontroller. Because of the availability of
to the replicated CAN bus as depicted in the architecture of Fig. 3(b) . The architecture used for our simulation and implementation studies is that of Fig. 3(b) . Table 1 summarizes the various devices of the distributed hardware architecture. Table 1 . Device summary of the distributed hardware architecture Fig. 3 . CAN network where message priorities are defined by nodes.
Device Description
As noted, both architectures includes duplicated sensors and actuators at the hand wheel and road wheel, duplicated controllers (ECU1 and ECU2), duplicated microcontrollers (MC3 and MC4) for sensors and actuators, and duplicated CAN buses (CAN1 and CAN2). This massive replication helps meet the fault tolerant requirement because the system does not have a single point of failure. Software plays a fundamental role to implement schemes to deal with other recoverability, fault tolerant, and fail-safe requirements. In addition to the application functionality to be implemented by software, communication and physical interfacing are important considerations. Thus there are several possibilities for appropriate safety-critical hardware architectures. Options include networked or direct I/O, microcontroller-based or special CAN interfaces for sensors and actuators, and degree of replicated components.
To meet real-time requirements, the controller software is designed on top of a real-time basic software executive as shown in Fig. 4 . This arrangement will work provided that each software module finishes execution before the next software module and CAN message latency is bounded by the basic cycle period (depending on the message scheduling for the system in question). For our case, the basic cycle period is dictated by the heart beat message, and it is 20 ms. Because of the key role of software for meeting the requirements a safety-critical architecture, we put all the software (a) (b) Fig. 3 . Hardware architectures for a dependable, steer-by-wire system. safety mechanisms in specific software modules called safeware, as depicted in Fig. 5 . The architecture distinguishes between safeware modules for input/output, application, and communication (intra-and inter-node) functions. It is important to point out that safeware deals explicitly with safety rather than functional issues. This fact will help understand the generic safeware software architecture of Fig. 6 and will be explained below.
Description of the steer-by-wire hardware architecture As shown in Fig. 3 , the hardware architecture is made up of a hand-wheel unit, a road wheel unit, the steer-by-wire controller, and the redundant CAN communication lines (CAN1 and CAN2). Let us consider the architecture of Fig. 3(b) where primary and secondary (i.e., backup or redundant) sensors, actuators, and controllers are directly connected to the dual-bus system.
We assume that ECU's have at least two built-in CAN controllers, and so each CAN bus controller can be treated as a single "line replaceable unit" (LRU), (i.e., a failure of the CAN bus controller is independent of the failure of other CAN bus controllers). However, the failure of a CAN bus controller is correlated to the failure of the ECU (e.g., an ECU failure will cause the failure of all CAN controllers supported by that particular ECU). We further assume that there are redundant sensors and actuators at the road-wheel unit but unlike those at the hand wheel, they are connected to the CAN bus via a microcontroller 1 . Thus it is implied that there are two redundant microcontrollers at the road wheel unit handling the sensing and actuating functions. The primary assumption in any redundant configuration is that when the operational (i.e., 1 Actually the choice of using a microcontroller or direct sensor/actuator interface to a CAN bus depend on the goals of a project. For experimental and evaluation types of projects, the use of a microcontroller might be advantageous, whereas for actual use in a vehicle (i.e., target implementation) the low cost direct interface is preferred. primary) component of a redundant configuration fails, another component (i.e., secondary or redundant) will take over the function of the failed component. It is important to realize that the designation of primary or secondary is dynamic rather than fixed or static. A component may change from primary to secondary and back to primary according to the details of an error detection and recovery mechanism. Assuming that at any given instant the primary components are ECU2, CAN2, S1-a, S2-a, A1-a, and A2-a, the system operates as follows: when a driver command is sent from the steering wheel, the primary sensor in the hand wheel (S1-a) will send the corresponding signal to ECU2 on both CAN channels. The components actually keep track of which CAN bus is the primary one according to an error detection and recovery mechanism [12] not detailed here. Only ECU2 will perform its functions (calculations) and output its messages on both CAN buses. Meanwhile ECU1 will monitor ECU2 to detect failures and will take over (switched to primary) accordingly. The primary road wheel actuator (A2-a) will read from the primary (CAN2) bus to generate signals for the road-wheel motor. Likewise, the primary road-wheel sensor (S2-a) will send actuator feedback information to ECU2 using both CAN buses. Finally, ECU2 will forward the information to the primary actuator (A1-a) at the hand-wheel on both CAN buses.
A Safety-Critical Software architecture
The hardware architectures of Fig. 3 , together with the controller software organization of Fig. 4 , already determine some major features of the safety-critical software architecture. There are some additional desirable features for the software architecture such as: well-defined interfaces, independent of actual applications, independent of the degree of safety offered (e.g., number of redundant components and error recovery methods), independent of communication protocols, and independent of microcontroller type. Thus, the software architecture must be generic and hierarchical so that at each level of the hierarchy, additional details can be added to result in a specific software architecture.
The following are the main functions to be implemented by software components [9] Thus, the specification and description of the software architecture must be hierarchical, starting with generic requirements and progressing to more detailed and specific safety-related protocols and mechanisms. Fig. 6 depicts the highest level software architecture that meets the requirements outlined above. This architecture has been adapted from a similar architecture to deal with availability issues of distributed embedded systems [11] . This software architecture can be used any time there is an independent and major piece of software that deals specifically with safety functions, for example ECU1, ECU2, MC3, or MC4 in Fig. 3 . The software architecture emphasizes the various safety functions listed above, such as error and failure detection, reconfiguration, and recovery strategies, both at the hardware and software level.
The model of Fig. 6 assumes a primary version (on the left side) together with a secondary (i.e., backup) version (on the right side) of a generic block labeled the Nth block. There are also two block components, a hardware (on the top) and a software (on the bottom). The notation in the model is compatible with the standard block diagram notation of systems engineering. It is also compatible with the Petri Net notation because it can be used to depict the more detailed behavior at other levels of the software hierarchy. Petri Nets have been extensively used for probabilistic safety analysis [6, 9, 10, 11] . The function of the N-SRec component is to reconfigure the software of the Nth block after failure detection. Likewise, the function of the N-HRec component is to reconfigure the hardware of the Nth block. N-Strat is a global recovery strategy that takes into account detailed hardware and software status to determine future system actions through software. N-Stop is a system shutdown action taken when there is a fault that can no longer be tolerated (covered). A summary of the functions of the various block components is given in Table 2 . Global recovery strategy Table 2 . A summary of the various block components.
Safety protocols and mechanisms
The model in Fig. 6 provides an appropriate framework for defining several safety protocols and mechanisms, particularly those dealing with reconfiguration after failure detection. In particular, a flexible error detection and reconfiguration protocol has been developed and implemented as part of the proposed architecture [12] . The reconfiguration protocol supports any number of replicated hardware and software components that together select a primary component. The remaining components act as secondary, tertiary, components, depending on their number. With the exception of communication buses, the set of redundant components behaves just like one primary component. The main advantage of the protocol is that software complexity is reduced by dealing with just one primary component rather than explicitly dealing with the primary and all redundant components in an explicit fashion. 
Implementation and evaluation
The hardware and software architectures have been implemented in two environments, a simulated one and an actual one using the CAN protocol as the implementation network. The simulated environment was built using CANoe. We are currently implementing an actual system using Motorola S12 microcontrollers as ECU's and Microchip MCP25020 and MCP25050 analog nodes with CAN interface for all sensors and actuators. To have more flexibility with the initial implementation, we have developed a steering wheel and road wheel simulator, also using CANoe. We are currently porting the actual hardware and software implementation to an actual golf cart vehicle for final experimentation and demonstration. We have tested and verified all components of the software architecture shown in Fig. 6 in the CANoe simulator of the entire system according to the safety-critical requirements stated above. In particular the N-Hprop, N-Hrec, N-Strat, N-Srec and N-Sprop functionality was thoroughly tested, as they are part of the error detection and recovery protocol [12] . As to the failure mode requirements, we tested to see if the system minimizes the occurrence and severity of the failure modes by fault injection (e.g., a fault in a hand wheel sensor for testing failure mode rw-cmd). We tested the recoverability safety goal by ensuring that the system returned to stable operation after the occurrence of faults. The fault tolerance safety goal was tested by making sure there was not a single point of failure and that the system tolerated some double and triple faults (e.g., failure of one ECU and one CAN bus simultaneously). As to some fail-safe features, we tested a mechanism where the road wheels return to the straight position (at a slow rate) whenever there is no command from the hand wheel or when a failure is detected in the hand wheel sensor. The time domain requirement was tested by ensuring a steady pattern of heartbeat messages and verifying message latencies for all messages. Value domain requirements were tested by verifying that the actuator angles were within valid ranges. The distributed embedded systems laboratory at Kettering University with 6 seats of CANoe and the IAR development systems proved to be an appropriate development environment for this project. We plan to use similar system engineering techniques to perform a thorough testing, verification, and validation of the actual system involving the golf cart vehicle when it is completed.
Discussion
This paper's main contribution is to analyze, design, simulate and implement a safety-critical steer-bywire by focusing on the application level and using system engineering principles rather than focusing on the detailed safety-critical mechanisms provided by a communication protocol [14] . Another contribution is the holistic approach to dependability where safety is achieved at various levels: hardware and software architecture, protocol, timetriggered events (heartbeat), embedded system hardware, redundancy, error detection and fault recovery protocols, and systems engineering. The CAN protocol has some dependable features, but these are not considered sufficient for safety-critical applications unless they are supplemented by higher layer mechanisms.
SUMMARY AND CONCLUSIONS
There are several possibilities for hardware and software architectures depending upon the level of redundancy and interconnection to the communication system, and degree of error detection and fault recovery offered by the system. This paper has presented two specific architectures, and one was chosen for analysis, design, simulation, and implementation purposes. The entire system was simulated in CANoe and tested according to the requirements. The results were encouraging. The system is currently being implemented on an actual golf cart vehicle. The focus of the paper has been on the application level using system engineering principles where a holistic approach was used to achieve safety at various levels.
