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013.06.00Abstract Feature extraction and matching is at the base of many computer vision problems, such
as object recognition or structure from motion. Current methods for assessing the performance of
popular image matching algorithms are presented and rely on costly descriptors for detection and
matching. Speciﬁcally, the method assesses the type of images under which each of the algorithms
reviewed herein perform to its maximum or highest efﬁciency. The efﬁciency is measured in terms of
the number of matches founds by the algorithm and the number of type I and type II errors encoun-
tered when the algorithm is tested against a speciﬁc pair of images. Current comparative studies
asses the performance of the algorithms based on the results obtained in different criteria such as
speed, sensitivity, occlusion, and others. This study addresses the limitations of the existing compar-
ative tools and delivers a generalized criterion to determine beforehand the level of efﬁciency
expected from a matching algorithm given the type of images evaluated. The algorithms and the
respective images used within this work are divided into two groups: feature-based and texture-
based. And from this broad classiﬁcation only three of the most widely used algorithms are
assessed: color histogram, FAST (Features from Accelerated Segment Test), SIFT (Scale Invariant
Feature Transform), PCA-SIFT (Principal Component Analysis-SIFT), F-SIFT (fast-SIFT) and
SURF (speeded up robust features). The performance of the Fast-SIFT (F-SIFT) feature detection
methods are compared for scale changes, rotation, blur, illumination changes and afﬁne transfor-
mations. All the experiments use repeatability measurement and the number of correct matches
for the evaluation measurements. SIFT presents its stability in most situations although its slow.
F-SIFT is the fastest one with good performance as the same as SURF, SIFT, PCA-SIFT show
its advantages in rotation and illumination changes.
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176 M.M. El-gayar et al.1. Introduction
Feature detection and image matching represent two impor-
tant tasks in computer vision, computer graphics, photogram-
metric and all images’ applications. Their application
continues to grow in a variety of ﬁelds day by day. From sim-
ple photogrammetric tasks such as feature recognition, to the
development of sophisticated 3D modeling software and
image’s search engine, there are several applications where im-
age matching algorithms play an important role. Moreover,
this has been a very active area of research in the recent dec-
ades and as indicated by the tremendous amount of work
and documentation published around this. More than a decade
ago, the applications associated with 2D and 3D models and
object reconstruction were mainly for the purpose of visual
inspection and robotics. Today, these applications now include
the use of 2D and 3D models in computer graphics, virtual
reality, communication and others. But achieving highly reli-
able matching results from a pair of images is the task that
some of the most popular matching methods are trying to
accomplish. But none have been universally accepted.
It seems that the selection the adequate method to complete
a matching task signiﬁcantly depends on the type of image to
be matched and in the variations within an image and its
matching pair in one or many of the following parameters:
(a) Scale: At least two elements of the set of images views have
different scales. (b) Occlusion: Is the concept that two objects
that are spatially separated in the 3D world might interfere
with each other in the projected 2D image plane. (c) Orienta-
tion: The images views are rotated with respect to each other.
(d) Afﬁne Transformation: Whether is a planar, textured or
edgy object. (e) Blurring: is the apparent streaking of rapidly
moving objects in a still image or a sequence of images. (f) Illu-
mination: Changes in illumination also represent a typical
problem for accurate feature matching [1,2,3].
Comparative studies have been published and available
assessing the performance of the image matching algorithms
methods without other aspects like (time, cost and power con-
sumption) but this study overcomes some of the limitations of
the current comparative studies by incorporating the analysis
of the algorithms using different scenes to determine under
which circumstances they will provide optimum results. In
[4], they showed how to compute the repeatability measure-
ment of afﬁne region detectors also in [5] the image was char-
acterized by a set of scale invariant points for indexing.
2. Related work
During the process of searching for documentation on 2D
modeling, a lot of work was found that addresses the early fea-
ture detection and the posterior image matching. Most of the
early implementations developed seemed to work well under
certain limited image condition. The real challenge for those
authors was to achieve true invariant feature detection under
any image such (a) Consistency, detected positions should be
insensitive to the noise, scale, orientation, cluttered, illumina-
tion. (b) Accuracy, should be detected as close as possible to
the correct positions and features; (c) Speed, should be faster
enough.
Some researches focused on the application of algorithms
such as automatic image mosaic technique based on SIFT[6,7], stitching application of SIFT [8–11] and Trafﬁc sign rec-
ognition based on SIFT [10]. Ke and Sukthankar [12] gave
some comparisons of SIFT and PCA-SIFT. PCA is well-suited
to represent keypoint patches but observed to be sensitive to
the registration error. In [13], the author used Fast-Hessian
detector which is faster and better than Hessian detector. Sec-
tion 3 will show more details of the three methods and their
differences.
The ﬁrst attempt towards digital image recognition was the
color-based algorithm (color histogram or color distributive
features). This practice although effective had many limita-
tions. Color histogram was successful and faster in detecting
color distribution features in any given images meeting basic
requirements. But it was unsuccessful in matching large set
of images and no satisﬁes the following criteria (Consistency,
Accuracy) [14].
The second attempts towards digital image recognition
were limited to the identiﬁcation of corners and edges. The
beginnings of feature detection can be tracked with the work
of Harris and Stephen and the later called Harris Corner
Detector. Harris was successful in detecting robust features
in any given image. But since it was only detecting corners,
his work suffered from a lack of connectivity of feature-points
which represented a major limitation for obtaining major level
descriptors such as surfaces and objects. Almost a decade after
the Harris Detector was published; a new corner detector algo-
rithm called FAST (Features from Accelerated Segment Test)
was presented.
The third attempt towards digital image recognition was
limited to achieve reliable image matching from textured im-
age with cluttered backgrounds. Before this, it is important
to know that feature-based algorithms have been widely
used as feature point detectors because colors, corners and
edges correspond to image colors and locations respectively
with high information content, meaning this that they can
be matched between images. But the feature-based detectors
only perform accurately when the objects to be matched
have a same color or a distinguishable corner or edge. Fur-
thermore, the feature-based algorithms do not perform as
good as expected when images are subjected to variations
in color’s distribution, scale, illumination, rotation or afﬁne
transform.
To overcome these limitations, a new class of image match-
ing algorithm was developed simultaneously. These algorithms
are known as texture-based algorithms because of their capa-
bility to match features between different images despite of
the presence of textured backgrounds and lack of planar and
well-deﬁned edges. One of the ﬁrst attempts towards this novel
approach was undertaken by David Lowe.
Lowe [15] presented SIFT (Scale Invariant Feature Trans-
form) for extracting distinctive invariant features from images
that can be invariant to image scale and rotation [10,15,16].
Then it was widely used in image mosaic, recognition, retrieval
and etc. After Lowe, Ke and Sukthankar used PCA (Principal
Component Analysis-SIFT) to normalize gradient patch instead
of histograms [12]. They showed that PCA-based local descrip-
tors were also distinctive and robust to image deformations.
But the methods of extracting robust features were still very
slow. Bay et al. SURF (speeded up robust features) and used
integral images for image convolutions and Fast-Hessian
detector [13]. Their experiments turned out that it was faster
and it works well.
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3.1. Feature-based algorithm
3.1.1. Color histogram (color detector)
A color histogram is a representation of the distribution of col-
ors in an image. For digital images, a color histogram repre-
sents the number of pixels that have colors in each of a ﬁxed
list of color ranges that span the image’s color space, the set
of all possible colors. Color histograms are ﬂexible constructs
that can be built from images in various color spaces, whether
RGB, or any other color space of any dimension [14,17].
The main drawback of histograms for classiﬁcation is that
the representation is dependent of the color of the object being
studied, ignoring its shape and texture. Color histograms can
potentially be identical for two images with different object
content which happens to share color information. Conversely,
without spatial or shape information, similar objects of differ-
ent color may be indistinguishable based solely on color histo-
gram comparisons. There is no way to distinguish a red and
white cup from a red and white plate. Put another way, histo-
gram-based algorithms have no concept of a generic ‘cup’, and
a model of a red and white cup is no use when given an other-
wise identical blue and white cup.
3.1.2. FAST (corner detector)
FAST (Features from Accelerated Segment Test) algorithm
based on the SUSAN (Smallest Univalue Segment Assimilat-
ing Nucleus) corner criterion [18]. For feature detection, SUS-
AN places a circular mask over the pixel to be tested (the
nucleus). The region of the mask is M and a pixel in this mask
is represented by m and every pixel is compared to the nucleus
using the comparison function:
CðmÞ ¼ e ðIðmÞ  Iðm0ÞÞ
t
 6
ð1Þ
where t determines the radius, and the power of the exponent
has been determined empirically.
The area of the SUSAN is given by:
nðMÞ ¼
X
mM
CðMÞ ð2ÞFigure 1 Fast-With FAST, the detection of corners was prioritized over
edges as they claimed that corners are one of the most intuitive
types of features that show a strong two dimensional intensity
change, and are therefore well distinguished from the neighbor-
ing points. According to a comparative study of the existing
corner detectors based on the above criteria (Consistency,
Accuracy and speed) was found that most of these detectors
satisﬁed one of the criterions but failed in the others [18].
3.2. Texture-based algorithm
3.2.1. SIFT detector
SIFT (the Scale Invariant Feature Transform) consists of four
major stages: (a) scale-space detection, (b) keypoint localiza-
tion, (c) orientation assignment and (d) keypoint descriptor.
The ﬁrst stage used difference-of-Gaussian (DOG) function
to identify potential interest points [15], which were invariant
to scale and orientation. DOG was used instead of Gaussian
to improve the computation speed [15,16,19].
Dðx; y; rÞ ¼ ðGðx; y; krÞ  Gðx; y; rÞÞ  Iðx; yÞ
¼ Lðx; y; krÞ  Lðx; y; rÞ ð3Þ
where \ is the convolution operator, G(x, y, r) is a variable-
scale Gaussian, I(x, y) is the input image D(x, y, r) is Differ-
ence of Gaussians with scale k times. In the keypoint localiza-
tion step, they are rejected the low contrast points and
eliminated the edge response. Hessian matrix was used to com-
pute the principal curvatures and eliminate the keypoints that
have a ratio between the principal curvatures greater than the
ratio. An orientation histogram was formed from the gradient
orientations of sample points within a region around the key-
point in order to get an orientation assignment [15]. According
to experiments, the best results were achieved with a 4 · 4 ar-
ray of histograms with 8 orientation bins in each. So the
descriptor of SIFT that was used is 4 · 4 · 8 = 128 dimensions
[7,10].
3.2.2. PCA-SIFT detector
PCA-SIFT (Principal Component Analysis-SIFT) is a standard
technique and new algorithm emerged as an attempt to improve
SIFT, for dimensionality reduction and eliminate the computa-SIFT steps.
178 M.M. El-gayar et al.tional costs carried with Lowe’’s implementations. [12], which is
well-suited to represent the keypoint patches and enables us to
linearly-project high-dimensional samples into a low-dimen-
sional feature space. In other words, PCA-SIFT uses PCA in-
stead of smoothed weighted histograms to normalize gradient
patch [12]. The feature vector is signiﬁcantly smaller than the
standard SIFT feature vector, and it can be used with the same
matching algorithms. PCA-SIFT, like SIFT, also used Euclid-
ean distance to determine whether the two vectors correspond
to the same keypoint in different images. In PCA-SIFT, the in-
put vector is created by concatenation of the horizontal and ver-
tical gradient maps for the 41 · 41 patch centered to the
keypoint, which has 2 · 39 · 39 = 3042 elements [12].Figure 2 Sample images in test.
Table 1 Feature detection (descriptors) comparison on time on afﬁn
the time of ﬁnding all descriptors.
FAST F-SIFT
Total descriptors (im1, img2) 81 40 289 346
Total time (ms) 924 644 209 215According to PCA-SIFT, fewer components requires less
storage and will be resulting to a faster matching. The PCA-
SIFT achieved the ability to speed up the SIFT’’s matching
process by an order of magnitude, but it was proved to be less
distinctive than SIFT.
3.2.3. SURF detector
The Speed-Up Robust Feature detector (SURF) was con-
ceived to ensure high speed in three of the feature detection
steps: detection, description and matching. Unlike PCA-SIFT,
SURF speeded up the SIFT’’s detection process without scari-
fying the quality of the detected points.
SIFT and SURF algorithms employ slightly different ways
of detecting features. SIFT builds an image pyramids, ﬁltering
each layer with Gaussians of increasing sigma values and tak-
ing the difference. On the other hand, SURF creates a ‘‘stack’’
without 2:1 down sampling for higher levels in the pyramid
resulting in images of the same resolution [6].
In keypoint matching step, the nearest neighbor is deﬁned
as the keypoint with minimum Euclidean distance for the
invariant descriptor vector. Lowe used a more effective mea-
surement that obtained by comparing the distance of the clos-
est neighbor to that second-closest neighbor [15].
3.2.4. F-SIFT detector
F-SIFT (Fast-SIFT) consists of the same four major stages of
SIFT: (a) scale-space detection, (b) keypoint localization, (c)
orientation assignment and (d) keypoint descriptor and feature
vector quantized into visual words and the feature vector is sig-
niﬁcantly smaller than the standard SIFT feature vector. The
frequency of each visual word is then recorded in a histogram
for each tile of a spatial tiling as shown in Fig. 1. The ﬁnal fea-
ture vector for the image is a concatenation of these histograms.
4. Experiments and results
4.1. Evaluation measurement
The evaluation measurement is RANSAC (Random Sample
Consensus), which is used to reject inconsistent matches. The
inlier is a point that has a correct match at the input image.
Our goal is to obtain the inliers and reject outliers in the same
time [5]. As Eq. (4), the probability that the algorithm never
selects a set of m points which all are inliers is 1  p:e transformation problem. Using group A of Fig. 2, total time is
PCA-SIFT SIFT SURF
50 33 1600 1600 298 241
30.5 20 1132 1126 113 95
Table 2 Afﬁne transformation comparison on time. Using
group A of Fig. 1, data represents the total number of matches
for each method on the time.
FAST F-SIFT PCA-SIFT SIFT SURF
Total matches 81 111 50 175 298
Total time (ms) 99.4 38.4 30.5 52.8 59
Table 3 Feature detection (descriptors) comparison on time on Scale changes problem. Using group B of Fig. 2, total time is the time
of ﬁnding all descriptors.
FAST F-SIFT PCA-SIFT SIFT SURF
Total descriptors (im1, img2) 81 78 299 352 50 40 1560 1565 298 298
Total time (ms) 896 658 209 225 30.5 29 1163 1165 111 127
Table 4 Scale changes comparison on time. Using group B of
Fig. 1, data represents the total number of matches for each
method on the time.
FAST F-SIFT PCA-SIFT SIFT SURF
Total matches 81 99 20 136 298
Total time (ms) 141 17 15.5 543.4 6
Table 6 Rotation changes comparison on time. Using group
C of Fig. 1, data represents the total number of matches for
each method on the time.
FAST F-SIFT PCA-SIFT SIFT SURF
Total matches 79 237 200 662 298
Total time (ms) 155 15 17 572.4 20
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where m is the least number of points that needed for estimat-
ing a model, k is the number of samples required and w is the
probability that the RANSAC algorithm selects inliers from
the input data. The RANSAC repeatedly guess a set of mode
of correspondences that are drawn randomly from the input
set. We can think the inliers as the correct match numbers.
In the following experiments, matches mean inliers [19].
In this paper, the methods that were used are all based on
OPENCV and VL-feat. We use the standard image dataset,
which includes the general deformations, such as scale
changes, view changes, illumination changes and rotation. As
shown in Fig. 2. All the experiments work on LAPTOP proces-
sor 1.8 GHz and 1.0 GB RAM, with Windows 7 as an operat-
ing system. Time evaluation is a relative result, which only
shows the tendency of the methods’ time cost. There are fac-
tors that inﬂuenced on the results such as the size (512 * 512)
and quality of the image, image types (JPG) and the parame-
ters of the algorithm (threshold = 1.5).
4.2. Afﬁne transformation on processing time
The ﬁrst part of the experiment shows the performance of af-
ﬁne-transformation invariant. Table 1 shows that SURF is the
fastest one, SIFT is the slowest but it ﬁnds most descriptors
and F-SIFT faster than sift and ﬁnd more descriptor than
SURF. Table 2 shows that F-SIFT is the fastest one, SURF
is the slowest but it ﬁnds most matches.
4.3. Scale changes on processing time
The second experiment shows the performance of scale invari-
ant. Table 3 shows that SURF is the fastest one, SIFT is the
slowest but it ﬁnds most descriptors and F-SIFT faster than
sift and ﬁnd more descriptor than SURF. Table 4 shows that
SURF better than F-SIFT over matches and time.Table 5 Feature detection (descriptors) comparison on time on rota
time of ﬁnding all descriptors.
FAST F-SIFT
Total descriptors (im1, img2) 81 79 299 310
Total time (ms) 531 516 203 2044.4. Rotation changes on processing time
The third experiment shows the manipulated of rotation on the
methods. As shown in group C of Fig. 1, the image rotates 180
degrees. Table 5 shows that SURF is the fastest one, SIFT is
the slowest but it ﬁnds most descriptors and F-SIFT faster
than sift and ﬁnd more descriptor than SURF like experiments
above. Table 6 shows that F-SIFT better than SURF over time
and matches are almost equal.
4.5. Blurring changes on processing time
This fourth experiment uses Gaussian blur like the images in
group D of Fig. 2. The radius of the blur changes to 1.5. Ta-
ble 7 shows that SURF is the fastest one, SIFT is the slowest
but it ﬁnds most descriptors and F-SIFT faster than sift and
ﬁnd more descriptor than SURF like experiments above. Ta-
ble 8 shows that PCA-SIFT the fastest and F-SIFT better than
SURF over time and matches are almost equal.
4.6. Illumination changes on processing time
This ﬁfth experiment shows the illumination effects of the meth-
ods. As shown in group G of Fig. 2, from data 1 to data 6, the
brightness of the image gets lower and lower. Table 9 shows that
SURF is the fastest one, SIFT is the slowest but it ﬁnds most
descriptors and F-SIFT faster than sift and ﬁndmore descriptor
than SURF like experiments above. Table 10 shows that SURF
the fastest and SURF better than F-SIFT over time and
matches. Table 10 shows the repeatability of illumination
changes. SURF has the largest repeatability, F-SIFT shows as
good performance as SURF, which coincides with [12,13].
4.7. Discussion
Table 11 and Fig. 3 show the results of all experiments. It also
shows that there is no best method for all deformation. Hence,tion changes problem. Using group C of Fig. 2, total time is the
PCA-SIFT SIFT SURF
50 39 1552 1552 298 294
30.5 29.3 1125 1127 110 109
Table 7 Feature detection (descriptors) comparison on time on blurring changes problem. Using group D of Fig. 2, total time is the
time of ﬁnding all descriptors.
FAST F-SIFT PCA-SIFT SIFT SURF
Total descriptors (im1, img2) 81 6 299 350 50 32 1500 1250 298 203
Total time (ms) 516 518 203 220 30.5 27.5 1127 1125 111 97
Table 8 Blurring changes comparison on time. Using group
D of Fig. 1, data represents the total number of matches for
each method on the time.
FAST F-SIFT PCA-SIFT SIFT SURF
Total matches 6 227 80 688 296
Total time (ms) 75 21 12.5 584 40
Table 10 Illumination changes comparison on time. Using
group E of Fig. 1, data represents the total number of matches
for each method on the time.
FAST F-SIFT PCA-SIFT SIFT SURF
Total matches 25 197 20 683 198
Total time (ms) 71 18 15.5 539 4
180 M.M. El-gayar et al.when choosing a feature detection method, make sure which
most concerned performance is. The result of this experiment
is not constant for all cases. Changes of an algorithm can get
a new result, ﬁnd the nearest neighbor instead of KNN or
use an improved RANSAC.
Let’s discuss the performance of each algorithm for a given
type of images. The results of this are presented in Fig. 3:
(a) SIFT detected the most feature points on image. This
was expected because of the large amount of texture
of this image (visually appreciated). On the other hand,
SIFT had the lowest detection with image 5 corre-
sponding to the ﬁrst view of the Haddock Boat. This
also conﬁrm the hypothesis of SIFT performing at
the highest levels when tested on textured images. This
can be also checked by looking at the results for the
other images.
(b) SURF is also a textured based matching algorithm but it
seemed to get confused in textured images with illumina-
tion changes. Because of this, it did not have its best per-
formance with this pair. The image with most features
detected by SURF was the corresponding second one
for SIFT because of less feature detection occurred. This
proves that SIFTS and SURF being texture-based algo-
rithms, do not perform well when tested on planar
images.
(c) F-SIFT, conversely to SIFT and SURF, detected more
features in the pair comprised by the Haddock boat.
Although in general the amount of features detected
by F-SIFT are signiﬁcantly less than SIFT or SURF,
it is appreciated that the best performance of this type
of algorithms (feature-based) will be enhanced if the
appropriate set of image is selected. This is an unex-
pected result from F-SIFT due to the large number ofTable 9 Feature detection (descriptors) comparison on time on illu
the time of ﬁnding all descriptors.
FAST F-SIFT
Total descriptors (im1, img2) 81 25 299 306
Total time (ms) 541 523 204 199corners and edges within this image, but this is presum-
ably because of the low contrast and poor illumination
at the corners and edges of the brick.
FAST appears signiﬁcantly good in time and bad in other
things. SIFT’s matching success attributes to that its feature
representation has been carefully designed to be robust to
localization error. As discusses PCA is known to be sensitive
to registration error. Using a small number of dimensions pro-
vides signiﬁcant beneﬁts in storage space and matching speed
[11]. F-SIFT appear good and stable like SURF because of
using KD-Tree to represent and index the descriptors. SURF
shows its stability and fast speed in the experiments. It is
known that ‘Fast-Hessian’ detector that used in SURF is more
than 3 times faster that DOG (which was used in SIFT) and 5
times faster than Hessian-Laplace.
5. Conclusion and future work
This paper has evaluated ﬁve feature detection methods for im-
age deformation. SIFT is slow and not good at scaling
changes, while it is invariant to rotation, illuminate changes
and afﬁne transformations. Fast SIFT is faster than normal
SIFT and appear good in different aspects but SIFT is better
performance than fast SIFT. SURF is fast and has good per-
formance as the same as SIFT, but it is not stable to rotation
and illumination changes.
It was concluded that F-SIFT has the best overall perfor-
mance above SIFT and SURF but it suffers from detecting very
few features and therefore matches. It is recommended that the
properties of this algorithm to be improved by creating a new
implementation provided with a matching component. It is nec-
essary to improve F-SIFT by increasing the amount of features
it can detect. But special care should be taken to preserve the
robustness of the algorithm and avoid the detection of useless
features. Future research in this area should focus on testingmination changes problem. Using group E of Fig. 2, total time is
PCA-SIFT SIFT SURF
50 30 1552 1552 298 181
30.5 25 1125 1123 114 91
Table 11 Conclusion of all the experiments.
Methods Timing Transformation Scaling Rotation Blurring Illumination
FAST Common Common Common Bad Bad Bad
SIFT Bad Good Good Best Best Best
PCA-SIFT Good Bad Bad Common Common Bad
F-SIFT Best Good Best Good Good Good
SURF Good Best Best Good Good Good
Figure 3 Performance and time charts as a conclusion of all the experiments.
A comparative study of image low level feature extraction algorithms 181the accuracy of the algorithms in detecting a single object with-
in a scene. Many of the new arising needs in photogrammetric
address this problem and this work could be a ﬁrst step towards
a more in depth study. And, also improve semantic techniques
with F-SIFT extraction feature algorithm to remove semantic
gap between high-level semantic perception of human and
low-level features of an image.
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