Reverse image search for scientific data within and beyond the visible spectrum by Araujo, FHD et al.
Lawrence Berkeley National Laboratory
Recent Work
Title
Reverse image search for scientific data within and beyond the visible spectrum
Permalink
https://escholarship.org/uc/item/6gv3c53b
Journal
Expert Systems with Applications, 109
ISSN
0957-4174
Authors
Araujo, FHD
Silva, RRV
Medeiros, FNS
et al.
Publication Date
2018-11-01
DOI
10.1016/j.eswa.2018.05.015
 
Peer reviewed
eScholarship.org Powered by the California Digital Library
University of California
Journal, Vol. XXI, No. 1, 1-5, 2013
Additional note
Reverse Image Search for Scientific Data within and
beyond the Visible Spectrum
Flavio H. D. Araujo1,2,3,4,a, Romuere R. V. Silva1,2,3,4,a, Fatima N. S. Medeiros3,Dilworth D.
Parkinson2, Alexander Hexemer2, Claudia M. Carneiro5, Daniela M. Ushizima1,2,*
Abstract
The explosion in the rate, quality and diversity of image acquisition instruments has propelled the development of
expert systems to organize and query image collections more efficiently. Recommendation systems that handle
scientific images are rare, particularly if records lack metadata. This paper introduces new strategies to enable
fast searches and image ranking from large pictorial datasets with or without labels. The main contribution is the
development of pyCBIR, a deep neural network software to search scientific images by content. This tool exploits
convolutional layers with locality sensitivity hashing for querying images across domains through a user-friendly
interface. Our results report image searches over databases ranging from thousands to millions of samples. We
test pyCBIR search capabilities using three convNets against four scientific datasets, including samples from
cell microscopy, microtomography, atomic diffraction patterns, and materials photographs to demonstrate 95%
accurate recommendations in most cases. Furthermore, all scientific data collections are released.
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1. Introduction
With the increased availability of large data repositories, a
substantial amount of time is spent searching for pictures,
which is seldom an efficient procedure. Recent reports [1, 2]
point out that the growth in data size, rates and variety is
significant; they also suggest that scientific data will grow
twice as quickly as any other sector, yet less than 3% of that
data will be tagged in a meaningful way. Several imaging
facilities will soon be generating 1 to 50 petabytes of data
per year, which poses several challenges: (a) inadequate or
insufficient meta-data describing experimental records; (b) the
impracticality of manual curation of massive datasets; and (c)
the lack of tools adapted to the new data acquisition modes.
Photo organizers that rely on curated data have improved
to include operations such as sorting and categorization by
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dates or media types, metadata and other user annotations.
However, manual insertion of metadata is seldom achievable
at scale, and even impossible in some scenarios, such as with
high-throughput imaging instruments. There is a critical need
to create automated and accurate methods to organize, query
and retrieve unlabeled images, since “everyone searches all
the time” [3]. Building upon recent work on deep learn-
ing [4, 5, 6] and the ability to create annotations for unlabeled
datasets from curated ones [7], new expert systems promise to
change the human experience from hardly relevant retrievals
to broadly useful (over 85% accuracy) results. As an example,
Google Photos has provided automated and custom-labeling
features since 2015, so that users can quickly organize large
collections [8], with high retrieval accuracies for face detec-
tion. One of the main challenges in image recognition is to
perform tasks that are easy for humans to do intuitively, but
hard to describe formally [4]. For example, domain scien-
tists [9], who are visually trained to identify complex patterns
from their experimental data, but many times are unable to de-
scribe mathematically the primitives that construct the motif.
By using methods to identify patterns from pictures, rec-
ommendation systems, also known as reverse image search
tools, represent an excellent opportunity for data reduction,
in which the imaging acquisition, data collection and stor-
age strategies are integrated and tailored toward a desired
pattern. Such systems could support scientists in adjusting
experimental parameters fast enough for optimal data collec-
tion, combating a major problem at imaging facilities where
overwhelming amounts of irrelevant data are collected daily.
The main contributions of this work are as follows: (a)
Development of a new recommendation system for visual
image search with an inferential engine that learns compact
signatures for recovering images within massive datasets; it
uses approximate ranking, and includes 10 schemes to mea-
sure distance based on different sets of features from labeled
and/or unlabeled images; (b) Deployment of pyCBIR as an
interactive system to enable a generic user to search image col-
lections from diverse domains through an intuitive graphical
user interface in Qt c  as illustrated in Figure 6; (c) Evaluation
of three Convolutional Neural Networks (CNN) implementa-
tions available within pyCBIR, describing scientific problems
that rely upon deep and complex networks, but also shallow
architectures. Because pyCBIR allows generalization of pro-
cessing pipelines, it is quickly extensible to different training
datasets; here we test data collections from four science do-
mains, and report on accuracy and time consumption given dif-
ferent architectural choices; (d) Establishment of reproducible
work, containing both codes for benchmarks and tests using
image repositories publicly available, and software based on
open-source tools.1.
First, we discuss previous work on CBIR in the context
of the proposed expert system pyCBIR in Sec. 2, including
capabilities and benefits of pyCBIR to a generic user. Sec.3
1Source codes/data to be published upon paper acceptance at cam-
era.lbl.gov
explains the four data collections of images across domains.
Sec.4 presents detailed information on computational methods
tested in Sec.5, which focuses on results of applying different
learning strategies to the different datasets. Finally, Sec. 6
evaluates the impact of pyCBIR, including perspectives on
future requirements.
2. Related work
The term content-based image retrieval (CBIR) was intro-
duced in 1992 by Kato [10, 11], and it has been associated
with systems that provide image matching and retrieval for
queries performed by visual example. A quarter of century
later, most image retrieval systems available for scientific im-
age search still rely on keyword-based image retrieval [12],
although most of the image collections generated by humans
lack proper annotations [13]. Efforts to optimize image search
employing CBIR systems [14, 15, 16] exploit computer vision
and machine learning algorithms to represent images in terms
of more compact primitives. Given an image as an input query,
instead of keywords or metadata, such an approach allows
matching samples by similarity.
Since 2003, the Bag-of-Words (BoW) model has been
predominantly viewed as the state-of-the-art in CBIR, aug-
mented by 13 years of Scale Invariant Feature Transform
(SIFT) methods [17]. In addition, CBIRs combining textural
descriptors, such as Gabor and Fourier [18, 19], GLCM [19],
continue to be broadly used to organize natural images, and
made use of similarity search based on the Euclidean distance.
Tsochatzidis et al [20] extend previous ideas and include ex-
ploration of Histogram of Oriented Gradients (HOG) descrip-
tors combined with the Earth Mover’s Distance to recover
mammograms based on similarity. Moreover, image retrieval
methods have advanced in two main directions: SIFT-based
and CNN-based, with promising improved accuracy when
combining CNN and SIFT features [17]. To the best of our
knowledge, there are no software tools that allow combining
both strategies for CBIR tasks. Several free engines for CBIR
are thriving at natural and biomedical image organization, and
e-commerce tasks [21, 22], but underlying codes for end-to-
end workflow remain closed, and are seldom generalizable to
other scientific image collections.
2.1 CNN and visual recognition
These are significant strides toward automating image cat-
alogs, and motivates our efforts to construct convolutional
neural networks (CNN) using Google TensorFlow to organize
scientific data. TensorFlow [23] is an open-source software
library for Machine Intelligence that presents advantages re-
garding flexibility, portability, performance, and compatibility
to GPU. In order to deliver high-performance C++ code, Ten-
sorFlow uses the Eigen linear algebra library in addition to
CUDA numerical libraries, such as cuDNN to accelerate core
computations and scale to large datasets.
A typical CNN pipeline is shown in Figure 1, consisting
of three main “neural” layers: convolutional layers, pooling
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layers, and fully connected layers. This algorithm requires
two stages for training the network: (a) a forward stage, which
represents the input image in each layer and outputs a predic-
tion used to compute the loss cost based on the curated data
(labeled samples), and (b) a backward stage, which computes
the gradients of layer parameters to drive the cost function to
very low values [24, 4].
By exploring CNN algorithms that automatically extract
features at multiple levels of abstraction from large datasets,
CBIR systems can benefit from complex non-linear functions
that map unprocessed input data to the results, bypassing
human-designed characterization reliant on domain knowl-
edge. Wan et al. [25] investigated different deep learning
frameworks for CBIR when applied to natural images, such
as the ILSVRC2012 (ImageNet Large Scale Visual Recogni-
tion Challenge) dataset. That paper reported mean average
precision of 0.4711 using a massive image collection with
10,000,000 hand-labeled images depicting 10,000+ object
categories as training.
2.2 Expert systems for material recognition
Apart from natural scenes, recent work on recognizing mate-
rial categories from images [26, 27, 28, 29] includes exper-
iments using the Flickr Material Dataset (FMD) and/or the
Materials in Context Database (MINC). Sharan et al. [28]
explored low and mid-level features, such as color, SIFT,
HOG, combined with an augmented Latent Dirichlet Alloca-
tion model under a Bayesian generative perspective, achieving
44.6% accurate recognition rate on FMD. Using a CNN-based
feature extraction mechanism, Bell et al. [26] designed mate-
rials recognition frameworks employing two Caffe-based [30]
architectures: AlexNet and GoogLenet trained on materi-
als patches from the MINC database, achieving accuracy of
79.1% and 83.3%, respectively. Additionally, attempts to train
CNNs with public datasets such as FMD were less favorable
since FMD alone contained a small amount of samples. More-
over, those authors noticed that the AlexNet trained on the
MINC database outperformed FMD classification, showing
66.5% accuracy.
In [29], different authors continued investigating mate-
rial categories, now tuning a Caffe VGG-D pre-trained using
two datasets: MINC and ILSVRC2012 [31] for image clas-
sification. They resort to a customized feature selection and
integration method to concatenate the values of the 7th layer
for both networks. Finally, the integrated features were input
to a support vector machine (SVM) with radial basis function
kernels for training and testing: they improved accuracy to
82.3% for the FMD images.
Most CBIR or materials classifiers rely exclusively on
customized features and/or large amounts of labeled data,
which is a limiting factor to the usability of software tools.
Another limitation is the availability of these tools as well as
datasets used to create and test them. Our paper describes
the design of pyCBIR, with CNNs trained both on specific
datasets as well as the ImageNet [32] following an Inception-
ResNet-v2 model, which originally created probability maps
for 1,000 classes. Another key idea is to focus on scientific
data exploration, including generalizable CNNs models for
CBIR tasks in different domain areas.
Figure 2 introduces our recommendation tool, pyCBIR,
which provides a ranking system to enable humans to quickly
interact with images, offering mechanisms to incorporate la-
beled data when available. We aim to provide a single work-
flow that allows to use different feature vectors, including
those from CNNs, to construct image signatures. pyCBIR
delivers the classification accuracy supported by Lenet [33]
and Inception-ResNet-v2 [34] architectures, exploiting opti-
mized routines from TensorFlow [23]. pyCBIR uses python
to model the dataflow graph, which is responsible for coor-
dinating the execution of operations that transform inputs
into ranked image samples, whose labels can be used in the
calculation of uncertainty values.
The next section describes experiments with pyCBIR on
materials databases such as FMD, as well as novel databases
of scientific images, and different CNN architectures with
increasing levels of complexity.
3. Description of Scientific Databases
We have explored deep learning and considered samples from
diverse imaging systems, varying in terms of their electro-
magnetic wave interaction with the samples and space scale.
These sample collections require nontrivial mathematical de-
scriptions to build indices to recover relevant results, taking
into account image composition and structure. We summarize
the four databases under investigation in Table 1, describing
the main characteristics shown by fibers, films, cells and other
materials.
3.1 Fiber profiles
The fiber database consists of volume cross-sections, based
on hard X-ray microtomography (microCT) from ceramic
matrix composites (CMC). This imaging technique allows for
inspection of the structural properties and quality control [35,
36].
Figure 1 illustrates a CMC sample cross-section, with
1mm in diameter and 55mm length, reinforced with hundreds
of ceramic fibers of approximately 10µm diameter. Each fiber
is coated with a boron nitride layer, which has a lower X-ray
absorption coefficient, therefore fiber cross-sections appear as
dark rings. Frequently, the 3D images are examined manually,
slice by slice (2D), in order to identify defects. As an alterna-
tive, there is increasing interest in automation by designing
“inspecting bots” that detect mechanical deformations and sort
the experimental instances (3D image stacks) according to the
structural damage.
A major demand is the ability to perform pattern ranking
which can steer data management needed by beamline scien-
tists. The first step in this direction is illustrated in Figure 1,
where cross-section are scrutinized for damaged fiber struc-
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Figure 1. Main components of the CNN layers for feature extraction by using the LeNet: each step illustrates the fiber dataset
transformation, although the LeNet architecture applies to the other datasets.
Figure 2. Diagram showing how data moves through pyCBIR modules during reverse image search: gray box emphasizes the
starting point given a trained state.
tures, commonly used as a guiding pattern to detect sample
deformation [7, 36].
Our paper reports results on labeled samples that went
through a triage including automated segmentation methods
based on interactive computer vision [37, 38, 39] and visual
inspection by domain scientists. To the best of our knowledge,
all the images contain accurate labels, which are used to deter-
mine the success rate of the CNNs, with half of the samples
with fibers and the other half containing areas with no fibers.
Figure 1 shows how to obtain these fiber profile images.
3.2 GISAXS
Grazing Incidence Small Angle X-ray Scattering (GISAXS)
is a method for characterizing the nanostructural features of
materials, especially at surfaces and interfaces, which would
otherwise be impossible using standard transmission-based
scattering techniques. As a surface-sensitive tool for simul-
taneously probing the electron density of the sample, this
imaging modality supports measurements of the size, shape,
and spatial organization of nanoscale objects located at the
top of surfaces or embedded in mono- or multi-layered thin
film materials.
Individual GISAXS images, as illustrated in Figure 3,
serve as static snapshots of nanoscale structure, while succes-
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Table 1. Scientific data under investigation: experimental specifications, number of samples and respective image size.
Specimen Modality #Samples
and Size
Target data analysis
Ceramic composite X-ray
microCT
1,013,550
16⇥16
Detection of fiber profiles from
3D cross-sections. Sec. 3.1.
Fig. 1.
Thin films GISAXS 4,024,789
100⇥100
Classification of simulated scat-
tering patterns into space groups.
Sec. 3.2. Fig. 3.
Pap smears Light
microscopy
3,393
100⇥100
Inspection of cervical cell mor-
phology for cancer detection.
Sec. 3.3. Fig. 4.
Materials patterns Photography
public DB
1,000
512⇥384
Inspection of molecular struc-
ture with 2D orientation classifi-
cation. Sec. 3.4. Fig. 5.
(a) cubic (b) bcc (c) f cc (d) hcp
(e) µcubic (f) µbcc (g) µ f cc (h) µhcp
(i) scubic (j) sbcc (k) s f cc (l) shcp
Figure 3. GISAXS diffraction patterns of crystal lattices:
(a-d) a sample of each structure class, (e-h) images
representing the samples average (µ) and (k-o) the standard
deviation (s ) of a subset of 1,000 random selected samples
from each class.
sive images provide a means to monitor and probe dynamical
processes. Although microscopy techniques provide valuable
local information on the structure, GISAXS is the only method
to provide statistical information at the nanometer level [40].
A major bottleneck preventing GISAXS from reaching its full
potential has been the availability of curated data, analysis
methods and modeling resources for interpreting the experi-
mental data [41].
In order to advance GISAXS diffraction image under-
standing and usability, we have used GISAXS simulation
codes to generate more complete catalogs of potential exper-
imental outcomes. Our paper takes data from HipGISAXS,
which is a massively parallel simulator, developed using C++,
augmented with MPI, NVIDIA CUDA, OpenMP, and parallel-
(a) (b) (c) (d)
//
(e) (f) (g) (h)
Figure 4. Examples of cell images from CRIC database:
abnormal cells (a-d) and normal cells (e-h).
HDF5 libraries, to take advantage of large-scale clusters of
multi/many-cores and graphics processors. HipGISAXS cur-
rently supports Linux, Mac and Windows based systems. It
is able to harness computational power from any general-
purpose CPUs including state-of-the-art multicores, as well
as NVIDIA GPUs and Intel processors, delivering experi-
mental simulations at high resolutions [40, 42]. Using the
HipGISAXS code, beamline scientists can create sample im-
age collections of scattering patterns corresponding to four
different crystal unit cell structures or lattices, such as Cubic:
Simple cubic (8 on the corners of a cube), BCC: Body Cen-
tered Cubic (8 on corners, one in the center of cube), FCC:
Face Centered Cubic (8 on corners, one in the center of each
face of cube), and HCP: Hexagonal Close Packed (non-cubic,
but one of the most commonly occurring lattices).
3.3 Cervical Cells
According to the National Cancer Institute (NCI) [43], Pap
tests are an essential mechanism to detect abnormal cervical
cells [44, 45] as part of regular screenings, which can reduce
cervical cancer rates and mortality by 80 percent. However,
cervical cancer continues to be the fourth leading cause of
cancer deaths in Brazil [46, 47], where most of the female
population depends on visually-screened cervical cytology
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from routine conventional Pap smears. Although more than
80% of exams in the U.S. use liquid-based Pap test, this
protocol is more than 50% more expensive than conventional
Pap smears, and remains unavailable for most of the world’s
population.
Sparking more interest in supporting cell analysis us-
ing conventional Pap smears, pathologists have harvested
an anonymized image databases from the Brazilian Public
Health System [48], containing samples from a heterogeneous
population across age, race, and socio-economical status. A
large portion of these images is available through the Cell
Recognition for Inspection of Cervix (CRIC) database [49]
that catalogs numerous cases of cervical cells, classified ac-
cording to the Bethesda System as atypical squamous cells
of high risk and undetermined significance (#ASCH=470
and #ASCUS=116), normal (#Normal=343), low-grade and
high-grade squamous intra-epithelial lesions (#LSIL=115 and
#HSIL=1,018), and invasive carcinoma (#IC=60). This paper
uses a subset of the CRIC database2, previously classified by
at least three cytopathologists, comprising 169 digitized Pap
smear glass slides, which results in 3,393 cervical cells with
normal or abnormal morphology, including overlapping cells.
Figure 4 displays image samples of the CRIC collection
digitized from conventional Pap smears, containing special
characteristics such as coming from a broad racial diversity,
which is a trace of the Brazilian population.
3.4 Public images: the Flicker Material Database
The Flicker Material Database (FMD) [28] was designed to
facilitate progress in material recognition, and it contains real
world snapshots of ten common material categories: fabric,
foliage, glass, leather, metal, paper, plastic, stone, water, and
wood, as illustrated in Figure 5. According to Sharan et
al. [28], each image in this database (100 images per category)
was selected manually from Flickr.com to ensure a variety of
illumination conditions, compositions, colors, texture surface
shapes, material sub-types, and object associations.
The intentional diversity of FMD reduces the chances
that simple or low-level information descriptors, e.g., color or
first order intensity features, are enough to distinguish mate-
rial categories. Strategies to construct middle-level features
have enabled accuracy improvements in materials recogni-
tion problems [50], especially when including larger materials
databases, such as MINC [26]. This previous research on
FMD description and learning schemes points out limitations
of using FMD alone as the training data source. We address
some of these gaps, using two model training approaches as
discussed in the next section.
4. Methodology
Data-driven algorithms that learn from accumulated experi-
ence, such as those in pyCBIR, can support ranking image
2Original images will be posted at http://cricdatabase.com.br/ upon paper
acceptance.
(a) Fabric (b) Foliage (c) Glass (d) Leather (e) Metal
(f) Paper (g) Plastic (h) Stone (i) Water (j) Wood
Figure 5. Examples of the Flicker Material Database for of
its each classes.
sets in face of (a) the difficulties to obtain specific knowledge
needed for modeling, (b) limitations in learning the intricacies
of every science domain, and (c) restricted generalizations of
hard-coded knowledge rules.
This section describes how pyCBIR uses CNN in order
to provide data reduction by automatically learning compact
signatures that represent each image. An essential step re-
quired to organize the database is to construct models for
different science problems in conjunction with algorithms for
enhanced search experience. The next subsections explain
how we use CNN to obtain image characteristics and rank
images by similarity. Although we omit results using classic
feature extraction methods in pyCBIR, they are also avail-
able and include Gray-Level Co-Occurrence Matrix (GLCM),
Histogram of Oriented Gradients (HOG), Histogram features,
Local Binary Pattern (LBP) and Daisy [51].
Figure 6 shows the pyCBIR graphical interface and a
result using the cervical cells database. The first column in
the visual result corresponds to the query images, and the
other columns are the ranked outputs for each query. Given a
fully labeled data collection, there will be green boxes around
images correctly classified during similarity retrieval, and red
ones around the incorrect classified pictures.
4.1 Neural network, CNN and topology
Among the several NN design options, this paper explores two
different CNN architectures: (a) the Lenet [33], a neuronal
arrangement that switches from fully connected to sparsely
connected neurons allowing feedback in real-time for most
applications, particularly when considering graphic card units
for computation. Due to its simplicity, training often performs
well with a smaller number of examples in comparison with
deeper NN, however it is mostly inaccurate when dealing with
complex recognition problems; and (b) Inception-ResNet-
v2 [34], a deeper and wider architecture formed by multiple
sub-networks, in which hierarchical layers promote many
levels of non-linearity needed for more elaborated pattern
classification. This model requires roughly twice as much
memory and computation as the previous version (Inception
v3 [52]), but it has demonstrated to be more accurate than pre-
vious state-of-the-art models, particularly when considering
searches such as the Top-1 and Top-5 recommendations using
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Figure 6. pyCBIR interface: retrieval options (left) with feature extraction, searching method, retrieval number, and data paths,
and retrieval results (right) with query images (first column) and top matches; green border indicates match, and red,
misclassified images.
the ILSVRC2012 benchmark database.
4.2 Query with signatures from CNN layer
Typically, CNN forms a hierarchical feature extractor that
maps the input image into increasingly refined features, which
serve as input to a fully connected layer that solves the clas-
sification. Figure 1 illustrates the alternating convolutional
and pooling layers, which transform and reduce the input data
before it reaches deeper stages as the fully connected layer.
Notice in Figure 2 that we bypass the classification layer to
use the features as signatures to drive the retrieval process,
so pyCBIR can search and match the current image-query
to the most similar samples in the database using “machine-
designed” features.
With the purpose of suggesting a category based on a pre-
defined taxonomy, we denote Y classes to an image database
X , reduced into signatures, consisting of n images xi, for
1  i  n. Searches will occur in a h-dimensional space,
obtained through xi transformation throughout the CNN. Al-
ternatively, principal component analysis (PCA) can be used
in order to reduce the signature dimensionality to improve
the computational cost, while preserving the retrieval success
rate.
The pyCBIR retrieval module will recognize similar sam-
ples through a similarity function S, so that S(xi,xq) returns
relevant items as well as the respective uncertainty value. In
other words, the engine returns the top k most similar images,
their respective y j for a query-image xq 2 Rh⇥n, and S(xi,xq),
defined as follows:
S(xi,xq) =
xi · xq
(||xi||⇤ ||xq||) . (1)
where · is the dot product.
We report our results using the cosine similarity metric,
but other distance metrics are available through the pyCBIR
graphical user interface, including Euclidean distance, In-
finity distance, Pearson correlation, Chi-square dissimilarity,
Kullback-Leibler divergence, Jeffrey divergence, Kolmogorov-
Smirnov divergence, Cramer divergence, and Earth mover’s
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distance [53].
4.3 Indexing and searching methods
Quick feedback when searching images by similarity is essen-
tial: a linear search through a database with millions of items
may lead to unacceptable waiting times. Therefore, after the
computation of the image signatures, we map them to a lower
dimensional space using PCA, and use the most significant
components as input to an indexing algorithm.
We propose an indexing routine that employs the Local-
ity Sensitive Hashing Forest (LSH) [54], whose polynomial
cost and sub-linear query time considerably speed up the
information retrieval. This algorithm delivers efficient ap-
proximate nearest-neighbor queries by improving the original
locality sensitivity filtering (LSF) [55] scheme, which other-
wise would require tuning parameters, such as the number
of features and the distance radius, as a function of the data
domain. Moreover, it enables fast signature insertion and
deletion while ensuring minimal use of storage.
By using LSH, pyCBIR selects a small set of potential
images to be compared against the image-query; this happens
because similar images, according to some metric, e.g., co-
sine similarity, are more likely to hash to the same bucket.
We used random projection as the hash function to approxi-
mate the cosine distance between vectors, so that our system
can efficiently translate CNN-calculated signatures into 32-bit
fixed-length hash values. In addition, we store pre-computed
versions of the LSH in disk for future analogous search re-
quests using the same trained model.
Algorithm 1 shows the steps of the LSH-based indexing
scheme before returning the result R of ranked outputs, where
|.| is the length of a set, s is an image signature within the
set S, s’ is the transformed (hashed) signature. The LSH-
based indexing function retrieves the approximate nearest
neighboring items from the hash table, and its output are the
k most similar images to the query-image set Q.
4.4 Database augmentation
CNN-based recognition systems often require a large number
of examples in order to fine-tune models during the train-
ing stage and deliver accurate classification results. A few
strategies are commonly devised to deal with relatively small
datasets, for example, modifications of the original observa-
tions to generate new ones, following expected distortions
given certain degrees of freedom. In this context, data aug-
mentation consists of applying mathematical transformations
to typical samples in order to generate new images that are
slightly different, but relatively similar so that they will belong
to the same class. The most common image transformations
are scaling, translations, rotations, noise addition and blurring.
Image augmentation can be included as an additional process-
ing step as part of the CNN training, and here we use the cell
and FMD databases since they contain a limited number of
samples (less than 2,000 per class). Therefore we performed
12 translations (three values in each direction: cells 7, 14 and
Algorithm 1: LSH-based indexing.
Input :
- S signature database.
- Q set of signatures from query-images.
- k number of image matches.
Output :
- R ranked output (top-k matches).
1 begin
2 if 9 LSH previously computed then
3 Read the LSH from file;
4 else
5 for s 2 S do
6 LSH.add(Random projection hash(s));
7 end
8 end
9 Create R with |Q| lines and k columns;
10 for q 2 Q do
11 Rq,k = LSH.similarity(q,k);
12 end
13 end
20 pixels; FMD 8, 16 and 24 pixels) and 3 rotations (every
90o) to each image, augmenting the dataset by a factor of 51.
4.5 Evaluation metrics
We used the Mean Average Precision (MAP) [56] metric to
evaluate the quality of the retrieved images. To compute MAP,
the Average Precision score AP(Q) is defined for each image
Q in the rank as:
AP(Q) = Â
M
n=1(P(n)⇤ f (n))
N
, (2)
where P(n) is the precision at cut-off n in the rank, f (n) is
equal to 1 if the image at rank n belongs to the same class of
the query, and 0 otherwise. M is the number of images in the
rank and N is the number of images of the same class given
by the query. The MAP score is obtained by averaging the AP
score over all images in the rank. The higher the MAP score
is, the better the performance.
We also computed the classification accuracy rate for each
class in the databases. This accuracy was calculated by using
the k-nearest neighbor [57] for different values of k.
5. Experimental results
This section describes pyCBIR’s inputs and outputs, how to
use different datasets as well as how to compare the output
from different networks. The results refer to the databases
described in Section 3 and the algorithms discussed in Sec-
tion 4.
5.1 CNN training
When deriving PCA-based signatures from LeNet or Inception-
ResNet-v2 outputs, both schemes require only two parameters:
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the initial learning rate and the decay factor. We set the ini-
tial learning rate as 0.1 and the decay factor of 0.04 in the
LeNet. The fine-tuning operation requires an initial learning
rate smaller than the one used to train the CNN with random
initialization. Here, we report experiments setting this param-
eter to 0.008 and the decay factor as 0.0004. Experiments
showed that slightly different values affect the training time,
but may lead to similar classification accuracy results.
Table 2. Number of epochs and processing time to train both
LeNet and Inception-ResNet-v2 neural networks using
different image databases.
Database Epochs Processing Time
LeNet
Fibers 5 9min
GISAXS 5 45min
Cells 6 70min
FMD 20 42min
Inception-ResNet-v2
Fibers 21 336min
GISAXS 13 273min
Cells 17 289min
FMD 51 153min
The number of epochs varies with respect to the databases
due to the image inter-class variation, the number of classes,
and the image size, while the number of epochs was set ac-
cording to the loss function. When the loss remains constant
between epochs and it is lower than 0.1, the CNN training
automatically stops. Table 2 shows the number of epochs and
processing time to train the LeNet and the longer fine tuning
step needed by the Inception-ResNet-v2.
5.2 Performance evaluation
In order to evaluate the fibers and GISAXs databases, we used
10% of the images from both databases for LeNet training,
Inception-ResNet-v2 fine-tuning and auto-value estimation of
the PCA. We used the other 90% of both databases to calcu-
late the MAP and k-accuracy as in Tables 3-4. For the Cells
(Table 5) and FMD (Table 6) databases, we used 50% of the
image sets for the LeNet training, Inception-ResNet-v2 fine-
tuning and PCA transformation, and the other half to calculate
the MAP and k-accuracy measures. Such different splits were
necessary given the sizes of these databases; for example, the
cells and FMD databases have a few thousand samples, which
is a limited amount of data for the CNN training. Further-
more, we augmented both training subsets using affine image
transformations as a preprocessing step. To illustrate how this
step impacts our pipeline, we performed experiments with and
without data augmentation for the cell database. The MAP
value without augmentation yielded 0.85 as opposed to 0.94
when considering the augmentation step (preprocessing). The
mean average also increased, which indicates that the CNN
converged to a model that best classifies the augmented set.
Figure 7 shows the MAP results for all databases in com-
parison with the number of PCA components, when consider-
ing the LeNet and Inception-ResNet-v2 pre-trained and after
fine-tuning. The curves show that it is possible to reduce the
number of features in the retrieval process by using 16 or
less components. We notice that this reduction improves the
indexing and searching procedures when applied to the four
different image sets.
Table 3. Accuracy rate of the LeNet and the
Inception-ResNet-v2 for the Fibers database using different k
values, where W is the number of images of the class.
LeNet
k 1 5 10 20 W
No-Fibers 0.973 0.977 0.979 0.978 0.963
Fibers 0.975 0.988 0.991 0.990 0.996
Inception-ResNet-v
No-Fibers 0.781 0.777 0.797 0.746 0.667
Fibers 0.925 0.978 0.980 0.983 0.975
Inception-ResNet-v2 pre trained
No-Fibers 0.727 0.743 0.736 0.743 0.167
Fibers 0.825 0.890 0.927 0.933 1.000
Surprisingly, the LeNet achieved better results than Inception-
ResNet-v2 regarding the fibers, GISAXs and cell databases.
One of the reasons this CNN outperformed Inception-ResNet-
v2 for these databases was due to the size of the images.
The Inception-ResNet-v2 expects an input image of 299x299,
therefore the current pipeline resizes the images from 100x100
(Cells and GISAXS) and 16x16 (Fibers) to such represen-
tation, an operation that might distort important aspects of
the data. We also tested zero-padding operations instead of
resizing, but the results accuracy remained the same. The
lower MAP and k-accuracy values obtained by using the
Inception-ResNet-v2 pre-trained are most likely due to the
learned model, which depended on a database with a wide
variety of objects (ILSVRC2012), which poorly correlates to
our image databases.
Regarding the FMD images, the Inception-ResNet-v2 out-
performed the LeNet, which might be influenced by the simi-
larity between FMD and the ILSVRC2012 database. Recall
that the FMD samples contain complex patterns, resembling
ILSVRC2012 data points. Fine-tuning the Inception-ResNet-
v2 further improves the results in relation to the pre-trained
due to tuned layers customized to extract features for the FMD
data.
We also computed the classification k-accuracy for each
class of all databases, where k 2 [1,5,10,20,W], and W is the
total number of images in a particular class. Tables 3, 4, 5 and
6 confirm the MAP results presented in Figure 7. Based on
these results, when there are more than a couple of thousand
images and a few classes to train for, we observed that the
LeNet outperforms the deeper network for our databases. In
contrast, when there are millions of images to fine-tune the
network, the Inception-ResNet-v2 performed better for a sin-
gle database, FMD, characterized by several classes and larger
images. When no classes/labels are available, the pre-trained
Inception-ResNet-v2 is a promising starting point for tasks
such as image sorting.
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(a) Fibers database. (b) GISAXS database.
(c) Cells database. (d) FMD.
Figure 7. MAP values in relation to the number of PCA components for the LeNet and Inception-ResNet-v2.
5.3 Visual Results
pyCBIR also provides a graphical user interface (GUI) (Fig-
ure 6). The main advantages of the pyCBIR GUI are: (a)
The visual output shows both correct and miss-classified re-
sults when ground-truth is available; (b) pyCBIR allows to
choose other feature extraction methods, besides CNN, that
do not require training or labeled samples; (c) pyCBIR con-
tains ten different similarity metrics for evaluation of the
searching results; and (d) One can load the database from a
comma-separated values (CSV) file or simply querying the
file system. As result, pyCBIR shows the k-ranked outputs
(k = 10 in Figure 6), the first column represents the query
images. Each output has a bound box that corresponds to the
correct retrieved images (green box), and miss-classified im-
ages (red box). For each execution pyCBIR saves the result
as a portable network graphics (PNG) file, as Figures 8, 9, 10
illustrate the use of pyCBIR for Fibers, GISAXS and FMD
databases and their corresponding ranked outputs.
5.4 Time during image-query-based retrieval
In addition to accuracy, the computational cost to search im-
ages given a query is another measure of the value of recom-
mendation systems. Table 7 shows the computational time to
retrieve k images (equal to the database size) given a query.
We used the value k because it is the worst case of image
searching (sort all images of the database given a query). We
also computed the time for the 1st (before LSH creation) and
2nd execution (after LSH creation).
Although the LSH-based module computes 32-bit hashes,
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Table 4. Accuracy rate of the LeNet and the
Inception-ResNet-v2 for the GISAXS database using
different k values, where W is the number of images of the
class.
LeNet
k 1 5 10 20 W
bcc 1.000 1.000 1.000 1.000 1.000
fcc 1.000 1.000 1.000 1.000 0.999
cubic 1.000 1.000 1.000 1.000 1.000
hpc 1.000 1.000 1.000 1.000 1.000
Inception-ResNet-v2
k 1 5 10 20 W
bcc 1.000 0.996 0.990 0.980 0.974
fcc 0.998 1.000 1.000 1.000 0.998
cubic 1.000 0.998 1.000 0.998 0.972
hpc 1.000 1.000 1.000 1.000 0.996
Inception-ResNet-v2 pre trained
bcc 0.980 0.975 0.972 0.959 0.599
fcc 1.000 1.000 1.000 1.000 1.000
cubic 0.993 0.995 0.995 0.991 0.993
hpc 0.995 0.996 0.997 0.995 0.698
Table 5. Accuracy rate of the LeNet and the
Inception-ResNet-v2 for the Cells database using different k
values. W is the number of images of the class.
LeNet
k 1 5 10 20 W
Normal 0.962 0.970 0.975 0.977 0.969
Abnormal 0.969 0.979 0.983 0.981 0.984
Inception-ResNet-v2
k 1 5 10 20 W
Normal 0.938 0.932 0.935 0.924 0.810
Abnormal 0.971 0.985 0.991 0.986 0.984
Inception-ResNet-v2 pre trained
Normal 0.846 0.861 0.857 0.851 0.728
Abnormal 0.893 0.929 0.947 0.952 0.957
Figure 8. Results using the LeNet and fibers database for 6
query images chosen randomly and their corresponding top-5
ranked outputs.
the computational cost dramatically increases with the dimen-
sion of the input vector as well, therefore we use only the most
significant principal components. Our motivations to keep
Table 6. Accuracy rate of the LeNet and the
Inception-ResNet-v2 for the FMD using different k values,
where W is the number of images of the class.
LeNet
k 1 5 10 20 W
Fabric 0.140 0.200 0.200 0.280 0.320
Foliage 0.240 0.360 0.440 0.440 0.360
Glass 0.120 0.200 0.260 0.140 0.040
Leather 0.140 0.300 0.200 0.080 0.100
Metal 0.360 0.540 0.540 0.480 0.520
Paper 0.200 0.280 0.240 0.340 0.260
Plastic 0.140 0.160 0.220 0.300 0.280
Stone 0.200 0.340 0.320 0.280 0.340
Water 0.220 0.340 0.320 0.280 0.280
Wood 0.500 0.700 0.760 0.700 0.700
Inception-ResNet-v2
Fabric 0.80 0.88 0.88 0.90 0.88
Foliage 0.96 0.90 0.90 0.92 0.92
Glass 0.82 0.86 0.82 0.78 0.80
Leather 0.90 0.86 0.82 0.82 0.82
Metal 0.70 0.76 0.70 0.70 0.66
Paper 0.86 0.92 0.92 0.94 0.92
Plastic 0.66 0.60 0.58 0.54 0.50
Stone 0.78 0.80 0.80 0.76 0.74
Water 0.94 0.94 0.94 0.94 0.94
Wood 0.82 0.86 0.90 0.94 0.92
Inception-ResNet-v2 pre trained
Fabric 0.680 0.800 0.820 0.760 0.740
Foliage 0.760 0.760 0.740 0.800 0.700
Glass 0.840 0.900 0.900 0.860 0.900
Leather 0.520 0.680 0.620 0.600 0.460
Metal 0.920 0.900 0.860 0.860 0.820
Paper 0.520 0.620 0.600 0.700 0.740
Plastic 0.620 0.780 0.840 0.860 0.820
Stone 0.660 0.740 0.600 0.560 0.620
Water 0.780 0.800 0.800 0.700 0.560
Wood 0.860 0.880 0.880 0.840 0.820
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Figure 9. Results using the LeNet and GISAXS database for 8 query images chosen randomly and their corresponding top-10
ranked outputs.
only the 16 most significant PCA components are: (a) this sub-
set of components explains more than 98% of the data for each
scientific domain under investigation; (b) our results showed
that the Mean Average Precision remains constant around 16
components, as illustrated in Figure 7; (c) this representation
is more than 3 times faster than using the raw signatures with
the Inception-ResNet-v2, as Table 7 illustrates.
All computational experiments involving pyCBIR ran
on a Deep Learning Machine (DevBox) with six cores of
Intel Xeon E5-2643 @ 3.40 GHz, four graphics processors
GeForce GTX Titan-X and 251GB memory. However, we
have been able to run pyCBIR in standard laptops as well,
but at a much higher computing time and restricted to smaller
subsets. Software dependencies include Ubuntu 14.04, CUDA
7.5, cuDNN v4, Google Tensor Flow v.0.11.0 and python
3.5.2 through Anaconda 4.1.1. Also, pyCBIR relies on an
assortment of packages within the Python ecosystem, such as:
numpy, scipy, scikit-learn, scikit-image, PyQt5 and matplotlib.
6. Conclusions and future works
Material scientists and cytopathologists rely on visual explo-
ration of image microstructures, but manual data curation of
experimental data continues to be scarce and time-consuming.
This paper described how our recommendation system lever-
ages limited curated datasets to provide functions to auto-
matically organize large catalogs of scientific images, and
classify unseen cases using deep learning, offering new ways
for searching image-centric data. We also designed image
augmentation routines that allow increasing number of sam-
ples following typical image transformations. Additionally,
the algorithms behind our software tool pyCBIR expose key
parameters to control performance, such as the number of
CNN layers, CNN epochs, and image sizes.
Our results showed the importance of feature reduction
in the searching process, for example by using LSH, and
indicates a promising research direction for the system im-
provement. Because pyCBIR is capable of easily performing
SIFT-based and CNN-based image retrieval, we will explore
combining CNN and SIFT features to improve accuracy.
Being able to detect materials properties [58] in real time
will add an entirely new level of experimental capability, in-
cluding triage, quality assurance and prioritization. Tying this
capability to the control systems at imaging instruments, such
as at synchrotron beamlines, promises to enable scientists to
automatically steer the machine in response to specific struc-
tures present in the sample with minimum human interference.
One limitation of the pyCBIR is the image resizing step
to normalize data collections, which can affect the accuracy
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Figure 10. Results using the Inception-ResNet-v2 and fmd database for 10 query images chosen randomly and their
corresponding top-5 ranked outputs.
Table 7. Time in seconds to retrieve all database images given a query by using the LeNet and the Inception-ResNet-v2. In the
PCA results we used 16 components.
Fibers GISAXS Cells FMD
LeNet 1
st 12.08 61.42* 0.020 0.015
2nd 10.35 61.75* 0.017 0.008
Inception-ResNet-v2 1
st 19.41* 75.11* 0.130 0.028
2nd 19.63* 75.17* 0.032 0.009
Using PCA 1
st 10.27 22.29 0.017 0.009
2nd 9.28 19.75 0.014 0.005
*use brute force search; 1st means the first iteration and 2nd means second iteration and beyond.
of the retrieval task since this operation will insert often unde-
sirable distortions. For example, the LeNet assumes samples
of 32⇥32 images, otherwise the computational cost of this
network becomes undesirable for large images; the limited
(only two layers) feature reduction. Regarding the Inception-
ResNet, the system will expect images of size 299⇥299. An-
other drawback of the pyCBIR is the restriction of the LSH
Forest to collections smaller than 2 million samples, in which
cases the search process must be the brute force. This restric-
tion occurs because the LSH uses hashes of 32-bits, and the
increase in the number of examples also increases the number
of collisions. It is worth mentioning that this limitation affects
only the time of the retrieval process.
Future work will include more scalable hashing mecha-
nisms that circumvent the maximum size of the search tree
available in scikit-learn. Another challenge will be
to expand the automated data curation capability to also ex-
trapolate metadata to unseen samples using visual attributes
combined with natural language processing.
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