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Abstract—Latent fingerprint matching is a very important
but unsolved problem. As a key step of fingerprint matching,
fingerprint registration has a great impact on the recognition per-
formance. Existing latent fingerprint registration approaches are
mainly based on establishing correspondences between minutiae,
and hence will certainly fail when there are no sufficient number
of extracted minutiae due to small fingerprint area or poor image
quality. Minutiae extraction has become the bottleneck of latent
fingerprint registration. In this paper, we propose a non-minutia
latent fingerprint registration method which estimates the spatial
transformation between a pair of fingerprints through a dense
fingerprint patch alignment and matching procedure. Given a
pair of fingerprints to match, we bypass the minutiae extraction
step and take uniformly sampled points as key points. Then the
proposed patch alignment and matching algorithm compares
all pairs of sampling points and produces their similarities
along with alignment parameters. Finally, a set of consistent
correspondences are found by spectral clustering. Extensive
experiments on NIST27 database and MOLF database show that
the proposed method achieves the state-of-the-art registration
performance, especially under challenging conditions.
Index Terms—latent fingerprint registration, fingerprint patch
alignment and matching, deep key point descriptor, fingerprint
simulation
I. INTRODUCTION
Latent fingerprints have been playing a vital role in iden-
tifying suspects [1]. Up to now, manual feature extraction
and matching is still indispensable in latent fingerprint match-
ing. Recently, automatic latent fingerprint feature extraction
and matching has become a research focus in the field of
fingerprint recognition, aiming to reduce the workload of
fingerprint experts. Despite of many published work on this
topic, the recognition performance degrades greatly when the
latent fingerprint has small effective area, low image quality
or large distortion [2]. Therefore, there is still large room for
improvement in latent fingerprint matching.
In latent fingerprint matching algorithms, accurate finger-
print registration is of vital importance for the recognition per-
formance. Minutiae based methods [4, 5] are most commonly
used to establish correspondences across images, which first
extract minutiae from each fingerprint, then extract minutiae
descriptors, and finally use them to find reliable matches.
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(a) manually marked minutiae (b) minutiae estimated by Finger-
Net
(c) sampling point correspondence obtained by the proposed approach
Fig. 1. A challenging case where the latent fingerprint and the mated rolled
fingerprint can be successfully registered by the proposed approach. The image
quality in the latent fingerprint is so poor that none of minutiae extracted
by FingerNet [3] is correct. The proposed method can find sampling point
correspondences under such challenging situation.
Among the three steps, accurate extraction of minutiae is the
basis, which will greatly affect the accuracy of the subsequent
steps. However, the requirement that sufficient and accurate
minutiae is usually difficult to meet for latent fingerprints with
low quality. The estimated minutiae may be very few when
the latent fingerprints have small effective area or inaccurate
in location or direction when fingerprint images are greatly
occluded by background noise. Fig. 1 shows an example in
NIST27 database [6], where none of minutiae extracted by
FingerNet [3], a state-of-the-art minutiae extractor, is correct.
Minutiae based registration methods will certainly fail in such
cases.
In order to overcome the limitations of minutiae based
approaches, Cao et al. [7, 8] proposed to use densely sampled
points (referred to as virtual minutiae) for latent fingerprint
recognition. The virtual minutiae are defined as uniformly
sampled directed points on fingerprint regions with local
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2Fig. 2. The flowchart of the proposed fingerprint registration system. Here shows only one stage in the coarse-to-fine registration scheme, and the whole
registration system contains two registration with different resolutions. Sampling points are first sampled uniformly in the ROI on each fingerprint, where the
ROI of latent fingerprint is manually marked, and that of rolled fingerprint is estimated by FingerNet [3]. The sampling intervals on the latent and rolled
fingerprint are 32× 32 and 64× 64, respectively. Then the proposed patch alignment and matching method compares all pairs of sampling points, adjusts the
relative location and direction of sampling points on the latent fingerprint, and computes their similarities. Sampling point pairs whose similarity are higher
than a given threshold are considered potential correspondences. The spectral clustering based global patch matching method is finally applied to find a set
of compatible corresponding sampling points among all potential correspondences.
ridge orientation as the direction. With virtual minutiae, the
following matching procedure is similar with minutiae based
approaches. The virtual minutiae based method can alleviate
the problems of insufficient minutiae caused by small area
or poor quality, but it still suffers from unstable estimation of
local ridge orientation, which is common in latent fingerprints.
The wrong estimation of direction of virtual minutiae will
greatly affect the performance of virtual minutiae descriptors
since the descriptor is extracted from local image patch aligned
with the direction. Another limitation is that virtual minutiae
are not salient features and cannot be located accurately, so
the accuracy of fingerprint registration is limited by sampling
intervals. To achieve registration accuracy at the pixel level,
this method needs to take each pixel as a sampling point, which
has very high computational complexity and is impractical.
In this paper, a new latent fingerprint registration algorithm
based on dense sampling points is proposed. Fig. 2 shows its
flowchart. The proposed method can further enhance the anti-
noise ability of registration algorithms and has high efficiency,
which is attributed to the following designs.
The core of the proposed registration algorithm is local
patch alignment and matching. Fingerprint is represented as
dense sampling points in replace of minutiae to avoid minutiae
extraction step and ensure the adequacy of key points even
if fingerprints area is very small. It should be noted that
we do not refer to them as virtual minutiae because we do
not estimate their directions. Then the local patch alignment
and matching algorithm estimates the alignment parameters
between image patches and computes their similarities. Its
flowchart is illustrated in Fig. 3. Compared with previous
minutiae or virtual minutiae based registration, we add the
local patch alignment module before extracting sampling point
descriptors, which is key to handle their limitations. Con-
cretely, (1) the estimation of relative rotation between two
sampling points rather than separate estimation of their own
local direction helps two patches aligned more accurately in
rotation. (2) The estimation of relative offset between two
sampling points helps the algorithm achieve pixel-level accu-
racy without the need of sampling every pixel. In addition, the
proposed local patch matching module computes the similarity
of two original image patches rather than enhanced ones to
ensure that the image will not be damaged by the fingerprint
enhancement algorithm. In conclusion, we skip the traditional
fingerprint feature extraction framework of extracting level-
1 (ridge orientation and frequency) and level-2 (minutiae)
features and thus avoid being affected by errors in feature
extraction.
After that, potential correspondences between sampling
points are obtained by comparing their similarities to a pre-
defined threshold. Since there are still a large number of
false correspondences, spectral clustering based global patch
matching is proposed to find a set of consistent corresponding
sampling points.
Considering registration accuracy and time complexity, an
coarse-to-fine registration scheme is proposed. The registra-
tion algorithm in both stages is the same, and the precise
registration takes the result of coarse registration as input. In
coarse registration stage, the sampling interval is large, and
all pairs of sampling points on two fingerprints are considered
for comparison. In precise registration, the sampling points
are denser, but each sampling point is compared only with its
neighbors. With such a scheme, large amount of comparison
in coarse registration is required but the number of sampling
points is small while in precise registration the sampling points
are denser but the number of matches required for each point
decreases.
Extensive experiments on latent fingerprint registration are
conducted on NIST27 database [6] and MOLF database [9].
On NIST27 database, the distances between manually marked
matching minutiae after registration are used as the evaluation
3Fig. 3. The flowchart of the proposed local patch alignment and matching algorithm. Given two image patches (from latent and rolled fingerprints) centered
on the sampling points, the patch alignment module predicts the spatial transformation θpredict between them. With the predicted transformation, the latent
fingerprint patch are well aligned to the rolled fingerprint patch. After alignment, each image patch is represented as a deep descriptor, and the similarity
between descriptors is outputted to reflect how similar the two patches are, and meanwhile whether the two sampling points are corresponding points.
metric. The experimental results show that our approach
performs better than existing methods and especially under
challenging conditions such as heavy background noise and
small fingerprint area.
The rest of the paper is organized as follows. In Section
2, we review the related work. In section 3, we illustrate the
proposed latent fingerprint registration method including the
details of local patch alignment and matching, and global patch
matching. In Section 4, we evaluate the performance of the
proposed registration method. In Section 5, we conclude the
paper.
All kinds of fingerprint registration algorithms can be re-
garded as key point-based registration algorithms when we
view minutiae, ridge sampling points, image sampling points,
sweat pores, and even pixels as key points. In the following,
we review several representative work pertaining to different
modules including the selection of key points, descriptors, and
global registration.
A. Key Points
The key points in registration algorithms contain minutiae,
sampling points on ridges, sampling points on image, sweat
pores, and pixels. Minutiae [4, 5] are the most commonly used
since it is greatly distinctive and can be extracted robustly on
high quality fingerprints. However, minutiae are still sparse
and can not generate very precise registration results when
fingerprints are distorted.
To improve the registration performance, a lot of work
combines minutiae with other key points. In order to better
deal with distortion, sampling points on ridges [10, 11],
undirected sampling points on images [12], and pixels [13] are
aligned after initial minutiae registration. For high resolution
fingerprints, level 3 features [14] including pore and ridge
contours are extracted as key points, which can boost the
performance when combining with minutiae registration. In
latent fingerprints which are usually with low quality, minutiae
and ridges may not be accurately extracted. To solve this
problem, Cao et al. [7, 8] proposed virtual minutiae (directed
sampling points on images) to ensure enough key points on
fingerprint area. But their direction may be mis-estimated,
which would affect the matching performance.
In this paper, we adopt dense undirected sampling points
on images to ensure adequate key points and do not define
their absolute direction to avoid possible error of direction
estimation. Besides, different from the method in [12], our
method does not require minutiae registration as initialization.
B. Descriptors
Descriptors are very important for identifying whether two
key points match or not. Minutiae descriptors have been
widely researched, and the descriptors for other key points are
similar with them. Therefore, we discuss minutiae descriptors
in the following.
Traditional minutiae descriptors can be divided into three
categories: image based, texture based, and minutiae based
descriptors. Image based [15, 16] and texture based [17, 18]
descriptors use image intensity or ridge orientation infor-
mation, while minutiae based descriptors [19–24] make use
of the relationships between neighboring minutiae. These
methods use manually designed features and thus are difficult
to optimize to separate mated minutiae pairs from non-mated
pairs, especially under challenging situations.
Recently, descriptors constructed by deep learning [7, 8,
25, 26] are proposed to capture the essential characteristics of
fingerprint patches. To ensure the robustness of descriptors,
local image patches are aligned in advance based on their
estimated key point direction. Experiments show their superior
performance compared to traditional descriptors. However,
their performance may be degraded when image patches are
aligned with wrong direction. Besides, since these methods use
enhanced fingerprints as input, it may also cause performance
degradation when images are enhanced with wrong ridge
orientation, which is common in latent fingerprints.
In our method, we align the latent image patches with esti-
mated spatial transformation relative to rolled image patches
before extracting their deep descriptors. The deep descriptors
are learned from original image patches rather than enhanced
ones, which avoid being affected by errors in ridge orientation
estimation.
4(a) (b)
Fig. 4. Sampling points on a pair of fingerprints (has undergone coarse
registration) in the precise registration stage. The sampling intervals on both
fingerprints are 16× 16. A sampling point on the latent fingerprint (marked
in yellow in (a)) is only compared with neighboring sampling points (marked
in yellow in (b)) on the rolled fingerprint.
Fig. 5. The model architecture of the proposed patch alignment algorithm.
II. RELATED WORK
A. Global Registration
Minutiae based approaches usually fit a thin-plate spline
model with paired minutiae as landmark points. The corre-
spondences between minutiae are established by considering
both similarity of minutiae descriptors and compatibility be-
tween minutiae pairs [27, 28]. Cao et al. [7] introduced the
compatibility between minutiae triplets to further eliminate
false correspondences.
Many non-minutiae based methods [10, 12, 13] use minutiae
registration as an initial step because minutiae are significant
key points, and their small number leads to high matching
efficiency. However, incorrect minutiae registration will result
in incorrect initial registration of these methods.
Our method takes sampling points as key points and does
not use minutiae registration as initialization in order to
improve the performance of low quality images and small
area fingerprints. We establish the initial correspondences
according to the similarities between sampling point pairs and
Fig. 6. The model architecture of the proposed deep descriptor.
use the pairwise geometric constraints to select a subset of
consistent correspondences by spectral clustering.
III. PROPOSED REGISTRATION ALGORITHM
In this section, we introduce in detail the proposed reg-
istration algorithm, including the proposed local fingerprint
patch alignment, the local patch matching, the global patch
matching, and implementation details of all methods.
A. Coarse-to-fine framework
In order to balance registration accuracy and time com-
plexity, the proposed approach applies a coarse-to-fine latent
fingerprint registration framework. It contains two stages:
coarse registration and precise registration. The registration
process in both stages is the same, but the acquisition and
matching of sampling points are different.
In coarse registration stage, original pairs of fingerprints are
taken as input. The sampling intervals on rolled fingerprints
are 64× 64, while that on latent fingerprints are 32× 32 due
to small fingerprint area. We compare all the sampling points
on latent fingerprints with those on rolled fingerprints to find
the coarse correspondences.
In precise registration stage, we take registered fingerprints
after coarse registration as input. The sampling intervals on
both fingerprints are 16× 16 considering both the preciseness
and efficiency. Since the the distance between corresponding
points may not be too far after coarse registration, the sampling
points on latent fingerprints are only compared with those on
their neighbor on rolled fingerprints. An example of compar-
ison is shown in Fig. 4.
B. Local Patch Alignment
Since sampling points are sampled separately on each
fingerprint, it is difficult to correspond two sampling points
directly on two fingerprints. One sampling point on the rolled
fingerprint may correspond to one point on the latent finger-
print between two sampling points. Therefore, it is necessary
to adjust the location and direction of sampling points on
latent fingerprints to obtain the accurate correspondences. The
patch alignment approach is proposed to estimate the relative
spatial transformation between two image patches. Based on
the estimation, the location and direction of sampling points
are adjusted for better alignment.
We train a Siamese network to estimate the geometric trans-
formation following [29]. The network architecture contains
5Fig. 7. Fingerprint simulation for training deep patch descriptors. For a rolled
fingerprint, a simulated fingerprint can be synthesized by applying certain
deformation and cutting (estimated from real samples) to it. For M rolled
fingerprints, M×N fingerprints can be synthesized with N pairs of distortion
fields and ROIs.
three parts. The feature extraction network extract feature
maps from image patches centered on two sampling points.
Taking these two feature maps as input, a matching layer
matches them and outputs a correlation map. With the correla-
tion map, the translation and rotation parameters are estimated
with a regression network.
1) Model Architecture: The flowchart of patch alignment
algorithm is illustrated in Fig. 5. For the feature extraction
network, we use the standard VGG-13 network and crop it
before the pool4 layer. It has four double-conv blocks, and the
first three are followed by a max pooling layer. Each double-
conv block contains two conv layers where each conv layer
followed by a BatchNorm layer and a ReLU layer. To over-
come different appearances of input images, we add a ridge
orientation supervision to help the network pay more attention
to fingerprint ridges rather than the image background. We add
the supervision layers at pool3, and let the network learns to
estimate the orientation field. The supervision layers are made
of a deconv layer, a double-conv block, a conv layer, and a
Tanh layer.
After each image patch produce its feature map, the match-
ing network is developed to combine two feature maps to a
single one for the subsequent parameter estimation. We use
a matching procedure similar to [29]. The correlation layer
computes all pairs of similarities between feature maps and is
followed by similarity normalization.
Given the correlation map, a regression map is applied
to estimate the translation and rotation parameters between
two image patches. The regression network is composed of
two double-conv blocks and one fully connected layer. The
output is 3-D vector, which indicates the relative translation
in horizontal and vertical directions, and the relative rotation
angle, respectively.
2) Loss Function: We train the patch alignment network
in a fully supervised manner. For a pair of input image
patches, the ground truth transformation parameter is given
by θgt = [dx, dy, da], indicates the relative translation and
rotation angle. With the estimated parameter θpred, we use
MSE loss to evaluate the parameter regression error:
Lpara(θgt, θpred) =
1
N
N∑
i=1
∥∥θigt − θipred∥∥2 (1)
For the ridge orientation estimation, we also use the MSE
loss for convenience. For an image patch of size H × W ,
the corresponding ground truth orientation map Mgt is a two-
channel image map concatenating the cosine map cos(2O) and
sine map sin(2O) of origin orientation field O whose size is
H
8 × W8 . The MSE loss for one input image patch is
Lori(Mgt,Mpred) =
1
N
N∑
i=1
∥∥M igt −M ipred∥∥2 (2)
The final loss is a weighted sum of the loss of transformation
estimation and the total loss of ridge orientation estimation for
two input image patches, which is
Lmatch = Lpara + λmatch(L
1
ori + L
2
ori) (3)
where λmatch is the weighted coefficient.
3) Simulation of Training Data: Training models in the
fully supervised manner requires pairs of image patches and
their corresponding transformation parameters. We prepare the
training data by applying synthetic transformations to real
pairs of latent and rolled fingerprints, which makes it easier
to get large amount of data for the CNN training. See Section
D for information on the used fingerprint database.
To synthesize the training data, the latent fingerprints are
required to register to their paired rolled ones. We regis-
ter two fingerprints based on the MCC descriptor [21] and
spectral clustering [30]. The MCC is used to measure the
similarity between all possible minutiae pairs, and spectral
clustering is used to obtain the mated minutiae pairs. Based
on the paired minutiae, Thin Plate Spline (TPS) [31] model
is applied to approximate the distortion field. In order to
ensure the correctness of training samples, we apply quality
control manually to choose only examples whose registration
is correct. Then we cut pairs of image patches whose size is
160× 160 randomly on the registered image pairs. Only pairs
of image patches with common foreground area greater than a
predefined threshold are preserved. In this way, we can obtain
multiple pairs of aligned image patches from each pair of latent
and rolled fingerprints. For a pair of image patch IA and IB ,
random translation and rotation are applied to them, and the
transformed patches are named as IˆA and IˆB . We take the
patch pair (IA, IˆB) and (IA, IˆA) as training pairs. The image
patches in the latter pair are both from rolled fingerprints,
which can make the network easier to train.
Specifically, we generate two training datasets for the coarse
and precise registration, respectively. The parameter dimen-
sions of the transformations are different in two datasets. In
6Fig. 8. The proposed fingerprint simulation consists of two steps.
coarse registration, the range of random translation is [−40, 40]
pixels, and that of rotation is [−40, 40] degrees, while in
precise registration all the range is set as [−20, 20]. When
training models, the parameters of translation are transformed
to [−1, 1], and rotation angles are converted to radian.
C. Local Patch Matching
The proposed local patch matching procedure aims to com-
pute the similarity between a pair of aligned image patches.
To compute the similarity, we extract deep descriptor from
image patches centered on each sampling point, and take the
distance between two descriptors as the patch similarity.
We train a Siamese network to extract deep descriptors.
Although minutiae descriptors based on depth learning [7,
8, 25, 26] have been proposed, our main contribution is to
propose a dedicated process to address the problem of lacking
of ground truth data. Simulating multiple fingerprints from
rolled fingerprints can simultaneously solve the problem about
the lack of samples and correspondence information.
1) Model Architecture: The VGGNet-13 architecture is
adopted for the feature embedding. Similar with the feature
extraction network in the proposed patch alignment algorithm,
the supervision is added after pool3 to let the ridge orientation
as supervisory information. After all the conv layers, the FC-
BN structure is applied to obtain a 512-dimensional feature,
which is used as the descriptor. The concrete architecture is
illustrated in Fig. 6.
2) Loss Function: Similar with the loss in local patch
alignment algorithm, the loss function here contains two parts,
the contrastive loss Lcontrastive which minimizes the distance
between positive pairs while maximizes that of negative pairs,
and the MSE loss Lori which evaluates the estimation accuracy
of ridge orientation. The total loss is
Lsimi = Lcontrastive + λsimi(L
1
ori + L
2
ori) (4)
where λsimi is the weight coefficient.
3) Simulation of Training Data: To train the descriptor
learning network, multiple samples are required for the same
key point to enhance the generalization of the network, and
the correspondence between key points should be known.
However, existing public latent fingerprint databases usually
have only two fingerprints for one finger. That is to say, one
key point at most have two patches. In addition, to obtain
the key point correspondences, additional key point matching
is required, which would make the data preparation more
complex and cannot guarantee the accuracy and completeness
of correspondences.
To obtain large latent fingerprint database, an efficient
alternative is to simulate fingerprint images [32, 33]. We
therefore propose a fingerprint simulation method to efficiently
obtain more reliable training data. Using this method, multiple
image patches from the same key point and the correspondence
between them can be obtained simultaneously. The process of
the fingerprint simulation is illustrated in Figure 7. The basic
idea is that, the transformation rule is analyzed in advance and
then transferred to other fingerprints to simulate more images.
In the following, we first introduce the proposed fingerprint
simulation method and then the generation of key point
patches.
Fingerprint Simulation The simulation process includes
two steps: learning transformation rule and simulating finger-
prints from rolled fingerprints with the transformation rule.
One example of the detailed steps is shown in Figure 8.
In the first step, we register latent fingerprints with corre-
sponding rolled fingerprints to obtain the region of interest
(ROI) and distortion field. The ROI is used to simulate small
valid area of fingerprints while the distortion field is used to
simulate the deformation.
We register two fingerprints in a similar manner with that
in the data simulation of the proposed local patch alignment
algorithm. The registration is conducted by fitting the TPS
model with matched minutiae, which are found by spectral
clustering method with similarities of minutiae pairs computed
by MCC descriptor. After registering latent fingerprints to
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Fig. 9. Empirical cumulative distribution functions of location (a) and direction (b) deviations on all the 258 pairs of fingerprints in NIST27 dataset.
TABLE I
REGISTRATION ACCURACY WITH THE THRESHOLDS OF LOCATION DEVIATION FROM GROUND TRUTH AS 20 PIXELS AND DIRECTION DEVIATION AS 15
DEGREES.
Location Direction
Method Good Bad Ugly All Good Bad Ugly All
Cao-minu1 84.54% 74.50% 62.29% 76.65% 89.35% 82.28% 80.00% 85.23%
Cao-minu2 81.22% 66.72% 48.43% 69.65% 88.42% 77.09% 72.66% 81.64%
Cao-minu3 83.94% 66.64% 56.16% 72.74% 89.05% 80.80% 77.25% 84.04%
Cao-texture 83.13% 77.84% 66.06% 77.75% 90.97% 85.47% 85.41% 88.16%
Proposed-coarse 79.22% 72.35% 63.76% 73.76% 89.95% 85.54% 84.77% 87.53%
Proposed-precise 88.97% 84.73% 80.83% 85.92% 90.89% 89.33% 89.27% 90.08%
rolled fingerprints, the intersection of the ROI of registered
latent fingerprints and that of rolled fingerprints is seen as
the common ROI. To better locate the relative position of the
common ROI, the fingerprint center of the rolled fingerprint is
also estimated. It is defined as the upper core of a fingerprint,
which can be estimated by the VeriFinger [34]. It should
be noted that we use the MCC-based minutiae matching
algorithm to efficiently get pairs of training samples. Although
the algorithm is not perfect, our experimental results show that
the performance of the deep minutiae descriptor trained based
on these training samples is significantly better than that of
MCC.
In the second step, given one rolled fingerprint, a corre-
sponding fingerprint can be simulated with the given distor-
tion field and ROI. The ROI is firstly applied to the rolled
fingerprint to cut a local fingerprint area. To ensure the right
absolute position, the center recorded with ROI should be in
advance aligned with the center of the rolled fingerprint. Then
we apply the distortion field on the clipped local fingerprints.
Finally, we apply the CycleGAN [35] to change the fin-
gerprint appearance to simulate the gray-scale ridge pattern
in various fingerprints. Multiple pairs of registered latent and
rolled fingerprints are applied to train the model. In this way,
the incompleteness, distortion, and different appearance of
fingerprints are all simulated.
Generation of Key Point Patches By adopting the pro-
posed fingerprint simulation method, twenty more fingerprints
are simulated from a rolled fingerprint, such that more expres-
sions are available for each fingerprint. After that, key point
patches are generated to train the descriptor network.
We construct two training datasets to train the descriptors
where image patches are centered on different key points. In
the minutiae based dataset, image patches are centered on each
minutia, and the minutiae orientation is used as the positive
direction of the x axis. In the sampling point based dataset,
image patches are centered on each sampling point. The
minutiae based dataset is used to train a base model since it is
easy to get more accurate minutiae correspondences between
fingerprints based on minutiae based registration methods. The
sampling point based dataset is further applied to fine-tune the
base model in order to make the model more generalizable to
test data.
In both training datasets, the generation of images patches
is the same. We take the minutiae based dataset as an example.
For original rolled and latent fingerprints, as described earlier,
minutiae are extracted from original fingerprint images, and
minutiae pairs have been obtained from the registration result.
For the simulated fingerprints, minutiae are estimated from
that in rolled fingerprints with the distortion field, and the
correspondences between minutiae in different impressions
can be obtained directly. We cut minutiae patches of 160×160
pixels around each minutia in the rolled, latent, and simulated
fingerprints separately for the minutiae descriptor training.
Patches whose foreground area is less than 40% of the patch
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Fig. 10. Empirical cumulative distribution functions of location (a)(b)(c) and direction (d)(e)(f) deviations on the good, bad, and ugly subsets of fingerprints
in NIST27 dataset, respectively.
area area excluded. Based on the correspondences of minutiae
from different impressions, the minutiae patches representing
the same minutia share the same label. To ensure the correct-
ness of each minutiae cluster, only minutiae clusters with more
than eight patches are used to train minutiae descriptors.
The above patch generation algorithm can ensure that the
image patches with the same label come from the same key
point. To train the Siamese network, we select a mini-batch
which is composed of several positive pairs. These pairs with
a same label make up of the positive set, and negative set is
sampled randomly from different categories.
D. Global Patch Matching
After obtaining the spatial transformation parameters and
similarities between all pairs of sampling points, we first select
the pairs whose similarity is above a given threshold τ as
potential sampling point correspondences, and then use the
spectral clustering based global patch matching method to
compute the compatible subset of correspondences.
Different from the spectral clustering based registration
in minutiae based approaches [30], not only similarities but
also the relative transformation parameters between pairs of
sampling points are used in our method. For one pair of
sampling points, we adjust the location and direction of
sampling point on the latent fingerprint based on the estimated
transformation. In this way, for different sampling points on
the rolling fingerprint, the position and direction of the same
point on the latent fingerprint are different after adjustment.
With the adjusted sampling point, the following registration
is the same with that in minutiae based approaches. Specially,
in consideration of time efficiency and accuracy, we choose
mutually N neighbors from all pairs of adjusted sampling
points as initial correspondences based on their similarities.
The descriptor similarities are normalized by min-max nor-
malization. In the following, the second-order graph matching
[27] is applied to remove false correspondences.
E. Implementation Details
A database from local police department is used to construct
the training data in both local patch alignment and matching
procedures. This dataset contains more than one thousand pairs
of rolled and latent fingerprints, where latent fingerprints are
collected from real crime scenes.
We choose 500 pairs of mated latent and rolled fingerprints
in the database and exclude those whose minutia match-
ing scores computed by VeriFinger [34] are less than 50.
Fingerprints of relatively good quality were chosen so that
the data simulation results for training deep neural networks
are reliable. FingerNet [3] is adopted to extract the ROI,
minutiae, and ridge orientation images of both rolled and latent
fingerprints.
All the networks in our method are trained with PyTorch
[36] from scratch on NVIDIA GTX 1080 Ti GPUs. The
stochastic gradient descent (SGD) is used for optimization
with a weight decay of 5× 10−4.
To balance the loss function, we use λmatch = 0.25, and
λsimi = 0.5.
Local Patch Alignment We train two alignment models
with different synthetic training datasets for two registration
stages, both with learning rate 10−3, weight decay 0.95 every
9Fig. 11. Examples of correctly registered fingerprints pairs in the NIST27 database.
5 epochs, and batch size of 32. Models are all trained for over
20 epochs.
Local Patch Matching The descriptor network is trained
with the mini-batch which contains multiple pairs of patches
with the same label, and on-line hard negative sampling is
used to select the negative pairs with smallest distance during
training for better convergence and accuracy.
When training the base model, the learning rate is set
initially as 10−2 and decays at 0.95 rate every 5 epochs. The
batch size is set as 32, and the model is trained for over 20
epochs. When fine-tuning the model with sampling point based
training data, we use the initial learning rate 10−4, and other
parameters are the same.
Global Patch Matching In coarse registration stage, we
choose mutually N = 6 neighbors as initial matching pairs,
and the threshold τ = 0.5 to exclude obvious dissimilar point
pairs. In precise registration, N is set as 2, and τ is set as 0.
IV. EXPERIMENTS
In this section, we evaluate the performance of the proposed
latent fingerprint registration algorithm and compare it to the
state-of-the-art. The experiments are performed on the NIST27
database [6] and MOLF database [9]. The proposed deep
descriptor, a key component of the whole system, is also
evaluated on the NIST27 database.
A. Performance of Fingerprint Registration on NIST27
database
The NIST27 database [6] is a public latent fingerprint
database containing 258 pairs of latent and rolled fingerprints.
For a fingerprint image in the database, we do not conduct the
preprocessing but request the ROI to define the sampling area
of sampling points. We use manually marked ROI of latent
fingerprints [37] and use FingerNet [3] to obtain the ROI of
rolled ones. In order to guarantee the fairness, the same ROI
is applied to all algorithms to be compared.
Evaluation protocol To evaluate the performance of the
proposed fingerprint registration method, we use the location
Fig. 12. Failure cases in the NIST27 database. Left two columns show the
sampling point correspondences, and the third column shows the deviation
between matching minutiae after coarse registration.
and direction differences of ground truth matching minutiae af-
ter alignment as the evaluation metric. In the NIST27 database,
each pair of mated rolled and latent fingerprints has matching
minutiae provided by fingerprint experts. If two fingerprints
are aligned accurately, the location and direction differences
between paired minutiae must be as small as possible.
After obtaining sampling point correspondences, the trans-
lation and rotation between image pairs are computed by the
average translation and rotation between sampling point pairs.
With the spatial transformation parameters, latent fingerprints
can be aligned to rolled ones, and the manually marked minu-
tiae on latent fingerprints can also be registered to evaluate the
alignment performance.
We compare our method with Cao’s method in [8], which
shows great performance on latent fingerprint recognition.
They constructed three different minutiae templates and one
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Fig. 13. Qualitative evaluation results on MOLF database.
texture template, and outputted one fingerprint registration re-
sult for each template. Therefore, the comparison is conducted
with these four registration results.
Results The cumulative distribution functions of location
and direction deviations are shown in Fig. 9. As we can see
• The performance of the proposed precise registration
method is more accurate than that of coarse registration.
After the precise registration, more than 85% minutiae
have the deviation less than 20 pixels in location and 15
degrees in direction.
• The first minutiae template in [8] achieves better results
than other two minutiae templates, and the performance
of texture template is slightly better. Compared with
these four templates, the performance of our method is
consistently better.
For concrete analysis, we compare the performance on three
subsets of NIST27 database, which are named as good, bad,
and ugly subsets. The comparison results are shown in Fig. 10.
Besides, to better analyze the results, we list the registration
accuracy of different methods on three subsets and the whole
dataset in Table I when setting the threshold of deviation
from ground truth as 20 pixels and 15 degrees in location
and direction, respectively. We can observe that
• The proposed method achieves comparable results on the
good subset and performs better on the bad and ugly
subset. As shown in the table, our method can achieve
4.43%, 6.89%, and 14.77% improvement in location
in the good, bad, and ugly subset, 3.86% and 3.86%
improvement in direction in the bad and ugly subset,
respectively, in comparison with the best results in [8].
The improvement is greater when the image quality is
worse, which suggests the superiority of the proposed
method on latent fingerprints with low image quality.
• Among the four templates used in [8], the texture tem-
plate performs better on bad and ugly subset than three
minutiae templates. Its superior performance indicates
that dense sampling points are suitable key points in latent
fingerprints of very poor quality.
Qualitative examples We show several examples of correct
matches and failure cases to discuss the superiority and
inferiority of the proposed approach. Fig. 11 illustrates several
examples where correct matches can be found by the proposed
method, but the method in [8] is are not successful. From
these examples, it is demonstrated that the proposed method
is robust in situations where fingerprint ridges are too deep
or too light to distinguish from background or are polluted
by background noise. Fig. 12 gives three failure cases, where
registration error of the first example is large while the left
two are close to correct matches. Here shows the sampling
point correspondences obtained by coarse registration since
precise registration is conducted for further reducing errors
after basically correct registration. The failure is mostly due to
limited fingerprint area and lack of discriminatory information.
When the distances between matching points are too far after
coarse registration, the effect of precise registration is limited.
These examples show that the proposed method needs further
improvement to deal with fingerprints with very small effective
area or with very poor quality.
B. Performance of Fingerprint Registration on MOLF
database
The MOLF database [9] contains 19,200 fingerprints from
100 subjects with five different capture methods. We choose
the DB3 A subset as the reference dataset, which is captured
using CrossMatch L-Scan Patrol, and the DB4 subset, which
is the only latent fingerprint dataset. For each fingerprint, the
first instance is selected. Finally, 1,000 pairs of latent and plain
fingerprints from 10 fingers of 100 users are applied to conduct
the experiments.
Considering the clean fingerprint background in these two
datasets, the Otsu’s method [38] and morphological operations
are used to obtain the ROI of each fingerprint. All the methods
to be compared use the same ROI for fair comparison.
Evaluation protocol Because there are no marked minutiae
pairs in the dataset, it is difficult to quantitatively evaluate
the registration algorithms individually. We compute the dis-
crepancy of rotation and translation parameters estimated by
different registration methods to evaluate each method. When
the parameters estimated by two algorithms are quite different,
the registration performance is further judged manually. In
this way, we can evaluate the relative performance of two
registration methods.
To measure the discrepancy of different registration param-
eters, we compute the difference of imaginary grid of points
deformed with each registration parameter. Concretely, for a
latent fingerprint, we construct a grid of points with 40 pixels
as interval, and transform them with estimated rotation and
translation parameter. The average squared distances between
two transformed grid points are taken as the discrepancy. If
the average distance is less than 40, the two registration results
are considered to be similar.
When judging the registration performance manually, the
registration result are evaluated by scores in the range of 1 to
5. The closer the registration result is to the ground truth, the
higher the score is. The scores of two registration results can be
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Fig. 14. Examples where the registration results of the proposed approach
are more precise in the MOLF database.
the same when they are similar. When the registration results
are completely wrong, it is defined as ERROR. In addition,
when the method cannot produce the registration results, it is
defined as FAIL.
Result Among the 1,000 pairs of fingerprints in the MOLF
database, 75 pairs of fingerprints are found to be not corre-
sponding fingerprints and thus should be excluded. 204 pairs
of fingerprints are very hard samples for all algorithms and
we cannot manually align them confidently.
For the remaining 721 pairs of fingerprints, the comparison
result judged by the discrepancy of different registration
parameters and manually is shown in Fig. 13. The image ID of
these fingerprints and the results of all methods on them have
been made public. As expected, the virtual minutiae based
method performs much better than minutiae based methods
on latent fingerprints. The proposed approach performs better
than all four results in [8] since it obtains more score 5.
Fig. 14 gives two examples where our method conducts
the registration successfully. Only the registration results by
the texture template in [8] is shown for comparison since the
minutiae templates often fails. The ridge lines in these latent
fingerprints are difficult to be accurately extracted by existing
algorithms but can be identified by human experts based on
context information. The proposed method do not rely on
estimated orientation field, and thus can handle such level of
image blurry. Fig. 15 shows two examples where the proposed
approach fails. The failure mainly due to wrong estimation of
rotation angle. In our method, the maximum rotation angle
between two patches that can be estimated is 40 degrees, so
it is not designed to deal with the situation that the rotation
angle between a pair of fingerprints is very large. It is not a
serious problem in practice since fingerprint examiners usually
adjust latent fingerprints to upright direction.
C. Effect of Coarse-to-Fine Registration
Several examples are given to show the effect of precise
registration in Fig. 16. In coarse registration, the intervals
between sampling points are set very large to reduce the
(a) Plain (b) Latent (c) Registered
by the proposed
method
(d) Registered
by method in [8]
Fig. 15. Examples where the proposed approach fails in the MOLF database.
(a) Latent to match (b) Coarse matching (c) Precise matching
Fig. 16. Precise registration helps improve registration accuracy. The first
column shows the latent fingerprint to match with manually marked skeleton
drawn on it. The second and third columns shows ground truth matching
minutiae after coarse registration and precise registration, respectively, where
minutiae on rolled fingerprints are marked in green, and registered minutiae
on latent fingerprints are marked in blue.
matching times of image patches in consideration of time
efficiency. Therefore, the registered latent fingerprint is close
to the correct result, but there is still a certain distance. To
further reduce the registration error, the sampling points are
denser in the precise matching. Despite of more sampling
points, the matching times are acceptable since each sampling
point in latent fingerprint is only compared with 25 sampling
points in rolled ones. The registration results illustrates the
effectiveness of precise registration.
D. Computational Efficiency
We compare the computational efficiency of proposed fin-
gerprint registration method with [8]. The comparison is
conducted detailed from three steps. The image preprocessing
step consists of ROI estimation, ridge orientation estimation,
fingerprint enhancement, and minutiae extraction. Our method
only requires ROI of rolled fingerprints, which is estimated
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TABLE II
COMPUTATIONAL EFFICIENCY OF FINGERPRINT REGISTRATION
Method
Cao and Jain [8] Ours-coarse Ours-precise
latent rolled
Image preprocessing 32.91 1.17 0.21 0
Descriptor extraction 137.48 (15.49+121.96+0.03) 19.39 (10.23+9.13+0.03) 27.41 34.03
Key point matching 0.001 2.933 3.903
by the FingerNet. The descriptor extraction step is applied for
each key point patch, and the operations in the two methods
are different. In [8], they extract deep descriptors from each
key point patch on latent and rolled fingerprints, respectively,
followed by descriptor length reduction and product quantiza-
tion to improve the comparison speed. In our method, this
step adjusts the location and direction of sampling points
with estimated transformation parameter and extracts the deep
descriptors from two image patches simultaneously. In the
key point matching step, similarities between key points are
computed, and global patch matching approach is applied in
both methods to conduct the fingerprint comparison. The time
taken for each step is shown in Table II.
All the steps that require deep learning are conducted
on NVIDIA GTX 1080 Ti. The key point matching in [8]
is implemented with C++ while ours are implemented in
MATLAB on a PC with 2.50 GHz CPU.
From Table II, the method in [8] takes a lot of time in
the image preprocessing and extracting deep descriptors of
latent fingerprints, average 32.91 seconds and 137.48 seconds
for one latent fingerprint, respectively. This is main due to
the need of obtaining four enhanced images, seven minutiae
sets, and one virtual minutiae set, and extracting 28 minu-
tiae templates and one texture template. Among the three
operations in the descriptor extraction step, the most time-
consuming is descriptor length reduction, for which more
than two minutes are required. But in practice, they select
finally three minutiae templates, and thus the computation
time can be shortened. Besides, they extract minutiae templates
for each input fingerprint separately. Once minutiae templates
are obtained, they can conduct matching between any pair of
fingerprints efficiently.
Compared with the method in [8], ours skips image prepro-
cessing, but requires longer time when registering a pair of
fingerprints due to the two-stage registration. It takes more
than one minutes for one pair of fingerprints. In addition,
when matching each pair of input fingerprints, the descriptor
extraction is required. Therefore, the proposed method is more
suitable for performing fine registration in the candidate lists
generated by large database retrieval.
V. CONCLUSION
In this paper, we propose a latent fingerprint registration
method, which bypasses minutiae extraction and ridge orien-
tation field estimation to avoid being affected by the error
of feature extraction. Instead of minutiae, dense undirected
sampling points are taken as the key points. All pairs of sam-
pling points are compared to produce their similarities along
with their relative spatial transformation. The sampling point
correspondences are finally estimated by spectral clustering
based global patch matching method. To further reduce the
registration error while not sacrificing efficiency, an coarse-
to-fine registration scheme is conducted. The proposed latent
fingerprint registration algorithm is tested on NIST27 database
and MOLF database and compared with the state-of-the-art.
Experimental results show its better performance on latent
fingerprints and stronger ability to handle fingerprints with
poor quality.
The limitation of the proposed approach is that (1) although
the coarse-to-fine registration scheme helps increase the effi-
ciency, the local patch alignment and matching itself is time-
consuming. (2) It is inevitably affected by large skin distortion
due to the performance constraints of local patch alignment
and matching. (3) There is still room for improvement in
the discrimination ability of the proposed deep key point
descriptor.
Further direction includes increasing the computational ef-
ficiency while increasing the registration accuracy to better
deal with local distortion, and achieving end-to-end fingerprint
registration.
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