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Abstract
We discuss W-symmetries of Ito stochastic differential equations, in-
troduced in a recent paper by Gaeta and Spadaro [J. Math. Phys. 2017].
In particular, we discuss the general form of acceptable generators for con-
tinuous (Lie-point) W-symmetry, arguing they are related to the (linear)
conformal group, and how W-symmetries can be used in the integration of
Ito stochastic equations along Kozlov theory for standard (deterministic
or random) symmetries. It turns out this requires, in general, to consider
more general classes of stochastic equations than just Ito ones.
1 Introduction
In a recent paper [13] we have discussed in general terms symmetry of (systems
of) Stochastic Differential Equations in Ito form,
dxi = f i(x, t) dt + σik(x, t) dw
k . (1)
(Here and below sum over dummy indices is routinely understood.) We have
argued that albeit apparently one could consider general vector fields in (x, t;w)
space, i.e.
X = ϕi(x, t;w)
∂
∂xi
+ τ(x, t;w)
∂
∂t
+ hk(x, t;w)
∂
∂wk
, (2)
some limitations are actually in order on the functions ϕ, τ, h, see below.
Based on these, we have proposed a classification of different types of sym-
metries, and investigated the determining equations characterizing them for a
given Ito equation (1).
∗giuseppe.gaeta@unimi.it
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In later work [10, 11], after clarifying how the relevant symmetries of an
Ito SDE are preserved under a change of variables despite the non-geometric
transformation properties of Ito equations under these [10], our discussion and
classification were useful in order to extend the Kozlov theory [16, 17, 18, 19] re-
lating symmetry and – complete or partial – integrability of SDEs. In particular,
it was shown that the sufficient conditions identified by Kozlov for this in the
case (according to our classification, see below) of deterministic symmetries,
are also necessary; and the theory was also extended to random symmetries
[11], albeit in this case we only treated scalar equations (we will fill this gap by
treating the case of systems, in sect.5.2 below)1
The purpose of the present work is to discuss the extension of this approach
and the results mentioned above to the other case allowed by our classification,
i.e. to W-symmetries. These are symmetries directly acting – beside the xi and
t variables – on the Wiener process wi as well [13].
We will also denote vector fields and symmetries not acting on (but possibly
depending on) the wi variables, as standard ones, for ease of reference; thus
standard symmetries comprise both deterministic and random ones.
Let us now briefly sketch the plan of the paper. We will start by recalling, in
Section 2, our discussion about the limitations to be put on (2) to get admissible
symmetries, and hence our classification for the three types of admissible sym-
metries (deterministic, random, and W-symmetries) together with the relevant
concept of simple symmetry. We will also briefly recall, in Section 3, how it
is possible to use (deterministic or random) symmetries of Ito SDE despite the
transformation properties of these.
We will then discuss, in Section 4, Kozlov theory for standard symmetries; in
particular we will recall how the presence of simple symmetries – deterministic
or random – allow to integrate a scalar SDE. In Section 5 we will consider
systems; in particular, in 5.1 we recall how one can use deterministic symmetries
(provided a Lie algebraic condition, analogous to the one met when dealing
with deterministic equations, is satisfied) to partially integrate, i.e. reduce to a
smaller dimension, a system of Ito equations. As mentioned above, our previous
work only considered symmetry reduction (actually, in this case, integration)
under random symmetries for the case of scalar equations; in Section 5.2 we will
extend that discussion to the general case, i.e. systems of Ito equations (this
result is new, but is a straightforward extension of those already present in the
literature).
We will then be ready to introduce the most relevant – and original – part
of our work, namely the extension of the theory developed so far for deter-
ministic or random symmetries to the third case in our classification, i.e. for
W-symmetries.
1It should be mentioned that in recent work [20], Kozlov considered the situation where
the Ito equation admits a conserved quantity, and studied the consequence of this on the
symmetries and their algebraic structure; it was also shown how, even in this case, there is a
correspondence between the symmetries of the Ito and of the associated Stratonovich equation
[21], confirming the results of [10].
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This will first of all require again to discuss more precisely what kind of
transformation could and should be considered, which is the subject of Section
6. After this, we will have to extend the discussion of Section 3 to the case of
W-symmetries; this will be done in Section 7, and we will find that the extension
is not complete.
After this we will finally be able to tackle the extension of Kozlov theory
to W-symmetries, in Section 8. Again we will find that the extension is not
complete; in particular we will see that albeit W-symmetries are of help in
educing or integrating Stochastic Differential Equations, this will in general go
though mapping an Ito equation into a more general type of stochastic equation.
This also means that the existing results about multiple symmetry reduction
cannot be applied in the case of multiple W-symmetries.
In the final Section 9 we will summarize and discuss our findings.
We also have two Appendices, devoted to the (simpler) special case of scalar
equations. In Appendix A we derive, in the simplified one-dimensional setting,
our basic result about the correspondence of W-symmetries for an Ito and the
associated Stratonovich equations; in Appendix B we show that not all vec-
tor fields can be realized as nontrivial W-symmetries of stochastic equations,
discussing in detail some one-dimensional examples.
The symbol ⊙ will mark the end of a Remark or of an Example.
Acknowledgements
I thank C. Lunini, L. Peliti and F. Spadaro for interesting discussion on symme-
tries of SDEs in general, and on this research in particular; the communication
by prof. R. Kozlov of a simple but significant Example (see Example 2 below)
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2 Standard symmetries of Ito equations
When we consider an Ito equation2 (1), applying the vector field (2) produces
a map
xi → x˜i = xi+εϕi(x, t;w) , t→ t˜ = t+ετ(x, t;w) , wi → w˜k = wk+εhk(x, t;w) ;
(3)
this in turn maps the Ito SDE (1) into a, generally different, SDE.
The point is that for general choices of ϕi, τ, hk the new SDE is not even
of Ito type, as discussed in detail in [13]. In order to ensure we remain within
the framework of Ito equations, we should introduce several limitation on these
2By this we always mean possibly a system, unless otherwise specified. Note that – albeit
this will in general not be used – we can also assume σ to be non-degenerate or, passing to
suitable coordinates, we would have an Ito system coupled to deterministic ODEs.
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coefficients3; in particular, leaving aside for a moment the coefficients hk and
hence the possibility to consider W-symmetries:
• The functions ϕi are unrestricted, beside the requirement to be smooth
functions of their arguments.
• The function τ should (be smooth and) depend only on t, with moreover
τ ′(t) > 0 (this guarantees the new variable t˜ still represents time, albeit a
rescaled one).
We will from now on always assume that these restrictions on τ are satisfied;
we refer to these vector fields, and possibly symmetries, as the admissible ones.
Remark 1. Note that if τ 6= 0, the rescaling of time will affect the Wiener
processes wi. More precisely, their expression wi = wi(t˜) in terms of the new
time t˜ will differ from their expression wi = wi(t) in terms of the pristine time
variable. However, this difference amounts to a scalar factor, which is then
absorbed in the coefficients σik of the Ito equation; see [12, 13].
More precisely, in this case we get wi(t)→ w˜i(t˜) with
w˜i(t˜) =
√
1 + ετ ′(t) wi(t˜) ; (4)
all in all, this amounts to the map
dwk → dwk + ε 1
2
(
dτ
dt
)
dwk := dwk + ε δwk . (5)
See e.g. [13], sect. IIB, for details. ⊙
With these limitations, and still keeping hk = 0, we have a simple classifica-
tion of maps and hence of possible symmetries.
• If the ϕi do not depend on the wk variables, then we speak of deterministic
vector fields; if they also effectively depend on the wk, we speak of random
vector field. Note that by assumption τ only depends on t, if it is present.
• If τ = 0, we speak of simple vector fields; if τ 6= 0 (but τ = τ(t), τ ′(t) > 0)
we speak of general vector fields.
Remark 2. We anticipate that the Kozlov theory relating symmetry of SDE
to the possibility of reducing, and possibly completely integrating, them makes
only use of simple symmetries (see however [20, 21]); hence the special interest
of this seemingly restricted class. ⊙
3We stress they are always supposed to be C∞ (we will also say just smooth) functions of
their argument; this guarantees we are dealing with proper – albeit possibly formal – vector
fields in the (x, t;w) space.
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Remark 3. As well known, when dealing with deterministic differential equa-
tions, there is no such difference between symmetries acting on the time and
on the spatial variables (and actually we can consider symmetries mixing time
and the space variables). The reason for their different standing in the present
context is readily understood: in fact, now t is in all cases a smooth variable,
while x is a smooth variable as the spatial coordinate, but becomes a stochastic
process when we look at solutions to the Ito equation (1); thus t and the xi are
inherently different, and it is no surprise that time should not be mixed with
space variables, and that the presence of symmetries acting on them will have
different consequences. ⊙
3 Standard symmetry and change of variables
The possibility of using symmetries to solve or reduce deterministic equations
rests ultimately on the fact that symmetries are preserved under changes of
variables. This in turn follows immediately from the fact that symmetry vector
fields are geometrical objects, and the same holds for the solution manifold
S∆ ⊂ JnM representing a differential equation (or system) ∆ of order n in the
suitable Jet space [1, 6, 25, 26, 28].
It is not at all obvious that the same holds for Ito equations: as well known,
they do not transform geometrically (i.e. under the chain rule), but in their
own way – in fact, under the Ito rule.
This point was raised and solved in some recent work [10]. The approach
followed there was to use the Stratonovich equation associated to a given Ito
one; this transforms geometrically (this is its main advantage, together with
the related time-inversion properties), so its symmetries are surely preserved
under changes of variables. The determining equations for an Ito equation and
for the associated Stratonovich one are different and give different solutions
[13, 30]; but it is known that they have the same solutions if we restrict to
either simple (deterministic or random) symmetries, or to general symmetries
(2) with τ satisfying a certain third order compatibility condition identified by
Unal [30]; this is automatically satisfied if τ only depends on t, i.e. for admissible
symmetries according to our classification [13] recalled above.
In other words, we have the following result [10]; here “simple” refers again
(as for symmetries) to the fact the t variable is unaffected; we will similarly
denote as “simple maps” those not acting on t.
Proposition 1. Admissible standard symmetries of an Ito equation (1) are pre-
served under (simple, deterministic) smooth changes of variables xi = Φi(y, t).
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4 Standard symmetry and integrability of scalar
Ito equations
With the result of the previous Section, we can start discussing symmetries of
an Ito equation and its use.
First if all we note that – as an Ito equation lacks a geometrical interpretation
– in this context symmetry will be an algebraic rather than a geometrical prop-
erty. That is, we require that the map (3), i.e. the substitution xi → xi + εϕi,
t → t+ ετ , wk → wk + εhk, leaves the Ito equation (1) invariant at first order
in ε.
In the case of interest here, i.e. disregarding for the moment W-symmetries,
and focusing on (deterministic or random) simple symmetries
X = ϕi(x, t : w) ∂/∂xi , (6)
it can be proven [13] that they comply with the determining equations (for
simple symmetries)
∂tϕ
i + f j ∂jϕ
i − ϕj ∂jf i = − 1
2
△ϕi , (7)
∂̂kϕ
i + σjk ∂jϕ
i − ϕj ∂jσik = 0 ; (8)
here we have used the notation
∂t := ∂/∂t , ∂i := ∂/∂x
i , ∂̂k := ∂/∂w
k ; (9)
and the symbol △ denotes the Ito Laplacian
△u :=
n∑
k=1
∂2u
∂wk∂wk
+
n∑
j,k=1
(
σ σT
)jk ∂2u
∂xj ∂xk
+ 2
n∑
j,k=1
σjk
∂2u
∂xj ∂wk
. (10)
These notations will be used routinely in the following.
Let us first consider the case of a scalar equation; then the presence of
a simple symmetry guarantees that the equation can be explicitly integrated,
i.e. transformed into an Ito integral. The result is constructive, in that the
symmetry determines the appropriate change of variables.
This result holds for any standard simple symmetry, but in the case of ran-
dom ones some additional condition should also be checked.
4.1 Deterministic symmetries
We start with the case of simple deterministic symmetries. Here we have the
following result, due to Kozlov [16] (see also [11]):
Proposition 2. The scalar SDE
dy = f˜(y, t) dt + σ˜(y, t) dw (11)
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can be transformed by a simple deterministic map y = y(x, t) into
dx = f(t) dt + σ(t) dw , (12)
and hence explicitly integrated in Ito sense, if and only if it admits a simple
deterministic symmetry.
If the generator of the latter is X = ϕ(y, t)∂y, then the change of variables
y = F (x, t) transforming (11) into (12) is the inverse to the map x = Φ(y, t)
identified by
Φ(y, t) =
∫
1
ϕ(y, t)
dy .
Remark 4. We stress that here the “only if” refers to the transformation
by a deterministic map. We will see in a moment that the transformation is
possible also in case there is no deterministic symmetry but a random symmetry
is present; but in this case this is achieved by a random map rather than a
deterministic one. See also Remark 6 in this sense. ⊙
Remark 5. Note that (12) provides immediately the solution in the new vari-
able,
x(t) = x(t0) +
∫ t
t0
f(s) ds +
∫ t
t0
σ(s) dw(s) ;
in order to obtain the solution in the original variable we should of course use
y = F (x, t). ⊙
Example 1. The Ito equation [10]
dy =
[
e−y − (1/2) e−2y] dt + e−y dw
admits the vector field X = e−y∂y as a symmetry generator. By the associate
change of variables
x =
∫
1
ϕ(y)
dy =
∫
ey dy = exp[y] + K
the vector field reads X = ∂x, and the initial equation reads
dx = dt + dw ;
this is readily integrated.4 ⊙
4More precisely, we get x(t) = c0 + t + w(t), and hence y(t) = log[x(t) − K]; a suitable
choice of the arbitrary (integration) constant K guarantees existence of the solution y(t) for
sufficient times t > 0 with probability one. In the following Examples we will not discuss the
map of solutions back into the original variables.
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4.2 Random symmetries
The difference between the case where deterministic symmetries are considered
and the one where the considered symmetries are random ones, lies in that
in the case of random symmetries the associated random change of variables
could change the Ito equation into a random system of different nature. This
problem accounts for the appearance of an extra condition, absent when one is
only considering deterministic simple symmetries. Here we just give the relevant
result, referring to [11] for a comprehensive discussion.
Proposition 3. Let the Ito equation
dy = F (y, t) dt + S(y, t) dw (13)
admit the simple random vector field X = ϕ(y, t, w)∂y as Lie-point symmetry;
define γ(y, t, w) := ∂w(1/ϕ).
If the functions F (y, t), S(y, t) and γ(y, t, w) satisfy the relation
S γt + St γ = F γw + (1/2)
[
S γww + S
2 γyw
]
, (14)
then the equation (13) can be mapped by a simple random change of variables
into an integrable Ito equation
dx = f(t) dt + σ(t) dw . (15)
Conversely, let the Ito equation (13) be reducible to the integrable form (15)
by a simple random change of variables x = Φ(y, t;w). Then necessarily (13)
admits X = [Φy(y, t, w)]
−1
∂y := ϕ(y, t, w)∂y as a symmetry vector field, and
(14) is satisfied with γ = ∂w(1/ϕ).
Remark 6. As mentioned above, see Remark 4, it is possible that an equation
can be integrated by a (random) change of variables, albeit it has no determin-
istic simple symmetry; in this case it should, as stated by Proposition 3, have a
random simple symmetry. ⊙
Example 2. A simple example of this situation is provided by the scalar Ito
equation5
dx = ex dt + dw . (16)
This has no simple deterministic symmetry (it has the deterministic symmetry
X0 = ∂t, but this is not simple and hence cannot be used for integration),
but has a simple random symmetry, X = exp[x − w]∂x, which can be used for
integration. In fact, the X-related new variable is
y =
∫
1
ex−w
dx = − ew−x , (17)
5This example was communicated to me by prof. Kozlov (personal communication), whom
I warmly thank.
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and in terms of this we have
dy = ew dt , (18)
hence
y(t) = y(t0) +
∫ t
t0
ew(s) ds .
It may be noted that the equation also has a W-symmetry, X1 = ∂w; it turns
out this is not of acceptable type, as discussed in Sect.6 below. ⊙
Remark 7. Note also that eq.(18) is not of Ito type; correspondingly eq.(14),
meant now for (16) and γ associated to X , is not satisfied: the l.h.s. vanishes,
while the r.h.s. yields ew[1+(1/2)e−x]. This notwithstanding, eq.(18) is readily
integrated, and hence the change of variables (17) allows to integrate the original
equation (16). This suggest that our theory can be extended, allowing for
transformations to non-Ito equation and hence for symmetries such that the
compatibility condition (14) is not satisfied. We will not dwell in this direction
in the present work, but we will find that this situation is rather generic when
dealing, in later Sections, with W-symmetries. ⊙
5 Systems
The scope of Proposition 2 is quite limited, in that it only concerns scalar equa-
tions. On the basis of what is achieved in the case of deterministic equations,
we would expect that if a (simple) symmetry is present for a multi-dimensional
system, then the latter can be reduced to one of lower dimension – in this case
we also say it can be “partially integrated”. In fact, this is the case also for
SDEs, as stated by the following Proposition 4.
Needless to say, in the case of multi-dimensional systems one could have
several (simple) symmetries, and – in principles – multiple reduction is possible.
Once again, in the case of deterministic equations this is the case only if the
symmetries (more precisely, only for those of the symmetries which) have a
suitable algebraic structure, i.e. which span a solvable Lie algebra acting with
regular orbits [1, 6, 25, 26, 28], and one would expect the same kind of condition
is required also in the analysis of SDEs, as indeed is the case.
5.1 Partial integrability and multiple deterministic sym-
metries
It appears that only deterministic symmetries have been considered so far in dis-
cussing systems. We will provide a discussion of multiple reduction by random
symmetries in Section 5.2.
Again the relevant results in this direction have been obtained by Kozlov
[17, 18] (see also [11, 23]). We will be quoting from [11].
9
Proposition 4. Suppose the system (1) admits an r-parameter solvable Lie
algebra G of simple deterministic symmetries, with generators
X(k) =
n∑
i=1
ϕi(k)(x, t)
∂
∂xi
(k = 1, ..., r) , (19)
acting regularly with r-dimensional orbits.
Then it can be reduced to a system of m = (n− r) equations,
dyi = gi(y1, ..., ym; t) dt + σik(y
1, ..., ym; t) dwk (i, k = 1, ...,m) (20)
and r “reconstruction equations”, the solutions of which can be obtained by
quadratures from the solution of the reduced (n− r)-order system.
Remark 8. It is convenient to label the different generators X(k) of the sym-
metry Lie algebra G according to the Lie structure of this; thus the element Gq
in the derived series of G will be the span of {X(q), X(q+1), ..., X(r)}. We recall
that the derived series is defined as G1 = G, and Gq+1 = [Gq,Gq].
Then the reduction should be performed using sequentially the symmetries
X(1), X(2), ... X(r), i.e. respecting the Lie algebraic structure of G. In this way
we obtain a sequence of reduced equations Ek, where E0 is the original system,
Eq the one obtained after reduction by X(1), ..., X(q), and the reduced system
mentioned in Proposition 4 coincides with Er. ⊙
Remark 9. It follows immediately from Proposition 4 that, in particular, for
r = n the general solution of the system can be found by quadratures. Note
that here, and in the statement of Proposition 4, this means performing Ito
integrals. ⊙
Remark 10. In Kozlov’s original paper [17] (see Example 4.2 in there) this
result is applied to any linear two-dimensional system of SDEs; see there for a
detailed discussion and results. ⊙
Remark 11. In view of Proposition 1 (i.e. ultimately of the coincidence of
admissible symmetries for an Ito and the associated Stratonovich systems), the
proof of Proposition 4 can be obtained following the same approach as for de-
terministic differential equations, apart from the obvious difference that now
quadratures correspond to Ito integrals. An explicit proof (with details) is pro-
vided in [11, 17, 18, 23]. ⊙
5.2 Systems and random symmetries
The approach discussed above, i.e. Kozlov theory, is based on performing
changes of variables related to (simple) symmetries of the Ito equation under
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study. If these symmetries are random ones, we will have to consider (sim-
ple) random changes of variables; this introduces an additional problem, as we
are then not guaranteed to remain within the class of Ito equations (see the
discussion in Section 4.2, in particular Remark 7).
Let us consider a general vector Ito equation (1). If we operate a general
simple random change of variables, i.e. pass to consider coordinates
yi = Φi(x, t;w) , (21)
leaving the time coordinate t and the Wiener processes wk(t) unaffected, the
equation (1) is mapped into a new equation
dyi = F i dt + Sik dw
k , (22)
where the new coefficients F and S are given by
F i =
∂Φi
∂t
+ f j
∂Φi
∂xj
+
1
2
∆(Φi) , (23)
Sik =
∂Φi
∂wk
+ σjk
∂Φi
∂xj
; (24)
see [11, 13] for details of the computation.
It should be stressed that albeit the F and S are given here as functions of
the old variables x, as f, σ and Φi all depend of them, they should be thought
as functions of the new coordinates yi through the change of variables inverse
to (21), which we write as
xi = Θi(y, t;w) . (25)
The point is that in general the F, S can and will depend not only on the
(y, t) variables, but on the Wiener processes as well (both through the explicit
w-dependence of the Φi and through the dependence of the Θi on the wk). If
this happens, the new equation (22) will not be of Ito type (see however Remark
7 in this respect).
Thus we will have a transformed equation (22) again of Ito type if and only
if the additional conditions
∂̂mF
i = 0 = ∂̂mS
i
k (26)
are satisfied for all choices of i and k and for all m. In view of the explicit
expressions for F and S (see above), these conditions are also written as(
∂t + f
j ∂j +
1
2
∆
) (
∂̂m Φ
i
)
= 0 , (27)(
∂̂k + σ
j
k ∂j
) (
∂̂mΦ
i
)
= 0 (28)
(these represent a generalization of the similar condition for the case of a scalar
equation, determined in [11]).
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In other words, we should require that all the components of the gradient of
Φi w.r.t. the Wiener coordinates wm belong to the intersection of the kernels
of the linear differential operators6
L0 := ∂t + f
j ∂j +
1
2
∆ ; Lk := ∂̂k + σ
j
k ∂j . (29)
Needless to say, (29) is always satisfied when Φ does not depend on the wk
variables, i.e. for deterministic changes of variables.
We can then easily extend Proposition 4 to the following one, in which we
make free use of the notation established in Remark 8.
Proposition 5. Suppose the system (1) admits an r-parameter solvable Lie
algebra G of simple – deterministic or random – symmetries, with generators
X(k) =
n∑
i=1
ϕik(x, t)
∂
∂xi
(k = 1, ..., r) , (30)
acting regularly with r-dimensional orbits. Let these be labeled according to the
derived series for G, and let Eq be the equation obtained after reduction by the
first q symmetries.
Suppose moreover that, with Φi(k) the maps (21) describing the change of
variables associated to the symmetries X(k), the equations (27), (28) are satisfied
for equation Ek−1.
Then the system (1) can be reduced to a system of m = (n−r) Ito equations,
dyi = gi(y1, ..., ym; t) dt + σik(y
1, ..., ym; t) dwk (i, k = 1, ...,m) (31)
and r “reconstruction equations”, the solutions of which can be obtained by
(stochastic) quadratures from the solution of the reduced (n− r)-order system.
Proof. If equations (27) and (28) are satisfied, we are guaranteed Ito equations
are mapped into Ito equations, thus the application of each map associated to
symmetries X(k) transform the equation Ek−1 (and in particular the original
system (1)) into one of the same nature (and dimension). Moreover Proposition
1 guarantees that after the application of the map, X(k) is still a symmetry of
the new system.
Thus the new system is still of Ito type but with r.h.s. not depending on
one of the xi variables, and if the maps are performed in the proper order, i.e.
following the Lie algebraic structure of the symmetry algebra, at each step we
eliminate an additional variable with no risk of reintroducing dependencies on
previously eliminated ones.
Alternatively, once we are guaranteed to remain within the class of Ito equa-
tions, we can deal with the associated Stratonovich ones, which admit the same
symmetries [10, 30] and transform according to the standard chain rule. We
6In [13] we have proposed the name “Misawa vector fields”, see there for the motivation of
such a name, for Yk = Lk and Y0 = L0 − (1/2)∆.
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can then proceed as in the case of deterministic equations, and reach the same
conclusion, modulo the substitution of standard integrals by stochastic ones in
the reconstruction equations. △
Remark 12. Note that the conditions (27) and (28) should be checked at
each step of the reduction procedure. We do not have determined a criterion to
establish apriori – i.e. just on the original system – if this will be the case, at
least to some order. We also remark that albeit we have seen that reduction can
be effective even if it leads us outside the realm of Ito equations (see Remarks 6
and 7), if this is the case for intermediate equations we are not guaranteed the
symmetries will be preserved in the reduction procedure. In fact, this results
rests on the relation between symmetries of Ito and the equivalent Stratonovich
equation, and the matter has not been investigated (neither here nor elsewhere
in the literature) for non-Ito equations. ⊙
6 W-maps and W-symmetries
The definition of simple symmetries can be too restrictive even for obviously
invariant systems. We will consider one of these, i.e. the isotropic (linear or
non linear) stochastic oscillators, as a motivating example.
6.1 Stochastic oscillators
Consider e.g. the isotropic “stochastic harmonic oscillator” (i = 1, ..., n):
dxi = −xi dt + dwi , (32)
or more generally the system
dxi = −F (|x|2)xi dt + S(|x|2)dwi , (33)
where F and S are scalar functions of |x|2 = (x1)2+ ...+(xn)2 alone, and there
are as many independent Wiener processes as x variables. In view of our defini-
tion, this is not rotationally invariant (under standard, deterministic or random,
maps): this is due to the fact that we can rotate the x = (xi, ..., xn) vector, but
we are not allowed to rotate at the same time also the w = (wi, ..., wn) one.
On the other hand, if we consider maps also acting on the w variables, then
(33) is obviously invariant under simultaneous (identical) rotations in the x and
in the w variables spaces.
Similarly, (32) – but not (33), in general – is also invariant under a simul-
taneous identical scaling of the xi and the wi variables, xi → λxi, wi → λwi.
(This Example will be considered in more detail below.)
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6.2 W maps
It is thus natural to consider also maps acting on the Wiener processes them-
selves, w → z. At first sight, as we want to have again standard independent
Wiener processes (we want to have, in the end, an equation of the same type as
the original one, let alone this being exactly the same), the zi can be at most
of the form
zi = Rij w
j , (34)
with zm independent unit Wiener processes and R a constant orthogonal matrix,
R ∈ O(n). (This point of view was used in [13]; the discussion given there should
be amended with the considerations to follow.)
But this is not entirely correct. In fact, as for rescalings of time, we can
allow to obtain a non-standard Wiener process provided the non-standard na-
ture amounts to a scalar (not necessarily constant) factor, which can then be
adsorbed by the coefficients Sik.
On the other hand, it is essential to preserve the independence of the Wiener
processes; in geometrical terms this means that the transformation must pre-
serve the (right) angle between the different Wiener processes.
In other words, we must consider conformal transformations, possibly de-
pending on the (x, t) variables. As we will see, these will be subject to further
constraints.
Remark 13. It is well known that the conformal group in a d-dimensional space
(with d 6= 2; here we will not dwell into the special properties of the conformal
group for d = 2) is made of translations, certain linear transformations, more
precisely orthogonal ones and dilations, and certain quadratic transformations,
also known as special conformal maps (which are singular in the origin). In
our context, obviously translations should be discarded (they would produce
stochastic processes which have non-zero average increment and hence are not
even a martingale); and we are not willing to admit singular maps or to forbid
the process to go through zero. So we are left with linear conformal maps alone.
It is also known that the conformal group in d 6= 2 dimensions is isomorphic
to the group SO(d+1, 1), which gives a practical way to tackle the case of general
conformal group, albeit the isomorphism can introduce some computational
difficulties. ⊙
In the present work, for the reasons sketched in Remark 13, we will not
consider translations nor special conformal maps, and restrict our attention to
the simplest sector of linear conformal maps, i.e. rotations and dilations. It will
turn out that these have different standings in the present context, see Section
7.3 below.
We will thus consider in general transformations of the type
xi = Φi(y, θ; z) , t = Θ(θ) , wk = Rkm(y, θ) z
m ,
with R = R(y, θ) ∈ O(n) × R+, which we will denote as the linear conformal
group. Moreover, we should require Θ′(t) > 0 for all t.
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Actually, we know that in Kozlov theory only vector fields with no compo-
nent along t are of interest, so from now on we will assume Θ(t) ≡ t, and the
considered transformations will just be (with again R ∈ O(n)×R+)
xi = Φi(y, t; z) ,
wk = h(y, t; z) = Rkm(y, t) z
m . (35)
We will refer to these as linear W-maps, and correspondingly we may have linear
W-symmetries. Note that “linear” only refers to the action on the sector of the
w variables.
The inverse of this map will be written as
yi = Ψi(x, t;w) ,
zk = Akm(x, t)w
m ; (36)
here A is again in the linear conformal group. As mentioned above, the new
Wiener processes should be independent, i.e. we should require
dzi · dzj = δij ζ(x, t) dt ;
it is essential that ζ should not depend on the w, albeit it is – in principles, but
see below – allowed to depend on the x, t variables.
By a straightforward application of Ito rule (and, in the last step, restricting
to the solutions to (1)) and up to terms of order o(dt), we get
dzp = (∂kA
p
j)w
j dxk + (∂tA
p
j)w
j dt + Apj dw
j +
1
2
∆(Apjw
j) dt ;
dzp · dzq = [ApjAqk] (dwj · dwk) + [(∂iApj)wj(∂kAqℓ)wℓ] (dxi · dxk)
+ [(∂iA
p
j)w
j Aqk] (dx
i · dwk) + [Api (∂jAqℓwℓ] (dwi · dxj)
= [ApjA
q
k] δ
jk dt + [(∂iA
p
j)w
j(∂kA
q
ℓ)w
ℓ] (σirσ
k
sδ
rs) dt
+ [(∂iA
p
j)w
j Aqk] (σ
i
rδ
kr) dt + [Apk (∂jA
q
ℓ w
ℓ] (σjsδ
ks) dt .
Thus, in order to have ζ = ζ(x, t) as required, we must impose that the A
matrices do not depend on the spatial variables x, i.e. A = A(t); and hence,
recalling that R = A−1, also that the R do not depend on the new spatial
variables y, i.e. R = R(t).
We are thus reduced to consider maps (35) of the form
xi = Φi(y, t; z) ,
wk = hm(t, z) = Rkm(t) z
m , (37)
with R(t) in the linear conformal group.
Note that with this form of hm, we immediately have
∆(hm) = 0 . (38)
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Moreover, expressing dwk in terms of the new variables we get
dwk = Rkm dz
m + (∂tR
k
m) z
m dt . (39)
This is not acceptable: in fact we know that a Wiener process has dw ≃
√
dt.
Thus the last term in (39) must be zero, i.e. ∂tR
k
m = 0, i.e. R can not depend
on t.
Thus in conclusion, summarizing our discussion in a formal statement, we
have:
Lemma 1. Acceptable W-maps (35) have
hm = Rmkw
k , (40)
and therefore
dwk = Rkm dz
m . (41)
With this, (37) further reduce to
xi = Φi(y, t; z) ,
wk = Akm z
m , (42)
with A a constant matrix in the linear conformal group.
When we consider infinitesimal maps, we have
xi = Φi(y, t; z) = yi + ε ϕi(y, t; z) ,
wk = Akm z
m = zk + εRkm z
m ,
hence these will be generated by vector fields
X = ϕi(x, t;w) ∂i +
(
Rkm w
m
)
∂̂k . (43)
6.3 W symmetries
We will then proceed as usual in order to determine the effect of the map (42)
on the Ito equation (1). It follows from (42) that (we stress that ∂i, ∂̂k and ∆
are now defined w.r.t. the new set of variables)
dxi = (∂tΦ
i) dt + (∂jΦ
i) dyj +
1
2
(∆Φi) dt + (∂̂mΦ
i) dzm . (44)
Comparing this with the Ito equation under study (1) and writing for ease of
notation
M ij :=
∂Φi
∂yj
, (45)
we readily obtain
M ij dy
j =
(
f˜ i − ∂tΦi − 1
2
∆Φi
)
dt + σ˜ik dw
k − (∂̂mΦi) dzm . (46)
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We stress that now f and σ should be thought as functions of the new variables;
thus we introduced
f˜ i(y, t; z) := f i[Φ(y, t; z), t] , σ˜ik(y, t : z) := σ
i
k[Φ(y, t; z), t] .
Note that by assumption M is invertible, as the map (42) provides a change
of variables; we will denote the inverse of M by Λ,
Λij =
∂yi
∂xj
. (47)
In (46) we should still express dwk in the new variables, i.e. use (41). In-
serting this into (46) we get
M ij dy
j =
(
f˜ i − ∂tΦi − 1
2
∆Φi
)
dt +
[
(∂̂mΦ
i) + σ˜ik R
k
m
]
dzm . (48)
Multiplying by M−1 = Λ, (48) yields finally
dyi = Λij
[
f˜ j − ∂tΦj − 1
2
∆Φi
]
dt + Λij
[
∂̂mΦ
j + σ˜jkR
k
m
]
dzm
:= F i dt + Sim dz
m , (49)
where we have of course introduced the compact notation
F i = Λij
(
f˜ j − ∂tΦj − 1
2
∆Φj
)
, Sim = Λ
i
j
[
∂̂mΦ
j + σ˜jkR
k
m
]
. (50)
Remark 14. For (49) to be again an Ito equation, we need that both the
conditions
(∂F i/∂zℓ) = 0 , (∂Sim/∂z
ℓ) = 0 (51)
hold, for all i,m, ℓ. These equations provide the further limitation on the form
of Φ and h, i.e. R, mentioned above. On the other hand, as already remarked
(see in particular Remarks 6 and 7), the requirement to stay within the class of
Ito equations can be too restrictive for a number of concrete applications. ⊙
6.4 Split W-symmetries
We note that in the case we have a change of variables of the simpler form
xi = Φi(y, t) ,
wk = Rkm z
m , (52)
i.e. when the change of variables does not mix the spatial variables and the
Wiener processes, the situation is substantially simpler.
In fact, now M , Λ, f˜ and σ˜ are all independent of z, and both equations
(51) are always satisfied.
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We have thus identified a simple class of W -maps, (52), which is guaranteed
to map Ito equations into Ito equations.
As in this case the spatial variables and the Wiener process transform inde-
pendently of each other, we will refer to this class of maps as split W-maps ; our
discussion above shows that:
Lemma 2. Split W-maps transform Ito equations into Ito equations.
If some split W-maps leave a given equation invariant, we will speak of split
W-symmetries.
Remark 15. We anticipate and stress that the (Kozlov-type) change of vari-
ables associated to a split W-symmetry rectifying it – see Section 8 – is in general
not a split W-map. ⊙
Remark 16. It is interesting to note that vector fields, including symmetries,
transform in a specially simple way under split W-maps. In fact, in general
∂
∂xi
=
∂yj
∂xi
∂
∂yj
+
∂zm
∂xi
∂
∂zm
,
∂
∂wk
=
∂yj
∂wk
∂
∂yj
+
∂zm
∂wk
∂
∂zm
;
actually, as we have seen that in admissible maps z’s do not depend on x’s,
∂
∂xi
=
∂yj
∂xi
∂
∂yj
,
∂
∂wk
=
∂yj
∂wk
∂
∂yj
+
∂zm
∂wk
∂
∂zm
. (53)
Moreover, for split W-maps we also have ∂y/∂w = 0, and in general ∂y/∂x =
Λ; hence these reduce to
∂
∂xi
= Λji
∂
∂yj
,
∂
∂wk
=
∂zm
∂wk
∂
∂zm
. (54)
Note also that, with Q = R−1, it follows from (42) – hence for all kind of
W-maps – that ∂zm/∂wk = Qmk; thus (53) and (54) are respectively
∂
∂xi
= Λji
∂
∂yj
,
∂
∂wk
=
∂yj
∂wk
∂
∂yj
+ Qmk
∂
∂zm
(55)
in the general case; and
∂
∂xi
= Λji
∂
∂yj
,
∂
∂wk
= Qmk
∂
∂zm
. (56)
in the split one. ⊙
Remark 17. Note that the simultaneous rotations in x and in w space consid-
ered in Sect.6.1 correspond to a split W-symmetry. ⊙
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7 W-symmetries of Ito versus associated Stratonovich
equations
The main tool allowing for an effective description and use of standard (deter-
ministic or random) admissible symmetries of Ito equation is the result identify-
ing these with symmetries of the associated Stratonovich equation; see Section
3 above.
We thus wonder if a similar result also holds forW -symmetries; or at least for
split W-symmetries, or under some additional condition. The present Section
provides an answer to this question.
7.1 Determining equations for W-symmetries of Ito equa-
tions
We consider the Ito equation (1) and act on it by the simple vector field
X = ϕi(x, t;w) ∂i + h
k(x, t;w) ∂̂k (57)
(note that at the moment we are not restricting the form of hk; see Remark 19
below about this).
The action of X is described by
xi → xi + ε ϕi(x, t;w) , wk → wk + ε hk(x, t;w) , (58)
while t remains unaffected.
With standard computations, using also (1) itself, we obtain that, at first
order in ε,
dxi → dxi + ε
[
(∂tϕ
i)dt+ (∂jϕ
i)dxj + (∂̂kϕ
i)dwk +
1
2
∆(ϕi)dt
]
= dxi + ε
[(
∂tϕ
i + f j∂jϕ
i +
1
2
∆ϕi
)
dt +
(
∂̂kϕ
i + σjk∂jϕ
i
)
dwk
]
,
dwk → dwk + ε
[
(∂th
k)dt+ (∂jh
k)dxj + (∂̂mh
k)dwm +
1
2
(∆hk)dt
]
= dwk + ε
[(
∂th
k + f j∂jh
k +
1
2
∆hk
)
dt +
(
∂̂mh
k + σjm∂jh
k
)
dwm
]
;
f i → f i + ε ϕj ∂jf i ,
σik → σik + ε ϕj ∂jσik .
With these and some standard computations, it is easy to check that the
condition for the equation to remain invariant is that the following equations
hold for all i and k:
∂tϕ
i + (f j∂jϕ
i − ϕj∂jf i) + 1
2
∆ϕi = σik
(
∂th
k + f j∂jh
k +
1
2
∆hk
)
,(59)
∂̂kϕ
i + (σjk∂jϕ
i − ϕj∂jσik) = σim
(
∂̂kh
m + σjk∂jh
m
)
. (60)
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These were obtained for a general h; but we have seen in Lemma 1 that h
is of the form (40), hence the above equations further reduce and we have:
Lemma 3 The determining equations for (general simple) W -symmetries of
the Ito equation (1) are
∂tϕ
i + (f j∂jϕ
i − ϕj∂jf i) + 1
2
∆ϕi = 0 , (61)
∂̂kϕ
i + (σjk∂jϕ
i − ϕj∂jσik) − σim Rmk = 0 . (62)
7.2 Determining equations for W-symmetries of Stratonovich
equations
The computations are pretty much similar – at the exception of using the chain
rule rather than the Ito one – when considering the Stratonovich equation
dxi = bi(x, t) dt + σik(x, t) ◦ dwk ; (63)
in this case we obtain the determining equations for (general simple)W -symmetries
of the Stratonovich equation (63) in the form
∂tϕ
i + (bj∂jϕ
i − ϕj∂jbi) = σik
(
∂th
k + bj∂jh
k
)
, (64)
∂̂kϕ
i + (σjk∂jϕ
i − ϕj∂jσik) = σim
(
∂̂kh
m + σjk∂jh
m
)
. (65)
.
We note immediately that (65) coincides with (62), and this with general
form of hk. For h as dictated by Lemma 1, i.e. as in (40), the above equations
are simplified, and we get:
Lemma 4. The determining equations for (general simple) W -symmetries of
the Stratonovich equation (63) are
∂tϕ
i + (bj∂jϕ
i − ϕj∂jbi) = 0 , (66)
∂̂kϕ
i + (σjk∂jϕ
i − ϕj∂jσik) = σim Rmk . (67)
.
7.3 The relation between symmetries of an Ito and of the
associated Stratonovich equations
In order to compare symmetries of the equations (1) and (63), we should require
that (63) is just the equation associated to (1). As well known, this amounts to
requiring that
f i(x, t) = bi(x, t) + ρi(x, t) ; ρi =
1
2
(∂kσ
ij)σkj . (68)
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Using this, (59) is rewritten as
∂tϕ
i + (bj∂jϕ
i − ϕj∂jbi) + (ρj∂jϕi − ϕj∂jρi) + 1
2
∆ϕi
= σik
(
∂th
k + bj∂jh
k + ρj∂jh
k +
1
2
∆hk
)
.
Subtracting (64) from this, we get
(ρj∂jϕ
i − ϕj∂jρi) + 1
2
∆ϕi = σik
(
ρj∂jh
k +
1
2
∆hk
)
; (69)
recalling the definition of ρ in terms of σ, see (68), this reads
(∂kσ
jm)σkm (∂jϕ
i)− ϕj∂j [(∂kσim)σkm] + ∆ϕi = σik
[
(∂qσ
jm)σqm (∂jh
k) + ∆hk
]
.
(70)
Moreover, if we restrict to linear W-symmetries, h = Rz, the terms in the
square bracket on the r.h.s.7 both vanish, and we are just left with
(∂kσ
jm)σkm (∂jϕ
i) − ϕj∂j [(∂kσim)σkm] + ∆ϕi = 0 , (71)
which we also write as
∆(ϕi) = Σ(ϕi) , (72)
having of course defined
Σ(ϕi) := ϕj∂j [(∂kσ
im)σkm] − (∂kσjm)σkm (∂jϕi) . (73)
We stress that in order to have the same symmetries for the Ito and the
associated Stratonovich equations, it is not required that (71) holds in general,
but only that it holds when (67) is also satisfied. That is, we can substitute
in (71) – in particular, in the term ∆ϕi – for the derivatives of ϕi (involving
derivation w.r.t. at least one Wiener process) according to (67) and its differ-
ential consequences. Recalling that σ does not depend on the wk and that R is
constant, we get:
∂̂kϕ
i = (ϕj∂jσ
i
k − σjk∂jϕi) + σim Rmk ,
∂ℓ∂̂kϕ
i =
(
(∂ℓϕ
j)(∂jσ
i
k) + ϕ
j(∂ℓ∂jσ
i
k) − (∂ℓσjk)(∂jϕi) − σjk(∂ℓ∂jϕi)
)
+ (∂ℓσ
i
m) R
m
k ;
∂̂m∂̂kϕ
i =
(
(∂̂mϕ
j)(∂jσ
i
k) − σℓk(∂̂m∂ℓϕi)
)
= [(ϕp∂pσ
j
m − σpm∂pϕj) + σjq Rqm](∂jσik)
− σjk
[
(∂jϕ
p)(∂pσ
i
m) + ϕ
p(∂j∂pσ
i
m) − (∂jσpm)(∂pϕi)
− σpm(∂j∂pϕi) + (∂jσiq) Rqm
]
.
7These are the only ones depending on h, so apparently we obtain a condition which is
independent of h when this satisfies the condition set in Lemma 1; but a dependence on h
will be introduced when we restrict to solutions to the common set of determining equations
(62), (67), see below.
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We can now insert these expressions into the explicit form (10) of ∆ϕ. 8.
One obtains in this way
∆ϕi = σjkσmk∂j∂mϕ
i + 2σℓk
[
(∂ℓϕ
j)(∂jσ
i
k) + ϕ
j(∂ℓ∂jσ
i
k)
−(∂ℓσjk)(∂jϕi)− σjk(∂ℓ∂jϕi) + (∂ℓσip)Rpk
]
+ δℓk
[
ϕp(∂pσ
j
ℓ)− σpℓ(∂pϕj) + σjqRqℓ
]
(∂jσ
i
k)
− δℓk σjk
[
(∂jϕ
p)(∂pσ
i
ℓ) + ϕ
p(∂j∂pσ
i
ℓ)− (∂jσpℓ)(∂pϕi)
−σpℓ(∂j∂pϕi) + (∂jσiq)Rqℓ
]
=
[
σℓk(∂ℓ∂jσ
i
k) + (∂jσ
ℓk)(∂ℓσ
i
k)
]
ϕj − σjk(∂jσpk)(∂pϕi)
+
[
σℓk(∂ℓσ
i
p)− σℓp(∂ℓσik)
]
Rpk
= ϕj ∂j [σ
ℓk(∂ℓσ
i
k)] − [σℓk(∂ℓσjk)] ∂jϕi + σℓk(∂ℓσip) [Rpk −Rkp]
= Σ(ϕi) + σℓk(∂ℓσ
ip) [Rpk +Rkp] .
In the last step we have used the definition (73) of Σ(ϕi).
We denote by
R(σ) := σℓk(∂ℓσip) [Rpk +Rkp] (74)
the term depending on R in the final result above; note that R(σ) is identically
zero for constant σ. In general (71) is satisfied if and only if R(σ) = 0 on solu-
tions to (67). (We recall that our computation was indeed based on restricting
to solutions to (67).)
As already mentioned, the generators of the linear conformal groups cor-
respond to rotations and dilations; it is also well known that the generators
of rotations are skew-symmetric matrices, while the generator of dilations is a
diagonal matrix.9
We conclude immediately that if only the rotation part is present in R, then
R(ϕi) = 0, while if the dilations are also present we have in general, unless σ
satisfies [
σjm (∂jσ
i
q) + σ
j
q (∂jσ
im)
]
Rqm = 0 , (75)
that R(ϕi) 6= 0 and hence we can have a difference between symmetries of the
Ito and the associated Stratonovich equations. This will be explicitly shown to
be the case in Example 5 below.
Note that (75) is always satisfied (for whatever R) if and only if σ is constant
w.r.t. the spatial variables xi. Actually, as we know that the only “dangerous”
situation is that with R diagonal (generating dilations), it is immediate to check
that in this case we have R = 0 if and only if σ is spatially constant.
We also recall that we have considered maps not acting on time; thus it is
not surprising that time derivatives of σ do not appear to play a role.
8Note that here we will raise and lower indices – also inside spatial derivatives – making
use of the assumption we are working in an Euclidean space; it would be interesting to study
if one obtains different results in a general Riemannian manifold.
9We recall that we are considering infinitesimal (near-identity) maps, see (58); hence we
are dealing with the connected component of the identity in the group, and with generators.
22
We can summarize our discussion as follows
Theorem 1. All the rotation linear W-symmetries of an Ito equation are also
symmetries of the associated Stratonovich equation, and viceversa. Dilation W-
symmetries of an Ito equation are also symmetries of the associated Stratonovich
equation (and vice versa) if and only if the diffusion matrix is spatially constant.
Corollary 1. If the diffusion matrix σik in (1) is constant w.r.t. space vari-
ables, then all W-symmetries of the Ito equation are also symmetries of the
corresponding Stratonovich equation.
It is also a simple consequence of the above Theorem 1 that Proposition 1
extends to this kind of symmetries:
Theorem 2. Rotation linear W-symmetries of an Ito equation (1) are preserved
under changes of variables defined by an admissible W-map xi = Φi(y, t; z),
wk = Rkmz
m. The same applies to all linear W-symmetries if the diffusion
matrix is constant w.r.t. space variables.
Remark 18. We stress that the limitation (to linear structure) only regards
the symmetry vector field, while – as clear from our previous discussion – it does
not affect the form of the considered W-map. On the other hand, in practice
we will consider W-maps associated to W-symmetries, and as these are linear
(we recall that here “linear” only refers to the w component of the symmetry
and map) the W-maps will also be linear, at the exception of dilations. ⊙
Remark 19. As stressed above, see Remarks 6 and 7, in some cases one may
wish to consider equations more general than Ito ones. Similarly, one may wish
to consider maps such that the random processes underlying the x stochastic
processes are allowed to be more general than Wiener ones. This is why we
have taken the seemingly odd choice of performing a part of our computations
considering general h(x, t;w) functions, albeit in the present paper we are only
interested in the linear case h = Rz. ⊙
7.4 Examples
We will now consider some explicit Examples illustrating our results and in
particular Theorem 1. As we deal with time-autonomous equations, we will
consider time-independent symmetries, thus slightly simplifying the discussion
and the (intermediate) explicit formulas.
Example 3. We consider the scalar Ito equation
dx = λxdt + µ dw , (76)
with λ and µ nonzero real constants. In this case (as always for a constant
diffusion coefficient) the associated Stratonovich equation reads just in the same
way, i.e. b(x, t) = f(x, t) = λx.
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As for the determining equations, those for the Ito equation, i.e. (61) and
(62), read
λxϕx − λϕ + 1
2
∆(ϕ) = 0 , ϕw + µϕx = µR ;
while those for the associated Stratonovich equation, i.e. (66) and (67), read
λxϕx − λϕ = 0 , ϕw + µϕx = µR .
Thus the second equation in the two sets is the same (as always), while the
first ones are different. However, when we restrict to solutions of the second
equation, i.e. to
ϕ = Rx + Θ [ζ] , ζ := w − x/µ ,
the two equations coincide. Hence the symmetries of the Ito and of the associ-
ated Stratonovich equation coincide, as stated by our Theorem 1.
Actually, one finds immediately that enforcing also the first equation requires
Θ = 0, thus the symmetries reduce to the obvious scaling one, (x,w)→ (sx, sw).
This one-parameter group (s ∈ R+) is generated by the vector field
X = x∂x + w ∂w .
Note that here we have φ = x, R = 1. ⊙
Example 4. Consider more generally the scalar Ito equation
dx = λx dt + µxα dw ; (77)
here again λ, µ are nonzero real constants. For α = 0 this reduces to the previous
Example, so we assume the real constant α is also nonzero.
It is clear that this equation is invariant under the scalings (x,w)→ (sx, s1−αw),
generated by the vector field
X = x∂x + (1− α) ∂w ;
note the case α = 1 is not of interest here, as it does not correspond to a
W-symmetry.
In this case the associated Stratonovich equation is
dx =
(
λx − 1
2
αµ2 x(2α−1)
)
dt + µxα dw . (78)
It is quite obvious that this equation is invariant under the scaling mentioned
above if and only if 2α− 1 = 1, i.e. for the “uninteresting case” α = 1.
The second equation in the set of determining ones is, in both cases,
ϕw + µx
αϕx − αµxα−1 ϕ = µxαR . (79)
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The most general solution to this equation is
ϕ(x,w) =
R
α− 1 x + Θ
[
x+ (α− 1)µxαw
(α− 1)µxα
]
,
with Θ an arbitrary function. When we consider (61) we obtain that Θ must
be zero. We are thus left with vector fields of the form X = [R/(α− 1)](x∂x +
(α− 1)w∂w); we can of course choose R = α− 1, hence ϕ = x, and we are left
with the symmetry generator
X = x∂x + (α− 1)w ∂w . (80)
Direct substitution in (66) shows that (unless α = 1) this is not a symmetry
for the associated Stratonovich equation. In fact, that equation reduces now to
the identity
α (α− 1)µ2 x2α−1 = 0 ,
which is satisfied only in the cases we have excluded (µ = 0, α = 0, α = 1). ⊙
Example 5. In the one-dimensional case one will most frequently find scaling
symmetries, if any, but it is possible to build some (admittedly, rather artificial)
example which admits a nonlinear ϕ(x). To this aim, consider the equation
dx = f(x) dt + σ(x) dw
with the functions
f(x) := c1 x
2 + x2 (x exp[2/x] − 2 Ei[2/x]) ,
σ(x) := c1 x
2 exp[1/x] ,
with Ei(z) denoting the exponential integral function
Ei(z) = −
∫
∞
−z
e−t
t
dt
(the principal value is taken here).
In this case we have (only) the W-symmetry vector field
X = x2 ∂x + w ∂w .
Obviously this example was built by reverse engineering, i.e. assigning ϕ,R and
looking at the determining equations as equations for ϕ, σ.
One can check that this X is not a symmetry for the associated Stratonovich
equation. ⊙
Example 6. We will now consider a multi-dimensional generalization of Ex-
ample 3, i.e. the stochastic linear oscillator (no sum on i in this Example)
dxi = λi x
i dt + µi dw
i (i = 1, ..., n) . (81)
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It is clear that this will have scaling symmetries, and in the isotropic case
λi = λ, µi = µ also rotation symmetries (with partial rotation symmetries
in case of partially isotropic oscillator). In this Example we will not assume
any relation between the constants; in the next Example we will consider the
isotropic linear oscillator.
Let us discuss in detail the case n = 2, assuming all diffusion constants µi
appearing in the system are nonzero; the general case would be not too different.
We will write all indices as lower ones for typographical convenience and in order
to avoid any possible confusion.
In this n = 2 case the second set of determining equations (common to the
Ito and the Stratonovich case) is solved by the method of characteristics and
yields the general solutions
ϕ1 = R11 x1 +
µ1
µ2
R12 x2 + ψ1(z1, z2) , (82)
ϕ2 =
µ2
µ1
R21 x1 + R22 x2 + ψ2(z1, z2) , (83)
where we have written
z1 := w1 − x1
µ1
, z2 := w2 − x2
µ2
,
and ψi are arbitrary smooth functions of their arguments (z1, z2).
Now the first set of determining equations for the Ito equations reads
λ1 ψ1 +
(
λ1(∂ψ1/∂z1)
µ1
)
x1
+
(
λ1µ
2
1R12 − λ2µ21R12 + λ2µ1(∂ψ1/∂z2)
µ1 µ2
)
x2 = 0 , (84)
λ2 ψ2 −
(
(λ1 − λ2)µ2R21 − λ1(∂ψ2/∂z1)
µ1
)
x1
+
(
λ2(∂ψ2/∂z2)
µ2
)
x2 = 0 . (85)
These two (uncoupled) equations are again solved by the method of charac-
teristics. Recalling that ψi = ψi(z1, z2) we readily get that for λ1 6= 0 6= λ2 we
necessarily have ψ1 = 0 = ψ2. With these, we are reduced to
µ2
µ1
(λ2 − λ1) R12 = 0 , (86)
µ2
µ1
(λ1 − λ2) R21 = 0 ; (87)
thus in the case λ1 6= λ2 we necessarily have R12 = R21 = 0. Finally, the
coefficient of the symmetry vector field are
ϕ1 = R11 x1 , ϕ
2 = R22 x2 .
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Thus we have two scaling symmetries:
Y1 = x1 ∂1 + w1 ∂̂1 , Y2 = x2 ∂2 + w2 ∂̂2 .
It is more convenient to consider the sum and difference of these two, providing
X1 = Y1 + Y2 = x1 ∂1 + x2 ∂2 + w1 ∂̂1 + w2∂̂2 , (88)
X2 = Y1 − Y2 = x1 ∂1 − x2 ∂2 + w1 ∂̂1 − w2∂̂2 , (89)
. (90)
The R matrices associated to these are respectively
R1 =
(
1 0
0 1
)
, R2 =
(
1 0
0 −1
)
.
The first one generates scalings (w1, w2) 7→ (sw1, sw2) and hence conformal
maps, while the second one generates the one parameter group (w1, w2) 7→
(sw1, s
−1w2) and hence does not correspond to conformal maps.
Thus X1 is an acceptable W-symmetry generator, while X2 fails to preserve
the independence of the Wiener processes and is therefore not an acceptable
W-symmetry generator.
One can check by explicit computation that X1, X2 (or more precisely the
corresponding vectors ϕ and matrices R) also satisfy the determining equations
for symmetries of the associated Stratonovich equation. ⊙
Example 7. We will now consider the isotropic stochastic linear oscillator
dxi = λxi dt + µ dwi (i = 1, ..., n) . (91)
Now after solving the common set of determining equations we have (we
write again all indices as lower ones to avoid confusion)
ϕ1 = ψ1 + R11 x1 + R12 x2 , ϕ2 = ψ2 + R21x1 + R22 x2 . (92)
Plugging this into the equations (61), (62) we obtain again that ψi = 0, but
now the final result is that
ϕ1 = R11 x1 + R22 x2 , ϕ2 = R21x1 + R22 x2 . (93)
This leaves us with four symmetry vector fields,
Y1 = x1 ∂1 + w1 ∂̂1 , Y2 = x2 ∂2 + w2 ∂̂2 ;
Y3 = x2 ∂1 + w2 ∂̂1 , Y4 = x1 ∂2 + w1 ∂̂2 .
Again it is more convenient to consider sum and differences of these, i.e.
X1 = Y1 + Y2 = x1 ∂1 + x2 ∂2 + w1 ∂̂1 + w2 ∂̂2 ,
X2 = Y1 − Y2 = x1 ∂1 − x2 ∂2 + w1 ∂̂1 − w2 ∂̂2 ;
X3 = Y3 + Y4 = x2 ∂1 + x1 ∂2 + w2 ∂̂1 + w1 ∂̂2 ,
X4 = Y4 − Y4 = x2 ∂1 − x1 ∂2 + w2 ∂̂1 − w1 ∂̂2 .
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The first two are the scaling symmetries always present and discussed in
the general case, while X4 generates equal rotations in the (x1, x2) and in the
(w1, w2) planes, and X3 generates equal hyperbolic rotations in the (x1, x2) and
in the (w1, w2) planes.
It is immediate to check that X1 and X4 generates groups of conformal
transformations (in particular, in the (w1, w2) plane), while this is not the case
for X2 and X3.
Thus in view of our general discussion only X1 and X4 are acceptable W-
symmetry generators.
We note that the Lie algebra structure of the Xi fields is as in the following
commutator table, where as usual the entry (i, j) represents [Xi, Xj ]:
X1 X2 X3 X4
X1 0 0 0 0
X2 0 0 −2X4 −2X3
X3 0 2X4 0 2X2
X4 0 2X3 −2X2 0
Note that the acceptable W-symmetries {X1, X4} span a Lie subalgebra, as
they should (moreover, in the case under study this is Abelian).
Again the symmetry vector fields are also symmetries for the associated
Stratonovich equation. ⊙
Example 8. We will now consider a generalization of Example 7 with non con-
stant diffusion matrix. We deal with the isotropic stochastic non-linear oscillator
dxi = α(|x|2)xi dt + β(|x|2) dwi (i = 1, ..., n) ; (94)
in general (that is, unless α and β are actually both constant functions) this
has no scaling symmetries, but retains rotational symmetries. Again we just
consider the case n = 2, so that now rotations are generated by the single
vector field
X = −x2 ∂1 + x1 ∂2 − w2 ∂̂1 + w1 ∂̂2 = J ik
(
xk ∂i + w
k ∂̂i
)
, (95)
with the same notation as above.
Here we will not look for the most general solution to the determining equa-
tions, but just note that – as can be checked by direct computation, the X
above is an acceptable W-asymmetry generator. In fact, choosing
ϕ =
(−x2
x1
)
, R =
(
0 −1
1 0
)
the Ito determining equations (61), (62) are satisfied.
One can also check, again by direct computation, that in this case the
Stratonovich determining equations (66), (67) are also satisfied. Note that in
this case the diffusion matrix
σ =
(
µ[x21 + x
2
2] 0
0 µ[x21 + x
2
2]
)
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is non constant, but R is skew-symmetric.
The same result is obtained if only one of the two function α, β is non
constant, as can be checked by explicit computations (in these cases determining
the most general solution to the determining equations is rather simple, and one
finds indeed only the rotations given above). ⊙
Example 9. It may be interesting to look again at the linear isotropic stochastic
oscillator
dxi = −K xi dt + σ dwi (96)
with K and σ real constants in arbitrary dimension (i = 1, ..., n), but using the
“general” notation hk for the ∂̂k component of the symmetry vector field. Then
the Ito determining equations read
∂t(ϕ
i − σhi) = K
n∑
j=1
∂j(ϕ
i − σhi) − 1
2
∆(ϕi − σhi)
∂̂k(ϕ
i − σhi) = − σ ∂k(ϕi − σhi) .
Thus in this case we can pass to consider ψi := ϕi − σhi, hence be reduced
to considering a single set of functions ψi(x, t;w), as for standard (in general,
random) symmetries. Doing this we obtain the determining equations
∂tψ
i = K
n∑
j=1
∂jψ
i − 1
2
∆ψi
∂̂kψ
i = − σ ∂kψi ,
which are just the determining equations for standard symmetries of (96). ⊙
Example 10. We have seen that isotropic nonlinear stochastic oscillators admit
(only) rotation symmetries; in particular, in the two-dimensional case we have
the single W.symmetry vector field (95). We can look at the inverse problem, i.e.
identifying Ito equations admitting rotation symmetries; we will again confine
ourselves to the two-dimensional case.
This just requires to look at the determining equations with ϕ and h (i.e.
R) assigned, and f i, σik as unknown.
In this case, writing r2 = x21 + x
2
2, (62) yield
σ =
(
α(r2, t) −β(r2, t)
β(r2, t) α(r2, t)
)
,
with α and β smooth functions of their arguments. As for (61), these yield
f i = G(r2, t) xi .
These are also the most general solutions to (66), (67). ⊙
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Example 11. All Examples considered so far yielded split W-symmetries;
one could wonder if non-split W-symmetries are possible at all. The answer is
positive, as shown by the trivial case of a constant coefficients scalar Ito equation
dx = Adt + B dw ; (97)
note we must assume B 6= 0, or we would not have a stochastic equation.
Now the determining equations are
ϕt + Aϕx +
1
2
(
ϕww + 2Bϕxw +B
2ϕxx
)
= 0 ,
ϕw + B ϕx − BR = 0 .
The second equations yields immediately
ϕ = Rx + ψ(z, t) , z := w − x/B .
Plugging this into the first determining equation we get
ψt − (A/B)ψz + (A/B)R = 0 ,
which in turn yields
ψ(z, t) = AR t + Θ(ζ) , ζ = z + (A/B)t .
Thus, we always have the W-symmetries
XΘ = [x−At+Θ(ζ)] ∂x + ∂w ,
which is a non-split W-symmetry provided Θ 6= 0; in particular, with the choice
Θ(y) = BRy we get
X = (Bw) ∂x + ∂w
i.e. a time-autonomous non-split nontrivial W-symmetry. (In Appendix B it
will be shown that this is essentially the only example of non-split W-symmetries
for scalar Ito equations.)
Note that (97) is solved as
x(t) = x(t0) + A (t− t0) + B [w(t) − w(t0)] ,
so it is immediate to check that (the one-parameter group generated by) X
maps solutions into solutions. ⊙
8 Application of W-symmetries
The general idea behind the use of symmetries to simplify and/or solve dif-
ferential equations (deterministic or stochastic) is to pass to symmetry-adapted
coordinates.
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This is also the case for Kozlov theorems, discussed in Sections 4 and 5;
in fact, in this case one change coordinates so that the symmetry vector field
is transformed into a vector field along one of the new coordinates, and the
independence of the equation on this allows for a direct (partial, for systems)
integration.
We will thus try to follow the same approach here. It will be quite clear,
even from the simplest example of stochastic oscillators, that the outcome will be
quite different from that seen in the case of standard (deterministic or stochastic)
symmetries.
8.1 Scalar equations
The problem is already apparent if we consider one-dimensional systems, i.e.
scalar equations. We will just cons8der autonomous equations, thus time will
not need to be considered even in the functional dependencies (this will just
simplify our notation, with no loss of generality, as the reader can easily check).
In our case of W-symmetries, the standard Kozlov change of coordinates
ξ =
∫
1
ϕ(x, t, w)
dx (98)
(which is guaranteed to map the Ito equation into an Ito equation) does not
suffice to rectify the vector field
X = ϕ(x, t, w) ∂x + Rw∂w ,
and hence guarantee integrability. In fact, now
X(ξ) = ϕ
1
ϕ
+ Rw
∫ (
∂
∂w
1
ϕ
)
dx = 1 − Rw
∫
ϕw
ϕ2
dx ,
and as the second term in general is not zero, we do not have X = ∂ξ, hence
the r.h.s. of the transformed equation is not independent of ξ and it cannot be
explicitly integrated.
This is already apparent when considering Stratonovich equations, i.e. is
not related to problems arising from applying the Ito rule when changing coor-
dinates.
This is not surprising: as X has also a component along ∂w, we should also
change the w variable, i.e. pass from (x,w) to (ξ(x,w), ζ(x,w)) variables in
order to have X = ∂ξ and hence guarantee direct integration of the equation
dξ = Fdt+ Sdζ for ξ.
Example 12. Consider the Stratonovich equation (linear stochastic oscillator)
dx = λx dt + µ ◦ dw , (99)
with λ, µ real constants. This admits as symmetry generator the scaling vector
field
X = x∂x + w ∂w .
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The Kozlov change of variable is then
ξ =
∫
1
ϕ
dx =
∫
1
x
dx = log x ; x = eξ . (100)
In terms of this variable, we have of course
dξ =
1
x
dx =
1
x
[λxdt + µdw] ,
so our original equation (99) reads now
dξ = λdt + µ e−ξ ◦ dw . (101)
The vector field does now read
X = ∂ξ + w ∂w ,
and it is immediate to check this is indeed a symmetry of (101). The problem
is that (101) can not be directly integrated.
As shown by the fact we are considering a Stratonovich equation, this is not
even related to the Ito rule, but to the very nature of W-symmetries. ⊙
8.2 Adapted variables
As hinted above, our strategy in using W-symmetries should be equal in prin-
ciples, but slightly different in practice, to the one for standard symmetries.
That is, we should pass from the old variables (xi, wk) (i = 1, ..., n, k = 1, ...,m;
possibly with m = n) to new coordinates
ξi(x, t;w) , ζk(x, t;w) (102)
such that in the new variables the symmetry vector field X – which we assume
to be of the type identified in Sect.6, see (43) – reads
X =
∂
∂ξn
.
Now the equations will read as
dξi = F i dt + Sik dζ
k (i = 1, ..., n) ; (103)
as X is a symmetry, we will have
∂F i
∂ξn
= 0 =
∂Sik
∂ξn
. (104)
Thus, if we are able to solve the reduced system
dξi = F i dt + Sik dζ
k (i = 1, ..., n− 1) , (105)
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then the solution to the last equation
dξn = Fn dt + Snk dζ
k (106)
amounts to a direct (stochastic) integration.
This is only apparently identical to what happens for standard symmetries.
Actually, a substantial difference arises now due to the more general form of the
change of variables (102).
In fact, now
1. The functions F i and Sik appearing in (103) will in general depend not
only on the (ξ, t) variables but also on the ζk;
2. The ζk will in general not be Wiener processes.
Each of these features makes that the new equation (103) is not of Ito type.
As remarked above, see Remarks 6and 7, this in itself is not forbidding the
reduced equation can be integrated and thus the W-symmetry reduction proce-
dure maintains some interest (see also Section 8.3 below).
On the other hand, it should be noted that in the case of multiple symmetries
we get out of what is covered by the presently existing theory. In fact, one
can very well consider stochastic differential equations which are not of Ito (or
Stratonovich) type [15]; but as soon as we deal with an equation which is not
of Ito type, we cannot use the correspondence with the Stratonovich form in
order to guarantee that symmetries will survive a change of variables10, hence
we cannot – at the present stage of our mathematical knowledge – ignite the
recursion procedure which was able to guarantee multiple reduction for standard
symmetries, i.e. in the frame of standard Kozlov theory [11].11
We summarize or discussion as a formal statement12, which will then be
illustrated by studying stochastic oscillators in the next subsection.
Theorem 3. Let the Ito equation (1) admit a nontrivial W-symmetry with
generator X. Passing to adapted variables (y, z) the equation is mapped into a
system of stochastic differential equations
dyi = F i dt + Sik dz
k (107)
with
∂F i
∂yn
= 0 =
∂Sik
∂yn
for all i, k = 1, ..., n; these are in general not of Ito type, i.e. the coefficients F i
and Sik can depend on the driving stochastic processes z
k.
10Albeit one would expect this to be the case, at least for admissible symmetries.
11Needless to say, this is not a “no go” result, but rather calls for a study of a more general
framework for the use of symmetry in the stochastic realm.
12We recall that the adapted variables (y, z) for a vector field X are those such that X =
(∂/∂yn).
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Corollary 2. If the n-dimensional system of Ito equations (1) admits a non-
trivial W-symmetry, it can be mapped into a system of stochastic differential
equations (107) which decouples into an autonomous systems of (n − 1) equa-
tions plus a “reconstruction equation”
dyn = Fn[y1, ..., yn−1; z1, ..., zn] dt + Snk[y
1, ..., yn−1; z1, ..., zn] dzk . (108)
8.3 Example. Stochastic oscillators
We will now apply the previous discussion to the simple but relevant case of
stochastic oscillators, considering both dilation (scaling) and rotation symme-
tries. We will confine ourselves to the simplest cases, i.e. those in one and two
spatial dimensions; these were already considered in the Examples of Section
7.4, so we will build on the computations performed there.
8.3.1 Scaling
We start by considering the linear stochastic oscillator (in one dimension, as
this will suffice to point out the problem we need to discuss)
dx = λxdt + µ dw ; (109)
here λ and µ are real constants. As discussed above (see Section 7.4) eq. (109)
admits the simple scaling symmetry generator
X = x∂x + w ∂w ; (110)
which generates the one-parameter group of scalings x→ sx, w→ sw.
The invariant quantity under this is ζ = w/x, and the vector field satisfies
X(ξ) = 1 e.g. for ξ = log(x). We will thus pass to coordinates
ξ = log(x) , ζ = w/x ;
the inverse change of variables is
x = eξ , w = eξ ζ .
In these coordinates, the symmetry vector field reads simply
X = ∂ξ .
The equation (109) will now be written as
dξ = F dt + S dζ , (111)
with F and S functions which will now be determined.
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Using the Ito rule we have13
dx = eξ dξ +
1
2
(
eξ S2
)
dt
dw = eξ ζ dξ + eξ dζ +
1
2
(
2Seξ + S2exiζ
)
dt .
Thus (109) reads now, with simple algebra,
dξ =
[
λ+ µS(1 + Sζ)− S2/2
1− µζ
]
dt +
(
µ
1− µζ
)
dζ .
This shows that
S =
(
µ
1− µζ
)
and inserting this into the coefficient of dt we obtain that
F =
[
λ +
1
2
µ2
(1− µζ)2
] (
1
1− µζ
)
.
The explicit expressions of F and S are not relevant; the important thing are
their functional dependencies. That is, eq.(111) is more precisely rewritten as
dξ = F (ζ) dt + S(ζ) dη . (112)
We conclude that:
• The vector field X is still a symmetry of the transformed equation, as
stated in our Theorem 2;
• But the transformed equation is not of Ito type, as the coefficients depend
explicitly on the driving random process ζ.
This situation should be compared with that seen above in Example 2, see
also Remark 6. Albeit the equation is not of Ito type, we immediately have
ξ(t) =
∫
F [ζ(t)] dt +
∫
S[ζ(t)] dζ(t)
and ξ(t) is recovered by a stochastic integral.
Note that ζ(t) is in general not a Wiener process, as clear from the trans-
formation law linking ζ(t) = w(t)/x(t) to the Wiener process w(t).
Once we have determined ξ(t) for a given realization of the stochastic process
ζ(t), the x(t) is immediately recovered as
x(t) = exp[ξ(t)] .
We proceed exactly in the same way, apart from introducing some indices,
in considering multi-dimensional linear stochastic oscillators and their scaling
symmetries.
13The computation is performed here following the scheme suggested in [11]; other ways of
performing the same computation are of course also possible.
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8.3.2 Rotation
The same qualitative situation is found if we work in higher dimensions and
consider an isotropic stochastic oscillator (in this case, linear or nonlinear) and
its rotational symmetry.
Consider, for the sake of definiteness, the two-dimensional setting (i.e. n = 2;
we write again all indices as lower ones to avoid any confusion) for the general
equation (33). In this case the W-symmetry generator is
X = x2∂1 − x1∂2 + w2∂̂1 − w1∂̂2 . (113)
We now want to consider adapted coordinates; in this case they are polar
coordinates in both the x and the w space, i.e.
r =
√
x21 + x
2
2, ϑ = arctan(x2/x1); z =
√
w21 + w
2
2 , ξ = arctan(w2/w1) .
This corresponds, obviously, to
x1 = r cos(ϑ), x2 = r sin(ϑ); w1 = z cos(ξ), w2 = z sin(ξ) .
The vector field (113) reads now X = ∂ϑ + ∂ξ.
With a standard application of Ito rule, we have
dr =
1
2r
(
S2 + 2r2F
)
dt + 2Sr [cos(ϑ− ξ) dz + z sin(ϑ− ξ) dξ] ,
dϑ =
Sz
r
cos(ϑ− ξ) dξ − 1
r
sin(ϑ− ξ) dz .
It is apparent that these are invariant under the simultaneous rotations ϑ→ ϑ δ,
ξ → ξ + δ; that is, under X .
With a further trivial change of variables, i.e. switching from ϑ to ψ = ϑ−ξ,
these become
dr =
1
2r
(
S2 + 2r2F
)
dt + 2Sr [cos(ψ) dz + z sin(ψ) dξ] ,
dψ =
(
S
r
z cosψ − 1
)
dξ − 1
r
sinψ dz . (114)
(These are immediately seen to be invariant under a shift in ξ, i.e. to admit the
W-symmetry X0 = ∂/∂ξ; but this is not admissible in view of the discussion in
Section 6.)
We stress that, due to the presence of z in the coefficient of the dξ terms on
r.h.s., these equations (114) are not in Ito form. On the other hand, they can
be integrated.
9 Discussion & Conclusions
In a previous work [13] we have classified admissible (on physical and mathe-
matical basis) transformations of Ito stochastic differential equations, and hence
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types of possible symmetries of these. This classifications yielded three types
of symmetries, i.e. standard deterministic symmetries, standard random ones,
and W-symmetries. The first two types have been studied, by ourselves and
different authors, in the literature [9, 10, 11, 13, 16, 17, 18, 19, 20, 21, 23, 27],
while W-symmetries had so far lacked attention.
In this paper, we have first reviewed relevant notions and results in the re-
cent literature devoted to symmetry of SDEs; in particular we have stressed the
relevance of the relation between symmetries of an Ito equation and of the asso-
ciated Stratonovich one (actually, this is an equality for admissible symmetries),
and recalled how Kozlov theory makes use of symmetries to integrate – at least
partially, in which case we actually have a reduction – Ito equations.
In the second and main part of the paper, we have studied W-symmetries.
In particular, in Sect.6 we have determined the class of vector fields qualifying
as admissible would-be W-symmetries, obtaining in particular that the action
of the w variables must correspond to an origin-preserving action of the linear
conformal group – thus essentially reduce to dilations and/or rotations. In Sect
7 we have established the determining equations for W-symmetries of Ito and
Stratonovich SDEs, discussing the relation between their solutions. This turns
out to be less trivial than for standard symmetries, and in particular symmetries
acting as dilations in the w sector may not be shared by an Ito and the associated
Stratonovich equation, as also shown in concrete simple examples.
Finally, in Sect.8 we have considered how W-symmetries can be concretely
used in studying Ito SDEs. We have seen that the situation is different from
the one which became familiar with standard symmetries. In fact, once one
has determined a W-symmetry of a given Ito equation, one can reduce it to
a partially integrable equation by passing to symmetry-adapted variables, but
in general this produce a non-Ito equation. This means in particular that the
existing theory – which only considers Ito equations – cannot be used for reduc-
tion under multiple symmetries, and thus calls for extension of the theory to a
wider realm.
It should be recalled that more general (than Ito or Stratonovich) types
of stochastic differential equations do not have an equally solid mathematical
foundation; but they are nevertheless used in several physical (and chemical)
contexts [15].
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Appendix A. The one-dimensional case
In this Appendix we discuss the problem tackled in Section 7 in the simplified setting
of scalar Ito equation. This will allow to avoid plethora of indices and get a more clear
view of the reasoning and computations leading to our results there.
It follows from our general discussion that in the scalar (one-dimensional) case
dx = f(x, t) dt + σ(x, t) dw (A.1)
the only nontrivial W-symmetries act on w as dilations. This case is of course specially
simple, and it is worth looking at it specifically; we will use an obvious simplified
notation, and this will provide a check of our general result in the simplest setting.
Now the Ito determining equations read
ϕt + f ϕx − ϕfx +
1
2
∆ϕ = 0 , (A.2)
ϕw + σ ϕx − ϕσx − σ R = 0 . (A.3)
As for the Stratonovich determining equations for
dx = b(x, t) dt + σ(x, t) ◦ dw , (A.4)
these read
ϕt + b ϕx − ϕ bx = 0 ,
ϕw + σ ϕx − ϕσx − σR = 0 .
The (common) second equation of these sets yields
ϕw = ϕσx − σ ϕx + σ R .
This in turn provides
ϕxw = ϕx σx + ϕσxx − σx ϕx − σ ϕxx + σx R ,
ϕww = ϕw σx − σ ϕxw
= ϕw σx − ϕσ σxx + σ
2 ϕxx − σ σx R .
With these, and some trivial algebra, we get
∆ϕ = ϕσ2x − ϕx σ σx + ϕσ σxx + 2 σ σx R . (A.5)
On the other hand, recalling that for the associated Stratonovich equation b =
f − (1/2)ρ, we readily get that the first determining equation in the Stratonovich case
reads
ϕt + f ϕx − ϕfx +
1
2
[
ϕσ2x + ϕσ σxx − ϕx σσx
]
= 0 .
This coincides with the first determining equation for the Ito equation if and only if
∆ϕ = ϕσ2x + ϕσ σxx − ϕx σσx . (A.6)
As discussed above, it suffices that the equality holds when we restrict to solutions to
the second (common) equation in the sets of determining equations.
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Comparing (A.5) and (A.6) we see that the equations coincide, and hence sym-
metries of the Ito and of the associated Stratonovich equations also do, if and only
if
σ σx R = 0 . (A.7)
We do of course exclude the case σ = 0 (or the equation would not be a stochastic
one), and also the case R = 0 as in that case we have a standard symmetry (which is
trivial as a W-symmetry).
So in the end we have shown the following, which of course is a special case of the
general result (Theorem 1) obtained above:
Lemma A.1. In the one dimensional case the nontrivial W-symmetries of an Ito
equation are shared by the associated Stratonovich equation if and only if the diffusion
coefficient σ(x, t) in eq.(A.1) satisfies σx = 0.
Appendix B. Forbidden forms of W-symmetries
It turns out that W-symmetries can not take all forms, i.e. some forms of the W-
symmetry generator X = ϕi(x, t;w)∂i + (R
k
mw
m)∂̂k can not be realized.
In order to illustrate this, we will consider some situations assuming a given shape
for X – i.e. for the coefficients ϕi – and showing there can be no Ito equation admitting
such W-symmetry.
We will just consider some one-dimensional cases and restrict to the time-autonomous
case (that is, f and σ, and hence also ϕ are assumed to be independent of t), which
will help keeping computations simple and focus on the qualitative relevant point.
At the moment we are not able to provide general results on which shape of W-
symmetries are possible or forbidden.
Example B.1. Let us make the ansatz
ϕ(x, t;w) = p(x, t) ew ; (B.1)
then differentiating the second determining equation (A.3) w.r.t. w we get
ew [p + σ px − p σx] = 0 ,
and hence
σ(x, t) = h(t) p(x, t) +
∫
x
0
1
p(y, t)
dy .
When plugging this into (A.3) itself, we get
R p(x, t)
[
h[t] +
∫
x
0
1
p(y, t)
dy
]
= 0 .
But the only solutions to this is R = 0, in which case we have a standard symmetry
(choosing p(x, t) = 0 gives a singular situation, and no symmetry anyway). ⊙
Example B.2. Let us now look for W-symmetry generators with
ϕ(x, t,w) = p(x, t) w2 ; (B.2)
in this case (A.3) reads
2w p(x, t) − Rσ(x, t) + w2 [S[x, t] px(x, t) − p(x, t) σx(x, t)] = 0 .
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The term linear in w enforces p = 0, hence there is no equation admitting W-
symmetries of the form (B.2). ⊙
Example B.3. Finally, we consider the separable ansatz
ϕ(x, t, w) = p(x) q(w) ; (B.3)
note here we must assume p 6= 0 6= q to rule out trivial cases.
We know that there is at least one case admitting nontrivial W-symmetries of
this form, see Example 11 in the main text. Here we show that is the only class of
time-autonomous14 scalar equations admitting W-symmetries of the form (B.3).
In fact, plugging the ansatz (B.3) into (A.3) and differentiating w.r.t. w, we get
p q′′ + σ px q
′
− σx p q
′ = 0 ;
this also reads
p σx − px σ
p
=
q′′
q′
.
As the l.h.s. only depends on (x, t) and the r.h.s. only on w, it must be
p σx − px σ
p
= K =
q′′
q′
(B.4)
for some constant K.
Let us first assume K 6= 0. Then the r.h.s. equality in (B.4) yields immediately
q(w) = c1 e
Kw + c2 (B.5)
(note that we must require c1 6= 0, or we would have a split symmetry); while setting
σ(x) = [c3 + r(x)] p(x) (B.6)
the l.h.s. equality reads
p(x) = −
K
r′(x)
. (B.7)
When we insert (B.5)–(B.7) into (A.3), and look at the coefficient of eKw in this, we
get
c1K
3 = 0 .
Thus we are left only with non-viable options: c1 = 0 would give a split symmetry
and K = 0 was excluded by assumption.
So we are forced to assume K = 0. Now the r.h.s. equality in (B.4) yields
q(w) = c1 w + c2 (B.8)
while the l.h.s. one provides
p(x) = c3 σ(x, t) . (B.9)
These were obtained from a differential consequence of (A.3); when we plug (B.8) and
(B.9) into (A.3) itself, we obtain
c3 = R/c1 .
14A full discussion would also be possible admitting time dependencies, but it would be too
long to report here.
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We can now tackle (A.2), which is an expression linear in w (all the dependencies on
w are now explicit). Thus it splits into two equations (corresponding to the vanishing
of terms independent of w and of the coefficient of w); assuming R 6= 0 these read
R[2c2fσx + 2σ(c1σx − c2fx) + c2σ
2σxx] = 0
R[2c1fσx − 2c1σfx + c1σ
2σxx] = 0 .
Multiplying the first by c1, the second by c2 and taking the difference, we get
R c21 σ σx = 0 .
As c1, R and σ can not vanish, we must have σx = 0, i.e. σ(x) = µ (with µ 6= 0).
With this, the two equations reduce to
c2 µ fx = 0 = c1 µ fx ,
f(x) = λ .
In conclusion, we have obtained
f(x) = λ ,
σ(x) = µ ;
ϕ = µR w + k1 µR .
Here k1 = (c2/c1) is an arbitrary constant, so we actually have two symmetry gener-
ators, i.e.
X1 = µw ∂x + ∂w , X2 = k1 µ∂x + ∂w ;
note however that X2 is a split W-symmetry. ⊙
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