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Abstract
Atrial fibrillation (AF) is a growing problem in modern societies with an
enormous impact in both short term quality of life and long term survival.
A recently developed promising approach to cure AF uses radiofrequency
(RF) ablation to carry out ”pulmonary vein antrum isolation” (PVAI) to
the heart. However, the lack of proper 3D visualization during surgery
training, planning, and guidance makes surgery a very difficult task to the
surgeons and therefore the risk for the patient increases.
The purpose of this work is to develop methods for automatically segment-
ing and tracking the heart in 4-D cardiac MRI datasets. The heart sur-
face will be reconstructed to serve as a virtual computer model for the 3D
surgery training, planning and guidance. In this work we also outline some
of the methods proposed to solve the problem of cardiac segmentation. Our




1 La fibril·laco´ auricular e´s un tipus de ar´ıtmia card´ıaca i es un problema creixent en la
societat moderna amb un impacte enorme en la qualitat de vida a curt termini aix´ı com
en les probabilitats de supervive`ncia a llarg termini. Una te`cnica ciru´rgica promete-
dora desenvolupada recentment consisteix en dur a terme l’ablacio´ per radiofrequ¨e`ncia
a una regio´ espec´ıfica del cor. Amb la tecnologia i software actual, el cirurgians han de
realitzar l’ablacio´ per radiofrequ¨e`ncia amb un cate`ter i la u´nica visualitzacio´ de la que
disposen so´n imatges en 2D provinents de una ca`mera endosco`pia instal·lada a l’extrem
del cate`ter. Normalment el camp de visio´ es molt redu¨ıt i la navegacio´ es en 2D, la
qual cosa fa que la operacio´ sigui extremament dif´ıcil i per tant el risc per al pacient
incrementa.
La falta de visualitzacio´ en 3D en les etapes de entrenament, planificacio´ i guiat de la
cirurgia card´ıaca ha motivat la realitzacio´ d’aquest projecte presentat en aquest tre-
ball. L’objectiu principal d’aquest projecte es extendre l’entorn de treball del cirurgia`
card´ıac creant un entorn virtual en el qual es pugui navegar amb el cate`ter visualitzant
en pantalla un model tridimensional del cor espec´ıfic pel pacient. Per a que aixo` sigui
possible el problema es pot dividir en 2 etapes diferenciades.
1. Creacio´ de un model pre-operatiu 3D+temps del cor espec´ıfic per al pacient.
2. Alinear el sistema de coordenades del model amb les imatges disponibles a la sala
d’operacions.
Si es poden solucionar aquests dos problemes el model virtual del cor creat abans
de la operacio´ estara` perfectament alineat amb la posicio´ del cor real del pacient a la
1Durant la realitzacio´ del Projecte Final de Carrera l’autor estava en el departament de Biomedical
Signal Processing a Northeastern University, Boston, USA
v
sala d’operacions.
El treball presentat en aquesta tesi consisteix en desenvolupar un me`tode per crear
automa`ticament el model del cor a partir de les imatges de una sessio´ de ressona`ncia
magne`tica (MRI) del pacient pre-operativa. Les ressona`ncies magne`tiques amb les que
treballem consisteixen en volums formats per diversos talls transversals del cor. Per
cada fase card´ıaca s’obte´ un d’aquests volums formant per tant un conjunt de dades en
4D del cor.
El me`tode esta basat en un contorn actiu per a la localitzacio´, segmentacio´ i segui-
ment del cor durant diferents fases del cicle card´ıac. Un cop obtinguts els contorns
que defineixen la paret exterior del cor per totes les imatges transversals es proposa
un processat geome`tric per donar consiste`ncia temporal i espaial a les segmentacions
obtingudes. Un cop processada la data es procedira` a la reconstruccio´ de la superf´ıcie
card´ıaca a partir de les segmentacions planars processades. Finalment, es visualitzara`
el moviment de les superf´ıcies obtingudes de la paret exterior del cor i del ventricle
esquerre.
Breu descripcio´ del me`tode:
S’inicialitzara` el contorn actiu introduint manualment 5-6 punts per cada un dels
talls transversals per a la primera fase del cicle card´ıac. Aquests punts seran inter-
polats utilitzant splines i es mostrejara` el contorn amb 5 graus de separacio´ respecte
el centroide de la corba formant aix´ı un total de 72 nodes per contorn. Des d’aquest
punt endavant el me`tode haura` de pertorbar els nodes en la direccio´ radial fins que
s’enganxin a les parets del cor en la imatge.
Per tant es buscara` en les l´ınies radials del contorn, caracter´ıstiques locals de les
imatges per trobar la paret exterior del cor. Quan els 72 nodes s’hagin enganxat a la
paret del cor els projectarem a l’espai de Fourier i ens quedarem nome´s amb els primers
5 harmo`nics per tal d’obtenir una representacio´ suau de la paret del cor.
Quan s’hagi trobat la frontera del cor per un determinat instant temporal es propa-
gara` el contorn actual i es fara` servir com a estimacio´ per la segu¨ent fase card´ıaca i
repetira` el proce´s anterior. Un cop s’hagin obtingut tots els contorns per un deter-
minat tall transversal s’aprendra` el moviment dina`mic del cor. El moviment dina`mic
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estara` representat per una matriu que utilitzarem com a informacio´ a priori per mil-
lorar les prediccions dels subsequ¨ents talls transversals. Aquesta matriu de moviment
s’actualitzara` per cada tall transversal.
Un cop s’hagin trobat tots el contorns, procedirem a fer un processat geome`tric dels
nodes que defineixen les superf´ıcies temporals. Agruparem els 72 nodes de cada contorn
en una matriu 3D. Cada columna descriu el contorn per a un determinat tall transversal
i un determinat instant temporal. Es a dir, quan avancem en la matriu horitzontalment
anem trobant els diferents contorns del volum del cor per a un mateix instant tempo-
ral i quan avancem en la direccio´ de profunditat trobem els contorns per les diferents
fases card´ıaques o instants temporals. Els contorns s’han trobat d’una manera mes
o menys independent i per tant imposarem consiste`ncia temporal i espaial als nodes.
D’aquesta manera restringirem el problema imposant a les superf´ıcies que tinguin tran-
sicions suaus en cadascuna de les 3 dimensions espaials me´s la temporal. Per suavitzar
els nodes en totes les direccions i eliminar el soroll creat per l’algoritme utilitzarem ”m-
tensor smoothing splines”. Ba`sicament, consisteix en encaixar una funcio´ polino`mica
a trossos a cadascuna de les dimensions que creuen un node; per tal i com hav´ıem
parametritzat les superf´ıcies i la manera com hav´ıem definit la matriu tridimensional
les dimensions so´n:
• variacio´ angular dins el contorn on es troba el node
• variacio´ entre el node i els seus veins en els talls superior i inferior
• variacio´ entre un node i els seus ve¨ıns per l’instant temporal anterior i posterior
Un cop tinguem una funcio´ polino`mica per cada una de les dimensions que travessen
un node, el node sera` substitu¨ıt per el producte ponderat de les tres funcions que el
travessen. Es pot pensar aquest problema com una reixa tridimensional, els eixos
d’aquesta reixa es deformen d’una manera suau per apropar-se als nodes de la matriu
3D, d’aquesta manera cada node es substitueix per una ponderacio´ de cadascun dels
tres eixos que el travessen.
Un cop obtinguts els nodes suavitzats reconstruirem la superf´ıcie, la manera de con-
nectar els nodes e´s impl´ıcita en la matriu tridimensional ja que els ve¨ıns dels nodes en la
estructura de la superf´ıcie son tambe´ els ve¨ıns en la matriu. D’aquesta manera podrem
visualitzar el moviment de les superf´ıcies tridimensionals. Les superf´ıcies obtingudes
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ajudaran a diagnosticar anomalies en la contraccio´ ca`rdiaca i podran servir, un cop es
registrin amb les imatges operatives, com a model virtual per la visualitzacio´ en 3D
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1.1 Problem statement and Challenges
Atrial fibrillation (AF) is a growing problem in modern societies with an enormous
impact in both short term quality of life and long term survival. Standard AF therapy,
which includes antiarythmic drugs has been unsatisfactory with success on only 40-
60 % of those treated. A recently developed promising approach to cure AF uses
radiofrequency (RF) ablation to carry out ” pulmonary vein antrum isolation” (PVAI).
Unfortunately, because of significant clinical and technical challenges this approach is
used in less than 0.1% of AF patients, often with suboptimal results. The hypothesis of
this research is that current and future magnetic resonance imaging (MRI) will allow
PVAI to become the standard treatment for AF. Conventional surgery is performed
via a median sternotomy on the arrested heart, requiring the use of cardiopulmonary
bypass (CPB), aortic cross clamping , and myocardial preservation. The latter are
the main causes of side effects that lead to increased patient recovery times and costs.
Unwanted side-effects, such as large incisions, CPB, or cardiac arrest can be reduced by
performing cardiac surgery using an endoscope-aided, port-access approach described
previously. In practice however, operating on the beating heart without direct vision
is extremely challenging. The first problem is the requirement to perform complex
maneuvers, normally carried out in the open chest, inside the closed thoracic cavity.
Several systems have been effective for such tasks when used by a trained practitioner .
The second and more prominent problem is the lack of proper three-dimensional (3D)
visualization during the training, planning, and guidance stages of surgery. Currently,
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only limited training is conducted, usually on unrealistic and expensive animal and
cadaver models. Surgery planning of port locations is also inadequate, often based only
on 2D images such as x-rays and angiograms. Finally, the current surgical guidance
method is imperfect, due to the small field-of-view (FOV) of the endoscope, and the
possibility that this view may become obstructed by blood, anatomy, moisture, etc.
The lack of proper 3D surgery training, planning, and guidance can lead to improper
patient selection, sub-optimal port placement, longer procedures, and increased risks
to the patient.
To address these issues, we want to develop interactive catheter and ablation guidance
strategies for the treatment of AF through:
• Real-time, MRI based navigation systems that guide catheter placement and then
monitor lesion formation.
In other words, we need to generate a pre-operative 4-D model of the heart so the
surgeon has an anatomy reference of the heart that will help him navigate with the
catheter in the closed thoracic cavity. This problem can be divided in two major stages,
model creation from pre-operative data and the operative alignment of the model with
the real heart in the operative room. Our approach will consist in:
Pre-operative stage:
1. Find the boundary of the heart in a dataset of 4D- MRI images with minimal
user intervention.
2. Render the surface that will model the beating heart.
3. Parameterize this set of volumes, i.e. describe the set of volumes as a set of co-
efficients or numbers.
Operative stage:
4. Find the boundary of the 2D + time imaging that we have available during
surgery.
5. Parameterize these boundaries as we did with the 4D model.
2
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6. Find the exact location of the 2D images in the 4D model, i.e we need to register
the operative imaging with the pre-operative model.
7. As we will have the parameterized 4D model on one hand and the parameterized
contours on the other, we will only have to compare this set of parameters and
thus the computational cost will be reduced.
If we are able to solve this problem the surgeon will be able to see the virtual computer
reproduction of the catheter and the heart model consistent with the real position of
the catheter with respect to the heart.
The work presented in this paper presents a novel approach to solve the first
three steps, segmentation and surface reconstruction from pre-operative cardiac MRI
datasets. However, the segmentation and tracking algorithms applied on 1 will also
be applied in steps 4 and 5. This will serve as a first step to find the position of the
catheter with respect to the heart. So there are two major challenges, the first one
is the segmentation and tracking of the heart and the second one is the 2D-3D regis-
tration to align the model with the operative environment. The focus of this thesis is
on the segmentation of the heart, however we will also outline the current methods in
registration of medical images because as we will see segmentation and registration are
not two separate problems. In our case we bet for a registration based on surface to
contour matching so a previous segmentation is necessary.
1.2 Previous Work in registration
To register the pre-operative model with the intra-operative images we will follow a
geometric based registration approach. Geometric feature based approaches have the
advantage of converging very fast which is necessary for surgical interventions. However,
this methods rely on a previous segmentation. Other approaches have been proposed
that do not rely on a previous segmentation. Consequently, we can classify registration
methods in two main groups, geometric based and voxel similarity based.
1.2.1 Geometric Based Registration
1. Point Based Registration: This method consists in aligning two point sets usu-
ally defined manually in the skin of the patient or by landmark identification.
3
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Landmark identification in cardiac MRI is generally a very difficult task since
there are a few spatially accurate anatomical landmarks. This landmarks are
usually chosen to be the apex, the papillary muscles and the inferior junction of
the right ventricle. This methods can be used as an initial registration for further
optimization. Note that the registration of skin markers does not guarantee the
registration of the heart since the position of the heart inside the body depends
on the patient or respiratory contraction.
2. Registration methods based on heart surfaces:
The chamfer matching method (5) is often used to register surfaces and point
sets. In this method, the sum of the distances between the transformed points
and a distance map built upon the segmented surface using the chamfer distance
transformation is minimized. Also the iterative closest point algorithm ICP (4)
is used to elastically register surfaces and lines. In this approach, the shape to
be registered is first placed in close proximity, in location and orientation, to
the target shape (6). Second, for each point on one shape, the closest point on
the target shape is found and the distance between the two shapes is computed
as a least square sum of their distances. Third, the pose parameters of the
shape are adjusted incrementally at the direction which minimizes the sum of
squared distances SSD between the two shapes. The process of calculating and
minimizing this distance is iterated until convergence. This algorithm is effective,
easy to implement, and robust if the initial pose is close enough to the true pose of
the target shape. However, with a distant initial pose, the process can converge
to local minima. The ”head and hat” algorithm has also been proposed for
registering medical images and was first presented to register brain images (12;
45). This algorithm models the contours from one of the images (usually higher
resolution) as a surface (the ”head”) and the contours of the other image set
as a series of points (the ”hat”). The algorithm then determines the optimum
rigid transformation, which minimizes the mean squared deviation between the
points of the hat and the surfaces of the head by using the Powell minimization
algorithm.
4
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1.2.2 Voxel similarity measures:
This class of methods have the advantage of not depending on a previous segmentation.
However a strong correlation between pixels of different imaging sessions is assumed.
Image registration methods can also be classified in terms of the type of search that
is needed to compute the transformation between the two image domains. In search-
based methods the effect of different image deformations is evaluated and compared.
In direct methods, such as the Lucas Kanade method and phase-based methods, an
estimate of the image deformation is computed from local image statistics and is then
used for updating the estimated image deformation between the two domains. For the
comparison of the two images several measures have been used, sum of squared differ-
ences SSD, sum of absolute differences SAD (28) or by correlation coefficients CC all
of them leading to very similar performances. Mutual information has also been used
as a similarity measure. Mutual information theory measures the statistical depen-
dencies between two random variables or the amount of information that one variable
contains about the other (51; 52). Mutual information can be qualitatively considered
as a measure of how well one image explains the other. The mutual information is
maximized at the optimal alignment.
For further reading on registration methods we refer to (56; 58) and specifically for
cardiac analysis and segmentation (32) and the references therein.
1.3 Previous Work in Cardiac Segmentation
The literature for segmenting cardiac medical images is vast. We will give a brief
description of the previous work in cardiac segmentation and tracking. We have grouped
the current cardiac segmentation in four groups, methods based on registration and
optical flow, model based segmentation methods, region based approaches and finally
active contour based methods.
1.3.1 Manual Segmentation and Registration
Manual segmentation requires human expert that selects a number of control points
around the boundary of the heart and then this points are interpolated. This is a very
tedious and time consuming work. Furthermore, we will need some post-processing if
we want to find temporal and space consistency in our segmentations. Several authors
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have proposed learning the cardiac motion by elastically registering a manually 3D-
MRI segmented heart for the end-dyastolic phase to the rest of the cardiac phases
(28; 49; 51; 53; 54), see figure. Therefore, the registration methods used are based
Figure 1.1: Temporal registration-The end-dyastolic phase is elastically registered to
successive phases2
on voxel similarity measures, see page 4, usually a bending penalty constraint is added
in the minimization to find correspondences. This methods are prone to errors if the
image sequences are noisy and the texture distribution change over time.
1.3.2 Model based
This methods rely on building a model statistically created from a database. The model
is going to be deformed to wrap around the boundary of the particular unseen data
that we want to segment. Model based approaches consist in two steps:
1. Model creation from the training set.
2. Model matching with unseen data
A very popular type of statistical models are Active Appearance Models, AAM
(8). Recently AAM have become very popular for segmenting cardiac datasets (7; 15;
47; 48; 57). AAM models two features of the datasets, shape and texture. To model
shape a set of landmarks in every dataset in the training set have to be identified.
Landmarks are points that can be identified in all the datasets and thus are very useful
to find correspondences. There are 4 kinds of landmark points:
2Figure taken from ”Determining Epicardial Surface Motion Using Elastic Registration (53)
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• Anatomical landmarks correspond between organisms in some biologically
meaningful way. Such points are identified by a human expert.
• Junctions are points where different clearly distinguished boundaries meet.
• Mathematical landmarks points are located using some mathematical prop-
erty such as high curvature.
• Pseudo landmarks points located between two landmarks.
The problem of automatically identifying landmarks is far from being solved, be-
sides a landmark has to be identified in all the training sets so any landmark point
in one training example has to define exactly the corresponding salient point as in all
other training examples. This represents a challenge for human experts when doing the
manual annotation because they have to be very precise.
Once all the training sets have been annotated, the coordinates of the landmarks each
training set are arranged in a single vector. The order doesn’t matter as long as there is a
1-to-1 correspondence, by convention its usually s = (x1, y1, z1, x2, y2, z2, ..., xN , yN , zN )T
where xi, yi, zi are the coordinates of the ith landmark point and N the number land-
mark points. After this we want to reduce the dimensionality and find a set of basis
that with a few coefficients we can describe the main variations seen in the training
set. This is precisely what principal component analysis (PCA) does. However, before
applying PCA all the shapes in the training set must be aligned i.e. make all the shapes
have the same rotation, translation and scale. The next step is to compile the individ-
ual (aligned) shapes si of the training set to a matrix S where si is the i-th column
vector. The last step in building the shape model then is to calculate the principal





Once we have the new basis, eigenvectors of SST , we can describe any shape as a
linear combination of this set of basis. In 1.1 s is an arbitrary heart shape, cn are called
the modes of the shape model and k is the number of eigenvectors used to describe the
shape, so the greater the k the more accurate the description. The greatness of PCA




To model texture the process is very similar. Again the crucial step when obtaining the
texture is that we need a 1-to-1 correspondence among the training sets. To achieve this
first the Delaunay triangulation of the landmark points is performed and the normalized
grayvalue of the pixels inside the resulting triangles is stored in a single vector for each
dataset, gi. To combine both models the two vectors corresponding to shape, si and







In fact this is not exactly true, the magnitude of both features is in general very
different and this leads to bad statistical results. To avoid this the data has first to be
normalized by some weight matrix. Once this is done, we PCA the data like in 1.1 and
we obtain the combined shape-texture model.
The second step is to match the model with the unseen data. Besides the cn coeffi-
cients, rotation r, scaling s and translation have to be identified. In practice, there are
two more parameters that have to be included in the matching process. The texture
is normalized with respect to mean and variance so this two parameters have to be
included, m and σ. So the extended vector of parameters p = (cn|r|s|t|m|σ) has to be
optimized to match the model with the data. The path to the right parameter values is
learned through the texture differences between the model and the data. So the texture
differences δg are going to tell us how the parameters should be changed δp. Formally
an underlying function between these two parameters is assumed:
δp = f(δg) (1.3)
The function f in equation 1.3 is found by linear regression. This function f has
to be determined before doing the model matching. It is done obtaining enough pairs
δp, δg from the training sets. Usually for each dataset in the training set the parameter
values are changed starting from the right ones to obtain the error in texture differ-
ences. This is usually the most time consuming stage of the method. Once the function
f is determined the search can be started. Other approaches have proposed integrating
the learned priors in a level set framework, (15; 16)
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This method works very well when the database is big enough. However, this
method fails when the heart shape is very different from all the heart shapes in the
training set. To overcome this problem local deformations to fine tune the segmentation
have also been used in (47). Model based approaches require to have a huge amount of
manually annotated datasets which is very time consuming and in many applications is
very difficult to obtain enough datasets. Furthermore, when the database is very big the
search can be very time consuming because the amount of texture samples is huge. One
of the problems of AAM is that linearity is assumed and intuitively shape and texture
is not linear. It’s like trying to model the appearance of a face as a linear combination
of several other faces. However, this approach has gained popularity because exploits
the prior information of the heart very well and always converges to a solution close to
the target. There has also been people interested in identify automatically landmark
points (7; 18; 20). In (18) only geometric landmarks are identified and in (7; 20) the
training sets are registered with respect to a reference image for the correct alignment
and landmark localization although the training set is formed by 2D images.
1.3.3 Region based
This approach has been used in (33; 37). This class of methods segment the different
objects in the images by looking at specific features such as texture, intensity values or
geometric features like shape and area. Usually the user selects several initial points
and the features are learned from the vicinity and the region is grown or propagated
until the features change more than a certain threshold. This method can work well
with CT images like in (37) in which they use skeletons to segment 4D CT data. The
main disadvantage of this approach when used with medical images is that the objects
to segment, epicardium and endocardium are not as homogeneous as we would like.
However, many people include region based terms in the search. In (33) they first use
morphological operators and thresholding to keep the LV and RV in the images. Then,
they merge the regions in adjacent slices, for the same volume and for different frames
using similarity measures. Two regions in adjacent slices are likely to be part of the
same object when both regions overlap, i.e. when the quotient between the intersection




Active Contour approaches, also known as snakes (26) have been widely been used
for segmentation of medical images (3; 22; 24; 25; 30; 35; 49). and the work presented
in this thesis is based on active contours. The original formulation of snakes (26) is
based on a contour driven by two forces, an internal force and a external force, the
first one will make the curve shrink and the second one will make it stop. It’s like
stretching an elastic band and letting it go, it will shrink until it is stopped by the
object that we are looking for. The basic idea is to minimize an energy functional
depending on image features and the curve itself. Given a parameterized planar curve







w1 ‖Cp‖2 + 12w2 ‖Cpp‖
2 + g(C)dp (1.4)
is minimized. Cp, Cpp denote moments of order 1 and 2 respectively and g(C) is the
image influence. The elasticity term, order of moment one, make the snake shrink to
its center and the rigidity term, moment of order two, makes the curve smooth. The
image influence is generally chosen to be:
g(x, y) =
1
1 + ‖G ∗ ∇I(x, y)‖2 (1.5)
where G is a Gaussian filter and I is the image. The gradient descent solution for the
Lagrangian L(C,Cp, Cpp) 1.4 is found by means of calculus of variations. The negative








The problem of the original snake formulation is that is not geometric, i.e. the normals,
curvatures and moments depend on the somewhat arbitrary parameterization. On the
other hand, the geodesic active contours (17), another curve-based segmentation
method, is completely geometric. The basic idea is to minimize the length of weighted
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The gradient descent solution is:
Ct = (gk − (∇g ·N)N (1.8)
We can see that the solution doesn’t depend on the parameterization, k is the curvature
and N is the normal of the curve. It is illustrative to compare the energy terms of the
snake formulation to the ones for geodesics. The term gkN is the geometric analog
of the elasticity term ∂∂w1Cp, it pushes harder the points with higher curvature. The
term ∇g gets replaced by its projection onto N . Now the movement is restricted to
the direction of the normal N .
For geometric representations of the active contours the Level Set representation of
the curve has been commonly been used. The Level Sets method (40), instead of
making the curve itself evolve controls a higher dimensional surface that has as a zero
level set the contour. So the cross-section of the surface at the XY plane is going to
be the curve we want to control. Being the C(s, t) : [0, L(t)) 7→ R2 a planar curve and
φ(x, y, t) : R2 × [0, T ) 7→ R
a function with zero level set:
C(t) := φ(x, y, t) = 0 (1.9)
One of the very good properties of level sets is that the dynamic equations that
govern the contour can be easily implemented numerically. It has been proven that
the evolution of a curve is only governed by the normal velocity to the curve, the
tangential velocity doesn’t affect to the shape. It can easily be seen that the gradient
of φ is parallel to the normal of the curve. The derivative of φ along the curve C
is zero because φ is constant and equal to zero along the curve, from that we derive
that 〈Cs,∇φ(x, y)〉 = 0 and consequently the gradient must have the direction of the
normal. The simplest evolution of a curve is:
Ct = 〈~V , ~N〉 ~N (1.10)
Now let’s see how it’s related to the evolution of φ(x, y, t).
From the chain rule we obtain that the evolution of φ is:
φt = φxxt + φyyt (1.11)
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From here, and taking into account that the gradient of φ and the normal of the curve
N are parallel:
φt = 〈∇φ,Ct〉 (1.12)
= 〈∇φ, VN ~N〉 (1.13)
= 〈∇φ, VN ∇φ‖∇φ‖〉 (1.14)
= VN |∇|φ (1.15)
From that we can write the Eulerian formulation of the evolution of the curve,
φt + VN |∇φ| = 0 φ0 = φ(x, y, 0) (1.16)
The above equation 1.16 is the fundamental equation of level sets. So far it may seem
crazy to handle a 2D problem by adding an artificial dimension, we are trading in a
moving curve for a moving surface. However, topological changes are naturally handled.
Furthermore, as we have seen the evolution of the curve can easily be controlled by
taking into account the evolution of φ. Better yet, the formulation can be extended to
3D with no change. The contour optimization problems using level sets always seek
a solution that with the minimum curve length, the geodesic curve, satisfies certain
conditions like the conformal factor in 4.1. The signed distance function is usually used
to initialize φ(x, y) with φ0. The signed distance function is then a surface with height
at (xi, yi) equal the distance between the point (xi, yi and the contour. Define Ω1,Ω2 as
the interior region and exterior region of the contour respectively, and a point p ∈ R2,
the signed distance function is given by 1.17:
φ0(x, y) =

0 if p ∈ C(s)
−‖p, C(s)‖ if p ∈ Ω1
‖p, C(s)‖ if p ∈ Ω2
 (1.17)
Note in equation 1.17 that the signed distance of C(s) always has the contour itself
as the zero level set. In addition, the gradient is equal to one which is convenient for
numerical properties.
Several active contour methods have been proposed for segmentation and tracking that
differ from the two described above in the influence terms, the curve representation and
the dynamics attached to the curve. We will give a brief description of the proposed
methods:
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• Curve representation: The curve has been parameterized using splines (30),
PCA, Fourier Series Expansion or in the simples possible case by a piecewise
linear approximation (particle-based). In this last case a set of control points are
tracked over time (31). Purely geometric curves have also been used for cardiac
segmentation (3). Parameterizing a curve introduces a bias, i.e. the shape is
assumed to lie in a certain class. This can be a problem if the object we are
tracking elastically deforms completely, but this is not the case for our problem.
Level set methods have also been used for tracking medical data, usually a shape,
dynamics and intensity priors are used (15; 16; 27; 41; 44). This methods are also
known as Active Shape Models and are strongly related to the AAP. However,
since the topology of the heart doesn’t change too much this method is generally
sub-optimal when used with no prior constraints. The Fourier Series Expansion is
generally the best parameterization because of the elongated shape of the heart.
• Curve influence terms: Modifications of the two forces that drive the contour
have been proposed, (3; 22; 25). Image features like, image gradient, optical
flow and region based terms which characterize statistical properties inside and
outside the heart have been used. None of them alone works well enough, image
gradient in cardiac MRI images is noisy and struggles with boundary occlusion,
i.e when other organs overlap the heart and the boundary is not visible. Optical
flow is not reliable in noisy MRI images and region based terms don’t work well
enough because of the inhomogeneities of the heart. However, combinations of
them can be used to drive the contour to the boundary.
• Dynamical models:
Time dependence is a valuable source of information and it is used in most of the
recent approaches. The motion model can be finite dimensional or infinite dimen-
sional. Finite dimensional groups are usually chosen to be affine transformations,
extending this groups to elastic deformations is generally not straightforward be-
cause the observations tend to be non-linear. Infinite dimensional groups allow
any kind of deformation, i.e. no kind of dynamic motion is assumed. Since finite
dimensional models can not account for elastic deformations a static optimiza-
tion step is required, the correction step. Purely dynamical approaches have been
presented to avoid this optimization step (38; 43; 50). In (50) they address the
13
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artificial separation of prediction and segmentation by representing the curve as
a set of pre-specified points and each of them has an associated velocity. The idea
is that the curve should stop when the potential energy is big enough to stop the
kinetic energy, so it’s similar to the physical problem. The potential energy of






w1 ‖Cp‖2 + 12w2 ‖Cpp‖
2 + g(C)dp (1.18)






µ ‖Ct‖ dp (1.19)
The Lagrangian is then:





µ ‖Ct‖ dp− 12w1 ‖Cp‖
2 − 1
2
w2 ‖Cpp‖2 − g(C)dp (1.20)









In (43) they extend the formulation proposed by (50) formulating the same equa-
tion with a pure geometric representation of the curve and thus overcoming the
parameterization drawbacks. Active contours are generally defined for planar
curves, recently extensions to 3D active surfaces have also been used for segment-
ing the LV surface (24).
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Aims of the project
2.1 Final aim
Our ultimate goal is to develop interactive catheter and ablation guidance strategies
for the treatment of Atrial Fibrilation through real time MRI based navigation systems
that guide catheter placement and then monitor lesion formation.
2.2 Preliminary aims
Our initial goal though is going to be the first step of the big problem. We are going
to provide the tools to semi-automatically segment the 4D MRI cardiac datasets and
visualize the epicardium wall motion over the cardiac cycle. We want to segment the
whole 4D dataset with minimal user intervention. To initialize the algorithm we will
place some control points around the heart boundary for the first time instant. Then,
we want to refine this rough segmentation and propagate it to segment the heart for
the rest of the cardiac phases.
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The 4D MRI datasets that we are going to work with consist of short axis SA images
i.e. cross-sectional images of canine hearts transversal to its major axis. For each
time instant we have one of this volumetric set of images. Our aim is to segment the
heart in each of this time instants and slice locations to reconstruct a 4D model of the
epicardium surface.
The MRI datasets acquisition parameters are the following :
Modality XY res. Z (inter slice res.) temporal res.
Dataset 1 MRI 1 mm x 1 mm 4 mm 15 cardiac cycles
Dataset 2 MRI 1 mm x 1 mm 6 mm 15 cardiac cycles
Table 3.1: dataset table - Dataset characteristics
The image acquisition is done by acquiring multiple successive slices for different
times within the cardiac cycle. The acquisition is triggered by an ECG signal, and
several cycles of the heart must be acquired. Several cardiac images corresponding
to the same cardiac phase can be averaged to improve the PSNR (34). The imaging
is done on breath hold to avoid respiratory motion. Figure 3.1 illustrates the image
acquisition process.
The first dataset was acquired after inducing ablation to the dog by radiation
procedures. We can observe the lesion formed in the right ventricle of the heart.
The second dataset was taken from a healthy heart, pre-ablation. In the figures below
2Figure taken from ”A review of Cardiac Image Registration Methods” (32)
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Figure 3.1: MRI ECG gated-SA, Illustration of a classical acquisition of SA images
with a ECG-gated cine MR sequence. 2
3.2,3.3 we show a down-sampled version of the datasets. Along the horizontal axis we
show the heart variation in time and along the vertical axis we can see it as a sliced
volume. In the vertical direction the slices go from the base to the apex, most inferior
part of the septum of the heart. In the horizontal direction we can appreciate that the
heart is first contracting and then expanding.
In the second dataset we can clearly see in the top slices, three distinguished bright
”chambers”. This are the right ventricle tracts on the extremes and the aorta on the
middle. Just looking at the data we can guess that one of the main difficulties to
segment the heart for each of the time/slice location is the heart shape variation from
top to bottom. In addition, all the veins coming out and in of the heart are going to
be false contours we must avoid.
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Figure 3.2: The figure shows various slices for different times and locations-This
dataset includes some section of the atriums and all the ventricles to the apex. The bigger
circular chamber with thicker walls is the left ventricle and the elongated chamber is the
right ventricle.







4.1 Geodesic Curves to find the boundary
Before working with real data, we worked with a binary heart as a first approach. Start
with the easier problem and climb step by step to the difficult problem. The binary
heart was obtained from The Center for Cardiovascular Bioinformatics and Modeling.
This is a simplification of our problem, the heart walls are white and the rest of the
image is black. We will not extend too much with this first part, but we will outline just
the most important ideas. We will want to find the epicardium boundary. To achieve
this, we will start from an initial contour and will drag it to the heart outer wall. The
contour is defined by a spline curve going through a sequence of control points. This
is well known as Snakes. The Snake consists in applying 2 forces to the contour.
1. Internal Force : This force drives the curve to its center.
2. External Force : This force should be strong enough to compensate the Internal
Force at the boundary location.
Our approach is going to be slightly different than the conventional snake algorithm.
We know that for the real data, once we’ve found the contour for a pair (ti, zi) we will
use it as an initial guess for (ti+1, zi). In other words we will start looking for the
contour not very far away from it, so we won’t need more than two iterations to find
the boundary. We will interpolate an initial set of points pi with a spline. For each





C(s) = (x(s), y(s)) s ∈ {0, Curve Length} (4.1)











The search lines correspond to the blue lines in figures 4.1,4.2. If this line of search
crosses the contour we will find a big jump from 0 to 1 if we are outside the heart and
1 to 0 if we are inside. This big transition implies that there is going to be a high
derivative at the contour location. So we will only look for high derivative values at
each of the lines of search and will move the control points to the contour location.
After doing this for all the control points we will interpolate them using splines to
find the final contour. In case we have any outliers, points not belonging to the heart
boundary, see figure 4.1, we will look for points in the spline with high curvature. We
know there shouldn’t be irregularities because the heart is smooth so a point with a
high curvature must be an outlier.
We will exclude all the points with higher curvature than a certain threshold, this
can be seen in figure 4.2. The green line in figure 4.2 is the final contour after excluding
the high curvature points. We will exclude the points over two times the mean of the
curvature.
K(s) =
‖C ′(s)× C ′′(s)‖
‖C ′(s)‖3 (4.3)
Equation 4.3 shows how we calculate the curvature. It tells us how similar to a cir-
cumference the curve is locally. We said we looked for the contour in the gradient of
the curve direction, but we didn’t specify in which orientation. If we could determine
if we are inside the region of interest, in our case the heart walls, we could know what
orientation we should take. If we are inside the heart we should look outwards the
curve and vice versa, if we are outside our region we should look inwards the curve.
This can be seen in figure 4.3. In our simplified problem it is very easy to know if we
are inside or outside. If the pixel in question is white we are inside and if the pixel is
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Figure 4.1: Outlier with high curvature Figure 4.2: High curvature points are
erased
black we are outside. When we work with real data we will need some estimation of
the probability of a pixel belonging to a region. One possible approach would be to
model the pdf distribution of the heart walls.
Algorithm 1 Drive the contour to the boundary
1: Set of points=p1, .., pi, ..pN
2: Spline Interpolation to the points⇒ C(s) = p(s) = (x(s), y(s)) s ∈ {0, C.Length}
3: for s = 1 to N do









5: LineSearch ≡ (xi, yi) = (x(s), y(s)) +−→N ∗ wi
6: Pick the pixels r(i) = {I(xi, yi)} , ∀xi, yi ∈ LineSearch




9: Move the point p(s) to the new location (xi, yi)
10: end for
11: Remove points with curvature K(s) ≥ threshold
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Figure 4.3: Orientation of the search lines
4.2 Surface Rendering
We can use the algorithm 1 described before to find the contour in each of the slice
locations. We will start from the top and will successively descend to the bottom of
the heart. Each boundary found will serve as an initial guess for the consecutive slice
in the bottom level. Once we have all the contours, we would like to render a surface.
To render the surface we need to connect the points of consecutive contours. There
are many ways to address this problem, Marching Cubes (29) is commonly used to
render a 3D volume from a binary image volume, also Delaunay Triangulation is used
to connect unstructured clouds of points. For the geometry of our problem we are going
to use a much easier and so faster algorithm to connect the points. The algorithm is




We have a set of contours, as many as slices has our binary heart. The contours are
defined by piecewise polynomials, splines. First of all, we should evenly sample the
contours to get a cloud of points. Second of all, we need to connect this points to
obtain a wire-frame model of the heart. Third of all, we will give color to the faces of
the wire-frame model. We used two different criteria to evenly sample the contours.
4.2.1.1 Curve sampling
A simple way to evenly sample the curve is to discretize the curve at points evenly
spaced. The curve length between two consecutive points is going to be constant LN . If












C(−→s ) = xi, yi, zi Collection of points (4.4)

















The problem with chordlength sampling though, is that particles travel along the curve
when evolves and generally they don’t stay uniformly spaced, see figure see4.4.
With this approach though, we need to align all the contours so the curve length
parameterization s starts at the same location for each curve. We will see that is going
to be more convenient for us to sample the contours with a different strategy. We will
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Figure 4.4: Particle travelling-Figure shows how the particles travel as the curve
evolves








To sample the spline at every 5 degrees we will first sample the spline at the curve
lengths si = L/N , where N = 360θ . Then for each si we will take an interval [si−, si+]
and will evaluate the curve at 10 locations to get a set of points. We can see this points
as vectors with its origin at the centroid, vij = pij − centroid, and pick the vector that
is closer to the angle that we want θi. Actually, we will take the vector with maximum
projection to the unitary vector with angle θi (sin(θi), cos(θi)).
argmin
j
vij · (sin(θi), cos(θi))T (4.6)
4.2.1.2 Specifying node connectivity
We want to connect the points to form faces.Usually, 3 or 4 vertex faces are used, we
will use 4 vertex faces. Generally, to describe a wireframe model two matrices are
needed, the matrix of vertices and the adjacency matrix which specifies how to connect
this vertices. We will construct the faces the following way:
Let’s denote the ith point and slice location z as pzi . We want to sort the points in a
matrix such that their four connected neighbors are the ”closest” points in the top and
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bottom slice, left and right node in the contour respectively.
pz+1i
|




With this matrix arrangement, we don’t need the typical adjacency matrix that specifies
how the nodes are connected because of the implicit structure of the matrix. We will
arrange the three components of the points (x, y, z) in three matrices X,Y, Z and will
use the surf(X,Y,Z) matlab command to render the surface. If the result doesn’t strike
us as well enough there is still something we can do to obtain a finer mesh. For the
points in the top contour, we will perturb its connected neighbors along the contour in
the slice below until the Euclidean distance between the two points is minimum. The
points can move along the contour but can not cross each other, so the line of movement
is delimited by the neighbor points in the same contour. In other words, the point pzi
can move within the interval [si − , si + ] to minimize the distance with its neighbor
pz+1i . The figure 4.5 shows the wireframe surface of the heart with 4 vertexed faces.
Figure 4.5: Wireframe model of the binary heart
The surface was refined following the process described above but we also smoothed






5.1 Understanding the data
Before explaining how to proceed to segment the 4D data it’s going to be useful to
know what challenges we will meet with. Knowing how the features of the data behave
will let us have a better understanding of the parameters, algorithms and strategies
we will follow to achieve our aims. We will see that classical segmenting approaches
like creating a probability model of the heart walls region, classical edge detectors
or optical flow and registration schemes will fail to track/segment the heart. Look-
ing for correspondences between adjacent cardiac phases is an extremely difficult job
and consequently computing the optical flow to model the heart motion is not a triv-
ial problem. To find correspondences we could use well known techniques like block
matching(SAD,SSD,CC). Doing so, will fail to find the contour in t + 1 because the
heart boundary grayvalues and texture change substantially from frame to frame as
can be seen in figure 5.1. Some people use a a combined edge and texture information
to find the boundary of a volume. They construct a 2D histogram, edge value in one
axis and gray value in the other axis and pick the pixels that fall into a certain bin.
Usually, a bin with a high edge value and the desired grayvalue range. We can see in
figures 6.15 and 5.2 that gray value not only changes in time but also within the same
frame. So the grayvalue of the epicardium walls in our MRI images is neither constant
in time nor in space and also changes from slice to slice.
As a consequence of this we conclude that texture is in general a not very reliable
feature for the segmentation and tracking of the heart.
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Figure 5.1: fig-Grayvalue-The figure shows how the gray value at the boundary changes
over time and space
Figure 5.2: RV fills up-The figure shows how the gray value at the boundary changes
over time and space
In figure 5.2 we see that the color changes because the right ventricle fills up and
expands and we see a much brighter texture in that region. Another difficulty that we
have to overcome is that there are a lot of veins and arteries coming out and in the
heart. As we are only interested in the heart boundary the curve should our region of
interest should exclude the arteries and veins. As we can see in figure 5.3 this is going
to be a challenging work because the regions where the Vena Cave comes in the right
atrium or the region where the aorta comes out the heart there is no edge at all. Thus,
our algorithm should be capable of closing the contour preserving the overall shape
even when there is no visible boundary. Another difficulty we will find is the fat stuck
to the heart walls, this is going to be a real distractor when looking for the boundary.
We can see the fat in figure 5.4. Finally, we will have to deal with our partner present
in all engineering problems, noise.
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Figure 5.3: Contour-closing-Our segmentation should cut the vena cave off the heart
Figure 5.4: Fat-Fat stuck to the heart wall at the top of the right ventricle
5.2 Processing the data
5.2.1 Preprocessing
As we have seen in section 5.1 the MRI images are noisy and there are a lot of distractors
like little veins that appear in the cross sections as bright spots around the contour.
We need to clean the image and preserve the heart shape intact at the same time.
To achieve this we will use morphological operators to erase the bright spots from the
image. To erase the spots we will perform an opening using a disk shaped structuring
element of radius 2 pixels se[n], see the result in figure 5.6. We will binarize the output
from the opening and will use it as a mask B[n], see figure 5.6. So we will multiply the
binary image with the original image pixel by pixel.
B[n] = γse(I[n]) = (I[n]Θse[n])⊕ se[n] (5.1)
If [n] = B[n]⊗ I[n] (5.2)
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This way, we erase some of the bright spots in the image, preserving the heart shape
and the grayvalue distribution inside the heart remains unchanged. See the final result
in 5.8.
Figure 5.5: Original image Figure 5.6: Output of opening
Figure 5.7: Binary mask Figure 5.8: Final image
Figure 5.9: Steps to clean the images
5.2.2 Initial segmentation
The first step is to obtain a first estimation of the segmentation for the first cardiac
phase to initialize the algorithm. This first segmentation has to be provided by the user.
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The user will interactively select 6 control points close to the boundary for each slice
for the first phase only. Then this points will be interpolated using cubic splines. We
will see in the next sections that we will work with ”cylindrical” coordinates because
the radial representation of the contours will be more convenient for further processing.
Cylindrical coordinates would be useful if a straight line can cross each of the contours
close to its centroids. However, as we observe that contours for different slices are
misaligned we will use a modification of the cylindrical coordinates. We will warp the
major axis of the cylinder so its center line crosses the contours near its centroids, see
figure 5.10.
Figure 5.10: Curved cylindrical coordinates-The center axis goes by the centroids.
The centroids for the first phase are used to parameterize all the phases
First of all, we will sample the contours described with splines at 5 degrees of











yzi , z) (5.3)
Once we have found the centroids for all the slices we will fit a 3D parabola to the
points. This step is necessary to have all the centroids aligned. All the points of the
surface will then be described with respect to this new centroids. Thereby, we will fit
a second order polynomial to each of the 3 coordinates of the centroids 5.5.
t→ (x(t), y(t), z(t)) (5.4)
t→ (p1(t), p2(t), p3(t)) (5.5)
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The parameter t value for the point is chosen by Eugene Lee’s centripetal scheme,






‖cz − cz−1‖ (5.6)
The formulation of the linear problem is the following:
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Vax = x Vay = y Vaz = z (5.8)
Matrix Vm×n is the Vandermonde matrix and has the form shown in the right hand
side of equation 5.7. The ti are the datasites, a is a vector of polynomial coefficients
and x is the data. To find the polynomial coefficients the linear problem in 5.8 is solved
in a Least Mean Squares fashion for each coordinate.
Figure 5.11: The blue dots in the figure correspond to the centroids and the red line is
the LMS fit
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Now that we have found this new centroids that lye in a 1-dimensional smooth line
we will find the polar coordinates of each of the contours using them as the centers.
5.2.3 Correct the boundary
Now that we have cleaned up the 4D dataset we can proceed to do the segmentation.
The statement of the problem is the same as the one in chapter 4. We have an initial
crude segmentation for the first frame and we want to refine it and propagate the result
to the next frames. We will sample the curve at equally spaced angles with respect to
the centroid, in our case we will pick a point at every 5 degrees θi 5i360 starting from
north and going clockwise as shown in figure 5.12, see 25 for more details.
Figure 5.12: Sampling at 5 degrees separation
The radial lines will be our search lines now. We will pick all the pixel locations
that belong to the line of search. We know the contour is going to be relatively close
to the initial guess so there is no need to look in the whole radial line, we just need to




Figure 5.13: The red curve is the initial guess,the blue lines correspond to the radial
search lines, and the curve on left is the grayvalue variation in one of the search lines
For each radial line we will look at the grayvalue curve of the 11 pixels in the
window, we hope the contour will be sharp enough to be detected by our algorithm.
Looking for the heart edge is not an easy task even when we look for it locally as it
is the case. In a normal scenario we would expect a jump in the boundary, i.e a high
negative derivative if our search lines cross the heart from the inside to the outside.
However, in some occasions the grayvalue curve is just the other way around, it jumps
from a grayvalue to higher one, this is fairly common in the region where the heart is in
contact with the chest of the dog. In some other occasions the border is blurry or noisy
with a lot of high edges. Therefore, the derivative will not be enough. To overcome
this problem we will first interpolate the grayvalues with a variational spline curve to
find more precise curve features than applying direct discrete operators to the 11 point
curve. We want to make sure we don’t move our points inside our region of interest, so
we will look for the points where we find a knee of the second derivative. The knee of
the second derivative indicates us a border because the curve is decreasing fast before
the border and losing slope after the border. So we will pick the points where a knee
of the second derivative is present as a possible candidates. The grayvalue curve as a
function y = f(x). We will then choose the candidate that minimizes a cost function








− w3y − w4|r(x, θi−1)− r(x, θi)|+ w5 cosα (5.9)
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1. Second derivative: We want this term to be as high as possible
2. First derivative: We want this term to be as low as possible
3. Grayvalue In most of the cases the term should be low, although not always
4. Smoothness term: The radius of consecutive points in the curve shouldn’t
change too much
5. Image gradient: The image gradient should be collinear with the normal direc-
tion of the contour. We approximate the normal with the radial direction.
The terms are controlled by the vector of weights w = (w1, w2, w3, w4, w5) and all the
features are normalized so they span [0, 1]. LetM,m be the maximum and the minimum




We included the smoothness term in the pay function because we know the radius
variation shouldn’t have discontinuities, so this term will penalize edge distractors like
veins because this would make the radius make a jump. This term will help us find the
contour, even when there is no contour, by following the shape trend of the previous
curve points. With this cost function we don’t exclude completely the regions with
positive derivative, we penalize them but they still have a chance to be selected. In
Figure 5.14: Figure shows how the boundary point is selected
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figure 5.14 we see how the boundary location scores well in the first three terms of the
cost function. The jumps of the third derivative (black line) will give us the location
of the second derivative knees. So to find them we are actually looking at high fourth
derivative values. We can also appreciate that in the border we see this slope decrease
we explained before. If we just looked for high derivative values like most edge detectors
do we would cut some pixels of the heart off because the slope hasn’t reached the bottom
yet. The image gradient term is used to avoid local minima of the cost function. At
the boundary of the heart the normal direction of the contour and the image gradient
must be collinear. Since the heart shape is elongated its normal direction and the radial
direction will be very similar. Therefore, we will use this radial lines to compare them
with the image gradient. A high projection of the image gradient to the radial is a high
indicative that we are at the boundary. For that reason we included the projection




Equation 5.11 shows how the projection of the image gradient g and the radial
direction r is computed. The image gradient ~g is found using the Sobel filter for the
horizontal and vertical directions.
In figure 5.15 we can see that the red dots indicate the points where the boundary is
not clearly identifiable. With this boundary strokes the best we can do is to interpolate
the curve, so we want only the smoothing term to influence in the decision. Therefor,
the point that minimizes the smoothing term will be chosen for that locations.
5.2.4 Curve parameterization and FFT
Once we’ve found all the boundary points we will obtain a rough curve around the heart
boundary. We are looking locally at contour edges so although we have a smoothness
term in our pay function, we obtain a curve with irregularities. There are 72 guesses
for each slice-time, we can’t expect them all to be perfectly correct and congruent
with each other. This is fairly common in these kind of problems. Humans find the
boundaries of objects globally, we close the contour if necessary and visualize a smooth
and continuous contour around the objects. Consequently, we will impose smoothness
to this 72 guesses at each contour. Because of the elliptical shape of the heart we realized
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Figure 5.15: Image gradient Projection-The blue arrows indicate the gradient di-
rections. The red dots indicate the points where the projection of ~g over ~r is less than
0.6
that Fourier coefficients are well suited for reducing and constraining the dimensionality
of our problem. We know the heart boundary must be smooth without jumps, so we
should be able to express the contour as a sum of a few Fourier Coefficients, 4 or 5
maximum. If we needed more coefficients would mean that our curve is not correct,
because only a lot of Fourier coefficients are needed to represent more complex curves.
So first of all, we will transform our coordinates, (xi, yi) to (ri, θi). We find out when
we plot ri(θi) that is a noisy sum of sinusoids, see the plot on the left of figure 5.16.
(Actually it was after plotting radius versus angle that we thought it could be useful







nk k = 0, . . . , Nc− 1. (5.12)
Given that rn are real:
RN−k = R∗k (5.13)
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Figure 5.16: Shows the r(θ). The left plot shows the initial points and the plot in the
right shows the guesses after keeping the first 5 harmonics
We see in equation 5.12 that we only need to calculate the first Nc Fourier Coef-
ficients. As the rn are real we will find the phase of the coefficients with the complex
conjugate pairs as shown in equation 5.13. So in total we will have the DC component
plus 2 ∗ (Nc− 1) coefficients because we want amplitude and phase. Once we have the
first Nc harmonics we only need to go back to (r, θ) space as shown in equation 5.14









kn n = 0, . . . , N − 1 (5.14)
Another way to see the whole process is the following: We have an initial irregular curve
and will project it to a lower dimensional space. Before doing anything, our curve is
represented by 72 points, we know the curve doesn’t have as many degrees of freedom
so we will express the curve as a sum of elemental curves with a few coefficients. This
elemental curves are sinusoids in (r, θ) space. Note that the phase of the sinusoids are
equivalent to the rotation respect to its centroid in (x, y) space and the DC component
is just the scaling of the ellipsoid. If we take the pairs of Fourier coefficients and group
them in its conjugate pairs Rk, RN−k we can see it as a single cosine function in which
the modulus and the phase information are contained in the coefficients. So, basically
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We project our data to find the coordinates in this new subspace. The coordinates,
the Fourier coefficients, are the phase and amplitude of the cosines basis functions
Ak, φk. In other words the coefficients will tell us the scaling and the rotation of the
elliptical basis functions.
Figure 5.17: Shows the r(θ). This plot shows how FFT is a good approximation and is
not affected by the outliers
Other smoothing techniques like variational splines to approximate the points have
also been tested and are highly sensitive to outliers and represent high curvature regions
with difficulties.
So to sum up, our method to smooth the contour is the following:
(x, y)
xy2polar
=⇒ (r, θ) FFT=⇒ (Rk) IFFT=⇒ (r, θ)) polar2xy=⇒ (x, y) (5.16)
In conclusion, the filtering of FFT coefficients will return us a smooth curve approxi-
mating our initial guesses and will get rid of the outliers. Furthermore, if we feel that




Figure 5.18: Shows the r(θ). The red points are the initial guesses and the blue points
are after keeping the first FFT coefficients.
5.2.5 Propagate the contours
Up to this point we have explained how to drag an initial contour guess to the heart
boundary. Once we have the boundary for the first time instant we will propagate it
to the next frame. For now, let’s suppose we don’t make any assumptions on how the
curve should change from frame to frame, we will see in next Chapter that we can
estimate the velocities to find a better estimate of t+ 1 with t. So the contour in t− 1
will be our initial guess and we will corrected as explained before and propagate it to
the next and so on until we have the contours for all cardiac phases, see figure 5.19.
5.2.6 Time smoothing
Once we have the contours for a complete cardiac cycle we observe jiggling in the
motion. The giggling is produced because the contours are found somehow independent
of each other, i.e we don’t find all the contours at the same time but one by one. So if we
look at the node trajectories over time we see a jiggling that is clearly an artifact and not
real heart motion. To avoid the jiggling we will fit a 5 coefficient polynomial P (t) ∈ P5
to the node trajectories in time. It is very difficult to show the effect of the smoothing
without a video, but we could imagine that the ”time cylinder” formed by the successive
stacking of all the temporal instants should be also smooth. We will find the polynomial
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Figure 5.19: The blue curve is the contour in t − 1 and the red one is the corrected
contour in t
fit in an LMS fashion, minimizing the squared distances between the polynomial and
the points. As the heart motion is somehow periodic we will impose the polynomials
the condition of being twicely differentiable at the end datasites P (x) ∈ C2 x ∈ [1, T ]:













Thereby we will fit our data with 3 degrees of freedom since we started off with 6
degrees of freedom and we spent 3 imposing the conditions in 5.19. All the polynomials
in P5 that satisfy the equations in 5.19 will lie in the null space of matrix B. Matrix
B3×6 has as many rows as the number of equations and as many columns as the number
of coefficients. Being a = (a1 . . . aN ) a vector of polynomial coefficients the problem
that we have to solve is the following:
min
a
‖V a− r‖2 given that a ∈ ker(B) (5.20)
Where V is the Vandermonde matrix 5.7 and r = (r1 . . . rT ) the radius of a node
trajectory. The dimension of ker(B) equals the number of initial degrees of freedom
Dof = 6 minus the number of constraints Nc, i.e. the degrees of freedom left for the
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fit. dim(ker(B)) = N = Dof − Nc = 3. The problem above in equation 5.20 can be
solved by finding the solution directly in the null space of B.
Q ≡ ker(B) = {v1, v2, v3} (5.21)
min
ci
‖V (c1v1 + c2v2 + c3v3)− r‖2 (5.22)
(5.23)
Which is equivalent to:
min
c
‖V Qc− r‖2 (5.24)
Where Q is the matrix containing the orthogonal basis {vi} of the null space of B,
any linear combination of this vectors will lie in the space of polynomials that satisfy
equations 5.19. So we want to find the combination of this vectors that best fits our data
5.23. For that we will find the coordinates ci with respect to the null space orthogonal
basis {vi}. The well known solution of the above minimization is:
c = (A∗A)−1A ∗ r with A = V Q (5.25)
Once we have the coordinates in ci of the null space of B we just have to go back to P5
space to find the vector a = (a1 . . . aN ) of polynomial coefficients.
a = Bc = B((V Q)∗V Q)−1(V Q) ∗ r (5.26)
Figure 5.20: Shows the node trajectories and the polynomial smoothing
We can see in figure 5.20 how the polynomial fitting erases the jiggling in time.
What we see in the figure are the radius of the same node over time. The node n
correspond to the point in the contour at the angle θn.
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Figure 5.21: Before polynomial fitting Figure 5.22: After Polynomial fitting
In figure 5.21 we can the surface made of the radius of each of the nodes for all the
frames. Basically we are plotting r(θ, t). In this same figure we can observe the rough
node trajectories before, figure 5.21, and after 5.22 much smoother. Note that there is
a small variation of the radius over time, this is because the total heart volume only
changes an 11% during a heart beat.
5.2.7 Velocity estimation
Up to this point we are propagating the contours without applying any velocity. When
the heart is contracting or expanding the contour in t− 1 can be a very poor estimate
of t. So if only we had some prior knowledge of how the heart boundary variation
over time is, we could use it to estimate the contour trajectories. Unfortunately, the
prior that the heart contracts and then expands is far too simple to be of any use in
our problem. The heart variation over a cardiac cycle depends on the heart region.
Our assumption is going to be that the heart walls variation has to be very similar
for adjacent slices. If we can cope with this, we can find all the contours for a certain
slice with no velocity prior and then estimate the velocity and apply it to the nodes
of adjacent slices. We will proceed exactly the same way as before, the only difference
now is that we will use a velocity to propagate the contours. Of course, in order to
avoid error propagations we will correct after propagating the contour. Once we have
all the contours for this new slice we will reestimate the velocities and propagate them




The movement of the heart is defined by a matrix that we will call velocity matrix. The
rows of this matrix are the velocities of each node and the columns are the velocities of
a node at each temporal instant. So V (n, t) or V (θi, t) if you prefer is determining how
the node n has to move at time t to reach time t+1. As a first approach we calculated
V (n, t) as a motion vector parallel to the normal of the curve at n. This way to work
out the velocities is computationally more expensive and leads to errors because it’s too
sensitive to the curve slope. We will rather find the radial velocities since we already
have the points evenly angled sampled.
V (n, t) =
r(n, t)
r(n, t− 1) (5.27)
We will find V (n, t) as in equation 5.27. You may have appreciated that V (n, t) is
not a velocity, is a scaling a-dimensional, the actual velocity would be calculated as
V (n, t) = r(n, t) − r(n, t − 1). We choose the scaling factor instead of the velocities
because the scaling is scale invariant which in our case is desirable because we are
propagating the velocities from one slice location to the above or below one. So, if we
define the matrix of N nodes by T frames R with elements r(n, t), to find the vector
of scalings vi we just need to divide the row i+ 1 with the row i. vi is going to be the
vector to go from the contour i to i+ 1. Thereby each of the T − 1 rows of the matrix
V will tell us how to move from time t to time t+ 1.
V =
(
v1 v2 · · · vT−1
)
(5.28)
Observing the data we can differentiate three phases in a cardiac cycle, the sistole,
when the hear is contracting, the diastole when the heart is expanding and a state in
which the heart is relaxed. For example, for the second dataset for which we have 12
frames per cycle we can classify the frames in the following categories:
• Frames 12,1,2,3,4: Sistole
• Frames 5,6,7,8,9: Dilation
• Frames 9,10,11: Relaxed
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According to this, the velocity matrix should describe this movement; if we look at
equation 5.27 it is pretty straightforward to induce how the trajectory of node should
be. When the heart is contracting the velocity scaling should be less than one , when
the heart is expanding the velocity should be greater than one and when the heart is
relaxed it should be equal to one.
V (n, t) < 1 =⇒ Heart Contracting (5.29)
V (n, t) < 1 =⇒ Heart Expanding (5.30)
(5.31)
Looking at equation 5.31, and taking into account the previous frame classification
the plot of V (ni, t) versus time should be similar to a parabola with its tip on frame 7
or 8. In figure we have plotted the surface of the whole velocity matrix, one axis are
nodes or angles, and the other axis are time. If the heart contraction and dilation were
perfectly uniform, the surface should be a parabola in the time and more or less constant
in angle or node dimension through the nodes. Unfortunately, the heart mechanical
motion is not that easy. We can see in figure 5.23 that some of the nodes trajectories
follow the pattern described, but some of them follow more complex trajectories.
Figure 5.23: Surface of the velocity matrix
We have plotted in figure 5.23 the plane at one cutting the surfaces in two halves.
Ideally the frames over the plane correspond to the diastolic phase and the frames below
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correspond to the siastolic phase. The velocity matrix corresponds to a cross-section
of the upper part of the ventricles.
5.2.8 The code
Algorithm 2 Find and track the heart boundary
1: Given a rough segmentation of the first cardiac phase, C(0)z
2: for z = 1 to Nslices do
3: for t = 1 to Nframes do
4: Find the estimate: C(t−1)z
Vz−→ Cˆ(t)z
5: Correct the estimated contour: Cˆ(t)z
Vz−→ C(t−1)z
6: end for
7: Smooth the node trajectories in time
8: Find Vz





6.1 M-Tensor Product Splines
Once we have segmented the heart for all the slices and frames, we want to visualize
the 4D data as a surface representing the heart beat. We will use the algorithm used in
section Surface Rendering to connect the points from all the different contour layers.
As you may have expected the surface with no post-processing after the segmentation
doesn’t look perfect. We have smoothed each single contour with elliptical Fourier
filtering and time with polynomial fitting. The stacking of all the segmented contours
is not smooth at all. We have found the contours at each slice location separately,
so it’s not a surprise that the pieces of the puzzle don’t match perfectly. We know
the heart is smooth in all the dimensions, x,y,z,t. So we have a cloud of 4D points
p(x, y, z, t) and we want to fit a smooth hyper surface, a set of time surfaces, to them.
Because of the shape of the heart it is going to be more convenient for us to work
with cylindrical coordinates, spherical can work as well. The point is that instead of
smoothing a d-valued function we will smooth a 1-valued function. To achieve that, we
will consider the representation of the points as a radial function dependent on three
parameters, angle, z height or slice location and time as shown in equation 6.1.
R(θ, z, t) = f(θ, z, t) (6.1)
Remember that we have a point at every 5 degrees of each contour. So in total we have
72∗Nslices∗Nframes points. Now each value of the function R(θ, z, t) at (θi, zi, ti) is
the radius ri of the point respect to the centroid of the contour at (zi, ti). The radius of
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the points with respect to its respective centroids shouldn’t change too much between
adjacent points in any of the three dimensions.
Figure 6.1: We need to smooth the radius of the points in the 3 dimensions
So we will arrange this radius in a 3D matrix in a way such that all the points in
the matrix have its physical neighbors as shown in 6.1. That means that the points are
ordered in a matrix such that the real connectivity between them is preserved. The
columns of the 3D matrix will be the contours for different slices and times. Starting
with the first time-slice contour C(t=1)(z=1) = r we will fill up the columns of the matrix
with all the slice and time contours until C(t=T )(z=N) = r. Following the notation, C
(t)
z =
{r1, r2, . . . , rn} where each contour is a vector of radius now, the matrix would have the
form shown in figure 6.2. We will use m-tensor product smoothing splines to smooth
Figure 6.2: 3D matrix structure
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this hypersurface. We can’t use a simple cubic box or an spherical Gaussian filter
to smooth the 3D data because we would spread the outliers. An m-tensor product
smoothing spline will take the multivariate data as a product of functions. R(θ, z, t) =
f(θ)g(z)h(t). It will smooth coordinatewise the data and then will take the product
of each smoothing spline weighted by some coefficient matrix to approximate the data
sites. The problem of smoothing multivariate data is very similar to univariate data, so
we will explain for the one-dimensional case and then extrapolate it to the multivariate
case is going to be obvious.
6.2 Smoothing splines
The statement of the problem is as it follows; we have a set of data points y = g(x)+ni
that follow a smooth function g(x) and are corrupted by some random unknown noise
product of our algorithm n. We are interested in recovering g(x) so we will project our
data to a subspace of polynomial functions. We want to find a basis that can represent
g(x) but can’t follow the fast noise. We choose piecewise cubic polynomial functions
with some constraints to approximate our points. Given a set of points (xi, g(xi) + ni)
we would construct the following function:
f(x) = Pi(x) xi ≤ x < xi+1 (6.2)
i ∈ 0, . . . , n P i ∈ P3 (6.3)




w(j)|y(j)− f(j)|2 + (1− p)
∫
|f ′′(x)|2 dx (6.4)
The first term of the cost function controls the accuracy of f(x) i.e. how close to
the points we are, and the second term forces f(x) to be smooth. We have a trade
off between accuracy and smoothness. The choice of p depends on which of this two
conflict goals we accord the greater importance. For p = 1 we would obtain the least
squares line fit to the data. Besides this constraint we will impose that f(x) is twicely
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differentiable, f(x) ∈ C2. This gives rise to the following set of equations:
Pi−1 = Pix = g(xi) (6.5)
P ′i−1(xi) = P
′
i (xi) (6.6)




At the break points of f(x) the function, first and second derivative have to match.
Polynomials Pi may be expressed in Newton form:
Pi(x) = ai + bi(x− xi) + ci(x− xi)2 + di(x− xi)3 (6.9)
Inertially we have 4 degrees of freedom for each polynomial ai, bi, ci, di, if we impose
the smoothness constraints 6.6,6.7,6.8 we only have one degree of freedom. Hence we
will express all the polynomial coefficients as a function of ai and find the ai that
minimize the cost function in equation 6.4. Applying the continuity constraint 6.6 to




− ci(∆xi)2 − di(∆xi)3 (6.10)
With ∆xi = xi+1 and ∆ai = ai+1 − ai. Forcing the second derivative continuity 6.7
gives us the following expression for di:




(ci + 1− ci) (6.12)
Using 6.10 and 6.12 we can express bi as:




Applying the second derivative continuity constraint 6.13 gives us the equation:
bi−1 + 2∆xi−1ci−1 + 3(∆xi−1)2di−1 = bi (6.14)
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Using 6.12,6.13 and simplifying we find the following relationship between the ci
and the ai:








Where Rf is a symmetric triangular matrix with general row:
[∆xi−1, 2(∆xi−1 + ∆xi, ∆xi]
We can write this relationship in a matrix form:
Rc = 3QTa (6.16)
and QT the tridiagonal matrix with general row:
[1/∆xi−1, −1/∆xi−1 − 1∆xi, 1/∆xi]
The relationship between b and a can also be written in matrix form:






























∆x0 . . . 0
2∆x1 ∆x1
...
. . . . . .
... 2∆xn−3 ∆xn−3
2∆xn−2
0 . . . −∆xn−2

(6.19)
Using 6.16 we can finally write b as a function of just a:
b = (W − 3ZR−1QT)a = Fa (6.20)
where F = (W − 3ZR−1QT)
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(6.21)
Now, that we have found all the parameters in terms of a, we will construct the
linear system of equation 6.4 and will find the solution in terms of a. Over each interval
the smoothness term in 6.4 is the integral of the square of the line (2ci + 6di(x− xi)2)
(second derivative of 6.9). Since for any straight line l:∫ h
0
l2(x)dx = (h/3)(l2(0) + l(0)l(h) + l2(h), (6.22)









∆xi(ci + cici+1 + c2i + 1) (6.23)
And writing the cost function in 6.4
S = p(y − a)TD−2(y − a) + (1− p)cTRc (6.24)
expressing c in terms of a 6.16
(6.25)
S(a) = p(y − a)TDp−2(y − a) + (1− p)(R−1QTa)TR(R−1QTa) (6.26)
Because D and (R−1QTa)TR(R−1QTa) are positive semidefinite. the cost func-
tion is minimized when a satisfies
12(1− p)(R−1QT)TR(R−1QTa)− 2pD−1(y − a) = 0 (6.27)
Isolating a
(6.28)
12(1− p)(R−1QT)TR(R−1QT) + 2pD−1a = pD−2y (6.29)
and we solve the linear system
(6.30)
Ax = y (6.31)
Once we know a we can find b, c, d with equations 6.176.166.12 respectively. For further
details we refer to (9)
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6.2 Smoothing splines
Finally, once we have the smoothing spline for each dimension we will take the m-tensor
product of them.
R(θ, z, t) = f(θ)g(z)h(t) (6.32)
This can be thought as a gridded cube such that its axis smoothly deform to get close
to the data. Then the datasites are approximated by the geometric average of each of
this curved axis that cross them. We can see the resulting radius of the nodes before
and after the smoothing for a constant time t = cnt in figures 6.3 and 6.4, and for
θ = cnt in figures 6.5 and 6.6 respectively.
Figure 6.3: Radius 3D matrix cross-
section for t = ti before smoothing splines
Figure 6.4: Radius 3D matrix crossection
for t = ti after smoothing splines
Figure 6.5: Radius 3D matrix crossection
for θ = θi before smoothing splines
Figure 6.6: Radius 3D matrix crossection
for θ = θi after smoothing
The 3-D radius matrix cross-section for a constant time can be regarded as the heart
surface for a certain phase 6.4. Consequently we are looking at the parameterized heart
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surface. We can see in figure 6.4 how the radius go up and down as we go from the
base of the heart to the apex advancing through the slices. When we move in the θ
direction we see the sinusoidal outline typical of elliptic shapes parameterized radially.
In figure 6.6 when we travel in time it’s hard to appreciate the small radial contraction
and expansion, this is due to the scaling of the picture which is almost 20 times bigger
than the heart radial contraction. Once we have all the radius we go back to Cartesian
coordinates to visualize the heart beat. We will obtain three matrices,one for each
coordinate, for each phase of the heart. The elements of matrix X,Y, Z for a given
time will be:
xij = cjx +R(θi, zj) sin(θi) (6.33)
yij = cjy +R(θi, zj) cos(θi) (6.34)
zij = cjz (6.35)
where cjx denotes the x coordinate of the centroid at slice j. The matrices X,Y, Z pre-
serve the structure of the nodes, in the columns they contain their successive contours.
Thereby the connectivity of the nodes is implicitly derived from the structure of the
three matrices. Each node will be connected to its neighbors in the matrix to find the




In this section we will show some of the results we have obtained with our method.
In figure 7.1 we can se the surface reconstructed from planar slices. In figure 7.2 we
can see a rotated version of the mesh. Figures 7.17 7.18 7.16 show how the surface is
reconstructed from the wireframe model of the epicardium, the results are shown with
short and long axis 1 cross-sections of the data volumes. It is almost impossible to show
the motion of the epicardium without a video sequence since the outer wall moves very
little, only a 10-12% variation over the cardiac cycle.
Several segmentation results are shown in figure 7.3 for different slices and cardiac
phases. We can see in the two upper rows how our method can close the contour where
there is no edge. In the middle row we can see that the contour cuts the vena off
and only stitches to edges with radial image gradient. This is particularly useful to
measure the radial motion and the volume. In the lower row the segmentation is also
very difficult since the heart is overlapped by the thorax and the organs. Actually, this
is one of the reasons we used second derivative features, to find the valleys between
heart and overlapping regions.
In figure 7.4 we show some of the results obtained for the segmentation and tracking
of the LV. We can see much more motion in the LV walls than in the epicardium. To
adapt our algorithm to segment the LV we increased the search windows, since the
motion is bigger, and we also increased the number of Fourier descriptors to represent
1The Long Axis images in all the figures are obtained using cubic interpolation. Note that the
original resolution of the dataset is 6 mm and the pictures have a resolution of 1 mm, the images are
just obtained for visualization purposes.
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Figure 7.1: Canine heart surface-Surface reconstruction
the more complex shape of the LV. The LV shape is complex for the mid-ventricular
slices where we can see the papillary muscles and elastically deforms over the cardiac
cycle more than the epicardium. However, it is easier to track because there is more
contrast at the boundary. In addition, to track the LV we won’t have the deal with
contour closing and occlusion. The LV surface also accounts for axial shortening motion
during contraction. In the slices towards the apex we can see the LV disappear from
the slices during contraction, this is because not only contracts about its minor axis but
also about its long axis. To detect this kind of motion we compute the probability of
the region belonging to the LV. The probability is computed based on mean intensity
values and the region is delimited by the contour prediction from previous time. So we
detect whether the LV appears in the slice or not. In case the LV is not detected the
most inferior part of it is then assumed to lie between the last slice where it appears
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Figure 7.2: Canine heart surface
and the next one. If we look at figure 7.4 we can clearly identify the phases of the
heart,the first column correspond to mid-systole, the second one to end-systole, the
third one mid-dyastole and the fourth one end-dyastole. We can see that for the systole
column, the LV is at its maximum contraction and for the last one, end-dyastole it is
at its maximum dilation, end-systole. Figure 7.5 shows the LV contraction for three
differentiated phases in the cardiac cycle, mid-systole, end-systole, end-dyastole. The
contraction is maximum for end-systole in the middle of the picture. We can also
observe the papillary muscles indentations.
In figure 7.6 we show both contours for the epicardium and LV along with the
surfaces together. You might appreciate the synchronous contraction of both surfaces.
Figures 7.77.8 7.9 7.10 show the two surfaces together in different poses. This
plots are taken from a video sequence to visualize the motion of the epicardium and
LV together. We added transparency at the epicardium faces so the LV was visible.
Figures 7.11 7.12 7.12 show the segmentation results for the LV by overlapping the
surface over the data. We have plotted this long axis image because the LV is clearly
visible, it is the bright chamber on the right of the picture, the chamber on the left
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Figure 7.3: Epicardium contours-The figure shows the result of the segmentation for
different slices 6 9 16 in the vertical direction. The cardiac phases correspond to mid-
systole, end-systole, mid-dyastole, end-dyastole
hand side corresponds to the RV 1. In figure 7.14 we can see how both surfaces perfectly
fit the data. Figures 7.19 7.20 7.21 7.22 show more results for both surfaces along with
short axis and long axis cross-sections, it is particularly interesting to see in figure 7.19
how the aorta comes out the LV blue surface.
1Note that depending on the view the LV appears on the right and the RV on the left
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Figure 7.4: Epicardium contours-Segmentation results for different crossections of the
heart. The first three rows correspond to slices 6,9,16, the third row corresponds to the
surface reconstruction of the LV. The cardiac phases correspond to mid-systole, end-systole,
mid-dyastole, end-dyastole




Figure 7.6: Epicardium and LV surfaces and contours-The figure shows the result
of the segmentation for different slices 9 and 15 in the vertical direction. The cardiac
phases correspond to mid-systole, end-systole, mid-dyastole, end-dyastole
62
Figure 7.7: Epicardium wireframe in red
and LV surface in blue
Figure 7.8: View1: Epicardium and LV
surfaces
Figure 7.9: View2: Epicardium and LV
surfaces




Figure 7.11: We can perfectly see the LV
in this vertical cross-section
Figure 7.12: LV mesh along with the data
Figure 7.13: LV after adding faces to the
mesh
Figure 7.14: Mesh of both the epicardium
in red and the LV in blue
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Figure 7.15: Long axis cross-section Figure 7.16: Long axis cross-section
along with the epicardium wireframe
Figure 7.17: 3D heart surface overlapped
to the data




Figure 7.19: Long axis cross-section with
LV surface in blue
Figure 7.20: Epicardium and LV sur-
faces, we can see how they fit the data for
Figure 7.21: Epicardium and LV wire-
frame models intersecting a short axis im-
age
Figure 7.22: Epicardium wireframe and
LV surface, we can clearly see how the aorta
comes out the LV surface
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Chapter 8
Discussion and Future Work
8.1 Conclusions
We have briefly presented a review of the current approaches for epicardium and en-
docardium segmentation and discussed the advantages and disadvantages of them. We
shortly reviewed the anatomical background and outlined special properties of cardiac
MRI data. The successfully achieved goals of this thesis are listed below:
• We have presented a method for segmenting the epicardium in 4D cardiac MRI
datasets that exploits the spatial and time dependencies of the heart.
• Our method can track the epicardium with an error of less than 2 mm with very
little user interaction. We have seen that the segmented surfaces are space-time
consistent.
• We have adapted our method to segment the left ventricle with very little modi-
fications obtaining acceptable results.
• We have presented the results obtained for the segmentation of the epicaridum
and the left ventricle. This surfaces have been displayed in cine sequences to
visualize the dynamics of the epicardium and LV together.
• Both surfaces, epicardium and LV are time and space consistent with no irregu-
larities.
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Future work will be the validation and improvement of the method and extensions
to make it suitable for cardiac surgery interventions. This will include the following
issues:
8.2 Reducing the complexity
To obtain the final surfaces our methods goes through a series of steps. Each of this
steps introduces a small undesirable bias, every data fitting step assumes the data lies
within a certain class. Although we can not see this artifacts in our results, it can be
a problem when the method is applied to other datasets. Therefore we will study the
possibility of reducing the number of steps. In our algorithm we find all the contours
for a certain slice location we smooth the time trajectories of the nodes and learn the
dynamics from there. Instead we could jump the time trajectories smoothing step, learn
the dynamics from the noisy data and smooth the resulting velocity matrix. Then the
time inconsistent data is going to be smoothed in the final step with the time-space
smoothing.
8.3 Initialization of the algorithm
In this thesis we have assumed that an initial rough segmentation estimate was given.
We could make the process fully automatic if we find a first segmentation estimate
close enough to the actual boundary. In (46) they make use of the temporal correlation
between images to initialize a snake. If we analyze a certain slice location and we look
at the time variance in the pixel domain, we will see that the heart pixels will have in
general a higher variance than background pixels. This is due to the wall motion of the














We have experimentally proved that the variance is not discriminative enough to
find a good initial guess for all the slices. Hence we will study the possibility of using
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area and region based (33) similarity measures between adjacent variance images to
find a consistent heart volume. This initial heart volume will serve as an initialization.
8.4 Shape priors
Our method makes no assumption about the heart shape. This is has the advantage
of being general enough to work better with substantially different heart shapes in
comparison with template based (55) or model based (7; 8; 23; 47; 48; 57) approaches.
However, our method struggles with the base and the apex of the heart. At the base
the aorta occludes the boundary and at the apex the heart boundary is very difficult
to detect even for a human eye. Therefore we will include shape priors to the method
(15; 20; 27; 44) for the correct segmentation of base and apex slices. We will include
also shape priors to deal with the papillary muscle present in the left ventricular interior
wall.
8.5 Include heart rotation and axial shortening to the
model
Our algorithm models very well the radial movement of the heart. However the sur-
faces don’t model the heart rotation and twisting nor the axial shortening towards the
apex. We plan to include this to movements in our segmentations. Right now our
contours are parameterized using Fourier coefficients, so we have information about
phase available. Note that a linear shift of Φ in the phase of the coefficients represents
a rotation in the contours of Φ degrees. Thus we can easily find the Φ that minimizes
the distance between two consecutive slices. We can combine this with a minimization
of the grayvalue sum of squared differences SSD at the node locations.
8.6 Respiratory motion
The pre-operative datasets where acquired using ECG-gated cine MR on breath hold.
This requires to have the patients retain their breath during 15-20 seconds which makes
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it implausible for intra-operative image acquisition. We want to extend our algorithm
to be capable of compensating the moving artifacts due to the motion of respiration.
Biplane coronary angiograms have been used to recover the 3-D displacements due to
respiration using stereo reconstruction (11; 36). A parametric motion model is used to
separate cardiac and respiratory motion fields.
8.7 2D-3D geometric based registration
Our final goal is to register the intra-operative images with the pre-operative model.
Due to patient’s body position and acquisition inaccuracies the pre-operative model
is misaligned with the intra-operative images. Before doing the 2d-3D registration we
need to align the coordinates of the model to those in the operating room. Therefore, a
first registration using skin markers or by an ultra-sound based registration of the ribs
of the patient to those in the model (21) must be done first. Registration of coronary
angiograms (13) has also been proposed for model-to-operative environment alignment.
Such registration step provides a suitable starting point for the 2D-3D registration. The
time alignment will be done using an external marker, ECG signal. Then an efficient
2D-3D registration algorithm based on geometry features (1; 19) will be used. We want
to make use of the desirable rotational properties of Fourier descriptors to register the
2D contour of the intra-operative images with the 3D surface model.
70
References
[1] 2d-3d registration based on shape matching. 70
[2] Veress AI, Segars WP, Weiss JA, Tsui BM, and Gullberg GT. Normal and patho-
logical ncat image and phantom data based on physiologically realistic left ventricle
finite-element models. IEEE Trans Med Imaging, 2006.
[3] Ben Appleton. Optimal geodesic active contours: Application to heart segmenta-
tion. pages 27–32. APRS Workshop on Digital Image Computing, The University
of Queensland, 2003. 10, 13
[4] P.J. Besl and N.D. McKay. A method for registration of 3-d shapes. IEEE Trans-
actions on Pattern Analysis and Machine Intelligence, 14(2):239–256, 1992. 4
[5] Gunilla Borgefors. Distance transformations in digital images. Comput. Vision
Graph. Image Process., 34(3):344–371, 1986. 4
[6] Xin Chen, Martin R. Varley, Lik-Kwan Shark, Glyn S Shentall, and Mike C.
Kirby. ”an extension of iterative closest point algorithm for 3d-2d registration for
pre-treatment validation in radiotherapy”. MediVis06, 2008. 4
[7] Haili Chui and Anand Rangarajan. Unsupervised learning of an atlas from unla-
beled point-sets. IEEE Trans. Pattern Anal. Mach. Intell, 26:160–172, 2001. 6, 9,
69
[8] T. F. Cootes and C. J. Taylor. Active appearance models. In IEEE Transactions




[9] Carl de Boor. A Practical Guide to Splines. Applied Mathematical Sciences, New
York: Springer, 1978. 54
[10] J. Declerck, J. Feldmar, M.L. Goris, and F. Betting. Automatic registration
and alignment on a template of cardiac stress and rest reoriented spect images.
16(6):727–737, December 1997.
[11] Fani Deligianni, Adrian Chung, and Guang-Zhong Yang. Decoupling of respira-
tory motion with wavelet and principal component analysis. In Medical Image
Understanding and Analysis (MIUA04), pages 13–16, 2004. 70
[12] T. L. Faber, R. W. Mccoll, R. M. Opperman, J. R. Corbett, and R. M. Peshock.
Spatial and temporal registration of cardiac spect and mr images: methods and
evaluation. Radiology, 179(3):857–861, June 1991. 4
[13] G Guiraudon M Drangova D Holdsworth G Turgeon, G Lehmann. 2d-3d reg-
istration of coronary angiograms for cardiac procedure planning and guidance.
American Association of Physicists in Medicine, 2005. 70
[14] Pascal Getreuer. Writing fast matlab code. January 2008.
[15] Atiyeh Ghoreyshi and Rene´ Vidal. Epicardial segmentation in dynamic cardiac mr
sequences using priors on shape, intensity, and dynamics, in a level set framework.
6, 8, 13, 69
[16] Atiyeh Ghoreyshi and Rene´ Vidal. Epicardial segmentation in dynamic cardiac mr
sequences using priors on shape, intensity, and dynamics, in a level set framework.
8, 13
[17] Roman Goldenberg, Ron Kimmel, Ehud Rivlin, and Michael Rudzsky. Geodesic
active contours. International Journal of Computer Vision, 22:61–79, 1997. 10
[18] A. Hill and C. J. Taylor. A method of non-rigid correspondence for automatic
landmark identification. In In 7 th British Machine Vison Conference, pages 323–
332. BMVA Press, 1996. 9
[19] Heng Huang, Contact Information, Li Shen3, Rong Zhang1, Fillia Makedon, Bruce
Hettleman, and Justin Pearlman1. Surface Alignment of 3D Spherical Harmonic
72
REFERENCES
Models: Application to Cardiac MRI Analysis. Springer Berlin / Heidelberg, 2005.
70
[20] Xiaolei Huang, Zhiguo Li, and Dimitris Metaxas. Learning coupled prior shape
and appearance models for segmentation. In Proc. 7th. Ann. Int. Conf. on Med.
Image Comp. Computer-Assi. Interv. MICCAI04 Vol. I LNCS-3216, pages 60–69,
2004. 9, 69
[21] Xishi Huang, Nicholas A Hill, and Terrym. Peters. 822 ultrasound-based technique
for intra-thoracic surgical guidance. 70
[22] Evandro Eduardo Seron Ruiz Ivan Torres Pisa. Tracking left ventricular wall
motion using active contour model: Pr-greedy algorithm, 98. 10, 13
[23] Aparma Jaswal, David Krum, Jasbir Sra, and Aurora-Sinai. ”three-dimensional
cardiac imaging and catheter tracking in atrial fibrillation ablation”. Med. Phys.,
2005. 69
[24] Pascal Makris Julien Mille, Romuald Bone and Hubert Cardot. Segmentation and
tracking of the left ventricle in 3d mri sequences using an active surface model.
Computer-Based Medical Systems, 2007. CBMS ’07. Twentieth IEEE Interna-
tional Symposium on, pages 257–262, June 2007. 10, 14
[25] Dong Joong Kang, Chang Yong Kim, and Yang Seok Seo. A fast and stable
method for detecting and tracking medical organs in mri sequences. IEICE Trans.
Inf. Syst, 82:2, 1999. 10, 13
[26] Michael Kass, Andrew Witkin, and Demetri Terzopoulos. Snakes: Active contour
models. International Journal of Computer Vision, V1(4):321–331, January 1988.
10, 14
[27] Michael E. Leventon, W. Eric, L. Grimson, and Olivier Faugeras. Statistical shape
influence in geodesic active contours. pages 316–323, 2000. 13, 69
[28] Ning Lin, Xenophon Papademetris, Albert J. Sinusas, , and James S. Duncan1.
Analysis of Left Ventricular Motion Using a General Robust Point Matching Al-
gorithm, volume 2878 of Lecture Notes in Computer Science. Springer Berlin /
Heidelberg, 2003. 5, 6
73
REFERENCES
[29] W. E. Lorensen and H. E. Cline. Marching cubes: A high resolution 3d surface
construction algorithm. Computer Graphics, 21(4), 1987. 24
[30] H Batatia M Mora, C Tauber. 2d local heart motion estimation using level sets
and hierarchical b-splines. 10, 13
[31] Aly Merchant and Keir Mierle. A simple implementation of the condensation
algorithm. 2005. 13
[32] Timo Ma¨kela¨, Patrick Clarysse, Outi Sipila¨, Nicoleta Pauna, Quoc Cuong Pham,
Toivo Katila, and Isabelle E. Magnin. A review of cardiac image registration
methods. IEEE TRANSACTIONS ON MEDICAL IMAGING, 2002. 5, 17
[33] Albert Montillo, Dimitris Metaxas, and Leon Axel. ”automated segmentation of
the left and right ventricles in spamm images”. Proceedings of Medical Image
Computing and Computer-Assisted Intervention. Tokyo, Japan, 2007. 9, 69
[34] John Moore1, 2, Maria Drangova1, Marcin Wierzbicki1, John Barron2, and Terry
Peters1. A High Resolution Dynamic Heart Model Based on Averaged MRI Data,
volume Volume 2878/2003 of Lecture Notes in Computer Science. Springer Berlin
/ Heidelberg, 2003. 17
[35] Jacinto D. Nascimiento and Jorge S.Marques. ”robust shape tracking with multiple
models in ultrasound images”. IEEE transactions on image processing, 2008. 10
[36] K. Nehrke and P. BGrnert. Study of the respiratory motion of the heart using
multiple navigator pulses. Proc. Intl. Sot. Mag. Reson. Med. 8, 2000. 70
[37] Andre´ Neubauer and Rainer Wegenkittl. Analysis of four-dimensional cardiac data
sets using skeleton-based segmentation. In In Proc. of Winter School of Computer
Graphics (WSCG 2003, pages 330–337, 2003. 9
[38] Marc Niethammer, Allen Tannenbaum, , and Sigurd Angenent. Dynamic active
contours for visual tracking. IEEE TRANSACTIONS ON AUTOMATIC CON-
TROL, 200X. 13
[39] Robert S. Oakes, Rob S. MacLeod, Cristopher J.Mc Gannn; Eugene G. Khol-
movski, Edward V. R. Di Bella, and Nassir F. Marrouche. ”mr imaging in the
electrophysiology (ep) laboratory”. MAGNETOM Flash prva, 2007.
74
REFERENCES
[40] S Osher and J Sethian. Fronts propagating with curvature-dependent speed: Algo-
rithms based on hamilton-jacobi formulations. Journal of Computational Physics,
(79), 1988. 11
[41] Nikos Paragios, Mikael Rousson, and Visvanathan Ramesh. Knowledge-based reg-
istration and segmentation of the left ventricle: A level set approach. In In IEEE
Workshop on Applications in Computer Vision, pages 37–42, 2002. 13
[42] Gabriel Peyre. Matlab tips and tricks. Nobember 2007.
[43] Yogesh Rathi, IEEE Member, Allen Tannenbaum Namrata Vaswani, and Anthony
Yezzi. Tracking deforming objects using particle filtering for geometric active
contours. IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE
INTELLIGENCE, 2007. 13, 14
[44] Mikael Rousson and Nikos Paragios. Shape priors for level set representations. In
In ECCV, pages 78–92. Springer, 2002. 13, 69
[45] S Sinha, U Sinha, J Czernin, G Porenta, and HR Schelbert. Noninvasive assessment
of myocardial perfusion and metabolism: feasibility of registering gated MR and
PET images. Am. J. Roentgenol., 164(2):301–307, 1995. 4
[46] Wolfgang Sorgel. Automatic heart localization from a 4d mri dataset. Master’s
thesis, University of Erlangen-Nuremberg, Germany. 68
[47] M. B. Stegmann. Active appearance models: Theory, extensions and cases. Mas-
ter’s thesis, Informatics and Mathematical Modelling, Technical University of Den-
mark, DTU, aug 2000. 6, 9, 69
[48] Mikkel B. Stegmann. Abstract on properties of active shape models. 6, 69
[49] W Sun, M A˜‡etin, R Chan, V Reddy, G Holmvang, V Chandar, and A S Willsky.
Segmenting and tracking the left ventricle by learning the dynamics in cardiac
images. In in IPMI, 2005, pages 553–565. 6, 10
[50] Demetri Terzopoulos and Richard Szeliski. Tracking with kalman snakes. pages
3–20, 1993. 13, 14
75
REFERENCES
[51] M. Lorenzo valde´s A, G. I. Sanchez ortiz A, R. Mohiaddin B, and D. Rueckert A.
Atlas-based segmentation of 4d cardiac mr sequences using non-rigid. 5, 6
[52] Paul A. Viola and Paul A. Viola. Alignment by maximization of mutual informa-
tion. In International Journal of Computer Vision, pages 16–23, 1995. 5
[53] M Wierzbicki and T M Peters. Determining epicardial surface motion using elastic
registration: Toward virtual reality guidance of minimally invasive cardiac inter-
ventions. In in Lecture Notes in Computer Science, Proc. MICCAIaˆ”2978, pages
697–704. 6
[54] Marcin Wierzbicki, Maria Drangova1, Gerard Guiraudon, and Terry Peters1. Map-
ping Template Heart Models to Patient Data Using Image Registration. Springer
Berlin / Heidelberg, 2004. 6
[55] Marcin Wierzbicki and Terry M.Peters. ”determining epicardial surface motion
using elastic registration: Towards virtual reality guidance of minimally invasive
cardiac interventions”. 69
[56] Crum WR, Hartkens T, and Hill DL. Non-rigid image registration: theory and
practice. British Journal of Radiology, 2004. 5
[57] Sebastian Zambal. 3d active appearance models for segmentation of cardiac mri
data. Master’s thesis. 6, 69
[58] Barbara Zitova and Jan Flusser. Image registration methods: a survey. Image and
Vision Computing 21, 977(1000), 2003. 5
76
Declaration
I herewith declare that I have produced this paper without the prohibited
assistance of third parties and without making use of aids other than those
specified; notions taken over directly or indirectly from other sources have
been identified as such. This paper has not previously been presented in
identical or similar form to any other foreign examination board.
The thesis work was conducted from 01/01/08 to 07/15/08 under the su-
pervision of Dr. Dana H. Brooks and Dr. Gilead Tadmor at Northeastern
University.
BOSTON,
