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To r，回lizehighly parallel processor， we are s知dyinga加utdata -driven 
processor Qfa-O. Qfa-O is made up of self-timed elastic transfer紅chitectu民s，
which is suitable for出eULSI design. Aαess de1ay of出eprogram memory(pM) 
afec'飴世rroughputof the proce路or.To execute a 1紅geprogram， 1arge size of 
external program memory(EPM) must be泊ね1ed.B配 auseof large EPM a，α飴 S
也ne，it's di血c叫tωfetchinstructions quickly. In白ispaper we report a program 
cache memory system s凶旬.blefor血eda包一世ivenprocessor. VVe ar.ange也e
programαche(CPM)泊白e泊terna1of proc邸sorchip and白.esecond cache(SPM) 
between PM and EPM，知 copewi也必宜町'enceQf alαess speed between intema1 
釦 dextemal memory of processor. A sma1l number of instructions紅'epre-fetched 
from SPMωCPM. It is∞n盆med世mt也edata一世ivenproce邸orwi白血is
proposed programαche memory system has goocl perfoロnance.
E砂Wor由:Da包 DrivenPro偲sor.F10wーThruLogic. Program Memory.針。gramCache 
1.はじめに
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半導体集積回路の製造プロセスの発展により，高集積化が可能となり，また，素子の動作速度は高速
化し，それに伴い計算機の処理能力は飛躍的に向上している.しかし，逐次処理・集中制御に基づくノイ
マン型アーキテクチャを，同期式回路で実現している現在の主流の計算機アーキテクチャでは，素子内
部の配線遅延が相対的に大きくなり，クロックスキューや制御ボトルネック等が問題になっている.こ
のため，クロック周波数を高くすることによる高速化は難しくなってきている.更に，電力消費も肥大
化し高密度化も困難になりつつある.
このような状況のもと，配線遅延の問題を回避し，動作に応じて電力を消費する非同期式回路により実
現され，処理に内在する並列性を引き出して処理を分散できる並列処理プロセッサの実現が期待される.
データ駆動方式[1][2]では，プログラマが並列性を明示しなくても，実行時に処理に内在する並列性
が最大限に引き出される.また，実行時に処理可能なデータが保証されるために，データ依存関係を保
つための集中制御を必要としない.このため，自律分散制御による自己同期パイプラインを用いての構
成が可能となる [3，4].
我々 は， VLSIの特性を生かした設計手法として，流れ形処理機構を用いたリング型パイプラインを採
用し，データ駆動型プロセッサの構築を目指して研究を行って来た.これまでの研究成果をもとに，処
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理のオーバーヘッドの低減と，内部リングの転送レートの確保を目的とした，データ駆動型プロセッサ
Qfa-Oを提案している [5].
本論文では， Qfa-O上で大規模プログラムを実行するために必要となる，プログラムメモリの持つべ
き機能を分析し，それに基づき検討したプログラムメモリの構成法とその評価について報告する.
すなわち，まず， Qfa-Oの基本構成を述べ， Qfa-Oの命令フェッチの問題点を明らかにする.次に，プロ
グラムメモリの構築を検討するにあたって必要となる，データ駆動型プロセッサにおける命令フェッチの
様子をパターン化し、その分析を行う.さらに，その分析結果をもとにプログラムメモリ機構のモデル
化を行い，構成法を提案する.続いて，本プロセッサのシミュレータを構築し効率評価することにする.
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図 1:Qfa・0の全体構成
2.データ駆動型プロセッサ Qfa・0
2.1基本構成
Qfa・0の全体構成を図 1に示す.
プロセッサ内ではすべての処理を，命令コードや制御情報からなるタグ部と処理データを格納するデー
タ部をもっパケット形式で行う.Qfa-Oはプロセッサ内・外部のパケットの調停を行う入出力制御機構
(InterFace山由:IF)，タグ部の命令に従いデータ部に演算処理を施す欄数処理機構(Function Processing 
unit: FP)，タグ部の命令コードを次命令へと書き換えるプログラムメモリ記憶機構 (ProgramMemory 
unit: PM)，対となるパケットの待ち合わせを行うマッチングメモリ機構 (MatchingMemory unit : 
MM)， PMとFPの出力の調停およびパケットの再構成を行うパケット生成機構 (PacketGenerator 
u凶も:PG)から構成される.またデータメモリ機構 (DataMemory unit: DM)と外部プログラム記
憶機構 (ExtemalProgr副nMemory unit : EPM)は外付けとなる.
以上のような基本モジュールを，既存のネットワーク・トポロジーを用いて複数個接続することによ
り，簡単にマルチプロセッサシステムを構築でき，さらに高度な並列処理を行うことが可能となる.
2.2 Qfa，・0の内部データ
Qfa-Oでは，演算に必要な情報をパケットと呼ばれる，制御方法が付加されたデータをプロセッサ内
部に周回させる.パケットは，基本的に図2に示すように，演算データ (DATA1，DATA2)と制御情報
とを持つ各制御情報は，表 1に示すような意味を持つ.
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表 1:Qfa-Oの制御情報
制御情報 1 bi!数| 内容
セレクションコード 10 データ種類やパケットの情報を示す
プロセッサ番号 10 プロセッサ開通信において，行き先プロセッサ番号を不す
命令コード 8 FP， PM， DMで実行される命令のコード
カフー/世代識別フラグ 1 カラー/世代番号が，カラー，世代のどちらであるかを不す
カフー/世代番号 8 カラー番号または世代番号
図 2:パケット形式
2.3命令コードの格納形式
Qfa-Oの基本的な命令形式は1ワー ド 32ピット長であるが，定数読み出しとパケット複製時のメモリ
読み出しの高速化を図るために，プログラムメモリ内では1アドレス 64ピット幅で管理しており，第1
フィールド(上位 32bit}と第2フィールド(下位 32bit}に分け，基本的には 2命令の同時読みだしを
可能にしている.
プログラムメモリの64ピット化にともない， 1フィールドに格納可能な1ワード命令(図3(a})と，
定数を第2フィールドに持つ定数演算命令(図 3(b)}とを用意している.また， Qfa-Oではプログラ
ムメモリのピット幅節約のため，基本的に相対アドレス(ReletiveNode Number)を用いて次命令の格
納アドレスを与えるが， 15ピットで指定できる範囲 (-16384"'+16383)を越えた場合，絶対アドレス
(Absolute Node Number)を第2フィールドに持たせて絶対アドレス命令とする(図 3(C)}.これら
定数演算命令と絶対アドレス命令を合わせて 2ワード命令とよぶ.
1ワード命令は第1フィールド，第2フィールドのどちらでも格納可能であるが， 2ワード命令につい
ては，必ず第1フィールドから始めて 1アドレスに収まるようにする.
第1フィールドの上位3ピットには， 1ワー ド命令， 2ワード命令の区別(CST:Constant) ，第2フィー
ルドの制御 (ANW:ActiveNext Word) ，連続読み出しの制御 (ANA:AccessNext Address)のための
{a) Format of Si唄恰wo叫instruction
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図 3:Qfa-Oの命令格納形式
。
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表2:制御フラグの意味
~NA I ANW I CST ]意味。 。。指定フィールドよりパケット 1個生成.。 。 1 定数演算命令パケット生成.。 1 。パケット 2個生成.。 1 1 絶対アドレス命令のパケット生成.
1 。。指定フィールドよりパケット 1個生成
+次のアドレス読みだし.
1 。 1 定数演算命令パケット
十次のアドレス読みだし
1 1 。パケット 2個生成
+次のアドレス読みだし
1 1 1 絶対アドレス命令
+次のアドレス読みだし
フラグが付加されている.この ANW，ANAを用いることにより， 1個のパケットを 3個以上の複数
の行き先ノードにコピーする NCOPY処理が可能となる.これらのフラグの組合せによって，表2のよ
うにパケット生成の制御を行う.
2.4 Qfa・0におけるプログラムメモリの問題点
Qfa-Oはプロセッサ内部に小容量のプログラムメモリ (PM)を備えている.小規模プログラムなら
ば内蔵メモリに格納することが可能であるが，大規模プログラムではプログラムコードの一部分しか格
納できず，それ以上はプロセッサ外部に備えてある拡彊プログラムメモリ (EPM)に格納される.PM 
は転送路からみればアクセス遅延ゼロで動作するのだが， EPMは低速となるためにアクセス遅延が生
じる.データメモリ (DM)はメインリングとは別系統である外部リングからアクセスすることで，メ
インリングの処理への影響が出ないようにしている.しかし， EPMはメインリングに直接接続されて
いるため，アクセス遅延がそのままプロセッサの処理効率を低下させる原因となる.
3.プログラムメモリの検討
ノイマン型計算機のキャシュメモリに関して，文献[6]のほかにも多くの研究がなされているが，制御
命令実行に伴うプログラムの流れ変更があり，命令先読みは効果的に行えない.データ駆動型プロセッサ
では次命令の情報は腸に示されており，それを利用して効果的な命令先読みが期待できる.また，デー
タ駆動型プロセッサではデータメモリとプログラムメモリが分かれており，ここでは，書き戻す必要の
ないプログラムキャシュの検討を行う.
命令先読み機構を持つデータ駆動型プロセッサQv・3s[7，8， 9]の場合，対検出後に演算処理を行い，同
時に外部プログラムメモリに先読み要求を出し，そのあとで命令フェッチを行う構成となっている.
しかしながら，大規模・高並列のプログラムを実行した場合，頻繁に発生するプログラムメモリへの
先読み要求が処理しきれなくなり，プロセッサの実行速度はメモリの読みだしサイクル時間によって抑
えられる.
本論文では， Qv-3sでのプログラムメモリの利点・欠点を踏まえて，先読みの方式とメモリアクセス
遅延緩和に効果的なプログラム・キャッシュの採用を検討する.
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3.1命令の先読み
Qfa-Oでは，演算と同時に命令フェッチを行うため，Qv-3sのように演算中に次の命令の先読みはでき
ない.そこで PMでフェッチされた命令のノード番号を使用して，読み出されたパケットが周囲してい
る聞に次命令を先読みする方法を検討する.
この方法は，Qv-3sの方法に比べて次命令のフェッチ時聞が不確定であり， 2項演算命令については 2
回先読みが行われる可能性があるため， Qfa-Oのフェッチ特性等を考慮し，先読みのアルゴリズムを決
定する必要がある.
3.2プログラムキャッシュ機構
3.3内部キャッシュ
従来の流れ形処理を用いたデータ駆動型プロセッサでは， PMの容量を越えたプログラムは EPMに
格納され， EPMより直接命令フェッチが行われていた.
前節で述べた命令の先読みは， EPMアクセス遅延緩和のために有効であると考えられるが，転送路
の速度に比べ， EPMのアクセス遅延が低速となるため，頻繁に発生する先読み要求に応じられない状
況が考えられる.
従来単なるプログラムメモリとして使用されていた，プロセッサ内部の命令メモリ部分を内部キャッ
シュ.(CPM)として利用し，外部より複数ワード同時に先読みを行う方法は，先読みの頻度の低減に効
果的であると思われる.
3.3.1 2次キャッシュ(SPM)
外部メモリに DRAMを使用する場合， CPM動作に対する EPM動作は 1桁以上の速度差があると
考えなければならない.単純に EPMからの転送幅を拡大することで速度差を解消するためには， CPM 
内の転送幅が 64bitであることを考えると， CPM-EPM間の転送幅は 640bit以上必要となり，実現は
困難と思われる.
このため， CPM-EPM問の速度差解消のために，聞に SRAM等の高速メモリによる 2孜キャッシュ
メモリ (SPM)を設ければ，速度差の比を CPM:SPM:EPM=1:3:10程度にでき， SPM-CPM問転送
幅を減らすことが可能となる.
4. Qfa・0のフェッチ特性
4.1フェッチアドレスの時間的特性
Qfa-Oのフェッチアドレスの時間的変化の特性を調べるために，ループを含まないプログラムの単一
世代実行について解析を行った.図4は，サンプルプログラムとして 32点FFT(32FFT)を使用し，
EPMのアクセス遅延を 0としたときの命令フェッチ時間とアドレスの関係を調べたものである.
データ駆動型プロセッサでは，ル}プや分岐を含む場合でも次命令の格納番地は確定されているが，
副作用のない実行を保証するため関数的であるべきで，基本的にはループの実行を含まない方がよい.
32FFTは高い並列性と逐次生を合わせ持つプログラムであり，データ駆動型プロセッサを関数的実行さ
せる評価に適している.
データフローグラフより実行オブジェクトを作成する際に， Qfa-Oではランクに応じた順序でノード
に番号を割り当てている.(ランクとは，プログラムのノードが相互のデータ依存関係に基づいて発火可
能となる順番である [4].) 
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図 4:フェッチ時間とアドレスの関係
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図 5:命令フェッチ時のアドレスの離れ方と時間差の関係
図4より，フェッチアドレスにはある程度の偏りがあることが分かる.これは Qfa-Oではノード番号
を用いて優先発火を行うので，基本的にランクの大きさとノード番号の大きさは比例関係にあり，同一
ランクの命令は近いノード番号をもっためである.実行時のフェッチアドレスの分布は時間とともに若
いアドレスから順に移動する傾向があり，その変化の特性には連続性と局所性があると言える.ループ
を用いたプログラムや32FFTよりも並列度の高いプログラムでは，ループ部分や並列度の高くなる部
分でフェッチアドレスの局所性が高くなる.
さらにプログラムフェッチ時間の局所性に関して詳しく調べた.
図5はあるアドレス(i)に対してその近傍アドレス O+1......i+8)と，隊れたアドレス (i+l024，i+2048) 
のフェッチ時間差の分布である.近傍アドレスと離れたアドレスでは，フェッチされる時間に開きがあ
ることがわかる.(i)と近傍とのフェッチ時間差は，ほぽ::!::1500サイクルに収まっている.0+1024) 
は+2000 t'V +4500サイクルの範囲であらわれ， 0+2048)は+5000サイクル以上の範囲で現われる.
キャシュアルゴリズムには，完全連想方式，直接マッピング方式，セット連想方式等がある.前述の
デー タより， CPMのサイズを 1024ワードとした場合に直接マッピング方式を使用しでも， 1024ワー
ド先の命令によって上書きされる前に近傍アドレスに対するフェッチが行われる事が予想できる.本論
文では，動作が高速であること，ハードウェアコストが小さいこと，ヒットミスの確率が低くなるであ
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ろうという理由より，直接マッピング方式を用いたキャッシュシステムについて検討を行う.
4.2先読み要求の発生頻度
本論文では CPM-SPM間に 3倍の速度差があるとしている.SPMからの読出しデータ量を CPM
の 3倍以上とし，読出し要求の発生頻度を CPMでの命令フェッチレートの 1/3以下にしなければなら
ない.
CPMでは 1アクセスで 2ワードのデータを読み出すため， SPMから CPMへは一度に 6ワード以
上読み出す必要がある.発生頻度については，条件をつける事で先読み要求パケットの数を減らして，
SPMの動作時間以上の間隔で発生するようにする.
図6は，フェッチされた命令のノード番号が2，4， 8の倍数となるものについて，すなわち，直接マッ
ピング方式におけるプロックサイズを2，4， 8とした場合に，キャッシングにかかる時間の蓄積量を調
べたものである.SPMの応答時間は PMの3倍として計測を行った.
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図 6:キャッシュのプロックサイズと要求処理時間
図6の中程にある太線は，パケットの周囲時間をあらわしており，フェッチされた命令が先読み要求を
出した場合に，次命令をプエッチするまでの時間である.この時間以内に次命令が CPMにセットされ
ていれば，キャッシュヒットとなる.
2の倍数や4の倍数について先読み要求を出す場合は，発生頻度が高すぎるために処理の遅れが蓄積
されてしまう.8の倍数の場合は，発生頻度が低いために処理の遅れが発生することはあるが遅れが蓄
積されることはない.蓄積による遅延時間は最大でも 40以下である.
プロックサイズを 8とし， 8の倍数のノード番号を用いて先読みを行う方法は，前述の CPM-SPM
聞の速度差を埋めるためのデータ転送量の条件L 先読み要求の発生頻度を分散させるという条件を同
時に満たしている.
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S.プログラムメモリ機構の構成
5.1メモリ構造
前節で述べた解析結果より， CPMの容量は 1024ワードとし，メモリ自体は SPMからの転送形態に
合わせて 8並列にする.
実行オブジェクトのノード番号 21ピットのうち，上位 11ピットを CPM内部でのタグデータとし
て利用し，次の 7ピットと下位 3ピットをプロック指定とプロック内のアドレス指定にそれぞれ割り当
てる.
EPM-SPM聞の読みだしに，パンク単位でシーケンシャルな読み出しを行えば， EPMからの読み出
しに高速なページアクセスモードが使用できる.SPMはCPMと同容量のパンク単位で管理する. 節
で述べた，偏りと連続性がある Qfa-Oのフェッチ特性を踏まえ， EPM-SPM聞の入れ換えアルゴリズム
には， LRUを採用する.
SPMの基本的構造は CPMと同様であるが，ノード番号の下位の 10ヒeットをアドレスに使用し上位
ピットはタグとして使用する.
5.2PMの全体構成
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図 7:PMの全体構成
PMの全体構成を図.7に示す.命令フェッチと命令キャッシュの管理はプロセッサ内部で，フェッチ・
コントローラ (FetchController) ，キャッシュ・コントローラ (CacheController )が各々行う.CPM， 
SPMのタグテ}プルもプロセッサ内部に持ち，参照は両方のコントローラが行う.SPMとEPMは外
付けとするが， SPM-PM聞は専用パスでつなぐ.
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5.3動作概要
5.3.1フェッチ動作
命令フェッチ時のタグテーブルの参照とメモリアクセスは二段に分けて行う.
テーブル参照段でCPMタグテーブルと SPMタグテーブルを同時に参照する.CPMもしくは SPM
に命令が存在する場合，各々の存在フラグをセットする.メモリアクセス段では存在フラグの情報をも
とに，表 3のようにメモリを選択して命令コードを読み出す.
CPMでヒットミスが生じた場合，メモリアクセスは行わずにミスフェッチとして 1回転送路を周囲さ
せる方法が考えられる.マッチングメモリに関する過去の実験結果より，各機能ブロックをなにもせず
に通過するパケットの増加は，演算部の処理効率を大きく下げることが分かっている [10].このことに
より，ミスフェッチパケットの増加による，演算部の効率低下やミスフェッチの繰り返しの危険性が予測
できる.これらの問題を回避するために，ヒットミスが生じた場合，転送路を止めて SPMや EPMか
ら直接フェッチする方法を採用する.
表3:存在フラグによるフェッチ動作
処理内容
1 1 - 1 PMからフェッチ
0 1 1 1 SPMからフェッチ(タグが一致したパンクから読み出す)
o I 0 1 EPMからフェッチ
表 4:存在フラグによるキャッシュ動作
CPM 1 SPM 1 処理内容
SPM→ CPM 
1 | ー 1キャッシュの必要が無いので何もしない
o 1 1 1 SPMのタグが一致したパンクから CPMにキャッシュする
o 1 0 1何もしない(フェッチ時にEPMまで取りに行く)
EPM→SPM 
| -1読み出しはパンク単位で行う(書換え中はタグをクリア)
5.3.2キャッシュ動作
フェッチされた命令コードの行き先ノード番号が先読み要求の条件を満たしていたら，その行き先
ノード番号をキャッシュ要求パケット緩衝用のエラスティック記憶 (ES)に蓄える.CPMタグテー プル，
SPMタグテーブルの参照を行い，それぞれの存在フラグに従い，表4のようにキャッシュ要求を出す.
CPM， SPMのどちらにも命令が存在しない場合は， EPMから CPMへのキャッシュは行わず，命令
フェッチ時に直接 EPMまでとりに行く方法で対応する.
5.3.3タグテーブルの更新時の制御
タグテーブルの参照はフェッチコントローラ，キヤツ、ンュコントローラの両方が行うため，更新時のメ
モりとの整合性には注意が必要となる.CPMのタグテープノレはフェッチコントローラの参照用の CPM
フェッチタグと，キャッシュコントローラの参照用の CPMキャッシュタグにわける.SPMのタグテー
プルは同ーのものを参照する.
CPMの書換えはフェッチコントローラが管理しており， CPMフェッチタグの更新のタイミングも
フェッチコントローラが管理する.フェッチコントローラは，タグ参照段で CPMフェッチタグを参照し，
一致したタグをロックし対応するデータ領域の書き込みを禁止する.命令フェッチ段の動作が完了した
らロックを解除する.CPMの内容と CPMフェッチタグの更新はタグがロックされていない時に行う.
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SPMのパンクの更新のタイミングは，キャッシュコントローラが管理し，所定の条件を満たした時に
更新要求を出す.更新時の動作は CPMの場合と同様に，フェッチ側に同期して行う.EPMからはパン
ク単位での読み出しとなるため，更新にかなり時間がかかる.SPMの更新動作を開始した時点で，対応
するパンクのタグをクリアして，フェッチ側もキャッシュ側もアクセス不可とする.更新動作完了後に新
たなタグを設定し利用可能とする.
5.4 NCOPY処理
Qfa-OのNCOPY処理に対応させるため，通常のキャッシュ・モード以外に特別な動作モードを必要
とする.これはプログラムメモリの連続したプロックへのアクセスを行うためである.
連続読み出しに必要な NCOPYプロックをキャッシュ時にすべて CPMに読み出しておく方法は，連
続読みだし動作が終了するまで他の命令のキャッシュが行えない，他のキャッシュされている命令を上書
きすることによって CPM全体のヒット率が低下する恐れがある，などの問題がある.
本論文では，図 7の右側にあるようなバッファを設け，読み出し・書き込み動作を交互に行いながら
ノ〈ッファを切替えることによって，みかけ上のアクセス遅延をなくす方法を採用した.
6.評価
前節までに説明したプログラムメモり機構の基本動作の効率について，シミュレータ上で評価を行った.
6.1キャッシュ機構を用いた場合の実行サイクル
表5は，外部メモリへのアクセス遅延を変化させて単一世代実行を行い，キャッシュ機構の有無によ
る実行サイクルの違いを調べたものである.表の上段はキャッシュ無しの場合の実行サイクル，下段は
キャッシュ有りの時の実行サイクルをである.
評価に用いたプログラムは，画像処理・音声処理等のアプリケーション内部で使用されるデータフロー
に適した並列性の高いプログラムである.これらの評価プログラムには，以下のような特徴がある.
逆DCT変換 (IDCT)JPEG復号化のための逆離散コサイン変換プログラムで，ループを含まず，プ
ログラム内部で並列に展開して処理を行っている.途中，並列度が非常に高くなる.
32点 FFT(64FFT)パタフライ演算を並列に組合せたループを含まないプログラム.並列度が高い
部分と逐次性の高い部分を合わせ持つ.並列度は一定している.
32変数のソート (32S0RT)ループを含まない2ソートの組合せにより計算している.並列度が低く
縦に長いプログラム.並列度は一定している.
逆量子化 (DEQUANTIZE) JPEG復号化のための逆量子化プログラム.32fftと同様にループを含ま
ず，並列度が高い部分と逐次性の高い部分を合わせ持ち，途中，並列度が大きく変化する.プログラム
サイズが大きい.
表 5:キャッシュ効率の評価
プログラム 1ヒット H遅延01遅延61遅延91遅延 18
(サイズ 串
IDCT 5039 7868 10154 16994 
(2131) 82.56 5039 5650 6247 8336 
32FFT 5655 8941 11717 20105 
(2367) 90.62 5655 6041 6398 7941 
32S0RT 8493 12808 16896 29779 
(3533) 93.31 8493 8975 9373 12704 
DEQUANTIZE 25804 35215 43177 70789 
一~9) 69.76 25804 28186 30213 38166 
(PMサイズ=1024ワー ド)
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メモリの動作遅延の増加にともない，キヤツ、ンュ機構を用いた場合と用いない場合の差が顕著に現われ
るようになる.これは，キャッシュ機構が有効に働き，外部アクセス遅延が大きい場合でも外部メモリ
にアクセスするパケットの割合が増加しないためと考えられる.
6.2プログラムサイズとキャッシュメモリサイズ
図8，9はCPMのサイズを変化させた時の，単一世代実行におけるキャッシュのヒット率と実行サイ
クルの変化である.評価プログラムは前の評価に用いたものと同じものを用いている.図8，9において，
CPMのサイズがプログラムサイズより大きい場合は， CPMに読み出された命令が上書きされること
が無く，理想的にキャッシュ動作が行われていると考えられる.
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図8:CPMサイズとキャッシュ・ヒット率の関係
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図9:メモリサイズと実行サイクルの関係
これに対し， CPMのサイズがプログラムサイズより小さい場合， CPMに読み出されたデータへの上
書きが起るためにヒット率が低下しているのが確認できる.今回は評価のために CPMのサイズを意図
的に小さくして，実行並列度に対して CPMの容量が極端に不足するような状態での評価も行った.
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これらの実験結果より， CPMの容量は 512ワード以上必要と考えられる.本論文では， CPMの容
量を 1024ワード(=8Kバイト)とすれば，極端なキャッシュ効率低下は起こらず，ハードウェア量の
増加も少ないと判断した.
6.3多世代実行時のヒット率について
Qfa-Oでは，世代/カラー番号を用いて同一プログラムの複数世代同時実行(多世代実行)が可能であ
る.このとき，各々の世代の処理が独立に CPMの書換えを行い， CPMの書換え量の増加にともなう
ヒット率の低下が予想できる.
そこで，前節の評価プログラムを用いて，多世代実行時のキャッシュ・ヒット率の変化を調べた.図 10
は， CPMサイズを 1024ワードとして，世代間の始動パケット投入のタイミングを変化さた時のキャッ
シュ・ヒット率である.図中の f・ x2Jはプログラムを 2世代実行した場合を表し， r.. x 10Jは 10
世代実行した場合を表している.
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図 10:多世代実行時のキャッシュ・ヒット率
図中のパケット投入間隔を小さくしていくと，同時実行されているプログラム数は増える.このとき，
32FFT， 32S0RT等サイズが小さく途中の並列度の変化が少ないプログラムは，パケット投入間隔を縮
めて，同時実行されているプログラム数を増やしてもヒット率低下の度合が小さく，安定して高ヒット
率を得られる.
並列度の変化の大きな IDCT，DEQUANTIZEでは，投入間隔が縮まると， 1024番地離れた命令どう
しが同時に実行される状態になり，キャシュの取り合いが起る.このため，ヒット率の低下が見られる.
間接連想方式を採用するなどして，同一ラインに対する書き込みに柔軟性を持たせるような解決法も
考えられるが，同時に実行するプログラム数が，ライン幅を超えた場合にはキャシュの取り合いが起る.
プログラムの開始間隔を調節する方がハードウェアの追加が無く，効果も大きい.
7.まとめ
本論文では，データ駆動型プロセッサにおける Qfa-O上で大規模プログラムを実行するのに不可欠な
命令メモリ機構についての検討を行った.データ駆動方式のプログラムのアドレス使用特性に即した命
令先読みキャッシュ方式を導入して，外部メモリへのアクセス遅延による実行サイクルへの影響を低減す
ることができた.また，動的データ駆動方式の特徴的な実行形態である多世代実行においても，本キャッ
シュ機構の有効性を確認することができた.今回はオブジェクトに手を加えない状態での評価であった
が，最適化されていないオブジェクトに対してもある程度のキャッシュの効果が発揮されている.今後，
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プログラムの静的解析によるオブジェクトの最適化を行うことができれば，さらにキャッシュ効率が向
上することが期待できる.
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