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【Abstract】Traditional associative rule mining algorithm is mostly based on the support-confidence framework, which disable the in-depth study of 
frequent items for time and space limitations. There is few study of associative classification incremental learning currently. This paper presents a 
new incremental associative classification method, which can solve the incremental learning problems of data with class attribute, and realize the fast 
extraction and maintenance of associative rule with limited time and space when the data is updating frequently. Experimental results show that this 
method can quickly and effectively maintain and update the classification rules, which avoid re-learning the history samples and ensure the 
predictability of the classification model. 
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2  基于关联分类的增量学习方法 
2.1  基于关联分类增量学习的病毒检测模型 
本文提出基于关联分类增量学习的病毒检测模型，如  
图 1 所示。 
 
图 1  基于关联分类增量学习的病毒检测模型 
上述模型主要包含以下模块： 
(1)特征提取模块。收集已知的正常特征和病毒样本特征
放入新增文件数据表 db 中，以表征该文件。 
(2)关联规则挖掘模块。利用关联规则挖掘算法对新增数















2.2  基本概念和定义 
本文以 PE 文件调用的 Win API 函数序列为特征，将关
联分类方法用于病毒检测。 
定义 1 支持度及置信度 
设 I={i1, i2,… , im}为数据库 DB 的一个项目集，规则
( , )I Class os oc→ 的支持度 os 和置信度 oc 定义如下： 
( { }, ) 100%num I Class DBos
DB
∪
= ×                 (1) 
( { }, ) 100%
( , )
num I Class DBoc
num I DB
∪
= ×                   (2) 
其中， ( { }, )num I Class DB∪ 表示数据库 DB 中类标号为 Class
且包含项目集 I 的记录数；|DB|表示数据库 DB 的记录数；
( , )num I DB 表示数据库 DB 中包含项目集 I 的记录数。 
定义 2 频繁模式 
给定最小支持度 mos，若项目集 I 对应规则的支持度 os≥ 
mos，则称项目集 I 为频繁模式/项集。 
定义 3 分类关联规则 
给定最小置信度 moc，若项目集 I={i1, i2,…, im}为频繁模
式，且其对应规则 ( , )I Class os oc→ 置信度 oc≥moc，则称该
规则为分类关联规则。 
因此，病毒检测先要提取 Win API 函数集满足分类目标
Class1=Malware 及 Class2=Benign Files 的关联分类规则。 
2.3  ILAC 方法原理与过程 
本文针对传统检测模型中关联规则挖掘模块与规则更新
策略的不足，提出 ILAC 方法，使用增量学习的模式对关联
规则进行维护和更新，具体流程如图 2 所示。 
 
图 2  ILAC 方法流程 
frequent_item_sets 代表原始频繁集，DB 代表原 PE 数据
集，db 代表新增病毒文件数据集，ruledt 是关联分类规则表。
设 FP_DB_VIR 和 FP_DB_ALL 为上次增量学习保留的频繁
项 集 ， 其 中 ， FP_DB_ALL 为 DB 中 所 有 频 繁 项 目 集 ；
FP_DB_VIR 为 DB 中病毒频繁项目集。预处理模块和知识积
累模块是 ILAC 方法的重要组成部分。ILAC 方法的实现过程
如下： 
(1)参数设置 
初 始 时 需 要 输 入 最 小 支 持 度 minsup 和 最 小 置 信 度
mincof，为了挖掘更多高置信度的规则，本文设置了最高置
信度阈值 maxcof，关联规则保留的条件如下： 
os≥minsup and oc≥mincof, or 
os<minsup and oc≥maxcof                           (3) 
(2)预处理 
使用 OOA_Fast_FP-growth[2]算法获得新增 db 频繁项集
FP_db，为了提高运算速度并减少内存开销，应过滤掉 FP_db
中重复出现的原始规则，只提取 FP_db 中新引入的规则集
FP_db’ 。 根 据 FP_db’ 中 的 规 则 重 新 统 计 原 始 频 繁 项 集




按如下规则更新 ruledt 表原规则： 
①若 rule 为病毒规则，则设 rule 在 FP_DB_VIR 和 FP_db’
中出现的次数为 virc，在 FP_DB_ALL 和 FP_db’中出现次数
为 allc，计算规则 rule 的支持度和置信度，分别如式(4)和   
式(5)所示。 
rule.os’=virc/(|DB|+|db|)                         (4) 
rule.oc’=virc/allc                              (5) 
②若 rule 为正常规则，则设 rule 在小 db 出现的个数为
dbsc，令 os=rule.os, oc=rule.oc，则新的支持度和置信度分别
如式(6)和式(7)所示。 
rule.os’=|DB|os/(|DB|+|db|)                      (6) 
rule.oc’=|DB|os/(|DB|os/oc+dbsc)                  (7) 
③若 rule.os’和 rule.oc’满足式(3)，则保留并更新该规则，
否则将其从 ruledt 中删除。 
2)新增规则过滤 
按以下方法处理新增规则 rule： 
令 rule 在 db 数据库中出现的个数为 cnz，在 DB 病毒类
中出现的次数为 cn1，在正常类中出现的次数为 cn0，则 
rule.os’=(cnz+cn1)/(|DB|+|db|)                    (8) 
rule.oc’=(cnz+cn1)/(cnz+cn1+cn0)                 (9) 
若 rule.os’和 rule.oc’满足式(3)，则将该规则插入 ruledt。 
3)频繁集更新与保存 
保存更新后的频繁集 FP_DB_VIR 和 FP_DB_ALL，供下
次增量学习使用。 
(4)合并数据表 
将新增 db 数据并入 DB 数据表。 
2.4  算法描述 
ILAC 方法描述如下: 
输入 原始大 DB，新增病毒 db，规则表 ruledt，DB 病毒频繁项
集 FP_DB_VIR，DB 所有频繁项集 FP_DB_ALL，最小支持度 minsup，
最小置信度 mincof，最高置信度 maxcof 
输出 新规则表 ruledt，更新后的频繁项集 
//产生 db 频繁项集 FP_db 











For each rule in FP_db’ do  
bool save = Filter_db(rule,DB)  //条件过滤 
If(save)  //新增该规则 
InsertIntoRuledt(rule,ruledt); 




DB = CombineDb(DB,db); 
3  实验与分析 




3.1  实验数据 
实验采用 10 000 个病毒样本和 10 000 个正常程序进行训
练，其中，5 000 个病毒样本和 5 000 个正常程序为测试集，
所有样本均由金山毒霸反病毒实验室提供。 
3.2  开发环境 
实验环境为 Pentium 4 CPU 3.00 GHz、1 GB 内存、WinXP
系统，使用 VC++6.0 和 MySQL4.0 数据库。 





3.3.1  OOA_Fast_Fp-growth 算法与 ILAC 方法的比较 
由于 OOA_Fast_Fp-growth 算法效率远高于传统 Apriori
方法和 Fp-growth 方法，支持度阈值越小，效果越明显[2]，因
此直接对 OOA_Fast_Fp-growth 算法与本文 ILAC 方法进行比
较。直接使用 OOA_Fast_Fp-growth 算法对 20 000 条训练数
据进行处理，结果如表 1 所示，其中，minsup 表示最小支持
度阈值；mincof 表示最小置信度阈值；virRules 表示挖掘出
的病毒规则数目；NULL 表示在允许时空开销下得不到规则。 
表 1  OOA_Fast_Fp-growth 算法实验结果 
实验序号 minsup mincof virRules 
1 0.09 0.7 111 
2 0.07 0.7 418 
3 0.05 0.7 NULL 
为了使用 ILAC 方法进行增量学习，把 20 000 条记录 D
分为 9 个部分，即 D={D0, D1, D2,…, D8}，其中，D0 包含      
4 000 条记录，病毒和正常记录各占一半；其他部分各包含   
2 000 条记录，D1~D4 为病毒文件；D5~D8 为正常文件。以 D0
为初始数据库，先对 D0 进行一次 OOA_Fast_Fp-growth，得
到初始规则和频繁项集，然后通过增量方法逐一学习剩余的
8 个部分样本集，实验结果如表 2 所示，其中，maxcof 表示
为了保留更多高置信度规则而设置的最高置信度阈值。 
表 2  ILAC 方法实验结果 
实验序号 minsup mincof maxcof virRules
1 0.09 0.7 0.0 8 938 
2 0.07 0.7 0.0 17 445 
3 0.05 0.7 0.0 43 467 










因素，引入最大置信度 maxcof 后，ILAC 能保留更多高置信
度规则。 
3.3.2  ILAC 与其他传统分类器的性能比较 
为了比较 ILAC 与其他传统分类器的性能，以本节所述
20 000 个样本作为训练集和 10 000 个样本作为测试集，在相
同运行环境下，实验结果如表 3 所示，其中，TP 表示正确检
测为病毒的样本数；TN 表示正确检测为正常程序的样本数；
FP 表示错分为病毒的样本数；FN 表示错分为正常程序的样
本数；DR 表示病毒的检出率；ACY 表示分类器的分类精度。 
表 3  不同分类器的分类性能比较 
分类器 TP TN FP FN DR/(%) ACY/(%)
Decision Tree 4 078 4 885 115 922 81.56 89.63 
Naïve Bayes 4 109 4 860 160 891 82.18 89.69 
Lib SVM 4 401 4 857 143 599 88.02 92.58 
















4  结束语 
与传统方法相比，ILAC 方法具有以下优点：(1)能很好
地处理具有类属性的数据集；(2)在挖掘频繁模式时采用改进








它可以被有效用于病毒检测。             (下转第 164 页) 
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图 5  64 级反馈移位寄存器内部结构 










A5 线性反馈函数 2 045 4 
Grain 线性反馈函数  3 839 5 
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