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Abstract. A multilevel method on adaptive meshes with hanging nodes is presented, and the
additional matrices appearing in the implementation are derived. Smoothers of overlapping Schwarz
type are discussed; smoothing is restricted to the interior of the subdomains reﬁned to the current
level; thus it has optimal computational complexity. When applied to conforming ﬁnite element
discretizations of elliptic problems and Maxwell equations, the method’s convergence rates are very
close to those for the nonadaptive version. Furthermore, the smoothers remain eﬃcient for high order
ﬁnite elements. We discuss the implementation in a general ﬁnite element code using the example of
the deal.II library.
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1. Introduction. In this article, we derive a consistent multilevel method for
discretization on meshes with hanging nodes. The implementation for H1- and Hcurl-
conforming ﬁnite elements of arbitrary order is discussed. Our design goals for such
a method are the following:
1. Convergence rates may not be signiﬁcantly worse than on regular meshes
without local reﬁnement.
2. Each step should be performed with optimal computational complexity.
3. The matrix structures involved must be easy to obtain in a ﬁnite element
code and may not severely increase memory requirements.
4. Smoothing should happen only on subgrids without hanging nodes to simplify
cell- or patch-based and hybrid smoothers.
5. The scheme should be able to use the continuity conditions across faces for
any ﬁnite element, for instance, H1- or Hcurl-conformity.
6. The smoother should be eﬃcient for high order ﬁnite elements.
With respect to item 1, we note that, qualitatively, it is clear from work by Bram-
ble [13], Griebel and Oswald [22], and Xu [44] that local smoothing, if correctly
implemented, yields convergence rates independent of the mesh size. Nevertheless,
it is a priori not clear whether the constants in these estimates deteriorate in the
presence of reﬁnement edges. Furthermore, the estimates are usually not uniform in
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the polynomial degree of the ﬁnite element shape functions. In section 3, we provide
numerical evidence that these rates are quantitatively not worse than those obtained
on uniform meshes and depend only weakly on the polynomial degree.
The main focus of this article lies in demonstrating that such a method can be
conveniently implemented within the framework of a general purpose ﬁnite element
code. Item 3 ensures that neither coding eﬀort nor memory requirements at runtime
increase signiﬁcantly due to local smoothing. By item 4, we guarantee that smoothing
schemes which have been developed without local reﬁnement in mind can be easily
applied within our framework. Finally, if the method is to work with higher order
elements or more complicated vector valued elements, then it becomes essential, from
the point of view of code development, that only the continuity information deter-
mined by the node functionals of the ﬁnite element is used as mandated in item 5.
In order to achieve these goals, we follow the route laid out in [30] for discontinuous
Galerkin methods and describe the necessary modiﬁcations for conforming methods
in this article.
When we consider adaptively reﬁned meshes for multigrid methods, we have to
distinguish between meshes with hanging nodes and conforming meshes. The latter
can be generated by either red-green reﬁnement [34] or bisection [32, 38], and often
appear with simplicial meshes. In that case, the question of dealing with hanging
nodes does not arise. Local adaptive multigrid methods for these meshes can be
found, for instance, in [6, 7, 8, 35].
On meshes with hanging nodes, several types of optimal multilevel preconditioners
have been devised:
1. Local smoothing inside the region of local reﬁnement, but not at the inter-
face between reﬁned and coarser regions, was introduced by Brandt [15] for
ﬁnite diﬀerence methods. In McCormick’s monograph [31], this method is
discussed for the ﬁnite volume element method under the name of “multi-
level composite grid scheme.” These methods are used in applications that
allow for dynamically changing meshes in the multigrid procedure [41]. A lo-
cal multigrid method with smoothing on the same subdomain for curl-elliptic
problems with lowest order Ne´de´lec elements was developed in [25]. In this
article, we extend these methods to higher order ﬁnite element methods in
the H1- and Hcurl-conforming case.
2. Local smoothing in the region of local reﬁnement, including the interface be-
tween ﬁne and coarse cells, and the support of basis functions associated with
node values on the interface were introduced in [10]. In [31], this scheme is
applied to ﬁnite volume methods as the “bordered multilevel scheme.” While
this scheme performs very well with standard smoothers, it has drawbacks
from the computational point of view: The “level matrices” used for local
smoothing extend over two levels. Therefore, they cannot easily be decom-
posed into a ﬁne and a coarse part, and avoiding memory overhead comes
at the price of complicated data structures. In addition, the presence of
hanging nodes makes the implementation and analysis of hybrid smoothers
for Maxwell equations like those of Hiptmair [24] and Arnold, Falk, and
Winther [1] more complicated.
3. The method of global coarsening avoids the problem of setting a border to
the subdomain for smoothing by introducing a hierarchy of level spaces where
each space covers the whole computational domain. By choosing the levels
carefully, these methods still maintain optimal complexity. They share the
drawbacks of the bordered scheme but oﬀer advantages in problems with
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global constraints like the zero mean value property of the pressure in in-
compressible ﬂow problems. This method has been applied, for instance,
in [11, 12, 27, 28, 37]. In [10], it is compared to the bordered scheme. Global
smoothing does not yield optimal complexity [8] of the multilevel algorithm,
but in this case no artiﬁcial boundary has to be created.
In a ﬁnite element context, we use purely algebraic elimination for hanging nodes,
thus simplifying the setup of the system. As a consequence, our approach applies to
any conforming ﬁnite element method and to any polynomial order of the shape
functions. Furthermore, there are no ﬁne grid nodes on the “reﬁnement edge,” the
border between a reﬁned and a coarser part of the mesh.
Multilevel methods on adaptively reﬁned meshes using ﬁnite elements and their
analysis go back to [15]. Numerical tests and analysis of multilevel methods applied to
higher order discretizations on uniform meshes are presented in [26]. The convergence
theory for the method we consider is laid out in [13, 14] in a classical multigrid context.
In [22, 44] an abstract convergence theory of the additive and multiplicative multilevel
Schwarz methods is proposed, which applies to the analysis of the block smoother ap-
plied in this article. The theory of the smoother for Maxwell problems is laid out in [1],
at least for regular reﬁnement. Nevertheless, no quantitative considerations on the
eﬀect of local smoothing on the convergence rate are discussed in any of these works.
This article is organized as follows: In the following section, we review the V-
cycle algorithm and derive its description when applied to local smoothing on adap-
tive meshes, leading to Algorithm 2. The splitting of the spaces and operators in
subsection 2.3 implies that our goals 3–5 have been achieved. Furthermore, in subsec-
tions 2.7 and 2.8 we discuss that runtime and memory requirements of one step of this
algorithm are not increased substantially, verifying goal 2. In section 3, we conﬁrm
the eﬃciency of the resulting method with numerical experiments. The key result of
this paper is that computations in two and three dimensions for ﬁnite elements up to
order nine indicate that the convergence speed is independent of the introduction of
reﬁnement edges, and that dependence on the polynomial degree is weak.
2. The algorithm. First let us introduce some notation: We are concerned with
approximating solutions to standard second order elliptic and eddy current boundary
value problems on the bounded open domain Ω ⊂ Rd with d = 2, 3 subject to suitable
boundary conditions by a conforming ﬁnite element method.
In weak formulation, such a problem reads as follows: Find u ∈ V such that for
all v ∈ V it holds that
a(u, v) = (f, v).(2.1)
Here, in the elliptic case, V denotes the subspace of H1(Ω) with suitable boundary
conditions. In the Maxwell case V is the subspace ofHcurl(Ω) with suitable conditions
on the tangential traces at the boundary. The bilinear forms we consider for these
two cases are
aΔ(u, v) = (∇u,∇v),
acurl(u, v) = (∇×u,∇×v)− σ(u, v),
(2.2)
respectively. By (·, ·) we denote the standard inner product of L2(Ω;Rd′) with d′ = 1
and d′ = d, respectively. If d = 2, the operator ∇×u denotes the standard scalar
curl of the two-dimensional vector ﬁeld u, namely, the third component of the three-
dimensional curl applied to the extended ﬁeld (u1, u2, 0). For the eddy current prob-
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Fig. 2.1. A hierarchy of three meshes with local reﬁnement (active cells shaded).
lem, the constant σ is chosen less than the smallest nonzero eigenvalue of the Maxwell
operator.
We approximate solutions to this problem by a conforming ﬁnite element method,
for instance, conforming ﬁnite elements with tensor product shape functions of degree
k (referred to as Qk) or Ne´de´lec elements Nk of order k. To this end, we introduce a
hierarchy of quadrilateral/hexahedral meshes {T}, 0 ≤  ≤ L, obtained from a coarse
mesh T0 by consecutive, possibly local, reﬁnement. Let us point out here that, while
the process of generating such a hierarchy may involve reﬁnement and coarsening of
cells, the ﬁnal hierarchy can be understood as a quadtree/octree graph oriented only
from coarse to ﬁne cells. See Figure 2.1 for an example of such a hierarchy.
In order to compute the approximation of u on the mesh T, we introduce a
basis of ﬁnite element functions on T to generate a “discrete” linear system (see,
e.g., [16, 18]). Restricting the bilinear form a(·, ·) and the linear form in (2.1) to the
ﬁnite element spaces V of dimension n, we obtain linear systems denoted as
Au = f.(2.3)
Here, u and f are vectors in R
n and A is a quadratic matrix of dimension n.
We will refer to the system on the ﬁnest level L as the “global” system in order to
distinguish it from the level problems introduced later.
In order to solve this system, typically a Krylov space solver is employed. In a
Krylov space method, new iterates are formed from residual rk of the current iteration
step k. While these methods use orthogonalization techniques to obtain minimization
properties of the next iterate and speed up performance (see, e.g., [36]), they slow
down on ﬁne meshes. To understand this, it is suﬃcient to consider the Richardson
iteration
uk+1 = u
k
 + ωr
k
(2.4)
as a prototype, denoting that the operation (2.4) is also a part of the conjugate
gradient (cg) method. Here, rk = Ae
k
 = f − Auk is the residual of step k and
ek = u − uk is the error between the true and the iterative solution in step k. While
the addition in (2.4) looks straightforward from the point of view of linear algebra, it
is all but this in the function space setting of elliptic problems. There, the function
uk is in the space H1(Ω), while the residual is in the space H−1(Ω) of bounded linear
forms on H1(Ω) (subject to boundary conditions). The norms of both spaces have
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very diﬀerent scaling behavior if applied to oscillating functions, for instance, standard
ﬁnite element basis functions. In a nutshell, this is the reason why iterative solvers
do not have uniform convergence properties with respect to the reﬁnement level  and
slow down considerably on ﬁner meshes. This problem can be overcome by choosing
a basis with better conditioning, for instance, a hierarchical basis [45] or a wavelet
basis [19, 20], or by multigrid methods.
Remark 1. For convenience, we remark that a discrete element of the dual space
is understood as a vector in the sense li = (l, vi) for all vi ∈ Vh.
In order to speed up convergence, a preconditioner is introduced, which maps the
residual back into a function, transforming, for instance, the Richardson iteration (2.4)
into its preconditioned form
uk+1 = u
k
 + ωP
−1
 r
k
 .(2.5)
For the purpose of this work, P is the multigrid preconditioner studied extensively
in the literature (see, e.g., [13, 23, 44]) and discussed here on locally reﬁned meshes.
Given smoothers S
(i)
 and embedding operators R
T
 : V → V+1, the action of P−1
on a residual vector d can be recursively denoted by the following algorithm.
Algorithm 1 (V-Cycle). Let P0 = A0. Set x
(0) = 0 and compute P−1 d by the
following steps:
1. (Presmoothing) Compute x(m) iteratively by
x(i) = x(i−1) + S(i) (d −Ax(i−1)), i = 1, . . . ,m.
2. (Coarse grid correction) Let
y(0) = x(m) +RT−1P
−1
−1R−1(d −Ax(m)).
3. (Postsmoothing) Compute y(m) iteratively by
y(i) = y(i−1) + S(m+i) (d −Ay(i−1)), i = 1, . . . ,m.
4. Set P−1 d = y
(m).
We consider two variants of the V-cycle:
classical V-cycle. m is ﬁxed to the same number independent of the level ; for
isotropic, elliptic problems, typically one or two steps are enough.
variable V-cycle. The numbers m grow geometrically when the level  decreases.
Namely, for  = 1, . . . , L there exist 1 < β0 ≤ β1 such that
β0m ≤ m−1 ≤ β1m.(2.6)
A typical choice is β0 = β1 = 2, which results in doubling the number of
smoothing steps when reducing the level and leads to a complexity comparable
to the W-cycle. This method is known to yield a uniform preconditioner for
any number of smoothing steps on the ﬁnest level [13].
In the following subsections, we will ﬁrst recast Algorithm 1 in the context of
adaptively reﬁned meshes and local smoothing and then ﬁx a smoother for actual
computations.
2.1. Hanging nodes. We treat reﬁnement edges by introducing “hanging nodes”
on the reﬁned side, not by introducing additional reﬁnement on the coarse side. These
hanging nodes correspond to nominal degrees of freedom in the discretization but are
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constrained through the requirement that ﬁnite element functions must be conform-
ing across the reﬁnement edge. One option for dealing with these degrees of freedom
would be eliminating them completely from the linear system. We do not use this
technique, since it involves a numbering of degrees of freedom, which is not easily
represented in the mesh anymore. Instead, we follow [2, 3, 29] in keeping the degrees
of freedom in the linear system.
If hanging nodes are used, additional equations are needed to deal with them.
These equations are obtained from the continuity condition of the ﬁnite element space.
This condition essentially states that along the reﬁnement edge, the trace of a function
on the reﬁned part of the mesh must be equal to the one on the coarse part. For Hcurl,
this must be the trace of the tangential components, while for H1, it is just the trace
of the function. In general, it is the trace operator that ensures conformity of the
ﬁnite element space.
Thus, we obtain a small linear system of equations, which allows us to eliminate
some of the degrees of freedom on the reﬁnement edge [2]. After doing so, a con-
vention has to be found for representing a function by a coeﬃcient vector. In the
implementation in deal.II, two forms are used:
“condensed.” All degrees of freedom corresponding to hanging nodes are always zero.
This is the natural representation for linear forms, since there is no basis
function in the ﬁnite element space.
“distributed.” The coeﬃcients on the reﬁned side are set such that the functions on
both sides coincide. This is the natural representation for ﬁnite element
functions, since they are conforming.
As an example, for shape functions linear on edges in two dimensions, the dis-
tributed form assigns the mean value of the two neighbors to the hanging node. In
order to convert from the distributed form to the condensed form, half of the value
in the hanging node is added to its neighbors and its value itself is set to zero. The
condensed form is used for the vectors in a linear solver, so as not to spoil the residual
by artiﬁcial values. Then, whenever multiplication with the system matrix, which was
built cellwise and does not know about the hanging node, is needed, a conversion to
distributed and back is needed.
We point out that the concept of hanging nodes is not restricted to linear and
bilinear ﬁnite elements. Details of its application to higher order elements can be found
in [2], and its application to local hp-reﬁnement in [4]. It has been implemented in
the deal.II library [3].
Accordingly, the residual is in condensed form and the vector must be returned in
the same representation. With this information, we can start rewriting Algorithm 1
for locally reﬁned meshes. We will ﬁrst have to determine, what we consider a “level”
in such a case and then determine the subspaces for smoothing.
2.2. Splitting of adaptive meshes into levels. The meshes considered in this
article are obtained from a quasi-uniform, conforming coarse mesh T0 by consecutively
reﬁning mesh cells. In order to achieve high resolution in regions where required,
reﬁnement may be restricted to these areas of the domain; examples for controlling
this reﬁnement can be found in the rich literature on adaptive mesh reﬁnement (see,
e.g., [5, 17, 43]).
We introduce the notion of an active cell of the hierarchy {T} (see, e.g., [2]).
These are the cells which are not reﬁned further in any of the triangulations T. The
shape functions of all active cells constitute the space VL on the ﬁnest level. We can
also consider the hierarchy of meshes as a tree graph where the grid cells correspond
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Fig. 2.2. Splitting of T into T
S
 (shaded cells) and T
L
 (white cells).
to nodes of the graph and “reﬁnement” corresponds to edges. Then, the cells of T0
correspond to the roots of the tree (or rather forest), and active cells are the leaves
(shaded in Figure 2.1).
The level T of the cell T in the triangulation hierarchy {T} is deﬁned recursively
as follows: If a cell belongs to the coarse mesh T0, its level is zero. Otherwise, it is
obtained by reﬁnement of another grid cell Tp, and we set T = Tp +1. Since there is
no notion of coarsening in a single hierarchy {T}, this level is uniquely deﬁned. The
level F of a face is deﬁned to be the highest level of the adjacent mesh cells.
We remark that a triangulation T does not consist of cells on level  only, but
covers the whole domain Ω. Therefore, a single grid cell T with level T can belong
to several meshes T,T+1, . . . , as shown in Figure 2.1. For instance, the shaded cells
on the intermediate level (cell level 1) belong to the meshes T1 and T2, and the white
cell on that level belongs to T1 only.
Each triangulation T will be partitioned into the set of cells strictly on level ,
TS =
{
T ∈ T
∣∣T = },
and the set of cells on lower levels,
TL =
{
T ∈ T
∣∣T < }.
This partitioning is explained in Figure 2.2, where TS2 is shaded and cells in T
L
2 are
white. We remark that cells in TL may contain grid cells of several lower levels.
Obviously, there holds
TS ∪ TL = T, TS ∩ TL = ∅.
By F, we denote the set of all faces of cells in T. In particular, the set of interior
faces Fi is the set of faces Fij = T i ∩ T j , where Ti and Tj are two cells of T. We call
the faces between the sets TS and T
L
 the reﬁnement edge F
E
l between levels  and
− 1, that is,
FE =
⎧⎨
⎩F ∈ Fi
∣∣∣F ∩⋃
T
S

T = F ∧ F ∩
⋃
T
L

T = F
⎫⎬
⎭ .
Mostly for technical reasons, we limit the jump of cell levels T across the reﬁne-
ment edge. To this end, we introduce the following two notions.
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Fig. 2.3. The subspaces V S (dark) and V
L
 (white). The space V
E
 is associated with the
coarse level degrees of freedom in the medium colored region. The space V˜, consists of V
S
 and basis
functions associated with ﬁne level degrees of freedom in the medium colored region.
Definition 2.1. A mesh is one-irregular if the levels of all active cells sharing
a face diﬀer by a maximum of one.
Definition 2.2. A mesh is v-one-irregular if the levels of all active cells sharing
a vertex or a face diﬀer by a maximum of one.
The notion of one-irregular meshes is ubiquitous in the literature on adaptive
reﬁnement with hanging nodes. The additional requirement of being v-one-irregular
acts only at corners of the reﬁnement edge. While one-irregularity was the only
condition on the mesh for discontinuous Galerkin methods [30], it is not suﬃcient if
there are degrees of freedom located on vertices. In this case, we require the mesh to
be v-one-irregular. We point out that, while these conditions are not really necessary
for the analysis or for the implementation (see, e.g., [40]), they are convenient, because
they ensure that reﬁnement edges on diﬀerent levels are separated. In our experience,
they are not harmful, since (a) they will not cause global spread of reﬁnement and
(b) they are consistent with a uniform approximation quality in most cases.
Following [13, 31], we perform the multilevel method on the complete level spaces
V, but we restrict the smoother to the part that is really reﬁned to level , namely,
the subspace of functions with support covered by TS .
2.3. Splitting of level spaces. Partitioning of the spaces V into subspaces
follows the splitting of T:
V = V
S
 ⊕ V E ⊕ V L ,(2.7)
where V S and V
L
 are the functions in V with support in T
S
 and T
L
 , respectively.
V E is the remainder of V. It consists of the functions with support in T
S
 and T
L
 and
is spanned by the coarse level basis functions corresponding to node functionals on
the reﬁnement edge (see Figure 2.3). Note that in the case of discontinuous Galerkin
methods, V E is empty. While these spaces are appropriate for the mathematical
formulation of the method, neither of them appears in the implementation. Instead,
in order to keep data structures easily manageable, we deal with the level spaces V˜
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spanned by the functions in V S and the ﬁne level basis functions on the reﬁnement
edge
◦
V . Since
◦
V  is not part of the algorithm, components of vectors in this subspace
of V˜ either have to be forced to zero or are ignored altogether. This is the main
complication compared to the algorithm for discontinuous Galerkin methods in [30].
A basis for the other subspaces is obtained by restricting the deﬁnition of the basis
of V to the subsets of the triangulation. We will assume that the basis is ordered
in such a way that functions in V S are before those in V
E
 and the functions in V
E

are before all in V L . Then, a function u ∈ V is represented by a coeﬃcient vector
u of the form (u
S
 , u
E
 , u
L
 )
T . Using the splitting of spaces, equation (2.3) can be
partitioned into the system⎛
⎜⎝
ASS A
SE

AES A
EE
 A
EL

ALE A
LL

⎞
⎟⎠
⎛
⎜⎝
uS
uE
uL
⎞
⎟⎠ =
⎛
⎜⎝
fS
fE
fL
⎞
⎟⎠ ,(2.8)
where uS ∈ V S , uL ∈ V L , and uE ∈ V E . The parts of the right-hand side belong
to the corresponding dual spaces. The matrices ASS , A
LL
 , and A
EE
 are the result
of restricting the bilinear form a(·, ·) to the spaces V S , V L , and V E , respectively. In
particular, ASS corresponds to a matrix assembled for the interior degrees of freedom
of the ﬁne cells with homogeneous Dirichlet boundary conditions on the reﬁnement
edge. The matrices ASE and A
ES
 consist of coupling terms from V
S
 to V
E
 and vice
versa. Since we expect the degrees of freedom of V E to be a small number compared
to the whole mesh, these matrices have only a few nonzero entries and can be stored
eﬃciently. Due to the elimination of hanging nodes on the reﬁnement edge, all actual
degrees of freedom in V E are coarse level degrees of freedom. Therefore, in the actual
implementation, the splitting (2.7) reduces to the two spaces V S and V
L
 only, where
V E has been added to the latter. Nevertheless, for the sake of presentation, we will
continue using a splitting in three spaces.
Diﬀering from discontinuous Galerkin methods, the matrix ASS does not origi-
nally exist in our data structures, since the actual level space V˜ includes V
S
 and
◦
V .
Instead of ASS , we generate the matrix
A˜ =
(
ASS 0
0 I
)
,(2.9)
which corresponds to the ﬁne level matrix after eliminating “boundary values” on the
reﬁnement edge. Here, I is the identity on
◦
V , the functions on the reﬁnement edge
including the hanging nodes.
With this setup, we are ready to compute level residuals. Let d, x ∈ V split
into the S, E, and L components, respectively. Since the matrix ASS is not available
to us, we ﬁrst extend dS and x
S
 by zero to vectors in V˜ and compute the auxiliary
vector r˜ = d˜− A˜x˜, composed of rS ∈ V S and a zero component in
◦
V . This yields
the multilevel residual
r =
⎛
⎜⎝
rS −ASE xE
dE −AES xS −AEE xE −AEL xL
dL − ALE xE −ALL xL
⎞
⎟⎠ .
We note that in this formula, only the matrices ASE and A
ES
 actually exist in the im-
plementation. All other parts of the residual are computed recursively on lower levels.
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2.4. Prolongation and restriction. The prolongation of a coarse grid vector
to the next ﬁner mesh in a ﬁnite element context is usually the embedding operator.
It will be used here as well, but we have to study its action on the diﬀerent sub-
spaces. It amounts to representing a coarse grid function by ﬁne grid basis functions.
This operation is usually performed with a stencil computed by interpolation on each
coarse mesh cell. Since the result of this operation is a coarse grid function, values
in hanging nodes will automatically conform to the coarse side of the face. Neverthe-
less, our goal is representing the vector in condensed form. Therefore, an additional
condense operation is necessary. Thus, the structure of the prolongation operator
RT−1 : V−1 → V is as follows:
• The identity for functions in V−1, which are in V L as well.
• Standard embedding from V−1 into V S , taking boundary conditions into
account.
• For those functions in V−1 which require functions in V S and V E for their
representation in V, we use the standard embedding as well, taking into
account that the basis functions in V E after condensation of hanging nodes
have nonstandard shapes and that there are no basis functions for the node
functionals on the reﬁnement edge which do not belong to the coarse grid.
To make sure that the function is still in condensed form we incorporate
boundary conditions into the restriction matrix.
The restriction operator R−1 : V → V−1 is chosen as the transpose of the prolon-
gation operator in order to preserve symmetry of the method.
2.5. Local smoothing. In order to bound the overall complexity of the algo-
rithm linearly by the number of degrees of freedom, we restrict the smoothing method
to the subspace V S , that is, to functions with support inside the region T
S
 . Since the
ﬁne grid degrees of freedom on the reﬁnement edge are eliminated from the global sys-
tem as “hanging nodes” (see, e.g., [29]), they do not contribute to the ﬁne level and can
be smoothened on the coarser level. Smoothing on V L will be performed on a coarser
level as well. Then, the smoother in the local version of the algorithm is given as
S˜
(i)
 =
(
S
(i)
;S 0
0 I
)
, S
(i)
 =
⎛
⎝S(i);S 0 00 0 0
0 0 0
⎞
⎠ ,
where S
(i)
;S is the restriction of the smoother, for instance, the Gauss–Seidel method,
to the space V S and S
(i)
;S is its representation on the whole space V. The operator
S˜
(i)
 is the actually implemented smoothing operator for the matrix A˜. Instead of
Algorithm 3 below, any smoothing method suitable for this matrix could be used here.
Entering the deﬁnitions of grid transfer and smoothing operators for locally reﬁned
grids into Algorithm 1 and simplifying yields the following algorithm.
Algorithm 2. Let P0 = A0 and x
(0) = 0. Then, the action of the operator P−1
on a vector d is deﬁned as follows:
1. (Presmoothing) On the subspace V S only, compute x˜
(m) iteratively by
x˜(i) = x˜(i−1) + S˜(i) (d˜ − A˜x˜(i−1)), i = 1, . . . ,m,
with d˜ = (d
S
 , 0)
T . Let x(m) = (x
(m)
S , 0, 0)
T with x
(m)
S the restriction of
x˜(m) to V S . Since, due to the form of S˜
(i)
 and A˜, the boundary values of
x˜(m) are equal to zero, we have x(m) = (x˜(m), 0)T .
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2. (Coarse grid correction) Let
y(0) = x(m) +RT−1P
−1
−1
(
RS−1(d
S
 −ASS x(m)S ) + dE −AES x(m)S
)
.
3. (Postsmoothing) Compute y(m) iteratively by
y˜(i) = y˜(i−1) + S˜(m+i) (g˜ − A˜y˜(i−1)), i = 1, . . . ,m.
where g˜ = (d
S
 , 0)
T − (ASE y(0)E , 0)T .
4. Set P−1 d = (y
(m)
S , y
(0)
E , y
(0)
L ).
2.6. Overlapping Schwarz smoother. It is well known that standard Jacobi
and Gauss–Seidel smoothers deteriorate dramatically when the polynomial degree of
the ﬁnite element discretization is increased. Therefore, we are looking for a smoother
which is nearly as simple but overcomes this problem. This smoother can be found
by using a multiplicative Schwarz method with subspaces related to cells or patches
of cells. Let {V,k} with k = 1, . . . , N be such a set of subspaces in V S which will
be speciﬁed in detail below. Then, instead of deﬁning the action of the operator S,
the following algorithm directly describes how to obtain x(i) from x(i−1) in the pre-
smoothing step of Algorithm 2 (for details on the relation to S, see, for instance, [44]).
Algorithm 3. One step of the symmetric, multiplicative Schwarz smoother with
right-hand side d is deﬁned by the following:
1. Let y(0) = x˜(i−1).
2. For each k = 1, . . . , N, compute y˜
(k) ∈ V,k as the solution of
A,ky˜
(k) = P,k
(
d˜ − A˜y˜(k−1)
)
,
where P,k is the 
2-projection from V to V,k, and let
y˜(k) = y˜(k−1) + y˜(k).
3. For each k = N, . . . , 1, compute y˜
(2N+1−k) ∈ V,k as the solution of
A,ky˜
(2N+1−k) = P,k
(
d˜ − A˜y˜(2N−k)
)
,
and let
y˜(2N+1−k) = y˜(2N−k) + y˜(2N+1−k).
4. Let x˜(i) = y˜(2N).
Here, A,k is the projection of the matrix A˜ onto the subspace V,k. Postsmooth-
ing is done accordingly.
It remains to specify the subspaces V,k. In the elliptic case, the inversion of cell
matrices has proved very successful for discontinuous Galerkin methods [30]. There,
a block Gauss–Seidel smoother based on inverting cell matrices yields preconditioners
with very weak dependence on the polynomial degree. With continuous elements, an
overlapping smoother is more natural. Thus, for a cell Tk on level  let V,k be the
subspace of functions in V S which are not identically zero on Tk. Computational
results for this smoother are reported in subsection 3.1.
For Maxwell problems, we apply the same type of smoother but follow [1] in
associating the subspaces V,k with all the interior degrees of freedom of a patch
Ω,k of cells around a common vertex on level . It has been proved in [1] that
this smoother yields a uniformly convergent multigrid method on regular meshes. A
crucial ingredient in the proof is an exact sequence of discrete spaces on the chosen
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
2106 BA¨RBEL JANSSEN AND GUIDO KANSCHAT
Fig. 2.4. A mesh hierarchy with the same number of degrees of freedom on each level. Half of
the interior edges bear hanging nodes.
patches. Since smoothing inside the reﬁned region is equivalent to smoothing on a
domain with strong boundary conditions, this sequence retains the same structure as
in the globally reﬁned case, for instance, in three dimensions with Ω the part of the
domain covered by TS ,
H10 (Ω,k)
∪
Zh
∇−→
Hcurl0 (Ω,k)
∪
Vh
∇×−→
Hdiv0 (Ω,k)
∪
Rh
∇·−→
L2(Ω,k)/R
∪
Qh
,
where the discrete spaces Zh, Vh, Rh, and Qh are the conforming ﬁnite element dis-
cretizations by Lagrange, Ne´de´lec, Raviart–Thomas, and discontinuous tensor product
polynomial elements, respectively. Smoothing on the reﬁnement edge would require
a sequence of the spaces modiﬁed to account for patches with hanging nodes. We
report results for this method in subsection 3.2. A smoother with similar choice of
subspaces has recently been applied to the Poisson problem in [39], where optimality
was proved under certain conditions; we point out, though, that the overlap is much
higher than that resulting from using cell matrices.
2.7. Complexity of the algorithm. We show that the number of operations
of Algorithm 2 grows linearly with the number of degrees of freedom on the ﬁnest level
if the classical V-cycle is chosen. To this end, we have to assume that the complexity
of the smoother S
(i)
;S is linear with respect to the dimension of the space it acts on,
which holds for standard relaxation methods as well as incomplete LU and Cholesky
factorization with limited ﬁll-in. It holds for the smoother outlined in subsection 2.6.
First, we note that the pre- and postsmoothing steps operate on V S only; thus
in the whole recursive cycle, every degree of freedom will be touched only once by
these operations. The exception from this are the degrees of freedom in V E , which
are part of the space V˜, and are thus involved in smoothing on level , although not
actually smoothened themselves. Additionally, they will be smoothened on level −1.
Due to the restriction to one-irregular meshes, they will be in V S−1 and will not be
smoothened on any coarser mesh. Thus, they might be operated on at most twice
per smoothing. Figure 2.4 shows that the number of faces with hanging nodes is not
necessarily of lower order than the degrees of freedom but is bounded by them. In
actual adaptive reﬁnement cycles, it is much more likely that the reﬁnement edges
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form a small subset of the total set of edges. In that case, the additional work due to
multiplication with the matrices ASE and AES becomes negligible.
We conclude that the contribution of the two smoothing steps is linear with
respect to the total number of degrees of freedom in the hierarchy {T}, which again
is bounded by the number of degrees of freedom on the ﬁnest level by a geometric sum.
It remains to study the complexity of the grid transfer. According to step 2 of
Algorithm 2, this transfer consists of three parts: First, we have the restriction of the
initial residual dL onto all lower level meshes, which is of the order of the total degrees
of freedom in the hierarchy. Second, we need to restrict the local residuals after local
smoothing. This involves only the result of ASS xS , which, summed up over all levels,
gives again the number of degrees of freedom in the hierarchy. The same holds for
the prolongation operator RT , such that we can conclude that the whole intergrid
transfer is of the order of the number of degrees of freedom in the mesh hierarchy.
The complexity analysis of standard multigrid methods without local reﬁnement
continues by noting that the number of degrees of freedom increases geometrically
by factors of four and eight from one level to the next in two and three dimensions,
respectively. Thus, it is concluded that the complexity of the V-cycle, variable V-cycle,
and W-cycle is bounded linearly by the number of degrees of freedom on the ﬁnest
level. Such an argument is invalid here. In particular, in hierarchies obtained through
adaptive iterations before saturation is achieved, this condition is usually violated.
An extreme example is the hierarchy in Figure 2.4, which exhibits the same number
of degrees of freedom on each level. Thus, we conclude that on general hierarchies we
can show optimal complexity for the V-cycle only with respect to the total number
of degrees of freedom in the hierarchy.
2.8. Memory requirements. The situation for memory requirements is simi-
lar to that of the computational complexity. A standard multigrid method without
hanging nodes involves only the matrices ASS , since the triangulation subsets T
L
 and
FE are empty. The only additional matrices stored in the local method are A
SE and
AES . In the worst-case example of Figure 2.4, these matrices are of about the same
size as ASS . Under the more reasonable assumption that F
E
 is a small subset of the
set of faces, these matrices can be stored in a compact way involving only degrees of
freedom in V E , thus with negligible memory overhead.
3. Numerical experiments.
3.1. The Poisson problem. We test our algorithm with the following model
problem: Let Ω = (−1, 1)d, choose the bilinear form aΔ(·, ·) in (2.2), and let f ≡ 1.
Starting with a single grid cell T0 = {Ω¯}, we apply four reﬁnement strategies:
1. Reﬁnement of each grid cell (global reﬁnement) in each step for comparison.
2. Reﬁnement of all cells in the positive quadrant/octant. Figure 3.1 shows the
resulting grids with ﬁnest cells on levels 2, 3, and 6. The grids are made
v-one-irregular (see Deﬁnition 2.2) to accommodate the multilevel method.
3. Reﬁnement of all cells intersecting the circle of radius 1/(4π). The resulting
grids on levels 3, 4, and 9 are shown in Figure 3.2. Again, the reﬁnement is
smoothened to assure that the grid is v-one-irregular.
4. Applied to the singular solution on a square with a slit, we reﬁne according
to the a posteriori error estimator presented in [43] using the bulk criterion
in [21].
The linear systems resulting from the weak formulation (2.1) on these meshes are
solved by the cg method with the multilevel preconditioner developed above. First,
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Fig. 3.1. Reﬁnement of the positive quadrant, levels 2, 3, and 6, with v-one-irregular closure.
Fig. 3.2. Reﬁnement of a circle, levels 3, 4, and 9, with v-one-irregular closure.
we use tensor product polynomials of degree 1–3 on each cell, denoted by Q1 to Q3.
The start vector is u(0) = 0 on each mesh. The values displayed in the tables are the
number of steps n10 needed to reduce the norm of the residual r by a factor of 10
10
and the average logarithmic convergence rate according to Varga [42]
r¯ :=
1
n
log10
|r0|
|rn| ,
where |rn| is the Euclidean norm of the residual vector rn after the nth cg step. Note
that while r¯ is approximately 10/n10, it is not rounded to a single digit and thus is a
ﬁner measure of convergence speed.
In Table 3.1, we report results for the classical V-cycle with one symmetric pre-
and one symmetric postsmoothing step on each level for the diﬀerent reﬁnement cases;
global reﬁnement is included as a benchmark. As can be seen, the number of steps
is independent of the reﬁnement level in all three cases. Moreover, on locally reﬁned
meshes the method performs only slightly worse. When we turn to the variable V-
cycle, Table 3.2 shows that this is actually reverted if we use only one smoothing
step on the ﬁnest level and choose β0 = β1 = 2 in (2.6). We compared the same
methods to higher order polynomials and obtained the same results. In Table 3.3 we
report convergence rates for reﬁnement of a circle and polynomial spaces up to Q9.
They are independent of the reﬁnement level or of the existence of hanging nodes for
increasing polynomial degree. Tables 3.4 and 3.5 show convergence rates obtained
on a slit domain with uniform and adaptive reﬁnement, respectively. The adaptive
reﬁnement was performed using the estimator proposed in [43].
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
ADAPTIVE MULTILEVEL METHODS WITH LOCAL SMOOTHING 2109
Table 3.1
Iteration steps and convergence rates for the preconditioned cg method. One symmetric pre-
and one symmetric postsmoothing step on each level with Q1-elements in two dimensions.
Global Quadrant Circle
L n10 r¯ n10 r¯ n10 r¯
2 1 16.00 1 16.00 1 16.00
3 3 4.83 1 15.99 3 4.83
4 4 2.84 4 2.56 5 2.29
5 5 2.25 6 1.69 6 1.83
6 5 2.15 7 1.61 6 1.76
7 5 2.12 7 1.60 7 1.44
8 5 2.08 7 1.60 7 1.61
9 6 2.06 7 1.60 7 1.57
10 6 2.02 7 1.60 7 1.59
11 6 1.96 7 1.60 7 1.59
12 6 1.92 7 1.60 7 1.59
Table 3.2
Iteration steps and convergence rates for the preconditioned cg method for Q1-elements. Vari-
able smoothing with one pre- and one postsmoothing step on the ﬁnest level.
Global Quadrant Circle
L n10 r¯ n10 r¯ n10 r¯
2 1 16.00 1 16.00 1 16.00
3 4 2.53 1 15.99 4 2.53
4 9 1.15 6 1.96 6 1.68
5 9 1.16 8 1.39 6 1.78
6 8 1.28 7 1.46 6 1.82
7 8 1.33 7 1.51 7 1.48
8 8 1.35 7 1.56 7 1.58
9 7 1.43 7 1.59 7 1.57
10 7 1.44 7 1.62 6 1.69
11 7 1.44 7 1.64 6 1.73
Table 3.3
Convergence rates for the preconditioned cg method. Reﬁnement into a circle in 2d. Variable
smoothing with one pre- and one postsmoothing step on the ﬁnest level.
L Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9
2 16.0 1.9 1.9 1.6 1.7 1.5 1.5 1.5 1.5
3 2.5 1.3 1.3 1.5 1.5 1.5 1.4 1.5 1.4
4 1.7 1.4 1.5 1.5 1.5 1.5 1.4 1.5 1.5
5 1.8 1.5 1.6 1.6 1.6 1.6 1.5 1.5 1.5
6 1.8 1.7 1.7 1.7 1.6 1.6 1.6 1.6 1.5
7 1.5 1.5 1.6 1.5 1.5 1.5 1.5 1.5 1.4
8 1.6 1.6 1.6 1.6 1.6 1.6 1.6 1.6 1.5
9 1.6 1.6 1.6 1.7 1.6 1.6 1.6 1.6 1.5
10 1.7 1.7 1.7 1.7 1.7 1.7 1.6 1.6 1.6
11 1.7 1.7 1.7 1.8 1.7 1.7 1.7 1.7 1.6
12 1.7 1.7 1.7 1.7 1.7 1.8 1.7 1.7 1.6
In three dimensions, we compute the same test cases on the cube (−1, 1)3 for
examples of the resulting locally reﬁned meshes we refer to in Figure 3.3. Convergence
rates of the preconditioned cg method for this case are shown in Tables 3.6 and 3.7.
Again, we see that the convergence rates are independent of the reﬁnement level
and nearly independent of the presence of hanging nodes on all meshes. Table 3.8
shows that the convergence rates in three dimensions as well are independent of the
reﬁnement level or of the existence of hanging nodes for increasing polynomial degree.
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Table 3.4
Convergence rates for the preconditioned cg method. Slit domain with uniform reﬁnement.
Smoothing with one pre- and one postsmoothing step on each level.
L Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9
2 6.60 15.49 14.86 14.55 14.22 13.78 13.29 13.03 11.49
3 3.13 3.02 2.47 2.35 2.27 2.24 2.16 2.15 2.07
4 2.31 2.51 2.23 2.15 2.19 2.16 2.06 2.08 2.06
5 2.12 2.35 2.14 2.07 2.15 2.16 2.06 2.08 2.06
6 2.03 2.29 2.11 2.04 2.13 2.16 2.06 2.08 2.06
7 2.00 2.26 2.09 2.02 2.11 2.16 2.06 2.08 2.06
8 1.95 2.24 2.08 2.00 2.10 2.16 2.06 2.08
9 1.91 2.20 2.06 2.03 2.09 2.16
10 1.88 2.17 2.06 2.02
Table 3.5
Convergence rates for the preconditioned cg method. Slit domain with adaptive reﬁnement.
Smoothing with one pre- and one postsmoothing step on each level.
L Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9
2 6.60 3.02 2.47 2.35 2.27 2.24 2.16 2.15 2.07
3 3.89 1.91 1.90 1.85 1.84 1.83 1.80 1.81 1.77
4 1.59 1.68 1.72 1.72 1.72 1.72 1.73 1.78 1.76
5 1.42 1.67 1.72 1.70 1.71 1.72 1.72 1.79 1.76
6 1.34 1.53 1.71 1.69 1.70 1.72 1.73 1.79 1.76
7 1.38 1.53 1.69 1.69 1.70 1.73 1.74 1.80 1.77
8 1.42 1.51 1.67 1.70 1.71 1.73 1.75 1.80 1.78
9 1.40 1.51 1.67 1.70 1.72 1.74 1.76 1.81 1.78
10 1.44 1.53 1.56 1.70 1.73 1.75 1.77 1.81 1.79
11 1.45 1.52 1.53 1.70 1.73 1.75 1.78 1.81 1.80
Fig. 3.3. Locally reﬁned meshes in three dimensions. First octant reﬁned to level 4 (left), and
ball reﬁned to level 6 (right).
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Table 3.6
Performance of the preconditioned cg method in three dimensions. One symmetric pre- and
one postsmoothing step on each level.
Q1-elements Q2-elements
Global Octant Ball Global Octant Ball
L n10 r¯ n10 r¯ n10 r¯ n10 r¯ n10 r¯ n10 r¯
2 1 16.00 1 16.00 1 16.00 3 4.76 3 4.76 3 4.76
3 2 5.38 1 16.85 2 5.38 4 2.99 5 2.70 4 2.99
4 4 3.13 5 2.28 5 2.08 5 2.51 6 1.72 6 1.73
5 5 2.28 7 1.60 6 1.94 5 2.35 7 1.58 6 1.70
6 5 2.15 7 1.58 6 1.89 5 2.28 7 1.57 6 1.70
7 5 2.08 7 1.58 8 1.37 5 2.27 7 1.57 8 1.35
8 5 2.03 7 1.58 7 1.52 7 1.57 7 1.50
Table 3.7
Performance of the preconditioned cg method in three dimensions. Variable block smoothing
with one pre- and one postsmoothing step on the ﬁnest level.
Q1-elements Q2-elements
Global Octant Ball Global Octant Ball
L n10 r¯ n10 r¯ n10 r¯ n10 r¯ n10 r¯ n10 r¯
2 1 16.00 1 16.00 1 16.00 5 2.39 5 2.39 5 2.39
3 4 2.99 1 16.85 4 2.99 7 1.57 5 2.17 7 1.57
4 8 1.32 6 1.94 6 1.84 7 1.46 7 1.58 7 1.55
5 8 1.30 7 1.50 6 1.89 7 1.44 7 1.52 6 1.70
6 8 1.32 7 1.51 6 1.94 7 1.51 7 1.56 6 1.76
7 7 1.44 7 1.57 7 1.46 7 1.55 7 1.60 8 1.41
8 7 1.47 7 1.62 7 1.57 6 1.69 7 1.55
Table 3.8
Convergence rates for the preconditioned cg method. Reﬁnement into a ball in three dimensions.
Variable block smoothing with one pre- and one postsmoothing step on the ﬁnest level.
L Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8
2 16.0 2.4 2.0 1.8 1.7 1.5 1.5 1.43
3 3.0 1.6 1.5 1.4 1.6 1.5 1.4 1.44
4 1.8 1.6 1.5 1.5 1.5 1.5 1.4 1.44
5 1.9 1.7 1.6 1.6 1.6 1.6 1.5 1.52
6 1.9 1.8 1.7 1.7 1.7 1.7 1.5 1.58
7 1.5 1.4 1.4 1.4 1.4 1.4 1.4
8 1.6 1.6 1.6 1.6 1.6 1.7 1.6
9 1.4 1.4 1.5 1.5 1.4 1.5
10 1.5 1.4 1.5 1.5
11 1.4 1.4
3.2. The eddy current problem. In this section we study the application to
discretization of the bilinear form acurl(·, ·) with σ = 1 and the curl-conforming ele-
ments introduced by Ne´de´lec in [33] (with their natural restriction to two dimensions),
denoted as Nk, where the element for k = 0 has constant tangential traces. We use
the L-shaped domain Ω = (−1, 1)2 \ (0, 1)2 in two dimensions and the right-hand side
f = (1, 1)T . The AWF smoother is implemented using the QR-method for inversion
of the local problems on each patch. The global discrete problems are solved by a
GMRES method with reorthogonalization, since the operator is indeﬁnite. For mesh
reﬁnement, we use the error estimator from [9].
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Table 3.9
GMRES convergence rates for the Arnold–Falk–Winther smoother depending on mesh level L
and order of Ne´de´le´c space Nk. Uniform meshes and adaptive meshes. Last three lines show adaptive
iteration steps 16–18 instead of ﬁnest level L.
Uniform mesh Adaptive reﬁnement
L N0 N1 N2 N3 N4 N0 N1 N2 N3 N4
2 2.17 1.72 1.68 1.60 1.60 2.17 1.72 1.68 1.60 1.60
3 1.34 1.54 1.76 1.75 1.74 1.22 1.35 1.27 1.30 1.28
4 1.36 1.57 1.74 1.77 1.82 1.29 1.34 1.22 1.23 1.26
5 1.39 1.62 1.68 1.79 1.83 1.26 1.26 1.22 1.27 1.27
6 1.39 1.65 1.71 1.81 1.86 1.25 1.04 1.34 1.27 1.27
7 1.39 1.67 1.72 1.83 1.87 1.27 1.13 1.26 1.27 1.27
8 1.40 1.65 1.72 1.84 1.88 1.28 1.11 1.18 1.19 1.15
9 1.40 1.63 1.71 1.85 — 1.29 1.13 1.24 1.27 1.21
S16 1.27 1.13 1.32 1.33 1.32
S17 1.33 1.15 1.32 1.29 1.33
S18 1.25 1.13 1.35 1.32 1.34
Table 3.10
GMRES convergence rates for the Arnold–Falk–Winther smoother in three dimensions, adaptive
meshes on the “L-shaped” cube Ω = (−1, 1)3 \ (0, 1)3.
L N0 N1 N2 N3
2 1.65 1.06 0.85 0.75
3 1.07 0.93 0.82 0.68
4 1.07 0.96 0.90 0.75
5 1.04 0.94 0.95 0.87
6 0.95 0.93 0.96 0.86
7 0.91 0.95 0.96 0.86
8 0.93 0.95 0.96 0.86
9 0.93 0.86 0.96 0.86
In Table 3.9, we report convergence rates for one pre- and one postsmoothing
step of the smoother for curl-conforming methods. First, in all columns, we observe
convergence rates independent of the mesh size. For N0, these results coincide with
those reported in [1]. Additionally, the convergence rates appear independent of the
polynomial degree. The numbers for uniform and adaptive reﬁnement, where we used
the case in Figure 3.2, are the same; thus the method is also robust with respect to
local reﬁnement.
In three dimensions, we choose as our domain the cube with one corner removed,
Ω = (−1, 1)3 \ (0, 1)3, and the right-hand side f = (1, 1, 1)T . In Table 3.10, we report
results for adaptive meshes and varying polynomial degrees, conﬁrming the robustness
observed in the previous examples.
Conclusions. Amultigrid method with local smoothing on locally reﬁned meshes
with conforming ﬁnite elements of arbitrary order was derived. In particular, we
discussed a consistent treatment of hanging nodes on the reﬁnement edge. Since
smoothing is applied only locally, this method performs with optimal computational
complexity. The resulting convergence rates are mesh independent, and the presence
of hanging nodes has a small eﬀect.
Acknowledgments. The authors thank W. Bangerth and M. Besier for their
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deal.II library [2, 3]; it will be part of future versions of this library, and an example
of its use will be incorporated into the deal.II tutorials.
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