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RESUM (màxim 50 línies) 
 
 
Este proyecto pretende analizar las últimas tendencias tecnológicas en 
Infraestructuras de Telecomunicaciones y Tecnologías de la Información y las 
Comunicaciones (TIC) aplicadas en el ámbito empresarial, como son la integración de 
servicios unificados, a través de un estudio, en forma de consultoría tecnológica, para la 
implantación de una red de comunicaciones en una empresa ficticia de ámbito nacional, 
con el fin de adecuarla a las necesidades de hoy en día. La red desarrollada ha sido la 
base de una implementación real operativa actualmente en funcionamiento.  
  
En primer lugar analizaremos el concepto de referencia de una red de nueva 
generación NGN, la integración de las redes de comunicación tradicionales (telefonía 
fija, móvil e Internet) en una única plataforma de comunicación conocida como Todo IP.  
 
Las arquitecturas que han permitido su desarrollo basado en IP, como la 
arquitectura de transporte MPLS que ha permitido dotar a la infraestructura IP de un 
servicio orientado a la conexión, con ingeniería de tráfico que automatizan las tareas de 
gestión y aportan calidad de servicio, para soportar servicios en tiempo real, como la 
telefonía, las videoconferencias o la televisión. 
  
La movilidad constante de empleados y la globalización de los mercados que 
permite disponer de sucursales en cualquier parte del mundo, necesitan de un acceso 
seguro que garantice que la información que envían o reciben no pueda ser vista por 
cualquiera. Las VPN-MPLS garantizan la integridad, confidencialidad y privacidad de la 
comunicación. 
 
Tener una infraestructura de comunicaciones integrada, permite dotarla de una 
gran gama de servicios IP multimedia como la telefonía IP (VoIP) y las 
videoconferencias, las comunicaciones unificadas, o la integración de diferentes 
servicios empresariales, como los centros de contacto, las plataformas de gestión de 
relaciones, de la cadena de suministro o la planificación de recursos empresariales.  
  
Por último, se realizará la planificación y el diseño de la red de comunicaciones y 
del equipamiento necesario. En este bloque además, se recogerán los planes de 
contingencia, disponibilidad y seguridad que se tendrán en cuenta para que la red y los 
servicios que se prestan no se vean afectados por incidencias que puedan poner en 
peligro su funcionalidad.   
 
Se incorporan también dos apéndices relacionados con “las buenas maneras de 
hacer” de los responsables en TI de las empresas. El primero está destinado a incorporar 
una estructura de trabajo TI para mejorar la calidad y eficiencia de las operaciones, 
tanto internamente entre departamentos y empleados, como externamente con 
clientes y asociados. El segundo se centra en un movimiento denominado “Green TI” 
que busca como definir, propagar e incentivar la eficiencia energética en las TIC. 
           
Al finalizar el proyecto, como conclusión, se verá implementada una red de 
comunicaciones moderna y viable, que dotará de todos los servicios y contenidos que 
una empresa de cualquier tamaño y sector comercial necesita. Se tendrá en cuenta los 
factores medioambientales, capaz de conciliar la vida personal y profesional de sus 
empleados, y sobretodo innovadora, eficiente y productiva. 
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I Presentación 
 
 
En los últimos años, las Tecnologías de la Información y las Comunicaciones, TIC [1], 
han pasado de ser una herramienta para automatizar sistemas a ser una herramienta de 
reingeniería, que crea valor e innovación, y estimula la productividad y la generación de 
negocio.  
La actual infraestructura tecnológica de los centros de procesamiento de datos, CPD 
[2], debe evolucionar hacia una nueva generación más eficiente, con capacidad de adaptación 
a un entorno en constante cambio, que debería de facilitar la puesta en marcha de servicios 
empresariales [3] que sirvan de soporte al crecimiento futuro del negocio de un organización 
empresarial, al mismo tiempo que reducen gastos. También se deben adoptar posturas de 
Responsabilidad Social Corporativa [4], más allá del mero cumplimiento de las normas, que 
impliquen a todos los empleados.  
En primer lugar, hay que tener en cuenta que el cambio es y será una constante. Toda 
transformación implica tener la visión de hacer más con menos, en buscar la productividad en 
cada una de las actividades, en crear calidad desde el primer momento. Es invertir en 
herramientas y metodologías, en organizarse en centros de producción específicos. Es contar 
con un equipo humano altamente preparado, técnica y funcionalmente. Es garantizar la 
actividad presente y futura. 
Para conseguirlo se requiere de un control adecuado de los procesos [5], internos y 
externos, y de su infraestructura de red y sistema informático, que asegure que se cumplen 
unos niveles de servicio [6] deseados. Pero también de los principales activos de la empresa, 
clientes, proveedores y trabajadores, así como de la competencia y de los mercados. 
 
Ya no es importante que es lo que posee una empresa sino lo que saben: su 
conocimiento, su capital intelectual. Considerando que el conocimiento carece de valor si no 
es transmitido o transformado en mayor conocimiento, la mejor definición que podemos darle 
es: la capacidad de convertir datos e información, de forma estructurada, en acciones 
coherentes y efectivas. 
 
Desde la perspectiva tecnológica, el objetivo de la gestión del conocimiento es poner al 
alcance de cualquier empleado, proveedor, colaborador o cliente, la información que necesita 
en el momento preciso que la necesita, con la finalidad de convertir el conocimiento individual 
en colectivo. 
Prólogo  
DISEÑO Y PLANIFICACIÓN DE UNA RED DE 
COMUNICACIONES DE NUEVA GENERACIÓN 
Presentación II 
 
Todos estos factores repercuten en la creación de una organización homogénea, 
donde todos sus miembros hablan un mismo idioma, minimizando la posibilidad de conflictos 
que puedan dinamitarla. 
En definitiva, la apuesta por la innovación basándose en las tecnologías de la 
información como motor de cambio, se perfilan como un antídoto efectivo para minimizar el 
impacto de la crisis actual, para estimular el negocio y dotar a los servicios de valor añadido 
frente a los competidores. Y es que las TIC son las herramientas más eficaces para estimular la 
productividad, aumentando la eficiencia de cualquier recurso, ya sea humano o no, ayudando 
a generar nuevas oportunidades de negocio. 
El objetivo de este proyecto es analizar las últimas tendencias tecnológicas en 
Infraestructuras de Telecomunicaciones y Tecnologías de la Información y las Comunicaciones 
aplicadas en el ámbito empresarial, a través de un estudio, en forma de consultoría 
tecnológica, para la implantación de una red de comunicaciones en una empresa ficticia de 
ámbito nacional, con el fin de adecuarla a las necesidades de hoy en día. 
 
 
 
“El progreso no es un accidente, es una necesidad, una parte de la naturaleza” 
“Si un hombre no tiene sus conocimientos en orden, cuantos más posea mayor será 
su confusión” 
 
Herbert Spencer (1820-1903), filósofo, biólogo y 
sociólogo británico considerado el padre de la filosofía 
evolucionista más conocida como Darwinismo social. 
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REDES DE NUEVA GENERACIÓN 
 
1. El concepto “Next Generation Network – NGN” 
La antigua pretensión de una única plataforma de comunicaciones que pueda 
transportar todo tipo de tráfico se ha conseguido con el protocolo IP [7]. Frame Relay [8] no ha 
conseguido adecuarse a los anchos de banda requeridos. Con ATM [9] no llegó a triunfar ni 
como tecnología de WAN [10] ni de LAN [11], debido principalmente a su velocidad. 
La tendencia actual de integrar todo tipo de servicios en una única plataforma de 
comunicaciones basada en IP/Ethernet [12], más conocida como “Todo IP”. ToIP ha puesto de 
manifiesto las carencias que tienen las soluciones IP clásicas en temas como la capacidad, la 
calidad de servicio, la seguridad, la fiabilidad y la escalabilidad.  
Para solucionar estos problemas han aparecido en el mercado multitud de equipos, 
técnicas, tecnologías y protocolos, que combinados de una manera adecuada pueden permitir 
la realización de modelos de red que proporcionen todo tipo de servicios multimedia. Este 
nuevo modelo de red es conocida como NGN, red de nueva generación. 
NGN no es sino un modelo de arquitectura de redes de referencia que debe permitir 
desarrollar toda la gama de servicios IP multimedia [13] así como Servicios Multimodales [14] 
como son las comunicaciones VoIP, video-comunicación, mensajerías integradas multimedia, 
integración de servicios IPTV o domótica, por ejemplo.  
1.1. Ventajas frente a otras redes 
a) Ofrece diferentes clases de servicios con confiabilidad 
 
A diferencia de Internet, que ofrece servicios “best-effort” *15], las redes NGN 
pueden distinguir los paquetes que pertenecen a cada aplicación (VoIP, vídeo, datos 
particulares de una empresa sobre una VPN,…), y por tanto, asegurar la calidad de 
servicio necesaria para cada uno. 
 
b) Transporte de tráfico en tiempo real. 
 
Hasta hace poco los enrutadores se tomaban mucho tiempo en las 
operaciones de procesar, recolectar y re-ensamblar los paquetes de la información, 
que imposibilitaban el transporte de tráfico sensible al retardo, como la voz. 
 
Sin embargo, la reciente generación de enrutadores de altas velocidades 
gigabit (109)  y terabit (1012) por segundo, tanto en la transmisión como en el 
procesamiento de paquetes, conocidos como Switched-Routing, han generado 
retardos casi imperceptibles para el usuario. 
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Combinando enrutadores ultra rápidos con mecanismos que permitan 
diferenciar los servicios, las redes NGN soportan perfectamente servicios como la 
telefonía y la televisión en vivo. 
 
c) Interoperabilidad completa con la PSTN 
 
Las redes NGN soportan tráfico telefónico permitiendo su intercambiando con 
las redes tradicionales de circuitos conmutados (PTSN) y la red digital de servicios 
integrados (RDSI). Por tanto, soportan todo tipo de funcionalidad básica de estas 
redes, como el tono de llamada, el establecimiento, la finalización de llamadas, la 
portabilidad numérica, servicios de emergencia, llamadas gratuitas, facturación 
detallada, detección de numeración de entrada, desvíos, transferencias,…. 
 
 
d) Facilita el despliegue de servicios tanto actuales como futuros 
 
En las redes NGN, el ancho de banda de transmisión puede ser tan alto como 
sea necesario, la única limitación es la capacidad propia de la red. Al tratarse de una 
red multiacceso permite la integración de servicios fijos y móviles formando una 
plataforma multiservicio. 
 
e) Disponibilidad permanente de servicios 
 
Dispone de una red con redundancia, lo que implica asegurar la disponibilidad 
permanente de los servicios.  
 
f) Simplifica la estructura de red en comparación a la red clásica. 
 
 
Fig 1.1. Comparativa de una estructura de red clásica frente a una de nueva generación 
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1.2. Elementos que la forman 
 
Fig 1.2. Arquitectura de red NGN genérica 
 
Los elementos indispensables con los que debe contar toda red que pretenda ser 
considerada como NGN son las siguientes: 
 Los sistemas de transmisión deben estar basados en tecnologías ópticas WDM. 
 La red de conmutación de paquetes debe ser IPv4/IPv6, con elementos de 
conmutación  de alta velocidad, Gigabit Switch-Router (GSR) o Terabit Switch-Router 
(TSR) [16]. 
 La esencia de la red se basa en tecnología MPLS [17]  permitiendo servicios de 
ingeniería de tráfico  (TE), redes privadas (VPN),…, y asegurando un completo mallado 
de la misma. 
 La convergencia de los servicios se realiza sobre la misma infraestructura de red, por 
tanto, debe aportar movilidad generalizada y permitir migrar cualquier tipo de red 
actual sin ningún problema. 
  Debe de disponer de interfaces abiertos y protocolos estándares. 
 Debe dar soporte a diferentes servicios de diferentes naturalezas: real time / non real 
time, streaming [18], servicios multimedia (voz fija o móvil, datos, vídeo). 
 Dispone de soporte nativo de multicast [19]. 
 Debe disponer de políticas de calidad de servicio efectivas y totalmente operativas que 
garanticen los servicios de extremo a extremo. 
 Debe disponer de políticas de seguridad tanto a nivel de red como de cliente. 
 Debe desarrollar una estructura de red escalable que permita evoluciones futuras de 
forma gradual. 
 Debe incorporar políticas de fiabilidad y disponibilidad, tanto a nivel de equipos como 
del sistema. 
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2. IMS - El subsistema de control del modelo NGN 
Una red NGN necesita de quién la controle, de forma centralizada y deslocalizada, los 
diálogos con los terminales de los usuarios para la prestación de cualquiera de los servicios que 
estos requieran.   
 
 
 
 
 
 
 
 
Fig 1.3. Elementos funcionales de una arquitectura NGN 
 
En concreto, IMS “IP Multimedia Subsystem” es el subsistema de control de voz y de 
sesiones de datos, del acceso, despliegue y ejecución de servicios multimedia estándar y 
comunes para todas las aplicaciones, sobre una red convergente (múltiples tipos de acceso y 
múltiples tipos de servicio), como es el modelo de arquitectura NGN. 
 
 
Fig 1.4. Estructura de una red convergente 
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IMS representa pues la convergencia entre los servicios multimedia fijos y móviles, 
aunque no define que aplicaciones o servicios se pueden ofertar a través de su arquitectura. 
El modelo IMS se basa en tres ejes fundamentales: 
1. Se requiere sólo de conectividad IP del cliente y por tanto, IMS es indiferente al tipo de 
acceso siempre que éste sea de banda ancha. 
 
2. Se garantiza la deslocalización, es decir, la movilidad entre las redes fijas y móviles, así 
como accesibilidad de las aplicaciones entre diferentes terminales (móvil, PDA, PC, …) 
 
3. Como principio tecnológico, promueve el uso de las tecnologías de la información para 
la integración de las comunicaciones personales (voz, mensajería, chat,…) con las 
aplicaciones IT “Informática y Telecomunicaciones” mediante los protocolos IETF [20]. 
 
2.1. Protocolos utilizados por IMS 
2.1.1. Control de la sesión: SIP y SDP. 
Para el control de la sesión mediante el protocolo de control de llamada IMS, 
basado en SIP [21] y SDP [22].  
La señalización de IMS se realiza mediante el protocolo SIP (Session Initiation 
Protocol), diseñado para la gestión de sesiones multimedia en Internet. SIP aporta las 
funciones para el registro, establecimiento, modificación y finalización de las sesiones IMS 
entre dispositivos diversos.  
Puesto que no todos los dispositivos son capaces de soportar los mismos servicios, al 
establecer la sesión se negocian las características de ésta mediante el protocolo SDP (Session 
Description Protocol). Mediante SDP, los extremos de una sesión pueden indicar sus 
capacidades multimedia y definir el tipo de sesión que desean mantener. En este intercambio 
de señalización se negocia también la calidad de servicio, tanto durante el establecimiento 
como durante la sesión en curso. 
  Por ello, y puesto que con IMS es posible monitorizar en todo momento la calidad del 
servicio en términos de latencia, ancho de banda y seguridad, la calidad del servicio en IMS es 
mucho más dinámica que en las tradicionales redes de telecomunicación.  
2.1.2. Para el transporte en red: IPv6. 
La razón es que IPv6 está siendo paulatinamente desplegado en Internet y existen 
muchas empresas e instituciones que ya lo emplean internamente. Entre las ventajas de IPv6 
cabe destacar la calidad de servicio y seguridad integradas, la auto configuración, un mayor 
espacio de direccionamiento, y que el tráfico en el plano de usuario se transfiere directamente 
entre terminales siguiendo el modelo P2P [23]. 
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2.1.3. Para la provisión de servicios multimedia: RTP, RTCP, RSVP y DiffServ. 
 
Para la provisión de servicios multimedia se utilizan diferentes protocolos como RTP 
(Real Time Protocol) [24] y RTCP (Real Time Control Protocol) [25] para el transporte de flujos 
IP multimedia en el plano de usuario, o RSVP (Resource Servation Protocol) [26] y DiffServ [27]  
para asegurar la calidad extremo a extremo. 
 
2.2. Elementos que lo forman 
 
Fig 1.5. Estructura interna de subsistema de control IMS 
2.2.1. Control del estado de llamada “Call State Control Funtion – CSCF” 
 En la arquitectura genérica de una subsistema de control IMS, la entidad funcional 
clave es el nodo CSCF (Call State Control Function – Función de Control del Estado de Llamada), 
que integra, a su vez, tres subsistemas: P-CSCF (Proxy CSCF), S-CSCF (Serving CSCF) y I-CSCF 
(Interrogating CSCF). Éstos tres subsistemas son los encargados, básicamente, de procesar y 
encaminar la señalización, controlar los recursos del subsistema de transporte, realizar el 
registro y autentificación de los usuarios, aprovisionar los servicios IMS mediante el desvío de 
la señalización a los servidores de aplicación en cuestión, y generar los registros de tarificación.  
 
2.2.1.1. El subsistema de gestión y control de sesiones “Serving CSCF – S-CSCF” 
 
El Serving CSCF es el nodo que realiza la gestión de las sesiones SIP en la red IMS y 
coordina con otros elementos de la red el control de las llamadas/sesiones. El S-CSCF es 
responsable por las siguientes funciones: 
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 Registro SIP – procesa solicitudes de registro SIP (SIP REGe de datos y condición de 
suscriptores durante la duración de la sesión de registro). 
 Control de la Sesión – ejecuta el establecimiento de la llamada/sesión, modificación y 
terminación. 
 Control de Servicio – interactúa con los Servidores de Aplicación (Application Server) 
para soporte de servicios y aplicaciones.  
 Monitorización de la llamada y generación de registros de tarifación.  
 Provee seguridad para la sesión. 
 
 
2.2.1.2. El subsistema de acceso a la red IMS “Proxy CSCF – P-CSCF” 
 
El Proxy CSCF es el primer contacto para que un dispositivo SIP obtenga acceso a la red 
IMS a partir de una red orientada a paquetes. El elemento P-CSCF es responsable de: 
 
 Provee el enrutamiento SIP entre los dispositivos SIP y la red IMS 
 Es quién ejerce las políticas de calidad de servicio dentro de la red IMS, coordinando el 
acceso a la red así como autorizando el control de los recursos a utilizar. 
 Ejecuta la política de control local para los servicios de emergencia. 
 También realiza asistencia telefónica de los planes locales de numeración bajo dirección 
del Serving-CSCF.  
 
 
2.2.1.3. El subsistema de direccionamiento interno “Interrogating CSCF – I-CSCF” 
 
El Interrogating-CSCF es el punto de contacto en la red IMS para todas las conexiones 
destinadas a un suscriptor de la red, o para un suscriptor que la está visitando (roaming). Las 
funciones ejecutadas por el I-CSCF son: 
 
 Asigna un Serving-CSCF para un usuario que ejecuta un registro SIP. 
 Obtener del HSS (Home Subscriber Subsystem) la dirección del S-CSCF más adecuado 
basándose en parámetros como capacidad y carga. 
  Redirecciona las peticiones SIP durante una sesión al Serving-CSCF del usuario que envía 
dicha petición. 
 Encamina las peticiones o respuestas SIP para la asignación del Media Gateway más 
adecuado para el establecer una llamada en la red pública conmutada (PSTN). 
 Al ejecutar estas funciones citadas arriba, el operador puede usar el I-CSCF u otras 
técnicas para ocultar la configuración, capacidad y topología de su propia red del mundo 
externo. 
 
2.2.1.4. La base de datos de clientes “Home Subscriber System – HSS” 
IMS dispone también de una base de datos o HSS (Home Subscriber System) que 
describe a cada cliente, su localización, sus terminales y sus derechos de acceso a las distintas 
aplicaciones.  
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2.2.2. El servidor de multiconferencias “Media Server” 
El Media Server permite multiconferencias mezclando los media streams de varios 
participantes. Está dividido en el MRFC (Media Resource Function Controller), que controla los 
media streams establecidos, y el MRFP (Media Resource Function Processor) que se encarga 
de establecer los media streams, basándose en la información suministrada por el S-CSCF y el 
servidor de aplicaciones, en el caso que lo hubiera. 
 
2.2.3. Las diferentes pasarelas de medios “los Media Gateways - MGW” 
En un entorno donde todas las sesiones fueran entre dispositivos de usuario con 
capacidad IP, no necesitaríamos de los Media Gateways. Pero en realidad habrá un período de 
transición muy largo para eliminar totalmente las antiguas redes PSTN y móviles. Por este 
motivo, IMS soporta varios nodos para interconectarse con las redes tradicionales. Éstos son el 
Media Gateway o pasarela de medios MGW, el Media Gateway Control Function, o pasarela de 
funciones de control de medios MGCF, y el Signaling Gateway o pasarela de señalización, SGW. 
Los nodos MGCF (Media Gateway Control Function) e IM-MGW (IP Multimedia 
Gateway) permiten la interconexión de IMS con las redes de conmutación de circuitos (RTB, 
RDSI, GSM, etc.), implementando los planos de control y usuario, respectivamente. El MGCF 
controla uno o más MGW. La función principal de un MGCF es mantener la conexión entre las 
dos redes convirtiendo la modulación de código de pulso (PCM) de la red conmutada 
tradicional PSTN o la red móvil, a un formato de códec de voz basado en IP, y viceversa. 
Mientras que el MGW tiene como función principal el procesamiento de la información 
multimedia entre los usuarios finales. 
 
2.2.4. La pasarela de señalización “Signaling Gateway – SGW” 
Una característica esencial IMS es que la mayoría de la comunicación entre los 
componentes está basada en IP. Solamente hay dos interfaces que no están basadas en IP, que 
son el camino del portador y el de señalización, ambas utilizadas para interactuar con las redes 
tradicionales PSTN y móvil. Para paliar esta limitación se creó el Signaling Gateway, SGW, cuya 
función principal es convertir el protocolo de señalización SS7 [28] de las redes tradicionales a 
IP en la capa de transporte.  
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Capítulo 2 
 
EL NÚCLEO DE UNA RED NGN: 
 LA TECNOLOGÍA MPLS 
 
1. El estándar “MultiProtocol Label Switching – MPLS” 
MPLS (MultiProtocol Label Switching) o Conmutación Multiprotocolar mediante 
Etiquetas, se considera fundamental en la construcción de los nuevos cimientos para la nueva 
Internet. Hasta ahora, Internet se valora más por el servicio de acceso y distribución de 
contenidos que por el servicio de transporte de datos, debido a que se basa en un servicio 
“best-effort”, es decir, no orientado a conexión. Con la arquitectura MPLS está visión ha 
cambiado. 
Tiene sus orígenes en el entorno de las redes ATM y Frame Relay, aunque rápidamente 
evolucionó tratando de dar respuesta a los problemas de las redes IP.  Se basa en la norma 
IETF RFC 3031 que define su arquitectura para la integración de la información que opera entre 
la capa de enlace de datos (Nivel 2 de la capa OSI) y la capa de red (Nivel 3). Por tanto, fue 
diseñada para unificar el servicio de transporte de datos para las redes basadas en circuitos y 
las basadas en paquetes, pudiéndose utilizar para transportar diferentes tipos de tráfico, 
incluyendo tráfico de voz y de paquetes IP. Combina pues, las funciones de control del 
enrutamiento (Routing) con la simplicidad y rapidez de la conmutación (Switching). 
 
 
Fig 2.1 Funcionalidad del estándar MPLS 
 
La funcionalidad de una arquitectura MPLS se basa en la unión de lo mejor del mundo 
de la conmutación de nivel 2 con la capacidad de control del routing de nivel 3. El control del 
routing nos permite conocer la topología de la red, formando las tablas de enrutamiento. Una 
vez conocida la topología de la red se desatan los procesos relativos a los protocolos de 
intercambio de etiquetas, de tal forma que un nodo conoce la ruta para todos los destinos 
alcanzables (interfaz de salida) y además, conoce la etiqueta a asignar a ese paquete de salida. 
Se evita de esta manera, tener que analizar el paquete a cada salto. 
De sobra es conocido que IP ha sido y será la plataforma común para la convergencia 
de servicios. Cada vez más el servicio básico de  voz está dejando de ser una “utility”, dando 
paso los servicios IP, como son las comunicaciones unificadas y el trabajo colaborativo.  
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 Por otro lado, cada nodo de la red IP tradicional examina la cabecera de los paquetes 
que le llegan y decide la ruta del siguiente salto en función de su valor. Para ello necesita de 
una tabla de enrutamiento, cada vez más grandes y por tanto, implícitamente, este proceso se 
hace cada vez más lento. Si le unimos que toda la red está formada por routers y cada uno 
examina el paquete, el tiempo que tarda el paquete en llegar a su destino podemos 
considerarlo elevado para las exigencias de una red, hoy en día. 
        MPLS pues, se ideo para suplir todas las carencias de las redes IP tradicionales tienen: 
 Disminuir la lentitud del proceso de routing 
 Dotar a la infraestructura IP de un servicio orientado a la conexión. 
 Mejorar las redes IP con nuevas capacidades. 
 Soportar adecuadamente los flujos de servicios con requisitos de “real-time”. 
 Soporte de calidad de servicio QoS y redes privadas virtuales VPN. 
 Facilitar la integración de los protocolos del mundo IP y las redes con tecnología de 
capas inferiores como ATM, Frame Relay, SDH o DWDM. 
 Dotar de procedimientos para facilitar las tareas de gestión de tráfico (Traffic 
Engineering – TE) 
 
1.1. Conceptos sobre MPLS 
1.1.1. La etiqueta MPLS: “Shimm-Header - SH” 
MPLS introduce un encabezado (header) antes del paquete IP, conocido como Shimm-
Header:  
 
 
Fig 2.2. Etiqueta MPLS “Shimm-Header” 
 Los primeros 20 bits forman la etiqueta (label), que es el identificador utilizado para 
identificar un conjunto de paquetes que pueden ser tratados de forma idéntica en el 
proceso de reenvío, aunque estos tengas destinos distintos. Este conjunto de paquetes 
se les denomina FEC (Forwarding Equivalent Class). 
 Los tres bits de “Exp” forman un campo experimental que actualmente se utiliza para 
consideraciones de calidad de servicio. 
 El bit “S” sirve para indicar si esta presenta una pila de etiquetas (1) o si la etiqueta es 
única (0). 
 Los 8 bits restantes “TTL – Time To Live” nos indican el número de nodos MPLS que el 
paquete  ha viajado hasta alcanzar su destino. 
MPLS funciona sobre multitud de tecnologías de nivel de enlace.  En redes basadas en 
IP, se coloca la etiqueta MPLS delante del paquete de red y detrás de la cabecera de nivel de 
enlace.  
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Fig 2.3. Colocación de la etiqueta MPLS en redes basadas en protocolo IP 
En redes ATM y Frame Realy la etiqueta MPLS ocupa el lugar del campo VPI/VCI y DLCI 
respectivamente, para aprovechar el mecanismo de conmutación de ambas redes. 
 
Fig 2.4. Colocación de las etiquetas MPLS en redes basadas en ATM y Frame Relay 
 
Las etiquetas pueden anidarse, formando una pila con funcionamiento LIFO (Last In, 
First Out), el último que entra es el primero en salir, que permite ir agregando o desagregando 
flujos, convirtiendo el mecanismo en escalable.  
Al no tener que examinar la cabecera de red completamente sino basarse en el valor 
de la etiqueta MPLS para reenviar el paquete a su destino se “acelera” el proceso de routing y, 
por consiguiente, la velocidad de envío de los paquetes a su destino. 
 
1.1.2. Componentes de la arquitectura MPLS 
 El componente principal de una red MPLS es el router de conmutación de etiquetas 
LSR (Label Switch Router). Dependiendo de su ubicación dentro de la red, estos routers, se 
conocen como  LSR de frontera (Provider Edge – PE) y el LSR de núcleo (Provider - P). Los 
routers frontera dependiendo de su funcionalidad se denominan, en el caso de ser routers de 
entrada (Ingress Label Edge Router), en caso de ser de salida (Egress Label Edge Router).   
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Fig 2.5. Componentes de una red MPLS 
Los Ingress Label Edge Routers realizan las funciones de etiquetado de los paquetes 
(push) entrantes al dominio MPLS. Los Egress Label Edge Routers son los encargados de la 
supresión de las etiquetas (pop) y envío de los paquetes a su destino a la salida del domino.  
Los LSR de núcleo (backbone) examinan los paquetes en función de su etiqueta y los reenvía 
hacía delante (Forwarding).   
 
1.1.3. Los planos de control y datos 
MPLS combina las funciones de control del enrutamiento (Routing) con la simplicidad y 
rapidez de la conmutación (Switching). Por consiguiente, debe de separar el plano de routing 
del plano del switching. Esto se consigue a través de los Planos de Control y Datos existentes 
en los LSR. Dependiendo de su ubicación se implementan de la siguiente manera: 
 
 
 
 
 
 
 
 
Fig 2.6. Planos de Control y Datos de un LSR Frontera y un LSR Backbone 
 
El plano de control se encarga del intercambio de routing IP  y del intercambio de  
etiquetas MPLS, para la elaboración de la tabla de información base LIB de todos los caminos 
adyacentes. Mientras que el plano de datos se encarga del envío de paquetes basado en 
etiquetas, es decir, de la conmutación a través de la tabla de envío LFIB. 
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1.1.4. El camino MPLS - LSP “Label Switched Path” 
La inteligencia para la asignación de caminos, es decir etiquetas, se concentra en la 
frontera de la red y no en su núcleo. La base del envío de paquetes está en la asignación e 
intercambio de etiquetas (Label Swapping), que permiten el establecimiento de caminos, 
conocidos como “Label Switched Path” – LSP.  
La creación de los caminos LSP debemos considerarla como orientada a la conexión 
porque la ruta se establece antes que cualquier flujo de datos. Cada LSP se crea a base de 
concatenar uno o más saltos en los que se intercambian las etiquetas.  
 
 
Fig 2.7. Creación de caminos MPLS mediante “Label Switched Patch - LSP” 
 
1.1.5 Las tablas de envío MPLS: “Label Information Base - LIB” y “Label Forwarding 
Information Base - LFIB” 
 La generación de las tablas de envío que establecen los LSP, están relacionados con la 
información que se tiene sobre la topología de la red, cuya construcción se realiza mediante 
protocolos de routing como IGRP, RIP, IS-IS, OSPF o BGP. 
 Estas tablas son conocidas como “Label Information Base” LIB. En ella se guarda toda 
la información referente a las etiquetas asignadas por el Label Switch Router, tanto de entrada 
como de salida, acorde con las correspondencias de estas etiquetas a otras recibidas desde 
algún otro LSR vecino, y al interfaz (puerto) por donde han entrado y por donde debe ser 
enviado el paquete de información. 
Por tanto, por cada ruta IP se crea un camino de etiquetas. Durante el envío de 
etiquetas estás se guardan en una tabla de envío conocida como “Label Forwarding 
Information Base” LFIB que asigna a cada entrada de la tabla  como mínimo un par de 
etiquetas entrada/salida para cada interfaz, que son mantenidas hasta que finaliza la entrega 
del paquete a su destino.           
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Fig 2.8. Progreso de los paquetes de datos en función de las tablas de envío MPLS 
 
1.1.6. Protocolos para la distribución de etiquetas MPLS  
Existen tres métodos de distribución de etiquetas: 
 En sentido contrario al flujo de datos, es decir, del router descendente al ascendente. 
 Si un router MPLS toma la decisión de asignar una etiqueta y esté la comunica a los 
routers ascendentes se conoce como no solicitada. 
 Si es bajo demanda, significa que el router ascendente le hace la petición al 
descendente y una vez informado lo almacena en su LIB como salida. 
 
Las correspondencias de etiquetas son distribuidas por medio de protocolos de 
señalización, aún no estandarizados del todo, como son el “Label Distribution Protocol) LDP, 
“ReSerVation Protocol Traffic Engineering” RSVP-TE o el “Constraint-based Routed Label 
Distribution Protocol” CR-LDP, cuya funcionalidad es la de solicitar el establecimiento 
(señalización) de un LSP, y determinar el etiquetado aplicado a un LSP en cada LSR (Label 
Distribution). 
 
a) LDP (RFC3036): se ha definido para la estrategia “downstream unsolicited” (no 
solicitada) donde el LSR de salida (egress edge) distribuye las etiquetas que deben ser 
utilizadas para alcanzar un determinado destino. 
 
b) CR-LDP (RFC 3212): se ha definido expresamente para soportar el establecimiento y 
mantenimiento de LSP encaminados de forma explícita, es decir, bajo demanda. 
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c) RSVP-TE  (RFC3209): es una extensión del protocolo de reserva de recursos RSVP para 
redes IP. RSVP fue desarrollado con el objetivo de hacer que los terminales 
comuniquen los requerimientos de servicios a la red y de este modo los routers 
puedan establecer un estado de reserva de esos recursos a lo largo de la ruta. RSVP-TE 
ha sido diseñado sobre redes MPLS y aparte de aportar las características de su 
predecesor soporta re-enrutamiento de los caminos LSP ante caídas de red, congestión 
y cuellos de botella.  
Es el más importante y más utilizado pues aporta calidad de servicio en la reserva de 
recursos. 
 
 
 
 
 
 
 
 
Fig 2.9. Funcionamiento del protocolo RSVP-TE 
 
1. Para poder reservar recursos la aplicación origen emite un mensaje “Patch” con las 
características del ancho de banda del flujo.   
 
2. Cada router almacena en caché la información de dicho mensaje y lo remite al destino. 
 
3. El destino responde con un mensaje “Resv” que constituye la solicitud de recursos a la 
red. Éste fluye de vuelta por la ruta de los routers que han sido identificados en el 
“Patch” anterior. 
 
4. Cada router que lee el mensaje “Resv” verifica que dispone de suficiente ancho de 
banda y que el receptor está autorizado para solicitarla. Si es así, reserva los recursos de 
cola y progresa el mensaje. 
 
5. Con la recepción de “Resv” por el emisor se completa la reserva y comienza la emisión 
de datos. 
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1.1.7. Funcionamiento de una red MPLS 
 Mediante un protocolo de routing, alcanzamos la red de destino y mediante el 
protocolo “Label Distribution Protocol – LDP” se establecen las etiquetas al destino, creando la 
tabla de envío “Label Forwarding Information Base – LFIB”. 
 El paquete ingresa a través del Ingress Edge (LSR-PE de entrada) sobre capa 3 y lo 
etiqueta y los LSR-P realizan la conmutación de paquetes a través de sus etiquetas “Label”. 
 Por último, a través del Egress Edge (LSR-PE de salida) quita la etiqueta y entrega el 
paquete a su destino. 
 El proceso completo se muestra en las siguientes figuras: 
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Fig 2.10 Funcionamiento de una red MPLS 
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2. Calidad de servicio  en una red MPLS 
2.1. Introducción a la calidad de servicio “Quality of Service - QoS” 
 La calidad del servicio depende tanto de los routers a lo largo del trayecto como de la 
calidad de cada una de las tecnologías de enlace. Para soportar calidad de servicio desde el 
inicio hasta el final, es necesario conocer el comportamiento dinámico de la red, con el fin de 
evitar pérdidas de paquetes.  
En condiciones normales, la calidad no es necesaria, pero hay circunstancias que 
pueden impactar en las redes incluso cuando están bien diseñadas. 
 
2.1.1. Principales problemas que afectan en la transmisión en tiempo 
real en redes de paquetes. 
2.1.1.1. Fiabilidad 
Donde más se aprecia la fiabilidad de una red es en el servicio de voz. La retransmisión 
no es una opción en caso de pérdida de paquetes. Cualquier información que esté pérdida y 
retransmitida llega demasiado tarde y fuera de contexto. Para conseguir fiabilidad en la 
transmisión de paquetes se utiliza el protocolo UDP [24]. 
Existen dos tipos de fiabilidad: 
 
 Fiabilidad dentro de una sesión de llamada: Está relacionada con los códec utilizados, 
tanto de audio como video. La medición de la calidad de voz es definida por la ITU-T en 
su recomendación P.800 y es conocida como MOS “Mean Opinion Score”. Su valor está 
comprendido entre 1 y 5, siendo los valores cercanos a 5 los mejores. A la práctica los 
valores de MOS más altos son del orden de 4,5 debido a que cada algoritmo de códec 
tendrá una característica de tolerancia de pérdida de paquetes diferente: 
Códec utilizado Valor máximo  MOS 
G. 711 a/µ 4,4 
G.729 A/AB 4,07 
G. 723.1 (6,3 Kbps) 3,87 
  
 Fiabilidad entre sesiones de llamada: Se relaciona con el Grado de Servicio (GoS) que mide 
la probabilidad de congestionamiento en hora punta. Contra más bajo es su valor mayor es 
la fiabilidad de la red. 
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2.1.1.2. Latencia - Retardo 
A la hora de realizar una transmisión en tiempo real, todos los retardos que pueden 
aparecer deben ser considerados, ya que serán el fundamento de la calidad final de la 
aplicación transportada. 
 
Fig 2.11 Fuentes de retardo 
  
El retardo máximo admisible en una red VoIP deberá ser inferior o igual a 150 ms. 
Aunque a partir de los 100 ms aparece el fenómeno del eco, este se puede llegar a eliminar 
electrónicamente. 
Podemos clasificar los retardos en dos tipos: de tránsito y de procesamiento: 
 De tránsito: Serán aquellos originados por el transporte y, sobre todo, por el 
encaminamiento de los paquetes por la red que dependerán de la distancia que los 
separa. 
 
 De procesamiento: Son aquellos originados del tratamiento de los paquetes. Los 
equipos multimedia, en el origen, digitalizan la voz o la imagen, utilizan algoritmos 
matemáticos complejos para comprimir y fragmentar los paquetes para 
posteriormente su transmisión. En la recepción, el tratamiento es aún más complejo. 
Los paquetes pueden llegar en desorden y con un espaciado en tiempo variable. Esto 
es debido a que la recepción no está sincronizada con la referencia temporal de 
emisión, es decir, no se tiene una velocidad constante en la transmisión y recepción de 
paquetes. 
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2.1.1.3. Variabilidad del retardo - Jitter   
 
El transporte en tiempo real exige que la relación de sincronización sea igual a uno, es 
decir, que los retardos de emisión y recepción sean iguales. Las tasas de pérdidas inferiores al 
5 % son asumibles. El terminal receptor rellena los paquetes perdidos y completa la señal 
mediante diversos tratamientos digitales. En tiempo, hablamos que el valor no puede ser 
superior a 1 ms. 
 
Fig 2.12 Variabilidad del retardo - Jitter 
Los retardos especialmente de tránsito, no sólo pueden llegar a ser altos, sino que 
además no son constantes debido al asincronismo de la señal. El ritmo de emisión de los 
paquetes por la fuente no se respeta en el transporte por la red.  
Las principales causas de la variabilidad del retardo son: 
 Los enrutadores disponen de varios caminos posibles de emisión de los paquetes, sin 
que existan rutas obligatorias. Por ello, los paquetes de una misma conversación 
pueden tomar rutas totalmente diferentes según la situación de la red en el preciso 
momento de la transmisión.  
 
 Los enrutadores tiene una capacidad de proceso y enrutamiento limitado, pudiendo 
entrar en congestión y los paquetes en cola ser ignorados o simplemente destruidos. 
 
 El paquete que progresa por la red lo hace con un tiempo de vida limitado TTL “Time 
To Live”, que disminuye a cada paso por un router. Un trayecto demasiado largo podrá 
conllevar la destrucción del paquete. Y los equipos de los extremos, al implementar 
UDP no tiene porque solicitar el reenvío de los paquetes perdidos. 
 
 Un paquete puede llegar sano y salvo a su destino, pero puede presentar un retraso 
demasiado importante. El flujo en tiempo real no espera, se difundirá a pesar de todo, 
provocando desincronizaciones en la señal receptora del resto de paquetes. 
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2.1.1.4. Ancho de Banda 
El ancho de banda que se requerirá, y deberá garantizar, para la transmisión de tráfico 
de voz o video sobre la capa IP, deberá tener en cuenta las cabeceras que se añadirán a las 
muestras de las señales digitalizadas. En base a ello, se conoce como Tasa IP al tamaño global 
de la muestra de voz/video después de añadirle las cabeceras de los protocolos intermedios. 
 
Fig 2.13 Tasa IP 
 Por tanto, es muy importante realizar una gestión óptima del ancho de banda 
utilizando códecs con un gran ratio de comprensión, minimizando las cabeceras que 
encapsulan los datos y/o con comprensión de cabeceras. 
 
2.2. Mecanismos para garantizar calidad de servicio 
Aunque la red se sobrecargue, la calidad de servicio debe asegurar que el tráfico crítico 
no sea perdido ni retardado. Debe añadir fiabilidad y disponibilidad, haciendo un mejor uso del 
ancho de banda existente y dando a los usuarios tiempos de respuesta más rápidos. 
 Las redes IP con calidad de servicio basan sus mecanismos de funcionamiento en tres 
procesos básicos:  
 
Fig 2.14 Mecanismos para garantizar calidad de servicio 
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b) En el nodo de acceso: 
 
 Clasificación: Identifica que aplicación ha generado los paquetes. Conociendo que 
aplicación ha generado el tráfico, podemos saber que requerimientos precisa de la 
red. 
 
 Marcación: Conociendo el tipo de tráfico de que se trata podemos catalogarlo según 
varias clases de servicio disponibles y “marcarlo” para que otros componentes de la 
red puedan tratarlo en consecuencia. 
 
c) En toda la red: 
 
 Priorización: Si podemos distinguir fácilmente entre las diferentes clases de servicio a 
que pertenecen los paquetes podemos darles un trato diferenciado, enviándolos hacia 
colas de salida con diferentes prioridades o descartando las menos prioritarios en caso 
de congestión. 
2.2.1. Clasificación 
 Podemos identificar qué tipo de tráfico estamos tratando de varias maneras: 
 Por puerto físico: Para máquinas que están directamente conectadas podemos 
identificar su conexión con  un tipo de tráfico, por ejemplo, un puerto de un switch 
que está conectada una centralita de voz IP. 
 
 Por dirección IP: Muchas aplicaciones residen en una máquina identificada por una 
dirección IP conocida, por ejemplo, la dirección del Servidor de Correo. 
 
 Por puerto TCP/UDP [24]: Muchas aplicaciones siempre utilizan los mismos puertos 
TCP/UDP para comunicarse, por ejemplo, el protocolo de internet HTTP siempre utiliza 
el puerto 80 de TCP. 
 
 Por tipo de protocolo: Algunas aplicaciones y protocolos se identifican mediante un 
código en las tramas de nivel inferior. 
 
2.2.2. Marcado 
 Para facilitar el manejo de los distintos tipos de tráfico podemos marcarlos de 
diferentes maneras: 
En entornos LAN, a través de protocolos de Nivel 2: 
 Mediante VLAN (protocolo 802.1q) 
 Mediante priorización por MAC (protocolo 802.1p) 
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En entornos WAN, a través de protocolos de Nivel 3: 
 Mediante la etiqueta “IP Type of Service – IP ToS” ( RFC791, RFC 1122 y RFC 1349) 
 Mediante el protocolo “Differentiated Services – DiffServ” (RFC 2474  y RFC 2475) 
 
2.2.2.1. Mediante VLAN 
El protocolo estándar 802.1q específica una etiqueta que se anexa a un marco de la 
etiqueta MAC. La nueva etiqueta, conocida como VLAN, lleva la información de a qué  VLAN 
pertenecen los datos, mediante el Identificador de VLAN (12 bits) y la asignación de la 
prioridad de los datos (3bits), siguiendo el criterio asignado en el protocolo 802.1p. 
 
 
Fig 2.15 Marcación según la recomendación 802.1x 
 
2.2.2.2. Mediante priorización por MAC en entornos LAN 
El protocolo estándar 802.1p proporciona priorización de tráfico y filtrado multicast 
dinámico (multidifusión). Esencialmente, proporciona un mecanismo para implementar 
Calidad de Servicio a nivel de MAC (Media Access Control). La recomendación proporciona 8 
niveles de priorización, del 0 al 7, siendo el 7 la prioridad más alta. Por tanto, cuando se 
produce congestión de la red, los paquetes que se consideren de mayor prioridad recibirán un 
trato preferencial.  
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2.2.2.3. Mediante el protocolo “Type of Service – IP ToS”  
Puesto que las cabeceras 802.1q y 802.1p solo existen en entornos LAN’s Ethernet y 
estas desaparecen al atravesar los routers para salir a la WAN, la etiqueta “Type of Service” en 
la cabecera del datagrama IP es la solución. Se basa en las recomendaciones RFC791, RFC 1122 
y RFC 1349. Del octeto que la forman, los 3 primeros bits forman la etiqueta “Precedence” que 
nos sirve para marcar la priorización, cuyos valores son exactamente igual que el protocolo 
802.1p. Los cuatro siguientes definen el tipo de servicio, tal y como se muestran a 
continuación. 
 
Fig 2.16 Protocolo ToS “Type of Service” 
 
2.2.2.4. Mediante el protocolo “Differentiated Services – DiffServ” 
Se basa en las recomendaciones RFC 2474 y RFC2475, para IPv4 y IPv6 
respectivamente. Mediante el mismo etiquetado IP ToS, pero permitiendo hasta 64 clases de 
servicio distintas orientadas a garantizar flujos a través de toda la red. Los paquetes de datos 
que pertenecen a una determinada clase se marcan con un código específico, denominado 
DSCP (Diffserv CodePoint). Este código es todo lo que necesitamos para identificar una clase 
de tráfico. La diferenciación de servicios se logra mediante la definición de simples 
comportamientos específicos para cada clase de tráfico entre dispositivos de interconexión, 
hecho conocido como PHB (Per Hop Behavior). Por ejemplo, “descártame el último”, “envíame 
primero”,… [Para más información punto 2.3.2. pág 28] 
 
Fig 2.17 Código DSCP “DiffServ CodePoint” 
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2.2.3. Priorización 
 Para priorizar los datos, los conmutadores (Switches), disponen de varias colas y en 
función del marcado de los datos que llegan, éstos son enviados a la más adecuada. 
Posteriormente un algoritmo establece los criterios sobre el orden en que las colas han de ser 
atendidas. Seguidamente el “scheduler” *25+ saca los paquetes de las colas y los envía al buffer 
de la línea para su transmisión inmediata. 
 Los principales algoritmos de encolamiento que se utilizan son propiedad de Cisco, 
aunque por su rendimiento, son utilizados por todos los fabricantes. 
2.2.3.1. Colas de prioridad estricta “Strict Priority Queuing – SPQ” 
 
Fig 2.18 Priorización “Strict Priority Queuing – SPQ” 
En una  Strict Priority Queuing, las colas son atendidas en orden según su prioridad. Se 
transmiten primero todos los paquetes que haya en las colas de mayor prioridad antes de 
continuar con las de menor prioridad. Observando el ejemplo vemos que garantiza el retardo 
mínimo en la cola 1, pero como inconveniente, observamos que las colas 2 y 3 pueden que no 
transmitan “nunca” si siguen llegando paquetes a la cola 1. 
 
2.2.3.2. Colas con ancho de banda reservado “Class Based Weigthed Fair Queuing – CBWFQ” 
 
Fig 2.19 Priorización “Class Based Weigthed Fair Queuing - CBWFQ” 
 En este caso, a cada cola le corresponde un porcentaje del BW total en la planificación 
del Scheduler, garantizando así un mínimo BW a cada una de las colas. Es el más usado, pero 
tiene un inconveniente, si tenemos muchos paquetes de una misma cola y nos siguen llegando 
paquetes, estos se perderán si no pueden ser transmitidos en el ancho de banda reservado. 
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2.2.3.3. Colas con prioridad estricta y ancho de banda reservado “Low Latency Queuing  - 
LLQ” 
 
Fig 2.20 Priorización “Low Latency Queuing - LLQ” 
 Es una mezcla de los dos algoritmos anteriores: LLQ=CBWFQ+PQ. Garantiza un ancho 
de banda mínimo para cada cola y además establece prioridad estricta para una de las colas. 
Limita por tanto el retardo máximo de la cola prioritario. 
 
2.3. Calidad de servicio en una red MPLS  
En una red ToIP como es una red MPLS, cada nodo deberá clasificar y marcar los 
paquetes que entran (policing), conformar los que salen (shapping) y, en el caso de congestión 
a la salida, realizar las tareas del control de la congestión (congestion avoidance) y la gestión 
del encolamiento (congestion management).  
 El condicionamiento del tráfico (traffic policing y traffic shapping) se lleva a cabo a 
través de los LSR frontera (Provider Edge). Son los encargados de las operaciones de 
clasificación, marcado y acondicionamiento del tráfico, para su posterior tratamiento a cada 
salto hacia la ruta de destino. Es decir, se identifican a qué  clase pertenece un paquete, y se 
monitoriza si un flujo cumple con un acuerdo de servicio previo, cuyo incumplimiento llevará 
en algunos casos al descarte de los paquetes fuera del acuerdo. 
 La gestión de la congestión (congestion avoidance y congestion management) se 
consigue con la planificación de tráfico y con la gestión de colas. Cuando hay congestión, 
mecanismos como SPQ, CBWFQ o LLQ se usan para proporcionar un ancho de banda 
garantizado a los distintos tipos de tráfico. 
 Poseer un sistema de calidad de servicio que responda al control de la congestión es 
solo un paso inicial debido a que estas técnicas dejan de ser efectivas cuando la congestión 
continúa ocurriendo por períodos largos de tiempo. Por tanto, es importante emplear técnicas 
de prevención de la congestión que informen sobre la congestión de la red a los equipos que 
las generan, para que éstos disminuyan la velocidad del tráfico enviado y eventualmente 
desaparezca la congestión.  
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2.3.1. Mecanismos para evitar la congestión de la red 
Los mecanismos para evitar la congestión son formas de administración de colas. Estas 
técnicas lo que hacen son monitorizar la carga de tráfico de la red en un esfuerzo para 
anticipar y evitar la congestión en los “cuellos de botellas” más comunes de una red. 
2.3.1.1. Mediante la detección anticipada: algoritmo “Random Early Detection - RED” 
Es un algoritmo que fue diseñado, principalmente para trabajar con TCP/IP, para evitar 
la congestión antes que se convierta en un problema. RED trabaja monitorizando la carga de 
tráfico en los puntos de red en los cuales estadísticamente se descartan paquetes cuando 
empieza a producirse la congestión. El resultado es que la pérdida de paquetes, es detectada 
por la fuente de tráfico, el cual empieza a disminuir la velocidad de transmisión de los 
paquetes. 
 
 
Fig 2.21 Algoritmo de detección de congestión “Random Early Detection - RED” 
 
2.3.1.2. Mediante la diferenciación de prioridades: algoritmo “Weighted Random Early 
Detection - WRED” 
Este algoritmo combina las capacidades de RED con “IP Precedence”. Esta combinación 
provee un tratamiento preferencial a los tráficos de paquetes de alta prioridad. Cuando 
empieza la congestión, provee un tratamiento diferenciado a los tráficos, según las diferentes 
clases de servicio, descartando selectivamente los paquetes correspondientes a baja prioridad. 
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Fig. 2.22 Algoritmo de detección de congestión “Weighted Random Early Detection - WRED” 
 
2.3.1.3. Mediante la detección de flujos: algoritmo “Flow Random Early Detection - FRED” 
Tanto RED como WRED fueron diseñado principalmente para tráfico TCP/IP, en los 
cuáles la velocidad de transmisión disminuye si empieza a producirse una congestión. Pero 
cuando se trata de un tráfico que no es TCP, se utiliza el algoritmo FRED, que clasifica los flujos 
en función de las direcciones de origen y destino, manteniendo los flujos activos, y asegurando 
que cada flujo no consumo recursos del buffer de transmisión más allá de los que puedan 
compartir. FRED determina que flujo monopoliza los recursos del buffer y lo penaliza para 
evitar así la congestión. 
 
2.3.2. Modelo de Servicios Diferenciados “DiffServ” 
MPLS se basa en el modelo de Servicios Diferenciados “DiffServ” para realizar el 
control de la calidad de servicio. La arquitectura de servicios diferenciados nace como 
respuesta a la necesidad de otorgar diferentes niveles de servicio de una manera más simple. 
Aplicaciones como la  voz sobre IP o vídeo requieren de otras características totalmente 
distintas que por ejemplo el correo email. Por consiguiente, es más sencillo otorgar recursos a 
clases de servicio que agrupan varios flujos (forwading clases) que a flujos individuales. 
La clase a la que pertenece un paquete está codificada en un campo del 
encabezamiento IP, conocido como ToS “Type of Service”, compuesto por 3 bits “Precedence” 
que nos indica la prioridad y 3 bits “Class of Service” para indicar el servicio, más 2 bits siempre 
a 0. Cada clase representa un tratamiento predefinido de retransmisión en términos de 
obtención de ancho de banda y prioridad de descarte que debe ser tratado salto a salto.  
 La solución pues, consiste básicamente en agrupar los flujos de tráfico IP en 
semejantes que serán tratados de la misma forma en cada nodo. Cada agrupación de flujos es 
conocida como agregación de comportamiento (behavior aggregate). 
Este comportamiento por salto, definido en el RFC2475 y RFC3140, en el tratamiento 
de reenvío es conocido como PHB (Per Hop Behavior).  
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2.3.2.1. Comportamiento por salto “Per Hop Behavior – PHB” 
En el modelo DiffServ se redefine el campo IP ToS como campo DS [veáse punto 
2.2.2.4. pág 24], compuesto por 6 bits que forman el código “DiffServ Code Point – DSCP” 
donde se codifica el comportamiento PHB que determina el tratamiento concreto del paquete 
en cada nodo y 2 bits para señalar la congestión.  
Existen cuatro estándares disponibles de PHB’s: 
a) Default PHB (RFC 2474): su utiliza cuando se necesita compatibilidad con un sistema 
“Best-Effort” tradicional. Tráfico perteneciente a esta clase puede ser enviado a la red sin 
acondicionamiento, y la red lo tratará de acuerdo a su disponibilidad. Su DSCP es 000000. 
 
b) Selector de Clases PHB “Class Selector PHB” (RFC 2474): se utiliza cuando se necesita 
compatibilidad con un sistema basado en preferencias, campo  “Precedence IP” de la 
etiqueta ToS, que se éste utilizando en la red, cumpliéndose la priorización fijada en el 
parámetro precedence. Su DSCP es xxx000. 
 
c) Reenvío Expedito “Expedited Forwading PHB” (RFC 2598): se utiliza para proporcionar a 
las aplicaciones más críticas, como la Voz sobre IP o videoconferencias, de un servicio con 
pérdidas, latencia y variación del retardo de valores bajos, y ancho de banda garantizado. 
Este servicio se conoce como Premium, siendo su DSCP es 101110. 
 
d) Reenvío Asegurado “Assured Forwarding PHB” (RFC 2597): define un método por el cual 
cada agrupación de flujos semejantes (behaivor aggregate) pueden darse con diferentes 
garantías de envío en función del ancho de banda contratado. Está relacionada 
fundamentalmente con la importancia de los paquetes, en el sentido de que los paquetes 
más importantes son los que deben tener una probabilidad menor de descarte. 
 Un ejemplo de las diferentes clases de servicio ofertadas por las operadoras es: 
 Oro: El tráfico de esta categoría dispone del 50% del ancho de banda. 
 Plata: Reserva el 30% del ancho de banda. 
 Bronce: Reserva del 20% del ancho de banda. 
 
Además, cada PHB define cuatro clases, AF1, AF2, AF3 y AF4 (equivalente al campo 
“Class of Service” del ToS), cada uno de ellas con tres niveles de prioridad de descarte, “Drop 
Precedence 2, 4, 6” (equivalente al campo “Precedence IP” de la etiqueta ToS). Su DSCP es el 
siguiente: 
 
Fig 2.23 Codificación de los bits del modelo DiffServ en MPLS 
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Un ejemplo basado en la oferta de las operadoras puede ser el siguiente cuadro: 
 
Fig 2.24 Ejemplo de clases de servicio en una red MPLS  
 
2.3.2.2. Traslado de los códigos “DiffServ Code Point – DSCP” a la etiqueta MPLS 
 Dado que los routers LSR de una arquitectura MPLS no examinan la cabecera IP los 
códigos DSCP deben de trasladarse también a la etiqueta MPLS “Shimm-Header” para indicar 
los tratamientos diferenciados. 
 Se definen pues, tres tipos de codificación: 
 
a) Codificado en la etiqueta: El PHB y los niveles de descarte están asociados al 
establecimiento del camino LSP. Por consiguiente, clases de servicio diferentes 
requieren de diferentes LSP. Para poder diferenciarlos, los protocolos de señalización 
LDP, CR-LDP y RSVP-TE deberán indicar las clases de servicio EF, AF o BE. 
 
 
 
Fig 2.25 Codificación de la calidad de servicio en el campo “Label” de la etiqueta MPLS 
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b) E-LSR: El DSCP se implementa en el campo EXP de la etiqueta, es decir, se copia el “IP 
Precedence” dentro del campo MPLS EXP. Permite 8 niveles adicionales de clase de 
servicio y priorizaciones de descarte independiente al establecimiento del camino LSP. 
 
 
Fig 2.26 Codificación de la calidad de servicio en el campo “EXP” de la etiqueta MPLS 
 
c) L-LSR: El DSCP el tratamiento a aplicar en el salto va codificado en el valor del campo 
etiqueta y la prioridad de descarte va en el campo EXP de la etiqueta. Permite 8 niveles 
adicionales de clase de servicio y priorizaciones de descarte en un establecimiento del 
camino LSP particular. 
 
 
Fig 2.27 Codificación de la calidad de servicio en los campos “Label y EXP” de la etiqueta MPLS 
 
2.4. Ingeniería de tráfico sobre MPLS 
 Se podría definir “Ingeniería de Tráfico”  como el proceso de control de la distribución 
del tráfico a través del dimensionado de la red, la optimización de los recursos utilizados y la 
monitorización del tráfico en aquellos puntos denominados “cuellos de botella” de la red, para 
evitar congestiones. Es la habilidad de definir rutas dinámicamente y planear la asignación de 
recursos con base a la demanda.  
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 La norma RFC 2702 “MPLS Traffic Engineering (TE)” establece que debemos tener en 
cuenta para optimizar el comportamiento de una red. A través de métricas de enlace de 
protocolos de routing  podemos mover el tráfico a rutas menos congestionadas. Mediante 
repartos de carga podemos maximizar la utilización de los enlaces y  nodos de la red o utilizar 
el exceso de ancho de banda sobre enlaces menos congestionados. Con redundancia de 
caminos ofrecemos protección frente a fallos. Mediante rutas explícitas definimos caminos 
prioritarios para tráfico considerado crítico. 
 Los requerimientos pueden ser orientados al tráfico para minimizar la pérdida de 
paquetes, minimizar el retardo o mejorar la calidad del servicio. U orientada a recursos, 
fundamentalmente a la utilización de la capacidad del ancho de banda. Pero en general, se 
busca también minimizar la intervención manual para tomar acciones de control. 
 
 
Fig 2.28 Ingeniería de Tráfico sobre MPLS: Organigrama funcional 
 
2.4.1. Conceptos de Ingeniería de Tráfico  
2.4.1.1. Packet Forwarding 
Dentro de concepto “packet forwarding” tenemos la etiqueta MPLS como responsable 
de dirigir un flujo de datos IP a lo largo de un camino predeterminado a través de la red. Ésta 
es la principal diferencia con respecto al protocolo IP, sigue un camino preestablecido y no lo 
hace salto a salto. 
 
2.4.1.2. Distribución de la información 
 La distribución de información, requiere de un conocimiento detallado de la topología 
de red así como también de información dinámica de la carga de los enlaces. Para 
implementarla necesitamos de protocolos de routing  internos IGP “Interior Gateway Protocol” 
como son RIP, IGRP, OSPF o IS-IS, que recogen mediante métricas los atributos de los enlaces y 
la información de la topología de red en busca del camino más corto: 
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 RIP basa su métrica en el número de saltos (máx 15), actualizándose cada 30 segundos. 
 IGRP combina el ancho de banda, la carga, el retardo, la unidad máxima de transmisión 
y la fiabilidad de la ruta para calcular su métrica. Se actualiza cada 90 segundos y su 
número máximo de saltos es 255. 
 OSPF basa su métrica en la combinación del coste, velocidad, tráfico, fiabilidad y 
seguridad de los enlaces para calcular el camino más corto. Se actualiza por eventos 
“Event-triggered updates”, es decir, cuando hay alguna novedad, no por tiempo.  
 En IS-IS, su métrica es administrativa, es decir, un administrador de red asigna a cada 
enlace una métrica. Dada la opción de múltiples caminos a un destino, utiliza el 
algoritmo de Dijkstra que define el camino más corto como la suma de las métricas 
administrativas de todos los enlaces a lo largo de la ruta.  
Cada router mantiene toda esta información en una base de datos denominada TED 
“Traffic Engineering Especialized Data Base”, que es usada exclusivamente para el cálculo de 
rutas explícitas. Los protocolos IGP continuarán realizando los cálculos tradicionales para 
encontrar el camino más corto, basándose en la información contenida en la base de datos, 
únicamente actualizada  cuando se detectan cambios. 
 
2.4.1.3. Selección de caminos 
La selección de caminos se realiza una vez obtenida toda la información de la topología 
de red y de los enlaces, siendo los routers de frontera de ingreso MPLS (ingress edge) quiénes 
utilizan la TED para calcular los caminos de su propio conjunto de LSP a lo largo del domino 
MPLS. El camino para cada LSP puede ser representado tanto por lo que se denomina, una ruta 
explícita estricta “strict explicit route” o sin trabas “loose explicit route”.  
 Los algoritmos SPF “Shortest Path First” calculan la ruta más óptima con respecto a 
cierta métrica escalar. Pero los más utilizados son los algoritmos de encaminamiento 
restringido CBR “Constraint-Based Routing”. CBR permite determinar el LSP a seguir en función 
de los atributos de tráfico, los recursos de red y la topología, es decir, de la información de las 
tablas TED, garantizando pues la calidad del servicio.  
 Si a un algoritmo SPF le modificamos sus características para aplicar ciertas 
restricciones, como por ejemplo, un valor máximo para el ancho de banda, lo convertimos en 
el protocolo “Constraint Shortest Path Fisrt - CSPF”. Utilizar un protocolo de routing para la 
métrica es en sí, satisfacer una o unas restricciones particulares. 
 
2.4.1.4. Señalización 
Por último, la señalización es la responsable de que el LSP sea establecido para que sea 
funcional. Este puede requerir la reserva de recursos a lo largo de la ruta, por tanto, es muy 
importante, el intercambio de etiquetas entre los nodos de red para informarse de sus 
necesidades mediante protocolos de señalización como RSVP-TE. De esta manera, el flujo de 
paquetes viajará a través de un “túnel de datos” en el backbone creado. 
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2.4.2. Reparto de carga 
Otro aspecto muy importante de la Ingeniería de Tráfico MPLS  es el balanceo de carga 
(RFC3031) entre diferentes LSP. Esta herramienta brinda la posibilidad de enrutar troncales 
(backbone) cuyo tráfico es superior a las posibilidades de un único camino en la red, y permite 
mejorar el uso de recursos de la red. 
Para realizar reparto de carga se deben tener en cuenta dos aspectos, el algoritmo con 
el cual se decide los coeficientes de reparto de carga entre los LSP y el mecanismo que se 
utiliza para asignar los paquetes a uno u otro LSP. 
El protocolo principal que se utiliza sobre una red MPLS es el MATE “MPLS Adaptative 
Traffic Engineering”, cuyo objetivo principal es evitar la congestión en la red mediante el 
balanceo adaptativo de la carga entre múltiples trayectos, basado en medidas y análisis de la 
congestión.  
Existen muchos otros, pero todos basan su filosofía en los mismos conceptos. Cada LSR 
mide el tráfico transmitido por sus enlaces de salida en intervalos de tiempos constantes. Está 
información es enviada a toda la red. Cuando los LSR frontera de entrada recogen la 
información enviada por el resto de LSR, éstos conocen el tráfico de cada enlace y por tanto 
que LSP están congestionados. Como todos los LSR tienen como mínimo dos caminos LSP 
posibles por la redundancia nativa de la red MPLS, este puede distribuir la carga entre un LSP 
principal y otro secundario.  
Para repartir la carga se calculan principalmente dos valores umbrales, configurables 
por el administrador de red. El umbral de congestión que representa el límite a partir del cual 
el algoritmo empieza a transferir tráfico del LSP principal al secundario. Y el umbral de retorno 
que representa el punto de retorno en el cual el algoritmo regresa de nuevo al LSP principal 
desde el secundario. 
2.4.3. Protección frente a caídas de enlaces 
Pero para que tenga sentido se ha de dotar a los enlaces de protección frente a caídas. 
La ingeniería de tráfico en MPLS ha dotado de una segunda etiqueta MPLS para poder definir 
enlaces de respaldo.  
El truco está en que el LSR de respaldo impone una nueva etiqueta que corresponde al 
LSP de respaldo, cuando el paquete llega al destino original, este quita la etiqueta de respaldo 
para mostrar la etiqueta original. 
 
Fig 2.29 Segunda etiqueta MPLS para la protección frente a caídas de enlaces 
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Capítulo 3 
 
LA PRIVACIDAD EN LAS  
REDES DE COMUNICACIÓN 
 
1. Introducción 
El crecimiento empresarial y la globalización, donde las empresas tienen oficinas y 
sucursales en otras ciudades y en otros países, y donde cada vez hay más agentes móviles de 
las empresas (trabajadores que se desplazan, como servicios técnicos, asesores, 
inspectores,….) necesitan de un acceso seguro que garantice que la información que envían o 
reciben no pueda ser vista por cualquiera. 
Desde la penetración de Internet en los distintos países del planeta es muy posible 
encontrar en la mayoría de la geografía un proveedor de servicios que permite la conexión de 
los agentes móviles de la empresa con la oficina principal a través de Internet. 
Internet asegura un encaminamiento seguro desde una localización a otra. Si por 
alguna circunstancia la comunicación se corta entre los dos puntos  de comunicación, los 
nodos de la red de Internet son capaces de buscar caminos alternativos para que la 
información llegue a su lugar. 
Por otro lado, los costes de las comunicaciones dentro de la empresa suponen un 
incremento importante en la cuenta de resultados de la misma. Como Internet es un servicio 
que suele estar implantado en la mayoría de ellas, si se pudiera utilizar para transmitir la 
información, se abaratarían los costes de forma considerable, ya que las conexiones de 
Internet tienen precios muy bajos. 
 La solución para poder utilizar Internet como plataforma de comunicación segura la 
realizamos a través de redes privadas virtuales “Virtual Private Network - VPN”.  
 
2. Redes privadas virtuales “Virtual Private Network – VPN” 
Una red privada virtual es una tecnología de red que permite una extensión de la red 
local sobre una red no segura, como puede ser Internet, habilitando una conexión segura, 
transparente para el usuario y aplicación que realiza o recibe la comunicación. También se les 
denomina túneles, ya que estas transportan la información por un canal público, pero aislando 
la información del resto mediante la creación de unas “paredes” que impiden que la 
información atraviese en cualquiera de los dos sentidos.  
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Fig 3.1. Ejemplo de una red privada virtual 
 
2.1. Conceptos básicos 
 El término “virtual” se aplica a la privacidad y no como definición de red. Para hacerlo 
posible de manera segura es necesario proporcionar los medios para garantizar la 
autentificación, autorización, confiabilidad e integridad, confidencialidad y privacidad de la 
comunicación. 
a. Autentificación y autorización: El proceso de autentificación nos debe permitir 
asegurar que el usuario, aplicación o equipo autentificado es quién dice ser y qué nivel 
de acceso debe tener.  
 
b. Autorización: Define derechos y privilegios para la utilización de recursos (control de 
acceso). También define la no posibilidad de renunciar al hecho de su autoría 
mediante una firma (no repudio). 
 
c. Confiabilidad e Integridad: Es la garantía de que los datos no han sido modificados, 
ampliados o recortados. 
 
d. Confidencialidad y privacidad: Cualidad de la información por la cual solo las personas 
autorizadas pueden acceder a la información mediante el cifrado de los datos.  
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Para poder cumplir todas las condiciones anteriores, los paquetes IP que se desean 
transmitir se han de encapsular de nuevo con los datos VPN,” VPN Label”,  que garantizan 
todas las condiciones de confidencialidad, autenticidad, integridad y no repudio.  
 
 
e. Fig 3.2 Encapsulado “VPN Label” 
 
Los datos que se van a transmitir a través de la red pública, antes deben ser cifrados, 
para que no puedan ser leídos. Esta tarea se realiza con algoritmos de cifrado como DES “Data 
Encryption Standard”, 3DES “Triple DES” o AES “Advanced Encryption Standard”.  
Las VPN deben verificar la identidad de los usuarios y restringir su acceso a aquellos 
que no se encuentren autorizados. Para ello se utilizan algoritmos de autentificación e 
integridad de la información como son los Message Digest (MD2 y MD5) y SHA “Secure Hash 
Algorithm” basados en funciones hash (picar y mezclar). Las funciones hash son un método 
para generar claves o llaves de acceso a través de la probabilidad. Se utilizan para resumir o 
identificar probabilísticamente un gran conjunto de información, dando como resultado un 
conjunto imagen finito generalmente menor y más fácil de comprobar. 
Por otro lado, las VPN deben actualizar las claves de cifrado para que siempre estén 
disponibles para los usuarios y estos puedan utilizar el servicio VPN, allá donde estén y en el 
momento que lo precisen. 
 
2.2. Modelos de VPN 
 
 
Fig 3.3. Diferentes modelos de VPN 
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2.2.1. Modelo punto a punto “Peer-to-Peer – P2P” 
Es el modelo utilizado para la red MPLS, donde el proveedor de servicios y el cliente 
intercambian información de enrutamiento en cada interconexión que poseen entre los 
routers frontera de la red (PE) y del cliente (CE). 
 El proveedor de servicios es el responsable de redistribuir y suministrar la información 
de enrutamiento óptima a los otros routers frontera del cliente de la misma VPN. Como el 
equipamiento del proveedor de servicios puede ser compartido entre una o más VPNs, se debe 
de aislar cada tráfico de los distintos clientes.   
 
2.2.2. Modelo por emulación “Overlay” 
Son aquellas VPN en donde el proveedor de servicios emula una Línea Virtual o Túnel, 
entre dos sitios remotos. Pueden ser físicos a través de circuitos virtuales permanentes PVC 
“Permanent Virtual Circuit” de Frame Relay o ATM. O lógicos, a través de software, como los 
GRE “Generic Routing Encapsulation” o IPSec “IP Security”. 
Una restricción importante en los Overlays VPN es que cuando se agrega un nuevo 
sitio a esta clase de VPN se ha de reconfigurar todos los routers frontera del cliente CE 
“Customer Edge Router” correspondiente a dicha VPN. Por este motivo, no son tan efectivas 
como las VPN-P2P para una arquitectura MPLS. 
 Las principales diferencias entre las VPN nivel 2 y nivel 3 con las VPN MPLS, es que las 
primeras tienen una escalabilidad limitada, generan circuitos virtuales privados o túneles por 
cada dos delegaciones y son más complejos de implementar. Mientras que con VPN MPLS se 
tiene un mallado completo en la red entre todos los routers que la forman, por tanto, 
proporciona mayor escalabilidad, permite la integración de todo tipo de redes y por estar 
orientada a la conexión, utiliza la conmutación de etiquetas, proporciona seguridad y 
privacidad a la información transmitida.  
 
2.3. Topologías VPN 
 La topología de una VPN también puede se diversa: 
a. Hub and Spoke: los distintos sitios de una compañía están conectados al Headquarter, 
que puede proveer o no comunicación entre sucursales. Similar a una topología de 
estrella. 
 
b. Full Mesh: donde todos los sitios de la VPN están conectados entre sí. Las redes con 
topología Full Mesh pueden implicar altos costes de mantenimiento y administración. 
 
c. Partial Mesh: se establecen relaciones de algunos con algunos dentro de la VPN. Esta 
topología se presenta como una solución cuando no se tienen los recursos necesarios 
o bien cuando no hace falta tener una relación todos con todos. 
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Fig 3.4. Diferentes topologías VPN 
 
3. VPN-MPLS 
Pero la que subsana todas los inconvenientes que pueden plantear los modelos 
overlays y las topologías mencionadas, las soluciona MPLS. Pese a disponer de un mallado 
completo, VPN MPLS simplifica el routing destinado a VPN debido a que cada router almacena 
directamente aquellas VPN que van directamente contra él. 
Por consiguiente los routers frontera han de disponer de una tabla de encaminamiento 
global FIB “Forwarding Information Base” y una tabla VRF “Virtual Routing and Forwarding”, 
que contiene la información de los interfaces conectados a la MPLS, es decir, las rutas VPN 
específicas.  
 
Fig 3.5. Característica de una VPN-MPLS 
 
Un VRF podemos considerarlo como un Router Virtual, pero son sencillamente una 
colección de rutas habilitadas para una sede o conjunto de sedes de clientes conectadas a un 
router frontera de una red MPLS. Pueden ser compartidas si los sitios conectados comparten la 
misma información de routing.  
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Fig 3.6. El router virtual “Virtual Routing and Forwarding - VRF” 
 
3.1. Funcionamiento de una VPN-MPLS 
 En una red VPN MPLS, los routers frontera pueden obtener el prefijo IP (IPv4) de los 
routers de clientes a través de protocolos de routing, principalmente BGP (en este caso eBGP 
por ser externo a la red MPLS) o configuración estática.  
 
Fig 3.7. Obtención del direccionamiento del cliente a través del protocolo eBGP 
  
Después de esta operación el router frontera lo convierte en un prefijo VPN-IPv4 al 
añadirle los 64 bits del distintivo de ruta RD “Route Distinguisher” a los 32 bits que forman la 
dirección IP privada.  
 
Fig 3.8. Dirección VPN IPv4 
El Route Distinguisher es el atributo que diferencia el mismo prefijo o ruta de un 
cliente por otro. Un RD es insertado al principio (Prepended) de cada prefijo IPv4, que en 
conjunto conforma un VPN-IPv4 prefix. El RD es un simple número que no hereda ningún 
significado, sólo se usa para diferenciar los prefijos entre las distintas VPN’s.  
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Pero, ¿cómo saben los routers frontera la etiqueta que está asociada a cada cliente, sin 
que los routers de backbone intervengan? ¿Cómo sabe el router frontera de entrada (ingress 
edge) el router frontera de salida (egress edge)?  
Mediante el protocolo de routing MP-iBGP “Multi-Protocol Internal BGP”, a través del 
cual los routers frontera comunican los VRF asociados a los clientes y para cada VRF las redes 
de los clientes asociados. Para ello necesita del atributo SOO “Site of Origin” (lugar de origen) 
para poder identificar quién está originando la ruta.  
 
Fig 3.9. Protocolo MP-iBGP para la asociación de las VRF 
Entonces, ¿cómo sabe el router qué rutas deben insertarse en qué VRF?  
Mediante el atributo RT “Route Target” (objetivo de ruta) los routers frontera saben 
qué rutas deben insertarse en qué VRF, porque es el identificador de un conjunto de sedes o 
conjunto de VRF’s. Cualquier ruta asociada a un RT deberá distribuirse a cada router frontera 
que tenga una VRF asociada a ese misma RT mediante el protocolo MP-iBGP. 
 
 
Fig 3.10. Atributo RT “Route Target” para la identificación de VRF 
  
En definitiva, la distribución de rutas se realiza de la siguiente manera: 
1) La información de enrutamiento se recopila en los sitios VPN ejecutando un protocolo 
de enrutamiento  por cada VRF. 
 
2) A las direcciones VPN se les incorpora los RD en el momento de la redistribución. La 
ruta exporta los RT especificados en la VRF originaria asociados con la ruta. Cada 
router PE asigna una etiqueta única a cada ruta VPN. La información de enrutamiento 
se propaga por MP-iBGP hasta el PE destino. 
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3) El PE, tras recibir las rutas, las inserta en varias tablas VRF basándose en el RT adjunto 
a cada ruta individual. El RD se elimina de la ruta cuando la ruta se inserta en la VRF. 
 
3.2. Progreso de los paquetes VPN-MPLS 
 
 
Fig 3.11. Progreso de los paquetes VPN-MPLS 
 
En definitiva, el progreso de paquetes entre dos sedes de una RPV pasa por los 
siguientes pasos: 
 
Cuando un PE de entrada recibe un paquete RPV, examina la VRF correspondiente y 
busca la etiqueta que el router PE de salida ha asociado con la dirección de destino. Otra 
etiqueta, apuntando al PE de salida se obtiene de la tabla de envío global FIB. Se combinan 
ambas en una pila de etiquetas MPLS, se añaden al paquete, y se envían al PE destino.                                                  
 
Los LSR P del Backbone conmutarán los paquetes basándose en la primera “sub-
etiqueta” que hace referencia al PE destino o de salida, sin importarles la red IP destino, ni la 
RPV a la que pertenece dicho paquete. 
 
El LSR PE de salida recibe el paquete, busca la VRF correspondiente en base a la 
etiqueta de la RPV destino, elimina las etiquetas y progresa el paquete IP convencional hacia el 
CE2 correspondiente.  
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Capítulo 4 
 
SERVICIOS AVANZADOS:  
COMUNICACIONES UNIFICADAS 
 
1. Introducción 
 La aparición de un nuevo entorno de comunicaciones empresarial motivado por las 
nuevas redes IP, la movilidad constante de empleados, las nuevas aplicaciones en entorno IP y 
los nuevos dispositivos móviles, han actualizado, mejorado y adaptado servicios de toda la vida 
como la voz y han generado de nuevos, siempre entorno a una idea fija, la colaboración en 
tiempo real. 
 
Fig 4.1. Principales características de las Comunicaciones Unificadas 
 Las comunicaciones unificadas están transformando el mundo de las comunicaciones 
en especial las empresariales, del mismo modo que el correo electrónico cambió el escenario 
mundial en los años 90. 
 La unificación de las comunicaciones es la solución idónea para que todos los 
empleados de una empresa, asociados y colaboradores, se relacionen, se comuniquen y 
colaboren entre sí, de manera simple, rápida y fácil. 
 Permite integrar aplicaciones de correo electrónico, mensajería instantánea y 
calendarios con dispositivos y aplicaciones de comunicaciones como la telefonía, la mensajería 
de voz, las audioconferencias, las videoconferencias y las conferencias web.  
Las aplicaciones de comunicaciones unificadas ofrecen funciones avanzadas de 
información sobre presencia y localización e independencia de medios. Son fáciles de usar 
gracias a su interfaz intuitiva que permite acceder a potentes funciones.  
Las piedras angulares de las comunicaciones unificadas son la telefonía IP y la 
mensajería unificada, una forma de administración centralizada de mensajes que unifica los 
mensajes de correo electrónico, con los mensajes de voz del teléfono o faxes recibidos, en una 
única plataforma de integración como puede ser el programa de correo corporativo. 
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2. Hablar de comunicaciones unificadas es hablar de… 
 
 
Fig 4.2. Hablar de comunicaciones unificadas es hablar de… 
 
2.1. Los PC comienzan a funcionar como un teléfono  
Para llamar a alguien, sólo hace falta hacer “click” en su nombre. No tienen 
importancia si se ve los nombres en un correo electrónico corporativo o cualquier programa de 
Microsoft Office, la información de contacto y la capacidad de llegar a ella siempre está 
presente. 
 
 
Fig 4.3. Click to Call 
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2.2. El teléfono comienza a funcionar como un PC 
Las nuevos terminales telefónicos IP ya no sólo incorporan las funcionalidades 
tradicionales como la llamada en espera, los desvíos, las transferencias, o la conferencias de 
voz, sino que se han ido añadiendo nuevos servicios como las videoconferencias desde el 
propio terminal, la libreta de contacto unificada, controles de presencia…   
 
Fig 4.4. Nuevos dispositivos telefónicos 
 
2.3. Directorio activo 
La utilización de un directorio activo para unificar todo el directorio corporativo: 
nombres, extensiones internas de la PBX, directorios de correo electrónico e inicios de sesión, 
permite simplificar la búsqueda y agilizar el trabajo. También se pueden introducir a los 
colaboradores y asociados así como teléfonos externos de interés. Una vez localizada la 
persona simplemente con un “clic” podemos lanzar la llamada o dejarle un mensaje. 
 
Fig 4.5. Directorio corporativo integrado 
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2.4. La mensajería de voz se transforma en correo electrónico 
Ahora los mensajes de voz son transformados en ficheros de audio y los faxes recibidos 
transformados en ficheros de imagen y texto. Ambos son enviados a la bandeja de entrada del 
correo corporativo del usuario junto con el resto del correo electrónico, permitiendo realizar 
cualquier tipo de tratamiento como si se tratará de un correo electrónico más.
 
Fig 4.6. Mensajería Unificada 
 
2.5. Las llamadas telefónicas se transforman en datos 
Las llamadas telefónicas pueden ser registradas, revisadas, publicadas y archivadas. 
Tener un registro completo de todas las llamadas recibidas y las atendidas por cada usuario, es 
una información primordial especialmente para los departamentos que incorporan un Contact 
Center, que permite analizar cómo se está desarrollando los servicios que ofrece. Mediante la 
generación de informes (Reports), en cualquier momento, podemos analizar los datos. 
 
Fig 4.7. Reports de llamadas 
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2.6. Mensajería Instantánea “Instant Messaging IM” 
 Pensar en mensajería instantánea es pensar en una comunicación “casi” en tiempo 
real (chat), más eficiente que el correo email. Es muy adecuada para el intercambio informal 
de información importante entre un mismo grupo de trabajo. Es fácilmente integrable en el 
entorno del escritorio de trabajo de un usuario y permite mantener una lista de usuarios cuya 
presencia es supervisada por un “agente”, es decir, un responsable. Permite el intercambio de 
archivos, la utilización de micrófonos para establecer llamadas de voz y con una webcam 
generar videoconferencias. 
         
Fig 4.8. Mensajería Instantánea 
 
2.7.  Asistente personal 
Un asistente personal configurable por el usuario permite tomar el control y 
enrutamiento posterior de las llamadas.  Permite mezclar todo tipo de acciones tanto de voz, 
de mensajería instantánea y datos como re-direccionar a páginas webs. 
 
Fig 4.9. Asistente personal 
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2.8. Detectores de presencia 
Los detectores de presencia son muy útiles para saber la disponibilidad de un usuario 
para ser contactado y a través de qué dispositivos podemos contactar con él. Incorpora 
información visual e inmediata del estado, fácilmente configurable por el usuario: disponible, 
hablando por teléfono, reunido hasta las 14:00… Permite la agrupación de diferentes usuarios 
según la actividad que desarrollen para no superpoblar la ventana de actividad. 
 
 
 
 
 
 
 
 
Fig 4.10. Detectores de presencia 
 
2.9. Localización del personal móvil de la empresa  
 
En el caso del personal móvil de la empresa como son los comerciales o los técnicos de 
campo, se puede incorporar junto a aplicaciones de mapas, como el Google Maps, para la fácil 
localización del personal más cercano disponible y poder enviarle toda la información 
necesaria,  como por ejemplo para la realización de una visita urgente.   
 
 
 
 
 
 
 
 
Fig 4.11. Localización del personal móvil 
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2.10.0Soluciones de movilidad 
La movilidad no se limita al usuario que se conecta remotamente a través de su PC sino 
a la utilización de móviles multimedia. Cada vez son más las compañías móviles que incorporan 
en sus terminales telefónicos aplicaciones enfocadas a las empresas, como control de 
presencia, mensajería instantánea y llamadas internas (gracias a las aplicaciones softphone), a 
través de la integración del sistema “mobile” de sus terminales con las comunicaciones 
unificadas de empresa. 
 
Fig 4.12. Diferentes dispositivos móviles multimedia 
  
También se permite la movilidad de los terminales fijos a través de aplicaciones como 
el “Virtual Terminal” que permite llevarte todas las características y aplicaciones de un 
terminal IP a cualquier otro terminal IP dentro de una misma empresa a través de su red de 
comunicaciones, de manera sencilla, a través de un login y password. 
 
2.11.0Generación de informes históricos 
Gracias a la integración con otras bases de datos como la de clientes, facturación, 
logística…, se pueden generar informes con los datos más relevantes, para ofrecer servicios a 
los clientes de la mejor forma posible. Es primordial conocer como les gusta a los clientes, 
asociados o empleados que se les trate para conseguir su satisfacción en cualquier interacción 
que se realice con ellos.  
 
Fig 4.13. Generación de historiales  
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2.12.0Herramientas de colaboración 
Se crean herramientas de colaboración simultánea para grupos de trabajo, como 
agendas, correo corporativo, blogs y foros colaborativos, como las conferencias webs, 
herramientas de documentación compartida tipo Word, Excel o Project, con la finalidad de 
compartir conocimientos y estrechar relaciones. También se generan e-news, pequeños 
periódicos digitales en los que se informa de todo lo relacionado con la empresa. 
 
Fig 4.14. Herramientas de colaboración 
 
2.13 E-learning: Tele-enseñanza 
 Gracias a las nuevas herramientas colaborativas se pueden realizar cursos de 
aprendizaje o dominio de aplicaciones y cursos de desarrollo profesional en los diferentes 
ámbitos empresariales sin necesidad de estar el profesor presente. Herramientas como el 
escritorio de trabajo remoto, gracias a los programas de virtualización, que permite tomar el 
control remoto de otro PC y poder usar todas sus aplicaciones instaladas. Las 
videoconferencias, las cuales nos permiten asistir a una clase de un profesor e incluso 
plantearle preguntas in situ, gracias a una mensajería instantánea o una audioconferencia. O la 
pizarra colaborativa, en la cual, el profesor puede escribir y todos los usuarios del curso 
pueden verlo e incluso plantear problemas para resolver  in situ, como los ejercicios de una 
clase normal, son las múltiples aplicaciones que se están aplicando con asiduidad. 
 
 
Fig 4.15. Herramientas E-learning 
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3. Servicios de atención al cliente 
La interacción entre la empresa, sus clientes, asociados y colaboradores, siempre ha 
sido uno de los factores más importantes a la hora de establecer relaciones satisfactorias y 
duraderas. Es la base principal para cualquier actividad de negocio.  
Debemos considerar que un Servicio de atención al cliente es “un concepto de trabajo” 
y “una forma de hacer las cosas” que compromete a toda la organización, tanto en la forma de 
atender a los clientes como en la forma de atender a las diversas áreas de una misma empresa.  
Por este motivo, aparecieron unidades de trabajo generalmente dependientes del 
departamento de ventas o marketing, con el objeto de resolver los problemas o dudas que 
tienen los clientes con respecto al producto comprado o al servicio contratado. Preguntas 
como: uso del producto, reclamos y garantías, artículos defectuosos, cambios o devoluciones, 
fueron resueltas con una pequeña centralita PBX que atendían las llamadas recibidas.  
 Sin embargo, diferentes inconvenientes como la imagen transmitida de un contacto 
personal difícil de sustituir, las constantes llamadas perdidas al no poder ser atendidas o 
nuevas finalidades como promociones y ventas especiales, servicio técnico y mantenimiento, 
hicieron evolucionar aquellas pequeñas unidades de trabajo mediante una PBX a una 
estructura dedicada conocida como Call Centers. 
 
 
Fig 4.16. Evolución de los servicios de atención al cliente 
 
3.1. Centros de Atención de Llamadas: Call Centers 
Un Call Center es un centro de atención de llamadas que gestiona toda actividad 
comercial mediante la combinación de una base de datos centralizada con un sistema 
automático de distribución de llamadas a través de aplicaciones conocidas como CTI 
(Computer Telephony Integration).   
Los servicios de un Call Center varían en función de hacia dónde van las llamadas. Si las 
llamadas son entrantes (Inbound), los objetivos son ofrecer servicios post-venta, resolución de 
consultas o incidencias, resolver consultas, servicio técnico y mantenimiento. En el caso de 
utilizar un Call Center para llamadas salientes (Outbound) los objetivos suelen ser ofrecer 
nuevos productos y servicios, publicidad de la empresa, sondeos y tele-encuestas. 
Generalmente, un mismo Call Center se utiliza para ambos casos. Cuando el volumen 
de llamadas entrantes es mínimo se utiliza para realizar llamadas salientes. La franja horaria 
para realizar llamadas salientes, suele ser en horarios donde no hay tanta demanda de 
llamadas entrantes y existe una mayor probabilidad de encontrar al cliente disponible en los 
números de contacto que se poseen. Normalmente de 14 a 16h y de 19h a 22h.  
Servicios avanzados: Comunicaciones Unificadas 52 
 
3.1.1. Estructura de un Call Center 
La estructura de un Call Center es la siguiente:  
RTC / RDSI
LG
MG  1000
Application Server
Application Server
Alarm  M odule
PBX
Sistema de 
Información IVR CTI
Agentes
Supervisor
 
Fig 4.17. Estructura de un Call Center 
 La PBX es la centralita de voz por donde entran o salen las llamadas del Call Center y 
los sistemas de información son las diferentes bases de datos donde se almacena toda la 
información, en forma de histórico, de las diferentes interacciones que se han tenido con el 
cliente.  
Los agentes son los encargados de interactuar con los clientes. Para ello se han de 
logar dentro de las colas previamente establecidas por el supervisor. Y el supervisor se encarga 
de asignar el trabajo a cada agente así como de supervisar dicho trabajo mediante estadísticas 
en tiempo real, tanto de forma globalizada para cada cola como individual de cada agente.  
 Las estadísticas pueden hacer referencias a múltiples parámetros como son la cantidad 
de llamadas atendidas diarias y su media mensual, el tiempo que ha estado en comunicación y 
el tiempo no disponible, cantidad de contactos telefónicos realizados, llamadas sin contestar, 
duración más larga de una llamada, o la más corta, tiempo medio de comunicación… 
 
Fig 4.18. Estadísticas de un Call Center 
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3.1.2. Principales servicios de un Call Center 
3.1.2.1. Respuesta de voz interactiva “Interactive Voice Response - IVR” 
 Se trata de un sistema de respuesta interactiva, orientado a entregar y/o capturar 
información automatizada a través del teléfono permitiendo el acceso a los servicios de 
información y operaciones autorizadas, las 24 horas del día. Locuciones de bienvenida, menú 
de acceso a diferentes departamentos, enrutamiento de las llamadas hacia el mejor agente 
preparado con el mayor conocimiento de la materia solicitada o reconocimiento de voz, son 
algunas de las funcionalidades de un IVR. 
 
 
 
 
 
 
 
 
Fig 4.19. Configuración de un menú de respuesta de voz interactiva 
 
3.1.2.2. Integración telefonía-PC “Computer Telephony Integration – CTI” 
 Se trata de un sistema informático destinado a la interacción entre una llamada 
telefónica y las acciones en un ordenador, de manera integrada y coordinada. Sus principales 
funciones son: 
• la identificación de llamada (quién es el cliente) 
• qué número ha marcado (a qué departamento llama o a qué información está 
relacionada su llamada) 
• Marcación automática y control informatizado para campañas de marketing 
• Control de posiciones dentro del Call Center: hablando, sonando, conferencias, 
registro de llamadas… 
• Transferencia de llamadas con datos adjuntos (los datos que ha recibido o rellenado 
un agente pueden ser traspasados a otro agente cuando se transfiere la llamada). 
• Funciones avanzadas como enrutamiento de llamadas en función del idioma en qué 
desea ser atendido el cliente. 
• Control del estado del agente (disponible, trabajo administrativo post-llamada, 
descanso). 
• Monitorización de la calidad del servicio y grabado de llamadas. 
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Fig 4.20. Funcionalidades de un programa de integración telefonía-PC 
 
3.2  Centros de Contacto: Contact Centers 
 A diferencia de un Call Center, un Contact Center o Centro de Contacto es un centro de 
atención multicanal que no solo gestiona llamadas sino que además gestiona e-mails, faxes, 
sesiones chat, navegación colaborativa, … 
 Gracias a la tecnología IP se ha podido evolucionar los Call Center a Contact Center al 
poder incorporar más de un canal de contacto.  
 
3.2.1. Estructura de un Contact Center 
La estructura de un contact center es: 
 
 
Fig 4.21. Estructura de un Contact Center 
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3.2.2. Principales servicios que ofrece un Contact Center 
 Además de las aplicaciones típicas de un Call Center se han introducido de nuevas: 
3.1.2.1. Gestión de las relaciones con los clientes y asociados 
 Se conocen como soluciones CRM “Customer Relationship Management”. Se trata de 
una solución compuesta por diferentes aplicaciones que aporta una plataforma de negocio 
enfocada a la comunicación que constituye un canal estratégico unificado para la entrega de 
servicios, ejecución de campañas de marketing y procesos de ventas, aprovechando todos los 
canales de contacto para fidelizar a clientes y asociados. Para ello, interactúa con las diferentes 
aplicaciones del cliente, como la gestión de pedidos, de facturación, de logística…  [para más 
información véase punto 4.2. pág 60] 
 
 
Fig. 4.22. Solución de gestión de relaciones de un Contact Center 
 
3.1.2.2. Procesamiento de correo electrónico “Mailing” 
 Es una variedad de marketing directo que consiste en enviar información publicitaria 
personalizada por e-mail, donde se muestran los beneficios o ventajas de un determinado 
producto. 
3.1.2.3. Servidor “Web Collaboration” 
 Se utiliza para albergar la página web de los catálogos de los productos. En los últimos 
tiempos es muy habitual encontrar promociones invitándote a entrar en una dirección web e 
introducir un código, con la esperanza de tocarte un premio. Mientras tanto te enseñan la 
publicidad de sus productos. Incorpora también una aplicación de mensajería instantánea para 
ponerse en contacto con el personal de Contact Center, conocido como “Web Collaboration”.  
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 También existe la posibilidad de incorporar un “Clik to Call” para ponerse en contacto 
con el personal del Call Center. 
 
 
Fig 4.23. Diferentes módulos “Web Collaboration” de un Contact Center 
 
3.1.2.4. Mensajería unificada 
 Se trata de una mensajería unificada. A través de una direcciones de correo 
publicitadas, cualquier correo email o fax que llegue será atendido. Permite enviar faxes, y 
dispone de un historial de email. La mensajería de voz no se contempla pues para ello se 
dispone del Call Center para atenderlas. 
 
 
 
Fig 4.24. Detalles de una aplicación de mensajería de un Contact Center 
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4. Servicios avanzados para los negocios 
 Hablar de servicios avanzados para los negocios es hablar de un sistema de integración 
de todos los recursos empresariales. Es hablar de la gestión de las relaciones entre todos los 
miembros que forman una organización empresarial, incluido clientes. Es hablar de optimizar 
los canales de ventas y marketing de la empresa, dotándolas de herramientas de gestión que 
engloben toda la información necesaria. Es hablar del control de la cadena de suministro de la 
materia prima para elaborar los productos y de los productos en sí.  
 En definitiva, es hablar de un sistema estándar modular de aplicaciones empresariales 
que permite integrar todas las bases de datos de todos los departamentos y realizar 
búsquedas en tiempo real de la información necesaria en todo momento.  
 
Fig 4.25. Concepto de la integración de los procesos de negocio 
 
 Tradicionalmente, cada área funcional de la empresa ha dispuesto de un sistema de 
información distinto, cada uno con su propia base de datos y sin ninguna conexión entre ellos. 
 
Fig 4.26. Proceso tradicional de un pedido de compras 
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 Un ejemplo muy claro es el proceso de un pedido. La parte de ventas recibía un 
pedido, éste se almacenaba en su propia base de datos y con su propio código de 
nomenclatura. Después, este pedido se pasaba al departamento de producción (por teléfono, 
correo interno, fax o sistema informático). Esto repercute en un retraso y la posibilidad de 
introducir un error humano, generando un riesgo innecesario. A su vez, producción 
almacenaba el pedido de la misma manera que ventas y lo pasaba a logística. Éste a su vez, a 
facturación, multiplicándose por cuatro la posibilidad de errores. 
 En definitiva, la no integración de las bases de datos de la compañía dificultan bastante 
la comunicación entre los distintos departamentos, generando multitud de incidencias 
fácilmente resolutibles y la posibilidad de malinterpretar la información, sin necesidad alguna, 
que pueden repercutir en una pérdida de un negocio con un cliente.  
 Para solucionar este tipo de problemas e integrar toda la información que se genera en 
cualquier proceso empresarial existen una serie de aplicaciones enfocadas a la gestión de 
procesos, agrupadas bajo la nomenclatura BPM “Business Process Management”. Su objetivo 
es mejorar la eficiencia a través de la integración, monitorización y optimización de forma 
continuada de todas las actividades de un negocio. 
 
4.1. Planificación de los Recursos Empresariales “Enterprise Resource 
Planning – ERP” 
 Los sistemas ERP son sistemas que ayudan a la toma de decisiones en los niveles 
directivos de las empresas, ya que concentran toda la información de varias áreas de la 
compañía, facilitando la organización de los datos actuales y ayudando a pronosticar los datos 
futuros de diferentes procesos como el de finanzas, contabilidad, ventas o recursos humanos 
entre otros. 
 Son sistemas abiertas multiplataforma, es decir, que pueden operar bajo distintas 
tecnológicas, para albergar diferentes aplicaciones específicas. Se trata de un sistema integral, 
modular y adaptable. 
 Integral, porque permite controlar los diferentes procesos entendiendo que todos los 
departamentos de una empresa se relacionan entre sí, es decir, el resultado de un proceso es 
el inicio del siguiente. 
 Modular, porque entendemos que una empresa es un conjunto de departamentos que 
se encuentran interrelacionados por la información que comparten y que se genera a partir de 
sus procesos. ERP toma esta filosofía y divide sus aplicaciones en módulos que interactúan 
entre sí. 
 Adaptables, porque al tratarse de un producto estándar se pude adaptar a las 
funcionalidades de su empresa, por medio de la configuración o parametrización de los 
procesos de acuerdo con las salidas que se necesiten de cada uno de ellos. 
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Fig 4.27. Interactuación entre las diferentes aplicaciones de la gestión de procesos 
 Entre los diferentes beneficios que aporta una solución ERP destacamos: 
 Bases de datos centralizadas en un sistema centralizado. 
 Optimización y eficiencia operacional en cada uno de los procesos empresariales. 
 Aumento de la productividad de la empresa. 
 Acceso a información confiable, precisa y oportuna. 
 Eliminación de datos y operaciones innecesarias. 
 Eficiente manejo de la información que permita la toma oportuna de decisiones. 
 Tiempos rápidos de respuesta ante imprevistos del mercado. 
 Control más preciso del inventario. 
 Tiempos más pequeños en la salida al mercado de nuevos productos. 
 Tiempos más pequeños en el suministro a clientes. 
 Aumento de la calidad del servicio a clientes y partners. 
 Disminución de gastos innecesarios y errores humanos. 
 Como se puede observar existen multitud de aplicaciones específicas para cada área 
de una empresa siendo las más importantes la gestión de la relación (CRM) y la cadena de 
suministro (SCM). 
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4.2. Gestión de las relaciones con los clientes y asociados “Customer 
Relationship Management – CRM” 
 La constante evolución y competencia de los mercados exigen de elevadas 
capacidades operativas, que proporcionen servicios personalizados de excelente calidad, y de 
fuertes estrategias dinámicas, que satisfagan las necesidades de sus clientes, para fidelizarlos y 
de sus asociados, para que se sientan identificados con la empresa.  
 La actividad de una compañía debe estar basada en la orientación al mercado y al 
cliente, con la generación de una oferta innovadora, con soluciones propias, y especial 
atención a los segmentos de demanda emergente y de mayor valor añadido y contenido 
tecnológico. 
 El camino para lograr un crecimiento rentable, pasa por desarrollar estrategias de 
captación, fidelización y crecimiento de clientes y asociados a través de los diferentes canales 
de comunicación. 
 Basándose en estas filosofías, la solución CRM aporta una plataforma de negocio 
enfocada a la comunicación que aprovecha todos los canales de contacto mediante su 
interacción, por ejemplo, con el Contact Center. Aporta funcionalidades para entregar 
excelencia en la entrega de servicios orientados a la atención con la finalidad de anticiparse a 
las necesidades de los clientes y asociados. Estas funcionalidades son conocidas como “Scripts” 
y ayudan a guiar a los agentes a la interacción con los clientes. 
 
Fig 4.28. Diagrama de flujo de una solución de gestión de relaciones 
 A diferencia de un Contact Center, los CRM además, aportan funcionalidades de 
comercialización, tanto para ventas como marketing, con el fin de ayudar a detectar nuevas 
oportunidades de negocio a través del análisis de la información histórica como de análisis 
predictivos. Se obtiene así una visibilidad completa de ventas de los diferentes productos, así 
como de los procesos y metodologías para impulsar las mejores prácticas para ser más 
eficiente en la gestión de la demanda. 
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 Para ello se nutre de diferentes soluciones extendidas como el canal “Web Channel” y 
el canal “Partner Channel”, entre otros. Todas ellas están enfocadas a la filosofía “Team”. 
4.2.1. Canal “Web Channel” 
  Se trata de una aplicación enfocada al comercio electrónico que constituye otro canal 
de gestión paralelo al Contact Center. Ayuda en la creación de nuevos mercados, despliegues 
de marcas, productos y servicios y a generar satisfacción a sus clientes al estar 
permanentemente informados. 
 Mediante una interfaz intuitiva el cliente será capaz de iniciar procesos de servicio que 
serán tramitados directamente al Contact Center para su posterior tratamiento. Las empresas 
obtienen de esta manera, información y conocimiento directamente del cliente, sin necesidad 
de un representante que pueda equivocar las necesidades. El análisis de estos datos apoya la 
generación de nuevos canales de fidelización.  
4.2.2. Canal “Partner Channel” 
 Se trata de una aplicación que engloba soluciones de gestión de las relaciones con sus 
Partners y la gestión de sus capacidades. En definitiva, es generar un nuevo canal indirecto de 
ventas y colaboración con clientes. 
 Mediante las capacidades de comercialización se apoya el impulso de la demanda de 
sus productos a través de sus socios. Ofrece toda la información necesaria para incentivarlos y 
motivarlos para vender su marca a través de colaboraciones y programas de descuento. 
 Mediante las capacidades de ventas se proporcionan las herramientas adecuadas para 
que sus Partners puedan vender más eficientemente sus productos o servicios, como si se 
tratase de un canal directo.  
 La información recogida es analizada para entender qué venden y cómo lo venden. Por 
tanto, se hace necesario la certificación mediante formación en base al segmento del mercado 
que trabajan para aumentar la eficiencia de la organización. 
 
Fig 4.29. Ejemplo de un canal “Web Channel” y un canal “Partner Channel” 
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4.3. Solución SCM “Supply Chain Management”: Gestión de la cadena de 
suministro 
 La industria en general,  ha experimentado una profunda transformación, 
especialmente tras la globalización, que ha generado en múltiples proveedores y nuevos 
clientes. La búsqueda del proveedor que garantice satisfacer las necesidades de suministro de 
una empresa, con la mejor calidad y el menor coste posible, ya no es un problema. Muchas 
empresas tienen sus centros de suministro a nivel mundial. 
 Por otro lado, ha aumentado la presión de los consumidores sobre los fabricantes para 
que lancen nuevos productos más personalizados, implicando pues, un mallado importante en 
la cadena de suministro. 
 Se han generado proveedores de primer nivel, aquellos proveedores directos, y 
proveedores de segundo nivel, aquellos proveedores para determinados productos. Esto ha 
obligado a los grandes fabricantes a trabajar con el menor inventario posible para no acumular 
suministros en los almacenes. 
 SCM pretende optimizar los recursos para adaptarlos a los cambios sufridos en la 
producción. Su objetivo es conseguir que toda la información de todos los agentes que 
participan en la cadena de suministro esté totalmente integrada en una única plataforma, para 
que todos tengan acceso y puedan trabajar con la misma información.  De este modo, todos 
los proveedores tendrán información de las existencias y los planes de producción para cubrir 
las previsiones de demanda a medio y largo plazo. 
 
 
Fig 4.30. Optimización de la cadena de suministro 
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 Entre las diferentes aplicaciones SCM destacamos la subasta invertida online y el 
marketplace online. 
  La subasta invertida es una herramienta online que permite a los compradores 
efectuar una petición de producto y seleccionar la oferta del proveedor que le resulte más 
interesante. 
  Mientras que los marketplaces son portales web que reúne oferta y demanda. 
Permite a los vendedores exponer sus productos, y a los compradores, efectuar ofertas de 
adquisición con alto nivel de transparencia y rapidez. También hay con servicio de intercambio. 
 
Fig 4.31. Aplicaciones SCM como la subasta invertida y los marketplaces online 
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Capítulo 5 
 
DISEÑO Y DIMENSIONADO DE UNA RED DE 
COMUNICACIONES CON INTEGRACIÓN DE SERVICIOS 
 
1. Supuesto Práctico 
 Empresa de distribución de material electrónico, informática, telecomunicaciones y 
servicios TIC, con diferentes sedes repartidas por toda la geografía nacional. Consta de cuatro 
sedes principales en Madrid, Sevilla, Bilbao y La Coruña, y una sede central en Barcelona.  
 Existen comunicaciones de Voz y Datos, entre todas las sedes, en especial hacia 
Barcelona donde se ubican los servicios centrales. El número de estaciones de trabajo es 
aproximadamente, 100 en Barcelona, 80 en Madrid y de 30 a 40 en el resto de sedes. 
 
 
Fig 5.1. Situación inicial de la red de comunicaciones 
Las cinco sedes principales están interconectadas, a nivel de datos, mediante enlaces 
Frame Relay con garantía de Caudal para cada sede. 
 Por otro lado, cada sede dispone de un proveedor de servicios de internet propio que 
le provee de conectividad a Internet, de manera independiente para cada una de las sedes y 
para un grupo reducido de usuarios. Además, no existe un control sobre el acceso de los 
usuarios, ni sobre la seguridad del sistema. 
 Dispone de una red de aproximadamente 2000 comerciales, entre agentes remotos y 
pequeñas franquicias (unas 200). Ninguno de ellos dispone de conexión On-line con los 
sistemas centrales de información. 
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1.1 Necesidades 
 La filosofía de la empresa pasa per integrar sus sistemas de información, abriendo el 
acceso a todas las personas y entidades implicadas en la actividad de la organización. Con ello 
pretende integrar una nueva imagen corporativa mucho más homogénea y claramente 
vinculada a todos los componentes de la organización. 
 Desean pues, expandir la Intranet a los agentes remotos y las pequeñas franquicias, de 
modo que la gestión de los productos sea en tiempo real. 
 Se pretende también agilizar y estandarizar el acceso a las transacciones corporativas a 
fin de automatizar y controlar “On-line” la atención y captación de clientes, esperando 
conseguir una fidelización mayor. Se debe de implementar pues, servicios de acceso a los 
recursos corporativos para clientes, garantizando la seguridad y privacidad de los datos en 
todos los casos. 
 Otro aspecto relevante consiste en minimizar la explotación y gestión de los servicios 
de nueva implementación, evitando así dedicar recursos corporativos a fines que no se 
corresponden con la actividad de la empresa. 
 Por último, las nuevas leyes de Protección de Datos y Confidencialidad en las 
transacciones obligan a implementar mecanismos de seguridad en las transacciones con 
algoritmos de cifrado para garantizar la confidencialidad de los datos de sus clientes. 
 
1.2 Comparativa de servicios  
A fin de concretar técnicamente los servicios más adecuados para satisfacer cada una 
de las necesidades detectadas, se plantea una comparativa de las modalidades de servicio 
ofrecidas por el mercado a través de los cuadros resúmenes, valorando sus pros y contras 
frente a los requerimientos deseados. 
 
1.2.1 Servicios de conectividad 
1.2.1.1. Servicios Frame Relay 
 Ancho de Banda Garantizado 
 Seguridad nivel 2 más encriptación 
 Alto coste y tarifa plana 
 No permite accesos remotos ni presencia en red 
 No homogéneo con servicios de extranet 
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ado
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1.2.1.2. Servicios IP Overlay 
 Ancho de banda no garantizado 
 Seguridad por tunelizado más encriptación 
 Bajo rendimiento por cabeceras 
 Amplio abanico de tecnologías de acceso 
 Movilidad geográfica 
 Mecanismos de seguridad/confidencialidad en extremos 
 Acceso universal e independiente de los niveles “físico” y de “enlace de red” 
 Compleja gestión ante infraestructura variables 
 
1.2.1.3. Servicios IP-MPLS 
 Ancho de banda no garantizado 
 Seguridad por VPN más encriptación 
 Alto rendimiento por conmutación rápida y pocas cabeceras 
 Amplio abanico de tecnologías de acceso 
 Movilidad geográfica 
 Mecanismos de seguridad y confidencialidad en la red 
 Acceso universal e independiente de los niveles “físico” y de “enlace de red” 
 Gestión de infraestructura ágil 
 
1.2.2 Servicios de aplicaciones 
1.2.2.1. Alojamiento propio de aplicaciones 
 Aumento de recursos propios 
 Seguridad y hardware propios 
 Seguridad de acceso 
1.2.2.2. Hosting/Housing de aplicaciones 
 Reducción de recursos propios 
 Seguridad y hardware delegados 
 Costes por volumen ocupado y tráfico 
 Necesidad de conectividad y hardware para aplicaciones internas 
1.2.2.3. Correo electrónico a través de un proveedor especializado 
 Coste unitario por buzón 
 Seguridad y hardware delegados 
 Accesibilidad universal 
 Consume ancho de banda para tráfico interno 
 Gestión remota de buzones 
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1.2.2.4. Correo electrónico mediante servicios propios o estafeta de correo 
 Costes variables 
 Seguridad y hardware propios de la intranet apoyados en infraestructura de red 
 Accesibilidad en entorno LAN 
 No consume ancho de banda para tráfico interno si la infraestructura es distribuida 
 Gestión distribuida si la infraestructura es distribuida 
 Gestión local de buzones de manera centralizada o distribuida 
 
1.3. Propuestas tecnológicas 
Desde el punto de vista técnico y teniendo en cuenta los aspectos destacados en los 
puntos anteriores, las tecnologías más adecuadas se basan en crear VPN sobre un modelo 
MPLS donde la seguridad la implementa el operador. 
 
 
Fig 5.2. Primera aproximación 
 
 Para la interconexión de las sedes corporativas => VPN sobre accesos dedicados 
 Para la interconexión de agentes remotos => VPN con accesos remotos en movilidad 
 Para la interconexión de franquicias => VPN con accesos ADSL de baja velocidad 
 Para el acceso corporativo a clientes (Extranet) => Acceso desde Internet 
 Para el acceso corporativo a Internet => Gestionada y segura a través de un 
Datacenter 
 Para el alojamiento de aplicaciones corporativas => Recursos propios de su negocio 
 Para el alojamiento de la presencia en red y la mensajería electrónica => Hosting 
externo y estafeta de correos. 
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1.3.1. Puntos de partida a tener en cuenta en el posterior desarrollo de la red 
 
 Se  tendrá en cuenta pues, aplicar sobre un servicio MPLS las siguientes tecnologías de 
acceso: 
 
a) Implementar accesos de alta calidad y capacidad en las sedes corporativas a fin de 
conseguir unos acuerdos de nivel de servicio (SLA) óptimos y una calidad de servicio 
(QoS), al menos en el acceso. 
 
b) Servicios de acceso remoto por red conmutada para aquellos usuarios, que por sus 
condiciones de movilidad, no pueden disponer de conexiones fijas. 
 
 
c) Servicios de acceso remoto ADSL, para aquellos usuarios que no realizarán grandes 
transferencia de información. Esencialmente, se basarán en consultas esporádicas de 
información y contratación de productos o servicios. Además no se espera un gran 
número de estaciones de trabajo en cada franquicia. 
 
d) Establecer una conexión permanente a Internet, única para todos los usuarios 
corporativos, con independencia de su ubicación física. Dicho servicio se proveerá lo 
más delegado posible en cuanto a la gestión y mantenimiento de la infraestructura. No 
se utilizará la plataforma de VPN para la conectividad a Internet. 
 
 
e) Se contará con un sistema de recuperación de desastres para las aplicaciones, en la 
medida de lo posible, y teniendo en cuenta la criticidad de éstas. Así, los servidores 
corporativos actuales seguirán funcionando igual y sin ser accesibles directamente 
desde el exterior.  Para ello se establecerán aplicaciones “puente” entre las sesiones 
de acceso remoto y las aplicaciones que manejan la información corporativa 
(aplicaciones de seguridad y negocio). 
 
f) El correo corporativo se ampliará en gran medida, haciéndose extensivo a toda la 
organización y convirtiendo éste en la principal herramienta de contacto con los 
clientes. Además, se integrará la imagen corporativa mediante el correspondiente 
dominio corporativo. 
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2. Accesos a implementar 
2.1 Sedes corporativas 
 
Fig 5.3.  Red de acceso a implementar en las sedes corporativas 
 
 Ésta infraestructura permitirá la constitución de una Intranet con direccionamiento 
privado, preferiblemente se diseñará una clase C en cada una de las sedes y con rango 
totalmente privado (Red 192.168.x.0 – Mascara 255.255.255.0). 
 
 Deberá definirse clases de tráfico diferenciadas para poder separar en la WAN el 
tratamiento de los diferentes tipos de tráfico corporativo que pudiesen cursarse. De este 
modo, no se daría el mismo tratamiento en la gestión de colas al tráfico de navegación o del 
correo electrónico que al tráfico corporativo de las aplicaciones internas. 
 
2.2 Accesos remotos 
 Para los accesos remotos de los usuarios en movilidad, se proponen cuatro 
infraestructuras de acceso remotos a la Intranet a fin de comparar los aspectos más relevantes 
de cada uno de ellos para las necesidades a satisfacer. 
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2.2.1. Opción 1: Instalación de un Servidor de Acceso Remoto 
 
 
 
 Llamadas directas a la LAN 
 Tarificación por ámbito de llamada 
 Solución poco escalable 
 Equipamiento propietario 
 Autentificación por Identificación llamante 
 Solución multiprotocolo 
 El acceso a otras redes debe hacerse a través 
de la sede central 
 
Fig 5.4. Acceso remoto a través de un servidor de acceso remoto 
 
2.2.2. Opción 2: A través de Internet 
 
 
 Llamadas a través de un proveedor de 
servicios de internet 
 El número a llamar puede variar según el 
proveedor 
 Tarificación por ámbito de llamada 
 Seguridad por autentificación y tunelizado 
 Se requiere alto nivel de seguridad ante 
intrusiones en el acceso 
 Deben implementarse soluciones propias 
para VPN 
 Solución exclusiva para tráfico IP 
 Permite acceso directo a otras redes 
 
Fig 5.5. Acceso remoto a través de Internet 
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2.2.3. Opción 3: A través de un acceso Intranet RTC (Red de telefonía conmutada) ó 
RDSI (Red digital de servicios integrados) 
 
 
Fig 5.6. Acceso remoto a través de una Intranet RTC/RDSI 
 
 Llamada a número único 
 Tarificación de llamada local y restringida a territorio nacional 
 La autentificación se realiza por usuario y permite asignar direccionamiento privado 
tanto estático como dinámico 
 Solución exclusiva para tráfico IP 
 El acceso a otras redes se realiza a través de la sede central 
 Seguridad por tunelizado y redundancias de cabeceras 
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2.2.4. Opción 4: A través de un acceso a WAN mediante VPN 
 
 
Fig 5.7. Acceso remoto a través de un acceso WAN mediante VPN 
 
 Llamadas a número único 
 Tarificación de llamada local y restringida a territorio nacional 
 La autentificación se realiza en la WAN y permite asignar direccionamiento privado 
tanto estático como dinámico 
 Solución exclusiva para tráfico IP 
 El acceso a otras redes se puede realizar desde cualquier sede 
 Seguridad por tunelizado y VPN. Redundancia de cabeceras sólo en el acceso 
 Solución homogénea a sedes corporativas 
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2.3 Acceso ADSL para las franquicias 
 Para las franquicias, se debe procurar una solución que, tecnológicamente, se adapte a 
las necesidades de interconexión descritas y que no conlleve un excesivo coste de explotación. 
 Además, se debe tener en cuenta  la facilidad de uso por parte de los usuarios finales y 
que, obviamente, no existirá personal cualificado técnicamente en las sedes remotas. 
2.3.1. Opción 1: Conectividad segura a través de Internet 
 
Fig 5.8. Acceso ADSL a través de una conectividad segura por Internet 
 Router ADSL específico 
 La autentificación y encriptación se realiza a nivel de dirección IP o usuario 
 Solución exclusiva de tráfico IP y direccionamiento privado 
 Permite el acceso directo a otras redes 
 Deben implementarse soluciones propias para las VPN 
 Puede realizarse en modo túnel o transparente 
 Se requiere alto nivel de seguridad ante intrusiones 
 Lo más habitual es implementar equipos que permitan tunelizaciones y encriptaciones 
en IPSec entre routers o incluso entre estaciones de trabajo. En tal caso, la identificación 
puede realizarse en función de la dirección IP del usuario remoto o de un conjunto de 
usuario/password, para lo cual, en el primer caso, nos hemos de asegurar que el operador que 
proporcione el servicio no nos variará nunca la asignación inicial de direcciones públicas. 
 Está solución conlleva la implementación de equipos router sensiblemente más 
complejos y caros que en un caso de conectividad ADSL estándar. Además, la gestión de la 
infraestructura de VPN (túneles IPSec), para el volumen de usuarios deseado puede acabar 
siendo una tarea compleja para el administrador del sistema. 
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2.3.2. Opción 2: Acceso a través de Intranet ADSL 
 
 
Fig 5.9. Acceso ADSL a través de una Intranet ADSL 
 Router ADSL estándar 
 La autentificación y la encriptación se realiza con un servidor Radius por 
usuario/password. 
 Solución exclusiva de tráfico IP y direccionamiento privado 
 El acceso a otras redes debe hacerse a través de la sede central 
Generalmente los operadores proporcionan conectividad ADSL para accesos a 
Intranet, incluyendo las herramientas más adecuadas para garantizar la seguridad de las 
transacciones y sin que el cliente tenga que realizar más actuación que la gestión de sus 
usuarios en su aplicación de autentificación corporativa, habitualmente un servidor Radius. 
La autentificación por login/password implica la posibilidad de asignar dinámicamente 
las direcciones IP a los usuarios en el momento de la autentificación. Ello implica que dicha 
asignación puede realizarse con direccionamiento privado, lo cual asegura un mayor grado de 
seguridad y permite la gestión completa de la Intranet sin que para el cliente tenga 
trascendencia el direccionamiento público establecido en la conectividad. 
Por el contrario, un acceso totalmente tunelizado impide la visibilidad con el resto de 
servicios de las redes públicas, con lo que el acceso de los usuarios remotos a Internet deberá 
realizarse a través de la sede central del cliente, si bien ello aporta un mayor control de la 
accesibilidad y uso de Internet por parte de los usuarios. 
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2.3.3. Opción 3: Acceso a través de VPN-MPLS 
 
 
Fig 5.10. Acceso ADSL a través de una VPN-MPLS 
 Permite cualquier configuración en malla o estrella 
 No se requiere alto nivel de seguridad ante intrusiones, al estar integrado en una VPN 
cerrada. 
 Pueden implementarse soluciones de Reserva de recursos. 
Por último, en el caso de los accesos ADSL también podemos completar una topología 
VPN Peer-to-Peer basadas en arquitectura MPLS. 
Está estructura, además de facilitar considerablemente la administración y gestión de 
la VPN por parte del usuario, a costa de complicarla al operador, nos permitirá una 
estructuración también más flexible, tanto mallada como estrella, y una homogeneidad total 
con el resto de tecnologías descritas para los escenarios anteriores. 
También es de destacar que, salvo que se solicite al operador WAN conectividad 
directa a Internet, la VPN conformada será totalmente cerrada y no presenta ningún riesgo de 
accesibilidad desde el exterior. 
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3. Ley de Protección de Datos 
 La ley Orgánica de Protección de Datos (LOPD) identifica tres niveles de medidas de 
seguridad: Básico, Medio o Alto, los cuales deberán ser adoptados en función de los distintos 
tipos de datos personales. 
 
3.1. Nivel Básico 
 Tipos de datos a proteger: Nombre y apellidos, direcciones de contacto tanto física 
como electrónica, teléfono de contacto tanto fijo como móvil, …. 
 Medidas de seguridad obligatorias: Documento de seguridad, régimen de funciones y 
obligaciones del personal, registro de incidencias, identificación y autentificación de 
usuarios, control de acceso, gestión de soporte, copias de respaldo y recuperación, …. 
 
3.2. Nivel Medio 
 Tipos de datos a proteger: Infracciones penales, infracciones administrativas, 
información de Hacienda Pública, información de servicios financieros, … 
 Medidas de seguridad obligatorias: Medidas de seguridad de nivel básico, responsable 
de seguridad, auditoría bianual, medidas adicionales de identificación y autentificación 
de usuarios, control de acceso físico, … 
 
3.3. Nivel Alto 
 Tipos de datos a proteger: Ideología, religión, creencias, origen racial, salud, vida,… 
 Medidas de seguridad obligatorias: Medidas de seguridad de nivel básico y medio, 
seguridad en la distribución de soportes, registro de accesos, medidas adicionales de 
copias de respaldo, cifrado de telecomunicaciones, …. 
 
3.2. Opciones de Confidencialidad 
Para una empresa de distribución, en función del tipo de información que maneja, 
podemos catalogarla en un nivel medio de protección. Pero no por ello debemos de 
implementar una solución de nivel medio. 
Por tanto, considerando que una arquitectura MPLS ofrece privacidad pero no 
confidencialidad, debemos tomar especial atención al cifrado y confidencialidad en las 
comunicaciones. Las transacciones se pueden cifrar a dos niveles: 
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3.2.1. Opción 1: Transacciones seguras a nivel de aplicación (SSL) 
 
Fig 5.11. Comunicaciones seguras a nivel de aplicación (SSL) 
 
 Requiere de servidores seguros para todas las aplicaciones 
 Disminuye considerablemente el rendimiento del servidor 
 Permite una fuerte autentificación de usuario/servidor mediante certificados 
 Usuario sencillo en cliente mediante un navegador 
 Muy útil para usuarios remotos y clientes 
 
Cifrando las transacciones, mediante algoritmos de clave privada/pública y utilizando 
opcionalmente autentificación de acceso, se consigue proteger la confidencialidad de los datos 
cursados en una aplicación determinada, además de verificar la autenticidad de la identidad 
del destinatario.   
Está modalidad requiere de un servidor seguro (SSL) para cada aplicación, lo cual 
ralentiza bastante el rendimiento de dichos servidores. Su ventaja es que cualquier navegador 
del mercado acepta la utilización estándar de SSL y de Certificados de Autenticidad. 
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3.2.2. Opción 2: Transacciones seguras a nivel de transporte (IPSec más 3DES) 
 
 
Fig 5.12. Comunicaciones seguras a nivel de transporte (IPSec+3DES) 
 
 Es posible cifrar todo el tráfico de una LAN 
 Usuario adicional en cliente, mediante un cliente IPSec, en el caso de cifrados entre 
estaciones de trabajo 
 Utiliza algoritmos de clave simétrica (DES-3DES) 
 
Con ello se consigue cifrar toda la comunicación entre dos puntos (sede-oficina, 
usuario-sede, …). También permite verificar la identidad del origen, aunque si la encriptación 
se realiza a nivel de usuario, es preciso que éste disponga de un cliente (normalmente IPSec) 
para su conectividad cifrada. Es, por tanto, asequible para usuarios remotos corporativos, pero 
complicado para clientes o proveedores con navegación estándar. 
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4. Conectividad a Internet 
 En lo que respecta a la conectividad con Internet, queda claro que la solución pasa por 
un acceso único y corporativo que ofrezca posibilidades de crecimiento y flexibilidad.  
 Si la intención es de disponer de un acceso con la flexibilidad necesaria para permitir 
futuras ampliaciones, como es el caso, RDSI no es la tecnología adecuada por estar restringida 
únicamente a dos canales. 
 La mejor opción será acceder a Internet a través de un operador que nos proveerá de 
conectividad y de las medidas de protección adecuadas. 
4.1 Acceso a Internet a través de un Data Center 
 
Fig 5.13. Acceso a un DataCenter a través de líneas Frame Relay/VPN-IP  
 Una solución de conectividad a través de un Data Center de un operador, que incluya 
soluciones de seguridad y gestión, implica un vínculo mucho más estrecho con dicho operador. 
 Los temas de seguridad son cada vez más complejos, especialmente para clientes con 
altos volúmenes de accesibilidad, y requiere de personal altamente cualificado y que pueda 
seguir al detalle las actualizaciones de los sistemas implementados. 
 Debido al gran volumen de usuarios, es aconsejable delegar las funciones del Proxy y el 
control de los usuarios. Si bien, convendría tener acceso remoto a la gestión de éstos ya que 
no implica una tarea muy complicada y su administración. 
 También se debe contratar las medidas necesarias para garantizar que no se 
producirán intrusiones no deseadas. Para ello, además de constituirse una Red Privada Virtual 
entre el Data Center y el cliente, las políticas de seguridad que suelen aplicarse en estos 
centros son de “Denegación de Servicio” como premisa de seguridad. Es decir, nadie tiene 
acceso a no ser que este dado de alta. 
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5. Acceso a las aplicaciones corporativas 
5.1. Acceso remoto a las aplicaciones corporativas 
 
Fig 5.14. Acceso remoto a las aplicaciones corporativas  
 El acceso remoto a las aplicaciones se realizará a través de un navegador estándar y 
una dirección de correo http`, la cual, para acceder, necesitará ser identificado a través de un 
login/password de acceso. 
 
5.2. Acceso público a la información e interrelación con las aplicaciones 
corporativas 
 
Fig 5.15. Acceso público a la información de las aplicaciones corporativas  
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 Las aplicaciones de acceso público, se implementarán en el Data Center del operador, 
a fin de proporcionar un aislamiento de dichos accesos con la parte corporativa segura de la 
Intranet.  
 Los servidores de acceso público, protegidos por los ataques más conocidos por los 
sistemas de protección del Data Center, accederán a las consultas remotas que precisen a 
través del enlace privado entre el Data Center y la LAN interna. 
 Además, para accesos de clientes se implementará una solución de transacción segura 
sobre SSL, que permitirá asegurar la confidencialidad en la transacción y, la autenticidad del 
cliente. 
 
5.3. Acceso al correo electrónico 
 
Fig 5.16. Acceso al correo corporativo  
 
 El acceso al correo electrónico se realizará a través de una estafeta de correo del 
operador en el Data Center. Una estafeta de correo es un servidor que se configura como 
punto de entrada en un dominio. Su misión es recibir el correo externo y distribuirlo entre los 
diferentes servidores de correo de la organización. También puede procesar el correo saliente, 
para que se ajuste a una serie de normas establecidas en el dominio, como puede ser que 
todos los mensajes sigan las mismas reglas en los nombre de usuario 
(nombre.apellido@dominio.com). 
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 6. Esquema global de la solución tecnología propuesta 
 
Fig 5.17. Esquema global propuesto  
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7. Dimensionado por Sede 
7.1. Accesos Corporativos – Topología en malla 
Se calcula que aproximadamente el ancho de banda que ocupa cada usuario es de 
30kbps, con una concurrencia en cada sede del 20% por tanto tenemos: 
 
 Madrid:    
 Resto de Sedes:   
 
 Barcelona es un caso especial, ya que prácticamente la mayoría del tráfico tiene como 
origen o destino los servidores de su propia LAN. Además recoge el 80% del tráfico del resto de 
sedes: 
 Hacia/desde BCN:  
 
 
7.2. Accesos Remotos Conmutados – Topología en Estrella 
 Para los usuarios remotos se plantea una topología en estrella, con lo que deberá 
calcularse el dimensionado concurrente de acceso a la sede central de Barcelona que es donde 
se prevé finalizarán prácticamente todas las conexiones. 
 
 Acceso a aplicaciones corporativas:  
 
 
 Acceso a Internet y Correo Electrónico: 
 
 
 Total acceso a Intranet RTB/RDSI o GRPS:   
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7.3. Accesos ADSL – Topología Mixta 
 En cuanto a los accesos ADSL, se considera una topología mixta, es decir, debe 
disponer de accesibilidad a los servidores distribuidos por las cinco sedes corporativas, pero no 
debe ser accesible de unas a otras. 
 Dado que el grueso de transacciones se realiza, en cualquier caso, contra servidores 
ubicados en la sede de Barcelona, la concurrencia estimada se plantea con esta sede. 
 
 Acceso a aplicaciones corporativas:  
 
 
 Acceso a Internet y Correo Electrónico: 
 
 
 Total acceso a Intranet RTB/RDSI o GRPS:   
 
7.4. Acceso Corporativo a Internet 
 
 
Ancho de banda normalizado más próximo de 1024  kbps.  
 
Revisando precios a través de un operador nacional: 
Caudal F.R. de conectividad a 1024 kbps tiene una cuota de alta de 3005 € y una 
mensualidad de 5258,86 €. 
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7.5. “Web Site” empresarial 
 El web site generado consta de programación estándar basada en Java, ASP,  bases de 
datos en SQL  con una plataforma segura SSL de 128 bits. El tamaño estimado rondaría los 750 
MB iniciales.  
 
 
Revisando precios a través de un operador nacional: 
 S. Hosting Dedicado con un HD=9 GB y 10000 MB/mes: Cuota de alta de 1202,02€ y 
una cuota mensual de 1141,93€. 
 Certificado de seguridad SSL 128 bits: Cuota de alta de 1069,8 € y una cuota anual de 
30,05€. 
 Tráfico excedido de 10000MB al mes:  
7.6. Estafeta de Correos 
 Los servicios de estafeta de correos, o Back-up de Servidores de Correo, proporcionado 
por los operadores en sus Data-Center, suelen incluir un esquema de tarificación basado en el 
coste por tráfico generado hacia/desde el servidor del cliente. 
 Éste parámetro será el que, además, marca el índice de ocupación de las máquinas del 
servicio y, por tanto, el coste que el operador debe asumir para proveer el servicio. Así, es 
normal que se cobre un coste fijo por el mantenimiento del servicio, normalmente bajo, y un 
variable en función del consumo y de un escalado que disminuya el coste según aumenta su 
uso.  
 
Tráfico estimado mensual: BW de 180 kbps x 20 días laborables x 8 horas al día = 12960 MB 
 
Revisando precios a través de un operador nacional: 
 Cuota base de una estafeta de correos: Cuota de alta de 150,25€ y una cuota mensual 
de 59,47 €. 
 Cuota por tráfico estimado al mes:  
Diseño y dimensionado de una red de comunicaciones con integración de servicios 86 
 
7.6.1. Comparativa con la contratación de buzones de forma externa 
Si comparamos la solución propuesta, con un servidor propio, con una solución mucho 
más externalizada como sería la contratación de buzones corporativos de correo, con 
facilidades de gestión y administración remota de usuarios por parte del cliente, podemos 
destacar los siguientes aspectos: 
 
 La solución de contratar buzones externos implica que todo el tráfico de correo interno 
debería acceder a través del enlace corporativo a Internet, consumiendo el correspondiente 
ancho de banda (en la solución de estafeta de correo no se contabiliza al estar el servidor en la 
propia LAN del cliente). 
 
 Así pues, al coste de los buzones se deberá añadir el correspondiente a la ampliación 
del caudal, y si procede, a la ampliación de la línea física de acceso. 
 
 Por otro lado, en esta solución debe eliminarse los costes implicados en la adquisición 
y gestión interna del equipo servidor de correo electrónico que deberá disponer el cliente en el 
caso de la estafeta de correo.  
 
 
Tráfico estimado mensual: BW de 448 kbps x 20 días laborables x 8 horas al día = 32256 MB 
 
Revisando precios a través de una empresa especializada: 
 Cuota base de una estafeta de correos: Cuota de alta de 0 € y una cuota mensual de 
15.03 €. 
 Cuota por tráfico estimado al mes:  
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Comparativa: 
 La estafeta de correos es mucho más barata que la contratación de buzones de correo, 
del orden del 40%-45%, según proveedor. 
 Estafeta de correo:  
 
 
 Contratación de buzones de correo: 
 
 
7.7. Resumen del dimensionado 
 Barcelona 
 
 Madrid => BW necesario para el acceso a la red: 512 kbps 
 Resto de Sedes (Bilbao, Sevilla y La Coruña) =>BW necsario para el acceso a la red: 
256 kbps 
 Franquicias => BW necesario para el acceso a la red: Acceso estándar (256/128 kbps) 
 Acceso al Data Center 
 
 
7.7.1. Esquema del dimensionado de la red propuesta 
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Fig 5.18. Dimensionado de la red propuesta  
89 Diseño de los diferentes Centros de Procesamiento de Datos “CPDs” 
 
Capítulo 6 
 
DISEÑO DE LOS DIFERENTES CENTROS DE 
PROCESAMIENTO DE DATOS “CPDs” 
 
1. Sistemas con alta disponibilidad 
 En una infraestructura de comunicaciones existen varios factores que pueden afectar 
al correcto funcionamiento del sistema. Por ejemplo: 
 Un fallo en un enlace, un router o un switch, puede afectar a los recursos de 
comunicación impidiendo el acceso a una granja de servidores. 
 Un fallo en las conexiones de un servidor o en el propio servidor, puede afectar el 
funcionamiento de uno o más servicios e incluso a la pérdida de datos. 
 Un fallo en el software de una aplicación impedirá el uso de un servicio. 
Debemos considerar que todos los componentes son críticos. Un fallo por parte de un 
operador o de un proveedor de servicios repercute en la imagen de la empresa. Para el usuario 
o cliente, el problema es de nuestro sistema y por tanto se debe evitar.  
 
1.1. El concepto de alta disponibilidad “High Availability – HA” 
Se puede entender como alta disponibilidad de un servicio, de manera idealizada, el 
hecho de prestarlo ininterrumpidamente. En la realidad existen tiempos de fuera de servicio. 
Los requerimientos de los tiempos máximos en el cual una aplicación de un servicio o las 
comunicaciones pueden estar caídas se marcan a través de acuerdos de nivel de servicio entre 
las distintas partes, cliente, proveedor y operador. 
La disponibilidad se calcula a través de la siguiente fórmula: 
 
 
 
A través de su cálculo se obtienen los diferentes niveles de disponibilidad, siendo los 
principales: 
 Continuamente fiables: Disponibilidad hasta del 99,999% 
 Tolerancia a fallos: Disponibilidad hasta del 99,99% 
 Resistencia a fallos: Disponibilidad hasta del 99,9% 
 Alta Disponibilidad: Disponibilidad hasta del 99% 
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1.2. Sistema tolerante a fallos 
El más utilizado es el sistema tolerante a fallos (los cuatro “9”, 99,99%). Para conseguir 
un sistema tolerante a fallos con alta disponibilidad, todos los recursos necesarios deben estar 
replicados.  
 
Fig 6.1. Implementación de un sistema tolerante a fallos  
 
Se gestiona, mediante protocolos y herramientas de priorización del tráfico, el fallo de 
los recursos y su recuperación (por ejemplo, mediante cambios de rutas). Para ello, el 
hardware asociado debe ser capaz de detectar el subsistema que falla y obrar en consecuencia 
para restablecer el servicio. Mediante la utilización del protocolo Spaning Tree Protocol STP 
(IEEE 802.1d) se garantiza una topología redundante libre de bucles, capaz de redirigir el 
tráfico por un camino secundario en el caso de fallo en el camino principal. Mediante el 
protocolo Link Aggregation (IEEE 802.3ad) se garantiza múltiples enlaces activos gracias a un 
balanceo de carga automático con tiempo de respuesta inferior a un segundo, entre switches o 
entre switch y servidor. Mediante el protocolo Virtual Router Redundancy Protocol VRRP (RFC 
2338 HSRP Cisco) se permite virtualizar el servicio de tal forma que la red sólo vea un router, 
aunque haya dos, mediante una IP virtual para el Default Gateway. El router máster 
respondería a esta IP virtual de salida, mientras que el segundo (slave) pasaría a responder a la 
IP virtual en caso de error del máster. Y por último mediante la priorización de tráfico (IEEE 
802.1p/q) se garantizaría la disponibilidad de las aplicaciones críticas frente a congestiones en 
la red. En el caso de disponer de diferentes sedes (sistemas autónomos), la utilización del 
protocolo Border Gateway Protocol BGP, permite intercambiar información de routing de 
manera automática garantizando que la configuración de los routers sea tolerante a fallos y 
permita equilibrar la carga del tráfico entre los diferentes sistemas. 
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 Tampoco hay que olvidar que el sistema debe ser altamente escalable ya que las 
necesidades pueden ser cambiantes. Por tanto, debe permitir el crecimiento de la capacidad 
de los servicios. 
 
1.3. Arquitectura en n capas de un sistema 
 El objetivo de la replicación es eliminar cualquier punto simple susceptible de fallo. 
Pero no solo debemos pensar que con la replicación de componentes o accesos de la red de 
comunicación estamos seguros de tener un sistema altamente disponible. También debemos 
tener en cuenta factores como la seguridad. Debemos evitar intrusiones que pongan en 
peligro el sistema. Por tanto a la hora de diseñar la arquitectura del sistema no basta con 
añadir equipamiento de seguridad, debemos realizarla en n capas, separando sus 
componentes lógicos en función de su utilidad y de quién y por dónde se conectan a los 
servicios, a través de la creación de redes perimetrales conocidas como DMZ “Demilitarized 
Zone – Zona desmilitarizada”. Con esto se consigue una separación total entre funciones y 
consigue escalabilidad para asegurar el servicio a un gran número de usuarios, pudiendo 
utilizarse los direccionamientos de Internet (URLs) para el enrutamiento de aplicaciones. 
 
 
 
Fig 6.2. Arquitectura en n capas de un sistema 
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1.4. Otros factores de consideración 
 Existen otros factores a tener en cuenta como las condiciones donde se ubica el CPD: 
suministro eléctrico, aire acondicionado o el sistema contra incendios. Además lógicamente de 
la seguridad física en el control de acceso al CPD por ejemplo. De todos estos factores el más 
preocupante es el suministro eléctrico que generalmente se subsana en el caso de ser un 
DataCenter con multitud de equipos y servidores mediante la contratación de un segunda 
compañía eléctrico redundando líneas eléctricas, y para los medianos y pequeños mediante 
equipamiento auxiliar como generadores y SAI (sistema de alimentación ininterrumpida) que 
alimentarán los equipos durante unas horas en caso de fallo en la corriente eléctrica general. 
 
2. CPD distribuido “Disaster Recovery System – DRS” 
 Un DRS o sistema de recuperación frente a desastres, es un sistema paralelo al CPD 
principal con los servicios e infraestructura crítica que debe permitir la continuidad del servicio 
aún en caso de desastre en el CPD principal, por ello necesita de una ubicación segura y a 
cierta distancia del CPD principal. Se pretende ofrecer alta disponibilidad en todas las 
aplicaciones críticas implementadas de manera local (en el mismo edificio de la sede central) 
simulando un centro remoto u en otra ubicación dentro de la red del cliente, ya sea propia o 
alquilando una ubicación segura al operador. También es muy importante, como backup de 
todos los datos de las aplicaciones y sus BBDD para evitar pérdidas de información. 
 
 
Fig 6.3. Disaster Recovery System 
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Es tan importante el duplicar las aplicaciones críticas  y las BBDD más importantes, 
como disponer de al menos dos accesos, sin puntos comunes, para dar máxima seguridad a 
nuestra red de comunicaciones. El estándar que mejor se adapta para garantizar un alto 
rendimiento en las comunicaciones es el fibre channel (FC) o canal de fibra óptica. Con ella se 
garantizan comunicaciones bidireccionales de datos en serie entre servidores, subsistemas de 
almacenamiento masivo (SAN) y periféricos, a través de concentradores, conmutadores y 
conexiones punto a punto a altas velocidades (1, 2, 4 y 8 Gpbs) y a grandes distancias (hasta 80 
Km). Se conocen también como sistemas xWDM (x Wavelength Division Multiplexing – 
Multiplexación por división en longitudes de onda densas). 
 Usando accesos de fibra óptica se garantiza una configuración en anillo con el 
operador, y a nivel interno entre los dos CPD altas velocidades en los backups de las bases de 
datos de las aplicaciones críticas. Gracias a la interconexión xWDM podemos considerar que el 
CPD principal y el DRS son una misma instalación. 
 Esta estructura permite redundar los circuitos que dan acceso, desde varias centrales 
telefónicas diferentes, o incluso, la interconexión de diferentes operadores en el caso de 
contratar dos accesos distintos con dos operadoras.  
  Todo este sistema es conocido como CPD distribuido. 
 
 
Fig 6.4. CPD Distribuido con redundancia en los accesos  
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2.1. Protección del CPD distribuido 
 La conexión central desde la red MPLS del operador se protege instalando un acceso al 
CPD principal y otro al DRS entre los que se repartirán los caudales actuando mutuamente 
como backup entre ellos. 
 Los equipos de conexión de los accesos a la MPLS deben ser conmutadores de nivel 3 
de alta velocidad con una unión directa entre sí mediante una de las conexiones Gigabit 
transportadas por el sistema xWDM. 
 Las direcciones IP que tendrán los switches de los que dependen las conexiones a los 
servidores se protegerán mediante protocolos como VRRP, STP o Link Aggregation, que 
permiten que las funciones de los equipos centrales se repartan entre varias máquinas para 
evitar un punto único de fallo. 
 Una doble LAN tanto en el CPD como en el DRS protege de los fallos de la red Ethernet. 
 
 
 
Fig 6.5. Protección del CPD distribuido 
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2.2. Backup de servidores 
 Los equipos deben formar clústers, un grupo de servidores conectados entre sí 
mediante una red de alta velocidad, con la suficiente redundancia de componentes de 
software y hardware que eviten la interrupción del servicio, de tal manera que el conjunto es 
visto como un único servidor. Se elimina de esta manera uno de los posibles puntos 
susceptibles a fallos. 
 Las aplicaciones son agrupadas en “paquetes” que contienen los recursos que 
necesitan para funcionar. Una regla general es que cada recurso sólo pertenece a un paquete, 
por tanto, se han de separar. Para separarlos se utilizan los grupos de volúmenes, agrupación 
lógica de discos físicos, que permiten que múltiples servidores compartan diferentes 
aplicaciones con diferentes sistemas operativos, ya que en los grupos de volúmenes, reside el 
software que hace funcionar la aplicación.  
Las aplicaciones y servicios que se ejecuten en un clúster se exponen a los usuarios 
como servidores virtuales. Las conexiones de los usuarios se realizan mediante una sesión a 
una dirección IP publicada por el clúster como su dirección principal, correspondiendo esta a 
una dirección IP virtual dentro del clúster de servidores. 
 Para cada aplicación se tiene asociada una dirección IP dinámica. Se configuran como 
un recurso más del paquete, así que allí donde este el paquete funcionando estará mapeada la 
IP. Si se produce un error en la aplicación o el servidor, el clúster mueve todo el grupo de 
recursos a otro nodo del clúster (otro servidor del conjunto). 
 
Fig 6.6. Backup de servidores 
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3. Seguridad en la red 
 La seguridad debemos considerarla como relativa jamás como completa. No quiere 
protegerse las vulnerabilidades existentes como los códigos maliciosos (virus, troyanos, 
gusanos,…), spams, alteraciones de páginas webs, robos físicos o intrusiones, si no de aquellos 
que pretenden aprovecharse de éstas (hackers, crackers) y posibles errores humanos. 
 Entre las principales amenazas que nos podemos encontrar existen: 
a) Complejidad de las redes actuales 
 Mayor cantidad de accesos a la red 
 Mayor movilidad de los dispositivos y del personal 
 
b) Debilidad de la tecnología 
 Sistemas operativos y aplicaciones 
 Dispositivos 
 Protocolos  
 Descentralización, desorganización 
 
c) Desconocimiento de la tecnología 
 Configuraciones erróneas. 
 Creerse protegido 
 Poca formación 
La seguridad a parte de necesaria es útil, ya que implica disponibilidad y mejora la 
percepción de la imagen empresarial. Debe ser preventiva más que reactiva. Si 
tradicionalmente el concepto de seguridad iba unido a la confidencialidad de la información, 
actualmente, existen otros conceptos más a tener en cuenta, como la autentificación para 
poder acceder a la información, la integridad de la información y la  continuidad de los 
servicios. 
 
Fig 6.7. Símil de soluciones en seguridad a aplicar en una red de comunicaciones 
El transporte seguro lo obtenemos a través del operador mediante la red VPN-MPLS. El 
resto se ha de conseguir a través de políticas de seguridad y elementos espeíficos. 
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3.1. Elementos de seguridad 
3.1.1. Autentificación de usuarios 
 La autentificación de usuarios es un punto importante a tener en cuenta, pues sólo 
deberán tener acceso a la red aquellos usuarios que estén autentificados. 
 
Fig 6.8. Proceso de autentificación de usuarios 
3.1.1.1. Autentificación de acceso Remoto - Servidor Radius 
 Radius (Remote Access Dial-In User Service) es un protocolo diseñado para 
proporcionar servicios de autentificación y accounting a través de un servidor de acceso. No se 
ejecuta entre el cliente y el servidor. 
 Durante el proceso de “login” de un usuario se inicia una petición de acceso desde el 
servidor de acceso de red (NAS) o mediante un servidor de control de acceso (NAC) hacia el 
servidor Radius mediante la petición “Access-Request” (solicitud de acceso). 
 Cuando el servidor Radius recibe un “Access-Request” busca en su BD el “username”. 
Si el nombre no existe se envía un mensaje de “Access-Reject” (Rechazo de solicitud) y 
opcionalmente puede informar del motivo (las credenciales no son autenticas, si no se ha 
autorizado el intento de conexión, password incorrecto, …). 
 Cuando el “username” y el “password” coinciden el servidor Radius envía un mensaje 
de “Access-accept” (Solicitud aceptada) y se incluyen unos atributos que describen los 
parámetros para usar la sesión. 
3.1.1.2. Autentificación de usuarios en red – Servidor Kerberos 
 Kerberos es un protocolo diseñado para entornos donde el cliente y la red no son 
elementos fiables. Proporciona servicios de autentificación y establecimiento de claves en las 
sesiones para proporcionar integridad y confidencialidad.   
 Cuando un usuario se conecta al servidor la base de datos de claves centralizadas (KDC 
– Key Distribution Center) le envía al cliente la clave de sesión más el ID de cliente cifrada con 
las claves del servidor.  El  usuario envía, en paralelo, un “ticket” al servidor con los datos de 
identificación y la red del cliente. 
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 El proceso de autentificación se completa, cuando el usuario descifra la clave de sesión 
y el servidor descifra el “ticket” para recuperar el ID del cliente y la clave de sesión. Ambos 
deben de ser iguales para poder tener acceso. 
 Uno de los principales usos es con servidores LDAP (Lightweight Directory Access 
Protocol), protocolo a nivel de aplicación que permite el acceso a un servicio de directorio 
ordenado y distribuido para buscar diversas informaciones en un entorno de red.  
 Un directorio es un conjunto de objetos con atributos organizados de manera lógica y 
jerárquica. El ejemplo más común es un directorio telefónico, que consiste en una serie de 
nombres, direcciones y números de teléfono, ordenados alfabéticamente. 
 Entre los principales directorios LDAP tenemos: 
 El Servidor DNS (Domain Name System – Servidor de nombres de dominio) donde se 
almacenan información asociada a nombres de dominio, como direcciones IP o la 
localización de servidores de correo electrónico dentro de una red. 
 El Active Directory de Microsoft, utilizado como almacén centralizado de información 
para la administración de usuarios. Se almacena información de usuarios, recursos de 
la red, políticas de seguridad, configuración, asignación de permisos, …. 
 
1) Para utilizar el intercambio de información cliente-servidor, el usuario introduce su 
nombre de inicio de sesión, contraseña y dominio en el cuadro de diálogo del inicio de 
Windows. 
2) El equipo cliente localiza al KDC a través del servidor DNS. 
3) Después el equipo del usuario envía una solicitud de autentificación Kerberos 
(KRB_AS_REQ) al controlador de domino. La información de la cuenta del usuario y la 
hora actual del equipo se codifican con la clave compartida entre la cuenta de usuario 
y el KDC. 
4) Finalmente, el servicio de autentificación en el KDC autentica al usuario, genera un 
ticket para el usuario y se lo envía como respuesta Kerberos (KRB_AS_REP). 
5) Una vez obtenido el “ticket” en posteriores autentificaciones se intercambian los 
“tickets”, y estos una vez desencriptados, deben ser idénticos. 
 
 
Fig 6.9. Autentificación de usuarios mediante el protocolo Kerberos 
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3.1.2. Firewalls y Proxies 
 Un firewall es una aplicación o un dispositivo que implementa una política de control 
de acceso entre dos o más redes. Analiza toda comunicación que le llega y en función de una 
base de reglas definidas la permite o no. Entre sus funciones básicas destacan la prevención de 
tráfico no autorizado y ataques, el registro y monitorización de todos los accesos.  
 Un proxy es una aplicación o un dispositivo que hace de intermediario entre los 
usuarios, normalmente de una red local e Internet. Lo que hace es recibir peticiones de 
usuarios y redirigirlas a Internet. La ventaja que presenta es que con una única conexión a 
Internet podemos conectar varios usuarios, y por tanto, controlarlos. Entre sus funcionalidades 
destacan un servidor caché para almacenar páginas web a las que se accede más asiduamente, 
y funciones de filtrado (por ejemplo, se puede configurar que un determinado usuario tenga 
acceso a unas determinadas páginas webs o incluso no acceda a ninguna). Estos son conocidos 
como Proxy Web. 
 Pero existen otros como un Proxy FTP o  Proxy de Correo (Pop3, Smtp, Imap), cada uno 
específico para la aplicación que utiliza, o el Proxy NAT utilizado para enmascarar las 
direcciones privadas.  
 El firewall y el proxy son diferentes, pero deberían estar siempre combinados. La mejor 
manera de dar seguridad a una red es cerrar todos los puertos y abrir únicamente aquellos que 
sean necesarios para nuestras comunicaciones, implementándolos con políticas de seguridad 
que controlarán el acceso a la información, a la red interna o externa. 
 
3.1.3. Dispositivos de prevención contra intrusiones (Intrusion Prevention System – 
IPS) 
 A diferencia de los dispositivos de detección de intrusos IDS (Intrusion Detection 
System) que únicamente monitorizan el tráfico de red y envían alertas sobre actividades 
sospechosas, los dispositivos de prevención de intrusiones IPS están diseñados para bloquear 
los ataques, examinando detenidamente todos los paquetes entrantes y tomando en 
consecuencia decisiones instantáneas para permitir o impedir el acceso. Por tanto se tratan de 
dispositivos proactivos.  
 Los IPS vienen equipados con técnicas de redundancia y failover para asegurar que la 
red continúe operando en el caso de que se produzca un fallo. Y además de actuar como 
mecanismo de seguridad, también sirven como herramienta para mantener “limpia” la red, ya 
que pueden eliminar los paquetes con malformaciones y controlar las aplicaciones que no son 
de misión crítica para proteger el ancho de banda. 
Realizan análisis de protocolo para la prevención de anomalías de tráfico, mediante la 
verificación del flujo que le corresponde a cada protocolo, protegiendo de esta manera a la 
red, contra ataques desconocidos (amenaza “Día 0”). Al etiquetar de qué protocolo se trata, se 
puede analizar su comportamiento.  
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Un IPS es capaz de verificar si el comportamiento es normal o no, detectando 
backdoors, troyanos y demás códigos maliciosos. También se apoya en el escaneo de puertos 
para determinar su comportamiento, bloqueando cualquier conexión no autorizada como 
pueden ser los programas P2P como Kazaa, eDonkey, o mensajería instántanea. 
Para ello, cada paquete es clasificado en función de la cabecera y de la información de 
flujo asociada. En función de la clasificación del paquete, se aplican los filtros en el contexto de 
su información de estado del flujo. Cada filtro consta de un conjunto de reglas que definen las 
condiciones que deben cumplirse para llegar a saber si un paquete o flujo es malicioso o no. 
Cada filtro combina hardware de procesamiento masivamente en paralelo para 
realizar miles de chequeos en cada paquete simultáneamente. El procesamiento en paralelo 
asegura que el paquete pueda seguir moviéndose con rapidez a través del sistema con 
independencia del número de filtros que se apliquen. Por tanto, no perjudican el rendimiento 
del sistema. 
Todos los filtros relevantes se aplican en paralelo y, si un paquete se identifica como 
sospechoso, es etiquetado como tal. Entonces, se descarta, y se actualiza su información de 
estado del flujo relacionada para descartar el resto de dicho flujo. 
 
3.1.4. Antivirus de Gateway (Secure Content Management – SCM)  
Los Antivirus de Gateway, más conocidos como SCM, son una solución completa de 
protección antivirus en tiempo real para gran cantidad de usuarios. Protegen contra todo 
malware, incluyendo gusanos, troyanos, software espía (spyware), puertas traseras 
(backdoors) y keyloggers, prevención de spams y filtrado de contenido para el tráfico web y de 
correo electrónico.  
Se colocan en el perímetro y analizan el tráfico que pasa por él, normalmente tráfico 
http y correo. Podemos encontrarlos todo en uno, o como una familia de dispositivos 
específicos, pero que interactúan entre ellos formando un gran Gateway de seguridad.  
Ninguna empresa tiene total control sobre sus desktops. Los portátiles entran y salen 
de la oficina, tanto si son de empleados como de clientes. Un desktop puede estar limpio hoy 
por la mañana en la oficina y al conectarse desde la casa del empleado infectarse, pudiendo 
infectar al día siguiente a todos los desktops de la empresa. Por tanto, se trata de un 
dispositivo de seguridad 24x7x365. Además cualquier usuario que busque información en una 
página de Internet que contenga algún programa malware, este será bloqueado tanto para 
este usuario como para el resto de usuarios que posteriormente busquen la misma 
información. Su ubicación más recomendable es delante del Proxy Web para que así se 
almacene en el Proxy únicamente los datos no infectados de una página web que contenga 
algún código malicioso. También según el tipo de código puede llegar a bloquear por completo 
la página web y prohibir su entrada, en peticiones posteriores. 
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Permiten no sobrecargar los ordenadores de los usuarios con programas específicos 
para cada tipo de protección, que disminuyen el rendimiento del equipo. Lo habitual es que el 
cliente tenga instalado el programa principal antivirus en su PC, mientras que las 
actualizaciones con los ficheros “pattern” residen en el servidor para poder ser actualizados 
diariamente sin que los usuarios tengan que actuar.  
 
 
Fig 6.10. Elementos de protección antivirus 
 
3.1.4.1. Conceptos de malware 
 Malware: Programas o partes de programas que tienen un efecto maligno sobre la 
seguridad en los ordenadores. 
 Virus: programas o partes de programas que solo al ser abiertos atacan otros 
programas 
 Gusanos: una vez ejecutados tienen la capacidad de auto replicarse sin intervención 
humana 
 Troyanos: programas que se instalan en el ordenador, en principio para un fin, y 
acaban realizando otras tareas no deseadas como la instalación de backdoors, control 
remoto, dialers,… 
 Spyware: software que se instala sin permiso, normalmente desde webs visitadas, y se 
encargan de enviar información que consideren interesante: correos electrónicos, 
estadísticas, contraseñas, número de la tarjeta de crédito, … 
 Rootkits y bakdoors: software que una vez instalado permite el control remoto de la 
máquina donde reside. 
 Adware: publicidad no deseada (spam). 
 Keyloggers: software capaz de registrar las pulsaciones que se realizan sobre un 
teclado, para memorizarlas en un fichero y enviarlas a través de Internet. 
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3.1.4.2. Políticas de prevención 
1. Antivirus: Seleccionar el antivirus adecuado para el sistema teniendo en cuenta dos 
funcionalidades: 
 Escaneo en tiempo real: Monitoriza y chequean archivos cuando  son ejecutados o 
abiertos y archivos adjuntos por e-mail cuando son descargados. 
 Actualización de virus: actualización diaria del fichero patrón de virus vía Internet. 
2. Clientes de Correo, Programas de oficina: mantener al día los parches de estos tipos de 
programas, los virus aprovechan las vulnerabilidades  de estos para actuar. 
3. Educar a los usuarios de los posibles riesgos: no instalar software no necesario, 
precaución con los programas de mensajería y la procedencia de los disquetes, CD, y 
USB. 
 
3.1.5. Control de acceso en red (Network Access control - NAC) 
 La implantación de un sistema de control de acceso NAC en un sistema de 
comunicación debería ser tan habitual tanto como el control de pasajeros de un aeropuerto. 
La mayoría de incidentes de seguridad son el resultado de acciones internas. 
 NAC es un proceso “pre-connect y post-connect”. Todo sistema de control de acceso 
“pre-connect” debe constar de cinco fases diferenciadas: detección, autentificación, 
evaluación, remedio y autorización. Mientras que un sistema “post-connect” debe constar de 
tres fases: monitorización, contención y remedio.  
 
3.1.5.1. Escenario “pre-connect” 
a) Detección 
 
Cuando se conecta el equipo a la toma de red y lo enciende. La electrónica de red 
detecta que existe un nuevo usuario intentando acceder a la red a través de su MAC. 
 
 
b) Autentificación 
 
Una vez detectado, se realizan las funciones de autenticación, actuando como 
intermediario en la validación de la identidad del usuario. 
 
La gran variedad de dispositivos y sistemas en los que se puede aplicar NAC, obliga a 
que esta autenticación se pueda realizar de varias formas diferentes. Por ello, debemos poder 
autenticar el dispositivo final por su dirección MAC, podríamos necesitar realizar la 
autenticación mediante el uso de credenciales, incluso aquellas que usan “login” en el dominio 
de Microsoft, o bien podemos presentar al usuario un portal web en el que realizar la 
autenticación de forma interactiva hacia un servidor en una DMZ donde podemos controlarlo. 
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c) Evaluación: 
 
La evaluación deberá ser parametrizable en función tanto del dispositivo final (desktop 
de la empresa, un dispositivo móvil, …)  como del usuario que intenta el acceso. Como norma 
general, verificaremos que el equipo remoto cumpla las políticas seguridad de nuestra 
corporación (por ejemplo que todos los programas tengan las últimas actualizaciones 
instaladas, el antivirus actualizado,… ) de forma que nos aseguremos de que la entrada del 
equipo en la red no suponga un riesgo al resto de usuarios.  
 
 
d) Remedio 
 
Supongamos que el equipo en cuestión no cumple las políticas de seguridad de la 
empresa, y por consiguiente, es conveniente aislarle. El aislamiento a aplicar debería ir más 
allá de situar el equipo en una red de cuarentena, siendo muy recomendable aplicar políticas 
de seguridad en el puerto en que conecta el usuario, a fin de controlar el uso de recursos que 
éste puede hacer. En el caso de que existan varios dispositivos tras un único puerto de 
conmutación (por ejemplo un teléfono IP y un PC), es conveniente poder identificar a cada uno 
de esos dispositivos de forma separada, a través de su dirección MAC, y aplicar políticas 
acordes a cada uno de ellos.  
 
Para que el usuario que hemos aislado sea capaz de conseguir acceso normal a la red, 
deberá corregir las deficiencias detectadas en su equipo.  El remedio pasa por informar al 
usuario sobre cuál ha sido el motivo que le ha llevado a ser aislado. Así mismo, ha de contar 
con las herramientas necesarias que faciliten al usuario la información correspondiente para 
redirigir la situación anómala inicial a una situación de cumplimiento con las políticas de 
seguridad de la empresa. Esta remediación se puede hacer empleando portales web cautivos, 
por ejemplo. 
 
 
e) Autorizar 
 
Por último, una vez se han subsanado los motivos que llevaron al usuario a una política 
de cuarentena, se procede a autorizar el acceso a la red con el perfil correspondiente al 
usuario.  
 
 
3.1.5.2. Escenario “post-connect” 
 
f) Monitorización 
 
Aunque un usuario haya sido autorizado es necesario continuar monitorizando la 
actividad del usuario con el objetivo de detectar anomalías en su comportamiento. Por ello, los 
sistemas de detección y prevención de intrusiones de la red, así como otros elementos de 
seguridad (cortafuegos, concentradoras vpn, servidores radius, ...) pueden darnos información 
valiosa sobre la actividad del usuario. Esta información, proveniente de fuentes distintas, 
puede ser almacenada y tratada en una herramienta diseñada para almacenar logs y generar 
alarmas de seguridad.  
 
 
 
g) Contención 
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 Una vez detectada una actividad anómala o peligrosa para la red, se deberá proceder a 
localizar de forma automática el puerto de la electrónica donde está conectado ese usuario y 
se procederá a aplicar una política de seguridad al mismo, dándose así lugar a la contención 
comentada anteriormente. Esta contención deberá garantizar la trazabilidad del usuario, de 
forma que si éste cambia de puerto, la política siga aplicando al nuevo puerto en el que 
conecte. En caso de conectar a un puerto en el que ya hubiera más usuarios, la política deberá 
aplicar a él y sólo a él, a través de su MAC, y no afectando el rendimiento del resto de usuarios. 
 
h) Remedio 
  
Para que el usuario que hemos contenido sea capaz de conseguir acceso a la red, 
deberá corregir las deficiencias detectadas en su equipo, exactamente igual que en un 
escenario “pre-connect”. 
 
 
  Fig 6.11. Funcionamiento de un control de acceso NAC 
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3.2. Implementación de la seguridad en los diferentes CPDs 
3.2.1.  CPD principal 
 El diseño debe tener en cuenta los siguientes puntos: 
1. Implantación en el diseño de un doble Firewall de alta redundancia (y de fabricantes 
distintos) y 3 DMZ’s, una corporativa, otra de e-commerce y una tercera para los 
usuarios Wifi que quieran conectarse desde la propia sede. 
2. Todas las DMZ tienen que tener configuradas las cuatro reglas básicas como mínimo y 
posteriormente adaptadas a las características específicas de cada DMZ. 
 Acceso desde el exterior solo a la DMZ a través de una IP y un puerto en concreto. 
 Acceso desde la red privada a la DMZ 
 Nunca tráfico de Internet hacia la red privada. 
 Nunca tráfico de la DMZ a la red privada a no ser que previamente haya sido 
solicitado por la red privada. 
3. Los servidores e-commerce se colocan en la DMZ-1. 
4. Los servidores corporativos (servidor web, FTP y POP3/SMTP) se colocan en la DMZ-2. 
5. Los access points se colocan en la DMZ-3. 
6. Se instala un servidor Proxy en la red interna para la navegación de los usuarios por 
Internet. El proxy tiene una dirección no válida desde Internet y mediante el Firewall 
se le hace NAT. 
7. Para tener una navegación segura en todos sus aspectos y para controlar todo 
dispositivo nuevo que se conecte a la red se coloca un antivirus Gateway que 
protegerá la red y aislará cualquier dispositivo que no cumpla con las políticas de 
seguridad de la empresa. Se intercalará entre los firewalls y el proxy. 
8. En caso de aislamiento de algún dispositivo, se creará una capa donde estarán todas 
las aplicaciones que permitan solucionar la incidencia. 
9. Se creará a nivel interno la capa de control de acceso y autentificación de usuarios, 
donde se encontrarán los servidores del control de acceso NAC, y de autentificación de 
usuarios, sean externos, internos o a través del sistema wifi. 
10. Lógicamente, también se tendrá que crear una capa con los servidores con las políticas 
de seguridad y los directorios corporativos. 
11. Se instala los servidores DNS de Internet en la DMZ-2 y el servidor DNS interno en la 
red interna. Solo se permite el flujo desde el DNS interno al externo, y no al revés.  
12. Se deberá tener en una capa distinta los servidores de las aplicaciones y otra  con la 
red SAN. 
13. Se habilitan en los Firewalls las funcionalidades de balanceo de carga en servidores 
Web, y de control de contenidos, aunque en el Proxy también se pueden configurar. 
14. Se habilitan las reglas necesarias para permitir el flujo de datos entre los servidores     
e-commerce y  el servidor corporativo que contiene los datos. 
15. Se habilita en el Firewall las funcionalidades de VPN’s. En caso de ser necesarias 
muchos túneles concurrentes, habrá que pasar a una solución de hardware para 
implementar VPN y descargar al Firewall. 
16. Se habilita en el Firewall la funcionalidad de autentificación mediante un servidor 
Radius.  
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Fig 6.12. Desarrollo del CPD principal en capas y con elementos de seguridad 
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3.2.2. Resto de sedes 
 El resto de sedes siguen la misma filosofía pero adaptadas a sus necesidades. La única 
diferencia que hay entre cada sede son las VLANs de datos (para Madrid son de la 20 a la 29, 
en Valencia son de la 30 a la 39, en Bilbao son de la 40 a la 49, en Sevilla de la 50 a la 59 y en La 
Coruña de la 60 a la 61). No se utilizan todas pero así se reservan para futuras ampliaciones. 
 
Fig 6.13. Desarrollo del resto de sedes en capas y con elementos de seguridad 
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Capítulo 7 
 
 
DISEÑO DE LA RED DE TELEFONÍA 
 
1. Situación inicial 
Todas las delegaciones disponen de centralitas de telefonía con accesos básicos o 
acceso primarios. Además las sedes de Barcelona y Madrid están interconectadas a través de 
un QSIG TIE Trunk (línea de interconexión dedicada), un protocolo estándar de señalización 
basado en los estándares ISDN Q.931  usado principalmente para la interconexión de diversas 
PBX sean o no del mismo fabricante. 
La electrónica de red ya está amortizada, se encuentra actualmente saturada y con 
tecnología limitada, al tratarse de centralitas  ya consideradas “antiguas”. 
Actualmente se dispone de dos aplicaciones CTI que se utilizan para llamadas de 
nuevos clientes y atención al cliente (reclamaciones y consultas). 
 
 
  Fig 7.1. Situación inicial de la red de telefonía 
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1.1. Necesidades 
 Integrar la telefonía fija y móvil, y a su vez, con la de datos en una infraestructura de 
electrónica de comunicaciones común y que contemple la implementación futura de 
soluciones multimedia, como la videoconferencia, la telefonía IP a través de los PC o los 
servicios avanzados como los contact centers.  
Contemplar recursos de disponibilidad y contingencia como back-ups de la información 
y soluciones de alta disponibilidad. Renovar la electrónica de red de las sedes, teniendo en 
cuenta las exigencias de la integración de servicios. 
 
2. Conceptos a tener en cuenta 
2.1. Tráfico On-net/On-net 
 Es el tráfico que se cursará entre usuarios internos de dos delegaciones, por 
consiguiente, no supone ningún gasto de llamada, ya que el único gasto es el alquiler de las 
líneas de interconexión de las centralitas. También es considerado tráfico on-net/on-net aquel 
que se realiza a través de una Internet con tarifa plana, sea fija o móvil, y a través de un 
software denominado softphone, que simula un teléfono IP, previamente configurado y 
validado en la PBX principal. Para ello, tendrá que conectarse previamente a la red privada de 
la empresa, el equipo PC de una franquicia, o el dispositivo móvil de un usuario remoto a 
través de VPN seguras. 
 
 
  Fig 7.2. Tráfico On-net/On-net 
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2.2. Tráfico On-net/Off-net 
 Es el tráfico entre un usuario interno de una delegación y otro externo a la delegación, 
haciendo uso de la red privada en una parte de la llamada. Se consigue que el ámbito de 
tarificación de la llamada cambie de interprovincial a provincial o metropolitana. 
 
 
  Fig 7.3. Tráfico On-net/Off-net 
 
2.3. Calidad del servicio de telefonía VoIP 
 La calidad percibida depende de muchos factores, tales como los códecs utilizados, el 
jitter, la latencia, la pérdida de paquetes, y sobre todo, la percepción de la persona oyente. 
  La apreciación de una persona siempre es subjetiva, pero el resto de valores si los 
podemos clasificar: 
 
Clasificación Calidad VoIP Excelente Buena Aceptable Mala 
Jitter (ms) < 10 ms 10 ms – 20 ms 20 ms – 50 ms > 50 ms 
Latencia (ms) < 50 ms 50 ms – 150 ms 150 – 300 ms > 300 ms 
Pérdida de paquetes (%) < 0,1 % 0,1 % - 0,5 % 0,5 % - 1,5 % > 1,5 % 
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En cuanto a los códec a utilizar, los grandes fabricantes recomiendan la utilización del 
códec G.711 cuando el ancho de banda utilizado es grande y lo permite. Es considerado como 
el códec que ofrece mejor calidad, Best Quality (BQ). Cuando el ancho de banda es más 
pequeño se recomiendo entonces comprimir el tráfico de voz con el códec G.729. Este códec 
es considerado como el que mejor ancho de banda ofrece, Best Bandwich (BB). Por último, si 
el ancho de banda es bastante ajustado y como último recurso se recomienda la utilización de 
los códecs G.723, que ofrecen una calidad aceptable, en comparación al resto de códecs. 
 
 
 
 
  
 
 
  Fig 7.4. Niveles de QoS de los códecs utilizados más habitualmente para la VoIP 
 
 Una aproximación muy simplificada que utiliza una de los mayores fabricantes de 
equipamiento de voz como es Nortel Networks, se basa en las recomendaciones de la ITU-T 
E.107 y E.108, modelos que se aplican para estimar la calidad de la voz, en función de la 
fiabilidad que un usuario puede esperar, sobre la base de diversas opciones de configuración y 
el rendimiento de la red. 
 La fiabilidad (Reliability) se calcula de la siguientemanera:  
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 = al deterioro de la calidad del tráfico de voz generada por el códec utilizado: 
 
Códec utilizado 
Deterioro  provocado 
(ms frames) 
G. 711 0 
G.729 A/AB 11-20 / 30 
G. 723.1 (6,3 Kbps) 15 
 
 
 = al deterioro de la calidad del tráfico de voz generada por la red, teniendo todos los 
aspectos que generan demora, como la latencia y el jitter: 
 
Demoras provocadas por la red 
 (latencia + jitter) [ms] 
Deterioro 
provocado 
0 – 49 0 
50 – 99 5 
100 – 149 10 
150 – 199 15 
200 – 249 20 
250 - 299 25 
 
 
 = al deterioro de la calidad del tráfico de voz generada por la red, teniendo todos los 
aspectos que generan demora, como la latencia y el jitter: 
 
Paquetes pérdidos 
(%) 
Deterioro 
provocado 
0 0 
1 4 
2 8 
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2.4. Recomendaciones previas 
 Es recomendable utilizar diferente direccionamiento para la voz y datos (RFC 1918) o 
bien diferentes VLAN’s (802.1q). Como existen varias sedes con sus correspondientes 
centralitas, la mejor opción, es una combinación de ambas. 
 Mediante la separación de tráficos de voz y datos es posible aplicar diferentes 
calidades de servicio para la voz y datos, en función de la aplicación utilizada, por lo que se 
hace necesario aplicar priorización de tráfico tanto en la MAN Ethernet como en la WAN VPN-
MPLS. 
 Se recomienda que cada puesto de trabajo disponga al menos de 2 bocas para 
conectarse, para tener en cuenta futuras ampliaciones. En caso de tener que conectar algún 
dispositivo periférico, también se tendrá que tener en cuenta en su dimensionado y en las 
tomas de cada puesto de usuario.  
 
2.4.1. Recomendaciones para la integración de la red de voz y datos 
La integración entre la red de datos y la red de telefonía se realizará a través de 
switches de nivel 3 de distribución. Y estos deberán estar configurados para permitir el acceso 
a las aplicaciones y servicios de negocio que se requieran por la PBX, como el directorio 
corporativo, el servidor de tarificación (Biling), el servidor de configuración de extensiones de 
la PBX (Optivity Telephony Management), entre otros. 
Se sustituirán todos los switches de acceso actuales por switches PoE (Power over 
Ethernet) para alimentar a los teléfonos IP y disponer únicamente de un cableado único para 
los puestos de trabajo.  
Un punto simple de fallo es la electrónica de red utilizada para la distribución y el 
acceso de los terminales telefónicos. Con el fin de evitar problemas se debe realizar un clúster 
de switches PoE apilable (stackable) para la red de acceso. De esta manera se aporta 
escalabilidad y en el caso de que falle algún equipo es de fácil sustitución. No necesitan 
ninguna configuración especial, simplemente configurar la VLAN de voz. Permiten separar por 
ejemplo, por plantas cada uno de los switches y así tener identificado rápidamente que 
dispositivo falla del clúster. En caso de fallida, se puede redistribuir por las bocas libres del 
resto de switches a los terminales sin ningún problema. Una vez resuelta la incidencia se 
vuelven a colocar en su sitio. 
Para la distribución es recomendable utilizar un clúster de switches modular, que 
aporta disponibilidad, redundancia y escalabilidad. Se trata de un sistema de alta disponiblidad 
y altamente escalable, capaz de procesar a muy altas velocidades. Dispone de redundancia 
eléctrica a través de módulos SAI incorporados.  
 
 
Diseño de la red de telefonía 114 
 
3. Implementación de la red de telefonía 
3.1. Esquema global de la red de telefonía implementada 
 
Fig 7.5. Esquema global de la red de telefonía implementada 
115 Diseño de la red de telefonía 
 
3.2. Sede Central en Barcelona 
 En la sede central de Barcelona se instalará una PBX de alta disponibilidad que para dar 
servicio a todas las delegaciones, franquicias y usuarios móviles.  
Para que los usuarios móviles se integren con los usuarios de telefonía fija se deberá 
solicitar al operador móvil un rango de numeración corporativa. Es decir, deberá realizar los 
cambios oportunos en su red móvil para adaptar la numeración larga, conocida como DDI, al 
número móvil corporativo deseado. Estos se conectarán con la centralita a través de uno o 
más primarios, en función de las necesidades. Y está deberá ser configurada para integrar 
ambos servicios. La numeración fija se conecta con la PBX a través de diversos primarios del 
operador de telefonía fija.  
El resto de usuarios de otras delegaciones o franquicias se intercomunicarán a través 
de IP por la red MPLS del operador con la PBX. Por tanto, cuando un usuario de otra 
delegación llame a un usuario de la sede central en Barcelona, la comunicación será “On-
net/On-net” a través de la red MPLS. 
  
3.2.1. Sistema de Alta Disponibilidad y Redundancia de una PBX 
 En una PBX existen tres tipos de redes que se conectan a ella: 
a) Una red de control, denominada E-LAN “Embeded LAN”. Es la red CORE. 
b) Una red de telefonía, denominada T-LAN “Telephony LAN”. Es la red de telefonía. 
c) Una red de cliente, denominada C-LAN “Client LAN”. No siempre se utiliza. Su función 
es interconectar servidores LDAP o servidores de tarificación. 
Por tanto para poder dar alta disponibilidad, se han de redundar los equipos más 
importantes del control y dirección de la PBX, el procesador de llamadas así como el sistema 
de señalización (Signaling Server - SS) y el sistema de enrutamiento de llamadas (Network 
Routing Service - NRS). 
 Al disponer de dos CPU para el procesamiento de llamadas, una actuará de principal y 
otra de secundaria. Se puede configurar de dos maneras: 
1) La CPU principal está siempre operativa “CPU Active” y la secundaria está en espera 
“CPU Stanby”. La segunda únicamente actuará cuando la primera deje de funcionar 
por algún fallo. 
 
2) La CPU principal y la secundaria intercambian cada día la operativa de la funcionalidad 
de la PBX. Es decir, durante un tiempo determinado, generalmente 24 horas, las CPU 
se intercambian los estados de “Active” y “Stanby”. En el caso de utilizar esta operativa 
generalmente el cambio se produce en horario nocturno que es cuando menor carga 
existe en la CPU. Estos cambios son automatizados y por tanto los usuarios no se dan 
cuenta. En caso de fallida de una de las dos CPU se dejaría en  “Active” permanente la 
CPU que funciona, hasta que se reparé o subsane el error de la segunda CPU. 
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Cada CPU dispone de su propio Cabinet con alimentación eléctrica individual, para 
garantizar total independencia entre ambas. 
 Tanto el servidor de señalización como el servidor de enrutamiento pueden residir en 
el mismo servidor, pero para garantizar redundancia se debe colocar un segundo servidor, en 
el cuál residan también los dos servicios. En el primer servidor se configurará el SigServer 
principal y el NRS secundario. En el segundo servidor el SigServer secundario y el NRS principal. 
 En este caso, los servicios principales estarán siempre “Active” y los secundarios en 
“Stanby” y sólo se habilitarán cuando el servidor principal falle. 
 Todo este equipamiento debe estar configurado en la E-LAN, pero tanto los servidores 
de señalización como los servidores de enrutamiento también están conectados con la red de 
telefonía T-LAN. Los teléfonos IP han de consultar en el servidor la señalización a aplicar (códec 
de audio, ancho de banda reservado aplicable,….) así como el enrutamiento a aplicar para 
poder enrutar la llamada hacia el destino correcto. 
 Otra redundancia crítica será la corriente eléctrica de la PBX en general. Para 
solucionar cualquier tipo de incidencia es muy recomendable utilizar equipamiento SAI. 
3.3. Sede de Madrid 
 Para la sede de Madrid se montará una PBX con supervivencia conocida como Branch 
Office, debido a la gran cantidad de usuarios y especialmente diseñada para la telefonía IP. Se 
equipará con toda la electrónica necesaria para su correcto funcionamiento de manera 
independiente. Para la integración de la telefonía móvil se utilizará un primario de móviles. 
El sistema como tal no posee equipamiento de redundancia pero al estar 
interconectada a través de la red MPLS con la PBX de Barcelona, es en este punto donde se 
produce la “supervivencia”. 
 Pese a que los extensiones de la PBX de Madrid están configuradas en Madrid, están 
“virtualmente” se encuentran en Barcelona configuradas también. Este método se conoce 
como “supervivencia” (Survivable), y es posible, gracias a la red IP que hay entre ambas. La 
configuración permite que en caso de que el enlace entre las dos PBX falle, los teléfonos se 
queden en “Local Mode”, es decir, en local. 
 En este punto, la PBX de Madrid actuaría. Por tanto, ambas centralitas deberán tener 
las mismas características configuradas para que no pierdan facilidades los usuarios. La PBX 
dispone de SigServer para su correcto funcionamiento. No es necesario un servidor de 
enrutamiento pues en el caso de encontrarse la telefonía en modo local, no se pueden realizar 
llamadas a otras sedes de manera interna. 
Únicamente lo que fallaría sería la marcación interna entre ambas sedes. Se debería 
pues, contactar con la sede central a través de la numeración larga DDI. 
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3.4. Resto de sedes 
 Para el resto de sedes se utilizará una centralita de supervivencia más pequeña. Estás 
no dispondrán de primario sino de 4 accesos básicos (BRI). Para la integración de la red móvil 
se utilizará 2 tracks de conexión GSM. 
 Este modelo es escalable y por tanto adaptable a las necesidades específicas de cada 
delegación. También se unirá a Barcelona a través de la red MPLS. 
4. Funcionamiento de la red 
 A nivel de telefonía móvil el operador es quién tiene integrada toda su red por tanto, 
llame de donde llame las llamadas corporativas deberán de funcionar a través del 
equipamiento específico destinado para ello (1 primario en Barcelona y otro en Madrid y 2 
módulos tracks en el resto de sedes). 
 A nivel de telefonía interna todas las extensiones estarán configuradas en Barcelona, 
así como en la PBX de la delegación que corresponda, pero en modo supervivencia. Es decir, 
como primera opción el teléfono, a través de la red MPLS, busca su configuración en la PBX de 
Barcelona, y como segunda opción (modo “supervivencia”) en la PBX local. 
 Por tanto, todas las llamadas a nivel interno se realizan por la red MPLS del operador. 
Pero para que pueda saber a qué destino es se debe de introducir un código de zona, uno por 
cada PBX. Este código es conocido como CDP “Coordinate Dialing Plan”, plan de marcación 
coordinada.  
 
Fig 7.6. Funcionamiento del modo “Supervivencia” de los teléfonos 
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4.1. Llamadas entre terminales IP 
 Todas las extensiones IP están configuradas en la PBX  de Barcelona por tanto cuando 
se realice una llamada está se realizará “internamente” desde la propia centralita de 
Barcelona. 
 
Fig 7.7. Llamadas entre terminales IP  
4.2. Llamadas hacia el exterior 
En el caso de llamadas externas, cada centralita utilizará sus primarios o accesos 
básicos si la marcación es metropolitana o provincial. En el caso de ser interprovincial dentro 
de una de las provincias donde existe una delegación, esta se realizará a través de los 
primarios o accesos básicos que correspondan. Es decir, si la llamada es de Madrid a Sevilla, la 
llamada saldrá por uno de los accesos básicos de Sevilla.  El resto de llamadas interprovinciales 
se realizarán a través de los primarios de Barcelona, porque de esta manera se controlará el 
gasto de cada delegación.  
También existe la posibilidad de una tarifa plana telefónica por tanto todas las 
llamadas podrán salir, como primera opción por sus primarios o accesos básicos locales y como 
segunda opción a través de los primarios de Barcelona. En caso de llamada internacional, 
siempre por los primarios de Barcelona para controlar los permisos y el consumo de cada 
delegación. 
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Fig 7.8. Llamadas hacia el exterior  
4.3. Llamadas entre terminales IP y terminales no IP 
En caso de realizar una llamada desde un terminal IP hacia uno no IP, debemos 
consultar el servidor de enrutamiento, para ubicar la extensión no IP. Para realizarlo se 
consultará en el servidor su ubicación y se añadirá de manera automática el código 
correspondiente de la centralita en función del plan de marcación “CDP”.  
 
Fig 7.9. Llamadas entre terminales IP y terminales no IP  
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4.4. Llamadas desde terminales no IP hacia terminales no IP o IP 
 Es el mismo caso que el anterior punto. En caso de tratarse de un teléfono analógico o 
digital, independientemente de donde esté configurada la extensión, siempre debemos 
consultar el servidor de enrutamiento. Cuando encuentre la extensión, encontrará la zona. 
Posteriormente consultará las características de la zona en el servidor de señalización y lanzará 
la llamada hacia la PBX de destino. 
 
Fig 7.10. Llamadas entre terminales no IP hacia terminales IP o no IP  
4.5. Llamadas desde una franquicia 
 La centralita también permite la configuración de extensiones virtuales a través de 
software. Por tanto, una delegación podrá realizar llamadas internas sin gasto añadido que el 
alquiler del ADSL a través de Internet. Para ello, deberá entrar primeramente a la red de datos 
MPLS de la empresa a través de un programa VPN. Una vez dentro, deberá validar el software 
conocido como softphone, es decir, introducir los datos de configuración de la red de telefonía 
de la PBX de Barcelona y posteriormente qué extensión es y dónde se encuentra.  
 Una vez realizado todo el proceso es una extensión más y es tratada como cualquier 
otra delegación. Tendrá su propia zona y su propio número CDP para que puedan contactar 
con ella. 
4.6. Llamadas externas a móviles 
 En el caso de telefonía móvil, cada delegación saldrá por sus primarios o tracks como 
primera opción. Como segunda el primario de Barcelona. 
Como se puede observar todo está redundado para que en caso de fallo de algún 
enlace o primario siempre haya una segunda opción. En el caso de Barcelona, esa segunda 
opción será el primario de Madrid, tanto para la telefonía fija como para móviles. 
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Apéndice A 
 
GESTIÓN DE SERVICIOS: 
METODOLOGÍA DE TRABAJO ITIL  
 
1. Introducción  
Es muy importante poder dotar a toda la empresa de un modelo de referencia de 
trabajo como marco de referencia para la comunicación interna y externa, estandarizado y que 
identifique fácilmente cualquier proceso de negocio. Que permita establecer acuerdos de nivel 
de servicio “Service Level Agreement - SLA” con los clientes  y objetivos de nivel de servicio 
“Service Level Objetive - SLO” a nivel interno para asegurar dichos niveles de servicio.   
 
2. Metodología de trabajo ITIL “Information Technology 
Infraestructure Library” 
La Biblioteca de Infraestructura de Tecnologías de Información, ITIL “Information 
Technology Infraestructure Library”, es un modelo de trabajo que engloba en una serie de 
libros, cada uno dedicado a un área específica, de las mejores prácticas destinadas a lograr la 
calidad y eficiencia en las operaciones TI y por tanto, facilitar la entrega de servicios TI. Estos 
procedimientos cubren supuestos relacionados con la infraestructura, el desarrollo y las 
operaciones de TI. 
 
Fig A.1. Enfoque del modelo ITIL para las diferentes áreas empresariales 
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Desarrollada a finales de 1980, no fue adoptada por las organizaciones hasta mediados 
de los 90 y se ha convertido en uno de los estándares mundiales más utilizados en la Gestión 
de Servicios Informáticos. Adaptar sus recomendaciones permite certificar el estándar ISO/IEC 
20000 “Service Management”, primera norma reconocida internacionalmente como sistema 
de gestión de servicios TI, debido a que está integrada dentro de su norma. 
Uno de los principales beneficios de ITIL es que proporciona un glosario de términos 
precisamente definidos y ampliamente aceptados. Su metodología dispone de un conjunto 
completo de prácticas que abarca los procesos y requerimientos técnicos y operacionales, y se 
relacionan con la gestión estratégica, de operaciones y financiera de la organización. 
El 26 de junio del 2007 se presento la tercera versión del modelo ITIL. Muchas son las 
voces críticas a esta última versión pues se vuelve más amplia y compleja que la segunda 
versión, ya que los procesos se vuelven más estratégicos que funcionales.  
ITIL v2 está orientada a la definición de procesos, mientras que ITIL v3, sin dejar de 
considerarlos, hace más hincapié en el ciclo de vida de los servicios, desde que nacen hasta 
que se retiran. Por consiguiente, ITIL v3 es particularmente apropiada para ser implantadas en 
organizaciones muy grandes y que previamente hayan madurado en la segunda versión. Para 
organizaciones pequeñas o medianas se sigue tomando ITIL v2 como marco de referencia. 
 En definitiva, la mejor definición de ITIL es “Sistema mediante el cual se dirigen y 
controlan las Tecnologías de la Información de las empresas. Su estructura específica la 
distribución de los derechos y responsabilidades entre las diferentes partes, englobando tanto 
a la dirección como a los gestores de negocio y de IT, y determinando las reglas y 
procedimientos para la toma de decisiones en IT. De este modo, proporciona la estructura a 
través de la cual los objetivos de IT se cumplen, y los medios para conseguirlos” 
2.1. Objetivos de ITIL 
 Proporcionar servicios de alta calidad, de coste efectivo y de alto valor para los clientes 
 Establecer un mecanismo profesional que permita determinar de manera objetiva lo 
anterior, sin dar pie a interpretaciones por ninguna de las partes (cliente o proveedor) 
 Incrementar la gestión proactiva de manera que la anticipación y propuesta de 
soluciones mejoren la calidad de los servicios de manera continua 
 Reducir la sobre dependencia de personal clave, definiendo mecanismos que mejoren 
la gestión del conocimiento 
 Obtener un equilibrio entre la necesidad de los cambios frente a la estabilidad de la 
infraestructura 
 Proporcionar elementos objetivos para la justificación de los costes de TI para un nivel 
de calidad solicitado 
 Crear un vocabulario común, consistente en un glosario de términos bien definidos y 
aceptados globalmente 
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2.2. Beneficios que aporta 
 
 Mejora de la calidad del servicio entregado 
 Una perspectiva más clara de las capacidades reales de TI 
 Alineamiento de TI con el negocio gracias a un mejor entendimiento de los requisitos 
 Mejora del reporting de información de los servicios actuales 
 Mejor soporte de TI a los usuarios 
 Mejora de la satisfacción de los trabajos IT a través de un mejor entendimiento de las 
capacidades y de mejora de la gestión de las expectativas 
 Flexibilidad y adaptabilidad crecientes 
 Mejoras en seguridad, exactitud, rapidez, disponibilidad 
 Entrega de servicios orientada al cliente en vez de dirigida por la tecnología 
 
 
2.3. Definiciones básicas 
 
2.3.1. Servicio 
 
 Se considera un servicio como el medio para entregar valor a los clientes mediante la 
obtención de los resultados que esperan obtener, sin que por ello tengan que asumir la 
responsabilidad de los costes ni los riesgos específicos. 
 
2.3.2. Proceso 
 
 Un proceso es un conjunto de actividades medibles y coordinadas que combinan e 
implementan recursos y capacidades con el objetivo de producir un resultado que, directa o 
indirectamente crea valor a un cliente externo o a alguna de las partes implicadas. 
 
2.3.3. Función 
 
 Se trata de una unidad organizativa especializa en realizar determinado tipo de tarea y 
de ser responsable de los resultados específicos.  
 
3. ITIL v2: Definición de los procesos de gestión de servicios 
El modelo de referencia ITIL v2 se compone de dos módulos, el Soporte de Servicios 
“Service Support” y la Provisión de servicios “Service Delivery”.   
 El Service Support proporciona un conjunto de buenas prácticas para la operativa 
diaria con el fin de garantizar los niveles de servicio adquiridos. El Service Delivery proporciona 
un conjunto de buenas prácticas para la definición táctica necesaria para garantizar que la 
infraestructura y recursos necesarios se diseñan para alcanzar los niveles de servicio 
adquiridos.  
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Fig A.2. Modelo de referencia ITIL v2 
3.1. Soporte de Servicios “Service Support” 
3.1.1. Service Desk 
  Es una unidad organizativa especializada (función), cuya finalidad es atender, de 
manera adecuada, las llamadas, correos o faxes de los usuarios en función de los niveles de 
servicio acordados. Trata incidencias, problemas, peticiones de cambio, contratos de 
mantenimiento, licencias de software, gestión del nivel de servicio, gestión de las 
configuraciones, gestión de la disponibilidad, gestión financiera de servicios IT y la gestión de 
continuidad. Es decir cualquier tema relacionado con la operativa. 
Entre sus objetivos está dar soporte a la provisión de servicios, actuar como filtro que 
sólo permite pasar a niveles superiores cuando sea estrictamente necesario reduciendo la esta 
forma la cantidad de trabajo de otros departamentos. Mejorar la atención de usuario 
facilitando la resolución de incidencias y problemas, y actuando de modo proactivo en la 
comunicación. También se conoce como Call Center, Contact Center o Help Desk. 
3.1.2. Gestión de las Entregas 
Se encarga de asegurar normas estandarizadas en los cambios de la infraestructura y 
tiene relación con la capacidad de la organización de homologar entornos TIC. 
3.1.3. Gestión de los Cambios 
 Utilizar procedimientos estandarizados en la realización de cambios en las 
infraestructuras que proporciona los servicios, de tal forma que se minimice el riesgo y el 
impacto de estos cambios sobre la operativa de la Organización. Su objetivo es la evaluación y 
planificación del proceso de cambio para asegurar que, si éste se lleva a cabo, se haga de la 
forma más eficiente, siguiendo los procedimientos establecidos y asegurando en todo 
momento la calidad y continuidad del servicio TIC. 
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3.1.4. Gestión de Configuraciones 
Su objetivo es mantener el control sobre el inventario. Llevar el control de todos los 
elementos de configuración de la infraestructura TIC con el adecuado nivel de detalle. 
Proporcionar información sobre las configuraciones a los diferentes procesos de gestión. 
Monitorizar periódicamente la configuración de los sistemas en el entorno de producción. 
3.1.5. Gestión de Incidencias 
Tiene como objetivo resolver cualquier incidente que cause una interrupción en el 
servicio de la manera más rápida y eficaz posible. 
3.1.6. Gestión de los Problemas 
Investigar las causas a todo cambio, real o potencial, del servicio TIC. Determinar 
posibles soluciones a las mismas. Proponer las peticiones de cambio necesarias para 
restablecer el servicio. Realizar Revisiones para asegurar que los cambios han surtido los 
efectos buscados sin provocar otros problemas. 
 
3.2. Provisión de Servicios “Service Delivery” 
3.2.1. Gestión del Nivel de Servicio 
Es el proceso que se encarga de estudiar las necesidades del cliente de servicios TIC. 
Los que deben ser proporcionados y los grados de calidad y cantidad necesarios. 
3.2.2. Gestión Financiera 
Asegurar la viabilidad en la provisión de servicios TIC: contabilidad de costes, 
realización de presupuestos y establecimiento de políticas idóneas de facturación por los 
servicios. 
3.2.3. Gestión de la Capacidad 
Asegura que los servicios TIC se proporcionan a los usuarios bajo unas condiciones de 
capacidad adecuadas. Se encargada de que todos los servicios tengan una capacidad de 
proceso y almacenamiento suficiente y correctamente dimensionada. 
3.2.4. Gestión de la Continuidad 
Deben existir planes de contingencia para los servicios TIC y que éstos se pueden 
desarrollar de forma adecuada en el caso de incidentes. 
Gestión de servicios: Metodología ITIL 126 
 
3.2.5. Gestión de la Disponibilidad 
Se encarga de asegurar que los requerimientos de disponibilidad de los servicios TIC se 
cumplen y que los servicios se diseñan en términos de disponibilidad. 
3.3. Relaciones entre los diferentes procesos de gestión de ITIL v2 
 Todos los procesos de gestión interactúan entre sí formando un mallado completo en 
la cual, todos los roles están completamente definidos.  
 
Fig A.3. Relaciones entre los diferentes procesos de ITIL 
  
3.4. Ejemplo de un modelo simplificado 
 Supongamos el supuesto que un cliente ha solicitado un servicio con un nivel de 
disponibilidad de 24x7. En tal caso, el responsable de la gestión del nivel de servicio ha de 
consultar al gestor de disponibilidad si la infraestructura y procedimientos existentes están en 
condiciones de poder asegurar al cliente que se va a satisfacer su petición. 
 En el caso de que no fuera posible, el gestor de disponibilidad debe  proporcionar las 
recomendaciones necesarias para poder satisfacer los requisitos. Normalmente, las 
modificaciones necesarias conllevarán la revisión de los costes. Para ello será necesario contar 
con la gestión financiera. El mismo tipo de análisis deben realizarlo tanto el gestor de la 
capacidad como el gestor de la continuidad, y ambos deben coordinar sus definiciones con la 
gestión financiera. 
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 Una vez identificados los costes necesarios para el nivel de calidad exigido por el 
cliente, el gestor de la calidad de servicio debe negociar con el cliente un acuerdo de nivel de 
servicio SLA o un acuerdo de nivel de objetivos SLO. 
 Este documento debe recoger las definiciones de servicio proporcionadas al cliente en 
los términos de calidad y coste acordados entre el cliente y el proveedor. Tras la redacción y 
firma del acuerdo, el gestor de la calidad de servicio debe realizar una monitorización del 
servicio para verificar la satisfacción o incumplimiento de los niveles acordados, y 
periódicamente presentar al cliente un informe con dichos resultados.  Se deberá pues, crear 
un programa de mejora del servicio que tiene como objetivo mejorar la calidad de manera 
continuada. 
 Una vez existe un acuerdo de servicio, claramente definido, cuando se produce un 
incumplimiento o reducción del nivel de calidad del servicio, el usuario debe ponerse en 
contacto con el proveedor a través del Service Desk de manera exclusiva. El Service Desk 
determinará de qué se trata y conducirá adecuadamente el caso en función de que se trate de 
una incidencia, una petición de servicio, un cambio… 
 Si se trata de una incidencia el Service Desk, como primer nivel de soporte del proceso 
de gestión de incidencias, debe tratar de resolverla lo más rápidamente posible. Si no le es 
posible resolverlo, debe escalarlo a niveles de soporte superiores. Personal especializado 
analizará más detenidamente la incidencia. El objetivo fundamental es recuperar el nivel de 
servicio lo más rápidamente posible, aunque para ello se tenga que proporcionar una solución 
provisional. 
 No es objetivo de la gestión de incidencias proporcionar soluciones definitivas, no 
tiene tiempo para ello. Por eso está definido el proceso de gestión de problemas, cuyo 
objetivo fundamental es encontrar las causas raíz que originan las incidencias. Una vez se 
determina la causa, los problemas se convierten en errores conocidos y a la espera de la 
implementación de una solución definitiva, la gestión de problemas debe documentar las 
alternativas para poder seguir operando mientras tanto.  
 Las soluciones definitivas propuestas no pueden implantarse directamente sino que 
deben ser dirigidas al proceso de gestión de cambios, que se encargará de evaluar la propuesta 
frente a los riesgos y costes que supone llevarla a cabo.  
 En el caso de que se apruebe la implementación, la construcción, testeo y posterior 
despliegue por la infraestructura será coordinada de manera conjunta entre la gestión de 
cambios y la gestión de entregas de manera que se pueda garantizar la estabilidad, control y 
calidad de la infraestructura. 
 El proceso de gestión de configuraciones tiene como objetivo principal el de gestionar 
y controlar mediante una base de datos el conjunto de todos los elementos que constituyen la 
infraestructura tecnológica necesaria para proporcionar los servicios requeridos. 
 Todos los procesos de ITIL pueden acudir a la base de datos de la gestión de las 
configuraciones para tomar decisiones rápidas y precisas. 
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Apéndice B 
 
CONCIENCIA SOCIAL EN LAS TIC: 
EL MOVIMIENTO GREEN TI  
 
Al Gore nos concienció a todos, gracias a “Una verdad incómoda”, de los problemas del 
cambio climático debido al calentamiento global por las emisiones de CO2. La industria de 
sector TIC se ha concienciado más tarde de lo deseado de las consecuencias medioambientales 
que su actividad genera, así como por el consumo energético que se necesita para mantener 
sus equipos en funcionamiento.  
Según “The Economist”, los nuevos gigantes tecnológicos, del tipo Microsoft o Google, 
pueden ser comparados con las fundiciones de aluminio por la cantidad de energía que 
necesitan. 
El movimiento Green TI surge a raíz de estas inquietudes 
compartiendo objetivos con las políticas de Responsabilidad Social.  El 
concepto Green TI reúne todas las tendencias encaminadas a definir, 
propagar e incentivar la eficiencia energética en la tecnología, 
reduciendo con ello su impacto medioambiental y logrando a la vez un 
necesario ahorro de costes. 
Un estudio realizado por la Consultora Gartner revela que en el año 2008 se ha 
destinado el 48% del presupuesto de tecnología al pago del consumo eléctrico. Y para el 2009, 
el gasto en suministro de energía y refrigeración de los centros de datos superará al 
presupuesto destinado a hardware. Esta es ya por sí sola una buena razón para pensar en 
“verde”.  
Al fin y al cabo, las TIC son las responsables del 2% de las emisiones de CO2 a nivel 
mundial. Una tasa que Gartner se ha molestado en destripar:  
 
Fig B.1. Responsables de las emisiones de CO2 en el sector de las TIC en el año 2008 
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Datos como estos justifican por sí mismos la necesidad de que empresas y centros 
públicos consideren iniciativas en el ámbito de “Green IT”. 
El sector TIC, en continua competencia, ha perseguido el desarrollo de productos y 
servicios de alta calidad, fiables y con el menor coste inicial posible. Aspectos relacionados con 
la eficiencia energética de los sistemas no han sido considerados prioritarios. 
Pero el ininterrumpido avance de las redes de trabajo y el aumento de la digitalización 
de contenidos y de la capacidad de procesamiento, entre otras actividades, han provocado una 
demanda de infraestructuras y sistemas de información cada vez más potentes y, en 
consecuencia, una demanda energética cada vez mayor. 
 
Fig B.2. Responsables del consumo de energía en un CPD 
La industria TI es responsable de 2,9% del total del consumo energético. Sólo en 
Estados Unidos, los centros de datos consumen 61.000 millones de kilovatios a la hora, un 
1,5% del total, con un coste de 4.500 millones de dólares al año.  
Otro factor importante tiene que ver con el número de máquinas o servidores que 
realmente son necesarias para desempeñar una tarea y el aprovechamiento efectivo que se 
hace de ellos en los CPDs. El data center se convierte en un objetivo obvio para la reducción de 
los costes energéticos. 
En cuanto a los PC y los monitores, una solución obvia pasa por que los empleados 
pudieran al final de la jornada poner sus equipos en estado de bajo consumo, en vez de en 
standby o apagarlos directamente. Algo que ayudaría a reducir tanto las emisiones de C02 
como los costes de electricidad de la empresa hasta en un 40%. 
La Agencia Norteamericana para la Protección del Medio Ambiente (APE) estima que 
sólo entre el 5% y el 15% de los recursos disponibles en los CPD están totalmente ocupados. 
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 La virtualización de hardware o software permite un mejor aprovechamiento de los 
recursos informáticos como los servidores y desktops. Entre otras cosas permite alojar varios 
servidores en una única computadora física. Esto nos permite optimizar el uso de recursos 
como CPU, memoria o el almacenamiento de datos. La virtualización de desktops nos permite 
reducir el número de PC de una oficina, pues con una única pantalla, un teclado y ratón 
podemos trabajar en diferentes sistemas operativos sin que el usuario perciba pérdida en el 
rendimiento.  
Se reduce pues el espacio físico necesario y el número de componentes, y con ello, se 
disminuye el consumo energético necesario para la climatización y funcionamiento, 
minimizando su impacto medioambiental. 
 
 
Fig B.3. Los principales beneficios de la virtualización para las empresas españolas 
Combinando el progresivo crecimiento del precio por kilovatio que casi nadie discute, 
con la proliferación de las TI que tampoco nadie discute, algunos expertos preveen que en los 
próximos años el coste de la factura eléctrica llegará a suponer la mitad del coste total de 
explotación. Además, hoy en día existen ya ciudades como Londres, donde no es posible ubicar 
determinados data centers porque las compañías eléctricas no pueden garantizar el caudal 
requerido.  
Un estudio realizado por el consultor tecnológico Vanson Bourne para Bea Systems 
indica que un 62% de las empresas españolas ya disponen de medidas para reducir el consumo 
de energía y emisiones provocadas por el uso de la tecnología. Mientras que un 6% tiene algún 
plan en este sentido pero aún no lo ha puesto en marcha. Por el contrario, el 32% de las 
organizaciones sondeadas no tiene todavía la intención de implantar iniciativas verdes.  
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La presión que están sintiendo hoy los responsables TI para concienciarse del 
problema medioambiental no sólo se debe al deseo de que la empresa aparezca ante la 
sociedad como “políticamente correcta” sino que realmente se convierte en recorte de costes, 
generación de rentabilidad y mejora competitiva, gracias a nuevos servicios en tiempo real. 
 
Fig B.4. Los principales motivos que impulsa políticas “Green TI” en España 
Al implantar políticas “Green TI” hay que tener en cuenta los siguientes efectos: 
a) La eficiencia del producto: Un producto puede ser más eficiente que otros pero 
puede que no reduzca tanto la emisión de CO2, o puede provocar que el 
comportamiento de todo el sistema varíe, reduciendo su eficiencia y/o 
aumentando las emisiones de CO2.  
b) Los efectos indirectos: Por ejemplo, mediante las videoconferencias se reducen 
costes destinados a viajes y/o dietas y estancias, e indirectamente también la 
emisión de CO2 provocadas por el transporte. 
Cada estrategia “Green TI” tiene que derivar en una reducción de las emisiones de CO2 
y por consiguiente en una reducción del consumo de energía. Por ello se ha de considerar 
seriamente los siguientes puntos: 
a) Una planificación inteligente mediante sistemas de gestión del 
conocimiento. 
b) Equipos eficientes y respetuosos con el medio ambiente.  
c) Uso de sistemas de control.  
d) Fomento del teletrabajo para evitar los viajes de negocios y 
desplazamientos a la oficina.  
e) Mejorar la red eléctrica para una mejor previsión de la 
utilización de la energía. 
f) Soluciones renovables integradas.  
g) Edificios inteligentes y eficientes.  
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La Unión Europea con el programa “Código de conducta en un data center para la 
eficiencia energética”,  publicado el 30 de Octubre de 2008, en su primera versión, también se 
ha hecho eco del concepto “Green TI”. En él, se recogen los principios generales e iniciativas 
voluntarias que deberíamos de seguir todos con el objetivo de reducir el consumo de energía, 
teniendo en cuenta los factores medioambientales y sin tener que suponer pérdida alguna en 
el rendimiento de una pyme o de una gran corporación empresarial. Resumiendo, los 
participantes de este código de conducta deben intentar y hacer todos esfuerzos razonables 
para asegurar las siguientes iniciativas: 
Los centros de datos deben estar diseñados para minimizar el consumo de energía sin 
afectar el rendimiento del negocio, así como reducir la generación de CO2 en las instalaciones. 
Por tanto, las empresas deben de implantar políticas de empresa eficientes que valoren los 
ciclos de vida de los equipos y los sistemas de ventilación así como su consumo.  Tenemos que 
tener en cuenta que un sistema, por necesidades del negocio, pueda requerir de equipamiento 
de energía adicional, como UPS (Uninterruptible Power Supply), por tanto también debemos 
de valorarlo. 
El equipamiento debe estar diseñado para permitir la 
optimización de la eficiencia energética en cada momento, según las 
necesidades del negocio. El programa voluntario “Energy Star” de 
eficiencia energética adoptado conjuntamente por la Unión Europea y  
los Estados Unidos fomenta la fabricación de equipos ofimáticos  con 
buen rendimiento energético.  
La etiqueta “Energy Star” permite a los consumidores identificar aquellos aparatos que 
consumen menos electricidad, y contribuyen a garantizar la seguridad energética y la 
protección del medio ambiente. A su vez, deben admitir la monitorización del consumo 
energético de manera regular y periódica.  
 También la Comisión Europea mediante el comunicado “Afrontar el reto de la 
eficiencia energética mediante las tecnologías de la información y las comunicaciones” hace 
hincapié en que el sector de las TIC se esfuerce para gestionar mejor la red de suministro 
energético de Europa.  
 Las TIC no sólo mejorarán la eficiencia energética y contrarrestarán el cambio 
climático, sino que también promoverán el desarrollo de un gran mercado vanguardista de 
tecnologías de gran eficiencia energética que impulsarán la competitividad de la industria 
europea, avanzando hacia un futuro en el que la tecnología y la sociedad estarán en sintonía 
con las nuevas necesidades y en el que la innovación dará lugar a nuevas oportunidades de 
negocio.  
La Comisión sugiere que este esfuerzo venga respaldado por un intercambio de buenas 
prácticas y pruebas piloto a gran escala relativas a los sistemas de generación distribuida 
basados en TIC.  Entre estas pruebas pilotos se encuentra el concepto Smart Grid, una idea que 
podría traducirse como la redistribución de la energía eléctrica gracias a la tecnología, de un 
modo similar al que utiliza Internet para distribuir el conocimiento. Una especia de Electranet, 
cuyos principales valedores son Google y General Electric. 
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Organizaciones ecoresponsables  
Green TI  
http://greenti.wordpress.com 
                                                                                                                                                                                                                     
 
         http://www.thegreengrid.org/home                http://www.sustainableit.com.au/ 
 
Consultoras tecnológicas 
Gartner Consulting – Special Report Green IT   
http://www.gartner.com/it/products/consulting/special/
greenIT.jsp 
 
Technology Market Research Specialists             Bea Systems  
 http://www.vansonbourne.com/                              http://es.bea.com 
 
  Estudio Vanson Bourne para BEA Systems sobre las TI Sostenibles en el 2008   
  http://eu.bea.com/sustainableIT 
 
Organismos oficiales 
Comisión Europea   
http://ec.europa.eu/index_es.htm 
 
     “Code of Conduct on Data Centres Energy Efficiency Version 1.0”  
http://re.jrc.ec.europa.eu/energyefficiency/pdf/CoC%20data%20centres%20nov2008/CoC%20DC%20v%201.0%20FINAL.pdf 
 “Addressing the challenge of energy efficiency through Information and 
Communication Technologies” 
                     http://ec.europa.eu/information_society/activities/sustainable_growth/docs/com_2008_241_1_en.pdf  
Agencia de Protección Ambiental de los Estados Unidos         
http://www.epa.gov/espanol/index.htm 
          Programa Energy Star  
        http://www.energystar.gov 
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[1] Las Tecnologías de la Información y las Comunicaciones (TIC) son un conjunto de tecnologías que permiten la 
adquisición, producción, almacenamiento, tratamiento, comunicación, registro y presentación de de datos e 
información, en forma de voz, imágenes y datos contenidos en señales de naturaleza acústica, óptica o 
electromagnética, que incluyen la electrónica como tecnología base que soporta el desarrollo de las 
telecomunicaciones, la informática y el audiovisual. 
 
[2] Podemos definir un Centro de Procesamiento de Datos (CPD) como aquella ubicación donde se concentran 
todos los recursos necesarios para el procesamiento de información de una organización. En inglés DataCenter. 
Para más información consultar http://es.wikipedia.org/wiki/Centro_de_proceso_de_datos  
 
[3] Un servicio empresarial, en el ámbito de las nuevas tecnologías, debemos considerarlo como un conjunto de 
actividades coordinadas que combinan recursos de hardware y software con las capacidades profesionales del 
personal del departamento de Telecomunicaciones e  Informática, en adelante TI. Son ejemplos de servicios 
empresariales, los centros de llamadas o contactos para las campañas de publicidad y marketing, los centros de 
ayuda y atención de usuarios, centros de monitorización de redes, el servidor de correo corporativo, la centralita de 
telefonía,…   
 
[4] La Responsabilidad Social Corporativa, también conocida como Responsabilidad Social Empresarial, en adelante 
RSC, puede definirse un concepto por el que las empresas integran voluntariamente la preocupación por temas 
sociales, laborales y medioambientales, en sus operaciones empresariales y en sus interacciones con terceros. Para 
más información http://ec.europa.eu/enterprise/csr/campaign/index_es.htm 
 
 [5] Un proceso de negocio, en el ámbito de las telecomunicaciones, debemos considerarlo como cualquier 
actividad técnica o profesional que habilita un servicio empresarial.  
Un proceso técnico se define como la capacidad tecnológica que el cliente consume o usa con el propósito 
de facilitar un proceso de negocio o una función. Son por ejemplo, las comunicaciones de voz, datos e imagen; las 
diferentes aplicaciones que se utilizan; el equipamiento de comunicaciones, routers, servidores, PBX,... 
 Un proceso profesional se define como las actividades de valor añadido que el personal del departamento 
TI provee para soportar, mantener, monitorizar o asegurar la entrega de los servicios TI. Son por ejemplo, una 
consultoría y soporte técnico; servicios de  administración de proyectos, arquitectura e ingeniería;  el desarrollo de 
aplicaciones; los planes de mejora de calidad de los servicios prestados,… 
 
[6] Los acuerdos de nivel de servicio, más conocidos por su terminología en inglés SLA (Service Level Agreement), 
pretenden mejorar constantemente la calidad de los servicios TI que se ofrecen a clientes, proveedores, 
colaboradores, y a nivel interno entre departamentos y empleados, mediante la monitorización de dichos servicios 
y la generación de informes que permitan identificar los problemas y ayuden a su posterior corrección.  
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[7] El Protocolo de comunicación IP es la base fundamental de Internet. Proporciona un servicio de distribución de 
paquetes de información no orientado a la conexión y de manera no fiable. No orientado a la conexión significa que 
los paquetes de información que serán emitidos a la red son tratados independientemente, pudiendo viajar por 
diferentes trayectorias para llegar a su destino. El término no fiable significa más que nada que no se garantiza la 
recepción del paquete.  
 
[8] “Frame Relay” es un protocolo de nivel de enlace (nivel 2 de la arquitectura OSI) que proporciona un servicio de 
comunicación orientado a paquetes, de alta disponibilidad, para la interconexión principalmente de redes de área 
local sobre redes públicas o privadas. No es un protocolo especialmente diseñado para soportar tráfico 
multimedia, audio y vídeo en tiempo real, aunque en general, se considera que es suficientemente bueno para 
cursar tráfico telefónico. 
 
[9] ATM “Asynchronous Transfer Mode” es un protocolo de nivel de enlace orientado a la conexión, independiente 
de la capa física y con control de nivel de servicio que permite garantizar la calidad en sus comunicaciones, cuya 
principal ventaja es su potencial habilidad para mezclar diferentes tipos de redes (voz, datos y vídeo) a través del 
método de la multiplexación por división en el tiempo. El concepto asíncrono se refiere a la habilidad de la red de 
enviar datos asociados con una conexión sólo mientras existan dichos datos, no hay consumo de ancho de banda si 
no hay tráfico que enviar. Su principal desventaja frente a otros protocolos como el IP/Ethernet es su velocidad, 
entre 155 Mbps y 622 Mbps. Si le añadidos que IP se ha nutrido de capacidades de calidad de servicio (QoS) y 
soporte multimedia definitivamente ha retrasado su implantación.  
 
[10] Las redes WAN “Wide Area Network” es un tipo de red de comunicaciones que interconecta diferentes redes 
LAN entre sí que se encuentran ubicados a grandes distancias, entre 100 y 1000 km. Por este motivo tiene un 
carácter público, pues el tráfico que por ellas circula proviene de diferentes lugares, siendo usada por numerosos 
usuarios. 
 
[11] Las redes LAN “Local Area Network” son un tipo de red de comunicaciones que interconecta ordenadores y 
cualquier dispositivo periférico entre ellos, para compartir recursos e intercambiar datos y aplicaciones. Su 
extensión es limitada, abarca un edificio, una oficina o una casa. Por este motivo tiene un carácter privado. 
 
[12] Ethernet se planteó en un principio como un protocolo destinado a cubrir las necesidades de las redes LAN, 
definiendo las características de cableado, señalización de nivel físico  y  los formatos de trama de datos del nivel de 
enlace de datos modelo OSI, según normativa IEEE 802.3. Pero gracias al aumento progresivo de su velocidad de 
transmisión, existen actualmente equipos que pueden operar a velocidades de 1 Terabit (1024 Gbps), se ha 
impuesto como tecnología de implantación en cualquier arquitectura de red actual, sea LAN o WAN. El acceso al 
medio se realiza mediante tecnología CSMA/CD “Carrier Sense Multiple Access with Collision Detection”, una 
técnica de acceso a medio compartido que permite a los equipos escuchar el canal antes de transmitir para ver si 
otro equipo lo está haciendo.  
 
[13] Los Servicios IP Multimedia, es decir, a través de Internet, requieren la creación y gestión de una sesión, 
entendiendo como tal el intercambio de datos entre una asociación de participantes en el servicio. 
 
[14] Los Servicios Multimodales son cualquier servicio que es capaz de ofrecer información a sus usuarios utilizando 
varias formas de presentación de la información, y que permite además que el usuario interactúe con él utilizando 
más de un mecanismo de comunicación (voz, vista, tacto, … ) 
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[15] El servicio “Best Effort” se define como un servicio de entrega de paquetes sin conexión. El servicio se conoce 
como no confiable porque la entrega no está garantizada. El servicio es llamado sin conexión, dado que cada 
paquete es tratado de manera independiente de todos los demás. 
 
[16] Un Switch Router es un equipamiento de última generación que combina la funcionalidad de enrutamiento de 
paquetes “routing” con la velocidad de conmutación de paquetes “switching” permitiendo velocidades Gigabits y 
Terabits. 
 
[17] MPLS “MultiProtocol Label Switch” es un mecanismo de transporte diseñado para unificar el servicio de 
transporte de datos para las redes basadas en circuitos y las basadas en paquetes que permite transportar 
diferentes tipos de tráfico. En el capítulo 2 se realiza un estudio más detallado. 
 
[18] Streaming es una nueva tecnología para Internet que permite transmitir de forma eficiente audio y vídeo a 
través de la red sin necesidad de descargar los archivos en el disco duro del ordenador de usuario. 
 
[19] El direccionamiento multidifusión (Multicast) permite llevar a cabo la distribución de contenidos de una forma 
eficiente y controlada, así como la siempre comprometida seguridad de las redes de difusión “broadcast”. El 
principio de funcionamiento es sencillo: los contenidos son enviados sólo a quién los solicita, siempre y cuando esté 
autorizado a recibirlos, se crean grupos multicast, y la replicación de contenidos se produce en la propia red sin 
afectar a la fuente ni al destino de los mismos. 
 
[20] IETF “Internet Engineering Task Force” o Grupo de Trabajo en Ingeniería de Internet, es una organización 
internacional abierta de normalización, que tiene como objetivos velar por la arquitectura de red y los protocolos 
técnicos de Internet funcionen correctamente en todo el mundo a través de la estandarización de los mismos. 
 
[21] SIP “Session Initiation Protocol” o Protocolo de Inicio de Sesiones es un protocolo estándar de señalización 
desarrollado con la intención de iniciar, modificar y finalizar sesiones interactivas de usuario donde intervienen 
elementos multimedia como el vídeo, voz y datos. Su principal virtud es su simplicidad y su texto legible, 
permitiendo su análisis más fácilmente. Se describen sus características en la norma RFC 3261. 
 
[22] SDP “Session Description Protocol” o Protocolo de Descripción de Sesiones es un protocolo para describir los 
parámetros de inicialización de los flujos multimedia de la sesión, como por ejemplo, qué direcciones IP, puertos o 
códecs de audio o vídeo se usarán durante la comunicación. Sus características son definidas en la norma RFC 2327. 
 
[23] P2P “Peer-to-Peer”, más conocido como punto a punto, es sinónimo de entre iguales. Esto significa que en una 
red no existen clientes ni servidores fijos, sino una serie de nodos que se comportan simultáneamente como 
clientes y como servidores respecto a los demás nodos de la red. Se trata pues, de redes que aprovechan, 
administran y optimizan el uso de banda ancha que acumulan de los demás usuarios de la red por medio de la 
conectividad entre los mismos usuarios participantes.  
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[24] RTP “Real-time Transport Protocol” o Protocolo de Transporte en Tiempo Real es un protocolo de nivel de 
sesión utilizado para la transmisión de información en tiempo real, como por ejemplo el audio y vídeo de una 
videoconferencia. Se describen sus numerosas características y aplicaciones en las normas RFC 3550 y RFC 3551. 
 
[25] RTCP “RTP Control Protocol” o Protocolo de Control RTP es un protocolo de comunicación que trabaja junto 
con RTP en el transporte y empaquetado de datos multimedia, pero que no transporta ningún dato por sí mismo. Se 
usa habitualmente para transmitir paquetes de control a los participantes de una sesión multimedia de streaming, 
informando de la calidad de servicio proporcionada por RTP. Normativa RFC 3605. 
 
[26] El protocolo RSVP, descrito en RFC2205, es un protocolo de la capa de transporte diseñado para reservar 
recursos de una red bajo la arquitectura de servicios integrados y dotar de esta manera de calidad de servicio. 
Actualmente el protocolo RSVP que más se utiliza es el RSVP-TE, descrito en la RFC3209, ya que introduce ingeniería 
de tráfico permitiendo ofrecer mejores calidades de servicio. Se describe con más detalle en el Capítulo 2, punto 
1.1.6 pág 15.                     
 
[27] El modelo de servicios diferenciados “DiffServ” es una solución a la provisión de calidad de servicio en 
Internet. Se basa en la división del tráfico en diferentes clases de servicio de una manera simple y en la asignación 
de prioridades a estas clases. Se describe con mayor detenimiento en el Capítulo 2, punto 2.3.2. pág 28. 
 
[28] El sistema de señalización de canal común número 7 “SS7” es un estándar global para las telecomunicaciones 
definidas por el sector de estandarización de las telecomunicaciones (ITU-T) de la Unión de Telecomunicaciones 
Internacionales (ITU). El estándar define el protocolo y los procedimientos mediante los cuales los elementos de la 
red conmutada de telefonía pública (PSTN) intercambian información sobre una red digital para efectuar el 
enrutamiento, establecimiento y control de llamadas. 
 
[29] En la siguiente dirección podemos encontrar todos los puertos asignados a una funcionalidad  
http://www.iana.org/assignments/port-numbers 
 
[30] El “Scheduler” o planificador es un componente funcional muy importante de los sistemas operativos 
multitarea y multiproceso, y es esencial en los sistemas operativos de tiempo real. Su función consiste en repartir el 
tiempo disponible de un microprocesador entre todos los procesos que están disponibles para su ejecución. 
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IBM http://www.ibm.com/es/es/
HP http://welcome.hp.com/country/es/es/welcome.html
Apéndice A. GESTIÓN DE SERVICIOS: METODOLOGÍA DE TRABAJO ITIL
Fundamentos de gestión de servicios TI (ITILv2) spanish version
by Annelies van der Veen ISBN:
Service Delivery
by Office of Government Commerce ISBN:
Service Support
by Office of Government Commerce ISBN:
Apéndice B. CONCIENCIA SOCIAL EN LAS TIC: EL MOVIMIENTO GREEN TI
Green TI http://greenti.wordpress.com
The Green Grid http://www.thegreengrid.org/home
Sustainable IT http://www.sustainableit.com.au
9087530280
0113300174
0113300158
Para los capítulos 5,6 y 7 diferentes enlaces especializados así como productos diversos, 
experiencia profesional y apuntes de diferentes cursos especializados a nivel laboral:
Request for Comments elaborados por "The Internet Engineering Task Force - IETF"
RFC 768 "User Datagram Protocol - UDP" http://www.ietf.org/rfc/rfc768.txt
RFC 791 "Internet Protocol Darpa Internet Program Protocol Specification (IPv4)"
http://www.ietf.org/rfc/rfc791.txt
RFC 793 "Transmission Control Protocol - TCP" http://www.ietf.org/rfc/rfc793.txt
RFC 1122 "Requeriments for Internet Hosts - Communication Layers"
http://www.ietf.org/rfc/rfc1122.txt
RFC 1349 "Type of Service in the Internet Protocol Suite" http://www.ietf.org/rfc/rfc1349.txt
RFC 1918 "Address Allocation for Private Internets" http://www.ietf.org/rfc/rfc1918.txt
RFC 2327 "SDP: Session Description Protocol" http://www.ietf.org/rfc/rfc2327.txt
RFC 2460 "Internet Protcol Version 6 (IPv6): Specification" http://www.ietf.org/rfc/rfc2460.txt
RFC 2474 "Definition of the DS Field in the IPv4 and IPv6 Headers" http://www.ietf.org/rfc/rfc2474.txt
RFC 2475 "An Architecture for Differentiated Service" http://www.ietf.org/rfc/rfc2475.txt
RFC 2597 "Servicio "Expedited Forwarding" http://www.ietf.org/rfc/rfc2597.txt
RFC 2598 "Servicio Assured Forwarding" http://www.ietf.org/rfc/rfc2598.txt
RFC 2702 "Requirements for Traffic Engineering Over MPLS" http://www.ietf.org/rfc/rfc2702.txt
RFC 2917 "A Core MPLS IP VPN Architecture" http://www.ietf.org/rfc/rfc2917.txt
RFC 2983 "Differentiated Services and Tunnels" http://www.ietf.org/rfc/rfc2983.txt
RFC 3031 "MPLS Architecture" http://www.ietf.org/rfc/rfc3031.txt
RFC 3036 "Label Distribution Protocol - LDP: Specification" http://www.ietf.org/rfc/rfc3036.txt
RFC 3140 "Per Hop Behavior Identification Codes" http://www.ietf.org/rfc/rfc3140.txt
RFC 3209 "RSVP-TE: Extensions to RSVP for LSP Tunnels" http://www.ietf.org/rfc/rfc3209.txt
RFC 3212 "Constraint-Based LSP Setup using LDP" http://www.ietf.org/rfc/rfc3212.txt
RFC 3260 "New Terminology and Clarifications for DiffServ" http://www.ietf.org/rfc/rfc3260.txt
RFC 3261 "SIP Session Initiation Protocol" http://www.ietf.org/rfc/rfc3261.txt
RFC 3270 "MPLS Support of DiffServ" http://www.ietf.org/rfc/rfc3270.txt
RFC 3550 "RTP: A Transport Protocol for Real-Time Applications" http://www.ietf.org/rfc/rfc3550.txt
RFC 3551 "RTP Profile for Audio and Video Conferences with Minimal Control"
http://www.ietf.org/rfc/rfc3551.txt
RFC 3605 "Real Time Control Protocol (RTCP) attribute in Session Description Protocol (SDP)"
http://www.ietf.org/rfc/rfc3605.txt
