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ABSTRACT
High level ab initio quantum mechanical calculations were used to determine the
intermolecular potential energy surface between argon and water, corrected for many-
body interactions, to predict monovariant and invariant phase equilibria for the argon
hydrate and mixed methane-argon hydrate systems. A consistent set of reference
parameters for the van der Waals and Platteeuw model, Au =1077±5 kcal/mol and
AH° =1294±11 kcal/mol, were developed for Structure II hydrates and are not dependent
on any fitted parameters. Our previous methane-water ab initio energy surface has been
recast onto a site-site potential model that predicts guest occupancy experiments with
improved accuracy compared to previous studies. This methane-water potential is
verified via ab initio many-body calculations and thus should be generally applicable to
dense methane-water systems. New reference parameters, Au°=1203±3 kcal/mol and
AH,° =1170±19 kcal/mol, for Structure I hydrates using the van der Waals and Platteeuw
model were also determined. Equilibrium predictions with an average absolute deviation
of 3.4% for the mixed hydrate of argon and methane were made. These accurate
predictions of the mixed hydrate system provide an independent test of the accuracy of
the intermolecular potentials. Finally, for the mixed argon-methane hydrate, conditions
for structural changes from the Structure I hydrate of methane to the Structure II hydrate
of argon were predicted and await experimental confirmation.
We present the application of a mathematical method reported earlier' by which
the van der Waals-Platteeuw statistical mechanical model with the Lennard-Jones and
Devonshire approximation can be posed as an integral equation with the unknown
function being the intermolecular potential between the guest molecules and the host
molecules. This method allows us to solve for the potential directly for hydrates for
which the Langmuir constants are computed, either from experimental data or from ab
initio data. Given the assumptions made in the van der Waals-Platteeuw model with the
spherical-cell approximation, there are an infinite number of solutions; however, the only
solution without cusps is a unique central-well solution in which the potential is at a finite
minimum at the center to the cage. From this central-well solution, we have found the
potential well depths and volumes of negative energy for sixteen single-component
hydrate systems: ethane (C2H6), cyclopropane (C3H6), methane (CH4), argon (Ar), and
chlorodifluoromethane (R-22) in structure I; and ethane (C2H6), cyclopropane (C3H6),
propane (C3H8), isobutane (C4Ho0 ), methane (CH4), argon (Ar), trichlorofluoromethane
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(R-1 1), dichlorodifluoromethane (R-12), bromotrifluoromethane (R-1 3B 1), chloroform
(CHC13), and 1,1,1,2-Tetrafluoroethane (R-134a) in structure II.
This method and the calculated cell potentials were validated by predicting
existing mixed hydrate phase equilibrium data without any fitting parameters and
calculating mixture phase diagrams for methane, ethane, isobutane, and cyclopropane
mixtures. Several structural transitions that have been determined experimentally as well
as some structural transitions that have not been examined experimentally were also
predicted. In the methane-cyclopropane hydrate system, a structural transition from
structure I to structure II and back to structure I is predicted to occur outside of the
known structure II range for the cyclopropane hydrate. Quintuple (Lw-SI-SII-Lho-V)
points have been predicted for the ethane-propane-water (277.3 K, 12.28 bar, and
Xeth,waterfree = 0.676) and ethane-isobutane-water (274.7 K, 7.18 bar, and Xeth,waterfree = 0.81)
systems.
A two-fold mechanism for hydrate inhibition has been proposed and tested using
molecular dynamic simulations for PEO, PVP, PVCap, and VIMA. This mechanism
hypothesizes that (1) as potential guest molecules become coordinated by water, form
nuclei, and begin to grow, nearby inhibitor molecules disrupt the organization of the
forming clathrate and (2) inhibitor molecules bind to the surface of the hydrate crystal
precursor and retards further growth along the bound growth plane resulting in a
modified planar morphology. This mechanism is supported by the results of our
molecular dynamic simulations for the four inhibitor molecules studied. PVCap and
VIMA, the more effective inhibitors, shows strong interactions with the liquid water
phase under hydrate forming conditions, while PVP and PEO appear relatively neutral to
the surrounding water.
Thesis Supervisors:
Jefferson W. Tester Herman P. Meissner Professor of Chemical Engineering
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Chapter 1. Introduction
1.1 Overview and historical perspective
1.1.1 Discovery of gas hydrates
Natural gas clathrate-hydrates (called gas hydrates) are nonstiochiometric
inclusion compounds consisting of a three-dimensional host lattice of water molecules, in
which guest molecules, such methane and/or carbon dioxide, are encaged in polyhedral
cells formed by the hydrogen-bonded water molecules. The existence of gas hydrates was
first reported in 1810 by Sir Humphrey Davy' who observed a yellow precipitate while
passing chlorine gas through water at temperature near 0°C. In addition, there was some
evidence that SO2 gas hydrates were detected by Joseph Priestley2 more than 30 years
prior to Davy's observation.
1.1.2 Hydrates in various industries
Early studies on gas hydrates focused on identifying the guest molecules that
formed hydrates and the pressure-temperature conditions at which the formation
occurred. In 1934, it was recognized that solid gas hydrates could deposit in natural gas
pipelines, leading to restricted flow and blockage3. Shortly thereafter, intense research
programs studying gas hydrates were initiated by the oil and gas industry, the
government, and academia, with the objective of preventing the formation of gas hydrate.
Deposits of natural gas hydrates were first discovered in the Soviet Union in the
early 1960's. The most commonly cited global hydrate reserve estimations are those of
Trofimuk4 with 57 x 1012 m 3 of gas in continental hydrates, and 5 - 25 x 1015 m 3 of gas in
11Chapter . I2troduction
Chpe .Itrdcin1
subsea hydrates on the ocean floor. The resource of hydrates has the potential of
providing a clean energy source for up to 10,000 years5. Hydrates have also been
considered as a possible solution to the global CO2 problem. Hydrates have been
considered as a possible means of sequestrating CO2 to help buffer the buildup of the
greenhouse gas in the atmosphere. 6 The hydrate formation-dissociation conditions of
CH4, CO2, and H2S are different (see Figure 1.1). Therefore, it is thermodynamically
possible to replace CH4 in the natural gas hydrate with CO2. Gas hydrates have been
proposed as a means in mass and energy storage and separation. They have been used
successfully in the desalination of seawater7 and in the separation of light gases. Since
1970, hydrate research has been motivated by production, transport and processing
problems in unusual environments, such as on the North Slope of Alaska.
The deep-sea injection of liquid CO2 from large concentrated sources could
provide a means for CO2 sequestration as a solid clathrate in the deep regions of the
ocean at depths greater than 1000 meters. The kinetic limitations are, however, not
known and they may be significant. In general, very little is known about the nucleation
of hydrates and the kinetics of their formation and dissociation, since these dynamic
processes are extremely difficult to study experimentally. Accurate molecular simulations
thus should prove to be a key tool in studying these dynamic processes, since they are not
restricted by experimental limitations.
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Figure 1.1: Thermodynamic phase diagrams for CH 4, CO 2, and H2S hydrate clathrates
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1.1.3 Experimental measurements of gas hydrates
The methods of obtaining data on the macroscopic properties of natural gas
hydrate clathrates have not changed much since the 1930's. The simplest apparatus is
often the most elegant and provides reliable simulation of hydrate formation for industrial
conditions. Experimentalists typically measure the composition of fluid phases and
estimate the composition of the hydrate phase, since measurements of solid hydrates are
confounded by experimental difficulties such as fluid occlusion, phase inhomogeneity,
non-representative sampling and poor solid sample characterization. Nevertheless,
significant improvements in solid phase measurements have been made recently with
advances in apparatuses that allow in situ diffraction and molecular spectroscopy8 .
In the early stage of experimental work, apparatuses were designed for use above
the ice point; requiring a sight glass used to observe the formation and dissociation of gas
hydrates9. Safety issues increased interest in non-visual means of hydrate detection,
especially at high pressures l° . Apparatuses especially designed for use below the ice
point and for two-phase equilibria were also designed for modeling hydrate systems8 .
Compared to PTxi phase equilibrium measurements, determining other thermal
properties of gas hydrates is much more difficult. This is due to the high-pressure
decomposition of pre-formed hydrate phases, general hydrate metastability and
component entrainment and occlusion. Experimental methods for determining hydrate
heat capacity, heat of dissociation and thermal conductivity are detailed by Sloan8 .
The classic method to obtain information on hydrate crystal structures is via X-ray
diffraction crystallography. Neutron diffraction studies have the advantage of being able
Chapter . Introduction 14
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to determine both the oxygen position and proton placement. However, diffraction
methods are problematic because single crystals are required to define hydrate structures,
but single hydrate crystals are very difficult to obtain, due to mutual immiscibility and
mass transfer effects. Consequently, most diffraction studies were done on powder
samples.
With the development of modem analytical tools, three types of spectroscopy
have been used to study hydrates. Nuclear Magnetic Resonance (NMR) spectroscopy
using 129Xe, 13C or H is able to identify the structure and determine relative cage
occupation, water reorientation and diffusion'l' 3 . Infrared spectroscopy by Bertie and
co-workers suggested that the strength of hydrogen bonds in hydrates is very similar to
that in ice 14,15. Recently, Sum et al.16 used Raman spectroscopy to measure the hydration
number and relative cage occupation numbers for pure components and guests. In the
future, experimental apparatuses may include a combination of equipment typically used
for both macroscopic and microscopic experiments: TPxi measurements complemented
by such techniques as fiber optics Raman spectroscopy8 .
1.2 Clathrate structures
1.2.1 Crystallographic structure
Clathrate hydrates are solids consisting mostly of H 20 molecules, but their
structures are different from any of the known forms of ice. To this point three different
structures have been identified. Structure I consists of 46 H 20 molecules per unit cell and
has 2 12-sided cages (512, pentagonal dodecahedra) and 6 14-sided cages (51262,
tetrakaidecahedra)' 7 . Structure II has a unit cell of 136 water molecules with 16
Chapter . Introduction
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pentagonal dodecahedral cages and 8 16-sided cages (51264, hexakaidecahedra)' 8.
Recently, a new type H structure was found to be composed of 34 water molecules
forming 3 cages of 512, two cages of 435663 and one cage of 51268 19. The typical guest
compounds that form Structure I gas hydrates are methane, ethane, carbon dioxide and
cyclopropane (cyclopropane can form both types) while argon, nitrogen, oxygen and
cyclopropane form Structure II hydrates. The cavities of structure I and structure II
hydrates are shown in Figure 1.2 and Figure 1.3.
The structure I unit cell has a lattice constant of 12.0 A and is shown in Figure
1.4. The structure II unit cell shown in Figure 1.5 has a lattice constant of 17.3 A and
consists of 136 water molecules that form 16 pentagonal dodecahedral cavities (cell A)
and 8 hexakaidecahedral cavities (cell B). Thus for a completely occupied structure II
system, the ideal stoichiometry would be (16A, 8B) 136 H20. The structure I ideal
stoichiometry would be (2A, 6B).46 H20.
For decades, it was believed that small molecules, particularly those smaller than
propane formed only structure I clathrates. More recently, crystallographic
measurements ' 20' 21 have shown that Ar, Kr, N2, and 02 can form structure II clathrates.
For the argon-water clathrate, both cells A and B can be occupied by argon molecules, so
the fully occupied stoichiometry becomes 24 Ar. 136 H20 or Ar 5 2/3 H20.



















Figure 1.3: Cavities of structure II clathrates
Chapter 1. Introduction











Figure 1.4: Space filling model of the structure I clathrate
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Figure 1.5: Ball and stick and space filling models of the structure II clathrate
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1.2.2 Lattice structure used in this study
X-ray diffraction techniques1 7' 18 were used to determine the structural aspect of
water clathrates, and neutron scattering techniques22 were also used to further refine the
crystalline structure determined in the X-ray studies. In this work, the fractional
positional parameter reported by McMullan and Jeffery' 7 and Mark and McMullan' 8
were selected to represent the oxygen positions within structure I and II water clathrates.
1.2.3 Proton placement
In order to understand the configurational characteristics of guest-host
intermolecular interactions, the water proton distribution that forms the clathrate cages
must be known. Unfortunately, it is extremely difficult to measure the positions of
protons directly from conventional diffraction type studies. Conforming to Bernal-Fowler
Rules23 and the constraint that the net dipole of the whole system should be zero, an
algorithm was constructed to generate randomly nearly half a million configurations with
the desired water geometry24, and the resulting configuration with the lowest net dipole
moment was then selected as a valid proton assignment. Either the experimentally
determined structure of water molecules ( rOH = 0.9572A, ZHOH= 104.52 ) or the
simple point charge (SPC) model of water (rH = 1.0OA, ZHOH = 109.47° ) as proposed
by Berendson et al.25 can be used as a desired geometry of water. The Bernal-Fowler
Rules23, further refined by Rahman and Stillinger26, are outlined below:
(a) The water clathrate host lattice consists of non-dissociated water molecules.
(b) The oxygens form the host lattice with nearly tetrahedral coordination.
21Chapter . Introduction
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(c) Each hydrogen bond between two neighboring oxygens is composed of a single
proton covalently bonded to one oxygen and hydrogen bonded to the other.
(d) All proton configurations satisfying the above conditions are equally probable.
1.3 Overview of previous theoretical work to model gas hydrates
1.3.1 Hydrate phase chemical potential
A thermodynamic model corresponding to the three dimensional generalization of
ideal localized adsorption was proposed by van der Waals and Platteeuw2 7. This model is
based on the following four assumptions:
1. Cage distortions can be neglected.
2. Each cage can be occupied by, at most, one guest molecules.
3. Guest-guest interactions can be neglected.
4. Classical statistics are valid.
The van der Waals and Platteeuw model has been widely used in various
applications of gas hydrate systems, since it provides a bridge between the molecular
interactions that stabilize crystal structures and the macroscopic thermodynamic
properties. A key term in the van der Waals and Platteeuw model is the Langmuir
constant. The Langmuir constant is related to the configurational intermolecular
interaction between the guest gas molecule and all surrounding host water molecules.
Significant efforts to relate the Langmuir constant to guest-host potential
parameters have been made. In their original work, van der Waals and Platteeuw27
assumed that guest-host interactions can be represented by a guest molecule at a distance
r from the cavity center in a spherically symmetrical potential @D(r) induced by the water
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hosts. This approximation is comparable to that made by Lennard-Jones and
Devonshire28 2 9, which is referred to as the LJD approximation in this work. A systematic
approach to extended to multi-component hydrate guest mixtures was made by Parrish
and Prausnitz30. With a spherical core Kihara-type potential function to provide an
analytical form of the potential used to compute the Langmuir constant, this method
gained wide acceptance and has been used in modified forms3 1.
However, predictions based on the LJD approximation were still far from
satisfactory as shown by several studies32 34. Two of the main reasons for the errors are
cavity asymmetry and multi-shell water host effects. John and Holder35 studied the
choice of the cell size in the LJD cell theory and provided optimal cell sizes and water
coordination numbers for different cavities. However, these parameters are not
consistent with the crystallographic structure of clathrate hydrates and are merely
additional adjustable parameters to which experimental data is fitted. They then
proposed a further modification - to use the addition of terms to account for the
contribution of second and subsequent water shells to the potential energy of the guest-
host interactions36 . Subsequently, John and Holder used the crystallographic locations of
the host water molecules and binary guest-host Kihara type interactions and carried out
more precise calculations of the Langmuir constants37. They compared the results to
those obtained using the LJD approach. Based on previous studies, John and Holder
proposed to use an aspherical correction to account for all nonidealities in the molecular
interactions between the encaged gas and the hydrate cavity in their generalized model
for predicting equilibrium conditions for gas hydrates3 8
Chapter . Introduction 23
C t 24
Most recently, Bazant and Trout3 9 proposed a novel method to evaluate the
Langnuir constant. The spherical-cell statistical formula for the Langmuir constant
versus temperature can be viewed as a nonlinear integral equation for the cell potential,
and exact potential forms can be found as solutions to this integral equation. A variety of
exact analytical solutions were derived in the study, with a significant conclusion being
that very simple polynomial forms of the potential, such as quadratic or cubic, can be
used to describe the data extremely well. More details regarding the derivation, use, and
application of this cell potential method is found in Chapter 4.
A few studies were performed which avoided the use of the LJD approximation
for calculating the corresponding configurational integral4 0'41 . Work by Sparks and
Tester4 2 presented a rigorous treatment of multiple water shells and guest-guest potential
energy effects in water clathrates, where a modified lattice sum approach was used to
characterize the quantitative extent of these effects on the configurational partition
function and the three-dimensional Langmuir constant. The results for both sI and sII
hydrates confirmed the results of a previous study36, that subsequent water shell
interactions do indeed have a significant effect on the value of Langmuir constants. The
spherical LJD approximation was avoided in Sparks' dissertation 24 and the work by Cao,
et al.43-45, where the Langmuir constant was evaluated numerically as a six-dimensional
integral based purely on crystallographic data.
1.3.2 Guest-host potential energy functions
The intermolecular potential energy functions used in Owichi and Scheraga46 and
Swaminathan's47 studies were based on ab initio calculations employed in MC studies of
methane in aqueous solutions. In their study, up to 256 configurations were generated by
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independent random positional and orientational operations of water molecules with
respect to methane, with a center of mass separation of no more than 5.5 A. The
calculated potential energy surface was then used to obtain the best least-squares fit by
adjusting the parameters of an empirical, distance-based potential function.
In order to accurately evaluate the CH4-OH2 contact interaction energy, Novoa et
al.48 performed ab initio calculations on methane-water at the self-consistent-field
molecular orbital (SCF-MO) and MP2 levels with various quality basis sets including one
near Hartree-Fock limit (HFL) case. They employed diffuse functions in the basis set and
used the counterpoise (CP) method to reduce the deviation caused by basis set
superposition error (BSSE). The predicted interaction energy with the near HFL basis set
was 0.59±0.05 kcal/mol corresponding to the minimum-energy structure with C-H "O
contact. MP2/6-31++G(2d,2p) was thus chosen as the main method and basis set in
Novoa's later work4 9. The potential energy surfaces of the water hydrocarbon
complexes H20'-OCH4, H20 C2H4 and H20" ... C2H2 were examined to locate several
minimum energy structures and estimate the hydrogen bond energies and the
corresponding vibrational frequencies.
Szczesniak et. al.50 explored more configurations between methane and water
using the fourth-order Moller-Plesset perturbation theory with the well-tempered basis set
6-3 1++G(2d,2p). The absolute minimum occurs at the new configuration involving the
C" H-O hydrogen-bond with a bond energy of 0.83±0.05 kcal/mol.
Novoa 51 continued to perform a numerical test of evaluating interaction energy
using near complete basis sets on H20 HF and CH4 " H20 at the MP2 level. It was




flexible enough. The qualified adequate basis sets consist of NHFL(4d3f,4p3d) and 6-
3 1++G(4d3f,4p3d).
Cao et al. 52 recently computed the methane-water potential energy hypersurface
and demonstrated the ability of this ab initio potential to accurately predict methane
hydrate dissociation pressures across a large range of temperatures53. They used the MP2
method with a 6-31 ++G(2d,2p) basis set, corrected to the cc-pVQZ basis set level. They
were able to reach accuracies of < 0.1 kcal/mol with 18,000 calculations at the 6-
31 ++G(2d,2p) level and 100 calculations at the cc-pVQZ level.
In addition, recent work by Klauda and Sandler54 showed that many-body
interactions should be accounted for when applying computed potentials to the hydrate
clathrate system. Proper determination of the form of the intermolecular interaction
potential is also necessary both to compute equilibrium thermodynamic properties and to
perform dynamic molecular simulations of kinetic phenomena such as diffusion and
hydrate crystal nucleation, growth, and decomposition.
1.4 Inhibition of Hydrate Formation
The prevention of hydrate formation is a major research focus area for pipeline
transport. Typically, large amounts (up to 50 vol %) of methanol are used to help avoid
hydrate plugging by lowering the formation temperature, with economic and potential
environmental ramifications. In the last 15 years or so, many research efforts have been
focused on developing what are termed "low-dosage hydrate inhibitors", or LDHIs, that
can kinetically inhibit hydrate formation.55
There has been much discussion and disagreement regarding the mechanism by
which LDHIs inhibit hydrate formation 56 -6 1. Furthenrmore, no proposed mechanism fully
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explains all of the phenomena associated with hydrate kinetic inhibition such as increased
induction time with sudden growth coupled with the crystal morphology changes
observed in inhibited growth conditions. 59 '62~64
1.5 Thesis Objectives and Approach
The overall goal of this thesis is to better understand hydrate processes, namely
hydrate phase equilibrium and mechanisms of inhibition, at a molecular level through the
use of quantum chemical, statistical mechanical, and molecular dynamic approaches.
Specifically, this thesis seeks to:
* Perform ab initio quantum mechanical calculations to determine guest-
host interaction energies
* Develop accurate intermolecular interaction potentials from ab initio
calculations
* Determine an accurate and efficient method to calculate the potential
energy surface considering the fineness of the intermolecular orientation
grid as well as other factors, such as many-body effects, correlation
dependencies, and basis set convergence
* Determine with a low degree of uncertainty reference parameters for both
structure I and structure II for use in the van der Waals and Platteeuw
model for hydrate clathrate systems
* Validate both the determined potential energy surfaces and the van der
Waals and Platteeuw model by predicting the cage occupancies for the
methane hydrate system and then used to calculate pure argon hydrate
27Charpter . Introduction
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phase behavior and predict the phase behavior of the argon-methane
mixed hydrate system.
* Further validate the methane-water potential for molecular dynamic
simulations
* Identify the molecular factors favoring/controlling the interaction of
inhibition molecules with the surface of hydrates
* Gain insight into molecular parameters and inhibitor properties that can be
used to control hydrate nucleation or crystal growth and the tendency of
hydrate solids to agglomerate
Chapter . Intrvoduction 28
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Chapter 2. Theoretical Background
2.1 Overview of the statistical mechanical model
A thermodynamic model corresponding to the three dimensional generalization of
ideal localized adsorption was proposed by van der Waals and Platteeuwl. This model is
based on the following four assumptions:
1. Cage distortions can be neglected.
2. Each cage can be occupied by, at most, one guest molecules.
3. Guest-guest interactions can be neglected.
4. Classical statistics are valid.
The difference in chemical potential between clathrate and empty host lattice can
then be expressed as
a#6-H = kTZ vi ln(1 + E Cjf,) (2.1)
i J
where v is the number of type i cavities per water molecule, fj is the fugacity of guest
molecule J which is usually calculated from Peng-Robinson equation of state2, and C is
the Langmuir constant defined as
C~j- = Z (2.2)kT
where Z is the configurational integral, which depends on the interaction potential
between guest and host molecules. Since the structure I unit cell has 2 small cavities, 6
large cavities, and 46 water molecules, the complete expression for a pure component
Structure I (sI) water clathrate system is
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A/P-H = ln( + CI) + 3 n( + CJJ) (2.3)
kT 23 23
while since the structure II (sII) unit cell has 16 small cavities, 8 large cavities, and 136
water molecules,, the equivalent expression for sil is
AT- 2 n(l+ CJj) + - n(l + CJ 2f) (2 4)kT 17 17
Clathrate hydrates can be thought of as non-stoichiometric compounds. Therefore
the probability of finding a guest molecule of type J in a type i cavity, usually referred to
as cage occupancy yJi, is < 1.0 and a function of equilibrium conditions. Mathematically,
the cage occupancy yji is related to the Langmuir constants as follows:
YJ Cjif (2.5)
As a result, the vdWP sta istical model can also be expressed in terms of the cage
As a result, the vdWP statistical model can also be expressed in terms of the cage
occupancies as
A/ - H =-krTZvi n(l - yJ) (2.6)
J
2.2 Thermodynamic analysis of phase equilibria
2.2.1 Phase equilibria
With this thermodynamic model, we can consider clathrate as a two-component
system. Thus the phase equilibrium of clathrate hydrates can be described by
H La
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where ,u, is the chemical potential hypothetical empty hydrate lattice with no cages
occupied by guest molecules, u is the chemical potential of water in the hydrate phase,
and uu or #4L is the chemical potential of water in the solid ice phase or liquid aqueous
phase depending on whether the temperature is below 273.15 K or not. Following the
convention proposed by Holder3 , the chemical potential difference between water in the
hypothetical empty lattice and the water in the hydrate phase can be expressed as
A~u%' (T, P) A/wL. (T ,O) T LP -La 
kcY' kY'0= AW (o)_J ]pdT+ J[ To ]rdP-lnaW (2.8)
where A,4-La (T ,0) is the reference chemical potential difference at the reference
temperature, To, and zero pressure. The temperature dependence of the enthalpy
difference is given by
AP-L,a = -L (T)+ , AC -La' dT (2.9)
where the heat capacity difference is approximated by
AC-L' = a CL ba (To) + -L a (T- T) (2.10)
where b - L', is the constant representing the dependence of heat capacity on the
temperature. The volume difference is assumed to be constant. The additional term
involving the activity of water, a, is defined by
aL w_= (2.11)
where fL is the fugacity of water in the water-rich aqueous phase and f + is the water
fugacity in the reference state, which is chosen to be f, the pure water phase. To, the
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reference temperature, is usually taken to be 273.15 K. Reference parameters found in
the literature are given in Table 2.1 and values used in this work are found in Table 2.2.
Table 2.1: Thermodynamic reference properties for Structure I and II water clathrates4
Structure I (J/mol) Structure II (J/mol) Sourcea
/lJP-L, (T, 0) | AJH-L (T, 0) /lP-La (, 0) AHP (T o,0)
699 0 820 0 van der Waals and Platteeuw (1959)
l - 366-537 Barrer and Ruzicka (1962)
- 833 - Sortland and Robinson (1964)
1255.2 753 795 837 Child (1964)
1264 1150 808 Parrish and Prausnitz (1972)
1155 381 - 0 Holder (1976)
1297 1389 937 1025 Dharmawardhana, Parrish and Sloan(1980)
1299 1861 - Holder, Malekar, and Sloan (1984)
1120 931 1714 1400 John, Papadopoulos, and Holderl 1120 931 1714 1400 (1985)
1297 - - - Davidson, Handa, and Ripmeester(1986)
1287 931 1068 764 Handa and Tse (1986)
1236 1703 - - Cao, Tester, and Trout (2002)
aRef 1,5-15
Table 2.2: Thermodynamic reference properties for structure I and II hydrates: To =
273.15 K
structure I structure II source
A, (J/mol) a 1203 1077 16
AHo (J/mol) 1170 1294 16
Av-a (m3 .moll) 3.0 x 10-6 3.4 x 10 '6 17
AHJ-: (J/mol) 6009.5
AVI'-a (m 3 mol l) -1.598 x 10-6
ACI - L (J/mol K) -37.32 + 0.179(T- To) 3
AC0-a (J/mol K) 0.565 + 0.002 (T - To ) 3
superscripts/subscripts
w = water
0 = reference state
,8 = empty hydrate lattice
a = ice phase
L =- liquid phase
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2.3 Configurational partition function
In the thermodynamic model, Equations (2.1) and (2.7), /P- L,a can be
determined from experimental data and f from an equation of state. Next, the Langmuir
constant must be obtained. For a guest molecule J in a cavity of type i, Cj is directly
related to the six-dimensional configurational integral defined by
Zji - 1 exp(-(D(r,, , a, , ry)/kT)r2 sinOdrd~d dadldy (2.12)
where Z is the full configurational integral, which depends on the total interaction
potential D = Y'D between guest and host molecules 8' 19 and is, in general, a function
i,
of r, 0, and 5, the spherical coordinates of the guest molecule, and a, ,, and y, the Euler
angles that describe the orientation of the guest. In order to calculate the configurational
integral accurately, the total interaction potential between the guest molecule and all of
the host water molecules must be represented properly. In early work the potential was
approximated by a two-parameter spherically symmetric Lennard-Jones potential'. Later,
a Kihara potential, with three parameters, was used to improve accuracy. However, these
empirically fitted potentials are not fundamentally based on the guest-host interactions,
have been shown to be aphysical, and do not match those determined using gas-phase
experimental data4' 12' 20
2.3.1 LJD approximation
Since analytical integration of Equation (2.12) is intractable given the
asymmetries of the host-guest potential, several approximations have been applied. Most
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commonly, the LJD cell model is used to simplify the 6-dimensional integration to one-
dimensional. The potential is averaged and uniformly distributed on a single spherical
surface for each cage that is located at the average radius of that cavity. The guest
molecule is also usually assumed to be spherically symmetric () independent of a, fl, y).
The averaging in this case is over both spherical angles ( and q) and effectively
smoothes the potential function IDJi(r, , ) to a dependence on radial distance only21 .
The LJD approximation thus expresses the Langmuir constant as a one-dimensional
integral,
CJ(LJD) C = 4rT fe-(W(r))/kTr2 dr (2.13)
where the integration is carried out over the cavity radius and (W(r) =(, j(r, O, ))D is the
angle-averaged, spherically symmetric cell potential defined at each r by
(W(r) = I J(D j (r, 0, Oq)sin0 dOd (2.14)
The actual choice of the guest-host intermolecular interaction potential is a point
of great concern and therefore discussed in Section 2.3.3. To illustrate the use of the LJD
model, we give the spherically averaged LJD form of (W(r)) in Equation (2.15) when
the Kihara potential (see Equation (2.22)) is chosen to represent guest-host interactions2 2.
(W(r))= 2ci, 71 ° 0+ a all_ (-- - 6 a4+-5a j (2.15)
where
5 fN = r a - 7 (2.16)
N L RR i Ri  R
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where z,i = coordination number of cavity i, Ri = effective cavity i radius, a = core radius
of interaction, r = the distance between molecular cores at which there is no interaction,
and = the depth of the intermolecular potential well.
2.3.2 Integration methods
In order to calculate the configurational integral correctly, the total interaction
potential between the guest molecule and all of the host water molecules must be
represented properly. Early work was done by approximating the potential with a two-
parameter spherical symmetric Lennard-Jones potential. Later, a Kihara potential, with
three parameters, was used to improve accuracy. More recent studies showed that the
spherical approximation can lead to large deviation because it did not consider the
asymmetry of the cages2223. The asymmetry of the cages can be taken into account by
computing this integral via quadrature or by using MC method. Previous work was done
by Sparks et al.24 using 10-point multi-interval Gauss-Legendre quardrature formula
(n= 10)25
f(x)dx = f (X)d (x)dx + f(x)dx l f(x)dx (2.17)
2.3.3 Choice of intermolecular potential
Generally, the total interaction potential between each guest molecule i and all
host molecules is modeled as the sum of two-body potentials
N
e(r, , 0, a,,8, r) = y pu (r,, , , a,?6, ) (2.18)
j=1
where the sum is over all the N interacting host water molecules.
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Van der Waals and Platteeuw chose to model the guest-host interaction using the
Lennard-Jones (6-12) interaction potential with the Lennard-Jones Devonshire (LJD)
spherical cell approximation. The LJD spherical cell approach simplifies the integration
considerably to a one-dimensional integral in r:
Cji = e- w (r)lkr 2dr (2.19)
where the spherically symmetric cell potential, W(r), is determined from
W(r) = 4 f oij(rj, , )sin Sdd (2.20)
For the Lennard-Jones (6-12) potential is
't (r) =4 4[J (J6] (2.21)
This works reasonably well for small guest molecules such as argon', but large
discrepancies exists for the more complex and larger molecules such as ethane and
cyclopropane. To reduce errors, the Kihara potential was used with Lennard-Jones
Devonshire (LJD) spherical cell approximation. The form of the Kihara potential26 is
I (r) = oo r < 2a
4[fr2 6 r2a (2.22)
Hrw - 2a r - 2a
However, the Kihara potential is only empirically superior since it has three
adjustable parameters.
In order to evaluate the total interaction potential, the summations must be cut off
at a certain radius, because it is practically impossible to sum over all the host molecules.
Only the first shell of water molecules surrounding the guest molecule was considered in
-
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the early calculation of total guest-host interaction27. However, Sparks et al.24 showed
that the shells other than the first shell also contribute non-negligibly to the total
potential. At least four shells of host water molecules are required to obtain asymptotic
value from lattice summation over the infinite host water molecules.
The parameters that go into these potential are generally found by fitting
experimentally determined curve of dissociation pressure as a function of T. Thus, they
lack a molecular basis, and must be determined ad hoc for each hydrates studies.
Furthermore, they cannot be used where more than one cage are occupied. The potential
surface generated from first principle (ab initio) quantum mechanical calculations
becomes a promising alternative to describe more accurately the interactions between
guest and host molecules28.
2.4 Prediction of hydrate phase diagram
The prediction of the three-phase hydrate equilibrium curves is inherently an
iterative process. Parrish and Prausnitz8 laid out the groundwork for predicting
dissociation pressures of gas hydrates formed by gas mixtures. This algorithm is used in
our prediction of pure component hydrate phase diagrams with a simplification to
eliminate the reference hydrate suggested by Holder et al.3, as shown in Equation (2.8).
A first order estimation for the equilibrium pressure-temperature curves that are used as
an initial guess can be expressed by a 3-parameter equation:
InP= A+ BIT+CInT (2.23)
where A, B and C are empirical parameters determined from experimental data4. Details
regarding the computational iterative algorithm for equilibrating the chemical potentials
of the phases in question can be found in the Ph.D. thesis of Zhitao Cao 29 at MIT.
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2.4.1 Three different approaches to calculate the Langmuir constants
Common fit potentials.
The ability to predict behavior in mixed systems, in which there is more than one
type of guest molecule, is essential in predictions of naturally occurring hydrate systems.
Commonly, the Lennard-Jones 6-12 or Kihara models are chosen to represent average
interactions between the host water lattice and the guest molecules (methane, ethane, etc.)
and are adjusted to fit experimental 3-phase, monovariant dissociation pressure data as a
function of T. Reference parameters are chosen a priori (Table 2.1) and the resulting
fitted potential depends on the values of the reference parameters used. Thus, the
potentials lack a physical basis, and must be determined ad hoc from data from each
hydrate system studied. Furthermore, they cannot be consistently used where multiple
clathrate cage types are occupied. Generating the potential surface from ab initio
calculations becomes a promising alternative to these earlier empirical methods as
interactions between guest and host molecules can be described in a molecularly
consistent, quantitative manner.28 For example, ab initio methods can be used to compute
accurately the interaction energy of any particular orientation of the molecule pair.
Suitable averages can then be obtained to functionally represent the spatial dependence of
cij for all guest-host interactions needed to evaluate Equation (2.12).
Independently determined potentials.
Lennard-Jones parameters for liquid hydrocarbons have been optimized to
reproduce experimental densities and heats of vaporization with an accuracy of
approximately 5% in what is termed the OPLS model30. A popular model for water is the
TIP3P model, which has three point charges on the oxygen and hydrogens to represent
-
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the dipole, and Lennard-Jones parameters for the oxygen only. The TIP3P model has
been parameterized to reproduce liquid water properties at ambient conditions .
However, using a simple mixing rule, the TIP3P model and the OPLS model for
hydrocarbons failed to give a reasonable Langmuir constant, a key term in the van der
Waals and Platteeuw statistical model, for several hydrates' 2 43 2 . In our previous
work,3 2 33 we use an intermolecular potential developed for methane clathrate-hydrates in
order to capture, from first principles, accurate Structure I methane clathrate reference
parameters. This potential has been studied further in this work and modified according
to the new methods employed for our new argon-water potential.
Inversion of Langmuir Curves.
Earlier, Bazant and Trout34 described such a method by which the functional form
of the inter-molecular potential can be found by solving Equation (2.19) analytically for
w(r). First, Equation (2.19) is restructured as
Cji(ft) = 4rl fo e- p W(r)r2dr (2.24)
where /l = l1/kT. The upper limit of integration is extended to R = oo, which introduces
negligible errors due to the low temperatures accessible in clathrate experiments.
In order to invert Equation (2.24), a functional form of Cji(,8) must be found.
We do this by computing Cj (,8l) from experimental data and ab initio data and fitting the
computed values of Cji(,8) to a functional form. More details on this methodology can
be found in Chapter 4.
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Chapter 3. Development of Argon-Water Potential via Ab Initio
Methods and its Application to Clathrate Hydrates
3.1 Introduction
High level ab initio quantum mechanical calculations were used to determine the
intermolecular potential energy surface between argon and water, corrected for many-
body interactions, to predict monovariant and invariant phase equilibria for the argon
hydrate and mixed methane-argon hydrate systems. A consistent set of reference
parameters for the van der Waals and Platteeuw model, A° =1077±5 kcal/mol and
AH° =1294±11 kcal/mol, were developed for structure II hydrates and are not dependent
on any fitted parameters. Our previous methane-water ab initio energy surface has been
recast onto a site-site potential model that predicts guest occupancy experiments with
improved accuracy compared to previous studies. This methane-water potential is
verified via ab initio many-body calculations and thus should be generally applicable to
dense methane-water systems. New reference parameters, Au=1203±3 kcal/mol and
AH° =1170±19 kcal/mol, for structure I hydrates using the van der Waals and Platteeuw
model were also determined. Equilibrium predictions with an average absolute deviation
of 3.4% for the mixed hydrate of argon and methane were made. These accurate
predictions of the mixed hydrate system provide an independent test of the accuracy of
the intermolecular potentials. Finally, for the mixed argon-methane hydrate, conditions
for structural changes from the structure I hydrate of methane to the structure II hydrate
of argon were predicted and await experimental confirmation.
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3.2 Gas hydrate modeling
A thermodynamic model corresponding to the three-dimensional generalization of
ideal localized adsorption was proposed in 1959 by van der Waals and Platteeuw'. By
assuming single guest occupancy of the available water cages and negligible distortions
of the empty lattice, the difference in chemical potential between the clathrate and empty
host lattice can then be expressed as
/t P-H = kTZ v, ln(l + y Cij ) (3.25)
i J
where v is the number of type i cavities per water molecule, fJ is the fugacity of guest
molecule J, which is usually calculated from a mixture form of a PVTN Peng-Robinson
equation of state2 , and CXj is the Langmuir constant for a guest molecule J in a cavity of
type i defined as
CJi - kT 8 2kT fexp(-(r,O, a, f, y)/kT)r2 sin 0drdsdbdadf/dy (3.26)
where Z z is the full configurational integral, which depends on the total interaction
potential between guest and host molecules3'4 and which is, in general, a function of r, 0,
and the polar coordinates of the guest molecule and ac, , and y the Euler angles that
describe the orientation of the guest.
With this thermodynamic model, we can consider the clathrate as a two-
component system, with monovariant, three-phase equilibrium described by:
H =L,a
p
-/w1 =a -/ w ' (3.27)
A8-HH =x d A-L,a
46
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where u', is the chemical potential of a hypothetical empty hydrate lattice, /.H is the
chemical potential of water in the hydrate phase, and pL. refers to the chemical
potential of water in either a solid ice phase, ca, for T < 273.15 K or liquid aqueous phase,
L, for T 273.15 K. In the thermodynamic model, Pfl-La can be determined from
experimental data and f from a PVTN equation of state.
Following the convention proposed by Holder5, the chemical potential difference
between water in the hypothetical empty lattice and the water in the hydrate phase can be
expressed as
aw - L." (T, P)
kT
A,L 0(T ,0) T AH, -L,a
°o k ]odT+
where A/Iu - L'a (TO) ) is the reference chemical potential difference at the reference
temperature, To, and zero pressure. The temperature dependence of the enthalpy
difference is given by
.P-L,a = La(T )+ J ACLadT
w w 0 ) fT A C', dTI~
(3.29)
where the heat capacity difference is approximated by
ac6-L,a = AC - L a (To) + b - L a (T - TO)
APw wl
(3.30)
where b - L', is the constant representing the dependence of heat capacity on the
temperature. The volume difference, AV - L a, is assumed to be independent of pressure.
The additional term involving the activity of water, a L, is defined by
(3.31)fl+w
l[ k7 ] dP- na, (3.28)
0
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where f,j is the fugacity of water in the water-rich aqueous phase and If is the water
fugacity in the reference state, which is chosen to be the pure water phase at T and P of
the mixture, thus using the conventional notation jf =fw. The reference temperature, To,
is usually taken to be 273.15 K. Reference parameters reported in the literature are given
in Table 3.1.
Table 3.1: Thermodynamic reference properties for structure I and II water clathrates6
structure (J/mol structure II (J/mol) Source
APL,.(T,0) A)H P-L . (T, o) -. (T , ) A -L, (T0)
699 0 820 0 van der Waals and Platteeuw (1959)
- - 366-537 - Barrer and Ruzicka (1962)
- - 833 - Sortland and Robinson (1964)
1255.2 753 795 837 Child (1964)
1264 1150 - 808 Parrish and Prausnitz (1972)
1155 381 - 0 Holder (1976)
Dharmawardhana, Parrish and Sloan
(1980)
1299 1861 - - Holder, Malekar, and Sloan (1984)
1120 931 1714 1400 John, Papadopoulos, and Holder1120 931 1714 1400
.l~~~~~~~~~ (1985)
1297 - - - Davidson, Handa, and Ripmeester
1287 931 1068 764 Handa and Tse (1986 )
1287 931 1068 764 Handa and Tse (1986)
1236 1703 - - Cao, Tester, and Trout (2002)
1203 1170 1077 1294 This Study
aRef 1,9,19-28
Having the ability to model accurately clathrate behavior, specifically phase
equilibrium behavior, has been important in practical engineering operations. In 1939
Hammerschmidt 7 discovered that gas hydrates were forming plugs in natural gas
transmission lines. This fact led to many investigations aimed at understanding and
avoiding hydrate formation. Since the late 1950's, most modeling efforts have been
based on the van der Waals and Platteeuw statistical mechanical model using the
Lennard-Jones and Devonshire (LJD) spherical cell potential approximation's8. Typically
phase data are fit by adjusting potential parameters for a specified pair potential model,
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commonly the Kihara potential. Evaluations at the University of Pittsburgh by Holder
and coworkers9 and at MIT ° have demonstrated the inadequacy of the LJD
approximation. These empirically fitted potential parameters are aphysical and cannot be
applied to other systems such as mixed hydrate systems l1 . As one might expect, potential
parameters computed from gas-hydrate phase data using the spherical LJD approximation
do not match those computed from other experimental data6'9 '2. Consequently, complete
three-dimensional integration over the host lattice is necessary to determine correctly the
full interaction energy.
In addition, recent work by Klauda and Sandler 13 showed that many-body
interactions should be accounted for when applying computed potentials to the hydrate
clathrate system. Proper determination of the form of the intermolecular interaction
potential is also necessary both to compute equilibrium thermodynamic properties and to
perform dynamic molecular simulations of kinetic phenomena such as diffusion and
hydrate crystal nucleation, growth, and decomposition.
3.2.1 Common fit potentials.
The ability to predict behavior in mixed systems, in which there is more than one
type of guest molecule, is essential in predictions of naturally occurring hydrate systems.
Commonly, the Lennard-Jones 6-12 or Kihara models are chosen to represent average
interactions between the host water lattice and the guest molecules (methane, ethane, etc.)
and are adjusted to fit experimental 3-phase, monovariant dissociation pressure data as a
function of T. Reference parameters are chosen a priori (Table 3.1) and the resulting
fitted potential depends on the values of the reference parameters used. Thus, the
potentials lack a physical basis, and must be determined ad hoc from data from each
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hydrate system studied. Furthernnore, they cannot be consistently used where multiple
clathrate cage types are occupied. Generating the potential surface from ab initio
calculations becomes a promising alternative to these earlier empirical methods as
interactions between guest and host molecules can be described in a molecularly
consistent, quantitative manner.14 For example, ab initio methods can be used to compute
accurately the interaction energy of any particular orientation of the molecule pair.
Suitable averages can then be obtained to functionally represent the spatial dependence of
PDij for all guest-host interactions needed to evaluate Equation (3.26).
3.2.2 Independently determined potentials.
Lennard-Jones parameters for liquid hydrocarbons have been optimized to
reproduce experimental densities and heats of vaporization with an accuracy of
approximately 5% in what is termed the OPLS model'5 . A popular model for water is the
TIP3P model, which has three point charges on the oxygen and hydrogens to represent
the dipole, and Lennard-Jones parameters for the oxygen only. The TIP3P model has
been parameterized to reproduce liquid water properties at ambient conditionsl6.
However, using a simple mixing rule, the TIP3P model and the OPLS model for
hydrocarbons failed to give a reasonable Langmuir constant, a key term in the van der
Waals and Platteeuw statistical model, for several hydrates4'10' 7. In our previous
work, 1'7] 8 we use an intermolecular potential developed for methane clathrate-hydrates in
order to capture, from first principles, accurate structure I methane clathrate reference
parameters. This potential has been studied further in this work and modified according
to the new methods employed for our new argon-water potential.
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3.2.3 Reference parameters.
Accurate values for the thermodynamic reference parameters used in the van der
Waals and Platteeuw statistical mechanical model are essential. The two critical
reference parameters, Au and AH,, have been determined by many investigators ' 9'19'
28 Unfortunately, these parameters take on a wide range of values (see Table 3.1) and
have so far been used in models to fit experimental data rather than to make predictions2 8 .
3.3 Objectives of this work
In order to determine accurate, physically based, and model independent
interaction parameters, we performed ab initio quantum mechanical calculations to
determine guest-host interaction energies. First, we developed accurate intermolecular
interaction potentials from ab initio calculations. Then an accurate and efficient method
to calculate the potential energy surface was determined considering the fineness of the
intermolecular orientation grid as well as other factors, such as many-body effects,
correlation dependencies, and basis set convergence. This accurate intermolecular
potential is then used to determine with a low degree of uncertainty reference parameters
for the van der Waals and Platteeuw model for hydrate clathrate systems. This model is
then validated by predicting the cage occupancies for the methane hydrate system and
then used to calculate pure argon hydrate phase behavior and predict the phase behavior
of the argon-methane mixed hydrate system.
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3.4 Methodology and Approach
In our study, the aug-cc-pVQZ basis set was used for the calculation and the
electron correlation energy was corrected by the second-order Moller-Plesset (MP2)
perturbation method. Basis set superposition error (BSSE) was corrected by using half of
the correction energy in the counterpoise method29. The geometry of the water molecules
was optimized at the MP2/6-3 l++G(2d,2p) level. Gaussian 98 was used to perform the
ab initio calculations.
3.4.1 Determination of potential energy surface.
In our calculation of interaction energies, the distance and orientation between
argon and water are varied but the geometry of the water is frozen based on the actual
clathrate structure. By inspecting the ball and stick model of a structure II clathrate
hydrate (see Figure 3.3), the relative orientations between guest and water molecule can
be seen to fall into two types, characterized by the plane containing the water molecule,
shown in Figure 3.2. The different orientations are then created by a two-step process:
first fixing the planar orientation of the water molecule and then moving the guest
molecule in the three-dimension grid to different positions inside the water cage. The
center of mass of the guest molecule is moved in a polar coordinate system where the
water oxygen is the origin. For guest molecules that are not spherically-symmetric, such
as methane, the rigid-body of the guest molecule is further rotated in its own internal
coordinate in a fashion consistent with the geometry input file in the Z-matrix form, used
in Gaussian 98 software (see Ref. 7). The combination of these two steps for the
spherically-symmetric guest argon maps out a simplified three-dimensional grid as shown
in Figure 3.3.










Figure 3.1: Cavities of structure II clathrates.
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Figure 3.2: Two characteristic water plane orientations in the argon-water clathrate
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Space sampling of the
three dimensions:
r 2.4 - 6.0A 20 points





Figure 3.3: The three spherical coordinate dimensions (r, ý, 0) used to define the position
and orientation between an argon guest and fixed planar orientation 1 water host
x
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The range of the r, , q3 dimensions given in Figure 3.3 were determined in the
following manner. Because the guest molecule is entrapped in a single cage, the r
distance between the center of the argon guest and the oxygen atom of the host water
molecule cannot be larger than the maximum diameter of the cage nor any smaller than
the hard sphere radius of the Ar-O pair. Also, noting that the interaction energy will
become extremely repulsive when the distance is very small, the interval for r was set at
2.4-6.0 A with 10 equally separated points selected. Ranges for the polar angle A and
azimuthal angle b were determined by moving a guest molecule over a minimum distance
inside the cage not too close to the cage wall. The 5 and 0 ranges were set from -40 to
40°. Five angular points were considered to be sufficient for sampling the argon-water
configuration space.
For each separation distance r, there are two different water planes, and 5 x 5 = 25
angular orientations of the argon molecule. Therefore, an algorithm must be applied to
combine the set of 25 x 2 = 50 interaction energies to obtain a potential that can be
incorporated into the configurational integral. Two approaches were examined, an angle-
averaging method that results in a potential dependent upon r only, and a site-site method
that attempts to account for guest orientation. In general, to determine the angle-
averaged interaction, a Boltzmann-weighted average is taken at each radial point r as a
representative average of the 5 remaining degrees of freedom (a, /, f , and 0) following
the method outlined in Cao et al., 200118. This angle-averaged potential, we found,
results in large errors in the prediction of the occupancies of the clathrate cages. This
error is due to the smearing effect of averaging out all of the five orientational and
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development of the two-dimensional potential, but are calculated in the configurational
integral.
To account for all six degrees of freedom in the argon- and methane-water
interactions, a site-site model was developed. The 500 different argon-water and 18,000
different methane water orientations were fit to site-site potentials based on the
interactions between the center of the guest molecule and the oxygen on the water (Ar-
OH2 and H4C-OH 2), the center of the guest molecule and the hydrogens on the water
molecule (Ar-HOH and H4C-HOH), and the methane hydrogens with the oxygen on the
water (H3CH-OH 2). The Ar-OH 2 and H4C-OH 2 potentials capture the guest position
effects while the Ar-HOH and H4C-HOH potential captures the and 0 orientations. In
addition, for methane, the H3CH-OH 2 potential captures the Euler orientation of the
methane molecule with respect to the water.
To obtain a highly accurate ab initio potential, we evaluated three energetic
corrections: a correlation correction based on the effects of higher orders of quantum
calculations, a basis-set extrapolation to ensure that the basis set employed can estimate
interaction energies accurately, and a many-body correction to account for the many-
body effects expected to play an important role in clathrate calculations. The effect of the
level of correlation was examined by calculating a few selected points at increasing levels
of electron correlation. It has been reported 30 that for hydrogen-bonded complexes, the
improvements resulting from electron correlation beyond the MP2 level are not large. In
this work, that improvement was investigated for the Ar-H20 pair. An ab initio potential
was calculated for the Ar-H20 pair at the MP2 level using the 6-31++G(2d,2p), aug-cc-
pVTZ, aug-cc-pVQZ, and aug-cc-pV5Z basis sets to examine the convergence of the
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potential with increasing basis-set size. As shown in Figure 3.4, the binding energy or
the Ar-H 20 complex converges (when using diffuse functions in the augmented basis
sets) as we approach the size of the aug-cc-pVQZ basis set with 250 basis functions. The
deviations of the binding energies, with respect to the aug-cc-pV5Z energy, are 0.015 and
0.006 kcal/mol for the aug-cc-pVTZ and aug-cc-pVQZ energies respectively.
3.4.2 Estimating many-body effects.
The recent study by Klauda and Sandler13 showed that many-body effects can
result in a 35% change in the total energy of interaction between a clathrate cage and the
guest molecule. To evaluate these effects in our study, a structure II pentagonal
dodecahedron consisting of 20 water molecules surrounding entrapped argon and
methane molecules (Figure 3.1a) was divided first into symmetrical halves then into
quarters of a cell each containing 5 water molecules, as shown in Figure 3.5. Next the
four cell quarters were each dissected into all of the combinations of two and three
molecule combinations that could comprise each quarter cell. Finally, each set of two
waters and three waters was split into its individual water molecules. The clathrate cage
was then reconstructed piece by piece, calculating the energy to do so along the way.
Interaction energies between the guest argon and each piece of the cage were calculated
using MP2/aug-cc-ATZ ab initio methods and the developed Ar-HOH and H4C-HOH
potentials were corrected to reproduce the many-body cluster calculation.
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Figure 3.4: The effect of size of the basis set on estimated binding energy of the





























Figure 3.5: Two-dimensional projection of the half-cell configuration for argon in the
small cage (pentagonal dodecahedron) of a structure II clathrate. (a) A z-x planar
orientation and (b) a z-y planar orientation rotated 900 from (a) as shown. Relative atom
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3.4.3 Reference parameter evaluation.
In order to determine reference parameters accurately for a structure II clathrate
hydrate lattice the approach by Holder et al.25 was used. One can reformulate the
temperature and pressure dependence of the multiphase equilibria criteria equating the
chemical potential of water in hydrate (H) and liquid (L) or solid (a) phases, to give,
Y= (3.[+*
RTo R T To
where Y is a function of the experimental conditions (T, P, composition) and other
properties, namely Ab-L or a, ACIP- L or (To) and AV - L or(To). In an earlier study28 , we
found accurate reference parameters for structure I clathrates using methane phase data
and our calculated ab initio potential describing methane-water interaction (see Table
3.1). A similar approach will be followed here to obtain reference parameters for
structure II and structure I clathrates using the ab initio site-site potentials for argon and
methane respectively in a water clathrate and accompanying phase data.
3.5 Results and Discussion
3.5.1 Basis Set Convergence.
Tsuzuki et al.30 showed that a large basis set is needed to estimate accurately the
interaction energy of hydrogen-bonded complexes. The basis set dependence of the
binding energy of the Ar-H20 complex was evaluated. As a result, the MP2/aug-cc-
pVQZ level and basis set were selected for the calculation of the ab initio potential
energy surface between argon and water. Potential energy surfaces were determined
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using the MP2 level of electron correlation and the 6-31 ++G(2d,2p), cc-pVTZ, aug-cc-
pVTZ, and aug-cc-pVQZ basis sets. These three-dimensional surfaces were then
averaged and projected onto a spherically symmetric potential using the method
described by Cao et al., 200118 As shown in Figure 3.6, the potential converges as the
size of the basis set approaches aug-cc-pVQZ.
The use of even larger basis sets was examined for the argon-water pair
interaction. Table 3.2 shows the energy of the argon-water pair for the aug-cc-pVQZ and
aug-cc-pV5Z basis sets. The difference in energies between the aug-cc-pVQZ and aug-
cc-pV5Z basis sets shows that for this system convergence is reached to well within 0.14
kcal/mol, even for the short-range repulsive interaction at 2.4 A. For distances of 2.8 A
or greater, the difference in energy is lower, ranging from 0.04 to 0.002 kcal/mol, and
lower than errors achieved by various basis set extrapolation methods.3 1' 32 This energy
difference would not be visible if plotted in Figure 3.6.
The convergence of the ab initio potential was verified by examining the change
in the thermodynamic properties resulting from the change in potential. For the argon-
water system, convergence to within 0.01 kcal/mol in the attractive region of the potential
was necessary to predict phase equilibria to within a 5% range.
Table 3.2: Comparison of aug-cc-pVQZ (AQZ) and aug-cc-pV5Z (A5Z) calculations of the
angle-averaged binding energy of an Ar-H 20 pair using the MP2 electron correlation level.
Energies reported in kcal/mol.
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Figure 3.6: The effect of size of the basis set on the calculated ab initio pair potential for
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3.5.2 Grid Fineness.
Because accurate ab initio calculations are computationally intensive, it is
desirable to optimize the grid spacing on the hyperspace (r, , q, a, ,8, ) surface to
achieve acceptable accuracy with the coarsest grid possible. Minimizing the total number
of calculations necessary to achieve convergence of the potential increases efficiency
substantially. By examining the sensitivity of the intermolecular potential we can
evaluate the convergence of the potential for any grid size.
In order to insure that a fine enough grid was used in the calculation of the final
potential energy hypersurface at the MP2/aug-cc-pVQZ level, the effect of angular grid
resolution was examined. Selected angular points were systematically removed from the
Boltzmann averaging scheme to simulate a coarser mesh. As expected, there was a
greater dependence of the potential on the 4 grid points due to the interaction of the argon
'with the hydrogen atoms on the water molecule. Table 3.3 shows the results of
systematically eliminating angular points on the average guest-host interaction energy.
Upon close inspection, one can see that the lower half of Table 3.3 illustrates the
stronger dependence of the potential on the t grid points. Elimination of grid points in
the direction allows the potential to maintain its value to within 2%, while it diverges in
a statistically significant manner from the converged curve when the grid in the s
direction is made coarser. Data for all 500 grid points per water plane, as discussed in
Figure 3, is noted as all points. Elimination of angular grid points, ±20 ° and ±t40°, in the
. and 0 directions result in coarser meshes. The 20° spacing detailed earlier is sufficient
to capture the effects of different orientations within the clathrate cage.
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Table 3.3 : Angle-averaged energy of interaction of the Ar-H 20 pair at different radial
separation distances for varying resolution of angular grid size
angles included in calculation
(degrees) % deviation from full mesh
total points per r (A)
4)b, planar orientation 2.4 2.8 3.2 3.6 4.0
-40, -20, 0, 20, 40 -40, -20, 0, 20, 40 500 (all points) 0.0 0.0 0.0 0.0 0.0
-40, 0, 40 -40, -20, 0, 20, 40 300 0.2 -0.1 2.7 0.6 0.6
-20, 0, 20 -40, -20, 0, 20, 40 300 -0.3 -0.1 -5.2 -1.1 -1.0
0 -40, -20, 0, 20, 40 180 -0.5 -0.3 -7.3 -1.4 -1.3
-40, -20, 0, 20, 40 -40, 0, 40 300 0.4 -0.9 -14.3 0.7 1.5
-40, 0, 40 -40, 0, 40 180 0.5 -0.8 -11.3 1.1 1.9
-40, -20, 0, 20, 40 -20, 0, 20 300 -1.1 -5.9 28.1 -1.5 -3.1
-20, 0, 20 -20, 0, 20 180 -1.4 -5.7 23.4 -3.7 -4.8
-40, -20, 0, 20, 40 0 180 -1.7 -15.8 43.3 -2.5 -4.9
0 0 10 -1.7 -16.1 35.8 -6.7 -7.8
3.5.3 Electron Correlation Effects.
Once convergence of the potential due to the grid size was achieved to +3%, the
level of electron correlation was examined. A size-consistent approach3 3 was used to
verify the convergence of the electron correlation energy using the aug-cc-pVQZ basis
set, which was large enough to see convergence of the level of electron correlation.34 As
shown in Table 3.4, the calculated binding energies differ by less than 0.01 kcal/mol for
the argon-water dimer at values of r > 3 A between the MP2 and the MP4 level. This is
in the attractive ( < 0) region near the cell center. In the repulsive region, at smaller
values of r, with argon closer to the cell boundaries, the errors are somewhat larger, but
are proportionally weighted less due to the exponential Boltzmann factor in the
configurational integral (see Equation (3.26)).
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Table 3.4: Comparison of MP2 and MP4 calculations of the angle-averaged binding energy
of an Ar-H 2 0 pair using the aug-cc-pVQZ basis set.









Given a numerical argon-water pairwise ab initio potential, it is useful to have a
mathematical form that can represent the calculated potential accurately. This would
allow the potential to be easily implemented in the configurational integral for
thermodynamic calculations or for molecular dynamics or Monte Carlo simulations.
Figure 3.7 shows the least-squares fit of the angle-averaged ab initio potential to a few





(3.34)Kiha(r) = 4[(r - 2a 12 ( - 2a 6]Q)Kihar (a 4i r--2a r-\ 2a -
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Figure 3.7: Selected potentials forms, Lennard-Jones 6-12, Kihara, and Exp-6, fitted to
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Figure 3.7 clearly illustrates that the Exponential-6 and the Kihara potential forms
provide the best description of the argon-water potential. The best fit for the Kihara
potential, however, results in a non-physical negative value for a (-0.418 A), the
repulsive core diameter, so similar to our previous work' 8 we conclude that the
Exponential-6 potential35 is the best for this interaction. Therefore, we used the exp-6
form to represent both the Ar-OH 2 and H4C-OH 2 potentials. The Kihara potential form
introduces a hard core repulsive effect that is inherently too strong to reproduce
accurately the methane-water and argon-water interaction energies. The Kihara potential
that best fits the ab inito data compensates for this softer core effect by introducing an
aphysical attractive core radius (a = -0.418 A). In a forthcoming paper36 we report that
the Kihara potential can reproduce accurately the methane Langmuir constants for
structure I hydrates, but not for structure II, a direct result of this phenomenon. The
"'hardness" of the Kihara potential for the methane-water interaction in a structure II
lattice causes the fitted reference chemical potential6 to be significantly lower than the
value measured by experiment. Further potential parameter adjustment is necessary
when modeling systems involving structure I to structure II phase transitions37,
emphasizing the current "ad hoc" nature of modeling using such aphysical potential
models.
The Ar-HOH and H4C-HOH interactions were characterized by a purely
repulsive interaction and modeled using
Crepul(r) = 12 (3.36)
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and the H3CH-OH 2 interaction modeled using the L-J 6-12 potential. The 500 argon-
water ab initio energies and the 18,000 methane-water ab initio energies were fit to the
site-site potentials minimizing X in the following objective function13:
2# ofQM points (-AL -AE
exp( kT pred kT QM
The temperature, T, used in Equation (3.37) was 273 K; however, our sensitivity
analysis shows that within the range of temperatures 150-300 K, the choice of T results in
deviations of optimum potential parameters of less than 4%. The adjustable parameters in
the site-site potentials are the characteristic energy, a, for both the L-J 6-12 and the exp-6
potentials, the soft core radius, cr, of the L-J 6-12 potential, the radius of minimum
energy, rm, of the exp-6 potential, and B for the repulsive interactions. The a values of
the exp-6 potentials were held constant at 12.5 A for argon and 12.15 A for methane.
3.5.5 Many-Body Effects.
Many-body interaction effects were also evaluated. In principle, we are interested
in estimating the total potential energy for all water molecules in the full cage interacting
with a single argon molecule. Due to computational limitations we were only able to
calculate many body effects using 10 water molecules in half of the pentagonal
dodecahedron - cell A (Figure 3.1 a) with a single guest argon at the MP2/aug-cc-pVQZ
level. Klauda and Sandler13 showed at a lower level of accuracy for the CH4-H20 system
that two half-cell calculations closely resemble the calculation of the full cell. Therefore,
we assumed a similar trend would hold for the argon-water system and evaluated a
number of partial-cell structures to analyze the many-body effect. Table 3.5 shows the
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calculation of the total interaction energy between an argon guest and a structure II
pentagonal dodecahedron using various sums of pair and many-body interactions. The
quarter cell calculated energies have converged to within 0.04 kcal/mol of the half cell
energy and thus will be used in subsequent many-body calculations. The guest molecule
was then placed in a number of different configurations within the quarter cell and the
interaction energy was calculated for this 6-molecule system.
Table 3.5: Calculation of interaction energy between the entrapped argon guest located at
the cell center and full pentagonal dodecahedron cell with 20 host water molecules using
half and quarter cell, and sums of pieces of quarter-cells (groups of 2 and 3 waters). Note
that only the first shell Ar-H 20 interactions are included.
interaction
energy
method of ab initio calculation (kcal/mol)
half cell (10 waters)x2 -4.338
quarter cell (5 waters) x4 -4.371
assembled groups of 2 and 3 -4083
waters (20 waters total)
The site-site model was then used to calculate the total interaction energy of the
many-body system. The water-water interactions within the hydrate lattice are primarily
along the cage vertices and the resulting delocalization of electrons along the hydrogen
bond will serve to affect the strength of the guest-hydrogen interaction. Consequently, to
account for this hydrogen bond effect in the argon-water system, the pairwise ab initio
site-site potential was corrected by adjusting the characteristic energy, eAr-H, of the Ar-
HOH L-J potential such that the errors of the predictions of the site-site model w.r.t the
ab initio quarter cage calculations were minimized. The optimized site-site potential
parameters for argon and methane with water are listed in Table 3.6. The results of the
predictions of the quarter cell-argon interaction energies using the uncorrected and
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corrected site-site potentials are shown in Figure 3.8. Similarly, the methane ab initio
site-site potential was used to predict the quarter cell-methane interaction energy;
however, no correction was needed to represent properly the many-body system. The
results of the methane 6-molecule system predicted energies are shown in Figure 3.9.
Table 3.6: Fit potential parameters for the ab initio site-site models for Ar - H20.
Exponential-6 repulsive
elk rm B
interaction (K) (A) a (A'2 kcal/mol)
Ar - OH 2 156.8 3.556 12.5
Ar - HOH 1.259x10
Table 3.7: Fit potential parameters for the ab initio site-site models for CH4 - H 20.







One can see from Figure 3.9 that the methane site-site potential reproduces the
interaction energies of the many body system with high accuracy without any correction
to the H4C-HOH potential. Any correction attempt results in a negligible change to EC-H.
The argon-water interaction is principally dispersive in nature and is much more sensitive
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ab initio quarter cell energy (kcal/mol)










Figure 3.8: Parity plot of the uncorrected and corrected site-site predicted quarter cell-
argon interaction energy.
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Figure 3.9:








Parity plot of the uncorrected site-site predicted quarter cell-methane
interaction energies.
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3.5.6 Determination of Reference Parameters.
Using the method first developed by Holder et al.2 5 and the ab initio pair potential
for Ar-H20 interactions we determined the references parameters for a structure II
hydrate lattice to be A/aw= 10774-5 J/mol and AHO - 1297±11 J/mol (see Figure 3.10).
The estimation of the error in the calculation of the reference parameters was found by
calculating the 95% confidence intervals on the regression; it slightly underestimates the
overall error because experimental errors were not included. The choice ofg in Equation
(3.37) will affect the calculated reference parameters; however, over the range of
experimental temperatures, the deviations in Aw and ° I that result (+4 and +9 J/mol
respectively) are within the 95% confidence intervals. The reference parameter results
compare favorably with the structure II reference parameters found by Handa and Tse3 8
using thermophysical data from the krypton structure II hydrate. We have also used our
method for calculating reference parameters in conjunction with the argon potential
:found by Tee et al.39 using second virial coefficients and viscosity data and the potential
found by Bickes et al.40 via molecular-beam differential scattering measurements on
argon with water. These results are tabulated in Table 3.8.
Table 3.8: Theoretical empty hydrate reference parameters for structure II hydrates
method of Ar-H 20 A/ua (J/mol) AHo (J/mol) Sources
interaction
nd 392 Virial/viscosity Kihara 1073 1900 Tee et al.39
Molecular-beam 
scattering L-J 6-12 1180 920 Bickes et al.40
scattering L-J 6-12 .....
Thermophysical Handa &
_properties of krypton S 1068 764__ Tse 38
ab initio interaction with 1077 1294 This study
many-body corrections study
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Figure 3.10: Determination of structure II reference parameters using the Holder et al.25
method, Y=f(T,P) from Eq., and experimental data from Barrer and Edge4' and Saito and
Kobayashi 4 2 .
I 
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This process was repeated for structure I using the calculated ab initio site-site
potential for methane and water and the reference parameters were determined to be be
Au= 1203±3 J/mol and AH ° = 1170±19 J/mol. These results, along with the above
structure II results are listed in Table 3.1.
3.5.7 Phase Equilibrium Calculations.
Using the regressed reference parameters given in Figure 3.10 and Table 3.8 for a
structure II hydrate, we are now able to reproduce experimental equilibrium data for the
argon-water clathrate. Figures 3.11 and 3.12 demonstrate the robustness of the method
employed in this paper. The model agrees with experimental results to ±3% over a wide
temperature (133-293 K) and pressure range (0.3-850 bar). The reference parameters
listed in Table 3.8 were used in for phase equilibria calculations plotted in Figure 3.12 for
the three different Ar - H20 potentials.
The methane-water site-site potential in conjunction with the calculated structure I
reference parameters leads to a 3.5% absolute average deviation (AAD) from
experimental data. This match is achieved with only two adjustable parameters, Awu and
AH ° , that we will show in a forthcoming paper on hydrate cell potentials to be
applicable to not only the methane hydrate system but for other structure I hydrate
formers36. Using the LJD approximation and Sloan's6 Kihara parameters the AAD is
11% and Klauda and Sandler'3 report an AAD of 3.35% for structure I methane hydrate.
The Klauda and Sandler' 3 method uses three parameters to fit the pure data, while we
achieve 3.5% AAD using two parameters that are applicable to other hydrate systems.
The Klauda and Sandler methane potentials are dependent on the cage and the values for
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E in the L-J 6-12 potential vary by as much as 15% with the chosen cage. Our methane
and argon potentials are independent of structure and location and should be applicable to










130 150 170 190 210 230 250 270 290
Temperature (K)
Figure 3.11: Calculation of argon three-phase equilibrium dissociation pressures using
the corrected ab initio site-site potential with the regressed structure II reference
parameters. Experimental data are from Barrer and Edge41 and Saito and Kobayashi42 .
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Figure 3.12: Comparison of experimental 3-phase equilibrium dissociation pressures4 1'4 2
for the argon hydrate system with predictions using the ab initio potential developed in
this study, the Kihara potential found by Tee, et a139 and the L-J 6-12 parameters found
by Bickes, et al40.
* Experimental 3-phase Dissociation Data
ab initio spline fit potential :
........ Kihara with 5-shell integration
-- - Lennard-Jones 6-12 with 5-shell integration
Chapter 3.A1b Initio Argon- Water Potential and Applications 78
Chapter 3. Ab Initio Argon-Water Potential and Applications 79
3.5.8 Methane Cage Occupancies.
Cage occupancies have been measured using Raman spectroscopy and nuclear
magnetic resonance (NMR) techniques.4345 These techniques rely on the integration of
signal intensities characteristic of guests occupying different cages. The ratios of the
integrated intensities reproduce the ratios of the occupancies of the guest in the lattice
cages, scaled by the ratio of the total number of cages in a unit cell. Ripmeester and
Ratcliffe43 used NMR to study the occupancy ratios of methane and methane-propane
hydrates. The pure methane hydrate occupancy ratio, s/OL was measured to be 0.916,
where 6L and 6s are large- and small-cage occupancies respectively. The hydrate
samples were conditioned for -3 months at 233 K and then for -1 week at 260 K. They
were then cooled to 77 K and placed into the NMR probe that had been cooled to -193
K. Using this procedure, the hydrate should exhibit properties of a hydrate conditioned at
260 K, and this is the temperature that was used by Ripmeester and Ratcliffe to calculate
the absolute occupancies. We used the Klauda and Sandler13 method to calculate
Os/6L(193K)=0.84 as they did and then using their potential results in 0s/ O( 26 0 K)=0.84.
Uchida et al.45 measured methane hydrate occupancy using Raman spectroscopy
at pressures above the equilibrium pressure. However, the specific pressure at which the
samples were conditioned cannot be determined from their paper. The reaction vessel
was pressurized to the specific pressure then as the hydrate formed the pressure dropped.
The final pressure is the pressure of importance, though the "specific" pressure is
reported. Moreover, with increasing pressure they report a decreasing s/L, which is
contrary to expectations. Sum et al. also used Raman spectroscopy to measure methane
cage occupancies at the equilibrium pressure.4 4 Using our methane ab initio site-site
__
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model, we calculate the occupancy ratios reported by the Ripmeester43 and Sum44 groups
as detailed in Table 3.9.
Table 3.9: Occupancy ratio, 9s/OL of methane structure I hydrates. CSMHYD
phase equilibria program included in Sloan, 1998.6
indicates the
temperature experimental CSMHYD 6 this



































Figure 3.13 : Temperature dependence of the ocupancy ratio Os/6& of methane structure I
hydrates.
~- Site-Site model predicted, MITAIM
......... LJD Approximation predicted, this study
-- - Many-body prediction, Klauda & Sandler7
A Raman Experiment, Sum et al. 14
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3.5.9 Mixed Hydrate Phase Equilibrium.
Because argon preferentially forms a structure II hydrate while methane
preferentially forms a structure I hydrate, there should be a surface in the argon-methane-
water phase diagram where a structural change would occur. We can calculate and
predict where this structural change would occur. The ability of our model to predict
phase equilibria in the mixed argon-methane hydrate provides an independent test of our
intermolecular potentials and calculated reference parameters of the two hydrate
structures as shown in Figure 3.14. Figure 3.14 also illustrates where the structural
transition is predicted based on thermodynamic equilibrium.
Within the experimental temperature range, the structure I to structure II transition
occurs near 0.4 mol fraction methane. Because the difference in free energy of the two
structures near 40% methane is very small, a particular solid hydrate phase once formed
could remain in a metastable state even after entering the stable region for the other
structure. In other words, if one were to add argon gas to a system in which a structure I
hydrate had already been formed with methane as a guest gas, it could continue to
crystallize as a structure I hydrate. In general, the structure that would result from
nucleating a mixture of argon and methane could be governed by kinetics. Figure 3.15
demonstrates the ability of this model to predict the structural transition that is likely to
exist when the composition of an argon-methane gas mixture is changed.
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Figure 3.14: Prediction dissociation pressure of mixed CH 4-Ar hydrate in a using the
calculated ab initio potential for both guest species. Experimental data are given for pure
Ar (+), 26.2% CH 4 (m), 49.3% CH4 (A), 75% CH 4 (*), 100% CH 4 (0). Predictions (-)
are calculated using the lowest energy structure.
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Mol fraction CH4 in equilibrium gas mixture
Figure 3.15: Prediction of structural changes in a mixed Ar-CH 4 hydrate at 275, 280, 285,
and 290 K. Solid lines are structure I and dotted lines are structure II predicted
dissociation pressures for the 3-phase (hydrate-water rich liquid-gas mixture)
monovariant systems.
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3.6 Conclusions
Accurate quantum mechanical calculations were performed to quantify argon-
water interactions for use in modeling the condensed gas hydrate system. Convergence
to within 0.01 kcal/mol in the attractive region was reached for the argon-water binary
system at the MP2/aug-cc-pVQZ level of correlation and basis-set. A site-site potential
was developed that characterizes the three-dimensional hyperspace energy surface of the
argon-water interaction and the six-dimensional surface for methane-water interactions.
Many-body effects can be significant in the argon-water system due to the delocalization
of electrons along the hydrogen bonds. These effects were accounted for by fitting the
Ar-HOH potential characteristic energy to quantum mechanical calculations on systems
with up to five water molecules interacting with the argon. The many-body effects are
negligible in the methane-water system when our methane-water site-site potential is
used. Precise values for structure II reference parameters, Au=1077±5 kcal/mol and
AH ° =1294±11 kcal/mol and structure I reference parameters, Au =1203±3 kcal/mol
and AH, =1170t19 kcal/mol (errors evaluated using 95% confidence intervals), were
found using the ab initio site-site potentials. Using these reference values together with
the ab initio site-site potentials, the equilibrium dissociation pressure was computed
within ±3% of the experimental value for pure argon hydrates and within ±3.5% of the
experimental value for methane hydrates. Over the temperature range studied, we
verified that argon forms structure II hydrates as opposed to structure I hydrates. Methane
cage occupancies were predicted to within +5% of experimental values. Phase equilibria
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fitting parameters. Also the existence of structure I to structure II phase transitions was
determined using our ab initio approach.
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Chapter 4. Application of the Cell Potential Method to Predict
Phase Equilibria of Multi-Component Gas Hydrate Systems
4.1 Introduction
Despite the large database of experimental clathrate phase behavior1 , the theory of
clathrates is not well developed and still relies heavily on the ad hoc fitting of
experimental data. The commonly used fitting procedures can usually reproduce the
input data, but have poor predictive ability outside of the range of fitting. The
thermodynamic reference parameters that are commonly used while fitting intermolecular
potential parameters to the experimental data '2 differ greatly from reference parameters
that are determined experimentally3 or computationally 4. When these procedures are
used in attempts to predict hydrate formation from gas mixtures, the intermolecular
potential and reference parameters typically need adjusting2 to reproduce accurately
phase equilibria and structural transitions.
Recently, Bazant and Trout showed that the inverse temperature dependence of
the Langmuir constant for natural gas hydrates contains all the necessary information to
determine intermolecular potentials5. Starting from the van der Waals and Platteeuw
statistical model6, cell potentials can be directly and unambiguously extracted from
experimental equilibrium data by solving an integral equation analytically. The resulting
potentials are physically meaningful and much simpler than the numerically fit Kihara
potentials7. Finally, given the simplicity of the spherically averaged cell potential,
hydrate phase equilibria information can be calculated without the use of numerical
integration techniques. When used in conjunction with reference parameters and
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intermolecular potentials calculated using ab initio methods 4 no fitting parameters are
necessary.
This chapter illustrates the validation of the use of the cell potential method by
testing its predictive ability against experimental results, and then uses the method to
make predictions that await experimental testing. In sections 4.2 and 4.3, we review the
classical statistical-mechanical description of hydrates, which relates Langmuir constants
to the cell potential of guest molecules. Our method is reviewed in section 4.4, where we
obtain the cell potential from an exact solution to an integral equation. For comparison
with other methods, in section 4.6 we compute cell potentials for ethane hydrates using
standard fitting procedures. In section 4.7, we apply our method to determine cell
potentials for a variety of clathrates systems. We also fit commonly used empirical
intermolecular potentials to our analytical cell potentials to evaluate the validity of the
former in reproducing the temperature dependence of Langmuir constants. In section 4.8,
we test our cell potentials by predicting phase equilibria for mixed gas hydrates,
including structures that have not yet been observed experimentally. We summarize our
results and comment on their implications in section 4.9.
4.2 Hydrate Phase Chemical Potential Model
A thermodynamic model corresponding to the three-dimensional generalization of
ideal localized adsorption was proposed in 1959 by van der Waals and Platteeuw6. By
assuming single guest occupancy of the available water cages, neglecting variations in
guest-guest interactions, and assuming negligible distortions of the empty lattice, the
difference in chemical potential between clathrate and empty host lattice can then be
expressed as
89Chapter . Aplication of the Cell Potential Method
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AP f - H = kTZ v, ln(1 + C Cjj ) (4.38)
i J
where v is the number of type i cavities per water molecule, f, is the fugacity of guest
molecule J in the gas or liquid phase, which can, for example, be calculated from a
mixture form of a PVTN Peng-Robinson equation of state8, and Cji is the Langmuir
constant for a guest molecule J in a cavity of type i defined as
C Zji - = 1 Jexp(-c)(r, 0,0,a,/,y)/kT)r 2sinOdrdsOddad,dy (4.39)Ji kT - 82kT- 
where Zj is the full configurational integral, which depends on the total interaction
potential I)= (ij between guest and host molecules 9" 0 and is, in general, a function
ij
of r, 0, and , the spherical coordinates of the guest molecule, and a, i, and y, the Euler
angles that describe the orientation of the guest. In order to calculate the configurational
integral accurately, the total interaction potential between the guest molecule and all of
the host water molecules must be represented properly. In early work the potential was
approximated by a two-parameter spherically symmetric Lennard-Jones potential6. Later,
a Kihara potential, with three parameters, was used to improve accuracy. However, these
empirically fitted potentials are not fundamentally based on the guest-host interactions,
have been shown to be aphysical, and do not match those determined using gas-phase
experimental data i"'l 2. Our work is based on computing physically relevant
intermolecular potentials directly from ab initio calculations and from single component
phase data. Given intermolecular interaction potentials, the chemical phase equilibrium
is calculated by methods described in our earlier work4"13 and reference state values for
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AAp(, w , ,JI, ~' (To ), a (T), and AV,-L a(To) used are found
in Table 4.1.
Table 4.1: Thermodynamic Reference Properties for Structure I and II hydrates: To =
273.15 K
structure I structure II source
Au (J/mol)a 1203 1077 4
AH,° (J/mol) 1170 1294 4
AV,,,-, (m3 mol) 3.0 x 10-6 3.4 x 14
AH- ~ (J/mol) 6009.5
a V-a (m3 mo1-1) -1.598 x 10 -6
AC-L (J/molK) -37.32 + 0.179(T - T) 15
AC f-a (J/molK) 0.565 + 0.002 (T - T) 15
asuperscripts/subscripts
w = water
0 = reference state
,f = empty hydrate lattice
a = ice phase
L = liquid phase
4.3 Calculating the Configurational Integral
Typically, the van der Waals and Platteeuw (vdWP) model6 is used in conjunction
with the spherical-cell approximation to estimate the configurational integral. This
approach is analogous to the approximation made by Lennard-Jones and Devonshire is
the case of liquids' . In the spherical-cell (SC) approximation, the intermolecular
potential D is replaced by a spherically-averaged cell potential6' 16, reducing the multi-
dimensional configurational integral in Equation (4.39) to one-dimension, thus resulting
in the following relationship between the potential, w(r), and the Langmuir constant,
4 R w(r)/kT 2d rC = (4.40) e
kT °O
· !· 
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where the cutoff distance R is taken at the average radius of the cage. The exact value of
R is rarely significant, because at the temperatures at which clathrates form, the high-
energy, repulsive portion of the integral for r R provides a negligible contribution.
The spherically symmetric cell potential, w(r), can be determined by angle averaging:
w(r)=4 I JI fj0(rj,, ,)sin sdd d (4.41)
Applying Equation (4.41) over the first coordination shell to the Kihara
potential7,
cI:K (r) = oo r < 2a
2acr- 2 -2a 126 (4.42)(DK/~r - - 2 2 r>2a
ri -2a r -2a
yields the following form for w(r):
w(r)=2z ~LRr R (d ± ) RSi + - 4 + R 1 5 ] (4.43)
where
I r a -N r a -N
N = 1 r - (1--- r _ (4.44)R R R R
and z is the coordination number, R again is the average cage radius, and , , and a are
the Kihara parameters. The Kihara parameters are generally determined by numerically
fitting monovariant phase equilibrium data"'18. The resulting Kihara parameters are not
unique: many different sets of (, e, and a) values can fit the experimental data well.
Furthermore, these fitted Kihara parameters do not match those obtained by fitting other
experimental data, such as second virial coefficient, gas viscosity, and molecular beam
scattering data.
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4.4 Inversion of Langmuir Curves
To numerically regress experimental data to preset functional forms, such as the
Kihara potential, makes use of awkward and unnecessarily complex equations (Equations
(4.43) and (4.44)) and, at any rate, leads to aphysical results. Therefore, it would be
preferable to find a functional form of the interatomic potential without requiring any ad
hoc assumptions, a priori. Ideally, this approach should also provide accurate predictions
of the properties of mixed guest systems without refitting any potential or reference
parameters.
Earlier, Bazant and Trouts described such a method by which the functional form
of the inter-molecular potential can be found by solving Equation (2.19) analytically for
w(r). First, Equation (2.19) is restructured as
C, () = 4irZp f e- w(r)r2dr (4.45)
where /3= l1/kT . The upper limit of integration is extended to R = co, which introduces
negligible errors due to the low temperatures accessible in clathrate experiments.
In order to invert Equation (2.24), a functional form of Cj (,8) must be found.
We do this by computing CJ,(6) from experimental data and ab initio data (Sections
4.4.1 and 4.4.2) and fitting the computed values of Cj,(,l3) to a functional form (Section
4.4.3).
4.4.1 Hydrates That Occupy Only the Large Cage
In order to calculate Langmuir constants directly from the experimental
dissociation data without ambiguity it is necessary to focus on clathrate-hydrates for
which only the larger of the two sets of cavities are occupied by the guest molecules.
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These include ethane, cyclopropane, propane, isobutane, and certain CFC water
clathrates. With single occupancy Equation (4.38) reduces to
for structure I A/ - = ln(l + Ca 2fj) (4.46)kT 23
for structure II k = - ln( + CJ2fJ) (4.47)kT 17
The "experimental" Langmuir constants can then be obtained by solving for the Cj 's in
Equations (4.46) and (4.47), and using the fact that at three-phase vapor, hydrate (H), and
ice (a) or liquid water (L) equilibrium at a specified temperature, A/u-H = Au-La .
exp( 23 Ap 6-L,a kT) -1
for structure I CJ2 = (4.48)
for structure II CJ2 = 1 (4.49)fJ
where f, is calculated for the fluid phase from the PVTNi mixture form of the Peng-
Robinson equation of state8, used to represent the PVTN, properties of the fluid phase.
This equation provides a simple way to relate the "experimental" Langmuir constant of a
type J guest in the larger cavity to f., the fugacity of guest component J, and A/,P- H , the
chemical potential difference between water in the hypothetical empty hydrate, and water
in either an aqueous liquid phase or ice phase.
4.4.2 Hydrates That Occupy Both Large and Small Cages - Using Ab Initio Data
The procedure discussed above cannot be applied directly to the methane-water
clathrate system or the argon-water clathrate system because methane and argon occupy
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both the small and the large cages in the structure I and structure II clathrates formed by
the simple hydrates of methane and argon respectively. Thus, there are two terms on the
right side of Equation (4.38), and a single set of monovariant phase data cannot be used
to determine uniquely the two Cj 's in Equation (4.38). Consequently, we need another
method for obtaining the Langmuir constants of these systems. Using the ab initio
potentials developed by Cao et al.'9 22 and Anderson et al.4 is just such a method. Here,
we use these to calculate the Langmuir constant at various temperatures by integrating
the full 6-dimensional configurational integral over 5 hydrate shells. This method allows
us to compute the Langmuir constant not only for the cages of the structure I hydrate, but
also for the cages of the theoretical (unstable) structure II methane hydrate. Methane does
not form a structure II hydrate as a simple (pure) hydrate', but will form a structure II
hydrate with other hydrate guests1' 23'26. Using these ab initio Langmuir constants, cell
potentials were determine for methane and argon.
4.4.3 Functional Form of "Experimental" Langmuir Constants
Typical sets of experimental Langmuir constant data are described well by a van't
Hoff temperature dependence, given by,
C(/,) = CoemP (4.50)
where CO and m are specific to guest molecule J and cavity i. This empirical van't Hoff
behavior is illustrated in Figure 2 of Bazant and Trout5 and could be anticipated using
general thermodynamic considerations2 7. Combining Equations (2.24) and (4.50) yields
Cem = 4;rf I e -fl w(r)r2dr (4.51)
Chapter 4. Application of the Cell Potential Method 95
Chapter 4. Application of the Cell Potential Method
a well-posed integral equation. Although there are an infinite number of solutions to the
integral equation, all but one, a unique central-well solution, are aphysical, having
discontinuities and/or cusps (discontinuous derivatives) in the potential. Therefore, we
selected the central-well solution to Equation (4.51) to represent the van't Hoff
temperature dependence shown in Equation (4.50). Thus,
C () = 8F (8)e - w(ro)P (4.52)
where
F(,8) = ,8 e-'Yg(y)dy (4.53)
and g (y) is the inverse Laplace transform of the function
F(P) C(P)e6"G(fl) = )- () (4.54)
18
These lead to the general expression for the central-well potential w(r):
w(r) = w0 + g-' 4Tr3I (4.55)
4.5 Computation of Unique, Central-Well Potentials
In the case of perfect van't Hoff behavior, one can see that F(,8)= Co/,8 and
G(,8) = Co/,82 . The inverse Laplace transforms of these functions are f(y) = CoH(y)
and g(y)= CyH(y), respectively, where H(y) is the Heaviside step function. Thus,
the unique, central well potential (Solution to Equation (4.51)) is:
4r) 3 r > 0 (4.56)
3Co
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where the slope of the van't Hoff plot of the Langmuir constant is equal to the well depth
m = -w and the y-intercept log CO is related to the well size measured by the volume of
negative energy mCo with a spherical radius of
=3mC'1/3
o ) (4.57)
The cell potential may then be simplified into the following fonn
w(r) =m j r ] r > 0 (4.58)
Equations (4.56)-(4.58) allow facile implementation of the cell potential method. The
two unknown parameters in Equation (4.56), Co and m, can be found by first calculating
the Langmuir constants for a given guest molecule in the hydrate cage over a range of
temperatures. Then, one can regress Co and m directly from the van't Hoff plot where
m = -w .
4.6 Determining Cell Potentials for One Structure Based on Known
Potential Parameters for Another Structure
Pure ethane, like methane, forms a structure I hydrate only occupying the large
cages. However, when mixed with larger guest molecules, such as propane and
isobutane, ethane forms a structure II hydrate. Unexpectedly, a mixture of ethane and
methane, both simple structure I formers, will form a structure II hydrate2 3-2 5. Models
have been developed that characterize this structural transition2' 26 28, but the parameters
used in these models were found by incorporating the mixture data and transition points
in the parameter optimization process. To have models capable of predicting equilibria in
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systems outside the range of available experimental data, for example for other gas
mixtures or at other temperatures, unique, physically relevant ethane potential parameters
are needed.
The approach that we employed to find the cell potential for ethane in a structure
II is as follows. (1) Various spherically averaged intermolecular potential forms (i.e. the
Kihara and various Lennard-Jones L-J 6-N potentials) were applied and fit to the
calculated cell potentials for methane in both cages of structure I. It has been stated that
the repulsive interaction between the guest and host lattice that is paramount2930;
however, when calculating the Langmuir constant of a guest in a hydrate cage, the
potential is effectively Boltzmann-weighted, see Equation (2.19). Therefore, it is the
volume of the attractive region, or the integration of the attractive region, that determines
the Langmuir constant. Thus, we minimized a Boltzmann-weighted objective function,
A, in order to fit the spherically averaged potentials to the calculated cell potentials.
# of radial points 2
X = E exp _Wcell potential _exp Wfit potential (4.59)
of rdiap kT kT(4.59)
(2) The spherically averaged potential form chosen above was fit to the ethane structure I
cell potential using Equation (4.59). (3) This fit potential was applied to ethane in a
structure II lattice and the Langmuir constants were calculated. (4) From these predicted
Langmuir constants, the cell potential for structure II ethane was determined. This
procedure could be extended to other guests to provide a theoretical link between the cell
potentials of guests in different cages, thus allowing these analytical cell potentials to be
used in hydrate systems in which the guest occupies both types of cavities.
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4.7 Resulting Cell Potentials
4.7.1 Single Occupancy Hydrates - Extracting Cell Potentials from Experimental
Data
The methods for extracting cell potentials for guest molecules that occupy only
the large cage is discussed in Section 4.4.1 and the resulting potentials are shown in
Figure 4.1. Cell potentials for all structure I and structure II guests studied are listed in
Table 4.2 and Table 4.3 respectively. The reported confidence intervals are calculated
using the 95% confidence on the regression parameters, m and Co, of the van't Hoff plots
(see Equation (4.50)). Although the experimental errors of the equilibrium dissociation
pressures were not reported, their effect can be estimated. If the experimental error for
the dissociation pressure of ethane is assumed to be a few percent, the resulting error bars
on the cell potential for structure I ethane would be negligible. We expect that potential
experimental error would be contained within the 95% confidence interval of the
regression, -w0 ± 0.062 kcal/mol and r, i 0.032 A; therefore, the regression confidence
intervals are assumed to be a good representation of the overall uncertainty.
Rodger 55 suggested that temperature variations in the hydrate system could
significantly alter the cavity potentials. This temperature dependent variation in cavity
potentials would manifest itself in deviations from the van't Hoff behavior. These
deviations were examined by Bazant and Trout5 and would be evident in the confidence
intervals of the cell potentials listed in Table 4.2 and Table 4.3. Based on the small
confidence intervals found over a large range of temperatures (applicable to hydrate
systems) the ideal van't Hoff behavior assumed in Equation (4.50) and the subsequently
99
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derived cell potentials do indeed provide an accurate approximation of the temperature
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Figure 4.1: Cell potentials of single-cage hydrate occupying molecules calculated from
pure guest experimental hydrate dissociation data.
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Table 4.2: Calculated cell potential parameters wo and r with +95% confidence intervals
for structure I hydrates
Temperature
range of exp.
Guest Molecule Data (K) -w0 (kcal/mol) rs (A)
ethane 200-2883'-39 8.152 ± 0.062 0.803 + 0.032
cyclopropane 237-28940 9.677 0.022 0.617 + 0.009
methane, small cage(5' 2) 149-320a 5.645 ± 0.007 0.918 i 0.004
methane, large cage (51262) 149-320a 5.665 ± 0.002 1.501 + 0.002
argon, small cage(5 2) 133-304. 4.947 ± 0.002 1.118 ± 0.001
argon, large cage (51262) 133-304a 4.463 + 0.002 1.678 ± 0.003
chlorodifluoromethane (R-22) 267-2894' 9.933 ± 0.156 0.492 t 0.049
acell potential calculated via ab initio potentials
Table 4.3: Calculated cell potential parameters wo and r with 95% confidence intervals
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acell potential calculated via ab initio potentials
bcell potential calculated via structure I cell potential
It should be noted that there is a strong inverse correlation between the size of the
guest molecule and the resulting radius of negative energy, r. This correlation should be
expected due to the nature of hydrate-guest interactions. Using the cell potentials listed
in Table 4.2 and Table 4.3, we can reproduce the single component hydrate phase
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form of our potential is adequate and is not a test of the overall predictive ability of the
method.
The predictive ability of our cell potential method can be tested against
experimental structural changes that are known to occur. For example, cyclopropane
undergoes a structural transition as a function of temperature40 , namely that between
257.1 K and 274.6 K cyclopropane forms a structure II hydrate, while outside that region
it forms structure I. Using the cyclopropane cell potentials listed in Table 4.2 and Table
4.3 we predict these transitions to occur at 256.5 K and 274.6 K, respectively.
4.7.2 Using Ab Initio Potentials to Determine Cell Potentials
As explained in Section 4.4.2, site-site ab initio potentials were used to calculate
Langmuir constants for methane and argon in both structures I and II over a wide range
of temperatures and pressures. By incorporating accurate potentials and calculating the
full 6-dimensional configurational integral, these Langmuir constants are independent of
any fitting parameters. The resulting cell potentials are shown in Figure 4.2.
The central-well potentials for argon shown in Figure 4.2 are the simplest cell
potentials that will reproduce the calculated Langmuir constants. However, Barrer and
Edge56 identified that the cell potential for argon exhibits a non-central minimum for the
large cage of the structure I hydrate. Employing the non-central family of solutions
discussed in Section 6.2.3 of Bazant and Trouts, we can reproduce the non-central
minimum; however, for hydrate equilibrium calculations the central-well solution
accurately reproduces the Langmuir constants and therefore would provide a simpler
model with no loss in accuracy.
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Figure 4.2a: Cell potentials of methane and argon in structure I lattices. Cell potentials
were calculated using an ab initio site-site potential4
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Figure 4.2b: Cell potentials of methane and argon in structure II lattices. Cell potentials
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4.7.3 Extrapolating Known Cell Potentials from One Structure to Cell Potentials
for Other Structures
Following the methodology described in Section 6, various potential forms were
fit to the cell potentials previously calculated for methane. Figures 4.3 and 4.4 show the
Kihara and Lennard-Jones 6-10 potentials fitted to the cell potentials and compared to
spherically-averaged ab initio structure I cell potentials determined from the full six-
dimensional configurational integral4 , reproducing the Langmuir constants as shown in
Figure 4.5. It was found that a L-J 6-10 potential fit to the structure I cell potentials best
reproduces the structure II potentials and the structure I and II Langmuir constants;
therefore, a L-J 6-10 potential will be used for extrapolation of the ethane structure I cell
potentials to find structure II for use in mixture predictions. The best-fit Kihara
parameters are elk = 147.6 K, = 3.17 A, with a = 0.3834 A while the best fit L-J 6-10
parameters are elk= 192.82 K and a = 3.441 A.
As evident in Figure 4.4, the best-fit Kihara potential does not reproduce the
attractive volume of the spherically-averaged ab initio potential as well as the L-J 6-10
potential. In fact, this is best illustrated in Figure 4.5 where the Kihara potential fails to
reproduce the Langmuir constants for methane in a structure II lattice. The Kihara
potential is inherently too strong in the repulsive region of the methane-water interaction
in structure II cavities. It should be noted that all of the spherically-averaged pair-type
potentials shown in Figure 4.4b (ab initio, Kihara, and L-J 6-10) exhibits the non-central
minimum in the large cage of structure II discussed in the previous section. This non-
central behavior is averaged into the cell potential.
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Figure 4.3a: Fit of common potential forms to spherically averaged ab initio potentials of
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Figure 4.3b: Fit of common potential forms to spherically averaged ab initio potentials of
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Figure 4.4a: Fit of common potential forms to spherically averaged ab initio potentials of
methane in the small cage of structure II
ab initio potential .
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Figure 4.4b: Fit of common potential forms to spherically averaged ab initio potentials of
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Figure 4.5a: Methane Langmuir Constants for structure I calculated using fit potential
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Figure 4.5b: Methane Langmuir Constants for structure II calculated using fit potential
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After validating the L-J 6-10 potential form for use in the hydrate lattice, it was
used to fit the ethane structure I cell potential and calculate the cell potential for structure
II ethane. The fit potential parameters are Elk = 234.22 K and = 3.888 A. Figure 4.6
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4.8 Phase Equilibrium Predictions
Because the cell potentials were extracted using single-component hydrate
experimental equilibrium data, the best test of the applicability of the calculated cell
potentials with the assumptions inherent in the van der Waals-Platteeuw model and the
reference parameters is their ability to predict the phase behavior of mixed gas hydrate
systems. Kvamme et al.57 showed that guest-guest interactions have a significant effect
on Langmuir constants of guest molecules. This energy would be incorporated in the
mean field way in the fitting of parameters for pure hydrate systems. For mixed hydrate
systems, deviations from this mean field energy could be important over certain
composition ranges. Predicting phase equilibria data for mixed hydrate systems provides
a test of the generality of the reference parameters used as well as the assumption in the
van der Waals-Platteeuw model that the guest-guest interactions can be adequately
treated via mean field energies.
In many instances, these predictions can be validated using existing experimental
data, in others, predictions await experimental confirmation. In these predictions the cell
potentials were fitted only to the single component hydrate equilibria data and the
reference parameters were calculated from methane and argon single component hydrate
data4. No parameter fitting to any data from mixed guest hydrate systems was performed.
4.8.1 Methane Mixtures
Accurate predictions for the mixed methane-ethane hydrate system are of great
importance in the production and pipeline transmission of natural gas where hydrate
forming temperatures and pressures exist. Figure 4.7 shows predictions using the
Chapter 4. Application of the Cell Potential Method 113
Chapter 4. Application of the Cell Potential Method 114
methane and ethane cell potentials compared to predictions from the CSMHYD
program l, along with experimental data32'36' 58. The average absolute deviation (AAD) for
the cell potential method is 6.2% compared to 11.9% for the CSMHYD. Using the model
parameters optimized for the methane-ethane mixture by Ballard and Sloan2 the AAD is
10.8%. Similar predictions using the cell potentials in Table 4.3 for methane-isobutane
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Figure 4.7a: Predicted dissociation pressures for various methane-ethane mixture
compared to experimental data32'36'58
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Figure 4.7c: Predicted dissociation pressures for various
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The methane-ethane mixture undergoes a transition from structure I with pure
methane to structure II at a methane mole fraction between 0.72 and 0.752325 at 274.2 K,
although both guests form structure I as simple hydrates. Using the cell potentials
calculated using the pure methane and ethane clathrate data, this method predicts that this
structural change will occur at XCH, = 0.74, within the range of the experimental
measurements. Using the Kihara potential, this transition is predicted to occur at a mole
fraction of 0.52 methane2. However, other groups2'26 have modified the methane and
ethane parameters to reproduce the experimental mole fraction for this transition. Our
predicted phase diagram, with no adjustment of parameters, was in agreement with
experimental data from Deaton and Frost32 and Jhaveri and Robinson59 for a methane-
ethane-water mixture at 277.6 K as shown in Figure 4.8. Our predicted lines directly
overlap the measured points within expected experimental uncertainty.
The predicted equilibrium lines shown in Figure 4.8 and the similar figures that
follow were calculated using the mixture form of the Peng-Robinson equation of state8 to
calculate the fugacity of the gas and liquid phases of the guests on a water-free basis.
The hydrate-water-guest equilibrium and the composition of the hydrate phase were
computed using the cell potential method. The phases present represent the phases with
the lowest free energy. For systems with liquid guest (Lhc) hydrate equilibia, the fugacity
of the liquid guest mixture is used in the van der Waals-Platteeuw model to calculate the
equilibrium pressure. These equilibrium lines are nearly vertical due to the small
compressibility of the liquid guest mixture. For the three-component, isothermal systems
presented, i.e. water-methane-ethane in Figure 4.8, a constant pressure lever rule tie line
is to be applied whenever there are three phases present at a given composition and
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pressure. From the Gibbs Phase Rule, F = n + 2 - X - r = 2 - r where n = number of
components = 3, = number of phases = 3, r = number of restrictions or constraints.
With P and T specified, r = 2 and f = 0 as expected, so the phase compositions are given
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Figure 4.8: Predicted hydrate phase diagram for methane and ethane at 277.6 K.
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Figure 4.9 is the pressure vs. composition (on a water-free basis) phase diagram
for the methane-propane-water system. One may notice that at a propane mole fraction
composition of 0.001, a structure II hydrate is predicted to form. This compares to a value
of 0.0005 predicted by Ballard and Sloan26 using methane Kihara parameters optimized
to the methane ethane mixture. The structure I to II transition point has not been
determined experimentally.
Figure 4.10 is the pressure versus water-free composition isothermal phase
diagram for a methane-cyclopropane-water mixture at 277.15 K. Although these P and T
conditions are outside the structure II region for pure cyclopropane, as methane is added
to pure cyclopropane, we predict that the structure I hydrate changes to a structure II
hydrate because methane serves to stabilize the small cage of structure II, while
cyclopropane fills the large cage. This structural change is predicted to occur at a
methane mole fraction of 0.38. Because the methane simple hydrate exists as structure I,
an upper transition from structure II back to structure I occurs at 0.9996 mole fraction
methane. Figure 4.11 is the pressure vs. water-free composition phase diagram for a
methane-cyclopropane-water mixture at 281.15 K. Similar to the phenomena predicted at
277.15 K, we predict that between 0.566 and 0.9994 mol fraction methane the methane-
cyclopropane-water system forms a structure II hydrate.
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Figure 4.9: Predicted isothermal hydrate phase diagram for methane and propane at
277.6 K. Experimental data from Deaton and Frost3 2, Holder and Hand37, and Jhaveri
and Robinson 59
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Figure 4.10: Predicted isothermal hydrate phase diagram for methane and cyclopropane
at 277.15 K compared with experimental data from Thakore and Holder48
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XCH = Mole Fraction Methane (water-free basis)
Figure 4.11: Predicted isothermal hydrate phase diagram for methane and cyclopropane
at 281.15 K compared with experimental data from Thakore and Holder48
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4.8.2 Other Hydrocarbon Mixtures
Figure 4.12 shows the results of using the cell potentials for propane and
isobutane for the prediction of the hydrate phase equilibrium for the mixture. It is clearly
evident that the cell potentials found using only pure component hydrate data is
applicable to mixtures. Ballard et al.6 show experimental evidence as well as predictions
that a methane-propane-water mixture undergoes a "pseudo-retrograde" decomposition
near 278 K. That is, the hydrate will actually decompose upon pressurization. Figure
4.13 shows the predicted hydrate phase diagram for an ethane-propane-water mixture at
277.6 K. One can see that the cell potentials predict the experimental data of Holder and
Hand37 well and that we also predict this "pseudo-retrograde" decomposition to occur
between 0.60 and 0.685 mol fraction ethane. The cell potential method also predicts the
60 known data points for ethane-propane mixtures with an AAD of 5.9% compared to
previous studies by Klauda and Sandler61 (8.86%) and Sloan' (10.5%) and the refit by
Ballard and Sloan26 (5.72%).
If the mixture presented in Figure 4.13 is cooled, the L,-V-Lhc envelope, within
which "pseudo-retrograde" decomposition occurs, disappears. The hydrate dissociation
pressure decreases at a faster rate than the dew point pressure curve and therefore we
predict the "pseudo-retrograde" phenomena to cease at 277.3 K. At this temperature
there will be a quintuple point with five phases (Lw-V-Lhc-SII-SI) in equilibrium. For this
system, F = n + 2 - = 3 + 2 - 5 = 0. This invariant point is predicted to occur at T=
277.3 K, P = 12.28 bar, yeth = 0.676 and is shown in Figure 4.14.
Another mixture that is expected to undergo "pseudo-retrograde" decomposition
is the ethane-isobutane-water system60. Therefore, it should be expected that a Lw-V-Lhc-
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sII-sI quintuple point should exist. Figure 4.15 is the predicted hydrate phase diagram for
an ethane-isobutane-water mixture at 274.7 K. The quintuple point is predicted to occur
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Figure 4.12: Predicted isothermal hydrate phase equilibrium for propane and isobutane at
272.2 K with experimental data from Kamath and Holder6 2, Schneider et al.50, and
Deaton and Frost32
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Figure 4.13: Predicted isothermal hydrate phase diagram for ethane and propane at.277.6
K with experimental data from Holder and Hand37
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Mole fraction ethane (water-free basis)
Figure 4.14: Predicted isothermal hydrate phase diagram for ethane and propane at 277.3
K with a five-phase quintuple point indicated.
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Figure 4.15: Predicted isothermal hydrate phase diagram for ethane and isobutane at
274.7 K with a five-phase quintuple point indicated.
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4.9 Conclusions
We have presented the application of our cell potential method in which the form
of the guest-host interaction potential in clathrate hydrates is determined analytically.
Our approach was validated by making numerous predictions of multi-component phase
data without fitting mixture data to experiments. The spherically averaged Kihara
potential form is adequate in representing the overall guest-host interaction in structure I;
however, guest-host interactions in the large cage of structure II are not effectively
reproduced, thus leading to inaccurate reference parameters which have commonly
appeared in the literature. The reference parameters used in this paper were further
validated by their successful utilization in predicting mixed gas hydrate phase
equilibrium data. All mixture predictions in this work are performed without fitting to
any mixture data and nonetheless predict the experimental data accurately.
Overall, the cell potential method developed in this work has demonstrated its
effectiveness and applicability to successfully model mixed hydrate systems without any
adjustable parameters. For example, the structure I to structure II transition for methane-
ethane gas mixtures was predicted to occur at 0.75 mol fraction methane at 274.2 K,
within the experimental range measured to be 0.72-0.75 mol fraction methane. In
addition, we were able to extrapolate the results of the calculated cell potentials to other
systems. The cell potential that is calculated for ethane in a structure I hydrate lattice
provides sufficient quantitative insight into the interaction between ethane and the water
surrounding it in the hydrate that we have been able to model the ethane-water interaction
in a structure II lattice. Several predictions were also developed that await experimental
testing. For example, structure I to structure II phase transitions have been predicted for
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methane-cyclopropane gas mixtures outside the temperature range of the pure
cyclopropane structure II envelope. Quintuple (Lw-SI-SII-Lhc-V) points have been
predicted for the ethane-propane-water (277.3 K, 12.28 bar, and Xeth,waterfree = 0.676) and
ethane-isobutane-water (274.7 K, 7.18 bar, and Xeth,waterfree = 0.81) systems.
We conclude by commenting on why it might be that our simple, cubic cell
potentials outperform more complicated, fitted potentials when predicting clathrate phase
equilibria. In atomistic modeling, potential parameters are usually fit to reproduce the
energies of ideal structures, at low (or zero) temperature, which can be calculated using
ab initio methods or taken from experiment. Phase behavior, however, depends on high
temperature configurations, which involve complicated deformations of ideal structures.
By starting directly from thermodynamic data at finite temperature, and by using a
Boltzmann-weighting scheme over a large configuration space when calculating our ab
initio potential4 , our method easily determines an appropriate cell potential, which
accounts for statistical averaging of configurations over a wide range of temperatures.
The basic idea of solving an inverse problem for an "exact" thermodynamic potential
may find further successful applications in other areas of materials modeling, where ad
hoc fitting ideal structures remains the standard theoretical approach.
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Chapter 5. Properties of Inhibitors of Methane Hydrate
Formation via Molecular Dynamics Simulations
5.1 Introduction
Natural gas water clathrates or gas hydrates are systems of polyhedral cells formed by
hydrogen-bonded water molecules and stabilized by encaged guest molecules, such as
methane and/or carbon dioxide (Figures 5.1 and 5.2). They are of tremendous relevance
in diverse areas such as energy, the environment, astrophysics, geology, and marine
ecosystems' -4. The existence of clathrate hydrates was first documented by Sir Humphrey
Davy5 in 181 1, who observed that a solution of chlorine gas in water freezes more readily
than pure water. Since 1939, when Hammerschmidt 6 concluded that natural gas hydrates
were blocking gas transmission lines, the susceptibility of forming solid hydrates in gas
transmission lines under normal operating conditions has led to many investigations
aimed at understanding and avoiding hydrate formation, an area of ongoing research.
The optimization of natural gas production and transmission operations depends on the
ability to make quantitative predictions of the rates of formation of solid hydrates as a
function of temperature, pressure, and composition, including the effects of additives
designed to inhibit the formation of hydrates.
Annually, oil and gas companies spend over 500 million US dollars on hydrate
prevention via methanol injection. Typically, large amounts (up to 50 vol %) of methanol
are used to help avoid hydrate plugging by lowering the formation temperature, with
significant economic costs and potential environmental effects. The lowering of the
hydrate formation temperature in the presence of methanol reflects the thermodynamic
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effect of methanol on reducing the chemical potential of water in the liquid phase
mixture, resulting in a freezing point depression of the solid hydrate phase.
In the last 15 years or so, many research efforts have been focused on developing what
are termed "low-dosage hydrate inhibitors", or LDHIs, that can kinetically inhibit hydrate
formation. 7 LDHIs operate much differently than thermodynamic inhibitors such as
methanol. They are often effective at concentrations as low as 0.5 wt%7 and act by
delaying the onset of hydrate formation, while thermodynamic inhibitors are effective
only at much higher concentrations and act by changing the conditions of hydrate
thermodynamic stability.
Understanding the nucleation and growth of hydrates is a challenge that is just starting
to be met and has tremendous scientific and technological ramifications. Noting that
current experimental technology is not able to capture the nucleation process of clathrate-
hydrates, we developed a molecular simulation approach based on sophisticated methods
from theoretical chemistry to do so8-0. Recently, Rodger's group at Warwick'l 12 used
molecular simulations and found that LDHIs (specifically
tributylammoniumpropylsulfonate [TBAPS], poly-vinylpyrollidone [PVP], poly-
'vinylcaprolactam [PVCap], and poly-dimethylaminoethyl methacrylate [PDMAEMA])
reduce the degree of structure in the surrounding water which would presumably increase
the barrier to hydrate nucleation. This study focuses on the action of LDHIs on ensuing
crystallites of hydrates within a reasonable framework of nucleation and crystallization.
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Figure 5.1: Cavities of Structure II Clathrates: This study focuses on the structure II
hydrate as that is the form formed by natural gas which are typically mixtures of roughly
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Figure 5.2: Ball and stick and space filling models of a unit cell of the structure II
clathrate with a lattice constant of 17.3 A. Consists of 136 water molecules that form 16
pentagonal dodecahedral cavities (cell A) and 8 hexakaidecahedral cavities (cell B), thus
for a completely occupied system, the ideal stoichiometry would be (16 A, 8B)-136 H20.
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5.2 Proposed Inhibition Mechanism
There has been much discussion and disagreement regarding the mechanism by which
LDHIs inhibit hydrate formation 11' 3 - 7. Furthermore, no proposed mechanism fully
explains all of the phenomena associated with hydrate kinetic inhibition such as increased
induction time with sudden growth coupled with the crystal morphology changes
observed in inhibited growth conditions.l' 1 820 The following section outlines a proposed
mechanism that will act as a framework for our study of the factors that control hydrate
inhibition properties.
The formation of natural gas hydrates begins with either a heterogeneous or
homogeneous nucleation event. Previous work in our group at MIT 8 concluded that
nucleation proceeds via "the local structuring mechanism," i.e., a thermal fluctuation
causing the local ordering of guest molecules leads to the nucleation of the clathrate, and
not by the previous conceptual picture, called "the labile cluster hypothesis" proposed
by Sloan and othersl' 2l' 23. Our statistical approach is also contrasted with classical
nucleation theory, in which macroscopic properties are assumed to describe systems of
dimensions on the order of Angstroms.
Similar to the classical theory of nucleation, our approach treats nucleation as an
activated event, which is more or less irreversible. Once the system surpasses the free
energy barrier to nucleation, crystal growth occurs. Within that context, the sizes of
nuclei are on the order of 10s of Angstroms.8 24 On the other hand, the distance between
inhibitor molecules is much larger than that. We can illustrate this using poly(N-vinyl-2-
caprolactam), called PVCap, with a molecular weight of -100,000. PVCap at
approximately this molecular weight has been measured using small-angle neutron
.
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scattering to have a radius of gyration, Rg, of 155 A2 5 and is highly miscible in water at
temperatures of interest (Tcloud 30 ° C). If PVCap is added to water at 0.5 wt %, its
approximate volume fraction is 0.4 %. Assuming that the PVCap polymers are evenly
dispersed throughout the water phase, then their approximate average separation would
be 300 A. Thus, nuclei could still form.
Given the information summarized briefly above, we propose that hydrate inhibition
occurs via a two-step mechanism. (1) Inhibitor molecules disrupt the local organization
of the water and guest molecules, increasing the barrier to nucleation and nuclei
propagation. (2) Once nucleation occurs, the inhibitor binds to the surface of the hydrate
nanocrystal and retards further growth along the bound growth plane.
In the first step, the disruption of newly forming nuclei occurs as proposed by
Storr et al.' who used simulations and demonstrated that localized structure inconsistent
with hydrate formation was induced by tributylammoniumpropylsulfonate (TBAPS) over
several solvation shells. This element of the mechanism hitherto has not been verified
experimentally. Our work focuses on step (2) and, as we will demonstrate, step (2) is
consistent with several qualitative experimental results.
__
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Figure 5.3: Conceptual model for inhibitor binding and crystal growth inhibition. Shown
is step one of the two-step mechanism for hydrate inhibition. Inhibitor molecules disrupt
the local organization of water and guest molecules and attach to forming hydrate nuclei,
transferring enthalpy locally into the nuclei.
P
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(a)
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Figure 5.4: Conceptual model for inhibitor binding and crystal growth inhibition. Shown
is step two of the two-step mechanism for hydrate inhibition. (a) Once the crystal has
nucleated and crystal growth begins, the inhibitor binds to the surface and retards growth
in the z-direction by hindering step growth through the process of step-pinning (b).
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While TBAPS was shown to have an inhibition activity comparable to poly(N-vinyl-2-
pyrrolidone), known as PVP, the resulting crystal morphology was quite different. PVP
and PVCap have been shown to result in plate-like hydrate crystals upon
crystallization' ,18-20, consistent with part (2) of the proposed mechanism while the
hydrate crystals grown in the presence of TBAPS have been observed to be deformed,
and particularly elongated, octahedra.
Once an inhibitor molecule such as PVP binds to one face of the hydrate
nanocrystal, growth along that face is slowed significantly. King et al25 have shown that
in the presence of a hydrate-crystal/liquid slurry three active inhibitors, PVP, PVCap, and
N-methyl, N-vinylacetamide/N-vinyl-2-caprolactam copolymer (VIMA/PVCap), are
adsorbed to the hydrate-crystal surface while a non-inhibiting polymer, poly(ethylene
oxide) was not adsorbed further supporting the surface binding hypothesis. Given these
initial results, we hypothesize that the stronger its binding to the hydrate surface, the
more disruptive an inhibitor is to the structure offorming hydrate nuclei. The rest of this
paper presents the test of this hypothesis using qualitative experimental results from the
literature and new quantitative molecular computational results.
5.3 Methodology
Our approach is different from previous studies 11, 12,26 30 with four key variations,
the use of a liquid water phase in equilibrium with the hydrate crystal, the quantitative
analysis of the energetics of inhibitor binding, the use of fully dynamic water molecules
in the hydrate crystal, and the placement of the water-soluble inhibitor in the liquid water
phase as opposed to in the gas or vacuum phase. Previous computational studies focused
on the morphologic effects", the topology26 -29 of the hydrate-inhibitor interaction, or the
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structural behavior of inhibitor molecules in solution30 , all structural studies. This project
focuses on estimating the binding energy of the inhibitor on the hydrate crystal surface.
5.3.1 Development of molecular-interaction parameters
Hydrate-clathrates cannot be modeled quantitatively on a molecular level without
incorporating accurate guest-host interactions. Our guest-host potentials are derived from
ab initio calculations and are directly connected to molecular force interactions and sizes
and proven to reproduce experimental data for the hydrate-clathrate system3 1' 33. In this
study, we have developed and parameterized an accurate potential for methane-water
interactions that can be used with the CHARMM® molecular dynamics package. This
was developed using our ab initio methane-water potential energy surface developed
earlier31'34. The 18,000 methane-water ab initio energies were fit to the CHARMM®
potential minimizing the Boltzmann-weighted square error X between the ab initio
potential energy surface and the CHARMM® potential energy surface.
=of -exp pAEit (1 Vio z= Z .[ - e xp, kT
i QM -model (5.60)
# of sites
with: )o. = E )CH4-k
k
The adjustable parameters in the CHARMM® potential are the characteristic energy, ,
and the soft core radius, o, of the L-J 6-12 potential for both the H4C-OH 2 and the
H3CH-OH 2 interactions as shown in Figure 5.5. (The atoms marked in bold indicate the
location of the interaction site for use in a site-site potential.) Interaction parameters
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Table 5.1: CHARMM Potential Parameters Determined












Table 5.2: OPLS37 '38 Potential Parameters Commonly Used for Methane (atoms marked in
bold indicate interaction site)
site ij GC,H-O QC,H
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Figure 5.5: Site-Site Interactions between Methane (C=blue, H=grey) and Water (O=red,
H=Grey) Accounted for in the Developed CHARMM Potential
The CHARMM® model with this set of intermolecular potential parameters was
then verified by simulation of a 34.6 A cubic volume consisting of 8 structure II unit cells
(2x2x2) with full methane occupancy (see Figure 5.6). This scale results in a simulation
with 1088 water and 192 methane molecules. The TIP4P model was used for water in the
development of the methane potential and in the dynamic simulations. The sII crystal
was then simulated using CHARMM® until the simulation reached equilibrium and then
molecular dynamics were run for 100 ps. During the sII hydrate simulation the lattice
parameter of the sII hydrate unit cell ranged from 17.16-17.45 A with an average of
17.31 A and a standard deviation of 0.022 A. This result compares favorably to the
experimental lattice parameter of 17.3 A and serves as a validation of the use of our
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developed methane-water potential in these dynamic simulations.
i
Figure 5.6: 34.6 A x 34.6 A x 34.6 A box Consisting of eight Structure II Unit Cells with
Methane Guest Molecules
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5.3.2 Structure II hydrate surface
A molecular-scale slab model was used in surface interaction calculations
involving the sII hydrate molecules and inhibition molecules. The hydrate molecules are
embedded in a particular crystallographic plane that spans 4 sII unit cells were placed in a
34.6 A x 34.6 A x 17.3 A box. On top of the solid layer of crystalline hydrate is placed a
layer of liquid water another 17.3 A thick. To replicate conditions occurring in gas
transmission line hydrate crystal growth, the liquid layer serves as the water condensate
layer that solubilizes the inhibitor molecules. Figure 5.8 shows the resulting 34.6 A cubic
simulation box. Periodic boundary conditions were incorporated to model the solid-
liquid system dynamically and to simulate a stable hydrate crystal surface at 200 K and 4
bar.
147
Chapter 5. Properties and Mechanisms of Hydrate Formation Inhibitors
Figure 5.8: Hydrate Slab with Liquid Water in the Fluid Phase
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5.3.3 Determination of inhibitor binding energy
Once the hydrate crystal-liquid water slab model described above was constructed, a
monomer unit of inhibitor was placed in either the middle of the liquid phase or near
hydrate solid surface. We define the surface adsorption energy as the difference between
the energy of the entire simulation with the monomer bound to the crystal minus the
energy of the system with the monomer in the bulk liquid. NPT molecular dynamic
simulation runs were then performed on the bound and unbound systems for 6-7 ns
allowing full ranges of motion for all molecules. The inhibitor molecules we studied were
PVP, PVCap, N-methyl, N-vinylacetamide (VIMA), and PEO, a non-inhibitor25 , see
Figure 5.9 for a description of their molecular structures.
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Figure 5.9: Structure of four common kinetic hydrate inhibitors comprised of the
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5.3.4 Inhibitor molecules studied
The partial atomic charges for PVP, PVCap, N-methyl, N-vinylacetamide, and
PEO were calculated using Gaussian 03® and the nonbonded interaction parameters were
chosen from the parameters optimized for alkanes found in CHARMM® . In this study we
assumed that the binding energy of the monomer was independent of the chain length and
was linearly additive. Therefore, the PVP/PVCap copolymer is analyzed by considering
both the PVP and PVCap monomer units as well as the VIMA/VCap polymer examined
by King et a125. This assumption is justified in the work by Lederhos et al.7 which showed
that PVP/PVCap copolymers exhibited induction times for hydrate formation between
that of the two homopolymers.
5.3.5 Free energy of binding
The Gibbs free energy of binding is calculated using Kirkwood's coupling parameter
method39. Specifically, it is the difference in the Gibbs free energy of inserting an
inhibitor molecule on the surface of the hydrate and in the liquid water phase. Because
binding energy is a thermodynamic property, the insertion of an inhibitor can be
performed along a fictitious pathway i, in which A = fraction of insertion. To be able to
evaluate a relatively smooth energy profile from an unincorporated (ghost) inhibition
molecule (invisible to other molecules) at = 0 to a fully incorporated inhibition
molecule at A = 1, have used ten evenly spaced values of A over A [0,1] in our energy
simulations. A is used as a multiplier on the value in the nonbonded energy terms
between any atom on the inhibitor and the other molecules in the simulation, effectively
turning on and off the inhibitor-water and inhibitor-methane interactions. To calculate
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the free energy, the Hamiltonian, H, is calculated for each value of A and integrated from
A = 0 to A = 1 as shown below 4 0:
(Z =l) -(, =) dH(i) d (H1 -(H-H0),d (5.62)
where H(A) = Ho + A (H 1- Ho), and G is the Gibbs free energy.
5.3.6 Estimation of statistical error
Determination of the variances of the ensemble averages of the system energy not only
allows us to calculate potential error in the values for system energy but also provides a
:metric for determining the length of simulation required to calculate accurate statistical
quantities.
The reported error bars for the energy calculations are the standard deviations of
the ensemble average energy and were calculated using both the method described by
Frenkel and Smit40 in Appendix D and the method developed by Flyvbjerg and Petersen4'
as follows. The ensemble average is estimated from
(E) E- E (5.63)
L i=1
where E1, E 2, ... , EL are consecutive values of the energy of the system over windows of
simulation with length L, assuming all discrete Ei values have been taken after the system
reaches equilibrium. The variance is estimated by
r2 (E)= (E 2)-(E) 2 [E -E] (5.64)
One now needs to eliminate correlation effects due to the consecutive nature of molecular
dynamic simulations. To do this, the energy is grouped into consecutive blocks,
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computing the average along the way. The block averages will exhibit less correlation as
the blocking continues.
E,' = 0.5(E 2,_ 1 + E2 ) (5.65)
So now L = 0.5L and the variance of the new set is
=(E')= (E2 - (E')2 1 E 2 ,2 (5.66)
L' i=l
As the blocking procedure is followed we can find our estimate of the variance as
aT() 72 (E') constant (5.67)
L'-l
5.4 Results/Discussion
5.4.1 Energetics of Binding
The optimal binding site for both the PVP and PVCap monomers on the hydrate
surface was found to be a partially formed 16-sided hexakaidecahedron (51264) as shown
in Figure 5.10(a) and (c). On the plane chosen to create the surface of the hydrate, the
hexakaidecahedron is cleaved in half leaving the open top side exposed to the liquid
phase. The PVP monomer binds in this half-cavity on the hydrate surface with an energy
of binding of -20.6 + 2.5 kcal/mol. The ensemble averaged energy of PVP on and off the
hydrate surface resulting from the MD simulation is shown in Figure 5.11. The system
equilibrated in about 2.5 ns and then statistics were accumulated for another 3-4 ns where
each timestep was 0.001 ps. Similarly, as illustrated in Figure 5.12 the energy of binding
of PVCap was found to be -37.5 ± 3.4 kcal/mol. PVCap, therefore, is clearly the stronger
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binder to the hydrate crystal surface. The energy of binding to the hydrate surface for
PVCap is about 20 kcal/mol stronger than the energy of binding of PVP.
The free energy calculation for PVCap is shown in Figure 5.13. The free energy of
binding for PVCap is calculated to be -9.4 3.8 kcal/mol while the free energy of
binding of PVP is found to be 0.5 ± 3.7 kcal/mol. The free energy of binding of PVP is
effectively zero while the equilibrium reaction for PVCap binding favors the inhibitor
bound to the hydrate surface as opposed to in solution. In the case of PVP, the negative
binding energy coupled with the neutral (zero) binding free energy can be interpreted as
an exothermic phase adsorption reaction in which an equal number of PVP species bind
to and dissociate from the'hydrate surface at equilibrium.
The PVCap binding event is also exothermic (AE < 0); however, in the case of
PVCap binding, the equilibrium is shifted toward "products" (bound species) by the
negative free energy of binding. Therefore, a higher fraction of PVCap monomers are
bound to the surface compared to PVP. This is consistent with the relative effectiveness
of these two inhibitors found experimentally, our proposed mechanism, and with the low
fraction of bound PVP species found by Hutter et al. 17
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Figure 5.10a: Snapshots from the simulation of PVCap in the presence of a hydrate
surface. PVCap monomer is adsorbed into the open face of a hexakaidecahedron.
Hydrogen bonds are shown in white to illustrate the hydrate lattice.
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Figure 5.10b: Snapshots from the simulation of PVCap in the presence of a hydrate
surface. The liquid waters found in Figure 5.10 are now invisible and the waters on the
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Figure 5.10c: Snapshots from the simulation of PVCap in the presence of a hydrate
surface. The hydrate surface is rotated toward the reader to show the binding site of the
PVCap monomer.
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Figure 5.10d: Snapshots from the simulation of PVCap in the presence of a hydrate
surface. The PVCap monomer is away from the surface of the hydrate.
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Figure 5.12: Dynamic energy of the PVCap-hydrate surface
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The lowest-energy binding site for the VIMA monomer is significantly different
than that for the two previous inhibitor monomers, PVP and PVCap. As shown in Figure
5.14, in contrast to the binding site found for PVP and PVCap (in the half-formed
hexakaidecahedron cavity) the VIMA monomer binds to what one might call a "bridge"
site between two adjacent cavities. In the MD simulation, the VIMA monomer jumped
from the higher energy binding site inside the open cavity to the bridge site, thus
lowering its total energy. This transition corresponds to the second drop in ensemble
energy occurring around 1400 ps as seen in Figure 5.15. The resulting binding energy for
the VIMA monomer is -45.8 4.5 while the binding free energy is -15.1 i 4.6, both
significantly lower than the binding energy and free energy for the PVP and PVCap
monomers.
162















Chapter 5. Properties and Mechanisms of Hydrate Formation Inhibitors
0
_______ - 0
0 500 1000 1500 2000 2500
time (ps)
3000 3500 4000 4500

























Chapter 5. Properties and Mechanisms of Hydrate Formation Inhibitors
The binding energy and free energy for PEO was calculated as a control
experiment. King et al.25 concluded from their small-angle neutron scattering (SANS)
study that "there is no evidence of an adsorbed layer" of PEO in the presence of hydrate
surfaces. This result is consistent with our proposed mechanism in that since if there is
no polymer adsorption on the hydrate surfaces then there would be no hydrate formation
inhibition. In our MD simulations, we also observe adsorption of PEO to the surface of
hydrate crystals. The resulting "binding energy" for PEO is -0.2 ± 2.8 (Figure 5.16) and
the binding free energy (Figure 5.17) is +0.4 ± 3.9, indicating that the binding event is not
thermodynamically favorable. Table 5.3 summarizes the binding energy study for the
four molecules examined and compares the binding energy and free energy to reported
effectiveness of the inhibitors. The rightmost column in Table 5.3 shows the order of
increasing inhibitor effectiveness as described by a number of different research and
engineering groups7,2 542,43. Inhibitor effectiveness ranges from inactive (PEO) to very
active (VIMA/VCap) 25
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Figure 5.16: Dynamic energy of the PEO-hydrate surface
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Table 5.3: Summary of Binding Energies for Four Monomers Studied
Increasing
excess low-q inhibitor
AE AF TAS scattering 2 5 effectiveness 7' 2 5'42'
Molecule (kcal/mol) (kcal/mol) (kcal/mol) (cm 1 )a 43
PEO -0.2 ± 2.8 +0.4 3.9 -0.6 0
PVP -20.6 ± 2.5 +0.5 3.7 -21.1 3
PVCap -37.5 3.4 -9.4 + 3.8 -28.1 10
VIMA -45.8 4.5 -15.1 ± 4.6 -30.7 37b
a Excess low-q scattering used as a measure of the change in polymer confirmation due
to the introduction of hydrate surfaces for binding. This value is interpreted as a
measure of the degree of polymer binding on the hydrate surfaces.
b Excess low-q scattering measured for VIMA/PVCap copolymer. King et al.25 state that
VIMA/PVCap is most effective inhibitor
5.4.2 Binding and Surrounding Water Morphology
Structural effects were examined by calculating the radial distribution functions,
g(r), of the double-bonded oxygen on the inhibitor molecules with the oxygen of water in
either the hydrate phase (bound inhibitor) or the liquid phase (unbound).
g(r)= ((r-r (5.68)
where i is the oxygen on the inhibitor molecule and j is the oxygen in water in either the
hydrate or liquid phase (indicated on plots). V/N2 normalizes the g(r) relative to an ideal
gas of the same density. Figure 5.18 shows the radial distribution functions, RDFs,
between the oxygen on the monomer and the oxygen on the surrounding water molecules
for monomers both on and off the hydrate surface. One can clearly see in Figure 5.18a
that the hydrate surface has little effect on the PEO monomer since the g(r) does not
change significantly. One should expect this result both from the SANS results25 and the
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energetic results from our simulation. One can also see a noticeable increase in the
interaction between the monomer and the hydrate surface in Figure 5.18b-d. PVP, Figure
5.18b, is affected slightly while PVCap and VIMA, Figure 5.18c-d, are strongly affected.
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Figure 5.18a: Radial distribution functions between the double-bonded oxygen on PEO
and the oxygen on water when the PEO is bound to the hydrate surface and away from
the surface. Difference illustrates the effect of the hydrate surface on the morphology of
the monomer and surrounding waters.
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Figure 5.18b: Radial distribution functions between the double-bonded oxygen on PVP
and the oxygen on water when the PVP is bound to the hydrate surface and away from
the surface. Difference illustrates the effect of the hydrate surface on the morphology of
the monomer and surrounding waters.
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Figure 5.18c: Radial distribution functions between the double-bonded oxygen on PVCap
and the oxygen on water when the PVCap is bound to the hydrate surface and away from
the surface. Difference illustrates the effect of the hydrate surface on the morphology of
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Figure 5.18d: Radial distribution functions between the double-bonded oxygen on VIMA
and the oxygen on water when the VIMA is bound to the hydrate surface and away from
the surface. Difference illustrates the effect of the hydrate surface on the morphology of
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To examine more closely the water-inhibitor interaction, we look at these same RDFs for
the oxygen on the monomer with the oxygen on water and compare them to H20 - OH2
RDFs. This way one can examine both how the monomer fits into the water structure
and how it affects the water structure. The g(r) of PVCap, Figure 5.19, shows a great
deal of correlation between the oxygen on the PVCap and the oxygen on the hydrate and
liquid waters. The double-bonded oxygen falls into a lattice position typically occupied
by a water molecule, thus leading to the strong energy of binding and the favorable free
energy of reaction. In the liquid water phase, this =O is also coordinated in such a
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Figure 5.19a: Radial distribution functions between the double-bonded oxygen on PVCap
and the oxygen on water when the PVCap is bound to the hydrate surface.
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Figure 5.19b: Radial distribution functions between the double-bonded oxygen on PVCap
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The calculated g(r) of PVP, Figure 5.20, does not show the strong correlation with
the hydrate crystal that the g(r) of PVCap does. In fact, the first water oxygen neighbor is
shifted away from the double-bonded oxygen in both the surface bound (a) and liquid
water (b) cases. As evident in Figure 5.20b, the PVP monomer has little effect on the
structure of water in the surrounding area. Finally, one can see from the g(r) of VIMA,
Figure 5.21a, that there is strong correlation in the first water shell both on and off the
hydrate surface; however, unlike PVCap, the subsequent shells do not exhibit strong
correlation. This is due to the double binding site nature of the VIMA monomer
discussed in more detail in the next section. VIMA has two possible binding sites,
between which the monomer frequently switches. These binding sites are not identical
when bound to the hydrate surface (only one is bound at a time) and therefore the 0-0
g(r) is averaged between these two distances, widening the first coordination shell and
smoothing out the subsequent shells. Furthermore, as evident in Figure 5.21b, VIMA
interacts strongly with the water in the liquid solution, where liquid water molecules
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Figure 5.20a: Radial distribution functions between the double-bonded oxygen on PVP
and the oxygen on water when the PVP is bound to the hydrate surface.
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Figure 5.20b: Radial distribution functions between the double-bonded oxygen on PVP
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Figure 5.21 a: Radial distribution functions between the double-bonded oxygen on VIMA
and the oxygen on water when the VIMA is bound to the hydrate surface.
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Figure 5.21b: Radial distribution functions between the double-bonded oxygen on VIMA
and the oxygen on water when the VIMA is in solution away from the hydrate surface.
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5.5 Molecular Characteristics Favoring Inhibition
From our molecular simulations, we have been able to identify two molecular
characteristics that lead to the strong binding of PVCap: (1) a charge distribution on the
edge of the PVCap (from O to CA in Figure 5.22a) that mimics the charge separation in
the water molecules on the surface of the hydrate and (2) the congruence of the size of
the PVCap with respect to the available space at the tetrakaidecahedron binding site.
VIMA has been shown to have an inhibitor effect even stronger than PVCap and exhibits
a similar charge distribution (see Figure 5.22b). However, unlike PVCap, there are two
partially positive carbons (labeled CA and CN in Figure 5.22b) that double the
opportunity for alignment with water to form hydrogen bonds.
PVP has a charge distribution similar to that of PVCap, thus allowing PVP to
form hydrogen bonds with the waters on the hydrate surface. However, the size of the
PVCap ring proves to be much more conducive to strong binding than that of the small
P'VP ring. When PVCap is bound in the open cage, its molecular motion is limited much
more than the motion of the PVP monomer. The RMSD of the PVCap monomer is 1.155
A while that of PVP is 2.466 A, both over a period of 3 ns. More specifically, the atoms
CO and CA on PVCap have RMSDs of 0.509 and 0.659 A while the equivalent atoms on
PVP have RMSDs of 0.844 and 2.390 A, demonstrating that the motion of the carbon
with the double-bonded oxygen (labeled CO) and its adjoining carbon (labeled CA), the
bonding side of the ring, is much more restricted for PVCap compared to PVP.
Therefore, the characteristics of this side of the ring should govern the strength of the
binding interaction.
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Figure 5.22a: Partial Charges on PVCap. Labels on atoms are simply to differentiate
atoms of the same type from one another. For labels with two capital letters the first letter











Figure 5.22b: Partial Charges on N-methyl, N-vinylacetamide. Labels on atoms are
simply to differentiate atoms of the same type from one another. For labels with two
capital letters the first letter is the atom type and the second letter is to label that atom.
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5.6 Conclusions
Within we propose and test a two-fold mechanism for hydrate inhibition by four
inhibitor molecules (PEO, PVP, PVCap, and VIMA) using molecular simulations. The
mechanism hypothesizes that (1) as potential guest molecules become coordinated by
water, form nuclei, and begin to grow, nearby inhibitor molecules disrupt the
organization of the forming clathrate and (2) inhibitor molecules bind to the surface of
the hydrate crystal precursor and retards further growth along the bound growth plane
resulting in a modified planar morphology. Part one of this mechanism is supported by
the results of our molecular dynamic simulations for the four inhibitor molecules studied.
PVCap and VIMA, the more effective inhibitors, show strong interactions with the liquid
water phase under hydrate forming conditions, while PVP and PEO appear relatively
neutral to the surrounding water.
For part two, we test our hypothesis that the degree of inhibition is related to the
strength of binding of the inhibitor to the surface of the hydrate crystal. We find that the
free energy of binding between the inhibitor molecules and the hydrate surface does
correlate directly with the effectiveness of the inhibitors. Inhibitors increasing in
effectiveness, PEO<PVP<PVCap<VIMA, also have increasingly negative (exothermic)
binding energies of -0.2 < -20.6 < -37.5 < -45.8 kcal/mol and binding free energies of
increasing favorability (+0.4 +0.5 < -9.4 < -15.1 kcal/mol). The free energies of
binding of PVP and PEO, +0.5 i 3.7 and +0.4 ± 3.9 kcal/mol respectively, correspond to
neutral equilibrium constants, Keq 1, for binding reactions while the free energies of
binding for the stronger inhibitors, PVCap and VIMA result in Keq >> 1. With Keq >> 1 a
relatively high fraction of the surfaces of ensuing nuclei would be bound by PVCap and
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VIMA, disrupting growth. In addition, two molecular characteristics that lead to strongly
binding inhibitors were found: (1) a charge distribution on the edge of the inhibitor that
mimics the charge separation in the water molecules on the surface of the hydrate and (2)
an inhibitor size similar to the available space at the hydrate-surface binding site. These
two molecular characteristics result in strong hydrogen bonding between the inhibitor
molecule and the surface of a forming hydrate crystal and thus lead to more effective
inhibitor molecules.
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Chapter 6. Overall Conclusions and Recommendations
6.1 Conclusions
The overall thesis goal was to better understand hydrate processes, namely
hydrate phase equilibrium and mechanisms of inhibition, at a molecular level through the
use of quantum chemical, statistical mechanical, and molecular dynamic approaches. By
evaluating previous methods of determining Langmuir constants used in the calculation
of hydrate phase equilibria, we have illuminated flaws in schemes to determine potential
parameters and their accompanying reference parameters. These flaws led to limitations
in prediction outside of the range of experimental data. By applying first principles
methods, we have refined the literature reference parameters for hydrate phase equilibria
significantly, such that these refined parameters actually allow for prediction of
macroscopic events such as phase equilibria and structural changes. We have also
proposed and tested a two-fold mechanism for hydrate inhibition using "low-dosage",
kinetic inhibitor molecules. Molecular characteristics have been examined that can lead
to even more effective inhibitors.
More specifically we conclude that:
1. A site-site potential was developed that characterizes the three-dimensional
hyperspace energy surface of the argon-water interaction and the six-
dimensional surface for methane-water interactions. Many-body effects can
be significant in the argon-water system due to the delocalization of electrons
along the hydrogen bonds. These effects were accounted for by fitting the
Ar-HOH potential characteristic energy to quantum mechanical calculations
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on systems with up to five water molecules interacting with the argon. The
many-body effects are negligible in the methane-water system when our
methane-water site-site potential is used.
2. Precise values for Structure II reference parameters, A°=1077±5 kcal/mol
and AH° =1294+11 kcal/mol and Structure I reference parameters,
Ao =1203±3 kcal/mol and AHO =1170±19 kcal/mol (errors evaluated using
95% confidence intervals), were found using the ab initio site-site potentials.
Using these reference values together with the ab initio site-site potentials, the
equilibrium dissociation pressure was computed within 3% of the
experimental value for pure argon hydrates and within 3.5% of the
experimental value for methane hydrates.
3. Over the temperature range studied, we verified that argon forms Structure II
hydrates as opposed to Structure I hydrates.
4. Methane cage occupancies were predicted to within 5% of experimental
values.
5. Phase equilibria for the mixed hydrate of argon and methane were predicted
within ±3.4% without any fitting parameters. Also the existence of Structure I
to Structure II phase transitions was determined using our ab initio approach.
6. Our cell potential approach was validated by making numerous predictions of
multi-component phase data without fitting mixture data to experiments.
7. The spherically averaged Kihara potential form is adequate in representing the
overall guest-host interaction in structure I; however, guest-host interactions
in the large cage of structure II are not effectively reproduced, thus leading to
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inaccurate reference parameters which have commonly appeared in the
literature.
8. The reference parameters determined and used in this thesis were validated by
their successful utilization in predicting mixed gas hydrate phase equilibrium
data. All mixture predictions in this work are performed without fitting to any
mixture data and nonetheless predict the experimental data accurately.
9. Overall, the cell potential method developed in this work has demonstrated its
effectiveness and applicability to successfully model mixed hydrate systems
without any adjustable parameters. For example, the structure I to structure II
transition for methane-ethane gas mixtures was predicted to occur at 0.75 mol
fraction methane at 274.2 K, within the experimental range measured to be
0.72-0.75 mol fraction methane.
10. We were able to extrapolate the results of the calculated cell potentials to
other systems. The cell potential that is calculated for ethane in a structure I
hydrate lattice provides sufficient quantitative insight into the interaction
between ethane and the water surrounding it in the hydrate that we have been
able to model the ethane-water interaction in a structure II lattice.
11. Several predictions were also developed that await experimental testing. For
example, structure I to structure II phase transitions have been predicted for
methane-cyclopropane gas mixtures outside the temperature range of the pure
cyclopropane structure II envelope. Quintuple (Lw-SI-SII-Lhc-V) points have
been predicted for the ethane-propane-water (277.3 K, 12.28 bar, and
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Xeth,waterfree = 0.676) and ethane-isobutane-water (274.7 K, 7.18 bar, and
Xeth,waterfree 0.81) systems.
12. 3By starting directly from thermodynamic data at finite temperature, and by
using a Boltzmann-weighting scheme over a large configuration space when
calculating our ab initio potential46, our method easily determines an
appropriate cell potential, which accounts for statistical averaging of
configurations over a wide range of temperatures. The basic idea of solving
an inverse problem for an "exact" thermodynamic potential may find further
successful applications in other areas of materials modeling, where ad hoc
fitting ideal structures remains the standard theoretical approach.
13. A two-fold mechanism for hydrate inhibition has been proposed and tested
using molecular dynamic simulations for PEO, PVP, PVCap, and VIMA.
This mechanism hypothesizes that (1) as potential guest molecules become
coordinated by water, form nuclei, and begin to grow, nearby inhibitor
molecules disrupt the organization of the forming clathrate and (2) inhibitor
molecules bind to the surface of the hydrate crystal precursor and retards
further growth along the bound growth plane resulting in a modified planar
morphology. This mechanism is supported by the results of our molecular
dynamic simulations for the four inhibitor molecules studied. PVCap and
VIMA, the more effective inhibitors, shows strong interactions with the liquid
water phase under hydrate forming conditions, while PVP and PEO appear
relatively neutral to the surrounding water.
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14. The free energy of binding for the inhibitors directly correlates with the
effectiveness of the inhibitors. Inhibitors increasing in effectiveness,
PEO<PVP<PVCap<VIMA, also have increasing negative (exothermic)
binding energies of -0.2 < -20.6 < -37.5 < -45.8 kcal/mol and binding free
energies of increasing favorability (+0.4 +0.5 < -9.4 < -15.1 kcal/mol). The
free energies of binding for PVP and PEO of 0.5 ± 3.7 and +0.4 ± 3.9 predict
neutral equilibrium constants, Keq 1, for the binding reactions while the free
energies of binding for the stronger inhibitors, PVCap and VIMA result in
Keq >> 1. This would result in the PVCap and VIMA spending, at equilibrium,
a much higher proportion of their time bound to the surface and prior to
reaching equilibrium there would be a stronger free energy driving force
pushing the inhibitors toward the bound state.
6.2 Recommendations
We recommend that future work in the areas covered by this thesis focus on
applications of the methods described. Continued work on the prediction of multi-phase
hydrate systems could have significant impact in the areas of hydrogen storage, resource
characterization, and thermodynamic stability, while development of more effective
kinetic inhibition is a ripe domain. More specifically, areas of recommended study are:
1. Application of the cell potential method to the library of available literature
values for hydrate equilibrium in systems with occupancy of both cages. The
potential parameters could be linked by physically-relevant potentials between
the two cages, thus allowing for determination of the cell potentials directly
from experimental data.
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2. Application of the ab initio potential method paired with the inclusion of
many-body interactions to multiple occupancy systems of structure I, structure
II, and structure H. These systems are difficult to access and accurately
characterize experimentally due to the extremely high pressures involved.
3. Incorporate equations of state for the fluid phase that are valid or more
accurate at elevated pressures. The Peng-Robinson EOS was used exclusively
in this work and accurately models the fluid fugacity at these relatively low
pressures; however, at pressures in which hydrogen forms a hydrate clathrate
the Peng-Robinson EOS is likely to fail to accurately model the fluid fugacity.
4. Validation of the mechanism for hydrate inhibition and development of more
effective inhibitors, including testing of the hypothesized mechanism for
inhibition.
5. Investigation of the effect of inhibitors on impending hydrate nuclei in order
to quantify the disruption of the formation of nuclei.
6. Identification of new molecules and examination both on the hydrate growth
surface and in solution with hydrate nuclei. These should be tested for their
ability to disrupt nuclei formation and inhibit growth of microcrystals.
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