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An accurate prediction of phase behaviour at conditions far and close to criticality
cannot be accomplished by mean-field based theories that do not incorporate long-
range density fluctuations. A treatment based on renormalisation group (RG) theory
as developed by White and co-workers has proven very successful in improving the
predictions of the critical region with different equations of state. The basis of the
method is an iterative procedure to account for contributions to the free energy of
density fluctuations of increasing wavelengths. The RG method has been combined
with a number of versions of the statistical associating fluid theory (SAFT), by imple-
menting White’s earliest ideas with the improvements of Prausnitz and co-workers.
Typically, this treatment involves two adjustable parameters: a cut-off wavelength L
for density fluctuations and an average gradient of the wavelet function Φ. In this
work, the SAFT-VR (variable range) equation of state is extended with a similar
crossover treatment which however follows closer the most recent improvements in-
troduced by White. The interpretation of White’s latter developments allows us to
establish a rather straightforward method which enables Φ to be evaluated; only the
cut-off wavelength needs then be adjusted. The approach used here begins with an
initial free energy incorporating only contributions from short-wavelength fluctua-
tions, which are treated locally. The contribution from long-wavelength fluctuations
is incorporated through the iterative procedure based on attractive interactions which
incorporate the structure of the fluid following the ideas of perturbation theories and
using a mapping that allows integration of the radial distribution function. Good
agreement close and far from the critical region is obtained using a unique fitted
parameter L that can be easily related to the range of the potential. In this way the
thermodynamic properties of a square-well (SW) fluid are given by the same num-
ber of independent intermolecular model parameters as in the classical equation. Far
from the critical region the approach provides the correct limiting behaviour reducing
to the classical equation (SAFT-VR). In the critical region the β critical exponent
is calculated and is found to take values close to the universal value. In SAFT-VR
the free energy of an associating chain fluid is obtained following the thermodynamic
perturbation theory of Wertheim from knowledge of the free energy and radial dis-
tribution function of a reference monomer fluid. By determining L for SW fluids of
varying well width a unique equation of state is obtained for chain and associating
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systems without further adjustment of critical parameters. We use computer sim-
ulation data of the phase behaviour of chain and associating SW fluids to test the
accuracy of the equation.
Keywords: Crossover, renormalisation group theory, critical point, equation of state,
SAFT-VR, phase behaviour
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I. INTRODUCTION
An accurate characterisation of phase equilibria is essential for the chemical industry, such
as in reservoir processing, where versatile tools able to describe the global thermodynamic
behaviour of fluids, including the critical region are needed. A topical example is the usage of
carbon dioxide for enhanced-oil recovery and storage purposes. The high-pressures involved
combined with the conditions at which carbon dioxide reaches its critical point (304 K and
74 bar1) mean that an accurate description of the critical region of its mixtures becomes
essential. It is common practice to use cubic equations of state, such as the Peng-Robinson
(PR)2 or Soave-Redlich-Kwong (SRK)3 equations because of their simplicity and the fact
that they can perform well far from the critical region. Unfortunately, classical equations of
state, such as cubics and generalised van der Waals equations, are known to fail to describe
the thermodynamic behaviour of fluids close to the critical point; this has been known for
over a century4. The same applies to more sophisticated molecular-based theories such as
the statistical associating fluid theory (SAFT)5,6. The SAFT equation, stemming from the
thermodynamic perturbation theory of Wertheim’s7–12, explicitly takes into account non-
sphericity and directional interactions such as hydrogen bonding and has been shown to
be very successful for the study of the thermodynamic properties and phase behaviour of
complex fluids and mixtures (see reviews13–17). A measure of its success is the numerous
versions of the equation that have been developed over the years (an example of these is the
SAFT-VR equation18 used in this work). Unfortunately, in the critical region, the SAFT
equation faces the same limitations as other classical equations of state.
Classical equations are based on the mean-field approximation, which neglects inhomo-
geneities in the environment of the molecules. On approaching a critical point, however,
density (and concentration, in the case of mixtures) fluctuations of very long wavelength,
exceeding the range of the intermolecular potential become possible. These long-range den-
sity fluctuations cause the thermodynamic properties to obey scaling laws with universal
but non-rational exponents19,20 asymptotically close to the critical point, which cannot be
reproduced by mean-field approaches. A detailed retrospective analysis of mean-field the-
ories can be found in21. Over the past decades, a considerable effort has been expended
in formulating equations of state which not only incorporate the correct asymptotic critical
behaviour but also satisfy a crossover to the regular thermodynamic behaviour far from
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the critical point. Most current methods to take into account inhomogeneities close to the
critical point are based on renormalisation group (RG) theory20,22,23.
The basic idea of RG is a transformation of the system’s Hamiltonian into a renormalised
one with a reduced number of degrees of freedom (finer microscopic degrees of freedom are
integrated out). The theory of critical phenomena and the application of RG is however an
extensive subject (comprehensive reviews can be found in20,22–24). Here we highlight some
of the key works that have aimed at providing a global theory for fluids. One such approach
considers the extension of the Landau-Ginzburg-Wilson theory of critical phenomena, where
fluctuations are characterized based on a local mesoscopic or renormalised Landau-Ginzburg
Hamiltonian, and has been the basis of the work of Sengers and co-workers24. They have
developed a crossover theory25,26 which aims to solve the nonlinear RG equations by map-
ping27,28 the solution of the renormalisation transformation to the classical equation at an
appropriate mapping point or cutoff. To apply this crossover procedure the free energy is
decomposed into an analytical part and a non-analytical critical part in which fluctuations
are included; the latter is expressed using a truncated expansion in temperature and density
variables that are renormalised or rescaled by crossover transformations explicitly incorpo-
rating the known asymptotic critical scaling laws. Although originally applied to a truncated
classical Landau expansion26, this crossover transformation has also been extended to other
equations, as shown by Wyczalkowska et al.29,30 who apply corrections to the equation of
van der Waals. In general this methodology provides a crossover equation for all Ising-like
systems31 and should be applicable to all fluids and fluid mixtures with short-range forces
regardless of the complexity of the intermolecular potential24.
A similar treatment to incorporate the critical scaling laws in the spirit of the crossover-
Landau has been developed by Kiselev32. Although the method uses a somewhat more
phenomenological approach, it has not only been successfully applied to cubic equations 32,
but also to the more sophisticated SAFT equation33; the version of SAFT first considered
was that of Huang and Radosz34(HR-SAFT), but the treatment has been subsequently
extended to other SAFT equations35, including SAFT-VR36,37. Kiselev and Ely38,39 have
recently incorporated an analytical formulation for the crossover function into the crossover
HR-SAFT equation that simplifies the application of the resulting equation. These scaling-
based approaches have the advantage that can be solved in a closed form with a relatively
low number of adjustable parameters; typically at least three.
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Following the idea of RG techniques, Parola and Reatto developed a hierarchical reference
theory of fluids (HRT)40,41, where fluctuations are accounted for gradually. This is accom-
plished using a sequence of intermediate systems in which the effect of density fluctuations
is considered only up to a maximum length scale, characterised by of a cut-off wave vector
parameter, beyond which the fluctuations are considered using a random-phase approxima-
tion. The evolution in the free energy and the n-body direct correlation function for these
intermediate systems is studied for infinitesimal changes of the cut-off parameter, which is
varied over the entire interval, from infinite to zero. The process provides a hierarchy of
coupled equations that need to be integrated; in practice, some closure approximation is
used. This differs from RG theory, according to which the gradual inclusion of fluctuations
is accomplished either by partial integration over fluctuations of large wavelength or by block
averaging. In HRT no degrees of freedom are eliminated in the process. The theory does not
require any additional adjustable parameters, but an important drawback for engineering
applicability is the complexity of its mathematical structure (regarding its application to
simple mixtures the reader is redirected to ref42).
Before the work of Parola and Reatto, Wilson provided a simpler framework for the
qualitative analysis of phase behaviour based on a block averaging technique known as
the phase-space-cell approximation43. The idea is the (reduction of degrees of freedom by)
decomposition of the system in a sequence of blocks of cells, or renormalised Hamiltonians,
in which fluctuations are averaged. Wilson was in this way able to obtain a recursive relation
that leads to explicit values for the critical exponents43. Wilson’s methodology was adapted
by White and coworkers44–47 to develop a global RG theory which reduces to a generalised
van der Waals EOS far away from the critical point (hence extending the range of application
of the original approach, which was restricted to the vicinity of the critical point). Lue and
Prausnitz 48,49 and Tang 50 independently extended the work of White and coworkers to
other potentials; in particular, in these approaches the global equation developed reduces
to a mean-spherical-approximation using a square-well and a Lennard-Jones intermolecular
potential, respectively. Careful analysis of the partition function led Lue and Prausnitz 48,49
to identify some of the approximations that the theory requires, such as the use of a local-
density approximation for the evaluation of the free energy functional of the reference system.
Similarly, Tang 50 also analyzed a number of the assumptions made and elaborated a detailed
derivation of the equations used. Following the work of Lue and Prausnitz, Jiang and
6
Prausnitz51,52 applied the renormalisation corrections to the study of chain molecules. These
extensions of the theory motivated its further application to a number of versions of the
SAFT equations of state (EOS)53–61.
It is useful to mention at this point that the renormalisation treatment incorporated in
all of the works mentioned in the previous paragraph follows the ideas introduced in the
earliest work of White44, as interpreted by Lue and Prausnitz 48 . In the late 1990s, White
presented a series of interesting developments in which the structure of the fluid is incorpo-
rated in the RG methodology explicitly through the use of the radial distribution function 62,
which allows to recast the method in the language of perturbation approaches 63–65. The goal
was to improve the predictive capability of the theory by knowledge of relevant microscopic
intermolecular interactions. These publications add clarity and reinforce the physical basis
of the approach. In general, however, the ideas have not been widely exploited. To our
knowledge, only Tang 50 has attempted to include the radial distribution function in renor-
malisation corrections to the MSA theory, but it is not clear how the radial distribution
function is evaluated in that work.
In this work we follow the renormalisation corrections proposed by White in his later
works and incorporate them in the SAFT-VR EOS18. The SAFT-VR equation has already
been shown to provide an excellent description of the phase behaviour of a wide variety of sys-
tems, including alkanes and perfluoroalkanes18,66,67, carbon dioxide mixtures68–73, water74,75,
polar compounds76–79, aqueous electrolytes80–83, and polymers84,85, to cite some examples.
Its success has already motivated extensions to account for long-range density fluctuations,
as presented by McCabe and Kiselev36,37 who have used a crossover treatment which in-
corporates the theory of Kiselev and Ely33. The theory has been applied to the study of
n-alkanes36, carbon dioxide and water37, and further extended to mixtures of n-alkanes and
carbon dioxide86. A very good description of the entire phase behaviour is obtained with this
method, although at least three additional adjustable parameters are needed. The resulting
approach proposed in our current work requires only one parameter to be adjusted in the
critical region, and we show that it can in fact be related to the range of the intermolecular
potential (a square-well in this work), so that in effect no added parameters are needed to
describe the phase behaviour of real fluids close and far from the critical point accurately.
We follow the most recent improvements of the theory of White63–65, while comparing our
approach to that presented by Prausnitz and coworkers48,49,51,52, which has been the most
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widely applied to SAFT equations53,54,59–61. The results obtained by RG theory are compared
with simulation data for square-well fluids with the aim to obtain a unique equation of state
for a given square-well fluid which can be extended to the study of real compounds with no
added parameters required. This paper is then organised as follows. In the following section
we revisit in detail the theory of White and coworkers (section II A). We find useful to review
in section II B the approach that has been commonly implemented in other SAFT equations
motivated by the work of Lue and Prausnitz 48,49 . In section III key details of the SAFT-VR
equation (section III A) are reviewed in order to describe how the renormalisation corrections
are coupled with SAFT-VR in this work (section III B). Calculation details are provided in
section III C. Results for square-well monomers of varying range, chains of multiple square-
well segments and associating square-well fluids are presented and compared with simulation
data in section IV. Final conclusions are given in section V.
II. THEORETICAL FRAMEWORK AND METHODOLOGY
A. Renormalisation method
In the renormalisation approach of White44–47,62–65 a recursive procedure is used to include
the contribution to the free energy density (f = A/V ) of fluctuations of increasingly long
wavelengths up to the correlation length. Following his most recent work63–65, the interaction
potential is expressed as a sum of separate repulsive and attractive contributions U [ρ(r)] =
Uref [ρ(r)] + Uatt[ρ(r)], where both are functionals of the density distribution ρ(r). In the
spirit of perturbation theories87, the free energy density of a fluid (located in a domain Ω of
volume V =
∫
Ω
dr which at temperature T has an average density ρ = N/V ) is approximated
as
exp
[
−V f(T, ρ)
kBT
]
=
∑
[ρ(r)]
exp
[
− 1
kBT
∫
Ω
drfref
(
T, ρ(r)
)− 1
kBT
< Uatt >ref (T, [ρ(r)])
]
,(1)
where kB is Boltmann’s constant, fref the free energy density of a an unperturbed system of
reference and < Uatt >ref the Boltzmann average of the attractive part of the potential over
a set of density distributions with fluctuations of the shortest wavelengths. This range of
fluctuations only affects the repulsive part of the potential energy; i.e. only this portion of the
potential is used in the averaging. In equation (1) summations over density fluctuations [ρ(r)]
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need to be performed to include corrections corresponding to increasingly long wavelengths.
These corrections are incorporated by adding contributions from < Uatt[ρ(r)] > to the
expression of fref in such a way that fref is repeatedly modified towards a final expression for
the free energy f(T, ρ). Summations over the shortest wavelength fluctuations, which have
negligible effect on < Uatt[ρ(r)] >, are considered to be included in the initial expression of
fref .
The renormalisation procedure starts by selecting a certain cut-off wavelength L, chosen
such that density fluctuations of shorter wavelengths account fully (or almost fully) for fref
(while making a negligible contribution to Uatt). Fluctuations with wavelengths longer than
L contribute almost entirely to Uatt and are treated by RG. It is assumed that within the ref-
erence term, contributions that are not necessarily only related to repulsive interactions are
taken into account; i.e., that other free energy terms may be treated outside the renormali-
sation. This implies the assumption that the classical equation of state (SAFT-VR in this
work) provides an accurate description of the free energy from relatively short-wavelength
fluctuations up to the cut-off L. Equation (1) can be rewritten as
exp
[
−V f(T, ρ)
kBT
]
=
∑
[ρs(r)]
exp
[
− 1
kBT
(∫
Ω
drf0
(
T, ρs(r)
)
+ U(T, [ρs(r)])
)]
, (2)
where f0 and U refer, respectively, to fref and < Uatt>ref in equation (1). Following White’s
notation, [ρs(r)] is the portion of the global set of density distributions [ρ(r)] containing
fluctuations of wavelengths λ > L. The procedure consists then in summing the contribu-
tions to U over the amplitudes of fluctuations of increasing wavelength within the set [ρs(r)];
these are then added to f0.
The set of density distributions [ρs(r)] is divided into [ρD(r)] containing the fluctuations
of the shorter wavelengths and a set [ρl(r)]. Equation (2) can be then written as
exp
[
−V f(T, ρ)
kBT
]
=
∑
[ρD(r)]
exp
[
− 1
kBT
(∫
ΩD
drfD
(
T, ρD(r)
)
+ UD(T, [ρD(r)])
)]
+
∑
[ρl(r)]
exp
[
− 1
kBT
(∫
Ω
drf0
(
T, ρl(r)
)
+ U(T, [ρl(r)])
)]
, (3)
where ΩD is a smaller subdomain within Ω and the subindex in fD and UD is simply to
emphasize that they are evaluated within that domain. At a given iteration, the first one in
this case, only this set of density distributions [ρD(r)] is considered.
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The problem is then simplified by grouping the fluctuations contained in [ρD] in what is
known as a wave packet in the phase-space-cell approximation of Wilson43. Applied in the
context of White’s methodology, the idea is the division of the total (volume) domain Ω in
subdomains ΩD of volume VD, within which the density fluctuations contained in [ρD(r)]
can be taken to be coherent (i.e., they are replaced by a single fluctuation of wavelength
λD). The recursive relations are then applied to this volume, with the problem reduced
to the treatment of a unique fluctuation per iteration.The result of this approximation for
the sum over the fluctuations [ρD(r)] in equation (3) is expressed as δf1 in the first step
of the iterative process. δf1 therefore approximates the contribution to the free energy of
wavelength components of L < λ < λ1 = λD. The first iteration concludes with the addition
of δf1 to f0(ρl) to obtain a new renormalised free energy function f1(ρl) given by
f1(T, ρl(r)) = f0(T, ρl(r)) + δf1(T, ρl(r)). (4)
To evaluate δf1, the dependency of fD and uD(expressed both in volume units of VD)
is initially written as fD = f0(T, ρs) − f0(T, ρl) (continuing with the example of the first
iterative step) and uD = u(T, ρs, λD) − u(T, ρl, λD), where each u is now per unit volume.
The density ρs is still expressed as the sum of ρD and ρl; ρl(r) is approximated to have
constant amplitude within the volume of ΩD and only the variation in the amplitude of the
fluctuation ρD is considered. An average of fD within ΩD is taken over density fluctuations
ρD of amplitude x corresponding to the same extent to positive and negative deviations over
the density ρl, while uD is evaluated in the same way, but in this case, it is also dependent
on the wavelength of the fluctuations. As shown in more detail later, integration over all the
possible range of amplitudes x for the fluctuation represented by [ρD(r)] is then performed.
In this way, fluctuations have been averaged within the volume of VD and the calculated
increment δf1(ρl) corresponds then to a local contribution to the free energy that can be
added to the, also local, f0(ρl) to form a new renormalised function (equation (4)).
Summations still need to be performed over the remaining set of density distributions
[ρl(r)]; this is done in the same fashion following iterative steps (i.e., f1(ρl) is used in the
second iteration in place of f0(ρs)). In this iterative process increasingly larger averaging
volumes VD are used, with a bigger wave-packet grouping longer wavelengths considered
in each iteration. This averaging volume is taken to be64 VD = (λD/2)
3 with a value of
λD that is doubled each step; i.e., λD for the n
th-step is assumed to be multiple 2n of the
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reference wavelength L, or λn = 2
nL.88 This process of summation over density fluctuations
ρD in successive iterative steps will continue until only density fluctuations of very long
wavelengths are left to be summed. For very long wavelengths, the fluctuating effect of
these components in U will be negligible, so that U will thereafter remain (practically)
constant (independent of wavelength) and the iterative process will converge. This final
contribution from U , independent of wavelength, will need to be added at the end of the
iterative process (cf. equation (32)).
In order to clarify the derivation of the recursive relations, we start by rewriting the
previous equation generically for the nth-step (from n− 1 to n) in the iteration, such that
fn(T, ρl(r)) = fn−1(T, ρl(r)) + δfn(T, ρl(r)). (5)
As mentioned earlier, δfn is obtained through a sum over fluctuations represented by [ρD(r)]
as
exp
[
− 1
kBT
∫
ΩD
drδfn(T, ρl(r))
]
=∑
[ρD(r)]
exp
[
− 1
kBT
∫
ΩD
drfD(T, ρD(r))− 1
kBT
UD(T, [ρD(r)])
]
. (6)
Within the domain ΩD the longer wavelength density components represented by ρl(r) can
be assumed to be so slow-varying, and so as to have constant amplitude. The increment
δfn(T, ρl) can then be taken out of the integral in the left hand side of the equation, so as
to give
∫
ΩD
dr = VD. Taking the logarithm on both sides, δfn can be expressed as
δfn(T, ρl(r)) = −kBT
VD
ln
ID(T, ρl, x, λD)
I∗D(T, ρl, x)
, (7)
where ID is an integral over the amplitudes x of the wave-packet of central wavelength λD
that replaces the sum over density fluctuations [ρD(r)] in equation (6), so that for a complete
determination of δfn, the evaluation of the ratio of the function ID over a reference case I
∗
D
is required. ID in (7) is given by,
ID(T, ρl, x, λD) =
∫ ρl
0
exp
[
− VD
kBT
(
fˉD(T, ρl, x) +
UˉD
VD
(T, ρl, x, λD)
)]
dx, (8)
whereas I∗D is evaluated at conditions corresponding to mean-field; i.e., for relatively short
wavelengths in comparison to the range of the attractive potential, so that the attractive
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part UD/VD is negligibly small and makes no contribution to fn. The resulting equation is
thus
I∗D(T, ρl, x) =
∫ ρl
0
exp
[
− VD
kBT
fˉD(T, ρl, x)
]
dx. (9)
The functions fD and uD (uD = UD/VD) are evaluated as averaged within the individual
subdomains considered, based on wave packets of amplitude x, as
fˉD(T, ρl, x) =
fn−1(T, ρl + x) + fn−1(T, ρl − x)
2
− fn−1(T, ρl), (10)
and,
uˉD(T, ρl, x, λD) =
u(T, ρl + x, λD) + u(T, ρl − x, λD)
2
− u(T, ρl, λD). (11)
Here, both functions are averaged in the same way, although noting that uˉD depends not
only on the amplitude x of the fluctuation but also on its wavelength λD. In equation (11),
the average value for uD follows from the evaluation of uD as u(T, ρs, λD)− u(T, ρl, λD), as
mentioned earlier.
In order to present the expression used for u in this work, and avoiding a lack of gener-
ality, we refer hereafter to the more generic case of evaluating U(T, [ρs]). In particular, the
attractive energy for two-body interactions (at first order in perturbation theory) is used,
which is be given by89
U (T, [ρs(r)]) =
1
2
∫
Ω
dr′
∫
Ω
drρs(r
′)ρs(r)φatt(|r′ − r|)
× gref(T, ρs, |r′ − r|), (12)
where φatt(|r′ − r|) is the attractive part of the intermolecular pair potential and gref is the
pair correlation function for the reference system (hard-sphere in this case). If ρs(r) were
approximately constant within smaller subdomains Ω ′ of volume V ′ =
∫
Ω′ dr < V then it
would be possible to express U in equation (12) locally within Ω′, as
U(T, ρs) =
∫
Ω′
dr′us(T, ρs), (13)
where
u(T, ρs) =
1
2
ρ2s
∫
Ω
drφatt(r)gref(T, ρs, r) (14)
= −ρ2sa(T, ρs), (15)
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and where a(T, ρs) is given by
a(T, ρs) = −1
2
∫
Ω
drφatt(r)gref(T, ρs, r). (16)
Note that the van der Waals mean-field energy is obtained from the expression above with
gref = 1, i.e.,
α = −1
2
∫
Ω
drφatt(r). (17)
In the preceding derivation the assumptions corresponding to spherically symmetric
φatt(|r′−r|) = φatt(r) and gref(T, ρs, |r′−r|) = gref(T, ρs, r) are considered, following White’s
work62. This local-density treatment would be appropriate in the limit of slow varying fluc-
tuations, i.e. in the limit of very long-wavelengths.
A more general expression can be considered when ρs(r) is not constant within VD but
instead consists of a sinusoidal fluctuation with wave vector k and wavelength λD = 2π/k =
2nL. The generalisation of equation (13) can then be written as:
u(T, ρs) =
1
2
ρ2s
∫
Ω
dr cos(kr)φatt(r)gref(T, ρs, r) (18)
= −ρ2saλD(T, ρs), (19)
where aλD(T, ρs) is given by
aλD(T, ρs) = −
1
2
∫
Ω
dr cos(kr)φatt(r)gref(T, ρs, r). (20)
Equation (18) can be derived following White’s work45,46 rewriting equation (12) as
U(T, [ρs(r)]) = −a(T, ρs)
∫
Ω
drρ˜s(r)ρs(r), (21)
where a is given by equation (16), and
ρ˜s(r) = − 1
2a(T, ρs)
∫
Ω
dr′ρs(r′)φatt(|r′ − r|)gref(T, ρs, |r′ − r|) (22)
is the weighted average density of neighboring molecules that lie within the volume of the
well that surrounds a single molecule (here a weighted-density approximation approach is
used). For a single sinusoidal fluctuation, ρs(r) = ρs
√
2 cos(k.r + ϕ)90 and for the case of an
isotropic potential, from equation (22),
ρ˜s(r) = −
√
2
a(T, ρs)
ρs cos(k r + ϕ)Uk, (23)
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where, Uk is given by the cosine Fourier component of φ
att(r)gref(T, ρs, r),
Uk =
1
2
∫
Ω
dr cos(kr)φatt(r)gref(T, ρs, r), (24)
which leads to expression (18) by substitution into (21).
We will assume here we can extend the treatment so far presented to chains of tangentially
bonded spheres. Following the work of Jiang and Prausnitz 51 , equation (19) is modified to
incorporate a factor m2, accounting for the m2 segment-segment interactions between pairs
of molecules, so that
u(T, ρs) = −(mρs)2aλD(T, ρs), (25)
where ρs is the molecular number density as before.
It is useful at this point to summarise the main equations of the method considering a
generic step n (n > 0) and the free energy evaluated at a density ρ. Let us start by denoting
with fˆ the sum of the reference term and the attractive perturbation, fˆn−1 = fn−1 + u, so
that using equation (25),
fˆn−1(T, ρ) = fn−1(T, ρ)− (mρ)2aλn(T, ρ), (26)
for the term including the corrections for wavelengths comparable to the range of the at-
tractive potential, and
fˆ ∗n−1(T, ρ) = fn−1(T, ρ), (27)
for the term evaluated at mean-field conditions (i.e., short-wavelengths compared to the
range of the attractive potential). Taking averages, according to equations (10) and (11),
Din(T, ρ, x) =
fˆ in−1(T, ρ + x) + fˆ
i
n−1(T, ρ− x)
2
− fˆ in−1(T, ρ), (28)
where i refers to either fˆn−1 or fˆ ∗n−1 and integrating following equations (8) and (9),
I in(T, ρ) =
∫ ρ′
0
exp
[
− Vn
kBT
Din(T, ρ, x)
]
dx, (29)
where the limit of integration ρ′ is defined to be the minimum of ρ or ρmax − ρ, where ρmax
is set to the limit for a packing fraction η in the fluid range. The averaging volume Vn is
obtained as Vn = (λn/2)
3. Equation (7) is then calculated as
δfn(T, ρ) = −kBT
Vn
ln
In(T, ρ)
I∗n(T, ρ)
, (30)
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the free energy for iteration n is
fn(T, ρ) = fn−1(T, ρ) + δfn(T, ρ), (31)
and the final total free energy is given by
f(T, ρ) = lim
n→∞
fn(T, ρ) + f
att(T, ρ). (32)
Here f att(T, ρ) is the contribution due to density fluctuations of the longest wavelength
(which can be expressed as f att(T, ρ) = −(mρ)2a(T, ρ) as given by equation (14)), so that
the classical behaviour can be recovered in the limit of low temperatures at which the
corrections δfn given by equation (30) are negligible. Although, equation (32) is strictly
“exact” in the limit n →∞, in practice just a few iterations are necessary.
B. Usual implementation in SAFT approaches
In usual implementations of the RG relations in SAFT approaches53,54,59–61, equations (26)
and (27) are expressed as
fˆn−1(T, ρ) = fn−1(T, ρ) + (mρ)2α
Φω2
22n+1L2
(33)
and
fˆ ∗n−1(T, ρ) = fn−1(T, ρ) + (mρ)
2α, (34)
where α is the van der Waals parameter (equation (17)) and Φ is said to be related to
the average gradient of the wavelet91. These expressions can be derived from equation (18)
rewritten for the case of chains, by using an expansion and truncation at second order of
the sine, such that
u(T, ρ) =
1
2
(mρ)2
∫
4πr2dr
sin kr
kr
φatt(r)gref(T, ρ,r) (35)
=
1
2
(mρ)2
∫
4πr2
(
1− 1
3!
(kr)2
)
φatt(r)gref(T, ρ,r)dr
= −(mρ)2α + (mρ)2α(4π
2)ω2
22n+1L2
, (36)
assuming that gref = 1 and noting that k = 2π/λn and λn = (2
nL). The second term on the
right hand side of equation (36) is very similar to that in (33) used by Prausnitz and later
contributions48,49,51–54,59–61 with the addition of the extra parameter Φ, while ω is given by:
ω2(T, ρ) = − 1
3!α
∫
Ω
4πr2φatt(r)r2dr. (37)
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In White’s method, equation (36) can be used as an approximation of the attractive term
−(mρ2)aλn in equation (26), where, according to the methodology L defines the cut-off
length separating the repulsive and attraction contributions of the free energy. However,
in these other works48,49,51–54,59–61, the cutoff length L has a slightly different meaning: it
instead separates the classic (mean-field) part of the free energy and the non-classic (critical)
part. In their application of White’s method the cutoff length is selected up to a certain
wavelength so that the initial f0 can be assumed to be accurately described with a mean-field
theory92. For the reference function I∗D (equation (9) which leads to (27)) to include only
short-wavelength components, the long-wavelength components of f0 (and the successive
fn−1) need to be subtracted as −{−α(mρ)2} (cf. equation (34)). This term also needs to
be subtracted for the evaluation of ID, as u cannot include the term {−α(mρ)2} already
included in f0 (and again, propagated on every fn−1); the subtraction of {−α(mρ)2} in the
expression for u given by equation (36) leads to (33). This interpretation thus leads to
equations (33) and (34) of Prausnitz’s method and stresses their relation to equations (26)
and (27) used in White’s method.
In usual SAFT implementations of the method the structure of the fluid is thus neglected;
i.e. a gref = 1 is considered in equations (33) and (34) and instead an additional parameter
Φ is introduced in (33) (in the case of equation (34) it is justified, following the previous
discussion, based on the van der Waals approximation for long wavelengths). Conceptually,
an analogy between the assumption of Φ as an adjustable parameter containing the radial
distribution function and the idea of the influence parameter c used in density gradient
theory (DGT)93,94, in which an expansion in Taylor series around a local Helmholtz free
energy is carried out up to the second-order term, for the calculation of interfacial properties
is possible. The resulting approach requires two parameters in order to evaluate the free
energy: L the cut-off wavelength and Φ the average gradient of the wavelet. Often one of
these is set to an arbitrary value48,49,51,52 determined to provide good accuracy. Bymaster
et al. 59 present in their paper a very useful discussion of the different approaches and the
way the fitting is carried out in different implementations. For completeness we summarise
in table I the relevant approaches and parameters presented in previous works.
The rest of the iterative procedure used in these implementations is the same as dis-
cussed earlier, with the only difference that the total free energy density is obtained directly
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as53,54,59–61
f(T, ρ) = lim
n→∞
fn(T, ρ), (38)
instead of through equation (32).
A final difference to note between the formulation of White and those used in previous
SAFT implementations is the definition of the volume within which fluctuations are aver-
aged. Defining the volume as Vn = (λn)
3 leads to the expression of Kn used by Prausnitz
et al.48,49,51,52 and later contributions53,54,59–61, where Kn = kBT/Vn = kBT/(2
3nL3). In con-
trast, in recent works63–65 White proposes Vn = (λn/2)
3 leading to Kn = kBT/(2
3(n−1)L3)95.
In this work we have opted for the latter definition, since it improves the resulting value of
the critical exponent β (cf. section IV).
III. APPLICATION TO SAFT-VR
A. The SAFT-VR equation of state
In the SAFT-VR approach18 the fluid considered corresponds to associating chains of
segments interacting through attractive potentials of variable range. In this work we consider
chains of m tangent spheres of diameter σ that interact through square-well potentials
φSW(r) =

+∞ if r < σ
−² if σ ≤ r ≤ λσ
0 if r > λσ
, (39)
where r denotes the distance between the centers of two segments and ² and λ represent the
energy and the range of the square-well interaction, respectively. Directional interactions
such as those of hydrogen bonds are mediated by adding off-center associating sites to the
molecules. For an associating chain fluid, the Helmholtz free energy in SAFT-VR can be
written as18
f = f ideal + fmono + f chain + f assoc, (40)
expressed, for convenience as free energy densities f = A/V = aρkBT , with a = A/NkBT ,
where N is the number of molecules. The monomer contribution fmono is described based on
a high-temperature Barker and Henderson perturbation expansion96–98 truncated at second
17
order, over a hard-sphere reference system so that
fmono = fHS + f1 + f2. (41)
The Carnahan-Starling expression99 is used for the reference hard-sphere term fHS of a pure
fluid. The first perturbation term f1 or mean-attractive energy is given by
f1 = −1
2
(mρ)2
∫ ∞
σ
4πr2φSW(r)gHS(ρ, r)dr, (42)
where gHS(ρ, r) is the monomer-monomer radial distribution function of the reference hard-
sphere fluid. As discussed in the original paper, this term can be factorised out of the integral
as gHS(ρ; ξ) for a certain distance ξ which satisfies the mean-value theorem. Furthermore,
it is possible to map gHS(ρ; ξ) to the contact radial distribution function evaluated at an
effective density so as to finally obtain f1 as
f1 = −1
2
(mρ)2gHS(ρeff ; σ)
∫ ∞
σ
4πr2φSW(r)dr. (43)
The second order term f2 is described using the local compressibility approximation of Barker
and Henderson96–98, where the fluctuation of the attractive energy is interpreted based on
the compression of the fluid at the local level by
f2 = −1
2
²
kBT
KHS(mρ)2
∂(f1/ρ)
∂ρ
, (44)
where KHS is the Percus-Yevick expression for the isothermal compressibility of the hard-
sphere fluid98.
The contribution to the free energy due to the formation of a chain of m segments is
given in the standard TPT1100 as,
f chain = −(kBT )ρ(m− 1) ln gSW(T, ρ; σ), (45)
where gSW(T, ρ; σ) is the pair correlation function for a system of square-well monomers
evaluated at hard-core contact18.
The contribution due to molecular association for s sites is described following Wertheim’s
theory7–10. It is expressed as a function of the fraction of molecules Xa not bonded at given
sites a as101
f assoc = (kBT )ρ
[
s∑
a=1
(
ln Xa − Xa
2
)
+
s
2
]
, (46)
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where s is the total number of sites a on a molecule. The fraction of molecules not bonded
at each site is obtained by solving the following mass action equation:
Xa =
1
1 +
∑s
b=1 ρXbΔa,b
, (47)
where b denotes the set of sites capable of bonding with sites a. The function Δa,b char-
acterizes the association between site a and site b on different molecules. It is determined
from the Mayer function Fa,b = exp(²
HB/kBT )− 1 of the a− b site-site bonding interaction,
the volume Ka,b available for bonding and the contact value of the pair radial distribution
function as18
Δa,b = Ka,bFa,bg
SW(T, ρ; σ). (48)
The bonding volume Ka,b is determined based on an analytical expression
101 as a function
of the distance (r∗d = rd/σ) at which the sites are located from the center of the segment,
and the range (r∗c = rc/σ) of the site-site interaction.
B. Renormalisation method coupled with SAFT-VR
The main contribution of our present work is to consider an appropriate approximation to
evaluate the integral in equation (18) (equation (35) in the case of chains) such that we can
dispense with the parameter Φ typically used. We have performed a comparison between
the numerical integration of equation (35) using the radial distribution function treated in
the Percus-Yevick approximation89,102 gHS(PY), with approximations to different truncations
in the expansion of the sinusoidal function, i.e.
u(T, ρ) =
1
2
(mρ)2
∫ ∞
0
4πr2
sin kr
kr
φSW(r)gHS(PY)(ρ, r)dr
=
1
2
(mρ)2
∫ ∞
0
4πr2
(
1− 1
3!
(kr)2 +
1
5!
(kr)4 − ...
)
× φSW(r)gHS(PY)(ρ, r)dr. (49)
We find an expansion to third order to be of sufficient accuracy for the calculation of fluid
phase behaviour (figure 1). An expansion incorporating only the first two terms leads to
similar results with the volume definition used in this work, but if V = (λn)
3 is used, a third
order expansion is needed for similar accuracy. In the interest of generality we have chosen
to carry out this expansion always to third order; this adds a small computational cost.
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In order to avoid the numerical evaluation of the radial distribution function and of the
integral above, we use at this point the mean value theorem in a manner entirely analogous
as perfomed in the SAFT-VR approach. We factor out of the integral the radial distribution
function evaluated at contact at an effective density, so that
u(T, ρ) =
1
2
(mρ)2gHS(ρeff ; σ)
[∫ ∞
0
4πr2φSW(r)dr
−
∫ ∞
0
r2
1
3!
(kr)2φSW(r)dr +
∫ ∞
0
r2
1
5!
(kr)4φSW(r)dr
]
, (50)
which leads to integrals that can be easily evaluated analytically. The Carnahan-Starling
expression for the radial distribution function of the hard-sphere at contact 99 is used here.
Note that, at this point, the effective density in gHS(ρeff ; σ) does not correspond to that in the
original SAFT-VR approach, but to that satisfying the mean value theorem for the evalua-
tion of the integral shown. The key is now to find a parameterisation for ρeff(ρ, λ, λn) where
λ is the range of the square-well potential and λn is the wavelength of the density fluctuation
considered at a given step n. To simplify the mapping we consider here an approximation on
the right-hand side of equation (49). We note that the first term corresponds to the mean-
attractive energy as described in the original SAFT-VR work18, and so the same mapping
as used in the original equation can be incorporated here to evaluate the radial distribution
function in this term. The two remaining terms have a less significant contribution to the
sinusoidal function, and are treated assuming a mean-field approximation (i.e., gHS = 1).
An analogous approximation has been implemented in a density functional treatment with
the SAFT-VR approach103.
The integral is then expressed as
u(T, ρ) =
1
2
(mρ)2
[
gHS(ρeff ; σ)
∫ ∞
0
4πr2φSW(r)dr
−
∫ ∞
0
r2
1
3!
(kr)2φSW(r)dr +
∫ ∞
0
r2
1
5!
(kr)4φSW(r)dr
]
,
= −(mρ)2
[
gHS(ρeff ; σ)α−
(
4π2
22n+1L2
)
αω2 +
(
4π2
22n+1L2
)2
αγ
]
, (51)
where gHS(ρeff ; σ) is evaluated following
18. And in the particular case of a square-well po-
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tential, expressions for a, ω2 and γ are obtained as follows:
α = −1
2
∫ λσ
σ
4πr2φSW(r)dr =
2
3
π²σ3(λ3 − 1); (52)
ω2 = − 1
3!α
∫ λσ
σ
4πr4φSW(r)dr =
1
5
σ2
λ5 − 1
λ3 − 1; (53)
γ = − 1
5!α
∫ λσ
σ
4πr6φSW(r)dr =
1
70
σ4
λ7 − 1
λ3 − 1 . (54)
So that in the resulting approach only one parameter L is required to incorporate the critical
fluctuations.
In our proposed implementation of White’s method the initial term f0 is modified com-
pared to that including only repulsive interactions used by White and coworkers. The
description of the free energy according to a perturbation scheme can be assumed to be
based on a reference term which incorporates all the contributions to the free energy due to
“short-range” interactions. These are the ideal, repulsive hard-sphere, chain and association
terms, which are included in the zero-order term f0 as
f0(T, ρ) = f
ideal(T, ρ) + fhs(T, ρ) + f chain(T, ρ) + f assoc(T, ρ) + f2(T, ρ). (55)
As can be seen, the expression also includes the second order term in the high-temperature
perturbation expansion of the monomer term f2. This partitioning of the free energy has
also been used in the context of a DFT approach for interfacial properties 103. These terms
are treated locally in the so-called SAFT-VR DFT approach103. In this work, the zero-order
solution incorporating these terms can also be treated locally, in a local density approxima-
tion (LDA), such that the free energy density f0(ρ(r)) is expressed as a simple function, not
a functional of the local density ρ(r). Long-range dispersion interactions are incorporated
throughout the renormalisation procedure in our work, after which the mean-attractive en-
ergy f1 (cf. equation (42)) is finally incorporated replacing f
att in equation (32). Note
that the expression for f att that was suggested in section II A following White’s work, is
entirely equivalent to that of f1 in the SAFT-VR equation. The wave-length cut-off param-
eter L in our work separates the short-wavelength components that can be treated locally,
from the long-wavelength components, which are treated through the RG corrections; the
methodology used thus follows White’s derivation as detailed in section II A.
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C. Calculation details
Following work carried out by previous authors44,48,49,51–54,59,61,63–65 the integral in equa-
tion (29) is evaluated by numerical integration using the trapezoid rule method and equal
size steps. Our standard method was set to use a 1000-point grid in density for the inte-
gration. We have checked that this number can be reduced to 400, a number already used
in previous works59,61, with no noticeable change in the results presented here, although
evaluating the free energy, using a 1000-point grid for the density integration allowed us to
extend the corrections to lower temperatures. The maximum integration limit ρ′ is set to
be the minimum of ρ or (ρmax − ρ) using the ρmax that corresponds to a value of 0.48 in
packing fraction η. This boundary is chosen to ensure liquid-like conditions and is also based
on the region of validity of the current parametrization for the radial distribution function
used in SAFT-VR18. In practice, however, in most cases the calculation can be performed
up to values of ρ′ half the maximum density given by a face-centered cubic (fcc) structure
(η ' 0.74) as done in other works59,61.
As pointed out53,59,61, the method can be considered to converge after n = 5 iterations.
The final expression for the free energy density (equation (32)) is evaluated at the same
density intervals and fitted using cubic spline interpolation at each iteration; the numerical
algorithms group (NAG) routines104,105 are used to fit the splines. Through the calculation
of the first derivatives, the chemical potential μ = ∂A
∂N
|T,V and the pressure p = − ∂A∂V |T,N can
be obtained. For convenience reduced variables are defined during the calculations. The
reduced temperature is defined as T ∗ = kBT/², the reduced pressure as p∗ = pb/² (b is the
volume of a spherical segment, b = πσ3/6) and the reduced number density as ρ∗ = ρσ3.
The implementation of the renormalisation group treatment introduces the parameter L,
which is reduced as L∗ = L/σ.
IV. RESULTS AND DISCUSSION
We compare the results provided by the SAFT-VR + RG approach with existing simu-
lation results for square-well monomer fluids of different potential range. Here we limit the
range of the potential to 1.1 ≤ λ ≤ 1.8. Although SAFT-VR has been extended outside this
range106 values of 1.1 ≤ λ ≤ 1.8 are usually sufficient for modelling the phase behaviour of
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real fluids75. The vapour and liquid coexisting densities for SW fluids of λ = 1.25, 1.375, 1.5
and 1.75 can be seen in figure 2. The corresponding vapour pressures are shown in figure 3.
In each case the parameter L is adjusted to provide an accurate critical temperature; good
predictions are obtained for the critical density and the pressure (cf. table II). Based on
the assessment provided by del R´ıo et al. 107 , only the most reliable data has been used in
the critical region. In the case of the pressure where the scatter is more evident, our results
show a better agreement with the more recent hybrid MC data of del R´ıo et al. 107 for the
longest λ studied (these data are less affected by fluctuations in density in the simulation
method than that of Vega et al. 108 whose error bars are shown in 3). In table II the critical
adjustable parameter L obtained for each SW range considered is shown together with the
values of the calculated critical constants and the critical exponent β. The values of L are
seen to increase with the range of the potential λ, which agrees with the fact that mean-field
theories become more accurate (note that a larger L corresponds to a lower correction of
the classical free energy terms). In particular, L is found to correlate well with a quadratic
function of the range of the square-well. The departure from linearity can be related to
the effect of non-conformal changes with changes of the square-well range, which have been
studied previously (see, for example, ref109). We propose a correlation for L∗ = L/σ given
by
L∗ = 8.509(λ− 1)2 − 4.078(λ− 1) + 4.914. (56)
Note that because of the somewhat arbitrary definition of L, its value cannot be directly
compared to the range of the square-well for qualitative purposes. The value of L depends
upon the definition of the initial wavelength λ1 in the iterative process. The same results
would for example be obtained by defining the n-wavelength as λn = (2
n−1L) instead of
λn = (2
nL), but in this case the value of L would be double that presented here.
It is apparent from figure 2 how the implementation of the renormalisation approxi-
mations in the equation causes a flattening of the curves, decreasing the calculated critical
temperature compared to that of the classical method, whereas the critical density is affected
considerably less; this has been noted in previous works30. Although the applied corrections
may look overaccentuated in the appearance of the curve, they reproduce a critical expo-
nent close to the universal value (see table II). We have observed that the definition of the
volume over which fluctuations are averaged has an important effect on this result. The
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results presented here correspond to the case in which the volume is defined as Vn = (λn/2)
3
following recent work by White63–65. The curves exhibit a less accentuated flattening when
the alternative definition of the volume Vn = (λn)
3 is used, but this is at the expense of
deteriorating the value of the critical exponent β.
In figure 4 the density width (Δρ = ρliq−ρvap) over temperature distance (ΔT = Tc−T )
below the critical point is shown. The results obtained with the original SAFT-VR are also
plotted for comparison. The trend of the curves changes from a slope close to approximately
1/3, the “universal” value of the β critical exponent for Ising-like systems20,22, towards a
value closer to 1/2, characteristic of classical behaviour, far from the critical point. The
slope of the curve changes gradually for the case of the longest λ and more suddenly for
shorter ranges. These changes reproduce the flattening of the coexisting density curves seen
in figure 2. A similar trend for the slope changing from a value of 1/3 towards a somewhat
smaller value was observed earlier65 in the study of a square-well fluid of λ = 1.5. (A small
variation in the volume Vn as a function of the range λ can be used to smooth the sudden
change in the curves, but this is out of the scope of the present work).
The critical exponent β is determined using the data in figure 4 by using temperatures
in the range 0.01-1% below the critical point. Small deviations from linearity are noted
for values of temperature very close to the critical point with the shortest λ considered
(λ = 1.25). Increasing the number of iterations from n = 5 to n ≥ 7 the expected linear
behaviour is obtained; the calculated phase behaviour at conditions further from the critical
point is unaltered. The calculated values of β shown in table II correspond to calculations
obtained for n = 7 iterations. In general they all are in good agreement with the known
universal value β = 0.325 ± 0.001520, β = 0.326 ± 0.00219.
Once the thermodynamic properties of the monomer SW fluids are obtained, we take
advantage of the SAFT formalism and the TPT1 approach and study chains of SW seg-
ments. We consider chains of square-well segments of λ = 1.5, for which simulation data
are available. The chain properties can be directly obtained using L∗ = 5.002 as corre-
sponds to the SW fluid with λ = 1.5. The phase behaviour is presented in figures 5 and 6,
and the critical parameters are collected in table III. We find that the approach overpre-
dicts the liquid densities and underestimates the vapour densities, as is the case for the
original SAFT-VR. This effect increases with chain length. The critical parameters are re-
produced in good agreement with the simulation data (table III), although it is noticeable
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that the deviations in T ∗c increase with increasing chain length. Differences arise, in part,
from the linear approximation in TPT1, in which the many-body distribution function (e.g.
g
(3)
N (r1, r2, r3)
89) is approximated as a product of pair distribution functions. This effect is
also apparent in table IV, where deviations between critical temperatures calculated with
the classical approach (SAFT-VR) and simulation data are shown. It can be seen that the
longer the chain the higher the overestimation of the critical temperature calculated with
SAFT-VR. Our new calculations using RG + SAFT-VR and L∗ = 5.002 are able to correct
considerably this increase in the deviations. A different choice of L∗ (a lower value) leads to
higher corrections and better agreement with simulation data; this option is however not of
interest in this work. In the case of m = 16, the calculations exhibit numerical difficulties,
as seen in figure 5. Here the renormalisation corrections involve the integration of very low
densities, which have associated a considerable error. The averaging carried out in equa-
tions (10) and (11) for low densities lead to values of nearly zero; this introduces errors that
are magnified with the use of exponential functions (cf. equations (8) and (9)). An accurate
value of the critical density and pressure can not be reported for m = 16 at this point;
this will be the subject of future work. Plotting the density width versus the temperature
distance from the critical point (see figure 7) it can be seen that values close to the universal
value of β can be obtained for the short chains, and as the chain length increases, the value
obtained for the critical exponent rises slightly (see table III).
As a final check of the proposed theory we calculate the phase behaviour of a number
of associating SW fluids. We consider first square-well fluids of range λ = 1.5 with one
short-range association site and compare with the data in110. As for the case of the chain
fluids, no additional adjustment of the parameter L∗ is performed, since the properties
of the associating fluid are obtained from knowledge of those of the monomer fluid, as
follows from the use of TPT1. The value of the crossover cut-off parameter L∗ = 5.002
which was earlier obtained for the SW of λ = 1.5 is used. In figure 8 we present the
vapour-liquid coexisting densities. Unfortunately no critical data is available for such fluids,
however we confirm that using our RG method a critical exponent of 0 .33 is obtained in
the two cases studied. Two further sets of simulation data are shown in the same figure.
These correspond to square-well fluids of range λ = 1.15 in which short-range directional
interactions are mediated by a patchy model; these models have found application in the
study of interprotein interactions111. This model, as described by Liu et al. 112 , can be
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easily compared to the associating contribution that is typically used in SAFT approaches 101
(summarised in section III A) by modifying the definition of the bonding volume to Ka,b =
4πσ3
(
χ
s
)2
(r∗c − 1), where the size of the patches is related to the surface patch coverage χ.
All sites are considered to be of the same type in this model. The implementation of the RG
corrections can also be tested for these patchy SW fluids if an extrapolation of the fitting
obtained for non-associating monomers (which provides a value of L∗ = 4.493 for λ = 1.15,
using equation (56)) is performed. The results presented in figure 8 coupling SAFT-VR with
RG corrections help to confirm that the extension to associating compounds can be carried
out in a straightforward manner, with no adjustment of critical parameters.
V. CONCLUSIONS
A method for incorporating critical fluctuations in the SAFT-VR equation of state has
been established. The approach uses the recent renormalisation-group corrections proposed
by White44–47,62–65, where a fluctuating attractive energy, owing to density fluctuations, is
taken into account in a recursive manner. In the approach presented here, we approximate
the integration of this attractive contribution by means of a third-order expansion of a
sinusoidal function used to incorporate fluctuations. For the first term in the expansion,
the structure of the fluid is considered using an existing mapping18 to the contact radial
distribution function of the hard-sphere evaluated at an effective density. The structure of
the fluid is neglected in the other two terms, whose contribution to the final expression is less
significant; i.e., mean-field is considered for the high-order terms. The zero-order solution in
the recursive procedure is taken to consist only of the short-wavelength components of the
total free energy given by the original SAFT-VR, which can be treated locally. We follow
a partitioning consistent with a previous DFT treatment for interfacial properties 103, where
all the terms except the mean-attractive energy are included in the zero-order solution. The
final equation leads to universal phase behaviour close to the critical point and reverts to
the classical expression far from the critical region.
Using simulation data for square-well monomer fluids we have shown how the SAFT-
VR equation coupled with renormalisation-group theory in the implementation presented
here is capable of enhancing the accuracy in the critical region with the addition of a single
parameter that can be correlated to the range of the square-well potential. In such a way, for
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a given square-well fluid of width λ a unique critical parameter L∗ which characterises the
RG procedure, is used. This means that in modelling real compounds, only the usual square-
well parameters σ, ² and λ need to be determined, without the need to adjust additional
parameters to provide the correct scaling at the critical point. This knowledge can be
extended to study the phase behaviour of chains and associating fluids following a treatment
in the context of first-order thermodynamic perturbation theory (TPT1), in agreement to
that of the original equation. The properties of a given associating chain fluid can accordingly
be derived based on the corresponding square-well monomer with no extra adjustment.
Successful results have been obtained applying such treatment to fluids based on square-well
chains, although for the longer chains numerical difficulties arise, this will be the subject
of future work. A good description of the phase behaviour far and close to the critical
region is also obtained for a number of associating SW systems in comparison to available
simulation data. In addition to comparison of the phase behaviour we have also calculated
the critical exponent β and find that despite of the qualitative character of the phase-
space-cell approximation in which the approach relies, the method is able to reproduce the
universal experimental value of the critical exponent up to a good approximation.
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TABLE IV. Comparison between reduced critical temperatures obtained by the SAFT-VR equation
and computer simulation data for square-well chains of different chain length m and range λ = 1.5.
The reduced critical temperatures using the SAFT-VR+RG approach are also compared to the
original SAFT-VR equation.
T ∗c = kBTc/² T ∗c = kBTc/²
m sim SAFT-VR ΔT ∗c /% SAFT-VR SAFT-VR+RG ΔT ∗c /%
1 1.218 a 1.330 9.1 1.330 1.215 9.4
2 1.58 b 1.745 10.4 1.745 1.577 10.7
4 1.90 c 2.146 12.9 2.146 1.905 12.6
8 2.13 c 2.465 15.7 2.465 2.161 14.1
16 2.33 c 2.717 16.6 2.717 2.353 15.5
a From ref.113
b From ref.114
c From ref.115
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LIST OF FIGURES
Figure 1. Vapour-liquid T ∗ − ρ∗ coexistence densities for a square-well monomer with
a potential range λ = 1.5. The dashed curve corresponds to results provided by the SAFT-
VR+RG approach using the numerical integration of the sinusoidal function; the dotted
curve corresponds to calculations expanding the sine up to second order and the solid curve
to calculations up to third order. In all three cases the radial distribution function is treated
in the Percus-Yevick approximation.
Figure 2. Vapour-liquid coexistence densities for square-well monomer fluids with vary-
ing values of the potential range λ (1.25, 1.375, 1.5 and 1.75, from bottom to top) compared
with simulation data. The solid curves correspond to SAFT-VR coupled with RG correc-
tions, the dashed curves correspond to the original SAFT-VR approach and the symbols
to simulation data: ♦, GEMC data108; M, hybrid MC data107; ©, MD data116; +, NVT
data106; ¤, GCMC simulation data113.
Figure 3. Vapour pressures in (a) T ∗ − p∗ and (b) Clausius-Clapeyron representation
for square-well monomer fluids with varying values of the potential range λ (1.25, 1.375,
1.5 and 1.75, from left to right). The solid curves correspond to SAFT-VR coupled with
RG corrections, the dashed curves correspond to the original SAFT-VR approach and the
symbols are simulation data: ♦, GEMC data108; M, hybrid MC data107; ©, MD data116; ¤,
GCMC simulation data113.
Figure 4. Density width Δρ = ρliq − ρvap of the coexistence curve with temperature
distance from the critical point ΔT = Tc − T for square-well monomer fluids with varying
values of the potential range λ (1.25, 1.375, 1.5 and 1.75, from top to bottom). The open
symbols are calculated results with the SAFT-VR+RG approach. The slope in the vicinity
of the critical point is used to calculate the β exponent. The solid lines reproduce the fitting
done and the dashed curves are results obtained using the original SAFT-VR approach.
Figure 5. Vapour-liquid T ∗ − η coexistence for square-well chains of 1, 2, 4, 8 and 16
m segments (from bottom to top) of potential range λ = 1.5. The densities are expressed
in units of packing fraction, η. The solid curves correspond to SAFT-VR coupled with
RG corrections, the dashed curves correspond to the original SAFT-VR approach and the
symbols are simulation data: ♦, GEMC data108; M, hybrid MC data107; ©, MD data116; +,
NVT data106; O, GCMC data113; ∗, data using the NPT-μ method115; ¤, GEMC data of
38
ref117 and × to that of ref114.
Figure 6. Vapour pressures for square-well chains of 1, 2, 4, 8 and 16 m segments (from
left to right) of potential range λ = 1.5. The solid curves correspond to SAFT-VR coupled
with RG corrections, the dashed curves correspond to the original SAFT-VR approach and
the symbols are simulation data: ♦, GEMC data108; M, hybrid MC data107; ©, MD data116;
O, GCMC data113; ×, GEMC data114.
Figure 7. Density width Δρ = ρliq − ρvap of the coexistence curve against temperature
distance from the critical point ΔT = Tc−T for square-well chains of 2, 4 and 8 m segments
(from bottom to top) of potential range λ = 1.5. The open symbols are results calculated
with the SAFT-VR+RG approach. The slope in the vicinity of the critical point is used to
calculate the β exponent. The solid lines reproduce the fitting done and the dashed curves
are results obtained using the original SAFT-VR approach.
Figure 8. Vapour-liquid T ∗ − ρ∗ coexistence densities for square-well associating fluids
of potential range λ = 1.5 (two upper cases) and λ = 1.15 (two lower cases). The diamonds
and the squares correspond to GEMC simulation data110 for a square-well fluid (λ = 1.5)
with one off-center attractive square-well site located at rd∗ = 0.25, having an interaction
strength of ²HB = 7.0 and a cut-off range of rc∗ = 0.655 and rc∗ = 0.575, respectively.
The circles and the triangles correspond to GCMC simulation data111 for a square-well fluid
(λ = 1.15) with 4 and 5, respectively, patchy interactions of range rc∗ = 1.05, having an
interaction strength of ²HB = 5 and a surface patch coverage χ = 0.1. The solid curves
correspond to SAFT-VR coupled with RG corrections and the dashed curves correspond to
the original SAFT-VR approach.
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