High Performance Distributed Computing is essential to boost scientific progress in many areas of science and to efficiently deploy a number of complex scientific applications. These applications have different characteristics that require distinct computational resources too. In this work we propose a systematic performance evaluation methodology. The focus of our methodology begins on scientific application characteristics, and then considers how these characteristics interact with the problem size, with the programming language and finally with a specific computational architecture. The computational experiments developed highlight this model of evaluation and indicate that optimal performance is found when we evaluate a combination of application class, program language, problem size and architecture model.
hundred lines of code is much easier to port and to test several software performance questions and ideas.
That project is similar to ours in the sense they believe that application performance is determined by a combination of many choices: hardware platform, runtime environment, languages and compilers used, algorithm choice and implementation. In this complicated environment, they use Miniapps for exploring the parameter space of all these choices.
Although Miniapps share similar ideas with Dwarfs (even some of them are similar with Dwarf classes), there are only four Miniapps. Further, Mantevo focus is to understand an application to allow its optimization, while our focus are the researchers in any domain of application. They often do not want to change their code, but to get the best computer to run their applications instead. However, knowing the critical computational requirement of the application, nothing prevents a team to work on that aspect of optimizing code.
The CORAL project is a collaboration of Oak Ridge National Laboratory, Argonne National Laboratory and Lawrence Livermore National Laboratory referred to as the Laboratories, for three pre-exascale High Performance Computing (HPC) systems to be delivered in the 2017 timeframe. They intend to choose two different system architectures and procure a total of three systems. The project describes specific technical requirements related to both the hardware and software capabilities of the desired system as well as application requirements. The application requirements are represented by a set of representatives benchmarks aimed at exploiting performance features of the CORAL systems. The CORAL benchmarks have thus been carefully chosen and developed to represent the broad range of applications expected to dominate the science and mission deliverables on the CORAL systems.
Moreover, there is an incisive interest in protecting their investment in the DOE application base by procuring systems that allow today's workhorse application codes to continue to run without radical refacturing.
Their proposal is very similar to ours, since they intend to evaluate performance based on their set of applications and for this purpose they provide a set of benchmarks representing their application set's requirements. Besides, this set of benchmarks must meet minimum performance measurements, similar to Measures of Effectiveness (MOE) in our methodology.
The differences lie in the main objective. While our focus is to evaluate architectures currently available in an attempt to satisfy applications requirements, they want to develop a new one.
Additionally, the representative set of applications is proprietary and selected by ad-hoc knowledge, while ours is representative of a more generalized knowledge.
Dwarfs Characterization
In particular, the Dwarfs characterization of applications is important for this work and with this focus are the following work related. Since Phillip Collela in his 2004 presentation [2] gave his list of Seven Dwarfs to categorize the styles of computation seen in scientific computing, some researches were developed applying this concept. Berkeley work extended the concept for thirteen Dwarfs [4] . These two works is more detailed in Section 2.
The work [17] analyses workloads with more complex data movement pat-terns and discusses changes on architectural requirements in the context of these workloads. They discuss a data-centric workload taxonomy that seeks to separate the most important dimensions across which these applications differ. By examining existing and emerging workloads, they argue for a systematic approach to derive a coverage set of workloads based on this taxonomy, inspired by Dwarfs.
The work of [6] focuses on GPU implementations of some selected Dwarfs and discusses three benchmark suites which implement a subset of the 13 Dwarfs on the GPU. They list typical problems related to efficient GPU implementations and discuss the specific problems and performance with respect to some GPU Dwarfs.
The Torch project [5] identified several kernels for benchmarking purposes in the context of high-performance computing. They argue that a number of existing benchmarks can be seen as reference implementations of one or more kernels from TORCH. The kernels are classified according to the 13 Dwarfs and authors discuss possible code optimization strategies that can be applied to these. For each Dwarf, several algorithms are included in the suite which are different in the implementation detail, but all of them are part of a higher level Dwarf.
The Parallel Dwarfs project [18] teams adopt the Berkeley's 13 Dwarfs classification to describe the underlying computation in each of their benchmarks. It corresponds to a suite of 13 kernels parallelized using various technologies such as OpenMP, TPL and MPI code.
Rodinia [10] and Parboil [11] are open source benchmark suites which implement applications that were mapped to a subset of the 13 Dwarfs. The Rodinia applications are designed for heterogeneous computing infrastructures, and uses OpenMP and CUDA to allow comparisons between manycore GPUs vs. multi-core CPUs. The Parboil's implementations are on GPU and some basic CPU implementations.
Some works propose scientific application characterization to improve performance on cloud computing environment. Examples using Dwarfs to predict performance are [19] , Hawk-i [20] and [21] . Cloud computing was not the focus of this work, but our methodology is capable of being applied to cloud computing and was initially evaluated for cloud in [22] and evaluated how different Dwarf classes interact in virtualized environment.
In order to reach the aforementioned objectives, we are developing a systematic methodology conducted in a set of sequential phases and steps. The complete set of phases and their corresponding steps is presented in Figure 1 ; in each phase a report is developed for an appropriate decision point. However, in this work we will briefly explain the whole diagram, and choose to focus instead on step "MOEs & EEAs" and its respective experiments.
The first phase is the Definition Problem in which the real problem must be defined and OA objective clearly defined. Finding the real problem and real objectives is one of the most difficult hitches. For example, a common mistake is to determine the problem as obtaining a new HPDC system; however, the real problem is to execute a set of scientific applications with a reasonable performance. So, a clear definition of objectives and specific purposes related to the process of OA, will be critical to plan and to implement the other phases of the OA. The prerequisites (infrastructure, costs and time) are initially defined, enabling a initial modeling elaboration and a guideline under which the process is conducted. Also, its scope, constraints and resources are defined. Schedule and preliminary evaluation report are elaborate. The Problem Detailing Analysis phase detail the user problem searching complete requirements definition (implicit, explicit and tacit requirements).
Very important here is the knowledge acquired about each application in the scientific workflow: the real problem sizes/workload executed, programming languages, applications executed sequentially or in parallel, etc. Further, the applications are mapped to a Dwarf class 1 and an impact for each one in the workflow. Beyond that, critical issues, EEA (predefined or new ones defined exclusively for attempt user's requirement) and Measures of Effectiveness (MOEs) are defined. A MOE of a system is a parameter that evaluates the capability of the system to accomplish its assigned goal under a given set of conditions. They are important because they determine how test results will be judged. Different experiments were carried out to assess the influence of the applications' classes in computing results. The first group of experiments aimed to identify key influences of computer architecture versus the applications' classes. In addition to that we aimed to identify the effect of the type of programming language used in Dwarfs' implementation and also the workload size. In all cases different architectures were confronted.
Selected Dwarfs
The experiments presented in this work were conducted using two Dwarfs and varying datasets size as inputs. For the DLA Dwarf class LUD and Kmeans algorithms were used (Section 2). For the DLA experiments we also aimed to verify the consistency of Dwarf classes.
The experiment results validate the categorization, and even though LUD and Kmeas are quite different algorithms they presented very similar computational requirements 4 . GT Dwarf class was tested using B+Tree algorithm. Details of the algorithms and motivations have been presented in Section 2.
For testing we use various problem size as input for the algorithms. For LUD experiments we use ten different matrix sizes, ranging from 2048 × 2048 up to 32768 × 32768.
For Kmeans we use thirteen datasets, from size1 (1638400 objects) to size13 (9830400 objects).
For B+Tree we use graph datasets from 2M nodes to 50M nodes.
Those three algorithms are available on Rodinia Benchmark suite [10] based on Berkeley's Dwarf. For the tests was used the default Rodinia's implementation, without any special setting up in the code for the processor and accelerator architectures. Ensuring the execution of the same code was significant, avoiding differences that may occur due to setting up the code better for one platform than for another.
Selected Libraries
All experiments also sought to determine the effect of the type of libraries used in the implementation of the Dwarfs. For testing OpenMP [35] and OpenCL [36] libraries were used because both allow parallel execution on a CPU, OpenCL was also used in GPU.
In OpenMP, programmers enable parallel execution by annotating sequential codes with "pragmas". Sequential algorithms are parallelized incrementally, and without major restructuring. The parallelism granularity in OpenMP can be controlled manually by adjusting the number of OpenMP threads in combi-nation with a scheduling type. An OpenCL program has two parts: compute kernels (executed on one or more OpenCL devices), and a host program that manages kernels execution.
For OpenMP experiments, the number of threads for each test was specified to allocate all available cores. We also specify "scatter" as the thread affinity for this work, as specified in
[37].
Selected Hardware Plataforms
The experimental infrastructure used three architectures, summarized in Table 1 . Table 1 : Target Architectures used in this work.
We are not disclosing the commercial brands of CPU architectures used because the objective of this work is not to evaluate and compare performance from different manufacturers, but how their characteristics impact on the results instead.
Performance Comparison and Analysis
In each experiment presented next, 30 runs were made for each point and the average and standard deviation calculated. The confidence interval for the tests was less than 1%, so they are omitted in the graphs. A logarithmic scale was used for all graphs presented in this Section. Figure 2 The influence of pairing programming language and architectures turned out clear after these experiments. Performance results change completely when the same applications' class was implemented in a different programming language. The program language influence was so significant that it changed the relative consumption of resources. While Kmeans implemented in OpenMP was CPU bound, the OpenCL implementation was memory bound. This relationship could even change the class of an application (these behaviors did not occur for the other algorithms tested).
Application's Class versus Architectures

