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Abstract
We consider the sets of zeros of some families of power series. We prove that the
sets of zeros in the unit disk are connected. Furthermore, we apply this result to the
study of the connectedness locus Mn for fractal n-gons. We prove that for each n,
Mn is connected.
1 Introduction
1.1 Background
In 1985, Barnsley and Harrington ([3]) introduced a parameter set M2 for the iterated
function systems {λz+ 1, λz−1} on C, where 0 < |λ| < 1, as an analog of the Mandelbrot
set for quadratic maps. The parameter set M2 is defined as the connectedness locus for
a pair of linear maps, that is,
M2 = {λ ∈ D× | A2(λ) is connected},
where D× := {λ ∈ C | 0 < |λ| < 1} and the set A2(λ) is the attractor of the iterated
function system {λz + 1, λz − 1}. For the general theory of the iterated function system,
see [8]. M2 looks like a “ring” around the set of parameters λ for which A2(λ) is a Cantor
set and has “whiskers” (see Figure 1). In fact, Barnsley and Harrington ([3]) proved that
there is a neighborhood of the set {0.5,−0.5} in whichM2 is contained in R. Furthermore,
they conjectured that there is a non-trivial hole in M2.
Bousch ([4], [5]) proved thatM2 is connected and locally connected. This is interesting
since for the case of quadratic maps, the local connectedness of the Mandelbrot set is still
an open problem. In [4] and [5], Bousch showed that M2 is equal to the set of zeros of
power series with coefficients 0, 1, and −1. He also studied the set of zeros of power series
with coefficients 1 and −1, which is a subset of M2. At the same time, Odlyzko and
Poonen ([12]) studied the set of zeros of power series with coefficients 1 and 0, and they
proved the set of zeros is path-connected.
In 2002, Bandt ([1]) gave an algorithm to study geometric structure ofM2, and man-
aged to prove the existence of a non-trivial hole in M2 rigorously. Thus he positively
answered the conjecture of Barnsley and Harrington ([3]). He also conjectured that the
interior of M2 is dense away from M2 ∩ R, that is, cl
(
int(M2)
)∪(M2 ∩ R) =M2. Here,
for a set A ⊂ C, we denote by cl(A) and int(A) the closure of A and the interior of A
with respect to the Euclidean topology on C respectively. Several authors made partial
progress on Bandt’s conjecture (see [13], [14] and [15]).
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Figure 1. M2 Figure 2. M4
In 2008, Bandt and Hung ([2]) introduced self-similar sets parametrized by λ ∈ D×
which are called “fractal n-gons”, where D× := {λ ∈ C | 0 < |λ| < 1} and n ∈ N≥2. We
give the rigorous definition of “fractal n-gons” in the next sub-section (see Definition 1.1).
They studied the connectedness locus for “fractal n-gons”, that is,
Mn = {λ ∈ D× | An(λ) is connected},
where An(λ) is the “fractal n-gon” corresponding to the parameter λ (see Figure 2). Note
that “fractal 2-gons” are attractors of the iterated function systems {λz + 1, λz − 1} and
M2 is the connectedness locus for “fractal 2-gons”. Bandt and Hung ([2]) discovered many
remarkable properties about Mn, including the following result. For each n = 3 or ≥ 5,
Mn is regular-closed, that is, cl
(
int(Mn)
)
=Mn.
In 2016, Calegari, Koch and Walker ([7]) introduced new methods for constructing
interior points and positively answered Bandt’s conjecture, that is, cl
(
int(M2)
)∪(M2 ∩
R) = M2. Himeki and Ishii [10] proved M4 is regular-closed. Thus the problems about
the regular-closedness of Mn have been completely solved. Furthermore, Calegari and
Walker ([6]) characterized the extreme points in “fractal n-gons” and gave an alternative
proof of [10, Proposition 2.1], which we need to prove the regular-closedness of M4.
Many authors have investigatedMn and discovered many remarkable properties about
Mn. However, many problems about Mn still remain unsolved. One of the problems is
the connectedness of Mn. Himeki [9] proved that M3 is connected by using the methods
of Bousch ([4]). In this paper, we study the connectedness of the sets of zeros of some
families of power series by extending the methods of Bousch ([4]) and by giving a new
framework (see Definition 1.2, Definition 1.3, and Main result B). Furthermore, we apply
this result to the study of the connectedness of Mn (see Main result A).
1.2 Main results
Below we fix n ∈ N≥2. We give the rigorous definition of “fractal n-gons” as the following.
Definition 1.1 (Fractal n-gons). Let D× := {λ ∈ C | 0 < |λ| < 1}. Let λ ∈ D×.
We set ξn = exp(2pi
√−1/n). For each i ∈ {0, 1, ..., n − 1}, we define φn,λi : C → C by
φn,λi (z) = λz + ξn
i. Then there uniquely exists a non-empty compact subset An(λ) such
that
n−1⋃
i=0
φn,λi (An(λ)) = An(λ)
(See [8], [11]). We call An(λ) a fractal n-gon corresponding to the parameter λ.
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For each n, we define the connectedness locus Mn for fractal n-gons as the following.
Mn = {λ ∈ D× | An(λ) is connected}.
We give one of the main results in this paper as the following.
Main result A (Theorem 4.7 and Theorem 4.8). For each n,Mn is connected.
In [4], Bousch showed that M2 is equal to the set of zeros of power series with coef-
ficients 0, 1, and −1. Similarly, we can identify Mn with the set of zeros of some power
series (see [2, Remark 3]). However, in the proof of the connectedness of Mn for general
n ∈ N≥2, since the set Ωn of coefficients of the power series, which corresponds to Mn, is
complicated for general n ∈ N≥2 (see Definition 4.3) in contrast to M2 , we cannot use
the methods to prove the connectedness of M2 and M3 which are given in [4] and [9].
Hence we study the connectedness of the sets of zeros of some power series by extending
the methods of Bousch ([4]) and by using some new ideas and techniques. We need the
following setting to prove Main result A, which is one of the new ideas in this paper.
Definition 1.2. Let G be a subset of C. We say that G satisfies the condition (∗) if G
satisfies all of the following conditions (i), (ii), and (iii).
(i) 1 ∈ G.
(ii) For all a, b ∈ G with a 6= b, there exist b1, b2, ..., bm ∈ G with b1 = a and bm = b such
that for all c ∈ G, there exist d1, d2, ..., dm−1 ∈ G such that
(b2 − b1)c+ d1 ∈ G, (b3 − b2)c+ d2 ∈ G, ..., (bm − bm−1)c+ dm−1 ∈ G.
(iii) G is compact.
Definition 1.3. Let G be a subset of C such that G satisfies the condition (∗). Let
N ∈ N≥2. Let D be the unit disk. We set
PG = {1 +
∞∑
i=1
aiz
i | ai ∈ G},
XG = {z ∈ D | there exists f ∈ PG such that f(z) = 0},
QGN = {1 +
N−1∑
i=1
aiz
i | ai ∈ G},
Y GN = {z ∈ C | there exists f ∈ QGN such that f(z) = 0},
Y G =
⋃
N≥2
Y GN .
Then the following theorem holds, which we need to prove Main result A.
Main result B (Theorem 3.3). Let G be a subset of C such that G satisfies the condition
(∗). Suppose that there exists a real number R with 0 < R < 1 such that {z ∈ C | R <
|z| < 1} ⊂ XG. Then XG is connected.
3
1.3 Strategy for the proof of Main result A
We briefly describe our strategy for the proof of Main result A. In Sections 2 and 3, we
prove Main result B by extending the methods of Bousch ([4]) and by using some new
ideas. We set I := {0, 1, ..., n − 1} and Ωn := {(ξnj − ξnk)/(1 − ξn) | j, k ∈ I}. Then we
have that Mn = XΩn and {z ∈ C | 1/
√
n < |z| < 1} ⊂ Mn (see [2, Remark 3] and [2,
Proposition 3]). It is highly non-trivial that Ωn satisfies the condition (∗) and in order
to prove that, we need Lemmas 4.1 and 4.2, which are the key lemmas in the paper. In
Section 4, by using Lemmas 4.1 and 4.2, we prove that Ωn satisfies the condition (∗), and
hence we get Main result A as a corollary of Main result B.
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2 Preliminaries
In this paper, for a set A ⊂ C, we denote by cl(A) the closure of A with respect to the
Euclidean topology on C. We denote by ∂A the topological boundary of A with respect
to the Euclidean topology on C. For a ∈ C, we denote by |a| the Euclidean norm of a.
For x ∈ C and r > 0, we set B(x, r) := {z ∈ C | |x− z| < r}.
Lemma 2.1. Let G be a subset of C such that G satisfies the condition (∗). Then
XG = cl(Y G) ∩ D.
Proof. (⊂)Take z ∈ XG. Then there exists {ai}∞i=1 ⊂ G such that 1 +
∑∞
i=1 aiz
i = 0. Fix
 > 0 with B(z, ) ⊂ D. Then there exist N ∈ N and z′ ∈ B(z, ) such that 1+∑N−1i=1 aiz′ =
0 by theorem of Rouche´. Hence z ∈ cl(Y G) ∩ D.
(⊃)Take z ∈ cl(Y G) ∩ D. Then there exists {zn}∞n=1 ⊂ Y G ∩ D such that zn → z
as n → ∞. For each n ∈ N, there exists gn ∈ QGNn such that gn(zn) = 0. Since G is
compact, for each m ∈ N, there exists a compact subset Km ⊂ C such that for each n ∈ N,
gn
(
B(0, 1−1/m))⊂ Km. By theorem of Montel, there exists a sub-sequence {gnk}∞k=1 such
that gnk compact uniformly converges to some holomorphic function f on D. Since f is
holomorphic on D, there exists {bi}∞i=0 such that
f(z) = b0 +
∞∑
i=1
biz
i on D.
Then there exists a sub-sequence {gnkj }∞j=1 such that Nnkj → ∞ or Nnkj → (some
constant N ′) as j →∞. Recall that Nnkj − 1 is the degree of gnkj .
(Case 1. Nnkj → ∞) For each i ∈ N ∪ {0}, g
(i)
nkj
(0) → f (i)(0) = bi as j → ∞. Since G
is compact, b0 = 1 and bi ∈ G. Hence f ∈ PG. Since 0 = gnkj (znkj ) → f(z) as j → ∞,
f(z) = 0. Hence z ∈ XG.
(Case 2. Nnkj → N ′) For each i ∈ {0, ..., N ′ − 1}, g
(i)
nkj
(0) → f (i)(0) = bi as j → ∞.
Since G is compact, b0 = 1 and bi ∈ G. For each i ∈ {N ′, N ′ + 1, ...}, 0 = g(i)nkj (0) →
f (i)(0) = bi as j →∞. Hence f(z) = 1+
∑N ′−1
i=1 biz
i. We set f˜(z) = f(z)×∑∞i=0 ziN ′ ∈ PG.
Since f(z) = 0, f˜(z) = 0. Hence z ∈ XG.
Thus we have proved our lemma. 2
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Below we fix a set G ⊂ C which satisfies the condition (∗).
Definition 2.2. Let N ∈ N≥2. We set L := sup{|a|, |ab|, |(a − b)c| | a, b, c ∈ G}(< ∞).
Then we define the sets of functions W and WN as the following.
W := {1 +
∞∑
i=1
aiz
i | |ai| ≤ L},
WN := {1 +
N−1∑
i=1
aiz
i | |ai| ≤ L}.
Remark 2.3. QGN ⊂WN ⊂W and PG ⊂W.
Let N ∈ N≥2. We identify (1, a1, a2, ...) with the power series 1 +
∑∞
i=1 aiz
i. We
identify (1, a1, ..., aN−1) or (1, a1, ..., aN−1, 0, 0, ...) with the polynomial 1+
∑N−1
i=1 aiz
i. Let
f = (1, a1, a2, ...) and g = (1, b1, b2, ...). We set Val(f, g) := inf{i ∈ N | ai − bi 6= 0}. If
f = g, we set Val(f, g) =∞. Let N ∈ N≥2. We define the map CN : W →WN by
CN
(
(1, a1, a2, ...)
)
:= (1, a1, ..., aN−1).
We use the following lemma.
Lemma 2.4. [4, Lemme 2] Let R > 0 and  > 0 with R +  < 1. Then there exists
NR, ∈ N≥2 such that for all (f, s) ∈ F := {(f, s) ∈ W × cl(B(0, R)) | f(s) = 0} and for
all g ∈W with Val(f, g) ≥ NR,, there exists s′ ∈ B(s, ) such that g(s′) = 0.
Proof. Let O(D) be the set of holomorphic functions on D. Since W is compact subset of
O(D) endowed with compact open topology, F is compact subset of O(D)× D.
Fix (f, s) ∈ F. Let δf,s be a positive real number which satisfies that
• δf,s < /2, and
• f has the unique root s in cl(B(s, δf,s)).
Let ηf,s = min{|f(z)|
∣∣ z ∈ ∂B(s, δf,s)} > 0. Let g ∈ W. Let N ∈ N≥2. If Val(f, g) ≥ N,
then for all z ∈ D with |z| ≤ R+ ,
|f(z)− g(z)| ≤
∞∑
i=N
2L(R+ )i.
Recall that L := sup{|a|, |ab|, |(a− b)c| | a, b, c ∈ G}(<∞). Let Nf,s be a natural number
which satisfies
∞∑
i=Nf,s
2L(R+ )i ≤ ηf,s/2.
Let
Vf,s := {(g, s′) ∈ F | s′ ∈ B(s, δf,s) and maxz∈cl(B(0,R+))|f(z)− g(z)| < ηf,s/2}
Then the set Vf,s is open in F . Since F is compact, there exist (fi1 , si1), ..., (fik , sik) ∈ F
such that F ⊂ ⋃kj=1 Vfij ,sij .
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We set for each j ∈ {1, ..., k}, sj := sij , δj := δfij ,sij , ηj := ηfij ,sij , Nj := Nfij ,sij , and
Vj := Vfij ,sij . We define NR, := max{N1, ..., Nk}.
We prove that NR, satisfies the statement of our lemma.
Fix (f, s) ∈ F and g ∈ W with Val(f, g) ≥ NR,. Since F ⊂
⋃k
j=1 Vj , there exists
j ∈ {1, ..., k} such that (f, s) ∈ Vj . Hence s ∈ B(sj , δj) and maxz∈cl(B(0,R+))|fj(z) −
f(z)| < ηj/2. For each z ∈ ∂B(sj , δj),
|fj(z)− g(z)| ≤ |fj(z)− f(z)|+ |f(z)− g(z)|
Since sj ∈ cl(B(0, R)) and δj < /2, z ∈ cl
(
B(0, R+ )
)
, and hence
|fj(z)− f(z)| < ηj/2.
Since Val(f, g) ≥ NR, ≥ Nj ,
|f(z)− g(z)| < ηj/2.
Thus we have that
|fj(z)− g(z)| < ηj(= minz∈∂B(s,δj)|fj(z)|)
By theorem of Rouche´, there exists s′ ∈ B(sj , δj) such that g(s′) = 0. Since s ∈ B(sj , δj),
we have that
|s′ − s| ≤ |s′ − sj |+ |sj − s|
< δj + δj
< .
Hence we have proved our lemma.
2
Definition 2.5. Let N ∈ N≥2. Let A,B ∈ QGN with A 6= B.
Let R := {p0, q0, p1, q1, ..., pm−1, qm−1, pm} be a sequence of functions on D. We say
that R is a sequence of functions which joins A to B if R satisfies the following.
(1) for each i, pi ∈ QGN .
(2) for each i, qi ∈W .
(3) for each i, there exists a holomorphic function f on D such that qi(z) = f(z) · pi(z)
for all z ∈ D.
(4) for each i, CN (qi) = pi+1.
(5) p0 = A, pm = B.
We prove the following lemma by extending [4, Lemme 3].
Lemma 2.6. Let N ∈ N≥2. Let A,B ∈ QGN with A 6= B. Then there exists a sequence of
functions p0, q0, p1, q1, ..., pm−1, qm−1, pm which joins A to B.
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Proof. This is done by induction with respect to Val(A,B) ∈ {1, ..., N−1}. We prove that
the statement holds in the case Val(A,B) = N − 1. We set
A := (1, a1, ..., aN−2, a, ),
B := (1, a1, ..., aN−2, b, ),
where a 6= b. Since G satisfies the condition (∗), there exist (a =)b1, b2, ..., bm(= b) ∈ G
which satisfies Definition 1.2 (ii). We set
q00 :={1 + (b2 − b1)zN−1}A
=(1, a1, ..., aN−2, a)+
(0, 0, ......, 0︸ ︷︷ ︸
N−1
, (b2 − b1), (b2 − b1)a1, ..., (b2 − b1)aN−2, (b2 − b1)a)
=(1, a1, ..., aN−2, b2, (b2 − b1)a1, ..., (b2 − b1)aN−2, (b2 − b1)a) ∈W,
p01 :=CN (q
0
0)
=(1, a1, ..., aN−2, b2) ∈ QGN ,
q01 :={1 + (b3 − b2)zN−1}p01
=(1, a1, ..., aN−2, b2)+
(0, 0, ......, 0︸ ︷︷ ︸
N−1
, (b3 − b2), (b3 − b2)a1, ..., (b3 − b2)aN−2, (b3 − b2)b2)
=(1, a1, ..., aN−2, b3, (b3 − b2)a1, ..., (b3 − b2)aN−2, (b3 − b2)b2) ∈W,
p02 :=CN (q
0
1)
=(1, a1, ..., aN−2, b3) ∈ QGN ,
· · · ,
q0m−2 :={1 + (bm − bm−1)zN−1}p0m−2 ∈W,
p0m−1 :=CN (q
0
m−2)
=(1, a1, ..., aN−2, bm(= b)) = B ∈ QGN .
Hence we find a sequence {A, q00, p01, q01, p02, ..., q0m−2, B} of functions which joins A to B.
Fix j ∈ {1, ..., N −2}. Suppose that the statement holds in the case Val(A,B) > j. We
prove that the statement holds in the case Val(A,B) = j. We set
A := (1, a1, ..., aj−1, a, ∗ · · · ∗),
B := (1, a1, ..., aj−1, b, ∗ · · · ∗),
where a 6= b. Since G satisfies the condition (∗), there exist (a =)b1, b2, ..., bm(= b) ∈ G
which satisfies Definition 1.2 (ii). Let k, l be natural numbers such that N − 1 = jk + l
and 0 ≤ l ≤ j− 1. By the assumption of G, for each i ∈ {1, 2, ..., j} and m ∈ {1, ..., k− 1},
there exists cmi ∈ G such that
(b2 − b1)ai + c1i ∈ G,
(b2 − b1)a+ c1j ∈ G,
(b2 − b1)cmi + cm+1i ∈ G,
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where c1i depends on b1, b2, ai, and c
1
j depends on b1(= a), b2, and c
m+1
i depends on
b1, b2, c
m
i . We set
A1 := (1, a1, ..., aj−1, a, c11, ..., c
1
j , c
2
1, ..., c
2
j , ..., c
k
1, ..., c
k
l ) ∈ QGN .
Since Val(A,A1) > j, by induction hypothesis, there exists a sequence R1 of functions
which joins A to A1. We set
q1 :={1 + (b2 − b1)zj}A1
=(1, a1, ..., aj−1, a, c11, ..., c
1
j , c
2
1, ..., c
2
j , ..., c
k
1, ..., c
k
l )+
(0, 0, ......, 0︸ ︷︷ ︸
j
, (b2 − b1), (b2 − b1)a1, ..., (b2 − b1)a, (b2 − b1)c11, ..., (b2 − b1)c1j , ...)
=(1, a1, ..., aj−1, b2, (b2 − b1)a1 + c11, ..., (b2 − b1)ck−1l + ckl , (b2 − b1)ck−1l+1 , ..., (b2 − b1)ckl )
∈W.
Here, recall that b1 = a. We set
p2 : = CN (q1)
= (1, a1, ..., aj−1, b2, (b2 − b1)a1 + c11, ..., (b2 − b1)ck−1l + ckl ) ∈ QGN .
By the assumption of G, for each i ∈ {1, 2, ..., j} and m ∈ {1, ..., k−1}, there exists dmi ∈ G
such that
(b3 − b2)ai + d1i ∈ G,
(b3 − b2)b2 + d1j ∈ G,
(b3 − b2)dmi + dm+1i ∈ G,
where d1i depends on b2, b3, ai, and d
1
j depends on b2, b3, and d
m+1
i depends on b2, b3, d
m
i .
We set
A2 := (1, a1, ..., aj−1, b2, d11, ..., d
1
j , d
2
1, ..., d
2
j , ..., d
k
1, ..., d
k
l ) ∈ QGN .
Since Val(p2, A2) > j, by induction hypothesis, there exists a sequence R2 of functions
which joins p2 to A2. We set
q2 := {1 + (b3 − b2)zj}A2 ∈W,
p3 := CN (q2) ∈ QGN .
If we continue this process, we find sequences R1, R2, ..., Rm−1 of functions, functions
q1, q2, ..., qm−1 ∈ W and a function pm ∈ QGN , where R1 joins A to A1, Ri joins pi to Ai
for each i ∈ {2, ...,m− 1}. Here,
R1 := {A, q10, p11, q11, ..., A1},
R2 := {p2, q20, p21, q21, ..., A2},
· · · ,
Rm−1 := {pm−1, qm−10 , pm−11 , qm−11 , ..., Am−1}.
Then we find a sequence {A, q10, p11, q11, ..., A1, q1, p2, q20, p21, q21, ..., A2, ..., pm−1, qm−10 , pm−11 ,
qm−11 , ..., Am−1, qm−1, pm} of functions which joins A to pm, where pm has the following
form.
pm = (1, a1, ..., aj−1, b, ∗ · · · ∗).
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Since Val(pm, B) > j, by induction hypothesis, there exists a sequence of functions Rm =
{pm, qm0 , pm1 , qm1 , ..., B} which joins pm to B. Hence we find a sequence {A, q10, p11, q11, ..., A1,
q1, p2, q
2
0, p
2
1, q
2
1, ..., A2, ..., pm−1, q
m−1
0 , p
m−1
1 , q
m−1
1 , ..., Am−1, qm−1, pm, q
m
0 , p
m
1 , q
m
1 , ..., B} of
functions which joins A to B. Thus we have proved our lemma.
2
3 Proof of Main result B
Definition 3.1 (-connected). Let A ⊂ C. Let  > 0. Let x, y ∈ A and {e0, ..., ek} ⊂ A.
We say that {e0, ..., ek} is -chain for (x, y) if x = e0, y = ek and for each i ∈ {0, ..., k −
1}, |ei − ei+1| ≤ .
We say that A is -connected if for all x, y ∈ A, there exists an -chain for (x, y).
Remark 3.2. If A ⊂ C is compact, A is connected if and only if for an arbitrary small
 > 0, A is -connected.
The following theorem is Main result B.
Theorem 3.3. Let G be a subset of C such that G satisfies the condition (∗). Suppose
that there exists a real number R with 0 < R < 1 such that {z ∈ C | R < |z| < 1} ⊂ XG.
Then XG is connected.
Proof. We set MR := {z ∈ C | R < |z| < 1}. Since MR ⊂ XG, it suffices to prove that
XG∪∂D is connected. By Lemma 2.1, XG∪∂D is compact. Hence we prove that XG∪∂D
is -connected for an arbitrary small  > 0.
Fix  > 0 with R +  < 1. Take s ∈ XG. We prove that there exist s′ ∈ MR and
an -chain for (s, s′). Since s ∈ XG, there exists f ∈ PG such that f(z) = 0. Let NR,
be a natural number defined by Lemma 2.4. We set A := CNR,(f) ∈ QGNR, . Since
Val(f,A) ≥ NR,, there exists s0 ∈ B(s, ) such that A(s0) = 0. If s0 ∈ MR, our theorem
holds. If s0 /∈MR, that is, s0 ∈ cl(B(0, R)), we set
B(z) := 1 + z + z2 + · · ·+ zNR,−1 = 1− z
NR,
1− z ∈ Q
G
NR,
.
By Lemma 2.6, there exists a sequence of functions p0, q0, p1, q1, ..., pm−1, qm−1, pm which
joins A to B. Since q0(s0) = 0 and Val(q0, p1) ≥ NR,, there exists s1 ∈ B(s0, ) such
that p1(s1) = 0 by Lemma 2.4. If s1 ∈ MR, our theorem holds. If s1 ∈ cl(B(0, R)), since
q1(s1) = 0 and Val(q1, p2) ≥ NR,, there exists s2 ∈ B(s1, ) such that p2(s2) = 0 by
Lemma 2.4. If we continue this process, there exists i ∈ {1, ...,m} such that si ∈MR and
pi(si) = 0.
If this is not true, there exists sm ∈ D such that pm(sm) = B(sm) = 0. But this
contradicts that B does not have any roots in D.
Since A, pj ∈ QGNR, for each j ∈ {1, ..., i}, we have that s0, sj ∈ XG by Lemma 2.1.
We set s′ := si. Then {s, s0, s1, ..., si(= s′)} is -chain for (s, s′).
Hence we have proved our theorem. 2
4 Application (proof of Main result A)
We use the following lemmas, which are key lemmas in this paper.
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Lemma 4.1. Let n be an odd number. Let q, r be integers such that 2 ≤ q ≤ (n − 1)/2
and 0 ≤ r ≤ (n− 1)/2. We set
j =
{
q + r − 1 (1 ≤ q + r − 1 ≤ (n− 1)/2)
n− (q + r − 1) ((n+ 1)/2 ≤ q + r − 1 ≤ n− 2)
and
k = r − q + 1.
Then (
sin
qpi
n
− sin (q − 2)pi
n
)
sin
rpi
n
−( sin jpi
n
)(
sin
pi
n
)−( sin kpi
n
)(
sin
pi
n
)
= 0.
Proof. (Case 1: j = q + r − 1 and k = r − q + 1)
(
sin
jpi
n
)(
sin
pi
n
)
+
(
sin
kpi
n
)(
sin
pi
n
)
=− 1
2
(
cos
(j + 1)pi
n
− cos (j − 1)pi
n
)
− 1
2
(
cos
(k + 1)pi
n
− cos (k − 1)pi
n
)
=− 1
2
(
cos
(q + r)pi
n
− cos (q + r − 2)pi
n
)
− 1
2
(
cos
(r − q + 2)pi
n
− cos (r − q)pi
n
)
=− 1
2
(
cos
(q + r)pi
n
− cos (q + r − 2)pi
n
)
− 1
2
(
cos
(q − r − 2)pi
n
− cos (q − r)pi
n
)
=− 1
2
(
cos
(q + r)pi
n
− cos (q − r)pi
n
)
+
1
2
(
cos
(q + r − 2)pi
n
− cos (q − r − 2)pi
n
)
=
(
sin
qpi
n
− sin (q − 2)pi
n
)
sin
rpi
n
(Case 2: j = n− (q + r − 1) and k = r − q + 1)
(
sin
jpi
n
)(
sin
pi
n
)
+
(
sin
kpi
n
)(
sin
pi
n
)
=
(
sin
(n− (q + r − 1))pi
n
)(
sin
pi
n
)
+
(
sin
(r − q + 1)pi
n
)(
sin
pi
n
)
=
(
sin
(q + r − 1)pi
n
)(
sin
pi
n
)
+
(
sin
(r − q + 1)pi
n
)(
sin
pi
n
)
By Case 1,(
sin
(q + r − 1)pi
n
)(
sin
pi
n
)
+
(
sin
(r − q + 1)pi
n
)(
sin
pi
n
)
=
(
sin
qpi
n
− sin (q − 2)pi
n
)
sin
rpi
n
2
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Lemma 4.2. Let n be an even number. Let q, r be integers such that 2 ≤ q ≤ n/2 and
0 ≤ r ≤ n/2. We set
j =
{
q + r − 1 (1 ≤ q + r − 1 ≤ n/2− 1)
n− (q + r − 1) (n/2 ≤ q + r − 1 ≤ n− 1)
and
k = r − q + 1.
Then (
sin
qpi
n
− sin (q − 2)pi
n
)
sin
rpi
n
−( sin jpi
n
)(
sin
pi
n
)−( sin kpi
n
)(
sin
pi
n
)
= 0.
Proof. We can prove Lemma 4.2 as in the proof of Lemma 4.1. 2
We define the set of coefficients Ωn which corresponds to Mn as the following.
Definition 4.3. We set I := {0, 1, ..., n− 1}. We define
Ωn := {(ξnj − ξnk)/(1− ξn) | j, k ∈ I}.
Here, recall that ξn = exp(2pi
√−1/n).
Remark 4.4. For each a ∈ Ωn, we have that −a ∈ Ωn.
The following two lemmas can be found in [2].
Lemma 4.5. [2, Remark 3]
Mn = XΩn .
Lemma 4.6. [2, Proposition 3]{
z ∈ C | 1√
n
< |z| < 1}⊂Mn.
The proof of Main result A is divided into the following two theorems.
Theorem 4.7. If n is odd, Mn is connected.
Proof. By Theorem 3.3, Lemmas 4.5 and 4.6, it suffices to prove that Ωn satisfies the
condition (∗).
If n = 2p+ 1, where p is a natural number, Ωn has the following form (see [2, p.2662]).
Ωn =
{
ξn
l/2 sin rpin
sin pin
| l = 0, ..., 2n− 1, r = 0, 1, ..., p
}
. (1)
Since Ωn contains 1 and Ωn is finite, we prove that Ωn satisfies Definition 1.2 (ii).
Suppose that for each a ∈ Ωn with a 6= 0, there exist b1, b2, ..., bm ∈ Ωn with b1 = 0
and bm = a such that for all c ∈ Ωn, there exist d1, d2, ..., dm−1 ∈ Ωn such that
(b2 − b1)c+ d1 ∈ Ωn, (b3 − b2)c+ d2 ∈ Ωn, ..., (bm − bm−1)c+ dm−1 ∈ Ωn.
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Then for each a, b ∈ Ωn with a, b 6= 0 and a 6= b, there exist b1, b2, ..., bm, b′1, b′2..., b′k ∈
Ωn with b1 = 0, bm = a, b
′
1 = 0 and b
′
k = b such that for all c ∈ Ωn, there exist
d1, d2, ..., dm−1, d′1, d′2, ..., d′k−1 ∈ Ωn such that
(b2 − b1)c+ d1 ∈ Ωn, (b3 − b2)c+ d2 ∈ Ωn, ..., (bm − bm−1)c+ dm−1 ∈ Ωn
and
(b′2 − b′1)c+ d′1 ∈ Ωn, (b′3 − b′2)c+ d′2 ∈ Ωn, ..., (b′k − b′k−1)c+ d′k−1 ∈ Ωn.
We set b˜1 = bm, b˜2 = bm−1, ..., b˜m = b1, b˜m+1 = b′2, b˜m+2 = b′3, ..., b˜m+k−1 = b′k. Since for
each e ∈ Ωn, −e ∈ Ωn, we have that
(b˜2 − b˜1)c− dm−1 ∈ Ωn, (b˜3 − b˜2)c− dm−2 ∈ Ωn, ..., (b˜m − b˜m−1)c− d1 ∈ Ωn,
(b˜m+1 − b˜m)c+ d′1 ∈ Ωn, (b˜m+2 − b˜m+1)c+ d′2 ∈ Ωn, ..., (b˜m+k−1 − b˜m+k−2)c+ d′k−1 ∈ Ωn.
Hence it suffices to prove that for each a ∈ Ωn with a 6= 0, there exist b1, b2, ..., bm ∈ Ωn
with b1 = 0 and bm = a such that for all c ∈ Ωn, there exist d1, d2, ..., dm−1 ∈ Ωn such that
(b2 − b1)c+ d1 ∈ Ωn, (b3 − b2)c+ d2 ∈ Ωn, ..., (bm − bm−1)c+ dm−1 ∈ Ωn.
Fix a ∈ Ωn with a 6= 0.
(Case 1 : a = ξn
l/2 sin qpin /sin
pi
n , where q is even and l ∈ {0, ..., 2n− 1})
We set
b1 = 0, b2 =
ξn
l/2 sin 2pin
sin pin
, ..., bq/2 =
ξn
l/2 sin (q−2)pin
sin pin
, bq/2+1 =
ξn
l/2 sin qpin
sin pin
.
Fix c ∈ Ωn. We set c = ξnl1/2 sin rpin /sin pin , where r ∈ {0, 1, ..., p} and l1 ∈ {0, ..., 2n− 1}.
For each i ∈ {1, ..., q/2},
(bi+1 − bi)c = ξn(l+l1)/2
(
sin 2ipin
sin pin
− sin
(2i−2)pi
n
sin pin
)
sin rpin
sin pin
.
By Lemma 4.1, if we set
ji =
{
2i+ r − 1 (1 ≤ 2i+ r − 1 ≤ (n− 1)/2)
n− (2i+ r − 1) ((n+ 1)/2 ≤ 2i+ r − 1 ≤ n− 2)
and
ki = r − 2i+ 1,
we have that
(bi+1 − bi)c−
ξn
(l+l1)/2 sin jipin
sin pin
− ξn
(l+l1)/2 sin kipin
sin pin
= 0.
Here, −ξn(l+l1)/2 sin jipin /sin pin ∈ Ωn and ξn(l+l1)/2 sin kipin /sin pin ∈ Ωn by (1) and Remark
4.4. Hence we have that
(bi+1 − bi)c+ (−
ξn
(l+l1)/2 sin jipin
sin pin
) =
ξn
(l+l1)/2 sin kipin
sin pin
∈ Ωn.
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(Case 2 : a = ξn
l/2 sin qpin /sin
pi
n , where q is odd and l ∈ {0, ..., 2n− 1})
We set
b1 = 0, b2 = ξn
l/2, b3 =
ξn
l/2 sin 3pin
sin pin
, ..., b(q+1)/2 =
ξn
l/2 sin (q−2)pin
sin pin
, b(q+1)/2+1 =
ξn
l/2 sin qpin
sin pin
.
Fix c ∈ Ωn. We set c = ξnl1/2 sin rpin /sin pin , where r ∈ {0, 1, ..., p} and l1 ∈ {0, ..., 2n− 1}.
(b2 − b1)c = ξn(l+l1)/2
sin rpin
sin pin
.
Here, −ξn(l+l1)/2 sin rpin /sin pin ∈ Ωn by (1) and Remark 4.4, and hence
(b2 − b1)c+ (−ξn(l+l1)/2
sin rpin
sin pin
) = 0 ∈ Ωn.
For each i ∈ {2, ..., (q + 1)/2},
(bi+1 − bi)c = ξn(l+l1)/2
(
sin (2i−1)pin
sin pin
− sin
(2i−3)pi
n
sin pin
)
sin rpin
sin pin
.
By Lemma 4.1, if we set
ji =
{
2i− 1 + r − 1 (1 ≤ 2i− 1 + r − 1 ≤ (n− 1)/2)
n− (2i− 1 + r − 1) ((n+ 1)/2 ≤ 2i− 1 + r − 1 ≤ n− 2)
and
ki = r − (2i− 1) + 1,
we have that
(bi+1 − bi)c−
ξn
(l+l1)/2 sin jipin
sin pin
− ξn
(l+l1)/2 sin kipin
sin pin
= 0.
Here, −ξn(l+l1)/2 sin jipin /sin pin ∈ Ωn and ξn(l+l1)/2 sin kipin /sin pin ∈ Ωn by (1) and Remark
4.4. Hence we have that
(bi+1 − bi)c+ (−
ξn
(l+l1)/2 sin jipin
sin pin
) =
ξn
(l+l1)/2 sin kipin
sin pin
∈ Ωn.
Hence we have proved our theorem. 2
Theorem 4.8. If n is even, Mn is connected.
Proof. By Theorem 3.3, Lemmas 4.5 and 4.6, it suffices to prove that Ωn satisfies the
condition (∗).
If n = 4p, where p is a natural number, Ωn has the following form (See [2, p.2662]).
Ωn =
{
ξn
l+1/2 sin rpin
sin pin
| l = 0, ..., n− 1, r = 0, 2, ..., 2p
}
⋃{ξnl sin rpin
sin pin
| l = 0, ..., n− 1, r = 1, 3, ..., 2p− 1
}
.
(2)
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If n = 4p+ 2, where p is a natural number, Ωn has the following form (See [2, p.2662]).
Ωn =
{
ξn
l+1/2 sin rpin
sin pin
| l = 0, ..., n− 1, r = 0, 2, ..., 2p
}
⋃{ξnl sin rpin
sin pin
| l = 0, ..., n− 1, r = 1, 3, ..., 2p+ 1
}
.
(3)
Since Ωn contains 1 and Ωn is finite, we prove that Ωn satisfies Definition 1.2 (ii).
It suffices to prove that for each a ∈ Ωn with a 6= 0, there exist b1, b2, ..., bm ∈ Ωn with
b1 = 0 and bm = a such that for all c ∈ Ωn, there exist d1, d2, ..., dm−1 ∈ Ωn such that
(b2 − b1)c+ d1 ∈ Ωn, (b3 − b2)c+ d2 ∈ Ωn, ..., (bm − bm−1)c+ dm−1 ∈ Ωn.
Fix a ∈ Ωn with a 6= 0.
(Case 1 : a = ξn
l+1/2 sin qpin /sin
pi
n , where q is even and l ∈ {0, ..., n− 1})
We set
b1 = 0, b2 =
ξn
l+1/2 sin 2pin
sin pin
, ..., bq/2 =
ξn
l+1/2 sin (q−2)pin
sin pin
, bq/2+1 =
ξn
l+1/2 sin qpin
sin pin
.
Fix c ∈ Ωn.
(Case 1-1 : c = ξn
l1+1/2 sin rpin /sin
pi
n , where r is even and l1 ∈ {0, ..., n− 1})
For each i ∈ {1, ..., q/2},
(bi+1 − bi)c = ξnl+l1+1
(
sin 2ipin
sin pin
− sin
(2i−2)pi
n
sin pin
)
sin rpin
sin pin
.
By Lemma 4.2, if we set
ji =
{
2i+ r − 1 (1 ≤ 2i+ r − 1 ≤ n/2− 1)
n− (2i+ r − 1) (n/2 ≤ 2i+ r − 1 ≤ n− 1)
and
ki = r − 2i+ 1,
then we have that
(bi+1 − bi)c−
ξn
l+l1+1 sin jipin
sin pin
− ξn
l+l1+1 sin kipin
sin pin
= 0.
Since 2i and r are even, ji and |ki| are odd, and hence −ξnl+l1+1 sin jipin /sin pin ∈ Ωn and
ξn
l+l1+1 sin kipin /sin
pi
n ∈ Ωn by (2), (3), and Remark 4.4. Hence we have that
(bi+1 − bi)c+ (−
ξn
l+l1+1 sin jipin
sin pin
) =
ξn
l+l1+1 sin kipin
sin pin
∈ Ωn.
(Case 1-2 : c = ξn
l1 sin rpin /sin
pi
n , where r is odd and l1 ∈ {0, ..., n− 1})
For each i ∈ {1, ..., q/2},
(bi+1 − bi)c = ξnl+l1+1/2
(
sin 2ipin
sin pin
− sin
(2i−2)pi
n
sin pin
)
sin rpin
sin pin
.
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By Lemma 4.2, if we set
ji =
{
2i+ r − 1 (1 ≤ 2i+ r − 1 ≤ n/2− 1)
n− (2i+ r − 1) (n/2 ≤ 2i+ r − 1 ≤ n− 1)
and
ki = r − 2i+ 1,
then we have that
(bi+1 − bi)c−
ξn
l+l1+1/2 sin jipin
sin pin
− ξn
l+l1+1/2 sin kipin
sin pin
= 0.
Since 2i is even and r is odd, ji and |ki| are even, and hence −ξnl+l1+1/2 sin jipin /sin pin ∈ Ωn
and ξn
l+l1+1/2 sin kipin /sin
pi
n ∈ Ωn by (2), (3), and Remark 4.4. Hence we have that
(bi+1 − bi)c+ (−
ξn
l+l1+1/2 sin jipin
sin pin
) =
ξn
l+l1+1/2 sin kipin
sin pin
∈ Ωn.
(Case 2 : a = ξn
l sin qpin /sin
pi
n , where q is odd and l ∈ {0, ..., n− 1})
We set
b1 = 0, b2 = ξn
l, b3 =
ξn
l sin 3pin
sin pin
, ..., b(q+1)/2 =
ξn
l sin (q−2)pin
sin pin
, b(q+1)/2+1 =
ξn
l sin qpin
sin pin
.
Fix c ∈ Ωn.
(Case 2-1 : c = ξn
l1+1/2 sin rpin /sin
pi
n , where r is even and l1 ∈ {0, ..., n− 1})
(b2 − b1)c = ξnl+l1+1/2
sin rpin
sin pin
.
Since r is even, by (2), (3), and Remark 4.4, −ξnl+l1+1/2 sin rpin /sin pin ∈ Ωn and hence
(b2 − b1)c+ (−ξnl+l1+1/2
sin rpin
sin pin
) = 0 ∈ Ωn.
For each i ∈ {2, ..., (q + 1)/2},
(bi+1 − bi)c = ξnl+l1+1/2
(
sin (2i−1)pin
sin pin
− sin
(2i−3)pi
n
sin pin
)
sin rpin
sin pin
.
By Lemma 4.2, if we set
ji =
{
2i− 1 + r − 1 (1 ≤ 2i− 1 + r − 1 ≤ n/2− 1)
n− (2i− 1 + r − 1) (n/2 ≤ 2i− 1 + r − 1 ≤ n− 1)
and
ki = r − (2i− 1) + 1,
then we have that
(bi+1 − bi)c−
ξn
l+l1+1/2 sin jipin
sin pin
− ξn
l+l1+1/2 sin kipin
sin pin
= 0.
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Since 2i−1 is odd and r is even, ji and |ki| are even, and hence −ξnl+l1+1/2 sin jipin /sin pin ∈
Ωn and ξn
l+l1+1/2 sin kipin /sin
pi
n ∈ Ωn by (2), (3), and Remark 4.4. Hence we have that
(bi+1 − bi)c+ (−
ξn
l+l1+1/2 sin jipin
sin pin
) =
ξn
l+l1+1/2 sin kipin
sin pin
∈ Ωn.
(Case 2-2 : c = ξn
l1 sin rpin /sin
pi
n , where r is odd and l1 ∈ {0, ..., n− 1})
(b2 − b1)c = ξnl+l1
sin rpin
sin pin
.
Since r is odd, by (2), (3), and Remark 4.4, −ξnl+l1 sin rpin /sin pin ∈ Ωn, and hence
(b2 − b1)c+ (−ξnl+l1
sin rpin
sin pin
) = 0 ∈ Ωn.
For each i ∈ {2, ..., (q + 1)/2},
(bi+1 − bi)c = ξnl+l1
(
sin (2i−1)pin
sin pin
− sin
(2i−3)pi
n
sin pin
)
sin rpin
sin pin
.
By Lemma 4.2, if we set
ji =
{
2i− 1 + r − 1 (1 ≤ 2i− 1 + r − 1 ≤ n/2− 1)
n− (2i− 1 + r − 1) (n/2 ≤ 2i− 1 + r − 1 ≤ n− 1)
and
ki = r − (2i− 1) + 1,
then we have that
(bi+1 − bi)c−
ξn
l+l1 sin jipin
sin pin
− ξn
l+l1 sin kipin
sin pin
= 0.
Since 2i − 1 and r are odd, ji and |ki| are odd, and hence −ξnl+l1 sin jipin /sin pin ∈ Ωn and
ξn
l+l1 sin kipin /sin
pi
n ∈ Ωn by (2), (3), and Remark 4.4. Hence we have that
(bi+1 − bi)c+ (−
ξn
l+l1 sin jipin
sin pin
) =
ξn
l+l1 sin kipin
sin pin
∈ Ωn.
Hence we have proved our theorem.
2
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