Abstract-Multiple datasets containing different types of features may be available for a given task. For instance, users' profiles can be used to group users for recommendation systems. In addition, a model can also use users' historical behaviors and credit history to group users. Each dataset contains different information and suffices for learning. A number of clustering algorithms on multiple datasets were proposed during the past few years. These algorithms assume that at least one dataset is complete. So far as we know, all the previous methods will not be applicable if there is no complete dataset available. However, in reality, there are many situations where no dataset is complete. As in building a recommendation system, some new users may not have profiles or historical behaviors, while some may not have credit history. Hence, no available dataset is complete. In order to solve this problem, we propose an approach called Collective Kernel Learning to infer hidden sample similarity from multiple incomplete datasets. The idea is to collectively completes the kernel matrices of incomplete datasets by optimizing the alignment of shared instances of the datasets. Furthermore, a clustering algorithm is proposed based on the kernel matrix. The experiments on both synthetic and real datasets demonstrate the effectiveness of the proposed approach. The proposed clustering algorithm outperforms the comparison algorithms by as much as two times in normalized mutual information.
I. INTRODUCTION
In many real world data mining problems, the same instance may appear in different datasets with different representations. Different datasets may emphasize different aspects of instances. An example is grouping the users in an user-oriented recommendation system. For this task, related datasets can be (1) user profile database (as shown in Fig. 1a ), (2) users' log data (as shown in Fig. 1b) , and (3) users' credit score (as shown in Fig. 1c) . Learning with such type of data is commonly referred to as multiview learning [1] , [2] . Although there are some previous works on multiple datasets, all of them assume the completeness of the different datasets. As far as we know, even the most recently work requires at least one dataset is complete [3] . However, in the real world applications, there are many situations in which complete datasets are not available. For instance, in Fig. 1a , User3 does not complete her profile. However, she has browsing log recorded by the browser. In Fig. 1b , checks and crosses indicates whether user visited the website recently. From the figure, we can see that User2 and User4 do not have browsing behavior history. This may because that they are new users to the system or they refuse to share the historical behaviors with the system. In Fig. 1c , only User1 and User2 have credit scores in the system. In the situation as shown in Fig. 1 , all the previous method will not be applicable. It is very important to find an approach that can work for incomplete datasets.
In order to deal with the incompleteness of the datasets, it is a natural way to complete the original datasets first. However, it is very hard and time-consuming to directly predict the missing features in each dataset especially if there are large number of missing features. Instead, we propose an approach called Collective Kernel Learning (CoKL). This approach iteratively completes the kernel matrix of each dataset using the kernel of other datasets. Basically, CoKL is based on aligning the similarities between examples across all datasets. The completed kernel matrices can be used in any kernel based clustering algorithms. In this paper, we also propose a clustering algorithm based on CoKL and Kernel Canonical Correlation Analysis (KCCA). The proposed clustering algorithm first uses CoKL to complete the kernel matrices. Based on the completed kernel matrices, KCCA could find the projections that maximize the correlations between the datasets. Then we can perform any standard clustering algorithms on the projected space. As compared with previous papers, this paper has several advantages:
1) The proposed clustering algorithm can be used in situations even when all the datasets are incomplete, in which the other methods are not applicable. 2) Collective kernel learning does not require predicting the missing features in the incomplete datasets using complex method. Predicting the missing features may be very time-consuming when there are large number of missing features. Instead, we construct the full kernel matrices corresponding to the incomplete datasets iteratively using the shared examples between different datasets.
In order to evaluate the quality of CoKL and the proposed clustering algorithm that uses CoKL and KCCA, we conduct several experiments on the UCI seeds data and handwritten Dutch numbers recognition data. The proposed clustering algorithm outperforms the comparison algorithms by as much as two times in normalized mutual information. The experiment on the convergence of CoKL shows that CoKL converges quickly in all the experiment settings (less than 10 iterations).
Further experiment shows that the number of iterations needed to convergence does not change too much for different missing rates [4] . 
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The rest of this paper is organized as follows: In the next section, we will describe the formulation of the problem. In section III, we will describe the proposed collective kernel learning. CCA and KCCA are introduced and the clustering algorithm using CoKL and KCCA is described in section IV. Experiment settings and result analysis are described in section V. The results on different data settings show that the proposed clustering algorithm outperforms the comparison algorithms.
II. PROBLEM FOMULATION
Before we describe the formulation of the problem, we summarize some notations used in this paper in Table I. Given two related datasets and , we assume both of these two related datasets are incomplete. The features for dataset are available for only a subset of the total examples, and the features for dataset are available for another subset of the total examples. We also assume these two datasets can cover all the examples, i.e., here are no examples that are missing in both datasets. The goal is to derive a clustering solution based on both datasets. Since both datasets are incomplete, we denote = { ( 1 , 1 ) 
Then we can denote , a ( + 1 + 2 ) × ( + 1 + 2 ) matrix, as kernel matrix defined over all the examples using features from dataset . The corresponding graph Laplacian is defined as ℒ = − , where is the diagonal matrix consisting of the row sums of along it's diagonals. Likewise, for dataset , we denote the kernel matrix by , and the corresponding graph Laplacian by ℒ = − . However, since features for both and are only available for a subset of the total examples, only 4 subblock of the full kernel matrix ( ) with size
In order to apply any kernel approach for clustering, one must first build the full kernel matrix and . To achieve this goal, we borrow the idea from Laplacian regularization [5] , [6] . In other words, we first generate the graph Laplacian ℒ for the kernel matrix . Then (ℒ ) reflects the "inconsistence" of the kernel matrix when we "explain" it with the graph Laplacian ℒ from . In this paper, denotes the matrix trace. Under the assumption that and should contain consensus information, we should minimize the "inconsistence" (ℒ ), and similarly for (ℒ ). More formally, the objective can be written as follows:
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Using these and the property of trace, we can rewrite Equation 2 as follows:
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Similarly, fix , solving the optimization in Equation  3 , we can get a new . So we can iteratively solve the optimization problems in Equations 2 and 3 until it gets convergence. The whole algorithm is shown in Algorithm 1.
Although Algorithm 1 is for two incomplete datasets, it is important to note that the generalization can be easily done. By completing the kernel matrices in a cyclic iteration, Algorithm 1 can be easily generalized to more than two incomplete datasets . 
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A. CCA and Kernel CCA
Canonical Correlation Analysis (CCA) [7] is a technique for modeling the relationships between two (or more) sets of variables. CCA computes a low-dimensional shared embedding of both sets of variables such that the correlations among the variables between the two sets is maximized in the embedded space. It has been applied with great success in the past on a variety of learning problems dealing with multi-modal data or multi view data [8] . However, Canonical Correlation Analysis is a linear feature extraction algorithm. In real world applications, the data usually exhibit nonlinearities, and therefor a linear projection like CCA may not be able to capture the properties of the data. To deal with the nonlinearities, kernel method has been successfully used in many applications (e.g. Support Vector Machines and Kernel Principal Component Analysis). [9] , [10] apply the kernel method to CCA, which first maps each dimensional data point to a higher dimensional space ℱ defined by a mapping function whose range is in an inner product space, then applies linear CCA in the feature space ℱ .
B. A Clustering Algorithm with Collective Kernel Learning and KCCA
In this section, we will describe a clustering algorithm based on collective kernel learning and KCCA. Given two incomplete datasets and , the goal is to derive a clustering solution based on the information contains in both datasets. The algorithm is shown in Algorithm 2.
We first apply the collective kernel learning to complete the two full kernel matrices. Then we use Kernel CCA to find the projected feature space, in which the correlation of the two datasets is maximized, and get the projected two datasets. In case that the dimension of the projected feature space is still too large for clustering, we apply Principal Component Analysis (PCA) to the projected datasets if needed. The clustering solution can be acquired using any standard clustering algorithm, like k-means.
V. EXPERIMENTS AND RESULTS
In this section, we analyze the proposed clustering algorithm on two sets of datasets.
A. Comparison Approaches and Evaluation Strategy
Since there was no previous method that can be directly used to handle the same problem, the first comparison algorithm is straightforward one. The comparison strategy is to first fill the missing features with average values for continuous features and majority values for discrete features, and then concatenate all features together, referred as Concat. In other words, given two incomplete datasets and , we just fill the missing features and get and . The concatenated features can be represented as follows:
So any traditional clustering algorithm can be applied on the concatenated datasets to obtain a solution. In order to evaluate the quality of the proposed clustering algorithm, we use normalized mutual information (NMI) and the average purity. Note that NMI equals to zero when clustering algorithm is random, and it is close to one when the clustering result is good. Average purity is also close to one when the clustering result is good. Note that k-means is sensitive to initial seed selection. Hence, we run k-means 30 times on each parameter setting, and report the averaged NMI and purity with mean value. All the datasets we use in the experiments are complete, but we randomly delete some of the instances in datasets. It is also important to note that the missing rate for each dataset is equal, i.e., two datasets have the same number of missing instances. Since all the original datasets are complete, to generate a missing rate of 60% on a pair of datasets, we randomly select 60% of the instances and delete them alternately from one of the datasets. This will make all the datasets have equal missing rate. We test the performance of the proposed algorithm for different total missing rates (from 10% to 90%).
B. UCI Seeds Datasets
The first dataset contains 210 instances with 7 features. Each instance represents a seed belonging to one of the three different varieties of wheat. The aim is to cluster the seeds. In order to test the performance of the proposed algorithm, we randomly split the feature set into two disjoint parts, which represent two datasets. Then we randomly delete the instances in both of the datasets to make them incomplete. The results average over 30 runs are presented in Fig. 2 . Fig. 2a and Fig. 2b compare CoKL+KCCA with Concat, MVC, and two algorithms on complete data (CompConcat and Comp-KCCA). Fig. 2c and Fig. 2d compare different algorithms combined with CoKL on incomplete data (CoKL+KCCA, CoKL-KA-SC and CoKL-KP-SC). As it can be observed in Fig. 2a and Fig. 2a , the proposed algorithm, clustering with CoKL and KCCA, outperforms the two comparison methods (Concat and MVC) substantially for all the missing rates in both NMI and average purity. For example, when the missing rate is 0.7, the NMI obtained from CoKL+KCCA is about 0.7, while that of the comparison methods is only about 0.3. The average purity obtained from CoKL+KCCA is about 0.85, while that of the comparison methods is only less than 0.65. Even when the missing rate is 0.9, the NMI obtained from CoKL+KCCA is still 0.43, which is much larger than that of the comparison methods. Of course, the result of proposed algorithm is not as good as the results of algorithms running on complete dataset(CompConcat and Comp-KCCA). However, it is important to note that in Fig. 2b the proposed algorithm is very closed to the algorithms running on complete dataset in average purity. From Fig. 2c and Fig. 2d , it can be easily observed that CoKL+KCCA outperforms CoKL-KA-SC and CoKL-KP-SC almost everywhere in both NMI and average purity, which shows the effectiveness of KCCA. These results shows that CoKL+KCCA performs not only better than the intuitive strategy which directly uses the concatenated features, but also better than the latest method MVC.
C. Handwritten Dutch Numbers Recognition
This dataset contains 2000 handwritten numerals ("0"-"9") extracted from a collection of Dutch utility maps. The handwritten numbers are scanned and digitized as binary images. The following feature spaces (datasets) with different vector-based features is available for the numbers: (1) 76 Fourier coefficients of the character shapes, (2) 216 profile correlations, (3) 240 pixel averages in 2 × 3 windows, and (4) 47 Zernike moments. All these features are conventional vector-based features but in different feature spaces. The aim is to cluster the numbers. We test the proposed algorithm on two incomplete datasets. Among this 4 different datasets, we can have 6 different pairs. For each pair of datasets, we randomly delete the instances in both of the datasets. Part of the results for all the 6 different pairs average over 30 runs are presented in Fig. 3 . The complete results can be found in [4] . (Fig. 3a) as example, the NMI obtained from CoKL+KCCA is 0.63 at missing rate 0.7, while that of the comparison methods is only about 0.45. One interesting result is that CoKL+KCCA is even better than Comp-Concat for some settings like Fig. 3b and Fig 3c. The reason is because even with complete dataset, the correlations among the two dataset may not be significant. However, the correlations among the projected spaces between the two sets are maximized when apply KCCA. So CoKL+KCCA could be better than Comp-Concat for some settings but is worse than Comp-KCCA for almost every setting. From Fig. 3d-3f , it can be easily observed that CoKL+KCCA outperforms CoKL-KA-SC and CoKL-KP-SC for most of the cases, which shows the effectiveness of KCCA. These results shows that on incomplete datasets, CoKL+KCCA performs not only better than the intuitive strategy Concat and advanced method MVC, but even better than some simple algorithms on complete datasets.
VI. CONCLUSION
In this paper, we study the problem of clustering for multiple incomplete datasets. We propose a CoKL principle to deal with the incompleteness of the datasets by collectively completing the kernel matrices of the datasets using the common instances in different datasets. An optimization problem is derived from the CoKL principle to optimize the alignment of incomplete kernel matrices, and an approximation solution is obtained by iteratively solving a constrained optimization problem. Furthermore, we propose a clustering algorithm using CoKL and KCCA. By applying KCCA after CoKL, the proposed algorithm could maximize the correlation between the projected feature spaces, which will increase the performance of clustering compared with other methods. Two sets of experiments were performed to evaluate the clustering algorithm. It can be clearly observed that the proposed algorithm outperforms the comparison algorithms by as much as twice in both NMI and average purity. Further discussion about the convergency and efficiency of the proposed algorithm can be found in [4] .
