Abstract. We consider the XXX -type and Gaudin quantum integrable models associated with the Lie algebra gl N . The models are defined on a tensor product M 1 ⊗ . . . ⊗ M n of irreducible gl N -modules. For each model, there exist N oneparameter families of commuting operators on M 1 ⊗ . . . ⊗ M n , called the transfer matrices. We show that the Bethe vectors for these models, given by the algebraic nested Bethe ansatz, are eigenvectors of higher transfer matrices and compute the corresponding eigenvalues.
Introduction
In this paper we consider quantum integrable models associated with the Lie algebra gl N , the XXX -type and Gaudin models. The models are defined on a tensor product M 1 ⊗ . . . ⊗ M n of irreducible gl N -modules. For each model, there exist N oneparameter families of mutually commuting operators on M 1 ⊗ . . . ⊗ M n , called the transfer matrices. In this paper the transfer matrices for the XXX -type model are denoted by T where the functions Y a (u; t; z; Λ) are explicitly defined in terms of the solution t of the Bethe ansatz equations (9.3). This gives a formula for the eigenvalues Z v 1 (u), . . . , Z v N (u) . The Gaudin model can be obtained from the XXX -type model in the limit as u, z tend to infinity. In this limit, the difference operators D operators of the corresponding solutions of the Bethe ansatz equations. It was shown therein that for finite-dimensional gl N -modules M 1 , . . . , M n , the kernel of a fundamental operator is generated by polynomials only and the singular points of the fundamental operator were described. These facts and Schubert calculus imply that the number of solutions of the corresponding Bethe ansatz equations (properly counted) does not exceed the dimension of M 1 ⊗ . . . ⊗ M n [MV1] , [MV2] . That was a step to the proof of the completeness of the Bethe ansatz conjecture, which says that the Bethe vectors form a basis of M 1 ⊗ . . . ⊗ M n under certain conditions. An important observation for applications is the fact that the transfer matrices are symmetric with respect to a suitable symmetric bilinear form on M 1 ⊗ . . . ⊗ M n , see Theorems 9.1 and 7.6. Under certain assumptions, this fact allows us to conclude that the eigenvalues of the transfer matrices take real values for real u . In particular, this implies that the polynomials generating the kernel of the fundamental operator of a solution of the Bethe ansatz equations can be chosen to have real coefficients only, see applications to real algebraic geometry in [MTV] .
Basic notation
We will be using the standard superscript notation for embeddings of tensor factors into tensor products. If A 1 , . . . , A k are unital associative algebras, and a ∈ A i , then
If a ∈ A i and b ∈ A j , then (a ⊗ b)
Example. Let k = 2 . Let A 1 , A 2 be two copies of the same algebra A . Then for any a, b ∈ A we have a (1) = a ⊗ 1 , b (2) = 1 ⊗ b , (a ⊗ b) (12) = a ⊗ b and (a ⊗ b) (21) = b ⊗ a .
Fix a positive integer N . All over the paper we use the convention V = C N , and we identify elements of End (V ) with N ×N matrices using the standard basis of C N . Let e ab , a, b = 1, . . . , N , be the standard generators of the Lie algebra gl N :
[e ab , e cd ] = δ bc e ad − δ ad e cb . Let A {k} ∈ End (V ⊗k ) be the skew-symmetrization projector:
A vector v in a gl
We denote by V ∧k the image of A {k} , and for any Q ∈ End (V ) set Q ∧k = Q ⊗k V ∧k . In particular, Q ∧N = det Q . The space V is considered as a gl N -module with the natural action: e ab → E ab , where E ab ∈ End (V ) is the matrix with the only nonzero entry equal to 1 at the intersection of the a-th row and b-th column. The gl N -module V is called the vector representation. The space V ∧k is a gl N -module with the action e ab → (E
We will use the following notation for products of noncommuting factors:
R-matrices
Let P = N a,b=1
E ab ⊗ E ba . It is the flip map: P (x ⊗ y) = y ⊗ x for any x, y ∈ V , and A (21) = PA P for any A ∈ End (V ⊗2 ) .
The rational R-matrix is R(u) = u + P ∈ End (V ⊗2 ) . It satisfies the inversion relation Remark. The R-matrix R(u) is symmetric: R(u) = R (21) (u) . However, we will not use this property and will write all relations, for instance (3.1), in the form that naturally extends to more general R-matrices.
Below we use the well known fusion procedure to define R-matrices R ∧k,∧l (u) acting in the tensor products V ∧k ⊗ V ∧l , and describe their properties. The proofs can be found in [MNO, Sections 1, 2] , [N, Sections 2, 3] . Notice that our notation differs from those in [MNO] , [N] , instead of R(u) the R-matrix 1 − P/u is used therein.
Lemma 3.1.
The Yang-Baxter equation ( 
The introduced R-matrices satisfy the inversion relation
and the Yang-Baxter equation (12) .
In addition, for any Q ∈ End (V ) , 
In particular, R ∧N,∧1 (u) = u + 1 and R ∧1,∧N (u) = u + N .
In this section we collect some known facts from the representation theory of the Yangian Y (gl N ) that will be used in the paper. We refer the reader to reviews [MNO] and [Mo] for proofs and details. Notice that the series T ab (u) in (4.1) corresponds to the series T ba (u) in [MNO] , [Mo] .
The Yangian Y (gl N ) is the unital associative algebra with generators T {s} ab , a, b = 1, . . . , N and s = 1, 2, . . . . Organize them into generating series:
The defining relations in Y (gl N )) have the form
Combine all series (4.1) together into a series
. Relations (4.2) can be written as the following equality for series
The Yangian Y (gl N ) is a Hopf algebra. In terms of generating series (4.1), the coproduct ∆ :
This formula amounts to an equality
for series with coefficients in
There is a one -parameter family of automorphisms
that is defined in terms of the series T (u) by the rule ρ x T (u) = T (u − x) ; in the right hand side, (u − x) −1 has to be expanded as a power series in u −1 .
The Yangian Y (gl N ) contains the universal enveloping algebra U (gl N ) as a Hopf subalgebra. The embedding is given by e ab → T {1} ba for any a, b = 1, . . . , N . We identify U (gl N ) with its image in Y (gl N ) under this embedding. It is clear from relations (4.2) that for any a, b = 1, . . . , N , (4.6)
is given by the rule ǫ : T
{1}
ab → e ba for any a, b = 1, . . . , N , and ǫ : T {s} ab → 0 for any s > 1 and all a, b . Both the automorphisms ρ x and the homomorphism ǫ restricted to the subalgebra U (gl N ) are the identity maps.
For
Denote by Y + (gl N ) the left ideal in Y (gl N ) generated by the coefficients of the series
, then we will write A ≃ B . Relations (4.2) imply the following lemma.
Lemma 4.1. a) For any a, b = 1, . . . , N, the coefficients of the series [T aa 
and any a = 1, . . . , N , the coefficients of the series Z T aa (u) belong to Y + (gl N ) .
Therefore, for any a = 1, . . . , N , the coefficients of the series T aa (u) act on the space
by multiplication from the right, and those actions commute.
Lemma 4.2. The coefficients of the series
The proof is straightforward, cf. (4.4).
A vector v in a Y (gl N )-module is called singular with respect to the action of Y (gl N ) if Y + (gl N ) v = 0 . A singular vector v that is an eigenvector for the action of T 11 (u), . . . , T NN (u) is called a weight singular vector .
Example. Let M be a gl N -module and v ∈ M a singular vector of weight (Λ 1 , . . . , Λ N ) . Then for any x ∈ C , the vector v is a weight singular vector with respect to the action of
There is a Hopf algebra anti-involution ̟ : Y (gl N ) → Y (gl N ) that is defined in terms of the series T ab (u) by the rule
In particular, for any X ∈ Y (gl N ) we have
Consider the series
. Relations (4.3) and Lemma 3.1 imply that
Therefore, the coefficients of the series
(4.10)
In particular, T ∧1 (u) = T (u) . Formulae (4.3) and (3.3) imply that the introduced series satisfy the following relations:
.
Proof. The statement follows from the coproduct formula (4.5) and the definition (4.10) of T ∧k (u) .
Since the space V ∧N is one-dimensional, the coefficients of the series T ∧N (u) belong to the Yangian Y (gl N ) . The series T ∧N (u) is called the quantum determinant and is denoted by qdet T (u) . Explicit formulae for the quantum determinant that follow from (4.9) and (4.10) are
where the permutation σ ∈ S N is arbitrary. Relations (4.11) and Lemma 3.2 imply that the coefficients of qdet T (u) are central in Y (gl N ) . Let tr W : End (W ) → C be the trace map. For any Q ∈ End (V ) define the series (4.13)
are called the transfer matrices. They have been introduced in [KS] .
Proof. The statement follows from formulae (4.11) and (3.4):
Theorem 4.6. [NO] If the matrix Q ∈ End (V ) has a simple spectrum, then the coefficients of the series
Recall that the Yangian Y (gl N ) contains U (gl N ) as a subalgebra, the embedding being given by e ab → T {1} ba . Proposition 4.7. [KS] Let Q be the identity matrix. Then for any k = 1, . . . , N , the coefficients of T k,Q (u) commute with the subalgebra
Proof. Similarly to (4.6), for any a, b = 1, . . . , N , we have
which implies that for the identity matrix Q ,
due to the cyclic property of the trace.
Lemma 4.8. For any m = k, . . . , N , and any distinct i 1 , . . . , i k ∈ {1, . . . , m} , we have
Proof. If m = k and i j = j for all j = 1, . . . , k , the claim is equivalent to formula (4.13). In general, we are also using the relations
, 1 i < j m , for the flip maps, and the formula
of formal differential operators; the indeterminates u −1 and ∂ u do not commute obeying the following relation
instead. Following [T] , for any m = 1, . . . , N , set
Proposition 4.9. [T] For any m = 1, . . . , N , we have
Proof. Expand the product under the trace in formula (4.14),
Then Lemma 4.8 yields the claim.
Remark. Formula (4.15) for m = N shows that the expression D N,Q (u, ∂ u ) serves as a generating function of the transfer matrices
Remark. Taking into account formula (4.9) and the equality (A {m} ) 2 = A {m} , one can show that
Since A {N} is a one-dimensional projector, formula (4.17) implies the following proposition.
Proposition 4.10. We have
Let Q † be the matrix transposed to Q ; for example,
, where ̟ is given by (4.7).
Proof. The claim follows from Lemma 4.8 for T k,Q (u) with m = k and i j = k − j + 1 , formula (4.9), two more observations,
, and the standard properties of the trace:
The Bethe ansatz
In this section we formulate the main technical result of this paper, Theorem 5.4. Equality (5.8) is, in a sense, a universal formulation of the eigenvalue problem for Bethe eigenvectors of the transfermatrix T k,Q (u) . Given a Y (gl N )-module M and a weight singular vector v ∈ M , we will apply formula (5.8) to v and obtain the Bethe eigenvector for the action of T k,Q (u) in M and the formula for the corresponding eigenvalue. In Section 6 we will do it in detail for M being a tensor product of highest weight evaluation modules and v ∈ M being the tensor product of highest weight vectors.
Let ξ = (ξ 1 , . . . , ξ N−1 ) be a collection of nonnegative integers. Set
where the pairs are ordered lexicographically, (a, i) < (b, j) if a < b , or a = b and i < j , and the product is taken over all two element subsets of the set { (c, k) | c = 1, . . . , N − 1, k = 1, . . . , ξ c } . Further on, we will abbreviate, t = (t 1 1 , . . . , t
Proof. Using the Yang-Baxter equation (3.2) we can rearrange the factors in the product of R-matrices in formula (5.1) such that the product
appears on the right. Then formula R(u) E bc ⊗ E bc = (u + 1) E bc ⊗ E bc yields the claim.
Lemma 5.2. The series θ B ξ (t) is divisible by
The proof is given in Section 11 after Proposition 11.3. 
Example. Let N = 4 and ξ = (1, 1, 1) . Then
In general, B ξ (t) is a sum of the products
with various a 1 , . . . , a |ξ| , b 1 , . . . , b |ξ| , and polynomials p(t 1 1 , . . . , t
The direct product of the symmetric groups S ξ 1 × . . . × S ξ N −1 acts on expressions in |ξ | variables, permuting the variables with the same superscript:
Q a E aa . Introduce the series
Given the following data: integers a 1 , . . . , a |ξ|+k−1 , b 1 , . . . , b |ξ|+k−1 , c ∈ {1, . . . , N } and i ∈ {1, . . . , ξ c } , a sequence s 1 , . . . , s |ξ|+k−1 , which is a permutation of the sequence u, . . . , 
where the factors (u − t a j ) −1 in (5.6) have to be expanded as power series in u −1 . We denote by I ξ,k,Q the span over C of all products (5.6) with various a 1 , . . . , a |ξ|+k−1 , b 1 , . . . , b |ξ|+k−1 , c , i , s 1 , . . . , s |ξ|+k−1 , and p(u; t 1 1 , . . . , t
where the sum is taken over all k-tuples a = (a 1 , . . . , a k ) such that 1 a 1 < . . . < a k N , and U ξ,k,Q (u; t) belongs to I ξ,k,Q , cf. (5.6). By Lemma 4.1, the order of the product of elements X a r ξ,Q is irrelevant. The theorem is proved in Section 11.
Remark. Similarly to formula (4.16), the expressions a k r=1 X a r ξ,Q (u − r + 1; t) can be obtained as coefficients of a suitable formal differential operator:
Remark. Since the coefficients of the series qdet T (u) are central in Y (gl N ) , the first formula of (4.12) for the identity permutation σ implies that
Together with the relation T N,Q (u) = det Q qdet T (u) , this proves Theorem 5.4 for k = N .
Tensor products of evaluation modules
In this section we consider the action of the transfer matrices T 1,Q (u), . . . , T N,Q (u) in a tensor product of evaluation modules over the Yangian Y (gl N ) . We will apply Theorem 5.4 to get eigenvectors and eigenvalues of the transfer matrices. In Section 7 we will also show that the operators of the action are symmetric with respect to a certain symmetric bilinear form, see Theorem 7.6.
Let M 1 , . . . , M n be gl N -modules. Consider the tensor product
Further on, we will abbreviate, z = (z 1 , . . . , z n ) . For any k = 1, . . . , n , the operator
is a rational function in u, z 1 , . . . , z n with the denominator 
3) and Lemma 5.2. We call it the universal weight function for the XXX-type model.
Q a E aa be a diagonal matrix. The system of algebraic equations
Theorem 6.1. Let M 1 , . . . , M n be highest weight gl N -modules with highest weights Λ 1 , . . . , Λ n and highest weight vectors
where the sum is taken over all k-tuples a = (a 1 , . . . , a k ) such that 1 a 1 < . . . < a k N .
Proof. Theorem 5.4 and formula (5.6) imply that
(u; t; z; Λ) is a ratio of a polynomial with coefficients in M 1 ⊗ . . . ⊗ M n vanishing at solutions of system (6.3) and the product
that does not vanish at off-diagonal points (t 
Remark. Since the coefficients of the series qdet T (u) are central in Y (gl N ) , the first formula of (4.12) for the identity permutation σ implies that 
Proof. Clearly, for any t the vector B v 1 ⊗...⊗v n ξ (t; z) has the indicated weight. The fact that the Bethe vector B v 1 ⊗...⊗v n ξ (t; z) is singular is proved in Section 11.
Remark. Let M 1 , . . . , M n be any gl N -modules, not necessarily highest weight ones, and let v ∈ M 1 ⊗ . . . ⊗ M n be any weight singular vector with respect to the action of
The function
Similarly to Theorem 6.1, we can show that for any off-diagonal solutiont of the system
Moreover, for any t ,
Shapovalov form
Define an anti-involution τ : U (gl N ) → U (gl N ) by the rule τ (e ab ) = e ba , a, b = 1, . . . , N . Let M be a highest weight gl N -module with highest weight vector v . The Shapovalov form S M : M ⊗ M → C is the unique symmetric bilinear form such that S M (v, v) = 1 , and S M (Xw 1 , w 2 ) = S M w 1 , τ (X)w 2 for any X ∈ U (gl N ) and any w 1 , w 2 ∈ M . For an irreducible module M , the form S M is nondegenerate.
Lemma 7.1. For any X ∈ Y (gl N ) , w 1 , w 2 ∈ M , and x ∈ C , we have
The proof is straightforward.
Let M 1 , . . . , M n be highest weight gl N -modules. Then formula (4.8) and Lemma 7.1 imply that for any X ∈ Y (gl N ) and any w 1 , w 2 ∈ M 1 ⊗ . . . ⊗ M n , we have
where S M i is the Shapovalov form for the module M i , i = 1, . . . , n . Proposition 7.2. For any k = 1, . . . , N , and any w 1 , w 2 ∈ M 1 ⊗ . . . ⊗ M n , we have
where the superscript † stands for the transposition of matrices.
Proof. The claim follows from formulae (6.1), (7.1) and Proposition 4.11.
We remind below some facts on R-matrices for tensor products of evaluation modules over the Yangian Y (gl N ) . Propositions 7.3 -7.5 follow from Drinfeld's results on the universal R-matrices for Yangians [D] . 
for any X ∈ Y (gl N ), and
By the definition of evaluation modules over Y (gl N ) , formula (7.2) means that the operator R LM (u) commutes with the gl N -action in L ⊗ M and for any a, b = 1, . . . , N ,
The operator R LM (u) is uniquely determined by these properties together with the normalization condition (7.3), which implies that the restriction of R LM (u) to any weight subspace of the gl N -module L ⊗ M is a rational function of u , and
In addition, for any w 1 , w 2 ∈ L ⊗ M , we have
Let M 1 , . . . , M n be highest weight gl N -modules. Set
By Proposition 7.4 we have
For any w 1 , w 2 ∈ M 1 ⊗ . . . ⊗ M n , formula (7.5) and Proposition 7.5 yield
and for any X ∈ Y (gl N ) , formula (7.2) implies
For irreducible modules M 1 , . . . , M n and generic z , the form S
is nondegenerate. By equality (7.7), the form S Proof. Proposition 7.2 and formula (7.8) yield
for any k = 1, . . . , N . This proves the statement.
Current algebra gl N [x]
Let gl N [x] be the Lie algebra of polynomials with coefficients in gl N with the pointwise commutator. We call it the current algebra. In this section we construct, following [T] , analogues of the transfer matrices T 1,Q (u), . . . , T N,Q (u) for the algebra U ( gl N [x] ) , and formulate the counterparts of Theorems 5.4 and 6.1.
We will be using the standard generators of gl 
. Notice the flip of subscripts of the generators in the sum (8.1); this is done to have better notational correspondence further with the Yangian case. The commutation relations in U ( gl N [x] ) can be written in the following form:
that amounts to the equality for series with coefficients in End (
is the flip map.
Fix a matrix K ∈ End (V ) and consider the formal differential operator
K ab E ab . We also have that
The next two propositions were obtained in [T] from the Yangian case. We will give their proofs at the end of Section 10.
Proposition 8.1. We have
Proposition 8.3. Let K be the zero matrix. Then for any k = 1, . . . , N , the coefficients of
Proof. Similarly to (4.6), for any a, b = 1, . . . , N , we have E ab ⊗ 1 + 1 ⊗ e ab , L(u) = 0 . Hence, the claim follows from formulae (8.3), (8.4), and the cyclic property of the trace, because E
(1)
We extend the anti-involution τ :
The extension is consistent with the standard embedding , . . . , (t
. Given the following data: i) an integer m not excceding |ξ | + k − 1 , integers a 1 , . . . , a m , b 1 , . . . , b m , c ∈ {1, . . . , N } and i ∈ {1, . . . , ξ c } , ii) a sequence s 1 , . . . , s m , where each s j is either u or one of the variables t 
where the factors (u−t a j )
−k in (8.9) have to be expanded as power series in u −1 . We denote by J ξ,k,K the span over C of all products (8.9) with various m , a 1 , . . . , a m , b 1 , . . . , b m , r 1 , . . . , r m , c , i , s 1 , . . . , s m , and p(u; t 1 1 , . . . , t
Let Z ξ,1,K (u; t), . . . , Z ξ,N,K (u; t) be its coefficients:
Expressions Z ξ,1,K (u; t), . . . , Z ξ,N,K (u; t) are regarded as power series in u −1 with coeffi- Theorem 8.6 . Let K be a diagonal matrix. For any k = 1, . . . , N , we have
where
The theorem is proved in Section 12.
Remark. It is easy to see that the coefficients of the series
and Z ξ,1,K (u; t) = G 1,K (u) for any ξ . This implies Theorem 8.6 for k = 1 .
Tensor products of evaluation modules of the current algebra
where we consider e
. By formulae (8.3), (8.4), for any k = 1, . . . , n , the operator
is a rational function in u, z 1 , . . . , z n with the denominator
(u; z) are called the transfer matrices of the Gaudin model associated with the Lie algebra gl N .
Let τ be the anti-involution (8.6) on U (gl N [x] ) . Recall that for a highest weight gl N module M we denote by S M the Shapovalov form on M .
Let M 1 , . . . , M n be highest weight gl N -modules. For any z 1 , . . . , z n , X ∈ U (gl N [x]) , and w 1 , w 2 ∈ M 1 ⊗ . . . ⊗ M n , we have
Then Proposition 8.4 and formula (9.2) yield that for any k = 1, . . . , N ,
In particular, we have the following result. 
, . . . , ξ N−1 ) be a collection of nonnegative integers. Set ξ 0 = ξ N = 0 . The system of equations
. . , ξ a , is called the Bethe ansatz equations. We always assume that for a solutiont = (t 1 1 , . . . ,t N−1 ξ N −1 ) of system (9.3) any denominator in equations does not equal zero unless the corresponding numerator equals zero.
Consider the differential operator
Let Z ξ,1,K (u; t; z; Λ), . . . , Z ξ,N,K (u; t; z; Λ) be its coefficients:
The expression (8.7) defines a vector-valued rational function F v 1 ⊗...⊗v n ξ (t; z) of the variables t 1 1 , . . . , t
with the denominator
(t; z) coincides with the universal weight function used in integral formulae for hypergeometric solutions of the Knizhnik-Zamolodchikov equations, see [Ma] , [SV] , [RSV] . 
Proof. The statement follows from Theorem 8.6 and formulae (9.2), (9.6).
Remark. Since the coefficients of the series
, formulae (8.5) and (9.4) yield
which implies Theorem 8.6 for k = 1 . 
Proof. The claim follows from identites for the universal weight function [RSV] and quasiclassical asymptotics of hypergeometric solutions of the Knizhnik-Zamolodchikov equations [RV] .
Remark. Let M 1 , . . . , M n be any gl N -modules, not necessarily highest weight ones, and let v ∈ M 1 ⊗ . . . ⊗ M n be any weight singular vector with respect to the action of gl
, N , and consider the differential operator
Let Z v ξ,1,K (u; t; z), . . . , Z v ξ,N,K (u; t; z) be its coefficients:
Similarly to Theorem 9.2, for any solutiont of the system
Moreover, for any ξ and t ,
Filtration on Y (gl N )
In this section we are going to relate the series T 1,Q (u), . . . , T N,Q (u) with coefficients in the Yangian Y (gl N ) and the series G 1,K (u), . . . , G N,K (u) with coefficients in the algebra U ( gl N [x] ) , and to prove Propositions 8.1 -8.4. The results of this section are essentially borrowed from [T] .
Given a filtered algebra A with an ascending filtration . . . ⊂ A s−1 ⊂ A s ⊂ . . . ⊂ A , possibly double infinite, we denote by grad and will regard grad A s as a map from A s to grad A . Abusing notation, we will write just grad s , dropping the superscript, if it can cause no confusion.
For a filtered algebra A , we consider the algebra End (V ) ⊗ A to be filtered by the subspaces End (V ) ⊗ A s = End (V ) ⊗ A s .
The Yangian Y (gl N ) admits a degree function such that deg T {s} ab = s − 1 for any a, b = 1, . . . , N , s = 1, 2, . . . , see Section 1.20 in [MNO] ; the function deg here coincides with the function deg 2 in [MNO] . Then Y (gl N ) is a filtered algebra with an ascending filtration 
It is easy to see that the series
Further on we assume that in the definition (4.13) of the transfer matrices Q is a series from End (V ) [[ζ ] ] instead of being an element of End (V ) . Then the obtained transfer matrices T 1,Q (u), . . . , T N,Q (u) are power series in u −1 and ζ with coefficients in in Y (gl N ) . We also regard them as elements of
The results of Sections 4 and 5 naturally generalize to the described setting. We extend the filtration from
by setting deg ζ = −1 . Similarly, in formulae (8.3), (8.4) we will assume K being a series from End (V ) [[ζ ] ] .
Recall that T 0,Q (u) = 1 by convention. For any k = 0, . . . , N , set
For example, S 0,Q (u) = 1 and S 1,Q (u) = T 1,Q (u) − N . Formulae (10.3) for all k = 0, . . . , N taken together are equivalent to the identity (10.4)
The series S 1,Q (u), . . . , S N,Q (u) are called the modified transfer matrices.
Proof. Taking the (N − m)-th derivative of formula (10.4) with respect to y and making there the substitution y = e ∂ u − 1 , we get cf. (4.15) . Exploiting the standard identity
we obtain that Observe that grad −1 T (u) − 1 = L(u) , cf. (10.2), and grad −1 (e ∂ u − 1) = ∂ u . Then computing grad −m D m,Q (u, ∂ u ) in two ways using either formula (4.14) or formula (10.6), we get
The last step is to compare the obtained formula for m = N with formulae (8.3) and (8.4), which completes the proof.
Proof 
Proof of Theorem 5.4
We will prove Theorem 5.4 by induction with respect to N . The key points are Proposition 11.3 and 11.5, and formula (11.25).
Set π(x) :
Introduce a map ψ(x 1 , . . . , x r ) :
is the multiple coproduct. For any
Proof. The claim follows from the facts that Y + (gl N−1 ) is a coideal in Y (gl N−1 ) , and the vector w 1 is a singular vector with respect to the action of Y (gl N−1 ) .
Consider the embedding φ :
is the canonical projection. 
Proof of Lemma 5.2. Lemma 11.2, Proposition 11.3 and formulae (11.1), (11.2) imply that the denominator of θ B ξ (t) is at most
. Now the statement follows from formula (5.2).
where the first summand is spanned by the vectors v 1 ∧ v a 1 ∧ . . . ∧ v a k−1 , 2 a 1 < . . . < a k−1 N , and the second summand is spanned by the vectors
The R-matrix R ∧k,∧1 (u) acting in V ∧k ⊗ V preserves the subspaces
Its restrictions onto these subspaces are
, and we will not use the explicit form of S ′ . A similar decomposition can be written for the R-matrix R ∧1,∧k (u) .
In what follows we regard T (u) and T ∧k (u) as matrices over the algebra Y (gl N ) and introduce their submatrices induced by the decompositions V = Cv 1 ⊕ W and
(11.5)
Denote by HY(L, M ) the space Hom (L, M ) ⊗ Y (gl N ) of matrices with noncommuting entries. We call L the domain of those matrices. The coefficients of the series B , D, A , B , D respectively belong to HY(W, C) , HY(W, W ) , HY(W
Set
Define a map S :
We will use the following commutation relations that are obtained from formulae (4.11), (11.4), Corollary 3.3 and the equality S R(u − 1) = (u − k) S :
The equalities hold respectively in HY(
, and the superscripts in brackets indicate what tensor factors are domains of the respective matrices. If k = 1 , relations (11.7) -(11.9) become
For an expression f (u 1 , . . . , u r ) with coefficients in matrices with the domain W ⊗r and a simple transposition (i, i+1) , i = 1 . . . k − 1 , set (11.13)
The matrixŘ(u) has the propertiesŘ(u)Ř(−u) = 1 anď
2). This yields the following lemma.
Lemma 11.4. Formula (11.13) extends to the action of the symmetric group S r on expressions f (u 1 , . . . , u r ) with coefficients in matrices with the domain
By formula (11.10) the expression
is invariant under the action (11.13) of the symmetric group S r .
For an expression f (u 1 , . . . , u r ) with coefficients in matrices with the domain W ⊗r , set (11.14) R Sym
Proposition 11.5.
where the tensor factors are counted by 0, 1, . . . , r .
Proof. The statement follows from relations (11.7) -(11.12) by induction with respect to r . We apply formula (11.8) or (11.9) to the product of the first factors in the left hand side and then use the induction assumption.
Remark. Formulae (11.15) and (11.16) have the following structure. The first term in the right hand side comes from repeated usage of the first term in the right hand side of relation (11.8) or (11.9), respectively. The second term, involving symmetrization, is effectively determined by the fact that the whole expression in the right hand side is regular at u = u i for any i = 1, . . . , r , and is invariant with respect to action (11.13) of the symmetric group S r . The symmetrized expression is obtained by applying once the second term in the right hand side of the relevant relation (11.8) or (11.9) followed by repeated usage of the first term of the respective relation.
Q a E N aa ∈ End (V ) be the diagonal matrix from Theorem 5.4. Set
Denote Q = Q ∧(k−1) and Q = Q ∧k . Then formula (4.13) implies that
To prove formula (5.8) we will employ Propositions 11.3 and 11.5. In our present notation, relation (11.3) reads as follows:
We substitute (11.18) and (11.19) into the left hand side of formula (5.8) and use relations (11.15), (11.16) to move A(u) and D(u) through the product
To simplify writing, let r = ξ 1 and u i = t 1 i , i = 1, . . . , r . We have
where the tensor factors for the products under the traces are counted by 0, 1, . . . , r . Here
is a series with coefficients in HY(W, C) . Besides this, we use the equality
that follows from the cyclic property of the trace and the formula
To proceed further, we use the next lemmas.
Lemma 11.6.
Proof. The equalities follow from formula (4.5), Lemma 4.3 and formula (11.2).
Lemma 11.7. For any X ∈ Y (gl N−1 ) , To prove formula (11.23) we first observe that the coefficiens of entries of the matrix
; this fact follows from the formula for A(u) similar to the first formula of (4.12) for the identity permutation σ . Then we proceed like in Lemma 11.6 and use the fact that ψ(u 1 , . . . , u r ) is a homomorphism of algebras. The calculation goes as follows:
, if the substitution makes sense. Observe that
Altogether, for any X ∈ Y (gl N−1 ) we have
The next step is to apply both sides of formula (11.25) to the vector w ⊗r 1 . That amounts to replacing there the map ψ(u 1 , . . . , u r ) by ψ(u 1 , . . . , u r ) , and changing the sym- cf. (11.14) , to the ordinary symmetrization Sym u 1 ,...,u r , becausě R(u) w 1 ⊗ w 1 = w 1 ⊗ w 1 . Now we replace X in formula (11.25) cf. (11.19) , and employ the induction assumption. We recall that A(u) = T 11 (u) , r = ξ 1 , and u i = t 1 i , i = 1, . . . , r . We also use Lemma 4.2 and equalities
cf. (11.1), which imply that
Besides this, we use Lemmas 4.1 and 11.1. As a result, we transform formula (11.25) to
cf. (5.7), where the first sum is taken over all (k − 1)-tuples a = (a 2 , . . . , a k ) such that 2 a 2 < . . . < a k N , the second sum is taken over all k-tuples b = (b 1 , . . . , b k ) such that 2 b 1 < . . . < b k N , and
The last formula determines U ξ,k,Q (u; t) modulo terms with coefficients belonging to Y + (gl N ) . By the induction assumption the expressions U
Then together with Lemmas 3.2, 4.1, 4.2, 11.1, 11.2, and formulae (5.5), (11.1), (11.2), the induction assumption implies that there exists an expression U ξ,k,Q (u; t) which belongs to I ξ,k,Q and obeys formula (11.27). Therefore, formula (11.26) coincides with formula (5.8). Theorem 5.4 is proved.
Proof of Proposition 6.2. We prove the statement by induction with respect to N using Proposition 11.3. It is straightforward to check that the induction assumption yields
Let C(u) be the left bottom block in the decomposition (11.5) of T (u) . Consider the coefficients of the series
whose entries are e 12 , . . . , e 1N . Therefore, it remains to check that C 1 B v 1 ⊗...⊗v n ξ (t; z) = 0 . Relations (4.2) implies that
Then, similarly to the proof of Proposition 11.5, we get
The rest of the proof of Proposition 6.2 is similar to considerations in the proof of Theorem 5.4 after Lemma 11.6 and in the proof of Theorem 6.1.
Proof of Theorem 8.6
We will prove Theorem 8.6 by induction with respect to N , suitably adapting the proof of Theorem 5.4.
We will continue to use notation introduced in the previous section. The maps ψ , ψ(x 1 , . . . , x r ) and ψ(x 1 , . . . , x r ) defined there for the Yangian Y (gl N−1 ) have their counterparts for the current Lie algebra gl N−1 [x] . Abusing notation we will denote them by the same letters.
The embedding ψ :
Lemma 12.1. We have
Define the embedding φ :
a+1,b+1 (u) , a, b = 1, . . . , N − 2 , similar to the embedding ψ .
we consider its components g a 1 ,...,a r given by
Proof. The statement follows from formula (8.7).
In Section 10 we introduced the degree function deg on the algebra
We define the degree to rational expressions in t Proof. The statement follows from formula (10.2) and Propositions 11.3, 12.3 by induction with respect to N .
Proof of Theorem 8.6. As in Section 10, set Q = 1 + ζK . We will employ Theorems 10.1, 10.2, and Proposition 12.4, and adapt arguments used in the proof of Theorem 5.4 to prove the statement of Theorem 8.6 by induction with respect to N .
Consider formula (11.25) and write there B k,Q (u) instead of B Q (u) to indicate the dependence on k . Recall that we have r = ξ 1 , u i = t 1 i , i = 1, . . . , ξ 1 , and A(u) = T 11 (u) .
Taking the sum of equalities (11.25) for k = 1, . . . , l , with coefficients
! and using formula (10.3), for any X ∈ Y (gl N−1 ) , we obtain
Notice that in formula (11.25) for k = N we have T Recall that B k,Q (u) is an (N − 1) × 1 matrix whose entries are series in u −1 with coefficients in Y (gl N ) , and P l,Q (u) is an (N − 1) × 1 matrix of the same kind,
Lemma 12.5. For any m = k, . . . , N , distinct i 1 , . . . , i k ∈ {1, . . . , m} , and any s = 1, . . . , k , we have
Proof. Formulae (11.21), (11.17), (11.5), and (11.6) give that
The remaining consideration is similar to the proof of Lemma 4.8.
Lemma 12.5 and formula (12.3) allow us to obtain B k,Q;a (u) and P l,Q;a (u) as coefficients of a formal difference operator similarly to formulae (4.14), (10.6),
Introduce the following (N − 1) × 1 matrices
whose entries are defined by the rule
It is easy to see that F 1,K (u) = 0 . Like in the proof of Theorem 10.2, formulae (12.4) and (12.5) imply that deg P l,Q (u) = 1 − l for any l = 1, . . . , N , and
, so that Q = 1 + ζK .
Lemma 12.6. We have deg 1 − res
The Poincaré -Birkhoff -Witt theorem for the Yangian Y (gl N ) , see [MNO, Corollary 1.23 ], [Mo, Theorem 2.6] 
We apply the map grad d−l to both sides of (12.2), and then evaluate the result at ζ = 1 . Recall that we have
Thus we obtain that for any
The rest of the proof of Theorem 8.6 is similar to the proof of Theorem 5.4 after formula (11.25). We apply both sides of formula (12.6) to the vector w ⊗r 1 , that amounts to replacing there the map ψ(u 1 , . . . , u r ) by ψ(u 1 , . . . , u r ) , and then take Z = F the left hand side of (12.6) becomes G l,K (u) F ξ (t) , and to transform the right hand side to the required form, we employ the induction assumption.
of evaluation modules over gl N [x] . For the Gaudin model, the associated objects are the operators Remark. Using Theorem A.1 one can see that Theorem 7.6 implies Theorem 9.1, and Theorem 6.1 implies Theorem 9.2 for an isolated solutiont = (t 
Appendix B. Dynamical Hamiltonians as parts of transfer matrices
e aa , and C 2 = 1 a<b N (e aa e bb − e ab e ba + e aa ) . They are central elements of the universal enveloping algebra U (gl N ) .
Let M 1 , . . . , M n be gl N -modules. Let K be a diagonal matrix, K =
N a=1
K a E aa . The Gaudin Hamiltonians H 1,K (z), . . . , H n,K (z) , see [G] , the rational dynamical Hamiltonians G 1,K (z), . . . , G N,K (z) , see [FMTV] , [TV2] , and the trigonometric dynamical Hamiltonians X 1,K (z), . . . , X N,K (z) , see [TV2] , [TV3] , acting in M 1 ⊗ . . . ⊗ M n , are the following operators:
K a e 
(e ab e ba − e aa ) .
Recall that e ab acts on M 1 ⊗ . . . ⊗ M n as
ab .
It is well known that the Gaudin Hamiltonians come from the residues of the transfer matrix G M 1 ⊗...⊗M n 2,K (u; z) :
The rational and trigonometric dynamical Hamiltonians also can be recovered from the transfer matrices G M 1 ⊗...⊗M n k,K (u; z) and T M 1 ⊗...⊗M n k,K (u; z) , respectively. To this end, consider the following End (M 1 ⊗ . . . ⊗ M n )-valued rational function of u, x, z 1 , . . . , z n :
Proposition B.1. We have
and
e aa e bb + O(u −3 ) .
Proof.
To get the first formula we compute the expansion of G M 1 ⊗...⊗M n k,K (u; z) as u → ∞ using formulae (8.3), (8.4), (9.1), (9.2), and Proposition 8.1. For the second formula we compute the expansion of T M 1 ⊗...⊗M n k,K (u; z) using formulae (4.13), (6.1), and the definition of the module M 1 (z 1 ) ⊗ . . . ⊗ M n (z n ) over the Yangian Y (gl N ) . For finite-dimensional irreducible gl N -modules L , M , the R-matrix R LM (u) is a rational function of u . Its poles and degeneracy points are known from the representation theory of the Yangian Y (gl N ) , see [Mo] . In particular, the following proposition holds. Proof. The statement follows from Theorems 7.6 and 6.1, and Proposition C.3.
