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A long-standing open question about Gaussian continuous-variable cluster states is whether they
enable fault-tolerant measurement-based quantum computation. The answer is yes. Initial squeezing
in the cluster above a threshold value of 20.5 dB ensures that errors from finite squeezing acting on
encoded qubits are below the fault-tolerance threshold of known qubit-based error-correcting codes.
By concatenating with one of these codes and using ancilla-based error correction, fault-tolerant
measurement-based quantum computation of theoretically indefinite length is possible with finitely
squeezed cluster states.
PACS numbers: 03.67.Lx, 03.67.Pp, 42.50.Ex
Gaussian cluster states.—Quantum computing (QC)
harnesses inherently nonclassical features of quantum
physics to perform computations that would be imprac-
tical for any ordinary (classical) computer [1]. This re-
quires making quantum systems interact in a carefully
controlled and coherent manner, which is often very dif-
ficult. On the other hand, measuring quantum systems is
usually much easier. Measurement-based QC makes use
of this fact, replacing the difficulty of coherently control-
ling interactions between quantum systems with the up-
front challenge of creating an entangled resource known
as a cluster state [2], whereafter local adaptive measure-
ments alone enable the full power of QC [3].
Normally in a quantum computer, quantum informa-
tion is stored in qubits [1], but continuous-variable (CV)
approaches also exist [4] in which wavefunctions over a
continuous quantum variable are the basic information
carriers. When it comes to measurement-based QC, op-
tical CV cluster states [5, 6] offer a distinct advantage
over their optical-qubit counterparts [7, 8] because they
are much easier to make experimentally [9–11]. In fact,
highly scalable experimental designs exist for creating
very large CV cluster states [12–16], and an experimen-
tally demonstrated 10,000-mode CV cluster state [9] now
holds the world record for the largest entangled state ever
created in which each constituent quantum system (in
this case, a temporal packet of light) is individually ad-
dressable. This shatters the previous record of 14 trapped
ions [17] by three orders of magnitude. Even more re-
cently, a frequency-encoded CV cluster state has claimed
second place with 60 entangled frequency modes and the
promise of thousands more available [11].
This ease of experimental generation and scalability
comes at the price of inescapable noise when these states
are used for quantum information processing [18, 19].
Ideal CV cluster states are unphysical [20], so when
discussing their physical realization, one always speaks
∗ ncmenicucci@gmail.com
of Gaussian states [21] for which certain linear combi-
nations of quadrature variables have reduced variance
(i.e., squeezing) [18, 20]. As these variances tend to
zero, or equivalently the squeezing tends to infinity, these
states become better and better approximations to ideal
CV cluster states [20], but the required energy diverges.
Keeping the energy finite requires that the squeezing re-
main finite, which means that even with perfect experi-
mental equipment, information degradation is inevitable
when using CV cluster states for measurement-based QC.
When used in the real world, both qubit and CV clus-
ter states will suffer from noise, but one might wonder
whether the intrinsic noise of CV cluster states due to
finite squeezing might be fundamentally different in some
way. Previous results showed that there is no easy fix
for this type of noise [22, 23] and left hanging in the
air the question of whether finitely squeezed (and thus
physical) CV cluster states were at all useful for practi-
cal measurement-based QC of indefinite length. If not, it
would mean there were a fundamental deficiency in CV
cluster states not suffered by their qubit-based cousins.
The possibility remained, however, that the noise might
be handled using well-established methods of error cor-
rection and fault tolerance [24–31] applied to qubits en-
coded as CV wavefunctions (e.g., [32]), a possibility that
the authors themselves point out [22].
Fault-tolerant QC (see Ref. [33] for a review) is the
ability to reduce logical errors in a quantum computa-
tion to arbitrarily low levels if the physical error rate of
the individual gates comprising the computation is below
a fixed, positive value called the fault-tolerance threshold.
In other words, if the probability of error in every phys-
ical gate can be guaranteed to be below the threshold,
then these noisy gates can be used to implement quan-
tum error correction of noisy quantum information in a
way that can make the computation’s overall error rate as
low as one desires, no matter how long the computation.
Qubit cluster states admit a fault-tolerance threshold
for measurement-based QC [34, 35], which can be made
strikingly high (1.4%) using topological methods [36] and
which can be further refined to a few percent by post-
2selection [37–39]. Fault-tolerance thresholds for more
traditional codes (i.e., concatenated codes) vary, with
typical thresholds being 10−6 [25–28], 10−4 [31], and
3 × 10−3 [40]—and up to a few percent with postselec-
tion [29].
Since one can, in principle, implement any unitary
on CV-encoded quantum information using a CV clus-
ter state (albeit noisily), our strategy will be to encode
qubits as CV wavefunctions [32] in a way that maps the
natural noise of a CV cluster state into noise on the
gates processing the encoded qubits. Higher squeezing
will produce a lower gate error rate. If the squeezing is
high enough, this error rate will be below the threshold
for some known error-correcting code as discussed above,
and we can use the CV cluster state to implement fault-
tolerant QC on the encoded qubits. Our goal, then, will
be to prove the existence of a squeezing threshold : a con-
stant, finite level of squeezing above which fault-tolerant
measurement-based QC is possible using encoded qubits
and a concatenated error-correcting code, assuming no
other noise beyond that introduced by finite squeezing
alone [18, 19].
GKP-encoded qubits and Gaussian channels.—
The qubit encoding of Gottesman, Kitaev, and
Preskill (GKP) [32] in its simplest form encodes one
qubit per oscillator. The position-space wavefunction
for each of the logical computational basis states is an
evenly spaced comb of δ-functions separated by 2
√
π,
and the two states’ combs are offset by
√
π from
each other—specifically, |jL〉 ∝
∑
s∈Z |(2s+ j)
√
π〉q
(j = 0, 1), where |s〉q is an eigenstate of position for
the oscillator. A physical realization of this encoding
replaces the δ-functions with sharp Gaussians and limits
their heights according to a large Gaussian envelope.
Although challenging to create, proposals exist to
generate such states optically [41] or by a variety of
other methods [32, 42–45].
This encoding protects quantum information against
random shifts in the quadrature variables qˆ (position)
and pˆ (momentum) [32]. When Gaussian distributed, a
random shift is called a Gaussian channel and can be
modeled as Gaussian convolution of the input Wigner
function. This is exactly the noise model of CV cluster-
state QC [18, 19], making GKP an appealing qubit
encoding—as long as error correction can be performed
with minimal deviation from the measurement-based
paradigm (Cf. Ref. [35]). Fortunately, GKP error cor-
rection [32] dovetails nicely with CV cluster states, with
details found in Appendix A1.
Fault-tolerant Clifford gates.—The workhorse of
(qubit-based) fault-tolerant quantum computation is the
Clifford group [1, 31], which can be generated by sup-
plementing the Pauli group with the single-qubit gates
of Hadamard and phase, as well as with a two-qubit
gate such as the controlled-Z gate (sometimes called
CPHASE). We need to be able to perform all of these
gates with a below-threshold error rate.
The GKP-encoded Pauli group is just the CV Weyl-
Heisenberg group restricted to shifts by integer mul-
tiples of
√
π in position and/or momentum [32]. In
CV measurement-based quantum computation, such dis-
placements are ubiquitous and are therefore consid-
ered free to implement, and everything else is done
with measurements [18]. GKP-encoded Hadamard and
phase gates correspond to the Fourier transform Fˆ =
ei
pi
4
(qˆ2+pˆ2) and shear Pˆ = e
i
2
qˆ2 , respectively, and the
qubit controlled-Z gate is just a CV CˆZ gate with
weight ±1 (CˆZ [±1] = e±iqˆ⊗qˆ) [32]. All of these CV op-
erations are Gaussian unitaries, which are easy to imple-
ment on a CV cluster state [18]. This is a huge advantage
because it means the entirety of the GKP-encoded Clif-
ford group inherits this ease of implementation.
Any single-mode Gaussian unitary can be implemented
using four quadrature measurements, {pˆ +mj qˆ}4j=1, on
a linear CV cluster state (a.k.a. CV quantum wire) [46].
We define the measurement vector m = (m1, . . . ,m4)
to be the vector containing the four shearing parame-
ters [19] associated with the quadrature measurements.
m(I) = (0, 0, 0, 0), m(F ) = (1, 1, 1, 0), and m(P ) =
(1, 0, 0, 0) implement the identity Iˆ, Fourier transform Fˆ ,
and shear Pˆ , respectively. The following piece of an
ancilla-supplemented CV cluster state allows these Gaus-
sian unitaries to be implemented on the input state |φ〉,
followed by GKP error correction (blank nodes are pˆ-
squeezed vacuum states; nodes with 0L are GKP-encoded
ancillas |0L〉; links are CˆZ gates with weight +1 [18]):
0L?>=<89:; 0L?>=<89:;
φ?>=<89:; ?>=<89:; ?>=<89:; ?>=<89:; ?>=<89:;
1 2 3 4 (out)
(1)
To implement gate Gˆ, we must perform quadrature mea-
surements associated withm(G) on nodes 1–4 on the bot-
tom row. Measuring the ancillas (and appropriately dis-
placing the nodes below) performs the GKP error cor-
rection on both qˆ and pˆ, as shown in Appendix A 1. To
apply gates sequentially, one identifies the output node
with node 1 of the next cluster.
Implementing a CV CˆZ gate requires links in the
second lattice dimension [18]. Here is an ancilla-
supplemented cluster that implements a GKP error-
corrected CˆZ gate:
0L?>=<89:; 0L?>=<89:;
φ?>=<89:; ?>=<89:; ?>=<89:; ?>=<89:; ?>=<89:; (out)
?>=<89:;
?>=<89:; 0L?>=<89:; 0L?>=<89:;
ψ?>=<89:; ?>=<89:; ?>=<89:; ?>=<89:; ?>=<89:; (out)
(2)
Measuring every mode in pˆ except the two output modes
30 5 10 15 20
10!6
10!5
10!4
0.001
0.01
0.1
1
squeezing !dB"
L
o
g
ic
al
er
ro
r
ra
te
FIG. 1. Qubit-level logical error rate induced by GKP er-
ror correction with CV cluster states. The indicated level of
squeezing is assumed to apply both to the initial momentum-
squeezed states used to create the cluster state and in the
Gaussian spikes that comprise the encoded GKP states. Also
shown: maximum single-mode squeezing achieved to date
(12.7 dB) [48, 49] and squeezing achieved in a large CV cluster
state (5 dB) [9].
implements a CˆZ gate on the input state |φ〉 ⊗ |ψ〉, fol-
lowed by two GKP error-corrected identity gates (see Ap-
pendix A4 for details). Single-mode gates [using Clus-
ter (1)] and CˆZ gates [using Cluster (2)] can be combined
into an arbitrary Clifford circuit by identifying each out-
put node with the input of the next gate and includ-
ing additional identity gates where required. While this
is undoubtedly not the most efficient implementation, it
is the simplest for a proof-of-principle demonstration of
fault tolerance, which is the goal of this work.
Concatenated codes.—GKP error correction projects
the Gaussian noise into a particular shift error using
(slightly noisy) ancillas. This shift error is then corrected
by shifting back to the codespace in the direction that
corresponds to the shift being smallest. If the shift is too
big, a qubit-level logical error results. The error rate is
determined by the initial noise in the data register and
in the ancilla [47]. After error correction in both quadra-
tures, however, the original data-register noise has been
completely replaced by independent, uncorrelated noise
from the ancillas, thereby converting the Gaussian noise
(from propagation through the cluster) into local, inde-
pendent Pauli errors after each gate. Thus, noise corre-
lations cannot build up between distant data registers.
By abstractly treating the GKP error-corrected gates
as faulty qubit gates, we can concatenate the GKP er-
ror correction with a qubit-level error-correcting code [33]
and completely forget about the fact that, at the physical
level, we are using CV information processing. Then, if
the error rate is low enough (discussed next), we can im-
plement Clifford gates fault tolerantly by further concate-
nation. At that point, the only other ingredient required
is the ability to distill a “magic state” for use in imple-
menting a non-Clifford gate (discussed subsequently).
Squeezing threshold.—To determine the amount of
threshold pFT 10
−1 10−2 10−3 10−4 10−5 10−6
variance σ2 (×10−3) 26.0 13.8 9.16 6.80 5.38 4.44
squeezing s (dB) 12.8 15.6 17.4 18.7 19.7 20.5
TABLE I. Squeezing required to achieve a given fault-tolerant
error threshold pFT using GKP-encoded qubits, expressed
in dB and as a variance (vacuum variance = 1
2
). This level of
squeezing is required in both the initial momentum-squeezed
states used to create the cluster state and in the Gaussian
spikes that comprise the encoded GKP states.
squeezing required for fault-tolerant QC, we use a phys-
ically motivated model of encoded states in which the
Wigner function for an ideal GKP-encoded state, which
is a regular lattice of ± δ functions [32], is replaced by a
corresponding lattice of sharp ± Gaussian spikes, each of
which has the same 2× 2 covariance matrix η, which we
call the error matrix. For these states to have finite en-
ergy, we require that the height of a given Gaussian spike
is itself distributed according to a (very large) Gaussian
envelope in both quadratures. This is consistent with the
original proposal by GKP but extended to the possibil-
ity of larger envelopes, which correspond to mixed states.
Because η is the same for each spike, the height of each
spike is irrelevant in measurements of qˆ mod
√
π, which
are used for error correction, and we can focus on η alone.
Specializing the method of Ref. [47] to Gaussian-
distributed shifts, we establish a minimum squeezing
threshold as follows. Consider that the GKP encoding
can perfectly correct a shift error when the magnitude of
the shift error, plus the magnitude of the error in the an-
cilla used to measure the shift, is less than
√
π/2 [32, 47].
When this bound is exceeded, a qubit-level logical Pauli
error occurs because the state is “shifted back” in the
wrong direction. Also note that there are two correc-
tions (qˆ and pˆ) per mode per gate. For the gate to be
free of error, all of these corrections must succeed.
The calculation proceeds, then, by identifying which
gate has the largest probability of logical error as the
error matrix evolves through Cluster (1) using measure-
ment vectors m(I), m(F ), and m(P ) and through Clus-
ter (2) using just pˆ measurements. Appendix A contains
the details of the calculation; here we simply present the
results.
The noisiest gate is the CˆZ gate, so it sets the noise
threshold. There are four corrections in this case. As-
suming that the initial variance σ2 in the Gaussian spikes
of the encoded ancillas is the same as that of the initial
momentum-squeezed vacuum states used to make the CV
cluster state, two of the Gaussian-distributed shift errors
(including ancilla noise) have variance 7σ2, and two oth-
ers have variance 5σ2. Therefore, the probability that at
least one of those corrections fails is
perr = 1−
[
erf
( √
π
2
√
14σ
)]2 [
erf
( √
π
2
√
10σ
)]2
. (3)
When perr < pFT for the fault-tolerance threshold pFT
4for some qubit error-correcting code [33], we can con-
catenate the GKP code with that code and perform fault-
tolerant measurement-based quantum computation. The
variance σ2 identified by this condition corresponds to a
squeezing threshold of
s > −10 log10
(
σ2
1/2
)
. (4)
For pFT = 10
−6, which is a typical (and rather con-
servative) threshold for concatenated codes [25–27], this
means that σ2 < 4.44 × 10−3, which corresponds to
s > 20.5 dB. Figure 1 shows a plot of this curve for inter-
mediate squeezing levels, while Table I lists the squeezing
corresponding to several other typical threshold values.
Magic-state distillation.—With nearly perfect Clifford
gates in hand, computational universality is achieved by
guaranteeing the ability to distill a so-called magic state
from many noisy copies [50]. The procedure doesn’t
have to work every time, but when it does work, it has
to produce a noisy state with sufficient fidelity to the
state of interest. Fortunately, the noise thresholds for
magic-state distillation are as high as 14–17% in some
cases [51], significantly less stringent than the Clifford-
gate requirements of ∼ 10−6. As such, we can effectively
ignore the errors introduced by the Clifford operations
entirely [50, 52, 53].
Previous work has focussed on the cubic phase
state [18, 32], but distilling this state requires an asym-
metric noise model [32]. The natural noise model of
CV cluster-state QC is symmetric in qˆ and pˆ on aver-
age [18, 19], which is preferred when distilling an encoded
Hadamard eigenstate |±HL〉 [32]. Either state can be
used to implement an encoded π8 gate [32].
Since Fˆ |±HL〉 = ± |±HL〉, a Hadamard eigenstate can
be constructed by counting photons on one half of an
encoded Bell pair [32], which can be created by applying a
CˆZ gate to |+L〉⊗|+L〉, using measurements as discussed
above. Then, we count photons on one side and obtain
an outcome n. In the ideal case, if n mod 4 = {0, 2},
then the remotely prepared state is |±HL〉, respectively
(and an odd n is impossible). In the physical case, of
course, errors in the encoded Bell pair will reduce this
fidelity of identification and corrupt the average output
state. As such, if we get an odd n, we know an error has
occurred, so we discard the state and start over. If n is
even, then ε is the probability that it reveals the wrong
state at the output.
Ref. [51] identifies ε < 0.146 as a tight threshold for
being able to distill the resulting state [50], and this
threshold holds even when distilling using noisy Clifford
gates [53]. Assuming we begin with pure ancillas, the
error probability ε is between 12.5% and 12.6% for all
squeezing values shown Table I, with a success probabil-
ity (i.e., probability of obtaining an even outcome) of 2/3.
Since ε < 14.6%, distillation is possible, thus completing
the proof of fault tolerance for measurement-based QC
using CV cluster states. Appendix B contains the de-
tails of the calculation, as well as some possible ways to
optimize this method.
Universal resources.—Since the clusters used to per-
form Clifford gates and distill magic states all fit within
a regular square lattice, we can create a universal re-
source by starting with an ordinary square-lattice CV
cluster state of sufficient size and attaching GKP ancil-
las at regular intervals, like flowers growing in a regular
pattern in the “garden” of the original lattice. One can
even measure the ancillas directly after attachment. Ei-
ther way, attaching the ancillas early means we are using
a non-Gaussian resource state, evading known no-go re-
sults [22, 23].
Alternatively, one can think of the act of attaching
ancillas and measuring pˆ as a single operation of non-
destructively measuring qˆ mod
√
π (with some noise).
Thus, we can simply add to our toolbox of measure-
ments a nondestructive measurement of qˆ mod
√
π and
view the original Gaussian cluster states as universal
for fault-tolerant quantum computation using this aug-
mented suite of measurements. This evades the no-go
results of Refs. [22, 23] because active error correction
and concatenation are being used, which mean that the
required size of the encoding will grow (albeit slowly)
with the length of the computation [25].
Extensions.—While this analysis focuses exclusively on
finite-squeezing noise, it can be straightforwardly gener-
alized to include additional local Gaussian noise, photon
loss, and detector inefficiency. While these extensions
will generalize the threshold to also be a function of the
additional noise parameters, they are not expected to
change the fundamental result, which is the existence of
some finite threshold.
Conclusion.—This is a theoretical breakthrough in our
understanding of what is possible using measurement-
based quantum computation with continuous-variable
cluster states. With an appropriate qubit encoding, ac-
tive error correction, and initial squeezing above a con-
stant finite threshold, continuous-variable cluster states
are universal for fault-tolerant measurement-based quan-
tum computation of indefinite length.
While the encoding scheme presented here may be non-
optimal due to the prohibitive nature of the required
states, it has at least the flavor of practicality since multi-
qubit Clifford operations require only Gaussian unitaries.
Furthermore, the existence of a finite squeezing thresh-
old for continuous-variable cluster states when using this
encoding may well spur new experimental developments
in implementing these challenging states.
Regardless of the scheme’s feasibility, a finite squeezing
threshold is now known to exist for continuous-variable
cluster states. This means that work can continue with
confidence toward designing better schemes, improving
the threshold, and achieving higher levels of squeezing.
Acknolwedgments.—I am grateful to Steven Flammia,
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5Appendix A: Clifford gate error rates and squeezing
thresholds
1. GKP error correction using CV cluster states
The original circuits (Fig. 4 in Ref. [32]) for error cor-
rection using GKP states can be written in a form that
fits nicely within the framework of CV cluster states.
Here is an equivalent circuit for detecting a position
shift sq on some initial quantum data |φ〉:
|φ〉 •
|0L〉 • !"#$pˆ sq
(A1)
Applying Xˆ[−(sq mod
√
π)], where the modulo function
has range [−√π/2,√π/2), will correct the data, or we
can simply note this change of basis in the rest of our
computation. To correct momentum shifts, one can sand-
wich Circuit (A1) between Fourier and inverse Fourier
transforms on the data. Using two ancillas, then, we can
correct for both types of error in sequence:
|φ〉 • Fˆ • Fˆ †
|0L〉 • !"#$pˆ sp
|0L〉 • !"#$pˆ sq
(A2)
Up to Fourier transform and outcome-dependent dis-
placements for correction, which are ubiquitous in
measurement-based quantum computation anyway, this
is quickly recognizable as a standard CV cluster-state
computation with the following non-standard cluster:
0L
?>=<89:; 0L?>=<89:;
φ?>=<89:; ?>=<89:;
(A3)
As noted in the main text, the blank node represents
a pˆ-squeezed vacuum state (the input to a physical—
and therefore imperfect—CV cluster state), and all links
represent CˆZ gates of weight +1. Measuring pˆ on each of
the three marked nodes leaves a corrected version of |φ〉
at the blank node.
2. Evolution of the error matrix
The error matrix η for the GKP state can be thought
of as the covariance matrix of a random Gaussian dis-
placement (in momentum and position) that is applied
to an otherwise perfect codeword state. If we write the
column vector of Heisenberg-picture quadrature opera-
tors associated with the ideal GKP state in question as
xˆideal = (qˆ1,ideal, . . . , qˆN,ideal, pˆ1,ideal, . . . , pˆN,ideal)
T ,
(A4)
then the Heisenberg-picture quadrature operators associ-
ated with the physical approximation in question can be
written as xˆ = xˆideal+y, where y is a (classically) random
displacement that is completely uncorrelated with the ac-
tual quantum information encoded in xˆideal. To take an
expectation value with respect to the quadratures xˆ of
the physical state, one may take the expectation value
of the displaced ideal quadratures, xˆideal + y, and then
average over the displacement y, which is Gaussian dis-
tributed with mean 0 and covariance matrix
〈
yyT
〉
= η.
(Recall from the main text that the overall Gaussian en-
velope governing the spikes’ heights is irrelevant if the
error matrix is the same for each spike. The envelope will
become important, however, when considering magic-
state distillation, as discussed in Appendix B.)
Since Gaussian unitary evolution corresponds to
linear—and specifically, symplectic—evolution on phase
space in the Heisenberg picture [20], we can model this
as
xˆ
′ = Uˆ †xˆUˆ = Sxˆ = Sxˆideal + Sy , (A5)
where S is a symplectic matrix representing the evolu-
tion. Notice that this has the form of evolving the ideal
state and the random shift each by S:
xˆideal 7→ xˆ′ideal = Sxˆideal , (A6)
y 7→ y′ = Sy , (A7)
and thus xˆ′ = xˆ′ideal + yˆ
′. The covariance matrix η for
the Gaussian random shift has now evolved to
η 7→ η′ = 〈y′y′T〉 = S 〈yyT〉ST = SηST . (A8)
3. Single-mode gates
Given a measurement vector m(G) that implements
gate Gˆ on Cluster (1) in the main text, let us label the
initial error matrix (i.e., the covariance matrix for the
random shift in the initial state) by η0. This error ma-
trix is that for the state φ indicated at node 1 in Clus-
ter (1) in the main text. Although this localization of
quantum information information in the cluster (implied
by writing φ at that node) is not literally true since the
information is, in fact, distributed throughout the clus-
ter, it is common practice when discussing cluster-state
computation to consider the logical information as be-
ing “located at” one particular node and then teleported
(with a transformation applied) to an adjacent node via
measurement. Such a description also has a precise math-
ematical interpretation [19, 54], and as such we are safe
to think in this picture.
Given a quantum state with error matrix ηj−1 located
at node j, after the measurement of pˆ+mj qˆ on node j,
the symplectic matrix
Sj = FP(mj) =
(
0 −1
1 0
)(
1 0
mj 1
)
=
(
−mj −1
1 0
)
(A9)
6is applied to ηj−1. This is accompanied by additional
noise of variance ǫ added in the pˆ quadrature after the ap-
plied gate, where ǫ is the variance of the initial pˆ-squeezed
states used to create the CV cluster state [18, 19]:
ηj−1 7→ ηj = Sjηj−1STj +
(
0 0
0 ǫ
)
. (A10)
The resulting ηj is now the error matrix for the new state
located at node j + 1. After measurement #3, there is
a round of error correction. Assuming pure ancillas with
symmetric noise of variance δ in each quadrature, GKP
error correction as implemented in Circuit (A1) replaces
the original noise in qˆ with fixed and uncorrelated noise
of variance δ and adds noise of variance δ to the pˆ quadra-
ture [47]. This can be modeled as
ηj 7→ ηj,c :=
(
0 0
0 1
)
η
(
0 0
0 1
)
+ δI , (A11)
where the subscript (j, c) stands for the corrected ver-
sion of ηj , and I is the 2× 2 identity matrix. A final pˆ
measurement on node 4 evolves the covariance matrix to
η3,c 7→ η4 = S4η3,cST4 +
(
0 0
0 ǫ
)
, (A12)
which then undergoes a final round of error correction
analogous to the previous one:
η4 7→ η4,c . (A13)
The covariance matrix η4,c is the final error matrix in
the state after all error correction is performed, and it
becomes the new η0 for the next gate. This evolution
is shown for the single-mode gates Iˆ, Pˆ , and Fˆ in the
first three columns of Table II. Notice that η0 = η4,c in
each case. This is the reason for choosing η0 with asym-
metric noise—it is the natural choice when considering
sequential application of gates.
To figure out the probability that the gate undergoes
a logical (i.e., qubit-level) error, we need the probability
that either (or both) of the corrections at step 3 and 4
fail. Error correction proceeds by nondestructively mea-
suring qˆ mod
√
π using an ancilla that itself has an ad-
ditional random shift error of variance δ in each quadra-
ture. This measurement effectively projects the error in qˆ
into a definite shift error ∆q, where the amount of the
shift is known to accuracy δ. If |∆q| > √π/2, then due
to the modular arithmetic with range [−√π/2,√π/2),
it will be detected as being a shift of ∆q ± √π, result-
ing in a logical error at the qubit level. Since the random
shift ∆q is itself distributed according to a Gaussian with
variance ηj,qq, and since the accuracy to which this shift
is known is also a Gaussian with variance δ, the total
variance used for estimating the probability of a logical
error in the correction at step j is
σ2err,j = ηj,qq + δ . (A14)
These variances are listed near the bottom of Table II.
The probability that the correction at step j succeeds
is just the portion of a normalized Gaussian of vari-
ance σ2err,j that lies between
√
π/2 and −√π/2:
psucc,j =
1√
2πσ2err,j
∫ √pi
2
−
√
pi
2
dx exp
(
− x
2
2σ2err,j
)
= erf
( √
π
2
√
2σerr,j
)
. (A15)
If we assume, as is done in the main text, that δ =
ǫ =: σ2, then in all cases considered here, σ2err,j = njσ
2
for some positive integer nj , and
psucc,j = erf
( √
π
2
√
2njσ
)
. (A16)
For the gate to be free of error, both of the corrections at
steps 3 and 4 must succeed. Therefore, the probability
that the gate experiences a logical error is just one minus
this:
perr = 1− (psucc,3)(psucc,4) . (A17)
4. Two-mode gate (CˆZ)
The calculation for the probability of error in the CˆZ
gate (implemented by pˆ measurements on Cluster (2) in
the main text) proceeds similarly to that for the single-
mode gates described above. The main differences are
(a) that the error matrix η is now 4× 4 to account for
possible correlations between the error in each of the two
modes and (b) that the initial CˆZ gate introduces addi-
tional noise, thereby modifying η0 7→ η′0 before continu-
ing with the usual propagation along the two rails.
To address (a), us first set up the formalism to de-
scribe the error matrix for a two-mode state. We will use
the convention that a 4× 4 covariance matrix is divided
into four blocks as follows. Using the ordering described
in Eq. (A4), we can see that the upper-left block con-
tains the q-q covariance matrix, and the bottom-right
block contains the p-p correlations, while the other two
describe q-p correlations. Given a two-mode quantum
state with error matrix ηj−1 located at nodes j in the
top and bottom rails of Cluster (2) in the main text, af-
ter the measurement of qˆ on top and bottom nodes j, the
error matrix evolves as
ηj−1 7→ ηj = F¯ηj−1F¯T +


0 0 0 0
0 0 0 0
0 0 ǫ 0
0 0 0 ǫ

 , (A18)
7where
F¯ =


0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0

 (A19)
is the symplectic representation of the Fourier transform
on two modes. The resulting ηj is now the error matrix
for the new state located at nodes j + 1. Error correc-
tion at step j (j = 3, 4) now consists of two independent
corrections but can be modeled as a single operation by
the map
ηj 7→ ηj,c :=


0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1

ηj


0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1

+ δI , (A20)
where I now represents the 4× 4 identity matrix.
To address (b), consider the vertical portion of Clus-
ter (2) in the main text, now turned on its side:
φ?>=<89:; ?>=<89:; ?>=<89:; ψ?>=<89:;
a b c d
, (A21)
where the weight of each link is +1, and consider any
input pure state ρˆ0 = |φ〉〈φ| ⊗ |ψ〉〈ψ|. Measuring pˆ
on nodes b and c, performing the required outcome-
dependent displacements on nodes a and d, and aver-
aging over the measurement outcomes [18, 19] results in
the following cluster on the remaining nodes:
φ′?>=<89:; −1 ψ′?>=<89:;
a d
, (A22)
where the resulting weight, as indicated, is now −1 and
where the primes on the states indicates that each mode
has separately undergone a random Gaussian shift in pˆ
with variance ǫ. By linearity, then, the average map for
any input state ρˆ under these measurements is therefore
ρˆ 7→ G(CˆZ [−1]ρˆCˆZ [−1]†)
= CˆZ [−1]G(ρˆ)CˆZ [−1]† , (A23)
where G represents the addition of uncorrelated noise of
variance ǫ to the pˆ quadrature of each mode. Notice that
this noise application commutes with the CˆZ gate. Also
notice that the CˆZ gate has a weight of −1. Ordinar-
ily this would be important, but because the encoded
controlled-Z gate can be represented by either CˆZ [±1],
we don’t need to worry about this change of weight when
considering its action on encoded states.
We must consider the action of this noisy CˆZ opera-
tion on the initial error matrix. Given a 4× 4 error ma-
trix η0 as the output of a previous computation, under
the CˆZ [−1] and noise G, this error matrix becomes
η0 7→ η′0 = CZ[−1]η0CZ[−1]T +


0 0 0 0
0 0 0 0
0 0 ǫ 0
0 0 0 ǫ

 , (A24)
where
CZ[−1] =


1 0 0 0
0 1 0 0
0 −1 1 0
−1 0 0 1

 (A25)
is the symplectic representation of CˆZ [−1]. The evolu-
tion implemented by the subsequent pˆ measurements will
therefore begin with η′0 instead of η0 at the first step.
The evolution of the noise matrix under the CˆZ [−1] gate
implemented by Cluster (2) in the main text is shown in
the fourth column of Table II. This column is the only
one to have an entry for η′0 since this error matrix (after
the CˆZ gate but before teleportation to the next node
pair) is only defined for the CˆZ gate. Notice that, once
again, η0 = η4,c and that this is just two copies of the
η0 used in the single-mode case above, guaranteeing that
correlated errors cannot build up. Notice that there are
now a total of four independent instances of error correc-
tion, consisting of two at step 3 and two more at step 4.
Each corresponds to an error probability easily general-
ized from the single-mode case using
σ2err,j,top = ηj,q1q1 + δ (top rail) ,
σ2err,j,bot = ηj,q2q2 + δ (bottom rail) . (A26)
These variances are listed near the bottom of Table II
in the fourth column. As expected by the symmetry of
the gate, σ2err,j,top = σ
2
err,j,bot = njσ
2, where we have
defined σ2 := δ = ǫ as before. We can therefore write the
probability of an error as one minus the probability that
all corrections succeed:
perr = 1− (psucc,3)2(psucc,4)2 , (A27)
where the squares are due to there being two corrections
at each step. From Table II, n3 = 7, and n4 = 5. Plug-
ging these into Eq. (A27) and using Eq. (A16) gives the
error probability quoted in the main text [Eq. (3)]. Ta-
ble II confirms that the CˆZ gate has the highest error
probability of any of the gates considered.
Appendix B: Magic-state distillation calculations
1. Method
To prepare a Hadamard eigenstate, we use the follow-
ing procedre. We begin with Cluster (2) of the main
8Iˆ Pˆ Fˆ CˆZ [−1]
η0
(
δ 0
0 2δ + ǫ
) (
δ 0
0 2δ + ǫ
) (
δ 0
0 2δ + ǫ
) (
δ 0 0 0
0 δ 0 0
0 0 2δ+ǫ 0
0 0 0 2δ+ǫ
)
η
′
0 – – –
(
δ 0 0 −δ
0 δ −δ 0
0 −δ 3δ+2ǫ 0
−δ 0 0 3δ+2ǫ
)
η1
(
2δ + ǫ 0
0 δ + ǫ
) (
3δ + ǫ −δ
−δ δ + ǫ
) (
3δ + ǫ −δ
−δ δ + ǫ
) (
3δ+2ǫ 0 0 δ
0 3δ+2ǫ δ 0
0 δ δ+ǫ 0
δ 0 0 δ+ǫ
)
η2
(
δ + ǫ 0
0 2δ + 2ǫ
) (
δ + ǫ δ
δ 3δ + 2ǫ
) (
2δ + 2ǫ −2δ − ǫ
−2δ − ǫ 3δ + 2ǫ
) (
δ+ǫ 0 0 −δ
0 δ+ǫ −δ 0
0 −δ 3δ+3ǫ 0
−δ 0 0 3δ+3ǫ
)
η3
(
2δ + 2ǫ 0
0 δ + 2ǫ
) (
3δ + 2ǫ −δ
−δ δ + 2ǫ
) (
δ + 2ǫ −ǫ
−ǫ 2δ + 3ǫ
) (
3δ+3ǫ 0 0 δ
0 3δ+3ǫ δ 0
0 δ δ+2ǫ 0
δ 0 0 δ+2ǫ
)
η3,c
(
δ 0
0 2δ + 2ǫ
) (
δ 0
0 2δ + 2ǫ
) (
δ 0
0 3δ + 3ǫ
) (
δ 0 0 0
0 δ 0 0
0 0 2δ+2ǫ 0
0 0 0 2δ+2ǫ
)
η4
(
2δ + 2ǫ 0
0 δ + ǫ
) (
2δ + 2ǫ 0
0 δ + ǫ
) (
3δ + 3ǫ 0
0 δ + ǫ
) (
2δ+2ǫ 0 0 0
0 2δ+2ǫ 0 0
0 0 δ+ǫ 0
0 0 0 δ+ǫ
)
η4,c
(
δ 0
0 2δ + ǫ
) (
δ 0
0 2δ + ǫ
) (
δ 0
0 2δ + ǫ
) (
δ 0 0 0
0 δ 0 0
0 0 2δ+ǫ 0
0 0 0 2δ+ǫ
)
σ2err,3 3δ + 2ǫ 4δ + 2ǫ 2δ + 2ǫ 4δ + 3ǫ (top rail)
4δ + 3ǫ (bottom rail)
σ2err,4 3δ + 2ǫ 3δ + 2ǫ 4δ + 3ǫ 3δ + 2ǫ (top rail)
3δ + 2ǫ (bottom rail)
TABLE II. Evolution of the noise matrix η under the single-mode Gaussian operations Iˆ , Pˆ , and Fˆ and also under the two-mode
Gaussian operation CˆZ [−1]. The single-mode gates are implemented using the measurement vectors m
(I), m(P ), and m(F ),
respectively, on Cluster (1) in the main text. The CˆZ [−1] gate is implemented using all pˆ measurements on Cluster (2) in the
main text. σ2err,j is related to the probability of error in the correction (higher → error is more likely). See text for further
details.
text with |φ〉 ⊗ |ψ〉 = |+L〉 ⊗ |+L〉. (Considering Clus-
ter (2) as part of a regular lattice supplemented with
ancillas at appropriate intervals, there will be an an-
cilla above the first node on each rail, which can be
measured in pˆ to prepare this initial state.) Imple-
menting the CˆZ gate with pˆ measurements results in an
encoded (and error-corrected) Bell pair at the output
nodes—specifically, an encoded two-qubit cluster state,
1√
2
|0L〉 |+L〉+ 1√2 |1L〉 |−L〉. We then flip a fair coin and
perform an encoded Hadamard on the bottom-rail qubit
if it comes up heads. On average, this random operation
decoheres the Bell pair into the Hadamard eigenbasis:
1
2 |+HL〉〈+HL|⊗2 + 12 |−HL〉〈−HL|⊗2, which can be in-
terpreted as classical ignorance of whether the state is
actually |+HL〉⊗2 or |−HL〉⊗2 (with equal probability).
Properly identifying the state of the top mode through
destructive photon counting will therefore reveal which
state exists in the bottom mode.
Noise will corrupt this measurement. GKP point
out that this procedure works best with uncorrelated,
isotropic noise [32], but the GKP error correction we
have been using produces noise that is asymmetric in
qˆ and pˆ—i.e., η =
(
δ 0
0 2δ+ǫ
)
—even as the noise inherent
to CV cluster-state computation is symmetric on aver-
age [18, 19]. We can fix this by intentionally blurring the
qˆ quadrature with a (classically) random Gaussin shift,
which, by assumption, costs nothing to employ. Then,
we count photons. An odd outcome forces us to start
over. Given an even outcome, ε is the probability that it
reveals the wrong state.
This discussion of magic-state distillation mentioned
the assumption that the ancillas are pure. In what fol-
lows, we explain why this assumption is important, and
we also describe the details of calculating the error prob-
ability and success probability, both performed in the
Wigner picture.
2. Importance of the Gaussian envelope
Throughout the discussion of Clifford gates, we have
ignored entirely the question of the size of the Gaus-
sian envelope used to regulate the height of the spikes in
the Wigner-function representation of the encoded states.
This is because, as mentioned in the main text and in
Appendix A, this envelope is irrelevant when consider-
9ing GKP error correction: as long as each spike has the
same error matrix, it makes no difference how big one
spike is relative to any other. It is of crucial importance,
however, when considering photon counting because an
envelope that is “too big” will raise the error rate. This
can be understood intuitively by considering that the
Wigner functions for photon-number eigenstates, as the
photon number increases, (a) have support further from
the origin and (b) get more and more oscillatory. Thus,
Gaussian blurring of a centrally located spike will be far
less likely to result in the wrong number of photons be-
ing counted than will the same blurring of a spike very
far from the origin. Thus, for photon counting, smaller
envelopes are better. But we know that the envelope
cannot be too small, for if it were small enough to only
contain just a single narrow spike, this would violate the
uncertainty principle, which is impossible.
So far, we have been thinking about the calculation
in terms of the Wigner function since the error matrix
fits naturally into this context as the covariance matrix
of a Gaussian blurring function applied to the Wigner-
picture lattice of ± δ-functions representing GKP code-
word states [32]. But let us shift gears for a moment
and consider the (normalized) wavefunction for an arbi-
trary pure state: ψ(s) = q〈s|ψ〉. A Gaussian envelope
with variance ξ2 in the position basis multiplying that
state—while ignoring normalization—results in
ψ(s) 7→ exp
(−s2
2ξ2
)
ψ(s) , (B1)
which can be written
q〈s|ψ〉 7→ e−s
2/2ξ2
q〈s|ψ〉= q〈s|e−qˆ
2/2ξ2 |ψ〉 . (B2)
Therefore, the nonunitary operation that applies an enve-
lope in position is e−qˆ
2/2ξ2 (up to normalization), which
can also be interpreted equivalently as a convolution of
the momentum-space wavefunction by a Gaussian of vari-
ance 1/ξ2. Similarly, to multiply the momentum-space
wavefunction of a state by an envelope with variance ξ2
(again, ignoring the required renormalization) or, equiv-
alently, to convolve the position-space wavefunction by
a Gaussian with variance 1/ξ2, one can simply apply
the nonunitary operator e−pˆ
2/2ξ2 . For large envelopes
(ξ2 ≫ 1), these operators approximately commute, and
we can combine them into a single nonunitary operator
that does both envelopes at the same time:
e−qˆ
2/2ξ2e−pˆ
2/2ξ2 = exp
[
−
(
2aˆ†aˆ+ 1
)
2ξ2
+O
(
1
ξ4
)]
≃ e−1/2ξ2 exp
(
− aˆ
†aˆ
ξ2
)
. (B3)
Ignoring the constant exponential (since the state has to
be renormalized anyway), the remaining operator
Mˆ = exp
(
− aˆ
†aˆ
ξ2
)
(B4)
can be interpreted as a “cooling” operation since it re-
duces the temperature of thermal states (up to nor-
malization). Writing an arbitrary pure state |ψ〉 in its
number-state decomposition,
|ψ〉 =
∑
n∈N0
cn |n〉 , (B5)
where N0 is the set of nonnegative integers, we have
Mˆ |ψ〉 =
∑
n∈N0
e−n/ξ
2
cn |n〉 . (B6)
The action of Mˆ is simply to damp out the high-number
components of the state vector (resulting in an unnor-
malized vector). Because Mˆ is diagonal in the number
basis, noise of this form cannot cause photon-counting
errors.
Let us consider what noise of this form looks like in
the Wigner picture. Obviously, we can consider writing
the state in the number basis and damping high-number
terms, but the Wigner function is more suited to a phase-
space analysis. As such, let us continue to assume that
ξ2 ≫ 1. The operator e−qˆ2/2ξ2 multiplies the position-
space wavefunction by a Gaussian envelope with vari-
ance ξ2, which corresponds to two actions on the asso-
ciated Wigner function. First, it applies a Gaussian en-
velope in position to the Wigner function. This Wigner-
picture envelope has variance ξ2/2 due to the fact that
the wavefunction envelope gets squared when considering
its action on the Wigner function. Second, it simultane-
ously convolves the Wigner function in momentum with
a Gaussian of variance 1/2ξ2. Again, the fact that the
momentum-space wavefunction gets squared when cal-
culating probabilities is responsible for the factor of two
in this variance. The operator e−pˆ
2/2ξ2 behaves analo-
gously with position and momentum exchanced. When
ξ2 ≫ 1, the application of a Wigner-picture Gaussian
envelope and a Wigner-picture convolution (in the same
quadrature) approximately commute, and we can model
the action of Mˆ as
W (q, p) 7→W ′(q, p) ≃ e−(q2+p2)/ξ2 [W ∗G1/2ξ2 ](q, p) ,
(B7)
where ∗ indicates convolution with respect to both argu-
ments, and
G1/2ξ2 (q, p) =
ξ2
π
e−ξ
2(q2+p2) (B8)
is a normalized isotropic Gaussian with variance 1/2ξ2 in
each quadrature. Also keep in mind that W ′(q, p) is not
normalized. We do not have to normalize it now if we
promise to take this into account properly when taking
expectation values.
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3. Pure ancilla states
Notice that “cooling” a state with Mˆ produces another
pure state and also does not cause any photon-counting
error. This is the motivation for assuming that the ancilla
states are pure: we can write them as having noise of the
form generated by Mˆ . Specifically, an approximate an-
cilla state |0L〉 is related to an ideal ancilla state |0L,ideal〉
by
|0L〉 ∝ e−2δaˆ
†aˆ |0L,ideal〉 , (B9)
where renormalization is implied. The parameter ξ2 is
chosen to be ξ2 = 1/2δ so that the variance of the
Wigner-function blurring noise is δ, as we have been us-
ing. The corresponding Wigner-function envelope has
variance 1/4δ, which ensures that the state is pure. The
assumption of pure ancillas limits the number of pho-
tons available in the first place, thereby reducing the
chance that a high-number component of the state expe-
riences Gaussian blurring, which would result in photon-
counting error.
A pure ancilla will also reapply a properly sized Gaus-
sian envelope at each stage of error correction. This new
envelope in position is responsible for the additional noise
in momentum added to the error matrix. The mean of
the envelope, however, is the particular outcome sq of the
measurement made in Circuit A1, and this can be quite
far from 0 if the ancilla has very low error. The prescribed
correction after Circuit A1 only shifts the state back by
the minimum amount required to reenter the codespace
[i.e., by −(sq mod
√
π)], but doing this assumes full
translational invariance of the codespace, which is not
actually the case since spikes located far from the origin
correspond to much higher energies. While this proce-
dure is fine for correcting Gaussian noise, this minimal
shift causes problems if we want to do reliable photon
counting. As such, we can produce a more central state
by applying the additional correction
Xˆ
(
−⌊sq⌉2√π
)
, (B10)
where ⌊x⌉2√π is the integer multiple of 2
√
π that is closest
to x. This operation does not change the logical state.
For large envelopes, (
√
π)2 ≪ 1/2δ, and thus, variation in
the center of the envelope is a small correction that can be
ignored. By using this modified form of error correction,
we can use the pure ancillas to produce a state that has a
centered envelope with variance approximately equal to
that of the pure ancillas.
Propagation through the cluster, on the other hand,
is assumed to entail only blurring noise, with no addi-
tional Gaussian envelope on average [18, 19]. This means
that states that result from the final error-correction step
at any gate will have approximately an overall Wigner-
picture envelope of variance 1/4δ in both quadratures
(from the pure ancillas) but could have spikes that are
“fatter” than they should be for that size envelope.
In particular, the procedure outlined in the main text
(after the classical blurring in qˆ), results in a final error
matrix of η =
(
3σ2 0
0 3σ2
)
, where we have assumed, as
usual, that δ = ǫ = σ2. This means that the variance
of the Wigner-function spikes is 3σ2, while the envelope
has a variance of 1/4σ2, and thus, the Wigner-function
spikes are three times as “fat” as they should be in terms
of their variance. This is responsible for the high error
probability ε reported in the main text, as we will see
shortly.
The probabilities calculated below and reported in the
main text are within the distillation threshold [51], but
we could do better with either of the following modifi-
cations to the procedure. The first would be to modify
the outcome-dependent corrections used in the cluster-
state information processing since there is no reason to
preserve the high-amplitude components of an encoded
state—shifting all the spikes back toward the origin is just
as good in terms of the encoded information (and better
for photon counting). A shift of the form of Eq. (B10)
could therefore be applied in addition to the ordinary
outcome-dependent shift, which would similarly recenter
the state’s envelope after each step through the cluster.
Second, one could imagine reducing the error probabil-
ity at the cost of reduced success probability simply by
discarding photon counts that are higher than some max-
imum number.
In what follows, we do not make either of these mod-
ifications in order to show the existence of a squeezing
threshold with a minimum of additional assumptions and
also for calculational simplicity. If we wanted to optimize
the distillation procedure, however, these are two possi-
ble ways to do so.
4. Probability formulas
Let
πˆ± := |±HL,ideal〉 〈±HL,ideal| (B11)
be the projector onto the ideal ±1 eigenstate of the en-
coded Hadamard operator. Further, let M be the su-
peroperator representing the application of an isotropic
Wigner-function Gaussian envelope of variance 1/4σ2 in
each quadrature and a Wigner-function blurring by an
isotropic Gaussian of variance 3σ2. This is a physical
operation because it can be modeled as cooling with Mˆ
(with ξ2 = 1/2σ2), which applies the desired envelope
and then blurs the spikes by an isotropic Gaussian of
variance σ2 in each quadrature, followed by additional
blurring by an isotropic Gaussian of variance 2σ2 in each
quadrature. Notice that this operation produces an un-
normalized state. Using this superoperator, the state we
have prepared is therefore, after normalization,
ρˆ± :=
M(πˆ±)
tr
[M(πˆ±)] , (B12)
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with equal probability for ±. We want to count photons
on this state, but all we care about is the outcome mod-
ulo 4. As such, we can coarse-grain the measurement
operators by defining the projectors
Πˆa :=
∑
n∈4N0+a
|n〉〈n| , (B13)
which each project onto the subspace of states that have
a photons (modulo 4). Notice that
∑
a∈Z4 Πˆa = Iˆ. While
ρˆ± is normalized, it will not always be necessary to use
it this way. Instead, we can work directly with M(πˆ±)
by defining
A[·|±] := tr [M(πˆ±)] = tr
[
M∗(Iˆ)πˆ±] (B14)
and
A[a|±] := tr
[
ΠˆaM(πˆ±)
]
= tr
[
M∗(Πˆa)πˆ±] , (B15)
where we have moved the noise to the measurement op-
erator instead. The relevant probabilities are then given
by
P [a|±] = A[a|±]
A[·|±] , (B16)
which represent the probability of obtaining outcome a
when counting the number of photons (modulo 4), given
that the state actually prepared was πˆ±, respectively.
Since each initial state (±) is equally likely, the error
probability, conditioned on obtaining an even number of
photons, is
ε =
P [2|+] + P [0|−]
P [0|+] + P [2|+] + P [0|−] + P [2|−] . (B17)
The success probability (i.e., probability of getting an
even outcome) in this case is
P [even] =
1
2
(
P [0|+] + P [2|+] + P [0|−] + P [2|−]
)
.
(B18)
All of these probabilities build on A[·|±] and A[a|±]. We
will evaluate them in the Wigner picture.
5. Wigner-picture probability calculation
Because σ2 ≪ 1, the operations of blurring and apply-
ing the envelope approximately commute, and thusM =
M∗. Since applying applying a Gaussian envelope to a
Wigner function is easy, all we need to explicitly calculate
is the blurred version of the Wigner function represent-
ing Πˆa. We begin with some definitions. The number-
state projector |n〉〈n| has the Wigner function [55, 56]
Wn(r) =
1
π
(−1)nLn(2r2)e−r
2
, (B19)
where r = (q, p)T, and r = |r|. The formula for the trace
of a product of two Hermitian operators, evaluated in the
Wigner picture, is
tr(AˆBˆ) = 2π
∫
d2rWA(r)WB(r) , (B20)
where WA(r) is the Wigner function associated with Aˆ,
and likewise for WB(r) and Bˆ.
We would like to eventually calculate the Wigner func-
tions for the modulo-4 projectors Πˆa. To this end, we
first consider the following four (rather pathological) op-
erators (b ∈ Z4):
Φˆb :=
∑
n∈N0
ibn |n〉〈n| , (B21)
where ibn should be interpreted as eibnπ/2. Note that
Φˆ0 = Iˆ. We can take linear combinations of these oper-
ators to obtain
Πˆa =
1
4
∑
b∈Z4
i−abΦˆb . (B22)
We would like, then, to find Wigner representations of
Φˆa. The following formal series will be useful:
∑
n∈N0
tnLn(x) =
1
1− t exp
( −tx
1− t
)
. (B23)
Since the definition of the Wigner function is linear in
the operator being represented, we can write the Wigner
functions for Φˆb formally as
WΦb(r) =
∑
n∈N0
ibnWn(r)
=
∑
n∈N0
ibn
1
π
(−1)nLn(2r2)e−r
2
=
e−r
2
π
∑
n∈N0
(−ib)nLn(2r2) . (B24)
Unfortunately, this sum will not converge in all cases.
On physical grounds, we can instead consider the cooled
version of these operators. Let us insert an exponential
convergence factor into the above expressions (and later
take the limit β → 0):
WΦb(r;β) :=
∑
n∈N0
ibne−βnWn(r)
=
e−r
2
π
∑
n∈N0
(−ibe−β)nLn(2r2)
=
1
π
1
1 + e−β+ibπ/2
exp
(
−1− e
−β+ibπ/2
1 + e−β+ibπ/2
r2
)
.
(B25)
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The case b = 2 is problematic. The others present
no problem, however, and for all cases, we redefine
WΦb(r) := limβ→0+ WΦb(r;β). In this limit, we have
WΦ0(r) =
1
2π
, (B26)
WΦ1(r) =
1
2π
(1 − i)eir2 , (B27)
WΦ2(r) =
1
2π
πδ2(r) , (B28)
WΦ3(r) =
1
2π
(1 + i)e−ir
2
. (B29)
We can now write the Wigner functions of interest,
WΠa(r) =
1
4
∑
b∈Z4
i−abWΦb(r) , (B30)
which become
WΠ0(r) =
1
8π
[
1 + πδ2(r) + 2 sin r2 + 2 cos r2
]
, (B31)
WΠ1(r) =
1
8π
[
1− πδ2(r) + 2 sin r2 − 2 cos r2] , (B32)
WΠ2(r) =
1
8π
[
1 + πδ2(r)− 2 sin r2 − 2 cos r2] , (B33)
WΠ3(r) =
1
8π
[
1− πδ2(r)− 2 sin r2 + 2 cos r2] . (B34)
Although we only need the even ones, it is instructive to
see the pattern, so all four are included here. We can
analytically convolve these functions with an isotropic
Gaussian of variance τ2,
Gτ2(r) :=
1
2πτ2
exp
(
− r
2
2τ2
)
, (B35)
to obtain the following blurred versions (now keeping
only the even ones):
WΠ0(r; τ
2) := [WΠ0 ∗Gτ2 ](r)
=
1
8π

1 + πGτ2(r) + 2e
− 2r2τ2
4τ4+1
4τ4 + 1
[(
1− 2τ2) sin( r2
4τ4 + 1
)
+
(
2τ2 + 1
)
cos
(
r2
4τ4 + 1
)]
 , (B36)
WΠ2(r; τ
2) := [WΠ2 ∗Gτ2 ](r)
=
1
8π

1 + πGτ2(r)− 2e
− 2r2τ2
4τ4+1
4τ4 + 1
[(
1− 2τ2) sin( r2
4τ4 + 1
)
+
(
2τ2 + 1
)
cos
(
r2
4τ4 + 1
)]
 , (B37)
which can clearly be seen to reduce to Eqs. (B31)
and (B33) in the limit τ2 → 0.
Now we need the Wigner functions for the (ideal)
Hadamard-eigenstate projectors πˆ±. We can build these
up most easily by noting that
πˆ± =
1√
2
XˆL +
1√
2
ZˆL −
√
2− 1
2
IˆL , (B38)
where XˆL and XˆL are encoded Pauli operators, and IˆL is
the projector onto the ideal codespace. Using the Wigner
functions for the GKP basis states, Eq. (28) of Ref. [32],
one can build up the Wigner functions for the encoded
Pauli matrices and for the encoded identity and then take
the linear combination specified in Eq. (B38) to obtain
W±H(r) =
∑
s,t∈Z
δ
(
p−
√
πs
2
)
δ
(
q −
√
πt
2
)
λj(t, s)
(B39)
as the Wigner function corresponding to πˆ±, respectively.
The Hadamard indicator function λ is defined to be
λj(t, s) =


1√
2
(−1)j+ t2 if t even, s odd;
1√
2
(−1)j+ s2 if s even, t odd;
1 if t even, s even;
0 if t odd, s odd,
(B40)
where j = 0, 1 corresponds to the state πˆ±, respectively.
Notice that these Wigner functions are not normalized,
nor are they even normalizable. This is okay since we are
assuming an unnormalized state anyway and normalizing
within the calculation itself.
We are now ready to calculate Eqs. (B14) and (B15)
in the Wigner representation. Using Eq. (B20), and re-
calling that Φˆ0 = Iˆ (which is invariant under blurring),
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we have
A[·|±] = tr
[
M∗(Iˆ)πˆ±]
= 2π
∫
d2r G1/4σ2(r)WΦ0 (r)W±H(r)
=
∑
s,t∈Z
G1/4σ2
(√
πs
2
,
√
πt
2
)
λj(t, s) . (B41)
Similarly,
A[a|±] = tr
[
M∗(Πˆa)πˆ±]
= 2π
∫
d2r G1/4σ2(r)WΠa(r; 3σ
2)W±H(r)
= 2π
∑
s,t∈Z
G1/4σ2
(√
πs
2
,
√
πt
2
)
×WΠa
(√
πs
2
,
√
πt
2
; 3σ2
)
λj(t, s) . (B42)
These equations were summed numerically using Mathe-
matica 9 and plugged into Eq. (B16) to get the relevant
probabilities, which were then plugged into Eqs. (B17)
and (B18) and reported in the main text.
It is curious that the error probability ε varies so little
over the different squeezing levels, and it is also curi-
ous that the success probability is almost exactly 2/3.
One likely explanation is that some sort of analytic ap-
proximation to these equations can be made in the limit
σ2 → 0 so that the only thing that becomes important
is the product of blurring variance to envelope variance.
When their product is 1/4, the error probability should
go to zero. In the case above, this product is 3/4, which
corresponds to ε ≃ 12.6%. If we could design a protocol
for which this product is 1/2, the error probability re-
duces to ε ≃ 5.6%, and the success probability jumps
to 3/4. The fact that the success probability always
seems to be a simple fraction also suggests a missing sim-
plification. These questions are left to future work.
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