Kernel ridge regression is an important nonparametric method for estimating smooth functions. We introduce a new set of conditions, under which the actual rates of convergence of the kernel ridge regression estimator under both the L2 norm and the norm of the reproducing kernel Hilbert space exceed the standard minimax rates. An application of this theory leads to a new understanding of the Kennedy-O'Hagan approach [J. R. Stat. Soc. Ser. B. Stat. Methodol. 63 (2001) 425464] for calibrating model parameters of computer simulation. We prove that, under certain conditions, the Kennedy-O'Hagan calibration estimator with a known covariance function converges to the minimizer of the norm of the residual function in the reproducing kernel Hilbert space.
a frequentist version of Gaussian process regression. With the help of related mathematical tools, Tuo and Wu [22] identified the limit value of the Kennedy-O'Hagan method as well as the rate of convergence.
A primary goal of this work is to establish an asymptotic theory for the K-O method with noisy physical data. The frequentist version of the Gaussian process regression, in this situation, is the kernel ridge regression [15] . With an improved rate of convergence for kernel ridge regression, we prove that, under certain conditions, the K-O estimator tends to the parameter value which minimizes the norm of the residual function in the reproducing kernel Hilbert space. We also present the rate of convergence of the K-O estimator. As a consequence, we relax a key and rather restrictive assumption in [22] . Tuo and Wu had to assume that the physical experiments have no random errors, which is not realistic.
There is a vast literature on the theoretical properties of ridge kernel regression. It is known that the rate of convergence of this method can be improved by imposing extra smoothness conditions on the underlying function; see, e.g., [8] . We refer to [2, 5, 9, 11] and the references therein for the recent advances in this area. In this work, we present some results on the improved rates similar to the above works. Compared with the existing ones, our model settings are closer to the practical applications in engineering and computer experiments. First, the existing methods focus on kernels constructed by a set of eigenvalues and orthonormal basis functions. This construction has, albeit mathematically general, not been widely used in practice, because the computational cost is high, and an orthonormal basis may be difficult to obtain for a general input domain. In this work, we consider the widely used Matérn kernels. Second, the existing results focus on random designs, which are not usually adopted in engineering. The present work considers fixed designs satisfying some space-filling properties. Third, the existing results for the improved rates are not sufficient to develop an asymptotic theory for the K-O method. We obtain a strengthened version of the improved rates, which lead to the desired asymptotic theory for calibration. It is worth noting that the mathematical treatments in this paper differ from those in the works mentioned above, and our work provides some new insight on kernel ridge regression.
This article is organized as follows. In Section 2, we introduce some background of this work and present the improved rates of convergence for kernel ridge regression. In Section 3, we establish an asymptotic theory for the K-O calibration estimators. In Section 4, we validate our theoretical assertion with a numerical study. Concluding remarks are made in Section 5. Appendix A contains the long proofs in this article.
2. Improved rates for kernel ridge regression. In this section, we discuss the mathematical tool and our results on the improved rates of convergence for kernel ridge regression.
Overview. Consider a nonparametric regression model
where f is a smooth function whose domain of definition Ω is a convex and compact subset of R d , and e i 's are independent and identically distributed random sequence with mean zero and finite variance. The problem of interest is to recover f from the data (x i , y i ), i = 1, . . . , n. Kernel ridge regression is one of the important methods to deal with this problem. This method has been widely used in statistics and machine learning [15] . It also has close relationships with classic kernel-based regression methods like smoothing splines or thin-plate splines [27] .
Suppose f lies in the Sobolev space H m (Ω) with m > d/2. By choosing a kernel function with m degree of smoothness, the kernel ridge regression, as defined in (2.18) , can reach the standard rates of convergence
where · L 2 (Ω) and · H m (Ω) denote the corresponding L 2 and Sobolev norm respectively. See, for example, [8, 25] for details. These rates are known to be the minimax rates in the current context [19] . That is, these rates are in general not improvable.
From (2.2), we can see that the convergence rate depends on the smoothness of the underlying function. If we assume a higher smoothness condition for f , we can achieve a better rate by applying the kernel ridge regression with a kernel function as smooth as f . However, the smoothness of most practical underlying functions is unknown. Therefore, usually we cannot identify the optimal kernel functions. In practice, kernel functions with relatively low smoothness are frequently used. For instance, in spatial statistics and computer experiments, Matérn kernels (see Section 2.2 for the definition) with smoothness parameter 3/2 or 5/2 are widely used [18, 14] . In this article, we show that if the underlying function f is smoother than the kernel function, the rate of convergence of the kernel ridge regression may be improved. Specifically, we identify a dense subset S ⊂ H m (Ω) in such a way that if f ∈ S, we can reach the improved rates of convergence
Clearly, there is a substantial improvement from (2.3) to (2.5), because (2.3) does not entail convergence. We also prove an improved rate of convergence under the norm of the reproducing kernel Hilbert space generated by the kernel function, denoted by N , as
2.2. Reproducing Kernel Hilbert Spaces. Our study will employ the reproducing kernel Hilbert spaces (also called the native spaces) as the mathematical tool. Let Ω be a subset of R d . Assume that K : Ω × Ω → R is a symmetric positive definite kernel. Define the linear space 7) and equip this space with the bilinear form
Then the reproducing kernel Hilbert space N K (Ω) generated by the kernel function K is defined as the closure of F K (Ω) under the inner product ·, · K , and the norm of N K (Ω) is f N K (Ω) = f, f N K (Ω) , where ·, · N K (Ω) is induced by ·, · K . More detail about reproducing kernel Hilbert space can be found in [27, 28] .
In this work, we suppose the kernel function K is stationary, i.e., K(x, y) depends only on x − y. We denote K(x, y) =: Φ(x − y) and also denote the reproducing kernel Hilbert space N K (Ω) by N Φ (Ω). Specifically, we focus on the Matérn kernel function [14, 18] 
where K ν is the modified Bessel function of the second kind; ν and φ are fixed parameters. In (2.9), φ is a scale parameter, and ν is often called the smoothness parameter because it is related to the smoothness of the Gaussian processes associated with this kernel (covariance) function.
The smoothness of the kernel Φ is somehow inherited by the reproducing kernel Hilbert space N Φ (Ω) [28, Theorem 10.45 ]. Specifically, if Φ is a Matérn kernel in (2.9), N Φ (Ω) is equal to the (fractional) Sobolev space H ν+d/2 (Ω), with equivalent norms. See also Corollary 1 of [22] . Here we see that the smoothness parameter ν is also related to the smoothness of the Sobolev space.
2.
3. An Improved Rate in Scattered Data Approximation. The current work is partially inspired by a result in scattered data approximation [28] , which gives an improved rate of convergence for radial basis function interpolation. In this section, we briefly review this result.
Let f be an underlying function. Suppose we have observed the function values of f over some scattered points X = {x 1 , . . . , x n }. Then, an interpolant of f is constructed by solving the optimization problem:
We denote this interpolant by s f,X , which is commonly known as the radial basis function interpolant. Formula (2.10) is the limit case of the kernel ridge regression estimator introduced later in (2.18), with λ n ↓ 0. The error estimate for radial basis function interpolant is well established in the literature. See [28] . Suppose N Φ (Ω) is continuously embedded into a (fractional) Sobolev space H m (Ω) and the design X is quasi-uniform (see Section 2.4 for the formal definition). Then a standard error bound is
for some constant C independent of f , n and the choice of a quasi-uniform design. Radial basis function interpolation satisfies the orthogonality condition
as n tends to infinity. Therefore, f − s f,X L 2 (Ω) decays at least with the order O(n −d/m ) according to (2.11) .
To pursue an improved rate of convergence, one may ask whether f − s f,X N Φ (Ω) = o(1). Although this does not hold generally [7, 13] , we do have an improved rate if there exists v ∈ L 2 (Ω), so that
Proposition 10.28 of [28] shows that functions with the form (2.13) is a dense subset of N Φ (Ω). It shows that in this case for any g ∈ N Φ (Ω),
Combining (2.11), (2.12) and (2.14) , and applying Cauchy-Schwarz inequality yield
Canceling f − s f,X L 2 (Ω) from both sides of (2.16) and comparing (2.15) and (2.16) yield the improved error bounds
In Section 2.4, we will use the same assumption (2.13) to derive improved rates of convergence for kernel ridge regression.
If a Matérn kernel (2.9) is used, (2.13) is equivalent to imposing certain higher-order smoothness condition. Before introducing the condition, we discuss the extension theorem of reproducing kernel Hilbert spaces.
where h e | Ω denotes the restriction of h e on the region Ω.
The main steps in proving Proposition 2.1 are as follows. First, we consider the map from
which defines an extension for each function in F Φ (Ω). Clearly, this map preserves the inner product (2.8). Next, by using some functional analysis machinery such as taking Cauchy sequences, we can extend the domain of definition of this map from F Φ (Ω) to its closure, the Hilbert space N Φ (Ω), and the extended map is also isometric. We refer to Theorem 10.46 of [28] for details of the proof. Theorem 2.2 gives an equivalent statement of the condition (2.13).
Theorem 2.2. Suppose Φ is a Matérn kernel (2.9) with smoothness parameter ν = m−d/2, and f ∈ N Φ (Ω). Then, the integral equation
has a solution v ∈ L 2 (Ω) if and only if the extended function f e ∈ H 2m (R d ).
To maintain flow of the paper, all the long proofs are given in the appendix.
(Ω). However, the converse is not necessarily true. The stronger condition f e ∈ H 2m (R d ) essentially requires the smoothness of the function across the boundary of Ω. To illustrate this point, we consider a simple example.
Rates of Convergence for Kernel Ridge Regression.
In this section, we return to model (2.1). The goal is to estimate the underlying function f from the data {(x i , y i )} n i=1 . As in Section 2.2, we choose a positive definite kernel function Φ. The kernel ridge regression estimator of f is defined aŝ
where λ n > 0 is a tuning parameter to balance the bias and the variance.
The optimization problem (2.18) can be solved analytically. With the help of the representer theorem [27, 17] , we find thatf has the form
where c i 's are undetermined coefficients. Substituting (2.19) into (2.18) and invoking (2.8), the estimation becomes a ridge regression problem weighted by the kernel matrix, and this is where the name "kernel ridge regression" comes from. After some calculations, we can find that the vector c = (c 1 , . . . , c n ) T is given by
. . , y n ) T and I n is the identity matrix.
Standard Rates of Convergence.
In this paper, we are interested in the conditions that ensure a consistent estimation for f using the kernel ridge regression and the rate of convergence. First, we review the existing results and the standard proof.
Throughout the paper, we assume that the reproducing kernel Hilbert space N Φ (Ω) is equal to some (fractional) Sobolev space H m (Ω) with equivalent norms, for some m > d/2. Recall that if Φ is a Matérn kernel in (2.9), N Φ (Ω) is H ν+d/2 (Ω). We also assume that the random error e i 's are sub-Gaussian in the sense that there exists universal constants K, σ 0 > 0 such that
holds for all t > 0. This condition can be relaxed, but the technical details will become more involved and we do not pursue such a treatment here.
Define the empirical semi-norm by
and write a ∨ b = max{a, b}. The standard convergence results are stated in Proposition 2.4.
). Then the estimatorf n given by (2.18) satisfies
Because the main idea of proving Proposition 2.4 is also useful in establishing the improved rate of convergence, we give a sketch of proof for Proposition 2.4. A detailed version can be found in Theorem 10.2 of [25] .
Sketch of proof for Proposition 2.4. The optimization condition (2.18) implies the basic inequality
(2.23)
After some rearrangement, we can see that (2.23) is equivalent to
It follows from a standard result in empirical process theory that
see Lemma A.1 in Appendix A for details. With some elementary algebraic calculations, also seeing Lemma A.2 and the proof of Theorem 3.2 in the Appendix A, it is not hard to find that (2.24) and (2.26) yield the desired results.
The smoothing parameter λ n makes a tradeoff between the bias and the variance of the estimator. If λ n decays no faster than O p (n − 2m 2m+d ), the bias term dominates the variance term and the rate of convergence under the empirical semi-norm is O p (λ 1/2 n ). On the other hand, if λ n decays faster than O p (n − 2m 2m+d ), the variance term dominates the bias term and the rate of convergence under the
). In this case, f n − f N Φ (Ω) may go to infinity. Therefore, to reach the best rates of convergence, one needs to balance the bias and the variance. By choosing λ n ∼ n − 2m 2m+d , one can obtain the best rates
An important question is whether the convergence results in (2.22) imply a convergence under a more commonly used norm, like the L 2 norm. Such a result relies on whether the design points {x 1 , . . . , x n } are allocated in a space-filling manner. To address this point, we introduce the concept of quasi-uniformity [3, 24] . Definition 2.5. For a set of design points {x 1 , . . . , x n } ⊂ Ω, define its fill distance as
and its separation distance as
where · denotes the Euclidean distance. Call a design sequence x 1 , . . . , x n , . . . quasi-uniform, if there exists a universal constant B > 0 such that
holds for all n > 1.
For any {x 1 , . . . , x n } ⊂ Ω, the balls centered at x i 's with radius q n /2 are disjoint. By comparing the volume of these balls and that of Ω we find that, the inequality
Under certain conditions, the empirical semi-norm and the L 2 norm are equivalent. The following Proposition is Lemma 3.4 of [24] . Proposition 2.6. Suppose the design sequence is quasi-uniform. Then there exists a constant C (depending only on m, d, Ω and B) and h 0 such that for any g ∈ H m (Ω) and h n ≤ h 0 , we have
Corollary 2.7 gives the standard results for the rates of convergence of ridge kernel regression, which is a direct consequence of Proposition 2.4, (2.29) and Proposition 2.6.
Corollary 2.7. Under the condition of Proposition 2.4, suppose the design sequence is quasiuniform. Then the estimatorf n given by (2.18) satisfies
(2.31) 2.4.2. Improved Rates of Convergence. We can regard the rates of convergence (2.31) as a stochastic version of the error bound (2.11). They are both standard convergence results under their respective settings. In view of the improved rate of convergence in interpolation discussed in Section 2.3, we also expect an improved rate of convergence for the regression problem (2.1) by imposing the same assumption that there exists v ∈ L 2 (Ω) so that (2.13) holds. Now we give more details about the intuition of why improved rates of convergence can be obtained. Note the identify
which, together with the basic inequality (2.24), yields
Invoking identity (2.14) and the Cauchy-Schwarz inequality, we obtain
which, together with (2.33), implies
We call (2.34) the improved basic inequality, because it gives a refined version of the basic inequality (2.24). Compared to (2.24), the right-hand side of (2.34) is significantly deflated, because f n 2 N Φ (Ω) in (2.24) has the order O p (1) according to Proposition 2.4, while in (2.34),
. This explains why we can expect improved rates of convergence for the two terms on the left-hand side of (2.34). These rates can be obtained by employing additional algebraic calculations. We summarize our findings in Proposition 2.8.
Moreover, suppose the sequence of design points is quasi-uniform and the random error e i 's are sub-Gaussian satisfying (2.21 ). Then
Proof. This result is a special case of Corollary 3.3 in Section 3.
Remark 2.9. The improved rates in Proposition 2.8 are known; see [2, 8, 5, 9, 11] and the references therein. Despite these known rates, the conditions in Proposition 2.8 differs from these works. These works focus on kernels represented by eigenvalues and eigenfunctions, and random designs. We consider Matérn kernels and quasi-uniform designs, which are widely used in engineer and computer experiment applications. Also, the mathematical tools used here are different from those in the above works, and our analysis yields a stronger result, given in Theorem 3.2, which leads to an asymptotic theory for the K-O calibration estimator.
In Proposition 2.8, since the design sequence is quasi-uniform, similar to Corollary 2.7, we can apply Proposition 2.6 to derive
3. Calibration of Computer Models. In this section, we use the improved convergence theory established in Section 2.4 to study the asymptotic theory for the K-O method for the calibration of computer models.
In computer experiments, calibration is the activity of identifying the computer model parameters by matching the computer and physical outputs. Consider a physical experiment, with a vector of input variable denoted as x. To reduce the cost of the physical experiment, researchers often conduct a computer simulation to mimic the physical system as well. Usually, the computer code input consists of the physical input x and model parameters θ. The model parameters are not observed in the physical experiment; they commonly represent certain intrinsic attributes of the system. Here we consider only deterministic computer experiments, i.e., the computer output is a deterministic function of the inputs, denoted by y s (x, θ).
In K-O's approach, the physical experimental data are modeled as
where ξ is an underlying function called the true process, x i 's are fixed input points, and e i 's are independent and identically distributed random error with mean zero.
Because the computer models are built under inevitable simplification and approximation, their outputs cannot coincide with the true process. [10] used the following model to link these functions
where θ 0 is the "optimal choice" of the model parameter, and δ denotes the discrepancy function. The model (3.2) is clearly non-identifiable, because both θ 0 and δ are unknown. We refer to [12, 20, 21, 22, 23] for related theoretical discussions regarding the identifiability. Kennedy and O'Hagan [10] proposed to impose a Gaussian process prior on δ to facilitate the estimation of θ 0 .
Given the widespread use of the K-O method in computer experiments and related scientific and engineering problems, understanding the asymptotic properties of this method is of interest. In this work, we do not assume that δ (or (ξ, y s )) is random, that is, we regard the Gaussian process modeling technique in the K-O's approach only as a computational method. This nonrandom model setting can be justified as follows. Because the computer code is deterministic, y s should be nonrandom. Also, the true process ξ is usually presumed as nonrandom in industrial statistics, for example, in the response surface methodology [29] . The main objective of this section is to study the asymptotic behavior of the K-O's calibration estimator under the above deterministic setting. Our findings in the section should not be interpreted under the usual framework of Gaussian process regression, where the underlying function is truly random.
A frequentist version of the Kennedy-O'
Hagan's approach. We consider estimating θ by maximizing the following "likelihood function":
where Φ = (Φ(x i , x j )) ij , Y = (y 1 , . . . , y n ) T , y s (X; θ) = (y s (x 1 ; θ), . . . , y s (x n ; θ)) T and I denotes the identity matrix. Under some extra conditions, (3.3) is indeed the likelihood function induced by the K-O approach. First, we suppose that e i 's in (3.1) follow the normal distribution N (0, τ 2 ) 1 , and we impose a Gaussian process prior on y s . Second, suppose this Gaussian process has mean zero and covariance function σ 2 Φ(·, ·). Here we assume that Φ is given. Then it is easily shown that the likelihood function of (θ, σ 2 , τ 2 ) is (3.3).
The MLEs of σ 2 and τ 2 in (3.3) do not have explicit expressions. To ease the mathematical treatments, we suggest choosing the ratio λ = τ 2 /(nσ 2 ) in a non-data-driven manner. We will show that, a deterministic choice of λ (depending on n) can sufficiently lead to a desired asymptotic theory. Once λ is given, we have the following simplified expression ofθ:
Our goal is to develop an asymptotic theory forθ, under the assumption that ξ and y s are deterministic functions. We callθ the frequentist estimator of the K-O approach. Of course, we adopt a totally different model setting compared with [10] . Computationally, the two methods are also different in the following aspects.
1. In [10] , prior distributions are imposed on the parameters θ, σ 2 , τ 2 , and possibly the hyper-parameters associated with Φ. In this work, we do not impose those distributions. Also, we do not introduce extra hyper-parameters on the kernel Φ. 2. In [10] , Bayesian analysis is conducted by calculating the posterior distribution. In this work, we focus on the MLE. 3. In [10] , both σ 2 and τ 2 are estimated from the data. In this work, we choose λ = τ 2 /(nσ 2 ) in a non-data-driven manner to facilitate our mathematical analysis. 4. In [10] , the computer model can be expensive to run, so that a surrogate model is introduced to reconstruct y s . In this work, we assume that y s is a known function. This assumption is reasonable when the computer model is inexpensive.
Asymptotic theory.
The MLE estimatorθ in (3.4) has a close relationship with the kernel ridge regression discussed in Section 2.4. To see this, define
which is the kernel ridge regression estimator for ζ θ . The results are given in Theorem 3.1.
Theorem 3.1. The MLE estimatorθ can be represented by
To employ the theory developed in Section 2.4, we assume that ζ θ lies in N Φ (Ω), or a subspace of it. This assumption does not hold under a usual Gaussian process model, because the set N Φ (Ω) has probability zero under the probability measure of the corresponding Gaussian process [6] . Our discussion, however, should not be affected because we are not adopting a Gaussian process model. Also, we believe that ζ θ ∈ N Φ (Ω) is a reasonable assumption in the context of computer experiments, because the reproducing kernel Hilbert space is large enough, which covers all smooth functions.
For notational consistency with Section 2.4, we writeθ asθ n to emphasis its dependency on n. Similarly, we write λ as λ n . Then (3.5) becomeŝ
Following the standard framework for establishing asymptotic theory for M-estimation, we should consider the limiting behavior of the objective function
Although this function is related to the kernel ridge regression, the standard rates of convergence for kernel ridge regression given by Corollary 2.7 are insufficient to provide an asymptotic result forθ n . To see this, we note that according to Corollary 2.7, the second term in (3.6) is merely known to be O p (λ n ). This error bound is too crude to ensure a convergence result for θ n . In contrast, if the conditions of Proposition 2.8 are fulfilled, the improved rate of convergence gives the asymptotic representation
which gives a much finer error bound. Thanks to the improved rates of convergence, we can establish an asymptotic theory forθ n . We first consider the prediction problem: how accurateζ θ n can approximate ζ θ in a uniform sense. The result, which is a generalization of Proposition 2.8, is given by Theorem 3.2. As in Section 2.4, we assume that the reproducing kernel Hilbert space N Φ (Ω) is equal to some (fractional) Sobolev space H m (Ω) with equivalent norms, for some m > d/2. Specifically, if Φ is a Matérn kernel in (2.9), then m = ν + d/2.
In Theorem 3.2, we pursue non-asymptotic error bounds, that is, the sample size n is assumed to be fixed rather than tending to infinity. In the rest of this article, we use c 1 , c 2 , c 3 , . . . to denote universal positive constants. They are independent of n. They may depend on m, d, Ω, and the quasi-uniformity constant B in (2.27), but are independent of the specific collocation scheme of the design points. For simplicity, we may use the same c i in different places to denote different constants. Theorem 3.2. As in Proposition 2.8, we suppose the set of design points is quasi-uniform, i.e., (2.27) holds. Suppose for each θ ∈ Θ, ζ θ ∈ N Φ (Ω), and there exists v θ ∈ L 2 (Ω), such that
Then for n > c 1 , the following two inequalities
hold simultaneously on the event
Condition (3.7) is a uniform version of the condition (2.13), because in (3.7) we require not only the existence of v θ ∈ L 2 (Ω), but also the uniform boundedness of their L 2 norms. Suppose a Matérn kernel in (2.9) with m = ν + d/2 is used. Theorem 2.2 shows that (2.13) is equivalent to f e H 2m (R d ) < ∞. From the proof of Theorem 2.2, one can justify that (3.7) is equivalent to sup θ∈Θ ζ θ e H 2m (R d ) < ∞. From Theorem 3.2, we can establish the asymptotic rates of convergence as given in Corollary 3.3. 
Proof. According to Lemma A.1, A t has probability at least 1 − c 1 exp{−c 2 t 2 } for all t > c 3 , which tends to one as t → +∞. The rates then follow from Theorem 3.2.
Next we state the convergence results forθ n . We will show that under certain conditions, θ n will tend to
as n → ∞. Here we only present the error bound of θ n − θ ′ for the case λ −1 n = O p (n 2m 4m+d ), because this case gives the best rate of convergence. By using similar but more cumbersome mathematical analysis, we can show thatθ n converges to θ ′ if λ −1 n = o p (n 2m 2m+d ). The general error bounds are more complicated and we choose not to pursue them here. Theorem 3.4. Suppose the conditions of Theorem 3.2 are fulfilled. In addition, we suppose that θ ′ is the unique solution to (3.9). Moreover, there exists constants a 2 , a 3 , γ > 0 such that
10)
for all θ ∈ Θ, where · denotes the Euclidean distance. Let A t be the event defined in (3.8) , and λ 4m+d 4m n > a 1v −1 tn −1/2 , (3.11) for some a 1 > 0. Ifv 2 λ n < c 1 , then on the event A t ,
is continuously twice differentiable around θ ′ . Then we can apply Taylor's theorem to conclude that (3.10) holds with γ = 2. 
Proof. According to Lemma A.1, A t has probability at least 1 − c 1 exp{−c 2 t 2 } for all t > c 3 , which tends to one as t → +∞. The rate then follows from Theorem 3.4.
Remark 3.7. [22] observed that under certain conditions, the limit value of the K-O method is θ ′ defined in (3.9), i.e., θ 0 = θ ′ . In Theorem 4.2 of [22] , they prove the limit result when the physical observations y i have no random error, i.e., e i 's in (3.1) are zero. In Tuo-Wu's result, the condition (3.7) is also necessary in the mathematical treatments. In Theorem 3.4 of this paper, we generalize the Tuo-Wu theory by assuming that e i 's are independent and identically distributed sub-Gaussian random variables, and obtain the rate of convergence. Given the fact that physical responses are always subject to random noise, Theorem 3.4 in this paper is much more useful than Theorem 4.2 of [22] for practical applications. Therefore, the result we obtain here can be viewed as a substantial improvement over the Tuo-Wu theory.
A simulation study.
The main objective of this section is to verify the rate of convergence given by Theorem 3.4 in a simulation study. Theorem 3.4 asserts that under certain conditions and λ n ∼ n − 2m 4m+d , we have the rate of convergence θ n − θ ′ = O p (λ
Our goal is to conduct a numerical study to verify whether the rate of convergence O p (n − m 4m+d ) is sharp. To this end, we take the logarithm on both sides of (4.1) to get
This inspires us to consider a set of sample sizes, denoted as {n 1 , . . . , n m }. Then for each n j , we conduct an independent simulation and computer E j = θ n j − θ ′ . Next we consider the regression problem given by log E j = a + b log n j + e j , j = 1, . . . , m. We estimate the regression coefficients (a, b) by the least squares method and denote the estimator as (â,b). Then we can regard O p (nb) as the estimated rate of convergence. We shall check whetherb is close to − m 4m+d , the theoretical rate of convergence asserted by Theorem 3.4.
In our simulation study, we need to find functions that satisfy the condition (2.35) Suppose Φ(x) is the exponential kernel function Φ(x) = exp{−|x|}, which is also the Matérn kernel function (2.9) with φ = 1 and ν = 0.5, and the experimental region Ω = [−1, 1]. The corresponding Sobolev space is H 1 [−1, 1] .
Suppose the true process ξ is
and the computer model is
where θ is the model parameter to be calibrated. Clearly, the discrepancy function ζ θ (x) = 
By numerical search, we find that, as a function of θ, ζ θ 2 N Φ (Ω) is minimized at θ ′ = 0.672. Suppose we observe data
where e i 's are independent and identically distributed random errors following N (0, τ 2 ). Now we can computeθ in (3.5) . Following the theoretical guidance in Theorem 3.4, we choose λ = n −2m/(4m+d) . To estimate the regression coefficient in (4.2), we choose n different Sobol designs [14] with sample sizes n j = 20j, j = 1, . . . , 30. For each j, we repeat the simulation 100 times and calculate the Monte Carlo sample mean to reduce the random error.
The scattered plot of log E j against log n j is shown in Figure 1 . The estimated regression coefficient is -0.20058, which closely agrees with our theoretical assertion -0.2.
Discussion.
In this work, we obtain some new results on the improved rates of convergence for kernel ridge regression. We apply this theory to study the asymptotic properties of the K-O calibration method for computer experiments. This new result generalizes the work by [22] .
Several related problems that can be studied in the future. In this article, we suppose the design set {x 1 , . . . , x n } is fixed and quasi-uniform. A further question is whether the improved rates still hold if the design points are random samples; for instance, if the design points are independent and follow the uniform distribution over Ω.
As is discussed in Section 2.4, compared to the existing results, the bias of the kernel ridge regression estimator is reduced by imposing the condition (2.35), while the variance remains the same. Improved rates of convergence are achieved by rebalancing the bias and the variance. In other words, the choice of the smoothing parameters λ n is crucial in achieving the optimal rate of convergence. Suppose condition (2.35) is fulfilled. Proposition 2.8 implies that the optimal tuning parameter is λ n ∼ n − 2m 4m+d . If condition (2.35) is not satisfied, we should return to the classic results given by Proposition 2.4. In this case, the optimal tuning parameter is λ n ∼ n − 2m 2m+d , and λ n ∼ n − 2m 4m+d would render a suboptimal rate of convergence. In most practical scenarios, we do not know whether the condition (2.35) holds or not. Therefore, there is no a priori optimal choice of λ n . One would ask whether the optimal order of magnitude for λ n can be obtained by a data-driven approach. We conjecture that model selection criteria like the generalized cross validation [27] can automatically adapt an optimal choice of λ n .
, denotes its Fourier transform and inverse Fourier transform by F(h) and F −1 (h), respectively. Then by the convolution theorem,
). Direct calculations [18, 28] give
According to Paragraph 7.62 of [1] , (A.2) is equivalent to f e ∈ H 2m (R).
Suppose with probability at least 1 − c 2 exp{−c 3 t 2 }, where e, g n is defined in (2.25).
Proof. For g ∈ N Φ (Ω), let h = g/ g N Φ (Ω) . It is easily verified that | e, g n |
Noting that N Φ (Ω) can be embedded into H m (Ω), we can use the metric entropy of the Sobolev spaces [7, 21] to find an upper bound of the metric entropy of H as
We refer to [26] for the definition and detailed discussions about the metric entropy of a function space. 
The norm ofζ θ in N Φ (Ω) can be calculated using (2.8), given by
Also,ζ θ (X) := (ζ θ (x 1 ), . . . ,ζ θ (x n )) T can be expressed bŷ
From (A.4) and (A.5) we obtain
which implies the desired results.
Lemma A.2. Let λ, P, Q, s, t be nonnegative numbers and n be a positive integer. If there exist constants a 1 , a 2 , a 3 , a 4 > 0, such that
Here c 1 , c 2 , c 3 , c 4 are independent of P, Q, λ, s, and t.
Proof. Clearly, (A.6) implies either
Next we consider these two cases separately. Case I. Suppose P 2 + a 1 λQ 2 ≤ 2a 2 sλP . Then we have
2m . Then we have
(A.8)
By elementary calculations, we find that (A.8) implies
(A.9)
The desired results then follows by combining (A.7) and (A.9).
Proof of Theorem 3.2. Following similar arguments as those in (2.32)-(2.34), we can deduce the improved basic inequality
which holds for all θ ∈ Θ. It follows from Proposition 2.6 and (2.29) that, for sufficiently large n,
where the last inequality follows from the assumption that · H m (Ω) and · N Φ (Ω) are equivalent.
Combining (A.10), (A.11) and the conditionv = sup θ∈Θ v θ L 2 (Ω) < +∞ yields Using the definition ofθ n , we obtain the basic inequality 1 n n i=1 (ζθ n i −ζθ n n (x i )) 2 + λ n ζθn
which is equivalent to where the last inequality follows from condition (3.11) . For any θ ∈ Θ, we bound ζ θ n 2 
The assumption (3.10) implies a 2 min{ θ n − θ ′ γ , a 3 } ≤ ζθ n 2 N Φ (Ω) − ζθ n 2 N Φ (Ω) , which, together with (A.23) and the conditionv 2 λ n < c 1 := a 3 /(a 2 c 10 ), yields the desired results.
