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Abstract
The objective of this thesis is to study the automorphism groups of the Lie algebras at-
tached to linear systems. A linear system is a pair of vector spaces (U,W ) with a nondegener-
ate pairing 〈·, ·〉 : U⊗W → C, to which we attach three Lie algebras slU,W ⊂ glU,W ⊂ gl
M
U,W .
If both U and W are countable dimensional, then, up to isomorphism, there is a unique lin-
ear system (V, V∗). In this case slV,V∗ and glV,V∗ are the well-known Lie algebras sl∞ and
gl
∞
, while the Lie algebra glMV,V∗ is the Mackey Lie algebra introduced in [PS13].
We review results about the monoidal categories TslU,W and TglM
U,W
of tensor modules,
both of which turn out to be equivalent as monoidal categories to the category Tsl∞ intro-
duced earlier in [DCPS11]. Using the relations between the categories Tsl∞ and TglM
∞
, we
compute the automorphism group of glM
∞
.
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1 Preliminaries
The ground field is C. ( · )∗ denotes the contravariant functor which maps a vector space M
to Hom(M,C) and maps a linear map f : M → N to its dual f∗ : N∗ → M∗. In this paper,
countable dimensional means infinite countable dimensional. T (X) denotes the tensor algebra
of a vector space X. g denotes an arbitrary Lie algebra, and g-mod denotes the category of
g-modules, where morphisms are g-homomorphisms.
Throughout this paper, let V be a fixed vector space with a fixed countable basis B = {ei}i∈N
and let ei be the linear functional dual to ei, i.e. e
i(ej) = δij ∀i, j. Let B
∗ := {ei}i∈N and
V∗ := span B
∗. We also set Bn := {ei}
n
i=1 and B
∗
n := {e
i}ni=1. Then clearly V = lim→
Vn and
V∗ = lim
→
V ∗n , where Vn := span Bn and V
∗
n := span B
∗
n.
Matn denotes the Lie algebra of n × n matrices. For n ≤ m, consider the embedding
Matn
ιnm
−֒→ Matm by upper left corner identity inclusion and filling zeros elsewhere. Then
({Matn}, {ιnm}) forms a direct system of Lie algebras, and MatN := lim
→
Matn is its direct limit.
MatN is nothing but the Lie algebra of matrices (Aij)i,j∈N that have finitely many nonzero
entries.
We define the Lie algebra gln := Vn ⊗ V
∗
n , with Lie bracket given by
[ei ⊗ e
j , ek ⊗ e
l] = δjkei ⊗ e
l − δilek ⊗ e
j ∀ei, ek ∈ Bn, e
j , el ∈ B∗n. (1)
Observe that gln and Matn are isomorphic as Lie algebras. An isomorphism is given by
sending ei ⊗ e
j to the matrix Eij having 1 at (i, j) and 0 elsewhere. For any n ≤ m, the
embedding ιnm induces an imbedding gln
ι′nm
−֒→ glm such that the following diagram commutes
gln glm
Matn Matm,
ι′nm
ιnm
making ({gln}, {ι
′
nm}) a direct system with direct limit
gl∞ := V ⊗ V∗ = lim→
(Vn ⊗ V
∗
n ) = lim→
gln.
The Lie bracket on gl∞ is given by (1), where now ei, ek ∈ B, e
j , el ∈ B∗.
Clearly, since the two direct systems ({Matn}, {ιnm}) and ({gln}, {ι
′
nm}) are isomorphic,
their direct limits MatN and gl∞ are isomorphic.
The trace homomorphism trn : gln → C can be extended to a homomorphism tr : gl∞ → C.
Define sl∞ := ker tr. Then sl∞ = lim
→
ker trn. Similarly, sln ∼= Mat
0
n and sl∞
∼= Mat0N, where
Mat0n denotes the Lie subalgebra of Matn consisting of traceless n×nmatrices and Mat
0
N denotes
the Lie subalgebra of MatN consisting of traceless finitary matrices.
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2 The Lie algebras slU,W and glU,W
In this section we generalize the construction of sl∞ and gl∞ to arbitrary linear systems (U,W ).
A pair of vector spaces of arbitrary dimensions (U,W ) is called a linear system if they are
equipped with a nondegenerate bilinear form 〈·, ·〉 : U ×W → C. We say that (U ′,W ′) is a
subsystem if U ′,W ′ are subspaces of U,W respectively and 〈·, ·〉 is nondegenerate when restricted
to U ′ ×W ′.
Proposition 2.1. Let (U,W ) be a linear system and let Uf ⊂ U be a finite-dimensional
subspace of U . Let Wf be a direct complement to U
⊥
f in W , i.e. W = U
⊥
f ⊕Wf . Then (Uf ,Wf )
is a subsystem and dimUf = dimWf .
Proof. Suppose v ∈ Vf is such that 〈v,Wf 〉 = 0. Then 〈v,W 〉 = 0, and we must have v = 0.
Suppose w ∈ Wf is such that 〈Vf , w〉 = 0. Then w ∈ V
⊥
f ∩Wf , thus w = 0. We conclude
that 〈·, ·〉 is nondegenerate on Vf × Wf . Therefore the nondegenerate form 〈·, ·〉 induces an
injection Wf →֒ (Vf )
∗. This forces Wf to be finite-dimensional. Similarly, there is an injection
Vf →֒ (Wf )
∗. Therefore dimVf = dimWf .
Given any linear system (U,W ), we define two Lie algebras glU,W and slU,W . Let glU,W
equal the vector space U ⊗W , with Lie bracket
[u1 ⊗ w1, u2 ⊗ w2] = 〈u2, w1〉u1 ⊗ w2 − 〈u1, w2〉u2 ⊗ w1 ∀u1, u2 ∈ U,w1, w2 ∈W.
We define slU,W to be the kernel of 〈·, ·〉. Note that the pair (V, V∗) is a linear system, and
slV,V∗ = sl∞ and glV,V∗ = gl∞. The next four propositions generalize some simple observations
concerning sl∞ and gl∞ to arbitrary slU,W and glU,W .
Proposition 2.2. There are isomorphisms of Lie algebras slU,W ∼= slW,U and glU,W
∼= glW,U .
Proof. Consider the linear operators f : glU,W → glW,U and g : glW,U → glU,W such that
f(u⊗ w) = −w ⊗ u ∀u⊗ w ∈ glU,W ,
g(w ⊗ u) = −u⊗ w ∀u⊗ w ∈ glW,U .
They are both Lie algebra homomorphisms and are mutually inverse. Also f restricts to an
isomorphism of Lie algebras slU,W ∼= slW,U .
Proposition 2.3. The Lie algebra slU,W is simple.
Proof. The set of finite-dimensional subsystems (Uf ,Wf ) of (U,W ) is partially ordered by inclu-
sion, and any two such subsystems have an upper bound. Thus we obtain a direct system of Lie
algebras {slUf ,Wf} with direct limit slU,W = lim→
slUf ,Wf . Any nontrivial ideal I of slU,W inter-
sects nontrivially with some slUf ,Wf . We conclude that I ⊃ slUf ,Wf by the simplicity of slUf ,Wf .
Similarly, I ⊃ slU ′
f
,W ′
f
for any finite-dimensional subsystem (U ′f ,W
′
f ) containing (Uf ,Wf ) by
the simplicity of slU ′
f
,W ′
f
. This means that I = slU,W .
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Proposition 2.4. The Lie algebra slU,W is the commutator subalgebra of glU,W .
Proof. It is clear from the definition of the Lie bracket that [glU,W , glU,W ] ⊂ slU,W . Conversely,
observe that [slU,W , slU,W ] is a nontrivial ideal of slU,W , therefore equal to slU,W by the simplicity
of slU,W . To conclude,
slU,W = [slU,W , slU,W ] = [glU,W , glU,W ].
Proposition 2.5.
1. Let A be any finite-dimensional Lie subalgebra of glU,W , then A ⊂ glUf ,Wf for some
finite-dimensional subsystem (Uf ,Wf ).
2. Let A be any finite-dimensional Lie subalgebra of slU,W , then A ⊂ slUf ,Wf for some finite-
dimensional subsystem (Uf ,Wf ).
Proof.
1. Let {uα} be a basis of U and {wβ} be a basis of W . Then {uα⊗wβ} is a basis of U ⊗W .
Fix a basis {a1, · · · , an} of A, and let
ai =
ni∑
k=1
ci,k · uαi,k ⊗ wβi,k .
Let (Uf ,Wf ) be a finite-dimensional subsystem such that Uf ⊃ Span{uαi,k} and Wf ⊃
Span{wβi,k}. Then A ⊂ Span{uαi,k}⊗Span{wβi,k} ⊂ glUf ,Wf .
2. Given a finite-dimensional subalgebra A ⊂ slU,W ⊂ glU,W , we have A ⊂ glUf ,Wf for some
finite-dimensional subsystem (Uf ,Wf ) by statement 1. Then A ⊂ glUf ,Wf ∩ ker〈·, ·〉 =
slUf ,Wf .
Having defined slU,W and glU,W for a linear system (U,W ), it is natural to ask when are
glU1,W1 and glU2,W2 isomorphic as Lie algebras. A necessary and sufficient condition is given in
[PS13].
Definition. Two linear systems (U1,W1) and (U2,W2) are isomorphic iff one of the following
holds:
1. There are vector space isomorphisms f : U1 → U2 and g : W1 →W2 such that 〈f(u), g(w)〉 =
〈u,w〉 for all u ∈ U1, w ∈W1.
2. There are vector space isomorphisms f : U1 → W2 and g : W1 → U2 such that 〈g(w), f(u)〉 =
〈u,w〉 for all u ∈ U1, w ∈W1.
We write (U1,W1) ∼= (U2,W2).
Theorem 2.6. [PS13, Prop 1.1] The Lie algebras sl(U1,W1) and sl(U2,W2) are isomorphic iff the
linear systems (U1,W1) and (U2,W2) are isomorphic.
Corollary 2.7. The Lie algebras gl(U1,W1) and gl(U2,W2) are isomorphic iff the linear systems
(U1,W1) and (U2,W2) are isomorphic.
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Proof. ⇐= If we have a linear system isomorphism f : U1 → U2 and g : W1 →W2, then
f ⊗ g : u⊗ w 7→ f(u)⊗ g(w) ∀u⊗w ∈ glU1,W1
induces an isomorphism of Lie algebras. If we have isomorphisms f : U1 →W2 and g : W1 → U2,
then
−g ⊗ f : u⊗ w 7→ −g(w) ⊗ f(u) ∀u⊗ w ∈ glU1,W1
induces an isomorphism of Lie algebras.
=⇒ Conversely, if glU1,W1
∼= glU2,W2 then the commutator subalgebras slU1,W1 and slU2,W2
are isomorphic. By Proposition 2.6 we conclude that (U1,W1) ∼= (U2,W2).
We call a linear system (U,W ) countable dimensional if both U and W are countable di-
mensional. In such cases we can say more about glU,W and slU,W because of the following
observation in [Mac43]. The next theorem and corollary tell us that, up to isomorphism, there
is only one countable dimensional linear system.
Theorem 2.8. [Mac43] For any countable dimensional linear system (U,W ), there exist dual
bases {u˜i}i∈N of U and {w˜i}i∈N of W , where 〈u˜i, w˜j〉 = δij ∀i, j.
Proof. Start with any basis {ui}i∈N of U and {wi}i∈N of W and perform the Gram-Schmidt
algorithm.
Step 1: If 〈u1, w1〉 6= 0 then go to step 2. If not, then by non-degeneracy of the form 〈·, ·〉
there is a wj such that 〈u1, wj〉 6= 0. Replace w1 by w1 + wj.
Step 2: Set u˜1 = u1. Adjust w1 by a scalar to obtain w˜1 such that 〈u˜1, w˜1〉 = 1. Replace u2
by u˜2 = u2−〈u2, w˜1〉u˜1, whence 〈u˜2, w˜1〉 = 0. Now adjust w2 to make sure 〈u˜2, w2〉 = 1 and set
w˜2 = w2 − 〈u1, w2〉w˜1. We have 〈u˜1, w˜2〉 = 0 and 〈u˜2, w˜2〉 = 〈u˜2, w2〉 − 〈u1, w2〉〈u˜2, w˜1〉 = 1.
Step 3: Having obtained u˜1, · · · , u˜n and w˜1, · · · , w˜n, we set
u˜n+1 = un+1 −
n∑
i=1
〈un+1, w˜i〉u˜i,
and apply argument in step 1 to adjust wn+1 such that 〈u˜n+1, wn+1〉 = 1. We also set
w˜n+1 = wn+1 −
n∑
i=1
〈u˜i, wn+1〉w˜i.
By induction this will give us the dual bases.
Corollary 2.9. If (U,W ) is countable dimensional, then (U,W ) ∼= (V, V∗). As a consequence
slU,W ∼= sl∞ and glU,W
∼= gl∞.
Proof. Given a pair of dual bases {un}n∈N of U and {wn}n∈N ofW , the isomorphisms f : U → V
and g : W → V∗ defined by f(un) = en and g(wn) = e
n preserve the form 〈·, ·〉. Therefore the
linear systems (U,W ) and (V, V∗) are isomorphic. By Theorem 2.6 and Corollary 2.7, we
conclude that there are isomorphisms of Lie algebras slU,W ∼= sl∞ and glU,W
∼= gl∞.
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Theorem 2.8 clearly holds for finite-dimensional linear systems as well, but fails for un-
countable dimensional linear systems. Consider (X := W ⊕W ∗,X ′ := W ⊕W ∗) where W is a
countable dimensional vector space and the form X ×X ′ → C is given by
(w + w∗, v + v∗) 7→ w∗(v) + v∗(w) ∀v,w ∈W,v∗, w∗ ∈W ∗.
If there were a pair of dual bases, then W⊥ ⊂ X ′ would be uncountable dimensional. However,
we observe that W⊥ = W ⊂ X ′.
3 The Mackey Lie algebras glMU,W
In this section we introduce a canonical Lie algebra glMU,W corresponding to the linear system
(U,W ). We discuss the relations between slU,W , glU,W and gl
M
U,W , and realize U and W as
non-isomorphic modules of glMU,W .
Definition. We embed W →֒ U∗ and U →֒W ∗ using the pairing 〈·, ·〉. Set
glMU,W := {ϕ ∈ End(U)| ϕ
∗(W ) ⊂W}, glMW,U := {ψ ∈ End(W )| ψ
∗(U) ⊂ U}.
Then glMU,W and gl
M
W,U are Lie subalgebras of the Lie algebras End(U) and End(W ), respectively.
It’s easy to see that there is an isomorphism glMU,W
∼= glMW,U of Lie algebras. The map that
sends ϕ ∈ glMU,W to −ϕ
∗
|W , is a Lie algebra homomorphism whose inverse homomorphism is
given by sending ψ ∈ glMW,U to −ψ
∗
|U .
Proposition 3.1 (Penkov, Serganova). The Lie algebra glU,W is isomorphic to the ideal S of
glMU,W , where
S := {ϕ ∈ glMU,W : dimϕ(U) <∞,dimϕ
∗(W ) <∞}.
Proof. First of all, it is clear that [h, ϕ] = hϕ−ϕh has finite-dimensional image in both U andW
if one of h, ϕ does. Thus, S is an ideal. Consider the injection of Lie algebras ι : glU,W → gl
M
U,W
induced by u⊗ w 7→ 〈·, w〉u. The range of ι is indeed in glMU,W because
(ι(u ⊗ w))∗(〈·, y〉) = 〈〈·, w〉u, y〉 = 〈·, 〈u, y〉w〉 ∈W ∀〈·, y〉 ∈W.
Moreover, since elements of U ⊗W are finite linear combinations of pure tensors, under ι they
have finite-dimensional images in both U and W , which means that im ι ⊂ S.
We now show that im ι ⊃ S. Let (Uf ,Wf ) be a finite-dimensional subsystem of (U,W ).
Consider the Lie subalgebra
SUf ,Wf := {ϕ ∈ End(U) : ϕ(U) ⊂ Uf and ϕ
∗(W ) ⊂Wf} ⊂ gl
M
U,W .
Observe that 〈ϕ(v),W 〉 = 〈v, ϕ∗(W )〉 = 0 for all v ∈ W⊥f . Therefore U ⊃ kerϕ ⊃ W
⊥
f for any
ϕ ∈ SUf ,Wf . In addition, since ϕ(U) ⊂ Uf , the subspace SUf ,Wf can at most have dimension
dimUf · dimWf . Since glUf ,Wf injects into SUf ,Wf under ι and does have dimension dimUf ·
dimWf , we conclude that ι restricts to an isomorphism from glUf ,Wf to SUf ,Wf . Since any
ϕ ∈ S lies in some SUf ,Wf , we have im ι = S.
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Corollary 3.2. If (U,W ) is a finite-dimensional linear system, then glU,W
∼= glMU,W .
We identify glUf ,Wf with SUf ,Wf , and glU,W with S inside gl
M
U,W whenever appropriate.
Proposition 3.3. [PS13, Lemma 6.1] The Lie algebra glMU,W has a unique simple ideal slU,W .
Proposition 3.4. The Lie algebras glMU1,W1 and gl
M
U2,W2
are isomorphic iff the linear systems
(U1,W1) and (U2,W2) are isomorphic.
Proof. ⇐=This is obvious because the definition of glMU,W is intrinsic to the linear system (U,W ).
In the following we construct the isomorphism explicitly. If we have a linear system isomorphism
f : U1 → U2 and g : W1 →W2, then we first show that f
∗
|W2
= g−1 and (f−1)∗|W1 = g. Indeed
f∗(〈·, w2〉) = 〈f(·), w2〉 = 〈f
−1f(·), g−1(w2)〉 = 〈·, g
−1(w2)〉 ∀w2 ∈W2,
(f−1)∗(〈·, w1〉) = 〈f
−1(·), w1〉 = 〈ff
−1(·), g(w1)〉 = 〈·, g(w1)〉 ∀w1 ∈W1.
Consider the map that sends ϕ ∈ glM (U1,W1) to fϕf
−1. By the above
(fϕf−1)∗|W2 = ((f
−1)∗ϕ∗f∗)|W2 = gϕ
∗g−1,
where the right hand side keeps W2 stable. This map is a homomorphism of Lie algebras
between glMU1,W1 and gl
M
U2,W2
, which has an inverse that sends ψ ∈ glMU2,W2 to f
−1ψf .
If we have a linear system isomorphism f : U1 → W2 and g : W1 → U2, then the map that
sends ϕ to fϕf−1 is an isomorphism of Lie algebras glMU1,W1
∼= glMW2,U2 by the similar argument
as above. But the latter is isomorphic to glMU2,W2 .
=⇒ Conversely if glMU1,W1
∼= glMU2,W2 , then slU1,W1
∼= slU2,W2 because they are both the unique
simple ideals of the respective Lie algebras. By Theorem 2.6, the linear systems (U1,W1) and
(U2,W2) are isomorphic.
Corollary 3.5. If (U,W ) is countable, then glMU,W
∼= glMV,V∗ .
In addition, we observe the following about glMU,W .
Proposition 3.6.
1. glMU,W ⊂ gl
M
U,U∗ = End(U).
2. glMU,W has one dimensional center CId.
3. glU,W ⊕ CId is an ideal of gl
M
U,W .
Proof.
1. Obvious.
2. Assume to the contrary that ϕ is in the center of glMU,W and ϕ 6∈ CId. Then there exists
u ∈ U such that ϕ(u) = u′ and u 6= λu′ for any λ ∈ C, in particular u 6= 0. Extend
the linearly independent set {u, u′} to a basis of U , and define a linear operator ψ such
that ψ(u′) = u and ψ(v) = 0 for any v in the basis that does not equal u′. Clearly
ψ ∈ glU,W ⊂ gl
M
U,W , but
ϕ ◦ ψ(u) = 0 6= u = ψ ◦ ϕ(u).
Contradiction.
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3. CId ∩glU,W = 0. The sum of two ideals is an ideal.
Define glM∞ := gl
M
V,V∗
. Then glM∞ is isomorphic to the Lie algebra gl
M
U,W for any countable
dimensional linear system (U,W ). In fact, glM∞ can be conveniently thought of as a certain Lie
algebra of matrices.
Define MatMN to be the vector space consisting of matrices (Aij)i,j∈N such that each row and
each column has finitely many nonzero entries. Then MatMN is a Lie algebra and there is an
isomorphism of Lie algebras glM∞
∼= MatMN .
We obtain the following commutative diagrams
sl∞ gl∞ gl
M
∞
Mat0N MatN Mat
M
N .
We know that V and V ∗ have dual gl∞-module structures and V∗ is a submodule of V
∗.
Generalizing this, we give U and U∗ dual glMU,W -module structures, and let W be a submodule
of U∗. By restriction, U and W become glU,W and slU,W modules as well. The actions are
explicitly given by
ϕ · u = ϕ(u), ϕ · w = −ϕ∗(w) for ϕ ∈ glMU,W , u ∈ U,w ∈W,
u⊗ w · x = 〈x,w〉u, u⊗ w · y = −〈u, y〉w for u⊗ w ∈ glU,W , x ∈ U, y ∈W.
Note that for any nonnegative integers p, q, the tensor product U⊗p ⊗W⊗q also becomes
a glMU,W -module. Moreover, U and W are not isomorphic as gl
M
U,W , glU,W or slU,W -modules,
simply because U 6∼= W as slUf ,Wf -modules for finite-dimensional subsystems (Uf ,Wf ) with
dimUf = dimWf ≥ 3. Indeed, we know the following decomposition of slUf ,Wf -modules
U ∼= Uf ⊕
(⊕
n∈N
C
)
and W ∼= Wf ⊕
(⊕
n∈N
C
)
,
but Wf ∼= U
∗
f 6
∼= Uf as slUf ,Wf -modules if slUf ,Wf 6
∼= sl(2).
4 The categories TslU,W , TglMU,W
and the functor Fh
In this section we present results about the categories TslU,W and TglMU,W
introduced in [PS13].
In particular, an object in TslU,W or TglMU,W
is isomorphic to a finite length submodule of a direct
sum of finitely many copies of T (U ⊕W ). Moreover, the categories of tensor modules TslU,W
and TglMU,W
are both equivalent to Tsl∞ as monoidal categories.
Definition. LetM be an slU,W -module, we sayM is slU,W -integrable iff for every ϕ ∈ slU,W ,m ∈
M , we have dim{m,ϕ ·m,ϕ2 ·m, · · · } <∞.
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A subalgebra k of slU,W has finite co-rank iff it contains slW⊥
f
,U⊥
f
for some finite-dimensional
subsystem (Uf ,Wf ). We say that a slU,W -module M satisfies the large annihilator condition
if for every m ∈ M , its annihilator Ann(m) := {g ∈ sl(U,W ) : g · m = 0} is a finite co-rank
subalgebra of slU,W .
Define TslU,W to be the full subcategory of slU,W -mod where the objects are finite length
slU,W -integrable modules that satisfy the large annihilator condition.
Despite the abstract definition, the category TslU,W is nothing but the category of tensor
modules.
Theorem 4.1. [PS13, Corollay 5.12] The following are equivalent:
1. M is an object of TslU,W .
2. M is isomorphic to a finite length submodule of a direct sum of finitely many copies of
T (U ⊕W );
3. M is isomorphic to a finite length subquotient of a direct sum of finitely many copies of
T (U ⊕W ).
Theorem 4.2. [PS13, Theorem 5.5] For any linear system (U,W ), there is an equivalence
TslU,W ! Tsl∞ of monoidal tensor categories.
The category TglMU,W
is defined analogously, but with slight differences. A subalgebra k of
glMU,W is called finite co-rank iff t ⊃ gl
M
W⊥
f
,U⊥
f
for some finite-dimensional subsystem (Uf ,Wf ). A
glMU,W -module M is said to satisfy the large annihilator condition if Ann(m) is a finite co-rank
subalgebra of glMU,W for any m ∈M .
We define TglMU,W
to be the full subcategory of glMU,W -mod whose objects are finite length
slU,W -integrable modules that satisfy the large annihilator condition.
Similar to the TslU,W case, the category TglMU,W
is nothing but the category of tensor modules.
Theorem 4.3. [PS13, Theorem 7.9 a)] The following are equivalent:
1. M is an object of TglMU,W
;
2. M is isomorphic to a finite length submodule of a direct sum of finitely many copies of
T (U ⊕W );
3. M is isomorphic to a finite length subquotient of a direct sum of finitely many copies of
T (U ⊕W ).
Theorem 4.4. [PS13, Theorem 7.9 b)] For any object M in the category TglMU,W
, let Res(M)
denote M regarded as a module of slU,W . Then Res: TglMU,W
 TslU,W is a well defined functor
that is fully faithful and essentially surjective. Moreover, Res(M ⊗ N) = Res(M)⊗Res(M).
Thus TglMU,W
and TslU,W are equivalent as monoidal tensor categories.
We introduce the notion of modules twisted by an automorphism, or twisted modules. Let
M be a g-module, and h ∈ Aut(g) be an automorphism of g. Then the module twisted by h is
the same as M as a vector space but with new action
ϕ ·new w = h(ϕ) ·old w ∀ϕ ∈ g,∀w ∈M.
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We denote this new g-module structure by Mh . In the language of representations, the pull-
back of the representation ρ : g → gl(M) along h : g → g gives the representation ρ ◦ h, which
corresponds to the twisted module Mh.
Recall that the socle of a module M , denoted by soc M , is the sum of simple submodules
of M . If f :M → N is a g-module isomorphism, then clearly f(socM) = soc N .
We observe the following about twisted modules.
Proposition 4.5. Let U,W be g-modules and g, h ∈ Aut(g). Then the following holds:
1. (W h)g = W g◦h as g-modules.
2. If f : W → U is a g-module homomorphism, then f : W h → Uh is also a g-module
homomorphism. In particular, if there is an isomorphism of g-modules W ∼= U , then
there is also an isomorphism of g-modules W h ∼= Uh.
3. Any h ∈ Aut(g) induces a covariant functor Fh that sends W to W h, and a morphism
f : W → U to f : W h → Uh. The functor Fh has an inverse functor Fh
−1
, thus it is an
automorphism of the category g-mod.
4. The functor Fh commutes with the contravariant functor ( · )∗, that is, (U∗)h = (U∗)h.
5. The functor Fh preserves the socle of a module, that is, socW h = (socW )h.
Proof.
1. The g-modules (W h)g and W g◦h have the same action
ϕ ·new w = g(h(ϕ)) ·old w ∀ϕ ∈ g, w ∈W.
2. Since f : W → U is a g-homomorphism, for every ϕ ∈ g we have the following commutative
diagram
W U
W U.
f
ϕ ϕ
f
Then for every ϕ ∈ g we also have the following commutative diagram
W h Uh
W h Uh.
f
h(ϕ) h(ϕ)
f
Thus f : W h → Uh is a g-module homomorphism.
3. It is clear from statement 2 that Fh takes a moduleW toW h and morphisms f : W → U to
the same morphism f : W h → Uh, and is a well-defined functor from g-mod to itself. The
functors Fh
−1
and Fh are mutually inverse by statement 1, thus Fh is an automorphism
of the category g-mod.
4. Both actions are given by
(ϕ · u∗)(u) = −u∗(h(ϕ) · u) ∀ϕ ∈ g, u ∈ U, u∗ ∈ U∗.
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5. Since Fh has an inverse Fh
−1
, it maps simple submodules to simple submodules. Also it
is easy to see that for any submodules W1,W2 ⊂ U , we have (W1 +W2)
h = W h1 +W
h
2 .
Therefore soc W h = (soc W )h.
One important observation is that Uh and W h are simple slU,W -modules for any h ∈
Aut(slU,W ). Further, we have soc (U
h)∗ = W h and soc (W h)∗ = Uh.
Proposition 4.6. As slU,W , glU,W and gl
M
U,W -modules,
1. U and W are simple.
2. soc U∗ = W and socW ∗ = U .
3. soc (Uh)∗ = W h and soc (W h)∗ = Uh for any h ∈ Aut(glM∞).
Proof.
1. It suffices to check the simplicity of U and W as slU,W -modules. Let X ⊂ U be a
nontrivial submodule of U , then it intersects nontrivially with some finite-dimensional
subspace Uf ⊂ U . Since Uf is a simple slUf ,Wf -module, we must have X ⊃ Uf . Therefore
we must have X ⊃ U ′f for any finite-dimensional subspace U
′
f ⊃ Uf . We conclude that
X = U , since U is the union of all its finite-dimensional subspaces. The same argument
applies to W .
2. Let X be a nontrivial slU,W -submodule of U
∗. It suffices to show that X ⊃ W . Since
W is a simple module, all we need to show is that X ∩W 6= 0. Suppose the contrary,
then take any nonzero element u∗ in X, we must have u∗ ∈ U∗ −W . There exists some
u ∈ U such that 〈u, u∗〉 6= 0 by the non-degeneracy of the form 〈·, ·〉. Pick some nonzero
w ∈ (Cu)⊥ ⊂ W , then u ⊗ w ∈ slU,W . However u ⊗ w · u
∗ = 〈u, u∗〉w ∈ W ∩ X.
Contradiction. The same argument can be applied to prove that soc W ∗ = U .
3. By Proposition 4.5 statement 4 and 5,
soc (Uh)∗ = soc (U∗)h = (soc U∗)h = W h,
soc (W h)∗ = soc (W ∗)h = (soc W ∗)h = Uh.
5 Automorphisms of sl∞ and gl
M
∞
In this section we investigate the automorphism groups of sl∞ and gl
M
∞ .
We say the linear system (U,W ) is self-dual if there is an isomorphism of vector spaces
f : U → W such that 〈f−1(w), f(u)〉 = 〈u,w〉 for every u ∈ U,w ∈ W . In this case, according
to the proof of Proposition 3.4, we observe that
f∗|U = f, (f
−1)∗|W = f
−1.
By Proposition 3.4, there is an isomorphism of Lie algebras γ : glMU,W → gl
M
W,U defined by
γ : ϕ 7→ fϕf−1. The Lie algebra glMW,U is again isomorphic to gl
M
U,W by the map σ : ϕ 7→ −ϕ
∗
|U .
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The composition τ := σγ is an automorphism of glMU,W , which is explicitly
τ : ϕ 7→ −f−1ϕ∗f ∀ϕ ∈ glMU,W .
From the definition of τ we see that τ is an involution. Moreover, for every ϕ ∈ glMU,W the
following diagram commutes
U W
U W.
f
τ(ϕ) −ϕ∗
f
Therefore we conclude that f : U τ → W is an isomorphism of glMU,W -modules. Consequently
W τ ∼= (U τ )τ = U as glMU,W -modules. Since the Lie algebra gl
M
U,W has a unique simple ideal
slU,W , the automorphism τ restricts to an automorphism of slU,W .
If the linear system (U,W ) has a pair of dual bases relative to 〈·, ·〉, then clearly (U,W ) is
self-dual. The converse is false. Again, consider the linear system (X,X ′) which is defined at
the end of section 2. Let f : X → X ′ be the isomorphism given by f(w,w∗) = (w,w∗). Then
〈f−1(x), f(y)〉 = 〈y, x〉 for every x ∈ X ′, y ∈ X. Therefore the linear system (X,X ′) is self-dual,
but it does not have a pair of dual bases.
In the countable dimensional case, the linear system (V, V∗) has a pair of dual bases. Let
ǫ : V → V∗ be the isomorphism of vector spaces induced by ǫ(en) = e
n ∀en ∈ B. Then we
observe that τ : ϕ 7→ −ǫ−1ϕ∗ǫ is the involution of the Lie algebra MatMN given by A 7→ −A
t.
In the following, let g = sl∞, gl
M
∞ . Define G˜ := {g ∈ Aut(V )| g
∗(V∗) = V∗}. Conjugation
by an element in G˜ induces an automorphism of g. Therefore we have a group representation
ρ : G˜→ Aut(g) with kernel C∗, where C∗ denotes nonzero complex numbers. We set G˜0 := im ρ.
Theorem 5.1 (Beidar et.al, [BBCM02]). The subgroup G˜0 has index 2 in Aut(sl∞), the quo-
tient is represented by the involution τ . In fact, Aut(sl∞) = G˜0 ⋊ {Id, τ}.
Corollary 5.2. If h ∈ G˜0, then V
h ∼= V and V τ◦h ∼= V∗ as sl∞-modules.
Proof. If h ∈ G˜0, then h(ϕ) = g
−1ϕg for every ϕ ∈ sl∞ where g ∈ G˜. It follows that g : V
h → V
is an automorphism of sl∞-modules. Therefore V
τ◦h = (V h)τ ∼= V τ ∼= V∗ as sl∞-modules.
Let M be a glM∞-module. We say that sl∞ acts densely on M , if for every ϕ ∈ gl
M
∞ and any
choice of finitely many vectors r1, · · · , rn ∈M , there exists ψ ∈ sl∞ such that ψ · rk = ϕ · rk for
k = 1, · · · , n.
Lemma 5.3. [PS13, Lemma 8.2] Let L and L′ be glM∞-modules which have finite length as
sl∞-modules. Then
Homsl∞(L,L
′) = HomglM∞(L,L
′).
In particular, if L and L′ are isomorphic as sl∞-modules, then they are isomorphic as gl
M
∞-
modules.
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Proposition 5.4. [PS13, Proposition 8.1] Let M be a finite length glM∞-module that is sl∞-
integrable. Then M is an object of TglM∞ iff sl∞ acts densely on it.
Corollary 5.5. Let h ∈ Aut(glM∞). Then there exists an isomorphism of gl
M
∞-modules V
h ∼= V
or V h ∼= V∗.
Proof. If h ∈ Aut(glM∞), then h restricts to an automorphism of sl∞. We show that sl∞ acts
densely on V h. For any ϕ ∈ glM∞ and r1, · · · , rn ∈ V , we can find an element η ∈ sl∞ such
that η(rk) = h(ϕ)(rk) for k = 1, · · · , n. Therefore ψ := h
−1(η) is an element of sl∞ such that
ψ · rk = ϕ · rk for k = 1, · · · , n. By Proposition 5.4, we conclude that V
h ∈ TglM∞ . We know
from Corollary 5.2 that either V h ∼= V or V h ∼= V∗ as sl∞-modules, therefore we conclude that
either V h ∼= V or V h ∼= V∗ as gl
M
∞-modules by Lemma 5.3.
Theorem 5.6. Let h ∈ Aut(glM∞).
1. If there is an isomorphism V h ∼= V of glM∞-modules, then h ∈ G˜0.
2. If there is an isomorphism V h ∼= V∗ of gl
M
∞-modules, then τ ◦ h ∈ G˜0.
Proof.
1. If f : V h → V is an glM∞-isomorphism, then fh(ϕ) = ϕf for every ϕ ∈ gl
M
∞ . Since f is an
isomorphism, we conclude that h(ϕ) = f−1ϕf . What remains to be shown is that f ∈ G˜.
Observe that the dual operator f∗ : V ∗ → (V h)∗ is a glM∞-isomorphism. Since soc V
∗ = V∗
and soc (V h)∗ = V h∗ by Proposition 4.6, we conclude that V∗ is f
∗-stable. Therefore,
f ∈ G˜ and h ∈ G˜0.
2. If V h ∼= V∗, then we have the following isomorphisms of gl
M
∞-modules
V τ◦h = (V h)τ ∼= V τ∗
∼= (V τ )τ = V τ
2
= V.
By statement 1 we conclude that τ ◦ h ∈ G˜0.
Corollary 5.7.
1. Aut(glM∞) = G˜0 ⋊ {Id, τ}.
2. Every automorphism of sl∞ extends uniquely to an automorphism of gl
M
∞ .
Proof.
1. Follows directly from Corollary 5.5 and Theorem 5.6.
2. Follows directly from statement 1 and Theorem 5.1.
In conclusion, we computed the automorphism group of glM∞ using knowledge about the
categories Tsl∞ and TglM∞ . As a problem for the future, it would be interesting to determine the
automorphism groups of slU,W , glU,W and gl
M
U,W for an arbitrary linear system (U,W ).
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