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ストレス 1 式によるSPSS ・多次元尺度法の
ALSCALとPROXSCALのモデル適合度比較
奥　　　喜　正・内　桶　誠　二
1 ．はじめに
SPSSにおける多次元尺度法（Multi Dimensional Scaling：MDS）は，従来はALSCAL
（Alternating Least squares SCALing）によるプログラムによってその計算が実行されて
いる［ 1 ］．昨今，PROXSCALプログラムも追加されたことで［ 5 ］［13］［17］，ユーザの利
便性が向上したように窺える．本項では，主要疾患粗死亡率データを［12］，INDSCAL
モデル（INdividual Difference SCALing）を中心に重みなしユークリッド距離モデルで
もシミュレーション分析することで，PROXSCALアルゴリズムの最適性に検討を加える．
PROXSCALは，Majorization method（MA）を活用したガットマン変換を反復公式
に利用したアルゴリズムであるので，その最適化においてALSCALなどの従来のそれ
よりも優れていることになっている［ 8 ］．そこで，本稿では主要死因別粗死亡率データ
のリサンプリングを行ったシミュレーション分析を実行し，クルスカルのストレス1式
を評価基準にしてALSCALによる解とPROXSCAL解のストレス値をそれぞれ比較して
PROXSCALアルゴリズムの最適性の優劣を考察する．結果として，INDSCALで解析
した場合には順序尺度の変換では 2 次元布置ではPROXSCALのほうがALSCALよりも
モデル適合度が有意に優れたが， 3 次元布置では逆の結果を得た．
つぎに，死因から肺炎と脳血管疾患を除いたデータセットでも同様の適合度比較を
INDSCALで行った．最後に，データ行列の階数が約 2 になるような人工データを作成
して，重みなしユークリッド距離モデルでシミュレーション解析した［10］．以上の諸
検討から，主要疾患粗死亡率データや人工データに対するALSCALとPROXSCALのモ
デル適合度の比較を行い，PROXSCALアルゴリズムの特性を調べた． 
22 － 1 ．ALSCAL
重み付きユークリッドモデルを実用化した最初のプログラムはINDSCALである［ 4 ］．
INDSCALプログラムは対象間距離をそれらの位置ベクトルで表現して，距離をベクト
ルの内積に変換してから交互最小二乗法（Alternating Least Squares）を利用して，対
象の座標（共通空間）と被験者固有の重み（被検者空間）を推定するものである．それ
に対して，SPSSが搭載している多次元尺度法アルゴリズムではALSCALが採用されて
いる．
ALSCAL（Alternating Least squares SCALing）は， 2 元MDSモデルやINDSCAL, 
IDIOSCALなど 3 元MDSモデルを実行できる広範囲データが分析可能なプログラムで
ある．交互最小二乗法を利用して非類似性データδijkから，ディスパリティ（擬似距離
量）ｄ＊ijkを直接的に計算して二乗距離と二乗ディスパリティの剥離が小さくなるように
（Squared Distances Approaches），すなわち
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SPSSにおける多次元尺度法(Multi Dimensional Scaling：MDS)は，従来は ALSCAL 
(Alternating Least squares SCALing)によるプログラムによってその計算が実行されている[1]．
昨今，PROXSCAL プログラムも追加されたことで[5][13][17]，ユーザの利便性が向上したよう
に窺える．本項では，主要疾患粗死亡率データを[12]，INDSCALモデル( IＮdividual Difference 
SCALing )を中心に重みなしユークリッド距離モデルでもシミュレーション分析することで，
PROXSCALアルゴリズムの最適性に検討を加える． 
PROXSCALは，Majorization method (MA) を活用したガットマン変換を反復公式に利用し
たアルゴリズムであるので，その最適化において ALSCAL などの従来のそれよりも優れている
ことになっている[8]．そこで，本稿では主要死因別粗死亡率データのリサンプリングを行ったシ
ミュレーション分析を実行し，クルスカルのストレス 1式を評価基準にして ALSCAL による解
とPROXSCAL解のストレス値をそれぞれ比較してPROXSCALアルゴリズムの最適性の優劣を
考察する．結果として，INDSCAL で解析した場合には順序尺度の変換では 2 次元布置では
PROXSCALのほうが ALSCALよりもモデル適合度が有意に優れたが，3次元布置では逆の結果
を得た． 
つぎに，死因から肺炎と脳血管疾患を除いたデータセットでも同様の適合度比較を INDSCAL
で行った．最後に，データ行列の階数が約２になるような人工データを作成して，重みなしユー
クリッド距離モデルでシミュレーション解析した[10]．以上の諸検討から，主要疾患粗死亡率デ
ータや人工データに対する ALSCALと PROXSCALのモデル適合度の比較を行い，PROXSCAL
アルゴリズムの性質を調べた．  
 
２-１．ALSCAL 
 重み付きユークリッドモデルを実用化した最初のプログラムはINDSCALである[4]．INDSCALプロ
グラムは対象間距離をそれらの位置ベクトルで表現して，距離をベクトルの内積に変換してから
交互最小二乗法(Alternating Least Squares)を利用して，対象の座標(共通空間)と被験者固有の
重み(被検者空間)を推定するものである．それに対して，SPSSが搭載している多次元尺度法アル
ゴリズムではALSCALが採用されている．解の精度はINDSCALのほうが，一般的にはALSCALよりも優
れている[7]． 
ALSCAL(Alternating Least squares SCALing)は，2元MDSモデルやINDSCAL,IDIOSCALなど3元MDS
モデルを実行できる広範囲のデータが分析可能なプログラムである．交互最小二乗法を利用して
非類似性データδijkから，ディスパリティ(擬似距離量)ｄ
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というクルスカルのストレス式ではない，S-Stressというモデル適合度指標を最適化するように
というクルスカルのストレス式ではない，S-stressというモデル適合度指標を最適化す
るように解を求めるのがALSCALである［ 1 ］．
具体的には，ALSCALでは最適尺度構成段階（Optimal Scling Phase）で非類似性デー
タδijkからｄ
＊
ijk
2を推定する．そして，モデル推定段階（Model Estimation Phase）にお
いて，まず布置行列Ｘと距離行列Ｄを固定してＷを推定し，つぎにＤと重み行列Ｗを固
定してＸを推定するという交互最小二乗法を使用するものである． 
2 － 2 ．PROXSCAL
PROXSCALは，SPSSのCategoryオプションに搭載されているプログラムである
［17］．PROXSCALでは良い布置を求めるために，モデル適合度を良好にするための
最適化手法にMajorizing Algorithm（SMACOF: Scaling by MAjorizing a COmplicatd 
Function）を利用するので，局所最適解への収束が保証されている［ 8 ］［14］．そして，
PROXSCALはSMACOFを利用して，最急降下法を利用する従来のプログラム［15］よ
りも数値計算の観点からは局所最終解への収束が良好となるようである．
具体的には，PROXSCALはrawストレスのσr（Ｘ）を最小にするように最終解を求め
る［ 8 ］．Ｘを布置行列とするとσr（Ｘ）は以下のように定義されて
S－st ss
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解を求めるのがALSCALである[1]． 
具体的には，ALSCALでは最適尺度構成段階(Optimal Scling Phase)で非類似性データδijkから
ｄ＊ijk
2を推定する．そして，モデル推定段階(Model Estimation Phase)において，まずＸとＤを
固定してＷを推定し，つぎにＤとＷを固定してＸを推定するという交互最小二乗法を使用するも
のである．  
２�２�PROXSCAL 
PROXSCALは，SPSSのCategoryオプションに搭載されているプログラムである[17]．PROXSCALで
は良好な布置を求めるために，モデル適合度を良好にするための最適化手法に Majorizing 
Algorithm (SMACOF: Scaling by  MAjorizing a COmplicatd Function) を利用するので，局所最
適解への収束が保証されている[8][14]．そして，PROXSCALはSMACOFを利用して，最急降下法を利
用する従来のプログラム[15]よりも数値計算の観点からは局所最終解への収束が良好となるよう
である． 
具体的には，PROXSCAL は rawストレスのσｒ(Ｘ)を最小にするように最終解を求める[8]．Ｘ
を布置行列とするとσｒ(Ｘ)は以下のように定義されて   
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となる[5]．このように，σｒ(Ｘ)を最小にする代わりにτ(Ｘ,Ｚ)を最小にするという
Majorization algorithm が採用されている．ここで，行列ＢはＢ＝[－wijδij/dij]で，Ｖは重み
行列である．τ(Ｘ,Ｚ)を行列Ｘで微分すると 
    ∇τ(Ｘ,Ｚ)＝∇(tr Ｘ’ＶＸ)－∇(２tr Ｘ’Ｂ(Ｚ)Ｚ) 
          ＝２ＶＸ－２Ｂ(Ｚ)Ｚ 
である．ここで，∇τ(Ｘ,Ｚ)＝０とおくと 
    ＶＸ＝Ｂ(Ｚ)Ｚ 
となり，行列Ｖは一般にランク落ちをするので，Ｖのムーアペンロース(一般)逆行列をＶ＋とす
るとＶ＋は一意に定まり，上式を行列Ｘについて解くと 
    Ｘ＝Ｖ＋Ｂ(Ｚ)Ｚ 
のように布置Ｘは求まる．よって，反復式は 
    Ｘｋ＋１＝Ｖ
＋Ｂ(Ｘｋ)Ｘｋ 
となり，これを利用して布置Ｘを更新する． 
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同一データをALSCALとPROXSCALで解析した場合のモデル適合度の相違を例証するために，つぎ
の具体例を示す．このアンケートデータは各種アルコール飲料に対して被験者が感じるイメージ
を，居酒屋とホテルバーという異なる２か所で調査して，５点満点で得点化したアルコール飲料
特性の調査を目的とするアンケート用紙を使用して得られたものである[16]．そして，アルコー
ル飲料を嗜む場所の違いでどの程度，消費者のイメージ認知が変動するかを視覚的に把握する知
覚マップ(製品マップ)の作成を目的としている． 
となる［ 5 ］．このように，σr（Ｘ）を最小にする代わりにτ（X, Z）を最小にするという
Majorization algorithm が採用されている．ここで，行列BはB＝［－wijδij/dij］と書か
れて，Vは重み行列である．τ（X, Z）を行列Xで微分すると
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同一データをALSCALとPROXSCALで解析した場合のモデル適合度の相違を例証するために，つぎ
の具体例を示す．このアンケートデータは各種アルコール飲料に対して被験者が感じるイメージ
を，居酒屋とホテルバーという異なる２か所で調査して，５点満点で得点化したアルコール飲料
特性の調査を目的とするアンケート用紙を使用して得られたものである[16]．そして，アルコー
ル飲料を嗜む場所の違いでどの程度，消費者のイメージ認知が変動するかを視覚的に把握する知
覚マップ(製品マップ)の作成を目的としている． 
である．ここで，∇τ（X, Z）＝0とおくと
　　　　VX＝B（Z）Z
となり，行列Ｖは一般にランク落ちをするので，Ｖのムーアペンロース（一般）逆行列
をV＋とするとV＋は一意に定まり，上式を行列Ｘについて解くと
　　　　X＝V＋B（Z）Z
のように布置Ｘは求まる．よって，反復式は
　　　　Xk＋1＝V
＋B（Xk）Xk
となり，これを利用して布置Ｘを更新する．
2 － 3 ．両プログラムによるモデル適合度相違の具体例 
同一データをALSCALとPROXSCALで解析した場合のモデル適合度の相違を例証する
ために，つぎの具体例を示す．このアンケートデータは各種アルコール飲料に対して被験
者が感じるイメージを，居酒屋とホテルバーという異なる 2 か所で調査し， 5 点満点で得
点化したアルコール飲料特性調査を目的とするアンケート用紙を使用して得られたもので
ある［16］．そして，アルコール飲料を嗜む場所の違いでどの程度，消費者のイメージ認知
が変動するかを視覚的に把握できる知覚マップ（製品マップ）の作成を目的としている．
この製品マップの横軸は（図 1 ）「かるい－アルコール度がきつい」，縦軸は「男性的
な－スマートな」と解釈できる． 2 次元布置のモデル適合度を示すストレス 1 式の値
は，ALSCALでは0.0496，一方，PROXSCALでは0.0429となって，PROXSCALのほうが
ALSALよりも優れた最小二乗近似布置を与えている様子がこの具体例からは推定できる．
つぎにアルコール飲料を嗜む場所の違いの影響を読み取る．バーで嗜んだ場合のビー
ル，日本酒の点が居酒屋の対象点から左下に移動していることから，バーでビールなど
大衆酒を飲むとスマートでややアルコール度を強く感じるようである．他方，ウイス
キーや赤ワインなどはバーの対象点が右下に移動しているので，バーでウイスキーを飲
んだほうがさらにスマートでアルコール度を軽く感じて飲めるようである．
43 ．分析方法
本稿では， 2 相 2 元データの主要疾患粗死亡率データの行データの各年度を 1 相とみ
なして， 2 相 3 元データに変換してINDSCAL で解析する．そして，ALSCALアルゴ
リズム，及びPROXSCALアルゴリズムでそれぞれ分析した場合の解析結果の相違検討
を行う．現実には 0 から 4 までの範囲の一様乱数を発生させて，主要疾患粗死亡率デー
タの約75％を無作為に取り出してサブデータセットを作成し，サブデータを利用したシ
ミュレーションによって，両アルゴリズムのモデル適合度の相違を検討する．また，初
期値にはデフォルトのシンプレックスを採用してソフトウエアを実行する．
対象データは，主要死因の結核，悪性新生物，糖尿病，心疾患，脳血管疾患,肺炎，
肝疾患，老衰，不慮の事故，自殺など10個の変数で，1940年度から2005年度（1944～
1946年度はデータなし）までがケースの粗死亡率データからなる63x10型のデータ行列
である．
最初に，上記のような手順を24回繰り返し（リサンプリング），作成された24個のサ
ブデータに対して，順序尺度レベルの変換でPROXSCAL及びALSCALを適用して， 2  
次元布置及び 3 次元布置を得る．そして，それぞれ得られた布置のクルスカル第1式の
ストレス値を記録して，両アルゴリズムの最適性を検討する［15］．本項ではモデル適合
度の評価基準としてストレス第 1 式を採用した．ALSCALが S－ストレスという適合度
基準を最適化するプログラムであるのに対して，PROXSCALは Rawストレスという別
の評価基準を最適化する．すなわち，最適化プロセスにおいて両プログラムは異なった
評価基準を最適化している．そこで，双方のプログラムにより得られた布置の評価基準
に本稿では，距離dijと擬似距離d
＊
ijの差の二乗和を評価するという最小二乗基準の発想
図 1．アルコール飲料の製品マップ（添え字Ｂはバーで嗜んだ場合を示す）
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図１．アルコール飲料の製品マップ ( ーで嗜んだことを示す) 
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 今回，最初に２相２元データの主要疾患粗死亡率データの行データの各年度を１相とみなして，
２相３元データに変換してINDSCAL で解析する．そして，ALSCALアルゴリズム，及び PROXSCAL
アルゴリズムでそれぞれ分析した場合の解析結果の相違検討を行う．現実には0から4までの範囲
の一様乱数を発生させて，主要疾患粗死亡率データの約75％を無作為に取り出してサブデータセ
ットを作成し，サブデータを利用したシミュレーションによって，両アルゴリズムのモデル適合
度の相違を検討する．また，初期値にはデフォルトのシンプレックスを採用してソフトウエアを
実行する． 
対象データは，主要死因の結核,悪性新生物，糖尿病，心疾患，脳血管疾患,肺炎，肝疾患，老
衰，不慮の事故，自殺など 10個の変数で，1940年度から2005年度(1944～1946年度はデータなし)
までがケースの粗死亡率データからなる 63ｘ10 型のデータ行列である． 
最初に，上記のような手順を24回繰り返し(リサン リング)，作成された24個のサブデータに
対して，順序尺度レベルの変換でPROXSCAL 及び ALSCAL を適用して，2 次元 及び3 次元布置
を得る．そして，それぞれ得られた布置のクルスカル第１式のストレス値を記録して，両アルゴ
リズムの最適性を検討する[15]．本項ではモデル適合度の評価基準にストレス第1式を採用した．
ストレス 1 式による SPSS ・多次元尺度法の ALSCAL と PROXSCAL のモデル適合度比較
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であるストレス第 1 式を採用したのである．
　　　　ストレス 1 式：
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ALSCALがＳ-ストレスという適合度基準を最適化するプログラムであるのに対して，PROXSCALは 
Rawストレスという別の評価基準を最適化する．すなわち，最適化プロセスにおいて両プログラム
は異なった基準を最適化している．そこで，双方のプログラムにより得られた布置の評価基準に
本稿では，距離ｄijと擬似距離ｄ
＊
ijの差の二乗和を評価するという自然な発想であるストレス第1
式を保守的に採用したのである． 
ストレス1式：    
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つぎに，脳血管疾患及び肺炎による死亡率データを除いた 63ｘ8 型サブデータ行列を解析し
て，順序尺度の変換でPROXSCAL 及び ALSCALを適用して，3次元布置を得て適合度比較を行う．最
後に，データ行列の階数が大よそ２になるような，すなわち，モデルによる解析結果の布置が2
次元になるような人工データを作成した(表1)．そして，ユークリッド距離モデルで人工データを
解析して，ALSCALとPROXSCALによる2次元布置の適合度を比較検討する． 
 
               表１．人工データの概要 
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 粗死亡率データ行列Ｚから相関行列を計算して主成分分析を行い，データ行列Ｚのデータ構造
を調べた．表１から当該データ行列の階数2ないし3と見做せるので，当該データの多次元尺度法
の解析結果は2次元布置あるいは3次元布置が妥当であると想定できる． 
 
表1． 粗死亡率データ行列に関する主成分分析の解析結果 
 
関数型 区間
変数１ 減少関数 400－200LOG(Ｘ)
変数２ 減少関数 ＸＮ＋１＝ＸＮ－0.5√Ｘ
変数３ 減少関数 60－0.1Ｘ
変数４ 増加関数 70＋√Ｘ
変数５ 増加関数 0.1Ｘ3/2
変数６ 増加関数 20√Ｘ
変数７ 増加減少関数 10＋2(Ｘ－1) Ｘ≦31
70－2(Ｘ－31) Ｘ≧32
変数８ 増加減少関数 60＋1.2Ｘ Ｘ≦31
96－(Ｘ－32)1.1 Ｘ≧32
変数９ 減少増加関数 300－Ｘ1.2 Ｘ≦31
238＋(Ｘ－31)1.2 Ｘ≧32
変数１０ 減少増加関数 200－Ｘ3/2 Ｘ≦31
36＋(Ｘ－31)3/2 Ｘ≧32
������(１≦Ｘ≦63�����数)
つぎに，脳血管疾患及び肺炎による死亡率データを除いた63x8型サブデータ行列を
解析して，順序尺度の変換でPROXSCAL及びALSCALを適用して， 3 次元 を得
て適合度比較を行う．最後に，データ行列の階数が大よそ 2 になるような，すなわち，
モデルによる解析結果の布置が 2 次元になるような63x8型人工データ行列を作成した
（表 0 ）．そして，ユークリッド距離モデルでこの人工データを解析して，ALSCALと
PROXSCALによる 2 次元布置の適合度を比較検討する．
表 ₀．人工データの概要
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粗死亡率データ行列Ｚから相関行列を計算して主成分分析を行い，データ行列Ｚの
データ構造を調べた．表 1 から当該データ行列の階数は 2 ないし 3 と見做せるので，当
該データの多次元尺度法の解析結果は 2 次元布置あるいは 3 次元布置が妥当であると想
定できる．
表 1．粗死亡率データ行列に関する主成分分析の解析結果
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6図2．PROXSCALによる 2次元INDSCALの布置　共通空間（左図）と被験者空間（右図）
つぎに， 2 個のアルゴリズムの当該データへのモデル適合度の優劣を検討する．最初
に，順序尺度での変換の場合で，ALSCALおよびPROXSCALそれぞれのアルゴリズム
を使用した際の 2 次元布置，および 3 次元布置のストレス 1 式の値を示す（表 2 ）．
表の値についてｔ－検定を実行すると 2 次元布置ではPROXSCALのほうが，有意にス
トレス値が小さいが， 3 次元布置では逆の結果になった．当該データ解析結果に限って
は，PROXSCALがALSCALに比較して，必ずしも優れた解をもたらすとは結論できな
かった．
表 2．ALSCALおよびPROXSCALのストレス 1式の値（順序尺度レベルの変換）
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図2．PROXSCALによる2次元INDSCALの布置．共通空間( 図) ( )． 
 
 つぎに，2個のアルゴリズムの当該データへのモデル適合度の優劣を検討する．最初に，順
序尺度での変換の場合で，ALSCALおよびPROXSCALそれぞれのアルゴリズムを使用した際の2 次元
布置，および3 次元布置のストレス1式の値を示す(表2)． 
表の値をｔ－検定を実行すると 2 次元布置ではPROXSCALのほうが，有意にストレス値が小さ
いが,3 次元布置では逆の結果になった．当該データ解析結果に限っては,PROXSCALがALSCALに比
較して，必ずしも優れた解をもたらすと 結論できなか  
 
表2．ALSCALおよびPROXSCALのストレス1式の値 (順序尺度レベルの変換) 
NO ＡＬＳＣＡＬ PROXSCAL ＮＯ ＡＬＳＣＡＬ PROXSCAL
乱数１ 0.222 0.193 乱数１ 0.102 0.138
乱数２ 0.218 0.193 乱数２ 0.103 0.137
乱数３ 0.188 0.164 乱数３ 0.1 0.122
乱数４ 0.226 0.194 乱数４ 0.103 0.138
乱数５ 0.222 0.207 乱数５ 0.104 0.139
乱数６ 0.218 0.193 乱数６ 0.103 0.138
乱数７ 0.22 0.193 乱数７ 0.103 0.138
乱数８ 0.184 0.163 乱数８ 0.1 0.122
乱数９ 0.219 0.193 乱数９ 0.103 0.138
乱数１０ 0.217 0.183 乱数１０ 0.097 0.128
乱数１１ 0.22 0.193 乱数１１ 0.103 0.137
乱数１２ 0.219 0.195 乱数１２ 0.1 0.151
乱数１３ 0.212 0.181 乱数１３ 0.1 0.132
乱数１４ 0.227 0.182 乱数１４ 0.093 0.127
乱数１５ 0.219 0.193 乱数１５ 0.103 0.138
乱数１６ 0.184 0.163 乱数１６ 0.099 0.122
乱数１７ 0.219 0.193 乱数１７ 0.103 0.138
乱数１８ 0.184 0.164 乱数１８ 0.1 0.122
乱数１９ 0.2 0.174 乱数１９ 0.102 0.126
乱数２０ 0.217 0.183 乱数２０ 0.094 0.128
乱数２１ 0.2 0.173 乱数２１ 0.102 0.126
乱数２２ 0.212 0.181 乱数２２ 0.1 0.132
乱数２３ 0.225 0.195 乱数２３ 0.102 0.154
乱数２４ 0.2 0.175 乱数２４ 0.103 0.128
2次元布置 3次元布置
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ストレス 1 式による SPSS ・多次元尺度法の ALSCAL と PROXSCAL のモデル適合度比較
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表 ₃．左図：肺炎及び脳血管疾患を除いた場合のデータ　　　　　　　　　　　　　
右図：人工データのユークリッド距離モデル解析時のストレス 1式の値
表 ₄．人工データに関する主成分分析の解析結果
つぎに，データ行列⊿から肺炎と脳血管疾患による死亡率データを除いたデータ行列
⊿NEWを 3 次元かつ順序尺度変換で解析した．それは，肺炎と脳血管疾患の粗死亡率は
時代的変動が単調ではなく複雑な変動パターンを示す疾患であるので，解析データの情
報構造を単純化するために当該疾患群を削除した．⊿NEWはデータ行列⊿の列空間を変
化させたもので，列空間の微小変動でどの程度モデル適合度が変化するかを調べた．こ
のとき  p-value＝0.023で有意にPROXSCALのほうがストレス 1 式の値が小さくモデル
適合度が良好といえた（表 3 ）． 2 疾患除去によるデータ構造の単純化というデータ行
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3. 疾患を除いた場合のデータ  
    右図：人工データ2次元布置のストレ 1式の値 
ＮＯ PROXSCAL ＡＬＳＣＡＬ
乱数１ 0.0699 0.0738
乱数２ 0.0666 0.0729
乱数３ 0.0712 0.0697
乱数４ 0.0666 0.0729
乱数５ 0.0797 0.0726
乱数６ 0.0729 0.102
乱数７ 0.0729 0.102
乱数８ 0.0618 0.0698
乱数９ 0.0656 0.0701
乱数１０ 0.0718 0.0727
乱数１１ 0.0674 0.071
乱数１２ 0.0728 0.0731
乱数１３ 0.0685 0.0738
乱数１４ 0.0584 0.0649
乱数１５ 0.0662 0.0716
乱数１６ 0.0768 0.0729
乱数１７ 0.0631 0.0716
乱数１８ 0.0614 0.0676
乱数１９ 0.073 0.0753
乱数２０ 0.0623 0.065
乱数２１ 0.00683 0.0717
乱数２２ 0.0675 0.0682
乱数２３ 0.0763 0.0754
乱数２４ 0.0625 0.067
3次元布置
   
ＮＯ ＡＬＳＣＡＬ PROXSCAL
乱数25 0.00508 0.00988
乱数26 0.0021 0.009111
乱数27 0.00171 0.00964
乱数28 0.00268 0.00997
乱数29 0.00244 0.0255
乱数30 0.00035 0.00999
乱数31 0.0018 0.00528
乱数32 0.00173 0.00327
乱数33 0.00323 0.00957
乱数34 0.00201 0.00914
乱数35 0.00126 0.0263
乱数36 0.0026 0.0071
乱数37 0.00058 0.00697
乱数38 0.00128 0.00643
乱数39 0.00104 0.00574
乱数40 0.00168 0.00952
乱数41 0.0026 0.0098
乱数42 0.00122 0.00928
乱数43 0.0098 0.0144
乱数44 0.00227 0.00922
乱数45 0.0024 0.00948
乱数46 0.003 0.00981
乱数47 0.00314 0.00923
乱数48 0.00124 0.00949
人工データ２次元布置
 
  
表4．人工データに関する主成分分析の解析結果 
 
つぎに，データ行列⊿から肺炎と脳血管疾患による死亡率データを除いたデータ行列⊿NEW を3
次元かつ順序尺度変換で解析した．それは，肺炎と脳血管疾患の粗死亡率は時代的変動が単調で
はなく複雑な変動パターンを示す疾患であるので，解析データの情報構造を単純化するために当
該疾患群を削除した．⊿NEW はデータ行列⊿の列空間を変化させたもので，列空間の微小変動でど
のように適合度が変化するかを調べた．このとき  p-value＝0.023 で有意にPROXSCALのほうがス
トレス１式の値が小さくモデル適合度が良好といえた．２疾患除去によるデータ構造の単純化と
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表3. 左図：肺炎及び脳血管疾患を除いた場合 データ  
    右図：人工データ2次元布置のストレス1式の値 
ＮＯ PROXSCAL ＡＬＳＣＡＬ
乱数１ 0.0699 0.0738
乱数２ 0.0666 0.0729
乱数３ 0.0712 0.0697
乱数４ 0.0666 0.0729
乱数５ 0.0797 0.0726
乱数６ 0.0729 0.102
乱数７ 0.0729 0.102
乱数８ 0.0618 0.0698
乱数９ 0.0656 0.0701
乱数１０ 0.0718 0.0727
乱数１１ 0.0674 0.071
乱数１２ 0.0728 0.0731
乱数１３ 0.0685 0.0738
乱数１４ 0.0584 0.0649
乱数１５ 0.0662 0.0716
乱数１６ 0.0768 0.0729
乱数１７ 0.0631 0.0716
乱数１８ 0.0614 0.0676
乱数１９ 0.073 0.0753
乱数２０ 0.0623 0.065
乱数２１ 0.00683 0.0717
乱数２２ 0.0675 0.0682
乱数２３ 0.0763 0.0754
乱数２４ 0.0625 0.067
3次元布置
   
ＮＯ ＡＬＳＣＡＬ PROXSCAL
乱数25 0.00508 0.00988
乱数26 0.0021 0.009111
乱数27 0.00171 0.00964
乱数28 0.00268 0.00997
乱数29 0.00244 0.0255
乱数30 0.00035 0.00999
乱数31 0.0018 0.00528
乱数32 0.00173 0.00327
乱数33 0.00323 0.00957
乱数34 0.00201 0.00914
乱数35 0.00126 0.0263
乱数36 0.0026 0.0071
乱数37 0.00058 0.00697
乱数38 0. 128 0.0 643
乱数39 0. 104 0.0 574
乱数40 0. 168 0.0 952
乱数41 0. 2 . 098
乱数42 0.0 12 0. 0928
乱数43 0. 98 . 144
乱数44 0.00227 0.00922
乱数45 0.0024 0.00948
乱数46 0.003 0.00981
乱数47 0.00314 0.00923
乱数48 0.00124 0.00949
人工データ２次元布置
 
  
4  
 
つぎに，データ行列⊿から肺炎と脳血管疾患による死亡率データを除いたデータ行列⊿NEW を3
次元かつ順序尺度変換で解析した．それは，肺炎と脳血管疾患の粗死亡率は時代的変動が単調で
はなく複雑な変動パターンを示す疾患であるので，解析データの情報構造を単純化するために当
該疾患群を削除した．⊿NEW はデータ行列⊿の列空間を変化させたもので，列空間の微小変動でど
のように適合度が変化するかを調べた．このとき  p-value＝0.023 で有意にPROXSCALのほうがス
トレス１式の値が小さくモデル適合度が良好といえた．２疾患除去によるデータ構造の単純化と
8列の列空間微小変化によって，PROXSCALのほうがモデル適合度が良好になるという
納得しやすい結果が得られたことは当該アルゴリズムの頑健性の弱さを暗示するとみな
せる．また， 2 疾患の除去でPROXSCALのモデル適合度が改善したことからデータ行
列⊿の情報構造の特異性は，肺炎と脳血管疾患によるものとも推定できる．
さらに，人工データを 2 次元空間でユークリッド距離モデルを使用して解析した場合
にもストレス 1 式の値はALSCALのほうが小さくモデル適合度良好という結果を得た
（表 3 の右図）．以上からPROXSCAL がALSCALに比べて，ストレス 1 式を評価基準と
した場合，一般的に最適な解をもたらすとは一概に言い難いことと頑健性の弱さが本稿
のシミュレーション分析から示唆された．
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