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Na experiência ATLAS inserida no acelerador LHC do CERN, feixes de protões colidem 40
milhões de vezes por segundo, criando um fluxo de dados superior a 40 Terabyte/seg. Com o
propósito de armazenar apenas os dados interessantes para a Física, foi projectado um filtro de
eventos (trigger) que avalia em tempo real se a informação associada a uma dada colisão tem
interesse científico.
O sistema de trigger do ATLAS é composto por 3 etapas. Na primeira etapa, denominada
First Level Trigger (FLT), é reduzida a taxa de informação de 40 MHz para 75 KHz, sendo todo
o processo de selecção feito primariamente em hardware. O FLT recebe novos eventos a cada
intervalo de 25 ns e tem de decidir rapidamente, em apenas 2.5 µs, se o evento deverá passar à
segunda etapa do processo.
O módulo MICTP, um dos dois subsistemas do FLT do ATLAS, está actualmente a ser
re-projectado. O primeiro protótipo, com quase uma década, era constituído por 7 CPLDs
(circuitos reconfiguráveis), enquanto que a placa onde o referido módulo vai agora ser aplicado
contém uma única FPGA que implementa toda a lógica dos subsistemas e vai permitir a redução
substancial da complexidade e do consumo de energia.
As actividades relatadas neste documento consistem na validação e concretização do módulo
MICTP, concluindo assim as actividades iniciadas pela escrita em VHDL das funções desse
mesmo módulo, em 2008. O MICTP realiza a recepção e a formatação dos sinais provenientes
do Central Trigger Processor (CTP) do ATLAS e do acelerador LHC, redistribui-os por todo
o sistema MUCTPI, re-envia as multiplicidades dos muões candidatos provenientes dos 16 MI-
OCTs e monitoriza todo o módulo. O módulo possui uma RAM contendo dados de trigger e
multiplicidades pré-configurados para efectuar testes, serve de interface com o dispositivo de-
lay25 através de um controlador I2C e transmite informação para o módulo MIROD através da
backplane MIBAK.
As funções em VHDL são validadas a nível funcional e temporal através de simulações in-
tensivas. Os resultados obtidos da síntese do código que constitui o MICTP têm que cumprir
todos os requisitos impostos no projecto, nos quais se incluem a menor utilização de recursos
da FPGA que seja possível e a satisfação das especificações temporais de recepção/emissão de
dados para os outros blocos que integram a placa. Alcançados estes objectivos, é então desen-
volvido o software de baixo nível que permite configurar o MICTP e são realizados testes em
laboratório que avaliam o funcionamento do módulo na FPGA e aferem a comunicação deste
com os restantes módulos com que interfaceia.
Fazendo uma apreciação mais geral, conclui-se que este trabalho engloba todas as etapas
incluídas na elaboração de um projecto de circuitos digitais em FPGAs, desde o estudo apro-
fundado de circuitos reconfiguráveis e de algumas das ferramentas modernas de projecto de
electrónica, até ao desenvolvimento de competências na especificação de sistemas digitais com-
plexos na linguagem VHDL, e à familiarização com a electrónica associada à detecção de muões
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Glossário
ATLAS ”A Toroidal LHC ApparatuS.”
ALICE ”A Large Ion Collider Experiment.”
BC ”Bunch Crossing”, relógio global da experiência.
BCR ”Bunch Crossing Reset.”
CERN ”European Organization for Nuclear Research.”
CMS ”Compact Muon Solenoid.”
CTP ”Central Trigger Processor.”
DAQ Sistema de ”Data Aquisition” do ATLAS.
DCS ”Detector Control System.”
DSP ”Digital Signal Processing blocks.”
ECR ”Event Count Reset.”
FPLA ”Field Programmable Logic Array.”
L1A Sinal ”Level 1 Accept.”
LAB ”Logic Array Blocks.”
LHC ”Large Hadron Collider.”
LHCb ”Large Hardon Collider beauty experiment.”
LVL1, LVL2 ”Triggers” de nível 1 e de nível 2 do ATLAS.
LUT ”Look Up Table.”
I/O ”Input/Output.”
MIBAK ”Muon Interface Backplane.” É o backplane que suporta fisicamente a placa do
MUCTPI/MIROD e as placas dos MIOCTs.
MICTP ”Muon Interface Central Trigger Processor.” Módulo integrante do MUCTPI cujo
firmware é descrito neste trabalho.
MIOCT ”Muon Interface Octant Module.” Implementado numa placa autónoma.
MIROD ”Muon Interface Read Out Driver.” É um módulo de firmware, implementado na
mesma FPGA que o MUCTPI.
9
MFE ”Monitoring FIFO Enable.”
MUCTPI ”Muon-To-Central Trigger Processor Interface.”
PCB ”Printed Circuit Board.”
RPC, TGC ”Resistive Plate Chambers” e ”Thin Gap Chambers.”
ROI ”Region Of Interest.”
TRT ”Transition-Radiation Tracker.”
TST ”Test.”
TTC ’Timing, Trigger and Control.”
VHDL ”VHSIC Hardware Description Language.”
VME ”Versa Module Eurocard.”
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1.1 Contextualização do Estágio
Figura 1.1: Logótipo do CERN.
O trabalho descrito nesta Dissertação foi desenvolvido no con-
texto da experiência A Toroidal Large Hadron Collider (ATLAS)
no CERN. Situado na zona noroeste de Genebra, na fronteira en-
tre a Suíça e a França, o CERN é uma organização internacional
fundada em 1954, resultado de uma cooperação entre vários esta-
dos Europeus. O acrónimo original remetia para o nome ”Conseil
Européen pour la Recherche Nucléaire”, mas actualmente é uti-
lizada a denominação anglófona ”Europen Organization for Nu-
clear Research”. Tem como principal objectivo o estudo da Física
fundamental, nomeadamente das propriedades da matéria e das
forças a ela associadas.
Desde a sua fundação já foi palco de uma série de importantes
descobertas, tais como as câmaras de deriva, em 1968, que revo-
lucionaram a electrónica dos detectores de partículas, e a desco-
berta dos bosões Z e W, em 1983, que permitiram a confirmação
da teoria electro-fraca. No exterior da comunidade científica a organização é principalmente
conhecida como o local de nascimento do World Wide Web (WWW), em 1989, pela mão de
Tim Berners-Lee, que desenvolveu a linguagem HTML e o protocolo HTTP1 num esforço para
facilitar a troca de informação no âmbito de projectos de envergadura do CERN, tais como o
(então) antecipado LHC.
Actualmente, uma nova geração de detectores e de aceleradores encontram-se em estudo e
construção no CERN. Estes instrumentos serão, do ponto de vista tecnológico, os mais complexos
alguma vez construídos pelo Homem. Esta actividade científica e tecnológica envolve largas
centenas de cientistas dos mais diversos países e representará, em caso de sucesso, um grande
passo na evolução da Física que a levará para além das fronteiras hoje conhecidas.
1.2 Motivação do trabalho
As novas experiências no campo da Física de Altas Energias tendem a levar a tecnologia a
limites ainda não explorados. As gamas de energia são cada vez mais elevadas; o número de
eventos aumenta drasticamente como consequência do aumento de energia; os eventos tornam-
se mais complexos e mais difíceis de analisar. É então necessária uma constante expansão das
capacidadee de processamento e de armazenamento. A contínua optimização dos mecanismos de
1Respectivamente HyperText Markup Language e HyperText Transfer Protocol.
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análise de dados visa conseguir alcançar raros detalhes, de notável importância, que determinarão
o sucesso da experiência ATLAS – tais como a descoberta da origem da massa sob a forma de
uma interacção com o bosão de Higgs.
O esforço científico-tecnológico desenvolvido na colaboração ATLAS demonstra as dificuldades
e a problemática associadas a uma experiência desta natureza, nomeadamente no que respeita à
aquisição e selecção dos eventos relevantes do ponto de vista da Física. A capacidade de guardar
todos os dados gerados pela experiência ATLAS não está ao alcance da tecnologia actual, o que
implica uma selecção prévia da informação que deverá ser armazenada. Os dados produzidos
na experiência ATLAS são, na sua maioria, categorizados em três classes distintas:
Dados de eventos – dados provenientes do detector, resultantes da colisão de partículas;
Dados de aquisição e Meta-Dados – incluem as constantes de calibração, as ’condições”
(ou parâmetros) de todos os instrumentos em cada período de aquisição, o estado do
trigger, a configuração do detector e os parâmetros do Detector Control System (DCS),
que determinam as condições sob as quais decorreu cada evento físico. Estas condições são
guardadas e etiquetadas com um determinado tempo de validade (que tipicamente é um
tempo absoluto ou número de Run) e são recuperadas usando esse tempo como chave [1];
Dados de reconstrução – correspondem a objectos com significado físico (e.g., electrões, pis-
tas, vértices, etc...) que resultam da aplicação de algoritmos, implementados por software,
a um conjunto de dados em bruto (raw data), tendo em conta as condições sob as quais
estes dados foram adquiridos.
Este trabalho encontra a sua razão de ser na necessidade de efectuar em tempo útil, por
meio de um sistema electrónico, a selecção de dados da experiência. O alvo do trabalho é
fundamentalmente o primeiro dos tipos de dados acima descritos, provenientes da electrónica de
front-end associada aos detectores, dados esses que são enviados para armazenamento no nível
seguinte e ficam disponíveis para uma posterior análise.
1.3 Objectivos
Este trabalho tem como objectivo a validação, o teste e a concretização do módulo MICTP,
finalizando assim as actividades iniciadas pela implementação em VHDL desse mesmo módulo,
em 2008 [2]. Neste documento o termo firmware designa o código VHDL que, após síntese e
compilação, é descarregado para a FPGA Altera Stratix II EP2S60 situada na placa do MUCTPI
(ver figura 1.2).
Para realizar este trabalho foi necessário estudar detalhadamente a arquitectura da família de
FPGAs Stratix II da Altera, de forma a que o firmware viesse a tomar o máximo partido dos
recursos disponibilizados pelo componente e fosse correctamente integrado.
Aliado àquele estudo, foi também necessário desenvolver um bom grau de familiarização com
as seguintes ferramentas: a ferramenta de desenvolvimento CAD (Computer-Aided Design) da
Altera denominado Quartus II, o compilador (talhado para a síntese em hardware) Synplify Pro
da Synopsys e o simulador de circuitos ModelSim da MentorGraphics.
1.4 Panorâmica Geral do Trabalho
O trabalho foi efectuado em duas localizações: no Departamento de Física da Faculdade de
Ciências da Universidade de Lisboa e no CERN, em Genebra.
As actividades foram iniciadas com o estudo dos requisitos temporais e funcionais do módulo
MICTP e com a modificação do código VHDL, já previamente escrito, para que viesse a cumprir
o novo conjunto de especificações, tendo em conta a tecnologia da FPGA alvo.
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Figura 1.2: Foto actual da placa principal do sistema MUCTPI.
Seguiu-se a avaliação dos resultados obtidos pela simulação funcional e temporal, com a fer-
ramenta ModelSim, dos módulos desenvolvidos e a análise dos relatórios de síntese e compilação
do código gerados pelas ferramentas Syplify Pro e Quartus II, respectivamente. O estudo das
vantagens latentes e das características de cada uma das ferramentas permitiu interpretar correc-
tamente os valores então obtidos e optimizar os circuitos implementados em termos da velocidade
de funcionamento, dos tempos de propagação, do consumo de energia e da economia na área de
implantação.
Foi realizada uma deslocação ao CERN, por um período de dez semanas, com o intuito de
descarregar o código desenvolvido até essa altura para a FPGA alvo e testar o seu funcionamento
em laboratório. Foi necessário desenvolver, seguindo os padrões impostos pela organização, o
software de baixo nível que veio a permitir a configuração dos parâmetros de funcionamento do
MICTP através dos computadores que comunicam com o MUCTPI. O trabalho culminou com
a validação do funcionamento do MICTP em laboratório, sendo testadas quer as funções pelas
quais é responsável quer os protocolos de comunicação com os diferentes módulos que integram
a placa do MUCTPI e, ainda, com outros exteriores a esta placa.
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Cap´ıtulo 2
A Detecção de Muões no ATLAS
Sendo a experiência de maior importância no LHC, o grande detector ATLAS apresenta-se
como um bom exemplo do novo tipo de instrumentos que estão a ser construídos por grandes
projectos resultantes da colaboração científica a nível mundial. A detecção de muões, a acti-
vidade experimental em que se insere o trabalho por nós realizado, apresenta-se como um dos
maiores desafios da experiência ATLAS. Neste capítulo é apresentada uma visão geral dos di-
ferentes detectores que constituem o ATLAS e, com maior detalhe, introduz-se e enquadra-se a
interface MUCTPI que integra o primeiro nível do sistema de trigger do ATLAS, o LVL1, todo
ele implementado em hardware.
2.1 O LHC
O maior projecto do CERN é o acelerador LHC, formado por um conjunto de tubos em forma
de circunferência com 27 Km de perímetro, enterrado a 100 m de profundidade, e construído com
o objectivo de colidir protões com velocidades muito elevadas. À máxima velocidade prevista,
cerca de 0.999999991×c, cada protão tem uma energia cinética de 7 TeV. Apesar desta energia
corresponder apenas a 2µJ, encontra-se altamente concentrada, permitindo gerar um conjunto
elevado de partículas. Espera-se que, ocasionalmente, uma das partículas geradas seja o bosão
de Higgs – isto se ele de facto existir. A investigação da existência do bosão de Higgs é uma das
razões pelas quais o LHC foi construído.
Em alguns pontos da circunferência que constitui o LHC os tubos intersectam-se para que
as partículas possam colidir. É nestes pontos que se encontram os detectores, sendo os mais
importantes o ATLAS, o CMS, o ALICE e o LHCb.
Os protões viajam agrupados em enxames com cerca de 1011 elementos, referidos como bun-
ches. Existem 2808 bunches a viajar em simultâneo à volta do LHC separados por 25 ns1, que
se intersectam com uma frequência de 40 MHz. Tal taxa de acontecimentos torna impossível
o armazenamento de todos os dados uma vez que a capacidade de encaixe de dados estimada
como necessária rondaria os 80 TBytes/s. Este valor corresponde aproximadamente, neste ano
de 2009, à capacidade de armazenamento de 200 computadores pessoais por segundo ou de 2000
PCs há alguns anos [3].
A maioria dos protões não colide: prevê-se que em cada interacção entre feixes, i.e., em cada
Bunch Crossing (BC), existam em média 23 colisões protão-protão.
2.1.1 A Cadeia de Aceleradores
Antes que um protão entre no LHC é pré-acelerado por uma cadeia de pequenos aceleradores
(ver figura 2.1). Os protões são gerados por extracção de electrões de átomos de hidrogénio,
1Poderiam existir até cerca de 3000 feixes separados por 7.5 m, o que no tempo corresponde a 25 ns.
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passando em seguida pela cadeia de aceleradores: o acelerador linear Linear2 (50 MeV), o PS
Booster (1.4 GeV), o Proton Synchrotron (25 GeV) e o Super Proton Synchrotron (450 GeV)
antes de entrar no LHC onde atingem a energia final de 7 TeV.
Figura 2.1: Complexo de Aceleradores do CERN.
2.1.2 As Experiências do LHC
As quatro experiências do LHC são as seguintes:
ATLAS – é a maior experiência do LHC, sendo um detector de âmbito alargado que irá ser
descrito mais detalhadamente na secção seguinte.
CMS – é também ele um detector de âmbito alargado, com objectivos semelhantes aos do
ATLAS.
LHCb - é a experiência que tem por objectivo o estudo da assimetria entre a matéria e a
anti-matéria.
ALICE – difere das restantes experiências por usar iões de chumbo em vez de protões, não
podendo por isso funcionar em simultâneo com as outras experiências.
2.2 A Experiência ATLAS
A experiência ATLAS é a maior do LHC, não só em termos de financiamento mas também
no que respeita às dimensões físicas. A sua estrutura é constituída por um cilindro com um
diâmetro de 22 m que pesa 7000 toneladas (ver figura 2.2).
O detector ATLAS terá como um dos seus principais objectivos a identificação da origem da
quebra de simetria na interacção electro-fraca que se pode observar através da monitorização de
20
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Figura 2.2: Vista geral do detector ATLAS.
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um ou mais bosões de Higgs. Terá ainda como objectivo a procura de uma ”nova” Física para lá
do modelo standard e, ainda, a descoberta de novas teorias para elevar o conhecimento humano
na área da Física de Partículas.
Serão várias as medidas a efectuar por meio do detector ATLAS, entre elas aquelas focadas
em leptões carregados, em protões e, ainda, no problema da inexistência de energia transversal.
Todos os dados recolhidos serão posteriormente tratados e servirão para atingir o objectivo
principal que consiste na identificação e quantificação do bosão de Higgs.
Além destas, pensas-se obter medidas bastante precisas da massa do bosão W e do quark top,
assim como efectuar estudos avançados sobre a composição de fermiões e a violação da paridade
de carga (charge parity – CP) que ocorre nos decaimentos β[3].
A experiência ATLAS abre várias perspectivas de estudo em diferentes campos da Física da
Partículas, muito particularmente no que se refere à descoberta da origem da massa à escala da
interacção electro-fraca. O avanço científico que esta experiência proporcionará não se restringe
apenas ao campo da Física uma vez que o desenvolvimento da electrónica associada aos detec-
tores, que realiza desde a selecção de dados até ao seu armazenamento, está na linha da frente
em termos de concretização de sistemas electrónicos muito complexos.
2.2.1 A Física do ATLAS
O detector ATLAS está desenhado de modo a conseguir retirar o máximo partido do elevado
potencial do LHC, não só em termos da possibilidade de descobertas no domínio da Física de
Partículas, como também ao nível de desenvolvimento dos detectores e da electrónica que lhes
está associada. O detector ATLAS é talvez o maior e mais complexo detector de partículas do
mundo.
Como se pode observar na figura 2.2, o detector tem uma forma cilíndrica e foi construído para
possuir um ângulo sólido de aceitação de, aproximadamente, 4pi. Foi projectado e optimizado
tanto para levar a bom termo a sua principal função, a monitorização do bosão de Higgs, como
também para ser eficaz na detecção de partículas super-simétricas que possam ser criadas em
alguns acontecimentos (ou colisões) e que podem ser úteis para variados estudos. A forma
cilíndrica do ATLAS justifica-se, também, pelo facto de os produtos das colisões poderem seguir
qualquer direcção após a colisão, desde que a conservação do momento seja satisfeita.
Como foi dito em 2.1, é impossível armazenar todos os dados resultantes de cada colisão.
Assim, estes têm de ser processados em tempo real para que apenas aqueles verdadeiramente
relevantes sejam guardados em memórias para posterior análise. Esta selecção é efectuada
através de um sistema de trigger bastante complexo. Os dados relevantes são apenas uma
pequena parte da totalidade; estima-se que, com uma taxa de um bilião de colisões por segundo,
a quantidade daquelas com genuíno interesse científico situar-se-á algures entre 10 e 100, ou seja,
ocorrem a uma frequência máxima de 100 Hz. O grande desafio está em seleccionar estas 10 a
100 de entre o bilião de colisões que tiveram lugar nesse mesmo segundo . . .
2.3 O Detector ATLAS
O detector ATLAS é, no fundo, constituído por quatro sub-detectores (ver figura 2.3):
• o Detector Interno – ”Inner Detector”;
• o Calorímetro Electromagnético – ”Liquid Argon Calorimeter” (EM);
• o Calorímetro Hadrónico – ”Tile Calorimeter-Hadronic”;
• o Detector de Muões – ”Muon Detector”.
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Figura 2.3: Esquema com os sub-detectores do ATLAS.
O ATLAS inclui ainda um sistema de magnetos que é composto por um solenóide e por um
conjunto de enrolamentos que formam um toróide associado ao detector de muões.
2.3.1 O Detector Interno
Os protões são levados até ao centro do detector com a ajuda de tubos cujo interior está em
vácuo, e são mantidos numa órbita circular pela aplicação de campos magnéticos [4].
Uma vez no centro do detector, os protões vão colidir com outros protões que viajam em
sentido contrário, num volume em que não existe campo magnético, e é depois de se dar esta
interacção que se vão medir os produtos da colisão.
A zona onde se dá a interacção está rodeada pelo detector interno. Este mede aproxima-
damente 990 cm de comprimento e 115 cm de raio exterior, encontra-se numa zona onde é
aplicado um campo solenoidal de 2 T e a sua principal função é detectar partículas carregadas.
Como consequência da geometria que foi projectada, é possível detectar o momento, o sinal e as
trajectórias das partículas após a colisão.
Fisicamente este detector é composto por três tipos de sensores, todos eles imersos num campo
magnético que tem a direcção paralela ao feixe de portões. Os tipos de sensores ou detectores
são:
detector do tipo silicon pixel – é constituído por dispositivos semicondutores de silício. Sem-
pre que ocorre uma colisão e estes semicondutores são atravessados por uma partícula car-
regada é produzido um sinal, obtendo-se assim uma medida muito exacta das trajectórias e
das posições das partículas. Esta informação permite inferir se a partícula é um resultado
directo da colisão ou se se deve a um decaimento de outra partícula, que ocorreu próximo
do ponto de colisão [5];
detector do tipo silicon trip – é um sistema de sensores constituído por camadas concentri-
cas de detectores de silício. Tem como principal objectivo a continuação do acompanha-
mento da trajectória das partículas que já foram monitorizadas pelo detector anterior [3];
detector do tipo Transition-Radiation Tracker (TRT) – é composto por pequenos tu-
bos, denominados straws, e combina a capacidade de identificar electrões com a capaci-
dade, muito própria dos detectores gasosos, de poder reconstruir a trajectória de partículas
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carregadas [4]. Cada tubo tem um diâmetro de 4 mm e actua em consonância com uma
mistura específica de gases. A detecção de uma partícula carregada que atravessa o detec-
tor é efectuada indirectamente através dos fotões resultantes de ionizações que se dão no
caminho percorrido pela partícula no interior da mistura de gases. Este tipo de detectores
pode operar a taxas muito elevadas, sendo esta propriedade o principal motivo da sua
escolha para a experiência ATLAS. É composto por três anéis, cada um contendo trinta
e dois módulos independentes. Uma vez que fornece trinta e seis pontos de medida por
trajectória, este detector vai contribuir (em conjunto com o Semicondutor Tracking Detec-
tor – SCT) para que o trigger de muões e de electrões apresente uma elevada eficiência.
Devido ao elevado número de pontos de medida, a capacidade de reconhecimento de pa-
drões é bastante elevada, sendo os pontos obtidos com este detector combinados de forma
a executar medidas de momento, efectuadas em conjunto com o detector de precisão do
SCT. A informação relativa à radiação de transição completa a identificação do electrão,
fazendo assim com que o detector ATLAS tenha também a capacidade de detectar elec-
trões. Em virtude da sua expansão, o TRT pode também fornecer medidas relativamente
ao momento [3].
2.3.2 O Calorímetro Electromagnético
O detector interno está rodeado pelo Calorímetro Electromagnético, que funciona também
como um sub-detector do ATLAS. Este calorímetro tem como função absorver toda a energia
dos electrões e fotões e gerar sinais proporcionais à energia depositada. Consiste de finas placas
de chumbo alteradas pela deposição de árgon líquido. Quando os electrões ou fotões atravessam
as placas, excitam os electrões do chumbo e, desta forma, é depositada no calorímetro toda a
energia da partícula. Ao atravessarem o árgon líquido os electrões vão ionizar os átomos do
líquido isolante. Uma vez que este está polarizado por uma diferença de potencial significativa,
a ionização provoca um sinal eléctrico.
É possível identificar os electrões resultantes da colisão através da utilização simultânea do de-
tector interno e do calorímetro electromagnético. No detector interno determina-se o momento,
enquanto que o fluxo na mesma direcção é determinado pelo calorímetro electromagnético.
2.3.3 O Calorímetro Hadrónico
O calorímetro electromagnético é envolto pelo calorímetro hadrónico. Este consiste num
sistema de placas intercaladas por metal activo [4]. Quando hadrões2 extremamente energéticos
colidem com o metal, é produzido um chuveiro hadrónico e electromagnético, sendo esta última
parte a responsável pela cintilação. A energia inicial é parcialmente transformada nas massas em
repouso de novos hadrões menos energéticos e a energia restante vai extrair nucleões do núcleo
dos átomos do metal. Os novos hadrões menos energéticos vão interagir com o material activo
produzindo assim um sinal proporcional à energia incidente.
O calorímetro hadrónico subdivide-se em três calorímetros: as telhas, o EndCap e o frontal.
Esta sub-divisão deve-se ao facto de a radiação nos ângulos rasantes ser muito superior àquela
encontrada em ângulos superiores.
O calorímetro de telhas detecta partículas cujas trajectórias fazem um ângulo superior a 25◦.
O calorímetro EndCap detecta as partículas cujas trajectórias fazem um ângulo situado entre os
5◦ e os 25◦. Esta região é bastante semelhante ao calorímetro electromagnético, com a excepção
de que as placas de chumbo são substituídas por placas de cobre. A região do calorímetro frontal
usa exactamente o mesmo princípio de funcionamento que a região EndCap, embora tenha uma
2Os hadrões são partículas sub-atómicas compostas por partículas fundamentais que sofrem forte interacção,
nomeadamente quarks, e dividem-se em duas classes, os mesões e os bariões.
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geometria diferente. As placas de metal são substituídas por tubos de raio inferior a 5 mm,
nos quais são introduzidos cilindros metálicos de 4,5 mm de diâmetro, sendo o espaço restante
preenchido por Árgon líquido. No calorímetro frontal as partículas provenientes da colisão são
detectadas quando apresentam ângulos compreendidos entre 1◦ e 5◦.
Na região central do calorímetro hadrónico os sensores são placas de cintilador plástico.
Quando uma partícula carregada atravessa este meio ocorre a ionização dos átomos do ma-
terial, o que deixa um rasto de átomos excitados. Estes, ao voltarem ao seu estado fundamental,
vão emitir fotões que são absorvidos por fibras ópticas e encaminhados para fotomultiplicadores.
2.3.4 O Detector de Muões
O quarto sub-detector do detector ATLAS rodeia os dois calorímetros anteriores e está encar-
regue da detecção de muões e da medição do seu momento. Consiste num sistema toroidal com
núcleo de ar equipado com câmaras de muões.
Os detectores de muões estão agrupados em sectores: 64 no Barrel, 96 no End-Cap e 48 no
Forward. Cada sector pode fornecer informação sobre até dois muões candidatos, sendo dada
prioridade aos muões que tenham o momento transversal, pt, mais elevado. Existem dois tipos
principais de detectores utilizados para a detecção de muões: as Câmaras de Placa Resistiva
(Resistive Plate Chambers – RPCs) situadas nos sectores Barrel e as Câmaras de Fresta Fina
(Thin Gap Chambers – TGCs) localizadas nos sectores EndCap (ver figura 2.4) [6].
Figura 2.4: Detectores de Muões.
As RPCs são amplamente usadas na detecção de partículas de elevada energia devido ao
seu elevado ganho, à sua resolução espacial e temporal (no LHC são de 1cm × 1ns [7]) e ao
seu baixo custo. São detectores gasosos constituídos por duas placas metálicas paralelas, com
elevada resistividade eléctrica (1010 1011 Ωcm), separadas por material isolador. É aplicado um
campo eléctrico uniforme entre as duas placas de forma que a passagem de partículas carregadas
induz uma descarga no gás, dando origem a um sinal que pode ser captado.
As TGCs são detectores em que o espaço entre o ânodo e o cátodo é preenchido com uma
mistura de dois gases em quantidades quase idênticas. A geometria deste tipo de detectores,
aliada à sua construção, tem um elevado rendimento e uma baixa sensibilidade a deformações.
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2.4 A Detecção de Muões
No LHC são efectuados 40 milhões de BCs por segundo. A maioria das colisões resultantes
irão dar lugar a processos bem conhecidos do mundo da Física, e por isso não se justifica guardar
toda a informação resultante de cada BC. É necessário, então, implementar um sistema de trigger
para que sejam apenas registados os dados relativos a processos raros e interessantes, aqueles
que podem ocorrer somente uma vez em cada 1013 BCs. O conjunto de dados de cada um destes
BCs é referido como evento.
O sistema de trigger possui três níveis. O primeiro nível, o LVL1, descrito na secção seguinte,
é implementado em hardware e reduz a taxa de eventos de 40 MHz para 75 KHz. O nível
seguinte, o LVL2, reduz esta taxa para 1 KHz, enquanto que o último nível, o Event Filter,
finaliza o processo reduzindo a frequência de eventos para 10 Hz (ver figura 2.5). No entanto,
apesar desta redução a informação é guardada a uma taxa de 300 MB/s, pois a quantidade de
informação associada a cada evento é muito significativa.
O sistema tem de identificar a que BC pertence o evento registado, o que não é algo trivial
de se concretizar pois quando as partículas criadas num BC cruzam os detectores periféricos já
teve lugar, entretanto, o BC seguinte no núcleo do ATLAS.
Figura 2.5: Sistema de trigger do ATLAS.
2.5 O Trigger de Primeiro Nível – LVL1
”A função principal do LVL1 é emitir um sinal que indica se o BC deve ser retido para análise
futura por, potencialmente, apresentar interesse para a Física” [6].
O primeiro nível de trigger do ATLAS é habilitado através da informação proveniente dos
calorímetros e do trigger de muões. Esta informação consiste na multiplicidade das diversas
partículas criadas numa colisão e nas flags referentes às energias transversal escalar total, ausente
e direccional3.
3A Energia Transversal Direccional é a energia de um grupo de partículas que têm aproximadamente a mesma
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A informação de trigger proveniente dos calorímetros e do trigger de muões é enviada para o
Central Trigger Processor (CTP), onde é tomada a decisão final sobre o interesse científico dos
dados, decisão essa indicada pelo sinal L1A. Este sinal é depois reenviado para as partições de
Timing, Trigger and Control (TTC) de toda a experiência (ver figura 2.6). Cada uma destas
partições contém um processador local de trigger (LTP) [8], o próprio sistema TTC [9], e o
conjunto de módulos Rod Busy [10]. O CTP fornece um resumo da informação de trigger ao
LVL2 e ao sistema de aquisição de dados, sendo configurado, controlado e monitorizado pelo
sistema em rede do ATLAS [11]. O LTP está programado para reagir aos sinais do trigger e
temporais do CTP, mas também pode gerar alguns sinais localmente. É usado um módulo LTP
para permitir que diversas combinações do sistema TTC possam funcionar independentes do
CTP [8].
Figura 2.6: Esquema do trigger LVL1.
2.6 O CTP
Como foi dito na secção anterior, a informação de trigger proveniente dos calorímetros e do
trigger de muões é enviada para o CTP. O sinal L1A depende da informação de trigger recebida
e processada pelo CTP, tendo em conta o menu de trigger do LVL1. Este menu inclui 256 tipos
de trigger, e cada um destes tipos resulta, por sua vez, da combinação de um ou mais sinais
de trigger. A título de exemplo, se ”EM10” representar a multiplicidade para o sinal de trigger
de electrões/fotões com uma energia transversal de 10 GeV, ”1EM10” corresponde à condição
de haver pelo menos um electrão/fotão com essa energia. O sinal L1A corresponde, assim, ao
resultado da função lógica ”OR” de todos os tipos de trigger.
direcção.
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Figura 2.7: Sectores Barrel e EndCap.
2.7 O MUCTPI
O LVL1 usa os valores de multiplicidade dos muões detectados para definir a decisão final.
A partir dos dados recebidos das RPCs e das TGCs (ver figura 2.7), o trigger de muões avalia
electronicamente o pt dos muões candidatos e classifica-os de acordo com seis regiões cujos limites
são programáveis.
Em cada BC o sector lógico de cada detector (ver figura 2.8) envia para o Muon-To-CTP
Interface (MUCTPI) a informação relativa à posição e ao momento transversal dos muões can-
didatos.
Figura 2.8: O Trigger de Muões.
O MUCTPI combina a informação de ambos os sectores lógicos e calcula o total das multi-
plicidades para cada uma das seis regiões programadas, tendo em conta a probabilidade de que
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um muão seja contado duas vezes por ter atravessados mais do que uma região do detector,
acontecimento este referido como overlap. Esta ocorrência dá-se com particular frequência em
muões de baixo valor de pt, visto as suas trajectórias serem bastantes deflectidas pelo campo
magnético dos magnetos toroidais [12]. Os valores de multiplicidade são então enviados para o
CTP para que este forme, ou não, o sinal L1A.
O MUCTPI também envia informação para os sistemas LVL2 e DAQ na ocorrência de eventos
seleccionados no LVL1. O sistema de DAQ recebe uma cópia da informação do percurso dos
muões candidatos e a correspondente multiplicidade. O sistema LVL2 recebe a informação dos
16 muões candidatos com maior valor de pt, ordenados por valor crescente. Esta informação é
utilizada para definir as regiões de interesse – ROIs – que regem o sistema LVL2. Enquanto
que as ROIs correspondem apenas ao BC transmitido, é possível obter informação sobre vários
BCs consecutivos, o que permite comparar a actividade no detector antes e depois do BC
seleccionado [13].
2.7.1 A Arquitectura do MUCTPI
O sistema MUCTPI consiste num chassis VME do tipo 9U, com um backplane que suporta
fisicamente os 18 módulos. Está também equipado com uma placa de interface com um com-
putador que é usada para definir a configuração. Os diferentes componentes que constituem o
MUCTPI podem ser observados na figura 2.9 e são descritos individualmente de seguida.
Figura 2.9: A arquitectura do MUCTPI.
O MIOCT – cada um dos 16 módulos MIOCT recebe informação de 13 sectores de trigger
acerca dos muões candidatos e forma as multiplicidades para cada uma das seis regiões
programáveis, tendo em conta o overlap de muões entre diferentes sectores.
O MIBAK – é o backplane que suporta fisicamente os módulos MIROD, MICTP e as placas
dos MIOCTs. Recebe dos MIOCTs o valor das multiplicidades e soma esses valores para
cada região. A soma é realizada por um conjunto de somadores binários, implementados
em CPLDs MAX7000 da Altera, que foram escolhidos devido à baixa latência. O MI-
BAK implementa também um barramento para transferência dos dados provenientes dos
MIOCTs e do MICTP para o MIROD, e distribui os sinais de trigger e de temporização
provenientes do MICTP para os restantes módulos do MUCTPI [14].
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O MIROD – é a drive de leitura do MUCTPI. Para cada L1A recolhe a informação dos
muões candidatos provenientes dos 16 MIOCTs e os valores de multiplicidade enviados
pelo MICTP. Após a formatação dos dados, a informação é reenviada para os sistemas
LVL2 e DAQ. O sistema pode ser programado para ler BCs consecutivos, centrados no BC
que disparou o L1A, e permite a leitura destes através do barramento VME para efeitos
de monitorização.
O MICTP – recebe do MIBAK a soma do total de multiplicidades para cada um dos seis
intervalos de pt e reenvia-as para o CTP, e escreve estes valores num pipeline para serem
lidos pelo MIROD no caso do L1A ser activo. Recebe também os sinais de trigger e de
temporização, tais como o relógio de 40 MHz, o L1A, o ORBIT e o ECR, provenientes
do CTP, e distribui-os para os restantes módulos do sistema através do MIBAK. Contém
também sistemas de monitorização dos valores de multiplicidade, efectuados através do
barramento VME, e um controlador I2C para programar o circuito de atraso delay25 [15].
Este circuito programável gera, a partir de um sinal de relógio, cinco relógios de frequên-
cia semelhante mas com fases distintas entre si, sendo a fase de cada uma das saídas
configurável pelo utilizador.
O sistema MUCTPI foi re-projectado para permitir que os componentes MIROD e MICTP
partilhem uma mesma PCB [16]. No protótipo inicial, em 2000, os sub-sistemas usavam 7
CPLDs. Com o avanço tecnológico surgiu a hipótese de integrar a lógica de ambos numa única
FPGA, permitindo assim que fossem implementados numa mesma PCB. A FPGA utilizada
é uma Altera Stratix II EP2S60, visto ter sido considerada a mais adequada para implemen-
tar a renovação do hardware destes sistemas do ATLAS. Com esta nova implementação, para
tirar partido das características daquela FPGA foi necessário reescrever o código VHDL que
define as funções do MIROD e MICTP, código este que será implementado naquele componente
reconfigurável.
Numa primeira abordagem ao trabalho, foram reescritas as funções do MICTP seguindo as
especificações do protótipo realizado no ano 2000 [2]. Alcançado este objectivo, foram discutidas
de novo as especificações do módulo, assim como as novas funcionalidades que seriam integradas,
o que obrigou a alterações no código original. Após realizar testes de validação, com o auxílio de
programas de simulação, da nova arquitectura do módulo, foi realizado o software de baixo nível
que permite comunicar e configurar o MICTP e validado o seu funcionamento em laboratório.
São essencialmente as tarefas de upgrade do módulo MICTP, os testes de validação e a escrita
daquele software que constituem o núcleo do trabalho reportado no presente documento.
2.8 Comentários Finais
A detecção de muões constitui um dos maiores desafios da experiência ATLAS. Neste capítulo
foram descritos sucintamente os detectores que integram o ”grande”detector ATLAS e o sistema
de trigger que selecciona os dados que devem ser recolhidos para posterior análise.
O sistema MUCTPI está associado à recolha dos dados relativos a muões que o primeiro
nível de trigger, o LVL1, impõe. Sendo um módulo integrante do sistema MUCTPI, o MICTP
constitui-se como uma peça fundamental na recolha e na monitorização da informação relacio-
nada com os muões, e na formatação dos sinais temporais e de trigger que regem o comporta-
mento dos restantes módulos do MUCTPI.
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Cap´ıtulo 3
Projecto Digital com FPGAs:
Tecnologia e Ferramentas de
Desenvolvimento
Neste capítulo é descrita sucintamente a arquitectura da família de FPGAs Stratix II da Altera
e as ferramentas utilizadas no desenvolvimento do firmware do MICTP. Estas ferramentas foram
utilizadas remotamente, pois os programas são executados em workstations situadas fisicamente
no CERN, em Genebra, e são as mesmas utilizadas pelo grupo de desenvolvimento do CERN
com quem estamos a colaborar.
3.1 As FPGAs Altera Stratix II
As FPGAs são o tipo de circuito integrado reconfigurável mais utilizado na actualidade.
Existem vários grandes fabricantes de FPGAs e são utilizadas diversas arquitecturas na sua
realização. Estes circuitos contêm agregados de centenas ou milhares de blocos iguais, referidos
em geral por ”blocos lógicos” (o nome exacto depende do fabricante), contêm um outro tipo de
blocos dedicados às linhas de Entrada/Saída, chamados blocos I/O (Input/Output), e dispõem
ainda de uma grande quantidade de linhas que servem para interligar os vários blocos lógicos
entre si. Sendo as ligações efectuadas por estas linhas reconfiguráveis, são de facto elas que
definem em concreto o sistema digital implementado na FPGA.
A família Stratix II da Altera possui uma estrutura lógica pensada para maximizar o desempe-
nho global do dispositivo e permite implantar até 180.000 elementos lógicos (LEs) equivalentes.
Disponibiliza até 9 Mbits de memória TriMatrix, para serem usados em aplicações que neces-
sitem de armazenar muitos dados, e contém 96 blocos DSP (Digital Signal Processing Blocks)
com 384 multiplicadores (de 18 bits × 18 bits) destinados à implementação de filtros digitais
e de outras funções típicas do processamento digital de sinais. Possui memórias de interface
compatíveis com os protocolos DDR (Double Data Rate), DDR2, QDR (Quad Data Rate) e
SDR (Single Data Rate), possibilita a geração de relógios internos com frequências até 550 MHz
e implementa 12 PLLs (Phase-Locked Loops) tipicamente destinadas à sincronização de sinais
de relógio.
As FPGAs da família Stratix II são as primeiras no mercado que permitem cifrar um bitstream
de configuração (ou seja, o código que define o circuito a ser implementado na FPGA) usando
o algoritmo AES (Advanced Encryption Standard), com o objectivo de proteger a propriedade
intelectual (Intelectual Property – IP) do projectista.
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3.1.1 Os ”Logic Array Blocks”
A família Stratix II da Altera possui uma arquitectura de blocos lógicos modular a duas
dimensões, baseada em linhas e colunas. As pistas de interligação entre colunas e linhas são
também utilizadas para interligar os blocos lógicos, denominados Logic Array Blocks (LABs)
pela Altera, os blocos de memória (blocos RAM), os blocos de processamento de sinal (blocos
DSP) e as estruturas de entrada/saída I/O (ver figura 3.1). Estas interligações podem ter
comprimentos variáveis e, por isso, o tempo de trajecto dos sinais também é variável consoante
a configuração do circuito.
Cada LAB consiste de 8 módulos lógicos, os ALMs (Adaptive Logic Modules), de cadeias
aritméticas, e de linhas que suportam sinais de controlo e ligações locais que interligam os
diferentes ALMs dentro do mesmo LAB. Existem também ligações específicas e privilegiadas
entre um ALM e o ALM adjacente dentro do mesmo LAB. Cada LAB contém ainda sinais de
controlo para os seus ALMs.
Os ALMs são os blocos básicos da arquitectura das FPGAs Stratix II. Cada um é constituído
por recursos combinatórios na forma de LUTs (Look Up Tables), que podem ser divididas em
duas ALUTs (Adaptive LUTs). Um ALM pode implementar qualquer função lógica com até
seis entradas, e algumas funções com sete entradas. Podem operar em quatro modos distintos:
o modo normal, mais adequado para implementar função combinatórias ou aplicações lógicas
gerais; o modo LUT, usado para implementar funções com sete entradas; o modo ”Aritmé-
tico”, ideal para implementar contadores, somadores, acumuladores e comparadores; e o modo
”Aritmético Partilhado”, utilizado essencialmente para implementar somadores de três entradas.
Figura 3.1: Esquema de uma FPGA da família Stratix da Altera.
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A selecção do modo em que cada ALM irá operar é efectuada automaticamente pelo software
de desenvolvimento, selecção esta que depende, obviamente, do código (ou circuito) realizado
pelo projectista, das directivas de síntese que este eventualmente imponha, de um conjunto de
bibliotecas pré-definidas no sistema de desenvolvimento e dos algoritmos de atribuição de recur-
sos. Este processo é, em geral, automatizado e completamente transparente para o projectista
do circuito.
3.1.2 A memória TriMatrix
A memória TriMatrix engloba três tipos de blocos RAM: M512, M4K e M-RAM. Embora
diferentes, os blocos RAM permitem implementar vários tipos de (organização de) memória,
desde RAMs dual-port até memórias FIFO. A escolha do tipo de memória a ser utilizada para
uma determinada função e a partilha das memórias são da responsabilidade do software de
desenvolvimento.
O bloco de memória M512 RAM possui 576 bits por bloco e é ideal para implementar buffers e
memórias FIFO de pequena dimensão. Cada sub-bloco pode funcionar nos modos RAM, ROM,
registo de deslocamento ou FIFO.
Cada bloco de memória pode responder a vários relógios. As ligações dos blocos de memória
aos blocos ALMs e a diferentes LABs são efectuadas pelas conexões entre os LABs.
O bloco M4K RAM possui 4608 bits de RAM por bloco, podendo por isso ser utilizado para
implementar estruturas com maior capacidade do que aquelas permitidas pela memória M512,
e possui suporte para RAMs do tipo dual-port.
O bloco M-RAM é utilizado essencialmente para implementar as estruturas, já anteriormente
referidas, associadas ao processamento e/ou armazenamento de grandes volumes de dados, com
excepção dos registos de deslocamento.
3.1.3 Os blocos DSP
As funções mais comuns implementadas com os blocos DSP são os filtros digitais de resposta
impulsiva finita (FIR), filtros digitais de resposta impulsiva infinita (IIR), transformadas rápi-
das de Fourier (FFTs) e transformadas directas do coseno (DCTs). Todas estas funções usam
multiplicadores e somadores como blocos de processamento básicos.
Num só bloco DSP pode ser implementado um multiplicador de números inteiros com até um
máximo de 36×36 bits. Os resultados da multiplicação podem ser, dependendo do circuito a
implementar, aplicados num somador ou num subtractor de forma a realizar eficazmente, por
exemplo, a operação de convolução que implementa os filtros FIR.
O bloco DSP pode operar em diferentes modos de multiplicação: o modo de multiplicador
simples; o modo de multiplicador–acumulador; e o modo de multiplicador–somador duplo ou
quádruplo. É a selecção destes modos que configura o bloco DSP para implementar as funções
de processamento de sinal discutidas anteriormente.
Existem ligações próprias entre blocos DSP, mais concretamente entre registos destes blocos,
para possibilitar que a informação seja transferida rapidamente entre eles.
Cada bloco DSP é dividido em quatro sub-blocos. Cada um destes sub-blocos vai ser ligado a
um sub-bloco LAB adjacente. Os sinais encontrados no bloco DSP incluem um sinal de relógio,
sinais de controlo de funções aritméticas e sinais de reset, entre outros.
3.1.4 As PLLs
A família Stratix II possui 16 redes de relógio globais que servem toda a FPGA, são compa-
tíveis com os recursos inerentes à placa (DSPs, Memórias, ALMs e elementos de entrada/saída)
e podem ser usados internamente para gerar e habilitar outros relógios, resets assíncronos ou
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outros sinais de controlo. Existem também 32 redes de relógios locais (8 por quadrante) sendo
estes criados a partir dos relógios globais, de saídas de PLLs ou através de lógica interna. Este
tipo de relógio possui o menor atraso entre a transição e a sincronização com a lógica contida
num quadrante.
Para gestão e controlo da temporização, as Stratix II possuem 12 PLLs que permitem sincro-
nizar a fase e a frequência de um relógio, interno ou externo à placa, tendo como referência um
relógio aplicado na entrada da PLL. Existem dois tipos de PLLs: as Enhanced, que permitem
um melhor controlo na temporização do circuito, e as Fast que são utilizadas em aplicações
gerais relacionadas com a multiplicação da frequência e o desvio da fase de relógios, assim como
em saídas de alta velocidade com suporte para elementos de entrada/saída.
3.1.5 A Interface I/O
A cada terminal de entrada/saída corresponde um elemento de entrada/saída, o IOE (I/O
Element). Cada IOE contém um buffer bi-direccional e seis registos. Estes registos podem
ser utilizados para armazenar sinais de entrada ou de saída, ou podem funcionar como relógios
dedicados. Os IOEs estão localizados em blocos de entrada/saída situados na periferia do circuito
reconfigurável.
3.1.6 A FPGA Stratix II EP2S60
A FPGA Stratix II EP2S60 foi considerada a mais adequada para utilizar na renovação do
hardware do ATLAS. O quadro seguinte enumera as principais características desta FPGA.
ALMs 24,176
Blocos RAM 512 329
Blocos RAM M4K 255





Tabela 3.1: Caracterísitcas da FPGA Stratix II EP2S60.
3.2 A Linguagem VHDL
Na área de electrónica, a sigla HDL (Hardware Description Language) aplica-se às linguagens
de descrição de circuitos electrónicos, sendo as mais populares o Verilog e o VHDL.
Entre as vantagens na utilização de HDLs para descrever e projectar circuitos digitais, rela-
tivamente à mera introdução do seu esquema eléctrico, contam-se a facilidade e a rapidez com
que é possível descrever e alterar de forma robusta um circuito complexo e/ou de grande di-
mensão, assim como as possibilidades oferecidas para a sua simulação. Estas linguagens diferem
das linguagens de programação comuns, utilizadas na produção corrente de software, essen-
cialmente por incluírem estruturas de programação específicas à descrição do comportamento
temporal e à especificação de funcionamento concorrente, ou ”em paralelo”. Esta necessidade de
permitirem descrever modelos concorrentes é imperativa, pois os blocos inseridos num circuito
electrónico real actuam concorrentemente. Na descrição do circuito com HDLs nem sempre a
ordem de escrita das ”instruções”corresponde à ordem pela qual os circuitos devem ser simulados
temporalmente, o que não acontece com uma sequência de instruções escritas numa linguagem
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de programação normal que são executadas sequencialmente. As HDLs usam um mecanismo
genericamente catalogado como ”processo”para oferecer a concorrência.
A linguagem VHDL, utilizada para descrever o MICTP, divide conceptualmente os compo-
nentes, circuitos ou sistemas em duas partes: a interface visível ou externa, denominada entity,
e a parte interna, denominada architecture. Uma mesma entidade pode ter descritas várias ar-
quitecturas que poderão ser utilizadas, por exemplo, em diferentes simulações e em diferentes
fases do desenvolvimento do projecto. Após ter sido feita a especificação de um circuito, ele
pode ser utilizado como sub-circuito noutros projectos, sendo aí habitualmente referido como
componente (ver figura 3.2).
Figura 3.2: Modelo de descrição de hardware em VHDL.
Na entity são definidos os portos de acesso ao circuito, os sentidos dos sinais de acesso e,
opcionalmente, as constantes genéricas. Estas últimas permitem parametrizar certos elementos
do circuito com o valor que lhes é atribuído. A título de exemplo, uma das constantes genéricas
poderá especificar a profundidade de uma RAM, o que possibilita usar o mesmo componente
(e código) para implementar memórias com capacidades variáveis, re-definindo apenas o valor
atribuído à constante genérica.
O código em VHDL pode ser concorrente (também referido como paralelo) ou sequencial. Para
ilustrar e explicar rapidamente as diferenças entre os dois tipos de código, referimos brevemente
as diferenças básicas entre a lógica combinatória e a lógica sequencial.
A lógica combinatória (ou circuito combinatório) é aquela em que as saídas dependem ape-
nas dos valores instantâneos dos sinais presentes nas entradas, não dispondo da capacidade de
memorizar sinais. Os circuitos combinatórios são sistemas digitais implementados apenas com
portas lógicas (no limite, apenas com portas do tipo NAND ou do tipo NOR).
Na lógica sequencial, as saídas dependem dos valores presentes nas entradas em instantes
passados, cujo efeito se materializa na memorização de valores lógicos em nós internos do circuito.
Por isso, invariavelmente existem elementos de memória na síntese de circuitos sequenciais. Estas
memórias injectam no bloco combinatório um conjunto de sinais correspondentes ao estado do
circuito que influenciarão a transição para um novo estado em pé de igualdade com as entradas
externas (ver figura 3.3). Um erro comum é classificar qualquer circuito contendo elementos de
memória como sequencial: a título de exemplo, uma memória RAM em funcionamento normal
não é um sistema sequencial, pois o valor na sua saída depende apenas do endereço que lhe é
aplicado nesse instante. Os circuitos sequenciais mais comuns são do tipo síncrono, dispondo
de um relógio que sincroniza (idealmente) a escrita e a leitura dos elementos de memória e
eventualmente os momentos de leitura das entradas e de actualização das saídas (neste caso as
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entradas e as saídas dispõem também de elementos de memória próprios).
Figura 3.3: Exemplo de um Circuito
Combinatório (a) e um Circuito Se-
quencial (b).
Existem atrasos na propagação e no processamento dos
sinais lógicos efectuado por qualquer tipo de circuitos, com-
binatórios ou sequenciais, e a correcta gestão destes atrasos
é, talvez, o aspecto mais importante a ter em conta na im-
plementação prática dos sistemas digitais em FPGAs ou em
outras tecnologias.
Das muitas vantagens do projecto de hardware com a lin-
guagem VHDL sobressai a possibilidade de descrever sub-
circuitos (ou sub-blocos) dentro de um circuito e de definir
as suas interligações, e a possibilidade de realizar a simula-
ção e grande parte da verificação antes da implementação
física. Isto permite alterar o projecto rapidamente ou testar
alternativas sem causar atrasos significatvos no desenvolvi-
mento e sem incorrer nas despesas associadas a protótipos
feitos com hardware não reconfigurável (por exemplo, pro-
jectos realizados em ASICs). Em geral, associada ao uso do
VHDL (ou do Verilog) está uma metodologia de desenvolvi-
mento ”top-down”.
3.3 Ferramentas de Software
3.3.1 O XEmacs
O editor XEmacs [17], equipado com o modo VHDL criado por Reto Zimmermmann e Rob
Whitby [18], foi utilizado para a escrita do código VHDL. O editor permite colorir o código, o
que ajuda no desenvolvimento.
Das múltiplas vantagens oferecidas pelo modo VHDL, contam-se a inicialização automática de
componentes, sinais e ficheiros de simulação, a escrita automática de variáveis (quer o tipo como
o nome), alinhamento do código e a visualização da estrutura do circuito através da Speedbar.
Todas estas ajudas diminui a probabilidade de ocorrência de erros de sintaxe e uma estruturação
e formatação de código consistente.
3.3.2 O Simulador ModelSim
Para a simulação e para a depuração (ou debugging) do projecto descrito em VHDL utilizou-se
a ferramenta ModelSim, versão 6.4a para FPGAs da Altera, da companhia Mentor Graphics.
Esta versão diferencia-se das outras por permitir a incorporação de bibliotecas VHDL especí-
ficas da Altera que são indispensáveis para simular os blocos gerados pela ferramenta Altera
MegaWizard Plug-In Manager(ver secção 3.3.4).
Como se pode observar na figura 3.4, o ambiente de trabalho da ferramenta consiste em várias
janelas, sendo os menus de fácil acesso e utilização. No menu Help podemos consultar vários
tópicos de ajuda e aceder a tutoriais que também se encontram disponíveis no website oficial da
Mentor Graphics [19]. Qualquer janela da ferramenta pode ser maximizada para se comportar
como uma janela independente, o que permite uma melhor visualização do seu conteúdo.
Para iniciar um projecto nesta ferramenta de desenvolvimento cria-se uma biblioteca, que por
defeito se designa de work, onde serão compilados todos os ficheiros utilizados na simulação. A
ferramenta detecta automaticamente a ordem pela qual os ficheiros devem ser compilados. As
bibliotecas VHDL da Altera também têm que ser incorporados no projecto. Para isso criam-se
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Figura 3.4: Ambiente de trabalho da ferramenta ModelSim: (1) O Workspace; (2) Sinais utilizados na
simulação; (3) Simulação do Projecto; (4) A Shell.
bibliotecas com o nome pelo qual são referenciados nos ficheiros e associamo-las à pasta1 que
contém os ficheiros da Altera. O compilador verifica a sintaxe do código escrito pelo projectista
e detecta eventuais erros. Os erros são descritos na shell, onde também é apresentado o tipo de
erro e a linha do circuito onde este ocorreu.
Se a compilação for bem sucedida, pode-se seleccionar no separador Sim da janela WorkSpace
quais são os blocos, e respectivos sinais internos, que queremos monitorizar na simulação. Por
defeito, apenas os sinais do módulo de topo (aquele que engloba todos os blocos utilzados)
aparecem na janela de simulação. Os resultados da simulação são apresentados na janela (3);
do lado esquerdo podemos observar os sinais injectados e os obtidos, enquanto que no lado
direito aparecem os valores simulados. Uma das opções utilizadas frequentemente na fase de
desenvolvimento do código foram os breakpoints. Os breakpoints são associados a linhas de código
seleccionadas num ficheiro VHDL, e permitem parar a simulação nessa linha para examinar o
estado do circuito antes da instrução ser executada.
O uso desta ferramenta possibilita confirmar que cada bloco integrante do firmware entretanto
desenvolvido desempenha a sua função de forma correcta e sem qualquer erro detectável. A boa
funcionalidade pode, no entanto, ser comprometida quando o circuito é ”descarregado”para a
FPGA, devido a atrasos na propagação dos sinais ao longo das interligações e no seu proces-
samento pelos elementos eléctricos/lógicos do circuito (portas, flip-flops,...). Nas simulações
do comportamento do módulo nestas condições (referenciadas como post-layout), o ModelSim
permite a utilização de ficheiros do tipo SDF (Standard Delay Format) gerados pela ferramenta
Quartus II que contêm a informação temporal necessária. Idealmente, os resultados obtidos
serão idênticos aos das simulações funcionais.
A ferramenta de simulação ModelSim apresenta-se assim como uma ferramenta indispensável
ao projectista moderno de circuitos digitais de média e elevada complexidade.
1Normalmente, esta corresponde à pasta de instalação da ferramenta Quartus.
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3.3.3 O Synplify Pro
A ferramenta Synplify Pro, versão C-2009.03, da companhia Synopsys [20] é utilizada para
fazer a síntese, a optimização, a estimativa dos recursos que o firmware irá utilizar e a frequência
máxima de funcionamento do relógio. A ferramenta foi obviamente configurada para ter como
alvo de síntese o modelo de FPGA implementada no MUCTPI. À semelhante do ModelSim, o
ambiente desta ferramenta consiste em várias janelas, podendo cada uma delas ser maximizada
e tratada como uma janela independente.
Figura 3.5: Ambiente de trabalho da ferramenta Synplify Pro: (1) Opções de síntese; (2) Ficheiros usados
no projecto; (3) Resultados da síntese do bloco; (4) Shell da ferramenta; (5) Opções de Implementação.
Os ficheiros utilizados na síntese são indicados na janela (2) (ver figura 3.5). O utilizador
deve colocar o ficheiro que contém o módulo de topo em último lugar. A escolha da FPGA alvo
é feita em (1), na opção Implementation Options, e as restantes opções de implementação são
feitas em (5).
A opção FSM Compiler optimiza as máquinas de estado baseando-se no número de estados
que a máquina contém, enquanto que o FSM Explorer permite que a ferramenta escolha a
melhor codificação para a máquina tendo em conta a lógica disponível e o tempo de acesso. Ao
habilitar estas opções, podemos visualizar um diagrama de estados da máquina implementada,
assim como verificar as condições associadas à transição entre os estados.
Quando habilitada, a opção Resource Sharing indica que a síntese deve optimizar a área
utilizada pelo circuito em vez de dar preferência à minimização dos atrasos, atrasos estes que
irão condicionar a frequência máxima de funcionamento.
A opção Pipelining distribui a lógica do circuito por várias etapas de forma que a primeira
etapa possa processar novos sinais enquanto que a última finaliza o processamento dos sinais
anteriores. Este processo aumenta a velocidade de processamento de sinais no circuito, resul-
tando num melhor desempenho. A opção Retiming move automaticamente registos ao longo de
caminhos consistindo de LUTs ou de portas (i.e., de componentes combinatórios), de forma a
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melhorar o tempo de resposta sem alterar a função lógica do circuito.
Figura 3.6: Exemplo de um diagrama de circuito exposto ao nível RTL.
A ferramenta permite informar sobre a frequência de relógio mínima à qual o circuito de-
verá operar, a partir do menu Constraints. Esta informação tem um impacto significativo nos
resultados obtidos pela ferramenta para o tempo de resposta e, mais importante ainda, nos
caminhos críticos do circuito. É óbvio que a implantação do circuito lógico na FPGA é guiada
pelo sintetizador/comparador por forma a tentar satisfazer aquele requisito. No caso do MICTP,
que trabalha apenas com relógios de 40 MHz, este valor pode ser escrito no menu (1), opção
Frequency(Mhz).
Durante o processo de síntese do circuito, qualquer mudança da sua implementação é apre-
sentada na shell. Por exemplo, estes avisos podem surgir devido a entradas ou saídas lógicas
não utilizadas, a registos criados para sinais que não possuem reset, a sinais cujo valor lógico
nunca se altera, e à eliminação de sinais internos redundantes, i.e. com uma função similar
a sinais previamente iniciados. Todos estes avisos são acompanhados por um apontador para
um tópico no menu Help que explica a alteração efectuada através de exemplos genéricos e que
sugere soluções para o problema.
Após a síntese do circuito ter sido executada, clicando em Run, podemos consultar na janela
(3) os ficheiros com os resultados gerados pela ferramenta, sendo estes obtidos por bloco. A
ferramenta possibilita a visualização de um diagrama do circuito implementado, tanto numa
descrição RTL (Register Tranfer Level) como sob o ponto de vista do mapeamento na FPGA
(referida como Tview). A descrição em RTL permite visualizar as portas lógicas, registos e RAMs
implementados no circuito, sendo por isso relativamente fácil identificar a função executada por
cada bloco.
Na figura 3.6 podemos observar um diagrama de circuito ao nível RTL. À esquerda dispo-
mos de um menu para escolher o módulo (Instance), as entradas ou saídas do módulo de topo
(Ports), as ligações internas (Nets) ou os relógios (Clock Tree) presentes no circuito. Seleccio-
nando um dos componentes lógicos, a ferramenta apresenta a linha do ficheiro VHDL na qual o
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componente foi iniciado. Sendo o MICTP constituído por vários módulos, é útil poder visualizar
os diferentes blocos contidos dentro de cada um deles para verificar se cada sinal intermédio é
ligado correctamente. O Synplify Pro permite navegar na hierarquia do circuito através do modo
Push/Pop (ver figura 3.7).
Figura 3.7: Modo Push/Pop.
O Synplify Pro gera ficheiros que são utilizados na fer-
ramenta Quartus II, responsável pelo bitstream de configu-
ração que será descarregado para a FPGA, e também para
migração do projecto para outras máquinas. Toda a informa-
ção referente às opções de síntese, assim como a localização
dos ficheiros usados no projecto, é guardada num ficheiro
PRJ (Project), o que permite que outro projectista possa
reproduzir e/ou alterar as condições escolhidas, uma condi-
ção indispensável num projecto desta natureza. Os ficheiros
VQM (Verilog Quartus Mapped) e TLC contêm, respectiva-
mente, a lógica do circuito mapeada para a FPGA alvo e
as constraints (restrições) utilizadas na síntese. As optimi-
zações feitas no circuito pela ferramenta Synplify Pro são
assim transferidas e interpretadas pela ferramenta Quartus
II.
O nível de detalhe dos resultados de síntese, os diagramas gerados, assim como as sugestões de
implementação fornecidas automaticamente pela ferramenta de síntese Synplify Pro contribuíram
para que o firmware desenvolvido fosse correctamente optimizado para ocupar a menor área
possível da FPGA. Adicionalmente esses resultados trazem alguma esperança de que a (boa)
funcionalidade do circuito, após a implementação, não seja comprometida pela ocorrência de
atrasos significativos devidos aos blocos lógicos ou às interligações. As sugestões emanadas
da ferramenta tiveram uma importância vital, uma vez que permitiram em geral simplificar o
código, promovendo a sua compreensão e tornando mais fácil efectuar as mais que prováveis
futuras modificações.
3.3.4 O Quartus II
O Quartus II, versão 9.0, é a ferramenta de CAD (Computer-Aided Design) da Altera ade-
quada ao desenvolvimento e à implementação de sistemas digitais em CR (circuitos reconfigu-
ráveis). A ferramenta disponibiliza uma série de bibliotecas de ajuda acerca da utilização da
ferramenta e acerca das várias linguagens de descrição e de projecto de hardware que suporta [21].
Apesar de incorporar todas as ferramentas necessárias a um projecto desta natureza (editor,
simulador, visualização em RTL, etc.), neste trabalho ela é essencialmente utilizada para gerar
o bitstream que será descarregado para a FPGA, para efectuar a análise temporal dos vários
sinais do MUCTPI e para gerar o ficheiro SDF utilizado na simulação post-layout levada a cabo
pela ferramenta Modelsim.
O Quartus II reconhece todos os módulos incorporados no projecto e os diferentes recursos
que cada um destes deve ocupar na FPGA a partir do ficheiro VQM gerado pelo Synplify Pro.
É necessário adicionar o ficheiro PIN (Pin Out File) que contém os nomes das linhas de I/O na
FPGA definidos pelo projectista do sistema do MUCTPI [22] e as especificações de cada um.
Estas especificações incluem o Clock Setup Time de cada entrada da FPGA, uma estimativa
do intervalo de tempo em que os dados de uma entrada devem estar estabilizados antes da
chegada do flanco ascendente de um relógio, o Clock to Output Delay para todas as saídas,
que informa qual o máximo atraso que um sinal pode sofer até estar disponível nas saídas, e
a frequência à qual cada linha de relógio deverá funcionar. Os resultados obtidos por análise
temporal são apresentados no relatório do Timing Analyzer e incluem o melhor e o pior caso
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Figura 3.8: Ambiente de trabalho da ferramenta Quartus II: (1)Arquitectura do Circuito; (2)Janela de
selecção dos resultados de compilação; (3)Fases de Compilação e estado; (4)Resultados do Relatório
seleccionado; (5)A Shell.
possível para cada uma das especificações. Todos os requesitos devem ser ser cumpridos pelo
MICTP de forma a garantir o bom funcionamento do sistema MUCTPI.
A ferramenta Quartus II incorpora a função MegaWizard Plug-In Manager que gera circuitos
digitais, em Verilog ou em VHDL, tendo em conta precisamente a plataforma de FPGAs da
Altera. Isto garante que o circuito irá utilizar correctamente os recursos da FPGA e, na medida
em que foram previamente simulados e verificados pela Altera, o seu uso não requer a realização
de simulações isoladas. Aquela função possui uma grande flexibilidade na geração dos circuitos
digitais. A título de exemplo, é possível escolher que flags (vazia, cheia e quase cheia) queremos
utilizar nas memórias FIFO. Cada circuito gerado pela função é acompanhado por um relatório
e por figuras com os resultados da sua simulação/verificação [23].
Depois de fazer a síntese do código e de verificar que todos os requisitos temporais foram
cumpridos, pode-se então transferir o ficheiro Raw Binary File (RBF) gerado pelo Quartus II
para a memória Flash do MUCTPI. Este ficheiro contém a informação que configura a FPGA
e é acompanhado por um identificador numérico referido como Checksum. Ao iniciar o sistema
MUCTPI, a memória flash é lida e caso a Checksum seja diferente da que está presente na
FPGA, é descarregada a nova configuração.
3.4 Comentários Finais
Nesta secção pretendeu-se descrever sumariamente as FPGAs da Altera, as potencialidades da
linguagem de descrição de hardware VHDL e as ferramentas utilizadas no firmware do MICTP.
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Figura 3.9: Janela do Altera MegaWizard Plug–In Manager.
Descreveu-se concisamente a arquitectura e os recursos disponíveis nas FPGAs da Altera e
foi feita uma breve e sintética exposição da sintaxe, estrutura e potencialidades, a nível da
modelação concorrente, da linguagem VHDL na descrição hardware. O extremo detalhe e a cor-
recção dos resultados fornecidos pelas diferentes ferramentas contribuíram para que o firmware
desenvolvido cumprisse todos os requisitos funcionais e temporais, ocupasse a menor área de
implantação física possível e utilizasse proveitosamente os recursos presentes na FPGA.
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Cap´ıtulo 4
As Especificações do MICTP
O MUCTPI é responsável pela recepção, formatação e envio da informação relacionada com
os muões dos BCs que contenham processos raros e interessantes. Como descrito na secção 2.7,
o MICTP é responsável pela distribuição dos sinais temporais que regem o comportamento de
todos os módulos do MUCTPI, sistemas de monitorização, e deve receber da MIBAK os valores
de multiplicidade dos muões candidatos.
Neste capítulo são descritas as especificações do MICTP: os módulos com que comunica, as
funções que deve executar e a sua temporização. A figura 4.1 mostra as ligações internas entre
os módulos que compõem o MICTP, assim como os sinais de interface com a MIBAK, o Painel
Frontal, barramento VME e o circuito delay25.
Figura 4.1: Diagrama de Blocos do MICTP.
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4.1 Descrição Geral do MICTP
A interface dos módulos MICTP e MIROD com o exterior e a partilha conjunta de recursos,
pode ser vista na figura 4.2. O módulo MICTP é responsável pela ligação do sistema MUCTPI
com o exterior. Consiste apenas num trecho de VHDL compilada para a FPGA implantada na
figura 1.2, não fazendo parte dele qualquer bloco de hardware que não seja reconfigurável.
O conjunto de funções atribuídas ao MICTP inclui a recepção e a formatação dos sinais
provenientes do CTP e do LHC, e a sua subsequente redistribuição por todo o sistema MUCTPI,
o envio dos valores de multiplicidade dos muões candidatos provenientes dos 16 MIOCTs e, ainda,
a monitorização do bom funcionamento de todo o módulo.
Figura 4.2: Diagrama de blocos da placa cuja fotografia se encontra na figura 1.2, placa essa que integra
a FPGA contendo os módulos MICTP e MIROD.
Concretamente, as funções do MICTP são:
• receber, a cada 25 ns, os valores finais das multiplicidades dos muões e reenviá-los, com
os níveis lógicos correctos, para o módulo CTP. As multiplicidades devem ser guardadas
em memórias exteriores ao MICTP durante a latência do sinal L1A. Quando o L1A é
activado, os valores das multiplicidades são lidos das memórias. Estas multiplicidades
ficam disponíveis, guardadas em FIFOs, durante ± 3 BCs relativamente ao BC que está
a ser processado1. Estes dados são posteriormente formatados e enviados para a FIFO de
Readout até serem lidos pelo módulo MIROD;
• implementar os contadores de reset de eventos (ECR), de bunches (BCR) e do do sinal L1A
e guardar os parâmetros associados ao tipo de trigger especificado pelo menu de trigger ;
• receber o sinal TST que coloca o módulo em modo de teste;
• receber os sinais de relógio provenientes do circuito delay25 e os sinais globais BCi (o
relógio mestre do acelerador) e ORBIT (que faz um reset global na experiência LHC).
1Na versão anterior do MICTP, realizada com CPLDs, apenas havia memória disponível para guardar as
multiplicidades durante ± 2 BCs, ou seja, durante 5 BCs. Na presente versão ficam disponíveis durante ± 3 BCs,
num total de 7 BCs, como foi dito.
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• enviar os sinais ECR, L1A, TST, BC, BCR (cuja origem se relaciona com o ORBIT) e
MFE (que activa a monitorização), após estes terem sofrido alterações na sua temporização
(relativamente aos atrasos e/ou à duração) para o MIBAK que, por sua vez, os reenvia
para todo o MUCTPI (incluindo o MICTP).
Estas funções são implementadas tendo em mente que o circuito deverá ocupar a menor área
possível na FPGA (a compilação do VHDL para a FPGA utiliza as directivas que privilegiam a
optimização em área) e o código é escrito num estilo ”literato”, profusamente comentado, o que
visa facilitar a sua fácil modificação para suportar ”suavemente” as eventuais actualizações feitas
por outros projectistas. Todos os módulos constituintes do firmware do MICTP funcionam com
um relógio de 40 MHz e cada um possui parâmetros definidos pelo utilizador que, juntamente
com alguns outros parâmetros gerados pelos próprios módulos, são guardados em registos de
forma a poderem ser lidos ou escritos através do barramento VME.
4.2 Utilização de Módulos Pré-projectados
Os módulos descritos nesta secção foram desenvolvidos previamente por outrem, mas integram
o firmware final do MICTP. Foi necessário, portanto, estudar a arquitectura e a funcionalidade
desses módulos já desenvolvidos, examinando detalhadamente o código VHDL que os descreve
e, por outro lado, estruturar o código VHDL que foi escrito de raiz na execução deste trabalho
de maneira a que o firmware resultante não viesse a apresentar problemas de compatibilidade
com aquele anteriormente escrito.
4.2.1 O Barramento VME
O VME2 é um barramento de computador normalizado, introduzido em 1981, que resultou
da combinação da dimensão física normalizada do Eurocard com o barramento VERSAbus que
a Motorola tinha desenvolvido para o seu processador 68000.
O VME tem uma arquitectura do tipo mestre/escravo, com barramentos separados para os
dados e para os endereços, e as cartas VME podem apresentar três tamanhos diferentes: podem
ter a altura de 3U3 e apenas um conector de ligação ou, então, uma altura de 6U ou 9U com
dois conectores. A norma VME64x de 1997 especifica que os endereços e os dados devem dispor
de um barramento de 64 bits com uma largura de banda de 160MB/s.
Para o sistema MUCTPI é utilizada uma carta VMEbus 9U por 400 mm (ver figura 4.3). Atra-
vés do VME pode-se reconfigurar os diferentes módulos que integram o sistema (ver secção 2.7.1),
o que confere uma grande flexibilidade à manutenção do sistema no caso de ser necessário mo-
dificar rapidamente o firmware e, além disso, através do barramento VME monitoriza-se todo o
sistema e é possível configurar as diferentes RAMs de teste.
A placa de interface com o computador que controla directamente o MUCTPI usa uma ligação
ethernet, e impõe no barramento VME os sinais de read/write e os endereços dos módulos que
deverão ser acedidos quando é necessário realizar a configuração ou ler os registos de estado
dos módulos ou, então, efectuar a monitorização das memórias e, eventualmente, nelas ler ou
escrever dados. P
O código que descreve o controlador do barramento VME é constituído por duas partes:
uma é comum a todos os módulos do CTP, enquanto que outra é parte específica de cada um
deles. Esta última define em que slot (posição) cada um desses módulos deverá estar ligado
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Figura 4.3: Bastidor (”crate”) VMEbus similar ao utilizado no MUCTPI.
endereços é gerado um par de sinais vme read e vme write e um sinal de reset. As especifica-
ções e a implementação do barramento VME podem ser consultadas nas referências [24] e [25],
respectivamente.




0x00000 0x000FF Módulo Shap
0x00100 0x001FF Módulo Rout
0x00200 0x002FF FIFO Monitoring
0x00300 0x004FF Módulo Mul Block
0x00600 0x006FF Módulo I2C
0x00C00 0x00CFF RAM de teste para palavras
de Trigger
0x001000 0x01FFF Módulo Mul Counter
0x010000 0x1FFFF RAM de teste para palavras
de Multiplicidade
Tabela 4.1: Endereços VME utilizados pelo MICTP.
4.2.2 O controlador de Barramento I2C
O I2C consiste num barramento bidireccional, que liga dispositivos em série utilizando apenas
duas linhas, e que permite a troca de dados entre dispositivos de forma simples e rápida. Neste
projecto o controlador de barramento I2C é utilizado para transmitir a configuração dos atrasos
de fase das saídas do dispositivo delay25 (ver figura 4.2) através do barramento VME. O firmware
original do módulo controlador do barramento I2C é disponibilizado com uma licença do tipo
open source, e as especificações encontram-se disponíveis em www.opencores.org [26]. Foram
feitas pequenas alterações ao código original para o compatibilizar com a descrição do módulo
VME.
46
CAPI´TULO 4. AS ESPECIFICAÇÕES DO MICTP 4.3. O PAINEL FRONTAL DO MUCTPI
4.2.3 O Módulo Mon Counter
O módulo Mon Counter foi desenvolvido para ser utilizado no firmware dos MIOCTs, tem
como função a descodificação e a monitorização dos valores pt (momentos transversais) nas
palavras de monitorização. De acordo com o previsto, é utilizado para a monitorização das
palavras de multiplicidade escolhidas no bloco Mul Block, contando o número de vezes que um
dado valor ocorreu nas palavras de multiplicidade.
Cada palavra contém 6 valores de pt, e cada um deles vale de 1 até 7. Assim este módulo
inclui 42 contadores de 16 bits (15 de contagem e 1 de detecção de overflow) que registam ao
longo de toda a experiência a estatística dos momentos transversais.
Numa primeira fase é descodificado o valor binário em cada uma das seis regiões pt contidas
na palavra de multiplicidade. Cada região tem três bits, e terá um valor compreendido entre 1
e 7, pois não há multiplicidades com valor nulo).
Para ler um determinado contador durante o decurso da experiência é feito o seu ”instantâneo”
(i.e., faz-se uma cópia do seu valor para um registo) para não ser afectado o processo de contagem.
O sinal de overflow deste módulo corresponde a um wired-OR dos sinais de overflow dos
contadores e pode ser consultado no registo 0x001003.
4.3 O Painel Frontal do MUCTPI
O painel frontal do MUCTPI pode ser observado na figura 4.4. As entradas e as saídas são
descritas na tabela 4.2.
O painel frontal possui também 7 LEDs que são activados por sinais gerados e/ou recebidos
pelo MICTP. A sua activação está relacionada com os seguintes acontecimentos:
• recepção de um sinal L1A no Módulo Rout;
• o relógio interno do MICTP, BCo, está disponível;
• o sinal Busy da MIBAK está habilitado;
• o sinal Busy do módulo Rout está habilitado;
• a FIFO Readout contém dados novos;
• o sinal TST está activo;
• recepção de um sinal MFE no Módulo Rout;
Sinal Sentido Origem/Destino
BCi Entrada Relógio proveniente do LHC (NIM)
BCi Entrada Relógio proveniente do LHC (ECL)
L1A Entrada Sinal L1A
ECR Entrada Sinal ECR
ORB Entrada Sinal ORBIT
TST Entrada Sinal TST
TTYPE Entrada Palavra de trigger
BCo Saída Relógio interno do MICTP
BSYo Saída Sinal Busy
CTP Saída Palavra de multiplicidade para o CTP
Tabela 4.2: Sinais do Painel Frontal do MUCTPI.
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Figura 4.4: Painel Frontal do MUCTPI.
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4.4 As Especificações Temporais do MICTP
A interface MUCTPI foi implementada de forma a possuir uma baixa latência na propagação
de sinais. Para conferir esta característica, cada módulo constituinte do MICTP trabalha com
um dos sinais de relógio gerados pelo circuito delay25. Este circuito possui 5 saídas e tem uma
funcionalidade muito similar a uma PLL: a partir de um sinal de relógio de referência gera 4
sinais de relógio da mesma frequência mas desfasados entre si. Uma das saídas emite uma réplica
do sinal de referência. Os atrasos de fase em cada saída são programados individualmente.
Optimizando esta geração, é possível minimizar o tempo de propagação geral. O barramento
VME, o circuito delay25 e o barramento I2C trabalham a partir do relógio BCi enquanto que
os ciclos de escrita das configurações do MICTP utilizam a réplica deste relógio gerado pelo
delay25. Os sinais de leitura de registo do barramento VME, vme read, devem ser síncronos com
o relógio do módulo a que se destinam pois os valores de monitorização modificam-se de acordo
com esse relógio. A saída BCKD 3 é o relógio interno do MICTP, que não é usado internamente
mas está disponível no painel frontal, sendo usualmente referido como BCo (ver secção 4.3).
Os domínios e um diagrama temporal dos relógios gerados são apresentados, respectivamente,




BCKD 2 Mul e Mon count
BCKD 3 Relógio interno
do MICTP (BCo)
Tabela 4.3: Domínio de cada relógio usado no MUCTPI.
O sinal de relógio BCKD 1 é reenviado pelo MIBAK para o MICTP, sendo referido como
BCKI neste módulo. É usado nos módulos Shap e Rout.
Figura 4.5: Diagrama Temporal do MUCTPI.
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4.5 Os Módulos Específicos ao MICTP Realizados no Âmbito
do Presente Trabalho
Nesta secção são apresentados os módulos do MICTP integralmente desenvolvidos neste tra-
balho, e são expostas as respectivas especificações e a sua implementação em VHDL.
Todos os módulos têm associado um ficheiro de definição de VHDL, denominados packages,
onde se encontram os endereços dos registos e as constantes utilizadas no seu código. O encap-
sulamento destas especificações por bloco permite, caso seja necessário, a fácil modificação dos
endereços dos registos ou de outras especificações.
Nas especificações funcionais do MICTP, várias incluem o uso de memórias dos tipos FIFO
ou RAM normal. Estas memórias foram implementadas com a ferramenta MegaWizard Plug-In
Manager pelas razões já apresentadas na secção 3.3.4 [27, 28].
Como foi dito na secção 4.4, cada módulo do MICTP utiliza um sinal de relógio diferente.
Esta implementação levanta o problema da ocorrência de meta-estabilidade nos sinais partilhados
por vários módulos, tais como o sinal Win Flag descrito na secção 4.5.1 e o sinal vme read do
barramento VME, o que poderá comprometer o bom funcionamento do MICTP.
Este problema é resolvido pelo bloco SS Synch, cujos diagramas lógico e temporal se en-
contram na figura 4.6. Este bloco recebe o sinal assíncrono e está sincronizado pelo relógio do
módulo alvo. Apesar de aumentar a latência do sinal, este bloco permite que o valor meta-estável
(referido como META na figura 4.6) se resolva na primeira báscula antes de ser transmitido para
o módulo. Esta implementação não garante que o estado se resolva, mas a baixa frequência dos
relógios (40 MHz) e a possibilidade de optimizar a relação entre eles reduz significativamente
a possibilidade de ocorrerem problemas na propagação de sinais [29]. Este bloco não será re-
ferido especificamente daqui em diante, subentendendo-se a sua utilização em linhas de sinais
propagados entre módulos de domínio temporal diferente e nos sinais de vme read.
Figura 4.6: Diagrama Lógico e temporal do bloco SS synch.
Os diagramas lógicos mostrados nalgumas figuras deste capítulo foram retirados do documento
contendo as especificações da anterior versão do MICTP [30]. Muitos dos sinais indicados
nesses blocos têm denominações diferentes das referidas na nossa descrição textual, mas são
perfeitamente identificáveis. Por esta razão, não nos parece necessário deixar de utilizar as
denominações que constam da especificação geral do ATLAS.
4.5.1 O Módulo Shap
A função do módulo Shap é, em termos gerais, efectuar a formatação temporal de diversos
sinais do ATLAS.
Numa primeira fase, o módulo Shap sincroniza os sinais L1A, ECR, ORBIT e TST com o
relógio BCKD 0 e sincroniza as palavras de Trigger, recebida no painel frontal, e de Multipli-
cidade, escolhida no bloco Mul Block, com o relógio BCKDI. É possível escolher o flanco do
relógio (ascendente ou descendente) para cada sinal ou palavra. Para este efeito são utilizados
blocos Double Date Array (DDR) do tipo Altddio in gerados pela função MegaWizard Plug-In
Manager [31].
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As palavras de Trigger e multiplicidade são enviadas para o módulo Rout, enquanto que os
sinais L1A, ECR, ORBIT e TST irão sofrer modificações temporais dentro do módulo Shap. A
partir destes, o módulo gera os sinais MFE, BCR e Win flag e envia-os todos para o MIBAK,
para serem então reenviados para todo o sistema MUCTPI. As modificações efectuadas em cada
sinal estão implementadas em blocos de código individualizados, que são: o bloco L1A Shap, o
bloco TST Shap, o bloco ECR Shap, o bloco Orbit Shap (em tudo semelhante ao bloco ECR
Shap) e, finalmente, o bloco MFE Shap. Todos os blocos, descritos já a seguir, usam o relógio
BCKD 0.
O painel frontal, descrito na secção 4.3, dispõe de duas entradas de relógio BCi, uma de acordo
com a especificação NIM e outra ECL. A escolha da entrada do relógio que o MUCTPI deve
utilizar é feita neste bloco, através do sinal Selxbc4, guardado no registo 0x00006.
Este módulo recebe também o sinal Noxbc5 que indica se que o relógio BCo está disponível
no painel frontal. O estado lógico deste sinal pode ser consultado no registo 0x00007.
Figura 4.7: Diagrama lógico do Bloco L1A Shap.
O Bloco L1A Shap
Como já se disse, o sinal L1A é activado quando num dado BC são detectados acontecimentos
”com interesse”. Aquele sinal tem de ser atrasado para ser possível recolher a informação, guar-
dada no sistema, correspondente a BCs anteriores e posteriores ao BC que está a ser processado
actualmente.
O sinal L1A é atrasado por pipelines (i.e., registos de deslocamento) e a lógica de decisão
garante que não são emitidos sinais L1A consecutivos numa janela de tempo programável entre
1 a 7 períodos de relógio6. O objectivo deste atraso é dispor de tempo suficiente para que toda
a informação relevante (obtida em vários BCs consecutivos) seja lida, formatada e enviada para
o CTP e para o trigger LVL2.
Com o objectivo de impedir que sejam emitidos sinais L1A consecutivos, o bloco L1A Shap
contém um contador que carrega a configuração da janela de tempo de interdição (cujo valor
está entre 1 e 7, como se disse) quando é detectado um sinal L1A activo na saída das pipelines.
O contador decrementa uma unidade em cada período de relógio até atingir zero, altura em
que o bloco permite que volte a ser guardado um novo conjunto de eventos. Se durante aquela
contagem decrescente for de novo detectado um sinal L1A activo à saida das pipelines, o sinal
4Select External Block Clock
5No External Block Clock
6No firmware desenvolvido em [2], este valor estava compreendido entre 1 e 5.
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Win flag é activado. Isto significa que ocorreu um outro evento de interesse no intervalo de
tempo configurado, mas porém a informação associada a esse evento fica irremediavelmente
perdida pelo facto de estar a ser processado o evento anterior. O Win flag assinala precisamente
essa perda de informação. O módulo Rout regista esta informação na formação de um evento e
reinicializa o sinal.
O bloco TST Shap
O sinal TST é activado quando se quer colocar o MUCTPI em modo de teste, o que permite
avaliar o desempenho do sistema sem que o LHC (e o ATLAS) estejam efectivamente a funcionar.
O sinal TST é utilizado para definir o tipo de acesso à memória RAM que contém palavras que
simulam o funcionamento do trigger e multiplicidades, dados estes que são utilizadas em modo
de teste.
O sinal TST é atrasado num pipeline com atraso programável entre 0 e 31 períodos de relógio.
Figura 4.8: Diagrama lógico do Bloco TST Shap.
O bloco ECR/ORBIT Shap
Este bloco apenas aumenta a duração dos sinais (de certa forma, funciona como um mono-
estável). Por exemplo, o sinal ORBIT tem por objectivo fazer um reset global em todo o anel
do LHC e, por essa razão, deverá ter uma duração suficiente para ultrapassar a distorção que
virá a sofrer na propagação ao longo de quilómetros de linhas e, apesar disso, ser correctamente
detectado por muitos milhares de sistemas.
Os sinais ECR e ORBIT são processados de igual forma, o que significa que o respectivo
código em VHDL é praticamente idêntico. Os sinais são prolongados até que tenham a duração
previamente programada. Após ser efectuado este prolongamento, o sinal ORBIT passa a ser
referido, na saída, como BCR.
Quando o bloco ECR/ORBIT Shap detecta um sinal activo na entrada, um contador interno
recebe o valor do prolongamento que lhe deve ser aplicado e, já com esta modificação, o sinal
é enviado para a saída. Enquanto o contador não decrementar até zero, altura em que a saída
já está ”livre”, e o sinal de entrada não se encontrar activo, não será possível prolongar novos
sinais ECR ou ORBIT.
O Módulo MFE Shap
A função deste bloco é permitir fazer uma amostragem do conjunto de todos os eventos, cada
um deles assinalado por uma activação do L1A. Assim, para efeitos de monitorização poderão
ser lidos eventos desde 1 em 1, até 1 em 65536 eventos reais. A informação amostrada fica retida
em memórias FIFO que são lidas através do barramento VME.
O sinal MFE tem origem no sinal, interno ao bloco L1A Shap, designado por L1A (figura 4.7).
Note que este sinal L1A é derivado do ”L1A” global que temos vindo a referir (e que, naquela
figura, é denominado L1AS).
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Figura 4.9: Diagrama lógico do bloco ECR/ORBIT Shap.
A frequência do sinal L1A é dividida por um contador de 16 bits (divisão de 1 até 65535) e
em seguida é sincronizado com o relógio para surgir em simultâneo com a saída do bloco L1A
Shap.
À semelhança dos outros blocos, contém um contador interno que é programado com o valor
da frequência de amostragem pretendida através do barramento VME, quando está habilitado,
e que decrementa depois com cada sinal L1A que o bloco recebe. Quando o valor no contador
for zero, este dá um impulso na sua saída (é um ”count underflow”) e será lido novamente um
valor de frequência. No caso do bloco ser desabilitado, o contador fica em permanente reset e a
sua saída mantêm-se sempre a zero.
Figura 4.10: Diagrama lógico do Bloco MFE Shap.
4.5.2 O Módulo Mul Block
O Módulo Mul block é responsável pelas palavras de multiplicidade que são enviadas para a
formação dos eventos e para o CTP. Estas podem ser emitidas pela MIBAK ou, então, para
efeitos de teste, podem ser lidas de uma RAM de 4Kx18 bits, referida como Multi Ram (ver
figura 4.11). Este último bloco é acedido pelo barramento VME, o seu endereço de base é
0x10000, e o endereço de leitura do valor de trigger é incrementado de acordo com a configuração
existente no registo 0x00300.
Com o objectivo de reduzir a lógica utilizada pelo bloco, sempre que o valor no barramento
de endereços do VME se altera é lido o valor correspondente na RAM, e assim não é necessário
usar o sinal vme read, sendo este apenas utilizado no multipliexer do módulo MICTP conforme
explicado na secção 4.7.
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Este bloco remete as palavras de multiplicidade para o CTP através do painel frontal (mul word
to fp), o módulo Shap (mul word to sync) e para o módulo Mon Counter (mul word to moni)
. Para diminuir a latência no envio da palavra de multiplicidade para o CTP, o módulo MICTP
possui uma PLL (ver secção 4.7) que gera o relógio tt bck mul pll a partir do sinal de relógio
BCKD 2, de frequência idêntica mas com um atraso de 1/4 de período. A palavra de multipli-
cidade para o CTP é síncrona com este relógio. A réplica do sinal de relógio gerada pela PLL é
referida como tt bck mul e é usada tanto no Mul Block como no módulo Mon Counter.
As palavras enviadas para o módulo Shap são previamente alinhadas com o sinal L1A cor-
respondente por um pipeline programável de 1 a 32 períodos de relógio. Como a palavra de
multiplicidade é constituída por 17 bits, é preferível usar uma RAM em vez de um registo de
deslocamento para realizar o alinhamento.
Figura 4.11: Módulo Mul Block.
4.5.3 O Módulo Rout
O Módulo Rout é o responsável pela difusão generalizada dos dados (readout) e pela monito-
rização dos dados de multiplicidade que provêm do CTP e dos dados de trigger do LHC.
Este módulo recebe os sinais provenientes do MIBAK, previamente modificados pelo módulo
Shap, assim como as palavras de trigger do CTP e os valores da multiplicidade escolhidos no
módulo Mul Block (ver secção 4.5.2). Em caso de recepção de um sinal L1A, os dados de
multiplicidade são escritos numa memória FIFO durante uma janela de tempo definida pelo
utilizador. Estes dados correspondem aos valores de multiplicidade obtidos antes, depois e no
actual sinal L1A. Os números de identificação de L1A e de BC, os dados de trigger e ainda
outros dados que serão descritos em seguida, são guardados noutra memória FIFO. Quando
ambas as memórias FIFO pertencentes ao bloco Derandomizer contêm dados novos, pode-se
formar e escrever um evento nas FIFOs Readout e Monitoring. Nesta última FIFO os dados do
evento podem ser consultados através do barramento VME, enquanto que os dados na FIFO
Readout são transferidos para o MIROD através do backplane MIBAK.
A informação contida nos eventos guardados na FIFO Readout é utilizada no subsistema
MIROD que executa rotinas de extracção de informação aos dados provenientes dos MIOCTs.
Um excerto do package do módulo Rout pode ser visto na figura 4.13, onde se observa as espe-
cificações das memórias FIFOs nele utilizadas (profundidade, tamanho das palavras e tamanho
do endereço) e os endereços dos registos.
O Bloco Deran Ctrl
Este bloco gera os seguintes valores:
EVID - o número de identificação de L1A (24 bits). Conta o número de sinais L1A já recebidos.
Pode sofrer um reset na recepção de um sinal ECR, ou ,então, pelo registo 0x00205.
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Figura 4.12: Diagrama Lógico do Módulo Rout.
BCID - o número de identificação de BC (12 bits). Conta o número de períodos de relógio e de-
pende de dois contadores de 12 bits (ver figura 4.14). Um destes contadores funciona como
offset, e pode sofrer um reset quando recebe um sinal BCR ou, então, através do registo
0x00203. O offset é comparado com um valor configurado pelo utilizador, denominado
BCR Offset, e quando ambos forem iguais o contador de BC sofre o reset.
ECR Counter - é o número de identificação de ECR (8 bits). Conta o número de sinais ECR
já recebidos7.
Estes valores, em conjunto com o número de módulo MNBR, com a saída do bloco MFE
Shap (aqui designada MONBUFFEN, que indica que o evento deve ser escrito também na FIFO
Monitoring) e com o sinal Win Flag, são usados para formar a primeira e a última palavra
do evento. Na recepção de um sinal L1A, o bloco Deran Ctrl gera os sinais de write para
as memórias FIFOs contidas no bloco Derandomizer. Deve-se ter em conta que a duração
destes sinais é diferente: o sinal de write para a FIFO mulros, que guarda os dados referentes à
multiplicidade dos muões candidatos, tem uma duração definida pelo utilizador; por sua vez, a
FIFO deran ctrl deverá estar activa a meio do sinal anterior.
A última palavra de EVID usada na formação de um evento juntamente com o valor no conta-
dor ECR Counter8 podem ser consultados lendo o registo 0x00205 para efeitos de monitorização.
O Bloco Ttypes
O bloco Ttypes é responsável pela palavra de trigger que é utilizada na formação de evento.
Esta palavra pode ser emitida pelo CTP, recebida pelo MUCTPI através do painel frontal e
alinhada com o relógio BCKDI no bloco Shap, sendo alinhada com o sinal L1A correspondente
através da utilização de uma FIFO de profundidade configurável. A palavra de trigger também
pode ser emitida pelo bloco Types test que funciona como uma RAM de 256x8 bits. Este último
bloco é acedido pelo barramento VME, o seu endereço de leitura incrementa de acordo com a
configuração no registo 0x00100, e é usualmente usado quando se coloca o MICTP em modo
de teste. À semelhança do bloco Mul Block (ver secção 4.5.2), não é utilizado o sinal vme read
para aceder a um dado endereço da RAM. A última palavra de trigger utilizada na formação de
um evento pode sempre ser lida no registo 0x00100.
7Na anterior versão do MICTP, este contador não estava implementado.
8No firmware desenvolvido em [2], apenas o valor EVID podia ser lido através do barramento VME.
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Figura 4.13: Pacote de Definições do Módulo Rout.
Figura 4.14: Contador BCID.
O bloco Derandomizer
O bloco Derandomizer contém duas FIFOs. A FIFO deran ctrl recebe as palavras EVID,
BCID, ECR Counter, de trigger e os bits MONBUFEN e Win Flag. A outra FIFO, designada
de FIFO Mulros, recebe a palavra MULROS, que corresponde aos valores da multiplicidade, e os
últimos 5 bits de BCID. Para cada L1A várias palavras são escritas nesta última FIFO enquanto
que apenas uma é escrita na FIFO deran ctrl. Para formar a primeira palavra do evento, o
bloco Derandomizer lê o valor MNBR, correspondente ao número de módulo que se encontra no
registo 0x00102.
É também este bloco o responsável pelo reset do sinal Win Flag, activando o sinal L1A scrl win flag,
que ocorre após a informação no FIFO deranl ctrl ter sido guardada.
A transmissão dos dados nas FIFOs deste bloco, de acordo com a especificação do formato
do evento (ver figura 4.15), para as FIFOs Readout e Monitoring é inicializada tendo ou não em
conta as flags de almost full daquelas FIFOs.
É também neste bloco gerado o sinal busy, que é enviado para todo o sistema LVL1 através
da MIBAK. Quando se encontra a ’1’, o CTP não gera novos sinais L1A para permitir que a
informação recebida possa ser devidamente processada. O sinal busy pode ser consultado no
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registo 0x0010A.
A FIFO Readout
A FIFO Readout recebe do bloco Derandomizer as palavras que formam um evento de acordo
com o seguinte formato:
Figura 4.15: Formato dos Eventos guardados na FIFO Readout.
A informação contida na FIFO Readout deve ser transmitida para o MIROD juntamente
com os dados contidos nos 16 MIOCTs. O meio de transmissão é a backplane MIBAK que
possui linhas bidireccionais comuns a todos estes módulos. Estas linhas incluem o bus onde
é transmitida a informação (mbk dat), a validação de dados (mbk vld) e a ocorrência de erro
(mbk berr) (ver figura 4.12).
Cada um dos 17 módulos (16 MIOCTs e o MICTP) possui uma saída que, quando habilitada,
informa a MIBAK que está pronta a transmitir novos dados. Neste bloco esse sinal é referido
como mbk rdy out. Quando todos os módulos contêm esses dados novos é iniciado um ciclo de
leitura pelo envio de um sinal request ao MICTP por parte da MIBAK. Este sinal de request é
referido como token MIROD (ver figura 4.16) e é recebido na FIFO pela entrada mbk tk in (ver
figura 4.12). Caso a leitura dos eventos formados no MICTP esteja habilitada pelo utilizador,
no bus mbk dat será então colocada a informação correspondente a um evento.
Sendo o barramento comum a todos os 17 módulos, durante o ciclo de leitura é necessário
indicar à MIBAK qual é o módulo que está a colocar dados no bus para que a backplane apenas
permita o acesso desse módulo e ignore os restantes. O sinal mbk enabledriver da FIFO Readout
é utilizado para este efeito, estando habilitado durante a leitura de um evento. Os módulos
MIOCTs possuem também sinais com funções semelhantes. Os módulos colocam as suas saídas
no estado de alta impedância (’Z’) quando não estão a transmitir dados.
O sinal token MICTP, denominado mbk tk out na figura 4.12, é habilitado com a última
palavra do evento, pela ocorrência de um erro, por dados inválidos ou se o MICTP não estiver
habilitado para enviar os eventos. Este sinal serve como request de leitura ao MIOCT seguinte
no ciclo de leitura.
A ocorrência de erros coloca o sinal mbk berr a ’0’. Estes erros podem ocorrer pela recepção
de um token MIROD durante uma leitura de um evento, se a primeira palavra do evento não
começar com ”1110” ou pela recepção de um token MIROD quando a FIFO não contém dados
novos. O sinal de mbk vld fica com o valor de ’1’, que indica dados inválidos, se os 4 primeiros
bits de uma palavra não corresponderem a ”0000”.
O controlo da transmissão descrito anteriormente deve ser efectuado pela FIFO Readout. Para
monitorizar a quantidade de eventos correctamente transmitidos (sem qualquer erro), o bloco
dispõe de um contador de eventos transmitidos que pode ser consultado no registo 0x0010C.
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Figura 4.16: Diagrama Temporal dos sinais de Output/Token do MICTP.
A FIFO Monitoring
Os eventos formados no bloco Derandomizer e escritos na FIFO Readout podem também ser
escritos em simultâneo na FIFO Monitoring. A configuração desta escrita é feita no registo
0x00107.
Esta FIFO é lida através do barramento VME. Como este apenas suporta palavras de 32
bits, os eventos guardados nesta FIFO diferem daqueles escritos na FIFO Readout nos bits cujas
posições são 35, 34, 31 e 30, bits estes que são ignorados na FIFO Monitoring (ver figura 4.17).
Figura 4.17: Formato dos Eventos na FIFO Monitoring.
4.6 Inicialização do Sistema
Os valores de configuração do MICTP na inicialização do módulo, ou se um dos módulos que
o constitui receber um sinal de reset, são descritos de seguida. Os valores de pipeline, contadores
e offset recebem sempre o menor valor possível, o conteúdo das FIFOs são eliminados e os
endereços de leitura das RAMs de teste direccionados para a primeira célula da memória.
Módulo Shap :
• não há formação de sinais MFE;
• sinal Selxbc a ’0’ (relógio BCi com especificação ECL);
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Módulo Rout :
• o valor de MNBR deve ser ”0000”;
• as palavras de trigger são as emitidas pelo painel frontal;
• os eventos são formados com apenas uma palavra de multiplicidade;
• o sinal de Busy do bloco Derandomizer deve estar a ’1’;
• a leitura das FIFOs do bloco Derandomizer deve ter em conta apenas a flag de almost
full da FIFO Readout;
• a leitura da FIFO Readout deve estar desabilitada;
• a escrita de eventos na FIFO Monitoring deve estar desabilitada;
Módulo Mul BLock : as palavras de multiplicidade são as emitidas pela MIBAK;
4.7 O módulo MICTP detalhado
O módulo MICTP agrupa todos os módulos descritos anteriormente juntamente com o mul-
tiplexer usado para seleccionar os dados enviados para o barramento de saída do controlador
VME, o que depende da habilitação do sinal vme read e a PLL para gerar os sinais de relógio
necessários no bloco Mul Block, Mul Pll. A PLL é gerada a partir da função Phase-Locked Loops
(ALTPLL) da ferramenta MegaWizard Plug-In Manager da Altera [32].
Devido à curta duração de alguns dos sinais que activam os LEDs, o MICTP incorpora também
sete blocos LED pulser que têm por objectivo aumentar a duração destes sinais.
A MIBAK possui um sinal busy que tem o mesmo propósito daquele existente no módulo Rout,
correspondendo a um wired-OR dos sinais busy dos 16 módulos MIOCT. O MICTP recebe o
busy da MIBAK. A saída BSYo do painel frontal (ver secção 4.3) corresponde ao OR dos sinais
busy da MIBAK e busy do módulo Rout.
4.8 Comentários Finais
No desenvolvimento do código do MICTP vários factores têm de ser levados em conta. Em
primeiro lugar, o MICTP é susceptível de vir a sofrer modificações no futuro e, por isso, o
código tem que ser bem comentado e estruturado, pois poderá ser consultado ou modificado
(em particular as definições da profundidade das memórias FIFO, as dimensões das RAMs e
os endereços dos registos de monitorização e configuração) por qualquer pessoa envolvida no
projecto do sistema de Trigger do ATLAS.
Sendo um módulo cujo modo de funcionamento é definido pelo utilizador, os parâmetros de
configuração devem ser convenientemente agrupados e facilmente identificados.
Por último, o firmware deverá ocupar a menor área de implementação física na FPGA que seja
possível conseguir, deverá tirar partido das características específicas da família e tipo concretos
daquele componente, com o objectivo de optimizar o projecto e, por último, a propagação de
sinais na FPGA não deverá sofrer atrasos que possam comprometer o bom funcionamento lógico
do circuito.
Estes requisitos, em conjunto com os requisitos temporais e funcionais descritos anteriormente,
implica que o trabalho da escrita do código VHDL que descreve o MICTP esteja sujeito a vários
condicionamentos e exĳa uma boa dose de informação, não só ao nível de descrição da linguagem
de hardware como também na optimização deste para a FPGA alvo.
59
4.8. COMENTÁRIOS FINAIS CAPI´TULO 4. AS ESPECIFICAÇÕES DO MICTP
60
Cap´ıtulo 5
A Implementação e a Validação do
MICTP
Neste capítulo são apresentados e discutidos os resultados obtidos por simulação e síntese do
MICTP, e faz-se ainda a descrição de todos os procedimentos que permitiram a realização de
testes do firmware do MICTP no laboratório.
O firmware deverá, antes de mais, executar correctamente as tarefas pelas quais o MICTP é
responsável. Examinando os relatórios da sua síntese, podemos avaliar se são ou não cumpridas
as especificações temporais e obter uma estimativa da área que o circuito ocupa na FPGA.
Todos os ficheiros relacionados com o firmware (desde os ficheiros VHDL, àqueles gerados
pelas ferramentas de desenvolvimento) são disponibilizados a uma larga audiência no sistema
informático do CERN de forma a que qualquer pessoa relacionada com o projecto possa consultar
e/ou modificar a funcionalidade do circuito, caso as respectivas especificações venham a ser
alteradas.
Para realizar os testes em laboratório foi necessário desenvolver software de baixo nível que per-
mite configurar o MICTP através do computador externo que comunica com a placa MUCTPI.
Foram então realizados testes de laboratório que validaram todo o firmware desenvolvido para
o MICTP.
Em suma, neste capítulo é apresentado o leque de resultados conseguidos no final da linha de
trabalho que seguimos na realização desta dissertação.
5.1 Simulação Funcional e Post-Layout
Nesta secção são apresentadas as simulações realizadas no ModelSim, cujos objectivos foram,
essencialmente a verificação do seguinte: que o novo código VHDL é compatível com o código dos
módulos previamente implementados – isto é, os controladores VME e I2C; – que são executadas
de forma correcta as várias funções do módulo, tendo em conta as especificações do projecto; e,
finalmente, que o MICTP funciona adequadamente nos vários cenários possíveis de configuração,
e que a sua funcionalidade não é comprometida pela implementação física na FPGA.
Para simular o envio de eventos foi desenvolvido um modelo simples do backplane MIBAK e
do módulo MIROD, e utilizou-se um modelo do MIOCT escrito anteriormente por Per Klöfver,
o projectista responsável pela placa MUCTPI [16]. Estes modelos irão ser disponibilizados
juntamente com o firmware, para que seja possível a qualquer projectista que modifique o MICTP
comparar os resultados.
O módulo do MIBAK reenvia os sinais temporais que recebe do MICTP (modificados pelo
módulo Shap), síncronos com o relógio BCKDI, e implementa o sistema de tokens necessário
ao ciclo de leitura dos dados do MICTP e dos MIOCTs (ver secção 4.5.3). O módulo MIROD
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recebe estes dados e escreve-os num ficheiro de texto cujo nome é event mictp.
Na recepção do token MICTP, o módulo MIOCT lê valores de multiplicidade de um ficheiro de
texto e envia essa informação de acordo com a formatação estipulada [33]. É possível especificar
a quantidade de MIOCTs que queremos usar na simulação, que pode variar entre 1 e 16, e o
módulo MIBAK que foi desenvolvido relaciona automaticamente os tokens entre cada MIOCT.
Os valores provenientes do painel frontal são gerados internamente no ficheiro de simulação.
São definidas constantes para a frequência dos sinais L1A, ECR, ORB e BCi, e o tempo que
passa até começarem a ser emitidos. O valor do sinal de teste deve ser constante. As palavras
de trigger e de multiplicidade esperadas do MIBAK são simuladas por contadores binários, o
contador da palavra de trigger incrementa com cada sinal L1A, enquanto que a palavra de
multiplicidade incrementa em cada flanco ascendente do relógio BCKDI. Os sinais de relógio
provenientes do circuito delay25 têm a mesma frequência do relógio BCi, sendo o respectivo
atraso configurado individualmente, e o valor do sinal Noxbc (ver secção 4.5.1) é definido no
ficheiro (ver figura 5.1).
Os gráficos de simulação apresentados de seguida correspondem às simulações post-layout.
As simulações funcionais não são mostradas visto serem praticamente idênticas, confirmando
assim que a funcionalidade lógica do MICTP não é comprometida pela sua implantação física
na FPGA.
Figura 5.1: Constantes utilizadas na simulação do MICTP.
5.1.1 Simulação do barramento VME
Para simular o comportamento do barramento VME foi utilizado o módulo VmeStimulus,
desenvolvido pelo projectista responsável pela implementação do barramento [25]. Este módulo
engloba o código VHDL do barramento VME e a lógica necessária para simular a interface deste
com o computador que configura a FPGA (ver secção 4.2.1).
O VmeStimulus lê um ficheiro de texto de nome vme in em que cada linha corresponde a uma
operação no barramento VME. As operações utilizadas são descritas na tabela 5.1. Entre os
Dados #1 e #2 é sempre escrito o valor 09, que corresponde ao tempo mínimo que os sinais de
vme write e vme read devem estar activos durante uma operação.
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Sigla Operação Dados #1 Dados #2 Dados #3
WS Escrita num Registo Endereço do Registo Dados x
RS Leitura de um Registo Endereço do Registo Dados Esperados x
RSM Leitura de um Registo Endereço Dados Máscara
com Máscara do Registo Esperados
T Tempo entre operações Tempo (em ns) x x
– Comentário Comentários a x x
apresentar na shell
Tabela 5.1: Operações possíveis na simulação do VME (valores em Hexadecimal).
Quando são feitos no início de uma linha, os comentários no ficheiro de texto são apresentados
na shell do ModelSim juntamente com o tempo em que ocorreu a operação. Na figura 5.2 pode-se
observar um excerto do ficheiro vme in utilizado na simulação do MICTP.
O módulo VmeStimulus gera, durante a simulação, o ficheiro de texto vme out onde escreve
todas as informações apresentadas na shell e assinala se a informação lida num registo corres-
ponde aos dados esperados. Na figura 5.3 podemos ver o ficheiro vme out assim gerado. A partir
da informação neste ficheiro podemos saber se existe algum problema com a interface entre o
MICTP e o barramento VME.
Pelos resultados confirma-se que todos os dados lidos dos registos correspondem aos que foram
configurados, comprovando o bom funcionamento dos ciclos de escrita e leitura dos registos de
configuração e monitorização do MICTP.
5.1.2 Simulação do Módulo Shap
O Bloco L1A Shap
Sinais
L1A entrada do bloco L1A Shap
L1A pipelines configuração das pipelines
L1A window width configuração da janela
scrl win flag reset da Win flag
Win flag sinal (bit) Win flag
L1A to Mfe sinal colocado na entrada do Mfe Shap
L1A out saída (output) do L1A Shap
No início da simulação do bloco L1A Shap foram escritos os valores ’111’ e ’11’ na configuração
das pipelines e da janela de tempo, respectivamente. O primeiro par de sinais L1A recebidos
pelo módulo não tem uma duração maior do que aquela definida na janela, 7 períodos de relógio,
e por isso o sinal Win flag é activado após a emissão do sinal L1A out. O sinal Win flag só volta
a ’0’ quando o sinal scrl win flag subir a ’1’. O sinal L1A to MFE é emitido 2 períodos de relógio
antes de L1A out devido à presença das duas básculas do tipo D no circuito (ver figura 4.7).
A situação anterior repete-se com o segundo par de sinais L1A, que são recebidos quando o
bloco está configurado com os valores ’000’ e ’10’. O par de sinais seguintes já não se encontra
nesta situação e, por isso, ambos os sinais são emitidos.
Na última configuração a duração da janela é apenas de 1 período de relógio, e por isso o
último par de sinais L1A também é emitido.
Pelos resultados obtidos na simulação, que no entanto não exauriu todos os cenários possíveis,
verificou-se que o bloco L1A Shap funcionou como era pretendido.
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Figura 5.2: Excerto do ficheiro vme in utilizado na simulação do MICTP.
Figura 5.3: Excerto do ficheiro vme out gerado na simulação do MICTP.
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Figura 5.4: Exemplo da simulação do bloco L1A Shap.
O Bloco TST Shap
Sinais
TST entrada do bloco TST Shap
TST pipelines configuração das pipelines
TST out saída do bloco TST Shap
Figura 5.5: Simulação do bloco TST Shap.
O circuito respondeu correctamente a cada configuração especificada: o atraso da sua saída é
tanto maior quanto maior for o valor que configura as pipelines.
O Bloco ECR/ORBIT Shap
Sinais
INP entrada do bloco ECR/ORBIT Shap
Signal width configuração do prolongamento do sinal (em hexadecimal)
OUTP saída do bloco ECR/ORBIT Shap
Figura 5.6: Simulação do bloco ECR/ORBIT Shap.
O bloco é configurado com três valores diferentes de Signal width. Quando essa configuração
é ’00’, o prolongamento deve ser de apenas um período de relógio e, por isso, a saída é idêntica
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à entrada mas atrasada de dois períodos de relógio devido à presença das duas básculas do tipo
D no bloco (veja a figura 4.9).
Na segunda configuração testada os sinais recebidos devem ser prolongados em 8 períodos de
relógio. Durante esta operação o bloco recebe uma entrada que deverá ser ignorada, visto ainda
não ter terminado a modificação do sinal anterior.
Na última configuração o prolongamento do sinal é interrompido correctamente pela activação
do sinal de reset global.
Em resumo, o bloco funcionou correctamente em todos os casos submetidos a verificação.
O Bloco MFE Shap
Sinais
L1A to Mfe entrada do MFE Shap
MFE ena habilitação de MFE Shap
MFE freq frequência da saída do MFE Shap (em exadecimal)
MFE out saída do MFE Shap
Figura 5.7: Simulação do bloco MFE Shap.
A saída do bloco MFE Shap (figura 5.7) só ocorre quando o sinal MFE ena está activo e
quando a frequência deste corresponde àquela que foi pedida em MFE freq, confirmando que o
bloco está a funcionar correctamente.
O Módulo Shap
Os sinais de saída de cada bloco dependem efectivamente da configuração que está escrita no
seu registo de configuração, mostrando que o módulo Shap funciona correctamente. Os blocos
Double Date Array (DDR) do tipo Altddio in integrados no módulo dispensam simulações pelas
razões expostas na secção 3.3.4.
5.1.3 Simulação do Módulo Mul Block
Sinais
mbl tst sinal de teste
mbk reg.mul pipelines configuração das pipelines
mbk mul ram palavra de multiplicidade lida da MUL RAM
São apresentadas duas simulações deste módulo, visíveis nas figuras 5.8 e 5.9. Os sinais da
simulação são idênticos aos da figura 4.11. Na primeira simulação a palavra de multiplicidade
remetida para o painel frontal deve ser a que provém do MIBAK e é síncrona com o relógio
tt bck mul pll. A palavra de multiplicidade para o módulo Mon Counter é emitida no período
de relógio tt bck mul seguinte, e a palavra para o módulo Shap tem uma latência de 6 períodos
de relógio devido à configuração das pipelines e à báscula presente no circuito. Observando os
sinais de relógio vemos que a PLL do MICTP está a produzir o atraso de fase desejado.
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Figura 5.8: Simulação do Módulo Mul Block (1).
Na figura 5.9 a configuração das pipelines mantém-se, mas a palavra de multiplicidade deve
ser lida da Mul Ram e o endereço leitura deve incrementar apenas se o sinal Mbk tst esti-
ver habilitado. Atendendo aos resultados obtidos, verifica-se que o módulo também funcionou
correctamente.
Figura 5.9: Simulação do Módulo Mul Block (2).
5.1.4 Simulação do Módulo Rout
Simulação do Bloco Deran Ctrl
Na simulação da figura 5.10 pode observar os contadores EVID, ECR Counter e BCID a
funcionar correctamente. O número de palavras de multiplicidade guardadas por evento deve ser
±1, configuração esta dada pelo valor guardado em mulros window. O sinal FIFO Mulros write
deve estar habilitado durante três períodos de relógio e o sinal FIFO Deran write deve ser
habilitado a meio deste. A recepção de um sinal MFE em simultâneo com o sinal L1A habilita
o sinal MONBUFFEN até ao próximo sinal L1A.
Figura 5.10: Simulação do Bloco Deran Ctrl (1).
Na segunda simulação modificou-se a configuração do número de palavras de multiplicidade
para apenas uma por evento e o valor de BCR offset. Na figura 5.11 vemos que o contador
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BCID sofre um reset quando o seu valor coincide com o de offset e que os sinais de escrita de
ambas as FIFOs são activados em simultâneo.
Figura 5.11: Simulação do Bloco Deran Ctrl (2).
Em ambas as simulações o bloco Deran Ctrl funcionou como estava previsto.
Simulação da FIFO Readout
Como foi descrito na secção 4.5.3, a memória FIFO Readout armazena os eventos formados
e, na recepção de um token MIROD, deve enviar essa informação para o MIBAK. Os sinais das
simulações apresentas nesta secção correspondem aos da figura 4.12.
Na figura 5.12 observar-se que a FIFO Readout contém novos eventos guardados pelo sinal
mbk rdy out que se encontra a ’0’. A leitura dos eventos inicia-se pela recepção do token MIROD
atráves do sinal mbk tk in. As linhas bidireccionais comuns aos módulos MICTP e MIOCTs
(mbk berr, mbk dat e mbk vld) encontram-se no estado de alta impedância (’Z’) até à habilitação
do sinal mbk enabledriver, altura em que a FIFO Readout impõe o valor lógico nestas. A primeira
palavra de um evento fica disponível na saída durante dois períodos de relógio e é validada pelo
valor lógico ’0’ no sinal mbk vld. Como não ocorreram erros durante a transmissão, o sinal
mbk berr permanece a ’1’. Com a última palavra do evento, a FIFO Readout habilita o sinal
mbk tk out, incrementa o contador de eventos (sinal event counter) e coloca estas linhas em
alta impedância (’Z’) para que os MIOCTs possam transmitir a informação.
Figura 5.12: Envio de um evento formado na FIFO Readout (1).
Na simulação seguinte (ver figura 5.13) o MICTP foi desabilitado de enviar eventos na recepção
do token MIROD, o que acontece quando se configura o valor lógico ’0’ no sinal mictp en readout.
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Nesta situação deve emitir o sinal mbk tk out no período de relógio seguinte, e não deve habilitar
a saída mbk enabledriver nem incrementar o contador de eventos.
Figura 5.13: Envio de um evento formado na FIFO Readout (2).
Na última simulação (figura 5.14) a configuração do número de palavras previsto num evento
foi alterado sem efectuar um reset à FIFO. Como se pode observar, os primeiros bits da primeira
palavra lida não correspondem a ”1110”, e o sinal mbk tk out é por isso habilitado.
Figura 5.14: Envio de um Evento formado na FIFO Readout (3).
A partir dos resultados escritos no ficheiro de texto event mictp observa-se que:
• o valor de MNBR corresponde ao do registo;
• o valor de EVID incrementou em cada evento;
• os últimos 5 bits da segunda palavra do evento correspondem sempre aos bits escritos na
palavra de multiplicidade em que foi detectado o sinal L1A;
• as palavras de trigger incrementam em cada evento e, quando estas provêm da RAM,
correspondem às guardadas;
• as palavras de multiplicidade e de BCID incrementam em cada flanco do relógio BCKD 2;
• os bits MONBUFFEN e Win flag são escritos na altura em que isso era esperado;
• o número de palavras de cada evento corresponde ao valor binário escrito na última palavra
do evento.
Em suma, em todas as simulações o bloco funcionou como estava especificado.
Simulação da FIFO Monitoring
Como o conteúdo da FIFO Monitoring pode ser consultado através do barramento VME e,
por isso, pode ser escrito no ficheiro vmeif out, é possível comparar estes resultados com aqueles
obtidos no ficheiro event mictp.
Na lista seguinte é mostrado o registo do mesmo evento nos dois ficheiros:
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Evento Bits (em hexadecimal)
FIFO Readout
Header – 1 0xE80000000
Header – 2 0x01000B14C
Palavra de Multiplicidade(1) 0x05800062A
Palavra de Multiplicidade(2) 0x06000062B
Palavra de Multiplicidade(3) 0x06800062C
Trailer 0xF0018B006
FIFO Monitoring
Header – 1 0x80000000
Header – 2 0x1000B14C
Palavra de Multiplicidade(1) 0x1800062A
Palavra de Multiplicidade(2) 0x2000062B
Palavra de Multiplicidade(3) 0x2800062C
Trailer 0xC018B006
Os dados do evento armazenados na FIFO Monitoring correspondem, com as devidas altera-
ções, aos que foram emitidos para o MIBAK.
5.1.5 Simulação do Módulo MICTP
Durante o desenvolvimento do código VHDL foram realizadas diversas simulações, com o ob-
jectivo de avaliar o bom funcionamento do MICTP nas diversas configurações que são possíveis,
entre as quais destacamos:
• habilitação da Win flag para todos os casos possíveis de configuração da janela de tempo
programável do bloco L1A Shap;
• valor da frequência do sinal L1A que leva à escrita e à leitura de dados nas FIFOs em
simultâneo;
• configuração do módulo Readout para que se escrevam 1, 3, 5 e 7 palavras de multiplicidade
por evento;
• diferentes valores de MNBR e BCR offset;
• configuração dos diferentes modos de leitura das FIFOs do bloco Derandomizer ;
• configuração de diferentes frequências de MFE;
• configurações de habilitação para o sinal busy.
Em todas as simulações realizadas o módulo MICTP funcionou correctamente. Os resultados
obtidos na simulação post-layout coincidem com aqueles aqui apresentadas, um indicador bas-
tante fiável de que o seu bom funcionamento não deverá ser comprometido com a implantação
física do circuito na FPGA.
5.2 Síntese do código VHDL
Nesta secção apresentam-se os resultados obtidos com a síntese do código. O diagrama do
MICTP (ver figura 5.15), assim como os resultados da síntese, foram obtidos através da ferra-
menta Synplify.
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Todos os módulos foram compilados sem que fosse apresentado pela ferramenta qualquer tipo
de warning (aviso) ou erro. O atraso na propagação de qualquer sinal não poderia ser superior
a 25 ns (para jogar pelo seguro, na prática este limite terá de ser inferior, sendo 20 ns um valor
razoável), visto a frequência de relógio ser 40 MHz.
5.2.1 Recursos Utilizados na Implementação
Na tabela 5.2 podemos observar os recursos utilizados pelo MICTP.
Disponíveis Utilizados (%)
ALMs 24716 10
Memórias 4Ks 255 18
Memórias 512s 329 3
Fast Plls 8 13
Tabela 5.2: Recursos utilizados pelo MICTP.
Os relatórios indicam que as memórias 4K da FPGA são utilizadas para implementar as RAMs
de teste da palavra de trigger e de multiplicidade. As FIFOs do módulo Rout, por terem uma
reduzida profundidade, utilizam os recursos de memória 512. A Mul PLL é implementada nas
Fast PLLs, o que era esperado visto gerar apenas um relógio com atraso de fase fixo.
5.2.2 Análise Temporal
O módulo foi sintetizado primeiro com a opção de Resource Sharing (RS) habilitada e, poste-
riormente, sem incluir esta opção (ver secção 3.3.3). Comparando os resultados obtidos nestes
dois casos podemos ter a noção do compromisso área/velocidade para cada opção. Recorda-se
que todos os relógios devem funcionar a 40 MHz. Os resultados são apresentados na tabela 5.3.
Opção RS Opção RS
Relógio Desabilitada Habilitada
BCi 394,0 394,9
BCKD 0 430,9 430,9
BCKDI 352,1 322,0
BCDK 2 188,6 188,6
Tabela 5.3: Frequência Máxima dos Relógios do MICTP (em MHz).
Apesar disso não constituir um problema, observa-se que a frequência máxima do relógio
BCKD 2 é significativamente menor que as restantes. Esta limitação está associada à PLL que
usa este relógio como referência, pois é a frequência máxima à qual a MUL PLL consegue gerar
um relógio com o atraso pretendido.
Atendendo aos resultados de síntese, resta-nos concluir que o firmware preenche todos os
requisitos mencionados anteriormente: ocupa uma área diminuta da FPGA; utiliza as memórias
físicas para implementar os circuitos de memória – FIFOs e RAMs; recorre às PLLs existentes
na FPGA para implementar os circuitos dessa natureza; não apresenta atrasos problemáticos na
propagação dos sinais; e, finalmente, a frequência máxima admissível para os relógios é muito
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Figura 5.15: Diagrama Lógico do MICTP: (1) Módulo Rout, (2) Módulo Shap, (3) Módulo Mul Block,
(4) Módulo I2C, (5) Módulo Mon Counter, (6) Bloco Led Pulser, (7) Mul PLL, (8) Multiplexer de saída
do barramento VME.
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superior àquela que deverá ser usada, 40 MHz1. Mais ainda, os resultados obtidos com a opção
Resource Sharing habilitada não apresentam diferenças significativas na síntese, o que indica que
a área utilizada pelo firmware pode ser optimizada sem que o desempenho seja comprometido.
5.3 Requisitos Temporais
A partir dos ficheiros VQM e TLC, a ferramenta Quartus II gera o bitstream responsável
pela configuração da FPGA e o relatório com a análise temporal aos tempos Clock Setup Time
e Clock to Output Delay, já anteriormente descrita na secção 3.3.4.
Os nomes das saídas referidos nas tabelas seguintes correspondem àqueles dados na figura
4.1. Para sinais sem restrições (ou constrangimentos) o valor por defeito é 18ns depois do flanco
ascendente, correspondente a metade do período de qualquer um dos relógios do MICTP, e é
referido na tabela como Dv. Para as palavras de trigger e multiplicidade é apresentado o pior
caso encontrado nos respectivos pinos.
Da observação dos valores obtidos para o Clock Setup Time (CST), descritos na tabela 5.4a,
conclui-se que nenhuma das entradas da FPGA que se relacionam directamente com o módulo
MICTP viola as restrições temporais. Para entradas que possam estar disponíveis depois do
flanco descendente, o valor obtido tem sinal negativo.
A tabela 5.4b contém os dados relativos ao Clock Output Delay (COD), e confirma-se pelos
resultados que nenhuma das saídas do MICTP apresenta um atraso que possa comprometer a
leitura.
Após termos obtido os resultados positivos indicados nesta última tabela, ficou claro que
o código VHDL desenvolvido para o módulo MICTP poderia ser compilado para a FPGA e
poder-se-ia iniciar os testes em laboratório.
5.4 Upload do Firmware
Os ficheiros com o código VHDL, e outros gerados pelas diferentes ferramentas utilizadas no
desenvolvimento do firmware do MICTP, devem ser disponibilizados na página de Internet do
MUCTPI para que qualquer pessoa relacionada com o projecto possa consultar e/ou modificar
o código VHDL.
O envio dos ficheiros é feito utilizando o programa TortoiseCVS (ver figura 5.16) [34].
As pastas cujo conteúdo é disponibilizado possuem um visto verde, e o programa detecta auto-
maticamente quando algum ficheiro guardado nessas pastas sofre alguma modificação. Quando
o utilizador quer submeter a nova versão escolhe a opção CVS Commit... e é apresentada uma
janela que indica quais os ficheiros que irão ser enviados para a página. O utilizador pode
especificar as modificações efectuadas no campo denominado Comment. As antigas versões per-
manecem disponibilizadas na página de Internet. Os restantes utilizadores podem aceder a esta
nova versão seleccionando a opção CVS Update, pois o programa automaticamente reconhece
quais são os ficheiros que sofreram alterações e descarrega as novas versões. A página com o
firmare do MICTP pode ser consultada em [35].
5.5 Configuração da FPGA
Uma vez disponibilizados os ficheiros na página de Internet, podemos transmitir o bitstream
para a memória Flash do MUCTPI. Para efectuar a transmissão utiliza-se o programa Putty,
1Um dos previsíveis melhoramentos do LHC no futuro, é a duplicação da frequência de BCs para 80 MHz, o
que implica duplicar também a frequência dos relógios digitais. Os resultados da síntese indicam que este módulo
está dimensionado para suportar sem problemas essa duplicação.
73
5.5. CONFIGURAÇÃO DA FPGA CAPI´TULO 5. IMPLEMENTAÇÃO E VALIDAÇÃO DO MICTP
Origem Limites Valores





















Vme addr Dv 8.336
Vme data in Dv 9.147
vme read Dv 8.553
Vme write Dv 7.001
(a)
Módulo Limites Valores




mul word to fp Dv 7.802
Rout
mbk berr 8.000 5.288
mbk dat 8.000 5.856
mbl enabledriver 8.000 5.063
mbk rdy out 8.000 5.090
mbk vld 8.000 4.977










Vme data out Dv 6.893
(b)
Tabela 5.4: Registo do comportamento temporal dos sinais Clock Setup Time (a) e Clock Output Delay (b)
em ns.
74
CAPI´TULO 5. IMPLEMENTAÇÃO E VALIDAÇÃO DO MICTP 5.6. SOFTWARE DE BAIXO NÍVEL
Figura 5.16: Interface do programa TortoiseCVS.
um cliente SSH e TCP que também é utilizado para aceder aos menus do MICTP [36].
Uma shell do Putty, referida como pcphate14, é utilizada apenas para executar o ficheiro de
configuração setup muctpi.sh que inicializa as bibliotecas de programação e as rotinas utilizadas
na comunicação com os diferentes circuitos da PCB do MUCTPI desenvolvidos previamente
(ver figura 5.17). É também nesta shell que são modificados os ficheiros de texto utilizados nos
menus dos módulos, utilizando o editor VI embutido.
Para aceder aos menus dos diferentes componentes do MUCTPI abre-se a shell pcphate18 do
Putty. É nessa janela que podemos reconfigurar a memória Flash existente na PCB através do
comando srunner mictp.rbf. O protocolo encarregue da comunicação com a memória verifica se
o valor de Checksum (ver secção 3.3.4) é diferente do que se encontra armazenado e, caso o seja,
procede à substituição do bitstream. Para descarregar a nova configuração para a FPGA basta
fazer um reset à carta do VMEbus.
5.6 Software de Baixo Nível
Como todos os módulos do sistema MUCTPI comunicam através do barramento VME, foi
desenvolvido um programa que gera menus a partir de ficheiros XML. Nestes ficheiros deve estar
contida toda a informação acerca dos endereços e dos registos utilizados por um módulo.
Apesar de funcional, o menu gerado pelo programa é posteriormente modificado pelo respon-
sável pela manutenção do software de baixo nível, Ralf Spiwoks, a partir dos comentários feitos
no ficheiro XML pelo utilizador.
Na figura 5.18 podemos ver um excerto do ficheiro XML que contém as definições dos registos
MICTP. A hierarquia do código é a seguinte:
Block - início do intervalo de endereços definidos no ficheiro VME (ver secção 4.2.1);
Register - registo dentro do intervalo. É seguido pelo endereço e pelo tipo de dados que o
VME aceita (sempre D32 [25]);
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Figura 5.17: Shell pcphate14 do Putty.
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Figura 5.18: Excerto dos ficheiro XML dos registos do MICTP.
Field - informação dentro do registo. É acompanhado por uma máscara que permite apenas
escrever e/ou ler os bits referentes ao campo. A opção de ”numb” indica se o software deve
interpretar os valores como sendo números (”YES”) ou bits (”NO”).
Value - quando a informação consiste apenas de um bit, é prático associar o seu valor a uma
palavra. O campo Value serve este propósito e, a título de exemplo, na figura 5.18 podemos
ver que quando é lido o valor ’0’ no field da Win Flag é apresentada a mensagem ”OFF”.
<!– . . . –> - comentários. Devem indicar se o registo é de leitura e/ou de escrita, fazer uma
breve descrição e mencionar os valores possíveis.
Figura 5.19: Menu Principal do MICTP.
Na figura 5.19 podemos ver o menu principal do MICTP gerado a partir do código XML.
Apresenta-se de seguida um exemplo de configuração do módulo MICTP. O software que gera
o menu de configuração já foi utilizado em outros módulos, nomeadamente nos MIOCTs e no
MIBAK, e assim encontra-se devidamente testado e validado. Por isso, a seguinte descrição tem
um carácter meramente ilustrativo do funcionamento do menu de configuração.
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As configurações presentes nos blocos de modificação temporal do Módulo Shap são consulta-
das acedendo à primeira opção, como se observa na figura 5.20. Ainda nesta imagem podemos
ver que o bit Win Flag não está habilitado e por isso aparece a mensagem ”OFF”, tal como
estava escrito no ficheiro XML que gerou o menu (ver secção 5.6).
Figura 5.20: Menu MICTP - Módulo Shap (1).
As diferentes acções que podem ser escolhidas são assinaladas por números, podendo estas
modificar apenas um registo ou vários registos. Na figura 5.21 podemos ver que todos os sinais
temporais e as palavras de trigger e de multiplicidade podem ser configurados em simultâneo
ou individualmente. É também possível carregar as memórias de teste com informação lida a
partir de ficheiros de texto.
Na figura 5.22 pode-se observar a escrita e a leitura de uma configuração no bloco L1A Shap.
Os valores são descodificados para binário pelo software e são correctamente escritos no registo.
Todos os módulos que comunicam com o MUCTPI têm menus semelhantes aos aqui apresen-
tados, e o seu funcionamento é semelhante.
5.7 Validação em Laboratório
Na figura 5.24 podemos ver a placa MUCTPI implementada em laboratório. Para além da
realização dos testes que envolvem apenas o firmware do MICTP, foram estudados três cenários
para validar a comunicação com os módulos LTP, CTP e um módulo MIOCT (através do
MIBAK) e, a partir dos resultados obtidos, tentar confirmar o bom funcionamento das funções
lógicas executadas pelo MICTP implantado na FPGA. Estes testes são descritos nas subsecções
seguintes.
Os módulos LTP, CTP e MIOCT possuem um menu de configuração similar ao do MICTP.
78
CAPI´TULO 5. IMPLEMENTAÇÃO E VALIDAÇÃO DO MICTP 5.7. VALIDAÇÃO EM LABORATÓRIO
Figura 5.21: Menu MICTP - Módulo Shap (2).
Figura 5.22: Menu MICTP - Módulo Shap (3).
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O LTP é responsável pela geração dos sinais temporais (L1A, ORBIT, ECR e TST) que são
enviados para o MUCTPI, e dos relógios BCi (NIM e ECL). O menu interpreta o ficheiro
pg A.dat (ver figura 5.23) onde o utilizador define quais os sinais que devem ser emitidos e a sua
duração. O sinais TST e ECR são referidos no ficheiro como TST1 e BGo1, respectivamente.
As duas saídas do relógio BCi estão sempre habilitadas, cabendo ao firmware MICTP escolher
qual dos relógios o MUCTPI deve utilizar.
O firmware dos módulos MIOCT inclui contadores para os sinais temporais que recebe a
partir do MIBAK [6], com excepção do sinal MFE, cujos valores podem ser lidos no menu
correspondente. A informação necessária para o cálculo das palavras de multiplicidade provém
de ficheiros de texto previamente escritos para auxiliar nas simulações desse mesmo módulo.
Cada ficheiro de texto corresponde a um cenário distinto de palavras de multiplicidade, cujos
valores estão guardados em tabelas que podem ser consultadas.
Nos testes que envolvem o CTP foi utilizada a função snapshot do menu que permite observar
as palavras de multiplicidade recebidas pelo módulo durante uma janela de tempo fixa.
Figura 5.23: Ficheiro pg A.dat usado na configuração do módulo LTP.
5.7.1 Testes ao MICTP
Nesta secção são abordados os testes que não envolvem quaisquer circuitos que não estejam
localizados na PCB do MUCTPI.
A comunicação mais importante corresponde à comunicação do MICTP com o circuito delay25
através do barramento I2C. Sendo esse circuito responsável pela geração dos sinais de relógio
utilizados no MICTP nos restantes componentes da PCB, no caso da comunicação não ser
possível nenhum dos componentes na PCB poderá funcionar. Têm se ser habilitadas todas as
linhas de relógio e configurados todos os atrasos de fase.
Outros aspectos validados nos testes incluem a escolha do relógio BCi (NIM ou ECL), a escrita
nas RAMs de testes, a habilitação dos LEDs, a habilitação da Win flag, a recepção do sinal de
80
CAPI´TULO 5. IMPLEMENTAÇÃO E VALIDAÇÃO DO MICTP 5.7. VALIDAÇÃO EM LABORATÓRIO
relógio BCo disponível no painel frontal e a leitura dos registos do MICTP, verificando se estes
valores coincidem com os valores de arranque e com aqueles posteriormente configurados pelo
utilizador.
Em nenhum dos testes realizados se verificou qualquer anomalia.
Figura 5.24: Placa MUCTPI implementada em laboratório.
5.7.2 Formatação e Emissão dos Sinais temporais
Os sinais emitidos pelo LTP devem ser modificados pelo bloco Shap antes de serem emitidos
para o MIBAK, como foi descrito em 4.5.1. Estes sinais são depois enviados para o backplane
MIBAK que os distribuí para todo o sistema MUCTPI e os reenvia para o MICTP.
Como os sinais temporais recebidos pelo MICTP são definidos a partir do ficheiro pg A.dat do
LTP, podemos antever quais os valores existentes nos contadores dos MIOCTs pela configuração
dada a cada um dos blocos que integram o módulo Shap. Os sinais MFE e L1A devem também
acender os correspondentes LEDs no painel frontal.
Foram testadas várias configurações para a formatação dos sinais, e em todos os testes os
contadores dos MIOCTs reflectiram o resultado esperado. O LED do sinal MFE foi habilitado
de acordo com a frequência escolhida e em simultâneo com o LED do sinal L1A. Estes resultados
validaram o funcionamento das funções de formatação levadas a cabo pelo módulo Shap.
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5.7.3 Recepção e envio das Palavras de Multiplicidade
Os testes descritos nesta secção envolvem a recepção e o envio das palavras de multiplicidade
para o CTP.
As palavras de multiplicidade calculadas no MIOCT são recebidas pelo módulo Mul Block
que as deve remeter para o CTP através do painel frontal, como foi mencionado em 4.5.2.
As palavras de multiplicidade que são recebidas no CTP podem ser observadas com a função
snapshot já mencionada. Comparando estas com as palavras de multiplicidade calculadas pelos
MIOCts, e consultando os valores guardados nas tabelas, valida-se a transmissão realizada pelo
MICTP.
Posteriormente configurou-se o MICTP para que enviasse as palavras de multiplicidade guar-
dadas na MUL RAM, preenchida através do barramento VME ou com dados retirados de um
ficheiro de texto.
As palavras de multiplicidade foram remetidas com sucesso: o CTP recebe as palavras da
origem que o utilizador pretende, validando assim o funcionamento do módulo Mul Block e da
MUL PLL do MICTP.
5.7.4 Formação e Monitorização de Eventos
Os últimos testes realizados em laboratório avaliaram o processo de formatação e monitoriza-
ção de eventos do MICTP.
Na altura em que estes testes foram realizados o módulo MIROD não estava implementado
na FPGA, e como tal não foi possível avaliar o envio de eventos formados pelo MICTP através
do MIBAK.
Contudo, configurando o sinal MFE para ter uma frequência idêntica à do sinal L1A confirmou-
se que todos os eventos formados são guardados (com as devidas alterações) na FIFO Monitoring,
sendo assim possível examinar a informação dos eventos formados pelo MICTP e monitorizá-los.
O processo de formação e monitorização dos eventos envolve todos os módulos do MICTP, o
que leva à necessidade de ter em atenção diversos detalhes, dos quais se destacam:
Informação dos Eventos - tendo em conta os resets realizados e a configuração do módulo
Shap, podemos antever a informação dos valores de EVID, BCID, ECR Counter, Win Flag
e MONBUFFEN nos eventos.
Número de palavras por evento - formação de eventos com 1, 3, 5 e 7 palavras de multipli-
cidade e escrita correcta do número total de palavras num evento na última palavra desse
evento;
Palavras de Multiplicidade e Trigger - formação de eventos com palavras de multiplici-
dade e de trigger provenientes das RAMs de teste, do painel frontal e dos MIOCTs. Quando
em modo de teste, são também validados os diferentes modos de leitura das RAMs;
Habilitação do sinal BUSY - testar as diferentes configurações que podem conduzir à habi-
litação do sinal de Busy.
Estado das FIFOs - os registos de estado das FIFOs do MICTP podem ser consultados pelo
barramento VME. Pela quantidade de eventos formados e pelo modo de leitura das FIFOs
do bloco Derandomizer podemos comparar o valor registado com o que era esperado;
Monitorização de Eventos - depois de ter validado a formação de eventos, é necessário ve-
rificar a monitorização de eventos à frequência do sinal MFE. Para isso compara-se os
eventos armazenados em frequências de MFE diferentes da de L1A. Também se verifica a
ausência de informação na FIFO Monitoring efectuando a desabilitação de sinais MFE.
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Em todos os cenários, os eventos armazenados na FIFO Monitoring corresponderam ao que
especificado pelas configurações do MICTP.
Em última análise, estes testes validaram o bom funcionamento de todas as funções pelas
quais o MICTP é responsável, com excepção do envio de eventos para o MIROD (que não pôde
ser testado), e confirmou-se a satisfação dos requisitos impostos ao projecto.
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Neste capítulo são apresentadas as conclusões relativas ao trabalho desenvolvido e à expe-
riência entretanto adquirida.
6.1 Objectivos Propostos e Objectivos Alcançados
Numa apreciação geral, considera-se que os objectivos estabelecidos no início deste trabalho
foram plenamente conseguidos. A impossibilidade de verificar de facto a transmissão dos eventos
do MICTP para o MIROD não é da nossa responsabilidade, pois na altura em que o desenvolvi-
mento do trabalho se deu no CERN o módulo MIROD ainda não se encontrava implementado
em laboratório.
O objectivo de maior importância consistia na validação em laboratório das funções executadas
pelo módulo MICTP, desenvolvido na linguagem VHDL, e este foi alcançado.
Tendo como base o módulo previamente desenvolvido em [2], foi necessário reorganizar a
estrutura do módulo e alterar algumas especificações, o que correspondeu a desenvolver de novo
o código em VHDL para que a versão final satisfizesse as novas funcionalidades discutidas com
o grupo de projecto do MUCTPI no CERN. Para tirar partido das capacidades específicas da
FPGA, foram estudados em bastante detalhe a arquitectura e os recursos das FPGAs da Altera,
nomeadamente do modelo Stratix II EP2S60, de forma a optimizar os circuitos implementados
no módulo.
Aliado a este estudo, foi também necessário proceder à familiarização com o sistema de trigger
do ATLAS, recorrendo à documentação disponibilizada pelo CERN, dando especial ênfase aos
sistemas associados ao primeiro nível de trigger, o LVL1. Sem este estudo detalhado não teria
sido possível descrever correctamente o MICTP em termos funcionais e enquadrá-lo no sistema
global de detecção de muões do ATLAS.
As especificações de funcionamento e a arquitectura do CTP, do LTP, do MIBAK e do MIROD,
módulos que comunicam directamente com o MICTP, assim como dos barramentos VME e I2C,
tiveram que ser estudadas em detalhe para que o código aqui desenvolvido não apresentasse
incompatibilidades com aquele que descreve esses módulos.
O estudo aprofundado da linguagem VHDL, cada vez mais utilizada na implementação de
circuitos electrónicos digitais, e o conhecimento sólido sobre as características, vantagens e re-
cursos de cada uma das ferramentas utilizadas no decurso do trabalho revelam-se um importante
factor na minha formação académica e experiência profissional.
Na totalidade foram escritos alguns milhares de linhas de código (LOCs) em VHDL, código
este detalhada e profusamente comentado para permitir uma manutenção eficaz que, sem dúvida,
virá a ser feita. Naquele número de LOCs não são contabilizadas as linhas correspondentes aos
inúmeros ficheiros de teste criados para cada bloco e aos modelos simplificados do MIBAK e
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do MIROD que foram construídos. Para além disso, foram estudados detalhadamente mais
alguns milhares de linhas de código correspondentes aos barramentos VME, I2C, VmeEstimulus
e Mon Counter.
O firmware foi testado exaustivamente, por simulação, ao longo do processo de desenvolvi-
mento, e respondeu correctamente a todas as configurações que foram testadas. Para se poder si-
mular o comportamento do MICTP quando implementado na FGPA, foram desenvolvidos, como
foi referido anteriormente, modelos simplificados dos módulos MIBAK e MIROD. Em todos os
cenários, o módulo MICTP desempenhou as funções em acordo com as configurações impostas
pelo utilizador, e é compatível com os barramentos VME e I2C e com o bloco Mon Counter.
Os resultados das simulações funcionais corresponderam aos obtidos nas simulações post-layout,
o que demonstra que o circuito projectado satisfaz os requisitos a nível funcional.
Os resultados obtidos na síntese mostram que o MICTP ocupa uma área diminuta da FPGA
alvo e que utiliza os recursos disponíveis de forma eficaz, implementando correctamente a PLL
num bloco PLL da FPGA e as memórias RAM e FIFO nas diferentes memórias físicas da FPGA.
O objectivo de utilizar a menor área da FPGA que fosse possível na implantação justifica-se por
não se saber que outros módulos serão, no futuro, também implantados na mesma FPGA, nem
serem conhecidas as futuras especificações (e.g., aumento da dimensão das FIFOs e das RAMs do
MICTP para ser possível guardar a informação correspondente a uma maior sequência de BCs do
que aquela actualmente em vigor no LHC). Verifica-se também que o sistema pode funcionar com
relógios de frequências bastante superiores àquelas que o circuito delay25 é suposto transmitir.
Os requisitos temporais de recepção e de envio de valores pelas linhas de I/O da FPGA foram
cumpridos na sua totalidade e, por isso, não se espera a ocorrência de quaisquer problemas de
comunicação entre o MICTP e os restantes módulos da placa do MUCTPI, ou com circuitos
exteriores a ela.
A validação em laboratório, a tarefa final deste trabalho, permitiu avaliar o comportamento do
MICTP implantado na FPGA, a comunicação com módulos externos à placa e com o computa-
dor. Em todos os cenários, o módulo desempenhou correctamente as suas funções, encontrando-
se todos os parâmetros registados dentro dos limites dos objectivos propostos a nível funcional
e temporal.
O trabalho futuro a ser efectuado neste módulo consistirá possivelmente na sua adaptação a
alterações de especificações que venham a ser decididas pelo CERN.
6.2 Reflexão Crítica
Desde que foi feita a proposta para levar a cabo este projecto, iniciado, como já se referiu, em
2008, pela implementação em VHDL das funções do MICTP, até à sua validação no laboratório,
foi por nós adquirida uma vasta base de conhecimento na área de electrónica, com especial ênfase
na descrição de hardware digital e na utilização de circuitos reconfiguráveis.
O estudo das funções do MICTP, implementadas de acordo com os parâmetros estabelecidos
a nível funcional, temporal e de comunicação, a aprendizagem da linguagem de descrição de
circuitos VHDL, o domínio das ferramentas de desenvolvimento do código e de simulação, a
identificação e a resolução dos vários problemas que foram aparecendo ao longo da realização
do projecto, a optimização final do desempenho do firmware, assim como os testes realizados
em laboratório, permitiram o desenvolvimento de competências pessoais que considero muito





Neste anexo apresentam-se os registos que servem para configurar e ler os parâmetros de
funcionamento e os valores de monitorização dos módulos apresentados na secção 4.5.
A.1 Registos do Módulo Shap
bits W/R Registo do bloco L1A Shap: 0x00000
2 . . . 0 W/R duração do atraso introduzido pelas pipelines
(valores possíveis: entre 1 a 8 períodos de relógio)
4 . . . 3 W/R valor mínimo de períodos de relógio entre sinais
L1A consecutivos (valores possíveis: 1, 3, 5 e 7)
5 W reset de Win flag
R valor em Win flag
bits W/R Registo do bloco TST Shap: 0x00001
4 . . . 0 W/R duração do atraso introduzido pelas pipelines
(valores possíveis: entre 1 a 32 períodos de relógio)
bits W/R Registo do bloco ECR Shap: 0x00002
7 . . . 0 W/R duração do sinal ECR
(programável de 1 a 256 períodos de relógio)
bits W/R Registo do bloco ORBIT Shap: 0x00003
7 . . . 0 W/R duração do sinal ORBIT
(programável de 1 a 256 períodos de relógio)
bits W/R Registo do bloco MFE Shap: 0x00004
15 . . . 0 W/R programação do rácio de frequência entre os sinais
MFE e L1A (valores possíveis: 1 a 65536)
16 W/R Habilitação do bloco
bits W/R Registo de Sincronização: 0x00005
5 . . . 0 W/R Escolha do flanco de relógio (’1’ - positivo; ’0’ - negativo)
que os sinais devem ser sincronizados. Do bit 5 ao bit 0:
L1A, ECR, ORBIT, TST, palavra de multiplicidade,
palavra de trigger
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bits W/R Registo do sinal Selxbc: 0x00006
0 W/R Escolha do relógio BCi do painel frontal.
Caso ’1’ deve ser a entrada NIM, quando ’0’ a ECL.
bits W/R Registo do sinal Noxbc: 0x00007
0 W/R caso ’0’, o relógio BCo está disponível no painel frontal.
A.2 Registos do Módulo Rout
bits W/R Registo do bloco Ttypes : 0x00100
0 W/R caso ’0’, o endereço de leitura incrementa em cada L1A,
caso ’1’, o endereço de leitura incrementa em cada L1A
se o sinal TST estiver a ’1’
1 W/R caso ’0’, a palavra de trigger provém do painel frontal;
caso ’1’, a palavra de trigger provém da RAM Ttypes Test
4 . . . 2 W/R atraso definido pelas pipelines do bloco Ttypes
(valores possíveis: entre 1 a 8 períodos de relógio)
12 . . . 5 R última palavra de trigger usada na formação de um evento
bits W/R Registo de Reset de Ttypes Test : 0x00101
0 W reset do endereço de leitura da RAM Ttypes Test
bits W/R Registo do valor MNBR : 0x00102
3 . . . 0 W/R valor de MNBR
bits W/R Registo do valor BCR Offset : 0x00103
11 . . . 0 W/R valor de BCR Offet
bits W/R Registo de Configuração do Readout: 0x00104
1 . . . 0 W/R valor do tempo de escrita dos valores de multiplicidade
(valores possíveis: 1, 3, 5 e 7)
5 . . . 2 W/R números de palavras que faltam para a FIFO Mulros
fique cheia. Controla a flag almost full dessa FIFO
7 . . . 6 W/R transmissão de dados entre o bloco Derandomizer e a
FIFO Readout:
”11” → sempre que haja dados
”10” → as flags almost full das FIFOs Readout e Monitoring
tem de estar a ’0’
”01” → a flag almost full da FIFO Monitoring tem de estar a ’0’
”00” → a flag almost full da FIFO Readout tem de estar a ’0’
9 . . . 8 W/R definição do sinal de BUSY :
”1X” → o sinal está sempre a ’0’
”01” → flag almost full da FIFO Mulros
”00” → o sinal está sempre a ’1’
bits W/R Registo de Identificação: 0x00105
0 W reset do valor de EVID e de ECR Counter
23 . . . 0 R valor em ECR Counter
31 . . . 24 R valor em EVID
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bits W/R Registo de Status do Derandomizer: 0x00106
0 W reset das FIFOs Deran Ctrl e Mulros
8 . . . 0 R número de palavras na FIFO Mulros
9 R caso igual ’1’, a FIFO Mulros está cheia
10 R caso igual ’1’, a FIFO Mulros está vazia
19 . . . 11 R número de palavras na FIFO Deran Ctrl
20 R caso igual ’1’, a FIFO Deran Ctrl está cheia
21 R caso igual ’1’, a FIFO Deran Ctrl está vazia
bits W/R Registo de configuração de escrita
na FIFO Monitoring : 0x00107
1 . . . 0 W/R escrita na FIFO Monitoring:
”0X” → não escrever qualquer evento
”11” → escrever todos os eventos
”10” → escrever apenas os eventos em que a flag
MONBUFFEN está habilitada
bits W/R Registo de Status da FIFO Readout: 0x00108
0 W reset da FIFO Readout
9 . . . 0 R número de palavras na FIFO Readout
10 R caso igual a ’1’, a FIFO Readout está cheia
11 R caso igual a ’1’, a FIFO está a 64, ou menos, palavras
de ficar cheia
bits W/R Registo de Status da FIFO Monitoring: 0x00109
0 W reset da FIFO Monitoring
9 . . . 0 R número de palavras na FIFO Monitoring
10 R caso igual a ’1’, a FIFO Monitoring está cheia
11 R caso igual a ’1’, a FIFO está a 64, ou menos, palavras
de ficar cheia
bits W/R Registo de Status do sinal BUSY : 0x0010A
0 R caso igual a ’1’, o sinal Busy está habilitado
bits W/R Registo de configuração de leitura dos Eventos :0x0010B
0 W/R caso igual a ’1’, o MICTP deve transmitir os eventos armazenados
na FIFO Readout para a MIBAK
bits W/R Registo de Event Counter: 0x0010C
0 W reset do contador de eventos transmitidos
23 . . . 0 R valor de eventos transmitidos com sucesso
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A.3 Registos do Módulo Mul Block
bits W/R Registo de Configuração do Módulo Mul Block: 0x00300
0 W/R caso ’0’, as palavras de multiplicidade provêm da MIBAK
caso ’1’, são definidas pela RAM Mul Ram
1 W/R caso ’1’, permite incrementar o endereço de leitura da RAM Mul Ram
2 W/R caso ’0’, o endereço de leitura incrementa se o sinal TST estiver a ’1’
caso ’1’, o endereço de leitura incrementa em cada flanco ascendente
do relógio tt bck mul
7 . . . 3 W/R duração do atraso definido pelas pipelines
(entre 1 e 32 períodos de relógio)
bits W/R Registo de Reset de Mul Ram: 0x00301
0 W reset do endereço de leitura da RAM Mul Ram
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Código VHDL do Bloco
Derandomizer
Neste anexo encontra-se o código VHDL que descreve o comportamento do bloco Derandomi-
zer. O objectivo desta exposição é o de mostrar um bom exemplo do código VHDL desenvolvido
ao longo do trabalho.
-------------------------------------------------------------------------------
-- Title : Derandomizer
-- Project : MICTP - Rout Module
-------------------------------------------------------------------------------
-- File : derandomizer.vhd
-- Author : Bruno Jesus Fernandes (Bruno.Jesus.Rodrigues.Fernandes@cern.ch)
-- Company :
-- Created : 28-02-2009
-- Last update: 2009-05-26
-- Platform :
-- Standard : VHDL’87
-------------------------------------------------------------------------------
-- Description: The derandomizer block contains two FIFOs. A 512 words by 54 bits
-- FIFO receives as input the EVID(23..0), the BCID(11..0), the
-- TTYPE(7..0) words, the ECR counter(7 downto 0) the MONBUFEN and
-- the WIN FLAG bits. A 512 words by 24 bits receives the multiplicity
-- data word (MULROS(17..0)) and the low order bit of the BCID(4..0).
-- For each L1A, several words before and after the actual L1AI are
-- written into the 512*24-bit FIFO according to the window size
-- chosen, and one word is written into the 512*54-bit FIFO. The
-- actual readout is started when all derandomizer FIFOs output
-- ready flags are set. Two more conditions can be taken into account:
-- - if input ready and the almost full flag of the readout FIFO
-- and the monitoring FIFO also have to be set.
-- - if the input ready and the almost full flag of the monitoring
-- FIFO also have to be set.
-------------------------------------------------------------------------------
-- Copyright (c) 2009
-------------------------------------------------------------------------------
-- Revisions :
-- Date Version Author Description
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-- 28-02-2009 1.0 bruno Created
-------------------------------------------------------------------------------
-- Commun VHDL Libraries
library ieee;
use ieee.std logic 1164.all;
use ieee.numeric std.all;
-- Rout Module Library
library routblock;
use routblock.routblocklib.all;







rst : in std logic;
clk : in std logic;
-- Number of Multiplicites Word by Event
mulros window : in std logic vector (1 downto 0);
-- MNBR Value
mnbr : in std logic vector (3 downto 0);
-- Win Flag
WIN flag : in std logic;
-- Output BUSY Configuration
busy control : in std logic vector (1 downto 0);
-- Read from FIFOs of Derandomizer to FIFO Readout
output control : in std logic vector (1 downto 0);
-- FIFO DeranCtrl and Mulros Reset
fifos reset : in std logic;
-- FIFO Readout inputs
readout fifo alm full : in std logic;
monitor fifo alm full : in std logic;
monitor fifo config : in std logic vector(1 downto 0);
-- Fifo deran ctrl inputs
fifo deran write : in std logic;
EVID : in std logic vector (23 downto 0);
BCID : in std logic vector (11 downto 0);
ECR counter : in std logic vector (7 downto 0);
MONBUFFEN : in std logic;
TTYPES word : in std logic vector (7 downto 0);
-- Fifo deran ctrl status
fifo deran full : out std logic;
fifo deran empty : out std logic;
fifo deran words : out std logic vector (fifo deran Ctrl widthad-1 downto 0);
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-- Fifo mulros inputs
fifo mulros write : in std logic;
MULROS : in std logic vector (17 downto 0);
fifo almost reg : in std logic vector (3 downto 0);
-- Fifo mulros Status
fifo mulros full : out std logic;
fifo mulros empty : out std logic;
fifo mulros words : out std logic vector (fifo mulros widthad-1 downto 0);
-- Outpus
fifo readout write : out std logic;
fifo monitor write : out std logic;
L1A shap sclr win flag : out std logic;
busy : out std logic;
readout event output : out std logic vector (35 downto 0));
end derandomizer;







add ram output register : STRING;
almost full value : NATURAL;
intended device family : STRING;
lpm numwords : NATURAL;
lpm showahead : STRING;
lpm type : STRING;
lpm width : NATURAL;
lpm widthu : NATURAL;
overflow checking : STRING;
underflow checking : STRING;
use eab : STRING);
port (
almost full : OUT STD LOGIC;
usedw : OUT STD LOGIC VECTOR (lpm widthu-1 DOWNTO 0);
rdreq : IN STD LOGIC;
sclr : IN STD LOGIC;
empty : OUT STD LOGIC;
aclr : IN STD LOGIC;
clock : IN STD LOGIC;
q : OUT STD LOGIC VECTOR (lpm width-1 DOWNTO 0);
wrreq : IN STD LOGIC;
data : IN STD LOGIC VECTOR (lpm width-1 DOWNTO 0);
full : OUT STD LOGIC);
end component;
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signal mulros read : std logic;
signal fifo mulros full s : std logic;
signal fifo mulros words s : std logic vector(fifo mulros widthad-1 downto 0);
signal fifo mulros input : std logic vector(22 downto 0);
signal fifo mulros output : std logic vector(22 downto 0);
signal fifo mulros empty s : std logic;
signal fifo readout write s : std logic;
signal fifo monitor write s : std logic;
signal deran read : std logic;
signal fifo deran ctrl input : std logic vector(53 downto 0);
signal fifo deran output : std logic vector(53 downto 0);
signal fifo deran empty s : std logic;
signal cycle count : unsigned (3 downto 0);
signal data format : unsigned (3 downto 0);
signal derandomizer output ready : std logic;
------------------------------------------------------------------------------
begin -- behavioral
fifo mulros input <= BCID(4 downto 0) & MULROS;
fifo mulros full <= fifo mulros full s;
fifo mulros words <= fifo mulros words s;
fifo mulros empty <= fifo mulros empty s;
fifo deran ctrl input <= win flag & MONBUFFEN & TTYPES word & ECR counter & BCID & EVID;
fifo deran empty <= fifo deran empty s;
fifo readout write <= fifo readout write s;
-----------------------------------------------------------------------------
-- Writing on FIFO Readout
-----------------------------------------------------------------------------
derandomizer output ready <=
-- No new data
’0’ when (fifo deran empty s = ’1’ or fifo mulros empty s = ’1’) else
-- don’t care about flags
’1’ when output control = ”11” else
-- both flags
(not(readout fifo alm full) and not(monitor fifo alm full)) when output control = ”10” else
-- monitor almost full flag
not(monitor fifo alm full) when output control = ”01” else
-- readout almost full flag
not(readout fifo alm full);
94
APEˆNDICE B. CÓDIGO VHDL DO BLOCO DERANDOMIZER
-----------------------------------------------------------------------------
-- Number of words in a Event
-----------------------------------------------------------------------------
data format <= resize((unsigned(mulros˙window)*2), 4) +4;
-----------------------------------------------------------------------------
-- Monitoring FIFO Write config
-----------------------------------------------------------------------------
fifo monitor write <=
-- FIFO Monitoring Disable
’0’ when monitor fifo config(1) = ’0’ else
-- Write all Events
fifo readout write s when monitor fifo config(0) = ’1’ else
-- Only Events with MONBUFFEN = ’1’






’0’ when busy control(1) = ’1’ else
-- Allways On
’1’ when busy control(0) = ’0’ else
-- FIFO Mulros almost full flag
’1’ when ((unsigned(fifo mulros words s) <= (fifo mulros total words
-unsigned(fifo almost reg))) or fifo mulros full s = ’1’) else ’0’;
-----------------------------------------------------------------------------
-----------------------------------------------------------------------
-- Output to Readout and Monitoring FIFOs
-----------------------------------------------------------------------
event out : process (rst, clk)
begin
if rst = ’1’ then -- assyncronous reset
L1A shap sclr win flag <= ’0’;
deran read <= ’0’;
cycle count <= (others => ’0’);
readout event output <= (others => ’0’);
mulros read <= ’0’;
fifo readout write s <= ’0’;
fifo monitor write s <= ’0’;
elsif rising edge(clk) then
L1A shap sclr win flag <= ’0’;
deran read <= ’0’;
cycle count <= (others => ’0’);
readout event output <= (others => ’0’);
mulros read <= ’0’;
fifo readout write s <= ’0’;
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fifo monitor write s <= ’0’;
-----------------------------------------------------------------------
-- Reset of Win Flag on L1A Shap Block
-----------------------------------------------------------------------
if (fifo deran write = ’1’and win flag = ’1’) then









if (derandomizer output ready = ’1’ and cycle count = 0) then
deran read <= ’1’;





if cycle count /= 0 then
cycle count <= cycle count +1;
mulros read <= ’1’;
fifo readout write s <= ’1’;
fifo monitor write s <= fifo deran output(52);
if cycle count = 1 then
mulros read <= ’0’;
fifo readout write s <= ’0’;
fifo monitor write s <= ’0’;
-------------------------------------------------------------------
elsif cycle count = 2 then -- header1 word
readout event output(35 downto 28) <= x”E” & mnbr;
readout event output(23 downto 0) <= fifo deran output(23 downto 0);
-------------------------------------------------------------------
elsif cycle count = 3 then -- header2 word
readout event output(28 downto 0) <= fifo deran output(52 downto 24);
-------------------------------------------------------------------
elsif cycle count = data format+1 then -- trailer word
mulros read <= ’0’;
cycle count <= (others => ’0’);
readout event output(35 downto 32) <= x”F”;
readout event output(27 downto 9) <= fifo mulros output(17 downto 0)
& fifo deran output(53);
readout event output(3 downto 0) <= std logic vector(data format);
-------------------------------------------------------------------
else -- multiplicity words
readout event output(31 downto 27) <= fifo mulros output(22 downto 18);
readout event output(17 downto 0) <= fifo mulros output(17 downto 0);
-------------------------------------------------------------------
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if cycle count = data format then -- last multiplicity word













mulros scfifo : scfifo
GENERIC MAP (
add ram output register => ”ON”,
almost full value => fifo mulros size-64,
intended device family => ”Stratix II”,
lpm numwords => fifo mulros size,
lpm showahead => ”OFF”,
lpm type => ”scfifo”,
lpm width => fifo mulros width,
lpm widthu => fifo mulros widthad,
overflow checking => ”ON”,
underflow checking => ”ON”,
use eab => ”ON”
)
PORT MAP (
rdreq => mulros read,
sclr => fifos reset,
aclr => rst,
clock => clk,
wrreq => fifo mulros write,
data => fifo mulros input,
almost full => open,
usedw => fifo mulros words s,
empty => fifo mulros empty s,
q => fifo mulros output,
full => fifo mulros full s
);
-- FIFO Deran Ctrl
fifo deran ctrl : scfifo
GENERIC MAP (
add ram output register => ”ON”,
almost full value => fifo deran Ctrl size-64,
intended device family => ”Stratix II”,
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lpm numwords => fifo deran Ctrl size,
lpm showahead => ”OFF”,
lpm type => ”scfifo”,
lpm width => fifo deran Ctrl width,
lpm widthu => fifo deran Ctrl widthad,
overflow checking => ”ON”,
underflow checking => ”ON”,
use eab => ”ON”
)
PORT MAP (
rdreq => deran read,
sclr => fifos reset,
aclr => rst,
clock => clk,
wrreq => fifo deran write,
data => fifo deran ctrl input,
almost full => open,
usedw => fifo deran words,
empty => fifo deran empty s,
q => fifo deran output,
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