CFD model of fluid flow and particle deposition during cryogenic condensation by Hendry JR et al.
CFD Model of Fluid Flow and Particle Deposition during Cryogenic Condensation 1 
 2 
James R. Hendry1,a, Jonathan G.M. Leea, Michael J. Battruma 3 
 4 
aSchool of Engineering, Newcastle University, United Kingdom. 5 
 6 
1 Corresponding author: James R. Hendry, (james.hendry@ncl.ac.uk, +44 191 208 5747), 7 
School of Engineering, Merz Court, Newcastle University, United Kingdom.  8 
 9 
Graphical Abstract  10 
 11 
Highlights 12 
- A CFD model of gas flow in a cryogenic condenser is presented. 13 
- The CFD model is compared to experimental results using particle image velocimetry. 14 
- DPM provides insight into main factors affecting benzene particle deposition. 15 
- A dynamic DPM model of particle formation is presented.  16 
 17 
Abstract 18 
Cryogenic condensation is an attractive option for controlling VOC emissions. Cryogenic 19 
condensation can offer lower operational costs than conventional abatement technologies like 20 
thermal oxidation and adsorption. At the low temperatures (ca. -100°C) used in cryogenic 21 
condensation, many high melting point VOCs will freeze or desublimate. A fine particulate 22 
solid could form under the temperature gradients inside the condenser, becoming entrained in 23 
the gas phase on exit. This paper reports results in modelling the process using CFD. In this 24 
paper we present an inert DPM model in 3D and a dynamic DPM model in 2D to investigate 25 
this problem through CFD. 26 
The 3D results demonstrate particles must grow beyond a certain size to prevent entrainment 27 
in the outlet gas flow. These sizes are: 12μm at 150 Nm³/hr (Stk99% = 0.18 at Redh = 4600); 28 
16μm at 100 Nm³/hr (Stk99% = 0.22 at Redh = 3000); 23μm at 50 Nm³/hr (Stk99% = 0.23 at 29 
Redh = 1500). The 2D results demonstrate a DPM model (Eulerian-Lagrangian model) of 30 
nucleation and growth of particles during cryogenic condensation.  31 
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Abbreviations: 40 
CFD  Computational fluid dynamics 41 
DPM  Discrete phase model (Eulerian-Lagrangian model) 42 
NSAID Non-steroidal anti-inflammatory drug  43 
PIV  Particle image velocimetry.  44 
RTO  Regenerative thermal oxidiser 45 
SST  Shear-Stress Transport model. 46 
VOC  Volatile organic compounds 47 
  48 
Nomenclature 49 
Symbol  Units  Description  
J [nuclei/m3s] Nucleation rate 
M [kg/mol] Molar mass 
NA 6.022 x10
23 [mol-1] Avogadro’s constant 
P  [Pa]  Pressure  
Pe [Pa] Equilibrium vapour pressure  
R 8.314 [J/mol-K] Universal gas constant 
Red hydraulic  Reynolds number, channel hydraulic diameter 
S  Dimensionless degree of supersaturation  
T [K] Temperature 
u m/s Velocity component in the x-direction 
v m/s Velocity component in the y-direction 
y+  Distance from the wall. Made dimensionless by 
friction velocity and kinematic viscosity. 
ρp [kg/m3] Particle density 
σ [N/m] Interfacial energy 
 50 
1 Introduction 51 
Volatile organic compounds (VOCs) are a broad class of industrial emissions. Representing 52 
around 7-10% of industrial atmospheric pollutants (Delhomenie and Heitz, 2005), VOCs can 53 
have a range of chemical properties. This has consequences for abating VOC emissions from 54 
industrial processes that use or generate them. Different VOCs may pose a variety of 55 
environmental risks, such as toxicity and carcinogenicity, and these risks inform the emission 56 
controls set by environmental regulators. The material properties of different VOCs affects 57 
the choice of abatement technologies available for controlling atmospheric emissions.  58 
 59 
Cryogenic condensation has recently become commercially available as a practical option for 60 
industrial VOC abatement. Recent uptake in the speciality chemicals sector has been driven 61 
by commercially available, skid-mounted units, that can be installed and operated quickly and 62 
reliably. These units often use liquid nitrogen to achieve very low temperatures (ca. -100°C) 63 
to condense VOC vapours from vent gases through indirect heat exchange. The low 64 
temperatures allow VOC concentrations in atmospheric emissions to be controlled down to 65 
low levels. The recovered condensate is usually disposed of (through off-site incineration), 66 
but can also be re-used in the upstream process.  67 
 68 
In speciality chemical industries such as pharmaceuticals, nitrogen is commonly used to 69 
create an inert atmosphere in vessel headspace. This is known as inertion or blanketing. On 70 
many industrial sites, nitrogen is supplied as a liquid, and it is raised to nitrogen gas either 71 
using an ambient air vapouriser (heat exchange with the atmosphere), or a water bath 72 
vapouriser (heat exchange with steam). Cryogenic condensation instead makes use of the 73 
cooling effect of this liquid nitrogen; as a result the energy costs associated with cryogenic 74 
condensation systems are often lower than competing abatement technologies. Pure nitrogen 75 
is vaporised in cryogenic condenser systems, making it suitable for use in upstream processes 76 
such as vessel inertion. 77 
 78 
Low melting point VOCs are most applicable to abatement through cryogenic condensation. 79 
However most cryogenic condensers are designed to accommodate freezing water ice 80 
through periodic defrost cycles. Pseudo-continuous operation may be achieved by alternating 81 
between two cryogenic condenser systems. High melting point VOCs such as benzene are 82 
expected to solidify during cryogenic condensation.  83 
 84 
This research focuses the potential applicability of cryogenic condensation to removing 85 
benzene vapours from an industrial vent gas stream. The industrial partners for the research 86 
use benzene in a commercial manufacturing process for an established non-steroidal anti-87 
inflammatory drug (NSAID). Benzene-laden vent gases are produced as a result of this 88 
process. Bulk benzene vapour removal is currently accomplished using processes such as 89 
toluene scrubbing, whilst final control down to the ppm level is achieved using regenerative 90 
thermal oxidation (RTO). Operating this RTO currently incurs £140,000 per annum in energy 91 
costs. This work aims to investigate replacing this RTO with a cryogenic condenser.  92 
 93 
Benzene has a triple point temperature of 5.53°C and triple point pressure of 4785 Pa 94 
(Goodwin, 1988). In the case-under-study, the untreated vent gases are expected to enter the 95 
cryogenic condenser at a benzene partial pressure of 543 Pa (= 19 g/Nm³). Benzene is 96 
expected to desublimate rather than condense, forming a solid phase directly from the gas. 97 
This could impact the efficiency of the cryogenic condenser in controlling benzene emissions 98 
to the target 5mg/Nm3 required in environmental regulations (Simmons, 2009). Rapid cooling 99 
could lead to the formation of fine particulate that becomes entrained in the gas phase and 100 
exits the condenser.  101 
 102 
This paper presents results in modelling this process in CFD. The methods section gives a 103 
background to the approaches used. The results presented show a basic 3D CFD study of the 104 
cryogenic condenser and validate this against a particle image velocimetry experiment. The 105 
dynamics of nucleation and growth are modelled in a 2D domain, giving some insight to 106 
these processes as they occur in the condenser.  107 
 108 
2 Methods: flow modelling 109 
This section describes the methods used in generating the CFD model. This geometry and 110 
mesh have been created using the commercial software package Ansys Workbench v.15. The 111 
CFD simulation has been conducted in Ansys Fluent v.15.0.7.   112 
 113 
2.1 Geometry 114 
 115 
Fig. 1. Plate-in-shell geometry of the cryogenic condenser. 116 
 117 
The geometry of the cryogenic condenser consists of a plate-in-shell heat exchanger. A 118 
schematic of the design is shown in Fig. 1. This design is similar to the Kelvion GmbH Pluto 119 
desublimator available commercially (Kelvion GmbH, 2017). This design is appropriate due 120 
to the robustness against stresses (from thermal stress and solids formation) that is provided 121 
by the mechanically independent plate construction. 122 
 123 
The CFD model geometry was created to represent the space between two plates in the 124 
condenser on the process-side. This effective “process-side plate” has the overall dimensions 125 
of 1980x235x11.8mm. The baffle cut is 30% and the baffle spacing varies from 165-105mm 126 
along the plate length. The geometry extensions at the inlet and outlet are representative of 127 
the condenser shell. The inlet extension provides a developed flow profile entering the 128 
exchanger while the outlet extension included a porous zone preventing reverse flow at the 129 
outlet. A symmetry plane, down the centre of the model, was applied to improve convergence 130 
and reduce computational load. The symmetry plane had no adverse effects on the 131 
comparison between the CFD model and experiment.  132 
 133 
2.2 Meshing and grid independence 134 
 135 
A low-Re shear-stress transport (SST) turbulence model (Menter et al, 2003) has been used in 136 
this work. This turbulence model resolves the boundary layer. The wall-adjacent mesh 137 
elements must typically have a height equivalent to a dimensionless wall distance y+ = 1. This 138 
mesh size then increases geometrically from the first cell, a common ratio (cell growth rate) 139 
defines this geometric scaling.  140 
 141 
Grid independence was established using a 2D simplification of the geometry. This 142 
simplified geometry also truncated the flow domain to the last four baffles in the heat 143 
exchanger. From an initial coarse grid, two refinements (medium, fine) and one coarsening 144 
(very coarse) were created. Grid independence was established for the recommended (Liu 145 
and Qin, 2015) cell growth rate of 1.1, but an additional 2D mesh was generated to assess the 146 
effect of increasing this to 1.2. This produced an acceptable computational load in the final 147 
3D mesh. 148 
 149 
The result of the mesh independence study is given in Table 1. Pressure drop was sampled 150 
across gaps between the 2nd and 4th baffle in the 2D geometry. (Baffles have been numbered 151 
according to the order in which the gas flow reaches them: The 1st baffle is nearest the inlet, 152 
last baffle is nearest the outlet). Flow detaches from the edge of the baffle and reattaches to 153 
the adjacent wall boundary, see Fig. 2. The reattachment point was found using the method 154 
described in Haque et al (2007). Table 1 gives the x-coordinate relative to the fine mesh 155 
result. The results shown in Table 1 indicate the medium mesh with a growth rate of 1.2 is 156 
suitable for meshing the geometry. This sizing compared favourably with the results for the 157 
original fine and medium mesh. 158 
 159 
Fig. 2. Illustration of main jet flow reattachment (i) 3rd and 4th baffles, (ii) reattachment point. 160 
 161 
Table 1. Establishing grid independence. 162 
 very coarse coarse medium fine medium (growth rate = 1.2) 
first cell height (µm) 22.4 11.2 5.6 2.8 5.6 
pressure drop (Pa) 71.37 73.54 73.13 73.13 73.11 
reattachment location (mm) 2.04 0.29 0.26 0 -0.083 
 163 
The resulting 3D mesh of the geometry, shown in Fig. 3 consisted of 6.8 million hexahedral 164 
mesh cells. This met criteria for cell quality metrics in skewness and orthogonal quality as 165 
shown in Table 2. This established the mesh as appropriate for this modelling work. An 166 
identical mesh was scaled down (1:2.35) to model flows in the similitude model, as it shared 167 
geometric similarity with the full-scale cryogenic condenser.  168 
 169 
Fig. 3. Mesh used in simulation. (i) view from z+ direction, (ii) enlarged image showing 170 
refinement at baffle tip, (iii) enlarged view from x+ direction, showing near-wall refinement 171 
in the 3rd dimension.  172 
  173 
Table 2. Establishing mesh quality metrics 174 
3D mesh (med, g = 1.2) acceptance criteria 
skewness  
max 0.77 < 0.9 
average 0.23 < 0.33 
orthogonal quality  
min  0.12 > 0.01 
average 0.87  
 175 
2.3 Boundary conditions  176 
The simulation was steady-state with a uniform, face-normal velocity inlet and a constant 177 
pressure outlet. Three simulations were created, velocities at the inlet were chosen to model 178 
three different vent gas flowrates: 150 Nm³/hr; 100 Nm³/hr and 50 Nm³/hr. These flow rates 179 
cover the expected operating range of the cryogenic condenser in the NSAID process. The 180 
inlet temperature was set to 281K based on annual average ambient temperatures at the 181 
proposed location. Pipework lengths mean that the gas is likely to approach ambient 182 
temperature before reaching the cryogenic condenser. As the cryogenic condenser vents to 183 
atmosphere, the outlet was set to 0Pa gauge pressure. This gave pressure drops of 319 Pa 184 
(150Nm3/hr), 140 Pa (100Nm3/hr), and 34 Pa (50Nm3/hr), or inlet pressures of 101644 Pa, 185 
101465 Pa, 101359 Pa respectively.   186 
 187 
Heat exchange was approximated, by enforcing a linear temperature profile at the wall 188 
boundary representing the condenser plate. The linear wall temperature approximates 189 
counter-current, sensible heat exchange for the coolant flow. This wall temperature profile 190 
ranged from -60°C at the base of the plate, to -100°C at the top of the plate, based on the 191 
expected operating conditions of the cryogenic condenser. Cryogenic condensers often use an 192 
intermediate ‘buffer’ heat transfer fluid in order to control the adverse effects of the extreme 193 
cold of boiling liquid nitrogen. When such an intermediate heat transfer fluid is used, heat 194 
transfer on the coolant side of the cryogenic condenser consists of sensible heat. The control 195 
system for a condenser should be as shown in Sinott (1993, p.198): coolant flows are 196 
controlled to achieve a desired outlet temperature on the process-side. Given that:  197 
(a) the intermediate heat transfer fluid will exchange sensible heat, 198 
(b) coolant flows will be controlled by a process controller (not constant) and, 199 
(c) the plate construction (stainless steel is typically high thermal conductivity and not the 200 
dominant resistance to heat transfer) is unlikely to contribute to heat transfer characteristics, 201 
the linear wall temperature is an appropriate simplification for modelling heat exchange in 202 
the cryogenic condenser CFD model.  203 
 204 
Particles were modelled using an Eulerian-Lagrangian approach, also known as a discrete 205 
phase model (DPM). Surfaces representing the condenser components were set to capture 206 
particles on collision. The effect of turbulence on particle trajectories was included through a 207 
discrete random walk model, using ten repeats per injection. Thermophoresis, significant 208 
under the high temperature gradients in parts of the cryogenic condenser, was modelled using 209 
the Talbot coefficient (Talbot et al, 1980). The point of maximum temperature gradient is 210 
shown in Fig. 4. 211 
 212 
Fig. 4. Wall heat flux in the CFD model.  213 
 214 
2.4 Material properties 215 
In the cryogenic condenser, the inlet gas flow is expected to consist predominantly of 216 
nitrogen. This is expected to be saturated with water vapour (8 g/Nm³), as it passes through 217 
an aqueous absorption stage to remove acid gases immediately upstream of the cryogenic 218 
condenser. An inlet benzene vapour concentration of 19 g/Nm³ is expected based on 219 
historical emissions data from the NSAID process.  220 
 221 
In the 3D CFD model, the gas phase was simulated as pure nitrogen. This is the main 222 
constituent of the vent gases from the NSAID process, which are returned from vessel 223 
headspace inertion contaminated with benzene vapours from the process. Density was 224 
approximated using the incompressible ideal gas law. Heat capacity was set to a constant 225 
1.043 kJ/kg-K. Thermal conductivity was approximated as a straight line fit to temperature-226 
dependency over the range of temperatures in the simulation. The dynamic viscosity was set 227 
using Sunderland’s formula. These properties were compared to values from NIST (2017) 228 
and found to be within 1% error over the range of relevant temperatures.  229 
 230 
For the DPM study the inert particles were assigned constant physical properties 231 
approximating solid benzene (Density 1016 kg/m³, Heat capacity 1.246 kJ/kg-K, thermal 232 
conductivity 0.285 W/m-K). A correction to the particle drag law accounting for Cunningham 233 
slip is also included in the results that include thermophoresis. The Cunningham slip 234 
correction factor was applied based on the equation in Flagan and Sienfeld (2012). 235 
 236 
Table 3. Summary of properties in CFD simulation 237 
 Cryogenic condenser, 
CFD model.  
CFD model of 
PIV similitude. 
Inlet velocity 
0.907m/s; 0.605m/s; 0.302m/s 
3m/s;2m/s; 
1m/s 
Outlet Pressure 0 barg 0 barg 
Wall plate 
boundary 
temperature  
Linear profile: 
-60°C at y = 0m (base) 
-100°C at y = 1.98m (top) 
No heat 
exchange in 
model* 
Other walls Adiabatic *N/A 
Heat capacity 1.043 kg/kJ-K *N/A 
Density 
ρg =
MN2P
RT
 1.225 kg/m³ 
thermal 
conductivity 
kg(W m.K⁄ ) = 0.0000741Tg(K) + 0.00368 *N/A 
dynamic viscosity 
μg(
kg
m
. s) = 1.66 × 10−5 (
Tg(K)
273
)
3/2
(273 + 107)
(Tg + 273)
 
1.84 x10-5 
kg/m.s 
 238 
2.5 Nucleation 239 
In this paper, the effects of particle formation by nucleation are modelled in the 3D CFD 240 
model using injections of inert DPM particles. When a vapour is cooled rapidly, nucleation is 241 
possible in the bulk gas phase. For the case of heterogeneous nucleation, this requires very 242 
low degrees of supersaturation, typically S = 1.001 to 1.12 (Krupiczka and Pyschny, 1990). 243 
As this degree of supersaturation is so low, it is normal in modelling work to assume that any 244 
supersaturated flow (i.e. with a temperature below saturation temperature) undergoes 245 
heterogeneous nucleation.  246 
 247 
Homogeneous nucleation requires higher degrees of supersaturation. Classical nucleation 248 
theories can be used to predict the onset of homogeneous nucleation. Nucleation rates 249 
calculated by classical nucleation theory are very sensitive to the degree of supersaturation. 250 
Small changes in supersaturation lead to order-of-magnitude changes in nucleation rate (J). 251 
For this reason, homogeneous nucleation tends to happen abruptly when a critical degree of 252 
supersaturation is reached. This leads to an abrupt change in the vapour flow, known as a 253 
“nucleation front” (Housiniadas et al, 1998) or, for steam flows, a “Wilson point” (Ding et al, 254 
2014). In modelling work, this may be predicted by choosing a finite rate for nucleation, 255 
typically J = 1 nuclei/cm3s (Friedlander, 2000). In this work, the critical degree of 256 
supersaturation necessary for homogeneous nucleation was found from the numerical 257 
solution of eqn (1), based on the method described in Katz and Ostermier (1967): 258 
 259 
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 260 
In eqn (1) J is the nucleation rate, NA is Avogadro’s number, Pe is equilibrium vapour 261 
pressure of the condensing species, R is the universal gas constant, T is the gas temperature, 262 
S is the degree of supersaturation (partial pressure/equilibrium vapour pressure), σ is the 263 
interfacial energy, ρp is the density of the particle and M is the molar mass. Using this 264 
equation the critical degree of supersaturation and therefore the critical temperature can be 265 
found. To solve eqn (1) the material properties of water and benzene vapours were 266 
extrapolated from the following sources: Katz and Ostermier (1967); Narhe et al (2009); 267 
Ruzicka et al, (2014). 268 
 269 
2.6 2D Dynamic nucleation and growth model 270 
The nucleation and growth of benzene particles was modelled dynamically. This used a 271 
simple rectangular 2D channel geometry. The geometry represents a parallel plate flow: It 272 
ignores the baffles present in Fig. 1. The meshing approach involved boundary layer 273 
refinement as is covered in Table 1. The inlet gas flow consisted of a binary mixture of 274 
nitrogen and benzene at a velocity of 0.907m/s and a concentration of 19 g/Nm³. The gas had 275 
the same physical properties as nitrogen. The binary diffusivities were given straight-line 276 
dependencies on temperature, valid over the temperature range used in the simulation.  277 
 278 
The particles were generated in the centre of the relevant cells where the critical degree of 279 
supersaturation was surpassed. The nucleation rate was defined as in eqn. 1. The critical 280 
diameter was defined using the Kelvin formula (Straka, 2009 p.120). Appropriate source 281 
terms accounted for benzene removal and heat addition due to nucleation.  282 
 283 
Growth was modelled using the formula for diffusion limited particle growth, given in 284 
Friedlander (2000, p. 285). This must be corrected at low particle diameters. Growth at large 285 
particle diameters is diffusion limited while growth at small particle diameters proceeds by 286 
molecular bombardment. This difference was accounted for using Fuchs interpolation 287 
formula (Fuchs and Sutugin, 1971). Full discussion on implementation is given in Hendry 288 
(2018).  289 
 290 
3 Methods: particle image velocimetry 291 
The particle image velocimetry (PIV) was conducted on a similitude model, constructed from 292 
clear acrylic plastic. Scaling was based on Reynolds model law: the similitude model shares 293 
geometric similarity with the cryogenic condenser at a scale of 1:2.35. For the Reynolds 294 
model law, the similitude model and the prototype share dynamic similarity when the 295 
Reynolds numbers are the same (Sawhney, 2011). This was achieved by selecting a flowrate 296 
that minimised the net difference between the Reynolds number in the similitude model and 297 
prototype. 298 
 299 
3.1 Reynolds number 300 
The flow Reynolds number varied over the length of the domain. Data was taken from the 301 
sample planes shown in Fig. 5. To calculate the flow Reynolds number at these locations. The 302 
hydraulic diameter of the sample planes was used as the length scale, the average velocity 303 
was calculated as the flow rate over the cross sectional area of the sample plane. 304 
 305 
Fig. 5. Sample planes used in the geometry.  306 
 307 
Fig. 6. Variation of flow Reynolds number within the model.  308 
 309 
The result for a vent gas flowrate of 150 Nm³/hr is shown in Fig. 6. Here the ‘distance to 310 
sample planes’ represents the distance travelled by the gas flow, (taken as the cumulative 311 
distances between midpoints of the sample planes in Fig. 5). The baffle spacing reduces 312 
slightly along the domain length, increasing the velocity and therefore Reynolds number. The 313 
dynamic viscosity of gases reduces with temperature: this also causes Reynolds number to 314 
increase in the prototype (the full scale cryogenic condenser, including cooling of the gas 315 
phase).  316 
 317 
3.2 Buoyancy 318 
The similitude model is isothermal. This is not expected to affect the similitude modelling 319 
approach because the prototype has a low Richardson number (Ri = 0.045; Gr = 26,000; Ra = 320 
18,460). The temperature of the gas in the model is relatively independent of flowrate. 321 
Temperature dependent gas properties such as viscosity and density are also relatively 322 
independent of flowrate. As a result the Reynolds number (Red hydraulic) scales proportionally 323 
with flow rate. 324 
 325 
In the CFD model, the turbulence modelling approach resolves the boundary layer. The 326 
density of the gas is temperature-dependent and the force of gravity is included in the 327 
simulation. The simulation uses a high-density mesh. Any buoyancy effects that are present 328 
are therefore included in the CFD simulation.  329 
 330 
3.3 Equipment 331 
The apparatus is illustrated in Fig. 7 and Fig. 8. The laser beam was generated using a 332 
Nd:YAG (Quantel laser twins BSL-200) dual pulse laser head pair. A laser light arm (TSI® 333 
laserpulseTM) was used to direct the beam into the model as a light sheet. A CCD camera 334 
(TSI® powerviewTM plus 4MP) was used to capture PIV image-pairs. A synchroniser (TSI 335 
laserpulseTM synchroniser 610035) was used to time laser pulses with image capture. The 336 
setup was controlled using commercial software (Insight 4G), which was also used for 337 
processing images. Flow inside the model consisted of air. The airflow was controlled using a 338 
gas mass flow controller (Bronkhorst® F-202BB). 339 
 340 
Particle image velocimetry works by measuring the speed of particles present in a 341 
flowstream, taking two images in quick succession and comparing the displacement between 342 
the particles in each image. Particles were generated for this purpose using an ultrasonic 343 
humidifier (Challenge 3L) inside a closed chamber.  344 
 345 
Fig. 7. Isometric drawing of experimental apparatus. 346 
 347 
Fig. 8. Process flow diagram of air supply to the experimental apparatus. 348 
 349 
3.4 Procedure 350 
The camera field-of-view of 100 x 100mm covered the width of the channel in the similitude 351 
model. The interrogation areas were 1.6 x 1.6 mm, based on the camera pixel resolution 352 
(2048 x 2048 pixels) and a 32 x 32 pixel interrogation area size. The 1mm thickness of the 353 
laser light sheet required a concentration of 4000-8000 particles/cm³ to obtain 10-20 particles 354 
per interrogation area recommended in literature ((Omrane et al, 2008); (Cao et al, 2014); 355 
(Keane and Adrian, 1990)). This was judged by inspection of the images. The laser pulse 356 
delay was set to 10, 20 or 30μs depending on the gas flowrate. This was determined based on 357 
a separation distance of less than 0.4mm (¼ of the interrogation area) for the expected 358 
maximum velocity in the similitude model using the method from Cao et al (2010). To 359 
account for turbulent fluctuations, vector fields from each PIV result consisted of an average 360 
over 100 image pairs. The PIV results sampled the X and Y components of the velocity down 361 
the centre (Z-midpoint, along a Z-normal plane) of the similitude model.   362 
 363 
4 Results and discussion 364 
4.1 Flow visualisation 365 
 366 
Fig. 9 shows a flow visualisation. This illustrates the main flow features in the model. The 367 
main aspect of the flow is a jet. As this jet moves through the geometry, it attaches and 368 
detaches from the surfaces of the shell, and the undersides of the baffles. This main jet also 369 
creates recirculation patterns. Recirculations occupy the baffle spaces.  370 
 371 
The maximum velocity is obtained at the baffle tip. This is also present in the experimental 372 
PIV results. Son et al (2002) also observed this for a similar geometry. The maximum 373 
velocity is due to momentum conservation under centrifugal force as the jet curves following 374 
detachment from the baffle tip.  375 
 376 
Fig. 9. Flow visualisation, from full-scale CFD model. 377 
 378 
4.2 PIV comparison with CFD 379 
Experimental particle image velocimetry (PIV) results were used to validate the CFD model. 380 
The PIV result is compared to a CFD simulation of the experiment. To report this 381 
comparison, the results were sampled in the same locations as the planes shown in Fig. 5. 382 
Data is sampled in the centre of the model. For results across the 1st and 7th baffle cut these 383 
locations were moved upwards 1cm due to fastenings in the model obscuring the result.  384 
 385 
The velocity profiles in Fig. 10 and Fig. 11 show the velocity component orthogonal to the 386 
planes in Fig. 5. The velocities across baffle cuts are shown in Fig. 10. The ‘v’ velocity 387 
component is in the y direction. These show that the experimental flow is slower than the 388 
CFD result predicts. The negative velocities in Fig. 10 (iii) and (iv) are more significant in the 389 
CFD result. These do not appear as significant in the PIV. This is partly physical (the CFD 390 
model overpredicts them) and partly due to the resolution of the interrogation area. This 391 
negative velocity is due to local flows at the baffle tip.  Fig. 11 shows flows in the baffle 392 
spaces, the ‘u’ velocity component is in the x direction. In Fig. 11 the positive velocities 393 
represent the recirculation patterns between baffle spaces (see Fig. 9). The negative velocities 394 
represent the main jet flow. Overall, PIV demonstrates the modelling approach used for CFD 395 
is a realistic prediction of the fluid flow inside the geometry.  396 
 397 
Fig. 10. Velocity profiles across baffle cuts.  398 
 399 
Fig. 11. Velocity profiles between baffle spaces.  400 
 401 
4.3 Temperature profile and heat transfer 402 
The PIV results validated the CFD model of the fluid flow. From this, the heat transfer was 403 
included in the CFD model of the full scale cryogenic condenser, by imposing a fixed wall 404 
temperature profile as described in section 2.3 above. Fig. 12 shows the enthalpy and 405 
temperature profiles for the gas as it moves through the condenser. Fig. 13 shows a 406 
temperature contour plot down the centre of the geometry. The contours have been labelled at 407 
temperatures where important changes are expected, such as the onset of nucleation.    408 
 409 
Fig. 12. Enthalpy and temperature profiles in the model. (i) enthalpy profile at 150Nm³/hr. 410 
(ii) temperature profiles. 411 
 412 
Fig. 13. Temperature contour plot, full-scale cryogenic condenser model at 150Nm³/hr.   413 
 414 
Fig. 12 (i) indicates the enthalpy profile in the model, assuming a binary benzene/nitrogen 415 
mixture at the inlet and benzene removal from the system following desublimation at 416 
equilibrium. This indicates that most of the heat transfer occurs in the first half of the 417 
exchanger. Flows sampled at the baffle cuts and at baffle spaces form two distinct trends in 418 
Fig. 12(i).  The baffle cuts are dominated by the main jet flows, while the baffle spaces are 419 
dominated by the recirculation regions. The recirculation regions are colder than the main jet 420 
flow. This is also visible in Fig. 13.  421 
 422 
Most of the heat transfer occurs near to the inlet of the cryogenic condenser. Water vapour is 423 
predicted to condense and freeze almost immediately on entry, providing foreign nuclei for 424 
heterogeneous benzene nucleation downstream. Heterogeneous benzene nucleation is 425 
predicted to occur 0.5m in from the condenser plates, between the 2nd and 3rd baffles. 426 
Homogeneous benzene nucleation is expected to occurs 1.1m into the condenser, between the 427 
4th and 5th baffles.  428 
 429 
Results in Fig. 12(ii) indicate the temperature profile at different flowrates. This temperature 430 
profiles is not significantly different, which indicates that flowrate does not have a significant 431 
effect on nucleation locations for the range investigated. The average heat transfer 432 
coefficients at the three flowrates were: hfilm = 13.15W/m
2K at 150Nm3/hr; hfilm = 9.21 433 
W/m2K at 100Nm3/hr; hfilm = 4.96 W/m
2K at 50 Nm3/hr, based on log-mean temperature 434 
difference. This shows that heat transfer increases in proportion to flowrate for the condenser. 435 
 436 
4.4 Inert DPM modelling 437 
The diameter for capture of particles can be determined with inert particle modelling. 438 
Benzene must be captured to very low levels in the cryogenic condenser. A cut off of over 439 
99% capture (dp(99%)) was chosen to indicate effective particle capture. Particles larger than 440 
this size have a high likelihood of being captured in the cryogenic condenser.  441 
 442 
Fig. 14 illustrates the inert DPM modelling results. Particles were injected in the full-scale 443 
cryogenic condenser. A 1mm planar grid of injections was applied. The injection was 444 
repeated at different particle diameters to obtain the plots. Between the 2nd and 3rd baffles to 445 
represent heterogeneous nucleation and between the 4th and 5th baffles to represent 446 
homogeneous nucleation. The plots in Fig 14 (i) and (ii) show the contributions of including 447 
turbulence, thermophoresis and Cunningham slip in the model. Fig. 14 (iii) and (iv) show the 448 
effect of homogeneous versus heterogeneous nucleation locations, and flowrate.   449 
 450 
Fig. 14. Inert DPM modelling results. (i) effect of turbulence by discrete random walk (ii) 451 
effect of thermophoresis and Cunningham slip correction factor (iii) effect of nucleation 452 
location (iv) effect of flowrate on particle capture.  453 
 454 
Turbulence affects particle trajectories. Random fluctuations in the particle trajectories occur 455 
due to turbulence in the fluid. These can be modelled through a discrete random walk. Fig. 14 456 
(i) illustrates the result. Turbulence improves particle capture as the random fluctuations 457 
increase particle collisions with the walls. The diameter for capture is dp(99%) = 12µm when 458 
the effect of turbulence is included in the model.  459 
 460 
Thermophoresis affects particles of small radii under large temperature gradients (typically, 461 
particle sizes below 10µm and temperature gradients above 50K/cm (Srikanth and Jayaraj, 462 
1995)). Thermophoresis creates an attractive force towards the cold plate, improving 463 
deposition for small particles. This does not affect the capture of large particles, dp(99%) = 464 
12µm for all three cases in Fig 14 (ii). However the capture of small particles increases 465 
substantially: at 5µm, the result almost doubles from 19% to 37%, as a result of including 466 
thermophoresis. The Cunningham slip correction factor is also covered in Fig 14 (ii), but the 467 
effect is more subtle. Cunningham slip is only relevant at high particle Knudsen numbers 468 
(typically, for particles smaller than 1µm). In Fig 14 (ii), including Cunningham slip 469 
increases particle capture at sizes below 1µm. Cunningham slip reduces drag, therefore 470 
increasing deviation from the fluid flow and increasing particle capture.   471 
 472 
The heterogeneous and homogeneous particle locations are compared in Fig. 14 (iii). 473 
Heterogeneous nucleation slightly improves the particle capture, as the particles must follow 474 
a more tortuous path to exit the condenser. However, this difference is not substantial, and 475 
dp(99%) = 12µm in both cases.  476 
 477 
The effect of flowrate on particle capture is covered in Fig. 14 (iv). Lower flowrates lead to 478 
lower particle capture at equivalent particle diameters. This is due predominantly to lower 479 
Stokes numbers at equivalent particle diameters. Reduced flowrate has a significant impact 480 
on the diameter for capture. Diameter for capture can be expressed as Stokes numbers, this is 481 
shown in Table 4.  These Stokes numbers are close to one and are not a strong function of 482 
flowrate. This indicates that inertial deposition is the dominant mechanism for particle 483 
capture.  484 
 485 
Table 4: effect of flowrate on dp(99%).  486 
Gas flowrate Diameter for capture dp(99%) Stokes number Stk 
150 Nm3/hr 12 µm 0.18 
100 Nm3/hr 16 µm 0.22 
50 Nm3/hr 23 µm 0.23 
 487 
4.5 2D Dynamic DPM model of nucleation and growth 488 
The 2D parallel plate geometry does not include baffles. This results in laminar flow 489 
conditions in the 2D model at equivalent inlet velocities (0.907m/s). The result of the 490 
modelling nucleation and growth is given in Fig. 15. As the gas moves through the 491 
condenser, nucleation is achieved as the gas is cooled to below the critical temperature. This 492 
creates the nucleation front visible in Fig. 15 (i). Nucleation lowers the degree of 493 
supersaturation by releasing heat and removing benzene from the gas (Fig. 15 (ii)). So 494 
nucleation occurs abruptly, as shown in Fig. 15 (iii). The nucleated particles then grow, and 495 
growth not nucleation is responsible for most of the benzene mass removal from the gas. 496 
Between x = 0m and x = 1m, the model creates particles in the near-wall location. These 497 
particles approximate the frost layer on the wall surface, maintaining the benzene vapour 498 
pressure at saturation conditions in the near-wall cells. Benzene is first removed from the 499 
system by diffusion towards the walls, bulk nucleation creates a sharp change in benzene 500 
removal rate, as shown in Fig. 15. (ii). 501 
The particles in the bulk benzene grow from an initial critical diameter of 2nm (mean) to 502 
form the outlet particle size distribution shown in Fig. 15 (iv). The gas mass fraction at the 503 
outlet is 2.02x10-3 (2.47g/Nm3, partial pressure 73Pa). However as both this and the 3D 504 
modelling has shown, a significant amount of benzene also escapes as particles at the outlet.  505 
 506 
Fig. 15. Laminar 2D model of nucleation and growth.  507 
 508 
4.6 Conclusion 509 
This paper presents a CFD model that approximates bulk desublimation of benzene 510 
particulate inside a cryogenic condenser used for VOC abatement. The inert CFD model 511 
illustrates that these particles must grow beyond an effective diameter to ensure capture 512 
inside the condenser. The dynamic 2D model of nucleation and growth indicated that the 513 
desired separation of benzene from the gas phase will not be achieved inside the cryogenic 514 
condenser.  515 
 516 
This has wider implications in the field. Cryogenic condensation is an effective abatement 517 
technology for low-melting point VOCs. For high melting point VOCs however, control 518 
down to parts-per-million levels is not practical in current designs without a downstream 519 
polishing step following cryogenic condensation (such as absorption). This work illustrates 520 
particle formation in the bulk gas can contribute to preventing equilibrium vapour pressures 521 
from being achieved in the treated gas stream. Modelling approaches which use simple film 522 
models, or assume equilibrium, as is frequently the case in initial designs for cryogenic 523 
condensation equipment, cannot address this issue. More involved modelling approaches, 524 
such as CFD, may be required to better design cryogenic condensers for VOC control.  525 
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