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A QUANTITATIVE VERSION OF HAWKING RADIATION
ALEXIS DROUOT
Abstract. We present a proof of the existence of the Hawking radiation for massive
bosons in the Schwarzchild-de Sitter metric. It provides estimates for the rates of
decay of the initial quantum state to the Hawking thermal state. The arguments in
the proof include a construction of radiation fields by conformal scattering theory; a
semiclassical interpretation of the blueshift effect; and the use of a WKB parametrix
near the surface of a collapsing star. The proof does not rely on the spherical sym-
metry of the spacetime.
1. Introduction
The goal of this paper is to describe mathematically the Hawking radiation in the
context of a Klein-Gordon field outside a Schwarzchild-de Sitter black hole. Hawking’s
celebrated prediction states that for outside observers, a black hole appears to emit
particles at temperature
THaw =
~c3κ−
2πGkB
.
Here κ− is the surface gravity of the black hole horizon, ~, c, G are the three universal
constants, and kB is the Boltzman constant. The discovery of this effect goes back
to Hawking’s seminal work [Ha75]. This result has had a remarkable effect on the
scientific community and has generated since a lot of work.
The first mathematical treatment of the Hawking radiation goes back to a remarkable
series of papers of Bachelot [Ba97a], [Ba97b], [Ba99]. This pioneering work describes
the apparent emission of non-interacting massive bosonic particles by a spherical black
hole. Later Bachelot [Ba00] and Melnyk [Me04a] studied the emission of fermions by
spherical black holes. Also in the case of fermions in a spherical background Melnyk
[Me04b] showed that the convergence to the Hawking thermal state still occurs while
starting with a state at a positive temperature. This is an important physical case – see
Gibbons-Hawking [GH77]. The first, and so far the only description of the Hawking
radiation in a non-spherical background is due to Ha¨fner [Ha¨09]. There the author
describes the emission of fermions by Kerr black holes. More recently Bouvier and
Ge´rard [BG14] have proposed a toy model studying the Hawking radiation in the case
of interacting fermions.
Our goal here is to develop techniques to study the Hawking radiation in a more
robust way, which could handle non-symmetric black holes. We investigate the emission
of massive spin-0 particles by spherical black holes with positive cosmological constant,
but we do not rely on the separation of variables that was used in the works cited
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above. We also avoid the use of compactness arguments, and we privilege geometric
aspects. As a result, the proof we give is constructive and we recover a quantitative
version of the Hawking radiation. It is shown that as a star collapses to a black hole
the initial quantum state converges to the thermal Hawking state exponentially fast.
This dramatically improves the rate of convergence to the equilibrium. Note that this
result does not apply either to massless fields nor to spaces with vanishing cosmological
constant.
This work has been made possible only because of the spectacular growth of interest
in the decay of waves on black holes spacetime, see [FKSY06], [DR07], [FKSY08Err],
[AB09], [BH08], [DR11], [Dy11a], [Dy11b], [TT11], [Dy12], [Va13], [DRS14], [Ga14a],
[Ga14b], [MSV14] and references given there. In the case of a non-vanishing cosmolog-
ical constant the culminating paper is the groundbreaking [Va13, Theorem 1.4]. This
theorem provides a way to obtain exponential decay for a broad class of perturbations
of the Schwarzchild-de Sitter metric. It happens to be crucial to get exponential decay
to the thermal state in the framework of Hawking radiation, as achieved here in the
case of Schwarzchild-de Sitter black holes. As it was proved that such black holes
admit many resonances – see [SZ97] – one cannot beat the exponential convergence.
1.1. Results. Let R × R × S be the Schwarzchild-de Sitter spacetime (denoted by
SdS below) provided with its standard Lorentzian metric and  be the d’Alembertian
operator on SdS – see §1.2 for precise definitions. A collapsing star spacetime is the
submanifold (with boundary) M of SdS given by
M = {(t, x, ω) ∈ R+ × R× S, x ≥ z∗(t)}.
Here t ∈ R+ 7→ z∗(t) is a smooth decreasing function with z∗(t) = −t − A0e−2κ−t +
OC∞(e
−4κ−t) and z∗(0) < 0. The surface of the collapsing star is given by ∂M =
{(t, x, ω), x = z∗(t)}. For physical motivations see §1.2. For u0, u1 ∈ C∞0 (R × S)
and T large enough let u (depending on T ) be the solution of the Klein-Gordon (KG)
boundary value problem  (+m
2)u = 0,
u|∂M = 0,
u(T ) = u0, ∂tu(T ) = u1.
(1.1)
Here m is a positive number. As explained in [Ba99] and reviewed in §4.2 in order
to give a mathematical description of the Hawking radiation it suffices to study the
behavior of u|t=0 on the surface Σ0 = [z∗(0),∞)× S as T → +∞. We define the space
of scattering fields Xscatt as the set of functions v ∈ C∞(R× S) such that
∃C ∈ R, supp(v) ⊂ [C,∞)× S and
∃ν > 0, v(x, ω) = OC∞(R×S)
(
e−ν〈x〉
)
.
The following theorem describes the behavior of the solution of (1.1) as T → +∞:
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Theorem 1. Let u0, u1 ∈ C∞0 (R × S) and u be the solution of (1.1). There exists
u∗± ∈ Xscatt such that on Σ0,
u(0, x, ω) =
r−
r
u∗−
(
κ−1− ln
( γ0x
e−κ−T
)
, ω
)
+ u∗+(x− T, ω) + ε0(x, ω)
∂tu(0, x, ω) =
r−
κ−rx
(∂xu
∗
−)
(
κ−1− ln
( γ0x
e−κ−T
)
, ω
)
+ (∂xu
∗
+)(x− T, ω) + ε1(x, ω),
where γ0 < 0 and ε0, ε1 both belong to C
∞(Σ0) with
|ε0|H1/2([z∗(0),1]×S) = O(e−cT ), |ε0|C∞([0,∞)×S) = O(e−cT ),
|ε1|H−1/2([z∗(0),1]×S) = O(e−cT ), |ε1|C∞([0,∞)×S) = O(e−cT ).
This theorem shows the difference between the propagation of KG fields in SdS and
the propagation of KG fields in M: as the time T goes to +∞, a part of u radiates to
the cosmological horizon x = +∞ while another part reflects off ∂M and produces a
high frequency term. The latter is responsible for the apparent emission of bosons by
the black hole resulting from the collapse. In the following result EH0,τ (resp. E
±
D2x,τ
)
stands for the generating functional of a state at temperature τ with respect to the
KG Hamiltonian H0 (resp. D
2
x) in the collapsing star spacetime (resp. near the black
hole/cosmological horizons) – see §4.2 for precise definitions.
Theorem 2. There exists Λ0 > 0 such that for all 0 < Λ < Λ0 and under the assump-
tions and notations of Theorem 1,
EH0,κ+/(2π)[u(0), ∂tu(0)]
= E+D2x,κ+/(2π)[u
∗
+, Dxu
∗
+] · E−D2x,κ−/(2π)[u
∗
−, Dxu
∗
−] ·
(
1 +O(e−cT )
)
, T →∞.
This theorem is the mathematical interpretation of Hawking’s result. As the time
goes to infinity the vacuum state (which has temperature κ+/(2π) in SdS) in a space-
time containing a collapsing star splits into two parts. The first one corresponds to
a thermal state at temperature κ+/(2π) escaping to the cosmological horizon – as
expected. The second part is more surprising: it corresponds to a thermal state at
temperature κ−/(2π) emerging from the black hole horizon. As seen by an outside
observer the resulting black hole emits bosons at temperature κ−/(2π). Similar results
were obtained in slightly different contexts in [Ba97b], [Ba99]. The interest of the
result, apart for the novelty of the proof, is the exponential rate of convergence.
1.2. The Schwarzchild-de Sitter spacetime. Here we define the Schwarzchild-
de Sitter spacetime (SdS) and the coordinates systems we will use. We also define
collapsing-star spacetimes.
1.2.1. Definition of the spacetime. Let M and Λ be two positive numbers such that
0 < 9M2Λ < 1. The Scharzchild-de Sitter metric on R × R+ × S is in coordinates
(t, r, ω) given by
g =
∆r
r2
dt2 − r2
(
dr2
∆r
+ dσ2S
)
. (1.2)
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The metric dσ2
S
is the Euclidean metric on the 2-sphere S and ∆r is defined by
∆r = r
2
(
1− Λr
2
3
)
− 2Mr.,
This polynomial has four distinct roots, one negative, one equal to zero, and two
positive ones. We call 0 < r− < r+ the two positive. In this paper we are interested in
r lying in some small neighborhood U in R of [r−, r+], so that r± are the only roots of
∆r on U . The submanifold R× U × S (provided with the metric given by (1.2)) is a
smooth Lorentzian manifold. The hypersurfaces r = r−, r = r+ are respectively called
the black hole horizon and the cosmological horizon. The surface gravity κ+ and κ−
of the horizons r = r± are defined by
κ± = ∓∆
′
r(r±)
2r2±
.
On R× (r−, r+)×S we define S∗ the system of coordinates (t, x, ω) where x(r) is given
by x′(r) = r2/∆r. The main properties of x are the following asymptotics:
x = ∓ 1
2κ±
ln |r − r±|+O(1), r near r±,
r = r± +O(e
∓2κ±x), x near ±∞
– see [Dy11a, Proposition 4.1] for a more precise statement. As r spans [r−, r+] x spans
the whole real axis. In S∗ the metric g takes the form
g =
∆r
r2
(dt2 − dx2)− r2dσ2
S
.
The smooth Lorentzian manifold R × R × S provided with the metric g is called the
Schwarzchild-de Sitter spacetime. The d’Alembertian operator on this manifold is
given by
 =
1
∆r
∂2
∂t2
− 1
r2∆r
∂
∂x
r2
∂
∂x
+
∆S
r2
.
1.2.2. Compactification of the spacetime. Fix K a compact interval in (r−, r+) and
define a smooth function FK on (r−, r+) such that
(i) For r ∈ K, FK(r) = 0.
(ii) There exists µK ∈ C∞(U) with µK(r−) = 0, such that for r in a neighborhood
of r±,
FK(r) = − 1
2κ±
ln |r − r±|+ µK(r). (1.3)
(iii) The level set of tˆ = t− FK(r) are spacelike – equivalently |F ′K(r)| < ∆r/r2.
Near r± ∆r ∼ ∓2κ±r2±(r − r±). Differentiating (1.3) yields
F ′K(r) = ±
r2
∆r
+ λ′K(r), r near r± (1.4)
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Figure 1. On the left (resp. right) we plot in red the level sets of tˆ
(resp. t) in S∗ (resp. S). Inside the zone delimited by the blue dashes
we have tˆ = t. In green we drew the typical trajectory of an untrapped
geodesic.
for some function λK ∈ C∞(U). Point (iii) above implies that ∓λ′K(r±) > 0. It is
always possible to construct such a function FK , see for instance [Dy12]. We denote
below the system of coordinates (tˆ, r, ω) by S . In S the metric g has smooth coefficients
up and beyond the event horizons. It takes the form
g = −r2
(
dr2
∆r
+ dθ2
)
− r2 sin2 θdϕ2 + ∆r
r2
(dtˆ− F ′K(r)dr)2.
The d’Alembertian operator is given in S by
 =
1
r2
[
−(∂r − F ′K(r)∂tˆ)∆r(∂r − F ′K(r)∂tˆ) + ∆S +
r4
∆r
∂2t
]
.
In Figure 1 we give pictorial representations of S∗ and S .
1.2.3. Definition of a collapsing star. In order to describe mathematically the Hawking
radiation we give a model of a star collapsing to a black hole. A collapsing-star
spacetime is a smooth Lorentzian manifold with boundary M given by
M = {(t, x, ω) ∈ R× R× S, x ≥ z∗(t), t > 0}
provided with the metric g defined above. The boundary B = ∂M describes the
surface of the star. We require B to be timelike and the function t ∈ R+ 7→ z∗(t) to
be negative, smooth, decreasing and to satisfy
z∗(t) = −t−A0e−2κ−t +OC∞(e−4κ−t)
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for some A0 > 0. Such assumptions on z∗ are justified in [Ba97b]. It will be useful to
look at the manifold M in S . In this system of coordinates M can be seen as{
(tˆ, r, ω) ∈ R× (r−, r+)× S, r ≥ z(tˆ) for tˆ ∈ [0, tˆB], tˆ+ FK(r) > 0
}
.
Here tˆB is a positive number and tˆ ∈ [0, tˆB] 7→ z(tˆ) is a smooth decreasing function
such that as tˆ→ tˆB,
z(tˆ) = r− + α0(tˆ− tˆB) +O((tˆ− tˆB)2), (1.5)
for some α0 < 0. In the system of coordinate S this equation can be found in [FH90].
1.3. Plan of the paper. We organize the paper as follows. In §2 we construct the
functions u∗± of Theorem 1 using conformal scattering. We give a semiclassical inter-
pretation of the blueshift effect. As we shall see, backwards KG fields asymptotically
concentrate near the horizons r = r±. This goes together with a radial frequency blow
up. This microlocalization result will allow us to study precisely the part of u that
reflects off the boundary of the star B in §3. We construct a WKB parametrix and
use it to prove Theorem 1. In §4 we describe the quantization procedure then prove
Theorem 2. Despite the fine asymptotics of Theorem 1 this last step is quite technical.
In the figure 2 (resp. figure 3) we plot the propagation of Klein-Gordon fields inM
starting at time T ≫ 1 in the system of coordinates S (resp. S∗).
1.4. Relation with existing work. Let us describe the relation of this paper with
previous work of Fredenhagen-Haag [FH90] and Bachelot [Ba97b], [Ba99]. In [FH90]
the authors study the Hawking radiation using the same coordinate system as us.
In order to perform this derivation they make a few structural assumptions on the
asymptotics of KG fields. Theorem 1 here proves some of these assumptions, clarifying
their method.
In [Ba97b], [Ba99] the author work in the Schwarzchild metric and derive a result
similar to Theorem 2. The work is entirely realized in S∗ and relies on the separation
of variables using spherical harmonics. Here we do not use the spherical symmetry
of SdS and rely instead on purely geometric arguments and on [Va13, Theorem 1.4] –
which is stable under broad perturbations of the metric. We hope that this work will
open the way to a stable treatment of the Hawking radiation.
1.5. Notations.
• For z ∈ C, we denote by Re z and Im z the real and imaginary parts of z.
• We denote throughout the paper by c, c′, C > 0 some constants subject to
change from a line to another.
• If E is a subset of a Lorentzian manifold provided with a time orientation we
define J+(E) its chronological future and J−(E) its chronological past.
• The measure dω is the Lebesgue measure on the 2-sphere S.
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tˆ
r
r = r+
tˆ = tˆB
r = r−
u0, u1
tˆ = T
A B
C
Figure 2. The propagation of KG fields in S . In §2 we prove that such
fields propagate mainly along the zones A,B. In C the energy decays
exponentially. At time tˆ = tˆB the left part of the KG fields reflects off
the boundary of the star and its propagation can be well approximated
by a WKB parametrix.
• The space C∞ with respect to a system of coordinate {xi} is provided with the
topology induced by the following convergence. A sequence of functions fn is
said to go to 0 in C∞ with respect to {xi} if for all α = (α1..., αd), ∂α1x1 ...∂αdxd fn
converges to 0 in L∞.
• If s ∈ R, the space Hs with respect to a system of coordinate is the standard
L2-based Sobolev space.
• If X is a function space whose topology is given by a family of seminorms and
f, g ∈ X , g 6= 0, we write f = OX(g) if fg−1 is bounded for all the seminorms.
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x
t
B
t = T(u0, u1)
Figure 3. The propagation of KG fields in S∗.
• We use the ±/∓ notation: any time the symbols ±/∓ appear in an equation,
this equation has two meanings: one for the upper subscript, one for the lower
subscript. For instance, f(x) = ±1 for ∓ x ≥ 1 means f(x) = 1 for − x ≥ 1
and f(x) = −1 for x ≥ 1.
• We say that f ∈ C∞(R×S) belongs to the class of symbols Sδ if for all α, β > 0,
∂αx∆
β
S
f = O(〈x〉δ−α).
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2. The free propagation
Fix K a compact set of (r−, r+), and FK , tˆ associated to K as described in §1.2.2.
Fix u0, u1 ∈ C∞0 ((r−, r+)× S) with support in K × S. Here we study the scattering of
solutions of {
(+m2)u = 0
u|tˆ=0 = u0, ∂tˆu|tˆ=0 = u1. (2.1)
In §2.1 we recall the decay estimates of the literature. In §2.2 we define the radiation
fields of u0, u1 and we study their qualitative properties. In §2.3 we give a microlocal
description of the blueshift effect. In this section unless precised otherwise the Sobolev
norms are measured with respect to r, ω.
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2.1. Pointwise backward decay. Decay of KG fields in SdS have been studied in
[BH08], [DR07] and [MSV14]. [MSV14, Theorem 1.3] states:
Proposition 2.1. There exists ν > 0 such that if u solves (2.1) then
u(tˆ, r, ω) = OC∞(R+×U×S)(e−νtˆ). (2.2)
The implicit constant in (2.2) depends only on high-order Sobolev norms of (u0, u1)
– see [Dy11b, Theorem 2] and [Va13, Theorem 1.4] for a precise description of this
dependence in a much more general framework. The fact that ν is positive is due
to the absence of the zero resonance in the case of the Klein-Gordon equation with
strictly positive mass – see [Dy11a].
Decay for forwards solutions beyond event horizons is possible because the coordinate
system S allows the linear waves to cross the horizons in finite time. As a result all
the mass of the solution escapes [r−, r+]× S. Things behave differently backwards, as
all the mass of the solution remains between r− and r+. The Klein-Gordon equation is
not time-reversible in S though it is time reversible in S∗. This induces the following
invariance. Let γ be the map
γ : (tˆ, r, ω) 7→ (−tˆ− 2FK(r), r, ω).
As  is invariant under t 7→ −t, the pull-back operator γ∗ : u 7→ γ∗u satisfies [γ∗,+
m2] = 0. Since t = tˆ on K × S we can apply Proposition 2.1 to γ∗u. It gives
Proposition 2.2. There exists ν > 0 such that if u solves (2.1),
u(tˆ, r, ω) = OC∞({(tˆ,r,ω): tˆ+2FK(r)≤0})(e
ν(tˆ+2FK(r))).
2.2. Radiation fields. Here we define the radiation fields of u0, u1. The main idea
comes from [Fr80]. There the author constructs the radiation field of expanding waves
in the Euclidean setting. We adapt this construction to the hyperbolic setting - which
happens to be much simpler. Similar ideas can be found in [Ni13] for the Schwarzchild
metric. Fix χ± : [r−, r+]→ [0, 1] such that
χ+ + χ− = 1, χ± = 1 near r±. (2.3)
We recall that r 7→ x(r) is the radial coordinate defined in §1.2.1
Proposition 2.3. If u solves (2.1) there exist u± ∈ Xscatt such that
u(tˆ, r, ω) =
∑
+/−
χ±(r)u±(−tˆ− 2FK(r), ω)
+ ε(tˆ, x, ω), tˆ ≤ 0 (2.4)
where ε is a smooth function on R− × R× S satisfying ε = OC∞(R−×R×S)(ectˆ).
Proof. We start by constructing u± and show that they belong to the scattering class
Xscatt. Let v = γ
∗u. As γ∗ commutes with +m2 and as FK(r) = 0 on supp(u0, u1),
v satisfies {
(+m2)v = 0,
v|tˆ=0 = u0, ∂tv|tˆ=0 = −u1.
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In S the operator  is a second order differential operator with smooth coefficients on
R×U ×S thus v is smooth on R×U ×S. This shows that the trace of v along r = r±
is smooth. Define u± by u±(x, ω) = v(x, r±, ω).
Since v has support in J+({0}×K×S)∪J−({0}×K×S) the functions u± vanish for
x ≤ CK for some positive constant CK . By Proposition 2.1 v and its derivatives decay
exponentially – thus so do v(x, r±, ω). This implies u± = OC∞(e
−cx) and therefore u±
belong to Xscatt.
Define ε by
ε(tˆ, x, ω) =
∑
+/−
χ±(r)
(
v(−tˆ− 2FK(r), r, ω)− v(−tˆ− 2FK(r), r±, ω)
)
. (2.5)
so that (2.4) is satisfied. We show now that ε = OC∞(R−×R×S(e
ctˆ). By (2.5) ε vanishes
if −tˆ − 2FK(r) ≤ CK and it suffices to work in the set −tˆ − 2FK(r) ≥ CK . Fix A a
(large) number. If x lies in [−A,A], FK(r) is uniformly bounded and Proposition 2.2
implies
ε(tˆ, x, ω) = OC∞(R−×[−A,A]×S)(e
ctˆ). (2.6)
Concentrate on x ∈ (−∞,−A]. For such x there exists a smooth function ϕ with
r = r−+ϕ(e
κ−x) with ϕ(0) = 0 – see [Dy11a, Proposition 4.1]. Equation (1.4) implies
F ′K(r) = −
r2
∆r
+ λ′K (r− + ϕ(e
κ−x)) = −x′(r) + λ′K (r− + ϕ(eκ−x)) .
Consequently there exists a smooth function ψ such that 2FK(r) = −2x − ψ(eκ−x).
Again if A is large enough then for x < −A, χ+(r) = 0 and χ−(r) = 1. It follows that
that for x < −A,
ε(tˆ, x, ω) = v(−tˆ− 2FK(r), r, ω)− v(−tˆ− 2FK(r), r−, ω)
=
∫ r−+ϕ(eκ−x)
r−
(∂rv)(−tˆ + 2x+ ψ(eκ+x), ρ, ω)dρ
=
∫ 1
0
(∂rv)(−tˆ+ 2x+ ψ(z), r− + sϕ(z), ω)ϕ(z)ds
(2.7)
where z = eκ−x. This shows
|ε(tˆ, x, ω)| ≤ |ϕ(z)| sup
s∈[0,1]
∣∣(∂rv)(−tˆ + 2x+ ψ(z), r− + sϕ(z), ω)∣∣
≤ Ceκ−xeν(tˆ−2x−ψ(z)) ≤ Ceνtˆ−2νx+κ−x.
(2.8)
In the last line we used that |ϕ(z)| ≤ C|z| = Ce−κ−x, Proposition 2.1 applied to v, and
the fact that ψ is uniformly bounded. Since −CK ≥ tˆ + 2FK(r) we have tˆ − 2x ≤ 0,
yielding
νtˆ− 2νx+ κ−x ≤ inf
θ∈[0,1]
θν(tˆ− 2x) + (1− θ)κ−x.
Optimize this with θ = κ−/(κ− + 2ν) to obtain
νtˆ− 2νx+ κ−x ≤ κ−ν
κ− + 2ν
tˆ.
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This inequality together with the estimate (2.8) shows that ε(tˆ, x, ω) = O(ectˆ) when
x < −A. The same estimate holds while considering angular or time derivatives of ε.
We now focus on radial derivatives of ε. By an immediate recursion essentially using
that ∂xz = −κ−z and ϕ(0) = 0 there exists smooth functions pα,β independent of v
such that
∂α
∂xα
(
(∂rv)(−tˆ + 2x+ ψ(z), r− + sϕ(z), ω)ϕ(z)
)
= z
∑
β1+β2≤α
pα,β(x, s)(∂
β1
tˆ
∂β2+1r v)(−tˆ+ 2x+ ψ(z), r− + sϕ(z), ω).
(2.9)
To give estimates on ∂αx ε we differentiate (2.7) α times with respect to x using the
identity (2.9). Proposition 2.1 applied to v yields
|∂αx ε(tˆ, x, ω)| ≤ C|z| sup
s∈[0,1],β1+β2≤α
∣∣∣(∂β1
tˆ
∂β2+1r v)(−tˆ + 2x+ ψ(z), r− + sϕ(z), ω)
∣∣∣
≤ Ceκ−xeν(tˆ−2x−ψ(z)) ≤ Ceνtˆ−2νx+κ−x.
We conclude that ∂αx ε = O(e
ctˆ) by the same arguments as before. Similar estimates
hold for x > A. This concludes the proof. 
This admits a formulation that does not depend on the compact set K in the system
of coordinates S∗. By Proposition (2.3) the pullback of u by the map
R× R× S → R× (r−, r+)× S
(t, x, ω) 7→ (tˆ, r, ω)
– still denoted by u – satisfies
u(t, x, ω) = u+(−tˆ− 2FK(r), ω) + ε(tˆ, x, ω), x > A
where A is some large enough number. As seen before u is supported in the set
−tˆ− 2FK(r) ≥ CK . Thus t = tˆ+FK(r) ≤ (tˆ−CK)/2 and ectˆ = O(ect) on the support
of u. In addition equation (1.4) implies
−tˆ− 2FK(r) = −t− FK(r) = −t− x− λK(r+) +O(e−2κ+x), x > A.
Functions in the scattering class Xscatt have rapid decay and thus
u(t, x, ω) = u+(−tˆ− 2FK(r), ω) +OC∞(R−×[A,∞)×S)(ect)
= u+(−t− x− λK(r+), ω) +OC∞(R−×[A,∞)×S)(ect).
A similar estimate holds for x near −∞. This yields
Proposition 2.4. If u solves (2.1) for t ≤ 0 there exists u∗± ∈ Xscatt such that
u(t, x, ω) =
∑
+/−
u∗±(−t∓ x, ω) + +OC∞(R−×R×S)(ect).
The scattering fields u∗± of Proposition 2.4 are directly obtained from the action
of the pull back operator induced by x 7→ x − λK(r±) on the scattering fields of
Proposition 2.3.
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Proposition 2.5. Let u be a solution of (2.1) expressed in S . Then
|u(tˆ, ·)|H1/2 + |∂tˆu(tˆ, ·)|H−1/2 = O(1), tˆ→ −∞.
This result is critical: for (u0, u1) 6= 0 and δ > 0,
lim inf
tˆ→−∞
|u(tˆ, ·)|H1/2+δ([r−,r+]×S) + |∂tˆu(tˆ, ·)|H−1/2+δ([r−,r+]×S) =∞,
lim sup
tˆ→−∞
|u(tˆ, ·)|H1/2−δ([r−,r+]×S) + |∂tˆu(tˆ, ·)|H−1/2−δ([r−,r+]×S) = 0.
(2.10)
Proof. We start by proving that if ε is given by Proposition 2.3 then the function ǫ
given by ǫ(tˆ, r, ω) = ε(tˆ, x, ω) satisfies
|ǫ(tˆ, ·)|H1/2([r−,r+]×S) + |∂tˆǫ(tˆ, ·)|H−1/2([r−,r+]×S) = O(ectˆ). (2.11)
By the identity (2.6) and Proposition 2.1 ǫ(tˆ, ·) (and its derivatives) are O(ectˆ) as
tˆ → −∞ uniformly on compact subsets of (r−, r+) × S. Therefore we fix δ > 0 and
we concentrate on the zones |r − r±| ≤ δ – let’s say r − r− ≤ δ. The estimate
ε(tˆ, x, ω) = O(ectˆ) of the proof of Proposition 2.3 implies ǫ(tˆ, r, ω) = O(ectˆ). Now we
work on higher order derivatives. We have
ǫ(tˆ, r, ω) = v(−tˆ−2FK(r), r, ω)−v−(−tˆ−2FK(r), r−, ω) =
∫ r
r−
(∂rv)(−tˆ−2FK(r), ρ, ω)dρ.
Angular and time derivatives are estimated as in the proof of Proposition 2.3. For the
radial derivative we have
∂rǫ(tˆ, r, ω) = (∂rv)(−tˆ−2FK(r), r, ω)+
∫ r
r−
F ′K(r)(∂tˆ∂rv)(−tˆ−2FK(r), ρ, ω)dρ. (2.12)
The first term in the RHS of (2.12) is uniformly bounded. Using that F ′K(r)|r− r−| =
O(1) near r− the second term can be estimated by∣∣∣∣∫ r
r−
F ′K(r)(∂tˆ∂rv)(−tˆ− 2FK(r), ρ, ω)dρ
∣∣∣∣ ≤ C sup
[r−,r]
(∂tˆ∂rv)(−tˆ− 2FK(r), ρ, ω) = O(1).
It follows that ∂rǫ(tˆ, r, ω) = O(1) near r− – and a similar estimate holds near r+.
Interpolating with the pointwise bound ǫ(tˆ, r, ω) = O(ectˆ) shows that |ǫ(tˆ, ·)|H1/2 =
O(ectˆ). In order to prove that |∂tˆǫ(tˆ, ·)|H−1/2 = O(ectˆ) we use that H1/2([r−, r+]×S) →֒
L3([r−, r+] × S). This implies (by duality) L3/2([r−, r+] × S) →֒ H−1/2([r−, r+] × S).
Consequently,
|∂tˆǫ(tˆ, ·)|H−1/2 ≤ C
(∫
[r−,r]×S
∣∣∣∣∫ r
r−
(∂tˆ∂rv)(−tˆ− 2FK(r), ρ, ω)dρ
∣∣∣∣3/2 drdω
)2/3
≤ C|∂tˆǫ(tˆ, ·)|∞ = O(ectˆ).
Now because of Proposition 2.3 and of (2.11) it suffices to prove that the functions
(r, ω) 7→ u±(−tˆ− 2FK(r), ω)
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are uniformly bounded in H1/2([r−, r+] × S) as tˆ → −∞. The functions u± are uni-
formly bounded and the space [r−, r+] × S is compact so it is clear that (r, ω) 7→
u±(−tˆ − 2FK(r), ω) are uniformly bounded in L2. Derivatives with respect to ω will
not cause any problem. For the derivative with respect to r, note first that on a
neighborhood V of K × S in (r−, r+) × S, the solution decays exponentially. On
U = [r−, r+] \ V we use the weighted H1 − L2 interpolation inequality(∫
U
|D1/2r (u−(−tˆ− 2FK(r), ω))|2drdω
)2
.
∫
U
∆r|Dr(u−(−tˆ− 2FK(r), ω))|2drdω ·
∫
U
1
∆r
|u−(−tˆ− 2FK(r), ω)|2drdω
.
∫
U
∆rF
′
K(r)
2|Dxu−(−tˆ− 2FK(r), ω)|2drdω ·
∫
U
1
∆r
|u−(−tˆ− 2FK(r), ω)|2drdω.
Since U ∩ K × S = ∅ the function F ′K does not vanish on U and one can make the
substitution x = −tˆ− 2FK(r), dx = −2F ′K(r)dr. It yields(∫
U
|D1/2r (u−(x, ω))|2drdω
)2
.
∫
U
∆r|F ′K(r)||(Dxu−)(x, ω)|2dxdω·
∫
U
|u−(x, ω)|2
∆r|F ′K(r)|
dxdω.
Since ∆rF
′
K(r) is bounded from above and below and u− ∈ Xscatt the RHS is finite.
This completes the proof. 
2.3. Semiclassical description of the blueshift effect. Here we state a microlo-
calization result that will prove to be of great importance in the next section:
Lemma 2.6. Let h = eκ− tˆ and χ− satisfying (2.3). If u solves (2.1) in S then
χ−(r)u(tˆ, r, ω) = u−
(
κ−1− ln
(
r − r−
h
)
, ω
)
+OH1/2([r−,r+]×S)(h
c)
χ−(r)(∂tˆu)(tˆ, r, ω) = OH−1/2([r−,r+]×S)(h
c).
(2.13)
A similar result holds near r = r+. The semiclassical wavefront set of
uh : (r, ω) 7→ u−
(
κ−1− ln
(
r − r−
h
)
, ω
)
satisfies WFh(uh) ⊂ {(r−, ω, ξr, 0)} – see [Zw12] for definitions. This lemma indicates
that the only singularities of KG fields that emerge in the limit tˆ → ∞ are located
near the horizons and directed in the radial direction. Since the radiation fields are
generically non vanishing such singularities do arise. This provides a semiclassical
description of the blueshift effect.
Proof of Lemma 2.6. We focus first on the first line of (2.13). By Proposition 2.3 and
(2.11) it suffices to prove that
u−(−tˆ− 2FK(r), ω) = u−
(
κ−1− ln
(
r − r−
h
)
, ω
)
+OH1/2(h
c). (2.14)
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If h = eκ− tˆ then
−tˆ− 2FK(r) = −κ−1− ln(h) + κ−1− ln(r − r−) + µK(r) = κ−1− ln
(
r − r−
h
)
+ µK(r).
Define f(y, ω) = u−(κ
−1
− ln(y/h), ω), χ(y) = χ−(y + r−) and ζ the smooth function so
that eµK (r−+y) = 1 + yζ(y) – recall µK(r−) = 0. The function f belongs to S
−δ for
some δ ∈ [0, 1/2] as u− ∈ Xscatt. In addition y 7→ µK(y+r−) is bounded from below on
supp(χ−) and thus there exists η > 0 with η < 1 + yζ(y). We can then apply Lemma
5.1 in the Appendix. It shows
f
(
y + y2ζ(y)
h
, ω
)
= f
(y
h
, ω
)
+OH1/2(h
c).
Coming back to the variables u−, r and µK yields the estimate (2.14).
We now prove the second line of (2.13). By Proposition 2.3 and (2.11) it suffices to
prove that
(∂tˆu−)(−tˆ− 2FK(r), ω) = (∂xu−)
(
κ−1− ln
(
r − r−
h
)
, ω
)
+OH−1/2(h
c). (2.15)
Here again we apply Lemma 5.1 with f(y, ω) = (∂xu−)(κ
−1
− ln(y/h), ω) and χ−, ζ as
above. It gives
f
(
y + y2ζ(y)
h
, ω
)
= OH−1/2(h
c).
Coming back to the variables u−, r and µK yields the estimate (2.15). This completes
the proof of Lemma 2.6. 
3. The mixed problem
Fix K a compact set in (r−, r+) and FK , tˆ as described in §1.2.2. Let u0, u1 ∈
C∞0 ((r−, r+) × S) with support in K × S. In this section we study the behavior as
T →∞ of the solution of {
(+m2)u = 0, u|B = 0,
u(T ) = u0, ∂tˆu(T ) = u1
(3.1)
for times tˆ ∈ [0, tˆB]. For times tˆ ∈ [tˆB, T ] the boundary plays no role and in the limit
T → ∞, u at time tˆ = tˆB is described by the results of §1.2. In §3.1 we prove that
the solutions of (3.1) are uniformly bounded in a suitable space. In §3.2 we construct
a radial coordinate rˆ so that tˆ + rˆ corresponds mainly to the phase function for an
appropriate WKB parametrix. In §3.3 we study the reflection of KG fields off B by
comparing them with the solution of a toy model for short times. In §3.4 we construct
a parametrix that precisely describes the solution of (3.1) at time tˆ = 0 away from
r = r+. In §3.5 we prove Theorem 1.
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3.1. The H1/2 bound. We first recall [Ho¨07, Lemma 24.1.5].
Proposition 3.1. For all s ∈ R there exists C > 0 with the following. For every
smooth function u vanishing on B and tˆ ∈ [0, tˆB],
|u(tˆ)|Hs + |∂tˆu(tˆ)|Hs−1
≤ C
(
|u(tˆB)|Hs + |∂tˆu(tˆB)|Hs−1 +
∫ tˆB
tˆ
|(+m2)u(τ)|Hs−1dτ
)
.
(3.2)
Together with Proposition 2.5 this yields a global energy estimate for solutions of (1.1):
Proposition 3.2. For every T ≥ tˆB the boundary value problem (3.1) admits a unique
smooth solution. In addition there exists a constant C such that for all tˆ ∈ [0, T ],
|u(tˆ)|H1/2 + |∂tu(tˆ)|H−1/2 ≤ C. (3.3)
Proof. By [Ho¨07, Theorem 24.1.1] solutions of (3.1) with smooth compactly supported
initial data exist, are smooth, and are unique in the class of smooth functions. By
Proposition 2.5, u satisfies
|u(tˆ)|H1/2 + |∂tu(tˆ)|H−1/2 ≤ C (3.4)
for tˆ ∈ [tˆB, T ] and a constant C independent of T, tˆ. The estimate (3.3) follows from
(3.4) and Proposition 3.1. 
3.2. Definition of a new radial coordinate. In this section we introduce a new
radial coordinate rˆ motivated by the following heuristic arguments. Lemma 2.6 indi-
cates that the only singularities of u emerging in the limit T → ∞ must be located
near the horizons and directed radially. We expect these singularities to reflect off the
boundary B according to the optic laws of reflection. We would like to chose rˆ so that
after the reflection the singularities propagate along the hypersurface {tˆ + rˆ = 0} –
which must then be lightlike. This induces the eikonal equation{
g(∇(tˆ+ rˆ),∇(tˆ+ rˆ)) = 0
rˆ(r−) = 0, ∂rrˆ = λ
′
K(r−).
(3.5)
The first equation is implied by the lightlike condition on the hypersurface {tˆ+ rˆ = 0}.
The second equation is arbitrary. The third equation comes from the laws of reflection.
Lemma 3.3. Equation (3.5) admits a unique a unique solution which is given by
rˆ = x+ FK(r) + tˆB.
The uniqueness part of this lemma is a standard result in the theory of eikonal
equations. A computation using the explicit formula (or using that the zero set of
t + x is lightlike) yields the global existence. We omit the proof of this result. From
rˆ = x+ FK(r) + tˆB we see that ∂rrˆ(r−) = λ′K(r−) > 0 and that r 7→ rˆ never vanishes.
Consequently this map is a smooth diffeomorphism on its range and (tˆ, rˆ, ω) is a global
coordinate system that we denote below by Ŝ . By construction this coordinate system
is more appropriate than S to study solutions of (3.1) for tˆ ∈ [0, tˆB]. In Figure 4 we
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tˆ
r
r = r+
B
r = r−
tˆ
rˆ
B
rˆ = 0
Figure 4. Propagation of a backward geodesic reflecting off the bound-
ary B in S on the left and in Ŝ on the right.
drew the graph of a radial geodesic propagating along the horizon r = r− for tˆ ≥ tˆB
and reflecting off B at tˆ = tˆB in both S and Ŝ .
Remark. Although in SdS rˆ can be defined directly using the above explicit formula
we chose to give a geometric definition of rˆ that does not rely on the spherical symmetry.
It is then possible to generalize rˆ to perturbations of SdS.
In Ŝ the wave operator  is given by
 =
1
r2
(
−
(
∂r rˆ
∂
∂rˆ
− F ′K(r)
∂
∂tˆ
)
∆r
(
∂rrˆ
∂
∂rˆ
− F ′K(r)
∂
∂tˆ
)
+∆S +
r4
∆r
∂2
∂tˆ2
)
.
It has principal symbol
σp() =
1
r2
[
−∆r((∂rrˆ)ξrˆ − F ′K(r)ξtˆ)2 − ξ2ω +
r4
∆r
ξ2
tˆ
]
where ξtˆ, ξrˆ, ξω are the dual variables of tˆ, rˆ, ω (ξω is simply the symbol of the operator√
∆S). The next lemma reformulates Lemma 2.6 in Ŝ .
Lemma 3.4. Let χ− satisfying (2.3) and u− in Xscatt. Then as h→ 0,
χ−(r)u−
(
κ−1− ln
(
r − r−
h
)
, ω
)
= χ−(r)u−
(
κ−1− ln
(
rˆ
λ′K(r−)h
)
, ω
)
+OH1/2(h
c).
(3.6)
Proof. Let y = λ′K(r−)
−1rˆ. Since rˆ(r−) = 0 and ∂r rˆ = λ
′
K(r−) there exists a smooth
function ζ such that
r − r− = y + y2ζ(y).
Since r 7→ rˆ(r−) is a diffeomorphism with rˆ(r−) = 0 there exists η > 0 such that
r − r− > ηy when r ∈ supp(χ−). It follows that ηy < y + y2ζ(y). If f(y, ω) =
u−(κ
−1
− ln(y/h), ω) and χ = χ− then f belongs to S
−δ for some δ ∈ (0, 1/2). Therefore
Lemma 5.1 applies and gives (3.6) – after coming back to the variables u−, rˆ and χ. 
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To study the solutions of (3.1) for tˆ ∈ [0, tˆB], T →∞ modulo error terms in H1/2 ⊕
H−1/2 it suffices to study the limit as h→ 0 of
(+m2)u = 0, u|B = 0
u(tˆB, rˆ, ω) = u−
(
κ−1− ln
(
rˆ
λ′K(r−)h
)
, ω
)
, (∂tˆu)(tˆB) = 0
where u− ∈ Xscatt – see Lemma 2.6 and Proposition 3.1. We consequently introduce
the auxiliary boundary value problem
(+m2)v = 0, v|B = 0,
v(tˆB, rˆ, ω) = v0
(
rˆ
h
, ω
)
, (∂tˆv)(tˆB) = 0.
(3.7)
Fix A0 > 0. We say that v0 satisfies hypothesis Hℓ if
v0 ∈ C∞0 (R× S), supp(v0) ⊂ (0, ℓ)× S, |v0|C2 ≤ A0. (Hℓ)
In §3.3-3.4 we study (3.7) assuming that Hℓ holds. We obtain an asymptotic of v
uniform in ℓ and h. In §3.5 we prove Theorem 1 mainly by passing to the limit ℓ→∞
in a sense depending on h.
3.3. Study of a toy model. We study here the local structure of the reflection on B.
We use the same toy model as [Ba99]. In Ŝ the boundary B is described by rˆ = zˆ(tˆ),
where zˆ is smooth, decaying and satisfies
zˆ(tˆ) = α0λ
′
K(r−)(tˆ− tˆB) +O(tˆ− tˆB)2,
and α0 < 0 is given in (1.5). As heuristically described earlier in the limit T →∞ the
solutions of (3.1) on tˆ = tˆB are microlocalized radially near the black hole horizon – so
in Ŝ they are microlocalized near rˆ = 0. We consequently introduce the quantization
of σp() at rˆ = 0, ξω = 0:
toy = 2λ
′
K(r−)(−∂tˆ∂rˆ + ∂2tˆ ).
Let vtoy be the solution of the boundary value problem
toyvtoy = 0, vtoy|B = 0,
vtoy(tˆB, rˆ, ω) = v0
(
rˆ
h
, ω
)
, ∂tˆvtoy(tˆB) = 0.
(3.9)
Here we prove the following
Proposition 3.5. Let cB = |zˆ′|∞ and c > cB. Assume that v0 satisfies Hℓ.
(i) For tˆ ∈ [tˆB − cℓh, tˆB − cBℓh] the solution vtoy of (3.9) satisfies
vtoy(tˆ, rˆ, ω) = v0 (y/h, ω) +OH1/2(ℓ
2h1/2),
∂tˆvtoy(tˆ, rˆ, ω) =
β0
h
(∂xv0) (y/h, ω) +OH−1/2(ℓ
2h1/2)
where β0 = (1 + λ
′
K(r−)α0)
−1λ′K(r−)α0 and y = β0(rˆ + tˆ− tˆB).
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(ii) If v is solution of (3.7) then for every tˆ with tˆB − tˆ = O(ℓh),
|(v − vtoy)(tˆ)|H1/2 + |∂tˆ(v − vtoy)(tˆ)|H−1/2 = O(ℓ8/3h2/3).
We start with a preliminary lemma:
Lemma 3.6. For all s ∈ [zˆ(0), tˆB], the equation zˆ(tˆ1)+ tˆ1 = s admits a unique solution
tˆ1(s). The map s 7→ tˆ1(y) is smooth and
tˆ1(s) = tˆB +
1
1 + λ′K(r−)α0
(s− tˆB) +O((s− tˆB)2). (3.10)
Proof. Since B is timelike the equation zˆ(tˆ1) + tˆ1 = s admits a unique solution for
each s ∈ [zˆ(0), tˆB]. By the implicit function theorem s 7→ tˆ1(s) is smooth. We must
have tˆ1(tˆB) = tˆB and tˆ′1(tˆB)(zˆ
′(tˆB) + 1) = 1. Since zˆ′(tˆB) = α0λ′K(r−) we obtain
tˆ′1(tˆB) = (1 + λ
′
K(r−)α0)
−1. This shows (3.10). 
Proof of Proposition 3.5. We start with (i). The operatortoy has constant coefficients
and consequently the solution vtoy of (3.9) can be derived in closed form. For times
tˆ ∈ T = [tˆB − cℓh, tˆB − cBℓh] it is given by
vtoy(tˆ, rˆ, ω) = v0
(
rˆ + tˆ− tˆ1(rˆ + tˆ)
h
, ω
)
. (3.11)
As v0 satisfies Hℓ we have supp(vtoy(tˆB)) ⊂ [0, ℓh] × S. Therefore supp(vtoy(tˆ)) ⊂
[zˆ(tˆ), ℓh+ O(tˆ)]× S and if tˆ− tˆB = O(ℓh) then supp(vtoy(tˆ)) ⊂ [zˆ(tˆ), O(ℓh)]× S. The
identity (3.10) combined with (3.11) yields
vtoy(tˆ, rˆ, ω) = v0
(
y +O(y2)
h
, ω
)
, tˆ ∈ T
where β0 = (1+ λ
′
K(r−)α0)
−1λ′K(r−)α0 and y = β0(rˆ+ tˆ− tˆB). Since O(y2) = O(ℓ2h2)
on supp(vtoy) we can apply an analog of Lemma 5.1 and obtain
vtoy(tˆ, rˆ, ω) = v0 (y/h, ω) +OH1/2(ℓ
2h1/2), tˆ ∈ T .
A similar calculation shows
∂tˆvtoy(tˆ, rˆ, ω) =
β0
h
(∂xv0) (y/h, ω) +OH−1/2(ℓ
2h1/2), tˆ ∈ T .
We now prove (ii). Define w = v − vtoy. It satisfies w|B = 0, w(tˆB) = ∂tˆw(tˆB) = 0
and
(+m2)w = −(+m2)vtoy = −(−toy +m2)vtoy.
Proposition 3.1 for w and s = 1/2 gives
|w(tˆ)|H1/2 + |∂tw(tˆ)|H−1/2 .
∫ tˆB
tˆ
|(−toy +m2)vtoy(τ)|H−1/2dτ.
A QUANTITATIVE VERSION OF HAWKING RADIATION 19
Because of the embedding L3/2 →֒ H−1/2 point (ii) follows from an estimate on |(+
m2 −toy)vtoy(τ)|3/2 for tˆB − τ = O(ℓh). Write
−toy +m2 = αtˆtˆ∂2tˆ + αtˆrˆ∂tˆ∂rˆ + αrˆrˆ∂2rˆ + r−2∆S + P (D).
Here αij are smooth functions on [0,∞)×S vanishing at rˆ = 0 and P (D) is a first order
differential operator with smooth bounded coefficients. Recall that for tˆB − τ = O(ℓh)
we have supp(vtoy) ⊂ [0, O(ℓh)]× S. Thus αtˆtˆ(rˆ, ω) = O(ℓh) on supp(vtoy). It follows
that
|αtˆtˆ∂2tˆ vtoy(τ)|3/2 = O(ℓh)|∂2tˆ vtoy(τ)|3/2.
Given the explicit form of vtoy while differentiating twice with respect to tˆ a factor
h−2 appears. While integrating over rˆ a factor (ℓh)2/3 appears. Thus |∂2
tˆ
vtoy(τ)|3/2 =
O(ℓ2/3h−4/3) and
|αtˆtˆ∂2tˆ vtoy(τ)|3/2 = O(ℓh)O(ℓ2/3h−4/3) = O(ℓ5/3h−1/3).
By the same arguments we obtain a similar bound for |αij∂i∂jvtoy(τ)|3/2, i, j ∈ {tˆ, rˆ}.
In order to evaluate |r−2∆Svtoy(τ)|3/2 we note that r−2 is uniformly bounded and that
differentiating with respect to ω does not make us loose any power of h. Consequently
|r−2∆Svtoy(τ)|3/2 = (ℓh)2/3. The operator P (D) is a differential operator of order 1
and has bounded coefficients. When differentiating one time vtoy a factor h
−1 appears;
when taking the L3/2-norm a factor (ℓh)2/3 appears. Therefore |P (D)vtoy(τ)|3/2 ≤
|Dvtoy(τ)|3/2 = O(ℓ2/3h−1/3). Grouping all these estimates together we obtain∣∣(−toy +m2)vtoy(τ)∣∣H−1/2 = O(ℓ5/3h−1/3), τ − tˆB = O(ℓh).
Integrating over τ ∈ [tˆ, tˆB] yields∫ tˆB
tˆ
|(−toy +m2)vtoy(τ)|H−1/2dτ = O(ℓ8/3h2/3).
This concludes the proof. 
3.4. Global study of the reflection. Here we construct an approximate solution of
(3.7) for v0 satisfying Hℓ. Let v˜ be the solution of
(+m2)v˜ = 0
v˜(tˆB − cBℓh) = v0
(
β0
(
rˆ
h
− cBℓ
)
, ω
)
(∂tˆv˜)(tˆB − cBℓh) =
β0
h
(∂xv0)
(
β0
(
rˆ
h
− cBℓ
)
, ω
)
.
(3.12)
We first construct an approximate solution of (3.12) of the form
v˜ap(tˆ, rˆ, ω) =
∫
R×R
e
i
h
(φ(tˆ,rˆ,prˆ)−rˆ
′ξrˆ)b(tˆ, rˆ, ξrˆ)v0
(
β0
(
rˆ′
h
− cBℓ
)
, ω
)
drˆ′dξrˆ (3.13)
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by the WKB method – see [Zw12] for a comprehensive introduction. Because of §3.2
the phase function φ is given by φ(tˆ, rˆ, ξrˆ) = (rˆ + tˆ − tˆB + cBℓh)ξrˆ. The amplitude b
satisfies the transport equation{
[(∂ξp)(x, φ
′
x)∂x + p1(x, φ
′
x)] b = 0
b(tˆB − cBℓh, rˆ, prˆ) = 1,
p = −∆r ((∂rrˆ)ξrˆ − F ′Kξtˆ)2 +
r4ξ2
tˆ
∆r
, p1 = −(∂r rˆ) ((∂rˆ∆r∂rrˆ)ξrˆ − (∂rˆ∆rF ′K)ξtˆ) .
(3.14)
Equation (3.14) reduces to
− ∂rˆb+ ∂tˆb−
∂rˆr
r
b = 0 (3.15)
thus rb depends only on tˆ+ rˆ. Using b(tˆB − cBℓh) = 1 the function b is explicitly given
by
b(tˆ, rˆ) =
α(rˆ + tˆ− tˆB + cBℓh)
α(rˆ)
, α(rˆ) = r.
The Fourier inversion formula applied to (3.13) yields
v˜ap(tˆ, rˆ, ω) =
α(rˆ + tˆ− tˆB + cBℓh)
r
v0 (y/h, ω)
where we recall that y = β0(rˆ + tˆ − tˆB). When (y/h, ω) belongs to supp(v0) we must
have y = O(ℓh) and thus α(rˆ+ tˆ− tˆB− cBℓh) = α(0)+O(ℓh) = r−+O(ℓh). We define
vap(tˆ, rˆ, ω) =
r−
r
v0 (y/h, ω) .
Proposition 3.7. If v0 satisfies Hℓ and v solves (3.7) then uniformly in ℓ ≥ 1, h ≤ 1
|(v − vap)(0)|H1/2 + |∂t(v − vap)(0)|H−1/2 = O(ℓ8/3h2/3). (3.16)
Proof. We start by proving that
|(v − v˜ap)(tˆ)|H1/2 + |∂t(v − v˜ap)(tˆ)|H−1/2 = O(ℓ8/3h2/3). (3.17)
This holds at time tˆ = tˆB − cBℓh by Proposition 3.5. According to Proposition 3.1
(3.17) will follow from the estimates{
(+m2)v˜ap = OH−1/2((ℓh)
2/3), v˜ap|B = 0,
v˜ap(tˆB − cBℓh) = v(tˆB − cBℓh) +OH1/2(ℓ8/3h2/3). (3.18)
By construction of v˜ap we know that v˜ap takes the form
v˜ap = f
(
r, rˆ + tˆ− tˆB + cBℓh, y/h, ω
)
where the RHS vanishes when y/h /∈ [0, ℓ]. In particular no negative power of h appears
while applying the operator  to vap and
|v˜ap|H−1/2 ≤ C|v˜ap|3/2 ≤ C(ℓh)2/3.
This proves the first estimate of (3.18). The boundary condition v˜ap|B = 0 follows
from of the fact that B is a timelike surface and that the level sets of tˆ+ rˆ are lightlike.
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The conditions at tˆ = tˆB− cBℓh directly follow from point (ii) of Proposition 3.5. This
yields (3.18) and thus (3.17).
We now prove that
|v˜ap(tˆ)− vap(tˆ)|H1/2 + |∂tˆ(v˜ap − vap)(tˆ)|H−1/2 = O((ℓh)1/2). (3.19)
Since α(0) = r− there exists a smooth function ζ such that α(rˆ+ tˆ− tˆB− cBℓh) = (y−
cBℓh)ζ(y−cBℓh). Thus when (y/h, ω) ∈ supp(v0) we have α(rˆ+ tˆ− tˆB−cBℓh) = O(ℓh).
This implies
|vap − v˜ap|2 ≤ Cℓh
(∫
R×S
v0(y/h, ω)
2dydω
)1/2
= O((ℓh)3/2).
Similarly α′(rˆ+ tˆ− tˆB−cBℓh) = ζ(y−cBℓh)+(y−cBℓh)ζ ′(y−cBℓh). This is uniformly
bounded for (y/h, ω) ∈ supp(v0). The product rule for derivatives imply
|∂r(vap − v˜ap)|2 = O((ℓh)1/2).
The angular derivatives can be estimated the same way as |vap − v˜ap|2. Interpolating
between these two bounds yields |vap − v˜ap|H1/2 = O(ℓh). We know estimate |∂tˆ(v˜ap −
vap)(tˆ)|H−1/2 . It suffices to control |∂tˆ(v˜ap − vap)(tˆ)|3/2. The formula for α′ above and
the product rule for derivatives imply
|∂tˆ(v˜ap − vap)(tˆ)|3/2 = O((ℓh)2/3).
This proves (3.19) which together with (3.17) implies (3.16). 
3.5. Proof of Theorem 2. This section is devoted to the proof of Theorem 2.It
consists in two main steps. In §3.5.1-3.5.3 we use an auxiliary hypersurface Σ to
connect the results of §2 with the one of this section. In §3.5.4 we use the decay of
scattering fields to generalize Proposition 3.7 in the limit ℓ→∞ (in a sense depending
on h). We work in S∗.
3.5.1. Preliminaries. We first recall a few facts. By standard theorems of Leray, if
Σ1,Σ2 are two smooth spacelike hypersurfaces there is a well defined operator U(Σ2,Σ1)
(resp. UB(Σ2,Σ1))
C∞0 (Σ1,R
2) → C∞0 (Σ2,R2)
(f0, f1) 7→ (f |Σ2, ∂tf |Σ2)
where f is the unique solution of{
(+m2)f = 0
f |Σ1 = f0, ∂tf |Σ1 = f1
(
resp.
{
(+m2)f = 0, f |B = 0,
f |Σ1 = f0, ∂tf |Σ1 = f1
)
.
For two points p, q in M we define the causal distance between p and q as
d(p, q) = inf{L(γ), γ timelike geodesic connecting p and q},
where L(γ) is the length of the geodesic. If Σ1 and Σ2 are two spacelike surfaces
we define d(Σ1,Σ2) = sup d(p, q) where the infimum is realized over all points p ∈
Σ1, q ∈ Σ2. If d(Σ1,Σ2) <∞, the operators U(Σ2,Σ1), UB(Σ2,Σ1) are continuous from
C∞(Σ1) to C
∞(Σ2). In what follows we denote simply by t0 (resp. tˆ0) the Cauchy
22 ALEXIS DROUOT
surface {t = t0} (resp. {tˆ = tˆ0}). Fix u0, u1 ∈ C∞0 (R × S). Theorem 1 is a result on
the limit of UB(0, T )(u0, u1) as T →∞.
We now define an auxiliary surface Σ that connects the results of §2 with Proposition
3.7. Let K˜ be a compact set containing supp(u0, u1) and [z∗(0), 1]. Let K be the image
of K˜ under the map x 7→ r. Following §1.2.2 we define a coordinate tˆ satisfying t = tˆ
on K. The star crosses the black hole horizon at a time tˆB > 0. Finally fix A ∈ R with
J−({tˆ = tˆB, x ≤ A}) ∩ {t = 0} ⊂ {x ≤ 1}. (3.20)
There exists Σ ⊂ R× R× S a hypersurface such that:
(i) Σ is smooth and spacelike;
(ii) For x ≤ A, Σ is contained in tˆ = tˆB;
(iii) There exists B > 0 such that for x ≥ A+B, Σ is contained in {t = 0}.
Σ is constructed as follows: for x ≤ A it is given by tˆ = tˆB. For x ≥ A it is continued
smoothly by the equation t = t(x). Here the function x 7→ t(x) is smooth nonincreasing
and satisfies 0 ≥ t′(x) > −1 when t(x) 6= 0, and vanishes for x ≥ A + B for some
positive constant B.
Let T ≫ 1 and h = e−κ−T . For ℓ with κ−1− ln(ℓ) − T ≤ A let χI, χII, χIII ∈ C∞0 (R)
such that |χ′I,II,III| ≤ 1 and
χI + χII + χIII = 1, supp(χIII) ⊂ [A +B,∞),
supp(χII) ⊂ [κ−1− ln(ℓ)− T − 1, A+B + 1], supp(χI)(−∞, κ−1− ln(ℓ)− T ].
Note that the condition x ≥ κ−1− ln(ℓ) − T implies rˆ ≥ c0ℓh for some c0 > 0. We can
thus take χI of the form
χI(x) = χ
(
rˆ
ℓh
)
(3.21)
where rˆ = rˆ(x) is the radial coordinate defined in §3.2 and χ(x) is equal to 1 for
|x| ≤ c0/2 and vanishes for x ≥ c0. Below we will chose ℓ depending on h in a suitable
way. We draw on Figure 5 the hypersurface Σ as well as the support of the three
functions χI,II,III.
Since J+(Σ) ∩ B = ∅ tˆ = t on supp(u0, u1) we can write
UB(0, T )(u0, u1) = UB(0,Σ)UB(Σ, T )(u0, u1) = UB(0,Σ)U(Σ, Tˆ )(u0, u1).
Here Tˆ denotes the Cauchy surface tˆ = T . Consequently UB(0, T )(u0, u1) splits into
three terms:
UB(0, T )(u0, u1) = UB(0,Σ)χIU(Σ, Tˆ )(u0, u1)
+UB(0,Σ)χIIU(Σ, Tˆ )(u0, u1) + UB(0,Σ)χIIIU(Σ, Tˆ )(u0, u1).
Below we study separately each of the terms in the RHS.
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x
t
x = κ−1− ln(ℓ)− T
x = A
x = A+B
supp(χIII)
supp(χII)
supp(χI)
B
tˆ = tˆB
Σ
Figure 5. The Cauchy surface Σ in S∗.
3.5.2. Study of the third term. Start with UB(0,Σ)χIIIU(Σ, Tˆ )(u0, u1). On supp(χIII),
Σ is contained in {t = 0}. Thus UB(0,Σ)χIII = χIII and χIIIU(Σ, T ) = χIIIU(0, T ). It
follows that
UB(0,Σ)χIIIU(Σ, T )(u0, u1) = χIIIU(0, Tˆ )(u0, u1).
No boundary is involved in this first term. The results of §2.2 apply with remainder
term small in the space C∞ and there is no complication due to the change of time-
foliation. Proposition 2.4 implies(
χIIIU(0, Tˆ )(u0, u1)
)
(x, ω) = χIII(x)u
∗
+(x− T, ω) +OC∞(e−cT )
= u∗+(x− T, ω) +OC∞(e−cT ).
(3.22)
3.5.3. Study of the second term. Here we estimate the term UB(0,Σ)χIIU(Σ, Tˆ )(u0, u1).
On supp(χII) ∩ Σ we have tˆ ≤ tˆB and r+ − δ0 ≥ r, r − r− & ℓh for some δ0 > 0. Since
h = e−κ−T we have along Σ
−T + tˆ+ 2F ′K(r) ≤ −T − κ−1− ln |r − r−|+ C ≤ −κ−1− ln(ℓ) + C.
Proposition 2.2 implies that χIIU(Σ, Tˆ )(u0, u1) = O(ℓ
−c0). Along Σ ∩ supp(χII) is at
finite distance from {t = 0}; consequently the operator UB(0,Σ)χII is continuous on
C∞. It yields
UB(0,Σ)χIIUB(Σ, T )(u0, u1) = OC∞(ℓ−c0). (3.23)
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3.5.4. Study of the first term. Here we study the term UB(0,Σ)χIU(Σ, Tˆ )(u0, u1). Note
that Σ ∩ supp(χI) ⊂ {tˆ = tˆB}. This together with (3.20) implies
J−(supp(χI) ∩ Σ) ∩ {t = 0} ∩ {x ≥ z∗(0)} ⊂ {0} × [z∗(0), 1]× S ⊂ {tˆ = 0}.
This yields
UB(0,Σ)χIU(Σ, Tˆ )(u0, u1) = UB(0ˆ, tˆB)χIU(tˆB, Tˆ )(u0, u1).
Lemma 2.6 and Lemma 3.4 imply that(
χIU(tˆB, Tˆ )(u0, u1)
)
(x, ω) =
(
χI(x)u−
(
κ−1− ln
(
rˆ
λ′K(r−)h
)
, ω
)
, 0
)
+χIOH1/2⊕H−1/2(e
−cT ).
By Proposition 3.1 the operator UB(0ˆ, tˆB) is continuous from H1/2 ⊕ H−1/2 to itself.
Thus
UB(0ˆ, tˆB)χIU(tˆB, Tˆ )(u0, u1) =
UB(0ˆ, tˆB)
(
χI(x)u−
(
κ−1− ln
(
rˆ
λ′K(r−)h
)
, ω
)
, 0
)
+OH1/2⊕H−1/2(e
−cT ).
Because of (3.21) the function
(x, ω) 7→ χI(x)u−
(
κ−1− ln
(
x
λ′K(r−)
)
, ω
)
satisfies the hypothesis Hℓ. The support of UB(0ˆ, tˆB)χIU(tˆB, Tˆ )(u0, u1) is contained in
[z∗(0), 1]×S thus FK(r) = 0 on this set. Since rˆ = x+FK(r)− tˆB this implies rˆ = x− tˆB
on [z∗(0), 1]× S. Proposition 3.7 yields(
UB(0ˆ, tˆB)χIU(tˆB, Tˆ )(u0, u1)
)
(x, ω) =(
vap
(
β0x
h
, ω
)
, ∂x
(
vap
(
β0x
h
, ω
)))
+OH1/2⊕H−1/2(ℓ
8/3h2/3) +OH1/2⊕H−1/2(h
c),
vap(β0x/h, ω) = χ
( x
hℓ
)
u−
(
κ−1− ln
(
β0x
h
)
, ω
)
.
Rigorously speaking here the Sobolev norms are measured with respect to Ŝ but as ∂xrˆ
is bounded from above and below on [z∗(0), 1] we can also measure them with respect
to S∗. We now remove the term χ(x/(hℓ)) in the expression of vap. The function
(x, ω) 7→ u−(κ−1− ln(β0x), ω) belongs to the symbol class S−δ for some δ > 0. Thus
Lemma 5.2 in the appendix implies
χ0(x)ρ
( x
hℓ
)
u−
(
κ−1− ln
(
β0x
h
)
, ω
)
= χ0(x)u−
(
κ−1− ln
(
β0x
h
)
, ω
)
+OH1/2(h
δ/2+ℓ−δ/2)
where ρ = 1 − χ and χ0 is supported on a small neighborhood of [z∗(0), 1] and equal
to 1 on [z∗(0), 1]. Since u− ∈ Xscatt it vanishes for small values of x, leading to
u−
(
κ−1− ln
(
β0x
h
)
, ω
)
= 0, x ≥ 1
2
, h small enough.
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It follows that on Σ0 = [z∗(0),∞)× S,
χ0(x)ρ
( x
hℓ
)
u−
(
κ−1− ln
(
β0x
h
)
, ω
)
= u−
(
κ−1− ln
(
β0x
h
)
, ω
)
+OH1/2(h
δ/2 + ℓ−δ/2).
A similar identity holds for the time derivative – we skip the details:
χ0(x)ρ
( x
hℓ
)
∂x
(
u−
(
κ−1− ln
(
β0x
h
)
, ω
))
= ∂x
(
u−
(
κ−1− ln
(
β0x
h
)
, ω
))
+OH−1/2(h
δ/2+ℓ−δ/2).
Since the results of Proposition 3.7 are uniform in ℓ and h we can now chose ℓ depending
on h. Take ℓ = h−η where η is a small positive exponent so that ℓ8/3h2/3 = ℓ−δ/2. It
yields (
UB(0ˆ, tˆB)χIU(tˆB, Tˆ )(u0, u1)
)
(x, ω) =(
u−
(
κ−1− ln
(
β0x
h
)
, ω
)
,
1
κ−x
(∂xu−)
(
κ−1− ln
(
β0x
h
)
, ω
))
+OH1/2⊕H−1/2(h
c).
(3.24)
Switching u− to the scattering field u
∗
− constructed in Proposition 2.4 according to
u∗−(x, ω) = u−(x − λK(r−), ω) simply changes to the value of β0 < 0 to some γ0 < 0.
With ℓ = h−η (3.23) becomes
UB(0,Σ)χIIUB(Σ, T )(u0, u1) = OC∞(hc).
This estimate together with (3.22) and (3.24) completes the proof of Theorem 1.
3.6. Comments. Theorem 1 is one of the main novelties of this work. The proof
relies exclusively on geometric arguments: conformal scattering for times tˆ ∈ [tˆB, T ],
construction of a radial coordinate following the reflection of the singularity for tˆ ∈
[0, tˆB], and WKB approximation. One can try to apply these arguments on non-
spherical spacetimes but in such cases the solution rˆ of (3.5) might not be global. For
small perturbation of SdS one should still be able to prove that rˆ is globally defined.
In [Ba99] the author works exclusively in S∗. In this system of coordinate the
reflection of the KG field takes place in the time-zone t ∈ [0, T/2]. Using Ŝ we
needed to apply a WKB parametrix only on a bounded time-zone while in Bachelot’s
case a similar analysis must be realized on a time-zone of length T ∼ − ln(h) (where
h−1 = eκ−T is the order of the frequency). This scale of time is known as the Erhenfest
time. Local WKB paramtrices do not give good results in Bachelot’s situation and
even global theorems like [Zw12, Theorem 11.12] cannot be applied.
4. Proof of Theorem 2
In this section we prove Theorem 2.
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4.1. Preliminaries. In the coordinate system S∗ the Klein-Gordon operator +m2
is given by
+m2 =
1
∆r
∂2
∂t2
− 1
r2∆r
∂
∂x
r2
∂
∂x
+
∆S
r2
+m2 = ∆−1r (∂
2
t + r
−1Hr),
H = D2x +
∆r∆S
r2
+ V, V =
(∂2xr)
r
+m2∆r.
(4.1)
For t ∈ [0,∞] we introduce the spaces
H0t = L2([z∗(t),∞)× S, r2dxdω),
H2t = {u ∈ H0t , Hu ∈ H0t , u(z∗(t), ω) = 0},
where by convention z∗(∞) = −∞ and there is no boundary condition in the definition
of H2∞. The operator Ht formally equal to H but with domain H2t is selfadjoint on
H0t with spectrum in [0,∞). For s ∈ R we define H2st the domain of the operator
Hst . We provide this space with the norm | · |H2st = |Hst · |H0t . For technical reasons we
concentrate on the case V > 0, where V is the potential given in (4.1). The following
lemma shows that this is realized as long as Λ is small enough.
Lemma 4.1. Fix m,M > 0. There exists Λ0, C such that for all 0 < Λ ≤ Λ0, for all
r ∈ (r−, r+), V ≥ C∆r.
Proof. Note that
V = ∆r
(
1
r3
∂r
∆r
r2
+m2
)
= ∆r
(
− 2Λ
3r2
+
2M
r5
+m2
)
≥ ∆r
(
− 2Λ
3r2−
+m2
)
.
See r− – the smallest positive root of ∆r – as a function of Λ. As Λ → 0 ∆r/r
converges uniformly to r − 2M . By Hurwitz’s theorem, two of the roots of ∆r/r
escape any compact subset of R and the last one converges to 2M . We also know that
∆r/r has one negative root and two positive roots r− < r+. Since 2M > 0 the negative
root of ∆r/r must diverge to −∞ and the largest positive root must diverge to +∞.
By elimination r− → 2M . Therefore
V ≥ ∆r
(
− 2Λ
12M2
+m2 + o(Λ)
)
≥ 1
2
m2∆r
for Λ small enough. 
In the rest of the paper we work for Λ in the range (0,Λ0]. Hence V ≥ Ce−κ+x for
every x ≥ z∗(0). To simplify notation we write H = H00, 〈·, ·〉 = 〈·, ·〉H0
0
and | · | = | · |H0
0
.
Let β > 0 and ϕ, ψ be given by
ϕ(z) = z1/2 coth(βz1/2), ψ(z) = z−1/2 coth(βz1/2). (4.2)
The function ϕ (resp. ψ) is holomorphic (resp. meromorphic with a simple pole at
0) in a neighborhood of [0,∞). To give a mathematical formulation of the Hawking
radiation we need to study the operators ϕ(H0) and ψ(H0) defined by the spectral
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theorem – see §4.2. Below we show that the domains of ϕ(H0), ψ(H0) contain the
space
X0 = {u ∈ C∞0 (Σ0), u(z∗(0), ω) = 0}.
We will use the Lowner-Heinz inequality which we recall here. If (B,D(B)) is a
selfadjoint operator and (A,D(A)) is a symmetric positive operator with D(B) ⊂
D(A). If A ≤ B on D(B) then for all 0 ≤ p ≤ 1, Ap ≤ Bp, and for all −1 ≤ p ≤ 0,
Bp ≤ Ap.
Lemma 4.2. Let s ∈ [1/4, 1] and F be a continuous function. Assume that for every
z ∈ [0,∞) we have F (z) ≤ c 〈z〉s. Then the domain of the selfadjoint operator F (H0)
defined by the spectral contains the set X0 and for every v ∈ X0,
|F (H0)v| ≤ C|v|H2s(Σ0).
Proof. Since F (z) ≤ c 〈z〉s, D(Hs0) ⊂ D(F (H0)). In addition the operator L0 = D2x,0 +
〈x〉−2∆S + 1 is selfadjoint on H with domain
D(L0) = {v ∈ H2([z∗(0),∞)× S), v(z∗(0), ω) = 0} ⊂ H20 = D(H0).
Moreover on D(L0) we have H0 ≤ L0. We now apply the Lowner-Heinz theorem. The
operator Ls0 has the domain
D(Ls0) = {v ∈ H2s(Σ0), v(z∗(0), ω) = 0}.
Consequently X0 ⊂ D(Ls0) ⊂ D(F (H0)) and for every v ∈ X0,
|F (H0)v| . |L0v| . |v|H2s.
This ends the proof of the lemma. 
Applying this result to F = ϕ and s = 1 shows that the domain of ϕ(H0) contains
the space X0. Now comes the more difficult task of proving that the domain of ψ(H0)
contains X0. The function ψ has a pole at 0. Since
coth(x) =
∞∑
k=−∞
x
x2 + k2π2
,
we have
ψ(z) =
1
βz
+ φ(z), φ(z) =
1
β
∑
k∈V\{0}
1
z + k2
(4.3)
where V = πβ−1 · Z. The series
φ(H0) = β
−1
∑
k∈V\{0}
(H0 + k
2)−1
converges for the topology of bounded operators on H as∣∣(H0 + k2)−1∣∣B(H) ≤ 1d(σ(H0),−k2) . k−2.
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The operator φ(H0) is thus a bounded operator. In order to prove that X0 is contained
in D(ψ(H0)) it is sufficient to show that X0 is contained in D(H−10 ). Let D2x,0 be the
unbounded operator formally equal to D2x but with domain
D(D2x,0) = {u ∈ H, D2xu ∈ H, u(z∗(0), ω) = 0}.
It is a selfadjoint operator on H. In the following lemma we give some estimates on
the resolvent of this operator.
Lemma 4.3. Let α > 0. The operator
e−αx(D2x,0 − λ2)−1e−αx : H → H (4.4)
well defined for Im λ > 0, continues to a holomorphic family of operators for Im λ >
−α/2. Moreover for every v ∈ X0,〈
D−2x,0v, v
〉 ≤ C ∫
S
∣∣∣∣∫ ∞
z∗(0)
〈x〉 |v(x, ω)|dx
∣∣∣∣2 dω. (4.5)
Proof. For Im λ > 0 the kernel of the one-dimensional operator R0(λ) = D
2
x,0 − λ2 is
the holomorphic function of λ given by
Kλ(x, y) = i
eiλ|x−y| − eiλ|x+y−2z∗(0)|
2λ
(4.6)
– see [Si00]. It extends to an entire function on C; in particular
lim
λ→0
Kλ(x, y) = min(x, y)− z∗(0).
Equation (4.4) follows then from Schur’s lemma. For (4.5) we note that〈
D−2x,0v, v
〉
=
∫
Σ0
∫ ∞
z∗(0)
(min(x, y)− z∗(0)) v(y, ω)v(x, ω)dydxdω
.
∫
S
∫ ∞
z∗(0)
∫ ∞
z∗(0)
〈x〉 〈y〉 |v(x, ω)||v(y, ω)|dydxdω .
∫
S
∣∣∣∣∫ ∞
z∗(0)
〈x〉 |v(x, ω)|dx
∣∣∣∣2 dω.
This ends the proof. 
We now give a sense to H−10 on X0. By the same analysis as in the proof of [SZ97,
Proposition 2.1], the operator
(H0 − λ2)−1 : H → H
initially defined for Im λ > 0, admits a meromorphic continuation to C as an operator
Hcomp → Hloc. Its poles are called resonances.
Lemma 4.4. The operator H0 has no resonance at 0 thus H
−1
0 is well defined on X0.
In addition,
(i) For every R there exists CR such that for all v ∈ X0 supported in [z∗(0), R]×S,〈
H−10 v, v
〉 ≤ CR|v|2H−1(Σ0). (4.7)
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(ii) There exists C such that for every v ∈ X0,〈
H−10 v, v
〉 ≤ C ∫
S
∣∣∣∣∫ ∞
z∗(0)
〈x〉 |v(x, ω)|dx
∣∣∣∣2 dω. (4.8)
Proof. We start by proving that H0 has no resonance at 0. Let H0,ℓ be the selfadjoint
operator
H0,ℓ = D
2
x,0 + V +
∆r
r2
ℓ(ℓ+ 1)
on L2([z∗(0),∞), dx) with domain H20 ([z∗(0),∞)). This is a 1D Schro¨dinger operator
with a positive potential. The family of operators V 1/2(H0,ℓ−λ2)−1V 1/2 initially defined
for Im λ > 0 extends to a meromorphic family on C, see [Si00]. The poles of this
meromorphic continuation are exactly the zero of the Fredholm determinant
d(λ) = det(Id+V 1/2R0(λ)V
1/2).
By [Si00, Theorem 2] this determinant admits an explicit expansion of the form
d(λ) = 1 +
∞∑
n=1
dn(λ). (4.9)
Each of the coefficients satisfy dn(0) ≥ 0. In particular d(0) ≥ 1 and H0,ℓ has no
resonance at 0. Assume now that H0 has a resonance at 0 and call m its multiplicity.
Then there exists a family of operators λ 7→ A(λ) that is holomorphic near 0 and and
Π an operator of finite rank such that near 0,
λm−1(H0 − λ2)−1 = Π
λ
+ A(λ).
Define πℓ the orthogonal projector on the eigenspace ker(∆S − ℓ(ℓ+ 1)). If Im λ≫ 1
and ℓ 6= ℓ′ then
πℓ(H0 − λ2)−1πℓ′ = 0,
which implies by meromorphic continuation that πℓΠπℓ′ = 0. If v ∈ Hcomp and vℓ is
the function given by vℓ = πℓv then
πℓ(H0 − λ2)−1πℓv = (H0,ℓ − λ2)−1vℓ, Im λ≫ 1.
By meromorphic continuation this yields(
πℓ
Π
λ
πℓ + πℓA(λ)πℓ
)
v = λm−1(H0,ℓ − λ2)−1vℓ, λ near 0.
As 0 is not a resonance of H0,ℓ both sides must be holomorphic and thus πℓΠπℓ = 0.
Thus Π = 0 and H0 has no resonance at λ = 0.
Now we prove (i). Let v ∈ X0 with support in [z∗(0), R]×S. Write v =
∑
ℓ vℓ where
πℓv = vℓ. By the Lowner-Heinz inequality we have (H0,ℓ+ ǫ)
−1 ≤ (∆r(∆S+ c)+ ǫ)−1 ≤
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∆−1r (∆S + c)
−1 for c small enough and ǫ > 0. The term ∆−1r is uniformly bounded for
x ∈ [z∗(0), R] by a constant CR. Thus〈
(H0 + ǫ)
−1v, v
〉
=
∞∑
ℓ=0
〈
(H0,ℓ + ǫ)
−1vℓ, vℓ
〉 ≤ ∞∑
ℓ=0
〈
(∆S + c)
−1vℓ,∆
−1
r vℓ
〉
≤ CR
∞∑
ℓ=0
|vℓ|2
ℓ(ℓ+ 1) + c
= CR
〈
(∆S + c)
−1v, v
〉
.
In addition by the Lowner-Heinz inequality, 〈(H0 + ǫ)−1v, v〉 ≤
〈
(D2x,0 + ǫ)
−1v, v
〉
. The
operators ∆S and D
2
x,0 commute. The inequality
min(
1
ξ2 + ǫ
,
1
ℓ(ℓ+ 1) + c
) =
1
max(ξ2 + ǫ, ℓ(ℓ + 1) + c)
≤ 2
ξ2 + ℓ(ℓ+ 1) + c+ ǫ
implies then〈
(H0 + ǫ)
−1v, v
〉 ≤ CRmin (〈(∆S + c)−1v, v〉 , 〈(D2x,0 + ǫ)−1v, v〉)
≤ 2CR
〈
(D2x,0 +∆S + c+ ǫ)
−1v, v
〉
.
Make ǫ→ 0 to conclude: 〈(H0 + ǫ)−1v, v〉 ≤ CR|v|2H−1(Σ0).
We now prove (4.8). By the Lowner-Heinz inequality if v ∈ C∞0 (Σ0) then〈
H−10 v, v
〉
= lim
ε→0+
〈
(H0 + ε)
−1v, v
〉
≤ lim
ε→0+
〈
(D2x,0 + ε)
−1v, v
〉
=
〈
D−2x,0v, v
〉
.
Equation (4.8) follows then from (4.5). 
Note that although we used a decomposition in spherical harmonics in the proof this
result is still stable under suitable non-spherical perturbations of the metric. Indeed
the meromorphic continuation of the resolvent still holds if the perturbation preserves
the structure of the horizons r = r± (see [SZ97]). The resonances are stable under small
metric perturbations. The estimates (i) and (ii) will still work for small perturbations
of H0 using a comparison operator that is spherically symmetric. We now conclude
with an estimate for the operator ψ(H0).
Lemma 4.5. For every R > 0 there exists CR such that for every v ∈ X0 with support
in [z∗(0), R]× S
〈ψ(H0)v, v〉 ≤ CR|v|2H−1/2(Σ0).
Proof. By reproducing the proof of (4.7),
〈
(H0 + 1)
−1/2v, v
〉 ≤ CR 〈(∆S + c)−1/2v, v〉.
Similarly
〈
(H0 + 1)
−1/2v, v
〉 ≤ 〈(D2x,0 + 1)−1/2v, v〉. The operators D2x,0 and ∆S com-
mute. In addition,
min
(
1
ξ2 + 1
,
1
ℓ(ℓ+ 1) + c
)
≤ 2
ξ2 + ℓ(ℓ+ 1) + c+ 1
.
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It follows that 〈
(H0 + 1)
−1/2v, v
〉 ≤ CR|v|2H−1/2(Σ0).
In the notation of (4.3) the function φ satisfies φ(z) ≤ C(z + 1)−1/2, z ≥ 0. By the
spectral theorem
〈ψ(H0)v, v〉 =
〈
H−10 v, v
〉
+ 〈φ(H0)v, v〉 ≤
〈
H−10 v, v
〉
+ c
〈
(1 + H0)
−1/2v, v
〉
≤ CR|v|2H−1(Σ0) + CR|v|2H−1/2(Σ0) ≤ CR|v|2H−1/2(Σ0).
In the second line we used (4.7) and the embedding H−1/2(Σ0) →֒ H−1(Σ0). This
completes the proof. 
4.2. Quantization process. We recall here the quantization process of bosonic scalar
quantum fields as done in [Ba97b], [Ba99].
4.2.1. Principle of algebraic quantum field theory. Let us recall briefly the fundamental
principles of algebraic quantum field theory. For a more complete introduction see
[Ba97b] and [BR81]. Given a Hilbert space H a Weyl quantization of H is a pair
(F (H),M ) with the following:
(i) F (H) is a Hilbert space,
(ii) M is a map from H to the space of unitary operators on F (H) satisfying the
canonical commutation relation (CCR)
∀f, g ∈ H, M (f + g) = e−iIm〈f,g〉HM (f)M (g),
(iii) The restriction of M to any finite dimensional subspace is continuous.
The algebra of observable A (F (H),M ) is the C∗-algebra generated by the elements
M (f), f ∈ H. It is unique in the sense given by the Von-Neumann uniqueness theorem
and we write A (H) = A (F (H),M ). A state is a positive normalized linear form ω
on A (H). The generating functional of ω is the map Eω : H→ C such that
∀f ∈ H, Eω(f) = ω(M (f)).
It satisfies the three following conditions:
(i) E(0) = 1,
(ii) The restriction of E to any finite dimensional subspace of H is continuous,
(iii) For every λj ∈ C, fj ∈ H,
n∑
j,k=1
λjλkE(fj − fk)e−2iIm〈fj ,fk〉H ≥ 0.
Now given E : H→ C satisfying (i), (ii), (iii) there exists a unique state ω and a unique
Weyl quantization (F (H),M ) of H and cyclic vector F ∈ F (H) with
E(f) = 〈F,M (f)F 〉F (H) = ω(M (f)).
We now study the dynamic of states. Let Ht be a family of Hilbert space provided
with a family of symplectic propagator U(t, t′) : Ht′ → Ht. Let (F (H0),M0) be a
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quantization of H0 and A (H0) be the algebra of observable. The propagator U(t, t′)
induces a quantization of Ht with algebra of observable generated by the operators
Mt(f) = M0(U(0, t)f), f ∈ Ht.
Consequently if ω0 is a state on H0 we define the evolution of ω0 by the map t 7→ ωt
with ωt(Mt(f)) = ω0(M0(U(0, t)f)), f ∈ Ht. Similarly if E0 is a generating functional
we define the evolution of E0 by the map t 7→ Et with Et(f) = E0(M0(U(0, t)f)).
4.2.2. Quantization in the framework of Hawking radiation. We now relate the previ-
ous algebraic consideration to the framework of the Hawking radiation. The evolution
of a scalar bosonic field in a collapsing-star spacetime is described by the Klein-Gordon
equation
(∂2t + r
−1Htr)u = 0
where Ht is the selfadjoint operator defined in §4.1. This equation admits the following
selfadjoint formulation:
i
df(t)
dt
= Htf(t), f(t) = (u(t, ·), i∂tu(t, ·)), Ht =
(
0 Id
r−1Htr 0
)
. (4.10)
The operator rHtr
−1 is selfadjoint on the space H st = r
−1Hst provided with the scalar
product 〈·, ·〉
H st
= 〈r·, r·〉Hst . The operatorHt is selfadjoint on the space Hst = H
s−1/2
t ⊕
H
s+1/2
t provided with the scalar product 〈·, ·〉Hst = 〈·, ·〉H s−1/2t ⊕H s+1/2t . If f belongs to
C∞0 (R × S) then f(T, z∗(T ), ω) = 0 for T large enough and we write t 7→ f(t) the
solution of (4.10) with initial condition f(T ) = f . We finally define the propagator
U(t, T ) connecting the spaces Hts by requiring f(t) = U(t, T )f .
An initial Bose-Einstein state at temperature (2β)−1 with respect to H0 is given by
the generating functional
EH0,(2β)−1 [f ] = exp
−1
2
〈
f,
coth(β (r−1H0r)1/2) 0
0 coth
(
β (r−1H0r)
1/2
) f〉
Hst

where f = (f1, f2) – see [Ba97b]. The asymptotic evolution of such a state is described
by the limit
lim
T→∞
EH0,(2β)−1 [U(0, T )f ].
According to (2.10) there is heuristically only one choice of space Hs0 so that this
limit is be non-trivial, corresponding to s = 0. We now fix H = H00. The vacuum
state at t = 0 in the collapsing-star spacetime has temperature prescribed by the
cosmological horizon and thus its generating functional is Evac = EH0,κ+/(2π) – see
[GH77]. A mathematical description of the Hawking radiation consists in studying the
asymptotic of the initial vacuum state as the time goes to infinity, that is, computing
the limit as T →∞ of Evac[U(0, T )f ]. If ϕ±, ψ± are given by (4.2) with β = β± = π/κ±
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we have
Evac[U(0, T )f ]
= exp
−1
2
〈(
ru(0)
r∂tu(0)
)
,
coth(β+ (r−1H0r)1/2) 0
0 coth
(
β+ (r
−1H0r)
1/2
)( ru(0)
r∂tu(0)
)〉
H

= lim
T→∞
exp
(
−1
2
〈ru(0), ϕ+(H0)ru(0)〉 − 1
2
〈r∂tu(0), ψ+(H0)r∂tu(0)〉
)
.
Here u(0), ∂tu(0) are defined by (4.10). To formulate Theorem 2 we finally define
E
±
D2x,κ±/(2π)
the generating functional of a Bose-Einstein state at temperature κ±/(2π)
near the horizons r = r±:
E
±
D2x,κ±/(2π)
[g] = exp
(
−1
2
〈
r±g1, ϕ±(D
2
x)r±g1
〉− 1
2
〈
r±g2, ψ±(D
2
x)r±g2
〉)
.
Because of these definition Theorem 2 is equivalent to:
Theorem 3. There exists Λ0 such that for all Λ ∈ (0,Λ0] and under the assumptions
and notations of Theorem 1,
〈ru(0), ϕ+(H0)ru(0)〉+ 〈r∂tu(0), ψ+(H0)r∂tu(0)〉
=
∑
+/−
〈
r±u
∗
±, ϕ±(D
2
x)r±u
∗
±
〉
+
〈
r±Dxu
∗
±, ψ±(D
2
x)r±Dxu
∗
±
〉
+O(e−cT ).
Below we prove this theorem.
4.3. A decomposition suitable for quantum field theory spaces. The following
lemma modifies slightly the statement of Theorem 1 to apply it to the proof of Theorem
3.
Lemma 4.6. If u solves (1.1) we can write
ru(0) = r−uB + ε0B + r+uWB + ε
0
WB
r∂tu(0) = r−vB + ε1B + r+vWB + ε
1
WB
where
(i) The terms ε0,1B,WB satisfy:
supp(ε0B, ε
1
B) ⊂ {z∗(0) ≤ x ≤ 1}, |ε0B|H1/2 = O(e−cT ), |ε1B|H−1/2 = O(e−cT ),
supp(ε0WB, ε
1
B) ⊂ [0, T + C], |ε0WB|C∞ = O(e−cT ), |ε1WB|C∞ = O(e−cT ).
(ii) The terms uB, vB satisfy
uB(x, ω) = χ(x)u∗−
(
κ−1− ln
(γ0x
h
)
, ω
)
, vB = ∂xuB, h = e−κ−T
for some χ ∈ C∞0 (R) equal to 1 near x = 0 and with support in (z∗(0, 1).
Moreover,
|uB| = O(e−cT ) and |∆SuB| = O(e−cT ). (4.11)
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(iii) The terms uWB, vWB satisfy vWB = ∂xuWB and
uWB(x, ω) = χ˜(x)u∗+(x− T, ω)
for some χ˜ ∈ C∞(R) that is 0 for x ≤ 0 and 1 for x ≥ 1.
Proof. This lemma is a simple reformulation of Theorem 1 using as T →∞ u splits in
two parts, one that is localized at x = 0, and one that is localized near x = T . 
Because of this lemma we expect the following to hold:
〈ru(0), ϕ+(H0)ru(0)〉+ 〈r∂tu(0), ψ+(H0)r∂tu(0)〉 =
r2− 〈uB, ϕ+(H0)uB〉+ r2+ 〈uWB, ϕ+(H0)uWB〉
+r2− 〈vB, ψ+(H0)vB〉+ r2+ 〈vWB, ψ+(H0)vWB〉+O(e−cT ).
(4.12)
We separate the proof of Theorem 3 into two main parts. In §4.4 we compute the four
limits
lim
T→∞
〈uB, ϕ+(H0)uB〉 , lim
T→∞
〈uWB, ϕ+(H0)uWB〉 ,
lim
T→∞
〈vB, ψ+(H0)vB〉 , lim
T→∞
〈vWB, ψ+(H0)vWB〉 .
In §4.5 we prove that (4.12) holds.
4.4. Computation of the limits.
4.4.1. Computation of the first limit.
Lemma 4.7. We have:
〈uB, ϕ+(H0)uB〉 =
〈
ϕ−(D
2
x)u
∗
−, u
∗
−
〉
+O(e−cT ). (4.13)
Proof. There exists C large enough such that for all λ ≥ 0,
λ1/2 ≤ ϕ+(λ) . λ1/2 + C.
The spectral theorem implies〈
uB,H
1/2
0 uB
〉
≤ 〈uB, ϕ+(H0)uB〉 ≤
〈
H
1/2
0 uB, uB
〉
+ C|uB|2.
Because of (4.11), |uB| = O(e−cT ) and it suffices to compute the limit of
〈
uB,H
1/2
0 uB
〉
as T → ∞. For c large enough we have D2x,0 ≤ H0 ≤ D2x,0 + c(∆S + 1) and thus the
Lowner-Heinz inequality implies
〈uB, |Dx,0|uB〉 ≤
〈
uB,H
1/2
0 uB
〉
≤ 〈uB, (D2x,0 + c∆S + c)1/2uB〉 .
Because of the inequality (ξ + ℓ)1/4 ≤ ξ1/4 + ℓ1/4 and the fact that the operators D2x,0
and ∆S + 1 commute,〈
uB, (D2x,0 + c∆S + c)
1/2uB
〉 ≤ 〈uB, |Dx,0|uB〉+ c1/2 〈uB, (∆S + 1)1/2uB〉 .
The estimate (4.11) shows that
〈
uB, (∆S + 1)1/2uB
〉
= O(e−cT ). Thus the evaluation
of (4.13) is reduced to the evaluation of 〈uB, |Dx,0|uB〉 as T →∞.
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Let E : H → L2(R× S, dxdω) be the extension operator defined by
Ev(x, ω) =
{
v(x, ω) for x ≥ z∗(0)
−v(2z∗(0)− x, ω) for x ≤ z∗(0) . (4.14)
This operator is a partial isometry: for every v ∈ H, |Ev|2L2(R×S,dxdω) = 2|v|2. The
operator E intertwines D2x,0 with D2x: ED2x,0 = D2xE . Consequently if µ : R→ R then〈
µ(D2x,0)v, v
〉
=
1
2
〈
µ(D2x)Ev, Ev
〉
=
1
4π
∫
R×S
µ(ξ2)
∣∣∣∣∫
R
e−ixξEv(x, ω)dx
∣∣∣∣2 dωdξ
=
1
π
∫
R×S
µ(ξ2)
∣∣∣∣∫ ∞
0
sin(xξ)u(x+ z∗(0), ω)dx
∣∣∣∣2 dωdξ.
(4.15)
Apply (4.15) to µ(ξ) = |ξ|1/2 and v = uB to obtain
〈uB, |Dx,0|uB〉 = 1
π
∫
R×S
|ξ|
∣∣∣∣∫ ∞
0
sin(xξ)uB(x+ z∗(0), ω)dx
∣∣∣∣2 dξdω
=
1
π
∫
R×S
|ξ|
∣∣∣∣∫ ∞
0
sin(xξ)χ(x+ z∗(0))u
∗
−
(
κ−1− ln
(
γ0
x+ z∗(0)
h
)
, ω
)
dx
∣∣∣∣2 dξdω
=
1
π
∫
R×S
|ξ|
∣∣∣∣∫
R
sin
(
xξ − z∗(0)ξ
h
)
χ(hx)u∗−
(
κ−1− ln (γ0x) , ω
)
dx
∣∣∣∣2 dξdω
=
1
4π
∫
R×S
|ξ||eiz∗(0)ξ/hZ − e−iz∗(0)ξ/hZ|2dξdω,
where
Z =
∫
R
e−ixξχ(hx)u∗−
(
κ−1− ln (γ0x) , ω
)
dx. (4.16)
Write
|eiz∗(0)ξ/hZ − e−iz∗(0)ξ/hZ|2 = 2|Z|2 − 2Re(e2iz∗(0)ξ/hZ2)
and concentrate on the second term of the RHS. An integration by parts gives∫
R×S
|ξ|e2iz∗(0)ξ/hZ2dξdω = h
2iz∗(0)
∫
R×S
(
ξ
|ξ|Z
2 + 2|ξ|Z∂ξZ
)
e2iz∗(0)ξ/hdξdω (4.17)
and in addition∣∣∣∣ h2iz∗(0)
∫
R×S
sgn(ξ)Z2e2iz∗(0)ξ/hdξdω
∣∣∣∣ ≤ h ∫
R×S
|Z|2dξdω
≤ h
∫
R×S
∣∣χ(hx)u∗− (κ−1− ln (γ0x) , ω)∣∣2 dxdω . h ∫
hx∈supp(χ)
〈x〉−γ dx = O(hγ).
(4.18)
We used from the first to the second line that u−∗ ∈ Xscatt, which implies u∗−(κ− ln(·), ·) ∈
S−δ for some δ > 0. To treat the second term in the RHS of (4.17) we see that∣∣∣∣ h2iz∗(0)
∫
R×S
2|ξ|Z∂ξZe2iz∗(0)ξ/hdξdω
∣∣∣∣ . h|Z|2|ξ∂ξZ|2.
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We showed in (4.18) that h|Z|22 = O(hγ). In addition by Plancherel’s formula and
using that u∗−(κ− ln(·), ·) ∈ S−δ for some δ > 0 we have
h|ξ∂ξZ|22 = h
∫
R×S
∣∣∂x (xχ(hx)u∗− (κ−1− ln (γ0x) , ω))∣∣2 dxdω
. h
∫
R
∣∣χ(hx) 〈x〉−γ∣∣2 dx+ h ∫
R
∣∣hxχ′(hx) 〈x〉−γ∣∣2 dx+ h ∫
R
∣∣χ(hx) 〈x〉−γ∣∣2 dx
= O(hγ) +O(hγ) +O(hγ) = O(hγ).
It follows that
〈uB, |Dx,0|uB〉 = 1
4π
∫
R×S
2|ξ||Z|2dξdω +O(hγ)
=
1
2π
∫
R×S
|ξ|
∣∣∣∣∫
R
e−ixξχ(hx)u∗−
(
κ−1− ln (γ0x) , ω
)
dx
∣∣∣∣2 dξdω +O(hγ).
Arguments similar to the proof of Lemma 5.2 show that∫
R×S
|ξ|
∣∣∣∣∫
R
e−ixξχ(hx)u∗−
(
κ−1− ln (γ0x) , ω
)
dx
∣∣∣∣2 dξdω
=
∫
R×S
|ξ|
∣∣∣∣∫
R
e−ixξu∗−
(
κ−1− ln (γ0x) , ω
)
dx
∣∣∣∣2 dξdω +O(hc).
To compute the integral in the second line we apply [Ba97b, Lemma II.6]:
〈uB, ϕ+(H0)uB〉 = 1
2π
∫
R×S
|ξ| coth (β−|ξ|) |Fu∗−(ξ, ω)|2dξdω +O(e−cT )
=
〈
u∗−, ϕ−(D
2
x)u
∗
−
〉
+O(e−cT ).
This completes the proof. 
4.4.2. Computation of the second limit.
Lemma 4.8. We have:
〈uWB, ϕ+(H0)uWB〉 =
〈
u∗+, ϕ+(D
2
x)u
∗
+
〉
+O(e−cT ).
Proof. Recall that uWB is given by uWB(x, ω) = χ˜(x)u∗+(x−T, ω) where χ˜ vanishes for
x ≤ 0 and is equal to 1 for x ≥ 1 and u∗+ ∈ Xscatt. Write
ϕ+(z) = β
−1
+ + β
−1
+
∑
k∈V\{0}
z
z + k2
, V = πβ−1+ Z.
The series
∑
k∈V\{0}(H0 + k
2)−1H0uWB converges in H. Indeed,∑
k∈V\{0}
∣∣(H0 + k2)−1H0uWB∣∣ ≤ ∑
k∈V\{0}
〈k〉−2 |H0uWB| <∞ (4.19)
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as uWB is smooth and decays exponentially. It follows that
〈uWB, ϕ+(H0)uWB〉 = β−1+ |uWB|2 + β−1+
∑
k∈V\{0}
〈
uWB, (H0 + k2)−1H0uWB
〉
,
where the series converges absolutely. The estimate (4.19) and the bound |H0uWB| =
O(1) imply that the convergence of the series is uniform as T → ∞. We now study
the terms
|uWB|2,
〈
(H0 + k
2)−1H0uWB, uWB
〉
, T →∞.
First note that
|uWB − u∗+|2 =
∫
R×S
|1− χ˜(x)|2|u∗+(x− T, ω)|2dxdω
.
∫ 1
−∞
e−ν(T−x)dx = O(e−νT ).
We conclude that |uWB|2 = |u∗+|2 + O(e−cT ). We now derive similar estimates for the
term 〈(H0 + k2)−1H0uWB, uWB〉. For k ∈ V \ {0},
(H0 + k
2)−1H0 − (D2x,0 + k2)−1D2x,0
= (H0 + k
2)−1(H0 −D2x,0)− (H0 + k2)−1(H0 −D2x,0)(Dx,0 + k2)−1D2x,0.
Therefore ∣∣〈uWB, (H0 + k2)−1H0uWB〉− 〈uWB, (D2x,0 + k2)−1D2x,0uWB〉∣∣
≤ ∣∣〈uWB, (H0 + k2)−1(H0 −D2x,0)uWB〉∣∣
+
∣∣〈D2x,0uWB, (H0 + k2)−1(H0 −D2x,0)(Dx,0 + k2)−1uWB〉∣∣
. |(H0 −D2x,0)uWB|
|uWB|
|k|2 + |(H0 −D
2
x,0)(Dx,0 + k
2)−1D2x,0uWB|
|uWB|
|k|2 .
(4.20)
The operator H0 −D2x,0 is a second order differential operator whose coefficient decay
like e−κ+〈x〉. The function uWB has support in [0, T + C] and all its derivative decay
like e−ν〈x−T 〉. Thus |(H0 −D2x,0)uWB| = O(e−cT ) and |(H0−D2x,0)uWB| = O(e−cT ). We
now focus on the term |(H0 −D2x,0)(Dx,0 + k2)−1D2x,0uWB|. The kernel of the operator
(D2x,0 + k
2)−1 is given by (4.6):
Kik(x, y) =
e−k|x−y| − e−k|x+y−2z∗(0)|
2k
.
In addition uWB and its derivative decay like e−ν〈T−x〉. It follows that (H0−D2x,0)(D2x,0+
k2)−1D2x,0uWB can be estimated by:
|(H0 −D2x,0)(D2x,0 + k2)−1D2x,0uWB(x)| . e−κ+x
∫ T+C
0
e−k|x−y| − e−k|x+y−2z∗(0)|
2k
e−νydy.
This decays exponentially in T ; therefore |(H0−D2x,0)(D2x,0+k2)−1D2x,0uWB| = O(e−cT ).
Plugging this estimates in (4.20) we obtain that uniformly in k ∈ V \ {0},〈
(H0 + k
2)−1H0uWB, uWB
〉
=
〈
(D2x,0 + k
2)−1D2x,0uWB, uWB
〉
+O(e−cT/|k|2).
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Sum over k ∈ V \ {0} to conclude that
〈uWB, ϕ+(H0)uWB〉 =
〈
uWB, ϕ+(D2x,0)uWB
〉
+O(e−cT ).
We next show that
〈
uWB, ϕ+(D2x,0)uWB
〉
=
〈
u∗+, ϕ+(D
2
x)u
∗
+
〉
+ O(e−cT ). Using the
extension operator E defined in (4.14) we have〈
ϕ+(D
2
x,0)uWB, uWB
〉
=
〈
ϕ+(D
2
x)EuWB, EuWB
〉
=
1
2π
∫
R×S
|ξ| coth (β+|ξ|)
∣∣∣∣∫
R
e−ixξχ˜(x)u∗+(x− T )dx
∣∣∣∣2 dξdω
=
1
2π
∫
R×S
|ξ| coth (β+|ξ|)
∣∣∣∣∫
R
e−ixξχ˜(x+ T )u∗+(x)dx
∣∣∣∣2 dξdω.
To conclude we need to replace the term χ˜(x) with 1. We note that∫
R×S
|ξ| coth (β+|ξ|)
∣∣∣∣∫
R
e−ixξ(1− χ˜(x+ T ))u∗+(x)dx
∣∣∣∣2 dξdω
.
∫
R×S
(1 + |ξ|2)
∣∣∣∣∫
R
e−ixξ(1− χ˜(x+ T ))u∗+(x)dx
∣∣∣∣2 dξdω.
Using Plancherel’s formula this is equal to∫
R×S
|∂x((1− χ˜(·+ T ))u∗+)|2dxdω +
∫
R×S
|(1− χ˜(·+ T ))u∗+|2dxdω. (4.21)
As 1 − χ˜(· + T ) is supported on x . −T and as u∗+ ∈ Xscatt, (4.21) is O(e−cT ). We
finally conclude that
〈uWB, ϕ+(H0)uWB〉 = 1
2π
∫
R×S
|ξ| coth (β+|ξ|)
∣∣∣∣∫
R
e−ixξu∗+(x, ω)dx
∣∣∣∣2 dξdω +O(e−cT )
=
〈
u∗+, ϕ+(D
2
x)u
∗
+
〉
+O(e−cT ).
This completes the proof. 
4.4.3. Computation of the third limit.
Lemma 4.9. We have:
〈vB, ψ+(H0)vB〉 =
〈
Dxu
∗
−, ψ−(D
2
x)Dxu
∗
−
〉
+O(e−cT ).
Proof. We first prove that as T → ∞, 〈vB,H−10 vB〉 = O(e−cT ). By the Lowner-Heinz
theorem 0 ≤ 〈vB,H−10 vB〉 ≤ 〈vB, D−2x,0vB〉. Mimicking the proof of Lemma 4.7 up to
equation (4.16),〈
vB, D−2x,0vB
〉
= h
∫
R×S
|ξ|−2 ∣∣eiz∗(0)ξ/hY − e−iz∗(0)ξ/hY ∣∣2 dξdω,
where
Y =
∫
R
e−ixξ∂x
(
χ(hx)
1
κ−x
(∂xu
∗
−)
(
κ−1− ln (γ0x) , ω
))
dx.
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By an integration by parts, Y = −iξZ where Z was defined in (4.16). It follows that〈
vB, D−2x,0vB
〉
= h
∫
R×S
|eiz∗(0)ξ/hZ − e−iz∗(0)ξ/hZ|dξdω
≤ 2h
∫
R×S
|Z|2dξdω = O(hγ)
(4.22)
where the last equality comes from (4.18). It follows that
〈
vB,H−10 vB
〉
= O(e−cT ).
The function ψ+ satisfies ψ+(z) = (β+z)
−1 + O(1) near 0 and ψ+(z) = 〈z〉−1/2 +
O(z−1) near +∞. It follows that there exists a constant c > 0 such that for every
z ∈ [0,∞),
(z1/2 + 1)−1 − cz−1 ≤ ψ+(z) ≤ (z1/2 + 1)−1 + cz−1.
The spectral theorem and the estimate
〈
vB,H−10 vB
〉
= O(e−cT ) imply
〈vB, ψ+(H0)vB〉 =
〈
vB, (H
1/2
0 + 1)
−1vB
〉
+O(e−cT ).
We now focus on the term
〈
vB, (H
1/2
0 + 1)
−1vB
〉
. The operator H0 satisfies D
2
x,0 ≤
H0 ≤ D2x,0 + c∆S + c and the Lowner-Heinz inequality yields〈
vB, (D2x,0 + c∆S + c)
−1/2vB
〉 ≤ 〈vB, (H1/20 + 1)−1vB〉 ≤ 〈vB, |Dx,0|−1vB〉 . (4.23)
The operators D2x,0 and ∆S commute and are nonnegative. Moreover for every ξ ≥
0, ℓ ≥ 0 we have
1
ξ
− 1√
ξ2 + ℓ2
=
√
ξ2 + ℓ2 − ξ
ξ
√
ξ2 + ℓ2
≤ ℓ+ ξ − ξ
ξ
√
ξ2 + ℓ2
≤ ℓ
ξ2
.
This inequality implies
1
|ξ| −
ℓ
ξ2
≤ 1√
ξ2 + ℓ2
and the operator-valued version is
|Dx,0|−1 − (c∆S + c)1/2D−2x,0 ≤ (D2x,0 + c∆S + c)−1/2.
Consequently (4.23) becomes〈
vB, |Dx,0|−1vB
〉−〈vB, (c∆S + c)1/2D−2x,0vB〉 ≤ 〈vB, (H1/20 + 1)−1vB〉 ≤ 〈vB, |Dx,0|−1vB〉 .
We recall that vB = ∂xuB and uB vanishes near x = z∗(0). Thus〈
vB, (c∆S + c)1/2D−2x,0vB
〉
=
〈
uB, (c∆S + c)1/2uB
〉
= O(e−cT ).
Hence the lemma holds if we can show that〈
vB, |Dx,0|−1vB
〉
=
〈
vB, ψ−(D2x)vB
〉
+O(e−cT ).
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Mimicking the beginning of the proof of Lemma 4.7 up to equation (4.16) yields〈
vB, |Dx,0|−1vB
〉
=
∫
R×S
|ξ|−1 ∣∣eiz∗(0)ξ/hY − e−iz∗(0)ξ/hY ∣∣2 dξdω
=
∫
R×S
|ξ||eiz∗(0)ξ/hZ − e−iz∗(0)ξ/hZ|dξdω
=
〈
u∗−, ϕ−(D
2
x)u
∗
−
〉
=
〈
Dxu
∗
−, ψ−(D
2
x)Dxu
∗
−
〉
+O(e−cT ).
where the equality in the last line directly comes from the computations in the proof
of Lemma 4.7. This completes the proof. 
4.4.4. Computation of the fourth limit.
Lemma 4.10. We have:
〈vWB, ψ+(H0)vWB〉 =
〈
Dxu
∗
−, ψ+(D
2
x)u
∗
−
〉
+O(e−cT ).
Proof. First write ψ+(z) = (β+z)
−1 + φ+(z) where φ+ is holomorphic and bounded on
a neighborhood of [0,∞). By methods similar to the proof of Lemma 4.8 we have
〈vWB, φ+(H0)vWB〉 =
〈
Dxu
∗
−, φ+(D
2
x)Dxu
∗
−
〉
+O(e−cT ).
To prove the lemma it suffices to prove that〈
H−10 vWB, vWB
〉
=
〈
D−2x,0vWB, vWB
〉
+ O(e−cT ). (4.24)
Recall that R0(λ), R(λ) are the operators defined by
R0(λ) = (D
2
x,0 − λ2)−1, R(λ) = (H0 − λ2)−1.
These are holomorphic families of operators near λ = 0. Thus to prove Equation (4.24)
it suffices to show that
lim
ǫ→0
〈vWB, (R(iǫ)− R0(iǫ))vWB〉 = O(e−cT ).
For ǫ > 0,
R(iǫ)−R0(iǫ) = R(iǫ)(D2x,0 − H0)R0(iǫ)
= R0(iǫ)(D
2
x,0 −H0)R0(iǫ) + (R(iǫ)− R0(iǫ)) (D2x,0 − H0)R0(iǫ)
= R0(iǫ)(D
2
x,0 −H0)R0(iǫ)− R0(iǫ)(D2x,0 −H0)R(iǫ)(D2x,0 − H0)R0(iǫ).
It yields
〈(R(iǫ)−R0(iǫ)) vWB, vWB〉 =
〈
(D2x,0 −H0)R0(iǫ)vWB, R0(iǫ)vWB
〉
− 〈R(iǫ)(D2x,0 − H0)R0(iǫ)vWB, (D2x,0 − H0)R0(iǫ)vWB〉 . (4.25)
We want to prove that the limits as ǫ → 0 of both the terms on the RHS decay
exponentially as T goes to infinity. Start with the first term. We have〈
(D2x,0 − H0)R0(iǫ)vWB, R0(iǫ)vWB
〉
=
〈
eαx(D2x,0 −H0)eαxLα(iǫ)eαxvWB, Lα(iǫ)eαxvWB
〉
,
where Lα(λ) is defined by
Lα(λ) = e
−αx(D2x,0 − λ2)−1e−αx : H → H ℑλ > −α/2.
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By Lemma 4.3, Lα(λ) is a holomorphic family of operators for Im λ > −α/2 and
Lα(iǫ) converges to Lα(0) for the topology of bounded operators on H. It yields
lim
ǫ→0
〈
(D2x,0 − H0)R0(iǫ)vWB, R0(iǫ)vWB
〉
=
〈
eαx(D2x,0 − H0)eαxLα(0)eαxvWB, Lα(0)eαxvWB
〉
=
〈
(D2x,0 − H0)D−2x,0vWB, D−2x,0vWB
〉
.
Since vWB = ∂xuWB and the kernel of D−2x,0 is given by min(x, y)− z∗(0),
D−2x,0vWB(x, ω) =
∫ ∞
z∗(0)
(min(x, y)− z∗(0)) ∂yuWB(y, ω)dy = −
∫ x
z∗(0)
uWB(y, ω)dy.
This leads to the pointwise bound |D−2x,0vWB(x, ω)| . 〈x〉. The operator D2x,0 − H0
has coefficients decaying exponentially and uWB(y, ω) and its derivatives decay like
e−ν|y−T |. Thus ∣∣(D2x,0 − H0)D−2x,0vWB(x, ω)∣∣ . 〈x〉 ∫ x
z∗(0)
e−κ+xe−ν|y−T |dy. (4.26)
For x ≤ T/2, this is bounded by e−νT/2, while for x ≥ T/2 this is bounded by e−κ+x.
This yields the bound∣∣〈(D2x,0 − H0)D−2x,0vWB, D−2x,0vWB〉∣∣ . ∫ T/2
z∗(0)
〈x〉 e−ν〈x〉dx+
∫ ∞
T/2
〈x〉 e−κ+xdx . e−cT .
(4.27)
This proves that the first term in the RHS of (4.25) is O(e−cT ). Concentrate now on
the second term of the RHS of (4.25). Since the operator R0(iǫ) is positive we have〈
R(iǫ)(D2x,0 − H0)R0(iǫ)vWB, (D2x,0 − H0)R0(iǫ)vWB
〉 ≥ 0.
The Lowner-Heinz inequality implies R(iǫ) ≤ R0(iǫ). Hence〈
R(iǫ)(D2x,0 −H0)R0(iǫ)vWB, (D2x,0 −H0)R0(iǫ)vWB
〉
≤ 〈R0(iǫ)(D2x,0 −H0)R0(iǫ)vWB, (D2x,0 −H0)R0(iǫ)vWB〉
=
〈
Lα(iǫ)e
αx(D2x,0 − H0)eαxLα(iǫ)eαxvWB, eαx(D2x,0 −H0)eαxLα(iǫ)eαxvWB
〉
.
By Lemma 4.3,
lim
ǫ→0
〈
Lα(iǫ)e
αx(D2x,0 − H0)eαxLα(iǫ)eαxvWB, eαx(D2x,0 −H0)eαxLα(iǫ)eαxvWB
〉
=
〈
Lα(0)e
αx(D2x,0 − H0)eαxLα(0)eαxvWB, eαx(D2x,0 − H0)eαxLα(0)eαxvWB
〉
=
〈
D−2x,0(D
2
x,0 − H0)D−2x,0vWB, (D2x,0 −H0)D−2x,0vWB
〉
.
By (4.5), this is controlled by∫
S
∣∣∣∣∫ ∞
z∗(0)
〈x〉 |(D2x,0 − H0)D−2x,0vWB(x, ω)dx|
∣∣∣∣2 dω. (4.28)
The bound (4.26) shows that (4.28) decays like e−cT for some c > 0. Thus
0 ≤ lim
ǫ→0
〈
R(iǫ)(D2x,0 − H0)R0(iǫ)vWB, (D2x,0 − H0)R0(iǫ)vWB
〉
. e−cT . (4.29)
Putting together (4.27) and (4.29) leads to (4.24). This completes the proof. 
42 ALEXIS DROUOT
4.5. Proof of (4.12). In this section we end the proof of Theorem 3 by proving that
(4.12) holds.
Lemma 4.11. Let u solution of the boundary value problem (1.1). As T →∞,
〈ru(0), ϕ+(H0)ru(0)〉+ 〈r∂tu(0), ψ+(H0)r∂tu(0)〉 =
r2− 〈uB, ϕ+(H0)uB〉+ r2+ 〈uWB, ϕ+(H0)uWB〉
+r2− 〈vB, ψ+(H0)vB〉+ r2+ 〈vWB, ψ+(H0)vWB〉+O(e−cT ).
Proof. We first show the four following estimates:〈
ε0B, ϕ+(H0)ε
0
B
〉
= O(e−cT ),
〈
ε0WB, ϕ+(H0)ε
0
WB
〉
= O(e−cT ),〈
ε1B, ψ+(H0)ε
1
B
〉
= O(e−cT ),
〈
ε1WB, ψ+(H0)ε
1
WB
〉
= O(e−cT ),
(4.30)
where εiWB, ε
i
B, i = 0, 1 are given by Lemma 4.6. Let Φ
+ such that ϕ+ = Φ
2
+ then
|Φ+(z)| . 〈z〉1/4. Lemmas 4.2 and 4.6 imply〈
ε0B, ϕ+(H0)ε
0
B
〉
= |Φ+(H0)ε0B|2 . |ε0B|2H1/2 = O(e−cT )〈
ε0WB, ϕ+(H0)ε
0
WB
〉
= |Φ+(H0)ε0WB|2 . |ε0WB|2H1/2 ≤ T |ε0WB|C∞0 = O(e−cT ).
This proves the first two estimates of (4.30). For the third estimate we recall that ε1B
is compactly supported and |ε1B|H−1/2 = O(e−cT ). Lemma 4.5 applies and yields〈
ε1B, ψ+(H0)ε
1
B
〉 ≤ C|ε1B|2H−1/2 = O(e−cT ).
This shows the third estimate of (4.30). For the fourth estimate we write ψ+(z) =
(β+z)
−1 + φ+(z) where φ+ is uniformly bounded on [0,∞). By the spectral theo-
rem ψ+(H0) = β
−1
+ H
−1
0 + φ+(H0), where φ+(H0) is a bounded operator. We bound
〈ε1WB, φ+(H0)ε1WB〉 by |ε1WB|2 and
〈
ε1WB,H
−1
0 ε
1
WB
〉
by (4.8). This gives:
0 ≤ 〈ε1WB, ψ+(H0)ε1WB〉 = 〈ε1WB,H−10 ε1WB〉+ 〈ε1WB, φ+(H0)ε1WB〉
.
∫
S
∣∣∣∣∫ ∞
z∗(0)
〈x〉 |ε1WB(x, ω)|dx
∣∣∣∣2 dω + |ε1WB|2.
By Lemma 4.6, point (i), ε1WB has support in [0, T + C] and is uniformly bounded by
O(e−cT ). It follows that∫
S
∣∣∣∣∫ ∞
z∗(0)
〈x〉 |ε1WB(x, ω)|dx
∣∣∣∣2 dω + |ε1WB|2 = O(e−cT ).
This ends the proof of (4.30).
Recall the following version of the Cauchy-Schwartz inequality: if A is a nonnegative
symmetric operator then for all v, w ∈ D(A), | 〈v, Aw〉 |2 ≤ 〈v, Av〉 〈w,Aw〉. We use
this inequality to evaluate 〈uB, ϕ+(H0)ε0B〉. By Lemma 4.7 we have 〈uB, ϕ+(H0)uB〉 =
O(1). By (4.30) we have 〈ε0B, ϕ+(H0)ε0B〉 = O(e−cT ). Consequently the above version
of the Cauchy-Schwartz inequality implies | 〈uB, ϕ+(H0)ε0B〉 | = O(e−cT ). The same
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argument works to evaluate the terms that are crossed with one of the ε0,1B,WB and one
of the uB,WB: 〈uWB, ϕ+(H0)ε0B〉, 〈uB, ϕ+(H0)ε0WB〉, ..., 〈vWB, ψ+(H0)ε1WB〉. It leads to
〈ru(0), ϕ+(H0)ru(0)〉+ 〈r∂tu(0), ψ+(H0)r∂tu(0)〉 =
r2− 〈uB, ϕ+(H0)uB〉+ r2+ 〈uWB, ϕ+(H0)uWB〉+ r2+ 〈vB, ϕ+(H0)vB〉+ r2− 〈vWB, ϕ+(H0)vWB〉
+2r−r+ 〈uB, ϕ+(H0)uWB〉+ 2r−r+ 〈vB, ψ+(H0)vWB〉+O(e−cT ).
Thus the proof will be over if we can show that
〈uB, ϕ+(H0)uWB〉 = O(e−cT ), 〈vB, ψ+(H0)vWB〉 = O(e−cT ). (4.31)
We first note that
〈uB, ϕ+(H0)uWB〉 = 〈uB, ϕ+(H0)uWB〉 ≤ |uB| · |ϕ+(H0)uWB|.
We have |uB| = O(e−cT ). In addition ϕ+ satisfies |ϕ+(z)| ≤ 〈z〉1/2. This yields
|ϕ+(H0)uWB| ≤ |uWB|H1 = O(1). It follows that 〈ϕ+(H0)uB, uWB〉 = O(e−cT ) and the
first claim of (4.31) holds. In order to prove that the second claim holds we recall that
ψ+(z) =
1
β+z
+
∑
k∈V\{0}
1
z + k2
, V = πβ−1+ Z.
Thus
〈vB, ψ+(H0)vWB〉 =
〈
vB,H−10 vWB
〉
+
∑
k∈V\{0}
〈
vB, (H0 + k2)−1vWB
〉
where the series converges absolutely. By an application of the Cauchy-Schwartz in-
equality,
| 〈vB,H−10 vWB〉 |2 ≤ | 〈vB,H−10 vB〉 || 〈vWB,H−10 vWB〉 |.
By (4.8) and the fact that the support of vWB is included in [0, T+C]×S, |
〈
vWB,H−10 vWB
〉 | =
O(T 2). By (4.22) and the Lowner-Heinz inequality, | 〈vB,H−10 vB〉 | = O(e−cT ). It leads
to
〈
vB,H−10 vWB
〉
= O(e−cT ). For the terms of the form 〈〈vB, (H0 + k2)−1vWB〉〉 where
k ∈ V\{0} we note that by the spectral theorem and the Cauchy-Schwartz inequality,
| 〈vB, (H0 + k2)−1vWB〉 | = | 〈(H0 + k2)−3/8vB, (H0 + k2)−5/8vWB〉 |
≤ | 〈(H0 + k2)−3/4vB, vB〉 |1/2| 〈(H0 + k2)−5/4vWB, vWB〉 |1/2 . |vWB||k|5/4 | 〈|Dx,0|−3/2vB, vB〉 |1/2.
In the last line we applied the bound |(H0+k2)−5/4| . |k|−5/2 (coming from the spectral
theorem) and the bound (H0 + k
2)−3/4 ≤ |Dx,0|−3/2 (coming from the Lowner-Heinz
inequality). In the proof of Lemma 4.7 we showed that
〈
D−2x,0vB, vB
〉
= O(e−cT ) and
〈|Dx,0|−1vB, vB〉 = O(1). Hence by interpolation
| 〈|Dx,0|−3/2vB, vB〉 |1/2 = O(e−cT ).
It follows that for k ∈ V \ {0},
| 〈vB, (H0 + k2)−1vWB〉 | . |vWB|O(e−cT |k|−5/4).
Sum over k and note that |vWB| = O(1) as T → ∞ to obtain the second claim of
(4.31). This ends the proof of the lemma. 
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Theorem 3 follows then from the results of §4.4. This proves Theorem 2.
5. Appendix
Here we prove two approximation lemma.
Lemma 5.1. Let χ ∈ C∞0 (R+, [0, 1]), ζ ∈ C∞(R+,R+) and f ∈ S−δ(R× S) for some
δ ∈ (0, 1/2). Assume that η ≤ 1 + yζ(y) for some η ∈ (0, 1) and define
Fh(y, ω) = χ(y)
(
f
(
y + y2ζ(y)
h
, ω
)
− f
(y
h
, ω
))
, Gh(y, ω) = χ(y)f
(
y + y2ζ(y)
h
, ω
)
.
Then |Fh|H1/2 = O(hδ) and |Gh|H−1/2 = O(hδ).
Proof. We first note that derivatives with respect to ω of Fh are uniformly bounded
in h and thus not relevant. Without loss of generality we assume that Fh does not
depend on ω. We first prove a bound on |Fh|2. Fix A > 0 such that supp(χ) ⊂ [0, A].
The substitution y 7→ y/h yields
|Fh|22 =
∫ A
0
χ(y)2
∣∣∣∣f (y + y2ζ(y)h
)
− f
(y
h
)∣∣∣∣2 dy
= h
∫ A/h
0
χ(hy)2
∣∣f(y + hy2ζ(yh))− f(y)∣∣2 dy
= h
∫ A/h
0
h2χ(hy)2ζ(hy)2y4
∣∣∣∣∫ 1
0
f ′(y + shy2ζ(hy))ds
∣∣∣∣2 dy.
Note that for all s ∈ [0, 1] and h, y > 0,
h(y + shy2ζ(hy)) ≥ min(hy, hy + (hy)2ζ(hy)) ≥ ηhy
and thus y + shy2ζ(hy) ≥ ηy. In addition both χ and ζ are uniformly bounded and
f ′ ∈ S−1−δ. Thus using the Cauchy-Schwartz inequality, the decay of f ′ and the fact
that 0 < δ < 1/2 < 3/2,
|Fh|22 ≤ Ch3
∫ A/h
0
〈y〉4 〈y〉−2−2δ dy
≤ Ch3
∣∣∣[lry3−2δ]A/h
0
∣∣∣ ≤ Ch3h−3+2δ = O(h2δ).
This shows |Fh|2 = O(hδ). We now provide a bound on |F ′h|2. Note that
F ′h(y) = χ
′(y)
(
f
(
y + y2ζ(y)
h
)
− f
(
y + y2ζ(y)
h
))
+
χ(y)
h
(
f ′
(
y + y2ζ(y)
h
)
− f ′
(y
h
))
+
yψ(y)
h
f ′
(
y + y2ζ(y)
h
)
.
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where ψ(y) = χ(y)(2ζ(y)+ yζ ′(y)). The first term in (5.1) is OL2(h
δ) by just replacing
χ by χ′ in the estimation of |Fh|2. The term
χ(y)
(
f ′
(
y + y2ζ(y)
h
)
− f ′
(y
h
))
(5.2)
is exactly of the same form as Fh with f replaced by f
′. As f ′ ∈ S−1−δ and 1+δ < 3/2
the above calculation shows that the L2-norm of (5.2) is O(h1+δ). Multiplying by the
extra factor h−1 yields that the L2-norm of the second term in (5.1) is O(hδ). For the
third term in (5.1) we note that∫ A
0
∣∣∣∣yψ(y)h f ′
(
y + y2ζ(y)
h
)∣∣∣∣2 dy = h ∫ A/h
0
|yψ(hy)|2|f ′(y + hy2ζ(hy)|2dy
≤ Ch
∫ A/h
0
〈y〉−2δ dy ≤ Chh−1+2δ = O(h2δ)
where here again we used δ < 1/2. It follows that |F ′h|2 = O(hδ) and thus by interpo-
lation |Fh|H1/2 = O(hδ).
We now estimate the H−1/2 norm of Gh. As L
3/2 →֒ H−1/2 it suffices to show that
Gh = O3/2(h
δ). We have
|Gh|3/23/2 = h
∫ A/h
0
|f(y + hy2ζ(y), ω)|3/2dydω ≤ Ch
∫ A/h
0
〈y〉−3δ/2 dy
≤ Ch
∣∣∣[lry1−3δ/2]A/h
0
∣∣∣ ≤ Chh−1+3δ/2 = O(h3δ/2).
Here again we used δ < 1/2. This proves |Gh|3/2 = O(hδ). 
Lemma 5.2. Let χ0 ∈ C∞0 (R) with χ0 = 1 near 0; let ρ ∈ C∞(R) vanishing near 0
and equal to 1 near infinity. For f ∈ S−δ, δ < 1/2 and h ≤ 1, ℓ ≥ 1 we define
Fℓ,h(x, ω) = χ0(x)ρ
( x
ℓh
)
f
(x
h
, ω
)
.
Then |Fℓ,h|H1/2 = O(hδ/2) +O(ℓ−δ/2) uniformly in h ≤ 1, ℓ ≥ 1.
Proof. Here again the angular variable plays no role and we assume that f does not
depend on ω. We start by getting an estimate on |Fℓ,h|2. The function Fℓ,h has compact
support independent of ℓ, h and thus by Holder’s inequality |Fℓ,h|2 ≤ C|Fℓ,h|2/δ. It
follows that
|Fℓ,h|2 ≤ C
(∫
R
∣∣∣χ0(x)ρ( x
ℓh
)
f
(x
h
)∣∣∣2/δ dx)δ/2
≤ Chδ/2
∫
R
f(x)2/δdx = O(h2/δ).
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We now prove an estimate on ||Dx|1/2Fℓ,h|2. We have
2π||Dx|1/2Fℓ,h|22 =
∫
R
|ξ|
∣∣∣∣∫
R
e−ixξχ0(x)ρ
( x
ℓh
)
f
(x
h
)
dx
∣∣∣∣2 dξ
=
∫
R
|ξ|
∣∣∣∣∫
R
e−ixξχ0(hx)ρ (x/ℓ) f(x)dx
∣∣∣∣2 dξ.
Small values of ξ do not cause any trouble and we focus on ξ away from 0. Integration
by parts yields ∫
|ξ|≥1
|ξ|
∣∣∣∣∫
R
e−ixξχ0(hx)ρ (x/ℓ) f(x)dx
∣∣∣∣2 dξ
=
∫
|ξ|≥1
dξ
|ξ|3
∣∣∣∣∫
R
e−ixξ∂2x (χ0(hx)ρ (x/ℓ) f(x)) dx
∣∣∣∣2 ≤ (∫
R
∣∣∂2x (χ0(hx)ρ(x/ℓ)f(x))∣∣ dx)2 .
We now estimate this last term as follows. Derivatives carried on χ0(h·) (resp. ρ(·/ℓ))
create a factor h (resp. a factor ℓ−1). The functions χ′0(h·), χ′′0(h·) (resp. ρ(·/ℓ), ρ′(·/ℓ), ρ′′(·/ℓ))
are supported in the annulus x ∼ h−1 (resp. x ∼ ℓ). Derivatives carried on f create
additional decay: f ′ ∈ S−1−δ ⊂ L1. All these observations put together show that∣∣∂2xχ0(h·)ρ(·/ℓ)f ∣∣1 = O(ℓ−δ) +O(hδ).
It finally follows that |Fℓ,h|H1/2 = O(hδ/2 + ℓ−δ) and the lemma follows. 
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