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Abstract
In this paper, we generalise the treatment of isolated horizons in loop quantum gravity,
resulting in a Chern-Simons theory on the boundary in the four-dimensional case, to non-distorted
isolated horizons in 2(n + 1)-dimensional spacetimes. The key idea is to generalise the four-
dimensional isolated horizon boundary condition by using the Euler topological density E(2n)
of a spatial slice of the black hole horizon as a measure of distortion. The resulting symplectic
structure on the horizon coincides with the one of higher-dimensional SO(2(n+1))-Chern-Simons
theory in terms of a Peldan-type hybrid connection Γ0 and resembles closely the usual treatment
in 3 + 1 dimensions. We comment briefly on a possible quantisation of the horizon theory.
Here, some subtleties arise since higher-dimensional non-Abelian Chern-Simons theory has local
degrees of freedom. However, when replacing the natural generalisation to higher dimensions
of the usual boundary condition by an equally natural stronger one, it is conceivable that the
problems originating from the local degrees of freedom are avoided, thus possibly resulting in a
finite entropy.
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1 Introduction
Black holes in higher dimensions are a subject of great interest in both general relativity and
supergravity. Most prominently, the derivation of black hole entropy within string theory was
first performed for a five-dimensional black hole [1]. Also, no-hair theorems familiar from d = 4
spacetime dimensions generally fail in higher dimensions, resulting in a large variety of black hole
solutions with new (exotic) properties, see [2] for a review. While this fact has been appreciated
in, e.g. string theory, it was not possible so far to perform these calculations in the context of
loop quantum gravity, since the Ashtekar-Barbero variables [3, 4] necessary for loop quantisation
are restricted to d = 3, 4. On the other hand, the recent extension of this type of connection
formulation to higher-dimensional general relativity and supergravity [5, 6, 7, 8, 9, 10] opens the
window to investigate higher-dimensional black holes also with the methods of loop quantum
gravity.
The treatment of horizons and black hole entropy within loop quantum gravity can be dated
back to a remarkable paper by Smolin [11], in which it was shown that under some (natural)
assumptions, boundaries of spacetime are described by a topological quantum field theory, more
precisely SU(2) Chern-Simons theory. This pioneering work already contained many of the ideas
which were later necessary to give a rigorous derivation of the black hole entropy within LQG.
An entropy associated to a surface which is proportional to the area was first calculated in
papers by Krasnov [12] and Rovelli [13], where the important conceptual ingredient was that
the punctures of horizon were distinguishable.
A rigorous technical framework for calculating black hole entropy within loop quantum
gravity was derived by Ashtekar and collaborators [14, 15, 16, 17], where the notion of isolated
horizon turned out to be crucial in order to have a local description of a black hole horizon.
While a classical gauge fixing from SU(2) to U(1) was performed in order to derive the results
of [14, 15, 16, 17], it was later shown by Engle, Noui and Perez [18] that the derivation could
be extended to an SU(2) invariant framework. An error in the state counting for the derivation
of black hole entropy in [17] was corrected by Domagala and Lewandowski in [19], showing that
the dominance of spin 1/2 representations was incorrect. The detailed state counting has been
extensively studied by Barbero and collaborators, see [20] and references therein. Non-spherical
topologies in 3 + 1 dimensions were discussed in [21, 22]. Also, [23] provides a recent extensive
review of the subject, including a comparison of the U(1) and SU(2) treatments.
In this paper, we are going to take first steps towards the derivation of higher-dimensional
black hole entropy using loop quantum gravity methods by deriving a generalisation of isolated
horizon boundary condition F ∝ Σ first proposed in [11] and derived rigorously in [14]. We
further show that the canonical transformation to higher-dimensional connection variables in-
duces a higher-dimensional Chern-Simons symplectic structure on the intersection of the spatial
slice with the isolated horizon. Also, we shortly comment on the quantisation of the result-
ing theory on the black hole horizon. The derivations in this paper will be restricted to even
spacetime dimensions, since the Euler topological density, which will play a key role in the con-
struction, does not exist otherwise. In even spacetime dimensions, the isolated horizon then is
odd-dimensional and a Chern-Simons theory can arise on it. A corresponding classical higher-
dimensional black hole solution (with spherical symmetry) was found by Tangherlini [24] and
generalises the Schwarzschild solution to higher dimensions, see also [2] for an overview. Since,
in the loop quantum gravity treatment, the notion of isolated horizon is more central than that
of a classical black hole solution, we will not go into details about the latter. As the notion of
isolated horizon has already been generalised to higher dimensions in [25, 26], we can concentrate
on deriving the isolated horizon boundary condition and the symplectic structure in this paper.
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This paper is organised as follows:
We start in section 2 with an outline of the general strategy used in this paper for finding an
analogue of the isolated horizon boundary condition in higher dimensions. In order to establish
notation for the following calculations, we provide a comprehensive list of the notation used in
this paper in section 3. Next, in section 4, we review the canonical transformation to SO(D+1)
variables and emphasise the appearance of a boundary term which will later result in the Chern-
Simons symplectic structure. In section 5, the definition of a higher-dimensional isolated horizon
is reviewed and its consequences are given. In the following section 6, we derive the isolated
horizon boundary condition for the internal gauge group SO(1,D) starting from the Palatini
action. Next, in section 7, we will develop the Hamiltonian framework and derive the Chern-
Simons symplectic structure on the isolated horizon for the internal gauge group SO(1,D), also
starting from the Palatini action. In order to make the connection to SO(D+1) as the internal
gauge group, we rederive the isolated horizon boundary condition and the Chern-Simons sym-
plectic structure independently of the internal signature in section 8, this time purely within the
Hamiltonian framework. We shortly comment about the generalisation of the proposed frame-
work to non-distorted horizons in section 9. Finally, we will discuss a possible quantisation of the
boundary degrees of freedom in section 10 and conclude in section 11. The appendices contain
the construction and generalisation of the hybrid connection used in the Chern-Simons sym-
plectic structure, further details on calculations, as well as an overview over higher-dimensional
Chern-Simons theory and the higher-dimensional Newman-Penrose formalism.
2 General Strategy
In this section, we will briefly comment on the general strategy of deriving the isolated horizon
boundary condition. It will turn out that there is merely a single reasonable possibility for the
general structure of the boundary condition for which a numerical prefactor and an expression for
the connection on the horizon have to be fixed by an actual calculation1. However, the connection
used on the boundary is not necessarily unique as already observed in the four dimensional case
[27], where one is free to choose an independent Barbero-Immirzi-type parameter on the black
hole horizon.
Let us start with some hints for the boundary condition based on the new connection variables
derived in [5, 6].
• Tensorial structure:
The 3 + 1 dimensional SU(2) based boundary condition F iab ∝ Eciǫabc does not generalise
trivially to higher dimensions due to the tensorial structure, i.e. a vector density is dual
to a (D − 1)-form in D spatial dimensions, which is a two-form only for D = 3. Since, in
analogy to the 3 + 1 dimensional case, we expect to get a theory which is purely defined
in terms of a connection on the horizon, the easiest expression with the correct tensorial
structure to write down is
πaIJ ∝ ǫab1c1...bncnǫIJK1L1...KnLnFb1c1K1L1 . . . FbncnKnLn , (2.1)
where a, b, c are spatial tensorial indices and I, J,K,L are fundamental so(D + 1) indices,
n = (D− 1)/2, and πaIJ is the momentum conjugate to the connection on which the new
1Note however that using only the boundary condition discussed in this section will result in local degrees of
freedom in the higher-dimensional Chern-Simons theory and that an additional stronger boundary condition will
have to be used to determine the Chern-Simons connection by the bulk fields.
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variables in higher dimensions [5, 6] are based. More generally, one could also use a different
invariant tensor to intertwine the adjoint so(D + 1) representations on the momentum π
and the field strengths F , but the other obvious choice δJ ][K1δL1][K2 . . . δLn−1][KnδLn][I
results in a vanishing right hand side for even n and does not allow for the construction
performed in this paper in the other cases. The open question at this point is mostly on
which connection the field strengths should be based.
• Topological invariants:
Up to a constant prefactor, the derivation of the boundary condition in three spatial
dimensions and spherical symmetry can be easily accomplished by appealing to special
properties of curvature tensors in two dimensions. More precisely, the Riemann tensor
Rµνρσ on a two-dimensional manifold, e.g. a spatial slice of a black hole horizon in a
four-dimensional space time, is, due to its symmetries, given by R
(2)
µνρσ ∝ R(2) gµ[ρgσ]ν .
Thus, after obtaining F
(4)
µνIJ = R
(4)
µνIJ = R
(4)
µνρσΣ
ρσ
IJ from the field equations and since
R
(4)
µν
⇐=
ρσΣ
ρσ
IJ = R⇐
(2)
µνρσΣ
ρσ
IJ when using the IH boundary conditions, it directly follows that
F⇐
(4)
µνIJ
∝ R(2)Σ⇐µνIJ , where ⇐ denotes the pullback from the spacetime manifold to a
spatial slice of the horizon. In the further discussion of IHs in four-dimensional LQG, it
is of importance that in two dimensions, the integral over the Ricci curvature actually
is a topological invariant by the Gauß-Bonnet theorem. The question thus is by which
topological invariant that role will be played in higher dimensions.
From the above calculation, we expect that only the step using R
(2)
µνρσ ∝ R(2) gµ[ρgσ]ν does
not straight forwardly generalise to higher dimensions. However, this formula is equivalent
to R(2) ∝ ǫαβǫIJR(2)αβIJ , and in this form can be generalised to even dimensions and one is
lead to consider the Euler topological density [28]
E(D+1) := ǫµ1ν1...µn+1νn+1ǫI1J1...In+1Jn+1Rµ1ν1I1J1 . . . Rµn+1νn+1In+1Jn+1 (2.2)
as a generalisation. Although this looks already very similar to the above boundary con-
dition (2.1), the Euler density would have to be defined on the spatial slices of black hole
horizon while the internal gauge group is inherited from the bulk, thus having a repre-
sentation space which is two dimensions larger than the tangent space of the spatial slice
of the horizon. Later in this paper, we will chose a special connection on the boundary,
the field strength of which will be inherently “orthogonal” on πaIJ and thus allowing for
a precise implementation of the above idea for a boundary condition based on the Euler
topological density. We remark at this point, as also stated in the notation section, that
our normalisation of the Euler topological density does not coincide with the standard
definition leading to the Euler characteristic.
• Higher-dimensional Chern-Simons theory:
The notion of 2 + 1 dimensional Chern-Simons theory has a straight forward generalisa-
tion to higher dimensions, i.e. a higher-dimensional Chern-Simons Lagrangian is defined
by dLCS = gI1J1...In+1Jn+1F I1J1 ∧ . . . ∧ F In+1Jn+1 , where d is the exterior derivative and
g intertwines n + 1 = (D + 1)/2 adjoint representations of so(D + 1), see [29]. The
right hand side of the previous equation can easily be seen to be the Euler topological
density for gI1J1...In+1Jn+1 = ǫI1J1...In+1Jn+1 . The equations of motion derived from this
Lagrangian are given by gI1J1...In+1Jn+1F
I2J2 ∧ . . . ∧ F In+1Jn+1 = 0, thus fitting nicely in
the LQG quantisation scheme for black holes, i.e. the straight forward generalisation of
F IJ = 0 at points of the horizon which are not punctured by spin networks is given by
ǫI1J1...In+1Jn+1F
I2J2 ∧ . . . ∧ F In+1Jn+1 = 0.
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As the canonical analysis of higher-dimensional Chern-Simons theory reveals [29], the
theory has local degrees of freedom, e.g. gI1J1...In+1Jn+1F
I2J2 ∧ . . . ∧ F In+1Jn+1 = 0 does
not imply F IJ = 0. This tension is discussed in section 10.
Based on this outline, we will now give a precise derivation of the above proposed generali-
sation of the isolated horizon boundary condition. The connection used will be a generalisation
of Peldan’s hybrid connection ΓHaIJ [30], which was already used in the construction of the
connection variables in higher dimensions [5, 6]. We want to stress again that there might be
other connections, e.g. a one-parameter family depending on a free parameter unrelated to the
Barbero-Immirzi parameter, which satisfy an analogous boundary condition, as observed in [27]
in the four-dimensional case.
3 Notation and Conventions
This chapter gives an overview of the notation and conventions used in this paper. It can be
skipped at first reading and should only be consulted as a reference when the notation used is
unclear.
Let M denote a (D + 1)-dimensional (pseudo)-Riemannian manifold (D ≥ 2) with metric gµν
of signature (−,+, ...,+). We will denote a D-dimensional Cauchy surface by Σ and a D-
dimensional null surface by ∆. Equality on ∆ is denoted by =̂. Throughout this work, we will
restrict the topology of ∆ to be S × R, where S is a (D − 1)-dimensional compact Riemannian
manifold which allows for the isolated horizon boundary conditions defined in section 5 and has
non-zero Euler characteristic. Examples are the (D − 1)-spheres S(D−1) or hyperbolic spaces
H(D−1) divided by a freely acting discrete subgroup Γ, e.g. handle bodies with genus g > 1 for
D = 3 (at the level of topology) and the corresponding black hole solutions, given e.g. in [31].
For notational simplicity, we will (mostly) refer to all these manifolds as spheres in this work
but keep in mind that more general topologies are allowed. We will in several sections restrict
to even spacetime dimensions D + 1 =: 2(n + 1). This is necessary in the approach taken since
(a) there can exist a Chern-Simons theory on the odd (2n+1)-dimensional ∆ and (b) the Euler
density [28] is defined for the even (2n)-dimensional intersections S =˜ SD−1 of Σ and ∆. Here
and in the following, we will use index conventions:
• tensorial spacetime indices will be denoted by lower Greek letters from the middle of the
alphabet: µ, ν, ρ, . . . ∈ {0, . . . ,D}.
• tensorial spatial indices will be denoted by lower Latin letters: a, b, c, . . . ∈ {1, . . . ,D}.
• tensorial indices on ∆ will be denoted by the µ
←
, ν←, ρ←
(the pullback arrow will sometimes
be omitted if there should be no confusion whether the equation is referring to M or ∆).
• tensorial indices in (D−1)-dimensional subspaces S will be denoted by lower Greek letters
from the beginning of the alphabet: α, β, γ, . . . ∈ {1, . . . ,D − 1} or by µ
⇐
.
• so(D+1) or so(1,D) Lie algebra indices in the defining representation will be denoted by
capital Latin letters: I, J,K, . . . ∈ {1, . . . ,D + 1}.
• Lower Latin letters i, j, k, . . . will be used for SO(D) indices (and for labelling normals,
only in appendix A).
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The spacetime metric will be denoted by gµν , the spatial metric on Σ by qab, the (degen-
erate) metric on ∆ by hµν
←−
and on (D − 1) dimensional subspaces S by hαβ. The corre-
sponding Levi-Civita connections will be denoted by ∇µ, Da, Dµ
←
and Dα. For the Rie-
mann tensor, we will use the convention [∇µ,∇ν ]uρ = R(D+1)µνρ σuσ and similar for lower di-
mensions. The indication of the number of dimensions on the Riemann tensor will be omitted
if there is now chance of confusion. If the covariant derivate also acts on internal indices,
we denote it by DΓµu
I
ν = Dµu
I
ν + Γµ
I
Ju
J
ν and its field strength as RµνIJ . We denote by
E(D+1) := ǫµ1ν1...µn+1νn+1ǫI1J1...In+1Jn+1Rµ1ν1I1J1 . . . Rµn+1νn+1In+1Jn+1 the Euler topological den-
sity and remark that it coincides with other definitions in the literature only up to normalisation,
i.e. the integral of this density over a closed compact manifold S, denoted by
〈
E(2n)
〉
, gives a
only a multiple of the Euler characteristic χS of S. We choose this definition since it simplifies
many formulas. Explicitly, we have
χS =
1
(8π)nn!
∫
S
E(2n), (3.1)
which results in χS(2n) = 2 for spheres spheres S
(2n). We will drop integration measures to
simplify notation or work directly with differential forms.
The null normal to ∆ will be denoted by l and the vector field normal to the (D − 1) –
sphere cross-sections by2 k, normalised to l · k = −1 (cf. sec. 5). k can be extended uniquely
to a spacetime 1-form at points of ∆ by requiring it to be null. Then, at points of ∆, we can
decompose the metric according to gµν = hµν − 2l(µkν). We will denote the h-projected vielbein
by m, mµI = h
ν
µeνI , and furthermore use the notation l
I = lµeµ
I , kI = kµeµ
I , and, since
l, k are null and normalised, kIkJηIJ = 0 = l
I lJηIJ , k
I lJηIJ = −1. We will call {l, k, {mI}}
a generalised null frame. Elements of higher-dimensional Newman-Penrose formalism in this
frame will be introduced in appendix D.
The future pointing timelike unit normal to a spatial slice Σ will be denoted by nµ, n
2 = −1.
The spacetime metric can be decomposed as follows: gµν = qµν − nµnν . We will denote the
spatial vielbein as eaI = ( e←)aI and n
I = nµeµ
I , nInJηIJ = −1, nIeaI = 0. Furthermore, we will
introduce the notation η¯IJ := ηIJ + nInJ = eaIq
abeaJ , η¯IJn
J = 0.
We will denote with s the spacelike unit normal to the (D − 1) - dimensional cross-sections
Σ ∩ ∆, s2 = 1, s · n = 0, pointing outward of σ. Furthermore, we define the co-normal sˆa :=
ǫaα1...αD−1ǫ
α1...αD−1/(D-1)!, which is collinear with sa, but normalised appropriately for usage in
Stokes theorem later on. When dealing with the Hamiltonian formulation, we will choose the
foliation such that l = 1√
2
(n − s), k = 1√
2
(n + s) holds, where l and k are the (representatives
of the equivalence class of the) null normals to a given isolated horizon as specified in section
5. Furthermore, we will use the notation sI := sµeµ
I and introduce η¯IJ := ηIJ + nInJ − sIsJ =
ηIJ + 2l(IkJ) = mµIm
µ
J , η¯IJn
J = η¯IJs
J = η¯IJ l
J = η¯IJk
J = 0. An upper twiddle indicates the
density weight of one w.r.t. hαβ , e.g. s˜
I :=
√
det h sI .
Finally, a word of caution: In those parts of this work, in which the internal and external
signature do not match, several of the above formulas get changed by signs (nI becomes spacelike,
and the n n - terms in the definitions of η¯ and η¯) or even become obsolete (since, to perform the
signature switch, we already are in the Hamiltonian framework, lI and kI are not null anymore).
2We refrain from using the usual notation n for this normal here, to avoid confusion with the normal to spatial
slices, and also to make clear the difference between the hybrid vielbein normal nI and kI = kµeµ
I .
7
4 Introduction to the New Variables
In [5, 6], a new connection formulation for general relativity in any dimensions D + 1 ≥ 3 was
introduced, which will be our starting point to extend the results on quantum black holes ob-
tained in LQG. For completeness, we briefly review the construction of the variables from a
Hamiltonian perspective, i.e. extend the ADM phase space of general relativity in such a way
that we obtain a Poisson self-commuting connection as one of the canonical variables. For a
comprehensive treatment including a Lagrangian derivation, see [5, 6].
The ADM Hamiltonian formulation of vacuum general relativity in D+1 dimensions is based on
a phase space with canonical coordinates (qab, P
ab), where qab is the (spatial) metric of Euclidean
signature on a D-dimensional manifold σ, a, b, ... ∈ {1, ...,D}. The images Σt of σ under one
parameter families of embeddings Xt : σ → Σt ⊂ M into a (D + 1)-dimensional manifold M
constitute a foliation of M. The conjugate momentum P ab is related to the extrinsic curvature
Kab via
P ab = −s
√
det q
[
Kab − qabKcc
]
, (4.1)
where s = 1 for a Euclidean and s = −1 for a Lorentzian space time manifold. The non vanishing
Poisson brackets (we set the gravitational constant to unity for convenience) are given by
{qab(x), P cd(y)} = δc(a δdb) δ(D)(x− y), (4.2)
where x, y, .. are coordinates on σ. Furthermore, we have the following constraints
Ha = −2qac DbP bc , (4.3)
called spatial diffeomorphism constraint, and the Hamiltonian constraint
H = − s√
det(q)
[qacqbd − 1
D − 1qabqcd]P
abP cd −
√
det(q)R(D), (4.4)
where R(D) is the Ricci scalar of qab and Da denotes the unique torsion free covariant derivative
compatible with qab.
To see in detail how the connection formulation is obtained, we split its construction in three
steps:
(1) Extensions of the ADM phase space to a formulation with a densitised vielbein πaIJ
(I, J... ∈ {0, ...,D}) in the adjoint representation of so(D + 1) or so(1,D),
(2) Constant Weyl rescaling on the extended phase space with a free parameter β,
(3) Perform the same extension again but now to a SO(D+1) or SO(1,D) connection formu-
lation.
(1) The new phase space is coordinatised by the canonical pair (KaIJ , π
bKL) with non vanishing
Poisson brackets
{KaIJ (x), πbKL(y)} = 2δbaδ[KI δL]J δ(D)(x− y) , (4.5)
subject to the constraints
GIJ := [Ka, π
a]IJ := 2K [Ia Kπ
aK|J ] , (4.6)
SaIJ bKL := πa[IJπb|KL] , (4.7)
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which are called Gauß and simplicity constraint, respectively, and which form a first class con-
straint algebra. The symplectic reduction of the extended phase space w.r.t. Gauß and simplicity
constraint leads back to the ADM phase space. More precisely, we can define a map from the
extended to the ADM phase space by
2ζ det qqab := πaIJπbIJ , (4.8)
P ab :=
1
2
qd(a KcIJ π
[b)IJδ
c]
d , (4.9)
where ζ = +1 for SO(D + 1) and ζ = −1 for SO(1,D). Then, one can easily verify that q
and P as in (4.8, 4.9) are both, Gauß and simplicity invariant, i.e. (weak) Dirac observables,
and moreover they satisfy the Poisson relations (4.2) on the surface defined by G = S = 0. Of
course, Ha and H become constraints on the extended phase space by replacing q, P in (4.3,
4.4) via (4.8, 4.9) and, by construction, the whole constraint algebra is of first class. We refrain
from explicitly writing out the result since it will not be of relevance in the following.
(2) The constant scaling transformation
πaIJ → (β)πaIJ := 1
β
πaIJ , KaIJ → (β)KaIJ := βKaIJ (4.10)
for β ∈ R+ is, of course, canonical.
(3) The last step consist of invoking a certain connection constructed from πaIJ , the hybrid
spin connection ΓaIJ [π] weakly compatible with π
aIJ , and to redo the above extension of the
ADM phase space with the role of (β)KaIJ now played by a connection while the role of
(β)πbKL
remains unchanged,
((β)KaIJ ,
(β)πbKL)→ ((β)AaIJ := ΓaIJ [π] + (β)KaIJ , (β)πbKL)) , (4.11)
and non vanishing Poisson brackets given by
{(β)AaIJ , (β)πbKL} = 2δbaδ[KI δL]J δ(D)(x− y) . (4.12)
Of course, we still have to define ΓaIJ [π]. To this end, we have to solve the simplicity constraint
[32, 5]
SaIJ bKL = 0⇔ πaIJ = 2n[IEa|J ] , (4.13)
where EaI =
√
det q eaI is a densitised hybrid vielbein (“hybrid” since the dimensions of the
internal space (D + 1) and the spatial manifold (D) do not match) and nI is the unique (up to
sign) unit normal on the hybrid vielbein, nInI = ζ, n
IEaI = 0. It has been shown in [30] that,
like in the case of a genuine vielbein, there exists a unique, so-called hybrid spin connection
which annihilates the hybrid vielbein if the internal space is, like in our case, one dimension
larger than the external one. It is given by (cf. appendix A)
ΓaIJ [e] = e
b
[IDaeb|J ] + ζ n[I∂anJ ] , (4.14)
where Da is the torsion-free qab - compatible covariant derivative. To define ΓaIJ [π], we demand
that on the constraint surface S = 0, it should be given by (4.14), and extend it off this surface.
Then, by construction, ΓaIJ [π] is weakly compatible
3 with πaIJ , i.e. it annihilates πaIJ on the
3Note that derivatives of the simplicity constraint can always be removed by partial integrations.
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constraint surface S = 0, because Γ[π]|S=0 = Γ[e] and π|S=0 = π[e]. Thus, we can rewrite the
Gauß constraint to obtain its usual form up to terms which vanish if S = 0,
GIJ = [(β)Aa − Γ[π]a, (β)πa]IJ ≈ [(β)Aa − Γa[π], (β)πa]IJ + ∂a(β)πaIJ + [Γa[π], (β)πa]IJ
= ∂a
(β)πaIJ + [(β)Aa,
(β)πa]IJ := (β)Da
(β)πaIJ . (4.15)
For D = 3, there is a simple expression for the weakly π-compatible hybrid spin connection
given by
ΓaIJ [π] = π
b
[I|KDaπbK|J ] . (4.16)
In higher dimensions, correction terms are necessary, for explicit expression we refer the reader to
[5]. To complete step (3), we have to show that again symplectic reduction with respect to G,S
leads back to the ADM phase space. The proof is similar to the case (1) above, but it becomes
considerably more intricate to show that after the transformation (4.11), the ADM Poisson
brackets are still weakly reproduced. The key tool in the proving this is the weak integrability
of the extension Γ[π] of Γ[e] off the constraint surface, Γ[π] ≈ δF
δ((β)πaIJ )
. The corresponding
generating functional F has been constructed in [5] such that
δF =
∫
σ
dDx
(
δ((β)πaIJ) (ΓaIJ [π] + SaIJ) +
2
β
n[IEa|J ]δΓaIJ [e]
)
≈
∫
σ
dDx
(
δ((β)πaIJ) ΓaIJ [π] +
2
β
∂a(E
aIδnI)
)
, (4.17)
where SaIJ vanishes on the simplicity constraint surface. The boundary contribution to the
symplectic potential can now be read off,
1
β
∫
σ
dDx ∂a
(
2EaIδnI
)
=
1
β
∫
S
dD−1x 2s˜IδnI , (4.18)
where sa ∈ T ∗σ denotes the unit conormal vector to S pointing outward of σ, sI := saeaI and
the twiddle indicates the density weight of one, s˜I :=
√
deth sI = sˆaE
aI (see sec. 3 for sˆa).
In 3+1 dimensions, we have the possibility to introduce a Holst - like modification [6]. Repeating
the above calculation then yields the modified boundary term
1
β
∫
σ
d3x ∂a
(
2EaIδnI − 1
γ
ǫabcebM δe
M
c
)
=
1
β
∫
S
d2x
(
2s˜IδnI − 1
γ
ǫαβmαIδm
I
β
)
. (4.19)
Note that the second term in equation (4.19) corresponds to the boundary term familiar from
Ashtekar-Barbero variables. The boundary terms (4.18,4.19) will become important in sections
7 and 8.
5 Higher-Dimensional Isolated Horizons
The isolated horizon framework was introduced in a series of seminal papers [14, 15, 16, 33]
and extended to higher dimensions in [25, 26, 34, 35]. We will therefore only briefly state the
definition of undistorted, non-rotating isolated horizons in higher dimensions which we will be
using, and discuss its consequences. The definition is geared towards the goal of the next section,
namely to obtain the boundary condition which will lead to a higher-dimensional Chern-Simons
theory on the boundary. We will start by giving the weaker definitions of near expanding and
weakly isolated horizons and a brief discussion of their consequences in a manner very similar
to [16]:
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Definition 1. A sub-manifold ∆ of (M,g) is said to be a non-expanding horizon (NEH) if
1. ∆ is topologically R× S(D−1) and null.4
2. Any null normal l of ∆ has vanishing expansion θl := h
µν∇µlν5.
3. All field equations hold at ∆ and −T µν lν is a future-causal vector for any future directed
null normal l.
We will state the consequences of definition 1. For more details on the derivations, we refer the
interested reader to the standard literature cited above:
(a) Properties of l: Being a null normal to ∆, l is automatically twist free and geodesic. More-
over, using the vanishing of θl, the Raychaudhuri equation and the condition on the stress energy
tensor, one can show it is additionally shear free and Rµν l
µlν =̂ 0.
(b) Conditions on the Ricci tensor: From the condition on Tµν , the field equations and the
relation for Rµν in (a) it follows that Rµ
←
ν l
ν =̂ 0, or, in Newman-Penrose formalism,
Φ00 = Rµν l
µlν =̂ 0 and Φ0J = Rµν l
µmνJ =̂ 0. (5.1)
(c) Induced Connection on ∆: Due to (a), there exists a unique intrinsic derivative operator D
on ∆. Its action on vector fields X ∈ T∆ and on 1-forms η ∈ T ∗∆ are given by
DµX
ν =̂ ∇µ
←
X˜ν and Dµην =̂ ∇µ
←
η˜ ν←
, (5.2)
where X˜ and η˜ are arbitrary extensions of X, η to M .
(d) Natural connection 1-form on ∆: From the properties of l, it follows that there exists a
one-form ωlµ such that
∇µ
←
lν =̂ ωlµl
ν , (5.3)
which implies
Llhµν
←−
=̂ 0. (5.4)
We define the acceleration of l by lµ∇µlν = κllν . We infer κl = ilωl.
(e) Conditions on the Weyl tensor : From the defining equation of the Riemann tensor, it follows
that
2(D[µω
l
ν])l
ρ =̂ −Rµνσ
←−
ρlσ =̂ − Cµνσ
←−
ρlσ, (5.5)
where in the last step we used (b). Contracting (5.5) with mρJ , we find
Ψ0I0J =̂ 0 and Ψ0IJK =̂ 0, (5.6)
4As explained in section 3, more general topologies are allowed without modifications of the definitions, but
we restrict to spheres for notational simplicity.
5On ∆, hµν is any tensor such that hµν = hµµ′h
µ′ν′hνν′
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(see appendix D for notation) and therefore also
0 =̂ Ψ010J = Ψ0IJ
I . (5.7)
Using this and (b), we find
0 =̂ Cµνρ
←−
σl
ν lρkσ =̂ Rµνρ
←−
σl
ν lρkσ =̂ − Llωlµ
←
+Dµ
←
κl. (5.8)
Definition 2. A pair (∆, [l]), where ∆ is a NEH and [l] an equivalence class6 of null normals,
is said to be a weakly isolated horizon (WIH) if
4. Llω =̂ 0
for any l ∈ [l].
Note that, while ωl in general depends on the choice of null normal l, it is invariant under constant
rescalings of l and therefore depends only on the equivalence class [l] we fixed. Therefore, we
will drop the superscript l in the following. We immediately infer from (5.8) that the 0th law
holds for WIH,
dκl←− =̂ 0. (5.9)
In the following, we will slightly strengthen this usual definition of WIHs in a way which is very
similar to the definitions given in [15] by introducing some extra structure. Fix a foliation of ∆
by (D−1) - spheres. Denote by [k] an equivalence class of 1-form fields normal to the foliation of
∆ by (D−1) - spheres7. We require that any k ∈ [k] is closed on ∆. We extend them uniquely to
spacetime 1-forms onM by requiring that they be null. Now, we introduce the equivalence class
of pairs [l, k] where each pair (lµ, kν) satisfies ilk = −1, i.e. we fix l and k up to mutually inverse
and constant rescaling. We further8 demand k = −dv for some function v on ∆, and each leaf
Sv =˜ S
(D−1) of the fixed foliation is characterised by v = const. By spherically symmetric, we
will in the following mean constant on the leaves Sv, e.g. for a spherically symmetric function
f = f(v).
Definition 3. A undistorted non-rotating isolated horizon (UDNRIH) is a WIH where to each
l ∈ [l] there is a k like above, such that
5. k is shear-free with nowhere vanishing spherically symmetric expansion and vanishing New-
man - Penrose coefficients πJ =̂ l
µmνJ∇µkν on ∆.
6. The Euler density E(D−1) of the (D− 1) – sphere cross sections obeys E(D−1)/
√
h = f(v)
for some function f , i.e. the given ratio is constant on each leaf Sv.
Two remarks are in order: Firstly, in D = 3, one finds for undistorted non-rotating isolated
horizons [15], instead of the last condition,
6’. Tµν l
µkν is spherically symmetric at ∆.
6Two null normals l and l′ are said to belong to the same equivalence class [l] if l = cl′ for some positive
constant c.
7Again, two 1-forms k, k′ are called equivalent if k = ck′ for some constant c.
8For spherical topologies, this would already follow from S(D−1) × R being simply connected.
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It is only for D = 3 that 6. and 6’. are equivalent. 6’. can be shown to be equivalent
to demanding that the curvature scalar R(2) of the 2-sphere cross sections be constant. In
two dimensions, we have E(2) = const. × R(2)√h = f(v)√h for some scalar function f . In
higher dimensions, condition 6’. still is equivalent to demanding that R(D−1) is constant on
Sv. However, we will see that for our purposes, this condition is unnecessary, but has to be
replaced by 6. This will be discussed explicitly in section 6. Apart from that, compared with
[15], our definition 3 is slightly stronger (more restrictive) in that [15] does not demand 4.
Furthermore, whereas we only allow for constant rescaling of l, k, in [15] they are fixed up to
spherically symmetric and mutually inverse rescaling, but later in that paper, the gauge freedom
of rescaling is fixed completely.
Secondly, the definition given above is tied to a foliation. The standard definitions of (W)IH
are usually foliation independent, though some results rely on the existence of a so called good
cuts foliation. Moreover, when going to the Hamiltonian formulation, one usually demands that
the spacetime foliation is such that at the boundary, the foliation coincides with this preferred
foliation. Note that our fixed foliation is a good cuts foliation. We leave the question if all results
obtained here hold in the more general context of weaker definitions of (W)IH or ones without
reference to a fixed foliation for further research and continue by stating the consequences of
definition 3:
(f) Properties of k, ω and its curvature: By the above requirements, we find for vectors u
tangential to ∆ using kµ∇ukµ = 0
∇ukν = uµ
(
hν
′
ν h
µ′
µ ∇µ′kν′ − kνωµ
)
= uµ
(
1
D − 1θkhµν − kνωµ
)
. (5.10)
Furthermore, we have for tangential vectors u and v
0 = uµvν∇[µkν] = −uµvνk[νωµ], (5.11)
from which we conclude that ω = fˆ k for some function fˆ . Since ilω = κ
l, we have fˆ = −κl or
ω = −κlk. (5.12)
Contraction of (5.5) with kρ yields
2D[µων] =̂ Cµνσ
←−
ρlσkρ =̂ m
I
µ
←
mJν←
Ψ01IJ , (5.13)
where in the last step we used the trace freeness of the Weyl tensor and (5.6). We can furthermore
conclude that dω =̂ 0 and Ψ01IJ =̂ 0, since ω =̂ − κl k← and dκ
l
←− =̂ 0 =̂ dk←−. This can be traced
back to the requirement πJ =̂ 0 in the definition of UDNRIHs, and in analogy to the D = 3
case, this is why we refer to these horizons as non-rotating. (Note that Ψ01IJ is the analog of
ImΨ2 in D = 3).
6 Boundary Condition
In this section, we will derive the boundary condition relating the bulk with the horizon degrees
of freedom starting from the Palatini action. This forces us to use SO(1,D) as the internal
gauge group as opposed to SO(D+1), which can be used in the Hamiltonian formalism even for
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Lorentzian signature. In a later chapter, we will rederive the boundary condition independently
of the internal signature, thus allowing us to use the loop quantisation based on SO(D + 1)
connection variables for the bulk degrees of freedom.
Due to 3. of definition 1, we have at points of ∆
Fµν
IJ =̂ Rµν
IJ = R(D+1)µνρσ e
ρIeσJ . (6.1)
In the following, we will use the notation introduced in appendix D for the Weyl tensor also for
the Riemann tensor, e.g. R01IJ = R
(D+1)
µνρσ lµkνmρIm
σ
J . Note that therefore, the internal indices
appearing on R and Ψ are perpendicular to lI and kI , which will be used in several calculations
in this section. Pulling back to ∆, we obtain
Fµν
←−
IJ = Rµν
←−
IJ = R(D+1)µν
←−
ρσ e
ρIeσJ
=
(
hµ
←
µ′hν←
ν′R
(D+1)
µ′ν′ρσ − 2k[µ
←
hν]
←
ν′lµ
′
R
(D+1)
µ′ν′ρσ
)(
mρImσJ − 2mρ[I lσkJ ] − 2mρ[IkσlJ ] + 2l[ρkσ]k[I lJ ]
)
= hµ
←
µ′hν←
ν′R
(D+1)
µ′ν′ρσm
ρImσJ +mµ
←
Kmν←
L
(
−2RKL[I0kJ ] − 2RKL[I1lJ ] + 2RKL01k[I lJ ]
)
−2k[µ
←
mν]
←
K
(
R0K
IJ − 2R0K [I0kJ ] − 2R0K [I1lJ ] + 2R0K01k[I lJ ]
)
= hµ
←
µ′hν←
ν′R
(D−1)
µ′ν′ρσm
ρImσJ +mµ
←
Kmν←
L
(
−2ΨKL[I0kJ ] − 2RKL[I1lJ ] + 2ΨKL01k[I lJ ]
)
−2k[µ
←
mν]
←
K
(
Ψ0K
IJ − 2Ψ0K [I0kJ ] − 2R0K [I1lJ ] + 2Ψ0K01k[I lJ ]
)
= hµ
←
µ′hν←
ν′R
(D−1)
µ′ν′ρσm
ρImσJ + 4k[µ
←
mν]
←
KR0K
[I
1l
J ]
= hµ
←
µ′hν←
ν′R
(D−1)
µ′ν′ρσm
ρImσJ +
4
D − 1k[µ←
mν]
←
[I lJ ]
[
∇lθk + κlθk
]
, (6.2)
where in the fourth line, we used that Φ0J =̂ 0, Φ00 =̂ 0 to replace some Riemann ten-
sor components by the corresponding Weyl tensor components, and in the fifth line we used
0 =̂ Ψ0IJK =̂ Ψ01JK =̂ Ψ0I0J =̂ Ψ010J and furthermore for uσ such that u · l = 0 = u · k,
R(D−1)µνρ
σuσ = [DµDν ]uρ
= 2hµ
′
[µ
hν
′
ν]h
ρ′
ρ ∇µ′hν
′′
ν′ h
ρ′′
ρ′ ∇ν′′uρ′′
= hµ
′
µ h
ν′
ν h
ρ′
ρ h
σ
σ′R
(D+1)
µ′ν′ρ′
σ′uσ + 2h
µ′
[µh
ν′
ν]h
ρ′
ρ (∇[µ′hν
′′
ν′]h
ρ′′
ρ′ )∇ν′′uρ′′
=̂ hµ
′
µ h
ν′
ν h
ρ′
ρ h
σ
σ′R
(D+1)
µ′ν′ρ′
σ′uσ. (6.3)
The second term in the second to last line vanishes due to
hµ
′
[µh
ν′
ν]h
ρ′
ρ (∇[µ′hν
′′
ν′]h
ρ′′
ρ′ )∇ν′′uρ′′ = hµ
′
[µh
ν′
ν]h
ρ′′
ρ ∇[µ′(lν′]kν
′′
+ kν′]l
ν′′)∇ν′′uρ′′
+hµ
′
[µh
ν′′
ν] h
ρ′
ρ ∇µ′(lρ′kρ
′′
+ kρ′ l
ρ′′)∇ν′′uρ′′
=̂ hµ
′
[µh
ν′
ν]h
ρ′′
ρ ((∇[µ′ lν′])kν
′′
+ (∇[µ′kν′])lν
′′
)∇ν′′uρ′′ +
hµ
′
[µh
ν′′
ν] h
ρ′
ρ ((∇µ′ lρ′)kρ
′′
+ (∇µ′kρ′)lρ′′)∇ν′′uρ′′
=̂ hµ
′
[µh
ν′
ν]h
ρ′′
ρ (∇[µ′kν′])lν
′′∇ν′′uρ′′ −
hµ
′
[µh
ν′′
ν] h
ρ′
ρ (∇µ′kρ′)uρ
′′∇ν′′lρ′′
=̂ 0 , (6.4)
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where in the first line we used ∇g = 0, in the second line that h(l, .) = 0 = h(k, .), in the third
that ∇µlν
←−
= 0 and lµ∇ρuµ = −uµ∇ρlµ, and in the fourth line and dk←− = 0.
Finally, we have to account for the vanishing of RIJK1 in (6.2), which follows from
RIJK1 = ΨIJK1 +
2
D − 1 η¯K[IΦJ ]1
= mµIm
ν
Jm
ρ
KR
(D+1)
µνρσ k
σ = mµIm
ν
Jm
ρ
K [∇µ,∇ν ] kρ
= 2 mµIm
ν
Jm
ρ
K∇[µ
((
hν
′
ν] − lν]kν
′ − kν]lν
′)(
hρ
′
ρ − lρkρ
′ − kρlρ′
)
∇ν′kρ′
)
=̂ 2 mµIm
ν
Jm
ρ
K∇[µ
(
hν
′
ν]
(
hρ
′
ρ − kρlρ
′)∇ν′kρ′)
=̂ 2 mµ[Im
ν
J ]m
ρ
K∇µ
(
1
D − 1h
ν′
ν h
ρ′
ρ hν′ρ′θk − hν
′
ν kρω
l
ν′
)
=̂
2
D − 1 m
µ
[Im
ν
J ]m
ρ
K
(
hνρ∇µθk − hµρθkωlν
)
=̂
2
D − 1 m
µ
[I η¯J ]K
(
∇µθk + θkωlµ
)
=̂
2
D − 1 m
µ
[I η¯J ]K
(
−(∇lθk)kµ − θkκlkµ
)
=̂ 0. (6.5)
From the third to the fourth line, we dropped the second two summands in the first round
bracket because l and k are twist free, and the second summand in the second bracket since
kµ∇←kµ = 0. In the fifth line, we used that k is twist and shear free and that l
µ∇←kµ = ω
l. In line
6, we again invoke the twist and shear freeness of k. In the last line, we used that dθk←−
= −k∇lθk
since it is spherical symmetric by definition 3 and that ωl = −κlk.9
In the last line of (6.2), we furthermore used
R0I1J = C0I1J +
1
D − 1 (η¯IJΦ01 − ΦIJ)−
1
D(D + 1)
η¯IJR
(D+1)
= − 1
D − 1 η¯IJ
[
∇lθk + κlθk
]
, (6.6)
which can be shown analogously.
Since the pullback to H of the second summand in (6.2) is zero (k⇐ = 0), we finally obtain
when pulling back once more
F⇐µνIJ = R⇐
(D+1)
µνIJ = hµ⇐=
µ′ hν⇐=
ν′R
(D+1)
µ′ν′ρσe
ρIeσJ = hµ
⇐=
µ′ hν⇐=
ν′R
(D−1)
µ′ν′ρσm
ρImσJ . (6.7)
and therefore, for D − 1 = 2n even,
ǫK1L1...KnLnIJ ǫ⇐
µ1ν1...µnνn
F⇐µ1ν1K1L1 ...F⇐µnνnKnLn
= ǫK1L1...KnLnIJ ǫ⇐
µ1ν1...µnνn
R(D−1)µ1ν1ρ1σ1 ...R
(D−1)
µnνnρnσn
mρ1K1mσ1L1 ...mρnKnmσnLn
=
1√
h
ǫ⇐
ρ1σ1...ρnσn ǫ⇐
µ1ν1...µnνnR(D−1)µ1ν1ρ1σ1 ...R
(D−1)
µnνnρnσn2n
[IsJ ] ≈ E
(2n)
√
h
πaIJ sˆa , (6.8)
where E(2n) denotes the Euler density of the (D− 1) – sphere cross sections, sˆa is the appropri-
ately densitised conormal on S, and ≈ means equal up to the simplicity constraint. Finally, by
9Comparing with the 3 + 1 dimensional case, we find RIJK1 = ΨIJK1 +
2
D−1 η¯K[IΦJ]1 = 0 corresponds to
Ψ3 − Φ21 = 0, ΨKLJ0 = 0 to Ψ0 = 0 and Ψ1 = 0, and ΨKL01 = 0 to the non-rotating condition ImΨ2 = 0.
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6. of definition 3, E(2n) = f(v)
√
h. Some comment on the role of the equations (6.7, 6.8) is in
order.
Firstly, notice that both of these equations are generalisations of the 3+1 dimensional boundary
conditions F⇐
(4)
µνIJ
∝ R(2)Σ⇐µνIJ known from the U(1) and SU(2) treatments. (6.7) has the same
left hand side, but further manipulation of the right hand side as in the 3+1 dimensional case
is not possible, since the Riemann tensor is in general not completely determined by the Ricci
scalar in higher dimensions and the Ricci scalar also ceases to play a topological role. (6.8)
generalises the right hand side, the topological role now being played by the Euler density, while
the left hand side is more complicated than in the 3+1 dimensional case.
Secondly, at the quantum level, we want to work with an independent Chern-Simons connection
on the horizon from the onset and demand by constraint that the boundary connection actually
is determined by the bulk fields. This constraint is in 3+1 dimensions precisely given by the
boundary condition F⇐
(4)
µνIJ
∝ Σ⇐µνIJ . In higher dimensions, one can easily convince oneself that
(6.8) is insufficient to determine the boundary connection and one has to impose (6.7) at the
quantum level. However, (6.8) connects the momenta conjugate to the bulk connection with
Chern-Simons excitations and therefore is a direct generalisation of what is imposed at the quan-
tum level in the 3+1 dimensional case. It therefore could serve as a consistency requirement
additionally to (6.7), see the discussion in section 10.
One last comment concerning 6’.: Assuming this condition to hold, one easily obtains that
Gµν l
µkν = Φ01 +
D − 1
2(D + 1)
R(D+1) (6.9)
is spherically symmetric. Moreover, taking the trace of (6.6), we infer that
C0I1
I +
D − 3
D − 1Φ01 −
D − 1
D(D + 1)
R(D+1) = −∇lθk − κlθk (6.10)
is spherically symmetric since the right hand side is. Finally, from (6.3),
R(D−1) = RIJ IJ = 2C0I1I +
4(D − 2)
D − 1 Φ01 +
(D − 2)(D − 1)
D(D + 1)
R(D+1)
= 2
(
C0I1
I +
D − 3
D − 1Φ01 −
D − 1
D(D + 1)
R(D+1)
)
+ 2
(
Φ01 +
D − 1
2(D + 1)
R(D+1)
)
, (6.11)
where Weyl tensor component identities from appendix D were used. Since both summands in
round brackets are spherically symmetric, we find that R(D−1) is also spherically symmetric. As
we already remarked at the beginning of section 5, this property will not be needed in higher
dimensions, but instead 6. will be crucial in the next section.
7 Hamiltonian Framework
In this section, we will show, starting from the Palatini action in (D+1) = 2(n+1) dimensions,
how the symplectic structure of (2n+1) - dimensional Chern-Simons theory arises as boundary
contribution to the symplectic structure for an internal boundary with UDNRIH conditions. We
restrict to a vanishing cosmological constant. Note that the mechanics of higher-dimensional
isolated horizons has already been studied in the quasi-local, the asymptotically flat [26] as well
as the asymptotically anti-de Sitter [34] case. However, in all these treatments, the internal
SO(1,D) transformations were (partially) gauge fixed. In view of the boundary term of the
generating functional for the canonical transformation to SO(1,D) connection variables which
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we found in section 4 and which we expect to be related to the boundary symplectic structure,
we are not allowed to fix the internal gauge freedom. In particular, in the usual time gauge
nI = δI0 , this boundary term vanishes since it is proportional to δn
I . Therefore, we will rederive
the Hamiltonian framework for IH in higher dimensions for our specific definition of UDNRIH
without using any internal gauge fixing. Indeed, the derivation deviates from the usual treatment
and we obtain the same boundary contribution to the symplectic structure we derived in 4, which
a) vanishes in time gauge and b) can be reexpressed as SO(1,D) Chern-Simons symplectic
structure.
Consider a region M in a (D + 1) - dimensional Lorentzian spacetime (M′, g) bounded by two
(partial) Cauchy slices Σ1 and Σ2, ∆, and possibly an outer boundary. On ∆, we impose the
UDNRIH boundary conditions and furthermore require that Σ1,Σ2 intersect ∆ in leaves ((D−1)
- spheres) of the preferred foliation S1, S2, respectively. Moreover, as usual in the IH literature,
for a given history (e,A) the horizon area AS is constant in time as we will show shortly (below
(7.9)). We will now furthermore fix the horizon area to be a constant throughout the histories
we are considering, δAS = 0. The Palatini action
10 is given by
S[A, e] =
∫
M
ΣIJ ∧ F IJ , (7.1)
where F = 1/2Fµνdx
µ ∧ dxν , FµνIJ = 2∂[µAν]IJ + [Aµ, Aν ]IJ , Σ := −∗ (e∧ e), or in coordinates
−∗ (e∧ e)µ1 ...µD−1IJ = − 1(D−1)!eK1µ1 . . . e
KD−1
µD−1 ǫIJK1...KD−1, and as already stated, boundary terms
possibly needed for T are neglected. Variation with respect to A gives rise to a surface term∫
∆
Σ←IJ ∧ δA←
IJ , (7.2)
which, however, vanishes when imposing the UDNRIH boundary conditions, and therefore,
the variation only yields the bulk equations of motion. This is a standard result in the IH
literature, but will be derived here without any internal gauge fixing. Using e←µI = mµI − kµlI ,
we immediately find
Σ←IJ = −
1
(D − 1)!ǫIJK1...KD−1
[
mK1 ∧ ... ∧mKD−1 − (D − 1)lK1 k ∧mK2 ∧ ... ∧mKD−1] . (7.3)
For the pullback of the spacetime connection A we find analogous to the calculations in section
6
A←µIJ = Γ←µIJ = Γ
0
µIJ +
2
D − 1 l[Imµ|J ]θk − 2ωµl[IkJ ], (7.4)
Γ0µIJ = m
ν
[I∇←µmν|J ] − l[I∇←µk|J ] − k[I∇←µl|J ], (7.5)
where Γ0 here denotes the connection on ∆ which annihilates mµK , lI and kJ . Here and in the
following, we will understand that mµI := hµνmν
I and hµν = gµµ
′
hµ′ν′g
ν′ν such that hµνkν = 0.
For the variation of A←, we find
δA← µIJ = δΓ
0
µIJ +
2
D − 1
[
(δl[I)mµ|J ]θk + l[I(δmµ|J ])θk + l[Imµ|J ](δθk)
]
− 2 [(δωµ)l[IkJ ] + ωµδ(l[IkJ ])] , (7.6)
10Note that a well defined action principle can require a boundary term, as e.g. the York-Gibbons-Hawking
boundary term [36, 37] or its analogue in first order theories [38, 39]. However, such a boundary term does
not enter the second variation of the action which will be relevant in this paper for deriving the Chern-Simons
symplectic structure. We will thus neglect it for simplicity. For a discussion of these issues in higher dimensions,
we refer the interested reader to e.g. [38, 39] and, specifically in the IH framework, [26].
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which for the case at hand can be reduced to
δA← µIJ = 2kµl[IkJ ]l
KkLlνδA← νKL − 2k[I η¯J ]
LlKhνµδA← νKL +R
= 2kµl[IkJ ]l
KkLlν
[
δΓ0νKL − 2l[KkL]δων
]− 2k[I η¯J ]LlKhνµδΓ0νKL +R
= 2kµl[IkJ ]l
ν
[
kLDΓ
0
ν δlL + δων
]
− 2k[I η¯J ]LhνµDΓ
0
ν δlL +R, (7.7)
where in the first line, we made use of the fact that only certain components of δA← will appear
when contracted with Σ← and R stands for the remaining terms which vanish in this contraction.
In the second step, several terms drop out due to lνδmνI = −mνIδlν = −mνIcδlν = 0 since l
is fixed up to constant rescaling on ∆, lIδlI = 0 since l
2 = 0 on ∆, and hνµων =̂ 0. Finally, we
used that lKδΓ0µKL = −δDΓ
0
µ lL+D
Γ0
µ δlL = D
Γ0
µ δlL since Γ
0 annihilates lI . Putting all together,
we recover for the definition of an UDNRIH as given in section 5 the result that there is no
boundary term in symplectic potential for the horizon,∫
∆
Σ← ∧ δA← =
∫
∆
Σ← ∧ δΓ←
= − 1
(D − 1)!
∫
∆
(
mK1 ∧ ... ∧mKD−1 − (D − 1)lK1 k ∧mK2 ∧ ... ∧mKD−1)×
ǫIJK1...KD−1 ∧
{
−2l[IkJ ] [d(kM δlM ) + δω]+ 2η¯II′kJdΓ0δlI′}
= − 2
(D − 1)!
∫
∆
ǫD−1 ∧ k (Ll(kIδlI))+ 2
(D − 1)!
∫
∆
ǫD−1 ∧ δω
+
2
(D − 2)!
∫
∆
k ∧mK2 ∧ ... ∧mKD−1lK1ǫIJK1...KD−1kJdΓ0δlI
= 0, (7.8)
where in the second step, we used (7.3) and (7.7), which results in three terms in the third
step, each of which vanishes separately. The first one since we can partially integrate the Lie
derivative (boundary terms drop since δlI = 0 on S1, S2) and we have Llǫ←−
D−1 =̂ 0 and Llk←− =̂ 0.
Note that here, we defined
ǫD−1 = ǫIJK1...KD−1l
IkJmK1 ∧ ... ∧mKD−1 . (7.9)
To see that it is Lie dragged along l, note that
Llm←− µI = l
ν∇←νmµI +mνI∇←µl
ν = lν∇←νmµI = −l
νΓ0νI
JmµJ , (7.10)
Lll←−
I = lν∇←ν l
I = −lνΓ0νIJ lJ , (7.11)
Llk←−
I = lν∇←νk
I = −lνΓ0νIJkJ . (7.12)
Using this, to prove that Llǫ←−
D−1 = 0 we only need to use the invariance of ǫI1...ID+1 under
(infinitesimal) SO(1,D) transformations. A similar argument shows that
dǫ←−
D−1 = 0. (7.13)
The second term in (7.8) is zero since δω is fixed on S1, S2 and also Lie dragged along l, so
the whole integrand is Lie dragged an vanishes at the boundary, which implies that the integral
vanishes (This argument is e.g. given in [16]). The last term vanishes since the derivative dΓ0
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annihilates the whole expression (note that dk← =̂ 0) and therefore leads only to a boundary
contribution which vanishes again due to δl|S1,S2 = 0.
The second variation of the action yields the symplectic current δ[1Σ
IJδ2]AIJ which is closed by
standard arguments,
(
∫
Σ2
−
∫
Σ1
+
∫
∆
)δ[1Σ
IJ ∧ δ2]AIJ = 0. (7.14)
Moreover, the contribution at ∆ is a pure surface term, and we will show in the following that∫
∆
δ[1Σ←
IJ ∧ δ2]A←IJ = Ω
S2
CS(δ1, δ2)− ΩS1CS(δ1, δ2), (7.15)
where
ΩSCS =
nAS〈
E(2n)
〉 ∫
S
ǫIJKLM2N2...MnNn
(
δ[1A⇐IJ
)
∧
(
δ2]A⇐KL
)
∧ F⇐M2N2 ∧ ... ∧ F⇐MnNn (7.16)
denotes the Chern-Simons symplectic structure (cf. appendix B), and therefore, the symplectic
structure is given by
Ω(δ1, δ2) =
∫
Σ
δ[1Σ
IJ ∧ δ2]AIJ (7.17)
+
nAS〈
E(2n)
〉 ∫
S
ǫIJKLM2N2...MnNn
(
δ[1A⇐IJ
)
∧
(
δ2]A⇐KL
)
∧ F⇐M2N2 ∧ ... ∧ F⇐MnNn ,
and is independent of the choice of Σ.
To proof (7.17), we will first show that the contribution to the symplectic structure at ∆ is given
by the boundary term we already found in section 4,∫
∆
δ[1Σ←
IJ ∧ δ2]A←IJ =
∫
S2
2(δ[1s˜
I)(δ2]nI)−
∫
S1
2(δ[1s˜
I)(δ2]nI), (7.18)
where s˜I =
√
hsI , and in a second step that the boundary contribution can be rewritten as∫
S
2(δ[1s˜
I)(δ2]nI) =
AS〈
E(2n)
〉 ∫
S
2
E(2n)√
h
(δ[1s˜
I)(δ2]nI)
=
nAS〈
E(2n)
〉 ∫
S
ǫIJKLM2N2...MnNn
(
δ[1A⇐IJ
)
∧
(
δ2]A⇐KL
)
∧ F⇐M2N2 ∧ ... ∧ F⇐MnNn .
(7.19)
For the variation of Σ←, we find using (7.3)
−(D − 1)! δΣ←IJ = ǫIJK1...KD−1
[
(D − 1)(δmK1) ∧mK2 ∧ ... ∧mKD−1
−(D − 1)(D − 2)lK1 k ∧ (δmK2) ∧mK3 ∧ ... ∧mKD−1
−(D − 1) (lK1(δk) + (δlK1)k) ∧mK2 ∧ ... ∧mKD−1]
= ǫIJK1...KD−1
[
(D − 1)mL ∧mK2 ∧ ... ∧mKD−1(imLδmK1)
−(D − 1)(D − 2)lK1 k ∧mL ∧mK3 ∧ ... ∧mKD−1(imLδmK2)
−(D − 1) (−lK1(ilδk) + (δlK1)) k ∧mK2 ∧ ... ∧mKD−1] ,
(7.20)
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where we used
δm← I = m←J(imJ δmI)− k←(ilδmI) = m←J(imJ δmI) + k←(imI δl)
= m←J(imJ δmI) + k←cδ(imI l) = m←J(imJ δmI), (7.21)
δk← = −k(ilδk). (7.22)
In total, after a long calculation explained in appendix C.1, one finds for (7.18)∫
∆
δ[1Σ←
IJ ∧ δ2]A←IJ
=
2
(D − 1)!
∫
∆
{
d
[
δ[1(ǫ
D−1kI)δ2]lI
]
+ δ[1ǫ
D−1 ∧ δ2]ωl
+(D − 1)d [(cδ + (kMδ[1lM )) k ∧mK2 ∧ ... ∧mKD−1lIkJǫIJK1...KD−1δ2]lK1]
+(D − 2)d [k ∧mM ∧mK3 ∧ ... ∧mKD−1lIkJǫIJK1...KD−1(imM δ[1mK2)δ2]lK1]}
=
2
(D − 1)!
∫
∆
{
d
[
δ[1(ǫ
D−1kI)δ2]lI
]
+ δ[1ǫ
D−1 ∧ δ2]ωl
}
= 2
∫
∆
{
d
[
δ[1s˜
Iδ2]nI
]
+
1
(D − 1)!δ[1ǫ
D−1 ∧ δ2]ωl
}
. (7.23)
We used δk = −cδk and k⇐ = 0. Since we also restricted to constant area AS throughout the
phase space region we are considering (δAS = 0), we furthermore find∫
∆
δ[1ǫ
D−1 ∧ δ2]ωl = −
∫
∆
δ[1ǫ
D−1 ∧ δ2](κlk) =
∫
∆
δ[1ǫ
D−1 ∧ dδ2](κlv)
=
[
δ[2(κ
lv)|S2
∫
S2
δ1]ǫ
D−1 − δ[2(κlv)|S1
∫
S1
δ1]ǫ
D−1
]
=
[
δ[2(κ
lv)|S2δ1]AS2 − δ[2(κlv)|S1δ1]AS1
]
= 0. (7.24)
Now, since we have E(D−1) = f(v)ǫD−1/(D − 1)! for a spherically symmetric function f by the
conditions for an UDNRIH, and since∫
S
E(2n) = (8π)nn! χS =: 〈E(2n)〉, (7.25)∫
S
ǫD−1 = (D − 1)! AS , (7.26)
are both constant in time, we have f = 〈E
(2n)〉
AS
where 2n = D − 1. The first line of (7.19) easily
follows. In fact, this also shows that f(v) is independent of v.
For the second pullback of A, we find since ω⇐ = 0,
A⇐IJ = Γ
0
IJ +
2
D − 1 l[ImJ ]θk =: Γ
0
IJ +K⇐IJ . (7.27)
Since θk is constant on the (D − 1) - sphere cross sections of the chosen foliation, we have
dΓ0K⇐=
= 0. Since also [K⇐,K⇐] = 0, we obtain F⇐ = R⇐
0 which was already derived in section 6. We
now want to show that (7.19) holds, which is shown to be true in (C.5) if the connection would
be given by Γ0. Therefore, what needs to be checked is if
ǫIJKLM2N2...MnNn
(
2δ[1Γ
0
IJ ∧ δ2]K⇐KL + δ[1K⇐IJ ∧ δ2]K⇐KL
)
∧R0M2N2 ∧ ... ∧R0MnNn = 0.
(7.28)
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Using
δK⇐IJ =
2
D − 1
[
−l[IkJ ]lKθkδmK + l[I η¯J ]K
(
θkδm
K −mKθkkLδlL +mKδθk
)
+ η¯K[ImJ ]θkδlK
]
,
(7.29)
we find in a first step
EIJKL⊥ ∧ δ[1K⇐IJ ∧ δ2]K⇐KL = −
8
(D − 1)2E
IJKL
⊥ ∧ lIkJ η¯NKθ2klMδ[1mM ∧mLδ2]lN
=
8
(D − 1)2E
IJ [N |L
⊥ ∧ lIkJθ2kmM ] ∧mLδ[1lMδ2]lN = 0. (7.30)
EIJKL⊥ = ǫ
IJKLM2N2...MnNnR0M2N2 ∧ ... ∧R0MnNn in the above formula stands for the terms in
(7.28) contracted with δK ∧ δK. ⊥ indicates that fact that E⊥ needs to be contracted with
kI , lJ since it vanishes otherwise, therefore only one combination of terms survives when we use
(7.29) in the first step. In the second line, we made use of lIδmI = −mIδlI and therefore, the
expression is antisymmetric in the index pair M,N . Adding terms until all indices of the epsilon
symbol in E⊥ plus the index M are totally antisymmetric and subtracting the therefore needed
terms again, we find that the whole expression vanishes: The total antisymmetrisation since
there is no nontrivial rank D+2 antisymmetric tensor in D+1 dimensions, and the subtracted
terms since they are either of the form lImI = 0 or k
ImI = 0, or R
0
MN ∧mN which vanishes
due to the Bianchi identity, or mL ∧mL = 0.
Furthermore, we have
EIJKL⊥ ∧ δ[1Γ0IJ ∧ δ2]K⇐KL
=
2
(D − 1)E
IJKL
⊥ ∧
[
− η¯I′[I η¯J
′
J ]δ[1Γ
0
I′J ′ ∧ l[KkL]θklMδ2]mM
− 2k[I lI
′
η¯J
′
J ]δ[1Γ
0
I′J ′ ∧ l[K η¯L]M
(
θkδ2]m
M −mMθkkNδ2]lN +mMδ2]θk
)
+ 2l[IkJ ]k
I′ lJ
′
δ[1Γ
0
I′J ′ ∧ η¯M[KmL]θkδ2]lM
]
=
2
(D − 1)E
IJKL
⊥ ∧
[
− η¯I′[Imα|J ]
(
−dΓ0δ[1mαI′ −mβI′δ[1Γα•β
)
∧ l[KkL]θklMδ2]mM
− 2k[I η¯J
′
J ](dΓ0δ[1lJ ′) ∧ l[K η¯L]M
(
θkδ2]m
M −mMθkkNδ2]lN +mMδ2]θk
)
− 2l[IkJ ][dΓ0(kI
′
δ[1lI′)] ∧ η¯M[KmL]θkδ2]lM
]
, (7.31)
where we used η¯IJ = m
α
ImαJ in the last step as well as the fact that Γ
0 annihilates mK , lI , kJ
and therefore, e.g. lJδΓ0IJ = δ(dΓ0 lI) − dΓ0δlI = −dΓ0δlI . In the last expression, the second
summand in the second to last line and the term in the last line together just give a surface term
which vanishes since the (D− 1) sphere cross sections have no boundary. To see this, one needs
to make use of the fact that dΓ0R
0 = dΓ0m = dΓ0 l
I = dΓ0k
J = dΓ0 η¯ = dθK = 0. Moreover, we
also have dδθK = 0 since δθK has to be constant on the (D − 1) - sphere cross sections, and
therefore also the last term in the second to last line is a surface term. Using the notation δΓα•β
to indicate that δΓ is considered as a form in the index •, the terms in the first line of (7.31)
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give
2θk
(D − 1) l
KkLE⊥IJKL ∧mN mα[J∧
[(
dΓ0δ[1m
α|I] +mβ|I]δ[1Γα•β
)]
δ2]l
N
=
2θk
(D − 1) l
KkLE⊥IJKL ∧mM ∧mN
[
mβMmα[IDΓ
0
β δ[1mα
|J ]
+mβ[Jmα|I]DΓ
0
β δ[1mα
M −mβ[I|mαMDΓ0β δ[1mα|J ]
]
δ2]l
N
=
2θk
(D − 1) l
KkLE⊥IJKL ∧mM ∧mN
[
1
3
mβ[MmαIDΓ
0
β δ[1mα
J ] + 2mβ[Jmα|I]DΓ
0
β δ[1mα
M
]
δ2]l
N
=
4θk
(D − 1) l
KkLE⊥IJKL ∧mM ∧mN
[
−mβ[Imα|J ]DΓ0β δ[1mαM
]
δ2]l
N . (7.32)
In the third step, the term totally antisymmetric in the indices M,J, I vanishes since
lKkLE⊥[IJ |KL ∧m|M ] ∧mN = ǫ[IJ |KLM2N2...MnNn lKkLR0M2N2 ∧ ... ∧R0MnNn ∧m|M ] ∧mN
=
(D + 2)
3
ǫ[IJKLM2N2...MnNn|l
KkLR0
M2N2 ∧ ... ∧R0MnNn ∧m|M ] ∧mN
= 0, (7.33)
since RKL0 ∧ mL = 0 due to the Bianchi identity and mI lI = 0 = mIkI , and the antisym-
metrisation of D + 2 indices vanishes. Finally, the first term in the second to last line of (7.31)
gives
4θk
(D − 1) l
KkLE⊥IJKL ∧
[
(dΓ0δ[1l
[J) ∧ δ2]mI]
]
=
4θk
(D − 1) l
KkLE⊥IJKL ∧ ((dΓ0δ[1m[I)δ2]lJ ]) + d(. . .)
=
4θk
(D − 1) l
KkLE⊥IJKL ∧mM ∧mN
[
mβ[Mmα|N ]DΓ
0
β δ[1mα
[I
]
δ2]l
J ] + d(. . .), (7.34)
up to a boundary term d(. . .) that vanishes, as above, after integration over S, which means
that (7.32) and (7.34) together are of the form
lKkLE⊥IJKL ∧mM ∧mN
[
αIJβMN − αMNβIJ]
=lKkLǫIJKLM2N2...MnNnR0
M2N2 ∧ ... ∧R0MnNn ∧mM ∧mN
[
αIJβMN − αMNβIJ]
=(D + 2)lKkLǫ[IJKLM2N2...MnNn|R0
M2N2 ∧ ... ∧R0MnNn ∧m|M ] ∧mN
[
αIJβMN − αMNβIJ]
− 2lKkLǫJMKLM2N2...MnNnR0M2N2 ∧ ... ∧R0MnNn ∧mI ∧mN
[
αIJβMN − αMNβIJ]
=− 2lKkLǫJMKLM2N2...MnNnR0M2N2 ∧ ... ∧R0MnNn ∧mI ∧mN
[
αNMβJI − αMNβIJ]
=0, (7.35)
where αIJ and βKL are antisymmetric matrices. This furnishes the proof of (7.17).
8 SO(D + 1) as Internal Gauge Group
In the previous sections, we have derived the isolated horizon boundary condition relating the
connection on the horizon with the bulk degrees of freedom, as well as the symplectic structure
on the horizon, which coincides with the one of higher-dimensional Chern-Simons theory. Since
we started from the space-time covariant Palatini action, the internal gauge group was fixed to
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SO(1,D). In the light of quantising the bulk degrees of freedom however, it was pointed out in [5]
that one can change the internal gauge group to SO(D+1) by a canonical transformation from
the ADM phase space. After this reformulation, the quantisation of the bulk degrees of freedom
can be performed with standard loop quantum gravity methods as spelled out in [7]. Thus,
we are interested in reformulating the horizon boundary condition and the horizon symplectic
structure so that it fits in the SO(D + 1) scheme.
As for the boundary condition, the generalisation to the Euclidean internal group is straight
forward, since the construction of the connection Γ0 in appendix A works independently of the
internal signature. Thus, constructing Γ0 such that it annihilates both nK and sK = sae
aK
additionally to mKα = e←
K
α , the horizon boundary conditions
R0,horizonαβIJ = R
0,bulk
αβIJ (8.1)
1
β
ǫK1L1...KnLnIJǫ
α1β1...αnβn
R0,horizonα1β1K1L1 ...R
0,horizon
αnβnKnLn
=
E(2n)√
h
(β)
π
aIJ
sˆa (8.2)
follow immediately from the fact that R0αβKLn
K = R0αβKLs
K = 0. We will drop the super-
scripts “bulk” and “horizon” in what follows.
In order to derive the new symplectic structure, we first perform a symplectic reduction of
the theory derived in the previous chapters by solving the Gauß and simplicity constraint. This
leads us to the ADM phase space, from which we can perform further canonical transformations.
It is shown in section 4 that the canonical transformation to SO(D + 1) connection variables
leads to the boundary symplectic structure
ΩS(δ1, δ2) =
2
β
∫
S
dD−1x δ[1s˜Iδ2]nI . (8.3)
Furthermore, under the non-distortion condition δE
(2n)√
h
= 0, i.e. restricting to the part of phase
space where E
(2n)√
h
is constant and thus given by
〈E(2n)〉
AS
, it is shown in appendix C.2 that
2
E(2n)√
h
(δ[1s˜
I)(δ2]nI) = nǫ
IJKLM1N1...Mn−1Nn−1ǫαβα1β1...αn−1βn−1
× (δ[1Γ0αIJ) (δ2]Γ0βKL)R0α1β1M1N1 ...R0αn−1βn−1Mn−1Nn−1 , (8.4)
which results in the Chern-Simons type boundary symplectic structure
ΩSCS(δ1, δ2) =
nAS
β
〈
E(2n)
〉 ∫
S
ǫIJKLM1N1...Mn−1Nn−1ǫαβα1β1...αn−1βn−1
× (δ[1Γ0αIJ) (δ2]Γ0βKL)R0α1β1M1N1 ...R0αn−1βn−1Mn−1Nn−1 . (8.5)
Concluding, we have shown that also for the case of SO(D + 1) as an internal gauge group,
one arrives at a higher-dimensional Chern-Simons symplectic structure at the isolated horizon
boundary of σ as well as the boundary conditions (8.1), (8.2).
A remark concerning the uniqueness of Γ0 is in order. In D = 3, one easily finds that there
are more connections which allow for carrying out the whole programme. Exemplarily, we can
introduce a constant parameter Φ ∈ R and choose ΓφαIJ = Γ0αIJ + 2Φn[ImαJ ] as connections
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for the Chern-Simons theory on the boundary. We then find
RΦαβ
IJ = R0αβ
IJ − 2Φ2mα[ImβJ ], (8.6)
ǫIJKLǫαβRΦαβKL =
(
E(2)√
h
− 4Φ2
)
πaIJ sˆa, (8.7)
AS
〈E(2)〉 − 4Φ2AS
ǫIJKLǫαβδ[1Γ
Φ
αIJδ2]Γ
Φ
βKL = 2δ[1s˜
Iδ2]nI . (8.8)
A further modification of Γ0, which in particular allows for generalisation to distorted horizons,
will be introduced in section 9.1, where a non-constant field Ψ is added to the connection. The
introduction of Ψ and Φ cannot be combined non-trivially, since otherwise there will be terms
∝ n[ImαJ ] contributing to RΦ,ΨαβIJ .
A third possibility to change the connection in D = 3, which can be combined with both of
the above methods, is as follows. As we have already seen at the end of sec. 4, if we introduce the
Barbero-Immirzi parameter γ in D = 3 [6], it will appear in the boundary symplectic structure.
The boundary condition in this case reads
1
β
ǫαβ
(
ǫIJKLR0αβKL +
1
γ
R0αβ
IJ
)
=
E(2)√
h
(γ,β)
π aIJ sˆa, (8.9)
where
(γ,β)
π aIJ =
1
β
(
πaIJ +
1
2γ
ǫIJKLπ
aKL
)
. (8.10)
To show that the boundary symplectic structure can be rewritten according to
2
β
∫
S
d2x
(
δ[1s˜
Iδ2]nI −
1
2γ
ǫαβδ[1mαIδ2]m
I
β
)
=
AS
β
〈
E(2)
〉 ∫
S
ǫαβ
(
ǫIJKLδ[1Γ
0
αIJδ2]Γ
0
βKL
+
2
γ
δ[1Γ
0
αIJδ2]Γ
0
β
IJ
)
,
(8.11)
it remains to verify that
E(2)√
h
δmI ∧ δmI = −2δΓ0 IJ ∧ δΓ0IJ . (8.12)
Since the scalar curvature R = E
(2)
2
√
h
is constant on the 2-spheres, the metric h is fixed up to
diffeomorphism. Therefore, mI ,Γ
0
IJ are fixed up to diffeomorphism and SO(D + 1) rotations,
i.e. δmI = ΛI
JδmJ+LξmI and δΓ0IJ = −dΓ0ΛIJ+LξΓ0IJ . Using this for the variations, (8.12)
can be proven straight forwardly using 0 = dΓ0mI = dmI + Γ
0
IJ ∧mJ , dΓ0IJ + 12 [Γ0,Γ0]IJ =
R0IJ =
1
2RmI ∧mJ and the properties of the exterior and Lie derivative.
In higher dimensions, it is less trivial to modify the connection Γ0. In particular, the above
constructions can at least not be applied trivially. While (8.6) continues to hold, in (8.7) mixed
terms of the form R0 ∧ ... ∧ (Φm ∧ m) will appear which spoil the construction, and also the
introduction of γ is tied to D = 3.
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9 Inclusion of Distortion
In this section, we are going to comment on the generalisation of the isolated horizon boundary
condition derived in the non-distorted case to general isolated horizons. The seminal work on
this subject has been a paper by Ashtekar, Engle, and Van Den Broeck [40], where treatment was
generalised to axi-symmetric horizons. For the generalisation to arbitrary spherical horizons,
two methods by Perez and Pranzetti [41] and Beetle and Engle [42] exist in four dimensions.
We will discuss them in the following and show that an extension of them to higher dimensions
is not straight forward. Nevertheless, an extension to distorted isolated horizons seems to exist
[43].
9.1 Beetle-Engle Method
In order to derive the symplectic structure on a spatial slice S of the horizon, it is key to
the derivation that E(2n)/
√
h is a constant on S. Otherwise, unwanted terms appear due to the
variation of E(2n)/
√
h. Of course, this observation has already been made in the four-dimensional
case and a solution of this problem in case of U(1) as the gauge group on S has been proposed
by Beetle and Engle [42]. Essentially, they construct a new U(1) connection on S as
◦
V α:=
1
2
θα − ǫαβhβγDγΨ, (9.1)
where 12θα is the U(1) connection used for spherically symmetric isolated horizons and Ψ is a
curvature potential defined by the equation
∆Ψ = R− 〈R〉 , (9.2)
where R is the intrinsic scalar curvature which is proportional to E(2)/
√
h. Calculating the
curvature of
◦
V α, the terms proportional to R drop out and one gets
d
◦
V= −〈R〉
4
ǫ = − 2π
AS
Σis
i. (9.3)
Thus,
◦
V α mimics the spin connection of a spherically symmetric horizon, although being defined
for any horizon of spherical topology.
The method of Beetle and Engle can be generalised to this framework for the case of four
dimensions by using the connection
AαIJ = Γ
0
αIJ + 2mα[Imβ|J ]h
βγ(Dγψ). (9.4)
Insertion into the boundary condition
ǫαβǫIJKLRαβKL(A) = 2〈E(2)〉n[I s˜J ] (9.5)
yields
∆ψ =
1
4
(
E(2)√
h
− 〈E(2)〉
)
. (9.6)
As shown in appendix C.3, it follows that
2〈E(2)〉(δ[1s˜I)(δ2]nI) = ǫIJKLǫαβ
(
δ[1AαIJ
) (
δ2]AβKL
)
. (9.7)
The problem with generalising this method to higher dimensions is that it leads to a non-
linear partial differential equation for ψ, for which, as opposed to the Laplace operator ∆,
a well developed theory ensuring the existence of a solution does not exist. Thus, although
a generalisation to higher dimensions seems straight forward, we cannot proceed due to the
resulting non-linear partial differential equation.
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9.2 Perez-Pranzetti Method
The basic idea of Perez and Pranzetti [41] in order to solve the problem of a varying scalar
curvature on S is to use two Chern-Simons connections on S, defined by
Aiγ = Γ
i + γei, Aiσ = Γ
i + σei. (9.8)
For the boundary conditions, it follows that
F i(Aγ) = Ψ2Σ
i +
1
2
(γ2 + c)Σi, F i(Aσ) = Ψ2Σ
i +
1
2
(σ2 + c)Σi, (9.9)
where the Newman-Penrose coefficient Ψ2 is proportional to the scalar curvature and c is an
extrinsic curvature scalar. Subtracting these two equations, Perez and Pranzetti find
F i(Aγ)− F i(Aσ) = 1
2
(γ2 − σ2)Σi, (9.10)
which can be used to derive the symplectic structure of two SU(2) Chern-Simons connections
on S, since the scalar curvature disappeared from this new boundary condition. Furthermore,
they take the additional constraint into account which follows from adding the above two field
strengths, which requires to first find a suitable quantisation of the scalar curvature.
The first steps of this treatment generalise to higher dimensions in a straight forward way:
Introduce N Chern-Simons connections of the form
A
(ai)
αIJ = ΓαIJ + 2
√
ais[Imα|J ], i ∈ {1, ..., N}. (9.11)
For their field strengths, it follows that
F
(ai)
αβIJ = RαβIJ − 2mα[Imβ|J ]ai. (9.12)
When we insert this in the formula needed for the higher-dimensional boundary condition, we
find
EIJ(ai)(A
(ai)) := ǫβ1γ1...βnγnǫIJK1L1...KnLnF
(ai)
β1γ1K1L1
. . . F
(ai)
βnγnKnLn
=
n∑
k=0
akiXk, (9.13)
where, schematically, Xk ∝ (R0)n−k ∧ (m∧m)k. Only the k = 0 term, being exactly of the form
“n[I s˜J ]× const.” we need, is allowed to survive when linear combining the EIJ(ai) with coefficients
bi ∈ R, i ∈ {1, ..., N},
N∑
i=1
bi E
IJ
(ai)
(A(ai))
!∝ n[I s˜J ], (9.14)
which leads to the system of equations
N∑
i=1
bi(ai)
k = 0, k ∈ {0, ..., n − 1},
N∑
i=1
bi(ai)
n = d, (9.15)
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for some constant d 6= 0. Suppose w.l.o.g. that a1 6= 0, b1 6= 0. Introducing a new d˜ = db1(a1)n ,
we find that the above n + 1 equations for fixed d˜, actually only depend on the 2(N − 1)
unknowns (ai/a1), (bi/b1). Since N is integer and 2n = D − 1, we find that we need at least
N = ⌈n+12 ⌉+1 = ⌈D+14 ⌉+1 Chern-Simons theories on the boundary, which for D = 3 reproduces
the result of Perez and Pranzetti, namely N = 2. However, we now have to implement many
additional constraints corresponding to (9.12) consistently, which makes a success of this route
at the quantum level rather doubtful (see, however, the comments on quantisation in section
10).
10 Comments on Quantisation
10.1 SO(D + 1) as Gauge Group
In order to calculate the entropy associated to a spatial slice of the isolated horizon, we have
to quantise the resulting theory on the horizon. In the well known 3 + 1-dimensional treatment
[17], it is a key result that the field strength on the isolated horizon vanishes almost everywhere
due to the isolated horizon boundary condition, except at points where the bulk spin network
punctures the isolated horizon. Only at these points, the flux operator, which determines the
field strength on S via the isolated horizon boundary condition (8.2), is non-vanishing. The
resulting quantum theory on the horizon is a Chern-Simons theory with topological defects
induced by these spin network punctures, which result in a finite-dimensional Hilbert space.
In higher dimensions, the situation is more complicated and we don’t claim to have a satis-
factory proposal for a quantisation. In this section, we will comment on how such a quantisation
could be performed and where the problems lie. In a first attempt, one would expect to obtain
a higher-dimensional Chern-Simons theory on the horizon, since the symplectic structure on
the isolated horizon is exactly of this type. Due to the distributional nature of the space of
generalised connections in loop quantum gravity, see e.g. [44], one promotes the connection on
the isolated horizon to an independent degree of freedom in the quantum theory, here called AIJ
with field strength FIJ = F (A)IJ . Furthermore, a quantisation of the boundary condition (8.2)
(neglecting for a moment the stronger condition (8.1) and thus the fact that the connection
on the isolated horizon is given by Γ0) yields the quantum equations of motion of a higher-
dimensional Chern-Simons theory with punctures exactly as in the 3+ 1-dimensional case. The
immediate problem with this approach is however that higher-dimensional Chern-Simons theory
admits local degrees of freedom (at least at the classical level), since the equations of motion
ǫI1J1...InJnF
I2J2 ∧ . . . ∧ F InJn = 0 (10.1)
don’t constrain the connection to be flat [29]. As a direct consequence, one would expect to
obtain an infinite entropy by counting the allowed states in the Hilbert space.
Still, it seems that the objects ǫI1J1...InJnF
I2J2 ∧ . . . ∧ F InJn constitute an important sub-
sector of the higher-dimensional Chern-Simons theory which one should consider for entropy
calculations, as we will argue in the following. Using the language of Engle, Noui, Perez, and
Pranzetti [27], the Chern-Simons equations of motion (10.1) are modified by “particle degrees
of freedom” which are induced by the spin networks puncturing the horizon as
EI1J1(x) := ǫI1J1...InJnFI2J2(x) ∧ . . . ∧ FInJn(x) ∝ sˆaπ̂aI1J1(x), (10.2)
where the operator on the right hand side symbolises to the flux operator which acts non-trivially
only at points where a spin network punctures the horizon. Using the Dirac brackets obtained
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from solving the second class constraints of the higher-dimensional Chern-Simons theory11, we
can explicitly calculate the algebra of these “particle excitations” as{
EIJ(x), EKL(y)
} ∝ δ(D−1)(x− y)f IJ,KL,MNEMN (x), (10.3)
where f are the structure constants of SO(D+ 1). Since a representation of this algebra is just
a representation of the Lie algebra so(D + 1) for each puncture, the problems which have to be
discussed for the quantisation are mainly connected with finding the right subspace of the tensor
product of the individual so(D + 1) representation spaces which is selected by the criterion of
compatibility with the bulk spin networks and the horizon topology. As opposed to the U(1)
or SU(2) based constructions in four dimensions, the restrictions imposed by the simplicity
constraint will also have to be taken into account properly. While the simplicity constraint is
solved on the horizon at the classical level by using the variables nI , sI , and eIα←
to construct
Γ0αIJ , there might still be non-trivial restrictions coming from imposing the quantum simplicity
constraint in the bulk. One of them is to restrict the representations carried by the punctures to
be the same as in the bulk, i.e. simple (spherical / class 1) SO(D+1) representations. However,
the more interesting question will be if there is a restriction resulting from implementing the
vertex simplicity constraints.
Despite these attractive features, we still have to deal with the local degrees of freedom. One
point that we overlooked up to now is that the classical analogue of the boundary condition (10.2)
does not constrain the Chern-Simons connection AαIJ to be Γ
0
αIJ . In section 8, it was shown
that some modifications of the boundary connection parametrised by constants are allowed.
Furthermore, the Beetle-Engle trick from section 9.1 suggests that further modifications are
conceivable, possibly an infinite set. Thus, we should introduce a constraint which restricts the
degrees of freedom of the higher-dimensional Chern-Simons theory as if the horizon connection
would be given by Γ0. Since the gauge invariant (local) information of a connection is contained
in its field strength, we should introduce the boundary condition (8.1) in the form
F (A)horizonαβIJ = F (Γ
0)bulkαβIJ (10.4)
on S. In analogy to the 3+1-dimensional treatment, we would quantise this boundary condition
by promoting the left hand side to an operator in the higher-dimensional Chern-Simons theory
and act with a proper quantisation of the right hand side on the bulk spin network (as with a flux
operator). Since we would regularise the right hand side by fluxes and commutators involving
volume operators as in [45, 7], it would automatically vanish at points where no bulk degrees
of freedom are excited12. This mechanism could thus get rid of the local degrees of freedom
and result in a finite entropy much in the same way as in 3 + 1 dimensions. Still, there are
many missing and imprecise steps in this argument, e.g. that one would first need an actual
quantisation of higher-dimensional Chern-Simons theory before a quantum boundary condition
as (10.4) could be even imposed.
This discussion leads us back to reconsider equation (8.3) for the following reason: we know
that the boundary symplectic structure can be written as (8.3) and the boundary condition can
11Actually, in order to construct the Dirac brackets of the Chern-Simons theory, we would have to identify the
set of second class constraints. This is non-trivial and depends on the choice of invariant tensor, as emphasised in
[29]. There, it is also stated that for the epsilon tensor used in this chapter, our choice of second class constraints
is correct at least in six spacetime dimensions (ǫIJKLMN is “generic” in the language of [29]). On the other hand,
we can use the horizon boundary condition and the symplectic structure (8.3) to calculate the same algebra, at
least under the constraint that the field strength of the Chern-Simons connection is given by F (Γ0)IJ .
12We would expect that the corresponding operator would even vanish at punctures, since the volume operator
annihilates edges. On the other hand, we would demand consistency with (10.2), i.e. we would rather use (10.2)
at punctures. This underlines again that the discussion here does not provide a satisfactory answer.
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be phrased as sˆaπ
aIJ = 2n[I s˜J ]. Endowed with the Poisson bracket following from (8.3), the
n[I s˜J ] form an so(D+1) Lie algebra in the same way as the fluxes do. On the other hand, we saw
that the potentially relevant degrees of freedom EIJ in the Chern-Simons theory are identical
to the n[I s˜J ] and obey the same algebra. Thus, one could conclude that the Chern-Simons
theory should be avoided already in the beginning. Such a system can be quantised with the
same methods as the normal N I in [9] resulting from the linear simplicity constraints. However,
we know from the 3 + 1-dimensional treatment that valuable insights were gained through the
Chern-Simons treatment, e.g. logarithmic corrections resulting from a finite level, see e.g. [27].
If neglecting the Chern-Simons theory, these results have to be accounted for differently.
To conclude, we don’t have a satisfactory quantisation of the resulting boundary theory
and thus also no direct access to full fledged entropy calculations at the moment. The biggest
uncertainty certainly is that no quantisation of higher-dimensional Chern-Simons theory with
a non-Abelian gauge group is known. A reduction to U(1) as a gauge group would in principle
facilitate the problem, but we were not able to perform this reduction as explained in the next
subsection. It thus seems that to a first approximation, considering the n[I s˜J ] as the boundary
degrees of freedom is sensible. A straightforward generalisation of the methods developed in [46]
would then give an entropy proportional to the area to leading order in the same way as in 3+1
dimensions. One could then fix the free parameter β in order to obtain the prefactor 1/4G for
the entropy. See [47, 39] for discussions about this issue.
10.2 Reduction to U(1)
The above discussion suggests that the local degrees of freedom of the higher-dimensional Chern-
Simons theory should be absent after properly implementing the boundary conditions (10.2),
(10.4). Since U(1) Chern-Simons theory on the other hand does not have local degrees of freedom
to begin with, this hints that we should investigate the possibility of gauge fixing the SO(D+1)
theory down to SO(2), as there is no obvious contradiction due to different degrees of freedom
in the quantum theory. This question will be pursued in this section, but as we will see, we did
not succeed in giving a satisfactory description of the boundary degrees of freedom with this
structure group.
Two routes suggest themselves: 1) Gauge fix the SO(D+1) Chern-Simons theory we obtained
in the course of this paper down to SO(2), or 2) impose the gauge fixing directly at the level of
the boundary symplectic structure and rewrite it in terms of an SO(2) Chern-Simons symplectic
structure classically. The first route fails due to the SO(D+1) invariant tensor used to construct
the Chern-Simons theory, namely ǫI1...ID+1, which does not admit this gauge fixing. Therefore,
we will follow route 2).
We introduce the gauge fixing nI = g0iδIi , s
J = g1jδJj , where i, j ∈ {0, 1} and g ∈ SO(2). Let
us use the usual parametrisation of rotations by an angle φ, g00 = g11 = cosφ, g01 = −g10 = sinφ.
The boundary contribution to the symplectic structure reads in this gauge
δ[1s˜
Iδ2]nI = δ[1
√
h δ2]φ. (10.5)
In the SO(D+1) case, to show that a Chern-Simons symplectic structure arises on the horizon
cross sections, it was important that
√
h and the Euler density are proportional. Introducing
an SO(2) connection Aα, the analogue of this requirement would read√
h ∝ ǫα1...α2nFα1α2 ...Fα2n−1α2n , (10.6)
where Fαβ = 2∂[αAβ]. It follows that δ
√
h ∝ 2nǫα1...α2n (∂[α1δAα2]) Fα3α4 ...Fα2n−1α2n and
therefore (upon partial integration)
δ[1s˜
Iδ2]nI ∝ 2nǫα1...α2n (δ[1Aα1) (δ2]∂α2φ) Fα3α4 ...Fα2n−1α2n . (10.7)
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With the additional requirement that A = dφ, this would become the symplectic structure of an
SO(2) Chern-Simons theory on the boundary. However, from this requirement we also conclude
that F = 0, which is in contradiction with (10.6), and therefore also our second route fails. It
thus seems that we have to stick to the SO(D + 1) theory on the boundary and one should try
to make progress with its quantisation as outlined above.
10.3 Higher Dimensional versus 4d Entropy
As transpires from the discussion so far, the main roadblock towards a quantum treatment of the
boundary conditions in higher dimensions in analogy to the procedure followed in 3+1 dimensions
originates from our lack of understanding of higher dimensional quantum Chern-Simons theory.
The problem here is in fact two-fold. First, the quantisation of pure Chern-Simons theory with
punctures by itself is an interesting open problem in mathematical physics which is unlikely to
be an easy task because the theory has local degrees of freedom, gauge freedom, and is self-
interacting. The second problem which is more relevant in our context is that even if quantum
Chern-Simons theory was available to us, its Hilbert space (with given puncture data) is infinite
dimensional due to the presence of the local degrees of freedom which suggests that a calculation
in analogy to the 3+1 treatment would result in an infinite value of the entropy.
However, this may not be necessarily the case because the Chern-Simons boundary theory
that we are actually interested in may in fact only be a subsector of pure Chern-Simons theory
with punctures. The reason for this is that the boundary conditions at the horizon when properly
translated into the degrees of freedom of Chern-Simons theory may constrain the Chern-Simons
connection further to such an extent that in fact the resulting theory has no local degrees of
freedom. Indeed, a phenomenon of this kind must happen if the U(1) point of view sketched
in the previous section is to be viable at all, because allowed gauge fixings cannot change the
number of true degrees of freedom, hence it is not possible to gauge fix pure non-Abelian Chern-
Simons theory in more than 3 dimensions to pure Abelian Chern-Simons theory (with punctures)
unless there is more gauge symmetry available than that which is intrinsic to pure Chern-Simons
theory (with punctures). In our case, this additional gauge symmetry might be available due
to the fact that the Chern-Simons theory degrees of freedom that we are interested in are just
effective degrees of freedom of a corresponding bulk theory which has more gauge symmetry.
The interesting question is how much of this survives at the boundary. If this scenario would
be valid, it would constitute independent support to the new point of view advertised in this
paper to consider the variables n[I s˜J ] as independent boundary degrees of freedom and to base
the boundary quantum theory on those. At least naively, this would result in finite entropy
as for fixed puncture data the allowed quantum states are bounded by the relevant highest
weights of the SO(D + 1) representations. Notice that these are boundary degrees of freedom
and thus we are not interested in which way the highest weights are constituted by bulk edges
and representations ending in the punctures (for which there are infinitely many possibilities).
On the other hand, it might also be that the opposite happens and the bulk symmetry that
survives in the boundary theory is too small to render the entropy calculation finite when us-
ing the Chern-Simons theory in which case the quantisation based on n[I s˜J ] appears to be an
attractive option which however must be substantiated by further reasoning.
We leave the investigation of these ideas for future research and conclude this section with
yet another point of view which has the advantage that it makes the contact with the 3 + 1
theory more transparent. Namely, so far we have talked about the entropy of an observer living
in D + 1 dimensions as we used the area of a D − 1-dimensional surface. Whether or not in a
D + 1-dimensional world an actual observer really extends in all D + 1 dimensions, using the
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usual Kaluza-Klein point of view the observer may argue that all but 3 + 1 of those dimensions
are not accessible to him. As such he may argue that what accounts for the entropy of a black
hole is just a two-dimensional cross section of the actual D − 1-dimensional horizon. This lack
of knowledge due to the excess dimensions will result in an effective 3 + 1-dimensional theory
in which the actual D + 1-dimensional pure states are represented by mixed states due to the
usual entanglement. Ultimately, this could result in a situation identical to the 3 + 1 theory
with the following modifications: 1. The Chern-Simons theory to consider is for the gauge group
SO(D + 1) rather than SO(3) (or SU(2)). 2. The entropy would be computed not using the
pure 3 + 1-dimensional states but rather the D + 1-dimensional mixed states. The interesting
and nontrivial question is of course whether the actual higher-dimensional entropy and the effec-
tive lower-dimensional one agree with each other at least semiclassically. In certain holographic
scenarios this could actually be the case, see e.g. [48] and references therein.
Fundamentally, these mixed states should be computed from the full fledged D + 1 theory.
While clean, this approach has the disadvantage that again quantum Chern-Simons theory in
D > 3 dimensions would be needed. The analysis of [29] reveals that a canonical quantisation
using techniques of loop quantum gravity is conceivable, however, the additional constraints
present (beyond gauge invariance and diffeomorphism invariance) must be accounted for in a
Dirac quantisation. Alternatively, a reduced phase space quantisation suggests itself which has
interesting connections with the WZW conformal field theory about which a lot more is known
[49].
A poor man’s version of this which should be viable in the semiclassical sector of the theory
(and thus in particular in our context as we are using semiclassical reasoning in many places) is to
perform a classical Kaluza-Klein reduction [50] and to quantise 3+1 General relativity together
with matter and the Kaluza-Klein fields in the standard fashion [51], [9, 10]. In this approach one
simply would have to make sure that the Kaluza-Klein modes and in particular their boundary
values do not disturb the standard reasoning in 3 + 1 dimensions, that is, without changing
the Barbero-Immirzi parameter as was done explicitly, e.g. for minimally coupled Maxwell and
scalar fields as well as non-minimally coupled scalar fields, see [52, 53] and references therein.
11 Concluding Remarks
In this paper, we derived a generalisation of the isolated horizon boundary condition to non-
distorted horizons in even dimensional spacetimes and showed that the canonical transforma-
tion to SO(D + 1) connection variables leads to a higher-dimensional Chern-Simons symplectic
structure on the boundary of the spatial slice. While the classical treatment from four spacetime
dimensions generalises rather directly, the quantisation of the resulting system is less obvious,
since, to the best of the authors’ knowledge, there are no known generalisations of the quan-
tisation of 2 + 1-dimensional Chern-Simons theory to higher dimensions. On the other hand,
due to the stronger boundary condition (8.1), it could be the case that it is not necessary to
quantise “all of the higher-dimensional Chern-Simons theory”, but just a subalgebra of phase
space functions which result as topological defects induced by puncturing the horizon with a
spin network, as discussed in the previous section. In this line of thought, it suggested itself to
forget about the Chern-Simons theory entirely and to use the n[I s˜J ] along with the symplectic
structure (8.3) as horizon degrees of freedom. While mathematically attractive, this goes against
the idea of using a theory based on a connection for both the bulk and the horizon. Also, it is
unclear whether one can recover all the insights resulting from a finite level of the Chern-Simons
theory in 3 + 1 dimensions. As opposed to the Chern-Simons treatment however, the n[I s˜J ]
are not restricted to even spacetime dimensions or specific topologies, which makes them very
attractive, e.g. to compare with the broad literature on five-dimensional black holes. As an
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alternative, we have outlined a possible route along the more standard Kaluza-Klein reduction
approach. Thus, we underline again that we don’t have a fully satisfactory quantisation for the
isolated horizon degrees of freedom.
One of the most important questions which should be answered by a suitable quantisation of
the theory on the black hole horizon is the treatment of the simplicity constraint. A preliminary
analysis shows that the classical simplicity constraint fits nicely into the picture of a Chern-
Simons theory with particles as proposed in [27]. While a quantisation of the edge simplicity
constraints would just restrict the group representations on the particle defects in the same way
as it restricts the edge representations, it might be that a proper quantisation of the horizon
degrees of freedom gives us a hint on what the correct implementation of the simplicity constraint
on a vertex is. The reason for this comes from the seemingly very effective treatment of a black
hole as a single intertwiner, see [54] and more recently also [55]. Moreover, this question will
have a direct effect on the subleading correction in the entropy formula, which makes it again
very interesting to study.
Additionally, it will be interesting to check to what extend the connection on the horizon
can be generalised, e.g. as in [27], where a new free parameter can be associated to the horizon
connection which can rescale the entropy. The consequences of introducing a two parameter
family of connections in the bulk in four dimensions as proposed in [6] should also be investigated.
From a more general perspective, it is noteworthy that many ingredients of the definition of
an isolated horizon were not used in the Hamiltonian treatment, were only the non-distortion
condition entered and the fact that there is no boundary term in the ADM symplectic potential.
It thus suggests itself to pursue the question of general boundaries of spacetime, not only isolated
horizons. This is especially interesting in the context of entropy bounds for general bounded
regions of spacetime [56].
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A Hybrid Connection and Generalisations
In this appendix, we will introduce several connections relevant for the main text, namely
Peldan’s “hybrid” spin connection [30] and extensions thereof to higher-dimensional internal
space.
A.1 Peldan’s Hybrid Connection
It is a well-known fact that, given an SO(D) vielbein ea
i in D dimensions, there exists a unique
spin connection Γaij [e] compatible with it, which is obtained by solving
0
!
= DΓa eb
i = Daeb
i + Γ[e]a
i
jeb
j (A.1)
for Γ[e]aij , where Da denotes the torsion free metric compatible covariant derivative. The result
is
Γ[e]aij = e
b
[iDaeb|j]. (A.2)
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Starting from a Lagrangian formulation of general relativity on a D + 1 dimensional spacetime
manifold, the natural gauge group is SO(1,D) or SO(D + 1) for the Lorentzian or Euclidean
theory, respectively. When passing to the corresponding Hamiltonian system, a D + 1 split is
performed and we are naturally led to consider a SO(1,D) or SO(D + 1) vielbein ea
J on the
D dimensional spatial slice, which we will call hybrid vielbein. However, from the Hamiltonian
perspective, the signature of the internal space ζ is not necessarily tied to the spacetime signature
s, since we can always start with an SO(D) vielbein on the spatial slice and introduce gauge
degrees of freedom corresponding either to SO(1,D) or SO(D + 1). In the following, we will
therefore treat internal and spacetime signature independently. Peldan [30] investigated if one
could define a compatible connection also for this hybrid vielbein. We have
0
!
= DΓ
H
a eb
J = Daeb
J + ΓH[e]a
J
Keb
K , (A.3)
which actually can be solved for the unique “hybrid” spin connection,
ΓH[e]aIJ = e
b
[IDaeb|J ] + ζn[IDanJ ], (A.4)
where nI is the unique (up to sign) unit normal to the hybrid vielbein, nIeaI = 0, n
InJηIJ = ζ,
and ζ again denotes the internal signature, ζ = −1 for SO(1,D) and +1 for SO(D + 1). Note
that the sign ambiguity is absent in ΓH[e]aIJ since n
I appears quadratically.
A.2 Extensions to Higher-Dimensional Internal Space
Now we want to extend this result to a higher-dimensional internal space, which is necessary for
black hole applications, since we have to deal with the vielbein on the D − 1 dimensional inner
boundaries of the spatial slice.
We will start quite general by introducing an RD+k – valued vielbein ea
J in D dimensions
(only in this section, we will have I, J,K... = 1, ...,D + k), ea
Ieb
JηIJ = qab where ηIJ =
diag(−, ...,−︸ ︷︷ ︸
p
,+, ...,+︸ ︷︷ ︸
D+q
) and p + q = k, and ask for a so(p,D + q) connection ΓHaIJ annihilating
eJa . We have
0
!
= DΓ
H
a eb
J = Daeb
J + ΓHa
J
Keb
K , (A.5)
corresponding to D2(D + k) equations to determine ΓHaIJ . However, these equations are not all
independent, since
0 = e(c|IDΓ
H
a e|b)I (A.6)
is identically satisfied due to the antisymmetry of the so(p,D + q) connection and the metric
compatibility of Da. The result are
D2(D + k)−D2(D + 1)/2 = D2((D − 1)/2 + k) (A.7)
independent equations for the
D(D + k)(D + k − 1)/2 (A.8)
unknowns ΓHaIJ . It is clear that Γ
H
aIJ cannot be determined uniquely for any k, since the number
of equations grows, for fixed D, linearly with k, while the connection components grow quadrat-
ically. More precisely, equating both, we obtain (A.7) = (A.8) ⇔ Dk(k − 1)/2 = 0, i.e. the
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connection is only uniquely determined for the gauge groups SO(D), corresponding to k = 0,
and SO(1,D) or SO(D + 1) for k = 1.
Let us study the indeterminacy for k > 1 in more detail. First we “complete” the vielbein
by choosing an orthonormal set of k unit vectors ni
I , i = 1, ..., k, normal to the vielbein, i.e.
ni
IeaI = 0 ∀i = 1, ..., k and niInjJηIJ = ηij ∀i, j = 1, ..., k where ηij = diag(−, ...,−︸ ︷︷ ︸
p
,+, ...,+︸ ︷︷ ︸
q
)13.
The indices i, j, ... will be raised and lowered using this metric and its inverse ηij . Then we can
decompose ΓHaIJ according to
ΓHaIJ = ΓaIJ + 2ni[I|Γ
i
a|J ] + ni[I|nj|J ]Γija, (A.9)
where summation over repeated indices i, j is understood and ΓaIJni
J = 0 ∀i = 1, ..., k,
Γ
i
aJnj
J = 0 ∀i, j = 1, ..., k. Inserting this decomposition of ΓHaIJ into (A.5), we find that
Γija simply drops out and therefore cannot be solved for, and the number of its components,
Dk(k− 1)/2 since it is antisymmetric in i, j, precisely matches the indeterminacy. For the other
components, one obtains
ΓaIJ = e
b
[I|η¯J ]KDaebK , (A.10)
Γ
i
aJ = η¯JKDan
iK , (A.11)
where η¯IJ := eaIe
a
J . Inserting back into (A.9), we find
ΓHaIJ = 2e
b
[I|Daeb|J ] − eb[I η¯J ]KDaebK + ni[I|nj|J ]Γija (A.12)
and therefore a Dk(k − 1)/2 – parameter family of connections annihilating eaI . To obtain a
unique connection, we have to add additional requirements, e.g. we could demand that Γija = 0
∀i, j = 1, ..., k (these requirements are independent of the choice of “completion” for the vielbein
{niI}ki=1). This connection Γ1aIJ would be special in that it would only depend on eaI ,
Γ1aIJ = 2e
b
[I|Daeb|J ] − eb[I η¯J ]KDaebK . (A.13)
Having in mind the application to black holes, we will proceed differently. For a fixed extension,
the extra conditions we impose are DΓ
H
a ni
I = 0 ∀i = 1, ..., k − 114 (these requirements are
sensitive to the choice of completion). Again, these conditions are not all independent. We
have eb
IDΓ
H
a niI = 0 and n(i
IDΓ
H
a nj)I = 0 already satisfied, which results in D(k − 1)(D + k)−
(D2(k − 1) +Dk(k − 1)/2) = Dk(k − 1)/2 independent equations, which equals the number of
undetermined components Γija. Solving for these, we find
Γija = −n[iIDanj]I (A.14)
and
Γ0aIJ [e, n] := e
b
[I|Daeb|J ] + ni[I|Dani|J ] (A.15)
as the unique connection annihilating the chosen completion of ea
J . This connection has several
nice properties, e.g. while for all connections of the family, we have
RHabIJec
IedJ = Rabc
d, (A.16)
RHabIKni
I η¯KJ = 0, (A.17)
13Actually, we can as well specify k − 1 vectors, since the last one, nkI , is already determined (up to sign) by
the mentioned requirements.
14Note that, since nk
I is given by ea
I , ni
J , i = 1, ..., k − 1, up to sign, it is automatically annihilated by Da if
the latter are.
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which follows from contraction of
0 = [DΓ
H
a ,D
ΓH
b ]ec
I = RHab
I
Jec
J +Rabc
ded
I , (A.18)
for this connection we additionally have
R0ab
I
Jni
J = [DΓ
0
a ,D
Γ0
b ]ni
I = 0 (A.19)
and therefore
R0abIJ = Rabc
d ecIedJ . (A.20)
From the right hand side of (A.20), we see that, while Γ0aIJ depends on the choice of {niI}ki=1,
R0abIJ is independent of n, determined completely by ea
I and its first and second derivatives.
Explicitly, choosing a different completion {n˜iI}ki=1 of eaI , which is related to {niI}ki=1 by a
SO(p, q) transformation g via n˜i = gi
jnj, we find
Γ0aIJ [e, n˜] = Γ
0
aIJ [e, n] +KaIJ , (A.21)
KaIJ := g
i
kn
k
[I|nl|J ]Dagil, (A.22)
and
R0abIJ [Γ
0[e, n˜]] = R0abIJ [Γ
0[e, n]] + 2DΓ
0
[e, n][aKb]IJ + [Ka,Kb]IJ = ... = R
0
abIJ [Γ
0[e, n]].(A.23)
For even dimensions D = 2n, it follows from (A.20)
ǫK1...KkI1J1...InJn ǫa1b1...anbn R0a1b1I1J1 ...R
0
anbnInJn
= E(D)ǫi1...ikni1
[K1 ...nik
Kk], (A.24)
the right hand side of which is also manifestly invariant under SO(p, q) rotations and where E(D)
denotes the D - dimensional Euler density
E(D) :=
1√
det qab
ǫa1b1...anbnǫc1d1...cndnRa1b1c1d1 ...Ranbncndn . (A.25)
Note that R0abIJ is not the only curvature tensor constructed from ea
I only. Of course, the
connection Γ1aIJ we considered earlier, obtained by choosing Γ
ij
a = 0, is constructed solely from
ea
I and so is the corresponding curvature tensor, but it fails to satisfy (A.20). More precisely,
we find
R1abIJ = R
0
abIJ + 2(η − η¯)K[I(η − η¯)J ]Lqcd(D[a|ecK)(D|b]edL). (A.26)
B Higher-Dimensional Chern-Simons Theory
In this appendix, we will review some facts about Chern-Simons theory in higher dimensions
relevant for this work, with focus on the canonical formulation. In particular, we will derive the
symplectic structure of the theory. We want to stress that these results are not new, but we state
them here for completeness. For a more elaborate canonical treatment of higher-dimensional
Chern-Simons theory, we refer the reader to [49].
The Chern-Simons action is defined for all odd dimensions 2n + 1 and gauge groups G by
the equation
dL2n+1CS = iA1A2...An+1FA1 ∧ ... ∧ FAn+1 , (B.1)
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where FA = dAA + 1/2 [A,A]A = dAA + 1/2 fABC A
B ∧ AC is the field strength of the
connection one form AB valued in the Lie algebra of G, fABC are the structure constants of G,
Aj , B,C ∈ {1, ...,dim(g)} are Lie algebra indices and iA1...An is a rank (n+1) symmetric tensor
invariant under the adjoint action of the group. Explicitly,
L2n+1CS = iA1...An+1
n∑
p=0
(−1)p
(2n+1
n−p
)(2n+1
n
) ×
FA1 ∧ ... ∧ FAn−p︸ ︷︷ ︸
n−p
∧ (1/2 [A,A]An−p+1) ∧ ... ∧ (1/2 [A,A]An)︸ ︷︷ ︸
p
∧AAn+1
=: i ·
n∑
p=0
(−1)p
(
2n+1
n−p
)(2n+1
n
)Fn−p ∧ (1/2 [A,A])p ∧A , (B.2)
where the second line defines the short hand notation we will use in the following. For our
purposes, it will be sufficient to restrict attention to the groups SO(1,D) or SO(D + 1) where
D = 2n+1. It is convenient to label the D(D+1)2 generators of the corresponding Lie algebras by
an anti-symmetric combination of two indices in the fundamental representation I, J = 0, ...,D
(e.g. the connection one form will be denoted by AIJ with A(IJ) = 0). We will furthermore
restrict the invariant tensor to be the epsilon tensor ǫI1J1...In+1Jn+1 , which is the one relevant for
our application. However, we want to point out that all results of this section are independent
of the choice of gauge group and invariant tensor.
In order to obtain the (pre-)symplectic structure, we invoke the covariant canonical formal-
ism [57, 58, 59], according to which the presymplectic potential is given by the boundary term
of the first variation of the action, while the presymplectic structure is the exterior derivative of
the potential.
Using the relation
δ
(
ǫ Fn−p ∧ 1
2
[A,A]p ∧A
)
= ǫ
{
(n+ p+ 1) δA ∧ Fn−p ∧ 1
2
[A,A]p+
(n− p) δA ∧ Fn−p−1 ∧ 1
2
[A,A]p+1 +
(n− p) d
[
δA ∧ Fn−p−1 ∧ 1
2
[A,A]p ∧A
]}
, (B.3)
the first variation of the Chern-Simons action yields
δS2n+1CS = δ
∫
M
L2n+1CS
=
∫
M
ǫ · n∑
p=0
(−1)p
(2n+1
n−p
)(2n+1
n
)(n+ p+ 1)Fn−p ∧ 1
2
[A,A]p
 ∧ δA
+
∫
M
ǫ · n−1∑
p=0
(−1)p
(
2n+1
n−p
)(2n+1
n
)(n− p)Fn−p−1 ∧ 1
2
[A,A]p+1
 ∧ δA
+
∫
M
d
δA ∧
ǫ · n−1∑
p=0
(−1)p
(2n+1
n−p
)(2n+1
n
)(n− p)Fn−p−1 ∧ 1
2
[A,A]p ∧A

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=∫
M
(n+ 1) ǫ · Fn ∧ δA
+
∫
M
d
δA ∧
ǫ · n−1∑
p=0
(−1)p
(2n+1
n−p
)(
2n+1
n
)(n− p)Fn−p−1 ∧ 1
2
[A,A]p ∧A
 . (B.4)
Note that the two sums of the bulk contribution cancel each other term by term, and the only
term surviving is the (p = 0) – term of the first sum. We obtain the Chern-Simons equations of
motion15
ǫ · F ∧ ... ∧ F︸ ︷︷ ︸
n times
= 0 , (B.5)
which in 2+1 dimensions (which corresponds to n = 1) reduces to F = 0. Let σ be a 2n-
dimensional Cauchy slice. The presymplectic potential can be read off the boundary term of the
first variation and is given by
θσ(δ) =
∫
σ
δA ∧
ǫ n−1∑
p=0
(2n+1
n−p
)(
2n+1
n
)(−1)p(n− p)Fn−p−1 ∧ 1
2
[A,A]p ∧A
 . (B.6)
For its variation, the equation
δ[2
[
ǫ · δ1]A ∧ Fn−p−1 ∧
1
2
[A,A]p ∧A
]
= ǫ ·
[
1
2
(n+ p+ 1) δ[1A ∧ δ2]A ∧ Fn−p−1 ∧
1
2
[A,A]p (B.7)
ǫ· +1
2
(n− p− 1) δ[1A ∧ δ2]A ∧ Fn−p−2 ∧
1
2
[A,A]p+1
]
,
is useful. Actually, in the above result, a boundary term was dropped, but in defining the
symplectic current, we are allowed to drop this term since we will integrate the symplectic current
we want to derive in this step over the boundary of the spacetime region we are interested in.
We find for the symplectic current
dθσ(δ2, δ1) =
1
2
(2n+1
n
) ǫ · δ[1A ∧ δ2]A ∧
n−1∑
p=0
(
2n+ 1
n− p
)
(−1)p(n− p)(n+ p+ 1) Fn−p−1 ∧ 1
2
[A,A]p
1
2
(2n+1
n
)ǫ · δ[1A ∧ δ2]A∧+ n−2∑
p=0
(
2n+ 1
n− p
)
(−1)p(n− p)(n− p− 1) Fn−p−2 ∧ 1
2
[A,A]p+1

=
n(n+ 1)
2
ǫ · δA ∧ δA ∧ Fn−1 , (B.8)
where again the terms in the two sums cancel each other out, with only the (p = 0) – term in
the first sum remaining. Therefore, the presymplectic structure is given by
Ωσ(δ2, δ1) =
n(n+ 1)
2
∫
σ
ǫ · δ[1A ∧ δ2]A ∧ Fn−1 . (B.9)
Usually, in order to have a meaningful phase space description, one now imposes suitable bound-
ary conditions and checks if the presymplectic structure is independent of the choice of the
Cauchy slice σ and, for noncompact σ, if the integral is finite. However, in this paper we are only
interested in a spacetime with internal isolated horizon boundary on which the Chern-Simons
symplectic structure arises and we only have to answer this questions for the full spacetime.
From B.8, we can also read off that the Dirac matrix of Chern-Simons theory is given, up to
numerical factors, by ǫ · Fn−1, which coincides with the result in [49, eq. (2.7)].
15Note that the bulk term of the variation can be obtained within two lines by varying B.1.
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C Details on Calculations
C.1 Symplectic Structure via the Palatini Action
In this appendix, we provide calculational details for showing (7.23),∫
∆
δ[1Σ←
IJδ2]A←IJ = 2
∫
∆
{
d
[
δ[1s˜
Iδ2]nI
]
+
1
(D − 1)!δ[1ǫ
D−1 ∧ δ2]ωl
}
. (C.1)
We will contract any of the three lines of (7.20) separately with (7.6) and multiply them by
−1
(D−1)! . For the first line, we find
(D − 1)ǫIJK1...KD−1
[
mL ∧mK2 ∧ ... ∧mKD−1(imLδ[1mK1)
] ∧ [δ2]Γ0IJ − 2(δ2]ω)l[IkJ ] − 2ωδ2](l[IkJ ])]
= (D − 1)ǫIJK1...KD−1lIkJ
[
mL ∧mK2 ∧ ... ∧mKD−1(imL η¯K1Mδ[1mM)
] ∧ [−2kI′dΓ0δ2]lI′ − 2δ2]ω]
+ (D − 1)ǫIJK1...KD−1
[
mL ∧mK2 ∧ ... ∧mKD−1(−imL lK1kMδ[1mM )
] ∧ [2kJdΓ0δ2]lI − 2kJω(δ2]lI)]
+ (D − 1)ǫIJK1...KD−1
[
mL ∧mK2 ∧ ... ∧mKD−1(−imLkK1 lMδ[1mM )
] ∧ [2lJdΓ0δ2]kI + 2lJω(δ2]kI)]
= − 2(D − 1)ǫIJK1...KD−1lIkJδ[1mK1 ∧mK2 ∧ ... ∧mKD−1 ∧
[
kI′dΓ0δ2]l
I′ + δ2]ω
]
− 2(D − 1)ǫIJK1...KD−1lIkJmM ∧mK2 ∧ ... ∧mKD−1 ∧
[
δ[1k
MdΓ0δ2]l
K1 − ω(δ[1kM )(δ2]lK1)
]
− 2(D − 1)ǫIJK1...KD−1lIkJmM ∧mK2 ∧ ... ∧mKD−1 ∧
[
δ[2l
MdΓ0δ1]k
K1 + ω(δ[2l
M)(δ1]k
K1)
]
= − 2δ[1ǫD−1 ∧
[
d(kI′δ2]l
I′) + δ2]ω
]
− 2(D − 1)2ǫIJK1[K2...KD−1|lIkJm|M ] ∧mK2 ∧ ... ∧mKD−1 ∧
[
δ[1k
MdΓ0δ2]l
K1 − ω(δ[1kM )(δ2]lK1)
]
− 2(D − 1)ǫIJK1...KD−1lIkJmM ∧mK2 ∧ ... ∧mKD−1 ∧
[
δ[2l
MdΓ0δ1]k
K1 + ω(δ[2l
M)(δ1]k
K1)
]
= − 2δ[1ǫD−1 ∧
[
d(kI′δ2]l
I′) + δ2]ω
]
− 2(D − 1)ǫIJMK2...KD−1lIkJmK1 ∧mK2 ∧ ... ∧mKD−1 ∧
[
δ[1k
MdΓ0δ2]l
K1 − ω(δ[1kM )(δ2]lK1)
]
− 2(D − 1)ǫIJK1...KD−1lIkJmM ∧mK2 ∧ ... ∧mKD−1 ∧
[
δ[2l
MdΓ0δ1]k
K1 + ω(δ[2l
M)(δ1]k
K1)
]
= − 2δ[1ǫD−1 ∧
[
d(kI′δ2]l
I′) + δ2]ω
]
− 2(D − 1)ǫIJK1K2...KD−1lIkJmM ∧mK2 ∧ ... ∧mKD−1
∧ [δ[1kK1dΓ0δ2]lM + δ[2lMdΓ0δ1]kK1 − ω(δ[1kK1)(δ2]lM ) + ω(δ[2lM )(δ1]kK1)]
= − 2δ[1ǫD−1 ∧
[
d(kI′δ2]l
I′) + δ2]ω
]
− 2(D − 1)ǫIJK1[K2...KD−1|lIkJmM ∧mK2 ∧ ... ∧mKD−1 ∧ dΓ0(δ[1kK1δ2]l|M ])
= − 2δ[1ǫD−1 ∧
[
d(kI′δ2]l
I′) + δ2]ω
]
+ 4ǫJK1K2...KD−1M l
[IkJ ]mM ∧mK2 ∧ ... ∧mKD−1 ∧ dΓ0(δ[1kK1δ2]lI)
− 2ǫIJMK2...KD−1lIkJmM ∧mK2 ∧ ... ∧mKD−1 ∧ d(δ[1kK1δ2]lK1)
= − 2δ[1ǫD−1 ∧
[
d(kI′δ2]l
I′) + δ2]ω
]
− 2ǫJK1MK2...KD−1lJkK1mM ∧mK2 ∧ ... ∧mKD−1 ∧ dΓ0(lNδ[1kNkIδ2]lI)
− 2ǫD−1 ∧ d(δ[1kK1δ2]lK1)
= − 2δ[1ǫD−1 ∧
[
d(kI′δ2]l
I′) + δ2]ω
]
+ 2ǫD−1 ∧ dΓ0((kN δ[1lN )(kIδ2]lI))− 2ǫD−1 ∧ d(δ[1kK1δ2]lK1)
= − 2d
[
(δ[1ǫ
D−1kI′)(δ2]lI
′
)
]
− 2δ[1ǫD−1 ∧ δ2]ω. (C.2)
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Similar calculations of the same length show that for the second and third line of (7.20) con-
tracted with (7.6), we obtain
− (D − 1)(D − 2)ǫIJK1...KD−1lK1 k ∧mL ∧mK3 ∧ ... ∧mKD−1(imLδ[1mK2)
∧
[
δ2]Γ
0IJ +
2
D − 1(δ2]l
[I)m|J ]θk
]
=− 2(D − 2)ǫIJK1...KD−1d
[
lIkJk ∧mM ∧mK3 ∧ ... ∧mKD−1 ((imM δ[1mK2)δ2]lK1)] , (C.3)
and
− (D − 1)ǫIJK1...KD−1
(−lK1(ilδ[1k) + (δ[1lK1)) k ∧mK2 ∧ ... ∧mKD−1
∧
[
δΓ0IJ +
2
D − 1
(
(δl[I)m|J ]θk + l[I(δm|J ])θk
)]
=− 2(D − 1)ǫIJK1...KD−1d
[
lIkJk ∧mK2 ∧ ... ∧mKD−1 (ilδ[1k + kMδ[1lM) δ2]lK1] , (C.4)
respectively. Summing up the three lines, we arrive at (7.23) rescaled by the factor −1(D−1)!
introduced before.
C.2 Symplectic Structure Independent of the Internal Signature
In this appendix, we provide calculational details for showing that under the assumption16
δE
(2n)√
h
= 0 (2n = D − 1), we have
2
E(2n)√
h
(δ[1s˜
I)(δ2]nI) (C.5)
= nǫIJKLM1N1...Mn−1Nn−1ǫαβα1β1...αn−1βn−1
(
δ[1Γ
0
αIJ
) (
δ2]Γ
0
βKL
)
R0α1β1M1N1 ...R
0
αn−1βn−1Mn−1Nn−1 ,
where Γ0αIJ is the generalised hybrid connection and R
0
αβIJ the corresponding curvature tensor
which are given in appendix A.2.
Starting with (C.5), we first calculate
δ
(
E(2n)√
h
)
= δ
(
1
h
ǫα1β1...αnβnǫγ1δ1...γnδnRα1β1γ1δ1 ...Rαnβnγnδn
)
= −(δ log h)E
(2n)
√
h
+
n
h
ǫα1β1...αnβnǫγ1δ1...γnδn
(
−2hδ1ǫ1Dα1δΓǫ1β1γ1 +Rα1β1γ1 ǫ1δhδ1ǫ1
)
Rα2β2γ2δ2 ...Rαnβnγnδn
= −(δ log h)E
(2n)
√
h
− 2n
h
ǫα1β1...αnβnǫγ1δ1...γnδn (Dα1Dγ1δhβ1δ1)Rα2β2γ2δ2 ...Rαnβnγnδn
+
n
h
ǫα1β1...αnβnǫγ1δ1...γnδnRα1β1γ1
ǫ1 (δhδ1ǫ1)Rα2β2γ2δ2 ...Rαnβnγnδn
16Note that this requirement for an UDNRIH is equivalent to restricting to histories with a fixed value of the
horizon area, δAS = 0, which can be seen as follows: Since E
(2n) = f(v)
√
h, by integrating both sides over S
we obtain f(v) = f = 〈E
(2n)〉
AS
actually is independent of v since both, AS and 〈E(2n)〉 are. Therefore, we have
δE
(2n)
√
h
= δ 〈E
(2n)〉
AS
= − 〈E(2n)〉
A2
S
δAS, where we used that the topology of S is fixed.
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= −(δ log h)E
(2n)
2
√
h
− 2n
h
ǫα1β1...αnβnǫγ1δ1...γnδn (Dα1Dγ1δhβ1δ1)Rα2β2γ2δ2 ...Rαnβnγnδn . (C.6)
In the second line, we just explicitly wrote down all variations appearing using δRαβγ
δ =
−2D[αδΓδβ]γ . In the third, we used δΓγαβ = 12hγδ
(
2D(αδhβ)δ −Dδδhαβ
)
and in the last step,
we used
n
h
ǫα1β1...αnβnǫγ1δ1...γnδnRα1β1γ1
ǫ1 (δhδ1ǫ1)Rα2β2γ2δ2 ...Rαnβnγnδn =
E(2n)
2
√
h
(δ log h) . (C.7)
This last identity can be verified as follows:
n
h
ǫα1β1...αnβnǫγ1δ1...γnδnRα1β1γ1
ǫ1 (δhδ1ǫ1)Rα2β2γ2δ2 ...Rαnβnγnδn
=− n
h
ǫα1β1...αnβnǫ[γ1|δ1...γnδn
(
δhǫ1|ζ1]
)
hδ1ǫ1Rα1β1γ1ζ1Rα2β2γ2δ2 ...Rαnβnγnδn
=
n
2h
ǫα1β1...αnβn
[(
δhǫ1δ1
)
ǫγ2δ2...δnζ1γ1 + 2(n − 1) (δhǫ1γ2) ǫδ2...δnζ1γ1δ1
]
× hδ1ǫ1Rα1β1γ1ζ1Rα2β2γ2δ2 ...Rαnβnγnδn
=
nE(2n)
2
√
h
(δ log h)− n(n− 1)
h
ǫα1β1...αnβnǫγ1δ1...γnδnRα1β1γ1
ǫ1 (δhδ1ǫ1)Rα2β2γ2δ2 ...Rαnβnγnδn ,
(C.8)
where in the first step, we used hǫζδhδǫ = −hδǫδhǫζ , then we added zero by adding all terms
necessary that the expression in the second line becomes antisymmetric in γ1, δ1, ..., γn, δn, ζ1
and immediately subtracting them again. Since these are D indices in dimension D − 1, the
antisymmetrisation vanishes and we are left with the subtracted terms. The first of these gives,
using hδǫδh
δǫ = −δ log h, the first term in the fourth line, while the remaining ones, after
renaming indices, reproduce up to numerical factors the expression we started with. Comparing
the first and the last line of (C.8), one easily infers (C.7).
Next, we will calculate δΓ0αIJ :
δΓ0αIJ =
(
δΓ0αKL
)
ηKIη
L
J
=
(
δΓ0αKL
) (
η¯KI + ζn
KnI + s
KsI
) (
mβLmβJ + ζn
LnJ + s
LsJ
)
= η¯K [I
[ ((
δDΓ
0
α m
β
K
)
−
(
DΓ
0
α δm
β
K
)
−
(
δΓβαγ
)
mγK
)
mβ|J ]
+ 2ζ
((
δDΓ
0
α nK
)
−
(
DΓ
0
α δnK
))
n|J ] + 2
((
δDΓ
0
α sK
)
−
(
DΓ
0
α δsK
))
s|J ]
]
+ ζn[IsJ ]
[
nK
((
δDΓ
0
α sK
)
−
(
DΓ
0
α δsK
))
− sK
((
δDΓ
0
α nK
)
−
(
DΓ
0
α δnK
))]
= η¯K [Imβ|J ]
[
−
(
DΓ
0
α δm
β
K
)
−
(
δΓβαγ
)
mγK
]
− 2ζη¯K [InJ ]
(
DΓ
0
α δnK
)
− 2η¯K [IsJ ]
(
DΓ
0
α δsK
)
− 2ζn[IsJ ]
(
DΓ
0
α n
KδsK
)
(C.9)
where in the second step we used ηIJ = η¯IJ+ζnInJ+sIsJ and η¯IJ = m
β
ImβJ , in the third that
(δΓ0αIJ )m
βJ =
(
δDΓ
0
α m
β
I
)
−
(
DΓ
0
α δm
β
I
)
−
(
δΓβαγ
)
mγI and corresponding equations for n, s, and
finally in the fourth step we used that Γ0αIJ annihilates the hybrid vielbein and n, s. This way of
expressing δΓ0αIJ is convenient for several reasons. First of all, we explicitly separated the (bar
bar), (bar n), (bar s) and (n s) terms. Since the two variations of Γ0αIJ in (C.5) are contracted
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with an ǫ, which is bar projected on all other indices (remember R0αβIJ = R¯
0
αβIJ , cf. A), the
only contributions will come from (bar bar) · (n s) and (bar n) · (bar s) terms. Secondly, many
of the terms are such that covariant derivates DΓ
0
α appear explicitly. This simplifies further
manipulations like partial integrations, since almost all appearing objects are annihilated by
DΓ
0
α . Furthermore, since S already is a boundary, no boundary terms appear when partially
integrating. Using (C.9), we thus find
nǫIJKLM2N2...MnNnǫαβα2β2...αnβn
(
δ[1Γ
0
αIJ
) (
δ2]Γ
0
βKL
)
R0α2β2M2N2 ...R
0
αnβnMnNn
=nǫIJKLM2N2...MnNnǫαβα2β2...αnβnR0α2β2M2N2 ...R
0
αnβnMnNn
×
[
8ζnI η¯JJ ′
(
DΓ
0
α δ[1n
J ′
)
sK η¯LL′
(
DΓ
0
β δ2]s
L′
)
+4ζη¯I
′
ImδJ
((
DΓ
0
α δ[1m
δ
I′
)
+
(
δ[1Γ
δ
αγ
)
mγI′
)
nKsL
(
DΓ
0
β n
P δ2]sP
)]
=− 4n√
h
ǫγδγ2δ2...γnδnǫαβα2β2...αnβnRα2β2γ2δ2 ...Rαnβnγnδn
×
[
2mγJ
(
DΓ
0
α δ[1n
J
)
mδL
(
DΓ
0
β δ2]s
L
)
−
(
DΓ
0
γ δ[1hαδ
) (
Dβn
P δ2]sP
)]
=− 4n
h
ǫγδγ2δ2...γnδnǫαβα2β2...αnβnRα2β2γ2δ2 ...Rαnβnγnδn
×
[
2mγJ
(
DΓ
0
α δ[1n
J
)
mδL
(
DΓ
0
β δ2]s˜
L
)
−
(
DΓ
0
α D
Γ0
γ δ[1hβδ
)
nP
(
δ2]s˜P
)]
=− 8n
h
ǫγδγ2δ2...γnδnǫαβα2β2...αnβnRα2β2γ2δ2 ...RαnβnγnδnmγJ
(
DΓ
0
α δ[1n
J
)
mδL
(
DΓ
0
β δ2]s˜
L
)
−
[
2
(
δ[1
E(2n)√
h
)
+
E(2n)√
h
(
δ[1 log h
)]
nP
(
δ2]s˜P
)
. (C.10)
In the third line, note that the term containing DΓ
0
α δm
β
I vanishes, since when partially integrat-
ing, we obtain a term of the form
(
DΓ
0
[αD
Γ0
β] n
P δsP
)
, which vanishes due to torsion-freeness. In
the second step, we used ǫIJM1N1...MnNnnIsJm
γ1
M1m
δ1
N1 ...m
γn
Mnm
δn
Nn =
ζ√
h
ǫγ1δ1...γnδn and
again δΓγαβ =
1
2g
γδ
(
2D(αδhβ)δ −Dδδhαβ
)
. In the third step, we densitised sI (note that sI is
always contracted such that variations on the density
√
h drop out), partially integrated in the
last summand and interchanged the indices α and β. In the fourth step, we replaced the second
summand in square brackets using (C.6).
Now we will have a closer look at the left hand side of (C.5).
2
E(2n)√
h
(δ[1s˜
I)(δ2]nI) = 2E
(2n)(δ[1s
I)(δ2]nI) +
E(2n)√
h
s˜I(δ[1 log h)(δ2]n
I)
= 2E(2n)(δ[1s
I)(δ2]nI) +
E(2n)√
h
nI(δ[1s˜I)(δ2] log h). (C.11)
Here, in the first step we varied sI and the density
√
h independently. In the second step, we
interchanged the variations and used sIδn
I = −nIδsI in the second summand. For the first
summand, we find
2E(2n)(δ[1s
I)(δ2]nI)
= − 2√
h
ǫα1β1...αnβnǫγ1δ1...γnδnRα1β1γ1δ1 ...Rαnβnγnδn(δ[1n
I)(δ2]sI)
= −2ζǫα1β1...αnβnǫIJK1L1...KnLnR0α1β1K1L1 ...R0αnβnKnLnnIsJ(δ[1nM )(δ2]sM )
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= −4ζǫα1β1...αnβnǫIJK1L1...KnLnR0α1β1K1L1 ...R0αnβnKnLnnIs[J(δ[1nM )(δ2]s|M ])
= −4ζǫα1β1...αnβn(δ[1n[M )ǫI|J ]K1L1...KnLnR0α1β1K1L1 ...R0αnβnKnLnnIsJ(δ2]sM )
= −2ζǫα1β1...αnβn ((δ[1nI)ǫK1L1...KnLnMJ + 2n(δ[1nK1)ǫL1...KnLnMJI)
×R0α1β1K1L1 ...R0αnβnKnLnnIsJ(δ2]sM )
= −4ζnǫα1β1...αnβnǫL1...KnLnMJIR0α1β1K1L1(δ[1nK1)R0α2β2K2L2 ...R0αnβnKnLnnIsJ(δ2]sM)
= 8ζnǫα1β1...αnβnǫL1...KnLnMJI(DΓ
0
α1
DΓ
0
β1
δ[1nL1)R
0
α2β2K2L2
...R0αnβnKnLnnIsJ(δ2]sM)
= −8n
h
ǫα1β1...αnβnǫγ1δ1...γnδnR0α2β2γ2δ2 ...R
0
αnβnγnδn
mδ1
J(DΓ
0
β1
δ[1nJ)mγ1
L(DΓ
0
α1
δ2]s˜L), (C.12)
which shows that (C.11) coincides with (C.10) iff δ
(
E(2n)√
h
)
= 0. Here, in the first step, we used
the defining equation for E(2n) and in the second step we used
ζ√
h
ǫγ1δ1...γnδn = ǫIJM1N1...MnNnnIsJm
γ1
M1m
δ1
N1 ...m
γn
Mnm
δn
Nn (C.13)
and (A.20). In the third step, we antisymmetrise in the lower pair of indices J andM . Note that
the additional term vanishes since sJδsJ = 0 and the epsilon tensor enforces δsJ to be projected
into that direction. The fifth line is exactly the same as the fourth, we just moved δnM to the
front and antisymmetrised the upper indices J and M instead of the lower ones. Now we again
antisymmetrise the D+2 upper indices M, I, J,K1, L1, ...,KnLn, which gives zero, and subtract
the term we added for antisymmetrisation again. The first of these, the first summand in the
round brackets in line 6, gives zero due to nIδnI = 0. The others all give the same term of the
form R0αβKLδn
L = 2DΓ
0
[αD
Γ0
β] δnK , which we used in the second to last line. One more integration
by parts in the last line, again using (C.13) and densitising sI gives the final result.
C.3 Symplectic Structure for the SO(4) based Beetle-Engle Connection
For D = 3, we will show that one can bypass the restriction to spherically symmetric isolated
horizons in complete analogy to the treatment of Beetle and Engle [42],
2〈E(2)〉(δ[1s˜I)(δ2]nI) = ǫIJKLǫαβ
(
δ[1AαIJ
) (
δ2]AβKL
)
, (C.14)
where 〈E(2)〉 := ∫
S
d2xE(2) coincides, up to constant factors, with the Euler characteristic of the
intersection of the Isolated Horizon with the spatial slices, and AαIJ was defined in (9.4). The
assumption δE
(2)√
h
= 0 is then replaced by δ〈E(2)〉 = 0, which however is already enforced by our
choice of topology of the horizon.
To prove (C.14), we start by noting that
ǫIJKLǫαβ
(
δ[1AαIJ
) (
δ2]AβKL
)
= ǫIJKLǫαβ
[(
δ[1Γ
0
αIJ
) (
δ2]Γ
0
βKL
)
+ 2
(
δ[1Γ
0
αIJ
) (
δ2]KβKL
)
+
(
δ[1KαIJ
) (
δ2]KβKL
)]
=: A+B + C, (C.15)
where we introduced the abbreviations A, B, C for the three summands. The first summand in
square brackets is, up to factors, the restriction to D = 3 of what we just calculated above,
A = ǫIJKLǫαβ
(
δ[1Γ
0
αIJ
) (
δ2]Γ
0
βKL
)
=
2E(2)√
h
(δ[1s˜
I)(δ2]nI)− 2
(
δ[1
E(2)√
h
)
nP
(
δ2]s˜P
)
. (C.16)
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Next, we need to calculate
δKαIJ = δ
(
2mα[Imβ|J ]hβγ(Dγψ)
)
= 2mα[Im
β
J ](Dβδψ) + 4(δm[α|K)mβ][J η¯KI]hβγ(Dγψ) + 2mα[Imβ|J ](δhβγ)(Dγψ)
+ 4ζ(δm[α|K)mβ][JnKnI]hβγ(Dγψ) + 4(δm[α|K)mβ][JsKsI]hβγ(Dγψ), (C.17)
where we again splitted the (bar bar) terms (second line) from the (bar n), (bar s) terms (third
line). Since no (n s) terms appear, we find for C
C = ǫIJKLǫαβ
(
δ[1KαIJ
) (
δ2]KβKL
)
= 32ζǫIJKLǫαβ(δ[1m[α|M)mγ]JnMnIhγǫ(Dǫψ)(δ2]m[β|N)mδ]LsNsKhδζ(Dζψ)
= −32
√
hǫαβ(δ[1m[α|M)ǫγ][δ(δ2]mβ]N )nMhγǫ(Dǫψ)sNhδζ(Dζψ)
= 0, (C.18)
where in the second step we used
ǫIJKLnIsJmαKmβL = ζ
√
hǫαβ (C.19)
and the last equality is easily obtained when explicitly writing out all antisymmetrisations. For
B, we find using (C.9) and (C.17)
B = 2ǫIJKLǫαβ
(
δ[1Γ
0
αIJ
) (
δ2]KβKL
)
= 2ǫIJKLǫαβ
{[−2ζnIsJ (DαnMδ[1sM)] [2mβKmγLDγδ2]ψ + 4(δ2]m[β|N)mγ]Lη¯NKhγδDδψ
+2mβKmγL(δ2]h
γδ)Dδψ
]
+
[−2ζη¯M [InJ ] (Dαδ[1nM)] [4(δ2]m[β|N )mγ]LsNsKhγδDδψ]
+
[−2η¯M [IsJ ] (Dαδ[1sM)] [4ζ(δ2]m[β|N)mγ]LnNnKhγδDδψ]}
= −8
√
hǫαβ
{(
Dαn
Mδ[1sM
) [
ǫβγh
γδDδδ2]ψ + 2(δ2]m[β|N )ǫǫ|γ]mǫNhγδDδψ + ǫβγ(δ2]hγδ)Dδψ
]
+2mǫM
(
Dαδ[1nM
)
(δ2]m[β|N )ǫǫ|γ]sNhγδDδψ
−2mǫM (Dαδ[1sM) (δ2]m[β|N )ǫǫ|γ]nNhγδDδψ}
= −8
√
h
{(
Dαn
Mδ[1sM
) [−Dαδ2]ψ + 2(δ2]mβN )m[α|NDβ]ψ − (δ2]mβN )mαNDβψ − (δ2]hαδ)Dδψ]
+2
(
Dαδ[1nM
)
(δ2]mβN )s
Nm[α|MDβ]ψ − (Dαδ[1nM) (δ2]mβN )sNmαMDβψ
−2 (Dαδ[1sM) (δ2]mβN )nNm[α|MDβ]ψ + (Dαδ[1sM) (δ2]mβN )nNmαMDβψ}
= −8
√
h
{(
Dαn
Mδ[1sM
) [−Dαδ2]ψ − (δ2]mβN )mβNDαψ − (δ2]hαδ)Dδψ]
+
(
Dαδ[1nM
)
(δ2]s
N )η¯N
MDαψ − (Dαδ[1sM) (δ2]nN)η¯NMDαψ}
= −8
√
h
{(
nMδ[1sM
) [
DαD
αδ2]ψ +Dα((δ2] log
√
h)Dαψ) +Dα((δ2]h
αδ)Dδψ)
]
+
(
Dαδ[1nMδ2]s
N
)
η¯N
MDαψ
}
= −8
√
h
{(
nMδ[1sM
) [
∆δ2]ψ + (Dαδ2] log
√
h)Dαψ + (δ2] log
√
h)∆ψ
−(δ2]hαδ)DαDδψ − (Dαδ2]hαδ)Dδψ
]
− (δ[1nM )(δ2]sM )∆ψ
}
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= −8
√
h
{(
nMδ[1sM
)
(δ2]∆ψ)−
1√
h
(δ[1nM)
[√
h(δ2]s
M) + sM(δ2]
√
h)
]
∆ψ
}
= −8{(nMδ[1s˜M) (δ2]∆ψ)− (δ[1nM )(δ2]s˜M )∆ψ} ,
and since we assumed that ∆ψ = 14
(
E(2)√
h
− 〈E(2)〉
)
and δ〈E(2)〉 = 0, we find
= −2
{(
nMδ[1s˜M
)(
δ2]
E(2)√
h
)
+ (δ[1s˜M )(δ2]n
M )
(
E(2)√
h
− 〈E(2)〉
)}
. (C.20)
Here, in the second line, we inserted the expressions for δΓ0αIJ and δKαIJ (C.9, C.17). Note
that since δKαIJ does not contain (n s) terms, the (bar bar) terms of δΓ
0
αIJ drop out. In the
third step, we used (C.19) and η¯IJ = mαIm
β
J , and in the fourth step, epsilon identities were
used and antisymmetrisations in (β, γ) were written out explicitly. When furthermore writing
out the antisymmetrisations in (α, β), we find that several terms cancel (step 5) and additionally
used (δmαI)n
I = −(δnI)mαI , (δmαI)sI = −(δsI)mαI and mαImαJ = η¯IJ . In the sixth step, the
upper line is partially integrated and we used (δmαI)m
αI = 12(δhαβ)h
αβ = 1√
h
δ
√
h, and the two
summands of the lower line are combined into one term. The seventh step consists of writing
out all individual terms appearing in the square brackets explicitly and partially integrating the
last term. In step 8, we used
δ∆ψ = −(DαDβψ)δhαβ + (∆δψ) − (Dβψ)(Dαδhαβ) + (Dγψ)(Dγδ log
√
h) (C.21)
and the remaining steps are straightforward.
Combining (C.16), (C.20) and (C.18), we find immediately
ǫIJKLǫαβ
(
δ[1AαIJ
) (
δ2]AβKL
)
= −2E
(2)
√
h
(δ[1n
I)(δ2]s˜I) + 2
(
δ[1
E(2)√
h
)
nP
(
δ2]s˜P
)
− 2
{(
nMδ[1s˜M
)
(δ2]
E(2)√
h
) + (δ[1s˜M )(δ2]n
M )
(
E(2)√
h
− 〈E(2)〉
)}
= 2〈E(2)〉(δ[1s˜M)(δ2]nM ). (C.22)
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D Higher-Dimensional Newman-Penrose Formalism
In this appendix, we will very briefly introduce the higher-dimensional Newman Penrose for-
malism as far as it is needed for the purpose of this paper. First, the Riemann tensor can be
decomposed as follows
R(D+1)µνρσ = C
(D+1)
µνρσ +
2
D − 1
(
R
(D+1)
[µ|ρ g|ν]σ −R
(D+1)
[µ|σ g|ν]ρ
)
− 2
D(D − 1)g[µ|ρg|ν]σR
(D+1)
= C(D+1)µνρσ +
2
D − 1
(
J
(D+1)
[µ|ρ g|ν]σ − J
(D+1)
[µ|σ g|ν]ρ
)
+
2
D(D + 1)
g[µ|ρg|ν]σR(D+1), (D.1)
where C
(D+1)
µνρσ denotes the (D+1) Weyl tensor and J
(D+1)
µν := R
(D+1)
µν − 1D+1gµνR(D+1) the trace-
free Ricci tensor. In a given null frame {l, k, {mI}}, l2 = k2 = l ·mI = k ·mI = 0, l · k = −1,
mI · mJ = η¯IJ , we will use the following notation (cf. [60]) for the components of the Weyl
tensor
Ψ0101 := C
(D+1)
µνρσ l
µkν lρkσ, Ψ010I := C
(D+1)
µνρσ l
µkν lρmσI ,
Ψ011I := C
(D+1)
µνρσ l
µkνkρmσI , Ψ01IJ := C
(D+1)
µνρσ l
µkνmρIm
σ
J ,
Ψ0I0J := C
(D+1)
µνρσ l
µmνI l
ρmσJ , Ψ0I1J := C
(D+1)
µνρσ l
µmνIk
ρmσJ ,
Ψ0IJK := C
(D+1)
µνρσ l
µmνIm
ρ
Jm
σ
K , Ψ1I1J := C
(D+1)
µνρσ k
µmνIk
ρmσJ ,
Ψ1IJK := C
(D+1)
µνρσ k
µmνIm
ρ
Jm
σ
K , ΨIJKL := C
(D+1)
µνρσ m
µ
Im
ν
Jm
ρ
Km
σ
L. (D.2)
We will use analogous notation for the (D + 1) Riemann tensor if convenient. From curvature
tensor symmetries and tracelessness, the relations
Ψ0I0
I = Ψ1I1
I = 0, Ψ0[IJK] = Ψ1[IJK] = ΨI[JKL] = 0, Ψ0101 = −Ψ0I1I ,
Ψ010J = −Ψ0IJI , Ψ011J = Ψ1IJ I , Ψ0I1J = 1
2
(
Ψ01IJ +ΨIKJ
K
)
(D.3)
can be derived [60]. For the components of the trace-free Ricci tensor J
(D+1)
µν , we introduce the
notation
Φ00 = J
(D+1)
µν l
µlν , Φ01 = J
(D+1)
µν l
µkν , Φ0I = J
(D+1)
µν l
µmνI ,
Φ11 = J
(D+1)
µν k
µkν , Φ1I = J
(D+1)
µν k
µmνI , ΦIJ = J
(D+1)
µν m
µ
Im
ν
J , (D.4)
and, because of tracelessness, it holds that
2Φ01 = ΦI
I . (D.5)
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