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13 Elementi di statistica
Nei sistemi con molte particelle la trattazione esatta della equazioni del moto non e` possi-
bile. Si ricorre quindi ad una trattazione di tipo probabilitico che ci consente di determinare
le proprieta` medie del sistema e le deviazioni rispetto a queste. La base matematica e` la
introduzione di misure di probabilita` . Questa trattazione si rende necessaria anche per
sistemi a pochi gradi di liberta` quando le traiettorie hanno divergenza espoenziale. In-
fatti un qualsiasi piccolo errore sulle condizioni iniziale comporta un errore grande a tempi
finiti per cui la informazione rilevante non puo` pi essere riferita alla singola traiettoria. Nel
seguito diamo alcuni richiami sugli elementi di base della analisi statistica, che verranno
ripresi nel seguito per sviluppare la teoria delle equazioni differenziali stocastiche.
Misure di probabilita`
Sia ξ e` una variabile aleatoria discreta appartenente allo spazio degli eventiQ = {ξ1, . . . , ξs}
e consideriamo una successione di N eventi ξi1 , . . . , ξiN ottenuta tramite un processo di
generazione. Indichiamo con n1, . . . , ns il numero di elementi uguali a ξ1, . . . , ξs rispetti-
vamente; n1 e` quindi il numero di indici ik che assumono il valore 1 e cos`ı via. Ad esempio
se ξk = k sono i numeri su di un dado ad s facce, la successione di N eventi corrisponde
ad N lanci successivi, il lancio essendo il meccanismo di generazione dell’evento casuale.
Agli eventi ξ1, . . . , ξs associamo le probabilita` p1, . . . , ps definite da
p1 = lim
N→∞
n1
N
, . . . , ps = lim
N→∞
ns
N
la cui peculiarita` e` di essere positive e di avere somma 1. Come nel lancio del dado
supponiamo che gli eventi siano tra loro indipendenti; la probabilita` che si realizzi l’evento
j oppure l’evento k a` data dal limite di (ni + nk)/N , che e` uguale a pj + pk. Si definisce
misura una applicazione µ da Q in R tale che µ(ξk) = pk.
Quando lo spazio degli eventi e` continuo, vale a dire un sottoinsieme A della retta reale
o di Rd allora possiamo lo stesso definire la probabilita` suddividendo l’insieme in s celle
A1, . . . ,As disgiunte: A = ∪si=1Ai con Aj ∩ Ak = ∅ se j 6= k. In una successione di N
eventi se n1, . . . , ns e` il numero di eventi che cadono nelle celle Ai, . . . ,As, le corrispondenti
probabilita` sono ancora definite da ps = limN→∞
ns
N
Si dice che pk e` la misura della cella
Ak scrivendo µ(Ak) = pk e vale la proprieta` µ(Aj ∪Ak) = pj + pk oltre che µ(A) = 1. La
partizione di A in celle puo` essere raffinata prendendo s grande ed il limite s→∞. Dato
un punto x che cade nella cella Ak definiamo la densita` di probabilita` come il rapporto tra
la misura dell’insieme ed il suo volume µ(Ak)/V (Ak). Nel limite s→∞ quando il volume
di ogni cella va a zero si ottiene la densita` ρ(x); la misura di probabilita` di un sottoinsieme
B ⊂ A qualsiasi e` data da
µ(B) =
∫
B
ρ(ξ)dξ,
La misura puo` essere continua o puo` anche avere delle discontinuita`. Consideriamo ad
esempio l’intervallo [0, 1] come spazio degli eventi; se µ(ξ) e` la misura dell’intervallo [0, ξ]
la densita` e` la sua derivata ρ(ξ) = µ′(ξ) e se µ ha una discontinuita` in un punto ξ∗ la
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densita` e` ivi infinita. Ad esempio µ(ξ) = ξ e` una misura continua cui corrisponde una
densita` uniforme ρ = 1 mentre se µ(ξ) = 0 per ξ < ξ∗ e µ(ξ) = 1 se ξ > ξ∗ si scrive
ρ(ξ) = δ(ξ − ξ∗), la funzione generalizzata δ(ξ) e` nota come δ di Dirac. Se pensiamo alla
densita` di probabilita` come la densita` di massa di un filo, nel primo caso abbiamo un filo
omogeneo, nel secondo un filo con una massa puntiforme m = 1 in ξ∗.
Tra le misure definite sulla retta reale, ha particolare rilievo la misura gaussiana, la cui
densita` e` data da
ρ(ξ) =
exp
(
− ξ
2
2σ2
)
√
2piσ2
La misura µ e` data da µ(ξ) ≡ µ(] − ∞, ξ]) = 12 [1 + Erf (ξ/
√
2σ2)], dove Erf (x) =
2pi−1/2
∫ x
0
e−t
2
dt e` nota come funzione degli errori.
Data una qualsiasi funzione g(ξ) della variabile aleatoria ξ la media, che indichiamo con
〈g〉 e` definita da
〈g〉 =
s∑
i=1
pig(ξi), 〈g〉 =
∫
A
g(ξ)ρ(ξ)dξ
nel caso di una variabile discreta e di una variabile continua rispettivamente. La varianza
e` la deviazione di g(ξ) dal suo valor medio 〈(g− 〈g〉)2〉1/2 = (〈g2〉 − 〈g〉2)1/2. I valori medi
dei monomi 〈ξn〉 vengono detti momenti della misura. Il primo momento µ1 e` la media
della variabile ξ mentre µ2 − µ21 e` uguale alla varianza σ2 di ξ.
σ2 = 〈(ξ − 〈ξ〉)2〉 = 〈ξ2〉 − 〈ξ〉2
Una misura gaussiana ha media nulla e scarto quadratico medio σ. Nel seguito consideri-
amo le distribuzioni principali a partire dalla binomiale. Le distribuzioni di Poisson e di
Gauss sono ottenute prendendo opportuni limiti.
Distribuzione binomiale
Consideriamo due eventi ξ1 e ξ2 aventi probabilita` p e 1− p. In una sucessione di n eventi
vogliamo calcolare la probabilita` che ξ1 e ξ2 siano presenti m volte e n−m volte rispettiva-
mente dove m ≤ n. La probabilita` che questo si verifichi in una singola successione e` data
da pm(1−p)n−m se gli eventi sono indipendenti. Per avere la probabilita` che ξ1 si verifichi
m volte indipendentemente dall’ordine dobbiamo calcolare quante sono le successioni di
indici i1, . . . , in in cui l’indice i assume m volte il valore 1. ossia in modi possiamo mettere
m volte 1 in n caselle. Equivalentemente contiamo in quanti modi possiamo combinare le
n caselle contraddistinte dal loro numero d’ordine 1, 2, . . . , n in gruppi di m. Questo e` il
numero di combinazioni di n oggetti distinti a gruppi di m ossia
(
n
m
)
. Pertanto detta
µ(m) questa probabilita` si ha
µ(m) =
(
n
m
)
pm (1− p)n−m
261
e si verifica subito che
n∑
m=0
(
n
m
)
pm (1− p)n−m = (1− p+ p)n = 1
Se partiamo da uno spazio con s eventi ξ1, . . . , ξs aventi probabilita` p, p2, . . . , ps allora la
probabilita` che si verifichi un qualsiasi evento ξk con k ≥ 2 e` data da p2+. . .+ps = 1−p se gli
eventi sono indipendenti. Anche in questo caso la probabilita` µ(m) che in una successione di
n eventi ξ1 si verifichi m volte ha la stessa espressione che nel caso precedente. Calcoliamo
quindi la media e varianza. A tal fine scriviamo
µ(m) =
(
n
m
)
pm1 p
n−m
2
riservandoci di porre nel seguito p1 = p, p2 = 1 − p. Per calcolare media e viarianza
notiamo che
〈m〉 =
n∑
m=0
mµ(m) = p1
∂
∂p1
n∑
m=0
(
n
m
)
pm1 p
n−m
2 = p1
∂
∂p1
(p1 + p2)
n = n p1(p1 + p2)
n−1
e ponendo p1 = p, p2 = 1− p si trova che 〈m〉 = np. In modo analogo si trova che
〈m2〉 =
(
p1
∂
∂p1
)2
(p1 + p2)
n = p1(n(p1 + p2)
n−1 + p1n(n− 1)(p1 + p2)n−2)
e ponendo p1 = p, p2 = 1− p si trova 〈m2〉 = np(1− p) + n2p2. Quindi media e varianza
sono dati da
〈m〉 = np σ2 = 〈m2〉 − 〈m〉2 = np(1− p)
.
Distribuzione di Poisson
Consideriamo il caso in cui ξ1 e` un evento raro ossia p → 0 e teniamo n grande in modo
che np mantenga un valore costante a.
Possiamo allora valutare la distribuzione binomiale nel limite n→∞ con il vincolo pn = a.
La distribuzione binomiale diventa
µ(m, a) =
( a
n
)m (1− an)n(
1− an
)m n!
m!(n−m)! =
am
m!
en log(1−
a
n ) n(n− 1) · · · (n−m+ 1)
nm
×
×
(
1− a
n
)−m
=
am
m!
e−a
[
1 +O
(
1
n
)]
Infatti notiamo che i termini omessi si possono valutare come segue
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n(n− 1) · · · (n−m+ 1)
nm
(
1− a
n
)−m
=
(
1− 1
n
)
. . .
(
1− m− 1
n
)
e−m log(1−a/n) =[
1− m(m− 1)
2n
+O
(
1
n2
)] [
1 +
ma
n
+O
(
1
n2
)]
= 1− 1
n
(
m(m− 1)
2
− am
)
+O
(
1
n2
)
Nel limite in cui l’evento ξ1 e` raro ed il numero di eventi considerato e` grande si ottiene
la distribuzione di Poisson
µ(m, a) =
am
m!
e−a
In queto caso per calcolare media e varianza abbiamo
〈m〉 = e−a
∞∑
m=0
m
am
m!
= e−aa
∂
∂a
ea = a 〈m2〉 = e−a
(
a
∂
∂a
)2
ea = a+ a2
e quindi la varianza vale σ2 = a
Distribuzione gaussiana La otteniamo dalla distribuzione di Poisson nel limite di a
grande. La gaussiana in questo caso e` centrata attorno a m = a. Infatti usando la formula
di Stirling
n! = nn+1/2e−n
√
2pi
[
1 +
(
1
n
)]
si trova
e−a
am
m!
= e−a
am
mm+1/2e−m
√
2pi
=
(ea
m
)m e−a√
2pim
=
1√
2pim
em log(ea/m)−a
Consideraimo allora la funzione f(m) = m log(ea/m)−a la cui derivate prima vale f ′(m) =
log(a/m) mentre la derivata seconda e` f ′′(m) = −1/m. Quindi sviluppando attorno al
massimo m = a si ottiene
f(m) = − 1
2a
(m− a)2
e quindi la distribuzione si puo` scrivere nella forma
µ(m) =
e−(m−a)
2/2a
√
2pia
Il valor medio e la varianza in questo caso sono date da 〈m〉 = a e σ2 = a.
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Figura 13.1 Grafico della misura di Poisson µ(m) per a=1,5,20,60 (curve da sinistra vers destra)
263
Momenti e spazi prodotto
Dato uno spazio di probabilita` (R, µ) il valor medio di una funzione g e` stato definito
come integrale di g rispetto alla misura µ.. I valori medi µn dei monomi ξ
n, detti mo-
menti, determinano completamente la misura, se crescono meno rapidamente di n!. La
trasformata di Stjeltjes della misura e` la funzione generatrice dei momenti
S(z) =
∫ +∞
−∞
1
1− ξz dµ(ξ) =
∞∑
n=0
µnz
n
La trasformata di Fourier della misura e` un’altra generatrice detta funzione caratteristica
G(k) =
∫ +∞
−∞
eikξ dµ(ξ) =
∞∑
n=0
(ik)n
n!
µn
Il logaritmo di G(k) e` la funzione generatrice dei cumulanti che si indicano con κn
logG(k) =
∞∑
n=1
(ik)n
n!
κn
Il primo cumulante e` la media κ1 = 〈 ξ 〉 = µ1 Il secondo cumulante coincide con la varianza
κ2 = 〈 (ξ − 〈 ξ 〉)2 〉 = µ2 − µ21 ≡ σ2. Il terzo cumulante e` dato da
κ3 = 〈 (ξ − 〈 ξ 〉)3 〉 = µ3 − 3µ2µ1 + 2µ31
e la sua relazione con l’indice di asimmetria (skewness) γ1 = 〈 (x−〈 x 〉)3 〉/〈 (x−〈 x 〉)2 〉3/2
e` data da κ3 = γ1σ
3. Il quarto cumulante e`
κ4 = 〈 (ξ − 〈 ξ 〉)4 〉 − 3〈 x− 〈 x 〉)2 〉2 = µ4 − 4µ3µ1 + 12µ2µ21 − 3µ32 − 6µ41
e puo` essere espresso attraverso la curtosi K = 〈 (x − 〈 x 〉)4 〉/〈 (x− 〈 x 〉)2 〉2 nella forma
κ4 = (K − 3)σ2.
Misure gaussiane e di Poisson
Per la misura gaussiana la funzione caratteristica G(k) vale
G(k) = exp
(
−k
2 σ2
2
)∫ +∞
−∞
exp
(
−(ξ − ikσ
2)2
2σ2
)
dξ√
2piσ2
= exp
(
−k
2σ2
2
)
ed i momenti, ottenuti confrontando lo sviuppo di e−k
2σ2/2 con lo sviluppo di G(k) scritto
sopra
µ2n+1 = 0, µ2n = σ
2n (2n)!
2nn!
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I cumulanti sono tutti nulli tranne il secondo κ2 = σ
2. Una proprieta` notevole delle misure
gaussiane, che discende dalla espressione di G(k), e` la seguente
GN
(
k√
N
)
= G(k)
Per la distribuzione di Poisson la funzione caratteristica e` data da
G(k) =
∞∑
n=0
eiknµ(n) =
∞∑
n=0
an
n!
e−aeikn = e−a exp
(
aeik
)
e tutti i cumulanti sono uguali κn = a.
Misure prodotto
Sia RN il prodotto diretto dello spazio degli eventi ξ ∈ R e ξ = (ξ1, . . . , ξN ) ∈ RN una
collezione di N eventi. La misura di probabilita` µN ha densita` ρN definita da
ρN (ξ1, . . . , ξN) = ρ(ξ1) · · ·ρ(ξN )
se gli eventi sono indipendenti. Sia x = f(ξ) una funzione definita su RN a valori in R,
µf (x) la corrispondente misura di probabilita` avente come densita` ρf (x) per i valori assunti
da f(ξ). I momenti 〈 xn 〉 = ∫ xnρf (x) dx sono uguali a 〈 fn 〉 che si scrive
〈 fn 〉 =
∫
R
xn dx
∫
RN
δ(x− f(ξ1, . . . , ξN))ρ(ξ1) · · ·ρ(ξN )dξ1 · · ·dξN
da cui segue
ρf (x) =
∫
RN
δ(x− f(ξ1, . . . , ξN ))ρ(ξ1) · · ·ρ(ξN)dξ1 · · ·dξN
La funzione caratteristica per la misura µf (x) e`
Gf (k) =
∫ +∞
−∞
exp(ikx)dµf (x) =
∫ +∞
−∞
exp(ikξ)ρf(ξ)dξ
=
∫
RN
ρ(ξ1) · · ·ρ(ξN)dξ1 · · ·dξN
∫ +∞
−∞
dx exp(ikx)δ(x− f(ξ1, . . . , ξN))dx
=
∫
RN
exp
(
ikf(ξ1, . . . , ξN )
)
ρ(ξ1) · · ·ρ(ξN)dξ1 · · ·dξN
Nel caso particolare in cui
x = f
N
(ξ1, . . . , ξN) =
ξ1 + . . .+ ξN√
N
si ha il prodotto di N integrali identici e quindi
GfN (k) = G
N
(
k√
N
)
Per le misure gaussiane da questa relazione segue che le funzioni caratteristiche di µ(ξ) e
µfN (x) sono uguali GfN (k) = G(k); quindi le densita` di probabilita` per ξ e per x = (ξ1 +
. . . + ξN )/
√
N sono identiche. Per misure non gaussiane il risultato vale asintoticamente
per N →∞ con una discrepanza di ordine N−1, per N finito se µ1 = µ3 = 0, cioe` κ3 = 0.
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Teorema del limite centrale
Un risultato fondamentale della statistica e` che ad ogni variabile aleatoria ξ, discreta o
continua a media nulla e varianza σ e` possibile associarne un’altra x
x =
ξ1 + ξ2 + . . .+ ξN√
N
che a media nulla e con la stessa varianza σ ma la cui densita` per N → ∞ e` quella di
una misura gaussiana. La verifica che 〈x〉 = 0 e` immediata mentre 〈x2〉 = 〈ξ2〉 segue
da 〈ξiξk〉 = 〈ξi〉〈ξk〉 = 0 per i 6= k poiche´ le variabili ξi e ξk sono indipendenti. La
dimostrazione che la misura di probabilita` di x e` gaussiana e` delineata nel seguito
Per meglio chiarire il significato e l’utilizzo pratico di questo risultato, consideriamo una
variabile aleatoria discreta ξ che assume i valori 1,−1 corrispondenti alle 2 facce di una
moneta; le probabilita` sono p1 = p−1 = 1/2, la media e` nulla, la varianza σ = 1. Conside-
riamo una popolazione iniziale di P lanciatori di moneta, ciascuno dei quali realizza una
sequenza di N lanci
(
ξ(1,1), . . . , ξ(1,N)
)
, . . . , (ξ(P,1), . . . , ξ(P,N)
)
. Ad ogni coppia di interi
(p, k) dove p indica il lanciatore e k l’ordine nella sequenza di lanci, si associa l’esito del
lancio ξ(p,k) = ±1. Si definiscono le nuove variabili
x1(N) =
ξ(1,1) + . . .+ ξ(1,N)√
N
, . . . , xP (N) =
ξ(P,1) + . . .+ ξ(P,N)√
N
ciascuna delle quali assume valori compresi in [−N1/2, N1/2]. Osserviamo che i valori
estremi sono improbabili, infatti la probabilita` di N lanci con lo stesso risultato ossia
x = ±N1/2, vale 2−N . Dal teorema del limite centrale sappiamo che per un fissato N
la distribuzione delle variabili xk(N) differisce da quella gaussiana per termini di ordine
N−1, se il momento terzo µ3 della misura e` nullo.
Teorema Data una qualunque misura di probabilita` su R con densita` ρ(ξ) avente media
nulla e varianza finita σ, se gli eventi ξ ∈ R sono indipendenti, la misura di probabilita` per
gli eventi x = fN (ξ) = (ξ1 + . . .+ ξN )/
√
N e` gaussiana nel limite N →∞.
Infatti la funzione caratteristica G(k) della misura µ ha lo sviluppo
logG(k) = −k
2
2
σ2 +
(ik)3
3!
κ3 + . . .
mentre la funzione caratteristica GfN (k) della misura µfN (x) per N →∞ e` data da
lim
N→∞
GfN (x) = lim
N→∞
GN
(
k√
N
)
= lim
N→∞
exp
[
N logG
(
k√
N
)]
=
= lim
N→∞
exp
[
N
(
− k
2
2N
σ2 +
1
N3/2
(ik)3
3!
κ3 +
1
N2
k4
4!
κ4 + . . .
)]
=
= lim
N→∞
exp
[
−k
2
2
σ2 +
1√
N
(ik)3
3!
κ3 +
k4
N
κ4
4!
+ . . .
]
= exp
(
−k
2
2
σ2
)
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Fluttuazioni
Consideriamo un variabile aleatoria x definita su R con densita` di probabilita` ρ e si consideri
la generazione di N di questi eventi x1, . . . , xN . Vogliamo calcolare il numero medio NA di
eventi che cadono in un insieme A ⊂ R e la sua fluttuazione σA/NA. A tal fine si considera
la variabile aleatoria y =
∑N
i=1 χA(xi) il cui valore e` precisamente il numero di eventi che
cadono in A e dove con χA(x) indichiamo la funzione caratteristica di A che vale 1 se
x ∈ A e vale 0 se x 6∈ A. La densita` di probabilita` della variabile aleatoria y risulta essere
espressa da
ρˆ(y) =
∫
δ
(
y −
N∑
i=1
χA(xi)
)
ρ(x1) · · ·ρ(xN ) dx1 · · ·ρ(xN)
Calcoliamo quindi la media della variabile y
〈y〉 =
∫
y ρˆ(y) dy =
∫
ρ(x1) · · ·ρ(xN ) dx1 · · ·ρ(xN )
∫
y δ
(
y −
N∑
i=1
χA(xi)
)
dy =
=
N∑
i=1
∫
χA(xi) ρ(x1) · · ·ρ(xN ) dx1 · · ·dxN =
N∑
i=1
∫
χA(xi) ρ(xi) dxi = Nµ(A)
ed anche la media di y2
〈y2〉 =
∫
y2 ρˆ(y) dy =
N∑
i,j=1
∫
χA(xi)χA(xj) ρ(x1) · · ·ρ(xN ) dx1 · · · sdxN
In questo caso distinguiamo nella somma il contributo con i = j e con i 6= j. Il primo
infatti da luogo ad un integrale singlolo su xi il secondo ad un integrale doppio si xi, xj.
Siccome χ2A(x) = χA(x) otteniamo
〈y2〉 = N(N − 1)µ2(A) +
N∑
i=1
∫
χA(xi)
2 ρ(xi) dxi = N(N − 1)µ2(A) +Nµ(A)
Ne segue quindi che la varianza e` data da
σ2 = 〈y2〉 − 〈y〉2 = Nµ(A)(1− µ(A))
e di conseguenza per il valor medio e la sua fluttuazione possiamo scrivere
〈 y 〉 = Nµ(A) σNA〈 y 〉 =
1√
N
[
1− µ(A)
µ(A)
]1/2
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