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Введение
Классификация текстов по тематическим кате
гориям является актуальной задачей, которая тре
буется в различных информационных системах.
Общая задача классификации данных рассматри
вается в книге [1]. В данной статье под термином
классификатор понимается алгоритм решения за
дачи классификации текстов по тематическим ка
тегориям.
Среди существующих классификаторов, таких,
как Na
..
ιve Bayes [1, 2], Rocchio [1, 3], SVM [1, 4], kNN
[1] и т. д., самым быстрым и интуитивно понятным
является классификатор kNN (kNearest Neighbor –
ближайший из k соседей).
По алгоритму kNN результирующим тематиче
ским классом классификатора является класс,
имеющий максимальную оценку близости
при этом Kmax определяется по условию:
где sim(D,Ki) – оценка близости документа D кор
пусу Ki.
Целью данной работы является повышение
точности работы алгоритма kNN с помощью при
менения оценки семантической близости на осно
ве матрицы совместной встречаемости терминов
в тексте. Предложенный алгоритм сравнивается
по точности с классическим текстовым классифи
катором kNN.
Постановка задачи
Заданы k тематических классов, при этом, каж
дый iй тематический класс определяется коллек
цией (корпусом) документов Ki, которая состоится
из множества текстовых документов по iй теме.
Каждая коллекция Ki также называется обучающей
выборкой iго тематического класса:
где каждый документ Dj состоится из множества
терминов:
Для любого текстового документа D, который
не входит в обучающую выборку Ki, требуется
определить наиболее подходящий тематический
класс.
1. Классификатор kNN в векторном пространстве
Классический алгоритм kNN для классифика
ции текстов базируется на оценки близости в век
торном пространстве. Для этого выполняется пред
ставление документа в виде вектора терминов.
1.1. Представление документов 
в векторном пространстве
Пусть T – множество всех уникальных терми
нов системы:
которое определяет nмерное пространство, где
каждый термин ti соответствует одной размерности
пространства.
В данном nмерном пространстве каждый доку
мент D коллекции K соответствует точке, которая
определяется вектором vD – представление доку
мента D:
где ω i – весовой коэффициент термина ti.
Одним из наиболее эффективных методов вы
числения весовых коэффициентов является метод
tf.idf, по которому значение ω i определяется следу
ющим образом:
1.2. Схема вычисления весовых коэффициентов tf.idf
Весовой коэффициент термина по схеме tf.idf
вычисляется как произведение нормализованной
частоты встречаемости термина tf (term frequency)
и обратного значения нормализованной частоты
документов idf (inverted document frequency).
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Рассматривается способ увеличения точности классификации текстов по алгоритму kNN путем применения оценки семантиче'
ской близости на основе матрицы совместной встречаемости терминов. Предлагается метод уменьшения размера матрицы сов'
местной встречаемости путем фильтрации терминов по частям речи. Выполнена проверка влияния метода фильтрации на точ'
ность классификации.
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Коэффициент tf термина t документа D опреде
ляется по следующей формуле:
где fredD(t) – частота встречаемости термина t в до
кументе D; |D| – количество всех терминов доку
мента D (размер документа D).
Нормализованная частота документов df (docu
ment frequency) термина t в корпусе K определяется
по формуле:
где |K| – количество документов коллекции K; об
ратное значение нормализованной частоты доку
ментов вычисляется следующим образом:
Весовой коэффициент ω i термина ti документа
D в корпусе K вычисляется по следующей формуле:
1.3. Обучение классификатора
Обучение классификатора kNN заключается
в вычислении центральных векторов обучающих
выборок. Под центральным вектором CK обучаю
щей выборки K понимается следующий вектор:
где vD – вектор представления документа D; ti – тер
мины; сi – весовой коэффициент, который опреде
ляется следующим образом:
где ω i,D – весовой коэффициент термина ti докумен
та D.
1.4. Классический алгоритм kNN
для классификации текстов
Оценка близости классифицируемого докумен
та D и обучающей выборки K определяется как
близость их векторов представления в векторном
пространстве
На основе данной оценки близости результат
классификатора kNN определяется следующим об
разом:
при этом Kmax определяется по условию:
где Ki – множество обучающих выборок;
1.5. Оценки близости векторов
Оценка близости векторов a и b в векторном
пространстве обозначается simvector(a,b). Методы вы
числения близости векторов представляются в та
блице.
2. Классификатор kNN с использованием оценки 
семантической близости
По предлагаемой схеме для вычисления оценки
семантической близости, сначала требуется опре
деление матрицы совместной встречаемости тер
минов. При этом отличаются два типа оценки се
мантической близости: 1) терминов; 2) коллекций.
2.1. Матрица совместной встречаемости терминов
Матрица совместной встречаемости MK коллек
ции K определяется в множестве уникальных тер
минов T следующим образом:
где ti,tj∈T; freqK(ti,tj) – частота совместной встреча
емости, т. е. частота, по которой термин ti встреча
ется вместе с термином tj в коллекции K.
Считается, что термин ti встречается вместе
с термином tj, если расстояние между ними в тек
сте не превышает предела z: |i–j|≤z.
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Таблица. Методы вычисления оценки близости между векторами
Название метода Формула
Inv. Sq. City'block – обратное значения расстояния
по Сити'Блок метрики (city'block distance) в ква'
драте
Inv. Sq. Euclidean – обратное значение евклидова
расстояния в квадрате
Cosine – косинус угла между векторами 
Correlation – корреляция между векторами
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Имеется следующий псевдокод алгоритма
определения матрицы совместной встречаемости
MK коллекции документов K:
MK=[0] // в начале алгоритма, все элементы ма
трицы равны нулю
for D∈K do
for ti∈D do
for j=i –z to i+z do
if i ! = j then
MK(tj,ti)++ // увеличение на единицу
Главной проблемой создания матрицы совме
стной встречаемости является большой требуемый
объем оперативной памяти для её сохранения.
В следующем разделе представляется решение дан
ной проблемы путем фильтрации терминов.
2.2. Метод фильтрации терминов
Целью применения метода фильтрация терми
нов является уменьшение размера матрицы совме
стной встречаемости путем снижения количества
терминов коллекции, при этом поддерживается
минимальная потеря точности классификации.
В данной статье предлагается метод фильтра
ции терминов фильтрации терминов по частям ре
чи, согласно которому из коллекции документов
удаляются все термины, относящиеся к части речи,
которая является исключением. Для чего, сначала
требуется выполнение аннотирования текстов
по частям речи (parts of speech tagging [5]).
Одним из эффективных инструментов для вы
полнения аннотирования текстов на английском
языке является библиотека Stanford CoreNLP
(http://nlp.stanford.edu/ software/corenlp.shtml), анало
гом которой для текстов на русском языке является
библиотека MyStem (http://company.yandex.ru/techno
logies/ mystem).
2.3. Оценка семантической близости терминов
На основе матрицы совместной встречаемости
терминов MK, значение термина ti определяется iй
строкой матрицы MK следующим образом:
где ω j=MK(ti,tj) – частота совместной встречаемости
терминов ti и tj.
Семантическая близость терминов определяет
ся как близость между их значениями, предста
вленными в виде векторов. Семантическая бли
зость термина ti коллекции K1 и термина tj коллек
ции K2 определяется следующим образом:
Другие методы определения семантической
близости терминов на основе матрицы совместной
встречаемости представляются в работах [6, 7, 8].
2.4. Оценка семантической близости 
коллекции документов
Оценка семантической близости коллекций до
кументов K1 и K2 определяется как сумма оценки
семантической близости терминов следующим об
разом:
Идентично, оценка семантической близости
документа D и коллекции K вычисляется по сле
дующей формуле:
2.5. Алгоритм kNN с использованием оценки 
семантической близости
С использованием оценки семантической бли
зости предлагается следующая комбинация (combi
nation) оценок близости документа D и коллекции K:
результат классификатора kNN определяется сле
дующим образом:
при этом, Kmax определяется по условию:
3. Эксперимент
В качестве тестовых данных используется кол
лекция 20Newsgroups (http://people.csail.mit.edu/jren
nie/20Newsgroups), которая предназначена для те
стирования метода классификации. Коллекция
20Newsgroups содержит 20 тысяч текстовых сообще
ний, которые разделяются на 20 тематических
групп новостей. Каждая группа имеет приблизи
тельно 1000 сообщений содержащихся 400 доку
ментов для тестирования и 600 документов для об
учения классификатора.
С использованием данной коллекции были вы
полнены три эксперимента для проверки точности
предлагаемого метода классификации и размера
матрицы совместной встречаемости.
Оценка точности классификации в одной груп
пе новостей определяется как отношение между
количеством правильных результатов и общим ко
личеством документов группы. Итоговая оценка
точности классификации вычисляется как среднее
значение оценок точности классификации в от
дельных группах.
В данной статье предлагается определение раз
мера матрицы совместной встречаемости M как ко
личество её ненулевых элементов:
3.1. Методы вычисления близости векторов
Значения точности предлагаемого алгоритма
и классического алгоритма в зависимости от ис
пользуемого метода вычисления близости векторов
(см. таблица) и коэффициента z (см. раздел 2.1)
представлены на рис. 1.
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Горизонтальная ось представляет собой значе
ния коэффициента z, а вертикальная – значения
точности классификации. Четыре серии данных
соответствуют значениям точности классифика
ции при использовании разных оценок близости
векторов simvector: cosine – косинус; correlation – зна
чение корреляции; inv.sq.eucledian – обратное зна
чение евклидова расстояния в квадрате; inv.sq.city
block – обратное значение расстояния по сити
блок метрики в квадрате.
Исходя из полученных данных, для всех мето
дов вычисления близости векторов можно отме
тить существенное увеличение точности классифи
кации в результате использовании оценки семан
тической близости по сравнению с классическим
методом, т. е. точность классификации в случаях
z>0 значительно выше, чем точность классифика
ции в случае z=0 (разница >7 %).
Наивысшая точность для классического метода
классификации (≈74 %) достигается при использо
вании метода вычисления близости векторов
по косинусу (cosine), z=0.
По сравнению с классическим методом наивы
сшая точность для предлагаемого метода класси
фикация (≈82 %) достигается при использовании
метода вычисления близости векторов по косинусу
и z=4. Кроме того, если z>0, то идентичные резуль
таты также получаются с применением значения
корреляции между векторами.
Самая низкая точность получается при исполь
зовании метода вычисления близости на основе
ситиблокметрики и метода вычисления близости
на основе евклидова расстояния (<30 %).
3.2. Размер матрицы совместной встречаемости
Зависимость размера матрицы совместной
встречаемости от метода фильтрации терминов
и значения расстояния z представлены на рис. 2.
Горизонтальная ось представляет собой значе
ния коэффициента z, а вертикальная ось – значе
ния размера матрицы совместной встречаемости.
Три серии данных соответствуют значениям разме
ра матрицы, полученным при использовании раз
ных методов фильтрации терминов, в каждых сох
раняются: All – все термины; Noun & Verb – только
существительные и глаголы; Noun – только суще
ствительные.
Исходя из полученных данных, видно, что в ре
зультате фильтрации терминов значительно умень
шается размер матрицы совместной встречаемости
по сравнению с случаем использования всех тер
минов: приблизительно 30 % в случае использова
нии только существительных и глаголов и прибли
зительно 50 % в случае использования только су
ществительных.
Кроме того, также видно, что с условием фик
сированного метода фильтрации, если увеличива
ется расстояние z, то резко увеличивается размер
матрицы совместной встречаемости (рис. 2), одна
ко точность классификации увеличивается незна
чительно (рис. 3).
3.3. Точность классификатора с использованием метода
фильтрации терминов
Зависимость точности классификатора от ис
пользуемого метода фильтрации терминов и значе
ния расстояния z представлено на рис. 3. В каче
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Рис. 1. Оценки точности классификации
стве оценки близости векторов используется оцен
ка близости по косинуса, так как, исходя из перво
го эксперимента, она является лучшим методом
определения близости векторов.
Горизонтальная ось представляет собой значе
ния коэффициента z, а вертикальная ось – значе
ния точности классификации. Три серии данных
соответствуют значениям точности, полученным
при использовании разных методов фильтрации
терминов: All – используются все терминов; Noun
& Verb – используются только существительные
и глаголы; Noun – используются только существи
тельные.
Исходя из полученных данных видно, что в слу
чае z=0 (классический алгоритм kNN), максималь
ная точность (75,56 %) получается при сохранения
в коллекции документов только существительных.
Однако в остальных случаях z>0 (используется
оценка семантической близости), наивысшая точ
ность (≈82 %) получается при использовании всех
терминов, и если применяется метод фильтрация,
то снижается точность классификации. Кроме того,
в случае использования метода фильтрации терминов
при увеличении z значение точности увеличивается
незначительно в пределах 3…4 %, по сравнению с 7 %
в случае без использования метода фильтрации (All).
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Рис. 2. Размер матрицы совместной встречаемости
Рис. 3. Влияние метода фильтрации на точность классификатора
Выводы
Показано, что: 1) лучшим методом оценки век
торной близости (среди рассмотренных) является
оценка близости по косинусу; 2) метод фильтрации
существительных имеет большое практическое
значение для классического алгоритма kNN в век
торном пространстве, так как, при сохранении
только существительных из коллекции докумен
тов, точность классификации является максималь
ной, одновременно количество используемых тер
минов для классификации значительно сокраща
ется; 3) с использованием оценки семантической
близости точность классификатора kNN значи
тельно увеличивается по сравнению с классиче
ской реализацией (>7 %), однако требуется допол
нительные затраты для вычисления матрицы сов
местной встречаемости и оценки семантической
близости.
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Введение
Распознавание позы и жестов является одной
из центральных задач в человекомашинном взаи
модействии и привлекает внимание многих иссле
дователей. Для решения этой проблемы были пред
ложены различные методы и алгоритмы. Они мо
гут быть сгруппированы в две категории: методы
на основе внешнего вида руки (Visionbased appro
ach), и методы на основе 3D модели руки (3D hand
model based approach) [1]. Методы на основе внеш
ности руки используют двумерные признаки изо
бражения для моделирования визуальной внешно
сти руки и сравнивают эти параметры с теми
же признаками, выделенными из входного изобра
жения. В методах на основе 3D модели применя
ют 3D кинематические модели руки, чтобы оце
нить параметры руки, сравнивая эти параметры
с двумерными проекциями 3D моделей. В первую
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