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1. Introduction and notation
Let (Ω, A,μ) be a ﬁnite measure space. As usual, Lp = Lp(Ω), 1  p < ∞, will denote the system of all equivalence
classes of measurable functions f : Ω → R with ‖ f ‖p := (
∫
Ω
| f |p dμ)1/p < ∞, and ‖ f ‖∞ = supess{| f (x)|: x ∈ Ω}. Let
S ⊂ Lp be the space generated by {ψ j}sj=1, i.e., S = {
∑s
j=1 a jψ j: a j ∈ R}, s ∈ N. We assume that the functions ψ j are
linearly independent, measurable and bounded on Ω . Sometimes in literature regarding approximation theory, S is termed
as a space of generalized polynomials (see [2, p. 72]). In the particular case that ψ j(x) = x j−1, x ∈R, 1 j  s, S is the space
of algebraic polynomials of degree s − 1.
A polynomial (generalized) P ∈ S is called a best approximant to f if ‖ f − P‖p  ‖ f − Q ‖p for every Q ∈ S . If p > 1, it
is well known (see [12, p. 56]) that, P ∈ S is a best approximant to f from S if and only if∫
Ω
| f − P |p−1 sgn( f − P )Q dμ = 0, for every Q ∈ S. (1.1)
Such a polynomial P =: T ( f ) there always exists and it is unique. It is called the best ‖.‖p-approximant to f from S . We
observe that the left member of (1.1) is deﬁned even if f ∈ Lp−1.
The main goal of this paper is to prove that, for each f ∈ Lp−1, p > 1, there exists a polynomial P ∈ S satisfying (1.1) (see
Section 3). This polynomial will be called an extended polynomial approximant. In the case p = 2, we can ﬁnd the explicit
expression of P for every f ∈ L1. In fact, here (1.1) is a system of linear equations where the polynomial coeﬃcients are
the unknowns, with unique solution the set of coeﬃcients of the extended polynomial approximant.
We will prove in Section 4 the uniqueness of the extended polynomial approximant, which will allow us to extend
the operator of best polynomial approximation, T , to an operator T : Lp−1 → S . We will show that T is continuous and,
in consequence, it is the unique extension of T preserving the property of continuity.
In Section 5 we will also consider the case p = 1, and under certain condition on the subspace S , we will extend
the operator of best polynomial approximation to an adequate space L0, which contains Lq for every q > 0. In the particular
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of ﬁnite a.e. measurable functions. We will study continuity properties of the operator T , and we will prove that T ( f ) is a
compact and convex set.
In the case of the subspace S0, the operator T was studied in [7] for 1 p < ∞, and several properties of T were given.
In that paper the authors extended the best constant approximation operator to Lp−1 if p > 1, and to the space of ﬁnite
a.e. measurable functions if p = 1. Later, other authors in [3] and [4] considered the operator T deﬁned in Orlicz spaces,
and more recently in [6] the operator T was studied in Orlicz–Lorentz spaces. In this literature, inequalities for the maximal
function induced by the extended constant approximation operator were studied.
For S = S0 and p > 1, both the existence and the uniqueness of P satisfying (1.1) are easy to prove, as we can see
in [7].
In relation to the extension of the operator of best isotonic approximation can be seen in [1] for Orlicz spaces, and in [8]
for the L1 space. In [9] the authors consider a ﬁnite measure space and, using the monotonicity of the operator, they extend
the operator of best isotonic approximation from Lp to Lp−1, p > 1. First the operator is extended to functions f ∈ Lp−1,
which are bounded from below, as the limit of the best approximants of the functions f ∧ n, as n → ∞, and later as the
limit of the best approximants to g ∨ −n, as n → ∞, for arbitrary g ∈ Lp−1, where a ∨ b = max{a,b} and a ∧ b = min{a,b},
a,b ∈R. The existence of such limits is a consequence of the monotonicity of the operator.
In this paper we will utilize the last technique to extend the operator of best polynomial approximation, though this
method will be more complex than utilizing isotonic approximation, because generally we have not the monotonicity of
the operator. For example, when S is the space of algebraic polynomials of degree at most s − 1, the best approximation
operator is not monotone if s 2.
2. Preliminary results
We write φ(x) = |x|p−1 sgn(x), for x ∈R, p  1, and we note that φ is a continuous and strictly increasing function when
p > 1.
Throughout Sections 2 to 4, we consider p > 1 ﬁxed. Let f ∈ Lp−1 be bounded from below. As
φ
(
( f − P )(x))= φ((( f − a) − (P − a))(x)), for every a ∈R,
for our purposes we can assume, without loss of generality, that f is bounded from below by 0.
For n ∈ N, we consider the following function in Lp , fn = f ∧ n. Let Pn ∈ S be the best ‖.‖p-approximant to fn from S .
We will prove that the sequence (Pn) has a subsequence uniformly bounded on Ω .
We begin with an auxiliary lemma.
Lemma 2.1. There exists n0 ∈N such that ‖Pn‖∞ < n for every n n0 .
Proof.∥∥∥∥ fnn
∥∥∥∥
p
p
=
∫
{ fn}
1dμ +
∫
{ f<n}
| f |p
np
dμ. (2.1)
By the Chebyshev’s inequality, μ({ f  n}) → 0, as n → ∞. On the other hand,∫
{ f<n}
| f |p dμ =
∫
{ f<n}
| f |p−1| f |dμ n‖ f ‖p−1p−1.
In consequence, we get∫
{ f<n}
| f |p
np
dμ 1
np−1
‖ f ‖p−1p−1. (2.2)
Since we have assumed that p > 1, from (2.1) and (2.2) we have∥∥∥∥ fnn
∥∥∥∥
p
→ 0, as n → ∞. (2.3)
If the lemma is not true, then there exists a subsequence (nk) ⊂ N, such that ‖Pnk‖∞  nk . The equivalence of the norms
in S implies that there exists M > 0 such that ‖Pnk‖∞  M‖Pnk‖p , for every k ∈ N. Considering also that the best ‖.‖p-
approximant to fnk belongs to the ball in L
p centered at zero and of radius 2‖ fnk‖p , the following inequality holds
nk  ‖Pnk‖∞  M‖Pnk‖p  2M‖ fnk‖p . (2.4)
So, (2.4) contradicts (2.3). 
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we have the following result.
Lemma 2.2. For every n n0 the following equalities hold a.e.:
(a) Cn := { fn < Pn} = { f < Pn} =: Dn and f (t) = fn(t), for every t ∈ Dn,
(b) {Pn < f } ∩ { fn  Pn} = ∅,
(c) { fn > Pn} ⊂ { f > Pn}.
Proof. Let n  n0. By Lemma 2.1, Pn(t) < n for every t ∈ Ω . If fn(t) < Pn(t), then fn(t) < n, so fn(t) = f (t) and f (t) <
Pn(t). Thus, Cn ⊂ Dn . Now, if f (t) < Pn(t) then f (t) < n, so fn(t) = f (t) and fn(t) < Pn(t). Therefore, Dn ⊂ Cn , which
proves (a).
We see (b). We have { fn  Pn} ⊂ { fn < n} = { f < n}. If t ∈ {Pn < f } ∩ { fn  Pn}, then f (t) < n and fn(t) = f (t). Thus
Pn(t) < f (t) Pn(t), a contradiction. In consequence, {Pn < f } ∩ { fn  Pn} = ∅.
Finally, (c) is obvious because fn(t) f (t) for every t ∈ Ω . 
Let K be the subset of S deﬁned by
K =
{
Q =
s∑
j=1
a jψ j: a j ∈ R and
s∑
j=1
|a j| = 1
}
.
Lemma 2.3. For every  > 0, there exists m ∈N such that∣∣∣∣
∫
Ω
φ( f − Pn)Q dμ
∣∣∣∣< , for every Q ∈ K, nm.
Proof. Since Pn is the best ‖.‖-approximant to fn from S , we know that∫
Ω
φ( fn − Pn)ψ j dμ = 0, 1 j  s,
i.e. ∫
{ fn>Pn}
| fn − Pn|p−1ψ j dμ =
∫
{ fn<Pn}
| fn − Pn|p−1ψ j dμ, 1 j  s. (2.5)
Now, ∣∣∣∣
∫
fn>Pn
| fn − Pn|p−1ψ j dμ −
∫
f>Pn
| f − Pn|p−1ψ j dμ
∣∣∣∣

∣∣∣∣
∫
fn>Pn
| fn − Pn|p−1ψ j dμ −
∫
f>Pn
| fn − Pn|p−1ψ j dμ
∣∣∣∣
+
∣∣∣∣
∫
f>Pn
| fn − Pn|p−1ψ j dμ −
∫
f>Pn
| f − Pn|p−1ψ j dμ
∣∣∣∣= I1 + I2. (2.6)
Assume n n0. Lemma 2.2, (c) and (b), imply
I1 =
∣∣∣∣
∫
{Pn< f }∩{ fnPn}
| fn − Pn|p−1ψ j dμ
∣∣∣∣= 0, 1 j  s.
On the other hand,
I2 
∫
{ f>Pn}
∣∣| fn − Pn|p−1 − | f − Pn|p−1∣∣|ψ j|dμ =
∫
{ f>Pn}∩{ fn}
∣∣| fn − Pn|p−1 − | f − Pn|p−1∣∣|ψ j|dμ

∫ ∣∣|n − Pn|p−1 − | f − Pn|p−1∣∣|ψ j|dμ. (2.7)
{ fn}
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where 0 < n− Pn(t) ξt  f (t) − Pn(t). Since ξt  | f (t)| + |Pn(t)| < f (t) + n 2 f (t), it follows from (2.8) that∣∣∣∣n − Pn(t)∣∣p−1 − ∣∣ f (t) − Pn(t)∣∣p−1∣∣ (p − 1)2p−1∣∣ f (t)∣∣p−1. (2.9)
From (2.7) and (2.9) we get
I2  (p − 1)2p−1M
∫
{ fn}
| f |p−1 dμ → 0, as n → ∞, (2.10)
where M =max1 js supt∈Ω |ψ j(t)|. In addition, Lemma 2.2(a) implies that∫
{ fn<Pn}
| fn − Pn|p−1ψ j dμ =
∫
{ f<Pn}
| f − Pn|p−1ψ j dμ. (2.11)
From (2.5), (2.6), (2.10) and (2.11), we obtain for 1 j  s,∣∣∣∣
∫
{ f>Pn}
| f − Pn|p−1ψ j −
∫
{ f<Pn}
| f − Pn|p−1ψ j dμ
∣∣∣∣→ 0 as n → ∞, (2.12)
i.e., given any  > 0 there is m  n0 such that for all n m and 1  j  s, |
∫
Ω
φ( f − Pn)ψ j dμ| <  . Let n m and let
Q =∑sj=1 a jψ j ∈ K be arbitrary. Then clearly we have∣∣∣∣
∫
Ω
φ( f − Pn)Q dμ
∣∣∣∣
s∑
j=1
|a j|
∣∣∣∣
∫
Ω
φ( f − Pn)ψ j dμ
∣∣∣∣< .
This concludes the proof. 
As a consequence of Lemma 2.3 we obtain the next result.
Proposition 2.4. The sequence (Pn) has a uniformly bounded subsequence.
Proof. Lemma 2.3 implies that there exists a subsequence of (Pn), say (Pnk ), such that∣∣∣∣
∫
Ω
φ( f − Pnk )Q dμ
∣∣∣∣< 1k , for every Q ∈ K. (2.13)
Write bk = ‖Pnk‖∞ , Rk =
Pnk
bk
, and hk,Q = φ( fbk − Rk)Q . Suppose that bk → ∞, as k → ∞, and we can assume w.l.o.g., that
bk  1 for all k.
Multiplying both sides in (2.13) by b−pk we get∣∣∣∣
∫
Ω
hk,Q dμ
∣∣∣∣< 1kbpk . (2.14)
Since ‖Rk‖∞ = 1 for every k, there is a subsequence, which is denoted in the same way, such that Rk converges uniformly
to R0 ∈ S . Clearly, R0 = 0.
Now, the sequence ( fbk ) converges pointwise to zero on Ω , so the sequence (hk,Q ) converges pointwise to
−|R0|p−1 sgn R0, as k → ∞.
On the other hand, it is easy to see that there exist constants α, β and λ satisfying
(a + b)p−1  α(ap−1 + bp−1), a 0, b 0, ∣∣Rk(x)∣∣ β, x ∈ Ω, k ∈N,
and ∣∣Q (x)∣∣ λ, x ∈ Ω, Q ∈ K.
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|hk,Q | αλ
(| f |p−1 + β p−1) ∈ L1(Ω).
Using the Lebesgue Dominated Convergence Theorem, we obtain∫
Ω
|R0|p−1 sgn(R0)Q dμ = 0, for every Q ∈ K. (2.15)
If we take in (2.15), Q = (∑sj=1 |b j |)−1R0, with R0 = ∑sj=1 b jψ j , we have ∫Ω |R0|p dμ = 0, a contradiction. So, we have
proved that (Pnk ) is uniformly bounded. 
The following result will be used in the next section.
Corollary 2.5. There exists P ∈ S, satisfying (1.1).
Proof. By Proposition 2.4, there exists a subsequence (Pnk ) uniformly bounded on Ω , that we denote in the same way, such
that it uniformly converges to a polynomial P ∈ S on Ω , and it veriﬁes (2.13). Since the function φ is continuous and the
sequence φ( f − Pnk ) is bounded by an integrable function, the Lebesgue Dominated Convergence Theorem implies that∫
Ω
φ( f − P )Q dμ = 0, for every Q ∈ K. (2.16)
Given Q ′ ∈ S , Q ′ =∑sj=1 a jψ j = 0, we can write Q ′ = λQ , with Q ∈ K and λ =∑sj=1 |a j |. Thus, it follows immediately
that (2.16) holds for every Q ′ ∈ S . 
3. The main result
In this section we only require that f ∈ Lp−1. For every n ∈ N, deﬁne gn = f ∨ −n. Considering that gn ∈ Lp−1 and it is
bounded from below we conclude, from Proposition 2.4, that there exists Pn ∈ S , such that∫
Ω
φ(gn − Pn)Q dμ = 0, for every Q ∈ S. (3.1)
Proposition 3.1. The sequence (Pn) is uniformly bounded.
Proof. Suppose that the proposition is not true. Then there is a subsequence (Pnk ), such that bk = ‖Pnk‖∞ → ∞. Next, we
consider the function
hk,Q = φ
(
gnk
bk
− Rk
)
Q ,
where Rk = b−1k Pnk .
Multiplying both members of (3.1) by b−pk , we get∫
Ω
hk,Q dμ = 0, for every Q ∈ S. (3.2)
It is straightforward to prove that (gnk ) converges a.e. on Ω to f . Since ‖Rk‖∞ = 1, as before, there exists a subsequence
(we use the same notation) such that Rk → R0 ∈ S , with R0 = 0. Now, we take the limit in (3.2) as k → ∞. From the
continuity of the function φ and the Lebesgue Dominated Convergence Theorem we get that
∫
Ω
φ(R0)Q dμ = 0, for every
Q ∈ S . In particular, for Q = R0 we obtain
∫
Ω
|R0|dμ = 0, a contradiction. 
Next, we establish one of our main results.
Theorem 3.2. Every f ∈ Lp−1 has an extended polynomial approximant.
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some P ∈ S . On the other hand, we have∫
Ω
φ(gnk − Pnk )Q dμ = 0, for every Q ∈ S, k ∈N. (3.3)
Finally, taking the limit in (3.3) as k → ∞, and using again the continuity of the function φ and the Lebesgue Dominated
Convergence Theorem, we get
∫
Ω
φ( f − P )Q dμ = 0, for every Q ∈ S , i.e., P is an extended polynomial approximant. 
Theorem 3.3. For every f ∈ Lp−1 there exists a unique extended polynomial approximant.
Proof. By Theorem 3.3 we only need to prove the uniqueness. Suppose that P1, P2 ∈ S are extended polynomial approxi-
mants with P1 = P2. Then we have∫
Ω
φ( f − P1)Q dμ =
∫
Ω
φ( f − P2)Q dμ = 0, for every Q ∈ S. (3.4)
Recall that φ is a strictly increasing function. Deﬁne the following pairwise disjoint sets
A = {x ∈ Ω: P2(x) > P1(x)},
B = {x ∈ Ω: P1(x) > P2(x)},
C = {x ∈ Ω: P1(x) = P2(x)}, (3.5)
and the polynomial R = P1 − P2. Clearly, Ω = A ∪ B ∪ C . Since f − P2 < f − P1 on A, then R < 0 on A. Thus φ( f − P2) <
φ( f − P1) on A, and∫
A
φ( f − P1)R dμ
∫
A
φ( f − P2)R dμ. (3.6)
Analogously, we have φ( f − P1) < φ( f − P2) on B , and∫
B
φ( f − P1)R dμ
∫
B
φ( f − P2)R dμ. (3.7)
Further, as μ(A) > 0 or μ(B) > 0, we must have a strict inequality in (3.6) or (3.7), respectively. From (3.4), (3.6), and (3.7)
follows that
0=
∫
A
φ( f − P1)R dμ +
∫
B
φ( f − P1)R dμ
<
∫
A
φ( f − P2)R dμ +
∫
B
φ( f − P2)R dμ = 0, (3.8)
a contradiction, which concludes the proof. 
Remark 3.4. As a consequence of Theorem 3.3 we give another proof of the uniqueness of the best polynomial approximant
in the Lp spaces, without assuming the strict convexity of the norm.
4. Properties of the extended operator
In this section we give some properties of the extended polynomial approximation operator.
It is easy to show that the operator T satisﬁes:
(a) T (λ f ) = λT ( f ), f ∈ Lp−1, λ ∈R.
(b) T ( f + P ) = T ( f ) + P , f ∈ Lp−1, P ∈ S .
The next theorem allows us to establish that the operator T is the unique continuous operator that extends to the best
polynomial approximation operator. We use a similar technique to that of the previous section, but we cannot apply here
the Lebesgue Dominated Convergence Theorem.
Theorem 4.1. The operator T is continuous.
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Ω
φ(hn − Rn)Q dμ = 0, for every Q ∈ S. (4.1)
We ﬁrst prove that Rn is uniformly bounded. Suppose that there is a subsequence (Rnk ) with ck = ‖Rnk‖∞ → ∞, as k → ∞.
Multiplying both sides in (4.1) by c−pk we get∫
Ω
gk,Q dμ = 0, for every Q ∈ S, k ∈N, (4.2)
where gk,Q = φ( hnkck − Dk)Q , and Dk = c
−1
k Rnk . As in the previous section we assume that Dk → D0 = 0.
Let α and λ be as in Proposition 2.4 and let M = αλ. For each δ > 0, by the Egoroff’s Theorem there exists a measurable
set Aδ ⊂ Ω , with μ(Aδ) < δ, such that hnkck converges uniformly to 0, on Ω − Aδ . Now, (4.2) implies that∣∣∣∣
∫
Ω−Aδ
gk,Q dμ
∣∣∣∣=
∣∣∣∣
∫
Aδ
gk,Q dμ
∣∣∣∣
∫
Aδ
|gk,Q |dμ
 M
( ∫
Aδ
∣∣∣∣hnkck
∣∣∣∣
p−1
dμ +
∫
Aδ
|Dk|p−1 dμ
)
, (4.3)
for every Q ∈ K. Taking the limit in (4.3) as k → ∞, we obtain∣∣∣∣
∫
Ω−Aδ
φ(D0)Q dμ
∣∣∣∣
∫
Aδ
|D0|p−1 dμ, for every Q ∈ K. (4.4)
Now, if we take the limit in (4.4) as δ → 0, we obtain∫
Ω
φ(D0)Q dμ = 0, for every Q ∈ K. (4.5)
In particular, an adequate element Q ∈ K yields D0 = 0, which is a contradiction. So, (Rn) is uniformly bounded. Hence,
there exists a subsequence (Rnk ), such that converges to R0 ∈ S , as k → ∞.
As above, given δ > 0 there is a measurable set Bδ ⊂ Ω such that (hnk ) converges uniformly to h on Ω − Bδ and
μ(Bδ) < δ. Analogously to (4.3), we can get∣∣∣∣
∫
Ω−Bδ
φ(hnk − Rnk )Q dμ
∣∣∣∣ M
( ∫
Bδ
|hnk |p−1 dμ +
∫
Bδ
|Rnk |p−1 dμ
)
, (4.6)
for every Q ∈ K.
Let  > 0. Since hnk → h in Lp−1(Bδ), and Rnk → R0, as k → ∞, there exists k0 ∈N such that for every k k0,∫
Bδ
|hnk |p−1 dμ  +
∫
Bδ
|h|p−1 dμ, and
∫
Bδ
|Rnk |p−1 dμ  +
∫
Bδ
|R0|p−1 dμ.
Therefore, from (4.6) we have for k k0,∣∣∣∣
∫
Ω−Bδ
φ(hnk − Rnk )Q dμ
∣∣∣∣ M
(
2 +
∫
Bδ
|h|p−1 dμ +
∫
Bδ
|R0|p−1 dμ
)
, (4.7)
for every Q ∈ K. Now, we take the limits in (4.7) as k → ∞ and as δ → 0. In such a way, we get | ∫
Ω
φ(h− R0)Q dμ| 2M ,
for every Q ∈ K. As  > 0 was arbitrary, we conclude that ∫
Ω
φ(h − R0)Q dμ = 0, for every Q ∈ S . From the uniqueness of
the extended polynomial approximant, T (h) = R0 and T (hn) → T (h). 
Remark 4.2. Since Lp is dense in Lp−1, the last theorem implies that T is the unique continuous operator on Lp−1, which
extends to T .
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In this section we will show, in a way similar to Section 3, that for p = 1 we can extend the operator T , to the system
of all equivalence classes of measurable functions f : Ω →R with the following property∫
{| f |<n}
∣∣∣∣ fn
∣∣∣∣dμ → 0, as n → ∞.
We denote this space by L0. It is easy to see that Lq ⊂ L0, for all q > 0.
It is well known that the existence of the best polynomial approximant to a function in L1 is guaranteed but, in general,
we have not uniqueness (see [10]). Let T (h) be the set of best ‖.‖1-approximants of h ∈ L1. Our deﬁnition of the space L0
is only to verify Lemma 2.1.
Henceforward, we consider a function f ∈ L0. We recall that in this section, φ(x) = sgn(x).
We introduce the functions fn ∈ L1, n ∈N, deﬁned by
fn(x) =
{
f (x), if | f (x)| < n;
n sgn f (x), if | f (x)| n.
Clearly, Lemma 2.1 remains valid for the functions fn . Next, we establish an auxiliary lemma for the functions fn .
Lemma 5.1. Let n0 be verifying Lemma 2.1. For each n ∈N, let Pn be an arbitrary element in T ( fn). Then we have, a.e.,
{ f < Pn} = { fn < Pn}, { f > Pn} = { fn > Pn}, and { f = Pn} = { fn = Pn}, (5.1)
for every n n0 .
Proof. It immediately follows from the deﬁnition of hn and Lemma 2.1. 
Lemma 5.2. Let n0 be verifying Lemma 2.1. Then for n n0 we have∣∣∣∣
∫
Ω
φ( f − Pn)Q dμ
∣∣∣∣
∫
{ f=Pn}
|Q |dμ for every Q ∈ S. (5.2)
Proof. As fn ∈ L1, it is well known (see [10]), that Pn ∈ T ( fn) if and only if∣∣∣∣
∫
Ω
φ( fn − Pn)Q dμ
∣∣∣∣
∫
{ fn=Pn}
|Q |dμ, for every Q ∈ S. (5.3)
Now, the lemma immediately follows from Lemma 5.1. 
We say that the subspace S has the polynomial property if
μ
{
x ∈ Ω: R(x) = 0}= 0 for every R ∈ S, R = 0.
Note that the polynomial property depends on the measure. The set of algebraic polynomials of degree at most a ﬁxed
non-negative integer, in several real variables, when the Lebesgue measure is considered, has the polynomial property. If Ω
is a ﬁnite set in Rn and μ the cardinal measure, then that set of algebraic polynomials has not the polynomial property.
Henceforward we assume that S has the polynomial property.
Proposition 5.3. If Pn ∈ T ( fn), n ∈N, then the sequence (Pn) is uniformly bounded.
Proof. Suppose that the proposition is not true. Then there exists a subsequence (Pnk ) such that bk = ‖Pnk‖∞ → ∞, as
k → ∞. Lemma 5.2 implies that∣∣∣∣
∫
Ω
φ
(
f
bk
− Rnk
)
Q dμ
∣∣∣∣
(
1
bk
)∫
Ω
|Q |dμ for every Q ∈ S, (5.4)
where Rn = Pnk . Clearly (Rn ) has a subsequence (we use the same notation), which converges to R0 ∈ S , with R0 = 0.k bk k
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vergence Theorem, taking limit in (5.4) we get that
∫
Ω
φ(−R0)Q dμ = 0 for every Q ∈ S . Therefore we have R0 = 0,
a contradiction. 
A natural way to deﬁne the extended operator T : L0 → 2S is
T ( f ) = {P ∈ S: P veriﬁes (5.2)}. (5.5)
Any element of T ( f ) is called an extended polynomial approximant to f . Next, we establish our main result for p = 1, using
a different technique to that employed in Section 3 (note that the function φ is not continuous).
Theorem 5.4. Every function in L0 has an extended polynomial approximant.
Proof. Let f ∈ L0. Proposition 5.3 implies the existence of a subsequence (Pnk ) convergent to P ∈ S , as k → ∞, and there
exists M > 0 such that ‖Pn‖∞ < M for every n ∈ N. Let h : Ω → R be the function deﬁned as h(x) = f (x) if | f (x)| <
M + 1, and h(x) = (M + 1) sgn f (x) if | f (x)| M + 1. A straightforward computation establishes that { f < Pn} = {h < Pn},
{ f > Pn} = {h > Pn}, and { f = Pn} = {h = Pn}. Therefore, from Lemma 5.2 we get∣∣∣∣
∫
Ω
φ(h − Pn)Q dμ
∣∣∣∣
∫
{h=Pn}
|Q |dμ for every Q ∈ S, n n0. (5.6)
Since h is bounded on Ω , inequality (5.6) implies that Pn are best ‖.‖1-approximants of h from S , for every n n0.
On the other hand, it is well known that the set of best ‖.‖1-approximants of h is a closed set and, in consequence P is
a best ‖.‖1-approximant of h. Then we obtain∣∣∣∣
∫
Ω
φ(h − P )Q dμ
∣∣∣∣
∫
{h=P }
|Q |dμ for every Q ∈ S. (5.7)
As ‖P‖∞  M , it is straightforward to prove that { f < P } = {h < P }, { f > P } = {h > P }, and { f = P } = {h = P }. Thus∣∣∣∣
∫
Ω
φ( f − P )Q dμ
∣∣∣∣
∫
{ f=P }
|Q |dμ for every Q ∈ S, (5.8)
i.e., P is an extended polynomial approximant of f . 
Remark 5.5. If S = S0 and f is a ﬁnite a.e. measurable function, then there is n1 such that ‖Pn‖∞ < n for every n > n1,
where Pn ∈ T ( fn). In fact, suppose that ‖Pn‖∞  n for an inﬁnite quantity of natural numbers n. Since ‖ fn‖∞  n, we must
have ‖Pn‖∞ = n. Therefore, Pn = n or Pn = −n. Suppose that Pn = n for an inﬁnite quantity of natural numbers n. We know
that ∣∣∣∣
∫
{ fn>n}
φ( fn − n)dμ +
∫
{ f<n}
φ( fn − n)dμ
∣∣∣∣μ({ fn = n})= μ({ f  n}).
Thus,
μ
({ f −n})+ μ({| f | < n})= ∫
{ f−n}
dμ +
∫
{| f |<n}
dμμ
({ f  n}),
and
μ
({| f | < n})μ({ f  n})− μ({ f −n})μ({ f  n})→ 0, as n → ∞.
Therefore, μ(Ω) = limn→∞ μ({| f | < n}) → 0, as n → ∞, a contradiction. Analogously, we can see that Pn = −n for an
inﬁnite quantity of natural numbers n, is impossible.
Now, the equality of the sets in Lemma 5.1 remains valid a.e., for every n n1. As a consequence, we obtain Lemma 5.2
with n1 instead of n0. In addition, S0 veriﬁes the polynomial property, so we get Proposition 5.3, and ﬁnally Theorem 5.4,
for measurable functions which are ﬁnite a.e.
It is easy to show that T ( f ) is a bounded set in S , and the same arguments used in the proof of Theorem 5.4 show that
it is closed. Clearly, the operator T satisﬁes the properties (a) and (b) established at beginning of Section 4.
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(a) Given f ∈ L0 there exists f ∈ L1 such that T ( f ) = T ( f ). In addition, if f is a continuous function onΩ , we can take f continuous.
(b) If (gn) ⊂ L0 converges pointwise to f ∈ L0 , a.e. on Ω (gn converges uniformly to f on Ω), there exist f ∈ L1 and (gn) ⊂ L1 such
that T ( f ) = T ( f ), T (gn) = T (gn) and ‖gn − f ‖1 → 0 (‖gn − f ‖∞ → 0), as n → ∞.
Proof. Since T ( f ) is a compact set, there exists M > 0 such that ‖P‖∞  M for every P ∈ T ( f ). Then the function
f : Ω → R deﬁned by f (x) = f (x) if | f (x)| < M + 1, and f (x) = sgn f (x)(M + 1) if | f (x)|  M + 1, satisﬁes the condi-
tions in (a).
Now, we prove (b). We have∣∣∣∣
∫
Ω
φ(gn − R)Q dμ
∣∣∣∣
∫
{gn=R}
|Q |dμ, for every Q ∈ S, R ∈ T (gn).
We can proceed as in the proof of Proposition 5.3, to obtain a real number M > 0 such that ‖R‖∞ < M for every R ∈
T ( f ) ∪⋃n T (gn). If f is deﬁned as in (a), then the functions gn deﬁned below satisfy (b),
gn(x) =
{
gn(x), if |gn(x)| < M + 1;
(M + 1) sgn gn(x), if |gn(x)| M + 1. 
The following proposition generalizes known results for best ‖.‖1-approximation.
Proposition 5.7. Let f ∈ L0 , then
(a) T ( f ) is a compact and convex set.
(b) If P1, P2 ∈ T ( f ), then μ({P1 < f < P2}) = μ({P2 < f < P1}) = 0.
(c) Let {ψ j}sj=1 be a Chebyshev set on Ω = (0,1), and let μ be the Lebesgue measure. If f is a continuous function on Ω , then the
extended polynomial approximant of f is unique.
Proof. Considering this proposition is valid for functions in L1 (see [10,11]), the results follow from Lemma 5.6(a). 
In [5, Example 2.1], the authors show that the operator T : L1 → 2S0 is not continuous when the ‖.‖1-topology, and
the Hausdorff metric in 2S0 , are respectively considered. Next, we prove that the operator T : L0 → 2S is semi-continuous.
A similar result was proved in [5] for ‖.‖1-approximation, from the class of nondecreasing functions.
Theorem 5.8. Let f ∈ L0 and let (gn) ∈ L0 be a sequence that converges to f , a.e., as n → ∞. Given  > 0 there exists m ∈ N such
that for every nm and R ∈ T (gn), d(R, T ( f )) <  .
Proof. We suppose that the theorem is not true, then there are  > 0, a subsequence nk , and Rnk ∈ T (gnk ) such that
‖Rnk − P‖∞   for every P ∈ T ( f ).
Set P ∈ T ( f ). By Lemma 5.6(b), there exist f ∈ L1 and (gn) ⊂ L1 such that T ( f ) = T ( f ), T (gn) = T (gn) and ‖gn − f ‖1 →
0, as n → ∞. Now, ‖Rnk‖1  2‖gnk‖1, so (Rnk ) is uniformly bounded. Then there exists a subsequence, which is denoted in
the same way, converging to R0 ∈ S . From [10, Theorem 1.17], follows that R0 ∈ T ( f ).
Since ‖Rnk − P‖∞   for every k ∈N, we get ‖R0 − P‖∞   . In particular if P = R0, we obtain a contradiction. 
Corollary 5.9. Let D : L0 → 2S be a semi-continuous operator which extends to T , such that D( f ) is a closed set for every f ∈ L0 .
Then T ( f ) ∩ D( f ) = ∅, for all f ∈ L0 .
Proof. Let h ∈ L0. There exist fn ∈ L1, n ∈ N, such that fn → h a.e., as n → ∞. By hypothesis and Theorem 5.8 we can
get a subsequence (nk) such that d(P , T (h)) <
1
k for every P ∈ B( fnk ), and d(P , D(h)) < 1k for every P ∈ D( fnk ). Since
T ( fnk ) = D( fnk ), we can take Pk ∈ D( fnk ) such that d(Pk, T (h)) < 1k and d(Pk, D(h)) < 1k . We know that B(h) is a compact
set, so the sequence (Pk) is uniformly bounded. In consequence, (Pk) has a subsequence which converges to P0 ∈ S . Clearly,
P0 ∈ T (h) ∩ D(h). 
Finally, if S = S0 and ρ is the Hausdorff metric in 2S0 , we obtain the following result of continuity.
Theorem 5.10. Let f ∈ L0 and let (gn) ∈ L0 be a sequence that converges uniformly to f on Ω , as n → ∞. Then ρ(T (gn), T ( f )) → 0,
as n → ∞.
H.H. Cuenya / J. Math. Anal. Appl. 376 (2011) 565–575 575Proof. Again Lemma 5.6(b) implies that there exist f ∈ L1 and (gn) ⊂ L1 such that T ( f ) = T ( f ), T (gn) = T (gn), and ‖gn −
f ‖∞ → 0, as n → ∞. Now, from [5, Theorem 2.3], we have ρ(T (gn), T ( f )) → 0. The proof is complete. 
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