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We express the in-in functional determinant giving the one-loop effective potential for a
scalar field propagating in a cosmological spacetime in terms of the mode functions speci-
fying the vacuum of the theory and then apply adiabatic regularization to make this bare
potential finite. In this setup, the adiabatic regularization offers a particular renormalization
prescription that isolates the effects of the cosmic expansion. We apply our findings to deter-
mine the radiative corrections to the classical inflaton potentials in scalar field inflationary
models and also we derive an effective potential for the superhorizon curvature perturbation
ζ encoding its scatterings with the subhorizon modes. Although the resulting modifications
to the cosmological observables like nongaussianity turn out to be small, they distinctively
appear after horizon crossing.
I. INTRODUCTION
Functional determinants arise in various instances in quantum field theory like in the calculations
of the effective actions, gauge fixing Faddeev-Popov terms, semiclassical tunneling amplitudes and
Jacobian factors (for a review see e.g. [1]). In general, they appear as results of Gaussian path
integrals and there are different methods in evaluating them such as the heat-kernel expansion,
zeta function regularization and Gel’fand-Yaglom theorem.
The functional determinants also appear in quantum cosmology since Gaussian in-in/Schwinger-
Keldysh path integrals are often encountered. For example, in certain models of preheating one
assumes the existence of a reheating scalar that interacts with the inflaton, yet the action may
still be quadratic in the reheating scalar yielding a Gaussian path integral in quantum theory
(see [2, 3]). Similarly, in single scalar field models one may consider integrating out the quadratic
inflaton fluctuations about the inflating background to determine the quantum backreaction effects
(see e.g.[4–9]). Obviously, the functional determinants in a cosmological setting are time dependent
and they can naturally be interpreted as effective actions.
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2Most of the time the physically relevant quantity is not the sole functional determinant of an
operator but the ratio of the determinants of two closely related operators. In [14] a simple formula
that gives the value of a normalized Gaussian path integral with a time dependent frequency is
derived and we adapt that formula to the cosmological in-in functional determinants in the appendix
(a formally similar trick has been frequently used in cosmological applications but the derivation
of [14] is rigorous). It turns out that in a cosmological setting the result can be expressed in terms
of the mode functions identifying the vacuum of the theory. This simple observation allows one
to work out the Gaussian path integrals in several cosmological backgrounds with different vacua
and utilize various approximation methods. We show that the bare Coleman-Weinberg effective
potential [15] can be obtained by using the standard mode functions of the flat space.
The effective potential obtained after a Gaussian integral involves a single loop momentum
integral and it can be identified as a one-loop approximate result that is otherwise exact. Typically,
this formal expression has the standard ultraviolet (UV) divergence which must be cured by a viable
method. On the other hand, in (quasi) de Sitter space one also encounters peculiar infrared (IR)
divergences in loop calculations (see e.g. [16, 17]). As discussed in [18], different regularizations
agree in de Sitter space when the UV and IR cutoffs are chosen to be constants in physical and
comoving spaces, respectively.
The dimensional regularization has been used extensively to calculate the one-loop effective
potentials in de Sitter space, see e.g. [4–9] (see also [10–13] for different approaches). Therefore,
in this paper we prefer to utilize adiabatic regularization [19, 20] in curing the loop infinities
of cosmological functional determinants. Recently, the adiabatic regularization has been used
to renormalize the inflationary power spectrum revising some of the well known results [21–23].
We believe that in the absence of any direct observational data, it is useful to compare different
regularization methods to have a clearer picture of the physics.
As we will discuss below, the adiabatic regularization captures the contribution of the cosmic
expansion on the quantum effective potential. Namely, it encodes “particle creation effects” rather
than measuring “vacuum polarization”. We show that the terms subtracted by the adiabatic
regularization can be interpreted as counterterms appearing in the bare action. Moreover, the
calculation is IR safe, i.e. no IR divergences appear that require a careful treatment.
In this paper, we also consider the coupling of the superhorizon curvature perturbation ζsh to
the subhorizon modes of a scalar field in a quasi-de Sitter spacetime with constant deceleration.
Since ζ is a special metric function, the coupling we are dealing with is fairly universal. By
integrating out the Gaussian subhorizon modes in the path integral, it is possible to obtain an
3effective potential for ζsh encoding its scatterings with subhorizon modes. We determine how
this quantum effective potential affects the power spectrum and nongaussianity. As expected,
the corrections turn out be suppressed by the factor H2/M2p but they also appear after horizon
crossing, which is a distinguishing feature.
II. A SAMPLE PROBLEM
Consider two real scalar fields φ and χ that are minimally coupled to gravity with the standard
action
S = −1
2
∫
d4x
√−g [∇µφ∇µφ+∇µχ∇µχ+ 2V (φ, χ)] , (1)
where the potential is assumed to have the following form
V (φ, χ) = v(φ) +
1
2
m˜2χ2 +
1
2
g2φ2χ2. (2)
The scalars are taken to be propagating in a cosmological background with the metric
ds2 = −dt2 + a(t)2dxidxi. (3)
Suppose that one is interested in calculating the correlation functions of φ in a suitable vacuum of
the theory using the in-in formalism. Since the action is quadratic in the χ field, one may temp to
integrate it out completely in the in-in path integral. Schematically written, the relevant part in
the path integral involving the χ field takes the form (see e.g. [25])∫
Dχ∗Dχ+Dχ−DP+χ DP−χ exp
{
i
[∫ t∗
t0
(
P+χ χ˙
+ −H+)− (+↔ −)]}Ψ[χ+(t0)]Ψ[χ−(t0)], (4)
where H is the Hamiltonian and Ψ denotes the vacuum wave-functional1 of the χ field defined
at an initial time t0. Since it is very difficult to determine the vacuum of the interacting theory,
one usually takes t0 → −∞ (when it is possible to do so), and in that case the sole effect of
the vacuum wave-functionals in (4) is to produce the necessary iǫ terms for the propagators in
the perturbation theory [24, 25]. The standard in-in path integral measure amounts to summing
over all doubled phase space fields χ± and P±χ , where the fields χ
± are constrained to satisfy
χ+(t∗) = χ
−(t∗) = χ(t∗) and Dχ∗ denote the integration over these χ(t∗) configurations defined at
the fixed time t∗.
1 In an interacting theory, the vacuum wave-functional may not be written as the product of φ and χ pieces. However,
this will be the case for us since we eventually examine the t0 → −∞ limit.
4One can carry out the quadratic integrals over momenta P±χ in a straightforward way. Defining
a new field as
µ = a3/2χ, (5)
one can see that the scale factor a(t) dependent factor coming to the measure from the Gaussian
P±χ integrations is exactly canceled out by the Jacobian of the transformation (5). As a result, the
integral (4) becomes
∫
Dµ∗Dµ+Dµ− exp
[
i(S+ − S−)] , (6)
where
S =
1
2
∫
d4x
[
µ˙2 − 1
a2
(∂µ)2 + µ2
(
9
4
H2 +
3
2
H˙ − m˜2 − g2φ2
)]
. (7)
In (6), the vacuum wave-functionals are suppressed since their only role is to prescribe the propa-
gators of the theory. Note that, here φ plays the role of an external field, which will be integrated
eventually to give the φ correlation functions.
Defining
µ =

 µ+
µ−

 (8)
and
Ls =

 L 0
0 −L

+ s

 g2(φ+)2 0
0 −g2(φ−)2

 , (9)
wehere
L =
∂2
∂t2
− 1
a2
∂2i −
9
4
H2 − 3
2
H˙ + m˜2, (10)
(6) can be rewritten as
∫
Dµ∗Dµ+Dµ− exp
{
− i
2
∫
d4xµTL1µ
}
. (11)
As discussed in [26], the in-in path integral is actually over the fields satisfying µ+(t∗) = µ
−(t∗) and
µ˙+(t∗) = µ˙
−(t∗). These boundary conditions ensure the absence of surface terms that otherwise
arise after integrating (7) by parts to yield (11). Moreover, they also make the operator Ls
essentially self-adjoint [26]. Since µ is a real field, the Gaussian integral (11) gives C[detL1]
−1/2.
5The normalization C can be fixed from the requirement that the path integral yields unity when
φ = 0, which evaluates (11) as
[
detL1
detL0
]−1/2
. (12)
One can now use (A.20) to express this ratio of determinants to reach
exp
{
−1
2
∫ 1
0
ds
∫
d4x
[
G++s [φ
+, φ−](x;x)g2φ+(x)2 −G−−s [φ+, φ−](x;x)g2φ−(x)2
]}
, (13)
where G++s and G
−−
s are the matrix entries of the Green function Gs of the operator (9) as defined
in the appendix. Note that these Green functions depend on φ± in a very nontrivial way. As a
result, integrating out the χ field gives the following bare in-in effective action
Seff [φ
+, φ−] =
i
2
∫
d4x
∫ 1
0
ds g2
[
G++s [φ
+, φ−](x;x)φ+(x)2 −G−−s [φ+, φ−](x;x)φ−(x)2
]
, (14)
which must be though to correct the classical φ action given in (1).
For given φ± fields, one can in principle solve for the Green function Gs, which is assumed
to be fixed uniquely once the vacuum of the theory is specified. However, it is difficult, if not
impossible, to carry out this computation for arbitrary fields. Therefore, we consider constant
φ± configurations to read the quantum effective potential. In that case, µ becomes a free massive
scalar field propagating in (3) and it is easy to calculate the corresponding Green functions. Indeed,
quantizing the field by introducing the standard ladder operators and the mode functions as
µs =
1
(2π)3/2
∫
d3k
[
ei
~k.~x µk[t, s, φ] a~k + e
−i~k.~x µk[t, s, φ]
∗ a†~k
]
(15)
where [a~k, a
†
~k′
] = δ3(~k − ~k′) and
µ¨k +
k2
a2
µk +
[
m˜2 + s g2φ2 − 9
4
H2 − 3
2
H˙
]
µk = 0,
µkµ˙
∗
k − µ∗kµ˙k = i, (16)
the Green functions are determined by the following vacuum expectation values of the operators
G++s = i
〈
T (µ+s µ
+
s )
〉
, G−−s = i
〈
T (µ−s µ
−
s )
〉
, (17)
where T and T refer to the time and anti-time ordering operations, and the vacuum is defined as
usual by a~k|0>= 0. Using these in (14), one finds for constant φ± that
Seff [φ
+, φ−] =
∫
d4x a3
[
Veff (φ
+)− Veff (φ−)
]
, (18)
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FIG. 1. The perturbative one-loop graphs arising in the calculation of the effective potential (19).
where the bare effective potential is given by2
V Beff (φ) =
1
2a(t)3
g2 φ2
∫
d3k
(2π)3
∫ 1
0
ds |µk[t, s, φ]|2 . (19)
Recall that the mode functions µ[t, s, φ] obey (16) and they are uniquely fixed when the vacuum
is specified. Using (5), one can also express V Beff (φ) using the χ mode functions by µk = a
3/2χk
so that the initial scale dependent factor in (19) drops out. As discussed in [27, 28], the classical
configurations arise as stationary phases of the in-in path integrals. Consequently, after a suit-
able renormalization V Beff (φ) must be thought to modify the tree-level potential v(φ) given in (2)
governing the classical evolution of the φ field.
The effective potential V Beff (φ) explicitly depends on time t and this dependence is not surpris-
ing for a physical quantity calculated in a time evolving background. The time in (19) is naturally
specified by the correlation function of interest that is aimed to be determined in the beginning.
Indeed, the time integrals in (14) or (18) are also limited by this initially assigned time parame-
ter. Unlike the in-out computations in flat space that extends in the whole timeline, in the in-in
framework one may imagine integrating out the “modes” from some initially prescribed time t0 to
the time of interest t.
In carrying out the χ path integral above no approximation is utilized. Consequently, given the
initial interaction potential (2), the result (19) is exact. On the other hand, one may attempt for
an alternative but perturbative path integral calculation that can be organized in powers of the
external φ field, where the corresponding series can be pictured as in Fig. 1. The effective potential
(19) equals the sum of this infinite series and conversely the infinite series can be recovered from
(19) by expanding it in powers of φ.
2 The computation of the effective potential can also be done by first introducing the Fourier modes in the path
integral, which factorizes (6) for each momentum mode ~k. This yields the determinant of an ordinary differential
operator for each ~k, which can be calculated using (A.17). The final result involves a sum over the momentum
modes that appears as the momentum integral in (19).
7For gφ≪ H, the φ dependence in the mode equation (16) becomes negligible. In this limit, one
finds V Beff ≃ 12g2φ2
〈
χ2
〉
, which is identical to the one-loop Hartree approximation applied to the
original potential (2).
It is instructive to use the formula (19) in flat spacetime. Using the mode function
µk =
1√
2ωk
e−iωkt, (20)
where ω2k = k
2 + m˜2 + sg2φ2, in (19) and carrying out the s-integral, one finds
V Beff (φ) =
1
4π2
g2φ2
∫ ∞
0
dk k2
[√
k2 + g2φ2 − k
]
. (21)
In [15], the bare Coleman-Weinberg potential for the interaction λφ4/4! is given by
V CWeff =
1
2
∫
d4kE
(2π)2
ln
[
1 +
λφ2B
2k2E
]
. (22)
In obtaining (22), one defines a fluctuation field as φ = φB + δφ, which gives a quadratic potential
1
4λφ
2
Bδφ
2, and integrates over δφ. By comparing this quadratic potential with the potential we
are dealing with, i.e. 12g
2φ2χ2, one sees that (22) must be identical to (21) after the replacements
φB → φ and λ → 2g2 (the fields that are integrated out are δφ and χ, respectively). Indeed,
defining kE = (~k, k4) (so that k
2
E =
~k.~k + k24 = k
2 + k24) and carrying out the k4 integral in (22)
exactly yields (21).
The form of the bare effective potential (19) is suitable for adiabatic regularization. The adia-
batic mode function is defined as
µadk =
1√
2Ωk
exp
[
−i
∫ t
Ωk(t
′)dt′
]
(23)
and the mode equation (16) implies
Ω2k = ω
2
k +
3
4
Ω˙2k
Ω2k
− 1
2
Ω¨k
Ωk
, (24)
where
ω2k =
k2
a2
+ m˜2 + sg2φ2. (25)
Note that (23) obeys the Wronskian condition identically. One may now solve (24) iteratively in
the number of time derivatives starting from the 0th order solution Ω
[0]
k = ωk. Truncating the
iterative solution at any desired order3 defines an approximate adiabatic vacuum of that order.
3 In some cases, there can be an inherent ambiguity in defining the order in this iterative solution, see [29].
8Since (19) is expected to be quadratically divergent (this is the case for the Bunch-Davies
vacuum), it is enough to subtract the second order adiabatic terms from (19). A straightforward
calculation gives the renormalized effective action as
Veff (φ) =
1
2a(t)3
g2 φ2
∫
d3k
(2π)3
∫ 1
0
ds
[
|µk[t, s, φ]|2 −
∣∣∣µadk (2)∣∣∣2
]
, (26)
where
∣∣∣µadk (2)∣∣∣2 = 12ωk
[
1 +
9
8
H2
ω2k
+
3
4
H˙
ω2k
− 5
8
H2k4
a4ω6k
− 1
4
H˙k2
a2ω4k
+
1
2
H2k2
a2ω4k
]
. (27)
Note that ωk, which is defined in (25), depends on the parameter s. Eq. (26) is the main result of
this section.
The subtracted terms in (26) can be thought to arise from a counterterm potential δV (φ)
appearing in the bare action. It can be found as
δV (φ) = −a1g4φ4 − 2a1g2m˜2φ2 − g2φ2
[
a2H
2 + a3H˙
]
, (28)
where
a1 =
1
16π2
∫ ∞
0
k2dk
(k2 + 1)1/2
,
a2 =
9
64π2
∫ ∞
0
k2 dk
(k2 + 1)3/2
+
1
16π2
∫ ∞
0
k4 dk
(k2 + 1)5/2
− 5
64π2
∫ ∞
0
k6 dk
(k2 + 1)7/2
, (29)
a3 =
3
32π2
∫ ∞
0
k2 dk
(k2 + 1)3/2
− 1
32π2
∫ ∞
0
k4 dk
(k2 + 1)5/2
. (30)
This interpretation justifies the adiabatic subtraction terms in (26) since the regularization pro-
cedure can be recast as a standard renormalization method (see [30] for a similar renormalization
treatment involving adiabatic subtractions).
One may see that in the flat space limit (26) gives Veff (φ) = 0. This can be viewed as a
prescription yielding an unambiguous renormalized result. Namely, the inherently present finite
renormalizations are fixed in such a way that as the expansion of the universe is switched off the
quantum effective potential vanishes. Thus, the adiabatic regularization physically captures the
quantum effects directly related to the cosmic expansion or “particle creation”.
III. APPLICATIONS TO INFLATION
It is straightforward to apply the above formalism to any given cosmological background and
in this section we consider the standard single field slow-roll inflationary scenario. Let φ be the
9inflaton field and χ be another scalar field coupled to φ in the form (2). Such couplings are necessary
for the decay of the inflaton during reheating and the potential (2) is a plausible alternative, see
e.g. [2, 3]. Although, at the classical level the χ field does not affect the background dynamics, one
may wonder how the quantum χ fluctuations modify the classical inflaton potential v(φ) through
the coupling (2). For large field models like chaotic inflation, where the value of the inflaton field
background exceeds the Planck scale, the quantum corrections might be important.
In this computation, the slow-rolling of the inflaton field gives sub-leading corrections and
therefore we set a = exp(Ht). The Bunch-Davies mode function of the χ field in de Sitter space
obeying (16) is given by
µk[t, s, φ] = e
iπν/2
√
π
4H
H(1)ν
(
ke−Ht/H
)
, (31)
where H
(1)
ν is the standard Hankel function of first kind and
ν =
√
9
4
− sg
2φ2 + m˜2
H2
. (32)
Using the mode function in (26) and determining the adiabatic subtraction terms for de Sitter
space from (27), we obtain
Veff (φ) =
H4
4π2
(
g2φ2
H2
)∫ ∞
0
u2 du
∫ 1
0
ds[
e−πIm(ν)
π
4
∣∣∣H(1)ν (u)∣∣∣2 − 12ω(u)
(
1 +
9
8ω(u)2
+
u2
2ω(u)4
− 5u
4
8ω(u)6
)]
, (33)
where
ω(u)2 = u2 +
sg2φ2 + m˜2
H2
. (34)
Eq. (33) gives the fully renormalized exact quantum effective potential for the inflaton field that
arises from its interaction with the χ field with the potential (2). In de Sitter space, Veff (φ) turns
out to be time independent due to the underlying symmetries of the background.
If m˜ 6= 0, the u-integral is convergent near u = 0 for any value of φ. When m˜ = 0, i.e when
χ is massless, one may see that as φ → 0 the integrand in (33) vanishes and thus Veff (φ) → 0.
On the other hand, for nonzero φ the u-integral is again convergent as u → 0 since Re(ν) < 3/2.
Moreover, the adiabatic regularization guarantees UV finiteness and thus the convergence as u→
∞. Therefore, (33) is completely safe both at IR and UV, corresponding to u → 0 and u → ∞
limits, respectively.
As mentioned above, (33) is the quantum correction to the classical inflaton potential due
to its coupling to the χ field and it can be used in Einstein’s equations to modify the classical
10
g2φ2 0.01 0.1 1 2 4 20 100 200
Veff 0.005 0.03 0.06 0.07 0.07 0.08 0.07 0.06
TABLE I. The numerical values of (33) for various field values in units of the Hubble parameter H .
evolution (although the corrections turn out to be small as we will show below). This effect is
somehow complementary to the one obtained by the so called tadpole method, where one defines
a classical background and a fluctuation field, and the evolution of the background is fixed by the
vanishing of the tadpole of the fluctuation field, see e.g. [31–33]. Indeed, one may see that at one
loop the tadpole method applied to the interaction potential in (2) is equivalent to the Hartree
approximation, where g2 <χ2> appears as an effective mass term for the inflaton. At higher loops,
the tadpole method necessarily includes the inflaton loops which are completely absent in (33).
In a single field model, it is natural to assume that m˜ ≪ H, since otherwise the χ field is
expected to alter the inflationary background evolution unless the initial conditions are finely
tuned. Neglecting m˜ in (33), one sees that the effective potential becomes H4 times a dimensionless
function f(g2φ2/H2). For gφ ∼ H, the function f takes values of order unity and its dependence
on its argument is somehow weak. In Table I, we numerically evaluate Veff for various values of
gφ/H. Since Veff ∝ H4 and the background energy density is of the order ofH2M2p , the corrections
induced by Veff on the cosmological observables are suppressed by the factor H
2/M2p .
Let us now discuss a similar problem involving the cosmological perturbations. We focus on the
curvature perturbation ζ, which can be introduced in the metric as
ds2 = −dt2 + a(t)2 e2ζ(t,~x)dxidxi. (35)
As before, we treat ζ as an external field and integrate out the χ field in the path integral to obtain
an effective action. In the presence of the curvature perturbation (in the δφ = 0 gauge) the metric
(35) must include nontrivial lapse N and the shiftN i functions that depend on ζ [34]. Nevertheless,
we take ζ to be an (off-shell) superhorizon perturbation and apply a derivative expansion to the
effective ζ action to determine an effective potential. In that case ζ dependent factors in both N
and N i become negligible at the leading order since they always contain derivatives. We take χ to
be a minimally coupled massless field propagating in the metric (35) where the action becomes
S =
1
2
∫
d4x a3 e3ζ
[
χ˙2 − 1
a2
e−2ζ(∂χ)2
]
. (36)
11
Note that there is a shift symmetry in the action that is given by
ζ → ζ + λ, (37)
xi → e−λxi,
and we demand this symmetry to be preserved in our computation below.
The path integral over the momentum variable Pχ is nontrivial since it involves the external ζ
field. After applying the following canonical transformation
µ = a3/2 exp [3ζ/2]χ,
Pµ = a
−3/2 exp [−3ζ/2]Pχ, (38)
which preserves the measure
DχDPχ = DµDPµ, (39)
the path integral over Pµ becomes independent of ζ and decouples. As a result, one is left with an
integral over µ with the action
S =
1
2
∫
d4x
[
µ˙2 +
(
3
2
H˙ +
9
4
H2
)
µ2 − e
−2ζ
a2
(∂µ)2
]
, (40)
where the derivatives of ζ are again neglected for consistency with the original action (36). This
final path integral yields the functional determinant of the operator in (40). It can be seen that
the in-in calculation is again separated into two identical + and − branches, as in the previous
section.
Even for a slowly changing external field ζ, it is very difficult to calculate this functional de-
terminant exactly. On the other hand, the constant ζ configurations are pure gauge due to the
shift symmetry and the exactly calculable determinant does not give any information about the
effective action. Therefore, we focus on the curvature perturbations obeying
ζ˙ ≪ H,
∂iζ ≪ k∗ζ (41)
for some k∗ so that the path integral can partially be carried out as follows: One may see that the
time derivatives of ζ always appear with H in the combination (ζ˙ +H), thus the first condition in
(41) allows one to neglect ζ˙ in the action. Decomposing the path integral measure in the momentum
space as
Dµ =
∏
k
dµk =

∏
k<k∗
dµk



∏
k>k∗
dµk.

 (42)
12
and integrating out the modes with k > k∗, the spatial derivatives of ζ can also be neglected in
the action. As a result, ζ can effectively be treated as a constant in such a partial path integral of
“high energy modes”. For an actual superhorizon curvature perturbation ζsh, both conditions in
(41) are satisfied once k∗ is taken to be the comoving horizon scale determined by the metric (35).
Therefore, by setting
k∗ = e
ζsha(t)H (43)
it is possible to obtain an effective potential for ζsh by integrating out the subhorizon χ modes.
In normalizing this path integral, one must preserve the original shift symmetry (37) (this is
necessary due to the way ζ is introduced in the metric (35)). For that it is convenient to calculate
the derivative of the functional determinant from (A.12) (with the s derivative replaced by a
ζsh derivative), which yields the derivative of the effective potential. The undetermined additive
constant of integration can uniquely be fixed by demanding the symmetry (37). A straightforward
calculation using the formulas derived in the previous section gives an effective bare potential for
ζsh as
V Beff (ζsh)
′ = − 1
a5
e−2ζsh
∫
k>k∗
d3k
(2π)3
k2 |µk|2 , (44)
where the prime denotes derivative with respect to argument and the mode functions obey
µ¨k + e
−2ζsh
k2
a2
µk −
[
9
4
H2 +
3
2
H˙
]
µk = 0,
µkµ˙
∗
k − µ∗kµ˙k = i. (45)
We note that (44) is exact to the leading order in the derivative expansion.
In the Bunch-Davies vacuum, the bare potential (44) has a quartic UV divergence that can be
cured by adiabatic regularization by subtracting the terms up to fourth order. This gives
Veff (ζsh)
′ = − 1
a5
e−2ζsh
∫
k>k∗
d3k
(2π)3
k2
[
|µk|2 −
∣∣∣µ(4)ad ∣∣∣2
]
, (46)
where ∣∣∣µ(4)ad ∣∣∣2 = eζsh a2k
[
1 +
e2ζsh
2k2
(
a˙2 + aa˙
)
+
e4ζsh
8k4
(
3a˙4 + 3aa˙a¨− 5a2a˙a(3) − a3a(4)
)]
. (47)
One may see that in the exact de Sitter space (46) vanishes,4 which is a standard result in adiabatic
regularization (see e.g. [22]). Therefore, the slow rolling of the inflaton must be taken into account
4 In applying the adiabatic regularization to massless fields, one must actually start with a massive field and then take
a limit. In this procedure, one discovers some terms that survive “mass going to zero” limit when the momentum
integral is unconstrained and this is how the standard trace anomaly is recovered in the adiabatic regularization
[35]. In our case, since the momentum integral in (46) has already an IR cutoff, this procedure gives no extra term
in the massless limit.
13
ǫ 10−1 10−1 10−1 10−2 10−2 10−2 10−3 10−3 10−3
a 1 10 100 1 10 100 1 10 100
C 10−3 4× 10−4 10−4 1.1× 10−4 1.0× 10−4 0.9× 10−4 1.10× 10−5 1.08× 10−5 1.07× 10−5
TABLE II. The numerical values of the coefficient C given in (52) for different values of ǫ evaluated at
different times labeled by the scale factor a. Note that for this set C ∼ 10−2ǫ and the pre-factor is related
to the overall number 1/(6π2) appearing in (52).
and here we take the background to be the space with constant deceleration obeying
H˙ = −ǫH2, (48)
where ǫ is a constant that is not necessarily small. Introducing the conformal time adη = dt, the
scale factor can be expressed as
a = (−H0η)−1/(1−ǫ) (49)
where the constant H0 can be identified with the inflationary Hubble scale when ǫ ≪ 1. The
Bunch-Davies mode function obeying (45) is given by
µk =
√
π
4H0
aǫ/2H(1)ν
(
−e−ζshkη
)
, ν =
3− ǫ
2(1 − ǫ) (50)
and (46) becomes
Veff (ζsh) = C H
4
0 e
3ζsh (51)
where
C = − 1
6π2
∫ ∞
1
duu4
[
π
4
aǫ|H(1)ν (uaǫ)|2 −
1
2u
(
1 +
2− ǫ
2(1− ǫ)2u2a2ǫ +
3ǫ(2− ǫ)(3− 2ǫ)
8(1 − ǫ)4u4a4ǫ
)]
. (52)
In fixing the integration constant in (51) we demand the action to have the symmetry (37). Note
that the coefficient C is time dependent, but this dependence is mild in the slow-roll regime.
One may see that C → 0 as ǫ → 0. Thus, C ≃ ǫ for ǫ ≪ 1 (see Table II) and in the slow-roll
approximation (46) becomes
Veff (ζsh) ≃ ǫH40 e3ζsh . (53)
It is important to emphasize that (53) can only be used for superhorizon modes and the corrections
induced by (53) occur after horizon crossing. Physically, one may imagine them to arise due to
the scatterings of the superhorizon ζsh with the subhorizon (virtual) χ fluctuations. The theorems
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proved in [36, 37] regarding the conservation of superhorizon ζ in quantum theory are not applicable
here due to presence of the extra scalar field χ.
One may calculate the tree level corrections to the power spectrum and non-gaussianity that
follow from (53). The quadratic piece coming from the expansion of the exponential yields a mass
term that modifies the power spectrum and the cubic term yields a nonzero fNL. The relative
magnitude of the correction to the power spectrum and fNL are given by
N
H2
M2p
(54)
where N is the number of e-folds from the horizon crossing (of the mode of interest) till the end
of inflation (with the start of reheating loop corrections may still be important as discussed in
[38–40] but the whole calculation takes a different form). This slight enhancement is similar to
ln(a) factors appearing in loop corrections, see e.g. [16].
Finally, it is also possible to work out an effective potential for the inflaton that arises from inte-
grating out its own quantum fluctuations. To see that, one may introduce the standard generating
functional5
eiW [J ] =
∫
DφeiScl[φ]+i
∫
Jφ, (55)
and the quantum effective action
Γ[φcl] =W [J ]−
∫
Jφcl. (56)
Using δΓ/δφcl = −J , (55) can be written as
eiΓ[φcl] =
∫
Dφe
iScl[φ]−i
∫
δΓ
δφcl
(φ−φcl), (57)
which is an exact expression for Γ. Expanding the quantum effective action as
Γ = Scl + S
(1), (58)
where S(1) denotes a first order (one-loop) correction, defining a new integration variable χ = φ−φcl
and keeping only the leading order terms one finds
eiS
(1)[φcl] ≃
∫
Dχ exp
[
i
2
∫
χ
δ2Scl
δφclδφcl
χ
]
. (59)
5 It is straightforward to repeat the analysis below for the in-in case.
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This gives the one-loop effective action S(1) in terms of the functional determinant of the (second
order) fluctuation operator. Starting with a classical inflaton potential v(φ), the adiabatically
regularized one loop quantum potential is given by (26) with the replacement
g2 → v′′(φ) (60)
where the prime denotes derivative with respect to argument. A similar analysis can be done for
the curvature perturbation ζ.
IV. CONCLUSIONS
In this paper, we use mode functions to express the functional determinants that give one-loop
effective potentials of scalar fields propagating in cosmological backgrounds and apply adiabatic
regularization to cure the resulting infinities. It turns out that in this problem the adiabatic
regularization can be cast into a well defined renormalization procedure corresponding to the
specific counterterms added to the action. The finite renormalizations are automatically fixed in
such a way that the effective potential vanishes when the expansion of the universe is turned off,
thus it captures the quantum effects related to the expansion.
The same method can also be applied to derive an effective potential for the superhorizon
curvature perturbation ζsh encoding its interactions with virtual subhorizon modes circulating
in the loops. For a given mode, the effective potential can be used starting from the horizon
crossing time till the beginning of reheating. In that case, it is difficult to interpret the adiabatic
regularization by counterterms added to the action since the momentum integral is cut off at the
horizon crossing time (see e.g. slow-roll parameter dependent terms in (52)). In any case, the
loop effects involving cosmological perturbations already contain non-renormalizable gravitational
interactions and consequently the whole problem should be viewed in an effective field theory
approach.
The corrections induced by the effective inflaton potential on the background evolution and
effective ζsh potential on the cosmological observables like power spectrum and non-gaussianity
turn out to be small even in the large field models like chaotic. These findings support the general
view that inflation can fully be understood in a semiclassical approach and quantum backreaction
effects can safely be neglected.
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Appendix: The functional determinant of a time dependent in-in operator
We consider the Hilbert space of doublets of time dependent functions
Φ(t) =

 φ+(t)
φ−(t)

 , (A.1)
which are defined in the interval (ta, tb) with the inner product
<Φ1|Φ2>=
∫ tb
ta
dtΦT1 (t)Φ2(t) =
∫ tb
ta
dt
[
φ+1 (t)φ
+
2 (t) + φ
−
1 (t)φ
−
2 (t)
]
. (A.2)
We assume that these functions obey suitable boundary conditions so that the one parameter
family of operators Ls, which have the following form
Ls =

 L 0
0 −L

+ s

 Ω+(t) 0
0 −Ω−(t)

 , (A.3)
are self-adjoint with discrete spectrum. Here, L denotes a generic second order (ordinary) differ-
ential operator, s is a real parameter and Ω± are smooth functions. Our aim is to calculate the
ratios of the two determinants in this family, i.e. detL1/detL0.
For a given parameter s, let
yn(s) =

 y+n (t, s)
y−n (t, s)

 (A.4)
to denote the eigenfunctions of the self-adjoint operator (A.3), i.e.
Lsyn(s) = λn(s)yn(s). (A.5)
The eigenfunctions can be taken to be orthonormal
<yn(s)|ym(s)>= δnm (A.6)
and they also form a complete set of basis functions in the Hilbert space satisfying the following
completeness relation
∑
n
yn(s, t)y
T
n (s, t
′) =

 δ(t− t′) 0
0 δ(t− t′)

 . (A.7)
The Green function with the prescribed boundary conditions is defined by
LsGs =

 δ(t− t′) 0
0 δ(t − t′)

 . (A.8)
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We assume that Ls has no zero modes and the Green function is uniquely defined. The matrix
entries, which can be introduced as
Gs(t, t
′) =

 G++s (t, t′) G+−s (t, t′)
G−+s (t, t
′) G−−s (t, t
′)

 , (A.9)
are fixed by the eigenfunctions yn(s) as
Gs(t, t
′) =
∑
n
yn(s, t)y
T
n (s, t
′)
λn(s)
. (A.10)
As discussed in [26], one may use this identity in constructing standard in-in propagators in flat
space.
Formally, the determinant can be written as
detLs = exp [Tr lnLs] , (A.11)
where the trace is defined in the Hilbert space (A.2). Differentiating the above expression with
respect to s and noting that L−1s = Gs one finds
d
ds
ln detLs = Tr
[
Gs
dLs
ds
]
, (A.12)
which can be used to express the determinant an operator in terms of its Green function (see e.g.
[4–9]).
To get a more rigorous derivation of (A.12), one may follow a simple method presented in [14].
The determinant of the operator, which is defined as
detLs =
∏
n
λn(s), (A.13)
generically diverges. However, the ratio of the two determinants like detL1/detL0 is usually well
defined and finite. Differentiating the eigenvalue equation
λn(s) =<yn(s)|Ls|yn(s)> (A.14)
with respect to s (an s-derivative is denoted by a prime), one may find
λn(s)
′ =<yn(s)|

 Ω+ 0
0 −Ω−

 |yn(s)> . (A.15)
Then,
∑
n
ln [λn(s)]
′ =
∑
n
∫ tb
ta
dt
[
y+n (t, s)y
+
n (t, s)
λn(s)
Ω+(t)− y
−
n (t, s)y
−
n (t, s)
λn(s)
Ω−(t)
]
, (A.16)
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where the components of the eigenfunctions are introduced in (A.4). Integrating this last equation
with respect ot s and using (A.9) and (A.10), one finally obtains
ln
[
detL1
detL0
]
=
∫ 1
0
ds
∫ tb
ta
dt
[
G++s (t, t)Ω
+(t)−G−−s (t, t)Ω−(t)
]
, (A.17)
which expresses the ratios of the determinants in terms of the Green function.
One nice feature of the construction of [14] is that it can be readily generalized to partial dif-
ferential operators, unlike the case with the Gel’fand-Yaglom theorem (see e.g. [41, 42]). Consider
the doublets of functions
Φ(x) =

 φ+(xµ)
φ−(xµ)

 , (A.18)
which are defined in an n-dimensional space parametrized with the coordinates xµ and endowed
with the following inner product
<Φ1|Φ2>=
∫
dnxΦT1 (x)Φ2(x). (A.19)
Consider a self-adjoint operator of the form (A.3) where L now denotes a partial differential operator
and Ω±(t)→ Ω±(xµ). It is easy to repeat the above steps to show that
ln
[
detL1
detL0
]
=
∫ 1
0
ds
∫
dnx
[
G++s (x;x)Ω
+(x)−G−−s (x;x)Ω−(x)
]
, (A.20)
where the Green function is defined as
LsGs(x;x
′) =

 δn(x− x′) 0
0 δn(x− x′)

 . (A.21)
In the cosmological setting of our interest, one has xµ = (t, xi) and L is fixed by the covariant
Laplacian as in (10). In that case, the spectrum of the operator Ls is usually continuous. However,
one can initially take the spatial coordinates xi to be periodic with period a giving a discrete set of
momenta 2πni/a with integers ni. One may then take a→∞ limit that would replace the discrete
Fourier modes with the continuous Fourier transform, which would justify the use of (A.20).
ACKNOWLEDGMENTS
ESK is supported by TU¨BI˙TAK-BI˙DEB 2211-A Fellowship.
[1] G. V. Dunne, Functional determinants in quantum field theory, J. Phys. A 41 (2008) 304006,
arXiv:0711.1178 [hep-th].
19
[2] Y. Shtanov, J. H. Traschen and R. H. Brandenberger, Universe reheating after inflation, Phys. Rev. D
51 (1995) 5438, hep-ph/9407247.
[3] L. Kofman, A. D. Linde and A. A. Starobinsky, Towards the theory of reheating after inflation, Phys.
Rev. D 56 (1997) 3258, hep-ph/9704452.
[4] P. Candelas and D. J. Raine, General Relativistic Quantum Field Theory-An Exactly Soluble Model,
Phys. Rev. D 12 (1975) 965.
[5] B. Garbrecht, Ultraviolet Regularisation in de Sitter Space, Phys. Rev. D 74 (2006) 043507, hep-
th/0604166.
[6] A. Bilandzic and T. Prokopec, Quantum radiative corrections to slow-roll inflation, Phys. Rev. D 76
(2007) 103507, arXiv:0704.1905 [astro-ph].
[7] T. M. Janssen, S. P. Miao, T. Prokopec and R. P. Woodard, Infrared Propagator Corrections for
Constant Deceleration, Class. Quant. Grav. 25 (2008) 245013, arXiv:0808.2449 [gr-qc].
[8] T. M. Janssen, S. P. Miao, T. Prokopec and R. P. Woodard, The Hubble Effective Potential, JCAP
0905 (2009) 003, arXiv:0904.1151 [gr-qc].
[9] S. P. Miao and R. P. Woodard, Fine Tuning May Not Be Enough, arXiv:1506.07306 [astro-ph.CO].
[10] A. Riotto and M. S. Sloth, On Resumming Inflationary Perturbations beyond One-loop, JCAP 0804
(2008) 030, arXiv:0801.1845 [hep-ph].
[11] J. Serreau, Effective potential for quantum scalar fields on a de Sitter geometry, Phys. Rev. Lett. 107
(2011) 191103, arXiv:1105.4539 [hep-th].
[12] M. Herranen, T. Markkanen and A. Tranberg, Quantum corrections to scalar field dynamics in a
slow-roll space-time, JHEP 1405 (2014) 026, arXiv:1311.5532 [hep-ph].
[13] A. Kaya, Exact renormalization group flow in an expanding Universe and screening of the cosmological
constant, Phys. Rev. D 87(2013) 123501, arXiv:1303.5459 [hep-th].
[14] H. Kleinert and A. Chervyakov, Simple explicit formulas for Gaussian path integrals with time depen-
dent frequencies, Phys. Lett. A 245 (1998) 345, quant-ph/9803016.
[15] S. R. Coleman and E. J. Weinberg, Radiative Corrections as the Origin of Spontaneous Symmetry
Breaking, Phys. Rev. D 7 (1973) 1888.
[16] E. O. Kahya, V. K. Onemli and R. P. Woodard, The Zeta-Zeta Correlator Is Time Dependent, Phys.
Lett. B 694 (2010) 101, arXiv:1006.3999 [astro-ph.CO].
[17] S. P. Miao and R. P. Woodard, Issues Concerning Loop Corrections to the Primordial Power Spectra,
JCAP 1207 (2012) 008, arXiv:1204.1784 [astro-ph.CO].
[18] W. Xue, K. Dasgupta and R. Brandenberger, Cosmological UV/IR Divergences and de-Sitter Space-
time, Phys. Rev. D 83 (2011) 083520, arXiv:1103.0285 [hep-th].
[19] L. Parker and S. A. Fulling, Adiabatic regularization of the energy momentum tensor of a quantized
field in homogeneous spaces, Phys. Rev. D 9 (1974) 341.
[20] Y. B. Zeldovich and A. A. Starobinsky, Particle production and vacuum polarization in an anisotropic
gravitational field, Sov. Phys. JETP 34 (1972) 1159, Zh. Eksp. Teor. Fiz. 61 (1971) 2161.
20
[21] L. Parker, Amplitude of Perturbations from Inflation, hep-th/0702216.
[22] I. Agullo, J. Navarro-Salas, G. J. Olmo and L. Parker, Revising the predictions of inflation for the cosmic
microwave background anisotropies, Phys. Rev. Lett. 103 (2009) 061301, arXiv:0901.0439 [astro-ph.CO].
[23] I. Agullo, J. Navarro-Salas, G. J. Olmo and L. Parker, Revising the observable consequences of slow-roll
inflation, Phys. Rev. D 81 (2010) 043514, arXiv:0911.0961 [hep-th].
[24] S. Weinberg, The Quantum theory of fields. Vol. 1: Foundations, Cambridge, UK: Univ. Pr. (1995).
[25] S. Weinberg, Quantum contributions to cosmological correlations, Phys. Rev. D 72 (2005) 043514,
hep-th/0506236.
[26] A. Kaya, The functional measure for the in-in path integral, Class. Quant. Grav. 32 (2015) 9, 095008,
arXiv:1212.3066 [hep-th].
[27] M. Seriu and T. P. Singh, On the relation between causality and topology in the semiclassical universe,
Phys. Rev. D 50 (1994) 6165.
[28] A. Kaya, Stationary phase approximation and instanton-like states for cosmological in-in path integrals,
Phys. Rev. D 86 (2012) 123511, arXiv:1209.4694 [hep-th].
[29] R. Durrer, G. Marozzi and M. Rinaldi, On Adiabatic Renormalization of Inflationary Perturbations,
Phys. Rev. D 80 (2009) 065024, arXiv:0906.4772 [astro-ph.CO].
[30] T. Markkanen and A. Tranberg, A Simple Method for One-Loop Renormalization in Curved Space-
Time, JCAP 1308 (2013) 045, arXiv:1303.0180 [hep-th].
[31] S. Weinberg, Gauge and Global Symmetries at High Temperature, Phys. Rev. D 9 (1974) 3357.
[32] D. Boyanovsky, H. J. de Vega, R. Holman, D. S. Lee and A. Singh, Dissipation via particle production
in scalar field theories, Phys. Rev. D 51 (1995) 4419, hep-ph/9408214.
[33] H. Collins, R. Holman and A. Ross, Effective field theory in time-dependent settings, JHEP 1302 (2013)
108, arXiv:1208.3255 [hep-th].
[34] J. M. Maldacena, Non-Gaussian features of primordial fluctuations in single field inflationary models,
JHEP 0305 (2003) 013, astro-ph/0210603.
[35] T. S. Bunch, Calculation of the Renormalized Quantum Stress Tensor by Adiabatic Regularization in
Two-Dimensional and Four-Dimensional Robertson-Walker Space-Times, J. Phys. A 11 (1978) 603.
[36] L. Senatore and M. Zaldarriaga, The constancy of ζ in single-clock Inflation at all loops, JHEP 1309
(2013) 148, arXiv:1210.6048 [hep-th].
[37] V. Assassi, D. Baumann and D. Green, Symmetries and Loops in Inflation, JHEP 1302 (2013) 151,
arXiv:1210.7792 [hep-th].
[38] A. Kaya, Loops in reheating and cosmological perturbations, Phys. Rev. D 90 (2014) 043506,
arXiv:1306.3236 [hep-th].
[39] N. Katirci, A. Kaya and M. Tarman, More on loops in reheating: Non-gaussianities and tensor power
spectrum, JCAP 1406 (2014) 022, arXiv:1402.3316 [hep-th].
[40] A. Kaya and E. S. Kutluk, Entropy mode loops and cosmological correlations during perturbative
reheating, JCAP 1501 (2015) 01, 026, arXiv:1409.2884 [hep-th].
21
[41] R. Forman, Functional determinants and geometry, Invent. Math. 88 (1987) 447 (1987); Erratum, ibid
108 (1992)453.
[42] G. V. Dunne and K. Kirsten, Functional determinants for radial operators, J. Phys. A 39 (2006) 11915,
hep-th/0607066.
