We describe properties of the nonstandard q-deformation U ′ q (son) of the universal enveloping algebra U (son) of the Lie algebra son which does not coincide with the Drinfeld-Jimbo quantum algebra Uq(son). In particular, it is shown that there exists an isomorphism from U 
Introduction
Quantum orthogonal groups, quantum Lorentz groups and their corresponding quantum algebras are of special interest for modern mathematical physics [1] [2] [3] . M. Jimbo [4] and V. Drinfeld [5] defined q-deformations (quantum algebras) U q (g) for all simple complex Lie algebras g by means of Cartan subalgebras and root subspaces (see also [6] and [7] ). Reshetikhin, Takhtajan and Faddeev [8] defined quantum algebras U q (g) in terms of the quantum R-matrix satisfying the quantum Yang-Baxter equation. However, these approaches do not give a satisfactory presentation of the quantum algebra U q (so(n, C)) from a viewpoint of some problems in quantum physics and representation theory. When considering representations of the quantum groups SO q (n + 1) and SO q (n, 1) we are interested in reducing them onto the quantum subgroup SO q (n). This reduction would give an analogue of the Gel'fand-Tsetlin basis for these representations. However, definitions of quantum algebras mentioned above do not allow the inclusions U q (so(n + 1, C)) ⊃ U q (so(n, C)) and U q (so n,1 ) ⊃ U q (so n ). To be able to exploit such reductions we have to consider q-deformations of the Lie algebra so(n + 1, C) defined in terms of the generators I k,k−1 = E k,k−1 − E k−1,k (where E is is the matrix with elements (E is ) rt = δ ir δ st ) rather than by means of Cartan subalgebras and root elements. To construct such deformations we have to deform trilinear relations for elements I k,k−1 instead of Serre's relations (used in the case of Jimbo's quantum algebras). As a result, we obtain the associative algebra which will be denoted as U ′ q (so(n, C)). These q-deformations were first constructed in [9] . They permit one to construct the reductions of U ′ q (so n,1 ) and U ′ q (so n+1 ) onto U ′ q (so n ). The q-deformed algebra U ′ q (so(n, C)) leads for n = 3 to the q-deformed algebra U ′ q (so(3, C)) defined by D. Fairlie [10] . The cyclically symmetric algebra, similar to Fairlie's one, was also considered somewhat earlier by Odesskii [11] . The algebra U ′ q (so(3, C)) allows us to construct the noncompact quantum algebra U ′ q (so 2,1 ). The algebra U ′ q (so(4, C)) is a q-deformation of the Lie algebra so(4, C) given by means of usual bilinear commutation relations between the elements I ji , 1 ≤ i < j ≤ 4. In the case of the classical Lie algebra so(4, C) one has so(4, C) = so(3, C) + so (3, C) , while in the case of our q-deformation U ′ q (so(4, C)) this is not the case.
In the classical case, the imbedding SO(n) ⊂ SU (n) (and its infinitesimal analogue) is of great importance for nuclear physics and in the theory of Riemannian symmetric spaces. It is well known that in the framework of Drinfeld-Jimbo quantum groups and algebras one cannot construct the corresponding embedding. The algebra U ′ q (so(n, C)) allows to define such an embedding [12] , that is, it is possible to define the embedding U ′ q (so(n, C)) ⊂ U q (sl n ), where U q (sl n ) is the Drinfeld-Jimbo quantum algebra.
As a disadvantage of the algebra U ′ q (so(n, C)) we have to mention the difficulties with Hopf algebra structure. Nevertheless, U ′ q (so(n, C)) turns out to be a coideal in U q (sl n ) (see [12] ) and this fact allows us to consider tensor products of finite dimensional irreducible representations of U ′ q (so(n, C)) for many interesting cases. For convenience, below we denote the Lie algebra so(n, C) by so n and the q-deformed algebra U ′ q (so(n, C)) by U ′ q (so n ). Finite dimensional irreducible representations of the algebra U ′ q (so n ) were constructed in [9] . The formulas of action of the generators of U ′ q (so n ) upon the basis (which is a q-analogue of the Gel'fand-Tsetlin basis) are given there. A proof of these formulas and some their corrections were given in [13] . However, finite dimensional irreducible representations described in [9] and [13] are representations of the classical type. They are q-deformations of the corresponding irreducible representations of the Lie algebra so n , that is, at q → 1 they turn into representations of so n .
The algebra U ′ q (so n ) has other classes of finite dimensional irreducible representations which have no classical analogue. These representations are singular at the limit q → 1. They are described in [14] . Note that the description of these representations for the algebra U ′ q (so 3 ) is given in [15] . A classification of irreducible * -representations of real forms of the algebra U ′ q (so 3 ) is given in [16] . The aim of this paper is to give irreducible representations of the algebra U ′ q (so n ) in the case when q is a root of unity. We prove that in this case all irreducible representations of U ′ q (so n ) are finite dimensional. In order to prove the corresponding theorem we prove an analogue of the Poincaré-Birkhoff-Witt theorem for U ′ q (so n ) (this analogue was anounced in [17] ) and use central elements of this algebra for q a root of unity (they are derived in [18] ).
For construction of irreducible representations of U ′ q (so n ) for q a root of unity, we use the method of D. Arnaudon and A. Chakrabarti [19] for construction of irreducible representations of the quantum algebra U q (sl n ) when q is a root of unity. If q p = 1 and p is an odd integer, then we construct the series of irreducible representations of U ′ q (so n ) which act on p N -dimensional vector space (where N is the number of positive roots of the Lie algebra so n ) and are given by r = dim so n complex parameters. These representations are irreducible for generic values of these parameters. These representations constitute the main class of irreducible representations of U ′ q (so n ). For some special values of the representation parameters in C r the representations are reducible. These reducible representations give many other classes of (degenerate) irreducible representations which are given by less number of parameters or by parameters, values of which cover subsets of C r of Lebesgue measure 0. As in the case of irreducible representations of the quantum algebra U q (sl n ), it is difficult to enumerate all irreducible representations of these classes. However, we give some most important classes of these degenerate representations. In particular, we give 2 n−1 classes of these representations, which are an analogue of the nonclassical type irreducible representations of U ′ q (so n ) for q not a root of unity.
2. The q-deformed algebra U ′ q (so n ) The Drinfeld-Jimbo algebra U q (so n ) is obtained by deforming Serre's relations for generating elements [20] ). In order to obtain U ′ q (so n ) we have to take determining relations for the generating elements I 21 , I 32 , · · · , I n,n−1 of U (so n ) (they do not coincide with E j , F j , H j ) and to deform these relations. The elements I 21 , I 32 , · · · , I n,n−1 belong to the basis I ij , i > j, of the Lie algebra so n . The matrices I ij , i > j, are defined as I ij = E ij − E ji , where E ij is the matrix with entries (E ij ) rs = δ ir δ js . The universal enveloping algebra U (so n ) is generated by a part of the basis elements I ij , i > j, namely, by the elements I 21 , I 32 , · · · , I n,n−1 . These elements satisfy the relations
The following theorem is true [21] for the universal enveloping algebra U (so n ). Theorem 1. The universal enveloping algebra U (so n ) is isomorphic to the complex associative algebra (with a unit element) generated by the elements I 21 , I 32 , · · · , I n,n−1 satisfying the above relations.
We make the q-deformation of these relations by 2
As a result, we obtain the complex associative algebra generated by elements I 21 , I 32 , · · · , I n,n−1 satisfying the relations
This algebra was introduced by us in [9] and is denoted by U ′ q (so n ). We wish to formulate and to prove for the algebra U ′ q (so n ) an analogue of the Poincaré-Birkhoff-Witt theorem. For this we determine (see [22] and [23] ) in U ′ q (so n ) elements analogous to the matrices I ij , i > j, of the Lie algebra so n . In order to give them we use the notation
The elements I + kl , k > l, satisfy the commutation relations
[I + kl , I
+ nr ] = 0 for k > l > n > r and k > n > r > l,
For I The algebra U ′ q (so n ) can be considered as an associative algebra (with unit element) generated by I + kl , 1 ≤ l < k ≤ n, satisfying the relations (5)- (7) . Really, using the relations (4) we can reduce the relations (5)- (7) to the relations (1)-(3) for I 21 , I 32 , · · · , I n,n−1 (for the case of the algebra U ′ q (so 3 ) this reduction is simple and is given, for example, in [15] ). Similarly, U ′ q (so n ) is an associative algebra generated by I − kl , 1 ≤ l < k ≤ n, satisfying the corresponding relations.
Now the Poincaré-Birkhoff-Witt theorem for the algebra U ′ q (so n ) can be formulated as follows. Proof. The proof of this theorem is essentially based on Bergman's Diamond Lemma [24] . All the terms which we use in this proof without explanation are defined there. Let us consider U ′ q (so n ) as an associative algebra, generated by the elements I + kl , 1 ≤ l < k ≤ n, satisfying the relations (5)- (7) . These relations can be presented in the form of reduction rules
Every element of the algebra U ′ q (so n ) can be presented as a linear combination of monomials of the noncommuting elements I + kl , l < k. If some monomial contains as a submonomial the left-hand side of some of formulas (8)- (13) , then this submonomial must be replaced by the corresponding right-hand side.
In order to show that the described procedure of reductions will terminate, we introduce the total ordering in the set of all monomials. We set I + m,p ≺ I + k,l if either p < l or both p = l and m < k. Then we say X ≺ Y if the length (the number of generators) of monomial X is less than the length of monomial Y or if their lengths are equal, but X is less than Y in the sense of lexicographical ordering with respect to the ordering of generators. The introduced ordering has an obvious property: condition X ≺ Y implies AXB ≺ AY B for arbitrary two monomials A and B. Since the left-hand side of any rule from the reduction system (8)- (13) is greater than any monomial in the corresponding right-hand side, the procedure of reductions must terminate. The basis monomials of the statement of the theorem are exactly that monomials which can not be reduced more.
We need only to show that the result of reductions does not depend on the order of using reduction rules. The Diamond Lemma claims that this requirement will be fulfilled if one shows that all ambiguities that arise in the reduction system (8)- (13) are resolvable. It is easy to see, that all these ambiguities are overlap ambiguities and appear when one considers monomials such as I
proof of the resolvability of arising ambiguities is the same (up to replacement of indices) for all the initial monomials having the same ordering of indices. In this case, we say that ambiguities are of the same type. It is enough to prove resolvability only for one representative from the set of all monomials with some fixed type of ambiguity.
Let us demonstrate resolvability of some concrete type of ambiguity. Consider the reduction of the monomials I It is easy to show by exactly the same calculation, that all the other 65 types of ambiguities which arise in the reduction system (8)- (13) are also resolvable. Therefore, all the conditions of the Diamond Lemmma are fulfilled and theorem is proved.
The isomorphism U
The algebra U ′ q (so n ) can be embedded into the Drinfeld-Jimbo quantum algebra U q (sl n ) (see [12] ). This quantum algebra is generated by the elements E i ,
where a ij are elements of the Cartan matrix of the Lie algebra sl n .
In order to prove Theorem 3 below, we note that there exists a one-to-one correspondence between the basis elements of the algebra U ′ q (so n ) from Theorem 2 and the basis elements of the subalgebra N − of the quantum algebra U q (sl n ), generated by F 1 , F 2 , · · · , F n−1 . The last basis elements are constructed by means of the following ordering of positive roots of the Lie algebra sl n :
where β ij = α i + α i+1 + · · · + α j−1 and α k are simple roots. (This ordering is the same as in Theorem 2.) To every root of this set there corresponds the element F βij ∈ N − (see, for example, [7] ). Then according to the Poincaré-Birkhoff-Witt theorem for the algebra N − (see, [7] , subsection 6.2.3) the elements
(the order of β ij is the same as in (14)) form a basis of N − . Then the mapping
is the one-to-one correspondence between basis elements in N − and in U ′ q (so n ) which will be denoted by T .
Similarly, to every root β ij from (14) there corresponds the element E βij of the subalgebra
(the order of β ij is the same as in (14)) form a basis of N + . The formulas
n−1 ) = 0 establish a gradation in U q (sl n ) (see [7] , subsection 6.1.5).
Let us introduce the elements
It is proved in [12] that there exists the algebra homomorphism ϕ :
The following theorem states that this homomorphism is an isomorphism.
Proof. In [22] the authors of that paper state that this homomorphism is an isomorphism and say that it can be proved by means of the Diamond Lemma. However, we could not restore their proof and found another one. It use the above Poincaré-Birkhoff-Witt theorem for the algebra U ′ q (so n ). Namely, we use the explicit expressions from [22] for the elementsĨ ij ≡ ϕ(I ij ) ∈ U q (sl n ) in terms of the elements of the L-functionals of the quantum algebra U q (sl n ):
where c i is equal to q s with an appropriate s ∈ Z and
Here J = diag (q n−1 , q n−2 , · · · , 1) and explicit expressions for matrix elements l + ij and l − ij of the matrices L + and L − are given by formulas from [12] (see also [7] , subsection 8.5.2). In particular, l
The elements l ± jj belong to the subalgebra H generated by K 1 , K 2 , · · · , K n−1 . By (18) for j > i we obtain
Substituting here expressions forĨ − ji from formulas (17) and (19), we obtain ϕ(a) in form of a sum with a single summand of the lowest degree. This summand of lowest degree is c ′ F βn,n−1 . This linear combination contains a subsum of a (fixed) lowest degree and this subsum cannot be concelled with other summands in ϕ(a). Therefore, ϕ(a) = 0 and ϕ is an isomorphism from U ′ q (so n ) to U q (sl n ). Theorem is proved.
This theorem has an important corollary.
Corollary. Finite dimensional irreducible representations of U ′ q (so n ) separate elements of this algebra, that is, for any a ∈ U ′ q (so n ) there exists a finite dimensional irreducible representation T of U ′ q (so n ) such that T (a) = 0. Proof. If q is not a root of unity, then the assertion of the theorem follows from Theorem 3 and from the theorem on separation of elements of the algebra U q (sl n ) by its representations (see subsection 7.1.5 in [7] ) if to take into account the fact (proved in [22] ) that a restriction of any finite dimensional irreducible representation of U q (sl n ) onto the subalgebra U ′ q (so n ) decomposes into a direct sum of its irreducible representations. Let now q be a root of unity, that is q k = 1. We denote by N a positive integer such that every irreducible representation of the quantum algebra U q (sl n ) has dimension less than N . Let a be any nonvanishing element of U ′ q (so n ). Then there exists an irreducible representation T of U q (sl n ) such that T (ϕ(a N )) = 0. (Note that a N = 0 since U q (sl n ) has no divisors of zero.) LetT be the restriction of T to the subalgebra U ′ q (so n ). ThenT is reducible. For simplicity we suppose thatT contains only two irreducible representations of U ′ q (so n ). (IfT contains more irreducible constituents, then the proof is the same as for two ones.) Generally speaking,T is not completely reducible, that is in some basis the representationT is of the form
where T 1 and T 2 are irreducible representations of
If T 1 (a) = 0 or T 2 (a) = 0, then irreducible representations of U ′ q (so n ) separate the element a. Let T 1 (a) = 0 and T 2 (a) = 0. Theñ
In this caseT (a) is a nilpotent matrix andT (a) N =T (a N ) = 0. This contradict the assupmtion thatT (a N ) = 0. Therefore, the case T 1 (a) = 0 and T 2 (a) = 0 is not possible. Corollary is proved.
Finite dimensionality of representations
Everywhere below we assume, if other is not stated, that q is a root of unity. Moreover, we consider that q k = 1 and k is an odd integer. Below we shall need an information on the center of the algebra U ′ q (so n ). Central elements of the algebra U ′ q (so n ) for any value of q are found in [17] and [22] . They are given in the form of homogeneous polynomials of elements of U ′ q (so n ). If q is a root of unity, then (as in the case of Drinfeld-Jimbo quantum algebras) there are additional central elements of U ′ q (so n ) which are given by the following theorem, proved in [18] . Theorem 4. Let q k = 1 for k ∈ N and q j = 1 for 0 < j < k. Then the elements
where {(k − 1)/2} is the integral part of the number (k − 1)/2, belong to the center of U ′ q (so n ). It is well-known that a Drinfeld-Jimbo algebra U q (g) for q a root of unity (q k = 1) is a finite dimensional vector space over the center of U q (g). The same assertion is true for the algebra U ′ q (so n ). In fact, by Theorem 4 any element (I + ij ) s , s ≥ k, can be reduced to a linear combination of (I + ij ) r , r < k, with coefficients from the center C of U ′ q (so n ). Now our assertion follows from this sentence and from Poincaré-Birkhoff-Witt theorem for U ′ q (so n ). Theorem 5. If q is a root of unity, then any irreducible representation of U ′ q (so n ) is finite dimensional.
Proof. Let q be a root of unity, that is q k = 1. Let T be an irreducible representation of U ′ q (so n ) on a vector space V. Then T maps central elements into scalar operators. Since the linear space U ′ q (so n ) is finite dimensional over the center C with the basis I Hence, if v is a nonzero vector of the representation space V, then T (U ′ q (so n ))v = V since T is an irreducible representation. Since T (a) is of the above form for any a ∈ U ′ q (so n ), then V is finite dimensional. Theorem is proved.
It follows from this proof that there exists a fixed positive integer r such that dimension of any irreducible representation of U ′ q (so n ) at q a root of unity does not exceed r. Of course, the number r depends on k (recall that k is defined by q k = 1).
Cyclic representations at q a root of unity
Taking into account Theorem 5, below under studying irreducible representations of U ′ q (so n ) at q a root of unity we consider only its finite dimensional representations. If q is not a root of unity, there exists two types of such representations:
(a) representations of the classical type (at q → 1 they give the corresponding finite dimensional irreducible representations of the Lie algebra so n ); (b) representations of the nonclassical type (they do not admit the limit q → 1 since in this point the representation operators are singular). These representations are described in [14] .
Let us consider irreducible representations of U ′ q (so n ) for q a root of unity (q k = 1 and k is a smallest positive integer with this property). We also assume that k is odd. If k would be even, then almost all below reasoning is true, if to replace k by k ′ = k/2 (as in the case of irreducible representations of the quantum algebra U q (sl 2 ) for q a root of unity in [7] , chapter 3).
We fix complex numbers m 1,n , m 2,n , ..., m {n/2},n (here {n/2} denotes an integral part of n/2) and c ij , h ij , j = 2, 3, · · · , n − 1, i = 1, 2, · · · , {j/2} such that no of the numbers
(We also suppose that c ij = 0.) The set of these numbers will be denoted by ω:
where m n is the set of the numbers m 1,n , m 2,n , ..., m {n/2},n , and c j and h j are the sets of numbers c ij , i = 1, 2, · · · , {j/2}, and h ij , i = 1, 2, · · · , {j/2}, respectively. (Thus, ω contains r = dim so n complex numbers.) Let V be a complex vector space with a basis labelled by the tableaux
where the set of numbers m n consists of {n/2} numbers m 1,n , m 2,n , · · · , m {n/2},n given above, and for each s = 2, 3, · · · , n − 1, m s is a set of numbers m 1,s , · · · , m {s/2},s and each m i,s runs independently the values h i,s , h i,s + 1, · · · , h i,s + k − 1. Thus, dim V coincides with k N , where N is the number of positive roots of so n . It is convenient to use for the numbers m i,s , s = 2, 3, · · · , n, the so-called l-coordinates
To the set of numbers ω there corresponds the irreducible finite dimensional representation T ω of the algebra U ′ q (so n ). The operators T ω (I 2p+1,2p ) of the representation T ω act upon the basis elements, labelled by (21) , by the formula
(23) and the operators T ω (I 2p,2p−1 ) of the representation T ω act as
where numbers in square brackets mean q-numbers:
In these formulas, (ξ n ) (23) and (24) are given by the expressions
The fact that the operators T ω (I j,j−1 ), given above, satisfy the defining relations (1)- (3) is proved in the same way as in the case of irreducible representations of U ′ q (so n ) when q is not a root of unity in [13] and we omit these rather long calculations.
As in the case of finite dimensional irreducible representations of the Lie algebra so n , the form of the basis elements of the above representation space V and the formulas for the operators T ω (I j,j−1 ) allow us to decompose the restriction of the representation T ω , ω = {m n , c n−1 , h n−1 , · · · , c 2 , h 2 }, to the subalgebra U ′ q (so n−1 ). We have
where ω n−1 = {m n−1 , c n−2 , h n−2 , · · · , c 2 , h 2 } and m n−1 runs over the vectors
and c j and h j are such as in ω.
Theorem 6. Representations T ω with the domain of values of representation parameters, as described above, are irreducible.
Proof. The proof will be carried out by induction. We shall show even more: For every algebra U ′ q (so r ), r = 2, 3, · · ·, the representations T ω are irreducible, and two representations T ω and 
where T i are the corresponding representations T ωn−1 . According to the induction assumption, all the representations T i in this decomposition are irreducible and pairwise nonequivalent. The corresponding representation space V ω decomposes as
where V i are representation spaces for T i . Let T ω be reducible. This means that there exists a proper subspace V in V ω which is invariant under U ′ q (so n ). Let us show that V is a direct sum of some of the subspaces V i . In fact, if x ∈ V , then x = x 1 +x 2 +. . .+x r , where
′ of V , invariant with respect to U ′ q (so n−1 ). Since V i1 and V i2 are irreducible for U ′ q (so n−1 ) and the representations T i1 and T i2 are nonequivalent, then V ′ coincides with one of the spaces
Now it follows from the above formulas for the operators T ω (I n,n−1 ) that the action of the operator T ω (I s n,n−1 ), s = 0, 1, 2, · · ·, upon arbitrary vector x ∈ V i gives vectors containing nonzero components of any subspace V j from (26). Therefore, any subspace V j from (26) belongs to V . This means that V = V ω and the representation T ω is irreducible.
Let us show nonequivalence of two representations T ω and
, where all the numbers l i,n − l ′ i,n , 1 ≤ i ≤ {n/2}, satisfy the conditions formulated in the beginning of this proof. Assume that these representations are equivalent and show that this leads to contradiction. By the definition, two irreducible representations T ω and T ω ′ are equivalent if there exists nondegenerate operator A such that
The representations T ω and T ω ′ have the same decomposition into irreducible (and pairwise nonequivalent) representations under restriction onto U ′ q (so n−1 ). (Note that T ω and T ω ′ are defined on the same space.) Due to Schur lemma, this means that the operator A is a direct sum of operators A i acting on the subspaces V i from (26) and each A i is multiple to the unit operator.
Let us consider the case n = 2p. Putting a = I 2p,2p−1 in (27) and writing this relation in matrix form in the basis (21) we obtain the equalities
where ξ n differs from ξ ′ n by the replacement m j,2p → m ′ j,2p and a mn−1 are matrix elements of the matrix A. Replacing ξ n by ξ +j n in the last relation we have
Eliminating all a mn−1 from (28) and (29) we obtain
Using the explicit form of the coefficients B 
Let us consider two polynomials 
But the latter is impossible due to the properties of q-numbers and due to conditions for {l i,2p } and {l
A nonequivalence of the representations T ω in the case of the algebra U ′ q (so 2p+1 ) is proved analogously. We only note that in this case we obtain the relations (A
Theorem is proved.
There are equivalence relations in the set of irreducible representations T ω . In order to extract a subset of pairwise nonequivalent representations from the entire set, we introduce some domains on the complex plane. The set 
h in the previous definition. We say that the set of complex numbers
. The notion of dominance for the set of complex numbers
We say that ω = {m n , c n−1 , h n−1 , · · · , c 2 , h 2 } is dominant if every of the sets l n , h n−1 , · · ·, h 2 is dominant and if 0 ≤ Arg c ij < 2π/k, j = 2, 3, · · · , n − 1; i = 1, 2, · · · , {j/2}. This theorem is proved by using the relation similar to relation (27) and the decomposition (25) for the restriction of the representations T ω to the subalgebra U ′ q (so n−1 ).
Partially cyclic representations at q a root of unity
The representations of the previous section constitute a main class of irreducible representations of U Let us fix an integer i such that 1 ≤ i < {n/2}, where {n/2} is an integral part of n/2. We fix complex numbers m 1n , m 2n , · · ·, m in and c sj , h sj , j = 2, 3, · · · , n − 1, s = 1, 2, · · · , max {i, {j/2}}, such that c sj = 0 and no of the numbers m rn , h rj , h rj −h sj , h rj −h s,j±1 , h rj +h sj , h rj +h s,j±1 , h r,n−1 −m sn , h r,n−1 +m sn belongs to 1 2 Z, and the numbers m i+1,n , m i+2,n , · · · , m {n/2},n , which are all integral or all half-integral and such that
where l jn are determined by formula (22) . Let ω be the set of all these numbers m jn , c sj , h sj . (Note that the quantity of these numbers is less than in the set ω in the previous section.)
Let V be a complex vector space with the basis labelled by the tableaux (21) , where the set of numbers m n consists of {n/2} numbers m 1,n , m 2,n , · · · , m {n/2},n given above, and for each s = 2, 3, · · · , n − 1, m s is the set of numbers m 1,s , · · · , m {s/2},s and each m rs , r ≤ i, runs independently the values h r,s , h r,s + 1, · · · , h r,s + k − 1 and numbers m rs , r > i, run all integers (if m i+1,n , m i+2,n , · · · , m {n/2},n are integers) or half-integers (if m i+1,n , m i+2,n , · · · , m {n/2},n are half-integers) satisfying the same betweenness conditions as in the case of irreducible representations of the classical type for q not a root of unity, that is, the conditions 
where each m 1r , r < n, runs independently the values h 1r , h 1r + 1, · · · , h 1r + k − 1. The operators T (for convenience we replaced here m 1,j by m j ). These representations are given by 2n − 3 parameters and act on k n−1 -dimensional vector spaces.
Other irreducible representations at q a root of unity
If q is a root of unity, then there also exists a class of irreducible representations of U ′ q (so n ) similar to the representations of the nonclassical type of U ′ q (so n ) when q is not a root of unity. These representations are described as follows.
Let i be a fixed integer such that 1 ≤ i < {n/2}. We fix complex numbers m 1n , m 2n , · · ·, m in and c sj , h sj , j = 2, 3, · · · , n − 1, s = 1, 2, · · · , max {i, {j/2}}, satisfying the same conditions as in section 6, and the numbers m i+1,n , m i+2,n , · · · , m {n/2}n , which are all half-integral and such that m i+1,n ≥ m i+2,n ≥ · · · ≥ m {n/2}n ≥ 1/2, l i+1,n + l {n/2},n < k, l i+1,n − l {n/2},n < k.
We also fix the set ǫ = (ǫ 2i+2 , ǫ 2i+3 , · · · , ǫ n ), ǫ j = ±1. Let ω be the set of all these numbers m jn , c sj , h sj and ǫ.
Let V be a complex vector space with a basis labelled by the tableaux (21) , where the set of numbers m n consists of {n/2} numbers m 1,n , m 2,n , · · · , m {n/2},n given above, and for each s = 2, 3, · · · , n − 1, m s is a set of numbers m 1,s , · · · , m {s/2},s and each m rs , r ≤ i, runs independently the values h r,s , h r,s + 1, · · · , h r,s + k − 1 and numbers m rs , r > i, run all half-integers satisfying the same betweenness conditions as in the case of irreducible representations of the nonclassical type for q not a root of unity (see [14] ), that is, the conditions 
