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ABSTRACT
Inspired by the fact that different modalities in videos carry
complementary information, we propose a Multimodal Se-
mantic Attention Network (MSAN), which is a new encoder-
decoder framework incorporating multimodal semantic at-
tributes for video captioning. In the encoding phase, we de-
tect and generate multimodal semantic attributes by formu-
lating it as a multi-label classification problem. Moreover,
we add auxiliary classification loss to our model that can ob-
tain more effective visual features and high-level multimodal
semantic attribute distributions for sufficient video encoding.
In the decoding phase, we extend each weight matrix of the
conventional LSTM to an ensemble of attribute-dependent
weight matrices, and employ attention mechanism to pay at-
tention to different attributes at each time of the captioning
process. We evaluate algorithm on two popular public bench-
marks: MSVD and MSR-VTT, achieving competitive results
with current state-of-the-art across six evaluation metrics.
Index Terms— Multimodal LSTM, semantic attention,
video captioning
1. INTRODUCTION
Video captioning refers to the automatic generation of a nat-
ural language description that summarizes an input video, it
has widespread applications including human-computer inter-
action, video retrieval and so on. With the rapid development
of deep learning techniques, intensive research interests have
been paid for this topic.
Inspired by the success of the encoder-decoder framework
in machine translation [1], most work on video captioning
This work is partly supported by the National Key R&D Plan (Nos.
2017YFB1002801, 2017YFB1300201 and 2016QY01W0106), the Natu-
ral Science Foundation of China (Nos.U1803119, U1736106, 61751212,
61721004, 61772225, 61622211 and 61620106009) as well as the
Fundamental Research Funds for the Central Universities under Grant
WK2100100030, the NSFC-General Technology Collaborative Fund for Ba-
sic Research (Grant No. U1636218), the Key Research Program of Frontier
Sciences, CAS (Grant No. YZDJ-SSW-JSC040), Beijing Natural Science
Foundation (Nos. JQ18018, L172051 and L182058) and the CAS External
Cooperation Key Project. Bing Li is also supported by Youth Innovation
Promotion Association, CAS.
doing
playing
holding
…
“A
 s
m
a
ll
 c
h
il
d
 i
s 
p
la
y
in
g
 t
h
e
 g
u
it
a
r”
Input Video
M
LP
person 1.000
child 0.997
guitar 0.956
playing 0.915
car 0.893
holding 0.864
small 0.752
stand 0.637
… …
LSTM
𝑺𝒕
LSTM
LSTM
<start>
a
guitar
a
small
<eos>
𝑠f
𝑠𝑐
𝑠𝑜
boy
child
guitar
car …
play
doing
singing
small
child …
Multi-label Classification
Cross Entropy Loss
LSTM Decoder
Attributes  from  frames : boy, child, guitar, car ...
Attributes  from  video clips : play, doing, singing, small, child ...
Attributes  from optical flow : doing, playing, holding ... 
“ A small child is playing the guitar .”
Video Caption
𝒗
LS
T
M
Fig. 1. An example of video description generation, the at-
tributes are learned from multimodal features. Words in blue
color, green color, purple color correspond to visual frame,
video clip and optical flow respectively. The number next to
a semantic attribute is the probability of the corresponding
semantic presented in this video.
employs a convolutional neural network (CNN) as an en-
coder to obtain a fixed length vector representation, then a
recurrent neural network (RNN) is employed as a decoder
to generate a caption. These CNN plus RNN-based learn-
ing approaches translate directly from video representation
to language without taking any high-level semantic concepts
into account. Recent work [2, 3] improves the performance
of visual captioning by adding explicit high-level semantic at-
tributes of the image/video. However, most of methods only
use attributes learnt from single modality, it is possible not to
understand the key actors, objects and their interaction in the
scene adequately. Some methods [2, 4, 5] integrating seman-
tic attributes into the RNN-based caption generation process
are mainly constrained initialization of the first step of the
RNN or through soft attention. They represent the semantic
vector as a whole, so couldn’t mine the meanings of individ-
ual words to generate the caption.
In order to solve the aforementioned limitations, we pro-
pose a novel deep architecture, named Multimodal Semantic
Attention Network (MSAN), which takes advantage of incor-
porating multimodal semantic attributes into sequence learn-
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ing for video captioning. We capture three modalities of fea-
tures and their corresponding semantic attributes to represent
videos. Take the given video in Figure 1 as an example, the se-
mantic attributes learnt from image frames often depict static
objects and scenes (e.g., “boy”, “child” and “guitar”), while
the semantics extracted from optical flow frames and video
clips often convey temporal dynamic motions (e.g., “play-
ing”, “doing” , and “holding”). This has made the attributes
mined from different modalities complementary to each other
for the sentence generation (e.g., “a small child is playing
the guitar”). Meanwhile, we investigate how the attributes
from the three sources can be leveraged to enhance video
captioning, and propose a new fusion method that extends
each weight matrix of the conventional RNN to an ensemble
of attributes-dependent weight matrices. Considering that dif-
ferent semantic attributes have a different impact on sentence
generation, we adopt an attention-based fusion strategy to let
the model selectively focus on different semantic information
parts of the video each time it produces a word. In general,
our main contributions can be summarized as follows:
1) We propose a new encoder-decoder network exploiting the
multimodal semantic attributes for video captioning.
2) We add a multimodal semantic classification loss to our
deep neural network, it is optimized with video captioning
loss simultaneously.
3) We incorporate the attention mechanism into the LSTM de-
coder to automatically focus on different semantic attributes
for caption generation.
4) We perform comprehensive evaluations on two popular
video captioning benchmarks, demonstrating that proposed
method outperforms previous state-of-the-art approaches.
2. RELATEDWORK
In this section, we briefly review the related works in three
aspects: video captioning, video captioning with attention,
and video captioning with semantic attributes.
Video Captioning. The research on video captioning
mainly includes two different dimensions: template-based
language methods [6, 7] and sequence learning approaches
[8, 9, 10]. The former predefines a set of templates for sen-
tence generation following specific grammar rules, Li et al.
[7] extract the phrases related to detected objects, attributes
and their relationships for video captioning. Obviously, this
approach highly depends on the template of sentences and al-
ways generates sentences with the same syntactical structure.
Different from template-based language methods, sequence
learning method directly translates the video content into a
sentence, and it learns the probability distribution in the com-
mon space of visual content and textual sentence.
Video captioning with attention. Attention mechanisms
have been used to boost the network’s ability to select the
relevant features from the corresponding parts of the in-
put. In video captioning, people do not describe everything
in a video, instead they tend to talk more about semanti-
cally important regions and objects. [11] utilizes a spatial
attention-based mechanism to learn where to focus in the im-
age. This work is followed by [12] which introduces a tem-
poral attention-based mechanism module to exploit temporal
structure for video captioning. Recently, a new use of multi-
modal fusion attention is proposed to fuse information across
different modalities in [13].
Video captioning with semantic attributes. Attributes
are properties observed in visual content with rich seman-
tic cues, recent work [2, 3, 4, 5, 8, 14] show that adding
high-level semantic concepts can further improve visual
captioning. Multiple Instance Learning is used as an attribute
detector in [3] and then generates sentence based on the out-
puts of attribute detector. [4] applies retrieved sentences as
additional semantic information to guide the LSTM when
generating captions. A transfer unit is designed in [8] to trans-
fer the information of semantic attributes from image and
video to boost video captioning. In [5], a model of seman-
tic attention is proposed which selectively attends to seman-
tic concepts through a soft attention mechanism, in which a
score is assigned to each detected attribute based on its rel-
evance with the previous predicted word, but our work re-
gards the whole video as a label to learning semantic proba-
bility distribution. Generally, our work is different from most
of the aforementioned sequence learning models, which only
uses single modality, but our work extracts semantic attributes
by multimodal features. Meanwhile, our work adds a multi-
modal semantic classification loss to deep neural network, it
is optimized with video captioning loss simultaneously.
3. MULTIMODAL SEMANTIC ATTENTION
NETWORK
The overall architecture of MSAN is shown in Figure 2, it
mainly consists of two modules: LSTM-based encoder with
multimodal semantic attributes and attention-based LSTM
decoder. It is trained end-to-end with a joint loss on all afore-
mentioned targets.
3.1. Encoder with Multimodal Semantic Attributes
In the encoding phase, we respectively extract three CNN
feature sequences from frames, video clips, and optical flow
frames for each video V , then we employ three two-layer
LSTM to model the obtained feature sequences and obtain
the corresponding video representations vf , vc, and vo. The
video V is finally represented as v by concatenating the three
video representations. Moreover, we add a multimodal se-
mantic attribute detector to exploit high-level semantic at-
tributes for further improving video captioning.
Figure 3 shows the semantic attribute detector architec-
ture. Once obtained visual features vf , vc, and vo, we adopt
the multi-label classification approach to learn semantic at-
tributes sf , sc and so, which represent the probability distri-
butions over the high-level attributes for video. Specifically,
we first sort all words extracted from training and validation
sets by their frequency, then remove some function words
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Fig. 2. The overall architecture of MSAN. In the encoder phase, three LSTM models are used to encode features (vf ,vc,vo)
from different modalities (video frames, video clips and optical flow) separately, then semantic attributes (sf , sc, so) are learned
through a semantic detector. In the decoder phase, video feature vector v is obtained through a concatenation, multimodal
semantic attributes St is used to help better capture the key semantic clues in videos.
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Fig. 3. Semantic attribute detector.
(such as “a” “the”) and finally selecte the top K words in-
cluding verbs, nouns, adjs as semantic attributes. Suppose
there are N training examples, and yi = [yi1, . . . , yik] is the
label vector of the i-th video, where yik = 1 if its caption
includes the word k, and yik = 0 otherwise. Let vi rep-
resent the i-th video feature vector obtained from multiple
LSTM layers. Then we employ a MLP to learn a function
f(·) : Rm → RK by the training examples {vi,yi}, where
m is the number of dimensions for input and the number K
of dimensions for output is equal to the number of semantic
attributes. Let si = [si1, . . . , siK ] be the predicted label vec-
tor for the i-th video, which is namely the semantic attribute
distribution we want to learn. The multi-label classification
loss (loss1) is defined as follows,
loss1 =
1
N
N∑
i=1
K∑
k=1
(yik log sik + (1− yik) log(1− sik))
+ α||W encoder||22,
(1)
whereW encoder is the parameters of the encoder model, si =
σ(f(vi)) is a K-dimensional vector, σ(·) is logistic sigmoid
function and f(·) is implemented as a multilayer perceptron.
3.2. Attention-based LSTM Decoder
In the decoder phase, an attention LSTM model is proposed
to generate the textual sentence by combining both the vi-
sual features and semantic features. Given a video, the goal
of video captioning is to output a textual sentence Y , where
Y = {w1,w2, . . . ,wt, . . . ,wNs} consists of Ns words. The
video sentence generation problem can be formulated by min-
imizing the following captionign loss (loss2) function as
loss2 = − logP (Y |v, sf , sc, so)
= −
Ns∑
t=1
logP (wt|v, sf , sc, so,w0∼t−1)
(2)
which is the negative log probability of the correct textual sen-
tence given the video and the detected multimodal semantic
attributes. In training phrase, the total loss being optimized, is
sum of loss1 + loss2. By minimizing this total loss, the con-
textual relationship in the sentence can be guaranteed given
video feature and its learnt multimodal semantic attributes.
As discussed in Equation (2), we employ the LSTM-based
decoder to generate a sentence for each video. Given input
word wt, last hidden state ht−1, and last memory cell ct−1,
the LSTM is updated for time step t as following :
it = σ(Wiwt + Uhiht−1 + z), (3)
ft = σ(Wfwt + Uhfht−1 + z), (4)
ot = σ(Wowt + Uhoht−1 + z), (5)
c˜t = tanh(Wcwt + Uhcht−1 + z), (6)
ct = it  c˜t + ft  ct−1, (7)
ht = ot  tanh(ct), (8)
z = 1(t = 1) · Cv (9)
Let ∗ denote one subscript among i,f ,o, and c in the above
equations. Here W∗, Uh∗ and C represent the weight matri-
ces, it,ft,ot, ct, c˜t represent the states of input gate, forget
gate, output gate, memory cell and squashed input, respec-
tively, at time t. tanh(·) is hyperbolic tangent function, and
1(t = 1) is an indicator function, which represents that video
feature vector v is fed into the LSTM at the beginning. For
Simplify, bias terms are omitted throughout the paper.
To better exploit the complementary information from
multiple semantic attributes, we propose to combine them to
compute weight matrices W∗, Uh∗ by using a attention unit.
We extend each weight matrix of the conventional LSTM to
an ensemble of K attributes-dependent weight matrices for
mining the meanings of individual words to generate the cap-
tion. Namely, we replace W∗/Uh∗ with W∗(St)/Uh∗(St) for
each ∗ ∈ {i,f ,o, c}, where St ∈ RK is a multimodal se-
mantic attributes vector. Specifically, we define two weight
tensors Wτ ∈ Rnh×nx×K and Uτ ∈ Rnh×nh×K , where nh
is the number of hidden units and nx is the dimension of word
embedding. W∗(St) ∈ Rnh×nx and Uh∗(St) ∈ Rnh×nh can
be written as:
W∗(St) =
K∑
k=1
St[k]Wτ [k], (10)
Uh∗(St) =
K∑
k=1
St[k]Uτ [k], (11)
where Wτ [k] and Uτ [k] represent the k-th 2D slice of Wτ
and Uτ respectively, which are associated with probability
St[k], and St[k] is the k-th element in St. It implicitly spec-
ifies K LSTMs in total. In order to combine K LSTMs, we
propose to learn an attention-based multimodal semantic at-
tributes vector St at each time step t. It is defined as
St =
l∑
i=1
atisi, (12)
where l = 3 represents that we have learned three semantic
attributes (sf , sc, so). The attention weight ati reflects the
relevance of the i-th semantical attribute in the input video
given all the previously generated words. Hence, we design
an attention unit to calculate St that takes both the previous
hidden state ht−1, and the i-th semantic attribute vector as
input and returns the unnormalized relevance score eti :
eti = w
T tanh(Waht−1 + Uasi), (13)
where Wa, Ua and w are the parameters that are estimated
together with all the other parameters in networks. Once the
relevance score eti are computed, we normalize them to ob-
tain the ati :
ati =
exp{eti}∑l
j=1 exp{etj}
. (14)
It can be seen that for different time step t, the semantic at-
tributes St are different, which makes the model selectively
focus on different semantic information parts of the video at
each time when it produces a word.
Because of training such a model defined in (10) and (11)
is the same as jointly training an ensemble of K LSTMs,
though appealing, the number of parameters is proportional
to K, which is unrealistic for large K. We factorize W∗(St)
and Uh∗(St) define in (10) and (11) as:
W∗(St) =Wa · diag(WbSt) ·Wc, (15)
Uh∗(St) = Ua · diag(UbSt) · Uc, (16)
where Wa ∈ Rnh×nf , Wb ∈ Rnf×K , and Wc ∈ Rnf×nx .
Similarly, Ua ∈ Rnh×nf , Ub ∈ Rnf×K , and Uc ∈ Rnf×nh ,
nf is the number of factors which are the concept of factor-
ization. Substituting (15) and (16) into (3), we can obtain
attention-based LSTM decoder as:
it = σ(Wawˆt + Uhihˆt−1 + z), (17)
wˆt =WbSt Wcwt, (18)
hˆt−1 = UbSt  Ucht−1, (19)
where  represents the element-wise multiply operator. In
(15) and (16), Wa and Ua are shared among all the cap-
tions, which can effectively capture common linguistic pat-
terns. Meanwhile, the diagonal terms (WbSt and UbSt) are
captured by St, which accounts for the specific semantic at-
tributes in it of the video under test. ft,ot, ct are obtained
the same as equation (17). Hence, via the decomposition in
(15) and (16), our network effectively learn an ensemble of
K sets of LSTM parameters, one key word in St corresponds
to a set of parameters in one LSTM. By sharing Wa and Wc
when composing each member of the ensemble, we can rem-
edy this problem of a large K.
4. EXPERIMENTS
We evaluate the proposed MSAN model on two standard
video captioning benchmarks: MSVD [15] and MSR-VTT
[16]. The MSVD dataset consists of 1,967 short videos, we
follow the setting used in prior works [6, 10], taking 1,200
videos for training, 100 ones for validation and 670 ones
for test in our experiments. The MSR-VTT dataset contains
10,000 video clips in 20 well-defned categories, we use the
data split defined in [16] in our experiments: 6,513 videos for
training, 497 ones for validation, and 2,990 ones for test.
4.1. Experimental Settings
For training, all the parameters in the MSAN are initialized
from a uniform distribution in [-0.05,0.05], all bias are ini-
tialized to zero. We set both the number of hidden units and
the number of factors to 512, word embedding vectors are
initialized with the publicly available word2vec vectors. The
maximum number of epochs for all the two datasets is 20, gra-
dients are clipped if the norm of the parameter vector exceeds
5. We use dropout and early stopping on validation sets, and
the Adam algorithm with learning rate 1×10−4 is utilized for
optimization.
In test stage, we adopt the beam search strategy for cap-
tion generation and set beam size to 5. For quantitative eval-
uation of our proposed models, we adopt three common met-
rics in video captioning: BLEU@N [17], METEOR [18], and
CIDEr-D [19]. All metrics are computed by using the codes
released by Microsoft COCO Evaluation Server [20].
4.2. Quantitative Analysis
At first, we aim to evaluate the effect of using different fea-
tures and their combination specifically. In our MSAN model,
we test six variants using six different semantic attributes, and
concatenate vf ,vc,vo as final video feature v, which is fed
into the LSTM decoder at the beginning. The “MSANf” only
uses the semantic attributes sf , and the “MSANf+o” uses two
semantic attributes sf and so. The same denotations are used
for other four models. f, o, c denote semantic attrbutes sf , so
and sc respectively. Table 1 shows the performances of dif-
ferent models on the MSVD dataset.
Table 1. METEOR, CIDEr-D, and BLEU@N scores of
our MSAN and other state-of-the-art methods on the MSVD
dataset. All values are reported as percentage (%).
Model METEOR CIDEr-D BLEU@1 BLEU@2 BLEU@3 BLEU@4
LSTM [10] 29.1 - - - - 33.3
S2VT [9] 29.8 - - - - -
TA [12] 29.6 51.7 80.0 64.7 52.6 41.9
LSTM-E [21] 31.0 - 78.8 66.0 55.4 45.3
GRU-RCN [22] 31.6 68.0 - - - 43.3
h-RNN [23] 32.6 65.8 81.5 70.4 60.4 49.9
HRNE [24] 33.1 - 79.2 66.3 55.1 43.8
LSTM-TSAIV [8] 33.5 74.0 82.8 72.0 62.8 52.8
MSANf 33.5 77.7 80.9 69.7 60.5 51.1
MSANo 32.9 71.7 82.1 70.7 61.1 50.5
MSANc 33.1 69.2 81.5 69.3 59.5 50.3
MSANf+o 34.0 75.7 82.1 72.3 62.1 52.5
MSANf+c 34.3 78.5 82.6 73.3 63.2 53.2
MSANo+c 33.6 71.9 82.3 70.8 61.2 51.0
MSANf+o+c 35.3 79.6 84.1 75.2 69.1 56.4
From Table 1, we can conclude the following points. 1)
The results across six evaluation metrics consistently indi-
cate that our proposed MSANf+o+c achieves the best per-
formance than all the state-of-the-art methods. In partic-
ular, the METEOR and CIDEr-D of our MSANf+o+c can
achieve 35.3% and 79.6% which are to date the highest per-
formance reported on MSVD dataset. 2) Incorporating differ-
ent attributes to MSAN, such as MSANf , MSANf+o, and
MSANf+o+c, the results across six evaluation metrics are
gradually increasing, which indicates that visual representa-
tions are augmented with multimodal semantic attributes and
thus do benefit the learning of video sentence generation. No-
tably, MSANf+o+c improves performance of MSANf and
MSANf+o, which demonstrates the advantage of leveraging
the learnt multimodal semantic attributes for boosting video
captioning. 3) Even only using one kind of semantic attributes
sf , the MSANf achieves competitive results with LSTM-
TSAIV across different evaluation metrics, which proves the
effectiveness of the proposed MSAN framework. Namely.
Table 2. The scores of our MSANf and other methods that
use single semantic information for caption generation on
MSVD dataset. All values are reported as percentage (%).
Model METEOR CIDEr-D BLEU@1 BLEU@2 BLEU@3 BLEU@4
LSTM-v 31.0 64.0 - - - 44.8
LSTM-vf 31.6 64.7 - - - 47.5
LSTM-vf2 32.5 70.6 73.6 59.3 48.3 46.9
MSANf 33.5 77.7 80.9 69.7 60.5 51.1
Secondly, we further compare our MSANf model with
other three models that adopt different attributes fusion strat-
egy for caption generation. For fair comparison, all these
methods are based on single semantic attributes sf , and use
the same video feature v. In the denotations of “LSTM-
v/LSTM-vf”, v denotes video feature vector, f denotes the
semantic attributes vector sf that derives from video RGB
frames, and vf denotes the concatenation of v and sf , which
is fed into a standard LSTM decoder only at the initial time
step. Actually, the LSTM-v [10] model can be treated as a
baseline architecture, which doesn’t use semantic attributes.
LSTM-vf is the model proposed in [2], which uses the con-
catenation of v and sf to feed into a standard LSTM decoder.
In LSTM-vf2, the video feature vector is sent to a standard
Table 3. The scores of our MSAN and other methods on
MSR-VTT dataset, all values are reported as percentage (%).
Model METEOR CIDEr-D BLEU@1 BLEU@2 BLEU@3 BLEU@4
LSTM [10] 23.7 35.0 - - - 30.4
S2VT [9] 25.7 35.2 - - - 31.4
TA [12] 25.0 37.1 80.0 64.7 52.6 28.5
M3-VC [25] 26.6 - 73.6 59.3 48.3 38.1
MSANf 27.3 45.2 79.4 62.1 53.4 42.5
MSANo 26.8 39.6 76.3 59.7 51.5 39.8
MSANc 27.1 43.7 78.6 61.3 52.9 40.7
MSANf+o 28.2 47.2 81.3 66.5 55.8 43.4
MSANf+c 28.6 48.3 81.9 65.7 54.2 44.6
MSANo+c 27.9 46.9 80.5 62.9 54.7 42.7
MSANf+o+c 29.5 52.4 83.4 68.4 58.9 46.8
LSTM decoder at the first time step, while the semantic vec-
tor is sent to the LSTM decoder at every time step in addition
to the input word. This model is similar to [5] without using
semantic attention. MSANf is one of our model.
The results of above four methods are listed in Table 2. It
can be seen that our MSANf achieves the best performance
than all other models, which proves that our semantic fu-
sion method can effectively integrate semantic attributes for
captioning. Especially, the improvement of our MSANf com-
pared with LSTM-v is huge, which demonstrates it is very
necessary to combine the semantic attributes. The perfor-
mance of of our MSANf is higher than that of LSTM-vf2,
which demonstrate that using attention mechanism to obtain
different semantic attribute vectors at different time steps fed
into LSTM can further boost sentence generation compared
with using the same semantic attribute vector at different time
steps. Therefore, it is useful to combine the attention mech-
anism to incorporate semantic attributes into LSTM decoder.
Finally, we test six variants of our MSAN model and other
methods on the MSR-VTT dataset, which concludes the con-
sistent results with the MSVD dataset in Table 3. Our models
almost outperform all competing methods across all evalu-
ation metrics, especially our MSANf+o+c achieves an im-
provement by a substantial margin.
4.3. Qualitative Analysis
Figure 4 shows four examples, including ground truth sen-
tences (GT) and the sentences generated by three approaches.
From these example results, it is obviously to see that our
models can generate somewhat relevant and logically correct
sentences. For instance, compared to the subject term “a per-
son” and the verb term “playing” in the sentence generated by
LSTM-vf for the first video, “a man” and “throwing” in our
MSANf+o+c are more relevant to the video content, since the
word “man” and “throwing” predicted as one attribute from
different modalities which complement to each other.
Moreover, compared with MSANf , MSANf+o+c can
generate more descriptive sentences by enriching the seman-
tics with attributes. For instance, with the verb term “lying”
learnt from sc and so, the generated sentence “A woman is ly-
ing down in bed” of the third video depicts the video content
more comprehensive. This confirms that video captioning is
improved by leveraging complementary multimodal semantic
attributes learnt from videos.
A man is throwing a ball into backboard
A man is standing in the floor
A person is playing the basketball
A basketball player shoots a basket
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lying: 0.854
person: 0.816
girl: 0.745
sleeping: 0.710
cutting: 0.931
hand: 0.894
doing: 0.832
move: 0.740
playing: 0.916
doing: 0.882
holding: 0861
roll: 0.911
moving: 0.875
lying: 0.831
cutting: 0.916
moving: 0.890
holding: 0.841
play: 0.611
Video Captioning
A small child is playing the guitar
A child is playing the guitar
A boy is playing the guitar
A small child is playing the guitar𝑮𝑻:
𝑳𝑺𝑻𝑴 𝒗𝒇:
𝑴𝑺𝑨𝑵𝒇:
𝑴𝑺𝑨𝑵𝒇+𝒐+𝒄:
A woman is lying down in bed
A woman is going to sleep
A man is cutting a piece of paper
A woman is laying in a bed 𝑮𝑻:
𝑳𝑺𝑻𝑴 𝒗𝒇:
𝑴𝑺𝑨𝑵𝒇:
𝑴𝑺𝑨𝑵𝒇+𝒐+𝒄:
A hand is cutting an onion
A hand is on an onion  
Someone is cutting a fruit
A cook is slicing up an onion𝑮𝑻:
𝑳𝑺𝑻𝑴 𝒗𝒇:
𝑴𝑺𝑨𝑵𝒇:
𝑴𝑺𝑨𝑵𝒇+𝒐+𝒄:
Fig. 4. The output sentences are generated on MSVD dataset.
GT: Ground Truth, LSTM-vf , MSANf and MSANf+o+c.
5. CONCLUSIONS
We have proposed a MSAN framework which explores both
video representations and multimodal semantic attributes for
video captioning. An attention-based LSTM decoder has
been proposed to pay attention to different semantic attributes
from different modalities for enhancing sentence generation.
In particular, our deep network has been optimized with se-
mantic classification loss and video captioning loss simulta-
neously. Extensive experimental results have validated the
effectiveness of our models on two standard video captioning
datasets.
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