ABSTRACT Optical coherence tomography (OCT) is a primary imaging technique for ophthalmic diagnosis due to its advantages in high resolution and non-invasiveness. Diabetes is a chronic disease, which could cause retinal layer deformation and fluid accumulation. It might increase the risk of blindness, and thus, it is important to monitor the morphology change of the retinal layer and fluid accumulation for diabetes patients. Due to the existence of deformation and fluid accumulation, the retinal layer and fluid region segmentation in the OCT image is a challenging task. Machine learning-based segmentation methods have been proposed, but they depend on a significant number of pixel-level annotated data, which is often unavailable. In this paper, we proposed a new semi-supervised fully convolutional deep learning method for segmenting retinal layers and fluid regions in retinal OCT B-scans. The proposed semi-supervised method leverages the unlabeled data through an adversarial learning strategy. The segmentation method includes a segmentation network and a discriminator network, and both the networks are with U-Net alike fully convolutional architecture. The objective function of the segmentation network is a joint loss function, including multi-class cross entropy loss, dice overlap loss, adversarial loss, and semi-supervised loss. We show that the discriminator network and the use of unlabeled data can improve the performance of segmentation. The proposed method is investigated on the duke Diabetic Macular Edema dataset and the POne dataset, and the experiment results demonstrate that our method is more effective than the other state-of-the-art methods for layers and fluid segmentation in the OCT images.
I. INTRODUCTION
Optical Coherence Tomography (OCT) [1] , [2] is an important noninvasive imaging modality for scanning cross-section of biological tissues, it can generate high resolution scans. The widely used commercial OCT technology is spectral domain OCT (SD-OCT) whose axial resolution is 3 ∼ 7µm in biological tissue. In this technology, the reflectance of subsurface structures can be visualized through low coherence infrared light. Because its advantages of great imaging speed and resolution, it has been utilized for imaging the cross-section of the retina and cornea at micrometer resolution level [3] . The cross-sectional information has been widely used in ophthalmology to assist early diagnosis and prognosis of retinal diseases.
Many diseases can cause ophthalmic lesion, for instance, diabetes may suffer from Diabetic Macular Edema (DME) which is caused by hyperglycemia. Hyperglycemia can rupture the epithelium of blood vessels. Moreover, it can also damage the retinal fluid transport cells which makes the leaked fluid accumulate between retinal layers [4] , [5] . Without treatment, DME may result in blindness. Furthermore, with the growth of age, people might suffer from Age-related Macular Degeneration (AMD). For better diagnosis of these diseases, retinal layer and disease affected region segmentation is a crucial step. An example OCT image and its corresponding manual annotations are shown in Figure 1 .
FIGURE 1. Retinal OCT image with nine layers and eight boundaries, (a) is the original image and (b) is the segmented image. NFL is Nerve
Fiber Layer; GCL is Ganglion Cell Layer; IPL is Inner Plexiform Layer; INL is Inner Nuclear Layer; OPL is Out Plexiform Layer; ONL is Outer Nuclear Layer; ISM is Inner Segment Myeloid; ISE is Inner Segment Ellipsoid; OS is Outer Segment; RPE is Retinal Pigment Epithelium.
Automatic retinal layer segmentation methods have been widely investigated since manual segmentation is time-consuming and suffers from inter-subject variation. Previous automatic retinal layer segmentation methods include active contours [6] , [7] , level sets [8] , [9] , dynamic programming [10] - [12] and graph cut [13] , [14] . Duan et al. [15] proposed a groupwise curve alignment based method to segmentation retinal layer. All these methods require well-designed prior knowledge of experts. With the rapid development of machine learning [16] - [18] , several machine learning based layer segmentation methods have been proposed [19] - [21] . Chiu et al. [19] developed a kernel regression based fully automatic method to segment seven retinal layers and fluid-filled regions on retinal SD-OCT images with DME. Karri et al. [20] proposed a structured random forest based method with traditional graph theory for eight layer-specific edges detection.
In recent years, deep learning has become the primary approach in computer vision tasks, such as denoising [22] , [23] , classification [24] - [26] , segmentation [27] - [29] and detection [30] , [31] . It has also been introduced into medical image processing [32] , [33] , including a few works on layer segmentation in OCT images [4] , [34] - [40] .
Although these deep learning-based segmentation approaches have achieved great success on different tasks, they demand a mass of training samples. Simple transformations, such as cropping, flipping, and rotating input images have been widely applied to reduce the overfitting problem, Generative Adversarial Networks (GANs) [41] has been shown as a powerful technique for generation of new images in unsupervised learning.
Inspired by the GANs based segmentation [42] , [43] and ReLayNet [4] in OCT image segmentation, in this paper, we proposed a semi-supervised retinal layer and fluid region segmentation method through adversarial learning with encoder-decoder network architectures. Generally, GAN includes a generator and a discriminator. The generator takes a random vector as input and maps it into a synthetic image. The discriminator, which takes a real image or a synthetic image generated by the generator as input, is trained to identify whether the input is real or synthetic. The training of GANs is a max-min game, specifically, the generator is trained through minimizing the GANs loss and the discriminator is trained to maximize the GANs loss. Different from the general GANs, we designed an adversarial learning method for retinal layer and fluid region segmentation.
The proposed method (denoted as SGNet, Semi-supervised segmentation with GAN Net) includes a segmentation network and a discriminator network, both networks are trained alternately. Although the acquisition of medical image is not difficult, the annotation of them is hard to acquire, thus a mass of medical image without annotation are wasted in previous methods. In order to take advantage of these unlabeled data, we introduce semi-supervised learning in this paper, following the work in [43] . The segmentation network is trained to output a segmentation probability maps of all categories through minimizing a joint loss function that combined weighted cross entropy, weighted dice loss, adversarial loss and semi-supervised loss. The discriminator network is trained to discriminate the segmentation prediction maps from the ground truth maps through minimizing discriminate loss. Both the networks are with encoder-decoder architectures. The alternate training strategy encourages the segmentation network to generate predicted label maps closer to the ground truth label maps. Figure 2 shows the training flowchart of the proposed method.
The contributions of the paper include:
(1) We proposed a novel semi-supervised automatic segmentation method for layer and fluid regions segmentation in OCT images, which can take advantage of labeled data more effectively and to make use of unlabeled data, based on the work in [4] and [43] . Both the segmentation and discriminator are with encoder-decoder architectures, and the segmentation network is trained in an adversarial and semi-supervised manner.
(2) Based on the observation that large kernel size which can bring large effective receptive field plays an important role in semantic segmentation, we modify a U-net architecture by global convolutional layer (GCL) [44] to acquire large VOLUME 7, 2019 receptive filed with few parameters. Furthermore, boundary refinement layer (BRL) [44] is utilized to further refine the segmentation result. To deal with the class imbalance problem, we weighted the cross-entropy loss with a weighting strategy. Besides, we utilized a weighted dice loss to further improve the segmentation result.
(3) To the best of our knowledge, this is the first time that the adversarial learning, which can leverage unlabeled images to improve performance, is used for segmenting retinal layer and fluid region in retinal OCT images.
The rest of the paper is organized as follows. The section II reviews the related work. The following section III describes the proposed method. Experimental results are shown in the section IV. We conclude the paper in the last section V.
II. RELATED WORK
In this section, we review some of the works related to our research, including semantic segmentation, GANs and closely related retinal layer segmentation techniques.
A. SEMANTIC SEGMENTATION
Semantic segmentation is a basic task in computer vision that assigns each pixel of the image a label. Recently, a number of deep learning based methods have been proposed for semantic segmentation. The application of deep learning in semantic segmentation was originally based on image patch classification [45] , which has a large computational burden. To reduce computational burden, Shelhamer et al. [27] proposed a fully convolutional networks (FCN) that is modified from VGG16 and used pre-trained weights. The FCN combines feature maps of different resolution through upsampling them to the image size, thus FCNs can take arbitrary-size inputs and is faster than patch-based classification method. However, due to the pooling operation, some detailed information in the feature map might be lost. While upsampling is used to compensate the reduction of resolution caused by pooling, it will make the final segmentation result blurred. Till now, a mass of the subsequent state-of-the-art semantic segmentation methods have adopted this paradigm, such as DeepLab [29] series.
Researchers proposed two different forms of structure to improve the segmentation result. One is the encoder-decoder architecture, also a fully convolutional architecture that has be widely utilized. In this structure, the encoder block reduces the spatial dimension of feature maps gradually with subsampling layer (such as pooling layer). In contrast to encoder block, the decoder block gradually recovers spatial dimension and information by upsampling layer (such as interpolation, unpooling layer and deconvolution layer). The feature maps from encoder blocks and those corresponding in decoder blocks are concatenated in the channel dimension to assist in information recovery. In medical image segmentation, one of the most popular architecture is U-Net [28] . It has been used in many studies and extended to three-dimensional image segmentation [46] .
Another structure is to use dilated convolution instead of pooling operation. Pooling operation increases the receptive field which is beneficial for classification. However, the pooling operation reduces the resolution of feature maps which is harmful for semantic segmentation. To mitigate the negative effects of pooling operation, [29] and [47] utilized dilated convolution, which can increase the corresponding receptive field without reducing the space dimension.
To further improve the segmentation performance, Dense-CRF [48] can be utilized to further refine the segmentation result of the CNN model.
B. ADVERSARIAL LEARNING
The GANs framework is proposed by Goodfellow [41] and is inspired by two-player game. GAN consists of a generator G and a discriminator D. The generator G, which takes a random noise z that follows a simple distribution (such as Gaussian distribution) as input and outputs a synthesis image to approximate the distribution p x∼p data (x) of sample data x. The discriminator is a binary classifier which estimates the probability that a sample comes from training data p x∼p data (x) . The optimization of GANs is a minimax two-player game with the following formulation [41] :
D and G are trained alternately to achieve Nash equilibrium.
For semantic segmentation, Luc et al. [49] first introduced adversarial learning into sematic segmentation. They utilized an extra discriminator which just identify the whole input image as real or fake to encourage the results of the segmentation network to be more reliable. Souly et al. [42] treated the segmentation network as a discriminator and used a generator to expand the training data, they also used unlabeled data to conduct semi-supervised learning. More recently, different from the above two methods, Hung et al. [43] proposed a fully convolutional discriminator to output a predicted probability map, on this basis the whole system can be trained in a semi-supervised and adversarial manner. Different from [42] and [49] while similar to [43] , we use two FCN alike networks whose output sizes are the same as the input image. While a general FCN is used in [43] , we used two modified U-net [4] , [28] as our segmentation network and discriminator network. Besides, the loss function in the proposed method has incorporated Dice loss besides the terms used in [43] .
C. LAYER SEGMENTATION IN OCT IMAGES
As presented above, layer segmentation has been intensively investigated in recent decades and several methods have been proposed [6] - [11] , [13] - [15] , [19] - [21] . Here we only give a brief introduction to some closely related CNN based methods.
Fang et al. [34] developed a method that combined convolutional neural networks (CNN) and graph search methods to automatically segment the nine retinal layer boundaries on retinal OCT images. Liu et al. [35] integrated hand-designed features and CNN-learned features to train a structured random forest classifier. The trained classifier is used to predict the layer interface, and the final segmentation is obtained with shortest path. Due to the patch-based characteristic, these methods have the disadvantage of high computational burden. Shah et al. [37] proposed a method for automatically segmenting 3-D surfaces and evaluated on simultaneous intraretinal layer segmentation of OCT images. Roy et al. [4] proposed ReLayNet to simultaneously segment retinal layer and fluid region in retinal OCT images, which greatly reduce computation burden compared to patch-based methods. ReLayNet is based on the U-Net [28] , a fully convolutional network that has been widely used in image segmentation. Other convolutional network frameworks have also been used for retinal thickness segmentation [38] , [39] and pigment epithelium detachment segmentation [40] .
III. THE PROPOSED METHOD
In this section, we present the proposed segmentation method (SGNet) of OCT layers and fluid regions in details. The notations used in the paper are listed in Table 1 . We treat this segmentation task as a classification problem with 10 categories. These 10 categories include: Region above the retina (RaR), Inner limiting membrane (ILM), Nerve fiber ending to Inner plexiform layer (NFL-IPL), Inner Nuclear layer (INL), Outer plexiform layer (OPL), Outer Nuclear layer to Inner segment myeloid (ONL-ISM), Inner segment ellipsoid (ISE), Outer segment to Retinal pigment epithelium (OS-RPE), Region below RPE (RbR) and Fluid region. 3. The architecture of segmentation network, each colorful overlapped box is a multi-channel feature map, the number on the top of the feature map is the number of channels. The size of feature map is denoted in the left of the feature map row. Note that the feature map with different color means it applied a concatenate operation, and the dark green box represents the feature map of 10 channels, which correspond to 10 classes. Figure 1 shows an image of the layer structure of retinal, note that RaR is Vitreous and RbR is choroid.
As said above, our SGNet contains two networks, one is segmentation network and the other one is discriminator network. Our method consists of a training stage and a testing stage, an overview can be seen in Figure 2 .
In the training stage ( Figure 2 (a)), the segmentation network takes labeled images as input and outputs the corresponding probability map. The weighted multi-class cross entropy is calculated on the probability map and the corresponding ground truth. Then the probability map and the corresponding ground truth (in one-hot encoding) are inputted into discriminator network respectively, the outputs of discriminator network are utilized to calculate discriminate loss and adversarial loss. In addition, to utilize the information in unlabeled image, the output of segmentation network that take unlabeled data as input is passed to the discriminator network. The semi-supervised loss is calculated based on these outputs of both segmentation network and discriminator network, and optimized after 20 epochs in the training stage. Note that the training image size is 496×64 (height ×width).
In the testing stage, only the trained segmentation network is used (Figure 2(b) ). Since the network is fully convolutional, it can receive an image with any size (496×512 in our dataset) as input and outputs a corresponding segmented result with the same size of input.
A. NETWORK ARCHITECTURE 1) SEGMENTATION NETWORK
We use a modified new U-Net like network as our segmentation network architecture, as shown in Figure 3 . This architecture is inspired by ReLayNet [4] which has been proposed for retinal layer and fluid region segmentation and global convolutional network (GCN) [44] which contains large convolution kernel. Segmentation task inherently include two challenges which are pixel-wise classification and localization. To deal with the above two challenges simultaneously, global convolutional layer (GCL) [44] is a good choice. To further improve the segmentation performance, we also introduce boundary refinement layer (BRL) [44] which is a residual structure. Specifically, the segmentation network consists of a contracting path with three encoder blocks, a bottom block and an expansive path with three corresponding decoder blocks, as shown in Figure 3 .
The encoder block consists of a 7 × 3 (due to layer structures in the retinal and the change along horizon is much less than vertical direction, we choose a rectangular convolutional kernel) convolutional layer with padding. The convolutional layer is followed by a batch normalization layer to speed up training and a rectified linear unit (ReLU) is introduced to add non-linearity. A 2 × 2 max pooling with stride 2 is added after ReLU for down-sampling. The bottom block consists of a convolutional layer, a batch normalization layer and ReLU.
The decoder block consists of an upsampling layer, a concatenation operation, a convolutional layer, a batch normalization and a ReLU. The upsampling layer is a unpooling layer that proposed in [50] which upsamples a lower resolution feature map to a higher one. The concatenation operation concatenates the feature maps from the current block and corresponding feature maps from the encoder block.
The final decoder block is followed by a GCL with kernel size 15 × 15 and a BRL that proposed in [44] . As shown in Figure 4 (a), the GCL module combines a 1 × 15 + 15 × 1 convolutional layer and a 15 × 1 + 1 × 15 convolutional layer to enable dense connections within a large 15 × 15 region in the feature map, thus it is beneficial to classification and localization. The boundary refinement block is modeled as a residual structure to learn the residual between ground truth and prediction, which can be seen in Figure 4 (b). The detailed architecture of each block is presented in Table 2 . Note that the GCL in Table 2 is the combination of a serials of 1d convolutional layers.
2) DISCRIMINATOR NETWORK
Different from the commonly used GANs where discriminator network just identifies the input as real or fake (output a single scalar value), the discriminator network in the proposed SGNet is a fully convolutional architecture that is modified for segmentation (output is a matrix with the same size of input image). It will push the prediction of the segmentation network close to the ground truth. Specifically, the encoder blocks and decoder blocks are the same with segmentation network except for the activation function of them. In discriminator network, following the discriminator network of GAN, all ReLU activation functions are replaced by Leaky ReLU activation function. Compared to ReLu, Leaky ReLu helps to make sure the gradient can flow through the entire architecture which is important for GAN [51] . The GCL and BR are replaced by a classification layer that contains a 1 × 1 convolutional layer.
B. TRAINING
The segmentation network and discriminator network are trained by optimizing two different loss functions. First of all, we denote the segmentation network as S(·) and the discriminator network as D(·). Given an input OCT image X n from labeled data of size h × w × 1 and its corresponding ground truth label Y n (one-hot encoding), the predicted probability map outputted by segmentation network is S(X n ) of size h × w × c, which is denoted as P n , and c is the number of categories. To the discriminator network, we denote the input of it as Q n (Q n can be the ground truth label Y n or the output of segmentation network P n , the size is h × w × c).
The discriminator network outputs a pixel-wise confidence map which is denoted as D(Q n ) of size h × w × 1.
1) LOSS OF DISCRIMINATOR NETWORK
The loss function of the discriminator network is the spatial cross-entropy loss which is defined as follow:
where i is a pixel belongs to the image X n . It will push the prediction P n made by the segmentation network to be close to the ground truth label Y n .
2) LOSS OF SEGMENTATION NETWORK
The segmentation network is trained via a joint loss function defined as follow:
where L mce , L dice , L adv , L semi , denote the multi-class cross entropy, dice loss, the adversarial loss and the semi-supervised loss [43] , respectively, and α, β, γ are user defined parameters. Due to the existence of class imbalance, the multi-class cross entropy and dice loss are weighted by a weighting strategy. The weighting strategy includes median frequency balancing [52] and layer contour weighting. The median frequency balancing assigns a weight to a class in the loss function and the weight is the ratio of the median of class frequencies computed on the entire training set divided by the class frequency. Its formulation is defined as [52] :
where N c is the number of pixels belong to label c in images of training dataset, N is the total number of pixels in images of training dataset, M is the median number of all N c N . Furthermore, it is difficult to differentiate the pixels adjoining to the tissue boundaries, due to the existence of speckle VOLUME 7, 2019 noise which may make them diffused. Thus, these pixels adjoining to the boundaries should be more important than others and will be weighted by a constant. The complete weighting strategy is defined as:
where i is a pixel in the image X n , λ is a user defined parameter, G n is the gradient of label Y n . The weighted multi-class cross entropy, which is employed to minimize the empirical risk, encourages the segmentation network to produce predictions which are hard to be distinguished from ground-truth ones by the discriminator network. Given a pixel i in image X n , its formulation is defined as follow:
where
n is the weight of pixel i in image X n calculated as in equation (5).
The dice score coefficient is an important measure to evaluate segmentation performance, and it measures the overlap region between the segmentation result and the ground truth. Thus, training a high-performance segmentation model should maximize the dice score coefficient. To this end, we use a derivable dice loss that proposed in [53] :
where P (i)(c) n is the probability of pixel i belongs to the class c, Y
is the ground truth of pixel i. ) as Deno n , the derivative term of this dice loss is as follow:
For adversarial learning, the adversarial loss L adv is define as [41] :
With this adversarial loss, the segmentation network is trained to fool the discriminator network by maximizing the probability of the segmentation prediction belongs to the ground truth distribution. This term in fact will also improve the segmentation result, pushed by the discriminator network D(·).
In order to utilize the large number of unlabeled images to further improve the performance of segmentation network, we incorporate a semi-supervised loss L semi proposed in [43] , L semi is optimized via adversarial learning with unlabeled data. Specifically, the trained discriminator network can generate a confidence map which represents whether the prediction results of the regions are close enough to the ground truth distribution. Thus, it can be seen as the supervisory signal to guide the cross-entropy loss in a ''self-taught'' manner. The confidence map is then binarized with a threshold to highlight the trustworthy region. More specifically, the soft ground truth of semi-supervised is define as [43] :
where onehot(·) denotes one hot encode, I (·) is indictor function, T is a user defined threshold value, U n is an image from unlabeled data, and thenỸ n is the masked segmentation prediction, henceỸ n is of size h × w × c.
With the soft ground truthỸ n , the semi-supervised loss L semi can be defined as:
Equation (11) can be regarded as a masked spatial cross entropy loss due toỸ n and indictor function I (·) in equation (10) are treated as constant during training.
The weighted cross entropy loss and the adversarial loss of segmentation network are optimized with labeled data, as well as the loss of discriminator network. Different from these losses, the semi-supervised loss is only optimized with unlabeled data. Moreover, it is only used to update the parameters of segmentation network. The segmentation network and the discriminator network are trained alternately, and the procedure is presented in algorithm 1.
IV. EXPERIMENTATION AND RESULTS

A. DATASET
The proposed SGNet is evaluated on the Duke DME dataset [19] and the POne dataset [54] . The Duke dataset is collected from 10 DME subjects, each contains 61 SD-OCT B-scan images with size of 512 × 740. Only 11 B-scan images are labeled in each subject, thus we totally have 110 labeled B-scan images annotated by two experts, and we use the annotation from the expert one as the ground truth for training the network. The labeled data set is divided into train set (randomly chosen 5 subjects) and test set (the remaining 5 subjects). The experiments are performed with five different divisions, and the reported results are the average of the five runs. In addition, we randomly sample 110 unlabeled B-scan images from the unlabeled data for semisupervised learning. Following the ReLayNet [4] , we also used a data slicing method that is slightly different from the ReLayNet. For a given OCT B-scan I of size m × n (height × width), it is divided width-wise into g non-overlapping slices. Each slice is sampled from I by a stride of half of the slice width. Furthermore, we employed data augmentation (random horizontal flips and random crop) to these sliced data.
Algorithm 1 The Proposed Algorithm
Require: τ, ξ are the learning rate of segmentation network and discriminator network respectively. m, the batch size. n, the number of iterations. n semi_start , the start iteration of training segmentation network with semi loss. Require: θ , the parameters of segmentation network. ω, the parameters of discriminator network. 1 . While θ has not converged do 2. for t = 0, ..., n do 3.
If t ≥ n semi_start do 5. Sample {U i } m i ∼ P data (U ) a batch from the unlabeled data 6 .
a batch from the labeled data 8. end if 9. g mce (6) 10. (7) 11.
, see equation (9) 12.
θ ← θ +τ ·SGD(ω, g mce +αg dice +βg adv +γ g semi ) 13 . (2) 14.
15.
end for 16. end While Eventually, the slice size that used for training is 496 × 64 (height × width).
The POne dataset [54] is collected from 10 healthy adult subjects with Spectralis device. The enrolled subjects were selected based on a visual acuity test and none of them suffers from ocular or systematic disease. The scanned volume of each subject contains 61 images with 496 × 768 pixels (height ×width). The axial resolution was 3.9 microns, the transversal resolution varied from 10 to 12 microns, and the inter B-scan spacing was from 120 microns to 140 microns. The B-scans were denoised with averaging of five aligned images. Among the 61 B-scans of each volume, 10 of them were annotated by two experts, and the results of their proposed OCTRIMA 3D method [54] were also provided. The annotations are eight layer-contours, and since all subjects are healthy, the dataset does not have annotation of fluid region. It is noted that the dataset they provided contains only labeled B-scans, that is, there are only 10 B-scans for each subject. The experiment settings on POne dataset is similar to those on Duke dataset.
B. IMPLEMENTATION DETAILS
The proposed SGNet is implemented in Python with Tensorflow library [55] , the model is trained on a GTX970 GPU.
The segmentation network is trained with Stochastic Gradient Descent (SGD) in which momentum is set as 0.9. The initial learning rate which is decreased with exponent decay with power of 0.9 is set into 0.1. We have investigated the effects of the weight parameters α, β and γ in equation (3), and results will be listed below. Empirically we found they work well with values 0.5, 0.1 and 0.1 respectively. If not specified, they are set as these values. Follow [43] , we tried different T in range of 0.1 to 0.3, and we found that the best value of threshold T in equation (11) is 0.2. For the discriminator network, it is trained with Adam optimizer with learning rate of 1×10 −4 and beta2 with 0.99.
The segmentation and discriminator network are trained alternately, the parameters in segmentation network are optimized with labeled (through cross entropy loss, dice loss and adversarial loss) and unlabeled data (through semi-supervised loss). The testing time is about 0.1 seconds per B-scan with the GTX970 GPU, and more powerful GPU can reduce the testing time further.
C. COMPARATIVE METHODS AND METRIC
We compared the proposed SGNet with several stateof-the-art methods which include (1) kernel regression based classification method (KR-GTDP) [19] , (2) Learning layer-specific edges method (LSE-GTDP) [20] , (3) convolutional neural networks (CNN) and graph search combined method (CNN-GS) [34] and (4) ReLayNet [4] . Among these methods, KR-GTDP and LSE-GTDP are traditional machine learning based methods, CNN-GS and ReLayNet are deep learning based methods. KR-GTDP, CNN-GS and LSE-GTDP all used graph search for layer segmentation. The basic graph search is not suitable for fluid region segmentation, since it is hard to define start point and end point and the number of fluid regions is not fixed. CNN-GS and LSE-GTDP cannot segment the fluid regions. In KR-GTDP, a separate classifier is specially trained with several manual designed features for fluid regions, and the possible fluid regions are further filtered with shape analysis. KR-GTDP, ReLayNet and the proposed SGNet can segment both layer and fluid regions.
We have also investigated the effect of GCN + BR, adversarial loss and semi-supervised loss, which will be presented in the subsection of ablation experiment later. We implemented CNN-GS and ReLayNet with Tensorflow and trained it with the same hyper parameters as mentioned in the original papers.
We utilize the dice coefficient and error of layer contour, which have been reported on recent retinal layer segmentation papers as the comparative metric [4] , [20] , [34] . The dice coefficient depends on overlap region between the segmentation result and the ground truth, and its formulation is defined as follow: where P and Y are prediction and ground truth of each category, respectively. The error of layer contour (denote it as CE) is the mean absolute difference between the predicted layer boundary and the ground truth layer boundary along each column. It is formulated as:
where p i and g i are the predicted row location of each boundary and the expert annotated one, n is the number of pixels in the layer contour.
D. RESULTS
In order to compare the proposed SGNet with these comparative methods, we have conducted qualitative analysis and quantitative analysis.
1) QUALITATIVE ANALYSIS
The qualitative comparison between the proposed method and these comparative methods are presented in this section. The results on typical OCT B-scan with fluid region and without fluid region are shown in Figure 5 and Figure 6 respectively. For the OCT B-scan with fluid region (Figure 5 ), due to the existence of several small accumulated fluid regions, it is one of the most difficult B-scans to be segmented. It should be noted that not all these comparative methods can jointly segment retinal layers and fluid region. Among these methods, only KR-GTDP ( Figure 5(d) ) and ReLayNet ( Figure 5(g) ) can jointly segment retinal layers and fluid regions, the LSE-GTDP ( Figure 5(e) ) and CNN-GS ( Figure 5(f) ) can only segment retinal layers. As can be seen from the ReLayNet is better than KR, but it still has fused fluid regions ( Figure 5(g) ). The proposed SGNet distinguished more different fluid regions ( Figure 5(h) ), this may be benefited from the integration of GCN and the pixel-wise adversarial learning strategy. For the retinal layer, it can be seen that layer boundary of the proposed method are smoother than ReLayNet, this might be due to the advantage of GCN and BR. The layer boundary segmented by KR (it does not consider the presence of fluid region) is also smoother than ReLayNet due to Graph-based Dynamic Programming.
The results on a normal OCT B-scan is shown in Figure 6 . From the figure, we can see that false fluid regions appeared in the segmentation result of KR (Figure 6(d) ). It should be noted that the LSE-GTDP and CNN-GS have no ability to segment fluid mass, thus the fluid region will not appear in their segmentation results (Figure 6(e) ). As for ReLayNet, from the Figure 6 (g), we can see that some pixels below the OS-RPE are obviously misclassified. The proposed SGNet, which has no obvious misclassification, has better performance than ReLayNet.
2) QUANTITATIVE ANALYSIS
The quantitative comparison on dice is shown in Table 3 , it lists the dice value (in mean and standard deviation) of each category and mean Dice of all regions. Statistical significance of the differences was determined using 2-tailed paired t-test for which p value of 0.05 were considered significant. As shown in Table 3 , for all the methods, the performance on fluid regions is lower compared to other layer regions, including the result of expert 2. This is due to the low contrast between fluid region and background, also due to the irregular shape and varying number of occurrences. The performances of KR-GTDP and CNN-GS are poor compared to other methods. It is worth to mention that the dice value of KR-GTDP without taking fluid region into account is 0.835, which is similar to the value of CNN-GS (0.833). The proposed method has the best performance for all the 8 categories which include ILM, NFL-IPL, INL, OPL, ONL-ISM, ISE, OSE-RPE and Fluid. ReLayNet has achieved the second-best results for 7 times among the 8 categories, and LSE-GTDP achieved the second-best result for ONL-ISM. For the segmentation of fluid region, the proposed SGNet achieve a dice of 0.800 which is with a relative improvement of 3.5%, compare to the performance achieved by ReLayNet. The mean dice of all categories is also improved from 0.881 to 0.900, a relative improvement of 2.1%. Since ReLayNet performed best in the four compared methods, the statistical analysis is performed by comparing our SGNet and ReLayNet. The improvements are significant for 5 layers, including ILM (p < 0.01), NFL-IPL (p < 0.05), INL (p < 0.01), ONL-ISM (p < 0.05) and ISE (p < 0.05).
The quantitative comparison between the proposed method and the comparative methods with contour error (CE) are presented in Table 4 . All best results are bold, and it can be apparently seen that the proposed SGNet achieved best result in 6 retinal layer contours out of 7 retinal layer contours compare to the existing best result. These 6 retinal layer contours are Vitreous-ILM, ILM-NFL, IPL-INL, INL-OPL, ISM-ISE and ISE-OS, each of them are reduced by 15.8%, 20.7%, 11.9%, 8.1%, 0.5% and 7.3% respectively on the basis of the existing best result. The mean error of all contours is 1.068 pixels which is also reduced by 10.9%. Only the error on OPL-ONL of the proposed SGNet is not the best result, the best result of this contour is achieved by CNN-GS, and our SGNet obtained the second-best results. Compared to the result of ReLayNet, it still reduces the error by 10.1%. From the low dice of layer OPL between the two experts, it is apparently that OPL layer is the most difficult layer contour to be segmented, this might be the reason that all automatic layer segmentation methods could not achieve better performance on OPL-INL contour. We have also performed statistical analysis on the contour error, due to the relatively large standard deviation, the difference between the proposed SGNet and ReLaynet is not statistically significant (p > 0.05).
E. ABLATION EXPERIMENTS
In the proposed SGNet, we incorporated GCN and BR into the U-Net architecture, and for the loss function of segmentation network, we added adversarial loss and semi-supervised loss besides the usually used multi-class cross entropy and dice loss in segmentation methods. In this section, we conduct ablation experiment to evaluate the effect of GCN, BR, adversarial loss and semi-supervised loss. We will also investigate the effect of weight parameters in the loss function of segmentation network. Note the experiments in this subsection are performed on a single division of the dataset.
Since the previous best result is achieved by ReLayNet, thus we denote RelayNet as baseline 1, and the baseline 2 is ReLayNet with GCN. The baseline 3 is the baseline 2 integrated with BR, which is also the segmentation network used in our method, and the baseline 3 with adversarial learning is denoted as baseline 4. The proposed SGNet includes GCN , BR, L adv , L semi . A summary can be seen in Table 5 . 
1) GCN AND BR
In section III.A, we modified the ReLayNet by the GCN (introduce dense connections between classifiers and features) and BR (refine the layer boundary). To verify the effect of GCN and BR in Duke DME dataset, we conduct a comparison between the baseline 1, baseline 2 and baseline 3. The ablation experimentation results of baseline 1 and baseline 2 and baseline 3 on dice are present in Table 6 . From the Table 6 , it can be seen that the dice of baseline 2 (baseline 1 with BR) on ILM, NFL-IPL, INL, OPL, ONL-ISM and fluid are better than the baseline 1, and it is increased by 0.4% on dice of all retinal layers (from 0.883 to 0.887). However, the dice of baseline 2 on ISE and OS-RPE are worse than the baseline 1. When added BR (baseline 3), the dice of ISE is increased by 1.2% (from 0.908 to 0.919) which slightly outperforms the baseline 2. The mean dice of baseline 3 is also slightly improved from 0.887 to 0.889, this is benefited from the BR layers. The experiment presented on this subsection demonstrate the impact of GCN and BR layers. Paired t-test analysis shows that the differences between baseline 2, 3 and the ReLayNet are not statistically significant.
2) ADVERSARIAL LOSS AND SEMI-SUPERVISED LOSS
In this sub section, we present the ablation experiments on the baseline 3, baseline 4 and proposed SGNet to investigate the effect on adversarial loss and semi loss. Experiment results on a typical example image is shown in Figure 7 , from the figure we can see that the result of the proposed SGNet is the best. The dice of baseline 3, baseline 4 and the proposed SGNet are shown in Table 6 . As can be seen from Table 6 , when adversarial loss is added, the mean dice of baseline 4 on all retinal layers is improved from 0.889 to 0.897 (0.9% improvement). As for the individual retinal layers, the dice of them are all improved. For instance, the dice of baseline 4 on Fluid has an 1.5% improvement compared to the baseline 3. This comparison demonstrates that the adversarial loss can improve the segment performance to some extent. Furthermore, after adding the semi-supervised loss, the mean dice is further improved from 0.897 to 0.900. Except for OPL layer which is 0.001 lower on dice, the dice of other retinal layers are all slightly improved. This shows that semi-supervised loss also contributes to the improvement of the segmentation performance, although the improvement is slight. Paired t-test analysis shows that the differences between baseline 4 and the ReLayNet are statistically significant for ILM (p < 0.01), NFL-IPL and INL(p < 0.05). The differences between proposed SGNet and baseline 4 are not statistically significant.
To further investigate the effect of semi-supervised loss (the use of unlabeled data), we have performed experiments with different number of labeled subjects in the training dataset. The ratio of the labeled images to the unlabeled images is also kept 1:2, and the number of training subjects varies from 1 (11 labeled B-scans and 22 unlabeled B-scans) to 5 (55 labeled B-scans and 110 unlabeled B-scans). The results are listed in Table 7 . From the table, we can see that the performance improvement obtained with the utilization of unlabeled data is large when the number of labeled training images is small. The differences of Dice measurement are statistically significant (p < 0.5) when the number of labeled B-scans in the training dataset is less than or equal to 33. With the increases of labeled training B-scans, the effect of utilizing unlabeled data diminishes.
3) EFFECTS OF WEIGHT PARAMETERS ON LOSS FUNCTION
The loss function of the segmentation network in Equation ( Table 8 . From the table, we can see that the results are not greatly affected by the weights when they are in a reasonable range. The training may not converge when the weight of L adv is too large (β = 10), and the best result is obtained when α, β, γ are set as 0.5, 0.1, 0.1 respectively.
F. FIVE-FOLD CROSS-VALIDATION
As noted above, we performed k-fold cross-validation by splitting the dataset differently. The dataset is split 5 times, and in each splitting 5 subjects are used for training and the other 5 subjects are used for testing. The network structure and hyperparameters are set as presented above. The results are listed in Table 9 and 10. We can see that the results are similar, and paired t-test analysis also shows the differences of results from different splitting are not statistically significant.
G. RESULTS ON PONE DATASET
We have also investigated the performance of the proposed method on the POne dataset [54] . As introduced above, VOLUME 7, 2019 the dataset contains 100 B-scans from 10 subjects, with 10 B-scans from each subject. Similar to the experiments on Duke dataset, the dataset is also split 5 times, and in each splitting 5 subjects are used for training and the other 5 subjects are used for testing. Since the dataset does not contain unlabeled images, we used annotations of 5 slices in each subject and treated the other 5 slices as unannotated. In other words, the training dataset contains 50 slices, among them 25 are annotated and the other 25 slices are unannotated. CNN-GS, ReLayNet and our proposed SGNet were trained on the training dataset, and the performances were evaluated on the other 50 slices. It should be noted that OCTRIMA does not involve a training procedure, and we used their provided results directly. The results of different methods on the POne dataset are listed in Table 11 and 12. Figure 8 shows results of different methods on a B-scan sample. From the tables, we can observe that all methods work well on the POne dataset, since B-scans in the dataset all come from healthy subjects. While the differences are small, the proposed method also performed best on the POne dataset. Compared to ReLayNet, the improvements of SGNet are statistically significant for 4 layers, including INL (p < 0.01), ONL-ISM (p < 0.01), ISE (p < 0.01) and OS-RPE (p < 0.05). 
H. FAILURE CASES
Although our proposed SGNet has achieved promising segmentation results on most of the B-scans in the two datasets, the performance needs further improvement for some B-scans. Since ReLayNet and SGNet have shown better performances than CNN-GS and can segment fluid regions, we only shown results of these methods. Figure 9 shows some challenging cases and the results. The OPL layer (green color) is very thin in the B-scan shown in Figure 9 (a), and the shadow (caused by vessel) makes the contrast between OPL and neighbor layers lower. Both ReLayNet (Figure 9(d) ) and SGNet ( Figure 9 (e)) cannot accurately segment the layers, and the continuity of OPL are broken. Post-processing such as graph search may improve the results. Another approach is to incorporate the layer order and continuity information into the network architecture or loss function, while it is not intuitive to incorporate these prior information into deep learning methods [56] . Figure 9 (f)-(j) show the results on another B-scan with DME. In this image, the contrast between fluid regions and background is low, and the difference between annotations of two experts is large. Compared to the ground truth (annotation of expert 1), both ReLayNet and the proposed SGNet segmented more fluid regions, although these regions are labeled as fluid regions by the expert 2. Besides, the continuity of ILM and NFL-IPL at the fovea are also broken. Similarly, prior information may also be utilized to deal with the discontinuity problem.
V. CONCLUSIONS
In this paper, we proposed a semi-supervised method (named SGNet) to segment 9 retinal layer and fluid regions automatically on OCT B-scans through an adversarial learning strategy. The proposed method is validated on Duke DME dataset and POne dataset and compared with four state-ofthe-art retinal layer segmentation methods. To the best of our knowledge, this is the first adversarial learning based method to segment retinal layer and fluid on OCT B-scans. The segmentation method, which is trained end-end, including a new segmentation network modified from ReLayNet and a discriminator network, both are fully convolutional network. The segmentation network is trained by optimizing a joint loss function including weighted cross entropy loss, weighted dice loss, adversarial loss and semi-supervised loss. Semi-supervised loss is only trained with unlabeled data, all the other losses are trained with labeled data. It should be noted that only the parameters of segmentation network are updated when trained with unlabeled. The testing time is about 0.1 seconds per OCT B-scan on GTX970 GPU. The experiment results on duke and PONE datasets show that the proposed method outperforms the state-of-the-art retinal layer and fluid segmentation methods.
In the future work, we will explore the integration of prior knowledge and deep learning for retinal layer segmentation [56] , investigate some advanced segmentation network architectures [25] , [29] , [57] , we will also explore the segmentation of retinal layer with other diseases. 
