Abstract-In this paper, we consider a zero error coordination problem wherein the nodes of a network exchange messages to be able to perfectly coordinate their actions with the individual observations of each other. While previous works on coordination commonly assume an asymptotically vanishing error, we assume exact, zero error coordination. Furthermore, unlike previous works that employ the empirical or strong notions of coordination, we define and use a notion of set coordination. This notion of coordination bears similarities with the empirical notion of coordination. We observe that set coordination, in its special case of two nodes with a one-way communication link is equivalent with the "Hide and Seek" source coding problem of McEliece and Posner. The Hide and Seek problem has known intimate connections with graph entropy, rate distortion theory, Rényi mutual information and even error exponents. Other special cases of the set coordination problem relate to Witsenhausen's zero error rate and the distributed computation problem. These connections motivate a better understanding of set coordination, its connections with empirical coordination, and its study in more general setups. This paper takes a first step in this direction by proving new results for two node networks, including capacity characterizations for the linear case.
I. INTRODUCTION
Consider a network where each node of the network has a private observation and needs to produce an action. These actions should be coordinated with the observations; therefore some form of communication is necessary among the nodes. The fundamental limits of the required communication was originally studied by Cuff et al. in [1] where the authors assumed that the observation of node i (1 ≤ i ≤ m) are i.i.d. repetitions of some random variable X i . The joint distribution of (X 1 , X 2 , ..., X m ) was assumed to be a given. Denoting the action of the i-th node by Y i , coordination was then modeled as requiring the joint pmf of the outputs conditioned on the inputs to be very close to some given p(y 1 , y 2 , ..., y m |x 1 , x 2 , ..., x m ). Here the authors introduce two notions of empirical and strong coordination: in the strong coordination, memoryless repetitions of the channel p(y 1 , y 2 , ..., y m |x 1 , x 2 , ..., x m ) are simulated, whereas in empirical coordination, only the data histograms (or its joint type) is equal p(y 1 , y 2 , ..., y m , x 1 , x 2 , ..., x m ). The common theme is that the conditional pmf p(y 1 , y 2 , ..., y m |x 1 , x 2 , ..., x m ) is approximated asymptotically as the number of i.i.d. observations (the block length) goes to infinity. In this work, however, we are interested in exact zero error coordination, i.e., coordination should be achieved with probability one. In this way, our work is related to the recent work by Kumar, Li and El Gamal on exact strong coordination capacity [2, Sec IV], however we adopt a different set coordination criterion (which is closer to the empirical notion of coordination).
In our setup, for any observation vector (x 1 , x 2 , ..., x m ) by the m nodes of a network, we assume a permissible set of output actions (y 1 , y 2 , ..., y m ). In other words, we are not directly interested in simulating a given p(y 1 , y 2 , ..., y m |x 1 , x 2 , ..., x m ).
Rather, for every (x 1 , x 2 , ..., x m ), we define a set
such that (y 1 , y 2 , ..., y m ) ∈ A x1,x2,...,xm . Here Y i is the action set of node i. We call this a "set coordination." In Section III-A, we compare set coordination with empirical coordination. Example 1. If |A x1,x2,...,xm | = 1, the value of (y 1 , y 2 , ..., y m ) will be uniquely specified and will be a deterministic function of (x 1 , x 2 , ..., x m ). In this case, coordination reduces to distributed computation. Distributed computation is itself a more general problem than the message transmission problem, since the functions computed by the nodes can be taken to be the message of other nodes.
Consider the special case of a network with two nodes with node one has input X 1 and node two producing output Y 2 . We assume that the input of node two, X 2 , and the output of node one, Y 1 , are disabled, i.e., |X 2 | = |Y 1 | = 1. Then for every x 1 we have a set A x1 ⊆ Y 2 . Assume a one-way communication link from node one to node two. The goal of the first user will be to send a message from node one to node two that will enable production of y 2 ∈ A x1 at node two. We show in Section V that this special case of the coordination problem is equivalent with the "Hide and Seek" problem of McEliece and Posner [3] . McEliece and Posner define a source coding problem and a zero-sum "Hide and Seek" game. Rather surprisingly, they illustrate that the optimal compression rate of the source coding problem can be expressed in terms of the Nash equilibrium of the game. Additional insight was provided by Lovász who provided an elegant combinatorial argument for the result of McEliece and Posner in [4] . We review other related results and in particular connections with Rényi mutual information of order α is discussed in Section V-B2.
We end by two examples that illustrate connections with zero error rate distortion (see [5, Ch. 2] , [6] ), and with graph entropy. Firstly, consider a non-negative distortion function satisfying d(x 1 , y 2 ) = 0 if and only if y 2 ∈ A x1 . Then, coordination is equivalent with zero distortion in reconstruction. Secondly, consider the source coding problem for a source that is taking values in a set X 1 . We are given a graph G on X 1 , where two symbols x 1 and x 1 are connected to each other if it is legitimate to reconstruct x 1 when the source value is x 1 . We can model this by assuming that Y 2 = X 1 and A x1 being equal to the set of all x 1 that are connected to x 1 . The message transmitted from node one to node two represents the compressed message. See [7, p. 2215] for the connection of this problem with graph entropy. This paper is organized as follows: in Section II we set up the notation that we use. Section III-A defines set coordination and one-way coordination capacity for a two node problem. A general lower bound for this problem is given in Section . Section V provides a detailed treatment of a special case of the two node problem and its connections with various known results. Section VI computes the coordination capacity when the side information of the second node is a function of the side information of the first node. Finally, in Section VII, we consider linear coordination and provide several new results.
II. NOTATION AND PRELIMINARIES
We adopt the notation of [8] . In particular, we show the set {1, 2, ..., m} by [m], and the set {k + 1, k + 2, ..., m} by [k + 1 : m]. All rv's in this paper are finite discrete random variables. All the logarithms are in base 2 in this paper.
Given two graphs G 1 , G 2 , the tensor product G 1 ⊗ G 2 is a graph whose vertex set is the Cartesian product of the vertex sets of G 1 and G 2 defined as follows: two vertices (u 1 , u 2 ) and (v 1 , v 2 ) in are adjacent in G 1 ⊗ G 2 if and only if u 1 is adjacent with v 1 in G 1 and u 2 is adjacent with v 2 in G 1 .
One definition for Rényi mutual information of a joint pmf p(x, y) is as follows:
where D α is the Rényi divergence between two pmfs is defined as follows:
In particular, we have (see [12] )
III. SYSTEM MODEL A. Set Coordination Definition 1. Given an input pmf p(x 1 , · · · , x m ) and action sets A x1,x2,...,xm , one-shot and asymptotic coordination are defined as follows: in one-shot coordination, the parties observe only one instance of X i and coordination is achieved if (y 1 , y 2 , ..., y m ) ∈ A x1,x2,...,xm for any (
In the asymptotic version, the parties observe n i.i.d. repetitions of the sources X for any i ∈ [n] and any (x
We assume that the nodes have access to limited communication resources, as well as possibly private or common randomness. However, similar to empirical coordination, without loss of generality we can assume that the nodes are deterministic and do not use shared or private randomness. This is because (y 1 , y 2 , ..., y m ) ∈ A x1,x2,...,xm with probability one, and hence it has to hold for all possible values of the shared randomness variable.
Set coordination is related to empirical coordination. Take some arbitrary conditional pmf p(
.., y m ) ∈ A x1,x2,...,xm . Then a zero-error empirical coordination code for p(y 1 , y 2 , ..., y m |x 1 , x 2 , ..., x m ) is also a zero-error set coordination code. However, set coordination is more relaxed in the asymptotic formulation. Take a set coordination code of block length n and two sequence 
B. One-way coordination capacity
A two nodes network is characterized by two alphabet sets X 1 and X 2 for inputs and two action sets Y 1 and Y 2 . For each pair of inputs (x 1 , x 2 ) ∈ X 1 ×X 2 we have a permissible action set A x1,x2 ⊆ Y 1 × Y 2 . We are given some p(x 1 , x 2 ) on the inputs. Assume that there is a one-way communication link of limited rate R from node one to node two, as depicted in Fig. 1 . Definition 2. Coordination is achievable with one-way communication rate R with block length n if there are encoding and decoding functions E :
A rate R is said to be one-shot achievable if it is achievable with a code of block length n = 1, and is said to be asymptotically achievable if it is achievable with a code with for some arbitrarily large block length n. We use C to denote the minimum one-shot achievable rate, andC to denote the infimum of the asymptotically achievable rates.
Remark 1.
Computing the one-way capacityC is in general a difficult problem. For instance, consider the special case of Y 1 being a constant random variable, i.e. |Y 1 | = 1, and Y 2 = X 1 . Further assume y 2 ∈ A x1,x2 if and only if y 2 = x 1 . The problem is that of the minimum required rate for zeroerror source coding with side information (Witsenhausen's zero-error rate) and is open in general [9] .
IV. A GENERAL LOWER BOUND
One can use the fact that zero-error coordination is a more stringent condition than vanishing error coordination to derive the following lower bound on the asymptotic coordination capacity. Let P be the class of all p(y 1
Iq(X1,Y1;Y2|F,X2)=0
Proof of this theorem can be found in [12] .
Corollary 1.
If X 2 and Y 1 are constant random variables, random variable F will satisfy X 1 → F → Y 2 and we would like to minimize I(X 1 ; F ). The choice of F = Y 2 will be optimal and we get that the coordination capacity is greater than or equal to max q(x1) min p(y2|x1)∈P I(X 1 ; Y 2 ). We will see later that this lower bound is tight.
V. NO SIDE INFORMATION AT NODE TWO
In this section we restrict to the special case of a two nodes network, with node two having no observation, i.e., |X 2 | = 1. Without loss of generality we assume that p(x 1 ) > 0 for all x 1 throughout this section. In this case we can make some simplifications as follows: we can drop x 2 from A x1x2 and define
Notice that if node two chooses a proper action y 2 from A x1 , by definition there will exist a proper action y 1 for node one. Since node one knows x 1 and the message sent to node two as well as the decoding strategy of node two, action y 2 and hence y 1 can be found by this node.
A. One-shot achievable rates
We would like to compute the minimum size of the alphabet set of message M sent from node one to node two, such that node two can choose an action y 2 ∈ Y 2 where y 2 ∈ A x1 . In other words, assuming that M ∈ M, we would like to minimize |M| as much as possible. The one-shot capacity is minimum of log |M|.
We now make the observation that this special case of the coordination problem is nothing but the "Hide and Seek" problem of McEliece and Posner [3] . Consider the following source coding problem. Let X 1 be a set of natural numbers. Alice observes some number x 1 ∈ X 1 . We have a certain list of properties such as a number being even, being divisible by five, being a prime number, etc. Given some x 1 ∈ X 1 , Alice can find a subset of properties that are satisfied by x 1 , e.g., if x 1 = 5, it is both prime and divisible by 5. The goal of Alice is to inform Bob of at least one of these valid properties; thus the goal is not to inform Bob of x 1 , but one of its valid properties. The question is the minimum amount of communication needed from Alice to Bob to accomplish this task. It is not difficult to see that this problem is identical to the two node coordination problem with no side information at node two: Y 2 can denote the set of properties and A x1 can contain the list of properties that x 1 has.
Remarkably, the solution to the Hide and Seek problem can be expressed in terms of the Nash equilibrium of a zero-sum game where player one chooses x 1 and the player two tries to find y 2 ∈ Y 2 such that y 2 ∈ A x1 . Player one has to give player two one dollar if y 2 ∈ A x1 , otherwise the payoff is zero. We refer the readers to [3] for details. The solution to the Hide and Seek problem can be also expressed in terms of the size of minimum graph cover [3] . Before proceeding, we need some definitions:
, where by this notation we mean that the vertices in one part being indexed by elements of X 1 and the vertices of the other part indexed by elements of Y 2 . An edge is drawn between x 1 ∈ X 1 and y 2 ∈ Y 2 if and only if y 2 ∈ A x1 . We call this a coordination graph. Both the one-shot and asymptotic coordination capacity are characterized by the coordination graph. Hence we sometime denote the one-shot and asymptotic coordination capacity by C(G) andC(G) respectively.
Definition 4 ([3]). Consider a bipartite graph
A cover set for X 1 is a subset S ⊆ Y 2 such that for each x 1 ∈ X 1 , there exist some y 2 ∈ S such that x 1 and y 2 are connected.
Observe that the minimum length of message from node one to node two, |M| is equal to the size of minimum cover for X 1 . This is because given a cover set S, node one can simply send the index of y 2 in the cover set S that is connected to x 1 . Conversely, given any strategy by node one, one can produce a cover set by putting together the outputs y 2 corresponding to different values of the message M .
Finding minimum cover set for graph G = (X 1 , Y 2 ) is equivalent to solving following integer linear programming:
Here C(G) = log 2 IP(G) is the minimum message length in terms of bits.
B. Asymptotic achievable rates
In the asymptotic version of the problem, we fix some block length n. The first node observes some sequence x n 1 and needs to convey it to node two in a way it can produce y n 2 such that y 2i ∈ A x1i for i ∈ [n]. Then, one can see that the solution to this problem is size of minimum cover for a bipartite graph on X n 1 and Y n 2 , with two sequences x n 1 and y n 2 connected to each other if and only if y 2i ∈ A x1i for i ∈ [n]. This graph can be expressed as G n , i.e., the tensor product of the graph for the one-shot case, G, with itself by n times. Then the minimum required rate for block length n is log(IP(G ⊗n ))/n, and the limit of this when n goes to infinity is the asymptotic coordination capacity is equal toC(G), i.e., C(G) log lim n→∞ IP(G ⊗n ) 1/n . Authors in [3] also consider the above asymptotic version of the problem and show thatC(G) = log 2 LP(G), where LP(G) is the relaxation of linear programming given in equation (3) as follows:
Motivated by the Hide and Seek problem of [3] , Lovász provides a combinatorial proof for the above relation in [4] , i.e.,C
Remark 2. It is known that C(G) can be arbitrarily large whileC(G) is arbitrarily small [10] . On the other hand, C(G) =C(G) holds for two families of "interval graphs and forests" that are defined in [6] .
1) Connection to the Rate Distortion theory: While elegant, Lovász's proof is combinatorial. Fortunately, the asymptotic capacityC can be found using standard information theory arguments as in [3] . A formal way to do so is to express the the problem in terms of a zero-error rate distortion problem. Consider a distortion measure d : X 1 × Y 2 → {0, 1} where d(x 1 , y 2 ) = 0 if and only if x 1 and y 2 be connected, i.e., y 2 ∈ A x1 . When x 1 and y 2 are not connected, we can set the distortion to an arbitrary positive value, say d(x 1 , y 2 ) = 1.
Let R(p(x 1 ), D) be the standard rate distortion function for distortion function d(·, ·) when the source X 1 has pmf p(x 1 ). Furthermore, let R 0 (p(x 1 ), D) be the zero-error rate distortion function, which is the minimum (asymptotic) rate which can guaranty average distortion less than or equal to D with probability one, i.e., with probability of excess distortion being zero. Then, it is easy to see that
Observe that R 0 (p(x 1 ), D) depends only on the support of p(x 1 ), i.e., the values of x 1 where p(x 1 ) > 0, and not on the exact values of probabilities p(x 1 ). Furthermore, it is clear that R(p( x 1 ), D) we ask for exactly zero probability of exceeding the distortion, whereas in R (p(x 1 ), D) we ask for an asymptotically vanishing probability of excess distortion. Therefore, assuming that p(x 1 ) > 0 for all x 1 , we have
Interestingly, the above inequality holds with equality [5, Thm 4.2]:
Now, let us specialize this result to our coordination problem, when distortion D = 0. Let
Then, the asymptotic coordination capacity is equal tō
An alternative expression forC(G) follows from [5, Cor. 3.7] :C (G) = max
= max
where I 0 (X 1 ; Y 2 ) is the Rényi mutual information of order zero, defined in Section II. The last equality holds because for any q(x 1 ), from the definition of I 0 (X 1 ; Y 2 ) we have that
q(x 1 ) .
Remark 3. Curiously, equation (8) is also equal to the zeroerror feedback capacity of a point-to-point channel, when it is positive. This expression is also related to the sphere-packing bound for error exponents (see for instance [11, Eq. (8) ]). It would be interesting to find operational interpretations for these facts.
2) Characterization in terms of Rényi mutual information: So far, we have mentioned three characterizations forC(G): one in terms of a relaxed linear program by Lovász, and two as follows:C
See [6, Eq. 13] for connections with Rényi mutual information of order zero. Our first result states that the expression of Lovász's linear program can be also understood in terms of Rényi mutual information, which to best of our knowledge is new.
Theorem 2. Assuming p(x 1 ) > 0 for all x 1 , we havē
IEEE Information Theory Workshop -Fall (ITW)

VI. TWO NODES WITH SIDE INFORMATION
Assume that node two has some inputs X 2 , but that node one is aware of that, i.e., H(X 2 |X 1 ) = 0. As argued in the beginning of Section V, we can ignore Y 1 in our analysis by defining A x1,x2 {y 2 :
Without loss of generality we assume p(x 2 ) > 0 for all x 2 .
Definition 5. Take some arbitrary x * 2 ∈ X 2 and consider the coordination problem where X 2 = x * 2 is fixed and known to everybody, i.e., instead of the joint pmf p(x 1 , x 2 ) we consider the joint pmf q(
. Since X 2 is assumed to be fixed, this problem falls into the class of problems considered in Section V, and using Definition 3, a bipartite graph can be associated to it. We denote this graph by G x * 2 , which defined on (X 1 , Y 2 ), whereX 1 = {x 1 : p(x 1 |x * 2 ) > 0}. Theorem 3. The one-shot coordination capacity for joint pmf p(x 1 , x 2 ) where H(X 2 |X 1 ) = 0 is equal to max x2 C(G x2 ). The asymptotic coordination capacity for joint pmf p(x 1 , x 2 ) where H(X 2 |X 1 ) = 0 is equal to max x2C (G x2 ).
Corollary 2. Using Theorem 3, we can write a cut-set bound for a general network by splitting the nodes into two parts and defining super nodes.
VII. LINEAR COORDINATION
In this section we will study a special case of set coordination problems, where actions and inputs are constrained by linear equations. For simplicity, we only consider the two nodes network with one-way communication of Section III-B. We assume that the inputs of nodes are column vectors X 1 ∈ F r1 , X 2 ∈ F r2 , distributed according to some joint distribution. The outputs of the two nodes are also assumed to be column vectors Y 1 ∈ F s1 , Y 2 ∈ F s2 . The nodes are coordinated if
for some fixed matrices K 1 , K 2 , K 3 and K 4 . These four matrices are assumed to have the same number of c rows.
The number of columns of K 1 , K 2 , K 3 and K 4 are r 1 , r 2 , s 1 and s 2 respectively. Similar to Section V, we further make the simplifying assumption that node two has no input (r 2 = 0), or equivalently K 2 = 0.
One motivation for this model comes from linear control systems. Suppose that nodes are controllers and inputs are disturbances to the system. Controllers should undo the disturbance by producing proper actions.
For a linearly constrained coordination problem, we can define linear or non-linear codes. In a linear code, all encoding and decoding operations are linear, i.e., the transmitted messages are constructed linearly from the inputs, and the output actions are reconstructed linearly from the messages and the inputs. On the other hand, a non-linear code allows for nonlinear encoder and decoders. The one-shot linear coordination capacity C L (K 1 , K 3 , K 4 ) is defined as the minimum number of symbols in field F that are needed to be transmitted. Because linear codes are a special case of non-linear codes, we have that C ≤ C L log |F|. See [12] for precise definitions of linear and non-linear codes and capacities.
Similarly, we can define an asymptotic coordination problem where we have multiple inputs and outputs X 1i , Y 1i , Y 2i for i ∈ [n]. We say that the nodes are coordinated if
We can define the linear asymptotic capacityC L (K 1 , K 3 , K 4 ) in a similar way (see [12] ). Then, we have the following results:
Theorem 4. Let subspace V be the linear span of all vectors x 1 ∈ F r1 such that p(x 1 ) > 0. Then we have
(14)
Here the minimum is over linear subspaces U that satisfy the given constraints, ⊕ is the Minkowski sum and Im(·) is the image operator.
Similar results are proven in [12] for multi-terminal networks such as MAC.
Theorem 5. Assuming Im(K 4 ) ⊆ Im(K 1 ), we have that C = C = C L log |F| =C L log |F|. In other words, linear strategies are optimal and block coding does not help decrease the nonlinear coordination rate.
Proof of both theorems can be found in [12] .
