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に適した制御であると言える．本稿では，スパース最適制御（L0 ノルムが最小であるような許容制御）が L1 最適制
御と一致するための条件を与え，また自己駆動型制御によるフィードバック制御への拡張について検討する．
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Abstract In this article, we consider sparsity-optimal control that minimizes the L0 norm of a continuous-time
control signal. The L0 norm of a control signal is defined by the length of its support (the time intervals where
the control is exactly zero), and sparse control is a control whose L0 norm is much less than the signal length. In
sparse control, actuators are stopped on a relatively long time interval, on which the consumption of fuel or electric
power is cut and the emission of CO2, the noise sound, and the vibration are reduced. Therefore, sparse control
is a control suited to energy consumption. In this article, we give a sufficient condition such that the L0-optimal
controls are equivalent to the L1-optimal controls. We also consider an extension to feedback control based on the
self-triggered control method.
Key words sparse control, energy consumption, L1-optimal control, self-triggered control, sparsity, compressed
sensing












































時間区間 [0, T ] 上の連続時間信号 u(t)に対して，その Lp ノ













({t ∈ [0, T ] : u(t) |= 0}), (2)
で定義する．ここで，μ は R 上の Lebesgue 測度であり，
supp(u) は連続時間信号 u の台を表す．なお，ここで定義
された ‖u‖0 は厳密にはノルムではない．なぜなら，斉次性，
すなわちスカラー a と信号 uに対して ‖u‖0 = |a|‖u‖0 が一般
には成り立たないからである．しかし，慣例として「L0 ノル
ム」のような言い方がよく使われる．区間 [0, T ] 上の連続時間





ルのことである．詳しくは [5], [6], [15] などを参照されたい．
3. L1最適制御によるスパース制御
ここでは次の線形モデルで表される制御対象を考える．
x˙(t) = Ax(t) + bu(t). (3)
ただし，x(t) ∈ Rn, u(t) ∈ R, t ∈ [0, T ] とし，A ∈ Rn×n,
b ∈ Rn とする．この制御対象に対し，初期値 x(0) = ξ ∈ Rn
から，終端値x(T ) = 0まで状態を遷移させる制御入力で，制約
|u(t)| <= umax < ∞, t ∈ [0, T ] (4)
を満たす許容制御のうち，次の評価関数を最小化する制御入力
u(t), t ∈ [0, T ] を求める問題（スパース最適制御問題）を考
える．
















は L1 最適制御と一致するので，凸問題である L1 最適制御問
題を解くことにより，最もスパースな制御信号を容易に計算す
ることができる．なお，正規性の十分条件として以下の条件が
知られている [2, Theorem 6.13]．























u(t), t >= 0. (7)
ここで，初期値は (x1(0), x2(0)) = (ξ1, ξ2) とする．本節では，
この制御対象に対して，フィードバック制御の枠組みでのス
パース制御を考える．
まず，制御対象 (7) に対する有限時間 L1 最適制御を考え
よう．すなわち，あらかじめ与えられた時間 T > 0 で状態
x(t) = [x1(t), x2(t)]
 を原点に遷移させ，かつ振幅に対す
る umax = 1 としたときの制約 (4) を満たす制御入力 u(t),






























終端時刻 T と初期値 (ξ1, ξ2) は次を満たすとする．
（ 1） (ξ1, ξ2) ∈ R1 ∪R4 のとき，T >= ξ2 +
√
4ξ1 + 2ξ22 .
（ 2） (ξ1, ξ2) ∈ R2 ∪R3 のとき，T >= −ξ2+
√−4ξ1 + 2ξ22 .



















−1, if 0 <= t < t1,
0, if t1 <= t < t2,




T + ξ2 −
√




T + ξ2 +
√









1, if 0 <= t < t3,
0, if t3 <= t < t4,




T − ξ2 −
√




T − ξ2 +
√




（ 3） 初期値 (ξ1, ξ2) ∈ γ のとき，最適制御は
u∗(t) =
⎧⎨
⎩− sgn(ξ2), if 0
<= t < |ξ2|,
0, if |ξ2| <= t <= T,
(14)
で与えられる．ここで，sgn(·) は引数が正の実数の場合はその
符号 ±1 を，引数が 0の場合は 0を返す符号関数である．
（ 4） 初期値 (ξ1, ξ2) ∈ R4 ∩ (V−)c のとき（注1），最適制御問
題は特異となり，解は無数に存在する．その解は
























（ 5） (ξ1, ξ2) ∈ R2 ∩ (V+)c のとき，最適制御問題は特異と
なり，解は無数に存在する．その解は

























う事実である．すなわち，時間区間 [0, T ] において，せいぜい
2回制御の値が切り替わり，それらは {−1, 0, 1} のいずれかの
値を取る．そこで，時刻 t >= 0 における制御対象の 2 つの状
態 (x1(t), x2(t)) が観測されたとき，それを (ξ1, ξ2) とおいて
（ローカルの）時間区間 [0, T ] 上の L1 最適制御を補題 2 にも
とづき計算し，そこから計算される最初の切り替え時刻まで一
定値を制御入力として加える．例えば，状態 (x1(t), x2(t)) が
領域 R1 に入っているときは，(11)で定義される時刻 t1 を用
いて，時間区間 [t, t+ t1) まで制御入力 u(t) = −1 を制御対象
に加え，時刻 t + t1 で状態 (x1(t + t1), x2(t + t1)) を観測し，
同様のことを繰り返す．このように，現在の状態に依存して，
次の制御切り替えタイミングを設定するような制御を自己駆動
型制御 (self-triggered control) と呼ぶ [1]．制御対象 (7) に対
するスパース制御のための自己駆動型制御のアルゴリズムを
Algorithm 1 に示す．





目の条件が成り立つときに区間 [t, t+Δt) 上において制御信号
が 0 となり，スパース制御が実現される．
有限ホライズンの長さを T = 5，Algorithm 1 の中の最小
切り替え区間長をΔmin = 0.01 とし，各ステップにおける状態
の観測値に平均が 0，分散が 0.01 の Gaussノイズを加えた制
御系を考え，スパース制御のシミュレーションを行う．図 1 に
状態 x1(t), x2(t) を示す．状態観測ノイズの影響で状態は完全
に 0には漸近しないが，双方の状態とも原点付近にとどまって






（注2）：これを Zeno の現象と呼ぶ [7]．
Algorithm 1 Self-triggered control
Require: (x1(t), x2(t)) {state observation at time t >= 0}
Ensure: u(t), t ∈ [t, t+Δt] {constant input on interval [t, t+Δt]}
1: ξ1 := x1(t), ξ2 := x2(t).
2: if (ξ1, ξ2) ∈ R1 or (ξ1, ξ2) ∈ R4 ∩ V− then
3: Δt := 1
2
(
T + ξ2 −
√
(T − ξ2)2 − 4ξ1 − 2ξ22
)
.
4: u := −1.
5: else if (ξ1, ξ2) ∈ R3 or (ξ1, ξ2) ∈ R2 ∩ V+ then
6: Δt := 1
2
(
T − ξ2 −
√
(T − ξ2)2 + 4ξ1 − 2ξ22
)
.
7: u := 1.
8: else if (ξ1, ξ2) ∈ γ then
9: Δt := |ξ2|.
10: u := − sgn(ξ2).
11: else





13: u := 0.
14: end if
15: if Δt < Δmin then
16: Δt := Δmin.
17: end if
18: return u(t) = u, t ∈ [t, t+Δt).















図 1 状態 x1(t)（実線）と x2(t)（破線）
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