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Resumo
Neste trabalho, apresentamos um estudo sobre identidades e polinômios centrais
graduados para algumas álgebras importantes sobre corpos de característica zero.
Inicialmente, exibimos os geradores do ideal das identidades Z3 × Z2-graduadas para
a álgebra M2,1(E), onde E representa a álgebra de Grassmann de dimensão infinita. Em
seguida, apresentamos uma descrição dos polinômios centrais Z3 × Z2-graduados para
a álgebra M2,1(E). Depois, fornecemos as descrições dos polinômios centrais Zn × Z2-
graduados para as álgebras Mp,q(E), onde p, q ∈ N e n = p+ q e dos polinômios centrais
Znm × Z2-graduados para as álgebras Mp,q(E) ⊗ Mr,s(E), onde m = r + s. Por fim,
descrevemos as identidades e polinômios centrais Z × Z2-graduados para as álgebras
Mp,q(E) e Mp,q(E) ⊗ Mr,s(E) e exibimos as identidades monomiais Z × Z2-graduadas
de Mp,q(E) em alguns casos.
Abstract
In this thesis we study graded identities and graded central polynomials for some
important algebras over fields of characteristic zero. First we exhibit the generators of
the ideal of the Z3×Z2-graded identities for the algebra M2,1(E), where E stands for the
infinite-dimensional Grassmann algebra. Moreover we present a description of the Z3×Z2-
graded central polynomials for the algebra M2,1(E). We also provide a description of the
Zn×Z2-graded central polynomials for the algebrasMp,q(E) where p, q ∈ N and n = p+q,
and also the Znm × Z2-graded central polynomials for the algebras Mp,q(E) ⊗ Mr,s(E)
where m = r + s. Finally we describe the graded identities and Z × Z2-graded central
polynomials for the algebrasMp,q(E) andMp,q(E)⊗Mr,s(E), and we exhibit the monomial
Z× Z2-graded identities of Mp,q(E) in some cases.
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Introdução
A Teoria das álgebras com identidades polinomiais ou PI-teoria é um ramo de
grande importância na Teoria de Anéis e teve seu início, embora implícito, nos trabalhos
de Dehn [17] e Wagner [67]. Alguns anos mais tarde surgiram resultados de peso na
área, devidos a matemáticos como Hall, Jacobson, Kaplansky, Levitzki, (veja [29], [34],
[35], [46]) que tratavam da estrutura de anéis ou álgebras que satisfazem uma identidade
polinomial.
Dizemos que um polinômio f(x1, x2, . . . , xn) em variáveis não-comutativas é uma
identidade polinomial para uma álgebra A se f se anula quando avaliado em quaisquer
elementos de A. Dizemos que A é uma PI-álgebra quando existe um polinômio não nulo
nestas condições. Podemos citar como exemplo de PI-álgebras as álgebras comutativas,
as de dimensão finita e as nilpotentes.
Por volta de 1950 foi provado o Teorema de Amitsur-Levitzki, o qual afirma que a
álgebra Mn(F ) das matrizes n × n sobre um corpo F satisfaz a identidade standard de
grau 2n (o leitor pode encontrar várias demonstrações deste importante teorema bem
como comentários no livro [23]). O teorema de Amitsur e Levitzki foi um passo de suma
importância para a PI teoria, pois mostrou a força dos métodos combinatórios aplicados
a problemas puramente algébricos. A partir deste trabalho, a PI-teoria acabou atraindo
a atenção ainda maior de diversos pesquisadores. Ao longo dos anos a PI-teoria tem sido
desenvolvida e exposta através de excelentes trabalhos (artigos e livros) de matemáticos
como Nagata, Higman, Malcev, Posner, Shirshov, Amitsur, Herstein, Specht, Kostant,
Procesi, Kostrikin, Kemer, Zelmanov, Formanek, Regev, Rowen, Drensky (podemos citar
como exemplos [47], [32], [50], [5], [30], [31], [51], [57], [58], [60], [23]) entre outros. Claro
que tal lista não é nem de longe completa; nem pode ser nosso objetivo listar todos
os pesquisadores que têm trabalhado sobre álgebras com identidades polinomiais. Uma
simples busca através de MathSciNet pelo código primário 16R (Álgebras com identidades
12
polinomiais) mostra,que desde 2001, são 735 artigos publicados.
Dada uma álgebra A, denotemos por T (A) o conjunto das identidades de A,
comumente chamado de T -ideal (ou ideal verbal) da álgebra A. Um dos problemas mais
difíceis, porém importante, na PI-Teoria é descrever as identidades para uma álgebra
A, isto é, obter um conjunto gerador (em um determinado sentido) de T (A), também
conhecido por base das identidades de A. Denote por F 〈X〉 a álgebra dos polinômios
em variáveis associativas e não-comutativas no conjunto X sobre o corpo F . Um ideal
I em F 〈X〉 diz-se um T -ideal se for invariante por todo endomorfismo de F 〈X〉. Em
1950 Specht, em [61], conjecturou que todo T -ideal (em característica 0) é finitamente
gerado. Tal problema ficou conhecido como Problema de Specht e foi resolvido apenas
em 1987 por Kemer, em seu importante trabalho ([37],[38]) sobre a estrutura dos T-
ideais em característica zero. Embora Kemer tenha dado uma resposta positiva para este
problema, quando o corpo tem característica zero, ele não mostra como determinar uma
tal base. Sabe-se, que em característica positiva, o Problema de Specht tem resposta
negativa, pode-se citar, por exemplo, os trabalhos de Belov [8], Grishin [28] e Shchigolev
[59]. Ressaltamos aqui que no caso de álgebras de Lie o análogo do problema de Specht
foi resolvido (resposta negativa) por Vaughan-Lee (em característica 2) e Drensky (em
qualquer característica positiva), veja para mais detalhes o livro [23, Section 2.2]. Já em
característica 0, no caso de álgebras de Lie, Iltyakov mostrou que a resposta é positiva se as
álgebras são de dimensão finita [33]. (O resultado de Iltyakov é mais geral, mas para esta
introdução preferimos citar apenas este caso particular, embora de grande importância.)
Sabe-se que um T -ideal I é T -primo se sempre que I1I2 ⊆ I, sendo I1 e I2 T -ideais,
implicar I1 ⊆ I ou I2 ⊆ I. Uma álgebra é dita T -prima se o seu T -ideal for T -primo.
No seu trabalho sobre a estrutura dos T -ideais, Kemer mostrou que o comportamento
dos T-ideais em característica 0 é parecido, em certo sentido, com o dos ideais na álgebra
dos polinômios comutativos em várias variáveis. Kemer descreveu as álgebras T -primas.
Mais especificamente ele mostrou que em característica zero, os únicos T -ideais T -primos
não-triviais são os T -ideais das álgebras Mn(F ), Mn(E) e Mp,q(E), onde F é um corpo
e E é a álgebra de Grassmann (ou exterior) de dimensão infinita. Ainda Mp,q(E) é a
subálgebra deMp+q(E) que consiste das matrizes que têm na diagonal principal um bloco
p× p e outro q × q com entradas em E0, o centro de E, e na diagonal secundária blocos
com entradas em E1, a parte anticomutativa de E. Além disso, Kemer mostrou que em
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característica zero valem as seguintes igualdades
• T (Mp,q(E)⊗ E) = T (Mp+q(E));
• T (Mp,q(E)⊗Mr,s(E)) = T (Mpr+qs,ps+qr(E));
• T (E ⊗ E) = T (M1,1(E))
Este resultado é conhecido como o Teorema do Produto Tensorial de Kemer. Uma
consequência importante deste resultado é que o produto tensorial A ⊗ B de álgebras
T-primas é PI-equivalente a uma álgebra T-prima. (Aqui observamos que os demais
produtos tensoriais de álgebras T-primas ou são isomorfos a alguma álgebra T-prima, ou
usando-se as PI equivalências de cima mais os isomorfismos canônicos, pode ser obtida a
respectiva PI equivalência.)
Além das identidades polinomiais, existem outros conceitos importantes na PI-Teoria,
entre os quais podemos citar: polinômios centrais, identidades graduadas, polinômios
centrais graduados, identidades fracas, identidades com traço e identidades com involução.
Neste trabalho trataremos apenas de identidades e polinômios centrais graduados.
Um conceito também de grande importância na PI-teoria é o de polinômio central.
Diz-se que um polinômio f(x1, x2, . . . , xn) é central para uma álgebra A se resulta em
um elemento do centro de A quando avaliado em quaisquer elementos desta álgebra.
As identidades polinomiais são exemplos naturais de polinômios centrais, conhecidas
por polinômios centrais triviais. Os polinômios constantes também são considerados
polinômios centrais triviais. Em 1956 Kaplansky [36] propôs um problema sobre a
existência de polinômio central não-trivial (isto é, não identidade e sem termo constante)
para a álgebra das matrizes Mn(F ), onde n > 2 (no caso n = 2 já se conhecia o
polinômio de Hall [x1, x2][x3, x4] + [x3, x4][x1, x2]). Este problema foi solucionado de
maneira independente por Formanek (veja [25]) e por Razmyslov (veja [53]). Belov em
[9] provou que cada álgebra T -prima possui um polinômio central não-trivial. Polinômios
centrais também foram obtidos para as álgebrasMp,q(E) por Razmyslov, ver por exemplo
[55]. Os polinômios centrais para a álgebra Mn(F ) aparecem nos estudos da álgebra das
matrizes genéricas, um objeto de muita relevância não apenas na PI teoria mas também
em diversas outras partes da álgebra tais como álgebras com involução, anéis de divisão
e o grupo de Brauer, apenas para citar algumas.
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A tarefa de descrever as identidades e polinômios centrais para álgebras importantes,
entre as quais sem dúvida estão as álgebras T -primas, é uma tarefa extremamente
difícil. Os resultados conhecidos são poucos. Assim por exemplo, conhecem-se bases das
identidades polinomiais para as álgebras matriciais M2(F ): Razmyslov em [52] encontrou
uma base finita (de 9 polinômios), e em seguida Drensky [22] mostrou que as identidades
deM2(F ) são consequências do polinômio standard s4 e do polinômio de Hall, tudo isso em
característica 0. Em [40] foi mostrado que se F é um corpo infinito de característica p > 5
o mesmo resultado vale, e em [16] os casos de característica 3 e 5 foram resolvidos. Ainda
não se sabe se existe uma base finita das identidades de M2(F ) quando F é infinito e de
característica 2. Não se tem nem ideia de como encontrar uma base para as identidades
de Mn(F ), n > 2. As identidades da álgebra de Grassmann E foram descritas por
Latyshev [44] e por Krakowski e Regev [43], em característica 0, e por vários autores em
característica positiva (ou em dimensão finita), veja para maiores detalhes a bibliografia
de [26]. Popov [49] descreveu as identidades de E⊗E (a qual é PI equivalente a M1,1(E))
em característica 0. Com os exemplos acima, mais o caso trivial das matrizes 1×1, temos
uma lista completa dos casos de álgebras T-primas cujas identidades são conhecidas. A
situação com os polinômios centrais é bastante parecida: são conhecidos apenas para
M2(F ) [48], [16], bem como para E.
Isto nos motiva ao estudo das identidades e polinômios centrais graduados, cuja
descrição é relativamente mais fácil de ser feita, mas não menos importante que o estudo
no caso não-graduado. Ainda não se tem informação completa sobre as descrições das
identidades e polinômios centrais graduados para as álgebras T -primas.
O análogo do problema de Specht no caso de identidades graduadas foi resolvido de
forma afirmativa por Sviridova [63] quando o grupo da graduação é abeliano, e por Aljadeff
e Kanel-Belov [2] no caso de qualquer grupo finito.
As identidades Z2-graduadas das álgebras M2(F ), M1,1(E) e E⊗E foram obtidas por
Di Vincenzo [18], em característica zero, e mais tarde por Koshlukov e Azevedo [41], para
corpos infinitos de característica diferente de 2. As identidades Z2-graduadas da álgebra
de Grassmann E foram descritas por Di Vincenzo e Da Silva [21], em característica zero,
para qualquer Z2-graduação sobre E e por Centrone em [14] para corpos infinitos e de
característica diferente de 2. Nestes dois trabalhos a graduação de E é tal que o espaço
vetorial que gera E tem de ser homogêneo na graduação. Vasilovsky ([65] e [66]) descreveu
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as identidades Z-graduadas e as Zn-graduadas para a álgebra Mn(F ), para qualquer n,
quando o corpo tem característica zero. Posteriormente, Azevedo ([7] e [6]) generalizou os
resultados dos trabalhos anteriores para corpos infinitos. Em [19], Di Vincenzo e Nardozza
relacionaram as identidades graduadas de uma álgebra A com as identidades graduadas
do produto tensorial de A pela álgebra de Grassmann E. Di Vincenzo e Nardozza em [20]
descreveram as identidades Zn×Z2-graduadas para as álgebras Mp,q(E), onde n = p+ q,
em característica zero.
Os polinômios centrais Z2-graduados das álgebras M2(F ), M1,1(E) e E ⊗ E foram
descritos por Brandão e Koshlukov [11] para corpos infintos e de característica diferente
de 2. Brandão [12] descreveu os polinômios centrais Zn-graduados e Z-graduados para a
álgebra Mn(F ) sobre corpos infinitos. Alves, Brandão e Koshlukov em [1] descreveram os
polinômios centrais Zn × Z2 para a álgebra Mn(E) sobre corpos de característica zero.
As identidades e polinômios centrais graduados, como foi discutido anteriormente, são
de grande importância na PI-Teoria. Entretanto ainda sabe-se pouco sobre as descrições
de tais polinômios para as álgebras T -primas. Este "cenário" nos motivou a fazer um
estudo sobre as identidades e polinômios centrais graduados para as álgebras Mp,q(E) e
Mp,q(E)×Mr,s(E), sobre corpos de característica zero.
O nosso trabalho está organizado em quatro capítulos. No primeiro capítulo
são apresentados conceitos e resultados básicos necessários para o desenvolvimento do
trabalho.
No segundo capítulo apresentamos uma descrição completa das identidades Z3 × Z2-
graduadas para a álgebra M2,1(E). Para tal descrição utilizamos ideias do trabalho de Di
Vincenzo e Nardozza [20]. Apresentamos também uma descrição do espaço dos polinômios
centrais Z3 × Z2-graduadas para a álgebra M2,1(E).
No terceiro capítulo apresentamos as descrições dos polinômios centrais graduados
para as álgebras Mp,q(E) e Mp,q(E) ⊗Mr,s(E), n = p + q e m = r + s, sobre corpos de
característica zero. Nestas descrições são consideradas, respectivamente, as graduações
pelos grupos Zn × Z2 e Znm × Z2 de [20]. Tais descrições generalizam a dos polinômios
centrais Z3 × Z2-graduadas para a álgebra M2,1(E) e que aparece no Capítulo 2.
Por fim, no quarto capítulo apresentamos as descrições das identidades e polinômios
centrais Z×Z2-graduados para as álgebras Mp,q(E) e Mp,q(E)⊗Mr,s(E), sobre corpos de
característica zero. As graduações consideradas para essas álgebras são parecidas com as
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graduações usadas em [20]. Também exibimos as identidades monomiais Z×Z2-graduadas
para alguns casos de Mp,q(E).
Os resultados dos Capítulos 2, 3, 4 são novos e serão submetidos para publicação em
breve.
Neste trabalho pretendemos dar a nossa contribuição às pesquisas relacionadas aos
estudos das identidades e polinômios centrais graduados de álgebras T -primas.
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Capítulo 1
Preliminares
Neste capítulo apresentaremos os conceitos e resultados necessários para o desenvolvi-
mento deste trabalho. Iniciaremos com uma discussão sobre álgebras, nosso objeto central
de estudo. No texto F denotará um corpo e, a menos que mencionarmos o contrário, todas
as álgebras e espaços vetoriais serão definidos sobre F .
Os conceitos aqui introduzidos e as suas propriedades são bem conhecidos e podem
ser encontrados em praticamente todos os livros básicos da PI-teoria. Indicaremos por
exemplo os livros [23] e [24], onde o leitor pode encontrar praticamente todos os fatos
expostos neste capítulo.
1.1 Álgebras
Definição 1.1.1. Uma F -álgebra (álgebra sobre F ou simplesmente álgebra) é um par
(A, ∗), onde A é um espaço vetorial e ∗ é uma operação binária em A que é uma aplicação
bilinear, ou seja, ∗ : A× A −→ A satisfaz
(i) (a+ b) ∗ c = a ∗ c+ b ∗ c;
(ii) a ∗ (b+ c) = a ∗ b+ a ∗ c;
(iii) (λa) ∗ b = a ∗ (λb) = λ(a ∗ b).
para quaisquer a, b, c ∈ A e λ ∈ F .
Na definição acima, ∗ é chamado de produto ou multiplicação. Para simplificar a
notação, vamos denotar uma F -álgebra (A, ∗) por A, e escreveremos ab, ao invés de a ∗ b,
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para a, b ∈ A. Definimos a1a2a3 como sendo (a1a2)a3 e, indutivamente, a1a2 · · · anan+1
como sendo (a1a2 · · · an)an+1 para ai ∈ A.
Um subconjunto β é uma base da álgebra A se β é uma base de A como espaço
vetorial. Neste caso, definimos a dimensão de A como sendo a dimensão do espaço
vetorial A.
Definição 1.1.2. Uma álgebra A é dita ser:
• associativa, se (ab)c = a(bc), para quaisquer a, b, c ∈ A.
• comutativa, se ab = ba, para quaisquer a, b ∈ A.
• unitária (ou com unidade), se o produto possui elemento neutro, isto é, se existe
um elemento 1A ∈ A chamado de unidade de A tal que 1Aa = a1A = a para todo
a ∈ A.
• álgebra de Lie (o produto, como usualmente, será denotado por [a, b]), se para
quaisquer a, b, c ∈ A valem [a, a] = 0 e além disso [[a, b], c] + [[b, c], a] + [[c, a], b] = 0
(identidade de Jacobi).
• nil, se para cada a ∈ A, existe n ∈ N tal que an = 0. O elemento a é chamado
de nilpotente e o menor natural n com tal propriedade é denominado índice de
nilpotência de a. Quando existe n ∈ N tal que an = 0 para todo a ∈ A, dizemos
que A é nil de índice limitado.
• nilpotente, se existe n ∈ N tal que o produto de quaisquer n + 1 elementos de A
com qualquer disposição de parênteses é igual a zero (se A é de Lie ou associativa,
isto equivale a dizer que a1a2 · · · anan+1 = 0 para quaisquer a1, a2, . . . , an, an+1 ∈ A).
Neste caso, definimos o índice (ou classe) de nilpotência de A como sendo o menor
n que satisfaz esta condição.
Observe que se A é uma álgebra nilpotente, então é nil de índice limitado. Claramente,
uma álgebra nil não pode ter unidade.
Em praticamente todo trabalho vamos tratar de álgebras associativas com unidade.
De agora em diante, a menos que seja mencionado o contrário, o termo álgebra deverá ser
entendido como álgebra associativa unitária. Apresentaremos a seguir alguns exemplos
importantes de álgebras.
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Exemplo 1.1.1. O espaço vetorial Mn(F ) das matrizes n × n com entradas em F ,
munido da multiplicação usual de matrizes, é uma álgebra associativa com unidade (a
matriz identidade In). Destacamos nesta álgebra as matrizes elementares Eij, para i, j
satisfazendo 1 ≤ i, j ≤ n, onde Eij é a matriz cuja única entrada não nula é 1 na i-
ésima linha e j-ésima coluna. Não é difícil notar que elas formam uma base para Mn(F )
e portanto a dimensão desta álgebra é n2. De forma mais geral, se A é uma álgebra,
consideremos o espaço vetorial Mn(A) de todas as matrizes n× n com entradas em A. O
produto em Mn(A) é análogo ao produto em Mn(F ). Temos que Mn(A), munido deste
produto, é uma álgebra.
Exemplo 1.1.2. Seja V um espaço vetorial com base {e1, e2, e3, . . .}. A álgebra de
Grassmann (ou álgebra exterior) de V , denotada por E(V ) (ou simplesmente por
E), é definida como sendo a álgebra cuja base é
{1, ei1ei2 · · · eik | i1 < i2 < . . . < ik, k ≥ 1}
e o produto é definido pelas relações
e2i = 0 e eiej = −ejei para quaisquer i, j ∈ N.
Na álgebra E definimos os seguintes subespaços vetoriais:
• E0, gerado pelo conjunto {1, ei1ei2 · · · eim | m é par}
• E1, gerado pelo conjunto {ei1ei2 · · · eik | k é ímpar}
Nota-se que E = E0 ⊕ E1 como espaço vetorial. Desde que eiej = −ejei temos
(ei1 · · · eim)(ej1 · · · ejk) = (−1)mk(ej1 · · · ejk)(ei1 · · · eim) para quaisquer m, k ∈ N, e assim
concluímos que ax = xa para quaisquer a ∈ E0 e x ∈ E, e bc = −cb para quaisquer
b, c ∈ E1. Logo, se charF = 2, então E é uma álgebra comutativa.
Considerando E ′ a álgebra com base {ei1ei2 · · · eik | i1 < i2 < . . . < ik, k ≥ 1}, temos
que E ′ não tem unidade e é chamada de álgebra exterior sem unidade.
Exemplo 1.1.3. Sejam A e B duas álgebras. A partir dessas álgebras construíremos uma
nova álgebra que será importante no nosso trabalho. Antes disso recordaremos algumas
noções sobre o produto tensorial de espaços vetoriais. Dados A e B espaços vetoriais,
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definimos o produto tensorial de A e B, e denotamos por A⊗B, como sendo o espaço
vetorial gerado pelo conjunto {a⊗b | a ∈ A, b ∈ B}, onde os elementos a⊗b são chamados
de tensores e satisfazem
(a1 + a2)⊗ b = (a1 ⊗ b) + (a2 ⊗ b)
a⊗ (b1 + b2) = (a⊗ b1) + (a⊗ b2)
(λa)⊗ b = λ(a⊗ b)
a⊗ (λb) = λ(a⊗ b)
para quaisquer a1, a2, a ∈ A, b1, b2, b ∈ B e λ ∈ F . Portanto, os elementos de A ⊗ B são
da forma ∑ni=1 ai ⊗ bi, onde ai ∈ A e bi ∈ B.
Não é difícil ver que se β1 e β2 são bases de A e B, respectivamente, então o conjunto
β = {a⊗ b | a ∈ β1, b ∈ β2} é uma base de A⊗B. Sabe-se também que se V é um espaço
vetorial e f : A×B −→ V é uma aplicação bilinear, então existe uma única transformação
linear ψ : A ⊗ B −→ V satisfazendo ψ(a ⊗ b) = f(a, b). Tal propriedade é a conhecida
Propriedade Universal do produto tensorial.
Usando a Propriedade Universal do produto tensorial podemos definir uma estrutura
de álgebra em A⊗B. Considere duas bases β1 e β2 de A e B, respectivamente. Definimos
(a1 ⊗ b1)(a2 ⊗ b2) = a1a2 ⊗ b1b2
Temos que A⊗B, munido deste produto, é uma álgebra associativa, chamada de produto
tensorial das álgebras A e B. O elemento 1A ⊗ 1B é a unidade desta álgebra.
Uma derivação em uma álgebra A é uma transformação linear D : A −→ A que
satisfaz D(xy) = D(x)y + xD(y).
Se A é uma álgebra e a, b ∈ A, definimos o comutador [a, b] = ab − ba. Mais
geralmente, definimos o comutador de comprimento n como sendo
[a1, . . . , an−1, an] = [[a1, . . . , an−1], an],
onde ai ∈ A. Através de um cálculo simples, podemos provar que
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[ab, c] = a[b, c] + [a, c]b para quaisquer a, b, c ∈ A. (1.1)
Se a ∈ A e Ta : A −→ A é tal que Ta(x) = [x, a], então por 1.1 segue que Ta é uma
derivação. Logo, usando indução sobre n pode-se mostrar que
[a1a2 · · · an, c] =
n∑
i=1
a1 · · · ai−1[ai, c]ai+1 · · · an. (1.2)
Se A é uma álgebra, V e W subespaços vetoriais de A, definimos o produto VW como
sendo o subespaço vetorial de A gerado pelo conjunto {xy | x ∈ V, y ∈ W}.
Definição 1.1.3. Um subespaço vetorial B de uma álgebra A será denominado de
subálgebra de A se BB ⊆ B e 1 ∈ B. Um subespaço vetorial I de A será denominado
de ideal de A se AI ⊆ I e IA ⊆ I, ou seja, se ax, xa ∈ I para quaisquer a ∈ A e x ∈ I.
Exemplo 1.1.4. Considere a álgebra exterior E (veja Exemplo 1.1.2). Sendo m ∈ N
consideremos o subespaço Em de E gerado pelo conjunto
{1, ei1ei2 · · · eik | i1 < i2 < · · · < ik ≤ m}.
O subespaço Em é uma subálgebra de E de dimensão 2m. Pode-se observar que Em é a
álgebra exterior do espaço vetorial com base {e1, e2, . . . , em}.
Exemplo 1.1.5 (Centro de uma álgebra). Seja A uma álgebra. O centro de A é o
conjunto Z(A) = {a ∈ A | ax = xa para todo x ∈ A} que é uma subálgebra de A. Um
fato bastante conhecido da Álgebra Linear Elementar é que Z(Mn(F )) = {λIn×n | λ ∈ F}
(matrizes escalares) qualquer que seja n ∈ N . Caso charF 6= 2 tem-se que Z(E) = E0.
Definição 1.1.4. Sejam A uma álgebra e ∅ 6= T ⊆ A. Definimos a subálgebra de A
gerada por T como sendo a interseção de todas as subálgebras de A que contêm T ∪{1}.
Observação 1.1.1. Sendo A uma álgebra e T um subconjunto não vazio de A, não é
difícil mostrar que a subálgebra de A gerada por T coincide com o subespaço de A gerado
por {1, t1t2 . . . tk | k ∈ N, ti ∈ T}.
Definição 1.1.5. Sejam A e B duas álgebras. Dizemos que uma transformação linear
ϕ : A −→ B é um homomorfismo de álgebras se ϕ(xy) = ϕ(x)ϕ(y) para quaisquer x,
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y ∈ A e, além disso, ϕ(1A) = 1B. Dizemos que ϕ é um mergulho (ou monomorfismo)
se ϕ é um homomorfismo injetivo, isomorfismo se ϕ é biunívoco, endomorfismo se
ϕ é um homomorfismo e A = B e automorfismo se ϕ é um endomorfismo biunívoco
(endomorfismo e isomorfismo ao mesmo tempo).
Denotamos por EndA e AutA os conjuntos dos endomorfismos e automorfismos,
respectivamente, da álgebra A. Se existir um isomorfismo ψ : A −→ B, dizemos que
as álgebras A e B são isomorfas e denotamos por A ' B.
Dado ϕ : A→ B um homomorfismo de álgebras, o conjunto
Kerϕ = {a ∈ A | ϕ(a) = 0}
é um ideal de A, chamado de núcleo de ϕ, e o conjunto Imϕ = {ϕ(a) | a ∈ A}, chamado
de imagem de ϕ, é uma subálgebra de B.
Sejam A uma álgebra e I um ideal de A. Consideremos no espaço vetorial quociente
A/I o produto (a + I)(b + I) = ab + I para a, b ∈ A. Tal produto está bem definido,
pois independe da escolha dos representantes das classes laterais e torna o espaço vetorial
A/I uma álgebra. A álgebra A/I é conhecida por álgebra quociente de A por I.
Denotaremos a + I por a. Seja ϕ : A −→ B um homomorfismo de álgebras. Se I é um
ideal de A e I ⊆ Kerϕ, então a aplicação
ϕ : A/I −→ B
a 7−→ ϕ(a) = ϕ(a)
é bem definida e é um homomorfismo de álgebras. Se I = Kerϕ, então ϕ é injetora e
consequentemente A/Kerϕ ' Imϕ = Imϕ.
Apresentaremos a seguir alguns exemplos importantes de homomorfismos.
Exemplo 1.1.6. Sejam A uma álgebra e I um ideal de A. A aplicação pi : A −→ A/I,
definida por pi(a) = a, é um homomorfismo de álgebras chamado de projeção canônica.
Exemplo 1.1.7. Seja A′ uma álgebra sem unidade. Consideremos o espaço vetorial
A = F ⊕ A′ = {(λ, a) | λ ∈ F, a ∈ A′}
Definimos em A o seguinte produto (λ1, a1)(λ2, a2) = (λ1λ2, λ1a2 + λ2a1 + a1a2). O
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conjunto A, munido deste produto, é uma álgebra associativa com unidade (o elemento
(1,0)). A aplicação Φ : A′ −→ A definida por Φ(a) = (0, a) é um mergulho. Dizemos que
A é obtida de A′ por adjunção da unidade.
Exemplo 1.1.8. As álgebras E (álgebra exterior) e F⊕E ′ (Exemplo 1.1.7) são isomorfas,
pois Ψ : F ⊕ E ′ −→ E, definida por Ψ(λ, x) = λ+ x é um isomorfismo.
Exemplo 1.1.9. Seja A uma álgebra. Tem-se que Mn(F ) ⊗ A ' Mn(A). De fato,
consideremos a transformação linear ϕ : Mn(F )⊗A −→Mn(A) tal que ϕ(Eij⊗a) = aEij,
onde aEij é a matriz de Mn(A) que tem a na entrada (i, j) e 0 nas demais. ϕ é um
isomorfismo de álgebras. Inicialmente, observemos que {aEij | 1 ≤ i, j ≤ n, a ∈ β},
onde β é uma base de A, é uma base de Mn(A) como espaço vetorial. Considere agora a
transformação linear
ψ : Mn(A) −→ Mn(F )⊗ A
aEij 7−→ ψ(aEij) = Eij ⊗ a.
Note que
ψ(ϕ(Eij ⊗ a)) = ψ(aEij) = Eij ⊗ a
e
ϕ(ψ(aEij) = ϕ(Eij ⊗ a) = aEij.
Logo, ψ = ϕ−1 e portanto ϕ é biunívoca.
Provaremos agora que ϕ é um homomorfismo de álgebras. Observemos que
(aEij)(bEkl) =
 0, se j 6= k;(ab)Eil, se j = k.
Usando isto e o fato do produto em Mn(A) ser bilinear, concluímos que ϕ é um
homomorfismo de álgebras. Portanto, pelo que foi discutido anteriormente, segue que
Mn(F )⊗ A 'Mn(A).
1.2 Identidades Polinomiais
Nesta seção introduziremos o conceito de identidades polinomiais, um dos nossos
objetos de estudo. Iniciaremos tal discussão com a ideia de álgebras associativas livres,
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cuja importância está no fato de ser o "ambiente", onde definiremos as identidades
polinomiais. Os principais conceitos e resultados desta Seção encontram-se em [23], [24]
e [27].
Definição 1.2.1. Seja V uma classe de álgebras. Dizemos que uma álgebra R ∈ V é uma
álgebra livre de V se existe um subconjunto Y gerador de R tal que para toda álgebra
A ∈ V e toda aplicação h : Y → A existe um único homomorfismo de álgebras ϕ : R→ A
estendendo h. A álgebra R é então dita ser livremente gerada por Y e a cardinalidade |Y |
do conjunto Y é chamada de posto de R.
Um raciocínio simples mostra que o posto de R é bem definido, no sentido que duas
álgebras livres em V são isomorfas se e somente se elas têm o mesmo posto. Faremos ele
no caso de álgebras sem 1; para álgebras unitárias a adaptação é imediata. De fato, se
R1 ∼= R2, teremos que R1/(R1)2 ∼= R2/(R2)2. Mas Ri/(Ri)2 é o espaço vetorial gerado
por Yi, e dois espaços vetoriais são isomorfos se e somente se eles têm a mesma dimensão.
A seguir construiremos uma álgebra livre na classe de todas as álgebras associativas
unitárias. Seja X = {x1, x2, . . .} um conjunto não-vazio e enumerável de variáveis
não-comutativas. Uma palavra em X é uma sequência xi1xi2 . . . xin onde n ∈ N e
xij ∈ X. Vamos denotar por 1 a palavra vazia. Dizemos que duas palavras xi1xi2 . . . xin
e xj1xj2 . . . xjm são iguais se n = m e i1 = j1, i2 = j2, . . . , in = jn. Consideremos F 〈X〉 o
espaço vetorial que tem por base o conjunto de todas as palavras em X. Dessa forma, os
elementos de F 〈X〉, que chamaremos de polinômios, são somas (formais) de termos
(ou monômios) que são produtos (formais) de um escalar por uma palavra em X.
Consideremos em F 〈X〉 a seguinte multiplicação
(xi1 . . . xik)(xj1 . . . xjl) = xi1 . . . xikxj1 . . . xjl onde xit , xjs ∈ X.
Estendemos usando as leis distributivas (isto é, por linearidade) o produto para F 〈X〉. O
espaço vetorial F 〈X〉 munido deste produto é uma álgebra associativa com unidade, que
é a palavra vazia. Observe que X gera F 〈X〉 como álgebra.
Proposição 1.2.1. A álgebra F 〈X〉 é livre na classe das álgebras associativas com
unidade.
Demonstração: Sejam A uma álgebra e h : X −→ A uma aplicação qualquer, com
h(xi) = ai para i ∈ N. Temos que existe uma aplicação linear ϕh : F 〈X〉 → A tal que
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ϕh(1) = 1A e ϕh(xi1xi2 · · ·xin) = ai1ai2 · · · ain . Temos que ϕh é um homomorfismo de
álgebras e é o único satisfazendo ϕh|X = h.
Definição 1.2.2. Seja A uma álgebra. Um polinômio f(x1, . . . , xn) ∈ F 〈X〉 (ou a
expressão f(x1, . . . , xn) = 0) é dito ser uma identidade polinomial da álgebra A, se
f(a1, . . . , an) = 0 para quaisquer a1, . . . , an ∈ A.
Observemos que f = f(x1, . . . , xn) é uma identidade polinomial de A se, e somente se,
f pertence aos núcleos de todos os homomorfismos de F 〈X〉 em A. Denotando por T (A)
o conjunto de todas as identidades polinomiais de A, dizemos que A é uma álgebra com
identidade polinomial ou PI-álgebra se T (A) 6= {0}. Se A1 e A2 são álgebras tais que
T (A1) = T (A2), dizemos que A1 e A2 são PI-equivalentes.
Apresentaremos a seguir alguns exemplos de álgebras com identidades polinomiais.
Exemplo 1.2.1. Se A é uma álgebra comutativa, então o polinômio comutador definido
por [x1, x2] = x1x2 − x2x1 é uma identidade polinomial de A.
Exemplo 1.2.2. A álgebra de Grassmann E é uma PI-álgebra, pois o polinômio
[x1, x2, x3] é uma identidade polinomial de E. Para ver isto, basta observar que
[a, b] ∈ E0 = Z(E) para quaisquer a, b ∈ E.
Exemplo 1.2.3. A álgebra M2(F ) satisfaz a identidade f(x1, x2, x3) = [[x1, x2]2, x3]
conhecida como a identidade de Hall. De fato, basta observar que:
(1) Se A,B ∈Mn(F ), então tr([A,B]) = 0;
(2) Se A ∈ M2(F ) e tr(A) = 0, então A2 = λI2 onde I2 é a matriz identidade de
M2(F ).
Exemplo 1.2.4. Considere o polinômio
sn(x1, . . . , xn) =
∑
σ∈Sn
(−1)σxσ(1) · · ·xσ(n),
onde Sn é o grupo simétrico das permutações de {1, 2, . . . , n} e (−1)σ é o sinal da
permutação σ. O polinômio sn é chamado de polinômio standard de grau n. Em [4]
foi provado que s2n(x1, . . . , x2n) ∈ T (Mn(F )), fato conhecido pelo importante Teorema
de Amitsur-Levitzki. Mais tarde outras provas deste teorema foram obtidas (veja [42],
[64], [54] e [56]).
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A seguir serão apresentados mais conceitos e propriedades importantes da PI-teoria.
Definição 1.2.3. Um ideal I de F 〈X〉 é dito ser um T -ideal se φ(I) ⊆ I para todo
φ ∈ EndF 〈X〉, ou equivalentemente, se f(g1, . . . , gn) ∈ I para quaisquer f(x1, . . . , xn) ∈ I
e g1, . . . , gn ∈ F 〈X〉.
Proposição 1.2.2. O conjunto T (A) das identidades de uma álgebra A é um T-ideal de
F 〈X〉. Reciprocamente, se I é um T -ideal de F 〈X〉, então existe alguma álgebra B tal
que T (B) = I.
Demonstração: É fácil ver que T (A) é um ideal de F 〈X〉. Sejam f(x1, . . . , xn) ∈ T (A)
e ϕ ∈ EndF 〈X〉 quaisquer. Se ψ : F 〈X〉 → A é um homomorfismo qualquer, então
ψ(ϕ(f)) = (ψ ◦ ϕ)(f) = 0, pois ψ ◦ ϕ : F 〈X〉 → A é um homomorfismo de álgebras e
f ∈ T (A). Daí, ϕ(f) ∈ Ker(ψ) e portanto ϕ(f) ∈ T (A).
Seja I um T -ideal de F 〈X〉. Consideremos a álgebra quociente B = F 〈X〉/I e a
projeção canônica pi : F 〈X〉 −→ F 〈X〉/I. Se f ∈ T (B), então f ∈ Ker(pi). Como
Ker(pi) = I, temos T (B) ⊆ I. Por outro lado, se f(x1, . . . , xn) ∈ I e g1, . . . , gn ∈ F 〈X〉,
então f(g1, . . . , gn) ∈ I e daí f(g1, . . . , gn) = f(g1, . . . , gn) = 0. Logo, f ∈ T (B), o que
conclui a demonstração.
Não é difícil ver que a intersecção de uma família qualquer de T-ideais é ainda um
T-ideal. Temos então a seguinte definição.
Definição 1.2.4. Seja S um subconjunto de F 〈X〉. Definimos o T-ideal gerado por
S, denotado por 〈S〉T , como sendo a interseção de todos os T-ideais de F 〈X〉 que contêm
S. Dessa forma, 〈S〉T é o menor T-ideal contendo S.
Pode-se provar que o T-ideal gerado por S coincide com o subespaço vetorial de F 〈X〉
gerado pelo conjunto
{h1f(g1, . . . , gn)h2 | f ∈ S, h1, h2, g1, . . . , gn ∈ F 〈X〉}.
Se A é uma álgebra e S ⊆ T (A) é tal que T (A) = 〈S〉T dizemos que S é uma base
das identidades de A. Se um polinômio f(x1, . . . , xn) ∈ 〈S〉T dizemos que f segue de
S, ou que f é uma consequência de S.
Vejamos agora alguns exemplos de bases das identidades de algumas álgebras
importantes.
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Exemplo 1.2.5. Sendo A uma álgebra comutativa com unidade e F um corpo infinito,
tem-se T (A) = 〈[x1, x2]〉T .
Exemplo 1.2.6. Se F é um corpo infinito, onde charF 6= 2, então T (E) = 〈[x1, x2, x3]〉T
(veja [43] e [26]). No caso de F ser finito Stojanova-Venkova [62] descreveu as identidades
da álgebra exterior não-unitária e de dimensão finita e Chiripov e Siderov [15] descreveram
as identidades quando a dimensão é infinita.
Exemplo 1.2.7. Razmyslov em 1973 (veja [52]) provou que T (M2(F )) é finitamente
gerado quando charF = 0, obtendo uma base com 9 identidades. Mais tarde, Drensky
em [22] provou que T (M2(F )) = 〈s4(x1, x2, x3, x4), [[x1, x2]2, x3]〉T , também no caso em
que charF = 0. Koshlukov [40] generalizou este resultado de Drensky, em 2001, para
o caso onde F é infinito de característica diferente de 2 e 3. No caso charF = 3, é
necessário uma terceira identidade para gerar o T-ideal (veja [16]). No caso charF = 2, o
problema da descrição de T (M2(F )) ainda encontra-se em aberto. Se n > 2, uma base das
identidades de Mn(F ) não é conhecida, nem em característica 0. Sabe-se que o polinômio
standard s2n mais a identidade de algebricidade não são suficientes para gerar o T-ideal
deMn(F ), ainda para n = 3. Para “piorar” a situação, não há ainda métodos nem teorias
disponíveis que permitam determinar uma base para as identidades de Mn(F ), n > 2.
1.3 Polinômios Multihomogêneos e Multilineares
Nesta Seção definiremos polinômios multihomogêneos e multilineares. Além disso,
veremos sob que condições, sobre o corpo F , podemos considerar apenas identidades mul-
tihomogêneas ou multilineares. Tais resultados desempenharão ferramentas importantes
para o nosso trabalho e podem ser encontrados em [23].
Definição 1.3.1. Sejam m ∈ F 〈X〉 um monômio e xi ∈ X. Definimos o grau de xi em
m, denotado por degxim, como sendo o número de ocorrências de xi em m. Um polinômio
f ∈ F 〈X〉 é dito homogêneo em xi se todos os seus monômios têm o mesmo grau em xi.
Já f é ditomultihomogêneo quando é homogêneo em todas as variáveis e émultilinear
se é multihomogêneo e cada variável tem grau exatamente 1.
Se m = m(x1, x2, . . . , xk) é um monômio de F 〈X〉, o multigrau de m é a k-upla
(a1, a2, . . . , ak), onde ai = degxim. A soma de todos os monômios de f ∈ F 〈X〉 com
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um dado multigrau, é dito ser uma componente multihomogênea de f . Notemos
ainda que f ∈ F 〈X〉 é multihomogêneo se, e somente se, possui uma única componente
multihomogênea. Além disso, f(x1, x2, . . . , xk) ∈ F 〈X〉 é multilinear se é multi-
homogêneo com multigrau (1, 1, . . . , 1). Neste caso, f tem a forma
∑
σ∈Sk
aσxσ(1)xσ(2) · · ·xσ(k), aσ ∈ F.
Os próximos resultados nos darão uma importante ferramenta no trabalho de
determinar geradores para T-ideais sobre determinados tipos de corpos.
Proposição 1.3.1. Sejam I um T-ideal de F 〈X〉 e f(x1, x2, . . . , xk) ∈ I. Se F é um corpo
infinito, então cada componente multihomogênea de f pertence a I. Consequentemente,
I é gerado por seus polinômios multihomogêneos.
Demonstração: Seja n o maior grau em x1 de algum monômio de f . Para cada i =
0, 1, . . . , n, consideremos fi(x1, x2, . . . , xk) como sendo a soma de todos os monômios que
têm grau i em x1 (a componente de grau i em x1). Observemos que f = f0+f1+ · · ·+fn.
Desde que F é infinito, podemos escolher n+ 1 elementos distintos α0, . . . , αn ∈ F . Para
cada j = 0, 1, 2, . . . , n temos gj = f(αjx1, x2, . . . , xk) = f0 + αjf1 + · · ·+ αnj fn e portanto

1 α0 . . . αn0
1 α1 . . . αn1
... ... . . . ...
1 αn . . . αnn


f0
f1
...
fn

=

g0
g1
...
gn

Observe que g0, g1, . . . , gn ∈ I, pois I é um T-ideal. Além disso, a primeira matriz
na igualdade anterior é uma matriz de Vandermonde invertível. Logo, concluímos que
f0, f1, . . . , fn ∈ I.
Para cada i = 0, 1, . . . , n e cada t = 0, 1, 2, . . ., consideremos fit a componente
homogênea em fi de grau t em x2. De maneira análoga ao caso anterior, concluímos que
fit ∈ I e assim, repetindo o processo para cada variável, temos a primeira afirmação.
Observando agora que f é a soma de suas componentes multihomogêneas, podemos
concluir que I é de fato gerado por seus polinômios multihomogêneos.
Proposição 1.3.2. Se I é um T-ideal de F 〈X〉 e charF = 0, então I é gerado por seus
polinômios multilineares.
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Demonstração: Desde que charF = 0, temos que F é infinito e portanto, pela propo-
sição 1.3.1, podemos assumir que f(x1, x2, . . . , xn) ∈ I é um polinômio multihomogêneo.
Seja n = degx1 f . Tomando y1 e y2 variáveis de X distintas de x1, x2, . . . , xn, consideremos
o polinômio h(y1, y2, x2, . . . , xn) = f(y1 + y2, x2, . . . , xn). Sendo h1(y1, y2, x2, . . . , xk) a
componente homogênea de h(y1, y2, x2, . . . , xk) de grau 1 em y1, temos que degy2 h1 = n−1
e que h1(x1, x1, x2, . . . , xk) = nf(x1, x2, . . . , xk). Desde que charF = 0, tem-se que f é
consequência de h1(y1, y2, . . . , xk). Notemos que degy2 h1 = n − 1 e assim, caso seja
necessário, continuamos o processo para as variáveis y2, x2, . . . , xk em h1. Continuando
com este processo (chamado de processo de linearização), podemos concluir que f é
consequência de algum polinômio multilinear de I.
1.4 T-espaços e polinômios centrais
Nesta Seção apresentaremos os conceitos de polinômios centrais e T -espaços, bem
como alguns exemplos importantes de tais conceitos. Os principais conceitos desta Seção
podem ser encontrados na Seção 7.3 de [23], veja também [13].
Definição 1.4.1. Sejam A uma álgebra e f(x1, . . . , xn) ∈ F 〈X〉. Dizemos que f é um
polinômio central para A se f tem termo constante nulo e f(a1, . . . , an) ∈ Z(A) para
quaisquer a1, . . . , an ∈ A
Conforme a definição anterior, dizer que f é um polinômio central para A significa
dizer que [f, g] é uma identidade de A para todo polinômio g ∈ F 〈X〉. Logo, se duas
álgebras são PI-equivalentes, então elas têm os mesmos polinômios centrais.
Exemplo 1.4.1. Sendo A uma álgebra, toda identidade de A é um polinômio central
para A. As identidades são ditas polinômios centrais triviais.
Estaremos interessados, particularmente, em estudar polinômios centrais que não são
identidades para uma dada álgebra.
Sendo A uma álgebra associativa e a, b ∈ A, definimos o produto de Jordan de a e b
como sendo
a ◦ b = 12(ab+ ba).
Exemplo 1.4.2. O polinômio f(x1, x2, x3, x4) = [x1, x2] ◦ [x3, x4] (polinômio de Hall) é
um polinômio central para a álgebra M2(F ). Okhitin, em [48], descreveu os polinômios
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centrais para a álgebraM2(F ) quando charF = 0. Posteriormente, Colombo e Koshlukov
[16] generalizaram esta descrição para o caso de F ser infinito e de característica
diferente de 2. A existência de polinômios centrais para a álgebra das matrizes
Mn(F ), um problema levantado por Kaplansky, foi comprovada, por meio de construções
explícitas, de maneira independente por Formanek e por Razmyslov, ver [25], [53] e [45].
Ressaltamos aqui que a existência de polinômios centrais paraMn(F ) é um fato de extrema
importância na PI teoria; usando-se polinômios centrais, vários teoremas fundamentais
sobre identidades polinomiais puderam ser demonstrados de uma maneira unificada e
simplificada. Destacamos ainda que Belov em [9] provou que cada álgebra T -prima possui
polinômio central.
Exemplo 1.4.3. Seja E a álgebra de Grassmann sobre um corpo F . Temos que
f(x1, x2) = [x1, x2] é um polinômio central para E. Caso charF = p, segue que g(x) = xp
é um polinômio central para E. Apresentaremos mais adiante a descrição dos polinômios
centrais para E quando charF = 0.
Definição 1.4.2. Um subespaço V de F 〈X〉 é dito um T-espaço se ϕ(V ) ⊆ V para todo
ϕ ∈ EndF 〈X〉.
Proposição 1.4.1. Um subespaço V de F 〈X〉 é um T-espaço se, e somente se, vale
f(g1, . . . , gn) ∈ V para quaisquer f(x1, . . . , xn) ∈ V e g1, . . . , gn ∈ F 〈X〉.
Demonstração: Sabemos que dado um subconjunto {fi | i ∈ N}, existe um único
endomorfismo ϕ de F 〈X〉 tal que ϕ(xi) = fi para todo i ∈ N. Suponhamos que V seja
um T-espaço de F 〈X〉. Dados g1, . . . , gn ∈ F 〈X〉, existe um endomorfismo ϕ de F 〈X〉
tal que ϕ(xi) = gi, para i = 1, . . . , n, e ϕ(xi) = 0, caso contrário. Logo, por V ser
um T-espaço, ϕ(f(x1, . . . , xn)) = f(ϕ(x1), . . . , ϕ(xn)) = f(g1, . . . , gn) ∈ V , para qualquer
f(x1, . . . , xn) ∈ V . Por outro lado, suponhamos que f(g1, . . . , gn) ∈ V para quaisquer
f(x1, . . . , xn) ∈ V e g1, . . . , gn ∈ F 〈X〉. Se ϕ ∈ EndF 〈X〉, então
ϕ(f(x1, . . . , xn)) = f(ϕ(x1), . . . , ϕ(xn)) ∈ V,
pois ϕ(x1), . . . , ϕ(xn) ∈ F 〈X〉.
Apresentaremos a seguir alguns exemplos de T-espaços importantes.
Exemplo 1.4.4. Todo T-ideal de F 〈X〉 é um T-espaço.
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Exemplo 1.4.5. Sejam A uma álgebra e U um subespaço de A. O conjunto
L = {f(x1, . . . , xn) ∈ F 〈X〉 | f(a1, . . . , an) ∈ U para a1, . . . , an ∈ A}
é um T-espaço de F 〈X〉. Destacamos o caso particular U = Z(A), no qual está nosso
maior interesse. Daí, temos o T-espaço
{f(x1, . . . , xn) ∈ F 〈X〉 | f(a1, . . . , an) ∈ Z(A) para a1, . . . , an ∈ A}
que é conhecido por espaço dos polinômios centrais de A e denotado por C(A). Por
Z(A) ser uma subálgebra de A, concluímos que C(A) é multiplicativamente fechado.
Não é difícil ver que a interseção e a soma de uma família de T-espaços ainda são
T-espaços. De maneira análoga a definição de T-ideal gerado por um conjunto, temos
o de T-espaço gerado por um conjunto. Dado um subconjunto S de F 〈X〉, definimos o
T-espaço gerado por S como sendo a interseção de todos os T-espaços que contêm S,
ou seja, o menor T-espaço de F 〈X〉 que contém S.
Proposição 1.4.2. Se S ⊆ F 〈X〉 e V é o T-espaço de F 〈X〉 gerado por S, então V é o
subespaço de F 〈X〉 gerado por
{f(g1, . . . , gn) | f ∈ S, g1, . . . , gn ∈ F 〈X〉}.
Demonstração: Notemos inicialmente que este conjunto é exatamente igual a
(EndF 〈X〉)(S) = {ϕ(f) | f ∈ S, ϕ ∈ EndF 〈X〉}.
Consideremos V1 como sendo o subespaço de F 〈X〉 gerado por (EndF 〈X〉)(S). Como
S ⊆ V e V é um T-espaço, temos que ϕ(f) ∈ V , onde f ∈ S e ϕ ∈ EndF 〈X〉, ou
seja, (EndF 〈X〉)(S) ⊆ V . Logo, V1 ⊆ V . Observemos agora que ψ(g) ∈ (EndF 〈X〉)(S)
quaisquer que sejam ψ ∈ EndF 〈X〉 e g ∈ (EndF 〈X〉)(S). Logo, V1 é um T-espaço de
F 〈X〉. Além disso, S ⊆ V1 e por V ser o T-espaço gerado por S, segue que V ⊆ V1.
Portanto, V = V1, e a demonstração está completa.
De acordo com as proposições 1.3.1 e 1.3.2 todo T-ideal é gerado por seus polinômios
multi-homogêneos caso o corpo base seja infinito e por seus polinômios multilineares
32
quando o corpo base tem característica zero. Analogamente, mostra-se que todo T-espaço
é gerado por seus polinômios multilineares no caso do corpo base ter característica zero e
por seus polinômios multi-homogêneos no caso do corpo base ser infinito.
O exemplo que será apresentado a seguir trata da descrição dos polinômios centrais da
álgebra de Grassmann sobre um corpo de característica zero. Tal resultado encontra-se
em [13]. Entretanto, as contas desta descrição foram omitidas e mais detalhes podem ser
encontrados na tese de doutorado de A. P. Brandão Jr., veja Seção 1.6 de [10].
Exemplo 1.4.6. Seja V o T-espaço de F 〈X〉 gerado por [x1, x2] e [x1, x2][x3, x4]. Da
igualdade (1.1) temos
[[x1, x2]x4, x3] = [x1, x2][x4, x3] + [x1, x2, x3]x4
e
[x1, x2, x3x4] = x3[x1, x2, x4] + [x1, x2, x3]x4.
Da primeira igualdade segue que [x1, x2, x3]x4 ∈ V e da segunda obtemos
x3[x1, x2, x4]x5 = [x1, x2, x3x4]x5 − [x1, x2, x3]x4x5.
Sendo assim, x3[x1, x2, x4]x5 ∈ V e portanto o T-ideal 〈[x1, x2, x3]〉T ⊆ V . Usando agora
a igualdade (1.2), concluímos que
[[x3, x4] . . . [x2n−1, x2n], x2] ∈ 〈[x1, x2, x3]〉T
para todo n ≥ 3. Dessa forma, como
[x1[x3, x4] · · · [x2n−1, x2n], x2] = [x1, x2] · · · [x2n−1, x2n] + x1[[x3, x4] · · · [x2n−1, x2n], x2]
temos que [x1, x2][x3, x4] · · · [x2n−1, x2n] ∈ V e portanto V é multiplicativamente fechado.
Mostraremos agora que, no caso de charF = 0, tem-se que C(E) = V . Como
[x1, x2] e [x1, x2][x3, x4] são polinômios centrais para E, temos V ⊆ C(E). Além disso,
T (E) ⊆ V , pois T (E) é exatamente igual ao T-ideal 〈[x1, x2, x3]〉T . Consideremos agora
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f(x1, . . . , xk) ∈ C(E) multilinear. Logo,
f(x1, . . . , xk) =
∑
σ∈Sk
aσxσ(1) · · ·xσ(k), aσ ∈ F.
Para todo σ ∈ Sk, temos
xσ(1) · · ·xσ(k) = x1xσ(i+1) · · · xσ(k)xσ(1) · · ·xσ(i−1) + [xσ(1) · · ·xσ(i−1), x1xσ(i+1) · · ·xσ(k)],
onde σ(i) = 1. Dessa forma, f(x1, . . . , xk) ≡ x1g(x2, . . . , xk) (mod V ), onde g é um
polinômio multilinear. Logo, x1g(x2, . . . , xk) ∈ C(E) e assim g(x2, . . . , xk) ∈ C(E) (faça
x1 = 1). Entretanto, g e x1g pertencentes a C(E) só é possível caso g seja identidade de
E. Daí, x1g ∈ T (E) e portanto f(x1, . . . , xk) ∈ V .
Sabe-se que C(E) não é finitamente gerado quando charF = p > 0 (veja [3]).
No que foi discutido até o presente momento sobre T-espaços e polinômios centrais,
sabemos que o conjunto C(A) é sempre um T-espaço de F 〈X〉 qualquer que seja a álgebra
A. Quando fala-se em descrever os polinômios centrais de A, entende-se por determinar
um subconjunto de C(A) que possa gerá-lo como T-espaço.
1.5 Identidades e polinômios centrais graduados
Nesta seção apresentaremos os conceitos de identidades e polinômios centrais para
álgebras graduadas. Estas ideias serão fundamentais para o nosso objetivo. No que
segue, G denotará um grupo abeliano com notação aditiva. Os principais conceitos desta
Seção podem ser encontrados em [27], veja também [11], [20] e [12].
Definição 1.5.1. Seja A uma álgebra. Uma G-graduação em A é uma família de
subespaços {Ag | g ∈ G} de A tais que
A =
⊕
g∈G
Ag e AgAh ⊆ Ag+h
para quaisquer g, h ∈ G. Definimos uma álgebra G-graduada como sendo uma álgebra
munida de uma G-graduação.
Na definição acima, o subespaço Ag é chamado de componente homogênea de
grau g e os seus elementos de elementos homogêneos de grau g.
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A seguir apresentaremos alguns exemplos de álgebras graduadas.
Exemplo 1.5.1. Toda álgebra A admite uma G-graduação. Basta considerar A0 = A e
Ag = {0} para todo g ∈ G− {0}. Esta graduação é chamada de graduação trivial.
Exemplo 1.5.2. A álgebra exterior E possui uma Z2-graduação natural. Tal graduação
é dada por E = E0 ⊕ E1, onde E0 e E1 são os subespaços definidos no exemplo 1.1.2.
Exemplo 1.5.3. Considere n um inteiro positivo e A = Mn(F ). Para cada γ ∈ Zn,
consideremos o subespaço Aγ = 〈Eij | j − i = γ〉. Para cada k ∈ Z, consideremos
Ak =
 {0}, se |k| ≥ n〈Eij | j − i = k〉, se |k| < n
Notemos que A0 = A0, o qual corresponde ao conjunto das matrizes diagonais. Por
{Eij | 1 ≤ i, j ≤ n} ser uma base de A segue que
A =
⊕
γ∈Zn
Aγ e A =
⊕
k∈Z
Ak
Estas decomposições definem, de fato, uma Zn-graduação e uma Z-graduação, respecti-
vamente, em Mn(F ), basta notarmos que
EijEkl =
 0, se j 6= kEil, se j = k
de onde segue que Aγ1Aγ2 ⊆ Aγ1+γ2 para γ1, γ2 ∈ Zn e Ak1Ak2 ⊆ Ak1+k2 para k1, k2 ∈ Z.
Definição 1.5.2. Sejam A uma álgebra e B uma base de A. Dizemos que B é uma base
multiplicativa para A se para quaisquer b1, b2 ∈ B, se b1b2 6= 0, então existe c ∈ F \ {0}
tal que cb1b2 ∈ B.
Exemplo 1.5.4. A álgebra das matrizes Mn(F ) e a álgebra de Grassmann, com suas
respectivas bases naturais, β = {Eij | 1 ≤ i, j ≤ n} e
ε = {1, ei1ei2ei3 · · · eil | i1 < i2 < i3 < · · · < il, l ≥ 1},
são exemplos de álgebras com bases multiplicativas.
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Uma base B é dita homogênea (ou G-homogênea) se todos os seus elementos são
homogêneos.
Seja A uma álgebra com base multiplicativa B. Se for possível definir uma aplicação
| · | : B → G, tal que
b1b2 6= 0 implica que |b1b2| = |b1|+ |b2|, para todo b1, b2 ∈ B, (1.3)
então pode-se definir uma G-graduação para A. De fato, dado g ∈ G, seja Ag o subespaço
de A gerado pelo conjunto {b ∈ B | |b| = g}. Dessa forma, A = ∑g∈GAg, pois B é
base de A, e como estamos dividindo B em subconjuntos disjuntos, segue que a soma é
direta, isto é, A = ⊕g∈GAg. Além disso, por 1.3, temos que AgAh ⊆ Ag+h, para quaisquer
g, h ∈ G. Portanto, concluímos que B é G-homogênea. Tal base será chamada de base
G-multiplicativa da álgebra graduada A.
Seja E = E0 ⊕ E1 a álgebra de Grassmann com sua Z2-graduação natural. Podemos
escrever a base multiplicativa natural de E na forma ε = ε0∪ ε1, onde ε0 e ε1 são as bases
usuais de E0 e E1, respectivamente. Além disso, temos que Mn(F )⊗E 'Mn(E). Assim,
a partir das graduações de Mn(F ) e E, vamos estabelecer uma Zn × Z2-graduação para
Mn(E).
Exemplo 1.5.5. Considere a álgebra Mn(E). Para cada (α, β) ∈ Zn × Z2, definimos:
Mn(E)(α,β) = 〈aEij | a ∈ ε, j − i = α e |a|2 = β〉,
onde
|a|2 =
 0 , se a ∈ ε0,1 , se a ∈ ε1.
Esta decomposição define uma Zn × Z2-graduação em Mn(E). Consideremos agora a
álgebra Mp,q(E) (onde p, q ∈ N e p+ q = n) formada pelas matrizes da forma:
 E0 E1
E1 E0
 p
q
,
p q
ou seja, por matrizes de ordem n em blocos com entradas em E0 e E1, com o produto
usual de matrizes. Além disso, Mp,q(E) é uma subálgebra de Mn(E).
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Observação 1.5.1. É importante observarmos que a álgebra Mp,q(E) herda a Zn × Z2-
graduação de Mn(E).
Dados p, q ∈ N, seja n = p + q e considere a subálgebra Mp,q(E) de Mn(E). Defina
η : {1, . . . , n} → Z2, dada por
η(i) =
 0, se i ≤ p1, se i > p (1.4)
e Bp = {aEij | 1 ≤ i, j ≤ n, a ∈ εη(i)+η(j)}, onde ε0 e ε1 são as bases usuais de E0 e E1,
respectivamente. Temos que o conjunto Bp é uma base Zn×Z2-multiplicativa deMp,q(E).
A seguir veremos um caso particular da graduação do exemplo anterior para a álgebra
M3,2(E).
Exemplo 1.5.6. Consideremos a álgebra:
M3,2(E) =

0 0 0 1 1
0 0 0 1 1
0 0 0 1 1
1 1 1 0 0
1 1 1 0 0

,
onde os 0’s representam os elementos de E0 e os 1’s representam os elementos de E1.
Denotaremos as componentes homogêneas desta álgebra em relação a graduação do
exemplo anterior por A(i,j), onde (i, j) ∈ Z5×Z2. As componentes homogêneas deM3,2(E)
são:
A(0,0) = 〈aiEii | ai ∈ ε0〉 , A(0,1) = 0
A(1,0) = 〈a1E12, a2E23, a3E45 | ai ∈ ε0〉 , A(1,1) = 〈a1E34, a2E51 | ai ∈ ε1〉
A(2,0) = 〈a1E13 | a1 ∈ ε0〉 , A(2,1) = 〈a1E24, a2E35, a3E41, a4E52 | ai ∈ ε1〉
A(3,0) = 〈a1E31 | a1 ∈ ε0〉 , A(3,1) = 〈a1E14, a2E25, a3E42, a4E53 | ai ∈ ε1〉
A(4,0) = 〈a1E21, a2E32, a3E54 | ai ∈ ε0〉 , A(4,1) = 〈a1E15, a2E43 | ai ∈ ε1〉
Exemplo 1.5.7. Dados p, q, r, s ∈ N, consideremos n = p + q, m = r + s. Considere as
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álgebras Mp,q(E) e Mr,s(E), e para (aEij, bEuv) ∈ Bp × Br, defina
|aEij ⊗ bEuv| = (m(j − i) + (v − u), |a|2 + |b|2) ∈ Znm × Z2.
Não é difícil ver que | · | satisfaz 1.3, e que {x ⊗ y | x ∈ Bp, y ∈ Br} é uma base
multiplicativa para Mp,q(E) ⊗ Mr,s(E). Logo, temos uma Znm × Z2-graduação para o
produto tensorial Mp,q(E)⊗Mr,s(E).
Definimos Z×Z2-graduações para as álgebrasMp,q(E) eMp,q(E)⊗Mr,s(E) de maneira
análoga ao caso anterior.
Exemplo 1.5.8. Considere a álgebra Mn(E) e B = {aEij | 1 ≤ i, j ≤ n, a ∈ ε} sua base
multiplicativa. A permutação µ ∈ Sn induz uma Z×Z2-graduação emMn(E). Para cada
(α, β) ∈ Z× Z2, definimos:
Mn(E)(α,β) =
 {0}, se |α| ≥ n〈aEij | µ(j)− µ(i) = α e |a|2 = β〉, se |α| < n
onde
|a|2 =
 0 , se a ∈ ε0,1 , se a ∈ ε1.
É importante observarmos que a álgebraMp,q(E) herda a Z×Z2-graduação deMn(E).
Temos também que Bp = {aEij | 1 ≤ i, j ≤ n, a ∈ εη(i)+η(j)} é uma base Z × Z2-
multiplicativa de Mp,q(E).
Exemplo 1.5.9. Dados p, q, r, s ∈ N, consideremos n = p + q, m = r + s, µ ∈ Sn e
ν ∈ Sm. Considere as álgebras Mp,q(E) e Mr,s(E), e para (aEij, bEuv) ∈ Bp × Br, defina
|aEij ⊗ bEuv| = (m(µ(j)− µ(i)) + (ν(v)− ν(u)), |a|2 + |b|2) ∈ Z× Z2.
Não é difícil ver que |·| satisfaz 1.3, e que {x⊗y | x ∈ Bp, y ∈ Br} é uma base multiplicativa
para Mp,q(E) ⊗Mr,s(E). Logo, temos uma Z × Z2-graduação para o produto tensorial
Mp,q(E)⊗Mr,s(E).
Definição 1.5.3. Uma aplicação ψ : A −→ B entre álgebras G-graduadas é chamada
homomorfismo G-graduado, se ψ é um homomorfismo de álgebras satisfazendo
ψ(Ag) ⊆ Bg para todo g ∈ G.
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De maneira análoga definem-se isomorfismo graduado, automorfismo graduado etc.
A seguir trataremos sobre identidades e polinômios centrais G-graduados. Antes,
precisaremos do conceito de álgebra associativa livre G-graduada. Consideremos uma
família {Xg | g ∈ G} de conjuntos enumeráveis e dois a dois disjuntos. Tomemos então
X = ⋃g∈GXg e consideremos a álgebra associativa livre unitária F 〈X〉. Definimos agora
ω(1) = 0 e ω(x1x2 · · · xm) = ω(x1) + ω(x2) + · · ·+ ω(xm)
onde ω(xi) = g se xi ∈ Xg. Sendo então m um monômio de F 〈X〉, dizemos que ω(m) é
o G-grau de m. Tomando para cada g ∈ G o espaço gerado
F 〈X〉g = 〈m | m é monômio de F 〈X〉, ω(m) = g〉
temos
F 〈X〉 = ⊕
g∈G
F 〈X〉g e F 〈X〉gF 〈X〉h ⊆ F 〈X〉g+h
para quaisquer g, h ∈ G, e assim F 〈X〉 é chamada álgebra associativa livre G-
graduada. Se f ∈ F 〈X〉g, dizemos que f é homogêneo de G-grau g e usamos a notação
ωG(f) = g. Quando o grupo G é conhecido pelo contexto, usaremos apenas a notação
ω(f) = g, omitindo a referência ao grupo.
Definição 1.5.4. Seja A = ⊕g∈GAg uma álgebra G-graduada. Dizemos que um
polinômio f = f(x1, . . . , xn) ∈ F 〈X〉 é
i) uma identidade polinomial G-graduada para A, se f(a1, . . . , an) = 0 para
quaisquer ai ∈ Aω(xi) com i = 1, 2, . . . , n.
ii) um polinômio central G-graduado para A, se f(a1, . . . , an) ∈ Z(A) para
quaisquer ai ∈ Aω(xi) com i = 1, 2, . . . , n.
No final desta Seção traremos exemplos de identidades e polinômios centrais gradua-
dos.
No estudo das identidades e polinômios centrais, os conceitos de T-ideal e T-espaço
desempenham extrema importância. Para o caso graduado temos conceitos análogos: os
conceitos de TG-ideal e TG-espaço.
Definição 1.5.5. Seja F 〈X〉 a álgebra associativa livre G-graduada. Dizemos que um
ideal I de F 〈X〉 é um TG-ideal se ϕ(I) ⊆ I para todo endomorfismo G-graduado ϕ
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de F 〈X〉. Já um subespaço V de F 〈X〉 é um TG-espaço se ϕ(V ) ⊆ V para todo
endomorfismo G-graduado ϕ de F 〈X〉.
Não é difícil ver que um ideal I é um TG-ideal se, e somente se, f(g1, . . . , gn) ∈ I
para quaisquer f(x1, . . . , xn) ∈ I e gi ∈ F 〈X〉ω(xi). A afirmação análoga para TG-espaços
também é válida.
Os conceitos de TG-ideal e TG-espaço gerados por um dado subconjunto S de F 〈X〉 são
análogos aos conceitos de T-ideal e T-espaço gerados. Denotamos por 〈S〉TG o TG-ideal
gerado por S.
Se A é uma álgebra G-graduada, então o conjunto TG(A) das identidades G-graduadas
de A é um TG-ideal de F 〈X〉 e o conjunto CG(A) dos polinômios centrais G-graduados
de A é um TG-espaço de F 〈X〉. As proposições 1.3.1 e 1.3.2 também são válidas no caso
de TG-ideal e TG-espaço.
O resultado que será apresentado a seguir estabelece uma relação importante entre os
conceitos de identidades ordinárias (como na definição 1.2.2) e graduadas.
Proposição 1.5.1. Sejam A e B duas álgebras G-graduadas. Se TG(A) ⊆ TG(B), então
T (A) ⊆ T (B). Além disso, se TG(A) = TG(B), então T (A) = T (B).
Demonstração: Sejam a álgebra associativa livre F 〈Y 〉, onde Y = {y1, y2, . . .} e
f(y1, y2, . . . , yn) ∈ T (A). Dados b1, b2, . . . , bn ∈ B, consideremos big ∈ Bg, para
i = 1, . . . , n e g ∈ G, tais que bi = ∑g∈G big . Para cada big 6= 0, consideremos xig ∈ Xg e
consideremos o polinômio f1 = f(
∑
g∈G x1g , . . . ,
∑
g∈G xng) ∈ F 〈X〉. Por f ∈ T (A), temos
f1 ∈ TG(A) e daí f1 ∈ TG(B). Considerando as substituições xig = big , para i = 1, . . . , n
e g ∈ G, temos
f(b1, b2, . . . , bn) = f
(∑
g∈G
b1g ,
∑
g∈G
b2g , . . . ,
∑
g∈G
bng
)
= 0
e assim f ∈ T (B).
É importante observar que a recíproca da proposição anterior não é verdadeira.
Considere na álgebra exterior E a Z2-graduação natural E = E0 ⊕ E1 e a Z2-graduação
trivial E = E ⊕ {0}. Temos que f(y1, y2) = [y1, y2], com ω(y1) = ω(y2) = 0, é identidade
Z2-graduada de E com respeito a primeira graduação, mas não é identidade graduada
com respeito a graduação trivial.
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Vamos apresentar a seguir, como exemplo, uma descrição dos polinômios centrais Z2-
graduados para a álgebra M1,1(E) feita por Brandão e Koshlukov em [11], onde F é um
corpo infinito e de característica diferente de 2.
Para simplificar a notação, vamos denotar TZ2 e CZ2 por T2 e C2, respectivamente.
Considere a álgebra associativa livre Z2-graduada, a qual denotaremos por F 〈X ∪Y 〉,
onde X = {x1, x2, x3, . . .} é o conjunto das variáveis de grau 0 e Y = {y1, y2, y3, . . .} é o
conjunto das variáveis de grau 1.
A álgebra M1,1(E) possui uma Z2-graduação natural:
M1,1(E)0 =

 a 0
0 d

∣∣∣∣∣∣ a, d ∈ E0
 e M1,1(E)1 =

 0 b
c 0

∣∣∣∣∣∣ b, c ∈ E1

As identidades Z2-graduadas de M1,1(E) foram descritas em característica zero por
Di Vincenzo e posteriormente por Koshlukov e Azevedo quando F é um corpo infinito e
charF = p 6= 2.
Teorema 1.5.1 ([18], [41]). O T2-ideal das identidades Z2-graduadas de M1,1(E) é gerado
pelos polinômios [x1, x2] e y1y2y3 + y3y2y1.
Antes de tratarmos dos polinômios centrais Z2-graduados deM1,1(E), observemos que
o polinômio [y1, y2] ∈ C2(M1,1(E)).
Vamos denotar por V o T2-espaço de F 〈X ∪ Y 〉 gerado pelos polinômios:
z1[x1, x2]z2 , z1(y1y2y3 + y3y2y1)z2 , [y1, y2], (1.5)
onde z1 e z2 são variáveis em X ∪ Y .
Brandão e Koshlukov provaram que o T2-espaço C2(M1,1(E)) é gerado pelos polinômios
em 1.5.
Teorema 1.5.2 ([11]). O T2-espaço C2(M1,1(E)) é gerado pelos polinômios em 1.5, isto
é, C2(M1,1(E)) = V .
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Capítulo 2
Identidades e Polinômios Centrais
Graduados para a Álgebra M2,1(E)
Neste capítulo vamos apresentar as descrições das identidades e polinômios centrais
Z3×Z2-graduados para a álgebraM2,1(E) sobre um corpo F de característica zero. Nestas
descrições estaremos considerando um caso particular da graduação da álgebra Mp,q(E)
pelo grupo Zn × Z2 que foi introduzida na Seção 1.5 do Capítulo 1.
As identidades Zn × Z2-graduadas da álgebra Mp,q(E), p + q = n, foram descritas
por Di Vincenzo e Nardozza em [20] no caso em que F é um corpo de característica
zero. Di Vincenzo e Nardozza encontraram um conjunto finito de identidades graduadas
para Mp,q(E) o qual, junto com as identidades monomiais, gera o ideal das identidades
graduadas.
Brandão em [12] descreveu os polinômios centrais Zn-graduados e Z-graduados para
a álgebra Mn(F ). Usando algumas ideias deste trabalho, construímos uma classe de
polinômios centrais graduados, que não são identidades, para a álgebra M2,1(E).
Alguns dos conceitos e notações que serão usados neste capítulo encontram-se na Seção
1.5.
Em todo este capítulo F denotará um corpo de característica zero.
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2.1 A álgebra M2,1(E) e suas componentes homogê-
neas
Nesta seção voltaremos a nossa atenção para a álgebraM2,1(E) com respeito a Z3×Z2-
graduação discutida na Seção 1.5.
A álgebra M2,1(E) consiste das matrizes 3× 3 da forma:

a0 b0 f1
c0 d0 g1
h1 i1 e0
 ,
onde a0, b0, c0, d0, e0 ∈ E0 e f1, g1, h1, i1 ∈ E1.
Denotaremos por A(i,j), com (i, j) ∈ Z3×Z2, as componentes homogêneas deM2,1(E),
com respeito à Z3 × Z2-graduação apresentada na seção anterior. Neste caso, temos:
A(0,0) =


a0 0 0
0 d0 0
0 0 e0

∣∣∣∣∣∣a0, d0, e0 ∈ E0

A(0,1) = 0
A(1,0) =


0 b0 0
0 0 0
0 0 0

∣∣∣∣∣∣b0 ∈ E0

A(1,1) =


0 0 0
0 0 g1
h1 0 0

∣∣∣∣∣∣g1, h1 ∈ E1

A(2,0) =


0 0 0
c0 0 0
0 0 0

∣∣∣∣∣∣c0 ∈ E0

A(2,1) =


0 0 f1
0 0 0
0 i1 0

∣∣∣∣∣∣f1, i1 ∈ E1

2.2 Identidades Polinomiais para M2,1(E)
No que segue F 〈X〉 denotará a álgebra associativa livre Z3 × Z2-graduada. Dado
x ∈ X, denoratemos o grau de x por α(x) = (β(x), γ(x)), onde β(x) corresponde ao
Z3-grau e γ(x) ao Z2-grau.
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No resultado que será apresentado a seguir, há uma descrição, a menos das identidades
monomiais, das identidades polinomiais Z3 × Z2-graduadas da álgebra M2,1(E). Tal
descrição foi obtida por Di Vincenzo e Nardozza e é um caso particular do principal
resultado de [20]. Enunciaremos o resultado na sua generalidade no Capítulo 3, Seção
3.1.
Teorema 2.2.1 ([20]). TZ3×Z2(M2,1(E)) é gerado por:
x1x2 − x2x1 , α(x1) = α(x2) = (0, 0)
x1x2x3 − x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 0) (2.1)
x1x2x3 + x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 1).
juntamente com os monômios multilineares que são identidades de M2,1(E).
2.3 Identidades Monomiais para M2,1(E)
No que segue F 〈X〉 denotará a álgebra associativa livre Z3 × Z2-graduada.
Observemos inicialmente que a indeterminada x ∈ X, onde α(x) = (0, 1), é uma
identidade monomial multilinear para a álgebra M2,1(E).
Lema 2.3.1. Os seguintes monômios de F 〈X〉:
x1x2, α(x1) = α(x2) = (1, 0)
x1x2, α(x1) = α(x2) = (2, 0)
são identidades monomiais para M2,1(E).
Demonstração: A demonstração é imediata, basta multiplicarmos os respectivos
elementos homogêneos.
Denotaremos a seguir porM o conjunto dos monômios multilineares em F 〈X〉.
No resultado que será apresentado a seguir conseguimos provar que todas as
identidades monomiais multilineares de M2,1(E) são consequências de um conjunto finito
de identidades monomiais.
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Proposição 2.3.1. Seja I o TZ3×Z2-ideal gerado por:
x1, α(x1) = (0, 1) (2.2)
x1x2, α(x1) = α(x2) = (1, 0) (2.3)
x1x2, α(x1) = α(x2) = (2, 0) (2.4)
EntãoM∩ TZ3×Z2(M2,1(E)) ⊂ I.
Demonstração: Seja m = x1x2 · · ·xt uma identidade monomial multilinear de M2,1(E).
Como foi feito em [20], estudando identidades monomiais, podemos “esquecer” a álgebra
M2,1(E) e considerar apenas a álgebra M3(F ) com a mesma Z3 × Z2-graduação.
Vamos supor inicialmente que m depende apenas de variáveis de grau (s, 0) ou de
variáveis de grau (s, 1), onde s ∈ Z3.
Caso I: Trataremos do caso que m depende apenas de variáveis de grau (s, 0).
Observamos inicialmente que a componente (0, 0) contém elementos invertíveis. Portanto
podemos supor sem perda de generalidade que m não depende de variáveis de grau (0, 0).
Supomos ainda que degm ≥ 2.
Se m depende apenas de variáveis de grau (1, 0), então neste caso m é consequência
da identidade 2.3. Se m depende apenas de variáveis de grau (2, 0), então m seria
consequência da identidade 2.4.
Suponhamos que m tem variáveis de grau (1, 0) e variáveis de grau (2, 0). Neste caso,
existem i, i+ 1 ∈ {1, . . . , t} tais que α(xi) = α(xi+1) = (1, 0) ou α(xi) = α(xi+1) = (2, 0),
pois do contrário m não seria identidade. (Um simples cálculo mostra que o produto
alternado de variáveis de graus (1, 0) e (2, 0) não se anula.) Sendo assim, m é consequência
de 2.3 ou 2.4.
Caso II: Trataremos agora do caso que m depende apenas de variáveis de grau (s, 1).
Se aparecer em m alguma variável xi tal que α(xi) = (0, 1), então m ∈ I.
Quando t = 2 cálculos diretos mostram que as identidades monomiais são consequên-
cias de (2.2, 2.3, 2.4). Suponhamos a seguir t ≥ 3.
Se m depender apenas de variáveis de grau (1, 1) ou de variáveis de grau (2, 1), então
m ∈ I, pois neste caso m seria consequência de 2.2.
Suponhamos que m tem variáveis de grau (1, 1) e variáveis de grau (2, 1).
Se t ≤ 4 é possível concluir que m ∈ I através de cálculos imediatos.
45
Se t > 4, então m só será uma identidade monomial se existir uma subpalavra de m
da forma xixi+1xi+2, onde as três variáveis têm grau (1, 1) ou as três variáveis têm grau
(2, 1). Em qualquer um dos dois casos m será consequência de 2.2. Pode ocorrer ainda o
caso em que m admita uma subpalavra da forma: xixi+1xi+2xi+3xi+4, onde
α(xi) = α(xi+1) = α(xi+3) = α(xi+4) = (1, 1) e α(xi+2) = (2, 1)
ou
α(xi) = α(xi+1) = α(xi+3) = α(xi+4) = (2, 1) e α(xi+2) = (1, 1).
Em qualquer um dos dois casos m será também consequência de 2.2.
Caso III: Trataremos do caso que m depende de variáveis de grau (r, 0) e de variáveis
de grau (s, 1), onde r, s ∈ Z3. Podemos supor também, sem perda de generalidade, que
m não depende nem de variáveis de grau (0, 0), nem de variáveis de grau (0, 1).
Recordamos que I denota o TZ3×Z2-ideal gerado por:
x1, α(x1) = (0, 1)
x1x2, α(x1) = α(x2) = (1, 0)
x1x2, α(x1) = α(x2) = (2, 0).
Nosso objetivo é provar a inclusão M ∩ TZ3×Z2(M2,1(E)) ⊂ I. Vamos supor, por
contradição, que exista um monômio m = x1x2 · · ·xt ∈ TZ3×Z2(M2,1(E)) multilinear,
dependendo de variáveis de Z2-grau 0 e de variáveis de Z2-grau 1 tal que m 6∈ I.
Suponhamos que m possua comprimento mínimo com tal propriedade. Dessa forma,
nenhum submonômio de m seria identidade (pois do contrário m ∈ I). Além disso, m
não pode conter submonômios de grau (1, 0) ou (2, 0) de comprimento no mínimo 2. Aqui
esclarecemos que as componentes (1, 0) e (2, 0) de M3(F ) têm dimensão 1. Portanto,
se um monômio graduado é de grau (1, 0), ele deve ser identidade graduada ou assume
todos os valores possíveis da componente homogênea (1, 0). Como os nossos submonômios
não podem ser identidades graduadas, podemos substituir o respectivo submonômio por
uma variável só de grau (1, 0), e obteremos um monômio graduado que é identidade para
M2,1(E), mas de grau menor que o de m.
Analisaremos alguns subcasos:
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Caso III.1: Suponhamos quem tem apenas uma variável de Z2-grau 1. Se tal variável
ocorrer no início, ou no fim de m, podemos concluir facilmente que não existe m com tais
condições.
Se tal variável de Z2-grau 1 ocorrer entre duas variáveis de Z2-grau 0, os graus das
variáveis de Z2-grau 0 são unicamente determinados. Vamos supor que tal variável seja xi,
para algum i. Então existe um submonômio do tipo xi−1xixi+1, onde os graus respectivos
de xi−1, xi, xi+1 podem ser:
(2, 0), (2, 1), (2, 0) ou (1, 0), (1, 1), (1, 0)
Em qualquer um dos dois casos este submonômio seria consequência de 2.2, e portanto
m ∈ I, o que não pode ocorrer.
Caso III.2: Suponhamos que m tem mais de uma variável de Z2-grau 1.
Primeiro vamos supor que x1 seja de grau (1, 1). A segunda variável x2 só poderá ter
grau (1, 0) ou (2, 1).
Suponhamos que x2 tem grau (1, 0). Então o grau de x3 pode ser (2, 0) ou (1, 1).
Temos os seguintes casos:
(1, 1), (1, 0), (1, 1) ou (1, 1), (1, 0), (2, 0),
onde os pares denotam os graus de x1, x2 e x3, respectivamente. O caso em que os graus
de x1, x2 e x3 são (1, 1), (1, 0), (1, 1) não pode ocorrer pois o produto das três variáveis
seria de grau (0, 1). Vamos analisar então o caso: (1, 1), (1, 0), (2, 0). O grau de x4, neste
caso, só pode ser (2, 1). Sendo assim, podemos concluir levando em consideração que
m 6∈ I e que m não contém submonômios de grau (1, 0) ou (2, 0) de comprimento no
mínimo 2, que tal caso não pode ocorrer.
Vamos supor que x2 tem grau (2, 1). Neste caso, o grau de x3 só pode ser (1, 1).
Continuando com tal raciocínio, o grau de x4 só pode ser (2, 1). E portanto, podemos
concluir neste caso que m 6∈ TZ3×Z2(M2,1(E)).
De maneira semelhante ao caso onde a primeira variável tem grau (1, 1), podemos
justificar os casos onde a primeira variável tem grau (1, 0), (2, 0) ou (2, 1).
Portanto, podemos concluir queM∩ TZ3×Z2(M2,1(E)) ⊂ I.
Observação 2.3.1. No início da prova do resultado anterior comentamos que estudar as
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identidades monomiais multilineares de M2,1(E) é equivalente a estudar as identidades
monomiais multilineares da álgebra M3(F ) com a mesma Z3 × Z2-graduação. Discu-
tiremos um pouco mais esta afirmação. Consideremos a álgebra M3(F ) com sua base
multiplicativa natural β = {Eij | 1 ≤ i, j ≤ 3} e defina
|Eij| = (j − i, η(i) + η(j))
Não é difícil provar que | · | satisfaz 1.3 e portanto | · | define uma Z3×Z2-graduação sobre
M3(F ). Consideremos agora a álgebra M2,1(E) e
B2 = {aEij | 1 ≤ i, j ≤ 3, a ∈ εη(i)+η(j)}
sua base Z3 × Z2-multiplicativa. Tem-se pelo que já foi discutido na Seção 1.5 que
|aEij| = (j − i, η(i) + η(j))
coincide com |Eij|, onde Eij ∈ β. Além disso, se m não é uma identidade multilinear de
M2,1(E), então m não é uma identidade multilinear de M3(F ) com respeito a esta mesma
Z3 ×Z2-graduação. E reciprocamente, se m não é uma identidade multilinear de M3(F ),
então m não é uma identidade multilinear de M2,1(E).
Como consequência do Teorema 2.2.1 e da Proposição 2.3.1 obtemos o seguinte
resultado.
Corolário 2.3.1. TZ3×Z2(M2,1(E)) é gerado por:
x1, , α(x1) = (0, 1)
x1x2, , α(x1) = α(x2) = (1, 0)
x1x2, , α(x1) = α(x2) = (2, 0)
x1x2 − x2x1 , α(x1) = α(x2) = (0, 0) (2.5)
x1x2x3 − x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 0)
x1x2x3 + x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 1).
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2.4 Polinômios Centrais Z3 × Z2-graduados para a
álgebra M2,1(E)
Nesta seção trataremos dos polinômios centrais Z3 × Z2-graduados para álgebra
M2,1(E).
Os polinômios no Teorema 2.2.1, por serem identidades, são polinômios centrais
graduados deM2,1(E). Mas, existem polinômios centrais graduados paraM2,1(E) que não
são identidades. Vamos apresentar a seguir uma classe importante de polinômios nestas
condições. Antes disso, apresentaremos alguns conceitos necessários para tal construção.
A definição apresentada a seguir foi introduzida por Brandão em [12].
Definição 2.4.1. Sejam θ1, θ2, . . . , θn ∈ Zn. Dizemos que a n-upla (θ1, θ2, . . . , θn)
é uma sequência completa em Zn se {θ1, θ1 + θ2, . . . , θ1 + θ2 + . . . + θn} = Zn e
θ1 + θ2 + . . .+ θn = 0.
Exemplo 2.4.1. As sequências {1, 1, 1} e {2, 2, 2} são completas em Z3.
No que segue F 〈X〉 denotará a álgebra associativa livre Z3 × Z2-graduada. Dado
x ∈ X, denoratemos como na Seção 2.2 o grau de x por α(x) = (β(x), γ(x)), onde β(x)
corresponde ao Z3-grau e γ(x) ao Z2-grau.
Vamos considerar o 3-ciclo θ3 = (1 2 3) do grupo simétrico S3 e o subgrupo cíclico
H3 = 〈θ3〉 de S3.
Não é difícil ver que Z(M2,1(E)) = {aI3×3 / a ∈ E0}.
Lema 2.4.1. O polinômio x1x2x3 − x2x3x1 − x3x1x2, onde α(x1) = α(x3) = (1, 1) e
α(x2) = (1, 0) é um polinômio central graduado, que não é identidade, para M2,1(E).
Demonstração: Sejam:
A =

0 0 0
0 0 g1
h1 0 0
 , C =

0 0 0
0 0 g2
h2 0 0
 ∈ A(1,1) e B =

0 b0 0
0 0 0
0 0 0
 ∈ A(1,0).
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Então:
ABC −BCA− CAB =

h1b0g2 0 0
0 h1b0g2 0
0 0 h1b0g2
 ∈ Z(M2,1(E)),
pois h1b0g2 ∈ E0. Além disso, podemos escolher b0 ∈ E0, h1, g2 ∈ E1 de modo que
h1b0g2 6= 0.
Lema 2.4.2. O polinômio x1x2x3 − x2x3x1 − x3x1x2, onde α(x1) = α(x3) = (2, 1) e
α(x2) = (2, 0) é um polinômio central graduado, que não é identidade, para M2,1(E).
Demonstração: Sejam:
A =

0 0 f1
0 0 0
0 i1 0
 , C =

0 0 f2
0 0 0
0 i2 0
 ∈ A(2,1) e B =

0 0 0
c0 0 0
0 0 0
 ∈ A(2,0).
Então:
ABC −BCA− CAB =

i1c0f2 0 0
0 i1c0f2 0
0 0 i1c0f2
 ∈ Z(M2,1(E)),
pois i1c0f2 ∈ E0. Além disso, é possível escolher c0 ∈ E0, i1, f2 ∈ E1 de modo que
i1c0f2 6= 0.
Na verdade os Lemas 2.4.1 e 2.4.2 podem serem reunidos em um único resultado, o
qual será enunciado a seguir.
Proposição 2.4.1. Os polinômios multilineares:
∑
σ∈H3
(−1)σ∗xσ(1)xσ(2)xσ(3),
onde (β(x1), β(x2), β(x3)) é uma sequência completa em Z3, e além disso, tem-se que
γ(x1) = γ(x3) = 1 e γ(x2) = 0, são polinômios centrais Z3 × Z2-graduados, que não são
identidades, para M2,1(E).
A seguir explicaremos com detalhes o sinal (−1)σ∗ . Os detalhes desta ideia podem
ser encontrados na Seção 4 de [41]. A origem do sinal (−1)σ∗ pode ser encontrado nos
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trabalhos de Kemer (veja p. 17 de [39]).
Seja (i1, i2, . . . , in) uma permutação dos símbolos {1, 2, . . . , n}, e assuma que
{1, 2, . . . , n} = A ∪B, A ∩B = ∅.
Pode-se considerar a coloração desses símbolos nas cores A e B. O par (iα, iβ), onde
1 ≤ α, β ≤ n, forma uma inversão na cor A (com relação à partição A, B) se
1 ≤ α < β ≤ n, iα > iβ e iα, iβ ∈ A.
Se q é o número de inversões na cor A em (i1, i2, . . . , in), então (−1)q é o sinal de cor
A dessa permutação com com relação à partição A, B. Dado um conjunto de variáveis
x1, x2, . . . , xn em X, consideremos agora A como sendo o conjunto {i1, i2, . . . , it}, onde
i1 < i2 < · · · < it, são os índices tais que γ(xij) = 1 para 1 ≤ j ≤ t. Denotaremos o sinal
de cor A da permutação σ de {1, 2, . . . , n} por (−1)σ∗ .
Observação 2.4.1. Com relação ao sinal (−1)σ∗ pode-se observar:
1) Caso todas as variáveis tenham Z2-grau 0, tem-se (−1)σ∗ = 1 para qualquer
permutação σ;
2) Caso todas as variáveis tenham Z2-grau 1, tem-se (−1)σ∗ = (−1)σ para qualquer
permutação σ.
Vamos denotar por I o TZ3×Z2-ideal gerado pelas identidades graduadas do Teorema
2.2.1. Para x1, x2, . . . , xk ∈ X e σ ∈ Sk, considere
mσ = mσ(x1, x2, . . . , xk) = xσ(1)xσ(2) · · ·xσ(k).
O monômio multilinear em x1, x2, . . . , xk correspondente a permutação identidade será
denotado por
m = m(x1, x2, . . . , xk) = x1x2 · · ·xk.
Obviamente, α(m) = α(mσ) = α(x1) + α(x2) + · · ·+ α(xk).
Uma substituição S do tipo
x1 = a1Ei1j1 , x2 = a2Ei2j2 , . . . , xk = akEikjk , as ∈ ε, (2.6)
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onde
(js − is, |a|2) = α(xs), s = 1, 2, . . . , k (2.7)
é conhecida como substituição Standard. Observe que:
asEisjs ∈ Aα(xs), s = 1, 2, . . . , k.
Para um polinômio graduado f(x1, x2, . . . , xk) e uma substituição Standard S, denotare-
mos por f |S o valor de f correspondente a substituição S. Claramente, se um polinômio
graduado multilinear f é tal que f |S = 0 para cada substituição Standard S, então f
é uma identidade graduada de M2,1(E). Notemos que quando uma substituição S (veja
2.6) é feita, o valor do monômio mσ(x1, x2, . . . , xk) é diferente de zero, somente se
jσ(1) = iσ(2), jσ(1) = iσ(2), . . . , jσ(k−1) = iσ(k) e a1a2 · · · ak 6= 0 (2.8)
Neste caso, mσ|S = (−1)σ∗a1a2 · · · akEiσ(1)jσ(k) .
O próximo resultado encontra-se no trabalho de Di Vincenzo e Nardozza.
Lema 2.4.3 ([20]). Se para uma permutação σ ∈ Sk, existir uma substituição Standard
S tal que
mσ(x1, x2, . . . , xk)|S = cm(x1, x2, . . . , xk)|S 6= 0,
para algum c ∈ F , então
mσ(x1, x2, . . . , xk) ≡ cm(x1, x2, . . . , xk) (mod I).
Uma consequência importante do Lema anterior e que será útil na descrição dos
polinômios centrais Z3 × Z2-graduados de M2,1(E) será apresentada a seguir.
Corolário 2.4.1. Se para duas permutações σ, τ ∈ Sk, existir uma substituição Standard
S tal que
mσ(x1, x2, . . . , xk)|S = cmτ (x1, x2, . . . , xk)|S 6= 0,
para algum c ∈ F , então
mσ(x1, x2, . . . , xk) ≡ cmτ (x1, x2, . . . , xk) (mod I).
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Demonstração: Consideremos x′1 = xτ(1), x
′
2 = xτ(2), . . . , x
′
k = xτ(k). Sendo assim,
mτ (x1, x2, . . . , xk) = m(x
′
1, x
′
2, . . . , x
′
k).
Tomemos agora µ = τ−1 ◦ σ. Daí, temos
mµ(x
′
1, x
′
2, . . . , x
′
k) = mσ(x1, x2, . . . , xk).
Por mσ|S = cmτ |S 6= 0, temos que mµ(x′1, x′2, . . . , x′k)|S = cm(x′1, x′2, . . . , x′k)|S 6= 0. Pelo
Lema 2.4.3, segue que
mµ(x
′
1, x
′
2, . . . , x
′
k) ≡ cm(x
′
1, x
′
2, . . . , x
′
k) (mod I)
e portanto,
mσ(x1, x2, . . . , xk) ≡ cmτ (x1, x2, . . . , xk) (mod I),
o que conclui a prova.
Consideremos a seguir V como sendo o TZ3×Z2-espaço gerado pelos polinômios
z1[x1, x2]z2 , α(x1) = α(x2) = (0, 0);
z1(x1x2x3 − x3x2x1)z2 , α(x1) = α(x3) = −α(x2) = (t, 0) ∈ Z3 × Z2;
z1(x1x2x3 + x3x2x1)z2 , α(x1) = α(x3) = −α(x2) = (t, 1) ∈ Z3 × Z2;
z1x1z2 , α(x1) = (0, 1);
z1x1x2z2 , α(x1) = α(x2) = (1, 0);
z1x1x2z2 , α(x1) = α(x2) = (2, 0);∑
σ∈H3
(−1)σ∗xσ(1)xσ(2)xσ(3) , (β(x1), β(x2), β(x3)) sequência completa,
(2.9)
onde z1 e z2 são variavéis em X e em relação ao último polinômio dado anteriormente,
devemos ter γ(x1) = γ(x3) = 1 e γ(x2) = 0.
Do fato de todos os polinômios em 2.9 serem centrais segue que V ⊆ CZ3×Z2(M2,1(E)).
Observando agora que o TZ3×Z2-espaço gerado pelos seis primeiros polinômios em 2.9 é
exatamente TZ3×Z2(M2,1(E)), concluímos que TZ3×Z2(M2,1(E)) ⊂ V . Nosso objetivo agora
é provar que CZ3×Z2(M2,1(E)) = V .
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Lema 2.4.4. Se o polinômio multilinear
f(x1, x2, . . . , xk) = λ1m1(x1, x2, . . . , xk) + λ2m2(x1, x2, . . . , xk) + λ3m3(x1, x2, . . . , xk)
com k ≥ 3 é tal que existe uma substituição Standard S tal que f |S = λI3, para algum
0 6= λ ∈ E0, então f ∈ V .
Demonstração: Como f |S = λI3, devemos ter λ1 = λ2 = λ3 e α(mi) = (0, 0) para cada
i = 1, 2, 3. Vamos supor que m1(x1, x2, . . . , xk) = x1x2 · · ·xk. Seja S uma substituição
Standard
x1 = a1Ei1j1 , x2 = a2Ei2j2 , . . . , xk = akEikjk
satisfazendo as hipóteses do Lema. Por f |S = λI3, para cada i = 1, 2, 3, existem elementos
j ∈ {1, 2, 3} e 0 6= b ∈ E0 tais que mj|S = bEii. Logo, existem 1 = l1 < l2 < l3 de modo
que {il1 , il2 , il3} = {1, 2, 3}. Sendo assim,
m1(x1, x2, . . . , xk) =
t1︷ ︸︸ ︷
xl1 · · ·xl2−1
t2︷ ︸︸ ︷
xl2 · · ·xl3−1
t3︷ ︸︸ ︷
xl3 · · ·xk .
Logo,
β(t1) = il2 − i1, β(t2) = il3 − il2 , β(t3) = i1 − il3
A sequência (β(t1), β(t2), β(t3)) é uma sequência completa em Z3. De fato,
β(t1) + β(t2) + β(t3) = il2 − i1 + il3 − il2 + i1 − il3 = 0.
Além disso,
β(t1) = il2 − il1 , β(t1) + β(t2) = il3 − il1 .
Daí, sendo {il1 , il2 , il3} = {1, 2, 3}, devemos ter il2 − il1 , il3 − il1 não-nulos e dois a dois
distintos.
É possível verificarmos que dois dos três submonômios t1, t2, t3 têm Z2-grau 1, pois
do contrário m1 seria uma identidade. Podemos supor sem perda de generalidade que
γ(t1) = γ(t3) = 1 e γ(t2) = 0.
Consideremos agora o monômio
−
t2︷ ︸︸ ︷
xl2 · · ·xl3−1
t3︷ ︸︸ ︷
xl3 · · · xk
t1︷ ︸︸ ︷
xl1 · · ·xl2−1,
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observando que −t2t3t1|S = bEil2 il2 . Por f |S = λI3, existe q ∈ {1, 2, 3} tal que
mq|S = −t2t3t1|S e pelo Corolário 2.4.1, concluímos que mq ≡ −t2t3t1 (mod I). Como
{(−1)σ∗tσ(1)tσ(2)tσ(3)|S ; σ ∈ H3} = {bE11, bE22, bE33} continuamos com este raciocínio,
usando novamente o Corolário 2.4.1, e concluímos que
f(x1, x2, . . . , xk) = λ1(m1 +m2 +m3) ≡ λ1
∑
σ∈H3
(−1)σ∗tσ(1)tσ(2)tσ(3) (mod I),
e daí
f(x1, x2, . . . , xk) ≡ λ1
∑
σ∈H3
(−1)σ∗tσ(1)tσ(2)tσ(3) (mod V ),
pois I ⊆ V . Além disso, ∑
σ∈H3
(−1)σ∗tσ(1)tσ(2)tσ(3) ∈ V , o que nos leva a concluir que
f(x1, x2, . . . , xk) ∈ V .
Teorema 2.4.1. Seja F um corpo de característica zero. Então
CZ3×Z2(M2,1(E)) = V.
Demonstração: Seja f = f(x1, x2, . . . , xk) ∈ CZ3×Z2(M2,1(E)). Desde que char F = 0,
podemos supor f multilinear. Sendo assim, todos os monômios de f têm exatamente
as mesmas variáveis com os mesmos graus, logo todos esses monômios têm o mesmo
Z3 × Z2-grau. Desta forma segue que f é homogêneo com respeito à Z3 × Z2-graduação
de F 〈X〉. Se α(f) 6= (0, 0), concluímos que todo valor que f assume em M2,1(E) é uma
matriz de diagonal nula. Portanto, f é uma identidade Z3 × Z2-graduada de M2,1(E) e
consequentemente f ∈ V . Vamos supor então α(f) = (0, 0) e que f não é identidade
Z3 × Z2-graduada de M2,1(E). Podemos escrever f na forma
f = λ1m1 + λ2m2 + · · ·+ λlml
onde m1,m2, . . . ,ml são monômios multilineares em x1, x2, . . . , xk. Por f não ser uma
identidade Z3 × Z2-graduada para M2,1(E), existe uma substituição Standard S tal que
f |S = λI3, para algum 0 6= λ ∈ E0. Logo, l ≥ 3. Observemos ainda que para cada
i = 1, 2, . . . , l, temos mi|S = 0 ou mi|S = bjEjj, para algum 0 6= bj ∈ E0. Temos também
que para cada i = 1, 2, 3, existem ji ∈ {1, 2, . . . , l} e 0 6= b′ ∈ E0 tais que mji |S = b′Eii.
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Juntando os termos m′jis tais que mji |S = b
′
Eii e usando o Corolário 2.4.1, concluímos
f(x1, x2, . . . , xk) ≡ α1mj1 + α2mj2 + α3mj3 + β1mt1 + · · ·+ βrmtr (mod V ),
onde r < l, α1, α2, α3, β1, . . . , βr ∈ F . Pelo Lema 2.4.4, temos
α1mj1 + α2mj2 + α3mj3 ∈ V,
de onde segue que
f(x1, x2, . . . , xk) ≡ β1mt1 + · · ·+ βrmtr (mod V ).
Por f ∈ CZ3×Z2(M2,1(E)), temos que β1mt1 + · · ·+ βrmtr ∈ CZ3×Z2(M2,1(E)). Desde que
r < l, por indução, concluímos que β1mt1 + · · ·+ βrmtr ∈ V e portanto f ∈ V .
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Capítulo 3
Identidades e Polinômios Centrais
Graduados para as Álgebras Mp,q(E)
e Mp,q(E)⊗Mr,s(E)
Neste capítulo vamos apresentar as descrições das identidades e polinômios centrais
graduados para as álgebras Mp,q(E) e Mp,q(E) ⊗ Mr,s(E) sobre um corpo F de
característica zero. Estas descrições são generalizações dos resultados apresentados no
Capítulo 2.
As identidades graduadas das álgebras Mp,q(E) e Mp,q(E)⊗Mr,s(E) foram estudadas
por Di Vincenzo e Nardozza em [20]. Naquele trabalho consideraram-se todas as álgebras
sobre corpos de característica zero. Os principais resultados de [20] serão apresentados
neste capítulo devido a sua importância na descrição dos polinômios centrais graduados
de Mp,q(E) e Mp,q(E)⊗Mr,s(E).
Consideraremos as álgebras Mp,q(E) e Mp,q(E) ⊗Mr,s(E) com as graduações dadas
pelos grupos Zn×Z2 e Znm×Z2, respectivamente, que foram apresentadas na Seção 1.5.
Alguns dos conceitos e notações que serão usados neste capítulo já foram apresentados
nos Capítulos 1 e 2.
Em todo este capítulo F denotará um corpo de característica zero.
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3.1 Identidades Polinomiais Zn × Z2-graduadas
No que segue F 〈X〉 denotará a álgebra associativa livre Zn × Z2-graduada e Mp,q(E)
a álgebra Zn × Z2-graduada introduzida na Seção 1.5. Dado x ∈ X, denoratemos o grau
de x por α(x) = (β(x), γ(x)), onde β(x) corresponde ao Zn-grau e γ(x) ao Z2-grau.
Os principais resultados que serão apresentados a seguir foram obtidos por Di Vincenzo
e Nardozza.
Lema 3.1.1 ([20]). A álgebraMp,q(E) satisfaz as seguintes identidades Zn×Z2-graduadas:
x1x2 − x2x1 , α(x1) = α(x2) = (0, 0)
x1x2x3 − x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 0) (3.1)
x1x2x3 + x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 1).
Vamos denotar por I o TZn×Z2-ideal gerado pelas identidades graduadas do Lema 3.1.1.
Nos dois lemas a seguir consideraremos S uma substituição Standard, conforme
introduzido na Seção 2.4.
Lema 3.1.2 ([20]). Se para uma permutação σ ∈ Sk, existir uma substituição Standard
S tal que
mσ(x1, x2, . . . , xk)|S = cm(x1, x2, . . . , xk)|S 6= 0,
para algum c ∈ F , então
mσ(x1, x2, . . . , xk) ≡ ±x1n(x2, x3, . . . , xk) (mod I),
onde n(x2, x3, . . . , xk) = xl2xl3 · · ·xlk é um monômio multilinear.
Lema 3.1.3 ([20]). Se para uma permutação σ ∈ Sk, existir uma substituição Standard
S tal que
mσ(x1, x2, . . . , xk)|S = cm(x1, x2, . . . , xk)|S 6= 0,
para algum c ∈ F , então
mσ(x1, x2, . . . , xk) ≡ cm(x1, x2, . . . , xk) (mod I).
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O resultado que será enunciado a seguir é uma versão do Corolário 2.4.1 para o caso
Mp,q(E) e segue do Lema 3.1.3.
Corolário 3.1.1. Se para duas permutações σ, τ ∈ Sk, existir uma substituição Standard
S tal que
mσ(x1, x2, . . . , xk)|S = cmτ (x1, x2, . . . , xk)|S 6= 0,
para algum c ∈ F , então
mσ(x1, x2, . . . , xk) ≡ cmτ (x1, x2, . . . , xk) (mod I).
No principal resultado desta seção obtido também por Di Vincenzo e Nardozza, há
uma descrição, a menos das identidades monomiais, das identidades polinomiais Zn×Z2-
graduadas da álgebra Mp,q(E).
Teorema 3.1.1 ([20]). TZn×Z2(Mp,q(E)) é gerado por:
x1x2 − x2x1 , α(x1) = α(x2) = (0, 0)
x1x2x3 − x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 0) (3.2)
x1x2x3 + x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 1).
juntamente com os monômios multilineares que são identidades de Mp,q(E).
3.2 Polinômios Centrais Zn × Z2-graduados
Nesta seção trataremos dos polinômios centrais Zn × Z2-graduados para a álgebra
Mp,q(E). Consideraremos apenas os casos das álgebras Mp,q(E) que não admitem
identidades monomiais não-triviais. As álgebras nestas condições foram discutidas na
Seção 4 de [20].
Os polinômios no Teorema 3.1.1, por serem identidades, são polinômios centrais
graduados deMp,q(E). Mas, existem polinômios centrais graduados paraMp,q(E) que não
são identidades. Vamos apresentar a seguir uma classe importante de polinômios nestas
condições, mas antes fixaremos algumas notações e enunciaremos alguns resultados.
Vamos considerar o n-ciclo θn = (1 2 . . . n) do grupo simétrico Sn e o subgrupo cíclico
Hn = 〈θn〉 de Sn.
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Não é difícil ver que Z(Mp,q(E)) = {aIn×n | a ∈ E0}.
Lema 3.2.1. Seja m(x1, x2, . . . , xk) = x1x2 · · ·xk um monômio multilinear de F 〈X〉 com
α(m) = (0, 0). Se uma substituição Standard S
x1 = a1Ei1j1 , x2 = a2Ei2j2 , . . . , xk = akEikjk
é tal que m|S 6= 0, então mσ|S 6= 0 para todo σ ∈ Hk.
Demonstração: Sendo m|S 6= 0, temos j1 = i2, j2 = i3, . . . , jk−1 = ik. Como
m|S = a1a2 · · · akEi1jk e β(m) = 0, devemos ter i1 = jk. Observemos que
mθk |S = a2 · · · aka1Ei2jkEi1j1 = a2 · · · aka1Ei2i2 6= 0,
pois a1a2 · · · ak 6= 0. O resultado segue então indutivamente.
Proposição 3.2.1. Os polinômios multilineares
f(x1, x2, . . . , xn) =
∑
σ∈Hn
(−1)σ∗xσ(1)xσ(2) · · ·xσ(n),
onde (β(x1), β(x2), . . . , β(xn)) é uma sequência completa em Zn e γ(xi) = 0 para todo
i = 1, 2,. . . , n, são identidades Zn × Z2-graduadas para a álgebra Mp,q(E).
Demonstração: Suponha que exista uma substituição Standard S tal que f |S 6= 0.
Então pelo Lema 3.2.1 m|S 6= 0, onde m = m(x1, x2, . . . , xn) = x1x2 · · ·xn. Consideremos
então S uma substituição Standard
x1 = a1Ei1j1 , x2 = a2Ei2j2 , . . . , xn = anEinjn
satisfazendo tal condição. Claramente devemos ter j1 = i2, j2 = i3, . . . , jn−1 = in,
a1a2 · · · an 6= 0 e também jn = i1, pois
β(m) = β(x1) + β(x2) + . . .+ β(xn) = 0.
Além disso, como (β(x1), β(x2), . . . , β(xn)) é uma sequência completa devemos ter
{j1 − i1, j2 − i1, . . . , jn − i1} = Zn e como j1 − i1, j2 − i1, . . . , jn − i1 são dois a dois
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distintos, tem-se que {j1, j2, . . . , jn} = {1, 2, . . . , n}. Suponha que 1 ≤ i1, j1 ≤ p e seja k
o menor índice tal que jk > p. Logo, jk−1 ≤ p. Portanto,
m|S = a1Ei1j1a2Ei2j2 · · · ak−1Eik−1jk−1akEikjk · · · anEinjn .
Mas jk−1 é tal que jk−1 ≤ p e como akEikjk é tal que jk > p e γ(xk) = 0, tem-se ik > p o
que nos garante que m|S = 0 o que é uma contradição.
Caso i1, j1 > p considera-se k como sendo o menor índice tal que jk ≤ p e procedemos
de forma análoga ao caso anterior.
Proposição 3.2.2. Os polinômios multilineares
f(x1, x2, . . . , xn) =
∑
σ∈Hn
(−1)σ∗xσ(1)xσ(2) · · ·xσ(n),
onde (β(x1), β(x2), . . . , β(xn)) é uma sequência completa em Zn e além disso tem-se
γ(x1) +γ(x2) + · · ·+γ(xn) = 0, são polinômios centrais Zn×Z2-graduados para a álgebra
Mp,q(E).
Demonstração: Como f é multilinear basta mostrar que f |S ∈ Z(Mp,q(E)) para toda
substituição Standard S. Observemos que pelo fato de (β(x1), β(x2), . . . , β(xn)) ser
uma sequência completa e γ(x1x2 · · ·xn) = γ(x1) + γ(x2) + · · · + γ(xn) = 0 temos que
α(x1x2 · · · xn) = (0, 0). Vamos considerarm = m(x1, x2, . . . , xn) = x1x2 · · ·xn. Pelo Lema
3.2.1, se m|S = 0, então mσ|S = 0 para todo σ ∈ Hn, e daí f |S = 0. Suponhamos então
S uma substituição Standard
x1 = a1Ei1j1 , x2 = a2Ei2j2 , . . . , xn = anEinjn
tal que m|S 6= 0. Claramente devemos ter j1 = i2, j2 = i3, . . . , jn−1 = in e também
jn = i1, pois β(m) = β(x1) + β(x2) + · · ·+ β(xn) = 0. Logo,
f |S = a1a2 · · · anEi1i1 + a1a2 · · · anEi2i2 + · · ·+ a1a2 · · · anEinin .
Notando agora que
β(x1) = i2 − i1, β(x2) = i3 − i2, . . . , β(xn−1) = in − in−1, β(xn) = i1 − in,
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temos
β(x1) + β(x2) = i3 − i1, . . . , β(x1) + · · ·+ β(xn−1) = in − i1.
Como (β(x1), β(x2), . . . , β(xn)) é uma sequência completa, devemos ter i2 − i1, i3 − i1,
. . . , in − i1 não-nulos e dois a dois distintos, donde segue que i1, i2, . . . , in devem ser dois
a dois incôngruos módulo n. Mas, {i1, i2, . . . , in} ⊆ {1, 2, . . . , n}. Logo, temos a igualdade
destes dois conjuntos e portanto f |S = a1a2 . . . anIn, onde a1a2 . . . an ∈ E0. Desta maneira
temos f |S ∈ Z(Mp,q(E)).
Observação 3.2.1. Em relação às componentes homogêneas da álgebra Mp,q(E) sabe-se
que:
• Mp,q(E)(0,1) = 0;
• Mp,q(E)(p,0) = 0, se p = q.
Antes de enunciarmos o próximo resultado definiremos dois conjuntos importantes.
Sejam p, q, n inteiros positivos tais que n = p+q de acordo com a definição deMp,q(E).
Defina:
∆0 = {(i, j) / 1 ≤ i, j ≤ p ou p < i, j ≤ n}
e
∆1 = {(i, j) / 1 ≤ i ≤ p < j ≤ n ou 1 ≤ j ≤ p < i ≤ n}
Corolário 3.2.1. Existe um polinômio central, que não é identidade Zn × Z2-graduada,
para a álgebra Mp,q(E).
Demonstração: Escolha a substituição Standard em B
x1 = a1E12, x2 = a2E23, . . . , xn−1 = an−1En−1,n, xn = anEn1,
onde ak ∈ Eα, se (k, k + 1) ∈ ∆α para k = 1, . . . , n− 1 e an ∈ Eα, se (n, 1) ∈ ∆α e além
disso a1a2 · · · an 6= 0. Consideremos
f(x1, x2, . . . , xn) =
∑
σ∈Hn
(−1)σ∗xσ(1)xσ(2) . . . xσ(n).
Notemos que (β(x1), β(x2), . . . , β(xn)) = (1, 1, . . . , 1) e γ(x1) + γ(x2) + · · · + γ(xn) = 0.
Sabemos da Proposição 3.2.2 que f é um polinômio central Zn × Z2-graduado para a
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álgebra Mp,q(E). Resta-nos provar que f não é uma identidade graduada para Mp,q(E).
Basta provarmos que m = x1x2 · · ·xn não é identidade graduada para Mp,q(E). De fato,
m|S = a1a2 · · · anE11 6= 0.
Portanto, existe um polinômio central, que não é identidade Zn × Z2-graduada, para a
álgebra Mp,q(E).
Consideremos agora V o TZn×Z2-espaço gerado pelos polinômios
z1mz2,
z1[x1, x2]z2 , α(x1) = α(x2) = (0, 0) ∈ Zn × Z2;
z1(x1x2x3 − x3x2x1)z2 , α(x1) = α(x3) = −α(x2) = (t, 0) ∈ Zn × Z2;
z1(x1x2x3 + x3x2x1)z2 , α(x1) = α(x3) = −α(x2) = (t, 1) ∈ Zn × Z2;∑
σ∈Hn
(−1)σ∗xσ(1)xσ(2) · · · xσ(n) , (β(x1), β(x2), . . . , β(xn)) seq. completa,
(3.3)
onde z1 e z2 são variavéis em X. Em relação ao primeiro polinômio tem-se m uma
identidade monomial multilinear para Mp,q(E). Já em relação ao último polinômio
devemos ter γ(x1) + γ(x2) + · · ·+ γ(xn) = 0 em Z2.
Do fato de todos os polinômios em 3.3 serem centrais segue que V ⊆ CZn×Z2(Mp,q(E)).
Observando agora que o TZn×Z2-espaço gerado pelos cinco primeiros polinômios em 3.3
é exatamente TZn×Z2(Mp,q(E)), concluímos que TZn×Z2(Mp,q(E)) ⊂ V . Nosso objetivo
agora é provar que CZn×Z2(Mp,q(E)) = V .
Lema 3.2.2. Se o polinômio multilinear
f(x1, x2, . . . , xk) = λ1m1(x1, x2, . . . , xk)+λ2m2(x1, x2, . . . , xk)+· · ·+λnmn(x1, x2, . . . , xk),
onde k ≥ n, é tal que existe uma substituição Standard S tal que f |S = λIn, para algum
0 6= λ ∈ E0, então f ∈ V .
Demonstração: Como f |S = λIn, devemos ter λ1 = λ2 = · · · = λn e α(mi) = (0, 0)
para cada i = 1, 2, . . . , n. Vamos supor que m1(x1, x2, . . . , xk) = x1x2 · · · xk. Seja S uma
substituição Standard
x1 = a1Ei1j1 , x2 = a2Ei2j2 , . . . , xk = akEikjk
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satisfazendo as hipóteses do Lema. Por f |S = λIn, para cada i = 1, 2, . . . , n, existem
j ∈ {1, 2, . . . , n} e 0 6= b ∈ E0 tal que mj|S = bEii. Logo, existem 1 = l1 < l2 < · · · < ln
de modo que {il1 , il2 , . . . , iln} = {1, 2, . . . , n}. Sendo assim,
m1(x1, x2, . . . , xk) =
t1︷ ︸︸ ︷
xl1 · · ·xl2−1
t2︷ ︸︸ ︷
xl2 · · ·xl3−1 · · ·
tn︷ ︸︸ ︷
xln · · ·xk .
Logo,
β(t1) = il2 − i1, β(t2) = il3 − il2 , . . . , β(t3) = i1 − iln
A sequência (β(t1), β(t2), . . . , β(tn)) é uma sequência completa em Zn. De fato,
β(t1) + β(t2) + . . .+ β(tn) = il2 − i1 + il3 − il2 + i1 − iln = 0.
Além disso,
β(t1) = il2 − i1, β(t1) + β(t2) = il3 − i1, β(t1) + β(t2) + · · ·+ β(tn−1)) = iln − i1.
Daí, sendo {il1 , il2 , . . . , iln} = {1, 2, . . . , n}, devemos ter il2 − i1, il3 − i1, . . . , iln − i1 não-
nulos e dois a dois distintos.
Consideremos agora o monômio:
(−1)θ∗n
t2︷ ︸︸ ︷
xl2 · · ·xl3−1 · · ·
tn︷ ︸︸ ︷
xl3 · · ·xk
t1︷ ︸︸ ︷
xl1 · · ·xl2−1
e observemos que (−1)θ∗nt2 · · · tnt1|S = bEil2 il2 . Sendo assim, por f |S = λIn, existe algum
q ∈ {1, 2, . . . , n} tal que mq|S = (−1)θ∗nt2 · · · tnt1|S e pelo Corolário 3.1.1, concluímos que
mq ≡ (−1)θ∗nt2 · · · tnt1 (mod I)
Como {(−1)σ∗tσ(1)tσ(2) · · · tσ(n)|S ; σ ∈ Hn} = {bE11, bE22, . . . , bEnn}, continuando com tal
raciocínio, usando novamente o Corolário 3.1.1, concluímos que
f(x1, x2, . . . , xk) = λ1(m1 +m2 + · · ·+mn) ≡ λ1
∑
σ∈Hn
(−1)σ∗tσ(1)tσ(2) · · · tσ(n) (mod I),
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e daí
f(x1, x2, . . . , xk) ≡ λ1
∑
σ∈Hn
(−1)σ∗tσ(1)tσ(2) · · · tσ(n) (mod V ),
pois I ⊆ V . Além disso, ∑
σ∈Hn
(−1)σ∗tσ(1)tσ(2) · · · tσ(n) ∈ V , de onde concluímos que
f(x1, x2, . . . , xk) ∈ V .
Teorema 3.2.1. Seja F um corpo de característica zero. Então
CZn×Z2(Mp,q(E)) = V.
Demonstração: Seja f = f(x1, x2, . . . , xk) ∈ CZn×Z2(Mp,q(E)). Como já assumimos
char F = 0, podemos supor f multilinear. Sendo assim, todos os monômios de f têm
exatamente as mesmas variáveis com os mesmos graus, logo todos esses monômios têm
o mesmo Zn × Z2-grau. Desta forma segue que f é homogêneo com respeito à Zn × Z2-
graduação de F 〈X〉. Se α(f) 6= (0, 0), concluímos que todo valor que f assume em
Mp,q(E) é uma matriz de diagonal nula. Portanto, f é uma identidade Zn×Z2-graduada
de Mp,q(E) e consequentemente f ∈ V . Vamos supor então α(f) = (0, 0) e que f não é
identidade Zn × Z2-graduada de Mp,q(E). Podemos escrever f na forma
f = λ1m1 + λ2m2 + · · ·+ λlml
onde m1,m2, . . . ,ml são monômios multilineares em x1, x2, . . . , xk. Por f não ser
identidade Zn × Z2-graduada para Mp,q(E), existe uma substituição Standard S tal que
f |S = λIn, para algum 0 6= λ ∈ E0. Logo, l ≥ n. Observemos ainda que para cada
i = 1, 2, . . . , l, temos mi|S = 0 ou mi|S = bjEjj, para algum 0 6= bj ∈ E0. Temos
também que para cada i = 1, 2, . . . , n, existem ji ∈ {1, 2, . . . , l} e 0 6= b′ ∈ E0 tais que
mji |S = b′Eii. Juntando os termos m′jis tais que mji |S = b
′
Eii e usando o Corolário 3.1.1,
concluímos
f(x1, x2, . . . , xk) ≡ α1mj1 + α2mj2 + · · ·+ αnmjn + β1mt1 + · · ·+ βrmtr (mod V ),
onde r < l, α1, α2, . . . , αn, β1, . . . , βr ∈ F . Pelo Lema 3.2.2, temos
α1mj1 + α2mj2 + · · ·+ αnmjn ∈ V,
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de onde segue que
f(x1, x2, . . . , xk) ≡ β1mt1 + · · ·+ βrmtr (mod V ).
Por f ∈ CZn×Z2(Mp,q(E)), temos β1mt1 + · · ·+βrmtr ∈ CZn×Z2(Mp,q(E)). Desde que r < l
por indução concluímos que β1mt1 + . . .+ βrmtr ∈ V e portanto f ∈ V .
3.3 Polinômios Centrais Znm × Z2-graduados
Nesta seção trataremos dos polinômios centrais Znm × Z2-graduados para a álgebra
Mp,q(E)⊗Mr,s(E).
Consideremos a álgebra Mp,q(E) ⊗ Mr,s(E) com a Znm × Z2-graduação definida na
Seção 1.5 do Capítulo 1.
A seguir F 〈X〉 denotará a álgebra associativa livre Znm×Z2-graduada. Dado x ∈ X,
denoratemos o grau de x por α(x) = (β(x), γ(x)), onde β(x) corresponde ao Znm-grau e
γ(x) ao Z2-grau.
Os próximos dois resultados foram obtidos por Di Vincenzo e Nardozza.
Teorema 3.3.1 ([20]). TZnm×Z2(Mp,q(E)⊗Mr,s(E)) é gerado por:
x1x2 − x2x1 , α(x1) = α(x2) = (0, 0)
x1x2x3 − x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 0) (3.4)
x1x2x3 + x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 1).
juntamente com os monômios multilineares que são identidades de Mp,q(E)⊗Mr,s(E).
Teorema 3.3.2 ([20]). As álgebras Mp,q(E) ⊗ Mr,s(E) e Mpr+qs,ps+qr(E) são PI-
equivalentes como álgebras Znm × Z2-graduadas. Em particular, essas duas álgebras são
PI-equivalentes.
Uma consequência importante do Teorema 3.3.2 é que as álgebras
Mp,q(E) ⊗Mr,s(E) e Mpr+qs,ps+qr(E) possuem os mesmos polinômios centrais Znm × Z2-
graduados.
Corolário 3.3.1. CZnm×Z2(Mp,q(E)⊗Mr,s(E)) = CZnm×Z2(Mpr+qs,ps+qr(E)).
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Consideremos agora W como sendo o TZnm×Z2-espaço gerado pelos polinômios
z1mz2,
z1[x1, x2]z2, α(x1) = α(x2) = (0, 0) ∈ Zn × Z2;
z1(x1x2x3 − x3x2x1)z2, α(x1) = α(x3) = −α(x2) = (t, 0) ∈ Zn × Z2;
z1(x1x2x3 + x3x2x1)z2, α(x1) = α(x3) = −α(x2) = (t, 1) ∈ Zn × Z2;∑
σ∈Hn
(−1)σ∗xσ(1)xσ(2) · · ·xσ(nm),
(3.5)
onde z1 e z2 são variavéis em X. Em relação ao primeiro polinômio tem-se m
uma identidade monomial multilinear para Mpr+qs,ps+qr(E). Já em relação ao último
polinômio devemos ter (β(x1), β(x2), . . . , β(xnm)) uma sequência completa em Znm e
γ(x1) + γ(x2) + · · ·+ γ(xnm) = 0 em Z2.
Pelo que discutimos na Seção anterior tem-se que
CZnm×Z2(Mpr+qs,ps+qr(E)) = W.
Logo, usando o Corolário 3.3.1, concluímos que CZnm×Z2(Mp,q(E)⊗Mr,s(E)) = W .
Teorema 3.3.3. Seja F um corpo de característica zero. Então
CZnm×Z2(Mp,q(E)⊗Mr,s(E)) = W.
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Capítulo 4
Identidades e Polinômios Centrais
Z× Z2-Graduados para as Álgebras
Mp,q(E) e Mp,q(E)⊗Mr,s(E)
Neste capítulo vamos apresentar as descrições das identidades e polinômios centrais
Z × Z2-graduados para as álgebras Mp,q(E) e Mp,q(E) ⊗Mr,s(E) sobre um corpo F de
característica zero. As graduações a serem consideradas são as graduações apresentadas
na Seção 1.5 do Capítulo 1.
As descrições das identidades graduadas das álgebras Mp,q(E) e Mp,q(E) ⊗Mr,s(E)
seguem ideias similares às descrições obtidas por Di Vincenzo e Nardozza em [20].
Algumas ideias do trabalho do Vasilovsky [65] sobre a descrição das identidades Z-
graduadas para a álgebraMn(F ) sobre corpos de característica zero também foram usadas.
Já nas descrições dos polinômios centrais Z×Z2-graduados para as álgebrasMp,q(E) e
Mp,q(E)⊗Mr,s(E) foram utilizadas ideias similares às descrições dos polinômios centrais
apresentadas no Capítulo 3 para estas mesmas álgebras.
Alguns dos conceitos e notações que serão usados neste capítulo já foram apresentados
nos Capítulos anteriores.
Em todo este capítulo F denotará um corpo de característica zero.
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4.1 As álgebras Mp,q(E) e Mp,q(E)⊗Mr,s(E)
Nesta seção discutiremos alguns conceitos envolvendo as álgebras graduadas Mp,q(E)
e Mp,q(E) ⊗Mr,s(E). Provaremos que estudar a álgebra (Mp,q(E), µ) (com a graduação
induzida por µ e introduzida no Exemplo 1.5.8), onde µ ∈ Sn, é equivalente a estudar
uma subálgebra apropriada de (Mn(E), ι). De forma análoga, provaremos que estudar a
álgebra Mp,q(E) ⊗Mr,s(E) é equivalente a estudar uma subálgebra Z × Z2-graduada de
Mn(E)⊗Mm(E). Tais ideias são inspiradas na Seção 2 de [20].
Vamos definir, para qualquer n ∈ N, [n] := {1, 2, . . . , n}.
Consideremos a seguir as álgebras Z × Z2-graduadas Mp,q(E) e Mp,q(E) ⊗ Mr,s(E)
definidas na Seção 1.5 do Capítulo 1.
De acordo com [20] para qualquer permutação µ ∈ Sn a graduação induzida por µ em
Mn(E) é a mesma, a menos de isomorfismo graduado. Porém, o mesmo não vale para a
álgebra Mp,q(E) ⊆ Mn(E). Dessa forma, vamos considerar a álgebra (Mn(E), ι) e vamos
definir uma subálgebra Mρ(E) de (Mn(E), ι) que será muito importante no decorrer de
todo este Capítulo.
Consideremos a aplicação
ϕµ : (Mp,q(E), µ) −→ (Mn(E), ι)
aEij 7−→ ϕµ(aEij) = aEµ(i),µ(j)
.
Observa-se que ϕµ é um homomorfismo de álgebras, e é injetivo, pois leva Bp em um
conjunto linearmente independente. Além disso,
α(ϕµ(aEij)) = α(aEµ(i),µ(j)) = (ι(µ(j))− ι(µ(i)), |a|2) = (µ(j)− µ(i), |a|2) = α(aEij),
e portanto ϕµ é um homomorfismo injetivo Z×Z2-graduado. Observemos que o primeiro
α na relação anterior representa o grau homogêneo em (Mn(E), ι) e já o segundo α o grau
homogêneo na álgebra (Mp,q(E), µ). Portanto, a subálgebra ϕµ(Mp,q(E)) de (Mn(E), ι) é
isomorfa a (Mp,q(E), µ), como álgebras Z×Z2-graduadas, e possui graduação induzida por
ι. Os elementos de ϕµ(Bp) constituem uma base Z×Z2-multiplicativa para ϕµ(Mp,q(E)).
Vamos ver a seguir uma outra forma de apresentar a álgebra ϕµ(Mp,q(E)).
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Sejam Pµ = {µ(1), . . . , µ(p)} ⊆ [n] e ρ : [n]→ Z2 a função dada por
ρ(i) =
 0, se i ∈ Pµ1, se i /∈ Pµ .
Defina Mρ(E) como sendo o espaço vetorial com base {aEij | a ∈ ερ(i)+ρ(j)}. Não é difícil
mostrar que ϕµ(Mp,q(E)) = Mρ(E).
Reciprocamente, considere uma aplicação ρ : [n] → Z2, onde a quantidade de i ∈ [n]
tal que ρ(i) = 0 é p. Sejam i1, . . . , ip tais elementos e {j1, . . . , jq} = [n]\{i1, . . . , ip}.
Defina a permutação
µ =
 1 2 · · · p p+ 1 · · · m
i1 i2 · · · ip j1 · · · jq
 ∈ Sn.
Observemos que ρ(µ(i)) = η(i), para todo i ∈ [n]. Portanto, concluímos pelo que foi
discutido anteriormente que Mp,q(E) 'Z×Z2 Mρ(E).
De maneira análoga ao caso da álgebra Mp,q(E), pode ser deduzido que vale o
isomorfismo graduado Mp,q(E) ⊗ Mr,s(E) 'Z×Z2 Mρ(E) ⊗ Mθ(E), para determinadas
aplicações ρ : [n]→ Z2 e θ : [m]→ Z2, p, q, r, s ∈ N. Combinando as bases multiplicativas
de Mρ(E) e Mθ(E), obtemos que B = {aEij ⊗ bEuv | a ∈ ερ(i)+ρ(j) e b ∈ εθ(i)+θ(j)} é
uma base multiplicativa da álgebra Mρ(E) ⊗Mθ(E). Neste caso, o grau homogêneo de
elementos em B é dado por
α(aEij ⊗ bEuv) = (m(j − i) + (v − u), |a|2 + |b|2) ∈ Z× Z2.
4.2 Identidades Polinomiais Z × Z2-graduadas para
Mp,q(E)
Nesta seção apresentaremos os geradores do ideal das identidades Z × Z2-graduadas
para a álgebraMp,q(E). De acordo com a Seção 4.1 estudar a álgebraMp,q(E) é equivalente
a estudar a álgebra Mρ(E), onde ρ é uma aplicação conveniente.
Consideremos como na Seção anterior a álgebra Mρ(E) munida da sua Z × Z2-
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graduação e sua base Z× Z2-multiplicativa
B = {aEij | i, j ∈ [n], a ∈ ερ(i)+ρ(j)}.
Nesta e na próxima Seção denotaremos por F 〈X〉 a álgebra associativa livre Z× Z2-
graduada. Dado x ∈ X, denoratemos o grau homogêneo de x por α(x) = (β(x), γ(x)),
onde β(x) corresponde ao Z-grau e γ(x) ao Z2-grau. Da mesma forma denotaremos o
grau de um elemento homogêneo de Mα(E).
O resultado a seguir foi obtido por Di Vincenzo e Nardozza e será de extrema
importância na descrição das identidades Z× Z2-graduadas da álgebra Mp,q(E).
Denotaremos por M o conjunto dos monômios multilineares em F 〈X|G〉, onde G é
um grupo qualquer.
Proposição 4.2.1 ([20]). Sejam R uma álgebra G-graduada e B uma base G-multiplicativa
de R. Seja N um conjunto de identidades polinomiais graduadas de R e denote por I
o TG-ideal gerado por N . Além disso, suponha que para quaisquer h, h′ ∈ M \ TG(R),
existe uma substituição Standard S e 0 6= c ∈ F tal que
0 6= h|S = ch′|S ⇔ h ≡ ch′ (mod I).
Então TG(R) é gerado por N ∪ (M∩ TG(R)).
Seja S uma substituição Standard
x1 = a1Ei1j1 , x2 = a2Ei2j2 , . . . , xk = akEikjk
tal que mσ(x1, x2, . . . , xk) é diferente de zero, então
jσ(1) = iσ(2), jσ(1) = iσ(2), . . . , jσ(k−1) = iσ(k) e a1a2 · · · ak 6= 0 (4.1)
Neste caso, mσ|S = (−1)σ∗a1a2 · · · akEiσ(1)jσ(k) .
Para um monômio mσ(x1, x2, . . . , xk), σ ∈ Sk, e dois inteiros 1 ≤ p ≤ q ≤ k,
denotaremos por m[p,q]σ a subpalavra obtidada de mσ descartando os p − 1 primeiros e
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os últimos k − q fatores, ou seja,
m[p,q]σ = xσ(p)xσ(p+1) · · ·xσ(q).
Lema 4.2.1. Seja S uma substituição Standard. Se mσ|S 6= 0, então para quaisquer
1 ≤ p ≤ q ≤ k tem-se
β(m[p,q]σ ) = jσ(q) − iσ(p).
Demonstração: Por 4.1 e o fato de S ser uma substituição Standard, temos
β(m[p,q]σ ) = β(xσ(q)) + β(xσ(q−1)) + · · ·+ β(xσ(p))
= (jσ(q) − iσ(q)) + (jσ(q−1) − iσ(q−1)) + · · ·+ (jσ(p) − iσ(p)) = jσ(q) − iσ(p).
Logo, β(m[p,q]σ ) = jσ(q) − iσ(p).
Denotaremos por J o TZ×Z2-ideal gerado por:
x1x2 − x2x1 , α(x1) = α(x2) = (0, 0)
x1x2x3 − x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 0) (4.2)
x1x2x3 + x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 1).
Os próximos dois lemas são baseados em resultados de [20]. Para facilitar a notação
na demonstração denotaremos Mρ(E) por R.
Lema 4.2.2. Se para uma permutação σ ∈ Sk, existir uma substituição Standard S em
R tal que
mσ(x1, x2, . . . , xk)|S = cm(x1, x2, . . . , xk)|S 6= 0,
para algum c ∈ F , então
mσ(x1, x2, . . . , xk) ≡ ±x1n(x2, x3, . . . , xk) (mod J),
onde n(x2, x3, . . . , xk) = xl2xl3 . . . xlk é um monômio multilinear.
Demonstração: Sejam m = m(x1, x2, . . . , xk) = x1x2 · · · xk e mσ = xσ(1)xσ(2) · · ·xσ(k)
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para alguma permutação σ ∈ Sk. Suponhamos S uma substituição Standard
x1 = a1Ei1j1 , x2 = a2Ei2j2 , . . . , xk = akEikjk
tal que mσ|S = cm|S 6= 0. Logo, i1 = iσ(1), jt = it+1, t = 1, . . . , k − 1 e além disso, para
s > 1, jσ(s−1) = iσ(s). O caso σ(1) = 1 é imediato. Assuma que σ−1(1) > 1 e defina
t = min{j ≤ k | σ−1(j) < σ−1(1)}
Logo, t > 1 e pela minimalidade de t temos σ−1(t) < σ−1(1) ≤ σ−1(t− 1). Defina agora
l = σ−1(t), h = σ−1(1) e d = σ−1(t− 1).
Vamos considerar dois casos: l = 1 ou l > 1. Se l = 1, então pelo Lema 4.2.1 temos
β(m[1,h−1]σ ) = jσ(h−1) − iσ(1) = iσ(h) − iσ(1) = i1 − iσ(1) = 0
e
β(m[h,d]σ ) = jσ(d) − iσ(h) = jt−1 − i1 = it − i1 = iσ(l) − i1 = 0
Logo, β(m[1,h−1]σ ) = β(m[h,d]σ ) = 0. Não é difícil ver que γ(m[1,h−1]σ ) = γ(m[h,d]σ ) = 0, pois
do contrário estes monômios seriam identidades Z × Z2-graduadas de Mρ(E), visto que
R(0,1) = 0. Por x1x2− x2x1 ∈ J , onde α(x1) = α(x2) = (0, 0) ∈ Z×Z2, podemos concluir
mσ = m[1,h−1]σ m[h,d]σ m[d+1,k]σ ≡ m[h,d]σ m[1,h−1]σ m[d+1,k]σ (mod J)
e m[h,d]σ começa com x1 o que conclui a prova no caso l = 1.
Se l > 1, de modo análogo ao caso anterior, temos
β(m[1,l−1]σ ) = jσ(l−1) − iσ(1) = iσ(l) − iσ(1) = it − i1,
β(m[l,h−1]σ ) = jσ(h−1) − iσ(l) = iσ(h) − iσ(l) = i1 − it,
e
β(m[h,d]σ ) = jσ(d) − iσ(h) = jt−1 − i1 = it − i1.
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Portanto, β(m[1,l−1]σ ) = −β(m[l,h−1]σ ) = β(m[h,d]σ ). Além disso, de modo análogo ao
caso anterior, segue que γ(m[1,l−1]σ ) = γ(m[l,h−1]σ ) = γ(m[h,d]σ ). Usando os dois últimos
polinômios de 4.2 concluímos que
mσ = m[1,l−1]σ m[l,h−1]σ m[h,d]σ m[d+1,k]σ (mod J) ≡ ±m[h,d]σ f [l,h−1]σ f [1,l−1]σ f [d+1,k]σ (mod J)
e este último monômio inicia-se com x1. Observemos que o sinal do último monômio
acima é positivo se γ(m[1,l−1]σ ) = γ(m[l,h−1]σ ) = γ(m[h,d]σ ) = 0 e é negativo no caso em que
γ(m[1,l−1]σ ) = γ(m[l,h−1]σ ) = γ(m[h,d]σ ) = 1.
Lema 4.2.3. Se para uma permutação σ ∈ Sk, existir uma substituição Standard S em
R tal que
mσ(x1, x2, . . . , xk)|S = cm(x1, x2, . . . , xk)|S 6= 0,
para algum c ∈ F , então
mσ(x1, x2, . . . , xk) ≡ cm(x1, x2, . . . , xk) (mod J).
Demonstração: Vamos assumir que k ≥ 2, provaremos o resultado por indução sobre
k. Do Lema 4.2.2
mσ(x1, x2, . . . , xk) ≡ ±x1m′(x2, x3, . . . , xk) (mod J).
Considere c′ = ±1. Pela hipótese do Lema
c
′
a1Eiij1m
′ |S = mσ|S = cm|S 6= 0.
Logo, c′m′|S = cx2 · · ·xk|S 6= 0. Seja c′′ = c(c′)−1. Por indução segue que
m
′(x2, . . . , xk) ≡ c′′x2 · · ·xk (mod J).
Sendo assim,
mσ(x1, x2, . . . , xk) ≡ c′x1m′(x2, . . . , xk) ≡ cm(x1, x2, . . . , xk) (mod J),
e o lema está demonstrado.
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O próximo resultado é uma consequência importante do Lema anterior e sua
demonstração é análoga à do Corolário 2.4.1.
Corolário 4.2.1. Se para duas permutações σ, τ ∈ Sk, existir uma substituição Standard
S em R tal que
mσ(x1, x2, . . . , xk)|S = cmτ (x1, x2, . . . , xk)|S 6= 0,
para algum c ∈ F , então
mσ(x1, x2, . . . , xk) ≡ cmτ (x1, x2, . . . , xk) (mod J).
Consideremos N o conjunto dos polinômios multilineares em 4.2.
x1x2 − x2x1 , α(x1) = α(x2) = (0, 0) (4.3)
x1x2x3 − x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 0) (4.4)
x1x2x3 + x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 1). (4.5)
Lema 4.2.4. N ⊆ TZ×Z2(Mρ(E)).
Demonstração: O polinômio em 4.3 é uma identidade para R, pois os elementos de
R(0,0) são combinações lineares de elementos da forma aEii, onde i ∈ [n] e a ∈ E0, os
quais comutam entre si. Caso |t| ≥ n nos polinômios 4.4 e 4.5, então estes são claramente
identidades para R. Basta mostrar então que tais polinômios são identidades quando
|t| < n.
Como os polinômios em N são multilineares, basta substituirmos as variáveis xi por
elementos de B. Sejam
wh = ahEihjh ∈ B, h = 1, 2, 3,
onde α(w1) = α(w3) = −α(w2). Se w1w2w3 6= 0, então 0 6= w1w2 = a1a2Ei1j2 . Além
disso, desde que β(w1) = −β(w2) tem-se j2 = i1. Analogamente, usando que w2w3 6= 0,
obtemos j2 = i3 e j3 = i2, ou seja, w3w2w1 6= 0. Reciprocamente, se w3w2w1 6= 0, tem-se
w1w2w3 6= 0. Logo, w1w2w3 = 0 se, e somente se, w3w2w1 = 0. Suponhamos então
w1w2w3 6= 0. Então
w1 = a1Eij, w2 = a2Eji, w3 = a3Eij
Portanto, w1w2w3 = a1a2a3Eij e w3w2w1 = a3a2a1Eij. Caso |ah|2 = 0 para h = 1, 2, 3
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tem-se a1a2a3 = a3a2a1 e consequentemente w1w2w3 = w3w2w1. Logo, o polinômio 4.4
é uma identidade para R. Já caso |ah|2 = 1 para h = 1, 2, 3 tem-se a1a2a3 = −a3a2a1 e
portanto w1w2w3 = −w3w2w1. Sendo assim, o polinômio 4.5 também é uma identidade
para R.
Usando os Lemas 4.2.3 e 4.2.4 e a Proposição 4.2.1 e o fato de que Mρ(E) 'Mp,q(E)
como álgebras Z× Z2-graduadas obtemos o principal resultado desta Seção.
Teorema 4.2.1. TZ×Z2(Mp,q(E)) é gerado por N ∪ (M∩ TZ×Z2(Mp,q(E))), ou seja, pelos
polinômios
x1x2 − x2x1 , α(x1) = α(x2) = (0, 0)
x1x2x3 − x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 0) (4.6)
x1x2x3 + x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 1).
juntamente com os monômios multilineares que são identidades de Mp,q(E).
4.2.1 Identidades Monomiais Z× Z2-graduadas para M2,1(E)
Trataremos aqui das identidades monomiais Z×Z2-graduadas para a álgebraM2,1(E).
Consideraremos a Z× Z2-graduação apresentada no Exemplo 1.5.8 e com µ = ι.
Denotaremos por A(i,j), com (i, j) ∈ Z×Z2, as componentes homogêneas de M2,1(E),
com respeito a esta Z× Z2-graduação. Neste caso, temos:
A(0,0) =


a0 0 0
0 d0 0
0 0 e0

∣∣∣∣∣∣a0, d0, e0 ∈ E0

A(0,1) = 0
A(1,0) =


0 b0 0
0 0 0
0 0 0

∣∣∣∣∣∣b0 ∈ E0

A(1,1) =


0 0 0
0 0 g1
0 0 0

∣∣∣∣∣∣g1 ∈ E1

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A(2,0) = 0 A(2,1) =


0 0 f1
0 0 0
0 0 0

∣∣∣∣∣∣f1 ∈ E1

A(−1,0) =


0 0 0
c0 0 0
0 0 0

∣∣∣∣∣∣c0 ∈ E0

A(−1,1) =


0 0 0
0 0 0
0 i1 0

∣∣∣∣∣∣i1 ∈ E1

A(−2,0) = 0 A(−2,1) =


0 0 0
0 0 0
h1 0 0

∣∣∣∣∣∣h1 ∈ E1

e A(k,t) = 0, se |k| ≥ 3.
No que segue F 〈X〉 denotará a álgebra associativa livre Z× Z2-graduada.
Observemos inicialmente que a indeterminada x ∈ X, onde |β(x)| ≥ 3, é uma
identidade monomial multilinear para a álgebra M2,1(E). Temos também que x ∈ X
é uma identidade monomial multilinear para M2,1(E), se α(x) = (0, 1), (2, 0) ou (−2, 0).
Lema 4.2.5. Os seguintes monômios de F 〈X〉:
x1x2, α(x1) = (1, 0), α(x2) = (−2, 1);
x1x2, α(x1) = (−1, 0), α(x2) = (−1, 1);
x1x2, α(x1) = (1, 1), α(x2) = (1, 0);
x1x2, α(x1) = (−1, 1), α(x2) = (2, 1);
x1x2, α(x1) = (2, 1), α(x2) = (−1, 0);
x1x2, α(x1) = (−2, 1), α(x2) = (1, 1)
são identidades monomiais para M2,1(E).
Demonstração: A demonstração é imediata, basta considerarmos os produtos entre os
respectivos elementos homogêneos.
Denotaremos a seguir porM o conjunto dos monômios multilineares em F 〈X〉.
O resultado a seguir nos garante que todas as identidades monomiais multilineares Z×
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Z2-graduadas da álgebra M2,1(E) são consequências de um conjunto finito de identidades
monomiais.
Proposição 4.2.2. Seja I o TZ×Z2-ideal gerado por:
x1, α(x1) = (0, 1);
x1, α(x1) = (2, 0);
x1, α(x1) = (−2, 0);
x1, |β(x)| ≥ 3;
x1x2, α(x1) = (1, 0), α(x2) = (−2, 1);
x1x2, α(x1) = (−1, 0), α(x2) = (−1, 1);
x1x2, α(x1) = (1, 1), α(x2) = (1, 0);
x1x2, α(x1) = (−1, 1), α(x2) = (2, 1);
x1x2, α(x1) = (2, 1), α(x2) = (−1, 0);
x1x2, α(x1) = (−2, 1), α(x2) = (1, 1)
(4.7)
EntãoM∩ TZ×Z2(M2,1(E)) ⊂ I.
Demonstração: Seja m = x1x2 · · · xt uma identidade monomial multilinear de M2,1(E).
Com ideias do que foi feito em [20], estudando identidades monomiais, podemos “esquecer”
a álgebra M2,1(E) e considerar apenas a álgebra M3(F ) com a mesma Z×Z2-graduação.
Com um argumento similar ao que foi usado na Observação 2.3.1 podemos concluir esta
afirmação.
Nosso objetivo é provar a inclusão M ∩ TZ×Z2(M2,1(E)) ⊂ I. Vamos supor, por
contradição, que exista um monômio m = x1x2 · · ·xt ∈ TZ×Z2(M2,1(E)) multilinear tal
que m 6∈ I. Suponhamos que m possua comprimento mínimo com tal propriedade.
Dessa forma, nenhum submonômio de m seria identidade (pois do contrário m ∈ I, visto
que é m minimal). Além disso, m não pode conter submonômios de grau (1, 0), (1, 1),
(2, 1), (−1, 0), (−1, 1) ou (−2, 1) de comprimento no mínimo 2. Aqui esclarecemos que
as componentes (1, 0), (1, 1), (2, 1), (−1, 0), (−1, 1) e (−2, 1) de M3(F ) têm dimensão
1. Portanto, se um monômio graduado é de grau (1, 0), por exemplo, ele deve ser
identidade graduada ou assume todos os valores possíveis da componente homogênea
(1, 0). Como os nossos submonômios não podem ser identidades graduadas, podemos
substituir o respectivo submonômio por uma variável só de grau (1, 0), e obteremos um
monômio graduado que é identidade para M2,1(E), mas de grau menor que o de m.
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Podemos supor ainda que m não depende de variáveis de grau (0, 0) (a componente
(0, 0) deM2,1(E) contém elementos invertíveis), (0, 1), (2, 0), (−2, 0) e (k, t), onde |k| ≥ 3.
Vamos supor que x1 seja de grau (1, 0). Estudando as possibilidades, de acordo com
as restrições impostas anteriormente, a variável x2 deve ser de grau (−1, 0). Independente
do grau da variável x3 teremos um submonômio de comprimento 3 de grau (1, 0), (1, 1),
(2, 1), (−1, 0), (−1, 1) ou (−2.1), o que não pode ocorrer.
De maneira semelhante ao caso onde a primeira variável tem grau (1, 0) podemos
justificar os casos onde a primeira variável tem grau (1, 1), (2, 1), (−1, 0), (−1, 1) ou
(−2.1).
Portanto, podemos concluir queM∩ TZ×Z2(M2,1(E)) ⊂ I.
Como consequência do Teorema 4.2.1 e da Proposição 4.2.2 obtemos o seguinte
resultado.
Corolário 4.2.2. TZ×Z2(M2,1(E)) é gerado por:
x1, α(x1) = (0, 1)
x1, α(x1) = (2, 0)
x1, α(x1) = (−2, 0)
x1, |β(x)| ≥ 3
x1x2, α(x1) = (1, 0), α(x2) = (−2, 1)
x1x2, α(x1) = (−1, 0), α(x2) = (−1, 1)
x1x2, α(x1) = (1, 1), α(x2) = (1, 0) (4.8)
x1x2, α(x1) = (−1, 1), α(x2) = (2, 1)
x1x2, α(x1) = (2, 1), α(x2) = (−1, 0)
x1x2, α(x1) = (−2, 1), α(x2) = (1, 1)
x1x2 − x2x1, α(x1) = α(x2) = (0, 0)
x1x2x3 − x3x2x1, α(x1) = α(x3) = −α(x2) = (t, 0)
x1x2x3 + x3x2x1, α(x1) = α(x3) = −α(x2) = (t, 1)
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4.2.2 Identidades Monomiais Z× Z2-graduadas para Ma,1(E)
Trataremos aqui das identidades monomiais Z × Z2-graduadas para as álgebras
Ma,1(E). Consideraremos a Z×Z2-graduação apresentada no Exemplo 1.5.8 e com µ = ι.
Com um cálculo simples podemos concluir que as identidades monomiais Z × Z2-
graduadas de R = M1,1(E) são todas triviais, isto é, seguem de identidades da forma
x ∈ X, onde Rα(x) = 0. O caso a = 2 foi tratado na Subseção 4.2.1. Vamos supor adiante
que a > 2.
Como discutimos na Subseção anterior estudar as identidades monomiais deMa,1(E) é
equivalente a estudar as identidades deMa+1(F ) com respeito a mesma Z×Z2-graduação.
Denotaremos por R(i,j), com (i, j) ∈ Z × Z2, as componentes homogêneas de Ma+1(F ),
com respeito a esta Z× Z2-graduação.
Notemos que R(0,1) = 0, R(a,0) = 0, R(−a,0) = 0 e R(k,t) = 0, se |k| ≥ a+ 1.
No que segue F 〈X〉 denotará a álgebra associativa livre Z× Z2-graduada.
Observemos inicialmente que a indeterminada x ∈ X, onde |β(x)| ≥ a + 1, é uma
identidade monomial multilinear para a álgebra Ma,1(E). Temos também que x ∈ X é
uma identidade monomial multilinear para Ma,1(E), se α(x) = (0, 1), (a, 0) ou (−a, 0).
Lema 4.2.6. Os seguintes monômios de F 〈X〉:
x1x2, α(x1) = (i, 1), α(x2) = (j, 0); i, j > 0, |i+ j| 6= 0 e |i+ j| ≤ a (4.9)
x1x2, α(x1) = (−i, 0), α(x2) = (−j, 1); i, j > 0, |i+ j| 6= 0 e |i+ j| ≤ a (4.10)
x1x2, α(x1) = (i, 0), α(x2) = (−j, 1); i, j > 0, |i− j| 6= 0 e |i− j| ≤ a (4.11)
x1x2, α(x1) = (−j, 1), α(x2) = (i, 0); i, j > 0, |i− j| 6= 0 e |i− j| ≤ a (4.12)
x1x2, α(x1) = (i, 1), α(x2) = (−j, 0); i, j > 0, |i− j| 6= 0 e |i− j| ≤ a (4.13)
x1x2, α(x1) = (−j, 0), α(x2) = (i, 1); i, j > 0, |i− j| 6= 0 e |i− j| ≤ a (4.14)
x1x2, α(x1) = (i, 1), α(x2) = (j, 1); ij > 0 e |i+ j| < a (4.15)
x1x2, α(x1) = (−j, 1), α(x2) = (i, 1); i, j > 0, i 6= j e |i− j| < a (4.16)
são identidades monomiais para Ma,1(E). Em relação ao monômio 4.12 devemos impor
que j − i < 1. Já com respeito à 4.14 j − i > −1.
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Demonstração: Consideraremos inicialmente o monômio 4.9. Observemos que
b1Ea−i+1,a+1(c1E1,j+1 + · · ·+ ca−jEa−j,a) = 0,
onde bi, cj ∈ F . Notemos ainda que se mudarmos a ordem de x1 e x2 em 4.9 o monômio
obtido não seria identidade, pois se existissem i, j tais que a − i + 1 < j + 1 teríamos
|i+ j| > a, o que é um absurdo. De forma análoga provamos os casos de 4.10 à 4.14.
A demonstração para os casos 4.15 e 4.16 é imediata, basta observarmos que vale
Ri,1 = 〈En−i,n〉 e R−i,1 = 〈En,n−i〉, i > 0 e n = a+ 1.
Denotaremos a seguir porM o conjunto dos monômios multilineares em F 〈X〉.
O resultado que será enunciado a seguir nos garante que todas as identidades
monomiais multilineares Z× Z2-graduadas da álgebra Ma,1(E) são consequências de um
conjunto finito de identidades monomiais.
Proposição 4.2.3. Seja I o TZ×Z2-ideal gerado por:
x1, α(x1) = (0, 1)
x1, α(x1) = (a, 0)
x1, α(x1) = (−a, 0)
x1, |β(x)| ≥ a+ 1
x1x2, α(x1) = (i, 1), α(x2) = (j, 0); i, j > 0, |i+ j| 6= 0 e |i+ j| ≤ a
x1x2, α(x1) = (−i, 0), α(x2) = (−j, 1); i, j > 0, |i+ j| 6= 0 e |i+ j| ≤ a
x1x2, α(x1) = (i, 0), α(x2) = (−j, 1); i, j > 0, |i− j| 6= 0 e |i− j| ≤ a
x1x2, α(x1) = (−j, 1), α(x2) = (i, 0); i, j > 0, |i− j| 6= 0 e |i− j| ≤ a (4.17)
x1x2, α(x1) = (i, 1), α(x2) = (−j, 0); i, j > 0, |i− j| 6= 0 e |i− j| ≤ a
x1x2, α(x1) = (−j, 0), α(x2) = (i, 1); i, j > 0, |i− j| 6= 0 e |i− j| ≤ a (4.18)
x1x2, α(x1) = (i, 1), α(x2) = (j, 1); ij > 0 e |i+ j| < a
x1x2, α(x1) = (−j, 1), α(x2) = (i, 1); i, j > 0, i 6= j e |i− j| < a
Em relação ao monômio 4.17 devemos impor que j − i < 1. Já com respeito à 4.18
j − i > −1. EntãoM∩ TZ×Z2(Ma,1(E)) ⊂ I.
Demonstração: Seja m = x1x2 · · ·xt uma identidade monomial multilinear de Ma,1(E).
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Como já foi visto na Subseção anterior estudando identidades monomiais, podemos
“esquecer” a álgebraMa,1(E) e considerar apenas a álgebraMa+1(F ) com a mesma Z×Z2-
graduação. Com um argumento similar ao que foi usado na Observação 2.3.1 podemos
concluir esta afirmação.
Nosso objetivo é provar a inclusão M ∩ TZ×Z2(Ma,1(E)) ⊂ I. Vamos supor, por
contradição, que exista um monômio m = x1x2 · · ·xt ∈ TZ×Z2(Ma,1(E)) multilinear tal
que m 6∈ I. Suponhamos que m possua comprimento mínimo com tal propriedade. Dessa
forma, nenhum submonômio de m seria identidade (pois do contrário m ∈ I). Além disso,
m não pode conter submonômio xkxk+1, cujos graus são do tipo: (i, 1)(j, 0) ou (j, 0)(i, 1).
De fato, digamos que há duas variáveis consecutivas xk, xk+1 de graus (i, 1) e (j, 0). Então
xkxk+1 tem grau (i + j, 1). Se i + j = 0, então m segue de x, onde α(x) = (0, 1). Se
|i + j| ≥ a + 1, então m segue de x, onde |β(x)| ≥ a + 1. Se 0 < |i + j| < a + 1, então
pelo Lema 4.2.6, ou xkxk+1 é uma identidade monomial ou usando que dimRi+j,1 = 1,
podemos reduzir m a um monômio de grau degm − 1, basta substituirmos xkxk+1 por
uma variável x˜k de grau (i+ j, 1).
Desde que a componente R(0,0) contem elementos invertíveis, podemos deletar todas
as variáveis de grau (0, 0) de m (isto é, substitui estas variáveis por matrizes diagonais
invertíveis). Sendo assim, é necessário consideramos apenas os seguintes casos:
A. Todas as variáveis em m são de grau (j, 0), onde j 6= 0.
B. Todas as variáveis em m são de grau (j, 1), onde j 6= 0.
Podemos notar que Ri,1Rj,1 = 0 se ij > 0. Temos também que se i, j > 0, então
Ri,1R−j,1 = 〈En−i,n−j〉, e
R−j,1Ri,1 =
 0, i 6= j〈Enn〉, i = j
A. Se todas as variáveis de m são de grau (i, 0), então m segue das identidades Z-
graduadas de Ma(F ).
B. Suponha que todas as variáveis de m são de grau (j, 1).
B1. Se α(x1) = (i, 1), i > 0, então α(x2) = (−j, 1), j > 0, e x1x2 ∈ 〈En−i,n−j〉
em qualquer substituição. Então α(x3) = (j, 1), caso contrário m seria consequência
das identidades monomiais em duas variáveis listadas anteriormente. Logo, o monômio
x1x2x3 ∈ 〈En−i,n〉 em qualquer substituição. Então α(x4) = (−t, 1), t > 0, e assim por
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diante. Logo, m não pode ser identidade monomial, o que é um absurdo.
B2. Suponhamos agora α(x1) = (−i, 1), i > 0. Necessariamente α(x2) = (i, 1), e
x1x2 ∈ 〈Enn〉 em qualquer substituição. Então α(x3) = (−j, 1), j > 0 e assim por diante.
Nós devemos alternar os sinais das primeiras coordenadas nos graus das variáveis: positivo,
negativo e assim por diante. Isto pode ser feito por indução: x1x2x3 tem grau (t, 1) para
algum t. Isto não pode ser identidade monomial se degm > 3. Mas dimRt,1 = 1 e nós
substituimos m por um monômio de grau degm− 2 (isto é, substituimos x1x2x3 por uma
variável de grau (t, 1).) Logo, m não pode ser identidade monomial, o que é um absurdo.
Portanto, podemos concluir queM∩ TZ×Z2(Ma,1(E)) ⊂ I.
Observamos aqui um fato importante na demonstração da proposição acima. O fato
importante e usado diversas vezes foi que as identidades monomiais são consequências
daquelas de grau 1 e 2. Ainda, foi usado várias vezes que o produto de duas variáveis
de certos graus é ou 0 (e portanto o monômio m não pode conter tal submonômio), ou
resulta na respectiva componente homogênea inteira (isto é, o produto das duas variáveis
pode ser substituido por uma variável só, assim obtendo monômio de menor grau).
4.3 Polinômios Centrais Z×Z2-graduados paraMp,q(E)
Nesta seção trataremos dos polinômios centrais Z×Z2-graduados para álgebraMp,q(E).
O principal objetivo desta seção é apresentar uma descrição para o TZ×Z2-espaço dos
polinômios centrais graduados para a álgebra Mp,q(E).
Os polinômios do Teorema 4.2.1, por serem identidades, são polinômios centrais
graduados de Mp,q(E). Mas, existem polinômios centrais graduados para Mp,q(E) que
não são identidades. Apresentaremos a seguir uma classe importante de polinômios nestas
condições, mas antes fixaremos algumas notações e enunciaremos alguns resultados.
Vamos considerar o k-ciclo θk = (1 2 . . . k) do grupo simétrico Sk e o subgrupo cíclico
Hk = 〈θk〉 de Sk.
Lema 4.3.1. Seja m(x1, x2, . . . , xk) = x1x2 · · ·xk um monômio multilinear de F 〈X〉 com
α(m) = (0, 0). Se uma substituição Standard S
x1 = a1Ei1j1 , x2 = a2Ei2j2 , . . . , xk = akEikjk
é tal que m|S 6= 0, então mσ|S 6= 0 para todo σ ∈ Hk.
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Demonstração: Sendo m|S 6= 0, temos j1 = i2, j2 = i3, . . . , jk−1 = ik. Desde que
m|S = a1a2 · · · akEi1jk e β(m) = 0, devemos ter i1 = jk. Observemos que
mθk |S = a2 · · · aka1Ei2jkEi1j1 = a2 · · · aka1Ei2i2 6= 0,
pois a1a2 · · · ak 6= 0. O resultado segue então indutivamente.
Algumas das ideias que serão apresentadas a seguir encontram-se em [65].
Para um monômio graduado n(x1, x2, . . . , xr) = xi1xi2 · · · xir e 1 ≤ p ≤ q ≤ r,
denotaremos por |β(n[p,q])| o valor absoluto do Z-grau da subpalavra n[p,q]. Define-se
então
β̂(n) = max{|β(n[p,q])| | 1 ≤ p ≤ q ≤ r}.
Observação 4.3.1. É claro que se β̂(n) ≥ n, então n ∈ TZ×Z2(Mp,q(E)). De fato, existe
uma subpalavra n[p′,q′], 1 ≤ p′ ≤ q′ ≤ r, tal que β̂(n) = |β(n[p′,q′])| ≥ n. Daí,
n = n[1,p′−1]n[p′,q′]n[q′+1,r] ∈ TZ×Z2(Mp,q(E)),
pois n[p′,q′] ∈ TZ×Z2(Mp,q(E)).
Proposição 4.3.1. Os polinômios multilineares
f(x1, x2, . . . , xn) =
∑
σ∈Hn
(−1)σ∗xσ(1)xσ(2) . . . xσ(n),
onde β̂(x1x2 · · ·xn) ≤ n− 1, (β(x1), β(x2), . . . , β(xn)) é uma sequência completa em Zn e
γ(x1) + γ(x2) + · · ·+ γ(xn) = 0, são polinômios centrais Z×Z2-graduados para a álgebra
Mp,q(E).
Demonstração: Como f é multilinear basta mostrar que f |S ∈ Z(Mp,q(E)) para toda
substituição Standard S. Observemos que (β(x1), β(x2), . . . , β(xn)) é uma sequência
completa e γ(x1x2 · · ·xn) = γ(x1) + γ(x2) + . . . + γ(xn) = 0 logo α(x1x2 · · ·xn) = (0, 0).
Vamos considerar m = m(x1, x2, . . . , xn) = x1x2 · · ·xn. Pelo Lema 4.3.1, se m|S = 0,
então mσ|S = 0 para todo σ ∈ Hn, e daí f |S = 0. Suponhamos então S uma substituição
Standard
x1 = a1Ei1j1 , x2 = a2Ei2j2 , . . . , xn = anEinjn
tal que m|S 6= 0. Claramente devemos ter j1 = i2, j2 = i3, . . . , jn−1 = in e também
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jn = i1, pois β(m) = β(x1) + β(x2) + . . .+ β(xn) = 0. Logo,
f |S = a1a2 . . . anEi1i1 + a1a2 . . . anEi2i2 + · · ·+ a1a2 . . . anEinin .
Notando agora que
β(x1) = i2 − i1, β(x2) = i3 − i2, . . . , β(xn−1) = in − in−1, β(xn) = i1 − in,
temos
β(x1) + β(x2) = i3 − i1, . . . , β(x1) + . . .+ β(xn−1) = in − i1.
Como (β(x1), β(x2), . . . , β(xn)) é uma sequência completa, devemos ter i2 − i1, i3 − i1,
. . . , in − i1 não-nulos e dois a dois distintos, de onde segue que i1, i2, . . . , in devem ser
dois a dois incôngruos módulo n. Mas, {i1, i2, . . . , in} ⊆ {1, 2, . . . , n}. Logo, temos a
igualdade destes dois conjuntos e portanto f |S = a1a2 · · · anIn, onde a1a2 · · · an ∈ E0 e
portanto f |S ∈ Z(Mp,q(E)).
O próximo resultado nos garante a existência de polinômios centrais Z×Z2-graduados,
que não são identidades, para a álgebra Mp,q(E).
Corolário 4.3.1. Existe um polinômio central, que não é identidade Z × Z2-graduada,
para a álgebra Mp,q(E).
Demonstração: Escolha a substituição Standard em B
x1 = a1E12, x2 = a2E23, . . . , xn−1 = an−1En−1,n, xn = anEn1,
onde ak ∈ ερ(k)+ρ(k+1) para k = 1, . . . , n− 1 e an ∈ ερ(n)+ρ(1) e além disso a1a2 · · · an 6= 0.
Consideremos
f(x1, x2, . . . , xn) =
∑
σ∈Hn
(−1)σ∗xσ(1)xσ(2) . . . xσ(n).
Notemos que (β(x1), β(x2), . . . , β(xn)) = (1, 1, . . . , 1), β̂(x1x2 · · ·xn) ≤ n − 1 e ainda
γ(x1)+γ(x2)+· · ·+γ(xn) = 0. Sabemos da Proposição 4.3.1 que f é um polinômio central
Z × Z2-graduado para a álgebra Mp,q(E). Resta-nos provar que f não é uma identidade
graduada para Mp,q(E). Basta provarmos que m = x1x2 · · ·xn não é identidade graduada
para Mp,q(E). De fato,
m|S = a1a2 · · · anE11 6= 0.
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Portanto, existe um polinômio central, que não é identidade Z × Z2-graduada, para a
álgebra Mp,q(E).
Consideremos agora W como sendo o TZ×Z2-espaço gerado pelos polinômios
z1mz2 ,
z1[x1, x2]z2 , α(x1) = α(x2) = (0, 0) ∈ Z× Z2;
z1(x1x2x3 − x3x2x1)z2 , α(x1) = α(x3) = −α(x2) = (t, 0) ∈ Z× Z2;
z1(x1x2x3 + x3x2x1)z2 , α(x1) = α(x3) = −α(x2) = (t, 1) ∈ Z× Z2;∑
σ∈Hn
(−1)σ∗xσ(1)xσ(2) · · ·xσ(n),
(4.19)
onde z1 e z2 são variavéis em X. Em relação ao primeiro polinômio tem-se m uma identi-
dade monomial multilinear para Mp,q(E). Já em relação ao último polinômio exigiremos
que (β(x1), β(x2), . . . , β(xn)) seja uma sequência completa em Zn, β̂(x1x2 · · ·xn) ≤ n− 1
e γ(x1) + γ(x2) + · · ·+ γ(xn) = 0 em Z2.
Do fato de todos os polinômios em 4.19 serem centrais segue queW ⊆ CZ×Z2(Mp,q(E)).
Observando agora que o TZ×Z2-espaço gerado pelos quatro primeiros polinômios em 4.19 é
exatamente TZ×Z2(Mp,q(E)), concluímos que TZ×Z2(Mp,q(E)) ⊂ W . Nosso objetivo agora
é provar que CZ×Z2(Mp,q(E)) = W .
Lema 4.3.2. Se o polinômio multilinear
f(x1, x2, . . . , xk) = λ1m1(x1, x2, . . . , xk)+λ2m2(x1, x2, . . . , xk)+· · ·+λnmn(x1, x2, . . . , xk),
onde k ≥ n, é tal que existe uma substituição Standard S tal que f |S = λIn, para algum
0 6= λ ∈ E0, então f ∈ W .
Demonstração: Como f |S = λIn, para algum 0 6= λ ∈ E0, teremos necessariamente
λ1 = λ2 = · · · = λn e α(mi) = (0, 0) para cada i = 1, 2, . . . , n. Vamos supor que
m1(x1, x2, . . . , xk) = x1x2 · · · xk. Seja S uma substituição Standard
x1 = a1Ei1j1 , x2 = a2Ei2j2 , . . . , xk = akEikjk
satisfazendo as hipóteses do Lema. Por f |S = λIn, para cada i = 1, 2, . . . , n, existem
j ∈ {1, 2, . . . , n} e 0 6= b ∈ E0 tais que mj|S = bEii. Logo, existem 1 = l1 < l2 < . . . < ln
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de modo que {il1 , il2 , . . . , iln} = {1, 2, . . . , n}. Sendo assim,
m1(x1, x2, . . . , xk) =
t1︷ ︸︸ ︷
xl1 · · ·xl2−1
t2︷ ︸︸ ︷
xl2 · · ·xl3−1 · · ·
tn︷ ︸︸ ︷
xln · · ·xk .
Logo,
β(t1) = il2 − i1, β(t2) = il3 − il2 , . . . β(tn) = i1 − iln .
A sequência (β(t1), β(t2), . . . , β(tn)) é uma sequência completa em Zn. De fato,
β(t1) + β(t2) + · · ·+ β(tn) = il2 − i1 + il3 − il2 + i1 − iln = 0.
Além disso,
β(t1) = il2 − i1, β(t1) + β(t2) = il3 − i1, β(t1) + β(t2) + · · ·+ β(tn−1) = iln − i1.
Daí, sendo {il1 , il2 , . . . , iln} = {1, 2, . . . , n}, devemos ter il2 − i1, il3 − i1, . . . , iln − i1 não-
nulos e dois a dois distintos. Além disso, β̂(t1t2 · · · tn) ≤ n− 1.
Consideremos agora o monômio:
(−1)θ∗n
t2︷ ︸︸ ︷
xl2 · · ·xl3−1 · · ·
tn︷ ︸︸ ︷
xl3 · · ·xk
t1︷ ︸︸ ︷
xl1 · · ·xl2−1
e observemos que (−1)θ∗nt2 · · · tnt1|S = bEil2 il2 . Sendo assim, por f |S = λIn, existe algum
q ∈ {1, 2, . . . , n} tal que mq|S = (−1)θ∗nt2 . . . tnt1|S e pelo Corolário 4.2.1, concluímos que
mq ≡ (−1)θ∗nt2 . . . tnt1 (mod J).
Como {(−1)σ∗tσ(1)tσ(2) . . . tσ(n)|S ; σ ∈ Hn} = {bE11, bE22, . . . , bEnn}, continuando com tal
raciocínio, usando novamente o Corolário 4.2.1, concluímos que
f(x1, x2, . . . , xk) = λ1(m1 +m2 + · · ·+mn) ≡ λ1
∑
σ∈Hn
(−1)σ∗tσ(1)tσ(2) . . . tσ(n) (mod J),
e daí
f(x1, x2, . . . , xk) ≡ λ1
∑
σ∈Hn
(−1)σ∗tσ(1)tσ(2) . . . tσ(n) (mod W ),
pois J ⊆ W . Além disso, temos que ∑
σ∈Hn
(−1)σ∗tσ(1)tσ(2) . . . tσ(n) ∈ W , de onde segue que
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f(x1, x2, . . . , xk) ∈ W .
O principal resultado desta Seção será apresentado a seguir.
Teorema 4.3.1. Seja F um corpo de característica zero. Então
CZ×Z2(Mp,q(E)) = W.
Demonstração: Seja f = f(x1, x2, . . . , xk) ∈ CZ×Z2(Mp,q(E)). Como char F = 0, pela
Seção 1.5 do Capítulo 1, podemos supor f multilinear. Sendo assim, todos os monômios de
f têm exatamente as mesmas variáveis com os mesmos graus, logo todos esses monômios
têm o mesmo Z×Z2-grau. Desta forma segue que f é homogêneo com respeito à Z×Z2-
graduação de F 〈X〉. Se α(f) 6= (0, 0), concluímos que todo valor que f assume em
Mp,q(E) é uma matriz de diagonal nula. Portanto, f é uma identidade Z× Z2-graduada
de Mp,q(E) e consequentemente f ∈ W . Vamos supor então α(f) = (0, 0) e que f não é
identidade Z× Z2-graduada de Mp,q(E). Podemos escrever f na forma
f = λ1m1 + λ2m2 + · · ·+ λlml
onde m1,m2, . . . ,ml são monômios multilineares em x1, x2, . . . , xk. Por f não ser
identidade Z × Z2-graduada para Mp,q(E), existe uma substituição Standard S tal que
f |S = λIn, para algum 0 6= λ ∈ E0. Logo, l ≥ n. Observemos ainda que para cada
i = 1, 2, . . . , l, temos mi|S = 0 ou mi|S = bjEjj, para algum 0 6= bj ∈ E0. Temos
também que para cada i = 1, 2, . . . , n, existem ji ∈ {1, 2, . . . , l} e 0 6= b′ ∈ E0 tais que
mji |S = b′Eii. Juntando os termos m′jis tais que mji |S = b
′
Eii e usando o Corolário 4.2.1,
concluímos que
f(x1, x2, . . . , xk) ≡ α1mj1 + α2mj2 + · · ·+ αnmjn + β1mt1 + · · ·+ βrmtr (mod W ),
onde r < l, α1, α2, . . . , αn, β1, . . . , βr ∈ F . Pelo Lema 4.3.2, temos
α1mj1 + α2mj2 + · · ·+ αnmjn ∈ W,
de onde segue que
f(x1, x2, . . . , xk) ≡ β1mt1 + · · ·+ βrmtr (mod W ).
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Por f ∈ CZ×Z2(Mp,q(E)), temos β1mt1 + · · · + βrmtr ∈ CZ×Z2(Mp,q(E)). Desde que r < l
usando indução concluímos que β1mt1 + · · ·+ βrmtr ∈ W e portanto f ∈ W .
4.4 Identidades Polinomiais Z × Z2-graduadas para
Mp,q(E)⊗Mr,s(E)
Nesta Seção apresentaremos uma descrição das identidades Z × Z2-graduadas para
a álgebra Mp,q(E) ⊗Mr,s(E). A partir disto, estabeleceremos a PI-equivalência entre as
álgebrasMp,q(E)⊗Mr,s(E) eMpr+qs,ps+qr(E). Tal equivalência será provada usando ideias
do artigo de Di Vincenzo e Nardozza [20].
De acordo com a Seção 4.1 estudar a álgebraMp,q(E)⊗Mr,s(E) é equivalente a estudar
a álgebra Mρ(E)⊗Mθ(E), onde ρ e θ são as aplicações definidas também na Seção 4.1.
Nesta e na próxima Seção denotaremos por F 〈X〉 a álgebra associativa livre Z× Z2-
graduada. Dado x ∈ X, denotaremos o grau homogêneo de x por α(x) = (β(x), γ(x)),
onde β(x) corresponde ao Z-grau e γ(x) ao Z2-grau. Da mesma forma denotaremos o
grau de um elemento homogêneo de Mρ(E)⊗Mθ(E).
Consideremos a seguir a álgebra R = Mρ(E)⊗Mθ(E) munida da sua Z×Z2-graduação
e sua base Z× Z2-multiplicativa
B = {aEij ⊗ bEuv | i, j ∈ [n], u, v ∈ [m], a ∈ ερ(i)+ρ(j), b ∈ εθ(u)+θ(v)}.
Como vimos anteriormente na Seção 4.1, a Z× Z2-graduação de R é definida por:
α(aEij ⊗ bEuv) = (m(j − i) + v − u, |a|2 + |b|2).
Observação 4.4.1. Dados i, j ∈ [n], u, v ∈ [m] com m(j − i) = u − v, tem-se i = j e
u = v. Logo, β(aEij ⊗ bEuv) = 0 se, e somente se, i = j e u = v.
A partir da Observação 4.4.1, concluímos que α(aEii ⊗ bEuu) = (0, 0) e R(0,1) = 0.
Portanto, qualquer monômio em F 〈X〉 de grau (0, 1) é uma identidade graduada para a
álgebra R.
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Consideremos agora N o conjunto dos polinômios multilineares:
x1x2 − x2x1 , α(x1) = α(x2) = (0, 0);
x1x2x3 − x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 0); (4.20)
x1x2x3 + x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 1).
Provaremos que os polinômios em N são identidades graduadas para a álgebra R.
Lema 4.4.1. N ⊆ TZ×Z2(R).
Demonstração: O primeiro polinômio em 4.20 é uma identidade graduada para R, pois
os elementos de R(0,0) são gerados por elementos da forma aEii ⊗ bEuu, onde i ∈ [n] e
u ∈ [m] e a, b ∈ ε0, os quais comutam entre si. Caso |t| ≥ nm nos dois últimos polinômios
de 4.20, então estes são claramente identidades para R. Basta mostrar então que tais
polinômios são identidades quando |t| < nm.
Desde que os polinômios em N são multilineares, basta substituirmos as variáveis xi’s
por elementos de B. Sejam
wh = ahEihjh ⊗ bhEuhvh ∈ B, h = 1, 2, 3,
com α(w1) = α(w3) = −α(w2). Se w1w2w3 6= 0, então 0 6= w1w2 = a1a2Ei1j2 ⊗ b1b2Eu1v2 .
Além disso, desde que β(w1) = −β(w2), tem-se usando a Observação 4.4.1
m(j1 − i1) + (v1 − u1) = −(m(j2 − i2) + (v2 − u2)),
m(j1 − i1 + j2 − i2) + (v1 − u1 + v2 − u2) = 0,
m(j2 − i1) + (v2 − u1) = 0,
e assim obtemos i1 = j2 e u1 = v2.
Analogamente, usando que w2w3 6= 0, obtemos j2 = i3, v2 = u3, j3 = i2 e v3 = u2, isto
é, w3w2w1 6= 0. Reciprocamente, se w3w2w1 6= 0, tem-se w1w2w3 6= 0. Logo, w1w2w3 = 0
se, e somente se, w3w2w1 = 0. Suponhamos então w1w2w3 6= 0. Então
w1 = a1Eij ⊗ b1Euv, w2 = a2Eji ⊗ b2Evu, w3 = a3Eij ⊗ b3Euv
Portanto, w1w2w3 = a1a2a3Eij⊗b1b2b3Euv e w3w2w1 = a3a2a1Eij⊗b3b2b1Euv. Do segundo
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polinômio em N temos |ah|2 = |bh|2 para h = 1, 2, 3 e assim, usando as propriedades
dos elementos em ε0 e ε1, se a1a2a3 = a3a2a1, então b1b2b3 = b3a2b1. Agora se vale
a1a2a3 = −a3a2a1, então b1b2b3 = −b3a2b1. Logo, w1w2w3 = w3w2w1 e consequentemente
o segundo polinômio em N é uma identidade gradudada para R. Analogamente, justifica-
se também que o terceiro polinômio em 4.20 é uma identidade gradudada para R.
Consideremos agora J o TZ×Z2-ideal gerado pelas identidades em N , isto é, por:
x1x2 − x2x1 , α(x1) = α(x2) = (0, 0)
x1x2x3 − x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 0) (4.21)
x1x2x3 + x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 1).
As provas dos próximos dois lemas serão omitidas, pois são similares às provas dos
Lemas 4.2.2 e 4.2.3.
Lema 4.4.2. Se para uma permutação σ ∈ Sk, existir uma substituição Standard S em
R tal que
mσ(x1, x2, . . . , xk)|S = cm(x1, x2, . . . , xk)|S 6= 0,
para algum c ∈ F , então
mσ(x1, x2, . . . , xk) ≡ ±x1n(x2, x3, . . . , xk) (mod J),
onde n(x2, x3, . . . , xk) = xl2xl3 . . . xlk é um monômio multilinear.
Lema 4.4.3. Se para uma permutação σ ∈ Sk, existir uma substituição Standard S em
R tal que
mσ(x1, x2, . . . , xk)|S = cm(x1, x2, . . . , xk)|S 6= 0,
para algum c ∈ F , então
mσ(x1, x2, . . . , xk) ≡ cm(x1, x2, . . . , xk) (mod J).
Usando os Lemas 4.4.3 e 4.4.1, a Proposição 4.2.1 e o fato de que vale o isomomorfismo
Mρ(E)⊗Mθ(E) 'Mp,q(E)⊗Mr,s(E) como álgebras Z×Z2-graduadas obtemos o principal
resultado desta Seção.
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Teorema 4.4.1. O ideal das identidades graduadas TZ×Z2(Mp,q(E) ⊗Mr,s(E)) é gerado
por N ∪ (M∩ TZ×Z2(Mp,q(E)⊗Mr,s(E))), ou seja, pelos polinômios
x1x2 − x2x1 , α(x1) = α(x2) = (0, 0)
x1x2x3 − x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 0) (4.22)
x1x2x3 + x3x2x1 , α(x1) = α(x3) = −α(x2) = (t, 1).
juntamente com os monômios multilineares que são identidades de Mp,q(E)⊗Mr,s(E).
Nosso objetivo a partir de agora é provarmos a PI-equivalência entre as álgebras e
Mp,q(E)⊗Mr,s(E) e Mpr+qs,ps+qr(E).
Observação 4.4.2. Se m, n ∈ N, então para cada t ∈ [nm] existe um único par de
números naturais (i, u) ∈ [n]× [m] tal que t = m(i− 1) + u. De fato, basta observarmos
que os elementos de [nm] podem ser escritos como a sequência:
1, 2, . . . ,m,m(2− 1) + 1, . . . ,m(2− 1) +m, . . . ,m(n− 1) + 1, . . . ,m(n− 1) +m,
isto é, cada termo de [nm] pode ser escrito de modo único da forma m(i − 1) + u. A
unicidade é garantida pela Observação 4.4.1.
Considere as álgebras Mρ(E) e Mθ(E). De acordo com a Observação 4.4.2, para cada
t ∈ [nm] existe um único par (i, u) ∈ [n] × [m] satisfazendo t = m(i − 1) + u. Defina
então:
 : [nm] −→ Z2
t 7−→ (t) = ρ(i) + θ(u)
,
Tal aplicação define uma subálgebra M(E) de Mnm(E) (veja a Seção 4.1). Além disso,
ρ(i) = 0 para p valores de i ∈ [n] e θ(u) = 0 para r valores de u ∈ [m], logo ρ(i) = θ(u) = 0
para pr pares (i, u) ∈ [n]×[m]. Tem-se também ρ(i) = 1 para q valores de i ∈ [n] e θ(u) = 1
para s valores de u ∈ [m], sendo assim ρ(i) = θ(u) = 1 para qs pares (i, u) ∈ [n] × [m].
Portanto, ρ(i) = θ(u) para pr + qs pares em [n]× [m]. Temos que (t) = 0 se, e somente
se, ρ(i) = θ(u). Disto, concluímos que (t) = 0 para pr + qs valores t ∈ [nm] e (t) = 1
para ps + qr valores em [nm] e, pela Seção 4.1, segue que a álgebra M(E) é isomorfa a
Mpr+qs,ps+qr(E).
Diante do exposto anteriormente, para provarmos que as álgebras Mp,q(E)⊗Mr,s(E)
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e Mpr+qs,ps+qr(E) são PI-equivalentes basta provarmos que as álgebras Mρ(E)⊗Mθ(E) e
M(E) são PI-equivalentes.
Teorema 4.4.2. As álgebras Mρ(E)⊗Mθ(E) e M(E) são PI-equivalentes como álgebras
Z× Z2-graduadas e consequentemente são PI-equivalentes.
Demonstração: Desde que as álgebras Mρ(E) ⊗Mθ(E) e M(E) satisfazem os Lemas
4.4.1 e 4.4.3, basta provarmos que elas satisfazem as mesmas identidades monomiais
multilineares. Portanto, TZ×Z2(Mρ(E)⊗Mθ(E)) = TZ×Z2(M(E)) e pela Proposição 1.5.1
da Seção 1.5 segue que T (Mρ(E)⊗Mθ(E)) = T (M(E)).
Seja m = m(x1, . . . , xd) = x1 · · · xd ∈ M, com m /∈ TZ×Z2(R). Sendo assim, existem
elementos
wl = alEiljl ⊗ blEulvl ∈ B, l = 1, . . . , d,
tais que 0 6= w1 · · ·wd, com α(xl) = α(wl). Para cada l ∈ {1, . . . , d} definimos então
hl = m(il− 1) +ul e kl = m(jl− 1) + vl e zl = Ehljl ∈Mnm(F ). Além disso, consideremos
c1, . . . , cd ∈ E, com cl ∈ ε(hl)+(kl) e c1 · · · cd 6= 0 e considere yl = clEhlkl ∈M(E). Desde
que w1 · · ·wd 6= 0, temos jl = il+1 e vl = ul+1, para l = 1, . . . , d− 1, de onde segue
kl = m(jl − 1) + vl = m(il+1 − 1) + ul+1 = hl+1, l = 1, . . . , d− 1.
Logo,
z1z2 · · · zd = Eh1k1Eh2k2 · · ·Ehdkd = Eh1kd 6= 0.
Temos
|cl|2 = (hl) + (kl) = ρ(il) + ρ(jl) + θ(ul) + θ(vl) = |al|2 + |bl|2 = γ(wl) = γ(xl),
e
kl − hl = m(jl − 1) + vl − (m(il − 1) + ul) = m(jl − il) + (vl − ul) = β(wl) = β(xl),
o que implica α(clEhlkl) = α(xl), l = 1, . . . , d. Então
m(y1, . . . , yd) = c1 · · · cdEh1k1 · · ·Ehdkd = c1 · · · cdEh1kd 6= 0.
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Portanto, m /∈ TZ×Z2(M(E)).
Reciprocamente, se m = m(x1, . . . , xd) = x1 · · ·xd /∈ TZ×Z2(M(E)), então existem
z1, . . . , zd na base multiplicativa deM(E), com 0 6= m(z1, . . . , zd) = z1 · · · zd, onde tem-se
α(zl) = α(xl), l = 1, . . . , d, por exemplo zl = clEhlkl . De acordo com a Observaçao 4.4.2,
para cada l = 1, . . . , d, existem únicos il, jl ∈ [n] e ul, vl ∈ [m], tais que hl = m(il−1) +ul
e kl = m(jl − 1) + vl. Considere os elementos
wl = alEiljl ⊗ blEulvl ∈ B,
com al ∈ ερ(il)+ρ(jl), bl ∈ εθ(ul)+θ(vl) e a1 · · · adb1 · · · bd 6= 0. Análogo ao caso anterior temos
α(wl) = α(xl), para cada l = 1, . . . , d. Além disso, como z1 · · · zd 6= 0, segue que
kl = hl+1 ⇒ m(jl − 1) + vl = m(il+1 − 1) + ul+1
⇒ m(jl − il+1) = ul+1 − vl,
e portanto jl = il+1 e ul+1 = vl, para l = 1, . . . , d− 1, pela Observação 4.4.1. Logo,
w1 · · ·wd = a1 · · · adEi1j1 · · ·Eidjd ⊗ b1 · · · bdEu1v1 · · ·Eudvd
= a1 · · · adb1 · · · bdEi1jdEu1vd 6= 0.
Portanto, m(w1, . . . , wd) 6= 0 e consequentemente m /∈ TZ×Z2(R).
Observamos que as Z × Z2-graduações sobre as duas álgebras do teorema anterior
são finitas, isto é, apenas uma quantidade finita de componentes homogêneas é não nula.
Assim obtemos imediatamente o seguinte corolário.
Corolário 4.4.1. As álgebras Mp,q(E)⊗Mr,s(E) e Mpr+qs,ps+qr(E) são PI-equivalentes.
4.5 Polinomiais Centrais Z × Z2-graduados para as
álgebras Mp,q(E)⊗Mr,s(E)
Nesta Seção trataremos dos polinômios centrais Z × Z2-graduados para a álgebra
Mp,q(E)⊗Mr,s(E).
No Teorema 4.4.2 vimos que TZ×Z2(Mp,q(E) ⊗ Mr,s(E)) = TZ×Z2(Mpr+qs,ps+qr(E)).
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Consequentemente, CZ×Z2(Mp,q(E)⊗Mr,s(E)) = CZ×Z2(Mpr+qs,ps+qr(E)).
Vamos considerar agora U como sendo o TZ×Z2-espaço gerado pelos polinômios
z1mz2 ,
z1[x1, x2]z2 , α(x1) = α(x2) = (0, 0) ∈ Z× Z2;
z1(x1x2x3 − x3x2x1)z2 , α(x1) = α(x3) = −α(x2) = (t, 0) ∈ Z× Z2;
z1(x1x2x3 + x3x2x1)z2 , α(x1) = α(x3) = −α(x2) = (t, 1) ∈ Z× Z2;∑
σ∈Hnm
(−1)σ∗xσ(1)xσ(2) · · ·xσ(nm),
onde z1 e z2 são variáveis em X. Em relação ao primeiro polinômio tem-se que m é
uma identidade monomial multilinear para Mpr+qs,ps+qr(E). Já em relação ao último
polinômio devemos ter (β(x1), β(x2), . . . , β(xnm)) uma sequência completa em Znm,
β̂(x1x2 · · ·xnm) ≤ nm− 1 e γ(x1) + γ(x2) + · · ·+ γ(xnm) = 0 em Z2.
Pelo Teorema 4.3.1 tem-se CZ×Z2(Mpr+qs,ps+qr(E)) = U . Logo, pelo que foi discutido
no início desta Seção temos o seguinte e importante resultado.
Teorema 4.5.1. CZ×Z2(Mp,q(E)⊗Mr,s(E)) = U .
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