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Abstract 
The advances in computing and information storage have 
provided vast amounts of data. The challenge has been to 
extract knowledge from this raw data; this has lead to new 
methods and techniques such as data mining that can 
bridge the knowledge gap. This research aimed to assess 
these new data mining techniques and apply them to a soil 
science database to establish if meaningful relationships 
can be found.  
A large data set extracted from the WA Department of 
Agriculture and Food (AGRIC) soils database has been 
used to conduct this research.  The database contains 
measurements of soil profile data from various locations 
throughout the south west agricultural region of Western 
Australia.  The research establishes whether meaningful 
relationships can be found in the soil profile data at 
different locations.  In addition, comparison was made 
between current data mining techniques such as cluster 
analysis and statistical methods to establish the most 
effective technique. The outcome of the research may 
have many benefits, to agriculture, soil management and 
environmental  
Keywords:  data mining, soil profiles, agriculture 
1  Introduction 
Data mining software applications, using various 
methodologies, have been developed by both commercial 
and research centres. These techniques have been used for 
industrial, commercial and scientific purposes. For 
example, data mining has been used to analyse large data 
sets and establish useful classification and patterns in the 
data sets. “Agricultural and biological research studies 
have used various techniques of data analysis including, 
natural trees, statistical machine learning and other 
analysis methods” (Cunningham and Holmes, 1999).  
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This research determined whether data mining techniques 
can also be used to improve pattern recognition and 
analysis of large soil profile experimental datasets. 
Furthermore, the research aimed to establish if data 
mining techniques can be used to assist in the 
classification methods by determining whether 
meaningful patterns exist across various soils profiles 
characterized at various research sites across Western 
Australia. Various data mining techniques were used to 
analyse a large data set of soil properties attributes. The 
data set has been assembled from soil surveys of Western 
Australian agricultural areas. The research has utilized 
existing data collected from ten commonly occurring soil 
types in order to establish patterns and correlations 
between a numbers of soil properties. The soils studies 
which have been conducted by the Western Australian 
Department of Agriculture (AGRIC) researchers over the 
past 20 years provide a vast amount of information on the 
classification of soil profiles and chemical characteristics. 
The analysis of these agricultural data sets with various 
data mining techniques may yield outcomes useful to 
researchers in the AGRIC. It is envisaged that the 
information gained from this research will contribute to 
the improvement and maintenance of soils and the 
agricultural environment of Western Australia.  
The research has a number of potential benefits to the 
AGRIC and the users of land within the south west land 
division of Western Australia. The collection and storage 
of large amounts of data in the AGRIC – Soil Profile 
Version 3.5.0 database has provided a valuable tool in the 
study of soils across Western Australia agricultural 
regions. However, the analysis and interpretation of such 
a large data set is problematic. This paper outlines 
research which may establish if new data mining 
techniques will improve the effectiveness and accuracy of 
the analysis of such large data sets. The analysis of such 
soil data sets is difficult given the complex relationships 
between large numbers of variables collected for each 
geographical location. The current process to assess soil 
data uses standard statistical procedures to interpret the 
soil profile data sets. The use of standard statistical 
analysis techniques is both time consuming and 
expensive. If alternative techniques can be found to 
improve this process, an improvement in the management 
of these soil environments may result.  
81The outcomes of the research could improve the 
management and systems of soil uses throughout a large 
number of fields that includes agriculture, horticulture, 
environmental and land use management. The application 
of data mining techniques has never been conducted for 
Western Australia soil data sets. A comparison of data 
mining techniques and statistical methods could produce 
a model for further understanding the data. In addition, 
the research could remove the constraining factors that 
have limited soil scientist’s effective utilization of the 
large amounts of data collected in the last 20 years of 
research. The benefits of a greater understanding of soils 
could improve productivity in farming; maintain 
biodiversity, reduce reliance on fertilizers and create a 
better integrated soil management system for both the 
private and public sectors.    
The research could be extended in the future with the 
possible inclusion of additional soil variables; these 
factors could include other location site information such 
as climatic data. This could result in the effective uses of 
soil profile data for the improvement of crop agronomy 
practices (Moore, 2004, p.3). A new method of 
interpretation of data could improve knowledge and the 
methods of data collection, with important factors within 
the data having been identified. The outcomes of the 
proposed research could be used for the creation of 
models of soils within the survey areas that could reduce 
the cost of data collection by reducing the amount of data 
collection required in the future.  
The purpose of the study was to examine the most 
effective techniques to extract new knowledge and 
information from existing soil profile data contained 
within AGRIC soils databases. AGRIC has collected a 
large amount of information within its database system; 
however this data has limited meaning. The study applied 
data mining methods to a subset of data created by the 
AGRIC researchers to facilitate an improvement in the 
interpretation of the soil profile data set.  
The Western Australian soil profile data set utilized in the 
investigation had been selected as it was a representative 
sample of the data sets population that has been collected 
over the past 20 years. Mr. Ted Griffin soil scientist for 
the AGRIC outlined the limitations of time, resources and 
data complexity to conducting in-depth analysis to date. 
The data set has allowed each soil type to be compared in 
a number of geographical locations, for example a loamy 
gravel soil from Wagin to be compared with loamy gravel 
from Albany. 
It was envisaged that the application of new techniques to 
the selected data set may overcome the limitations of 
current soil science research methods. In addition, it may 
provide a framework of methods that can be applied from 
the sample population to larger soil databases. The 
research has overcome a number of problems contained 
within the data set; one problem was contained with in 
the data source. The data has been collected from a 
natural source that contains missing values that could 
affect results of any experiments conducted and require 
clearing prior to commencement. The problem that the 
study aimed to overcome was the selection of the correct 
methods to apply within the data mining application. In 
addition, the selection of appropriate data mining 
techniques is critical in the understanding of the soil 
profile data. In order for this process to be of some 
benefit to the understanding of soil characteristics, the 
findings must be discussed in close consultation with 
AGRIC statisticians and other soil experts.  
The overall aim of the research was to determine whether 
the application of data mining techniques to an 
agricultural soil profile data could improve the 
verification of valid patterns and profile clusters when 
compared to standard statistical analysis techniques? In 
order to make this assessment,  the research firstly 
established what current analysis techniques are being 
used to determine valid patterns and soil profile clusters, 
secondly, what standard data mining techniques, when 
used on the data set can establish valid patterns and soil 
profile clusters and thirdly which data mining techniques 
are the most efficient in determining patterns and clusters 
when compared to standard statistical analysis techniques  
2  Background 
The Western Australian Department of Agriculture 
(AGRIC) conducted a large scale soil mapping project in 
the south west of the state in the mid-1980s. This soil 
mapping project was conducted with the support of the 
National Soil Conservation Program (NSCP), National 
Landcare Program (LCP) and Natural Heritage Trust. 
Current classification techniques to analyse the soil 
survey data have been outlined (Schoknecht, Tille, and 
Purdie, 2004). Work by the soil scientist; Purdie in the 
early 1990s led to the standardization of the methods and 
outputs of the soil-landscape mapping program 
(Schoknecht, et al., 2004). This included the development 
of a nested hierarchy of soil-landscape mapping units. 
This new method was advantageous as it allowed varying 
levels of information to be displayed from varying scales 
of mapping. In addition, the standard classification 
allowed for possible correlations to be established 
between different surveys and also enabled computer 
processing of data on a state-wide and national level. It 
also provided a means by which the pre-existing survey 
could be incorporated into a seamless map across the 
agricultural districts, (Schoknecht et al., 2004).  
The Purdie soil classification is the basis of Australian 
soil classification standards which have subsequently 
been adopted as the official system (Isbell, 1996). The use 
of soil classification maps have been shown to play a 
substantial role in agricultural production, salt control, 
large scale land management and land improvement. This 
has allowed a greater understanding of biophysical and 
environmental management (Schoknecht, 2002). Figure 1 
shows the classification of soil types for Western 
Australia The soil profile data set contains a high level of 
variability in some survey sites with limited set of 
experimental data. For example, a reduced number of soil 
attributes is available for older developed areas, due to 
testing being carried out at the time the land was cleared. 
According to Schoknecht, Tille, Purdie (2004, p. 14) “the 
soil groups of Western Australia are classified into 60 
main groups; this provides a standard way of giving 
82common names to the main soils of the state”. Thirteen 
soil super groups are defined using three primary criteria: 
texture or permeability profile; coarse fragments and 
water regime. Sixty soil groups are defined by further 
divisions of the soil super groups based on one or more of 
the following secondary and tertiary criteria: calcareous 
layer (presence of carbonates); colour; depth or horizons/ 
profile; pH (acidity/alkalinity); structure.   
Further, (Schoknecht, 2002, p.5) outlines the collection of 
data in the field:  
“Soil description is best conducted on an exposed profile 
such as a pit or road cutting, but alternatively using a soil 
auger or coring device. In the field, the soil profile is 
divided into layers (horizons) based on one or more above 
properties listed above. The properties, depth and 
arrangement of the layers are used to assign the soil to a 
soil super group or soil group”  
Soil profile data is collected through the exposure of the 
site, as shown in Figure 2. The soil profile data set used in 
this research was collected from soil surveys of Western 
Australia over the last 20 years. A high level of variability 
was found in this data set. Some surveys sets have limited 
sets of experimental data, for example a reduced number 
of soil attributes is available for older developed areas 
due to testing being carried out at the time of land 
clearing.  
Following the collection of the soil profile data, all data 
was stored in a central database. Measurements were 
made based on a visual assessment of the profile, notes on 
soil location including longitude and latitude and 
chemical analysis of soil samples taken across the profile 
site. The data was compiled into a number of different 
forms within the database with the forms linked by 
unique keys. The Agriculture WA – soil profile version 
3.5.0 database is an MS Access database that allows the 
collection and extraction of data via a graphical user 
interface (GUI).  
3  Review of Literature 
A number of studies have applied data mining techniques 
to extract meaning from data collected from natural 
systems research. For example, the collection of data 
from natural systems is challenging, with most of the data 
sets incomplete due to the difficulty and methods of data 
collection. Missing data sets can be problematic and may 
limit the analysis and extraction of new knowledge. The 
problem of missing values was analysed by Ragel and 
Cremilleux (1999, p.1): “To complete missing values a 
solution is to use relevant associations between the 
attributes of the data. The problem is that it is not an easy 
task to discover relations in the data containing missing 
values.” 
 
 Figure 1: Characteristic of soils of south-western 
Australia. (Schoknecht, 2002, p.91) 
 
 
Figure 2:  Images of soil profiles of experimental field 
sites located in the southwest agricultural region.  
(Schoknecht, 2002, p. 177 and p.121). 
 
3.1  Similar Studies 
A number of studies have been carried out on the 
application of data mining techniques for agricultural data 
sets. For example, a study by Ibrahim (1999) on a sample 
data set applied six classification algorithms to 59 data 
sets and then six clustering algorithms were subsequently 
applied to the data generated. The results were studied 
and the patterns and properties of the clusters were 
formed to provide a basis for the research. The research 
83provided a comparison of performance for the 6 
classification algorithms set to their default parameter 
settings. It was found that Kernel Density, C4.5 and 
Naïve Bayes followed by rule learner, IBK and OneR 
were the most accurate. The study utilized the WEKA 
data mining benchmark program. 
The main objectives of the research conducted by Ibrahim 
(1999) was to apply unsupervised clustering to the file 
built in step 1 to analyze the generated clusters and 
determine whether there are any significant patterns.   
Ibrahim (1999, p. 2) outlined a number of findings: 
It was discovered that number of instances was not useful 
in clustering the data sets, as it was the only significant 
variables in clustering the data sets before it was excluded 
from the generated data set. This prevented analysis based 
on other variables including the variables that contain 
values for the accuracy of each classification algorithm.  
The research conducted by Ibrahim (1999) has provided a 
platform from which further work in this field might be 
undertaken. The scope of the research was limited and the 
investigation revealed a number of interesting clusters in 
machine learning performance data.  It can be concluded 
that a larger investigation is required which uses more 
data sets and data set characteristics.  
In another study WEKA was used to develop a 
classification system for the sorting and grading of 
mushrooms (Cunningham and Holmes, 1999). The 
system developed a classification system that could sort 
mushrooms into grades and attained a level of accuracy 
equal to or greater than the human inspectors. The 
process involved the pre-processing of the data, not just 
cleaning the data, but also creating a test dataset in 
conjunction with agricultural researchers.  
The attributes used to create the set included both 
objective and subjective measurement. The total dataset 
used a total of 282 mushroom types, criteria and 
attributes. The objective attributes were weight, firmness 
and percentage of cap opening. The subjective attributes 
were used to estimate the degree of dirt, stalk damage 
brushing, shrivel and bacterial blotch. The above data was 
collected and then compared with the grading of the three 
human inspectors and allocated a grade 1st, 2
nd or 3
rd.  
The data, a total of 68 attributes including photo images, 
was used by the j4.8 algorithm classifier within WEKA to 
create a model for the human inspectors and the 
automated system. The model created using the human 
rules showed that each inspector used different 
combinations of attributes when assigning grades to 
mushrooms (Cunningham and Holmes, 1999). The 
application of data mining techniques provided within the 
WEKA software application created a model that 
analyzed all attributes and created a model that was faster 
and more accurate than the human system. 
The decision tree analysis method has been used in the 
prediction of natural datasets in agriculture and was found 
to be useful in prediction of soil depth for a dataset. In 
Mckenzie and Ryan (1999) the uses of slope angle, 
elevation, temperature and other factors were analysed 
and models created for prediction of soil depth across a 
sample area.   
The model was tested through the use of random data 
sets. “at each level, trees with increasing numbers of 
terminal nodes were fitted 20 times with 5% of the data 
randomly selected and withheld to provide a test of the 
predictive strength of the model” (Mckenzie and Ryan, 
1999). This process is outlined in Fig 3. 
 
Figure 3: Regression tree. (Mckenzie and Ryan, 1999, 
p.83) 
4  Research Methodology 
4.1  Soil Data Collection 
The dataset was collected as part of a survey by 
Schoknecht, Tille and Purdie (2004), and included a large 
amount of information from different sites within the 
target area of Western Australia. This information was 
collected from various locations where a pit was dug and 
samples taken. The samples were then sent for chemical 
and physical analysis at the agricultural laboratories in 
South Perth. The data was then stored in a database with 
the following information point and site data: “Site 
Description, soil profile description, soil classification, 
soil profile chemical properties, soil profile physical 
properties” (Schoknecht, Tille and Purdie, 2004, p.10).   
Table 1 describes data collected for each soil sample.    
The total number of sites analysed was over 7000, with 
varying amounts of information obtained for each site. 
The amount of detail in the database for each given 
location varied in relation to the period in which it was 
taken. More in depth information was collected as 
sampling methods improved. The database was linked to 
other databases, a map unit database, a soil photos 
database and map unit polygons.  
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SOIL CLASSIFICATION  WA Soil Group code 
MAP UNIT  Soil-landscape  map  unit (first three are 
zone) 
AGENCY_CODE  Site's Agency code 
PROJ_CODE  Sites Project code 
S_ID Site  ID 
O_ID  Observation ID (usually = 1 and largely 
redundant) 
SAMP_ID    Sample ID unique identifier for sample 
taken within a site if null no sample 
taken 
H_NO  Horizon (or layer) ID, from field 
morphology observations, sequence 
numbers may be missing 
SAMP_H_MATCH  code indicating the degree of matching 
between the layer depth and sample 
depth A exact, B sample a subset of 
layer, C sample crosses layer but 
predominantly of layer, D other 
SAMP_UPPER_DEPTH  sample upper depth 
SAMP_LOWER_DEPTH sample  lower depth avDepth sample 
average depth 
CACO3 CaCO3  % 
CACO3_imp  HCl fizz test where from field 
observations N nil, S slight, M moderate, 
H high, V very high 
OC  Organic Carbon % 
PH  pH in CaCO3 
Clay clay  % 
EC EC,  ms/m 
ExCA  Exchangeable Ca cmol(+)/kg 
ExMG Exchangeable  Mg  cmol(+)/kg 
ExK  Exchangeable K cmol(+)/kg 
ExNA ExCEC    CEC  cmol(+)/kg 
ExSUM  Sum Exchangeable Ca, Mg, K, Na 
cmol(+)/kg 
ExESP  Exchangeable Na % of Sum 
ExH  Exchangeable H cmol(+)/kg 
ExMN Exchangeable  Mn  cmol(+)/kg 
ExAL  Exchangeable Al cmol(+)/kg 
ExSAT_PC  Saturation % (100*Sum/CEC) 
ExBASE  Base Status (100*Sum/clay) 
ExCaP  Exchangeable Ca % of Sum 
ExMgP  Exchangeable Mg % of Sum 
ExKP  Exchangeable K % of Sum 
Table 1: Data field descriptions. (Griffin, 2005) 
The mapping of soil data set was conducted over a 
number of years, with the first survey undertaken in the 
1930s of the area around Salmon Gums by Burvill and 
Teakle for the CSIRO. Since then a number of surveys 
have been conducted by the CSIRO and AGRIC for a 
number of locations within Western Australia. The 
problems that have arisen from these surveys are the scale 
and the amount of chemical analysis conducted for each. 
Until a standardized method was introduced analysis 
methods were not uniform due to the large volume of 
samples taken not all chemical testing was conducted for 
all locations.  The methods of collection have generated 
gaps in the data set and not all samples for all locations 
contain all possible values.  
4.2  Soil Classification 
The classification of the soils was considered critical to 
the study because the soil types must be the same in all 
locations across the study area for the results to be 
accurate. The soils were classified according to work by 
Schoknecht, (2002, p. 5); that outlined the technique for 
the grouping of soil types. They are:  
1. Soil super groups: Thirteen soil super groups are 
defined using three primary criteria: Texture or 
permeability profile, coarse fragments (presence and 
nature) and Water regime.  
2. Soil groups: Sixty soil groups are defined by further 
divisions of the soil super groups based on one or more of 
the following secondary and tertiary criteria: 
Calcareous layer (presence of carbonates): 
colour, depth or horizons/ profile Ph 
(acidity/alkalinity) and structure.   
4.3  Data mining Process 
The data mining process was conducted in accordance 
with the results of the statistical analysis. The following 
steps are a general outline of the procedure that allowed a 
cluster analysis to be conducted on the dataset:  
4.3.1  Data collection cleaning and checking 
Relevant data was selected from a subset of the DAFWA 
soil science database. 
4.3.2  Data formatting 
The data was formatted into an Excel format from the 
Access database, based on the ten soil types and relevant 
related fields. The data was then copied into a single 
Excel spread sheet. The Excel spread sheet (ESS) was 
then formatted to replace any null or missing values in the 
soil data set to allow coding for the file in the next phase.  
4.3.3  Data coding 
The soil data set was then converted into a comma 
delimited (CSV) format file for the ESS. This file was 
then saved and opened using a text editor. The text editor 
was used to format and code the data into the type that 
will allow the data mining techniques and programs to be 
applied to it. The coding was formatted so that the input 
will recognize names of the attributes, the type of value of 
each attribute and the range of all attributes. Coding was 
then conducted to allow the machine learning algorithms 
to be applied to the soil data set to provide relevant 
outcomes that were required in the research. The data 
85coding attributes were named in line with the data table 
shown in Table 1.   
4.3.4  Case studies 
The soil data set was then broken down to five profiles; 
1. One soil – one trait. 
2. One soil – two traits. 
3. Two soils – one trait. 
4. Two soils – two traits. 
5. All soils – all traits. 
Grey deep sandy duplex and loamy gravel were used as 
these soils and their traits contained the maximum 
number of values within the data set. The traits that 
contained the highest number of values were clay and EC 
and these were used in the first four stages with clay used 
in single trait instances. The sub data set were then 
applied to the expectation-maximization (EM) algorithm 
and FarthestFirst algorithm. The clustering data was then 
collected including means and standard deviation to 
determine algorithm accuracy against actual values.  
4.3.5  Analysis and review of outcomes 
Comparison and review of the experiments were 
conducted according to the methods referred to in figures 
4 and 5.   
The research has a number of limitations that could 
impact on the results achieved. These were outlined by 
Palace (1996) who stated that the applications of data 
mining techniques improve as the data set size increases. 
The soil data set has over 2800 sets of data with an 
average 12 measurements per geographical location. The 
size and type of the dataset was a major limitation. The 
accuracy of any analysis technique increases with the 
amount of data contained in the dataset. This may be in 
part due to the patterns that are contained with the data. 
More patterns eluded may help to define a stronger 
relationship and more reliable results. The size of the data 
set analysed was limited because of the short time 
available for the research and the ability of the human 
interpretation of the outcomes because of the complexity 
of the dataset used.   
4.4  Analysis of Data  
The research adopted action research methodology, where 
improvement and changes may have to be undertaken to 
provide the DAFWA with outcomes that meets their 
required specifications for the project. 
The research used Excel software to conduct qualitative 
analyses and to create a benchmark for the analysis of the 
dataset. The benchmark allowed current statistical 
methods for the dataset to be established and any 
limitations to be identified. The dataset was then analysed 
using a clustering process within the data mining 
software. The results were then compared against the 
benchmark for a number of factors that included ease of 
application, speed, time and accuracy of results to 
determine if data mining was superior to current methods. 
The results of statistical and data mining experiments 
may still require some expertise to be understood and 
utilized. 
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Figure 4: Experimental technique: Data mining 
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Figure 5: Data mining vs. traditional statistical 
methods. 
5  Results 
The analysis and interpretation of patterns is a time 
consuming process that requires a deep understanding of 
statistics. The process requires a large amount of time to 
complete and expert analysis to examine any patterns and 
relationships within the data.  
5.1  Statistical results 
The research activities involved a process to establish if 
patterns could be found in the data. These processes 
involved the statistical manipulation of the data set in 
Excel. The aim of the research was to determine if a 
relationship or correlation can be established with soil 
86trait data. The process involved the creation of analysis 
tools and charting the data so that longitude and latitude 
data and trait data is displayed and experts can interpret 
the findings.   
The initial statistical data analyses involved four 
processes: 
•  Raw data traits plotted against longitude and 
latitude for each sample location using a 3D 
surface map. 
•  Standardized traits plotted against longitude and 
latitude with the data levelled using the 
minimum trait value to level the data for plotting 
in the 3D surface map.  
•  Correlation table analysis. 
•  Regression correlation analysis.  
The process of plotting data required expert analysis for a 
relationship to be established. Such analysis was 
conducted in conjunction with Mr. E.A Griffin, Soil 
Scientist for the Department of Agriculture and Food, 
Western Australia. 
The dataset was constructed from the DAFWA soil 
science data was designed to collect repetitive samples of 
the data contained in the south western agricultural 
region. The total data set contained 493 sites with an 
average of 5 samples taken for each location with a total 
of 2841 sample sets taken. The samples were analysed for 
a possible 41 traits but very few sets were complete for all 
data. The total number of data points possible was 
116,481 but due to missing values the total number of 
data points considered was 34881.  
Stage 1: Initial raw data analysis 
Data was processed from raw data into a single Excel 
spread sheet with the inclusion of an elevation and 
longitude and latitude data for each sample. 
The creation of a 3D surface map requiring the latitude 
and longitude to be rounded to a single decimal place 
prior to the data insertion into a pivot table. The data was 
rounded by using the following formula:  
(=Round (Round number, number of decimal places))  
The rounded longitude and latitude was then inserted into 
a new spread sheet with the individual traits e.g. (Lo-Lat-
CaC03) for CaC03 and the samples with missing 
longitude and latitude data were removed. 
The longitude – latitude – trait data was then selected and 
a pivot point table created in a new sheet e.g. (Lo-La-
Cac03 (PP-G)) where the ‘PP’ stands for pivot point table 
and ‘G’ stands for graph. (see Table 2 and 3) .  
 
 
 
 
Longitude  114.2  114.3 114.4 114.5 
Latitude      Trait Trait Trait 
-35  1.333334 Trait Trait Trait 
-34.9  Trait  Trait Trait Trait 
-34.8  Trait  Trait Trait Trait 
Table  2  Pivot Table of Samples Latitude vs 
Longitude vs Traits  
 
The pivot point table was then formatted, by removing 
the column and row totals and then the count was 
changed into an average so that the fields were 
representative of the data. The pivot point table was then 
copied and all data was formatted to two decimal places 
to allow ease of analysis. 
Longitude  114.2 114.3 114.4 114.5 
Latitude      Trait Trait Trait 
-35  1.33 Trait Trait Trait 
-34.9  Trait Trait Trait Trait 
-34.8  Trait Trait Trait Trait 
Table 3 Pivot Table of Samples Latitude vs Longitude 
vs Traits  
The formatted data was then graphed using a 3D surface 
map with longitude (X), latitude (Y) and trait values (Z), 
an example of this is shown below in figure 5.  The 
process was repeated for all soil traits (CaC03 – ExKP).  
Figure 5 displays an example of one soil trait; the levels 
of Electrical Conductivity for the soils in the south west; 
The results indicate that there are high levels in the south 
east Agricultural region of  Western Australia.  
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Figure 5: Normalized data of Electrical Conductivity 
trait for all soil types 
 
87Stage 2: Standardized data 
This stage involved the further analysis of the soil data.  
The longitude and latitude data was rounded to 1 decimal 
place, using (=Round (Row number, number of decimal 
places)). 
All soil trait data was then standardize using the 
following formula  
=IF(Data.V2="";" ";   
STANDARDIZE(Data.V2;AVERAGE(Data.V$2:V$2842);
STDEV(Data.V$2:V$2842))) 
The data was then isolated as per stage 1 and place into a 
worksheet for each trait, sheet name given by trait name 
(e.g. Calcium Carbonate content- CaC03). Creation of a 
second set of pivot point tables for each trait, longitude 
and latitude and placed into a new worksheet (e.g.   
CaC03 (PP-G)). The pivot point table then had the row 
and column totals removed and the fields changed from 
count to average. The pivot point table was then copied to 
obtain the raw data and the table formatted to two 
decimal places.  
The minimum data value was obtained and used to 
establish a baseline, with the lowest value of the trait 
added to trait dataset. Longitude and latitude data was 
then set out in a new table as per the other tables, with the 
above formula filling the trait section of the table. The 
data was then graphed using the 3D surface charts, 
latitude (X), longitude (Y) and trait value (Z). The 
process of adding the individual standardized trait values 
to the minimum value displayed the data with a plan of 
minimum values with peaks on both sides of the plan. An 
example of one trait; electrical conductivity is shown 
below in Figure 6. The data shows that there is a high 
concentration on the western coastline, located in the 
Margaret River region of the state. The data shows that 
there is a comparison between the normal (figure 6) and 
standardized data graphs and that there may be a 
significant correlation.  
Stage 3: Correlation Analysis  
The next stage in the research investigated the possible 
correlations that may exist within the data set. A 
correlation table was created from the basic soil dataset. 
The correlation table outlines the relative relationships 
between all traits in the dataset. The correlation table 
indicated that there were a number of strong relationships 
between the traits; these results are show in table 4. 
The current method was then applied to a subset of the 
soil data set; the subset contained the three main soil 
types that had the greatest number of geographical 
locations in the survey area. The three main soil types 
were: grey deep sand duplex, loamy gravel and pale deep 
sand. The analysis process was repeated because of a 
request from researchers at the DAFWA. The process was 
repeated with the exception of the creation of the 
correlation table, as that was not required with the limited 
amount of data. The overall process was very time-
consuming and repetitive, with the research requiring 
seven days to complete the whole process with a large 
amount of help and feedback from the statistician. The 
research, in addition to being time consuming and 
complex, required a large amount of human input and 
interaction to complete the process. The process was 
designed with the aid of an agricultural statistician from 
the DAFWA to ensure that the analysis is true to the 
process presently used at the DAFWA. 
5.2  Data mining results 
The benchmark having been established, the data analysis 
was then replicated using WEKA data mining software to 
determine if any advantage could be gained in both time 
saving and interpretation of the soil data set. The 
application of the data to WEKA required that some pre-
processing be undertaken. The dataset produced in Excel 
for the statistical processes were copied and then 
converted to .CSV file format to allow them to be applied 
to WEKA. The .CSV file extension allowed initial 
analysis to be conducted, with later conversion to be 
taken in to an ARFF WEKA data file for the experimental 
outcome to be saved. 
The data mining platform allowed number of data 
interpretations including classify, cluster, and associate 
routines to be conducted after the pre-processing stage. 
The soil data set did not require any filtering because of 
the limited amount of missing values and the outcomes 
required by the researchers. The initial screen provided a 
set of information that is required by the researchers and 
took a large amount of time to complete with the current 
statistical methods. 
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Figure 6: Standardized data of EC for all soil types, 
EC all soils 
The full soil data set  was applied to the EM-1 100-N-1-5 
100-M 1.0E6 and FarthestFirst clustering algorithm to see 
if any patterns could be established with the model being 
constructed using a training model to build the 
associations in the data. The clustering algorithms 
outlined above perform their operations in two different 
ways, and the differences between the two will be used to 
88determine the accuracy when compared with each other. 
The expectation-maximization (EM) algorithm was 
outlined by the WEKA data mining software and 
provides a basic outline of the algorithms operation. EM 
assigns a probability distribution to each instance which 
indicates the probability of it belonging to each of the 
clusters. EM can decide how many clusters to create by 
cross validation, or you may specify how many clusters to 
generate. 
The cross validation performed to determine the number 
of clusters is done in the following steps: 
1. The number of clusters is set to 1 
2. The training set is split randomly into 10 folds. 
3. EM is performed 10 times using the 10 folds the usual 
CV way. 
4. The log likelihood is averaged over all 10 results. 
5. If log likelihood has increased the number of clusters is 
increased by 1 and the program continues at step 2.  
The number of folds is fixed to 10, as long as the number 
of instances in the training set is not smaller 10. If this is 
the case the number of folds is set equal to the number of 
instances. The EM algorithm required that some of the 
parameters be changed to ensure it produced the same 
amount of clusters as the FarthestFirst to allow analysis to 
be undertaken. This was simply done by outlining the 
number of outputs in the options before applying EM to 
the individual dataset.  
The WEKA data mining software outlined the operation 
of the FarthestFirst algorithm and clusters using the 
farthest first traversal algorithm. It works as a fast simple 
approximate cluster and is modelled after SimpleKMeans. 
The stages of analysis were conducted using both 
algorithms and the data collected and formatted below. 
The comparison of the accuracy of each clustering 
method was determined by analysis of the grouping 
numbers, means and standard deviation.  
The results of the experiments are shown below with each 
case study having two tables. The first table displays the 
algorithm name in the first column and outlines the 
number of clusters created in the second column, with the 
number of occurrences. The second table displays the 
clusters with their means and StdDev created by both of 
the clustering methods. Each case study also includes data 
about the actual number of data points in the data set; this 
was included to determine the accuracy of each 
algorithm. The first four case studies were designed to 
limit the amount of data input so that the results were 
simple to understand. The last case study included all data 
from the original soil data set for completeness.  
The data from each of the two algorithms varied, with 
EM producing more data than FarthestFirst, and so the 
last case study contains four large tables of means and 
StdDev because of the seven clusters created. The 
analysis of the output involved looking at the cluster 
percentage and the number allocated to each cluster in 
comparison with the actual dataset. Case study five, 
because of the large amount of information produced by 
the experiment, will not be analysed and the results and 
discussion will focus of the first four case studies for 
comparison to the current statistical methods.  
The results of the data mining experiments have shown 
that FarthestFirst algorithm was equal to or more accurate 
at clustering compared to the EM algorithm in all four 
tests. The results showed that the FarthestFirst results for 
case study 2 and 3 grouped the data correctly with a 
minimum of error. The accuracy of the EM algorithm 
much less when compared with the actual data points and 
only grouped the data correctly in case study 3, with the 
other three case studies clustering much less accurately. 
 
Case study 1: (One soil type – 1 trait - grey deep sand 
duplex - Clay) 
Case study one compared the clay trait for all of grey 
deep sand duplex soil and it was found that the EM 
algorithm grouped the two clusters in half. The 
FarthestFirst algorithm weighted the groups more to 
cluster 0 and that reflected the actual data with more 
accuracy with a single group of 536 instances.  
 
 Trait  1 
EM  0      268 (50%) 
1      268 (50%) 
FarthestFirst   0      417 (78%) 
1      119 (22%) 
 
 Trait  1 
EM  0 Mean = 3.9336 StdDev = 1.745 
1 Mean = 34.6761 StdDev = 15.4472 
FarthestFirst  0 centroid = 1.0 
1 centroid = 75.0 
Clay = 536 instances  
 
Case study 2: (One soil type – 2 traits - Grey deep 
sand duplex – Clay and EC) 
Case study two compared grey deep sand duplex with 
traits clay and EC and it was found that EM grouped the 
two clusters more accurately than case study one. EM 
grouped the instances more in line with the actual data 
but it was found that FarthestFirst still was more accurate. 
FarthestFirst grouped cluster 1 correctly with EC having 
480 instances, but there was still some error with clay 
instances grouped in cluster 0 with 541 instances and 
actual data having only 536. 
 
 
 
 
89 Trait  1 
EM  0       610 (60%) 
1       411 (40%) 
FarthestFirst  0       541 (53%) 
1       480 (47%) 
 
 Trait  1 
EM  0 Mean = 4.052 StdDev = 2.417 
1 Mean = 37.223 StdDev = 30.9041 
FarthestFirst  0 centroid = 35.7 Clay 
1 centroid = 350.0 EC 
Clay = 536 instances 
EC = 480 instances 
 
Case study 3: (Two soil types – one trait - Grey deep 
sand duplex, Loamy gravel (CLAY) 
Case study three compared two soil types (grey deep sand 
duplex and loamy gravel) with one trait (clay). Both the 
algorithms group the instances correctly with grey deep 
sand duplex and having 536 instances of clay, and loamy 
gravel having 612 instances of clay.  
 
 Trait  1 
EM  0       536 (47%) 
1       612 (53%) 
FarthestFirst  0       612 (53%) 
1       536 (47%) 
 
 Trait  1 
EM  0 Mean = 19.7913 StdDev = 18.9894 
1 Mean = 21.7818 StdDev = 15.3254 
FarthestFirst  0 centroid = 47.35 Loamy gravel clay 
1 centroid = 0.0 Grey deep sandy duplex clay 
Grey deep sandy duplex (Clay = 536 instances) 
Loamy gravel (Clay = 612 instances) 
 
C a s e  s t u d y  4 :  ( T w o  s o i l s  t y p e s ;  G r e y  d e e p  s a n d  
duplex, Loamy gravel – two traits – (Clay, EC)) 
Case study four compared two soil types (grey deep sand 
duplex and loamy gravel) and two traits (Clay and EC). 
The results show that EM grouped the instances weighted 
towards cluster 2 at 991 instances and weighted cluster 0 
less, having only 34 instances. FarthestFirst was more 
accurate and only wrongly classified one instance out in 
clusters 1, 2 and 3.  
 
 Trait  1 
EM  0        34 (2%) 
1       582 (27%) 
2       991 (46%) 
3       562 (26%) 
FarthestFirst  0       536 (25%) 
1       480 (22%) 
2       541 (25%) 
3       612 (28%) 
 Trait  1 
EM  0 Mean = 101.6457 StdDev = 58.0094 
1 Mean  = 34.9632 StdDev = 14.236 
2 Mean = 2.916 StdDev = 1.744 
3 Mean = 10.3491 StdDev = 4.6035 
FarthestFirst  0 centroid = 52.0 Grey deep sandy duplex clay 
1 centroid = 350.0 Grey deep sandy duplex EC 
2 centroid = 146.0 Loamy gravel EC 
3 centroid = 0.3 Loamy gravel clay 
Grey deep sandy duplex (Clay = 536 instances) 
Loamy gravel (Clay = 611 instances) 
Grey deep sandy duplex (EC = 479 instances) 
Loamy gravel (EC = 540 instances) 
Case study 5: (ALL – DATA) 
The data was too complex to conduct analysis in the 
limited time available and was done for completeness of 
the research on advice from the statistician. Note that 
table two outlines all the seven clusters created by the two 
algorithms and the instance allocation for each.  
  Trait  1 
EM  0       342 (12%) 
1       340 (12%) 
2        95 (3%) 
3       420 (15%) 
4       464 (17%) 
5       323 (12%) 
6       320 (11%) 
7       491 (18%) 
FarthestFirst  0      1154 (41%) 
1       126 (5%) 
2       779 (28%) 
3       337 (12%) 
4       261 (9%) 
5        69 (2%) 
6        69 (2%) 
90Figure 7 and 8 provide examples of the cluster analyses 
performed for 2 different soil types based on different 
chemical traits.  
5.3  Summary of Results  
The two analysis processes both provided a method by 
which soils data analysis can take place. The results of the 
research suggest that clustering may be an effective tool 
for the comparison of soil types, traits and locations 
within the study area of the south west agricultural region 
of Western Australia. The application of statistical 
methods required a large amount of time to complete and 
to produce a usable outcome for soil researchers. It was 
evident that the data mining required less time and 
knowledge to complete an analysis process, compared 
with current statistical processes, but the interpretation of 
the data still requires expert human analysis from the 
DAFWA. 
6  Discussion  
The collection of information and data has increased with 
the advent of new computing technology, but establishing 
patterns within this data has become more difficult and 
requires new approaches and tools if it is to be 
undertaken. The advent of this problem has provided an 
opportunity from which data analysis has started to take 
over from current methods. Furthermore, this technology 
has reduced the time taken to undertake data analysis and 
has increased automation of the process.  
The research undertaken showed that data mining has 
advantages and can be easily applied to the soil data set to 
establish patterns in the data. The application of the 
WEKA data mining platform provided an easy and quick 
method for the cluster analysis. The platform provides a 
number of clustering algorithms that can be used for 
different tasks. The experiments described in this paper 
used two of these clustering algorithms, EM and 
FarthestFirst to determine the most accurate when 
compared with actual results.  
 
The integrity of the data is critical to ensure that results 
are not affected by outliers and null values in the data set, 
or other adverse factors. The establishment of clusters in 
the data required a large amount effort by the researchers 
when using current methods. Furthermore, the current 
methods still required some post Excel analysis because 
the platform was limited in the interpretation of the 
graphs generated. The application of the same clustering 
techniques using the data mining software reduced the 
time taken to process the data sets; with the process time 
reduced to one day, and also allowed a greater amount of 
knowledge to be gained from the data. 
6.1  Evaluation of statistical methods 
Current statistical methods provided a platform from 
which analysis of agricultural soil profiles could be 
undertaken. The application of these methods has 
demonstrated accurate analysis of clusters and patterns 
when used on soil science databases. However, the 
current technique involves an in-depth understanding of 
statistics and requires a large amount of human input and 
time to complete. The current statistical methods that are 
being used to determine valid patterns and soil profiles 
clusters are 3D surface mapping and basic statistical 
methods including correlation tables and distribution 
analysis.    
Increases in the amount of data collected from field 
experiments have meant that the time and complexity has 
increased to the point that it has become difficult to 
obtain new knowledge. The experiments undertaken 
during this research required expert input and provided a 
large amount of graphical data and statistical analysis. 
The processes used in the experiments provided a 
benchmark for the comparison of the two data mining 
algorithms and are still useful in conducting basic soil 
analysis.  
The three statistical methods that provided 3D surface 
maps came with a formatting problem. The graphs where 
also produced in reverse to the actual physical location 
due the reverse of longitude and latitude data. This 
resulted in anomalies in the production of 3D graphs 
which resulted in the need to use analysis techniques 
which required visual comparison.  
This problem was a major draw back when submitted to 
DAFWA researchers and they required extra time and 
effort to compare traits. The creation of a correlation table 
for full normalized data sets outlined the significant 
relations that exist between the traits. This method of 
analysis provided a quick over view of the data and 
allowed DAFWA researchers to conduct further research 
into the relationships. 
6.2  Evaluation of data mining  
The application of data mining techniques has proven to 
be almost as accurate as standard statistical analysis 
techniques and with the increase in the number of 
instances this is projected to increase in accuracy. The 
WEKA data mining software provided a simple platform 
from which to undertake the research and comparison of 
the data set. The input of the data into data mining 
applications proved to be simple with the conversion of 
an Excel spread sheet into a CSV file and then an ARRF 
file.  
The two clustering algorithms used were also compared 
for ease of use and time taken to complete the analysis 
process for each of the five case studies.  The EM 
algorithm required a larger amount of input to setup for 
each clustering operation and required that the number of 
clusters set. Processing time taken to complete each case 
study was also significant when compared with 
FarthestFirst. The analysis of the results showed that EM 
only correctly verified the dataset on a single instance. 
The two soils - two traits was the case study that EM was 
as accurate as FarthestFirst, both grouped the two clusters 
the same with cluster 0 at 536 instances and cluster 1 at 
612 instances. The reason for this is unknown and both 
were one hundred per cent accurate on the actual data. 
The reason behind this requires further investigation.  
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Figure 7 Elevation, CaCO3 and pH of Grey deep 
sandy duplex soil. 
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Figure 8 Elevation, CaCO3 and pH of pale deep sand. 
 
 
92Case study one was the major outlier with a high rate of 
incorrect classification for both instances, with EM 
splitting the instances into even groups of 268 for cluster 
0 and 1. FarthestFirst grouped the instances more 
accurately than EM but still mis-classified 199 instances 
or 22 per cent of the dataset.   
The FarthestFirst algorithm provided a much more 
accurate tool for the verification of valid patterns and 
profile clusters when tested against the benchmark, with 
most cluster groups within four instances of the actual 
data. The FarthestFirst algorithm proved to be much 
simpler to use and required less processing time to 
complete each case study. The FarthestFirst algorithm, 
when applied to data sets, can establish valid patterns and 
soil profile clusters. The FarthestFirst algorithm was the 
most efficient technique in determining patterns and 
clusters when compared to standard statistical analysis 
techniques. 
The data mining application also provided a number of 
functions, such as visualize, where all traits were charted 
against each other and allowed for a quick analysis. This 
function was validated with the charting of the soil 
locations with the longitude and latitude data reflecting 
the initial data analysis graph created:  See figures 9, 10, 
11 for sample screen shots of WEKA analysis.   
 
Figure 9 Screenshot of WEKA data mining tool. 
6.3  Comparison between methods 
The two methods of soil analysis had advantages and 
disadvantages, with both providing accurate clustering of 
the experimental dataset. The accuracy of the data mining 
clusters method on the agricultural soils was dependant 
on the selection of the correct algorithm, and was shown 
to have a wide grouping within the two algorithms 
researched. The two methods researched showed that data 
mining can equal the verification of valid patterns when 
compared to standard analysis techniques.  
Analysis and classification of soil traits under the current 
system is very subjective with groups open to human 
interpretation. This human input means that clustering of 
similar soil types and traits can become less accurate and 
this can have an affect of the accuracy of analysis and 
knowledge gathering. The advantage found in the 
application of data mining techniques is that human 
interpretation is reduced and the data is clustered based 
on the actual information without bias.  
 
 
 
Figure 10 Screenshots showing initial analyses of all 
soils by WEKA.  
 
Figure 11 Initial analysis of Loamy gravel soil type by 
WEKA  
93Although data mining has a number of advantages over 
the current statistical methods, the WEKA software and 
process still has a number of problems. The research 
encountered a number of disadvantages that included 
selection of the current algorithm and the graph output 
being only in 2D with no provision for placing a third set 
of data on the visual display. The application of both 
methods still requires knowledge of the results required to 
allow selection of the correct techniques to provide new 
knowledge.  
Comparison of the two methods has shown that data 
mining is still not one hundred per cent accurate on all 
applications, when compared with standard statistical 
methods, but has shown to have greater benefits. The 
benefits of data mining include speed and increased levels 
of automation, but still do not provide all the analytical 
tools required for analysis of an agricultural soil database.  
6.4  Issues related to research 
During the course of conducting this research project 
there where a number of problems that had to be 
overcome. These problems included the application of 
data mining techniques, quantity of data, tools including 
WEKA and Excel, skills required to undertake the 
research, limited time and interpretation of results. 
The application of data mining techniques required a deep 
understanding of the process involved and required that a 
large amount of background research be undertaken 
before commencement of the research. The quantity of 
data is a problem when it is applied to data mining and 
statistical research with the data set size having a direct 
correlation with accuracy of outcomes.  
The problem of a small dataset was overcome by creating 
small subsets of known values to remove data size as a 
variable in the research process and to focus on the 
methods applied to that data. The tools used in the 
research included WEKA and Excel and were very 
effective for conducting this research. The tools were 
very complex to use at a higher level and this problem 
was overcome with the help of experts in the field and by 
background research. 
The interpretation of the research results was a complex 
process and did not focus on the relationships between the 
soils traits, but on the establishment of this relationship 
and their accuracy. The accuracy of each method and 
each algorithm was the corner stone of this research, with 
the methods used to determine these being critical to the 
research outcomes. The problem of establishing the 
accuracy of method was overcome by analysis of the 
grouping and numbers of instances in clusters. The 
comparison was then made to the actual number of 
instances in the clusters and the level of incorrect 
classification. The analysis of the relationships within the 
data traits, as it applies to soil science, is outside the 
scope of this research will be undertaken by DAFWA 
researchers. 
Due to the limited amount of time available to conduct 
the research only limited experiments were conducted in 
the effectiveness of clustering algorithms. The limited 
amount of data did not allow use of the full range of tools 
available, within the WEKA software, to be tested. Future 
research could be conducted to build on this research and 
analyse more of the functions and algorithms available in 
the WEKA data mining software. All the problems 
encountered during the research were overcome with the 
aid of experts in given fields and with perseverance.  
7  Conclusions 
The experiments conducted analysed a small number of 
traits contained within the dataset to determine their 
effectiveness when compared with standard statistical 
techniques. The agriculture soil profiles that were used in 
this research were selected for completeness and for ease 
of application to data mining. The soil original dataset 
was almost compete but still contained some missing 
values that had to be removed in a text editor because of 
the affect on the clustering process. 
Standard statistical analysis was used to establish a 
benchmark with pivot tables created using normal and 
standardized data. Pivot tables were then used to create a 
3D surface map, charting traits against longitude and 
latitude. Statistical techniques take soil types that have 
been classified that are the same to produce means and 
estimates to determine the properties of that soil type. 
Data mining clustering methods do not use that same 
assumption, but, rather than using these predefined 
classifications, assigns instances based on their values to 
provide an objective method of classification. 
The five case studies were designed to test the concept 
and methodology of data mining and to establish the 
accuracy of EM and FarthestFirst clustering algorithms. 
The two algorithms were selected because of these 
different methods of grouping the data into clusters. This 
process was done to allow another level of comparison in 
the research. The research outcome found that 
FarthestFirst algorithm grouped instances more accurately 
that the EM algorithm, when compared with the statistical 
benchmark. The results showed that FarthestFirst had a 
lower mis-classification rate, and classified case study 
two correctly, with limited error in case studies three and 
four.  
The accuracy of data mining depends on the amount of 
data used to create clusters, with the literature indicating 
that an increase in dataset size improves accuracy. Further 
research would look at increased dataset size to determine 
if this would increase the instance classification. This 
would create more focus on data mining and less on 
current statistical methods. There were a number of areas 
not explored by the research due to time limitations, such 
as the differences between the soil profile horizons within 
the same excavation site being of particular interest to 
DAFWA researchers. 
The recommendations arising from this research are: That 
data mining techniques may be applied in the field of soil 
research in the future as they will provide research tools 
for the comparison of large amounts of data. Data mining 
techniques, when applied to an agricultural soil profile, 
may improve the verification of valid patterns and profile 
clusters when compared to standard statistical analysis 
94techniques. The results of this research were passed on to 
the DAFWA researchers so they can determine if the 
application of data mining techniques may aid in their 
current and future soils research. 
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95    CACO3 OC  PH  clay  EC  ExCA  ExMG ExK ExNA  ExCEC 
CACO3 1.00           
OC  -0.05  1.00          
PH  0.44 -0.15  1.00         
clay  0.23 -0.19  0.42  1.00        
EC  0.32  -0.09 0.43 0.33 1.00       
ExCA  0.12 0.45 0.39 0.13 0.15 1.00      
ExMG  0.26 0.00 0.60 0.61 0.43 0.41 1.00     
ExK  0.30 0.03 0.64  0.33 0.40 0.45 0.46 1.00    
ExNA  0.27 -0.14  0.58  0.45  0.57  0.13  0.75  0.45  1.00   
ExCEC  0.19 0.09 0.69 0.57 0.28  0.62 0.84 0.60 0.65 1.00 
ExSUM  0.30 0.19 0.67 0.48 0.46  0.74 0.88 0.63 0.71 0.93 
ExESP  0.22  -0.27 0.28 0.32 0.45  -0.18 0.39 0.22 0.67  0.32 
ExH -0.77  0.82  -0.12  -0.20  -0.08  0.42  0.14  0.11  -0.11            0.00 
ExMN  -0.04 0.11 0.11 0.02 0.33 0.12 0.05 0.12 0.02  -0.28 
ExAL  -0.14 0.14  -0.49  0.08 0.09  -0.01 0.28 0.04 0.19  -0.14 
ExSAT_PC  0.25 -0.15  0.49  0.42 0.30 0.30 0.47  0.33 0.35 0.37 
ExBASE  -0.04 0.35  -0.02  -0.24 0.02 0.30 0.06 0.05 0.01 0.03 
ExCaP  -0.22 0.34  -0.24  -0.55  -0.32 0.28  -0.48  -0.16  -0.47  -0.20 
ExMgP  0.04 -0.24  0.08  0.52  0.08 -0.23  0.38 -0.06  0.15 -0.03 
ExKP  0.20 -0.12  0.13 -0.05  0.08 -0.05 -0.12  0.46  0.00 0.04 
 
   ExSUM ExESP  ExH  ExMN  ExAL  ExSAT_PC ExBASE ExCaP ExMgP ExKP 
CACO3              
OC              
PH              
clay              
EC              
ExCA              
ExMG              
ExK              
ExNA              
ExCEC              
ExSUM 1.00             
ExESP  0.29  1.00            
ExH  0.30 -0.23  1.00           
ExMN  0.10  0.00           0.00  1.00          
ExAL  0.19  0.12          0.00  -0.01  1.00          
ExSAT_PC 0.49  0.25          0.00  0.45  -0.47 1.00        
ExBASE  0.18 -0.10  0.76  0.03 -0.03  0.13  1.00     
ExCaP  -0.21  -0.69  0.27 -0.01 -0.11  -0.17  0.20  1.00    
ExMgP  0.08 0.19  -0.17 0.01 0.06  0.01  -0.16  -0.82 1.00   
ExKP  -0.03 0.07  -0.20 0.02 0.02  -0.02  -0.11  -0.05  -0.23 1.00 
Table 4 Correlation Table of Soil Data Traits  
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