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Let M be a reductive monoid with a reductive unit group G. Clearly there is
a natural G ×G action on M . The orbits are the J-classes (in the sense of semi-
group theory) and form a finite lattice. The general problem of finding the lattice
remains open. In this paper we study a new class of reductive monoids constructed
by multilined closure. We obtain a general theorem to determine the lattices of
these monoids. We find that the J; σ-irreducible monoids of Suzuki type and Ree
type belong to this new class. Using the general theorem we then list all the lat-
tices and type maps of the J; σ-irreducible monoids of Suzuki type and Ree type.
© 1999 Academic Press
1. INTRODUCTION
1.1. An algebraic monoid is an affine algebraic variety M defined
over an algebraically closed field K together with an associative mor-
phism mx M × M → M and a two-sided unit 1 ∈ M for m. M is an
irreducible algebraic monoid if M is irreducible as a variety. EM = e ∈
M  e2 = e is the set of idempotents of M . G = GM = x ∈ M 
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∃y ∈ M s.t. xy = yx = 1 is the unit group of M . An irreducible monoid
M is reductive if its unit group G is reductive. An irreducible monoid M
with zero is semisimple if G is reductive and dimZG = 1:
1.2. Let G0 be a simple algebraic group defined over an algebraically
closed field K. Consider a representation ρx G0 → GLnK. The lined clo-
sure:
M =Mρ = K∗ρG0 ⊂MnK:
M is an example of a reductive monoid with unit group G = K∗G0. We
refer to [3] for the theory of reductive monoids. The natural G×G action
on M is defined by g; ha = gah−1. The orbits are the J-classes (see [1, 1.3;
5, Proposition 3.6]) and form a finite lattice UM, when we define
J1 ≤ J2 if J1 ⊂ J2:
There is a cross-section 3 of idempotents eJ , J ∈ UM such that
eJ1eJ2 = eJ2eJ1 = eJ13J2 for all J1; J2 ∈ UM:
3∼= UM is called the cross-section lattice of M . Thus,
T = CG3 =

g ∈ G  ge = eg for all e ∈ 3}
is a maximal torus of G. If e ∈ 3, then
P = Pe = g ∈ G  ge = ege};
P− = P−e = g ∈ G  eg = ege}
are opposite parabolic subgroups of G and
RuPe = e = eRuP− 1:2:1
where RuP, RuP− are the unipotent radicals of P , P−, respectively.
Also
B = B3 = g ∈ G  ge = ege for all e ∈ 3};
B− = B−3 = g ∈ G  eg = ege for all e ∈ 3}
are opposite Borel subgroups of G, relative to T . The idempotent set of M ,
EM = x−1ex  x ∈ G; e ∈ 3};
and the diagonal idempotent set of M ,
D = ET  = x−1ex  x ∈ W; e ∈ 3};
where W is the Weyl group of G relative to T .
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1.3. The general problem of finding the cross-section lattice (when ρ is
not irreducible) remains open. Let us be more precise. Let S denote the
generating set of simple reflections of W . The monoid analogue of Coxter
graph is the type map λx 3→ 2S given by
λe = s ∈ S  se = es:
Then
D ∼= e;Wλex  e ∈ 3;x ∈ W };
with
e;Wλex ≤ f;Wλf x;
if e ≤ f , Wλex ∩ Wλf x 6= φ. More generally λ determines the abstract
monoid up to central extension. The basic problem then is:
1.4. Problem. Find all possible type maps for a simple algebraic
group G0.
We note that the general problem reduces to the case when ρ is com-
pletely reducible (see [3, Theorem 15.1]).
Let 3min denote the set of minimal elements of 3\0. If ρ is irreducible
of degree > 1, then 3min = e, e 6= 1. Let λe = I ⊂ S (see [1, Proposi-
tion 2.3] for description of I). We say that ρ is of type I. Then by [4], 3, λ
are constructed as follows. Let
3I =

eY  Y ⊂ S; no component of Y is contained in I
} ∪ 0;
ordered with respect to inclusion. Let e0 = 0, eS = 1. Let
λIeY  = Y ∪

s ∈ I  sy = ys for all y ∈ Y}:
1.5. Theorem [4]. Let ρ be a irreducible representation of type I. Then
3 = 3I , λ = λI .
2. MULTILINED CLOSURE
2.1. Now let ρ = ρ1 + : : : + ρm, where ρi are irreducible representa-
tions of degree > 1. Then the lined closure Mρ of ρ is contained in the
multilined closure,
M˜ρ = ⊕iαiρig  αi ∈ K∗; g ∈ G}:
We now proceed to determine the type map of multilined closure. Let ρi
be of type Ii ⊂ S, 3i = 3Ii , λi = λIi , i = 1; : : : ;m: Let
Im = I1; : : : ; Im;
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and consider the subset of 31 × · · · × 3m given by
3Im =
eY1; : : : ; eYm  Yi ⊂ λjeYj  if Yi 6= φ}:
Let
λImeY1; : : : ; eYm =
m\
i=1
λieYi:
2.2. Theorem. Let M = M˜ρ. Then 3 = 3Im and λ = λIm .
Proof. By Theorem 1.5, 3 ⊂ 31 × · · · × 3m. Let e = e1; : : : ; em ∈ 3,
ei = eYi , i = 1; : : : ;m. We claim that e ∈ 3Im . Otherwise for some Yi;
Yj 6= φ, Yi 6⊂ λjYj. Then for some simple root α, sα ∈ Yi, sα /∈ λjeYj .
Let P = Pe; P−e. Then the root subgroup
Xα ⊂ Ru
(
PλjeYj 
 ⊂ RuP;
since P ⊂ PλjYj. Hence Xαe = e. Since sα ∈ CW ei, Xα ⊂ CGei. Let
H = g ∈ G  gei = eig = ei}:
Since H is a normal subgroup of CGei and Xα ⊂ H, sα ∈ W H.
Now Q = CBeiH is a parabolic subgroup of CGei and hence
Q = CBeiWKCBei and sα ∈ K:
Since H is a normal subgroup of CGei, the component A of sα in Yi is
contained in K. Let fi = 3imin. Then ei ≥ fi and
Qfi ⊂ HBfi = HfiBfi = fiBfi:
Hence Q ⊂ Pfi = PIi . So A ⊂ Ii, a contradiction. Hence e ∈ 3Im . Clearly,
by Theorem 1.5, λe = λIme.
We now prove conversely that
3Im ⊂ 3:
For Y ⊂ S, let
eY = eY1; : : : ; eYm;
where Yi is the union of components of Y not contained in Ii. Then for all
i; j,
Yi ⊂ Y ⊂ λjeYj :
Hence eY ∈ 3Im . Clearly,
eYeZ = eY∩Z for all Y;Z ⊂ S: 2:2:1
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Let
Yˆ = eZ1; : : : ; eZm  Zi = 0 or Yi; i = 1; : : : ;m}:
We claim that
3Im =
[
Y⊂S
Yˆ : 2:2:2
Let 0 6= e = e1; : : : ; em ∈ 3Im , Y = λe. If 0 6= ei = eZ , then
Z ⊂ Y ⊂ λiei:
Hence Yi = Z. Thus e ∈ Yˆ , proving (2.2.2).
We now prove that 3Im ⊂ 3 by induction on m. If m = 1, this follows
from Theorem 1.5. So let m > 1. By (1.2.1),
e1; : : : ; em ∈ 3; ei = 1 or 0 for all j. 2:2:3
Let P , P− be the standard maximal parabolic subgroups of G, L = P ∩ P−:
Let T0 denote the identity component of the center of L. Then dimT0 = 1.
For i = 1; : : : ;m, let
E
(αρit  t ∈ T0; α ∈ K = 1; ei; fi; 0;
with Pei = P−fi = P (see [3; Corollary 10.19]). By (2.2.1) and
(2.2.2) it suffices to show that e1; : : : ; em ∈ 3. By induction hypothesis,
e1; : : : ; em−1; 0 ∈ ET1 where
T1 =
α1ρ1t; : : : ; αmρmt  αi ∈ K∗; i = 1; : : : ;m}:
Clearly
ET1 ⊂
mM
i=1
1; ei; fi; 0:
By (2.2.3), 1 = 1; : : : ; 1 covers 1; : : : ; 1; 0 and 1; : : : ; 1; 0 covers
e1; : : : ; em−1; 0 in ET 1. By [3; Theorem 6.20], it is a relatively com-
plemented lattice. Hence there exists e ∈ ET 1, e 6= 1; : : : ; 1; 0 such
that
e1; : : : ; em−1; 0 < e < 1:
So by (2.2.3),
e = e1; : : : ; em−1; em;
or
e = e1; : : : ; em−1; fm:
However
Pe1; : : : ; em−1; fm = P ∩ P− = L
is not parabolic. Hence e = e1; : : : ; em−1; em, completing the proof.
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3. APPLICATION
3.1. Now we use Theorem 2.2 to determine the types of the J; σ-
irreducible monoids of Suzuki type and Ree type (see [1, 4.1]). Assume
G0 is a simple algebraic group of type C2; F4; or G2 and σ x G0 → G0
an endomorphism of Ree or Suzuki type (see [1, 4.1; 6, Sect. 10]). As-
suming σT0 = T0 and σB0 = B0 with T0 ⊆ B0, we can arrange the
simple roots 1 = αi; βisi=1; (s = 1 or 2) for αi short and βi long so that
σ∗αi = paβi and σ∗βi = pa+1αi. Choose µ =
P2s
i=1 aiµi a dominant
weight. Then σ∗µ is also a dominant weight, and σ∗µ is not a multiple
of µ since σ∗ has no rational eigenvalues on XT ⊗R. Let µ′ = σ∗µ/pa.
Let ρ1x G→ GLV1 and ρ2x G→ GLV2 be the irreducible representa-
tions with highest weight µ and µ′, respectively, and let ρ = ρ1⊕ ρ2. Define
M to be the normalization of ρG0K∗ ×K∗:
Let G = ρG0K∗ ×K∗. Clearly
G ∼= K∗ρ1g ⊕K∗ρ2g  g ∈ G}:
By [3, 10.12], if M;η is a normalization of M ′ then M and M ′ have the
same cross-section lattice. Moreover, let T be a maximal torus of G. Then
T ′ = ηT  is a maximal torus of G′ and ET  = ET ′. So the multilined
closure Mρ and the J; σ-irreducible monoid M have the same cross-
section lattice, and then the same type map.
Let Mσ = x ∈ M  σx = x be the fixed points of M under σ . Then
Mσ is a finite regular monoid. It is J-irreducible. Let 3σ = e ∈ 3σe =
e. Then 3σ is the cross-section lattice of Mσ . The Theorem 4.11 of [1]
is also true for the J; σ-irreducible monoids of any type (more detail is
in [2]). We note that
3σ =

e ∈ 3  σPe = Pe iff σλe = λe}:
Since the cross-section lattice of multilined closure only depends on the
Coxter graph, the J; σ-irreducible monoids of type B2 and G2 have the
same cross-section lattices and the type maps. Hence it suffices to provide
a list of the types for J; σ-irreducible monoid of Suzuki type. In the
following list of the cross-section lattices 3, the elements in 3σ are denoted
by ; .
Let λ1 and λ2 be the type maps of ρ1 and ρ2, respectively. Then the type
map λ of the J; σ-irreducible monoid of Suzuki type is the intersection
of λ1 and λ2, that is,
λe1; e2 = λ1e1 ∩ λ2e2:
Hence it suffices to list λ1 and λ2 instead of λ.
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FIGURE 1
3.2. Case B2
(i) Let µ = kµ1, for k a positive integer. Then 3\0 is as follows.
See Fig. 1.
The types are:
(1) λi0 = λi1 = S for i = 1; 2.
(2) λ1φ = β; λ2φ = α. λ1α = α; λ2β = β.
(ii) Let µ = k1µ1 + k2µ2, for k1; k2 positive integers. Then 3\0 is
as follows. See Fig. 2.
The type maps are:
(1) λiφ = φ, i = 1; 2.
(2) λi0 = λi1 = S, i = 1; 2.
(3) λiα = α, i = 1; 2.
(4) λiβ = β, i = 1; 2.
3.3. Case F4
Let the Dynkin diagram be as
Since for any type map λ, it satisfies that λ0 = λ1 = S it suffices to
list all Hasse diagrams 3\0; 0; 1; 1 and λx 3\0; 0; 1; 1 → 2S .
FIGURE 2
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FIGURE 3
To make the Hasse diagram fit the space, we denote sα1 , sα2 , sβ1; and
sβ2 by a, b, c; and d, respectively.
(i) Let µ = kµ1, for k a positive integer. Then 3\0; 0; 1; 1
is as follows. See Fig. 3.
The types are:
(1) λi0 = λi1 = S, i = 1; 2.
(2) λ1φ = b; c; dy λ2φ = a; b; d:
(3) λ1a = a; c; dy λ2c = a; b; c:
(4) λ1ab = a; b; cy λ2cd = a; c; d:
(5) λ1abd = a; b; dy λ2bcd = b; c; d:
(ii) Let µ = kµ2, for k a positive integer. Then 3\0; 0; 1; 1
is as follows. See Fig. 4.
The types are:
(1) λi0 = λi1 = S, i = 1; 2.
FIGURE 4
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FIGURE 5
(2) λ1φ = a; c; dy λ2φ = a; b; c:
(3) λ1b = b; cy λ2d = a; d:
(4) λ1ab = a; b; cy λ2cd = a; c; d:
(5) λ1bd = b; dy λ2bd = b; d:
(6) λ1abd = a; b; dy λ2bcd = b; c; d:
(7) λ1bcd = b; c; dy λ2abd = a; b; d:
(iii) Let µ = k1µ1 + k2µ2, for k1 and k2 positive integers. Then
3\0; 0; 1; 1 is as follows. See Fig. 5.
The types are:
(1) λi0 = λi1 = S, i = 1; 2.
(2) λ1φ = c; dy λ2φ = a; b:
(3) λ1a = a; c; dy λ2c = a; b; c:
(4) λ1b = b; cy λ2d = a; d:
(5) λ1ab = a; b; cy λ2cd = a; c; d:
(6) λ1bd = b; dy λ2bd = b; d:
(7) λ1abd = a; b; dy λ2bcd = b; c; d:
(8) λ1bcd = b; c; dy λ2abd = a; b; d:
(iv) Let µ = k1µ1 + k2µ3, for k1 and k2 positive integers. Then
3\0; 0; 1; 1 is as follows. See Fig. 6.
The types are:
(1) λi0 = λi1 = S, i = 1; 2.
(2) λ1φ = b; cy λ2φ = a; d:
(3) λ1a = a; cy λ2c = a; c:
(4) λ1d = dy λ2b = b:
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FIGURE 6
(5) λ1ab = a; b; cy λ2cd = a; c; d:
(6) λ1ad = a; dy λ2bc = b; c:
(7) λ1bd = b; dy λ2bd = b; d:
(8) λ1cd = c; dy λ2ab = a; b:
(9) λ1abd = a; b; dy λ2bcd = b; c; d:
(10) λ1acd = a; c; dy λ2abc = a; b; c:
(11) λ1bcd = b; c; dy λ2abd = a; b; d:
(v) Let µ = k1µ1 + k2µ4, for k1 and k2 positive integers. Then
3\0; 0; 1; 1 is as follows. See Fig. 7.
The types are:
(1) λi0 = λi1 = S.
(2) λiφ = b; d.
(3) λia = a; d.
(4) λic = b; c.
(5) λiab = a; b.
FIGURE 7
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(6) λiac = a; c.
(7) λicd = a; c; d.
(8) λiabd = a; b; d.
(9) λiabc = a; b; c.
(10) λiacd = a; c; d.
(11) λibcd = b; c; d.
Where i = 1; 2.
(vi) Let µ = k1µ2 + k2µ3, for k1 and k2 positive integers. Then
3\0; 0; 1; 1 is as follows. See Fig. 8.
The types are:
(1) λi0 = λi1 = S.
(2) λiφ = a; c.
(3) λib = b; c.
(4) λid = a; d.
(5) λiab = a; b.
(6) λibd = b; d.
(7) λicd = a; c; d.
(8) λiabd = a; b; d.
(9) λibcd = b; c; d.
Where i = 1; 2.
(vii) Let µ = k1µ1 + k2µ2 + k3µ3, for k1; k2; and k3 positive inte-
gers. Then 3\0; 0; 1; 1 is as follows. See Fig. 9.
The types are:
(1) λi0 = λi1 = S, i = 1; 2.
FIGURE 8
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FIGURE 9
(2) λ1φ = cy λ2φ = a:
(3) λ1a = a; cy λ2c = a; c:
(4) λ1b = b; cy λ2d = a; d:
(5) λ1d = dy λ2b = b:
(6) λ1ab = a; b; cy λ2cd = a; c; d:
(7) λ1ad = a; dy λ2bc = b; c:
(8) λ1bd = b; dy λ2bd = b; d:
(9) λ1cd = c; dy λ2ab = a; b:
(10) λ1abd = a; b; dy λ2bcd = b; c; d:
(11) λ1acd = a; c; dy λ2abc = a; b; c:
(12) λ1bcd = b; c; dy λ2abd = a; b; d:
(viii) Let µ = k1µ1 + k2µ2 + k3µ4, for k1; k2; and k3 positive inte-
gers. Then 3\0; 0; 1; 1 is as follows. See Fig. 10.
The types are:
(1) λi0 = λi1 = S, i = 1; 2.
(2) λ1φ = dy λ2φ = b:
(3) λ1a = a; dy λ2c = b; c:
(4) λ1b = by λ2d = d:
(5) λ1c = cy λ2a = a:
(6) λ1ab = a; by λ2cd = a; c; d:
(7) λ1ac = a; cy λ2ac = a; c:
(8) λ1bc = b; cy λ2ad = a; d:
(9) λ1bd = b; dy λ2bd = b; d:
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FIGURE 10
(10) λ1cd = c; dy λ2ab = a; b:
(11) λ1abd = a; b; dy λ2bcd = b; c; d:
(12) λ1abc = a; b; cy λ2acd = a; c; d:
(13) λ1acd = a; c; dy λ2abc = a; b; c:
(14) λ1bcd = b; c; dy λ2abd = a; b; d:
(ix) Let µ = k1µ1 + k2µ2 + k3µ3 + k4µ4, for k1; k2, k3; and k4
positive integers. Then 3\0; 0; 1; 1 is as follows. See Fig. 11.
The types are:
(1) λi0 = λi1 = S, i = 1; 2.
(2) λi = 12S , i = 1; 2, where 12S is identity map from 2S to 2S .
FIGURE 11
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4. ONE PARAMETER CLOSURE
4.1. With the multilined closure one finds, for positive integers
p1; : : : ; pm, the one parameter closure which is defined as the closure oftp1ρ1g; : : : ; tpmρmgt ∈ K;g ∈ G}:
4.2. Problem. Find 3;λ for the one parameter closures.
This problem is still open!
4.3. Example. Let G = SL3K, S = s1; s2 the simple reflections of
its Weyl group. Let ρ1x A → A, ρ2x A → A−1t be of type s1, s2,
respectively. We can list the cross-section lattices of various one parameter
closures.
(1) For one parameter closure of tρ1 ⊕ tρ2, 3\0 is in Fig. 12.
(2) If p1 > p2 then the convex hull of the weights of the represen-
tation tp1ρ1 ⊕ tp2ρ2 is the same as the convex hull of the weights of rep-
resentation tp1ρ1. Hence the cross-section lattice of one parameter closure
of tp1ρ1 ⊕ tp2ρ2 with p1 > p2 is isomorphic to the cross-section lattice of
the J-irreducible monoid K∗ρ1G.
(3) For the same reason as above, the cross-section lattice of one
parameter closure of tp1ρ1 ⊕ tp2ρ2 with p1 < p2 is isomorphic to the cross-
section lattice of the J-irreducible monoid K∗ρ2G.
The J; σ-irreducible monoids of Steinberg and Chevalley type be-
long to the one parameter closure. Reference [2] gives a general theorem
for J; σ-irreducible monoids of type D2n. A complete list of cross-section
lattices of D24 can be found there.
Remark. Let M be the one parameter closure oftp1ρ1g; : : : ; tpmρmg  t ∈ K∗; g ∈ G};
where G is the simple algebraic group and ρi are the irreducible represen-
tations of G corresponding to the dominants weights χi. Let χ denote the
length of the weight of χ. Assume
pi0 χi0  = max

p1χ1; : : : ; pmχm
}
;
if pio χi0  > piχi for all i 6= i0 then M is J-irreducible. It has the same
cross-section lattice as the J-irreducible monoid of K∗ρioG.
FIGURE 12
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