A taxa de desemprego do SEADE/DIEESE, Brasil, e apresentada como uma media ponderada dos ultimos tIes meses. Se Xt representa a serie observada em urn certo intervalo de tempo, a serie publicada Yt e construlda, de forma aproximada, como uma media ponderada das liltimas observacy5es, i.e. , Yt = Overlapping aggregation
m-l t = m -1, m, m + 1, . .. with the restrictions that 2:= Wti = 1 and Wti � 0 for i=O every i and t. This problem is a special case of the overlapping aggregation or the usc of moving-average fi lters in time serie models. This paper studies the effect of using moving-average filters in time series models, assuming that the original series could be characterized by an ARIMA process. It is also studied the effect of this kind of aggregation on identification, estimation, prediction and on the seasonal and trend components of time series models as well as detecting turning points and on the dynamic relationship between variables.
Introduction.
Economic time series may be available in different time intervals and the assumed time unit in the model may not be the same as the time unit for the observed data. For instance, some series are reported on a monthly basis but sometimes they are presented as a ·weighted average of the last twelve months. This is a special case of the following situation: if Xt is the observed series the published series Yt , is given by The Soo Paulo State (Brazil) unemployment rate series published jointly by Funda�OO SEADE, the official statistical agency of Sao Paulo State, and DIEESE, a statistical agency affiliated to labour unions in Brazil, is a weighted average of the last three months values. These weights are the ratio between the sum of total unemployed people in three Consecutive periods divided by the sum of total labour force for the same period. From a pratical point of view, these weights could be assumed constant, because they can be approximated by weigted average of the unemployment rate, with equal weights. This SEADEjDIEESE unemployment rate means that in (2) W ti = 1/ m for every t and i. Therefore the index t will be droopped from the weigths from now on.
� ,----------------------------------------
The transformation used is a special case of ovelapping aggrega tion and/or the application of a linear filter, which have already been considered in the literature. Although most of the authors are more interested in the case of non-overlapping aggregation, for instance, the temporal aggregation which has been extensively studied in the literature (for a recent survey of the main results, see Wei (1990) ), the overlapping aggregation has been studied mainly with respect to sea sonality and seasonal adjustment (see Wallis (1974) ) and recently the effect of seasonal adjustment filters on tests for unit roots has been studied by Ghysels & Perron (1990) . As far as we are concerned, the effect of overlapping aggregation on identification, estimation, predic tions and on seasonal and trend components of time series models as well as detecting turning points, and dynamic relationship between variables, has not been studied as a unifi ed topic. The purpose of this paper is to try to answer some questions about all these effects.
The structure of this paper is as follows. In section 2 some results are presented on the effect of overlapping aggregation on the iden tifi cation of the time series model when the observed series can be adequately represented· by autoregressive integrated moving-average (ARIMA) models. Section 3 deals with the effect on trend, seasonal ity and turning points. In section 4, the effect on dynamic relationship is studied and in the last section some concluding remarks are made.
2. Effect on identification, estimation and prediction in time series models.
Suppose that the original series was generated by the ARIMA (p, d, q) process:
. (3 ) where B is the lag operator, such that BXt = Xt-l , wp(B) arid 8q(B) are polynomials in B of orders p and q, respectively, with the roots outside the unit circle. From (I) and (2) which follows an ARIMA (P, d, Q), where P::; p and Q::; q+m-l.
The inequalities are due to the possibility of common factors. The order of differencing remains the same because all the weights are nonnegative.
Model (4) can be rewritten as:
where WeB) = (1 + (wdwo)B + ... + (w m _ l /wo)B m -l ). Thus the transformation is a special case of non-overlapping aggregation (see Pino et. ali. (1987) , for example) or the application of linear filter (see Wallis (1974». Some considerations on the order of P and Q of the transformed series can be found in Pino et. ali. (1987) .
Since the original model is invertible, the necessary and sufi cient condition for the invertibility of (5) is that all the roots of W(B) are outside the unit circle. A necessary condition is Wm-1 < Wo, which is not obeyed by the filter with constant weights. In particular, the filter used by SEADE/DIEESE produce a noninvertible model. The general condition for the invertibility when m = 2 is
W1 < woo
For m equals to 3 the conditions are W 2 < Wo and W1 -W 2 < wo, which can be found in many textbooks. For m large it is easier to evaluate the roots than to look for general conditions. This condition is fulfilled for the SEADE/DIEESE series as long as the Labour Force is always increasing. However, since the Labour Force is slowly changing, this implies that all the roots of W(B) are near the unit circle and therefore this condition will be violated for pratical purposes.
The non-invertibility introduced by the filter can bring problems during the estimation and prediction stages, and it is similar to the problem of overdifferencing in time series models which has been stud ied by many authors, see among others Plosser & Schwert (1977) and Anderson & Takemura (1986) . As is well known in the overdifferenc ing problem, the spectrum vanishes at the zero frequency. In our case, it has an absolute maximum at the zero frequency; relative maxima at frequencies A = ( 2 ;;;;1 )1r
When m is large the first peak around the zero frequency dominates and the relative maxima at the other frequencies will become negligible. Also this filter will implies that the transformed series will preserve the low frequency component of the original series and attenuate or eliminate the high frequency component. Overdifferencing in times series models is related to the "pileup problem" in estimation, namely the existence of positive probabil ity mass on a unit root in an estimated moving-average, see Pesaran (1987) and Sargan & Bhargava (1983) . The pileup problem has seri ous implications for the estimation stage. Procedures which allow for the roots of the moving-average processes to be on the unit circle such as the ones developed by Pereira (1987) or Pesaran (1983) should be used in order to obtain exact maximum likelihood estimators.
Another problem related to the non-invertibility induced by the filters such as the one used in the unemployment series is the possi bility that the order of differencing could be reduced due to common factor restrictions between the polynomials W(B) and (1-B{ For instance, when all the weights are equal, m = 11 and d = 12, the ratio between W(B) and (1 -B)d will be (1 -B)-l , which will change the order of differencing to 1 and the resulting model will have a different order of differencing than the original one.
The effect of aggregation on prediction has been studied by many authors, mainly for the temporal aggregation problem, see among others, Tiao (1972) Cardoso-Neto (1990) . It is shown in the temporal aggregation liter ature that there is a loss of efficiency on prediction if the aggregated model is used instead of the disaggregated model. This is not the case for the overlapping aggregation where there is no loss of efficiency ig noring endpoint effects.
3.
Effects on trend, seasonal components and turning points.
This section examines the effect of a constant, equal-weights filter (?oS it is used in the SEADE/DIEESE series) on the trend and seasonal components of the model and also in the detection of turning points. The effects of the fi lter can be described both in time and frequency domain.
Following Wallis (1974) the effect in the time domain can be illustrated by the comparison of the original and the filtered series correlogram. Figure 2a compares the correlograms for the original series and figure 2b does the same for the published series:
The fi lter increases the autocorrelation. For the original series, the autocorrelations decay exponentially. Those for the transformed series also decay exponentially, but at a slower rate.
The (pseudo) spectral density function (s.d.f.) of the trans formed series is given by the s.d.f. of the original series mUltiplied by G(w) = J woW( e-iW ) J 2. Autocorrelation for original series the cycle of 3 months. Thus the transformed series is smoother than the original series. Also because this fi lter completely eliminates the frequency 27r /3, the filter will change the pattern of seasonality if the original series does have seasonal frequencies including 27r /3. Now assume that the original series can be represented as the sum of three components, namely, trend-cycle (Tt), seasonal (S,) and irregular (I,) components as 
Autocorrelation for published series
It is our goal to discuss the relationship between the components of the original and the transformed series. Initially we discuss the effect of the linear filter on the trend component. 3.1. Trend component.
In the time series literature the linear trend has been considered as a deterministic and/or a stochastic component. For the determin istic trend the effect of symmetric linear filter with W(l) = I is to leave this component unchanged, i. e. in the notation of the previous section Tt == Tt . For an asymmetric linear filter, as the one used in the SEADE/DIEESE series, this is no longer so. Even though the rate of growth remains the same the level, in the transformed model, will be given by the difference between the level and the rate of growth multiplied by (m -I) /2 of the untransformed model, i. e. if Tt = a + bt the Tt = a -b(m2"1) + bt. This implies a delay in the deterministic trend of at least half of a time period.
If the trend component is stochastic two models can be consid- For the transformed model it will be 2/3 for the lag one, 1/3 for lag two and zero for lags greater or equal to three. This implies that the transformed series will be smoother than the original one. For the local trend model without observational error, it is well known that the reduced form is an ARIMA (0,2,1) with the MA root given by _ ( q+ 2 l+�2+ 2 q) 1/2 where q is the ratio between the trend variance and the level variance, which is a number betwen -0.5 and ° if the trend variance is not zero. For the transformed model it will be an ARIMA(0,2,3) with MA roots given by (1 ± i.../3 )/2 and the other root is the same as the untransformed model. The same comments about the smoothness of the series also hold in this case .
. Therefore the effects of a linear filter on the trend component are: a delay in the series and/or greater smoothness of this compo nent. Next we turn to discuss the effects of the filter on the seasonal component.
Seasonal component.
Most of the literature on seasonality has focused on the design of adjustment filters, for instance, the X-11 procedure cr the U.S. Bu reau of the Census. Sims (1974) and Wallis (1974) study the effect on linear regression models when seasonally adjusted data or seasonally unadjusted data are used. The nature of the asymptotic bias due to the seasonal noise is used in order to get properties of the OLS esti mator in the linear regression model when adjusted and unadjusted data were used. Ghysels & Perron (1990) point out three undesirable effects due to seasonal adjustment using the X-11 procedure, namely:
(1) smoothing of series;
(2) distant autocorrelations produced by symmetric filtering; and (3) time variation of the X-11 filter.
They also consider the implications of using seasonal adjustment filters on the behaviour of the least-squares estimator of the sum of the autoregressive coefficients and on testing the hypothesis of a unit root in a simple univariate autoregressive model. They show the existence of a limiting upward bias when the X-11 filter is used. These four models represent the most commom univariate char acterization of nonstationary series with seasonality. As Bell (1987) shows, (11) is a special case of (12) below, when G -+ 1, B -+ 1 and s = 12:
(1 -B)(1 -B12)Yt = (1 -BB)(1 -GB12)at (12) and (10) is a special case of (13) when G -+ 1 and s = 12: (13) which shows that stochastic seasonality becomes deterministic, which is an undesirable proprety. Another problem with these four models, as pointed out in Har vey (1989) or Harvey & Pereira (1989) , is that the forecast function repeats itself every year, but the sum of the terms over a year will not, in general, be zero. Thus the predictions of the seasonal component are confounded with the predictions of the trend.
One of the models suggested by Harvey (1989) for the seasonal component St, which satisfies the defi nition of seasonality given in Harvey (1989) (which is that the estimated seasonal is that part of the series which, when extrapolated, repeats itself over one year time period and averages out to zero over such a time period) is:
where s is the period of seasonality.
Since the series is collected monthly and filtered with m equal to 3, the seasonal component of the transformed series will be given by which will have the first two undesirable effects shown by the X-11 filter. Even though the definition of seasonality is still fulfilled, the seasonal component will sum zero for every four periods which satisfies j == k (mod4) and k = 0,1,2,3, which will attenuate the seasonal component.
For quarterly series and m equal to 2 the filtered seasonal com ponent will be given by (16) and for the original series the seasonal component will sum zero for every four consecutive periods and for the transformed series, even though it still satifies this property, it will sum zero for every two nonconsecutive periods. So in the transformed model the seasonal dummies will be attenuated. Now consider the effect of the linear filter in the tradictional sea sonal models given by (8-11). For models (8) and (9) the transformed series will be given by:
and these series, for the seasonal component, will satisfy the definition of seasonality and will have the same property, i.e., the seasonal component will sum zero for every four periods which satisfies j == k (mod4) and k = 0, 1, 2, 3, as (16). But in comparison with (16), these series will be more erratic, since a first difference in needed in order to get the seasonal component, S, given in (16).
For the deterministic seasonal models given by (10) and (11), the transformed series will smooth the seasonal components since the new dummies coeficients will be an average of three of the dummies coeficients of the original series. It is possible to recover the seasonal coeficients of the original series if sand m are primes, but if m divides s the transformation between the two sets of coefficients will not be one-to-one and, therefore, it will be impossible to recover the original seasonal coefficients form the seasonal ones of the tranformed series.
For model (11) since the trend component is present the same remark made before, i.e., a delay in the deterministic trend of. at least half of a time period, applies.
Detecting turning points.
One of the main problem in time series analysis is to detect turning points as soon as possible and in a reliable manner. The turning points are easier to be detected in the transformed series than in the original series because part of the irregular component is filtered. But the filter affects the timing of the turning points. The transformed series can also be considered as the result of the application of a symmetric moving-average filter followed by a delay of one month. This means that although it could be easier to detect the turning points using the transformed series than the original series, the timing could be incorrect, as can be seen by fi gure 1.
Relation between variables.
Wallis (1974, 1978) and Plosser(1978) studied the effects of the use of seasonally adjusted series in single and system of equations models. Wallis (1974) is more theoretical and assumes that the sea sonal adjustment was done using a symmetric linear filter. The ra tionale is that some of the tradional seasonal adjustment programs like the United States Bureau of the Census X-ll Method can be roughly considered as an application of this kind of filter. Wallis (1978) presents an empirical study using real series and the main conclusions are:
(i) OLS will be inconsistent even if the same filter is used on all variables; and (ii) if the filter is used only on the regressors OLS will still be incon sistent. Plosser (1978) focused on demonstrating a methodology whereby seasonality can be directly incorporated into an econometric model. This methodology follows Zellner & Palm's (1974) tradiction which combines econometric models with the time series techniques. Two -important implications in this approach are:
(i) if an adjusted series is the objective, an economic model that incorporates seasonality may provide a better understanding of the s�>urce and type of -seasonal variation; and (ii) induding seasonality in an economic model avoids the necessity of using a seasonally adjusted data base, which may cause dis-tortions in the economic model and also in the interpretation of the results. Although the SEADE/DIEESE filter is not symmetric we can consider it as a symmetric fi lter applied to the original series with one time unit delay. However the SEADE/DIEESE filter is not in tended to eliminate the seasonality although it can elimante part of it. Thus, although Wallis's (1974 Wallis's ( , 1978 conclusions are applicable to the present situation they must be taken with due care.
Suppose that the variable Zt is related to the original series Xt by a distributed lag relationship. Two situations are analised, using Xt as a independent and dependent variable. In the first case the true data generating process is given by:
where the coefficients of the polynomial a(B) are required to converge to zero at a suitable rate. It is also assumed that a filter (1 + B + B2) is applied only to the Xt variable. Thus (19) can be written as
The second case x; is the dependent variable and the true data generating process is given by:
x; = 'Y(B)z; + J.lt (22) and applying the filter to (23) we have
To illustrate the infl uence of the filter take a(B) 'Y(B) =
(1 -1>B)-l , i.e., the coefficients of the distribution function decrease (24) is given by and are presented in Figure 4 , using ¢ = 0.8.
Notice that in the first case the coefficients do not converge to zero, but to (i) (¢ -1)/(1-¢ 3 )[for k == l(mod3)];
.:>verlapping aggregation (ii) .p( qhJ) /( l -.p3)[fut r fD ' k . 'iC :�( mo d3)]; and ( iii ) {i + ,p2(.p",: 1) ! (1 .... tt>3)}[f or k == O(mod 3)] which can be ve�y fQf�iom' zero. and. therefore implies an instability in a*(B)
In both cases ,the coeffi'tients ·are very different from the real val ues. In the origtbal equation the coefficient is equal to 1.0 at lag zero and decrease e�ponential!y to zero. When the transformed series is . the indeWlndent variable the coefficients also decrease exponentially but only aller lag 2, and starting from a higher level. When the transformecr'series is the dependent variable the coefficients do not e-, . decrease' to �ro and are negative for lags not multiple of 3. This implies that the long-run relationship between the variables is modified.
Conc i uding.reinarks.
The common tradiction of smoothing time series using linear fi l ters can have dramatic effects in the identifi cation, estimation stages and in dynamic relationship between variables.
In this paper some results were presented for univariate time se ries models and also for structural time series models, and the main conclusion that could be drawn is: Transforming series by means of linear filters change the behaviour of the components of the series and also inducing a delay which could be undesirable when the pur pose is to detect turuing points. From a practical point of view the SEADE/DIEESE series was used to ilustrate some of the points in this paper, and the reported series, which is the transformed one, should be used with the necessary care. (Received july 1992 . Revised october 1992 
