Abstract-A methodology based on mathematical morphology is proposed for efficient recognition of two-dimensional (2-D) objects or shapes. This novel approach is based on the introduction of a shape descriptor called the morphological autocorrelation transform (MAT). The MAT of an image is composed of a family of geometrical correlation functions (GCF's) which define its morphological covariance in a specific direction. The MAT has a particular useful and interesting property in that it is translation, scale, and rotation invariant, although the individual GCF is direction sensitive. It is shown that in most situations, a small subset of the MAT suffices for image representation.
I. INTRODUCTION HERE are basically two major steps involved in shape T recognition, namely feature extraction and classification. Conceptually, these steps are equivalent to the signal estimation and detection processes found in classical radar and sonar applications. However, the multidimensional nature of real-world objects makes the corresponding vision problem much more difficult. In general, extensions of one-dimensional (1 -D) detection techniques do not necessarily work well in higher dimensional (two-, or three-dimensional (2-D or 3-D)) spaces.
The initial, and most difficult, step in the classification procedure is that of defining a set of meaningful features. The selection of meaningful features has been tradition- IEEE Log Number 9200283. ally based on the structures which human beings use in interpreting pictorial information [ 11. Given that a shape descriptor has been chosen, the first step, therefore, is to represent the unknown shape using it. The chosen shape descriptor should be efficient in its use of computation, as well as faithful in providing a usable representation of the original shape. Once a feature set is established, the second step in the recognition process is the classification of the unknown shape based on the creation of a suitable measure. This usually involves the application of some criterion, such as minimum mean-square error (MMSE).
There exist a variety of representation schemes for 2-D shapes. Some examples are the chain code [2], the Fourier descriptor [3] , the method of moments [4] , the centroidal profile [ 5 ] , and quad-tree representations [6] . Recently, the use of morphological techniques [7] - [9] , for image analysis has become very popular as a consequence of the simplicity of many morphological operations. Some examples of morphological shape representation schemes are the morphological skeleton transform [lo] , [ 111, and the pattern spectrum (pecstrum) [ 121-[ 141. In addition, since most morphological operations are point-to-point operations (consider, for example, dilation, erosion, opening, and closing); parallel-processing techniques can be used to increase the processing speed. Correspondingly, this paper introduces a new shape representation scheme which can be implemented using simple morphological operations, and hence, is capable of providing real-time or near real-time performance for object recognition as well as for the determination of important geometrical parameters such as area, perimeter, and orientation of an image object.
Most of the aforementioned shape descriptors can be considered as first-order descriptors in the sense that only geometrical information such as boundary, area, and skeleton, is used in the representation. In this paper, a new 2-D shape representation scheme which is based on second-order geometrical information, and is related to morphological covariance, is presented and analyzed. In Section 11, the definition of morphological covariance [15] is presented with some of its characteristics. On this basis, the morphological autocorrelation transform (MAT) [ 161 is formally defined. Basically, the MAT is composed of a family of functions which are referred to as g e o m e t r i d 1057-7149/92$3.00 0 1992 IEEE -correlation finctions (GCF's) [17] . Note that the term MAT and GCF are sometimes interchanged in this paper, as a result of the fact that a MAT can be considered to be a family of GCF's. Then, some of the characteristics of this new shape descriptor will be discussed and examined. In Section 111, an integrated system is proposed which utilizes MAT for shape representation and recognition. It is shown that the MAT, or the family of GCF's, can be efficiently computed by a morphological correlator which is the core element of the proposed system. The computational complexity of this morphological correlator is also studied. Finally, in Section IV, the performance of the MAT as a shape descriptor is evaluated through simulation experiments.
SHAPE REPRESENTATION BY THE MORPHOLOGICAL
AUTOCORRELATION TRANSFORM (MAT) In this section, the mathematical definitions and properties of the MAT and its constituent elements, the GCF's are given. For this purpose, notation and terminology are first introduced.
Notation: R and 2 are defined as the sets of real numbers and integers, respectively. We assume that the domain of an n-dimensional function f is a subset of the domain space D = R" or 2". We also assume that the range o f f is a subset of the range space U = R or 2.
Hence, the Euclidean space E is equal to the Cartesian product D X U . Here, A, B , X, and Yare subsets of E or of D; and a, b, x, and y are points in the respective sets.
The covariance basically descends from the theory of random functions of order two, and it provides a measure of the second-order properties of a signal. The structuring element in this case is a pair of points separated by a certain distance and positioned at a certain angle. More specifically, in morphological terms, the covariance is defined, as in [ 181, [ 151, to be the measure of the eroded set by the structuring element B which consists of a pair of points separated by a distance equivalent to the amount of spatial shift, h, at an angle 4.
Let X be a deterministic compact set in R", with the structuring element, B' = (0, h } , composed of two single points separated by a distance h at an angle 4 relative to 0". The morphological covariance C(h) is defined [ 151 as the measure of the set X e B', which is X eroded by B'. If we consider the translation B! of B by x at an angle 4, point x belongs to the eroded set X e B iff x and x + h E X. Hence:
(1)
The covariance C(h) is given by'
'Notice that the "two-point'' structuring element is an effective way of computing the morphological covariance. A similar ''line'' structuring element used in linear erosion does not produce the same result when dealing with nonconvex shapes.
where Mes [XI is the Lebesgue measure of X , and c (x) is the indicator function associated with the set X. The Lebesgue measure of X is equal to the length, area, or volume of X for n = 1, 2, and 3, respectively. Hence, according to (2), the following properties of C(h) can be derived:
(6) Note that the notions of global covariance and variogram can be applied to any random set. In this case, let X be a compact random set. Then the covariance C(h) is
RI where c (x) is the indicator function associated with X, and the expectation is taken with respect to the random variable h. Thus
s where P {x} is the probability of the event x.
A. Delinition of MAT
For a continuous 2-D closed subset X of the Euclidean spaces E = R 2 , the MAT2 is defined as the set of GCF's:
Mes[X e B t ]

=
Mes[Y]
' O I 4 < 7 r (9) where B ; is the structuring element as defined above, and Y is a predefined standard binary shape (e.g., a square of size 200 by 200 pixels). For example, the MAT can be restricted to two particular directions, either vertical or horizontal. In this event, the MAT is composed of two GCF's, the vertical GCF and the horizontal GCF. The vertical GCF is defined as follows
Mes[X e B,(h)]
Kir/2(h) = where Bl(h) = (1, * , * . , * , l ) T
(1 1 ) and * denotes "don't care" conditions. The corresponding horizontal GCF is defined as 'Though the GCF degenerates to the standard 2-D correlation for a binary image, this is, in general, not true for a gray scale image (see (14) for gray scale images). Next, the definition of the MAT is extended to gray scale images or shapes. Letfbe a gray scale image signal defined on the Euclidean space E = R 2 . Then the gray scale MAT3 is defined as the set of gray scale GCF's:
where G : is the binary equivalent of a gray scale structuring function, e represents gray scale erosion, and Z is a predefined gray scale standard shape similar to Y of (9) for the case of binary input. 
I ) Examples:
In order to analyze some of the properties of the MAT, analytical formulas for the GCF are derived here for a few common shapes. Assume that a binary signal X, corresponding to the particular shape under study, belongs to the Euclidean space E , and the standard shape Y of (9) is equal to X. Let us begin with the first example, the rectangle shown in Fig. l(a) . Assuming that 'In this case, the equivalent of (2) is given as: Next, let us examine the example of the binary image of a disk with radius r , as shown in Fig. 2(a) . Again assume a spatial shift equal to h. Since the Euclidean disk is circularly symmetric, the GCF, K,(h), is the same for 0 = 4 = 27r. Therefore, we need only to evaluate one GCF. The GCF in this case is given by Fig. 2(b) . Since the disk is circularly symmetric, the GCF's are the same for all directions 4.
The third and last example that we will consider is the binary image of an annulus. It differs dramatically from the previous examples in that it is a nonconvex shape. Hence, the analytical expression for the GCF is very complex. However, the annulus being circularly symmetric, its associated GCF is rotation invariant. This means that all GCF's are identical for different values of 6.
The annulus is depicted in Fig. 3(a) with parameters rl and r2 representing the inner and outer radii, respectively. The derivation of the GCF is fairly involved, and is de- 
The functions SI, S 2 , S3, S4, and S5 are described by the following equations:
where
The GCF ( K i ( h ) ) of the annulus is plotted in Fig. 3(b) . Note that the width of the horizontal platform in the graph is approximately equal to the difference of the two radii, r2 and rl. From these examples, it can be observed in general that the complexity associated with the analytical expression of the GCF increases drastically for nonconvex shapes. Also, it is apparent that the formula for a curved shape is usually more complicated than that for a polygonal shape.
B. Properties of MAT
In this section, some of the global properties of the GCF family are examined. One concerns an interesting relationship between the envelope of the GCF and that of the GCF generated by the convex hull of the shape. This relationship will be demonstrated by considering the GCF of the binary shape shown in Fig. 4 . Since this shape is noncovex, one would expect a subfamily of its GCF's not to be smooth functions. In fact, generally speaking, if the input shape possesses repeated structures, the corresponding GCF will also exhibit some degree of periodicity. Here, we will call this kind of shape pseudoperiodic and the corresponding GCF a pseudoperiodic GCF.
In Fig. 4 , two GCF's of the nonconvex structure X are depicted. The one for 6 = 0" is indicated by the solid line and the one for 6 = 90" is indicated by the dotted line. In particular, KO@) possesses three local maxima due to the periodic nature of X. The envelope of the GCF at 6 = 0" can be found by connecting the points of local maximum of Ko(h) together. This is represented by the short-dashed line in Fig. 4 (b). Now let us consider the GCF of the convex hull, K:(h), of the structure X. This is simply a rectangle with dimen-
KA(h) given in the example for a rectangle. This is represented by the long-dashed line in Fig. 4 (b) and is given by the following equation:
Now assuming that b > 2a in the structure of ture X can be determined from K + (h) and a scaling factor F. The scaling factor F can be determined from the spatial shift, h, at which K ( h ) = 0, that is, in this case:
For example, if h = b , KO@) = 2 / 3 , then the equivalent spatial shift for K f ( h ) is given by h' = (2b + a ) / 3 . Substituting this value into (25) yields K f ( h ' ) = 2 / 3 , which is what is expected. Hence, we can see, in general, that the envelope of the GCF's of a nonconvex shape is related to the global or macrostructure of the shape under study.
In addition, the range of the GCF in the direction 6 is defined as the smallest a such that K+(h) = 0. Thus the range can also provide an indication of the local geometry of a shape. Next, we will investigate some of the basic properties of the MAT or GCF as a shape descriptor. These include possible invariance under translation, rotation, and scale change. As the case for other shape descriptors, these characteristics are important attributes, of which one should be aware when using the MAT for shape description.
Property I: The MAT of a signal is not in general unique to that signal.
Since the MAT contains only second-order information of a 2-D signal, the original signal cannot, in general, be recovered solely from the GCF. The GCF can be classified then as a noninformation preserving shape descriptor.
Property 2: The GCF is an even positive valued function.
That the GCF is an even positive valued function is quite obvious, since the GCF's evaluated at direction 4 and at direction 4 f ?r are the same.
Property 3:
The maximum value of the GCF occurs at the origin, i.e.,
This is the direct consequence of Property 2 . Property 4: The GCF is invariant under signal translation.
This follows since computing the GCF is a morphological operation.
Property 5:
A single GCF is not invariant under signal rotation. However, the family of GCF's, or equivalently the MAT, is rotation invariant. This is obvious because the GCF (as defined in ( 9 ) ) is direction dependent.
Property 6:
The GCF is not in general invariant under signal scale change. However, with some normalization, the GCF can be made scale invariant.
Property 7: The area of the shape can be derived from its GCF directly as (27) Property 8: The perimeter of the shape can be derived
from its GCF's as [15] , [16] :
" I ) Examples: Some examples are given to illustrate the application of some of the properties listed above. First, consider the case of the binary image of a rectangle as shown in Fig. l(a) and its GCF as given in (19) . We want to obtain its perimeter by using Property 8, which provides a relationship between the derivative of the GCF at the origin and the perimeter of the original shape. ) which is the expected result.
in Fig. 2(a) can be derived. This is outlined as follows:
Following the same procedure, the perimeter of the disk
Hence, setting h = 0 in (33), substituting it into (32), and carrying out the integration, yields
which agrees with the expected value.
SYSTEM DESIGN FOR SHAPE RECOGNITION
A. System Description
In this section, a practical shape analysis system based on the MAT is presented. Its block diagram is shown in Fig. 5 . In this paper, we assume that the sensed information is an image which corresponds to the 2-D projection of a 3-D real object. The first step is the acquisition of the input signal. After acquisition, the incoming signal is digitized through an A/D converter and then applied to the preprocessing module. The preprocessing module will then provide facilities for enhancement and restoration of the digitized image. The next step towards object identification is segmentation. Segmentation is a technique that partitions an image into disjoint regions. Various methods can be used for segmentation, such as thresholding, edge detection, and region growing. After segmentation, the region of interest is located and the main task of feature extraction follows.
The next three steps in Fig. 5 relate to the major tasks of feature extraction and description. These tasks are carried out using the geometrical correlation functions proposed in Section 11. If we want the system to be size invariant, the object or shape to be described must be prescaled before computing its MAT. To accomplish this, the 2-D signal representing the unknown object is linearly and isotropically scaled along the two mutually perpendicular coordinate axes, so that the resulting measure is equal to a predefined standard measure or M,. One scale factor which provides such a transformation for an area measure can be computed as follows:
where d is equal to n for a n-D binary signal. However, this section can be by-passed if size invariance is not needed. This option is clearly useful if, for example, we want to detect similar objects of different sizes. The next step in the block diagram of Fig. 5 is the morphological correlator. In this module, the MAT (or the family of GCF's) is computed and a subfamily of representative feature functions is selected according to some criteria such as maximum or minimum area under the curve. The selection of different criteria will be discussed in a later section. The GCF's that we obtain from the morphological correlator can provide us with information regarding geometrical properties of the unknown object or shape. For example, as noted, both the area and perimeter can be deduced from the GCF's. In addition, the orientation of the unknown shape can be estimated from the identities of the GCF's. This step is optional if the only objective of the system is to identify the object. The operation of the morphological correlator and the related estimation processes are described in greater depth in the next section.
The second-last module is the classifier. The purpose of the classifier is to decide which object is present based on the attributes of the unknown object relative to those of the reference set. During the classification step, the descriptor values from each of the segmented regions are compared and matched with the reference values, with classification made according to some decision rules. In here, a deterministic classifier based on the minimum distance criterion is adapted. A statistical classifier such as the one based on the Neyman-Pearson criterion may also be used if the statistical properties of the various shapes are known.
Finally, the outcome of the classifier is passed on to the last module which performs an action such as sending a feedback signal to a robot, or activating some other device.
B. Morphological Correlator
The morphological correlator is the heart of the proposed object identification system. Its block diagram is shown in Fig. 6 . The basic structure consists of rn parallel computation units which we label gcfo to gcfm-and a feature selection unit. The m parallel units compute the GCF of the unknown 2-D image signal for m different directions. The feature selection unit selects a small subset, mf where mf << rn, among the rn functions based on some predefined criterion. Note that the value of mf is related to the probability of misclassification. A smaller mf implies a more efficient representation, but one having a higher probability of misclassification.
One feature subset is based on the maximum and/or minimum area under the family of GCF's of a given object. The area under the GCF provides an indication of the geometrical symmetry of an object, i.e., the smaller the area, the bigger the change in correlation as the object is moved. This in turn implies that the dimension of the object in one direction is relatively smaller than that in the other. Other criteria, such as the slope at the origin of the GCF and/or the number of slope changes, can also be used. For the experiments presented in Section IV, the criterion based on the area under the GCF is used due to its simplicity of implementation.
Finally, geometrical information which might be useful for classification or decision making, such as area, perimeter, and orientation of the unknown input shape, can be obtained if necessary. This is done by using the GCF's available from the morphological correlator in correspondence to the operations indicated by the dashed box of Fig. 5 . Specifically, the area and perimeter of the unknown shape can be determined from (27) and (28), respectively. The orientation of the unknown object can be estimated from the angle associated with an individual GCF. This is done by comparing the angles associated with the corresponding reference object's GCF and those of the rotated and translated object's GCF. For example, a square rotated by 45" will result in a GCF evaluated at 0" , that looks like the GCF for the reference square evaluated at 45". Hence, differences between the angles associated with the two GCF's of the same shape give an indication of the orientation of the unknown object.
C. Computational Complexity
In this section, the computational complexity of the proposed shape descriptor based on the MAT is examined. Specifically, we will look at the complexity of the morphological correlator as well as of the related geometrical parameter estimation processes. These analyses will provide us with an idea of the implementation complexity involved, and thus of the potential implementation cost.
Let us begin with the morphological correlator of Fig.  6 . The parameter m represents the number of GCF's to be evaluated; and mf represents the number of feature GCF's that will be used for classification or recognition. Obviously, the smaller the mf, the less the computation requirement. This reduction, however, might come at the expense of a higher probability of misclassification due to inadequate representation of the original MAT. Hence, there is a trade-off between the complexity of the morphological correlutor and the performance of the resulting recognition system. However, more work needs to be done to quantify the trade-offs involved.
Here, the computation time or cycle time will be used to measure the computational complexity involved in the calculation of the GCF's. For the following analysis, we assume that the GCF's are computed using the hit-andmiss transformation [ 151. This implies that erosion is realized by fitting the two-point structuring elements into the input image, and probing the relation of the image relative to the structuring elements. Hence, the types of operations involved are comparisons, logical operations (AND), additions, and multiplications (for scaling and normalization). The definitions of the parameters used in the analysis are given as follows: 
The second stage of the morphological correlator consists of a feature selection unit where a subfamily of feature GCF's is selected based on a predefined criterion. Assume that the criterion based on the area under the GCF curve is used, as described in the previous section. Correspondingly, the types of operations involved are basically addition and sorting. The processing time C2 is given 
(44)
Hence, the computation involved in calculating the GCF is substantial. This is especially true for the case of serial implementation and/or where M and N are large. In short, it can be concluded that the major bottleneck in a recognition system based on the idea of GCF's is on the computation of the GCF's themselves. One possible solution to this problem is to compute the GCF's using a dedicated high-speed architecture. The problem of efficient and real-time implementation of morphological operations, and in particular, the morphological correlator, is addressed in another paper [ 191.
IV . PERFORMANCE EVALUATION
In this section, the performance of the MAT as a shape descriptor is examined by simulation. Experiments were conducted using twelve different shapes as shown in Figs. 7-9. These shapes were chosen to cover a wide range of practical objects. The reference MAT of each shape is shown in Figs. 14-25 of Appendix D.
In each graph, each GCF of the MAT is identified in the upper-right legend, in order of increasing slope, where slope is defined here as the slope of the GCF curve at the origin. For example, in Fig. 17 , there are only three curves, so according to the legend, the first curve actually represents two GCF's: gcfo (0") and g c -(90"). The sec- gives an indication of the degree of object symmetry. That is, the fewer the number of distinct curves, the more symmetrical the object. Hence, among the 12 test objects, the disk and the annulus are the most symmetrical objects, whereas the angle and the E can be seen to be the most nonsymmetrical.
A. Geometrical Interpretation
Next, we will examine correspondences between the actual geometry of the shape and its MAT. Fig. 14 shows the graphs of MAT of the reference object disk. Since the object disk is circularly symmetric, the shape of the MAT, K,(h), is independent of the angle 4. In fact, this particular object is rotation invariant by nature. Note that the object annulus is also rotation invariant. The difference between the disk and the annulus is that the slope of the disk's GCF is fairly constant, whereas it levels off between h = 40 and h = 90 for the annulus as shown in Fig. 15 . This is due to the fact that the area of overlap at that range of spatial shifts is fairly constant for the annulus. Now consider the test object socket which is depicted in Fig. 16 . The socket is basically a circular disk with a square opening in the center. Since the shape of socket is very similar to that of the annulus, we will expect the MAT of the two to be also very similar. This indeed is the case as we compare Figs. 15 and 16 . The fact that object socket has a square opening in the center causes its GCF to be less smooth than that of the annulus. This effect is more pronounced when we look at the MAT for the object square shown in Fig. 17. From Fig. 17, it can be seen that three distinct GCF's exist for the square, which is the reason why Fig. 16 also exhibits three distinct curves. In fact, Fig. 16 can be considered as the "SUperposition" (in a second-order sense) of Figs. 15 and 17. Next, the GCF's of the nut-shaped object of Fig. 8(a) are shown in Fig. 18 . Again, there is close resemblance between Figs. 18 and 15. Fig. 18 can also be considered as the "superposition" of Fig. 15 and Fig. 17 , except in this case Fig. 17 (the MAT of square) is the dominant one, whereas for the object socket (Fig. 16) Fig. 15 (the MAT  of annulus) is the dominant one. Fig. 19 shows the GCF's of the object frame which is very similar to that of the object nut (Fig. 18) . Again, this is expected since the only difference between the two objects is the shape of the central opening. The one with a circular center will obviously produce a GCF with slope transitions that are smoother than the one with a square center.
Up to now, we have examined the six most symmetric test objects and their respective GCF's. Generally speaking, as noted, it can be observed that the number of distinct GCF's relates to the symmetry of the object and the GCF of a particular object can be deduced from objects with similar geometry. Next, we will examine the remaining (more complex) test objects and their corresponding GCF's. Figs. 20-22 show the GCF's for the objects ellipse, rectangle, and triangle (Figs. 8(c), (d) , and 9(a)), respectively. These three objects can be considered as belonging to the same class in the sense that each possesses some form of half symmetry. Thus the number of distinct curves in each case is the same and is equal to five.
The final set of test objects is comprised of three nonconvex objects. These are the T, the angle and the E as depicted in Fig. 9(b)-(d) , respectively. The GCF's of these shapes are shown in Figs. 23-25 , respectively. The GCF's of this type (nonconvex) of object are usually not smooth and fairly complicated due to the overlapping of different components during shifting. This is especially obvious for the object E as indicated by the GCF's in Fig.  25 . In Fig. 25 , gcf4 corresponds to spatial shifting at an angle 4 = 90°, and three peaks are found at h = 50, h = 100, and h = 150. This implies that there exists some form of periodicity within the object under investigation. These three local peaks, in fact, correspond to the overlapping effect of the three horizontal bars of the object E with each other. This characteristic also appears in several other GCF's in Fig. 25 . The variation from one GCF to another is reasonable, since at different angles 4, the amount of overlap (and hence, the amplitude and the location of the peaks) will be different. This is illustrative of the fact that the GCF can provide us with information relating to the local structure of an object.
B. Simulation Results
Experiments have been carried out to study the performance of the MAT for 2-D object classification. The twelve reference shapes discussed earlier were arbitrarily rotated and translated before input to the proposed recognition system of Fig. 5 . Note that in most cases the rotation angle is purposely chosen not to coincide with any of the principle directions of the morphological correlator. Specifically, the amount of rotation (r) and translation ( t ) for each shape is as follows: disc (r: 170°, t: (20, 80)); annulus (r: 80", t: ( -100, 0)); socket (r: 9 0°, t: ( -10, -70)); square (r: 220°, t: ( -9 0 , -90)); nut (r: 45", t : (-56, 89));frame (r: 300°, t: (30, -90)); ellipse (r: 40", t : (SO, SO)); rectangle (r: -33", t: (67, -98)); triangle (r: 125", t: (-30, 40)); T ( r : loo", t: (75, -60)); angle (r: 7S", t: (SO, -90)); E (r: 50°, t : (-75, 0)).
Comparative experimental results are tabulated in the confusion matrix provided in Tables I-IV . Object scaling has not been implemented in these experiments since the system is assumed to be able to detect similar objects of different sizes. The classifier used is a simple deterministic minimum distance classifier, which in this case computes the sum of the squared distances, d(u, r) between the reference GCF, K i ( h ) and the unknown GCF, K:(h), i.e.:
where w(h) is a weighting factor for the h component of the GCF, and N is the maximum extent of the GCF. The weighting factor can be chosen to put varying emphasis on different components of the GCF. The contribution of particular components can be totally eliminated by setting w(h) = 0. For these results, w(h) is set to 1. Tables I-IV are organized in such a way that comparisons (the distance d(u, r)) between an unknown object and all the reference objects are listed in a column format. When all these columns are combined, a confusion matrix is formed. This allows easy examination of the performance of the proposed shape descriptor. Tables I and I1 list the results of detection using the maximum feature function and minimum feature function of the GCF's, respectively. In Table 111 , the detection results are tabulated using the sum of the maximum and minimum feature functions of the GCF's. Finally, in Table IV , the results are tabulated using the minimum of the maximum and minimum feature functions. The criterion for selecting the respective feature functions is based on the area under the GCF curve, i.e., the quantity A [ K , ] , where 
Yes
Hence, the maximum feature function, K,,,, is defined as
Similarly, the minimum feature function, K,,,, is defined as
and IV indicate that though the Euclidean distance between the two shapes are quite small, successful classification has been achieved. Relative to the ideality of the test, it should be noted that although noise was not added explicitly to the images, there is always inherent quantization noise associated with the square grid representation of digital images. That is, it is impossible to represent an object perfectly except perhaps for simple shapes such as a square in particular proper orientations. In addition, the experiments show that the minimum feature function alone is sufficient for use in identification. One conjecture that
From Table I , it can be observed that performance using the maximum feature function is not acceptable, as two objects are misclassified, i.e., object triangle is mistaken as object ellipse, and object E is mistaken as object T. From Table 111 , there is still one misclassification, as object triangle is recognized as object ellipse, again. Tables I1 and IV show that by using either the minimum can be made from the experimental results is that the minimum feature function is less sensitive to rotation than the maximum feature function, and, thus it is inherently more stable and reliable than the other GCF's. However, if the resolution of the angle 4 is increased (that is if more than 8 directions are used), the performance using the maximum feature function can be expected to improve.
feature function, or the minimum of maximum and minimum feature functions, all arbitrarily rotated and translated unknown objects are identified correctly. For similar, but nonidentical shapes such as nut and frame (note the similarity in Figs. 18 and 19) , the results of Tables I1 V. SUMMARY In this paper, a new 2-D shape descriptor has been introduced and its performance evaluated using 12 different test objects. This shape descriptor, which we call the MAT and its constituents, the GCF's, are based on the idea of morphological covariance and is thereby related to second-order geometrical properties of the object. In order to explore the characteristics of this new shape representation scheme, analytical formulas have been derived for a few common shapes. It has been shown that useful geometrical shape properties such as area, perimeter, and orientation of the object, may readily be derived from the MAT representation. An integrated system has been proposed which utilizes the concept of the MAT for 2-D shape recognition. Experimental results show that the MAT has great potential in shape representation and recognition of 2-D objects. Finally, a computational complexity study has shown that the computation burden of the proposed shape representation and shape recognition system lies in the computation of the MAT or the GCF family itself. Correspondingly, fast architectures has been proposed in a related paper [19] to be published separately, for possible real-time implementation of the MAT. . 1 1 . (a) A binary disk shifted by h . (b) Details of the overlapped area. 
APPENDIX B
The MAT of the binary disk can be determined by considering the illustrations of Fig. 11 . In Fig. 1 l(a) , the binary disk of radius r is displaced by an amount h, resulting an overlapping area A . According to Fig. ll(b) , the arc length y is given by APPENDIX C For the binary annulus of Fig. 12(a) , the MAT is derived assuming that r2 > 3 r l , where r, and r l are the radii of the outer and inner boundaries, respectively. The analysis is divided into six parts depending on the magnitude of the spatial shift.
1) For
This situation is illustrated in Fig. 12(b) . Let SI and S2 denote the overlapped area of the inner circles and outer circles, respectively, then the MAT is given by where SI and S2 are obtained by substituting r2 and rl into (B.3) of Appendix B . That is:
2) For 2rl I h < r2 -rl: In this situation, the two inner circles are embedded in the solid regions of the annulus and its shifted replica. Thus the area of overlap is simply SI -2 ( r r : ) where SI is the overlapped area between the two outer circles, and is given by the expression of ( C . 2 ) . The expression of the MAT for this region is given by 3) For r2 -rl I h < r2 cos 0: In this situation, the boundary of the outer circle intersects the inner circle. The cosine factor ensures that the amount of shift does not extend beyond the first half of the inner circle. This is illustrated in Figs. 12(d) and 13(a) . According to . 13. (a) The geometrical relationship for the situation in Fig. 12(d) .
(b) The geometrical relationship for the situation in Fig. 12(e) .
by Y = a r i -(~4 -~3 ) (C.5) where S3 and S4 are the areas of the sectors created by the intersection of the inside and outside boundaries as illustrated in Fig. 13(a) . Thus the area S3 is given by where S3 is the same as in (C.8). As seen from Fig. 13(b) , the form of S5 is basically the same as S3. That is:
(C. 14) rl S --(2a -sin 2a).
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Note that in this case 
