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ABSTRACT 
Time Course of Enzyme Catalyzed Re~ctions: 
The Stoichiometry A~ P + Q 
by 
Tamra Tuttle, Master of Science 
Utah State University, 1384 
Major Professor: Or. Elizabeth A. Boeker 
Department: Chemistry and Biochemistry 
The feasibility of using an integrated rate equation to ani1lyze 
the kinetics of a second-order, enzyme-catalyzed reaction has been 
investigated. The inducible arginine decarboxylase from Escherirhia 
coli B. was chosen for this study because it catalyzes an 
irreversible reaction with stoichiometry A~ P + Q, the simplest 
second order case. Values for five of the eight possible kinetic 
constants were determined from 21 time courses. Of the remaining 
three, the uncompetitive product inhibition constant for CO2 was shown 
to be between O and 0.06, while the values of the competitive product 
inhibiton for CO2 and the uncompetitive constant for arginine, 
agmatine and CO2 simultaneously do not appear to be appreciably 
different from zero. Initial rate analysis of the time courses gave 
similar results. 
Vii 
The results obtained by varying the initial agmatine 
concentration at a low initial arginine concentratiion were not 
consistent with the rest of the data. This appears to be due to a 
fundamental difference in the behavior of the enzyme under those 
conditions rather than to a prob 1 em associated with the analysis. 
(99 pages) 
INTRODUCTION 
The mechanism of an enzyme catalyzed reaction can be detennined 
from the kinetics of the reaction. The standard method of analysis 
uses initial rate determinations and derivative rate equations. The 
experimental strategy is to vary the initial substrate and product 
concentrations in all possible combinations. Most commonly, linear 
transformations of the derivative rate equations are then used to 
determine the values of the fundamental kinetic constants. Although 
well established and widely used, this analysis is limited to initial 
rates, which must be obtained by extrapolation. Since most of the 
information obtained by experimentation is not used, the method is 
inefficient. 
An alternative to initia l rate analysis is to use an integrated 
rate equation and study the complete time course of the reaction. 
Analysis of full time courses has several advantages: information 
from the entire progress curve is used, the data is more reliable, 
fewer experiments are required, and the analysis uses the results 
obtained directly, without extrapolation. Nevertheless, few studies 
of integrated rate equations have been made, and these center almost 
completely on first-order cases. Virtually no work has been done on 
second-order cases. The reason is simple: no general, 
mechanism-independent integrated rate equations have been available 
2 
for these reactions; i.e., there has been no theoretical framework for 
experimental results. Boeker (1983a-c) has recently obtained 
equations which are applicable to first- and second-order, catalyzed 
reactions, both reversible and irreversible. The equations depend 
only on the stoichiometry of the reaction and are suitable for all 
unbranched mechanisms. 
The goal of this work was to test the feasibility of using one of 
these equations to analyze the kinetics a second-order reaction. An 
irreversible reaction with the stoichiometry A -l> P+Q was chosen 
because it appears to be the simplest second-order case. The 
inducible arginine decarboxylase from Escherichia coli B was used. 
This enzyme catalyzes the reaction arginine • CO2 + agmatine. 
A reaction with the stoichiometry A-+ P+Q is not generally 
considered to follow second-order kinetics. However, the integrated 
equation for the reversible, catalyzed A~ P+Q reaction contains two 
logarithmic terms, characteristic of second-order reactions (Beeker, 
1983b). If the irreverisible reactions are considered to be special 
cases of the reversible reactions, the stoichiometry A • P+Q can be 
regarded as a second-order case. 
The experimental strateg ·ies employed were similar to those used 
in initial rate methods except that full time courses approaching 100% 
reaction were obtained and analyzed. Two types of experiments were 
done: those in which the initial arginine concentration was varied in 
the absence and presence of a fixed initial agmatine concentration, 
3 
and those in which the initial agmatine concentration was varied at 
fixed initial arginine concentrations. 
The time courses were then fit to the general integrated rate 
equation in order to determine the values of the kinetic constants. 
Routine checks for enzyme inactivation were included. 
The integrated rate equation used in this work was derived from 
the following general derivative equation for an irreversible A • P+Q 
reaction (Wong and Hanes, 1962; Boeker, 1983b): 
( l ) 
In this notation A, P, and Qare instantaneous substrate and product 
concentrations, t is time, e
0 
is the enzyme concentration and k cat 
is the catalytic constant or turnover number. The coefficients J, as 
defined by Boeker (1983b,c) are collections of microscopic rate 
constants which are defined for any particular mechanism by a 
King-Altman (1956) derivation. Jp, JQ, and JPQ are the competitive 
product inhibition constants; JAP' JAQ and JAPQ are the uncompetitive 
product inhibiton constan t s. The J coefficients are not all 
independent; only ratios such as J
0 
/JA, etc., can be determined. 
-
Conversions between the K notation and the J notation are presented in 
Table I for some of the kinetic constants. 
Notation used: A,P and Q are instantaneous concentrations of 
substrates and products; the subscripts o and e indicate the initial 
and equilibrium concentrations, respectively. tis time, e0 is the 
enzyme concentration and k~ tis the catalytic constant or turnover 
number. Vf is the usual maxi/nflm velocity in the forward direction 
while V is the maximum velocity of the reverse reaction. tP is the 
measuredr change in product (or substrate) concentration. The 
coefficients J, K, and Care defined in the text and in Table I. 
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Table I: Conversion of K Notation to J Notationa for Several 
Kinetic Constants 
K notation J notation 
KA or KM JiJA 
KP (competitive) Ji JP 
KQ (competitive) Jo/JQ 
Kip (uncompetitive) Ji JAP 
KiQ (uncompetitive) JA/JAQ 
aBased on Boeker (1983 b,c) 
Using this notation, the general integrated rate equation is 
presented in equation 2 (Boeker,1983 c) below: 
e t 
0 
C _ (JA-JP-JQ-JPQAo)Ao + [(JAP-JPQ)Po+(JAQ-JPQ)Qo+JAPQPoQo]Ao (
4
) 
1- JAkcat JAkcat 
2 2 
Cz = 










·A Po and Q0 are now initial concentrations. O' The analytical strategy 
was to determine the values of the coefficients C for each time course 
using a nonlinear regression technique. The dependence of each such 
coefficient on the initial substrate and product concentrations was 
5 
then analyzed according to equntions 3-6 in order to determinP the 
values of the fundamental kinetic constants. 
The inducible arginine decarboxylase from E. coli B was used for 
this project. Arginine decarboxylase is a pyridoxal-P dependent 
enzyme that has a pH optimum of 5.2 (Blethen et al., 1968; Boeker et 
al., 1969, 1971). Three determinations of KA for arginine at this pH 
have given values of 1.0 ~0.5 mM (O'Leary and Piazza, 1978), 0.65 mM 
(Blethen et al., 1968) and 0.56 mM (Gale, 1940); a manometric assay 
method was used in each case. A value of 0.53 mM for KA was recently 
determined using the same radiometric assay as in this work (Depusoy, 
1983). The maximum velocity, kcat' was found to be 0. 56 moles 
CO2/min/µ g protein (O'Leary and Piazza, 
1978) and 0.52 moles 
C02/min/µg protein (Blethen et al • , 1968). Agmati ne 
was found to be a 
com pet i ti ve inhibitor with .a value for Kp of 1.5 mM (Blethen et al • , 
1968). 
The active form of the einzyme is a decamer of identical sub uni ts. 
A second stable aggregation state, the dimer, is essentially inactive 
(Boeker and Snell, 1968; Nowak and Beeker, 1981). Dissociation of the 
decamer to the dimer occurs in buffers of less than 50 mM monovalent 
cations when the pH is 6. 5 or greater ( Boeker and Snell , 1968). Low 
protein concentrations and high temperatures favor dissociation 
slightly. Quantitative reassociation can be brought about by 
decreasing the pH and/or increasing the cation concentration. The 
presence of arginine and/or agmatine stabilizes the decamer. Under 
6 
the conditions used in th i s work, only the decamer of arginine 
decarboxylase should be present. 
A mechanism for the pyridoxa1-P decarboxylation of amino acids 
was proposed independently by Braunstein and Shemyaki n ( 1953) and by 
Metzler, lkawa and Snell ( 1954). The arginine decarboxyl ase reaction 
is assumed to follow this mechanism, as shown below: 
~+ 
The substrate specificity of the enzyme has been s.hown to lie in the 
decarboxylation step of the reaction rather than in the substrate 
binding step (O'Leary and Piazza, 1978). CO2, rather than H2co3 or 
HCO3, is liberated from the enzyme (Rothberg and Steinberg, 1957). 
At pH 5.2 the solubility of CO2 in aqueous solution is dependent only 
on its partial pressure. Under normal atmospheric contions CO2 is 
7 
quickly evolved, rendering the reaction essentially irreversible. 
The kinetic consequence of the Braunstein-Snell mechanism is that 
some of the terms in equations 1-6 become zero. If the 
decarboxylation step is truly 
invisible, equation 1 reduces to: 
irreversible, i • e. , 
If this step is detectable kinetically, equation 1 becomes: 
kinetically 
Only the terms JAQ and JAPQ are now missing. In both cases agmatine 
is designated as Q, the second product released. Both equations are 
consistent vlith the competitive product inhibition by agmatine 
observed by initial rate methods (Blethen, et al., 1968). The two 
mechanisms can be distinquished by determining whether the values of 
Jp, JPQ and JAP are significantly different from zero. If agmatine 
were released first, rather than CO2, the patterns of competitive and 
uncompetitive product inhibition would be reversed. 
If the products are released from the enzyme in a specific order, 
the terms JAQ and JAPQ occur only in unusual mechanisms such as one in 
which a stable enzyme form isomerizes. If the release is random, the 
terms 
of equation 1. However, Cleland (1968) suggests that such terms will 
8 
of equation 1. However, Gulbinsky and Cleland (1968) suggest that 
such terms will not be experimentally detectable and can be ignored. 
A mechanism with random product release therefore also gives a rate 
equation containing all eight denominator tenns. A random mechanism 
where equilibrium is established prior to product release lacks all 
uncompetitive inhibition terms (JAP• JAQ, JAPQ as well as the 
squared terms. 
9 
REVIEW OF LITERATURE 
It has been recognized for many years that progress curve 
analysis is a valuable technique for studying the kinetics of enzyme 
catalyzed reactions. The foundations of enzyme kinetics were built on 
the study of full time courses (Brown, 1902; Henri, 1902, Michaelis 
and Menten, 1913). In practice, little use has been made of the 
technique because no general , fundamental theory has been developed. 
It has provided an active area for theoretical studies. The 
literature covers four overlapping areas: derivation of integrated 
rate equations, analysis of progress curves, initial rate methods that 
depend on integrated equations, and experimental strategies to employ 
when collecting and analyzing time courses. 
Integrated Rate Equations 
The simplest case in enzyme kinetics is an irreversible 
first-order (A• P) reaction where the product does not inhibit. The 
derivative equation is the well known Mi cha el i s-Meriten equation. The 
integrated expression was first presented empirically by Victor Henri 
in 1902 and is sometimes referred to as the Henri equation. The usual 
form of this equation is: 




* The notation is defined in the Introduction. 
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This same equation was lat er derived by Walker and Schmidt (1944) and 
used in studies of histidine ammonia lyase. 
If the reaction is still irreversible but includes competitive 
inhibition by the product , additional tenns appear; i.e., the 
coefficients become more compl ex. The fonn remains the same: 
V t 
f 
This expression was first presented by Huang and Niemann (1951) and 
used in studies of chymotrypsin. Sch¢nheyder (1952) derived the same 
equation for acid phosphatase; his method of integration is included 
in his paper. Both enzymes catalyze reactions of the type A• P+Q; the 
investigators assumed that only one of the products inhibits. 
General derivative equations for enzyme catalyzed reacti ans 
include tenns for both competitive and uncompetitive inhibition by the 
product (Wong and Hanes, 1962) . Laidler and Bunting (1973) present an 
integrated equation for the stoichiometry A-+P when the product 
inhibition is only uncompetitive. In their review of progress curve 
analysis, Orsi and Tipton (1979) give an equation - for an irreversible 
A• P reaction which has tenns for both competitive and uncompetitive 
inhibition: 
1 1 
When the reversibility of a reaction is considered, the 
integrated equation becomes more complex. Alberty and Koerber (1957) 
considered only competitive product inhibition when deriving the 




A K K V 6P 
[~]t 
1 [l + _Q_ + A p (f)A J[-ln(l- A)] = [- -
KA "p KA KP V f V r p O 0 p - +-
KA KP 
In studies of phosphogl ucomuta se, Ray and Roscel 1 i ( 1964) used an 
equation which includes an uncompetive product inhibition term as well 
as the competitive inhibition term. The integrated equation which 
they present was simplified for detection of the uncompetitive term, 
Ki P, when experiments are performed at i den ti cal fractional reacti ans. 
Although they do not present the equation, Taraska and Alberty (1964) 
and Darvey (1972) allude to an equation with a term in (6P)2 for 
uncompetitive inhibition. This term was necessary in rationalizing 
results obtained with fumarase. 
Integrated, and most derivatve, rate equations are obtained by 
assuming that the concentration of the enzyme-substrate complex 
remains constant over the time course of the reaction. The validity 
of this steady state assumption was examined by Stayton and Fromm 
(1979). The differential equations for a reversible, A~ P reaction 
were integrated numerically, exclusive of the steady state assumption. 
12 
Time courses obtained by this technique were then compared to time 
courses generated by the integrated equations of Henri (1902), Huang 
and Niemann (1951) and Alberty and Koerber (1957), which depend on the 
steady state assumption. In all three cases, the results predicted by 
the integrated expressions fit those from the numerical solution 
between 5 and 90% reaction when the ratio of the initial substrate 
concentration to the total enzyme concentration was at least 100. 
While all three gave acceptable comparisons, Alberty's equation 
provided the best overall fit. 
Even though second-order mechanisms are of greater significance 
to enzymology, integrated expressions for these reactions have been 
considered less frequently since the results of the integration have 
proved to be formidable. Walter (1963) and Darvey and Williams (1964) 
have presented equations for several second-order mechanisms. Walter 
considers five mechanisms, al l of which are irreversible and have the 
stoichiometry A+B ~ P+Q. Darvey and Williams integrate equations for 
nine reversible mechanisms, i ncluding all three possible second-order 
stoi chi ometri es. Both sets of results are presented in terms of 
microscopic rate constants and thus depend explicitly on the original 
mechanism. The equations are enormously complex and, al though 
available for twenty years , have not been used to directly evaluate 
kinetic data. 
Additional integrated equations have been presented by Johnston 
and Diven (1969) and by Tosaka and Miyake (1982). Johnston and Diven 
l 3 
integrate the partial mechanism EP~E+P as the basis for an initial 
rate method. Tosaka and Miyake present an equation for oxygen 
diffusion in a spherical eel 1. 
Analysis of Progress Curves 
Analytical approaches used to determine the values of the 
fundamental kinetic constants from full progress curves are based on 
spec i fic integrated rate equations. Early investigators used linear 
transformations of the Henri equation in the same way that linear 
tranformations of the derivat i ve equation were used with initial rate 
methods. More sophisticated statistical and numerical approaches have 
since been developed to obtain the values of the constants; the 
development of these methods parallels the evolution of the digital 
computer. Which method or combination of methods will give reliable 
results in the most straightforward way remains to be fully assessed. 
The Henri equation (7) can be rearranged : 
vf 
l'iP - ------;-;----t - KA 
l + ------=--
l'iP I [ -1 n ( l -~P)] 
0 
This equation has the same form as the Michaelis-Menten equation and, 
therefore, the same three l "inear tranformations. Walker and Schmidt 
(1944) used a plot of l'iP/t vs [-ln(l- 6P/A
0






in initial rate analysis) to extract the Michaelis 
constants from time courses for histidine ammonia lyase. This 
procedure will give correct values of the Michaelis constants only in 
the absence of product inhibition. A procedure (Jennings and Niemann, 
1955) that accounts for product inhibition is discussed in the next 
section. 
Recognizing that the procedure is theoretically invalid, Atkins 
and Nimmo (1973) nevertheless performed a linear regression on 
simulated data plotted according to Walker and Schmidt, and found that 
the results were unbiased providing A
0 
was 1.4 x KA or greater. 
Stayton and Fromm ( 1979) found that such a plot should give distinctly 
non-linear results in the regions corresponding to less than 5% 
reaction and greater than 90% reaction, where the steady state 
assumption is not valid. 
If integrated equations for progress curves at different initial 
substrate or product concentrations are subtracted from one another at 
identical fractional reactions, the resulting expressions for t 2-t 1 
are considerably simplified (Ray and Roscelli, 1964; Schwert, 1969; 
Waley, 1982). Some of the kinetic constants can then be determined 
directly and substitution into 
calculation of the remaining constants. 
the original equation allows 
Schwert (1969) solved the 
integrated equations of Darvey and Williams (1964) at identical 
fractional reactions and evaluated the kinetic constants of lactate 
dehydrogenase with this technique. Unusual terms in the rate equation 
l 5 
can easily be detected. Th~ absence of an isomerization step in the 
phosphoglucomutase reaction was detennined thus by Ray and Roscelli 
(1964). 
Another approach to analyzing the entire progress curve is to 
integrate numerically the applicable steady-state rate equation (Bates 
and Frieden, 1973a; Markus and Plesser, 1976). The numerical solution 
can then be compared with the experimental data; parameters of the 
computed curve can be adjusted until the best visual fit is obtained. 
Glutamate dehydrogenase data 1fit by this method gave kinetic constants 
comparable to literature values (Bates and Frieden, 1973b). The 
method will not provide an estimate of the reliability of the kinetic 
constants obtained, and requires that the mechanism (i.e., the 
derivative rate equation) be known in advance. 
Integration of steady state rate equations produces an equation 
in which t is expressed as a complex function of 6P; this equation 
cannot be solved analytically for 6P in terms of t. Multiple 
regression methods for fit t ing the integrated equation find the 
coefficients in the complex function of 6P that minimize the error in 
t. However, most kinetic experiments are performed so that the 
experimental error appears in 6 P. In this circumstance, multiple 
regression methods are statistically invalid because they minimize the 
error in the "wrong" variable. Despite this, multiple regressions 
have been used sucessfully to analyze progress curves. Philo and 
Selwyn (1973) found that progress curve data from the soluble 
l 6 
mitochondrial ATPase reaction was best fit by multiple regression oft 
on a third order polynomial in l'iP. A multiple regression of L'IP on a 
polynomial in t gave less satisfactory results even when the 
polynomial was extended to eleventh order terms. 
An alternative to linear regression is a method known as non-
linear regression. Initial estimates of the parameters sought are 
required. The root, Mcalc• of the complex equation is found for each 
value oft by a numerical procedure such as Newton's method. Partial 
derivatives of 6 Pobs with respect to each parameter are determined at 
each value of L'i P b 0 S 
using the initial parameter estimates. 
Corrections for the parameter estimates are then found by multiple 
regression of 6 P b -L'IP 1 versus o s ca c the partial 
derivatives. The 
corrections are added to the i nitial estimates and the process is 
repeated until the corrections calculated approach zero. 
The application of non-linear regression to enzyme kinetics was 
proposed simultaneously by Johansen and Lumry (1961) and Wilkinson 
(1961) for initial rate methods. Two approaches which use these 
principles have been suggested by Cleland (1967). The first method 
analyzes each progress curve individually. The parameter values are 
then replotted against another experimental variable, such as A
0
, to 
obtain values for the kinetic constants. The second method analyzes 
whole sets of progress curves simultaneously. The values of the 
constants are obtained direct l y. Evaluation of the two methods shows 
that reliable estimates of the constants may be obtained from either 
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approach (Nimmo and Atkins, 1976). The direct method gives slightly 
better results but, in initial rate analysis, the repl ot method has 
been used more often. 
The use of non-linear regression in the an~ysis of progress 
curves has been suggested several times. The method was first used by 
Philo and Selwyn (1973) to check the results obtained by multiple 
regression oft on P for mitochondrial ATPase data. They found that 
the answers obtained by direct non-linear regression were not 
significantly different. Fernley (1974) developed a computer program 
based on the Henri equation. Nimmo and Atkins (1974) were persuaded 
to reanalyze their simulated time course data with Fernley's 
non-linear approach. The results obtained by the direct non-linear 
method were superior to those obtained previously using a regression 
based on Walker and Schmidt's (1944) linear transformation. 
Non-linear regression has 
reversible reactions (Darvey et 
been 
al . , 
fumarase-catalyzed conversion of malate 




Time courses of the 
to fumarate, 
all four of 
analyzed by 
the kinetic 
parameters predicted by the integrated equation of Alberty and Koerber 
(1957). 
At 1 ea st four other enzymes have been analyzed under 
pseudo-first-order conditions by non-linear regression. Muscle 
1 actate dehydrogenase was assayed in the presence of an excess of one 
substrate, pyruvate. Chori smate mutase-prephenate dehydratase from E. 
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coli , a bifunctional enzyme, and potato acid phosphatase have been 
analyzed directly (Duggleby and Morrison, 1977). The reversible , two 
substrate reaction catalyzed by aspartate aminotransferase was made 
pseudo-first-order and irreversible by recycling one product, 
0(-ketoglutarate, back to the substrate (Duggleby and Morrison, 1978). 
A BASIC computer program which will analyze any two parameter reaction 
by direct non-linear regression is available (Duggleby, 1981). 
Other application of non-linear regression to integrated rate 
equations are found in the literature. Progress curves of the 
allosteric yeast pyruvate kinase have been analyzed by non-linear 
regression using numerically integrated rate equations (Markus et al. , 
1981). Glucose determinations have been sucessfully made by analyzing 
hexokinase progress curves with the non-linear regression program of 




e-kt (Geren and 
Mi 11 et, 1982). Similar determinations of lactate using lactate 
dehydrogenase were unsucessful; the enzyme was found to be unstable. 
Use of Integrated Equations 
to Obtain Initial Rates 
Integrated rate equations can also provide a reliable means of 
obtaining initial rates. The majority of these techniques are known 
to be valid only for the first-order case. One technique has also 
been validated for second-order reactions using the integrated 
equations for the uncatalyzed reactions (Boeker, 1982). The 
integrated equations presented and the analysis used in these papers 
l 9 
have often later become a part of full progress curve analysis. An 
excellent example is the paper by Alberty and Koerber (1957). 
The use of integrated rate equations to determine initial 
velocities was pioneered by Foster and Niemann (1953) for analysis of 
chymotrypsin. The integrated equation of Huang and Niemann (1951) can 
be rearranged to the form of the Michaelis-Menten equation where 
Vf/[1-(KA/Kp)J is defined as Vapp and KA[l+(A0+P0 )/Kp]/[l-(KA/Kp)J is 
defined as Kapp_ Jennings and Niemann (1955) discuss an analytical 
method applicable to the three linear transformations of the equation. 
This method can be used i n the presence of competitive product 
inhibition as long as P is zero. The transformation corresponding to 
0 




was used by Foster and Niemann. They 
plotted P/t against [-ln(l- P/A
0
)]/t. If sever~ progress curves at 
different values of A
0 
are plotted, each v0 can be obtained by 
extra pol ati ng to the appropriate value of A
0 
on the x axis. The 
extrapolated values of v
0 
can then be used to determine values of KM 
and Vf in the usual analysis appropiate for this transformation. 
Several other initial rate methods have been suggested which use 
either integrated rate equations or full progress curves or both. 
Integration of the partial mechanism, EP == E + P yields the 
expression: ln(l- 6P/P ) = -v /P (Johnston and Diven, 1969). If P e o e e 
is known, v
0 




The initial rate can dlso be estimat ed from a direct linear plot 
(Cornish-Bowden, 1975, 1979). The first-order integrated rate 
equation, rearranged into the form of the Michaelis-Menten equation, 
can be rearranged again into a fom which shows the intercepts 
directly : 
app Kapp V __ _;_;___---:-;::--= 1 
6P/t - 6P/[-ln(l- ~p)] 
0 
A plot of yapp vs Kapp will have a y intercept of 6P/t = v
0 
when the x 
intercept -6P/[-ln(l - 6P/A )] = -P • v
0 
can be estimated graphically o e 
from a progress curve by approximating Kapp as 1/2{6P-Pe) and 
calculating values of Kapp and yaPP, which is 6P/t, for each point 
(t, 6P) on the progress curve. Plotting these values of Kapp and vapp 
creates numerous two-point lines with a common intersection. v
0 
is 
they intercept value of a line intersecting -Pe on the x axis and the 
intersection of the other lines. 
calculated using a digital computer. 
Exact values of Kapp can be 
Although complicated, this 
procedure gives reliable values of v
0
, provided Pe_is known. 
A single progress curve can be used to obtain kinetic constants 
by initial rate analysis. Tangents taken at various points on the 
progress curve give velocities and substrate concentrations (Yun and 





traditional initial rate analysis. A similar approach is to use 
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chords (Waley, 1981). The reaction must have no significant product 
inhibition. 





6P t KA . 2 2 ( K +p-) 
+- A o A 
0 
It can be seen that a plot of L\P/t vs L\P will have an intercept of v0 
(Boeker, 1982). The plot has been shown to be linear out to 50% 
reaction and is as simple as drawing a tangent on a progress curve. 
Similar results have been obtained for first- and second-order 
integrated rate equations characterizing uncatalyzed reactions under 
all possible initial conditions. 
Experimental Strategies 
The most common causes of decrease in reaction rate are: 
depletion of substrate, inhib i tion by products, approach to equilbrium 
and inactivation of the enzyme. The first three conditions are 
subject to kinetic analysis but the last, inactivation, usually is 
not. Selwyn (1965) describes a simple test to distinguish whether or 
not a decrease is due to inactivation. Progress curves determined 
under identical assay conditions with different enzyme concentrations 
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should be superimposable when plotted as 6P versus e
0
t. If the curves 
1 ewer curve is the curve at the 1 ewer separate, where the 
inactivation or some other process which cannot be analyzed 
kinetically is occurring. 
Laidler 9nd Bunting (1973) suggest that most cases of enzyme 
inactivation are first-order processes, and are independent of 
substrate and product bindi ng. Thus, if the decay constant of the 
first-order inactivation process can be determined, the progress 
curves can still be analyzed. In such cases, e
0 
is replaced with 
e
0
e-kt in the integrated rate equation. Cases where the inactivation 
results from binding of the substrate and/or the product can be dealt 
with in a more complex but similar fashion. 
A possible source of inactivation of an enzyme during a time 
course is that the enzyme is adsorbed onto the glass of the assay 
tube. Because the enzyme concentration is then less than it is 
assumed to be, plots of 6P vs e
0
t at diff erent enzyme concentrations 
will separate. The curve at the higher value of e
0 
will be lower. 
For adenosine deaminase, addition of bovine serum albumin to the assay 
solution eliminated this behavior and curves at different e 's became 
0 
superimposable (Osborne et al., 1978). 
General strategic rules for producing good progress curve data 
have been presented by Wharton and Szawlski (1982). Some of their 
do' s and don' ts are: 1. Clneck the pH before, during and after the 





Use at least two enzyme concentrations to check fur enzyme 
inactivation. 5. Allow long enough time courses to get a good 
estimates of Pe. 6. Minimize any non-enzymic reaction. This set of 
rules is a concise summary of the practical advice mentioned by other 
investigators and is worth implementing in any kinetic experiment. 
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MATERIALS AND METHODS 
Materials 
• • 
1_-arginine hydrochloride, glucose, DL-lactic acid ( 85%) , 
crystalline pyridoxal-5'-phosphate, and crystalline bovine serum 
albumin were obtained from Sigma. Agmatine sulfate, 99%, was from 
Aldrich. Bacto-tryptone and yeast extract were from Difeo. Omnifluor 
and !:_-(U-14c)-arginine were purchased from New England Nuclear. 
DL-(I- 14c)-arginine was obtained from Research Products International. 
Ion exchange chromatography was done on Whatman DE-52. 
chemicals were reagent grade. 
Growth of E.coli 
A 11 other 
E. coli B was grown according to the procedure of Blethen et 
al. (1968) and Beeker et al. (1969). Medium I of Beeker et al. (1969) 
was used for 125 ml and 1.2 5 l shake cultures. Carboys contained 20 1 
of Medi um I I. Smal 1 shake cultures were inoculated from agar slants 
and grown at 37° C on a rotary shaker unti 1 very cloudy, about 24 
hours. The small flasks were then transferred to the large flasks and 
grown for 12 hours. Carboys were inoculated with two large shake 
cultures each and grown at 30° C with gentle aeration. The carboys 
were harvested after 10- 12 hours with a Sharples continuous flow 
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centrifuge and the cells were stored frozen. Each carboy yielded 
25-30 g of wet cells. 
Purification of Arginine Decarboxylase 
Arginine decarboxylase was purified according to the procedure of 
Boeker et al. (1969). The enzyme obtained was concentrated to at 
least 8 mg/ml. Table II shows the results of a typical purification. 
The purified arginine decarboxylase was either refrigerated, for 
immediate use, or frozen in 1 ml aliquots. It was periodically 
filtered through a Gelman cellulose triacetate membrane, pore size 
0.45 um, to remove precipitate and contaminating micro-organisms. The 
prot e in concentration was determined after each filtration. 
Table II : Purif i cation of Arginine Decarboxylase 
Step in Purification 
Supernatant after 
sonic oscillation 
Supernatant from heat 
step 
Specific Activity 
(µ mo 1 es CO2/min/mg) 
25 
80 
45-60% ammonium sulfate 
fraction 220 





1.5 X 105 
8.9 X 104 
2.8 X 104 
% Recovery 






The protein concentration of crude solutions of arginine 
decarboxylase was determined by the method of Lowry et al. (1951). 
The concentration of the purified enzyme was determined at 280 nm 
using an extinction coefficient of 1.57 for a 1 mg/ml solution of 
(Blethen et al., 1968). A Beckman DB-GT spectrophotometer was used 
for all determinations. 
pH 
All determinations of pH were made on a Corning model 10 pH 
meter. Stock solutions of the assay components were made in 0.2 M 
sodium acetate buffer and adjusted to pH 5.2 for use. 
Activity of Arginine Decarboxylase 
The assay prodecure is based on the method of Morris and Pardee 
(1965) in which the evolution of 14co2 from L-(u-
14c)-arginine is 
measured. The enzyme was diluted as needed in 0.2 M sodium acetate 
buffer, pH 5.2, which contained 1 mg/ml bovine_serum albumin. All 
assays were done at 37 °c. To begin the reaction, 50 µ1 of the 
diluted enzyme, held at 4 °c, was added to 200 µJ of substrate 
solution which had been equilibrated at 37 °c. The final composition 
of the assay solution is shown in Table III. The 14co2 was trapped on 
an accordion-pleated piece of filter paper placed in the neck of the 
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Table III: Composition of Arginine Decarboxylase Assay Solution 
Compound 
sodium acetate, pH 5.2 
pyridoxal-P 
L-arginine hydrochloride 
bovine serum albumin 
L-(u- 14c)-arginine 
arginine decarboxylase 






diluted as necessary 
assay tube and soaked with 25 µl of ethanolamine:2-methoxyethanol 
(1:2). The reaction was stopped by adding 25 µl of 100% (w/v) 
trichloroacetic acid and the CO2 was allowed to absorb for at least 20 
minutes. The filter paper was then placed in a glass scintillation 
vial containing 10 ml of scintillation fluid. Th~ fluid was prepared 
by adding 10 grams of Omnifluor to 2 liters of toluene and 500 ml of 
2-methoxyethanol. Samples were counted in a Beckman LS 100 
scintillation counter. 
Specific activity was calculated using the percent of initial 
substrate converted to product. An exhaustion value was determined by 
28 
using 50 ul of concentrated enzyme (5-10 mg/ml). New exhaustion 
values were determined eacl'l time the stock solution of labeled 
arginine was prepared. Background counts were determined by counting 
a vial of scintillant complete with the ethanolamine soaked filter 
paper which had been incubated with assay solution mi nus the enzyme. 
The counts per minute obtained for the sample, less the background 
counts, were divided by the counts per minute obtained for the 
exhaustion. Multiplication of this ratio by the total number of 
umoles present gave the number of umoles converted to product. 
Time Courses of Arginine Decarboxylase 
Time courses of arginine decarboxylase were done at various 
initial arginine and agmatine concentrations. The procedure was based 
on the activity assay describE~d above, and included determinations of 
exhaustions and background. 200 ul of freshly mixed substrate 
solution was pipetted into each of a series of assay tubes. Both 
L-(u- 14c)-arginine and DL-(l- 14c)arginine were used. The final 
concentrations were 0.2 µCi/ml and 0.04 µCi/ml respectively. After 
adding enzyme to all of the tubes, the reaction was stopped at 
intervals which produced more-or-less equal increments of product. 
The time courses were designed so that the third point occured at 
approximately 20% reaction. Zero-time values were determined by 
adding the trichloroacetic acid to the substrate solution before the 
enzyme. Each progress curve had between 15 and 20 data points, each 
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measured in triplicate, and reached equilibrium in 60 minutes or less. 
Exhaustion and control tubes were started first and stopped last. 
Details of the conditions used in each time course are found in Table 
IV. 
Analysis of the Time Courses 
All time courses were first fit to the integrated rate equation 
by multiple regression analysis, using the Statistical Package for the 
Social Sciences (supported by SPSS), on the Utah State University VAX 
11 /780. Data between 5 and 85% reaction were used. Values obtained 
for the coefficients C of the integrated equation were then used as 
initial estimates for non-1 "inear regression where data from 5 to 95% 
reaction was analyzed. The results from the non-linear regression 
were used to deduce the kinet i c constants, as described in the results 
section. 
The non-linear regression program used for anlysis is based on 
the principles outlined by Johansen and Lumry (1961) and Wilkinson 
(1961). It was written by Kim Marshall in the USU Computer Services 
Center. The program solves a modified version of equation 2 which 
contains only Cf and c1. First (6P/A0 )calc• the root of the complex 
equation, is found for each observed value of e
0
t by a bisection 
method. Second, the derivatives d(6P/A0 ) 0bs/dCf and d(~P/A0 )obs/dC1 
are determined numerically at each value of (t P/A0 ) 0bs using the 
initial estimates of Cf and c1• Third, corrections to the initial 






















































































aDL(l-14c)-Arginine was used for these time courses. All others were 
done with _h-(u-14c)-Arginine. 
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)calc versus the two partial derivatives. Finally, 
new values of Cf and c1 are found by adding the correction factors to 
the original value. The whole precess is then repeated using the new 
values of Cf and c1• Iterations are continued until the difference of 
the absolute chi square values between sucessive approximations 
approaches 5 x 1•-5• A listing of the program is found in the 
appendix. 
Initial rate analysis of the time course data was done using 




is plotted against A
0 
(Cornish-Bowden, 1979). 
The initial rates, v
0
, were determined by the method of Beeker (1982). 
Time course data to 50% reaction was used. A sample initial rate 
determination is shown in figure 1. 
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0.0 0.1 0.2 0.3 0.4 0.5 
~P, µmoles 
Figure 1. Sample initial rate determination from a full time course. 
The initial arginine concentration was 2 mM. The enzyme concentration 
was 0.42 µg/ml. v
0 
was detennined to be 162 µmoles/min/µg protein. 
Only data from the first 50% of the reaction were used in the 




Time courses approaching 100% reaction were carried out as 
described in materials and methods. A sample time course done at an 
initial arginine concentration of 2 mM is shown in figure 2. The data 






is a dimensionless quantity, 
and using it makes the units of all the coefficients identical. e t 
0 
was used in order to make enzyme inactivation simple to detect 
(Selwyn, 1965; see literature reveiw). 
Determination of the Coefficients C 
The first step in analyzing the time courses was to fit each one 
by multiple linear regression analysis to the integrated rate 
equation: 
e t 6P 6P + !-c (6P)2 + k (6P)3 = Cf [ - l n ( l - A) J + ell (A) (2) 0 22A 33A 
0 0 0 0 
Four additional equations which omit one or more of the terms in 
equation 2 were also fit: 
e t 6P + C ( 6P) + k (6P)2 = Cf[-ln(l- A)] (8) 0 l A 2 2 A 
0 0 0 
e t 6P + C (6P) + k (6P)3 = Ci-ln(l- A)] ( 9) 0 l A 3 3 A 
0 0 0 
e t 6P + C (6P) = Ci-ln(l- A)] ( l O) 0 l A 
0 0 
e t = C ( 6P) + k (6P)2 ( 11) 














0.2 - 0 
Q 
0.0 I I I I 
0 4 8 12 16 20 
t ,-1 . e0t, µgm min 
Figure 2. Sample time course of arginine decarboxylase performed at 
an initial arginine concentration of 2 mM. Two initial enzyme 
concentration were used: 0.28 µg/ml ( 0) and 0.42 µg/ml (A). Each 
point is the average of three determinations. 
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The results obtained for c2 and c3 using equation 2 are presented in 
Table V. Similar r esults were obtained with equations 8, 9 and 11. 
No trend is evident for either coeffici ent. In general, th e square 
root of the mean square of the residuals was increased by fitting 
these terms; it was not decreased. Thus, neither coefficient appears 
to be significantly different from zero. 
This result is not surprising for c3. The term JAPQ (see 
equation 1) drises only in uncommon mechanisms; e.g., when a stable 
enzyme form isomerizes. An upper limit for c2 can be calculated form 
the time courses; this determ i nation will be discussed later. 
The values of Cf and c1 obtained from the multiple regression fit 
of equation 10 were used as initial estimates for a non-linear 
regression fit of the same equation. In most cases, resulting 
coefficients were not substantially different. Usually, no more than 
two or th r ee iterations were required. The largest difference between 
the values of Cf and c1 detenni ned by the two methods was 20%. The 
average difference was less than 5%. The values of Cf and c1 
determined by non-linear regression are listed in Table VI. 
Analysis of the Coefficients 
The second step of the analysis was to analyze the dependence of 
the coefficients, Cf and c1, on the initial arginine and agmatine 
concentrations. The dependence of the sum of Cf and c1 was also 
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c2/ 2 C3 c3/ 3 A Ao 0 
0.05 -0.7 -280 10 80,000 
0.2 -0.2 5 4 500 
0.5 -5 20 14 11 0 
0.5 10 6 24 -17 -140 
0.5 20 -1 -4 14 110 
0.5 40 36 140 -90 -720 
0.5 80 -21 -84 1 3 l 04 
-4 -4 14 14 
2 -3 0.75 8 
5 12 0.5 -11 -0.09 
5 40 -0.6 -0.02 -28 0.22 
10 4 0.04 _, -0.001 
10 40 -2 -0.02 15 0.015 
20 -93 -0.23 67 0.00 8 
20 40 -20 -0.05 -42 0.005 
30 -98 -0 .11 170 0.006 
30 10 -14 0.02 150 0.006 
30 20 51 0 .06 6 0.001 
30 40 -150 0 .17 .. 620 0.02 
30 60 -86 -0. l 320 0.01 
40 770 0.48 -1900 0.03 
aThese results were obtained from multiple regression analysis of the 
time courses using equation 2 as described in the text. The terms in 
Ao2 and Ao3 that appear in C2 and C3 (see p.4) have been factored out 
in columns 4 and 6. 
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Table VI: Values of Cf and c1 
a 
[Arginine\ [Agmatine] cf c, 
mM o -1 min -1 mM µg ml µg ml min 
0.05 ?. • 12 0. 11 
0.2 0.67 1.43 
0.5 0.99 1.60 
0.5 1 0 2. 03 1.87 
0.5 20 2.81 2.29 
0.5 40 4. 77 3.76 
0.5 80 8.42 6.90 
1.57 2.07 
2 1. 92 4.08 
5 1. 73 14. 5 
5 40 11. 0 6.78 
1 0 4. 98 20 .1 
10 40 12.0 23.6 
20 6.15 53.0 
20 40 18.9 36.7 
30 20 .2 44.3 
30 10 22.7 44.7 
30 20 28.7 47.3 
30 40 35.5 44.2 
30 60 38. 1 51. 9 
40 56.6 40.6 
aThe results were obtained by non-linear regression analysis of the 
time courses using equation 10 as described in the text. 
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considered. The theoretical dependence of this sum is: 
= Jo+JAAo + JPPo+JQQo+JPQPoQo+(JAPPo+JAQQo+JAPQPoQo)Ao 
JAkcat JAkcat 






as the Hanes 
transformation of the derivative rate equation ( equation 1), used in 
initial rate methods. A plot of Cf+c1 versus A0 , therefore, is 







The time courses were sorted into four "experiments": initial 
arginine concentration varied (1) in the absence of product and (2) in 
the presence of 40 mM i ni ti al agmati ne, and initial agmatine 
concentration varied at (3) 30 mM and (4) 0.5 mM initial arginine. 
Some time courses appear in more than one experiment. The dependence 
of the coefficients on the initial arginine and agmatine 
concentrations is plotted in figures 3-8. The theoretical dependence 
for each curve is included on the figures. In all cases, agmatine is 
represented as Q, the second product released; this is consistent with 
previous results (Blethen et al., 1968), but the designation is not 
meant to be conclusive. The actual mechanistic interpretation may be 
different. 
In general, the results shown in each figure are straightforward. 




is linear and the best fit 
line was determined by linear regression. The resulting slope and 
intercept values are shown i n Table VII. The values shown are taken 
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100 
C ·-E 80 Cf +Cl = J0 +40JQ + ,JA +40JAQ A 
~ JAkcat Jlcat 0 




~ u J A 
Cf+Cl = 
0 +-0-
+ JAkcat k 20 cat 
'+-u 
0 
0 10 20 30 40 
[Arginine]0 , mM 
Figure 3. The dependence of the sum Cf+c1 on the initial arginine 
concentration in the absence of initTal product (el and in the 
presence of a 40 mM initial agmatine concentration ( ~). The 
experimental conditions and determination of the kinetic constants are 
described in the text. The slopes and intercepts of the best fit 
lines are found in Table VII. The lines drawn were calculated from 
the values of the kinetic constants in Table VIII. Each point was 












(Jp+JQ) JPQ 2 
'+- C = + -- A + J k Ao u 7-Jlcat O A cat 
0 
0 10 20 30 40 
[Arginine]0 , mM 
Figure 4. The dependence of C on the initial arginine concentration 
in the absence of initial pro!uct (e) and in the presence of a 40 mM 
i ni ti al agmati ne concentration (Di'). The experimental conditions and 
determination of the kinetic constants are described in the text. The 
slopes and intercepts of the best fit lines determined by multiple 
regression analysis are found in Table VII. The lines drawn were 
calculated from the values of the kinetic constants in Table VIII. 








3 • • 
• 0 _.,.. __ -aop,,_, _ _.., _______ _, 
0 10 20 30 40 
[Arginine]0 , mM 
Figure 5. The dependence ·of c1;A on the initial ar~inine concentration in the absence of i~itial product (e) and in the 
presence of a 40 mM initial agmatine concentration ( ~). The 
experimental conditions and determination of the kinetic constants are 
described in the text. The s·lopes and intercepts of the best fit. 
lines are found in Table VII. The lines drawn were calculated from 
the values of the kinetic constants in Table VIII. Each point was 
determined from two time courses. 
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0 20 40 60 80 
[Agmatine]0 , mM 
Figure 6. The dependence of the sum Cf+c1 on the initial agmatine 
concentration in the presence of eitner 30 mM ( ) or 0.5 mM ( ) 
initial arginine. The experimental conditions and determination of 
the kinetic constants is presented in the text. The slopes and 
intercepts of the best fit lines are presented in Table VII. ThP 
lines drawn were calculated from the values of the kinetic constants 
in Table VIII. Each point was determined from two time courses. 
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cf = + J k Qo '+- Jlcat A cat u 10 
0 20 40 60 80 
[Agmatine]0 , mM 
Fi gure 7. The dependence of Cf on the initial agmatine concentration 
in the presence of an initial arginine concentration of either 
30 mM (A) or 0.5 mM (0). The experimental conditions and 
determination of the kinetic constants are presented in the text. The 
slopes and intercepts of the best fit lines are found in Table VII. 
The lines drawn were calculated from the values of the kinetic 



























JA-(Jp+JQ)-30JPQ + JAf JPQ Q 
JAkcat JAkcat 0 
A a _I>. u u 
JA-(Jp+JQ)-O.SJPQ JA~-JPQ 
0 
J k + Q 
A cat JA cat 0 
0 
0 
I l I I 
20 40 60 80 
[Agmatine]0 , mM 
Figure 8. The dependence of C /A on the initial agmatine 
concentration in the presence of a~ iRitial arginlne concentration of 
either 30 mM (~) or 0.5 mM (O). The experimental conditions and 
determination of the kinetic constants is presented in the text. The 
slopes and intercepts of the best fit lines are found in Table VII. 
The lines drawn were calculated from the values of the kinetic 
constants found in Table VIII. Each point was determined from two 
time courses. 
Table VII: Slope and Intercept Values Determined from Figures 3-8 
Intercept Intercept Slope Slope A~ Coefficient 
Figure Value Interpretation Value Interpretation Value Interpretation 
3 (upper curve) 7,83 ( J0 + 40JQ) 2. 41 (JA +JAQ) 
Jlcat JAkcat 
(lower curve) l.88 Jo 2.28 l 
JAkcat k cat 
4 (upper curve) 6.46 ( J
0 
+ 40JQ) 0.28 ( JP +JQ +40JPQ) 0,022 JPQ 
Jlcat Jlcat JAkcat 
(lower curve) 1.45 J 0 (JP+ JQ) 0,031 JPQ 0 
Jlcat JAkcat JAkcat 
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Table VII (continued): Slope and Intercept Values Determined from Figures 3-8 
Intercept Intercept Slope Slope 
Figure Value Interpretation Value Interpretation 
6 (upper curve) 64.7 (Jo+ 30JA) 0. 415 (JQ + 40JAQ) 
JAkcat JAkcat 
(1 ower curve) 2 .29 (Jo+ 0.5JA) 0. l 61 (JQ + 0.SJAQ) 
Jlcat JAkcat 
7 (upper curve) 20 .87 [J
0
+30(Jp+JQ)+900JPQJ 0.31 (JQ + 30J~ 
JAkcat JAkcat 
(lower curve) 1.08 [J 0 +0.5(Jp+JQ)+0.25JPQ] 0.093 (JQ + 0.5JPQ) 
JAkcat ' JAkcat 
8 a 1.46 [JA-(Jp+JQ)-30JPQJ 0.0033 (JAQ - JPQ) 
JAkcat JAkcat 





from the best fit lines, not f rom the lines shown on the plots, which 
will be discussed shortly. The dependence of Cf on A0 (figure 4) is 
defined by a quadratic equation in A
0
• The values of the coefficients 
of A
0 
were obtained by multip l e regression. When A0 was varied in the 
absence of product (figure 4, lower curve), the first-power term in A0 
was best fit with a value of -0.84. Since this result is physically 
meaningless, a second regression was carried out which assumed that 
the coefficient of A
0 
was zero; the results of this regression are 
shown in Table VII. 
Determination of Kinetic Constants 
The final step in this analysis is to determine values of the 
fundamental kinetic constants. 
Figures 3-8 are not all independent; any two are. Furthermore, the 
information is redundant; any two of the experiments shown should be 
sufficient to deduce values for all of the coefficients. Multiple 
determinations of all the terms can be obtained by considering all 
four experiments. 
For these results, Cf+c1 versus A0 (figure 3) and c,+c 1 versus Q0 
(figure 6) appear to be the better plots: the experimental points 
appear to have less scatter than those in the plots of Cf or c1/A0 • 
And, in most cases, the slopes of the Cf+c1 plots give a change which 
is a significant portion of the intercept. Cf+c1 is a more 
fundamental quantity than it appears to be; it is the first term of 
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the integrated equation when the logarithm term is expanded and the 
equation is written as a power series. This will be discussed in 
detail later. 
Initial estimates of the constants were obtained by averaging the 
values from the four experiments. Values were taken from the Cf+c1 
plots whenever possible. Addi tional values from either Cf or c1/A0 , 
but not both, were included .!..!_ the terms appeared to be estimated 
reliably. JPQ does not appear in Cf+c1; the value of 0.014 mM-l for 
Jpq/JAkcat was obtained from the slopes of c1/A0 versus A0 {figure 5a 
& b) and Cf versus Q
0 
{figure 7). The initial values are shown in 
Table VIII. Since the initial concentration of CO2 was always zero, 
JP occurs only in the sum {Jp+Jq) and JAP occurs only in c2• These 
terms did not appear to influence significantly the equations in which 
they occurred, and could not be estimated. 
These initial estimates were used to calculate lines for figures 
3-8. The value of Jq/J Akcat was used as a minimum value for the term 
{ J P +J Q ) / J A kc at • In the Cf+c1 plots, which lack the term Jpq/JAkcat• 
acceptable visual fits were immediately obtained. However, the lines 
drawn on the Cf plots were well above the experimental points and the 
lines on the c1;A0 plots were below them. The v~lues of the kinetic 
constants were therefore refined by a process of trial and error, as 
follows. 
A new value of Jpq/JA was calculated from the plot of Cf versus 
Q
0 
at 30 mM initial arginine {figure 7, upper curve). A value of 
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0.005 was calculated from the slope and intercept tenns. The values 
of the other constants were unchanged. This plot was used because 
JPQ/JA could be estimat ed independently of JAQ/JA. Decreasing the 
value of JPQ/JA improved the visual fit in all but the the lower curve 
in figure 7. If the estimate of (Jp+J
0
)/JA used in these calculations 
is correct, JPQ/JA must be -0.63 mM-l in order to fit the slope of the 
points on this plot. Values for the constants which fit most of the 
other curves will not fit this plot. Further consideration to this 
lack of fit will be given later. 
A slight change in JAQ/JA from 0.0027 mM-l to 0.004 mM-l improved 
the apparent fit in figures 3 ( upper curve), Sa, 6 ( upper curve) and 
8a. The fit of figure 8b was not improved by these adjustments; the 
experimental line is different from any predicted by values of the 
constants which will fit the rest of the data. Since the slope tenns 
and the scales in figures 8a and 8b are identical, it is clear that it 
is not possible to fit both si multaneously. Figure 8b is the result 
of varying the agmatine concentration at 0.5 mM initial arginine. The 
lower curve of figure 7 also resulted from this experiment. 
A final refinement, changing the value of J0/JAkcat from 0.068 to 
0.064 slightly improved the visual fit of fTgures 6 and 7; the 
remaining fits were not affected. Again the value of J 0/J icat was 
used as a minimum value for (Jp+J0)/JAkcat· A final list of the 
kinetic constants determined from this analysis is presented in Table 
VII I. The lines predicted by these values have been drawn on figures 












0.45 µmol es/min/ µg 
0.69 mM 
0.014 mM -1 
0.068 
0.0027 mM -1 
Final Value 
0.45 wmoles/min/ ug 
0.69 mM 
-1 0.005 mM 
0.064 





3-8. Ranges for the values of the CO2 constants wil 1 be discussed 
later. 
Initial Rate Analysis of the Time Courses 
In order to serve as a reference for the results obtained using 
the integrated equation, the time course data were also analyzed by 
standard initial rate methods, as described in Materials and Methods. 










versus Q0 are presented in 
figures 9 and 10 respectively.. In figure 9, agmatine shows a mixed 
inhibition pattern: the competitive component changes the intercept 
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C 20 ·-C ·-e> 
,<!, 
0 
0 10 20 30 40 
[Arginine]0 , mM 
Figure 9. Hanes plot of A /v versus the initial arginine 
concentration in the absence o? p~oduct (e) and in the presence of a 
40 mM initial agmatine concentration (~). Experimental details are 













0 20 'Q)1 
C ·-C 10 ·-e, 
L<{ I 
0 
0 20 40 60 80 
[Agmatine]0 , mM 
Figure 10. Hanes plot of A /v versus the initial agmatine 
concentration in the presience 0 o~ 30 mM initial arginine (b.) and 
0.5 mM initial arginine (O). Experimental details are given in 
Materials and Methods. Each point is the average of two 
detenni nations. 
53 
and the uncompetitive component, which is very small, changes the 
slope. The values of the kinetic constants determined from these 
plots are shown in Table IX. 
Sources of Possible Experimental Error 
The reliability of the determination of 100% reaction was checked 
by doing exhaustive time courses. The initial arginine concentrations 
used were 0.5, 10, 40 and 80 mM. 50 and 100 µl of concentrated enzyme 
(8 mg/ml) were used. The results were identical in all cases: the 
counts per minute value reached in 1.5 minutes remained constant over 
the entire 30 minute time course. No evidence of a back reaction was 
detected. The results obtained with 100 µl of enzyme were the same as 
those with 50 µl. 
















Since DL-(1- 14c) argini~1e was used as well as the L isomer, 
possible artifacts due to its decarboxylation were tested by comparing 
the CPM produced as CO2 with those remaining in solution after 
exhaustive decarboxylation. Exactly 50% of the possible CPM remained; 
the enzyme does not attack the D isomer. The final concentration of 
the D isomer in the assay solution was 1.7 nM; inhibition seems 
unlikely. Time courses done with both J&.( 1- 14) arginine and l(U- 14c) 
arginine, initial arginine equal to 30 mM and initial agmatine equal 
to 20 mM, gave i den ti cal results. 
The effect of random decay of 14c on the scatter in the data was 
considered. Samples from a single time course were counted several 
times at the 0.2 % standard error setting on the scintillation counter 
for a maximum of five minutes. Each counting run was treated as a 
separate time course. The curves were suuperimposable and the 
best-fit coefficients identical. Another possible source of scatter 
is the variability in size of the filter paper in each vial; this 
could cause slightly variable quenching. Quench corrections were not 
performed. 
To check for enzyme inactivation, the time courses were done at 
two different enzyme concentrations for every initial substrate and 
product concentration (Selwyn, 1965). In the absence of bovine serum 
albumin, time courses at two enzyme concentrations showed a distinct 
separation between the curves. The addition of serum albumin 
eliminated this behavior. However, time courses done at initial 
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arginine concentrations of 50 and 80 mM showed curve separation even 
in the presence of bovine serum albumin (figure 11). These curves 
plateau at less than 100% reaction, and the lower curve has the lower 
e0 , both indicative of inactivation. Neither time course was used in 
analysis. 
To examine this result, possible changes in pH over the time 
courses were monitored on a pH meter. The results are shown in figure 
12. Time courses at high initial arginine concentration showed an 
increase in pH while those at lower initial arginine concentration did 
not. The presence of agmatine did not appear to have any effect. The 
control experiment without enzyme also showed no change. This result 
is not unexpected; decarboxylation of arginine consumes protons. The 
predicted loss of activity corresponding to th~ pH changes observed is 
shown in figure 13. These changes in activity were determined from an 
activity versus pH curve presented by Blethen et al. (1968). It seems 
likely that the pH changes are responsible for the inactivation 
detected for initial arginine concentrations of 50 and 80 mM. A 
different assay buffer with higher buffering capacity was considered 
but not used since the literature values of the kinetic constants had 
been determined in the original buffer. The initial arginine 
concentration was instead limited to 40 mM or less. Values of Cf and 
c1 obtained at 40 mM were used in the analysis but the results were 
interpreted cautiously when the 40 mM point was critical as, for 
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Figure 11. Time courses at 50 mM (a) and 80 mM (b) initial arg1n1ne 
concentration. Enzyme concentrations of 8.3 µg/ml (0), 
5.6 µg/ml (t:.), 9.6 µg/ml (o), and 14.8 µg/ml (V) were used. Each 
















0 20 40 60 . 80 100 120 
time, min 
Figure 12. Change in pH over time for initial arginine concentrations 
of 80 mM ( •), 30 mM ( •), and 0.5 mM in the absence (e) and 
presence ( 0) of 80 mM initial agmati ne. (A) represents a control 
with 80 mM initial arginine and no enzyme. Time courses were 









40 60 80 100 120 
time, min 
Figure 13. The expected loss of activity over time due to the pH 
changes observed in Figure 12. The symbols are the same as those in 
figure 12. 
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The remainder of the time courses showed occasional separation of 
curves but, on closer inspection, showed no trend in the separations; 
the curves often intertwined rather than separated. This result is 
probably due to scatter introduced by the discontinuous assay method. 
All time courses used for analysis reached 100% reaction. 
The detection of possib .le enzyme inactivation during the time 
course of a reaction is necessary if a meaningful analysis is to 
result. In order to establish what level of inactivation were 
detectable, simulated progress curves for a single enzyme 
concentration were calculated. Assuming a first order inactivation 
process, -kt . e
0
e was substituted for e
0 
in the integrated equation. 
The inactivation constant, k was determined for 10, 25, and 50 percent 
total inactivation in a 20 mi nute time course. Using a time course at 
a 2 mM initial arginine concentration which was assumed to have no 
inactivation, new sets of e
0
t values were then calculated for each 
level of inactivation. The integrated equation was then solved for 
6P/A0 using the calculated e0 t values and a Hewlett-Packard 34C hand 
calculator. The estimates of Cf and c1 were those found in Table VI. 
Plots of the new 6P/A
0 
values versus the original e
0
t values are shown 
in figure 14. The reaction fails to reach lOO"i reaction when 
inactivation of 25% or more occurs over the time course; this failure 
can be used as a signal that inactivation is occuring. 
In order to assess the sensitivity of Selwyn's test for 
inactivation, simulated progress curves at two different enzyme 
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concentrations were calculated in order to assess the sensitivity of 
Selwyn1 s test for inactivation. The values of k used to obtain the 
curves in figure 14 were used for each value of e
0
t. The calculations 
were identical to those outlined above. Figure 15 shows the results 
expected when 25% inactivation occurs at the higher e
0
, and a 1.3 fold 
lower enzyme concentration is compensated for by a corresponding 
increase int. This should be detectable in the experiments presented 
here. For 10% inactivation, the difference in e
0
t is more critical, 
as shown in figure 16. With a 1.3 fold difference in curve 
separation is not apparent, although curves with a 10 fold difference 
in e
0
t obviously separate. A difference in the e
0
t values of 3 fold 
gives curves with almost as much separation as the 10 fold difference 
and would be easier to deal with experimentally. 
The difference in the enzyme concentrations used in the arginine 
decarboxylase time courses was 1.3 fold. Curves with a 10 fold 
difference were experimentally unrealistic; the low value of e
0
t would 
have required an assay time of several hours, inviting inactivation. 
Differences in the e
0
t values of 3 fold were attempted but time 
courses with initially high enzyme concentrations showed separation. 
In these cases, the higher e value gave the lower curve. This is not 
0 
characteristic of inactivation. And, both curves reached 100% 
reaction. These curve resembled those obtained before bovine serum 
albumin was added to the assay solution. The results are thought to 










... •· ---.... •····· _..---· 
.. •·~· 
.. ·····/· 
_ ... ··/· 
.y· ---------------------
. · ,,,,' 1/ 






o.o_....., __ ___, ___ ~---,......--...., 
0 9 12 
• min 
Figure 14. Simulated pro9ress curves which show 50°.(,(- - --) , 
25%(---), 10%(------), and no(--) inactivation. The curves were 
calculated assuming a first-order inactivation process and 
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• min 
Figure 15. The expected result of Selwyn's test when 25% inactivation 
occurs during the time course at a protein concentration of 
0.4 µg/ml (---). Detectably more inactivation occurs at 
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t 1-1 . e~0 , µgm min 
Figure 16. The expected result of Selwyn's test when 10% inactivation 
occurs during the time course at 0.4 µg/ml • The e
9 
values used were 
4 µg/ml (---), 0.8 µg/ml (---·--·), 0.4 µg/m (-- --), and 
0.3 µg/ml (--). The calculation is described in the text. 
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DISCUSSION 
Twenty-one different c:ombi nations of i ni ti al arginine and 
agmatine concentrations were used in this analysis. Three or four of 
these, done at low arginine concentrations in the absence of initial 
product, may have actually been unecssary. Initial velocities, as 
used in initial rate analysis, level off and become constant as the 
substrate concentration increases; the enzyme becomes saturated. 
Product accumulation, on the other hand, continues as the initial 
substrate concentration increases. High initial arginine 
concentrations, which are not helpful in initial rate studies, were 
useful and necessary for this analysis. Conversely, low initial 
arginine concentrations, which give evenly spaced increments in v
0
, 
reached approximately the same value of Pe and gave little new 
information. Initial arginine concentrations which were chosen at 
evenly spaced increments gave the most useful results. 
In an experimental sensei, it is more economical to use full time 
courses than initial rates. In principle, estimates of all of the 
kinetic constants can be obtained from three time courses: two at 
different initial substrate concentrations in the absence of product 
and one at one of same initial substrate concentrations and some 
initial product concentration. As an example, arginine decarboxylase 
time courses at l and 30 mM initial arginine and at 40 mM initial 
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in the presence of 30 mM_1 initial arginine were used to calculate 
values for the following kinetic constants with the following results: 
kcat = 0.48 umoles/min/mg, J0 /JA = 0.73 mM, 
JQ/JA = -0.10, Jp/JA = 0.10, JAQ/JA = 0.0025 
mM-1. The value for JAp/JA was calculated 
JpQ/JA ~ 0.0095 mM-l, 
mM-l and JAp/JA = 0.0070 
by assuming that the 
coefficient c2 is zero. The value for Jp/JA was determined by 
assuming that (Jp+Jo)/JA was not signifcantly different from zero. 
The negative value for J0/JA is the result of subtracting two large 
numbers. In practice, this method is clearly not as reliable as using 
more time courses; but it has been used to demonstrate that values for 
the kinetic constants can be obtained from relatively few experiments. 
Initial rate analysis of these time courses gave a value for kcat of 
0.48 umoles/min/ug and a value for J
0
/JA of 0.99 mM. 
The analysis used here to obtain the values of the kinetic 
constants is an attempt to find the best visual fit to all of the data 
simultaneously. Although crude, this procedure has some merit. A 
good "feel 11 for the data is obtained; i.e. how the value of each 
constant affects the fit of the predicted curve to the experimental 
points. The desirable method of analysis is a non-linear regression 
based fitting procedure which minimizes the sum of the squares of the 
residuals in all the data at the same time. However, a computer 
program which will do this using the integrated equation is not yet 
available. A computer fit, on the other hand, resembles a "black 
box"; time course data goes iin and kinetic constants come out. Any 
66 
intuitive feel for the accuracy of the constants would be lost. 
Some of the kinetic constants infiuence figures 3-8 more than 
others. The value of JPQ/JA has a large effect on the fit of the 




• This sensitivity 
is illustrated in figure 17. The c1/A0 plots are also inflenced by 
Jp 0/J Akcat, but 1 ess si gnifi cantl y. A sample of the ef feet of varying 
the value of JAQ/JAon Cf+c1 versus A0 is shown in figure 18. Both 
JPQ/ JA and JAQ/JA have very small absolute values, yet doubling these 
values can, in some cases, move the predicted line off a plot. 
From figures 3-8 , it appears that estimates of the sum Cf+c1 are 
somewhat more precise than estimates of either Cf or c1• Although 
hardly obvious, this result i s consistent with the fundamental theory. 
If the integrated equation (equation 10 is used for illustration) is 
written with the logarithmic term expanded as a Taylor ' s series, Cf+c1 
is t he coefficient of the first order term; i.e., the "straight line" 
portion of the plot: 
e t = C [-ln(l- t-P)J + C (6P) 
o f A l A 
0 0 
Likewise, Cf+c2 and Cf+c3 
are also fundamental quantities. They were 
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Figure 17. Effect of changing the value of JP /JA on the fit to the 
experimental data for Cf versus the initial a~ginine concentration at 
an initial agmatin_f concentration of 40 mM. Jhe values of JPQ/JA 
were: ~-008 mM- (upper curve), 0.005 mW ... (middle curve) and 
0.003 mM- (lower curve). The values of the remaining constants used 












0 20 40 60 
[Agmatine]0 , mM 
Figure 18. Effect of changing the value of JA /JA on the fit to the 
experimental data for Cf+c1 versus the initia9 agmatine concentration 
at an initial arginine concentratior of 30 mM. The values of J~g/JA 
for each curve were: 0.005 mM- (upper curve), 0.004 mM- (mi dle 
curve) and 0.003 mM- (lower curve). The values of the remaining 
constants used in the calculation were those shown in Table VIII. 
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not used in this analysis because c2 and c3 were not significant. 
The estimates of Cf (figures 4 and 7) appear to be somewhat more 
precise at low arginine concentrations (figures 4 and 7) than at high. 
The pH change at higher arginine concentrations would probably affect 
the shape of the progress curve toward the end of the reaction. This 
would affect the estimate of Cf more than c1 and could be a partial 




show more scatter at low initial arginine concentrations. The 
inherent precision in c1 appears to improve at higher initial 
substrate concentrations; i.e. the points become less scattered. The 
sum of Cf and c1 seems to compensate for the individual variability in 
Cf and c1. 
With the exception of figures 7 lower curve and 8b, the values of 
the constants found in Table VIII appear to fit all curves reasonably 
well. The results obtained by varying the agmatine concentration at 
0.5 mM initial arginine are fundamentally different from the other 
results. The slopes of figures 8a and b have the same theoretical 
interpretation, (JAQ-JPQ)/Jicat' and should have identical values. 
They clearly do not; the slope in figure 8b is 0.14 while the slope in 
figure 8a is approximately zero. It is impossible to fit both curves 
with the same set of kinetic constants. The values necessary to fit 
figure 8b do not fit the rest of the data while those which fit 8a 
wi 11 • 
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Since C1/A0 versus Q0 could not be fit at 0.5 mM A0 , either Cf 
versus Qo (figure 7, lower curve) or Cf+c1 versus Q0 (figure 6, lower 
curve) could be fit, but not both. Cf+c1 was fit preferentially; i t 
appears to be more reliable, and f i tt i ng Cf made for worse fits on 
several other plots. This choice is further supported when the value 
of 0.16 for (J 0 + O.SJAQ)/JAkcat obtained directly from figure 6 lower 
curve) is compared to that of 0.15 calculated from the values in Table 
VI I I. 
Apparently, there is a fundamental change in the behavior of 
decarboxyl ase as the initial arginine concentration arginine 
decreases. Values for JQ/J A and J AQ/J A of 
-1 0.04 and 0.07 mM were 
determined from figures 7 ( ·1 ower curve) and 8b using the other values 
in Table VIII. It appears that at low a"rginine concentrations 
competitive inhibition by agmatine has decreased and uncompetitive 
inhibition has increased. A mechanistic interpretaion for these 
results will be attempted later. 
In theory, it should be possible to determine the values of the 
product inhibition constants for CO2 without varying its 
concentration. However, because the coefficient c2 was indeterminate, 
the value of JAP/JA remains in doubt. A range for it can be 
determined by calculating an upper limit for c2• Assuming that the 
term (l/2)C 2(6 P/A0 )
2 would be significant if it contributed 20% to the 
prediction of et at 50% reaction for the time course at an initial 
0 
arginine concentration of 40 mM, where c2 is expected to be most 
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significant, c2 must be less than 96 ug ml-l min. c2;A0
2 which is 
(JAP+JAQ-JPQ)/JAkcat• must then then be less than 
0.06 ug min ml-1 mW2 • Using the values in Table VIII, JAp/JA appears 
to have a value between 0.03 and zero. 
from 
The term (Jp+J 0)/JA does not appear to be significantly different 
JQ/JA. In figures 3-8, the term (Jp+JQ) / JA was fit with JQ/JA as 
a minimum value. The curves containing this term would not be 
improved by i ncreasing its value. On the contrary, plots would only 
be fit bett er if the value of (Jp+JQ)/ JA were decreased. However, the 
term (Jp+J 0)/ JA does not appear to have a marked influence on the fit 
of the curves; the value of (Jp+JQ)/ JA could vary as much as 10% and 
the fit of Figures 4- 8 would not change much. Jp / JA, then, appears to 
be less than 0.01. 
The reported value for the competi t ive product inhibition 
constant for agmatine , JofJ Q or KQ, is 1.5 mM (Blethan et al., 1968). 
This investigdtion found the value to be 11 mM, a substantial 
difference. Furthermor e , an uncompetitive component for agmatine was 
not reported previously. These diff er ences can probably be accounted 
for by considering the experimental methods used to obtain the values. 
The radiometric assay used her e is more sensitive than the Warburg 
manometers used by Blethen et al. ( 1968) and the experimental 
conditions can be more r igorously controlled. There is also more 
glass surface area available in the Warburg flasks to which the enzyme 
could adsorb. This could result in a lower value for Finally, 
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the previous value was determined using initial rate methods by 
varying the initial arginine concentration at one fixed agmatine 
concentration of 1 mM. The and KiQ values reported here were 
and by progress curve analysis determined by initial rate miethods 
where both the initial arginine and agmatine concentrations were 
varied. The values determined by either analysis were comparable. 
Although the purpose of this project was not to investigate the 
mechanism of arginine decarboxylase, the results do bear on this 
question. The term JPQ/JA is definitely significant in the rate 
equation, as is the uncompetitive product inhibition constant for 
agmatine, JAQ/ JA. This makes the truly irreversible , ordered product 
rel ease mechanism and the random release mechanism with rapid 
equilibrium unlikely. The presence of a small; but significant value 
for JAQ/JA suggests that the mechanism is more complex than an ordered 
product release where CO2 is t he first product. A good possibility is 
a random release mechanism where CO2 is released first more often than 
agmatine. The results obtained by varying agmatine at 0.5 mM initial 
arginine suggest that as the arginine concentration decreases, 
agmatine is released first preferentially to CO2. It is conceivable 
that this shift in the mechanism occurs because the presence of 
arginine or agmatine is necessary to prevent dissociation of the 
( active) decamer to thE? (inactive) dimer; at low arginine 




Arginine decarboxylase catalyzes the reaction 
Arginine • Agmatine + CO2• For this reaction, twenty-one time 
courses at various combinations of arginine and agmatine were analyzed 
with an integrated rate equation. Values for five of the eight 
possible kinetic constants were determined: 0.45 umoles/min/ug for 
kcat' the catalytic constant; 0.69 mM for J 0 /JA, the Michaelis 
constant for arginine; 0.005 mM-1 for Jpq/JA, the competitive product 
inhibition constant for agmatine and CO2 simultaneously; 0.064 for 
J0/JA, the competitive constant for agmatine; and 0.004 mM-l for 
JAQ/JA, the uncompetitive constant for agmatine. Of the remaining 
three constants, the uncompetitive constant for arginine, agmatine, 
and CO2 simultaneously does not appear to be significantly different 
from zero. Ranges for the competitive and uncompetitive constants for 
CO2 are: 0 to .01 for Jp/JA and Oto 0.03 mM-l for JAp/JA. 
The sum of the coefficients Cf and c1 that characterize the 
integrated rate equation appears to be more reliably estimated than 
either Cf or c1 alone. In plots of Cf+c1 versus the initial arginine 
or agmatine concentration the experimental points show less scatter; 
the slopes of these plots give changes which are a significant portion 
of the intercept. These experimental observations are supported by 
writing the integrated equation as a power series. The coefficient of 
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the first-power term, which is most reliably estimated, is Cf+c1• 
From the results obtained by varying the initial agmatine 
concentration at 0.5 mM initial arginine it appears that a fundamental 
change occurs in the behavior of this enzyme at low arginine 
concentrations. A shift in the mechanism is suggested; agmatine may 
be released first more often at low initial arginine concentrations 
while CO2 may be released first more frequently at higher initial 
arginine concentrations. 
The results obtained here with arginine decarboxylase suggest 
that it is feasible to use an integrated equation to analyze time 
courses. The experimental and analytical methods used here should be 
suitable for other irreversible, A• P+Q reactions. They appear to be 
applicable to other first- and second-order stoichiometries as well. 
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NON-LINEAR REGRESSION PROGRAM 
COMMON /COEF / NA,A( 10) ,ADEL TA( 10) ,AMIN( 10) ,AMAX( 10) ,ASIGMA( 10) 
COMMON /DATUM/ NX,NPTS,X(5,200),Y(200),WT(200) 
DIMENSION FMT(15) 
NX NUMBER OF INDEPENDENT VARIABLES (X1 S) 
NA NUMBER OF PARAMETRIC VARIABLES (A1 S) 




NITER MAXIMUM NUMBER OF ITERATIONS (DEFAULT 25) 
TCHI MINIMUM CHANGE BETWEEN CHI SQUARES (DEFAULT 0.00005) 
READ(5,10) NX,NA,MODE,NITER,TCHI,FLAMDA,FMT 
FORMAT(4I3,2F8.0 / 15A4) 
IF (NITER .LE. 0) NITER=25 
IF (TCHI .EQ. 0) TCHI=0.00005 
IF (FLAMDA .EQ. 0) FLAMDA=0.01 
WRITE(6,20) NX,NA,MODE,NITER,TCHI,FMT 
FORMAT( 1 lNUMBER OF INDEPENDENT (X} VARIABLES 1 ,15 / 
* ' NUMBER OF PARAMETERS HJ THE EQUATION ', 15 / 
* ' MODE FOR WEIGHTING DEPENTENT VARIABLE' ,15 / 
* 1 MAXIMUM NUMBER OF ITERATIONS 1 , 15 / 
* 1 MINIMUM DIFFERENCE BETWEEN CHI SQUARE1 ,Fl0.5 / 
* 1 INPUT FORMAT - 1 ,15A4 / 'O I A(I) ADELTA(I 
*) AMIN(!) AMAX(I)1  



































FORMAT ( 4F10. 0) 
IF (ADELTA(J) .EQ. 0) ADELTA(J)=O.l*A(J) + 0.01 
IF (AMIN(J) .EQ. 0) AMIN(J)=-1.0E35 
IF (AMAX(J) .EQ. 0) AMAX(J)=l.OE35 
WR !TE ( 6, 210) J , A ( J ) , ADEL TA (J ) , AM IN ( J ) , AMAX ( J ) 
NPTS=O 
WR !TE ( 6 , 50 ) 
FORMAT('ORAW DATA X(l) X(2) •.. Y WT1 ) 
NPTS=NPTS + 1 
READ( 10, FMT, END=l20) ( X (I, NPTS), I=l, NX), Y( NPTS), WT( NPTS) 
WR IT E ( 6 , 210 ) NP TS , ( X ( I , NP TS ) , I = 1 , N X ) , Y ( NP TS ) , WT ( N PT S ) 
CALCULATE WEIGHTS 
IF (MODE) 90,70,80 
WT(NPTS)=l.O 
GO TO 60 
WT(NPTS)=l.0/WT(NPTS)**2 
GO TO 60 
IF (Y(NPTS)) 100,70,110 
WT(NPTS)=-1.0/Y(NPTS) 
GO TO 60 
WT(NPTS)=l.0/Y(NPTS) 
GO TO 60 
NPTS=NPTS - 1 
IF (NPTS .LE. NA) STOP 
CHI=O 
I TER=O 
WRITE ( 6, 130) 
FORMAT ( ' 0I TE R CH I SQ A ( 1 ) A ( 2 ) ... ' ) 
PARABOLIC SEARCH FIRST 

































WRITE(6,150) ITER,CHI ,(A(J} ,J=l,NA) 
FORMAT(I5,ll(X,GJ0.4}) 
CHIS=ABS(CHI - CHIS)/CHI 
IF (CHIS .GT. 0.05) GO TO 140 
WRITE(6,160) (ADELTA(J},J=l,NA) 
FORMAT(' NEW DELTAS ',lO(X,Gl0.5)) 
LINEAR APPROXIMATION SEARCH 
ITER= ITER + 1 
CHIS=CHI 
CALL CURFIT(CHI,FLAMDA) 
WRITE ( 6, 150) ITER, CH I , ( A ( J ) , J = 1 , NA) 
IF (ITER .LT. NITER .AND. ABS(CHI - CHIS) .GT. TCHI) GO TO 170 
WRITE (6,180) ( AS IGMA ( J) , J = 1, NA) 







COMMON / COEF/ NA,A(lO),ADELTA(lO),AMIN(lO),AMAX(lO),ASIGMA(lO) 
co~~ON /DATUM/ NX,NPTS,X(5,200),Y(200),WT(200) 
DO 60 J =l, NA 
CH I1 =O 
STEPS=O 
DO 10 I=l,NPTS 
YHAT=FUNCTN(A,X(l,I)) 





8900 A( J) =AA + DELTA 
9000 CHI2=0 
9100 DO 20 I=l,NPTS 
9200 YHAT=FUNCTN(A,X(l,I)) 
9300 20 CHI2=CHI2 + WT(I)*(Y(I) - YHAT)**2 
9400 IF (CH!l .GE. CHI2) GO TO 40 
9500 A(J)=AA 
9600 DEL TA=-DEL TA 
9700 CHI3=CHI1 
9800 30 CHil=CHI2 
9900 CHI2=CHI3 
10000 CHI3=0 
10100 40 STEPS=STEPS + 1 
10200 A(J)=A(J) + DELTA 
10300 DO 50 I=l,NPTS 
10400 YHAT=FUNCTN(A,X(l,I)) 
10500 50 CHI3=CHI3 + WT(I)*(Y(I) - YHAT)**2 
10600 IF (CHI3 .LT. CHI2) GO TO 30 
10700 DELTA=DELTA*(0.5 + 1.0/(1.0 + (CHil - CHI2)/(CHI3 - CHI2))) 10800 AA=A(J) - DELTA 
10900 C IF (AA .LT. AMIN(J)) AA=AMIN(J) 
11000 C IF (AA .GT. AMAX(J)) AA=AMAX(J) 
11100 A(J)=AA 
11200 ADELTA(J)=ADELTA(J)*STEPS/3.0 
11300 60 CONTINUE 
11400 CHI=O 
11500 DO 7 0 I = 1 , NP TS 
11600 YHAT=FUNCTN(A,X(l,I)) 

































CHI=CHI/FLOAT(NPTS - NA) 
RETURN 
END 
CURVE FITTING ROUTINE 
SUBROUTINE CURFIT(CHI,FLAMDA) 
COMMON /COEF/ NA,A(lO),ADELTA(lO),AMIN(lO),AMAX(lO),ASIGMA(lO) 
COMMON /DATUM/ NX,NPTS,X(5,200),Y(200),WT(200) 
DIMENSION ALPHA(l0,10) 
DIMENSION B(lO) ,BETA( 10) ,DERIV( 10) ,ARRAY( 10,10) 
CHIS=l .OE35 
DO 10 J=l, NA 
BETA(J)=O.O 
DO 10 K= l ,J 
ALPHA(K,J)=O.O 
DO 30 I=l,NPTS 
TEMP=WT(I)*(Y(I) - FUNCTN(A,X(l,I))) 




Al=AA + DEL TA 
IF (Al .LT. AMIN(J)) Al=AMIN(J) 
IF (Al .GT. AMAX(J)) Al=AMAX(J) 
A(J)=Al 
YHAT=FUNCTN(A,X(l,I)) 
A2=AA - DELTA 
IF {A2 .LT. AMIN(J)) A2=AMIN{J) 
IF (A2 .GT. AMAX{J)) A2=AMAX(J) 
A(J)=A2 































BETA(J)=BETA(J) + TEMP*DERIV(J) 
DO 20 K=l ,J 
ALPHA(K,J)=ALPHA(K,J) + WT(I)*DERIV(J)*DERIV(K) 
A(J )=AA 
DO 60 J=l ,NA 
DO 50 K=l,J 
ARRAY(K,J )=ALPHA(K,J)/(SQRT(ALPHA(J,J))*SQRT(ALPHA(K,))) 
ARRAY(J,J)=l.O + FLAMDA 
CALL INVERT(NA,ARRAY,DET) 
IF (DET .EQ. 0) GO TO 120 
D090J=l,NA 
B(J)=A(J) 
DO 80 K=l,NA 
IF (J .GT. K) GO TO 70 
AA=ARRAY(K,J) 
GO TO 80 
AA=ARRAY(J,K) 
B(J)=B(J) + BETA(K)*AA/(SQRT(ALPHA(J,J))*SQRT(ALPHA(K,K))) 
I F ( B ( J ) . LT. AM I N ( J ) ) B ( J ) = AM I N ( J ) 




DO 100 I=l,NPTS 
YHAT=FUNCTN(B,X(l,I)) 
CHIS=CHIS + WT(I)*(Y(I) - YHAT)**2 
CHIS=CHIS/FLOAT(NPTS - NA) 
FLAMDA=lO*FLAMDA 
IF (CHIS .GT. OCHI) RETURN 
IF (CHIS .GT. CHI) GO TO 40 
00 
U1 
17700 DO llO J=l ,NA 
17800 A(J)=B(J) 




18210 120 WRITE(6,*) 'DET = 0.0' 
18300 END 
18400 C- SYMMETRIC MATRIX INVERSION ROUTINEF 
18500 SUBROUTINE INVERT(N,A,DET) 
18600 DIMENSION A(l0 ,10) 
18700 DET=l .O 
18800 DO 100 L=l,N 
18900 DET=DET * A(L,L) 
19000 kEC=l.0/A(L,L) 
19100 DO 100 I=l, N 
19200 IF ( I - L) 10,90,20 
19300 10 R=REC*A(I,L) 
19400 GO TO 30 
19500 20 R=REC*A(L,I) 
19600 30 DO 60 J=I ,N 
19700 IF ( J - L) 40, 60, 50 
19800 40 A ( I , J ) = A ( I , J ) - R* A ( J , L) 
19900 GO TO 60 
20000 50 A(I,J)=A(I,J) - R*A(L,J) 
20100 60 CONTINUE 
20200 IF (I - L) 70,90,80 
20300 70 A(I,L)=R 
20400 GO TO 100 
20500 80 A(L,I)=R 
OJ 
CY) 
20600 GO TO 100 
20700 90 A(l,L)=-REC 
20800 100 CONTINUE 
20900 DO 110 J=l ,N 
21000 DO 110 I=l,J 
21100 110 A(I,J)=-A(I,J) 
21200 RETURN 
21300 END 
21400 SUBROUTINE GRAPH 
21500 DIMENSION YY(200),resid(200) 
21600 CHARACTER PLT*l,PLOT(51)*115 
21700 COMMON /COEF/ NA,A(lO) 
21800 COMMON /DATUM/ NX,NPTS,X(5,200),Y(200) 
21900 XLEN=50 
22000 WDTH=lOO 
22100 PLOT(l)=' I I 
22200 PLOT( 1) ( 115: 115)=' I' 
22300 DO 10 1=2,51 









23300 15 FORMAT(' 0 I PRED. Y OBS. Y X •.• RESIDUALS I) 
23400 DO 20 I=l,NPTS 

































YS=YS + Y( 1)**2 
YY(I)=FUNCTN(A,X(l,I)) 
SDIF=SDIF + (Y(I) - YY(I))**2 
XMIN=AMINl(X(l,I),XMIN) 
XMAX=AMAXl ( X ( 1, I) , XMAX) 
YMIN=AMINl(Y(I),YY(I),YMIN) 
YMAX=AMAXl(Y( I), YY( I), YMAX) 
resid( i )=yy( i )-y{ i) 
WRITE(6,30) I, YY( I), Y( I) ,(X(J, I) ,J=l ,NX) ,resid( i) 
FORMAT(I5,7(X,Gl4.6)) 
RS=l.O - SDIF/(YS - SY**2/NPTS) 
WRITE( 6 ,40) RS 
FORMAT('lRSQ - ',Fl0.5) 
XSF=WDTH/(XMAX - XMIN) 
YSF=XLEN/(YMAX - YMlN) 
XMAX=XMAX + 1.0/XSF 
YMAX=YMAX + 1.0/YSF 
YSTEP=5.0/YSF 
DO 45 I=l,51,5 
WRITE(PLOT(I) ,42) YMAX 
FORMAT(' ',FlO.l,' +',101(' '),'+') 
YMAX=YMAX - YSTEP 
DO 50 I=l ,NPTS 
PLT='*' 
IX=l4 + (X{l,I) - XMIN)*XSF 
IY=51 - (Y(I) - YMIN)*YSF 
JY=51 - (YY(I) - YMIN)*YSF 

































WR !TE ( 6, 60) 
WRITE(6,70) PLOT 









FUNCTION TO BE FIT 
FUNCTION FUNCTN(A,X) 
DIMENSION X(l),A(2) 
FN(P)=A(l)*(-ALOG(l.O - P)) + A(2)*P - X(l) 
PO=O.O 
Pl=l.O 
DO 120 I=l,30 
P=0.5*(PO + Pl) 
IF (FN(PO) * FN(P)) 110,110,100 
PO=P 







10 DIMENSION X(l),A(2) 
100 FN(P)=A(l)*(-ALOG(l.O - P)) + A(2)*P - X(l) 
200 WRITE(5,10) 
300 10 FORMAT( 1 $ENTER CF, Cl > 1 ) 
400 READ(5,*) A 
500 20 WRITE(5,30) 
600 30 FORMAT(1 $ENTER T > 1 ) 
700 READ(5,*,END=999) X 
800 PO=O.O 
900 Pl=l.O 
910 DO 120 I=l,30 
1000 P=0.5*(PO + Pl) 
1100 IF (FN(PO) * FN(P)) 110,110,105 
1200 105 PO=P 
1300 GO TO 120 
1400 110 Pl=P 
1500 120 CONTINUE 
1510 WRITE(5,*) I p 1 ,P, 1 T 1 ,X(l) 
1520 GO TO 20 
1530 999 STOP 
1540 END 
COMMAND FILE FOR NON-LINEAR REGRESSION PROGRAM 
10 $ASSIGN a30p40.all FOROlO 
20 $ASSIGN a30p40.put FOR006 
30 $RUN NON LIN 
100 1 2 0 
200 (3F8.0) 
300 *Cf ESTIMATE* 
400 *Cl ESTIMATE* I.O 0 
