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Abstract
Research on the cognitive processes underlying category learning provides evidence
for two separate learning systems. A verbal system learns rule-defined (RD) categories
and a nonverbal system learns non-rule-defined (NRD) categories. The objective of my
dissertation is to explore the interaction between these systems. The verbal system is
dominant in that adults tend to use it during initial learning but may switch to the
nonverbal system when the verbal system is unsuccessful. The nonverbal system has
traditionally been thought to operate independently of executive functions, but recent
studies suggest that executive functions may be used to facilitate the transition away
from the verbal system.
Study 1 investigated whether executive functions play similar roles across systems
and which, if any, components of executive functions are most important for the verbal
and nonverbal systems. The components of executive functions were associated with
both types of category learning but played different roles within each system.
Study 2 compared the effects of a temporary and continuous executive function
disruption for each system. When executive functions were continuously unavailable,
the transition to the nonverbal system was hindered, providing evidence that executive
functions are needed to transition between systems. For the verbal system, temporary
and continuous interference had similar effects, illustrating that any executive function
disruption is detrimental to the verbal system.
Studies 3 and 4 experimentally manipulated the interaction between systems. Ma-
nipulating the order in which categories were learned affected the initial strengths of the
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systems. Strengthening the verbal system reduced optimal strategy use on subsequent
nonverbal categorization, but the opposite was not true. Increasing stimulus knowledge
facilitated rule searching and increased optimal strategy use on nonverbal categorization
but not on verbal categorization.
Conclusions. The current studies illustrate that the transition between systems is
disrupted when executive functions are never fully available and when the verbal system
is strengthened, but is facilitated when hypothesis testing is expedited. This research
provides insight into the interaction between category learning systems and illustrates
that the interaction is mediated by executive functions. Furthermore, executive functions
play an important but different role in each system.
Keywords: Categorization, Multiple systems, Executive functions
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Chapter 1
General Introduction
Making sense of the environment is a major computational challenge faced by all living
organisms. Categorization offers one mechanism for decreasing the computational load
by treating novel objects according to past experience with similar category members,
rather than as objects for which little is known. Once an object has been categorized,
predictions can be made about its properties and its future behaviours. Given that
categorization is an essential cognitive capacity, and given the diversity in objects that
must be categorized, it is adaptive to have multiple cognitive systems to carry out this
complex task. The purpose of having multiple systems is to provide a range of capabili-
ties and therefore increase the diversity of situations in which categories can be learned.
As is the case with other cognitive processes that are subserved by multiple systems,
such as memory (Eichenbaum, 1997), reasoning (Evans, 2003; Sloman, 1996), and so-
cial cognition (Gawronski & Bodenhausen, 2006), category learning involves an explicit,
declarative system and a more implicit, automatic system (Ashby, Alfonso-Reese, Turken,
& Waldron, 1998; Smith & Grossman, 2008).
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The explicit, verbal category learning system is used to place objects into categories
for which there is a verbal rule (i.e., rule-defined or RD categories). This system relies on
hypothesis testing to generate a plausible categorization rule, attend to the relevant stim-
ulus dimension(s), process feedback, and decide when to switch to a new rule. Because
the verbal system categorizes items according to rules, rather than similarity to previous
category members, it is more sensitive to the distance of a to-be-categorized item to the
category boundary (i.e., ease with which the categorization rule can be applied) than
distance to other category members (i.e., similarity to previous items; Maddox, Filoteo,
Lauritzen, & Hejl, 2005). Since the verbal system is dependent on hypothesis testing, it
requires time to process feedback (Maddox, Ashby, Ing, & Pickering, 2004; Zeithamova &
Maddox, 2007) and benefits from rich feedback (Maddox, Love, Glass, & Filoteo, 2008).
Due to its reliance on logical structure, the verbal system requires sufficient cognitive
resources to operate efficiently.
The process of learning to categorize objects using the nonverbal system is based on
overall similarity to other category members rather than strict rules, and is often used for
non-rule-defined (NRD) categories for which no categorization rule exists. The implicit,
nonverbal system operates using relatively basic cognitive processes. Categorization re-
sponses are computed using similarity (Maddox et al., 2005), visual processes (Miles &
Minda, 2011) and procedural learning (Ashby, Maddox, & Bohil, 2002; Maddox, Bohil, &
Ing, 2004). Feedback is processed automatically (Maddox, Ashby, et al., 2004; Maddox et
al., 2008; Zeithamova & Maddox, 2007), based on dopamine-mediated learning. As such,
the nonverbal system is sensitive to the presence (Ashby & Valentin, 2005) and timing
(Maddox, Ashby, & Bohil, 2003; Maddox & Ing, 2005) of feedback to ensure that the
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dopamine released in response to feedback strengthens the appropriate stimulus-response
synapses. Once the nonverbal system is engaged, it does not have much need for verbal
working memory or executive functions.
1.1 Interactions Between Category Learning Systems
As is the case with any multiple systems theory, an important issue regarding the verbal
and nonverbal category learning systems is whether and how the systems interact. Until
recently, category learning research has focused on establishing the existence of multiple
category learning systems and on describing these systems. Now that these systems
have been well described (e.g., Ashby & Maddox, 2005; Ashby & Valentin, 2005; Minda
& Miles, 2010), research has begun to focus on the interactions between the systems
(Ashby & Maddox, 2011). In particular, whether the systems compete or cooperate,
which system provides the categorization response on any given trial, whether the systems
learn in parallel, and how control is transferred between systems are all areas that require
further research. I will focus on the transfer of control between systems including the
cognitive processes that support it and factors which can affect it.
The verbal system is thought to be the dominant system, in that normally functioning
adults tend to categorize according to rules and only switch to the nonverbal system
when it is clear that no acceptable rule exists. Mathematical models that determine a
participant’s categorization strategy, and the categorization system likely to be engaged
(Ashby & Gott, 1988), illustrate that the verbal system is dominant. Even for an NRD
category set for which no simple categorization rule exists, participants tend to use a
3
rule-based strategy early in learning but switch to a non-rule-based strategy as learning
progresses (e.g., Maddox, Filoteo, Hejl, & Ing, 2004; Markman, Maddox, & Worthy, 2006;
Worthy, Maddox, & Markman, 2009). In addition, in a task in which RD categorization
is required on some trials and NRD categorization is required on other trials, participants
have difficulty switching between categorization strategies and instead tend to use an RD
strategy for all trials (Ashby & Crossley, 2010). These findings illustrate that the verbal
system is the default, and use of the nonverbal system necessitates transferring control
from the verbal system.
It may be that the prefrontal cortex (PFC) plays an important role in mediating the
transition between the categorization systems. The PFC is well-suited for this type of
role because it is well connected to other brain regions, it can exert top down control on
these regions, and it can sustain activity for several seconds (Miller, Freedman, & Wallis,
2002; Miller & Cohen, 2001; O’Reilly, 2006). On trials with high competition between
the verbal and nonverbal systems (i.e., when each system is confident in its response),
fMRI indicates that the dorsolateral PFC is particularly active, suggesting that this area
of the PFC may be involved in gating the systems (Nomura & Reber, 2012). In addi-
tion, patients with damage to the ventromedial PFC have difficulty with NRD category
learning because they tend to solve the task using an RD strategy, whereas patients
whose ventromedial PFC was spared tend to perform normally on NRD categorization
(Schnyer et al., 2009). Together, these studies suggest that some aspects of the PFC may
be important for switching between categorization systems.
The frontal cortex connects via the hyperdirect pathway to the subthalamic nucleus,
which in turn can affect activity in the basal ganglia and the cortex. The PFC can increase
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subthalamic activity, which inhibits communication between the basal ganglia and cortex
(Ashby & Crossley, 2010; Seger, 2008). Since responses from the nonverbal system
are generated in the basal ganglia, decreased communication between basal ganglia and
cortex impedes the execution of responses from the nonverbal system. Therefore, the
frontal cortex’s ability to inhibit communication between basal ganglia and cortex could
be the mechanism by which the verbal system dominates the nonverbal system. In
addition, the frontal cortex may be instrumental in passing control from the verbal to
the nonverbal system via the hyperdirect pathway (Ashby & Crossley, 2010; Seger, 2008).
Given that the PFC seems to be important for the transition between category learning
systems, and that executive functions (i.e., cognitive abilities used to guide effortful
behaviour) are subserved by areas of the PFC (Barbey et al., 2012; Goldman-Rakic,
Cools, & Srivastava, 1996; Jurado & Rosselli, 2007), it follows that access to executive
functions may be necessary to mediate the transition between systems.
1.2 Executive Functions in the Category Learning
Systems
The verbal system has traditionally been thought to rely on executive functions to carry
out hypothesis testing. Executive functions may be involved in switching from an old to a
new rule, ensuring that the contents of working memory reflect the new rule, and ignoring
dimensions that had previously been attended to. Since the nonverbal system does
not engage in hypothesis testing, this system has traditionally been thought to operate
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independently of executive functions (Ashby et al., 1998; Minda & Miles, 2010). For
example, secondary concurrent tasks that tax executive functioning interfere more with
RD than NRD category learning (Filoteo, Lauritzen, & Maddox, 2010; Minda, Desroches,
& Church, 2008; Waldron & Ashby, 2001; Zeithamova & Maddox, 2006), suggesting that
executive functions are more important for the operation of the verbal than the nonverbal
system. Similarly, secondary tasks during categorization feedback interfere with RD but
not NRD learning because executive functions are required for feedback processing by the
verbal system (Maddox, Ashby, et al., 2004; Zeithamova & Maddox, 2007). Together,
these studies illustrate that executive functions are used by the verbal system during
categorization decisions and feedback processing. In addition, areas of the PFC are more
active during fMRI runs on which an RD strategy was applied compared to when an NRD
strategy was applied (Nomura & Reber, 2008). This demonstrates greater recruitment
of executive functions for successful RD than NRD categorization, again supporting the
view that executive functions are more important for RD than NRD learning.
Although the nonverbal system does not seem to use executive functions to make
categorization decisions or process feedback, it may not be the case that the nonverbal
system operates totally independently of executive functions. Given that the verbal
system is dominant and executive functions appear to be important in gating between
categorization systems, it may be that executive functions are important for transitioning
from the verbal system and engaging the nonverbal system. In contrast to the research
discussed above, a series of recent studies has suggested that executive functions may in
fact be important for the operation of the nonverbal system. Participants with frontal
lobe damage (Schnyer et al., 2009), older adults (Maddox, Pacheco, Reeves, Zhu, &
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Schnyer, 2010), children (Huang-Pollock, Maddox, & Karalunas, 2011) and sleep deprived
adults (Maddox et al., 2009) learned RD and NRD categories. In all cases, it was expected
that these groups of participants would show low RD performance relative to controls
because they all have decreased executive functioning abilities (Buckner, 2004; Bunge &
Zelazo, 2006; Casey, Giedd, & Thomas, 2000; Fisk & Sharp, 2004; Harrison, Horne, &
Rothwell, 2000; Nilsson et al., 2005). Of most interest was whether they would also show
decreases in NRD performance, suggesting that executive functions are in fact used in
nonverbal category learning. Indeed, all groups of participants were worse than controls
at learning both RD and NRD categories. Mathematical modeling of their categorization
strategies illustrates that these groups tended to use a suboptimal RD strategy to solve
the NRD category set, suggesting difficulty making the transition away from the dominant
verbal system. In addition, the tendency to use an NRD strategy to solve the NRD
category was often positively related to executive functioning abilities (Maddox et al.,
2010; Schnyer et al., 2009). These findings all suggest that executive functions have some
role to play for nonverbal category learning, because NRD performance decreased along
with executive functions.
1.3 The Component Hypothesis
Past research has clearly established the importance of executive functions for the verbal
system but there is a discrepancy in past research on the importance of executive func-
tions in the nonverbal system. Experiments using concurrent tasks and fMRI suggest
little role for executive functions in the nonverbal system, while research on patients
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with frontal lobe damage, older adults, sleep deprived adults, and children suggests that
executive functions mediate the transition to the nonverbal system. There are at least
two possible explanations for this discrepancy. First, may be due to a failure to consider
which components of executive functioning have been taxed in each of these studies, a
possibility that I will term the Component Hypothesis. Second may be due to a failure
to consider the timing of the executive function disruption, a possibility that I will term
the Timing Hypothesis.
According to the Component Hypothesis, whether executive functions have been
found to be important for the nonverbal system may be due to the type of executive
functioning that was considered in the study. It may be that some types of executive
functions are important for the nonverbal system while others are not. Studies that have
found little role for executive functions in the nonverbal system may have taxed a type
of executive function that is not used by this system. On the other hand, studies that
have found a role for executive functions may have taxed a type of executive function
that is used by the nonverbal system.
With respect to categorization, executive functions are often discussed as a single,
unitary process (e.g., Maddox, Ashby, et al., 2004; Miles & Minda, 2011; Zeithamova &
Maddox, 2006). Despite the fact that executive functions were traditionally thought of
as a unitary control mechanism (e.g., Della Salla, Gray, Spinnler, & Trivelli, 1998), more
recent evidence suggests that executive functions are made up of many independent but
inter-related cognitive abilities (Banich, 2009; Jurado & Rosselli, 2007). For example,
brain damage can cause deficits in some executive functions but not others. In patients
with frontal lobe damage, performance on executive function tasks is largely uncorre-
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lated, whereas control participants show correlated performance on executive function
tasks, suggesting that frontal lobe damage can cause some executive functions to be im-
paired and others to be spared (Godefroy, Cabaret, Petit-Chenal, Pruvo, & Rousseaux,
1999; Robbins, Weinberger, Taylor, & Morris, 1996). Further evidence for dissociable
executive functions comes from the developmental trajectories of each executive function
in typically developing children. Attentional control and cognitive flexibility develop
earliest while planning and processing speed continue to develop into young adulthood
(Anderson, 2002; Huizinga & Dolan, 2006). Similarly, the executive function profiles of
children with developmental disorders provide evidence for multiple executive functions.
Children with attention deficit and hyperactivity disorder tend to have deficits in in-
hibitory control while children with Autism Spectrum Disorder tend to have deficits in
cognitive flexibility (Gioia, Isquith, Kenworthy, & Barton, 2002).
While it may be clear that executive functioning is not a unitary construct, it is less
clear how to go about defining the components of executive functioning. Part of the
difficulty in studying executive functions comes from the task-impurity problem, that
tests of executive functioning necessarily measure other cognitive processes in addition
to executive functioning. For example, the Wisconsin card sorting task is meant to
measure executive functioning (Berg, 1948), but a person’s score on this task also reflects
short term memory and visual processing (Lie, Specht, Marshall, & Fink, 2006). The
task-impurity problem is in part due to the role of executive functions in controlling
and coordinating cognitive processes (Miyake & Friedman, 2012). It is not possible to
design a pure measure of executive functioning because executive functions can only be
expressed as the coordination of other cognitive processes, which are therefore reflected
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in any measure of executive functioning.
Of course, there are many ways to construe the components of executive functioning
and the relationships between the components. One method for determining the struc-
ture of executive functions is through the use of a battery of executive functioning tasks.
This method has consistently shown that executive functions load on to multiple latent
variables which represent distinct (but often related) executive functions. Across a range
of age samples, these studies converge on solutions with two to four executive functions
that tend to include some combination of attentional control, processing speed, cognitive
flexibility and planning (Fisk & Sharp, 2004; Friedman et al., 2008; Lehto, Juuja¨rvi,
Kooistra, & Pulkkinen, 2003; Miyake, Friedman, Emerson, Witzki, & Howerter, 2000).
I will adopt Miyake and Friedman’s model of executive functioning, which has identified
inhibition, working memory updating and set shifting as three core components of ex-
ecutive functioning (Miyake et al., 2000; Miyake & Friedman, 2012). According to this
model, the three components of executive function show unity, because the components
are correlated, and diversity, because the components are separable. This is a dominant
theory of executive functioning that offers a well-specified description of the components
of executive functioning and has been the basis of a range of cognitive and clinical studies.
Inhibition involves the controlled inhibiting of dominant or automatic responses. For
example, a person who plans to stop at the store on her way home from work may
need to inhibit the impulse to turn onto her street in order to continue on to the store.
Individual differences in inhibition ability have been linked to alcohol use (Houben &
Wiers, 2009), overeating (Houben & Jansen, 2011) and socially inappropriate behaviour
(Hippel & Gonsalkorale, 2005). In addition, obsessive-compulsive disorder and attention
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deficit hyperactivity disorder are disorders in inhibition (Barkley, 1999; Chambers &
Garavan, 2009). They are associated with structural abnormalities within the network of
brain regions that are important for inhibition and the severity of the inhibition deficit
is correlated with abnormalities in the structure (Casey et al., 1997) and activity (Roth
et al., 2007) of these regions.
Working memory updating involves actively maintaining the contents of working
memory by replacing irrelevant with relevant information and manipulating the con-
tents of working memory according to task demands. For example, working memory
updating may be important when taking coffee orders from a large group (e.g., 3 coffees
with cream and sugar, 5 with cream, 1 black, Joe wants a coffee with cream and sugar,
so that makes 4 with cream and sugar, 5 with cream, 1 black). Updating is involved in
problem solving (Passolunghi & Pazzaglia, 2004), even when verbal intelligence is con-
trolled for. Children with poor reading comprehension have lower updating abilities than
children with good comprehension (Carretti, Cornoldi, De Beni, & Romano`, 2005). In
addition, updating abilities are decreased in older adults (Fiore, Borella, Mammarella, &
De Beni, 2012) and people with schizophrenia (MacFarlane & Clark, 2007).
Set shifting involves shifting between tasks, operations or mental sets and requires
disengaging from an irrelevant task and engaging in the newly relevant one. For example,
shifting may be important for sorting mail (e.g., bills must be sorted into those that
have been paid and those that have not been paid, and flyers sorted into those to be
read and those to be recycled). Unlike the other types of executive functioning, high
shifting ability is not necessarily associated with optimal performance on other tasks.
High shifting ability is associated with increased flexibility which comes at the cost of
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stability (Dreisbach, 2006; Goschke, 2000; Miller & Cohen, 2001; Miyake & Friedman,
2012; Mu¨ller et al., 2007). On tasks where a flexible strategy is needed (e.g., marketing,
inventing) high shifting ability would be beneficial, but on tasks where a stable strategy
is needed (e.g., air traffic control, lifeguarding) high shifting ability would be detrimental.
For example, self-restraint can be measured in toddlers by timing how long they are able
to wait to touch an attractive toy. Toddlers who had high self-restraint performed worse
on shifting tasks when they were 17 years-old, likely because low shifting ability was
associated with ability to maintain a task goal (Friedman, Miyake, Robinson, & Hewitt,
2011).
For the verbal system, updating may be important for keeping track of the current
rule, remembering which rules have already been tested, and processing feedback. Shift-
ing may be important for disengaging from a previous rule and engaging in a new rule.
Inhibition may be important for suppressing responses based on irrelevant, but perhaps
salient, dimensions. For the nonverbal system, executive functions may not be important
for success on a single trial, but inhibition may be important in a more global sense to
suppress responses generated by the dominant verbal system. This view may go some
way in reconciling the discrepant executive functioning findings discussed above. Ac-
cording to the Component Hypothesis, concurrent tasks that tax working memory and
updating are unlikely to have an effect on nonverbal categorization performance. Indeed,
that is what has been found (Zeithamova & Maddox, 2006; Waldron & Ashby, 2001;
Filoteo et al., 2010; Minda et al., 2008). Children, older adults, sleep deprived adults,
and patients with frontal lobe damage may have difficulty with inhibition, resulting in a
failure to switch to the nonverbal system and poor NRD performance.
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1.4 The Timing Hypothesis
A second potential way to reconcile the inconsistencies in past research on executive
functions in the nonverbal system is to consider the timing on which executive functions
have been disrupted. Experiments that have shown that executive functions do not
affect NRD categorization have used concurrent or sequential tasks (Filoteo et al., 2010;
Maddox, Ashby, et al., 2004; Miles & Minda, 2011; Minda et al., 2008; Waldron & Ashby,
2001; Zeithamova & Maddox, 2006, 2007). In these experiments, executive functions
were disrupted while the categorization decision was being made or during feedback
processing. In both cases, this disruption was temporary, in that executive functions
were used up for a portion of each trial but were available in between trials. In contrast,
studies showing that executive functions do affect NRD performance have tended to
use continuous manipulations of executive functions. Children (Huang-Pollock et al.,
2011), older adults (Maddox et al., 2010), people with frontal lobe damage (Schnyer
et al., 2009), and people with sleep deprivation (Maddox et al., 2009) have persistent
executive functioning deficits that last across the entire categorization task and these
groups show decrements in both types of categorization. Perhaps, then, this continuous
executive functioning interference undermines the ability to transition from the verbal to
the nonverbal system but temporary interference, of the sort caused by concurrent tasks,
does not.
This is a reasonable hypothesis if the different role of executive functioning in verbal
and nonverbal categorization is considered. For the verbal system, executive functions
are important for storing and manipulating information over a short period (e.g., the
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response that was just made) and over a long period (e.g., rules that have already been
tested). Therefore temporary and continuous interference with executive functioning
should hinder learning. For the nonverbal system, executive functioning is hypothesized
to be important for engaging the system rather than for the decision process on a trial-
by-trial basis. Because the transition between systems takes place gradually over a long
period of time, short disruptions to executive functions may not affect the transition but
continuous disruptions may hinder the transition process.
1.5 Overview of Present Research
The main goal of the present research is to examine the interactions between category
learning systems. Given that there are multiple systems that together produce a single
categorization response, knowledge of the relationship between these systems is important
for understanding the category learning process. I will focus on the transfer of control
between systems including the cognitive processes that support it and factors which can
affect it. Executive functions appear to play an important role in mediating between the
systems, and as a result, the role of executive functions in each system is a key focus of
the first two studies.
The study presented in Chapter 2 will be the first of its kind to examine the role
of the components of executive functioning for verbal and nonverbal category learning.
Participants will complete a battery of executive functioning tasks that measure inhi-
bition, working memory updating, and set shifting, and complete an RD and an NRD
categorization task. Confirmatory factor analysis (CFA) and Structural Equation Mod-
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eling (SEM) will be used to determine the relationship between the types of executive
functions and performance by each categorization system.
One goal of this study is to test the Component Hypothesis. If it is shown that only
one or two types of executive functioning are related to performance by the nonverbal
system, then the Component Hypothesis will remain a feasible explanation of the dis-
crepancy between the studies. That is, the studies that have found a role for executive
functions in the nonverbal system may have taxed a type of executive functioning that
is important for that system while studies that have failed to find a role for executive
functions may have simply examined the wrong type of executive functioning. If it is
found that none or all of the types of executive functioning are related to nonverbal
categorization, then the Component Hypothesis will be rejected.
A second goal of the study is to determine the extent to which executive functions
are related to verbal and nonverbal categorization performance, and to characterize the
involvement of the components of executive functioning within each of the categorization
systems. Examining the pattern of executive function recruitment between and within
systems will also provide insight into the role of executive functions in mediating between
the categorization system.
The purpose of the experiment presented in Chapter 3 is to test the Timing Hypoth-
esis. Participants will learn an RD or an NRD category set while executive functions are
not taxed, taxed temporarily or taxed continuously. If it is necessary for executive func-
tions to be available at some point during the categorization process in order to make the
transition to the nonverbal system, then continuously taxing executive functions should
interfere more with the transition to the nonverbal system than will taxing executive
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functions temporarily. This study will provide insight into the nature and timing of
executive function involvement in mediating between categorization systems.
The purpose of the experiments presented in Chapter 4 is to examine whether it is
possible to experimentally manipulate the tendency to engage the verbal and nonverbal
systems. In the first experiment, participants will learn an RD category set followed by
an NRD category set, or an NRD category set followed by an RD category set. It is
hypothesized that learning the RD category set first will strengthen the verbal system
so that subsequent NRD categorization will also be carried out using the verbal system.
Since the verbal system is the default, learning an NRD category first is not expected to
engage the nonverbal system strongly enough to affect subsequent RD categorization.
The purpose of the second experiment in Chapter 4 is to investigate the paradoxical
possibility that facilitating the hypothesis testing procedure may in turn expedite the
transition away from the verbal system and consequently increase the tendency to engage
the nonverbal system. Half of participants will describe the categorization stimuli before
completing either an RD or an NRD task. It is expected that describing the categorization
stimuli will provide participants with explicit stimulus knowledge which will increase
the efficiency of hypothesis testing, decrease the amount of time needed to exhaust the
hypothesis testing procedure, and facilitate the transition to the nonverbal system.
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Chapter 2
Individual Differences in the
Components of Executive
Functioning Differentially Predict
Verbal and Nonverbal Category
Learning
Across the domains of learning and memory (Knowlton, Mangels, & Squire, 1996; Pol-
drack et al., 2001; Poldrack & Packard, 2003; Squire, 1992), and decision making (Delgado
& Dickerson, 2012), a distinction has been made between explicit and implicit processing,
supported by separate cognitive systems. Explicit processing has typically been thought
to rely on active, effortful cognitive processes, guided by executive functions (EF; cogni-
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tive abilities used to guide effortful behaviour). In contrast, implicit processing has been
thought to rely on less effortful, automatic processes. As such, executive functions are
thought to play less of a role in this type of processing. Similarly, categorization and
category learning can be carried out using an explicit, verbal categorization system or an
implicit, nonverbal categorization system (For reviews, see Ashby & Ennis, 2006; Ashby
& Maddox, 2005; Minda & Miles, 2010; Nomura & Reber, 2008; Poldrack & Foerde,
2008).
The verbal category learning system is used to place objects into categories for which
there is a verbal rule (i.e., rule-defined or RD categories). For example, trees with needles
are coniferous and trees with leaves are deciduous. Generating, applying, and evaluating
categorization rules are some of the functions carried out by the verbal system during
category learning. On the other hand, the process of learning to categorize objects using
the nonverbal system is based on overall similarity to other category members rather
than strict rules. This system is used for non-rule-defined (NRD) categories for which no
categorization rule exists or when information from many dimensions is combined before
a categorization decision can be made. For example, the nonverbal system is able to
categorize coniferous and deciduous trees without the use of rules. Instead, this system
takes into account a number of features, including the tree’s overall shape, seed type,
abscission, and leaf shape, to determine category membership. A new tree would be
placed into the category with whose members it shared the most features.
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2.1 Executive Functions in the Verbal and Nonver-
bal Systems
The learning process used by the verbal system is an active one. For example, the sys-
tem generates a plausible rule, attends to the relevant stimulus dimension(s), ignores
irrelevant dimension(s), and processes feedback. Verbal working memory is important
for storing the current and previous rules. Set shifting may be important for making the
transition from an old to a new rule. Memory updating may be important for ensuring
that the contents of working memory reflect the new rule. Inhibition may be important
for ignoring dimensions that had previously been attended to. These cognitive processes
are all aspects of executive functioning (Miyake, Friedman, Emerson, Witzki, & How-
erter, 2000), which is thought to be important for the operation of the verbal system
(Miles & Minda, 2011; Waldron & Ashby, 2001; Zeithamova & Maddox, 2006, 2007). In
addition, these cognitive processes are subserved in part by the prefrontal cortex (PFC)
and anterior cingulate cortex (ACC; Goldman-Rakic, Cools, & Srivastava, 1996; Jurado
& Rosselli, 2007; Kerns et al., 2004), and as such these are two brain regions that may
be important for the functioning of the verbal system (Nomura et al., 2007; Nomura &
Reber, 2008).
In comparison, the nonverbal system operates using relatively basic cognitive pro-
cesses. Feedback is processed automatically (Maddox, Ashby, Ing, & Pickering, 2004;
Maddox, Love, Glass, & Filoteo, 2008; Zeithamova & Maddox, 2007), based on dopamine-
mediated learning (Maddox, Ashby, & Bohil, 2003; Maddox & Ing, 2005) and catego-
rization responses are computed using procedural learning (Ashby, Maddox, & Bohil,
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2002; Maddox, Bohil, & Ing, 2004). Once the nonverbal system is engaged, it may not
have much need for verbal working memory or executive functions to make categorization
decisions.
Given the neurobiology and cognitive processes underlying the two category learning
systems, executive functions have traditionally been predicted to play an important role
for the operation of the verbal system but little or no role for the nonverbal system (Ashby,
Alfonso-Reese, Turken, & Waldron, 1998). Numerous studies, using a range of method-
ologies, have confirmed that executive functions are indeed important for rule-defined
category learning. When participants perform a distractor task that taxes working mem-
ory and executive functions throughout the category learning process, categorization
performance suffers more for rule-defined categories than for non-rule-defined categories
(Filoteo, Lauritzen, & Maddox, 2010; Minda, Desroches, & Church, 2008; Waldron &
Ashby, 2001; Zeithamova & Maddox, 2006). Even a distractor task without a verbal
working memory component causes decrements to RD learning, suggesting that exec-
utive functions, independent of verbal working memory, are important for this type of
learning (Miles & Minda, 2011). Similarly, a distractor task carried out during feed-
back processing, rather than during the categorization trial, uniquely interferes with RD
category learning (Maddox, Ashby, et al., 2004; Zeithamova & Maddox, 2007). These
findings confirm that the verbal system learns using active hypothesis testing and active
feedback processing, which both engage executive functions. The nonverbal system, on
the other hand, is relatively unaffected by these concurrent tasks and seems to rely less
on executive functions for its learning.
Functional neuroimaging studies have also indicated that executive functioning is
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more important for the verbal than the nonverbal system. In one fMRI study (Nomura
& Reber, 2008) testing the prediction that the PFC is an important structure for the
operation of the verbal system, PFC activation was compared for categorization blocks in
which an RD strategy was successfully applied and blocks in which an NRD strategy was
successfully applied. The PFC showed greater activity for runs where an RD strategy
was applied, confirming the relationship between the PFC, executive functions, and the
verbal system.
However, more recent research on the category learning systems has found that ex-
ecutive functions may have a role to play for both types of learning and has brought
the research focus to the interaction between the systems rather than on the cognitive
processes used by each system in isolation (Ashby & Maddox, 2011). The verbal sys-
tem is thought to be the dominant system, in that normally functioning adults tend to
approach categorization tasks using the verbal system and only switch to the nonverbal
system when the verbal system is unsuccessful (Ashby et al., 1998; Ashby & Valentin,
2005; Minda & Miles, 2010). In order for the nonverbal system to be engaged, it must
overcome or outcompete the dominant verbal system (Poldrack & Rodriguez, 2004; Pol-
drack et al., 2001). It may be the case that executive functions are used to engage the
nonverbal system and mediate the transition away from the verbal system. That is,
while executive functions may not be used on any given categorization decision by the
nonverbal system (e.g., to test rules), they may be necessary to engage the system (e.g.,
to coordinate between the two systems).
Indeed, a series of recent studies has shown that executive functions may not only be
used by the verbal system, but also by the nonverbal system. In this series of studies, par-
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ticipants with frontal lobe damage (Schnyer et al., 2009), older adults (Maddox, Pacheco,
Reeves, Zhu, & Schnyer, 2010), children (Huang-Pollock, Maddox, & Karalunas, 2011),
and sleep deprived adults (Maddox et al., 2009) learned RD and NRD categories. In
all cases, it was expected that these groups of participants would show lower RD per-
formance than controls because they all have decreased executive functioning abilities
(Buckner, 2004; Bunge & Zelazo, 2006; Casey, Giedd, & Thomas, 2000; Fisk & Sharp,
2004; Harrison, Horne, & Rothwell, 2000; Nilsson et al., 2005). Of most interest was
whether they would also show decreases in NRD performance, suggesting that executive
functions are indeed used in nonverbal category learning. Not only were participants with
frontal lobe damage, older adults, children, and sleep deprived adults worse at learning
the RD category, relative to controls, they were also worse at learning the NRD category.
These findings all suggest that executive functions have some role to play for nonverbal
category learning, because NRD performance decreased along with executive functions.
In addition, some of these studies have illustrated that individual differences in exec-
utive functioning are related to successful learning by the nonverbal system. Within the
group of patients with frontal lobe damage, performance on the Wisconsin Card Sorting
Test (a measure of set shifting, Miyake et al., 2000) was correlated with performance on
the final block of RD learning and Stroop performance (a measure of inhibition, Miyake
et al., 2000) was correlated with performance on the final block of the NRD learning,
suggesting a role for executive functions in both types of learning (Schnyer et al., 2009).
Similarly, within older adults, Stroop performance was related to nonverbal categorization
performance. Specifically, a mathematical model was used to determine the categoriza-
tion strategies that older adults used when learning RD and NRD categories. Of the
32
older adults who eventually used a nonverbal strategy to learn the NRD category, these
participants made the transition from the suboptimal verbal strategy to the optimal non-
verbal strategy later than did younger control participants. In addition, the older adults
who never transitioned to a nonverbal strategy had lower Stroop performance than those
who did (Maddox et al., 2010). Children’s decreased NRD performance could also be
accounted for because they tended to use a verbal strategy to learn the nonverbal cate-
gory, suggesting they had difficulty making the transition away from the verbal system
(Huang-Pollock et al., 2011). Similarly, the decreased NRD performance among sleep
deprived adults was due to a greater number of participants using a suboptimal verbal
strategy when sleep deprived than when rested (Maddox et al., 2009). Together, these
studies show that executive functions are important for the operation of the nonverbal
system, specifically in mediating the transition to the nonverbal system.
There is growing evidence that the prefrontal cortex may be implicated in shifting
between cognitive systems (Poldrack & Rodriguez, 2004) and given that executive func-
tions also rely on the PFC (Jurado & Rosselli, 2007), it follows that the PFC may be
involved in the transition between category learning systems. A recent computational
model of the competition between category learning systems has provided further evi-
dence to this effect (Nomura & Reber, 2012). The model was used to identify trials on
which both systems were highly confident in their categorization response. When the
pattern of brain activity was compared for high- and no-competition trials, the dorsolat-
eral prefrontal cortex was found to be preferentially active for high-competition trials.
The findings of this study are consistent with the hypothesis that the PFC is involved in
resolving competition and gating the systems.
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2.2 Components of Executive Function
Altogether, there is some discrepancy regarding the role of executive functions for the
operation of the nonverbal system. As has been discussed, experiments using concurrent
tasks and fMRI only implicate executive functions in the verbal system. However, re-
search on patients with frontal lobe damage, older adults, children, and sleep deprived
adults provides evidence that executive functions are also used by the nonverbal system,
likely to engage the nonverbal system and transition away from the verbal system. The
discrepancies in past studies may be due to a failure to consider which components of
executive function have been taxed in each of these studies, a possibility that we will term
the Component Hypothesis. That is, the studies that have found little role for executive
functions in the nonverbal system may have taxed a component of executive function
that is not important for nonverbal learning. On the other hand, studies that have found
a role for executive functions may have taxed a component of executive function that
does play a role in the nonverbal system.
One reason for the confusion may be due to the fact that, with respect to categoriza-
tion, executive functions are often discussed as a unitary process (e.g., Maddox, Ashby,
et al., 2004; Miles & Minda, 2011; Zeithamova & Maddox, 2006), when in reality they are
made up of many independent but inter-related cognitive abilities (Banich, 2009; Jurado
& Rosselli, 2007). For example, studies using factor analysis on a battery of executive
function tasks (Fisk & Sharp, 2004; Friedman et al., 2008; Lehto, Juuja¨rvi, Kooistra,
& Pulkkinen, 2003; Miyake et al., 2000), studies examining executive functioning in pa-
tients with brain damage (Godefroy, Cabaret, Petit-Chenal, Pruvo, & Rousseaux, 1999;
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Robbins, Weinberger, Taylor, & Morris, 1996), and studies examining the developmen-
tal trajectories of executive functioning (Anderson, 2002; Huizinga & Dolan, 2006) all
illustrate that executive functioning is made up of multiple cognitive capacities. We
will adopt Miyake et al.’s (2000) definition of the components of executive functioning.
They used confirmatory factor analysis to analyze participants’ performance on a bat-
tery of executive functioning tasks. A three factor model fit the data best, confirming
the authors’ prediction that there are three core executive functions: inhibition, working
memory updating, and set shifting.
Inhibition involves the controlled inhibiting of dominant or automatic responses. For
example, a person who plans to stop at the store on her way home from work may need
to inhibit the impulse to turn onto her street in order to continue on to the store. In the
lab, inhibition is often studied using the Stroop task, in which participants must indicate
the font colour of a colour name (i.e., respond red to the word blue written in a red
font). Success at this task requires inhibiting the automatic tendency to read the text in
favour of the less automatic tendency to name the font colour. As a result, participants
are slower and less accurate at naming the font colour when it conflicts with the colour
name (i.e., the word blue written in a red font) than when it does not (i.e., the word blue
written in a black font; Stroop, 1935). Individual differences in inhibition ability have
been linked to alcohol use (Houben & Wiers, 2009), overeating (Houben & Jansen, 2011),
and socially inappropriate behaviour (Hippel & Gonsalkorale, 2005) and are associated
with obsessive-compulsive disorder and attention deficit hyperactivity disorder (Barkley,
1999; Chambers & Garavan, 2009).
Working memory updating involves actively maintaining the contents of working
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memory by replacing irrelevant with relevant information and manipulating the con-
tents of working memory according to task demands. For example, working memory
updating may be important when taking coffee orders from a large group (e.g., 3 coffees
with cream and sugar, 5 with cream, 1 black, Joe wants a coffee with cream and sugar,
so that makes 4 with cream and sugar, 5 with cream, 1 black). In a lab setting, updating
is typically measured using tasks similar to the letter memory task in the current study.
In this task, participants are shown a list of letters one at a time, and recall the last five
letters at the end of the trial. Trials vary in the number of letters presented, so that
participants must rehearse the last five letters by mentally adding the most recent letter
and dropping the sixth letter back. This type of procedure has been used to show that
updating is involved in problem solving (Passolunghi & Pazzaglia, 2004), and reading
comprehension (Carretti, Cornoldi, De Beni, & Romano`, 2005) and is associated with
aging (Fiore, Borella, Mammarella, & De Beni, 2012), and schizophrenia (MacFarlane &
Clark, 2007).
Set shifting involves shifting between tasks, operations or mental sets and requires
disengaging from an irrelevant task and engaging in the newly relevant one. For example,
shifting may be important for sorting mail (e.g., bills must be sorted into those that have
been paid and those that have not been paid, and flyers sorted into those to be read and
those to be recycled). In a lab setting, shifting is typically measured using tasks similar
to the number letter task used in the current study. In this task, participants indicate
whether the number in a number-letter pair (e.g., 7G) is even or odd on some trials, and
indicate whether the letter is a consonant or a vowel on other trials. There is a switch
cost associated with switch trials in which the required operation is different from the
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previous trial. The switch cost can be reflected in response accuracy, where switch trials
are responded to less accurately than non-switch trials, and in response latency, where
switch trials elicit slower responses than non-switch trials (Monsell, 2003; Wager, Jonides,
& Smith, 2006). Unlike the other types of executive functioning, high shifting ability is
not necessarily associated with optimal performance on other tasks. High shifting ability
causes increased flexibility which comes at the cost of stability (Dreisbach, 2006; Goschke,
2000; Miller & Cohen, 2001; Miyake & Friedman, 2012; Mu¨ller et al., 2007). On a task
where a flexible strategy is needed (e.g., marketing, inventing) high shifting ability would
be beneficial, but on tasks where a stable strategy is needed (e.g., air traffic control,
lifeguarding) high shifting ability would be detrimental. For example, self-restraint can
be measured in toddlers by timing how long they are able to wait to touch an attractive
toy. Toddlers who had high self-restraint performed worse on shifting tasks when they
were 17 years old, likely because low shifting ability is associated with ability to maintain
a task goal (Friedman, Miyake, Robinson, & Hewitt, 2011).
2.3 Using Structural Equation Modeling to Under-
stand the Relationship Between Category Learn-
ing and Executive Functioning
There are many challenges associated with executive function research. While it may be
clear that executive functioning is not a unitary construct, it is less clear how to go about
defining the components of executive functioning. Consequently, the role that executive
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functions play in complex cognition is difficult to study. Structural equation modeling
(SEM) is a statistical technique that can be used to overcome many of these difficulties
inherent in studying executive functions. SEM allows for the modeling of directional
and non-directional relationships between variables (MacCallum & Austin, 2000) and at
its core can be thought of as a combination of factor analysis and multiple regression
(Rosseel, 2012). In the current study, SEM will be used to examine the relationship of
the components of executive functions to categorization performance.
SEM is unique because both observed and latent variables can be analyzed within
a single model. Latent variables are especially suitable to represent psychological con-
structs that are difficult to measure. For example, latent variables representing each of
the components of executive functions can be created from multiple executive function
tasks (i.e., observed variables known as indicators) that are thought to tap into these
components. Even if each executive function task does not provide a pure representation
of the executive function of interest, the latent variable that is constructed from the ob-
served variables will provide a good representation of the executive function component.
This feature is ideal for studying executive functions, for which it is difficult to design
process-pure measures. The resulting latent variables can then be related to different
types of categorization to determine which components of executive function are related
to each type of categorization (Kline, 2010; MacCallum & Austin, 2000).
Another strength of SEM is that measurement error is explicitly represented within
the model. Other statistical techniques, including multiple regression, assume that vari-
ables are free of measurement error, an unrealistic assumption that can bias estimates
of effect size (Fan, Thompson, & Wang, 1999). In SEM, the measurement error for each
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observed variable is estimated and partialled out so that the latent variable provides
a good representation of the executive function of interest. Taken together, the use of
latent variables and the explicit representation of error variance make SEM a powerful
tool for studying constructs that are difficult to define and difficult to measure, such as
executive functions (Kline, 2010; MacCallum & Austin, 2000).
Despite its strengths, structural equation modeling has rarely been used in stud-
ies of category learning. To our knowledge, the only category learning studies to use
SEM have examined the relationship of working memory to category learning (Craig &
Lewandowsky, 2011; Lewandowsky, 2011; Lewandowsky, Yang, Newell, & Kalish, 2012).
Of particular interest is one which examined the relationship of working memory to ver-
bal and nonverbal category learning, using a categorization paradigm and stimuli very
similar to those used in the current study (Lewandowsky et al., 2012). In this study,
participants completed multiple RD and NRD categorization tasks and three working
memory tasks and from these, Working Memory, Verbal Categorization and Nonverbal
Categorization latent variables were constructed. A model which constrained the corre-
lation between the Working Memory and Verbal Categorization latent variables to equal
the correlation between the Working Memory and Nonverbal Categorization latent vari-
ables was no worse than a model in which these correlations were unconstrained. The
authors took this as evidence that working memory is equally important for verbal and
nonverbal category learning and also suggested that this may be evidence for only one
category learning system.
Although Lewandowsky et al. (2012) framed their results as support for a single
system account of category learning, there are a number of reasons why their results are
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inconclusive on this matter. First, Lewandowsky et al. claim that their finding that
working memory is important for verbal and nonverbal category learning is counter to
what is predicted by a multiple systems view. However, a more nuanced and up-to-date
multiple systems view states that different types of working memory may be important for
each system. Miles and Minda (2011) showed that verbal working memory is important
for the verbal system and visual working memory is important for the nonverbal system.
Therefore, it is not particularly surprising that Lewandowsky et al. found that working
memory, in general, was correlated with both types of category learning. In fact, they
specifically state that they chose their working memory tasks to span verbal and visual
working memory domains. Creating a single working memory variable from tasks that tap
multiple domains is an oversimplification of the true state of working memory (Baddeley,
2003). Given that this latent variable taps into verbal and visual working memory and
that these types of working memory are important for the verbal and nonverbal systems,
respectively, it is not at all surprising to find that this single latent variable was correlated
with both types of category learning. Had Lewandowsky et al. included a larger number
of working memory tasks that could be separated into multiple latent variables, their
results may not be interpretable as support for a single systems view.
Similarly, Lewandowsky et al. did not address the possibility that working memory
may be important for both category learning systems but play different roles within
each system. For example, the nonverbal system likely uses visual working memory
to represent the categorization stimulus and store the category boundary but does not
use working memory to process feedback (Zeithamova & Maddox, 2007). The verbal
system likely uses verbal working memory to store past and current categorization rules,
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process feedback, and represent the stimulus, but visual working memory seems to be
less important for this system (Miles & Minda, 2011).
Finally, it is difficult to determine exactly what Lewandowsky et al.’s Working Mem-
ory latent variable represents. Latent variables extract the commonalities in variance
among observed variables. While it is true that the working memory tasks used in
Lewandowsky et al.’s studies tap into working memory, they also all tax executive func-
tions. Therefore, it is possible that the Working Memory latent variable actually repre-
sents the common executive function component found in these tasks. If this is the case,
then Lewandowsky et al.’s results may illustrate that executive functions play a role in
each categorization system. This is a finding which has support from previous research
(Huang-Pollock et al., 2011; Maddox et al., 2009, 2010; Schnyer et al., 2009), is not at
odds with a multiple systems view, and may actually further this view by helping to
clarify the importance of executive functions for the nonverbal system.
Regardless, Lewandowsky et al.’s study differs from the one proposed here because
their battery of tasks measured working memory (although there is some overlap with
the tasks in the current study) and because the study was not designed to examine
the separate role of executive functioning components for each type of categorization.
Therefore, the current study will take the same general form as Lewandowsky et al.’s
studies, but focus on how each component of executive functions is related to verbal and
nonverbal category learning.
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2.4 Objectives and Hypotheses
The first goal of the current study was to test the Component Hypothesis which states
that discrepancies in past research on the importance of executive functions for the non-
verbal system may have been due to a failure to consider which component of executive
functioning was manipulated. The second goal of the current study was to investigate
the relationship between the components of executive functioning and each categorization
system using an individual differences approach. Over two sessions, a large number of
participants completed an NRD and an RD categorization task and a series of inhibition,
updating, and set shifting tasks. Latent variables were created for each of the two cat-
egorization tasks and each of the three components of executive functioning. SEM was
used to predict categorization performance from the components of executive functioning
in order to determine which executive function components were associated with each
type of categorization.
For the verbal system, inhibition may be important for inhibiting responses based
on previous rules and responses based on salient but irrelevant dimensions. Increased
inhibition abilities should therefore be associated with increased verbal category learn-
ing. Working memory updating may be important for keeping track of the current rule,
remembering which rules have already been tested, and processing feedback. Therefore,
increased working memory updating ability should also be associated with increased ver-
bal category learning performance. Set shifting may be important for disengaging from
a previous rule and engaging in a new rule, but stability, the converse of shifting, may
be important for persisting with a rule after surprising feedback. Given that the catego-
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rization rule in the current study is based on a small difference in frequency, decreased
shifting (and increased stability) may be necessary to successfully find and apply the
categorization rule.
For the nonverbal system, executive functions may not be at all predictive of nonverbal
category learning. Such a finding would be in line with studies using concurrent tasks
(e.g., Minda et al., 2008; Waldron & Ashby, 2001; Zeithamova & Maddox, 2006) and
fMRI (Nomura & Reber, 2008) that have not found executive functions to be important
for the nonverbal system. On the other hand, based on past research that has found
that Stroop performance (a measure of Inhibition) is correlated with NRD performance
in older adults (Maddox et al., 2010) and patients with frontal lobe damage (Schnyer
et al., 2009), inhibition abilities may be related to NRD categorization performance. A
third possibility is that executive functions may not be important for success on a single
trial, but may be important in a more global sense to mediate between the categorization
systems. In this case, all components of executive functioning may be equally predictive
of nonverbal category learning, perhaps suggesting that executive functioning, in general,
is important for the operation of the nonverbal system.
2.5 Method
2.5.1 Participants
Participants included 199 adults from the University of Western Ontario who participated
for course credit or for $30. Data from 21 participants were discarded because they
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did not return for the second session and were therefore missing data from half of the
categorization and executive functioning tasks. Data from 3 participants were discarded
because they were inattentive to the tasks. This left 175 adults (112 women, 63 men)
with a mean age of 18.85 years (SD = 3.15 years).
2.5.2 Materials and Procedure
The categorization stimuli were sine-wave gratings (pictured in Figure 2.1) that varied in
spatial frequency and spatial orientation. The categorization rule for the RD category set
is based on frequency, such that gratings with few lines go into Category A and gratings
with many lines go into Category B. In Figure 2.1A, the vertical line separating Category
A and Category B, known as the decision bound, represents the strategy that maximizes
categorization accuracy (Ashby & Gott, 1988). The NRD category in this study was an
Information Integration (II) category (Figure 2.1B) in which frequency and orientation
are integrated before the categorization decision is made. The decision bound in Figure
1B can be expressed as “If the lines in the grating have a smaller orientation than
frequency, the grating goes in Category A; otherwise, it goes in Category B.” However,
this is not a practical categorization rule because frequency and orientation are not
directly comparable; instead, this category is thought to be learned nonverbally.
For the RD category set, 80 stimuli were generated (Ashby & Gott, 1988), with 40
in Category A and 40 in Category B. The distribution of each category was specified
by a mean and variance for frequency and orientation, and covariance between them,
shown in Table 2.1. Stimuli for each category were generated by randomly sampling 40
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coordinates from the appropriate multivariate normal distribution and using the GRT
package in R (R Core Team, 2012) to generate a sine wave grating corresponding to each
coordinate. Sine wave grating frequency was calculated as f = .25 + (xf/50) cycles per
gradient and orientation was calculated as o = xo x (pi/500) radians. Each stimulus was
370 x 370 pixels. Stimuli for the II category set were generated in the same way except
that different parameter values were used (Table 2.1). The resulting category structures
for RD and II category sets are illustrated in Figure 2.1A and 2.1B. Stimulus parameters
and generation were the same as those used by Zeithamova and Maddox (2006) and Miles
and Minda (2011).
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Figure 2.1: A) Category structure for the rule-defined category. Each light circle rep-
resents a stimulus from Category A and each dark circle represents a stimulus from
Category B. B) Information Integration category structure. This is a non-rule-defined
category.
All participants learned the RD and the II category set and completed nine measures
of executive function over two 1.5-hour sessions separated by at least seven days. Half
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Table 2.1: Distribution Parameters for Rule-defined and Information Integration Cate-
gory Sets
Category Structure µf µo σ
2
f σ
2
o covf , o
Rule-defined
Category A 280 125 75 9000 0
Category B 320 125 75 9000 0
Information Integration
Category A 268 157 4538 4538 4351
Category B 332 93 4538 4538 4351
Notes. f = frequency, o = orientation of the sine
wave grating.
of participants learned the RD category set in the first session and the II category set
in the second session and half learned in the opposite order. The learning stage for each
categorization task consisted of four blocks of 80 trials and the order of the 80 stimuli
was randomly generated on each block for each participant. Immediately following each
categorization task, participants typed a description of the categorization strategy they
used on the final trial.
On each trial, participants saw a single sine-wave grating and assigned it to either
Category A or Category B by pushing the button labeled A or B, respectively. The
word correct or incorrect was displayed for 1500 ms followed by a 1500 ms inter-trial
interval. The categorization stimulus remained on the screen throughout categorization
and feedback. In the second session, the categorization task was exactly the same as
the first categorization task except that a different category structure was used and
participants were instructed that the categories were different from the previous session.
The executive function tasks were split into two groups and the order of the tasks
within a group was fixed as follows: antisaccade, number-letter, keep track, stop signal,
and letter memory in group A and colour-shape, Stroop, spatial 2-back, category switch,
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and demographic survey (not an executive function task and not analyzed here) in group
B. Half of participants completed the group A tasks following the categorization task in
the first session and the group B tasks following the categorization task in the second
session and half of participants completed group B in the first session and group A in
the second session. As in Friedman et al. (2008), for all executive functioning measures,
stimuli were appropriately counterbalanced and the order of stimulus presentation was
pseudorandomized so that no consecutive trials were of the same type. All participants
experienced the same stimulus order for each executive functioning measure. The location
of each button label for the executive function and categorization tasks is pictured in
Appendix A.
Inhibition
Inhibition was measured using the Stroop task, the stop signal task and the antisaccade
task. The Stroop task consisted of 60 practice trials and 120 test trials. On each trial, a
fixation cross (0.5 cm tall) was shown for 500 ms, followed by a colour word or a string of
asterisks (both 0.7 cm tall) centred in the screen, followed by a 350 ms inter-trial interval.
The participant’s task was to indicate the text colour of the word/asterisks by pushing
the appropriate button (yellow, blue, orange, purple, red, or green) on the keyboard. Half
of the trials were control trials, in which a string of asterisks (matching the length of the
colour words) was shown. The other half of trials were incongruent trials, in which a
colour name (yellow, blue, orange, purple, red, or green) was printed in a text colour that
was different than the colour name (e.g., the word blue printed in yellow). Each colour
word and each asterisk string appeared in each text colour an equal number of times, no
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more than three trial types appeared in a row, and no word or colour was related to the
words and colours on consecutive trials. Inhibition was measured as the proportion of
test trials on which the text colour was correctly named.
The stop signal task consisted of one block of 24 pre-practice trials, two blocks of
24 practice trials, 10 pre-test trials and sixteen blocks of 24 test trials. On each trial, a
fixation cross (0.5 cm tall) was shown for 500 ms, followed by a word (0.7 cm tall) for 1500
ms. Half of the words represented living concepts (cat, chipmunk, donkey, goldfish, goose,
gorilla, lion, pig, python, salmon, seagull, turtle) and half represented non-living concepts
(banjo, boots, bus, canoe, lamp, mittens, rake, scissors, stone, sword, train, trombone),
and the participant’s task was to categorize each word as living or nonliving as quickly
as possible without making mistakes by pressing the appropriate button. On 25% of
the test trials, participants heard a 100 ms tone and were required to withhold their
categorization response (stop-signal trials). Of the stop signal trials, one third (two per
block) of the stop signals occurred 50 ms before the participant’s average response time
(calculated from the practice trials; long duration), one third (two per block) occurred
225 ms before the participant’s average response time (medium duration), and one third
(two per block) occurred 50 ms after the onset of the word (short duration). During the
test phase, participants were instructed to continue responding as quickly as possible, and
not to slow responding to wait for the possible tone. The pre-practice trials were included
for participants to learn the key mapping and the practice trials were included to build
up a preponent response and to calculate the participant’s average response time. The
pre-test trials were included to give participants practice at inhibiting their responses.
Inhibition was measured as the estimated time at which the stop signal finished (i.e., the
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amount of time taken to stop a response), which was calculated using the average stop-
signal RT (SSRT) for the three delay lengths (see Data Trimming and Outlier Analysis
for a description of the stop-signal RT calculation).
The antisaccade task consisted of 24 practice trials and 90 test trials. On each trial, a
fixation cross (0.5 cm tall in the centre of the screen) appeared for a variable amount of
time from 1500 to 3500 ms, followed by a 275 ms cue (a 0.3 cm square) on either the left
or the right side of the screen, followed by a 175 ms target arrow (0.7 cm long surrounded
by a 1.0 cm box whose edge was 6.8 cm from centre of the fixation cross) on the opposite
side of the screen, followed by a mask (‘XXXX’ that was 0.4 cm tall) which remained
on the screen until a response was made. The participant’s task was to indicate whether
the target arrow was pointing left, right or up by pushing the appropriate button on the
keyboard. To perform this task, participants needed to inhibit eye movement to the cue
to be able to see the direction of the target arrow. In practice and test trials, the target
arrow appeared equally often in each orientation on each side of the screen and the target
arrow never appeared in the same configuration (i.e., same orientation and side of the
screen) on consecutive trials. Inhibition was measured as the proportion of test trials on
which the arrow direction was correctly identified.
Working Memory Updating
Working memory updating was measured by the keep track task, the spatial 2-back task,
and the letter memory task. The keep track task consisted of 3 practice trials and 12
test trials. On each trial, participants were presented with a list of 15 words that fell into
one of six categories (animals : cow, snake, wolf; colours : blue, purple, yellow; countries :
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France, Russia; distances : inch, mile; metals : copper, nickel; relatives : aunt, cousin,
father). On each trial, there were either two, three or four target categories. At the end
of the trial, the participant’s task was to report the last word that appeared in each target
category. Each trial began with the target category names presented at the bottom of
the screen for 5000 ms, after which, each word in the list was shown at the centre of the
screen for 1500 ms while the target categories remained on the screen. At the end of
each trial, participants typed the last word they saw in each category. The practice trials
increased in difficulty such that the first trial had two target categories, the second trial
had three target categories and the third trial had four target categories. The number
of target categories in the test trials was randomized, each category appeared roughly
equally within each target number, and each word was the final category member two
or three times. Updating was measured as the proportion of words correctly recalled on
the test trials, out of 36 (4 trials with 2 targets, 4 trials with 3 targets, 4 trials with 4
targets).
The spatial 2-back task consisted of one practice block of 24 trials and 4 test blocks of
24 trials. On each block, 10 black squares (1.6 cm) that were scattered across the screen
flashed one at a time in a pseudorandom order for a total of 24 flashes (i.e., trials). On
each flash, the participant’s task was to indicate whether that square had flashed two
trials earlier by pushing the yes or no key. Each block began with a fixation cross (0.5
cm tall) for 1000 ms, after which, the squares flashed one at a time for 500 ms followed
by a 1500 ms inter-trial interval in which the screen was blank. On every block, there
were six instances where the target square was the same as the trial 2 back (i.e., yes
responses) and there were no cases where the target square was the same as the trial
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1 back or 3 back. Each square flashed 10 times across the task. The first two trials
in each block were not analyzed because there was no trial two back for comparison.
Updating was measured as the proportion of correct responses across the test blocks,
where non-responses were counted as incorrect.
The letter memory task consisted of 3 practice trials and 12 test trials. On each trial,
the participant was shown a list of letters one at a time, and recalled the last five letters
at the end of the trial. Participants were instructed to “rehearse the last five letters
by mentally adding the most recent letter and dropping the sixth letter back, and then
repeating the new string of letters in your mind.” The trial began with a fixation cross
(0.5 cm tall) for 1000 ms, after which, each letter (0.7 cm tall) appeared for 2500 ms.
At the end of the trial, the participant typed the last five letters of the list, in order,
although responses were scored as correct even if the letter did not appear in the correct
position. On each trial, either five, seven or nine letters were presented (1 practice trial
and 4 test trials at each length). The practice trials increased in difficulty such that the
first trial had five letters, the second trial had seven letters and the third trial had nine
letters. The test trials were arranged so that every list length appeared once every three
trials. Updating was measured as the proportion of letters correctly recalled on the test
trials, out of 60.
Set Shifting
Set shifting was measured by the number letter task, the colour shape task, and the
category switch task. The number letter task consisted of 6 pre-practice trials, 1 block
of 48 practice trials, 6 pre-test trials and 2 blocks of 48 test trials. On each trial, the
51
participant was shown a number-letter or a letter-number pair (e.g., 7G, U2). The
participant’s task was to indicate whether the number was odd (3, 5, 7, or 9 ) or even (2,
4, 6, or 8 ) if the stimulus appeared at the top of the screen or whether the letter was a
consonant (G, K, M, or R) or a vowel (A, E, I or U ) if it appeared at the bottom of the
screen. Half of the trials in each block were switch trials, in which the stimulus appeared
on the opposite half of the screen of the previous trial, so that the participant was required
to switch the categorization decision applied to the stimulus. On each trial, participants
were cued with the type of response required when a box (1.8 cm square) appeared 0.6
cm above or below a horizontal line dividing the screen in half. After 150 ms, a stimulus
appeared in the box and the participants pushed the appropriate button on the keyboard
(odd, even, consonant or vowel), which initiated a 350 ms inter-trial interval. Participants
were instructed to use the location of the cue to prepare for the categorization task and
to respond as quickly as possible without making mistakes. There were 128 possible
stimuli (8 numbers x 8 letters x 2 orders). Half of the trials required a consonant/vowel
categorization and half required a number/letter categorization. Consonant, vowel, even
and odd were each the correct answer on one quarter of trials. The order of the trials
was pseudorandomized so that there were no more than four consecutive switch trials.
The practice trials were included for participants to learn the key mapping and the cue
mapping. The pre-practice and pre-test trials were included so that the first responses
were not included in the average response time calculations. Set shifting was measured
as the difference in average reaction time between switch trials and non-switch trials in
the test blocks.
The colour shape task was similar to the number letter task, except that participants
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categorized stimuli according to shape if an S was on the screen and categorized according
to colour if a C was on the screen. On each trial, an S or a C (0.5 cm tall) was presented
as the cue, followed by a coloured rectangle (green or red; 3.8 cm x 3.2 cm centered on the
screen) with a shape in it (2.5 cm circle or 2.9 cm triangle) and participants categorized
using the appropriate button on the keyboard (red, green, circle or triangle). The timing
and number of trials was the same as the number letter task. Just like the number letter
task, half of trials were switch trials. The four possible stimuli (2 shapes x 2 colours)
occurred equally often and were preceded by each type of cue equally often. Therefore,
red, green, triangle and circle were each the correct answer on one quarter of trials. Set
shifting was measured as the difference in average reaction time between switch trials
and non-switch trials in the test blocks.
The category switch task was also similar to the number letter task except that
participants categorized words as being living or non-living if a heart was on the screen
or larger or smaller than a soccer ball if an arrow was on the screen. On each trial,
a heart (1.4 cm tall) or a vertical, double headed arrow (1.4 cm tall) was presented
as the cue followed by a word (0.9 cm tall, centered on the screen) which participants
categorized using the appropriate button on the keyboard (living, non-living, big or
small). The timing and number of trials was the same as the number letter task. Just
like the number letter task, half of trials were switch trials. The four large, living objects
(alligator, lion, oak, shark), the four large, non-living objects (bicycle, cloud, coat, table),
the four small, living objects (goldfish, lizard, mushroom, sparrow), and the four small,
non-living objects (knob, marble, pebble, snowflake) each appeared three times per block,
and were cued by each type of cue equally often. Therefore, living, non-living, big and
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small were each the correct answer on one quarter of trials. Set shifting was measured
as the difference in average reaction time between switch trials and non-switch trials in
the test blocks.
2.5.3 Data Analysis
Data Trimming and Outlier Analyses
To improve the distribution of the variables used in the study, they were trimmed and ex-
treme values were removed using methods (described below) in line with previous research
(Friedman et al., 2008; Miyake et al., 2000). A small number (1.29%) of participants
were dropped from some tasks because of technical errors or because the participant did
not understand the task. One participant in the keep track task, four in the spatial 2-
back task, and six in the second categorization task were eliminated because of technical
problems (e.g., power outage). Seven participants in the spatial 2-back task, four in the
number letter task, one in the category switch task and two in the Stroop task were
dropped because they did not do the task properly (e.g., responded to the colour name
rather than text colour in the Stroop task). See Table 2.2 for the number of remaining
participants for each task.
For the executive function tasks for which reaction time was the dependent variable
(excluding the stop signal task), only correct responses were analyzed. For the set shifting
tasks, responses following errors were excluded to ensure that set shifting really had
occurred. Similar to Miyake and colleagues (Miyake et al., 2000; Friedman et al., 2008),
responses faster than 200 ms were not analyzed. Extreme reaction times were trimmed
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using the median absolute deviation, a method which is robust to non-normality (Wu,
Zhao, & Wang, 2002). Median absolute deviation is a measure of variability in which the
median deviation between a participant’s median and actual scores is calculated. For each
participant, responses that were more than 3.32 median absolute deviations away from
the individual’s median for that task were excluded from analysis. All RT measures were
calculated so that higher values indicated better performance and descriptive statistics
for RT measures can be found in Table 2.2. Proportion correct on these tasks was high
(number letter, M = .94, SD = .12; colour shape, M = .94, SD = .05; category switch,
M = .89, SD = .09).
For executive function tasks for which proportion correct was the dependent variable,
the performance of participants whose mean was greater than 3 standard deviations from
the group mean was replaced by a value 3 standard deviations from the mean in order to
improve normality and to minimize the influence of outliers on the parameter estimates.
This affected data from 0 participants in the antisaccade task, 4 participants (2.30%)
in the letter memory task, 2 participants (1.16%) in the keep track task, 2 participants
(1.22%) in the spatial 2-back task and 2 participants (1.73%) in the Stroop task. Next,
performance in each task was arcsine transformed to disperse very low and very high
values and improve normality (Miyake et al., 2000; Kline, 2010). Untransformed and
transformed means for executive function tasks measured using proportion correct can
be found in Table 2.2.
For the stop signal task, stop-signal reaction time (SSRT) was estimated for short,
medium and long durations for each participant(Logan, 1994). For each participant,
the probability of responding on stop trials was calculated for each duration. Next,
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go trials were put in ascending order according to reaction time. Then the RT of the
nth trial was determined for each participant at each duration. The nth trial was the
one whose rank equaled the product of the number of go trials and the probability of
responding at the given duration. The SSRT for the duration was the RT of the nth trial
minus the stop-signal delay for that duration. For each participant, SSRTs for the short,
medium and long durations were averaged to form the measure of inhibition. If, for any
participant, the probability of responding at a given duration did not fall between .15
and .85, the SSRT for that duration was not included in the average SSRT. Finally, SSRT
was multiplied by negative 1 so that larger values indicated better performance.
No transformation or outlier analyses were conducted on categorization performance.
Categorization performance for each category type (II and RD) at each block (1 to 4) was
calculated by averaging performance across participants. Mean and standard deviation of
categorization performance for each category set at each block are presented in Table 2.2.
Because SEM requires multivariate normal distributions, the skew index and kurtosis
index was calculated for each variable. The sign of the skew index indicates the direction
of the skew (i.e., negative or positive) and the magnitude of the skew index indicates the
size of the skew. In general, absolute values greater than 3.0 indicate extreme skew. Sim-
ilarly, the sign of the kurtosis index indicates the direction of the kurtosis (i.e., negative
for platykurtic distributions and positive for leptokurtic distributions) and the magnitude
indicates the size of the kurtosis, with absolute values greater than 8.0 indicating extreme
kurtosis (Kline, 2010). Table 2.2 illustrates that after data trimming and transformation,
all variables have an acceptable level of skew and kurtosis.
Large differences in variance (i.e., differences greater than a factor of 10) can be
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problematic for SEM in terms of difficulties converging on a solution. To correct for the
ill-scaled variance among measures, some measures were multiplied by a constant so that
variances were roughly comparable. The rescaled measures were used for all confirmatory
factor analysis and structural equation models. Note that rescaling the variables had no
effect on the final outcome of the models because the relationship between variables is
unaffected when variables are multiplied by a constant. The unscaled standard deviation
and scaled standard deviation and the constant for each variable are printed in Table 2.2.
Model Estimation
A two-step modeling procedure was used in which an acceptable measurement model
was first identified and then a structural equation model was based on the measurement
model. Measurement models use confirmatory factor analysis (CFA) to model the rela-
tionships between latent variables and the observed variables that define them. As such,
variables are related using correlational rather than causal pathways. Prior to testing
predictions using a structural equation model, which uses causal pathways, it is advisable
first to ensure that the corresponding measurement model has an acceptable fit to the
data. If the measurement model fits the data poorly, then the structural equation model
should not be used to test hypotheses (Kline, 2010).
All confirmatory factor analyses and structural equation models were carried out
using the lavaan package in R (Rosseel, 2012). For the confirmatory factor analyses and
structural equation models, a maximum likelihood estimator was used. Missing values
were handled using ML estimation for incomplete data, which has been shown to be an
effective method (Meade & Bauer, 2007; Tomarken & Waller, 2005). All models were
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overidentified, positive definite and all estimation processes converged. Latent variables
were scaled by setting the factor loading of the first indicator to equal 1.
The fit of the models was measured using a number of fit indices because no single
fit index is sufficient to accept or reject a model. The root mean square error of ap-
proximation (RMSEA) is an absolute measure of fit that adjusts for model complexity
and indicates the model discrepancy per degree of freedom. Values of .01, .05 and .08
indicate excellent, good and mediocre fit, respectively, and the 90% confidence interval of
the RMSEA ideally includes 0 (MacCallum, Browne, & Sugawara, 1996). Standardized
Root Mean Square Residual (SRMR) is a measure of the mean absolute residual between
the observed and reproduced correlation matrices, with smaller values indicating better
fit, and values below .08 indicating acceptable fit (Hu & Bentler, 1999). The Compara-
tive Fit Index (CFI) and Tucker Lewis Index (TLI) are both incremental fit indices that
measure the relative improvement of the model compared to a null model. For both CFI
and TLI a value of .95 indicates a good fit of the model to the data (Hu & Bentler, 1999).
The model chi-squared indicates the deviation of the reproduced correlation matrix from
the observed correlation matrix and a significant model chi-squared indicates a poor fit.
The above fit indices were used to measure the overall fit of the model, and chi-squared
difference tests were used to compare the relative fit of models to adjudicate between
nested models. For each model, the pattern of residuals and coefficients was also exam-
ined. Modification indices, which indicate changes to the model that would improve its
fit, were also examined for each model.
58
2.6 Results
Confirmatory factor analysis and structural equation modeling were used to investigate
the relationship between components of executive functioning and types of category learn-
ing. First, CFA was used to confirm that the executive function tasks measured inhibi-
tion, updating and set shifting as was intended. Next, SEM was used to examine whether
the components of executive functioning played a similar role across verbal and nonver-
bal categorization. If this was the case, then it would be possible that rule-defined and
non-rule-defined categories are learned using a single category learning system. However,
if the components of executive functioning were found to play different roles in verbal
and nonverbal categorization, then this would provide evidence that they are learned
using separate systems. Finally, a second series of structural equation models was used
to determine whether each of the components of executive functioning were of equal
importance within verbal categorization and within nonverbal categorization.
2.6.1 Structure and Number of Executive Functions
Before exploring the relationship between components of executive function and catego-
rization performance, it was first important to confirm that the executive function tasks
in fact measured three separate components of executive function, as has been demon-
strated in past research using similar tasks (Miyake et al., 2000). The correlations among
all of the executive function tasks and categorization blocks are presented in Table 2.2.
As was expected (Friedman et al., 2008; Miyake et al., 2000), the correlations within
executive function components tended to be higher than correlations between executive
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function components, showing convergent and discriminant validity. The same was
true for the categorization tasks.
A series of confirmatory factor analyses examined whether performance on the ex-
ecutive function tasks was best described using multiple executive function factors or a
single executive function factor. An initial model in which the antisaccade residual vari-
ance was allowed to vary did not provide a proper solution, in that a negative residual
variance value was produced. This can occur with certain patterns of correlations among
indicator variables. In the current situation, the model estimation produced a high load-
ing for antisaccade and low loadings for the other two indicators. In order to generate a
proper solution, the residual variance for the antisaccade task was set to .001 for Model
1 and Model 4. Residual variance for antisaccade was positive for all other models.1
In the first model, the Inhibition latent variable was composed of the Stroop, stop
signal and antisaccade tasks, the Updating latent variable was composed of the keep track,
spatial 2-back and letter memory tasks and the Set shifting latent variable was composed
of the number letter, colour shape and category switch tasks. This configuration was
consistent with past research (Collette et al., 2005; Friedman et al., 2008; Miyake et
al., 2000). The fit of the first model was quite good (see Table 2.3 for the model fits
and Table B.1 in Appendix B for the model parameters). The model chi-squared value
was nonsignificant, illustrating that the model offered a good description of the data.
The RMSEA was .00, indicating an excellent fit. The CFI and TLI both indicated an
excellent fit and the SRMR was also small. It should be noted that the standardized
1The same pattern of results as is reported here was found if residual variance for antisaccade was
set at .001 for all models.
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Table 2.3: Fit Statistics for Confirmatory Factor Analysis Testing Number of Executive
Function Components
Model Differencea
χ2 df p χ2 df p RMSEA (90% CI) SRMR CFI TLI
1. 3 Components 21.94 25 .64 – – – .00 (.00-.05) .04 1.00 1.00
2. 1 Component (I=U=S) 69.24 27 <.001 47.30 2 <.001 .10 (.07-.12) .08 .77 .69
3. 2 Components (I=U, S) 29.69 26 .28 7.75 1 .005 .03 (.00-.07) .05 .98 .97
4. 2 Components (U=S, I) 53.62 27 .002 31.68 2 <.001 .08 (.05-.10) .07 .85 .81
5. 2 Components (S=I, U) 59.05 26 <.001 37.11 1 <.001 .09 (.06-.11) .07 .82 .75
6. 3 Independent Components 77.30 27 <.001 55.36 2 <.001 .10 (.08-.13) .12 .72 .63
Note. Antisaccade residual variance was set at .001 for Model 1 and Model 4. Parameter estimates are
presented in Table B.1. Final model indicated in bold. I = Inhibition, U = Updating, S = Shifting.
a χ2 difference values compare the specified model to Model 1.
factor loading for the antisaccade task was much larger than for the Stroop or stop signal
tasks. This means that the inhibition construct is heavily defined by the antisaccade
task. The correlations between executive function latent variables were all positive and
significant (rUpdate,Shift = .50, p = .004; rUpdate,Inhibit = .63, p = .005; rInhibit,Shift = .35,
p = .01). Altogether, the first model with three components of executive function fit the
data well and produced a solution consistent with past research (Friedman et al., 2008;
Miyake et al., 2000). However, given that the executive functions were correlated, it is
possible that they would also be captured well by a single latent variable.
Next, a model in which all executive function tasks load on to a single latent variable
was compared to the first model. This model provided a poor overall fit with a significant
model chi-squared, and unacceptable values for RMSEA, CFI, TLI and SRMR (see Model
2 in Table 2.3). A chi-squared difference comparing the model chi-squared for the first
and second models indicated that the model in which EF were captured by a single
component fit significantly worse than the model in which EF were captured by three
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components (Table 2.3). Therefore, performance on the executive function tasks does
not demonstrate a single underlying executive function.
Next, all possible two-component models were tested by collapsing two EF compo-
nents into a single latent variable. The model chi-squared values of the two-component
models were compared to the three-component model to determine whether these more
parsimonious models described the data as well as the more complex three-component
model. The corresponding chi-squared difference values and model fits are presented
in Table 2.3. In the first two-component model (Model 3 in Table 2.3), the inhibition
and updating tasks were loaded onto one latent variable and the shifting tasks were
loaded onto a second latent variable. This model had a good fit, but the chi-squared
difference test indicated that it fit significantly worse that the three-component model.
Another two-component model in which shifting and updating were loaded onto a single
factor had a poor fit and also fit significantly worse than the three-component model.
Similarly, a two-component model in which shifting and inhibition were loaded onto a
single factor had a poor fit and fit significantly worse than the three-component model.
Therefore, none of the two-component models offered a solution that fit as well as the
three-component model.
Finally another three-component model was tested in which the components of ex-
ecutive function were specified to be independent. This model was the same as the first
model except that the correlations between the Inhibition, Updating, and Shifting la-
tent variables were set at 0, instead of being free to vary. Model 6 in Table 2.3 shows
that this model had a poor overall fit and also fit significantly worse than the three-
component model that allowed correlations between the components. Of the six models
63
tested, the initial three-component model in which executive functions were separate but
correlated offered the best description of the data. This provides evidence that there are
three components of executive functioning which can be used to predict categorization
performance.
2.6.2 Categorization and Executive Function Measurement Model
The previous section testing for the number of executive function components established
an acceptable measurement model for the executive functioning tasks (see Model 1 in
Table 2.3). Next, a measurement model combining executive functions and categoriza-
tion tasks was constructed. The measurement model was specified so that a Nonverbal
Categorization latent variable was created from performance on the four blocks of the II
categorization task, a Verbal Categorization latent variable was created from performance
on the four blocks of the RD categorization task, and Inhibition, Updating, and Shift-
ing latent variables were created as per the executive functioning measurement model.
The fit of this model, presented in Model 1 of Table 2.4 (see Table B.2 in Appendix B
for model parameters), was not very good, with a significant model χ2, slightly high
RMSEA and low TLI value. In this study, blocks of categorization performance were
autocorrelated, so that performance on adjacent categorization blocks was more similar
than performance on non-adjacent blocks. These autocorrelations can be modelled by
allowing residuals of adjacent blocks to correlate. Examination of the modification in-
dices revealed that allowing the residuals of II blocks 1 and 2 and RD blocks 1 and 2 to
correlate would cause the greatest improvement to the model. When these correlations
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Table 2.4: Fit Statistics for Categorization and Executive Functioning Measurement
Model
Model Difference
χ2 df p χ2 df p RMSEA (90% CI) SRMR CFI TLI
1. Uncorrelated blocks 165.32 110 .001 – – – .05 (.04-.07) .06 .95 .94
2. Blocks 1 and 2 correlated 128.16 108 .09 37.16 2 <.001 .03 (.00-.05) .06 .98 .98
Note. Parameter estimates are presented in Table B.2. Final model indicated in bold.
were allowed, the model fit was significantly better than the previous model (see Model
2 in Table 2.4 and Table B.2 in Appendix B for model parameters). The overall fit of the
new model improved to acceptable levels, so it was accepted for the measurement model.
In the final measurement model, all executive function latent variables were positively
correlated with Nonverbal Categorization, and Inhibition and Updating were positively
correlated with Verbal Categorization.
2.6.3 Equality of Executive Functions Across Categorization
Systems
Given that there are multiple components of executive function, it is possible that these
components may have the same relationship to II and RD learning, allowing for the
possibility that these categories are learned by a single category learning system. The
components of executive function may also be differentially related to learning these
two types of categories, consistent with the existence of multiple category learning sys-
tems. To adjudicate between these possibilities, two models were compared. Both used
a structural equation model based on the established measurement model with the Inhi-
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Table 2.5: Fit Statistics for Structural Equation Models Testing Equality of Executive
Functions Across Systems
Model Difference
χ2 df p χ2 df p RMSEA (90% CI) SRMR CFI TLI
1. Unconstrained coefficients 128.16 108 .09 – – – .03 (.00-.05) .06 .98 .98
2. Equal coefficients 144.47 111 .02 16.31 3 <.001 .04 (.02-.06) .08 .97 .96
Note. Parameter estimates are presented in Table B.3. Final model indicated in bold.
bition, Updating, and Shifting latent variables predicting the Verbal Categorization and
Nonverbal Categorization latent variables. In both models, the executive function latent
variables were allowed to correlate and the categorization latent variables were allowed to
correlate. In the first model, the regression coefficients of the Verbal Categorization and
Nonverbal Categorization latent variables onto the Inhibition, Updating, and Shifting la-
tent variables were not constrained to be equal. In the second, the regression coefficients
of the Verbal Categorization latent variable onto the Inhibition, Updating, and Shifting
latent variables were constrained to be equal to those of the Nonverbal Categorization
latent variable.
The fit of the first model was the same as the measurement model (Table 2.5, Model
1), with a nonsignificant model chi-squared, low RMSEA and SRMR and high CFI and
TLI values. Figure 2.2 illustrates this unconstrained structural equation model, includ-
ing regression coefficients of latent variables onto their indicators, paths between latent
variables and correlations between latent variables. All indicators loaded significantly
onto the corresponding latent variable in the expected direction (see Table B.3 in Ap-
pendix B for model parameters). Only the regression coefficient for Verbal Categorization
onto Updating was significant, indicating that working memory updating predicts RD
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categorization performance when all other executive functions are controlled for.
In the second structural equation model, the regression coefficients of the Verbal
Categorization latent variable onto the Inhibition, Updating, and Shifting latent variables
were set to equal the coefficients of the Nonverbal Categorization latent variable onto each
of the executive function latent variables. That is, each component of executive function
was constrained to be equally associated with each categorization system. This model
(Model 2 in Table 2.5) fit significantly worse than the unconstrained model, as indicated
by the significant chi-squared difference. As well, this model had a poor overall fit,
as indicated by the significant model chi-squared. Therefore, the unconstrained model
was adopted. It can be concluded that the components of executive functioning are not
equally predictive of verbal and nonverbal categorization. Not only does this finding
suggest that these types of categories are learned by different cognitive systems, but it
also suggests that executive functions do not play the same role in these two types of
learning.2
2Three more structural equation models were carried out in which each component of executive
function was constrained to be equal across systems to determine which components of executive function
differed across systems. The model in which the regression coefficient of Verbal Categorization on
Inhibition was set to equal that of Nonverbal Categorization on Inhibition did not fit significantly worse
than the unconstrained model, χ2difference (1) = 0.02, p = .88. The model in which Updating’s regression
coefficient was constrained to be equal across systems fit worse than the unconstrained model (χ2difference
(1) = 8.60, p = .003) and the same was true when Shifting was constrained, χ2difference (1) = 5.07, p =
.02. Therefore, working memory updating and set shifting appear to be differentially predictive across
the systems, while inhibition may predict equally well for each system.
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Figure 2.2: The final structural equation model (Model 1 from Table 2.5) for the predic-
tion of verbal (RD) and nonverbal (II) category learning using components of executive
functioning (Inhibition, Updating and Set shifting). Double headed arrows represent
correlations and the numbers next to the double headed arrows are correlation coeffi-
cients. The single headed arrows represent standardized factor loadings and the corre-
sponding numbers can be interpreted as standardized regression coefficients. Circular
arrows represent latent variable variances and error variances. Parameter estimates not
in parentheses are significant at p < .05 and parameter estimates in parentheses are ns.
All parameter estimates were one tailed except for the regression of the categorization
latent variable onto Shifting, since Shifting may be either positively or negatively related
to categorization performance.
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2.6.4 Equality of Executive Functions Within Categorization
Systems
The main focus of this study was to investigate whether any of the components of ex-
ecutive function were especially predictive of performance by the nonverbal system or
the verbal system. In order to test this, a series of structural equation models were
constructed in which the components of executive functions were constrained to play an
equal role within a given system. These models were carried out separately for nonverbal
and verbal categorization in light of our finding that executive functions are differentially
related to the verbal and nonverbal systems. First, an unconstrained model was run in
which the regression coefficients of the categorization latent variable (either Nonverbal
Categorization or Verbal Categorization) onto Inhibition, Updating, and Shifting were
allowed to vary. Next, two fully constrained models were run in which the regression of
the categorization latent variable onto each of the executive function components was
set to be equal. In the first fully constrained model, a positive coefficient was used for
Shifting and for the second fully constrained model a negative coefficient was used. This
was done to allow for either good or poor shifting ability to predict categorization perfor-
mance because previous research has shown both to be possible (Friedman et al., 2011;
Richter & Yeung, 2012). It was not necessary to do so for Inhibition and Updating since
only good performance on these tasks was expected to predict categorization. If both
of the constrained models fit significantly worse than the unconstrained model, then it
could be concluded that the components of executive function were not equally predic-
tive of the given type of category learning. If either of the constrained models did not
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Table 2.6: Fit Statistics for Structural Equation Modeling Testing Equality of Executive
Functions Within Systems
Model Differencea
χ2 df p χ2 df p RMSEA (90% CI) SRMR CFI TLI
Nonverbal Categorization
1. Unconstrained coefficients 68.09 59 .20 – – – .03 (.00-.06) .06 .98 .98
2. Constrained coefficients (I=U=S) 68.28 61 .24 0.19 2 .91 .03 (.00-.06) .06 .99 .98
3. Constrained coefficients (I=U=-S) 72.26 61 .15 4.17 2 .12 .03 (.00-.06) .07 .98 .97
Verbal Categorization
4. Unconstrained coefficients 71.98 59 .12 – – – .04 (.00-.06) .05 .98 .98
5. Constrained coefficients (I=U=S) 81.63 61 .04 9.65 2 .008 .04 (.01-.07) .06 .97 .97
6. Constrained coefficients (I=U=-S) 72.61 61 .15 0.63 2 .73 .03 (.00-.06) .05 .99 .98
Note. Nonverbal Parameter estimates are presented in Table B.4 and Verbal Parameter estimates are
presented in Table B.5. Final models indicated in bold. I = Inhibition, U = Updating, S = Shifting. a χ2
difference values compare the specified model to the unconstrained model.
fit significantly worse than the unconstrained model, then it could be concluded that the
more parsimonious, constrained model explains the data as well as the unconstrained
model, and the constrained model would be accepted.
For nonverbal categorization, the first SEM showed that the model where all coeffi-
cients were allowed to vary fit well (see Model 1 in Table 2.6 for model fit and Table B.4
in Appendix B for model parameters). In the second model in Table 2.6, the regres-
sion of the Nonverbal Categorization latent variable onto Inhibition was set to equal
the regression of Nonverbal Categorization onto Updating and Nonverbal Categorization
onto Shifting. Despite the added constraints, this model also fit well overall. In fact, a
chi-squared difference test comparing the overall model fit in the unconstrained and con-
strained models showed that the constrained model fit no worse than the unconstrained
model. In the third model in Table 2.6, the regression coefficients of Nonverbal Cate-
gorization onto the executive functions were also constrained to have the same absolute
value, but the Shifting coefficient was specified to be negative while the others were
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positive. This model also fit relatively well overall.
It is not possible to use a chi-squared difference test to adjudicate between the two
potential final models (i.e., Model 2 and Model 3) because their degrees of freedom were
equal. Instead, the models’ AIC values can be compared to determine which model had
the best relative fit. The AIC value for Model 2 was -2690.09 and for Model 3 was
-2686.16, suggesting that Model 2 provided the best fit to the data because it had the
lowest AIC value. This is not surprising because the regression coefficient of Nonverbal
Categorization onto Updating was positive in the unconstrained model, so the positive
constraint in Model 2 should provide the best fit. In addition, the fit indices were
numerically better in Model 2 than Model 3. Therefore, Model 2 was accepted as the
final model and is illustrated in Figure 2.3A. This model illustrates that the components
of executive functioning are equally and positively predictive of nonverbal categorization
performance such that increased Inhibition, Updating, and Shifting each uniquely predict
increased nonverbal category learning, (βInhibition = .07, p = .001; βUpdating = .22, p =
.001; βShifting = .11, p = .002).
3
For verbal categorization, the first SEM where all regression coefficients were allowed
to vary fit very well (see Model 4 in Table 2.6 and Table B.5 in Appendix B for model
parameters). The fully constrained model, with equal, positive regression coefficients
from Verbal Categorization onto each of the executive functions (Model 5 in Table 2.6
and Table B.5 in Appendix B), did not fit well according to the model chi-squared value
3Note that the unstandardized regression coefficients were constrained to be equal but the standard-
ized coefficients are reported here. That is why the reported coefficients are not equal. The p values are
equal, except that the Inhibition and Updating tests were one-tailed but the Shifting test was two-tailed
because past research has shown that good task performance is sometimes predicted by good shifting
ability and sometime by poor shifting ability.
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and its fit was also significantly worse than the unconstrained model, so this model
was rejected. Next, a fully constrained model with a negative regression coefficient for
Updating was run. This model had a good overall fit, with a non-significant model chi-
squared value, and good RMSEA, SRMR, CFI and TLI values (Model 6 in Table 2.6 and
Table B.5 in Appendix B). When compared to the unconstrained model, its fit was not
significantly worse, so it was retained as the final model. In this model, Inhibition (β =
.14, p < .001) and Updating (β = .51, p < .001) were significant positive predictors of
Verbal Categorization and Shifting was a significant negative predictor (β = -.22, p <
.001). This pattern of coefficients differs from the pattern of correlation coefficients, which
were all positive, and illustrates that when the overlap with other executive functions is
controlled for, Updating and Inhibition are uniquely positively predictive of RD learning
but Shifting is uniquely negatively predictive of RD learning. This finding suggests
that inhibition and working memory updating abilities are beneficial to verbal category
learning, while shifting abilities are detrimental to verbal category learning, perhaps
indicating instead that cognitive stability is beneficial for this type of learning.
2.7 Discussion
We examined the association of various components of executive functioning with verbal
and nonverbal category learning. Previous research has suggested that executive func-
tions are important for the operation of the verbal category learning system, but the
types of executive functioning that are most important for this system have not been
investigated. Past research has been less clear about the role of executive functioning
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Figure 2.3: A) The final structural equation model of the relationship between nonver-
bal (II) category learning and the components of executive functioning (updating, set
shifting and inhibition). The final model was one where Nonverbal Categorization was
predicted equally by each component of executive functions. B) The final structural
equation model of the relationship between verbal (RD) category learning and the com-
ponents of executive functioning. The final model was one where Verbal Categorization
was predicted equally by Inhibition, Updating, and Shifting but Inhibition and Updating
predicted positively and Shifting predicted negatively. A star (?) indicates the regression
coefficients that were constrained to be equal within a given model. Although unstan-
dardized regression coefficients were constrained to be equal, the regression coefficients
in the figure are not equal because they are standardized values. Double headed arrows
represent correlations and the numbers next to the double headed arrows are correlation
coefficients. Single headed arrows represent standardized factor loadings and the cor-
responding numbers can be interpreted as standardized regression coefficients. Circular
arrows represent latent variable variances and error variances. Parameter estimates not
in parentheses are significant at p < .05 and parameter estimates in parentheses are ns.
All parameter estimates were one tailed except for the regression of the categorization
latent variable onto Shifting, since Shifting may be either positively or negatively related
to categorization performance. 73
for the nonverbal category learning system. One of the goals of this study was to estab-
lish whether executive functions play a role in nonverbal category learning, and if so, to
isolate which components may be especially important to this system.
First, it was important to establish that the executive functioning tasks used in the
current study demonstrated the expected factors of executive functioning. A series of
confirmatory factor analyses established that the executive function tasks loaded onto the
Inhibition, Updating, and Shifting latent variables in the anticipated pattern (Friedman
et al., 2008; Miyake et al., 2000), although the Inhibition factor was largely defined by
the antisaccade task. The executive functioning tasks used in the current study were
best described using three separate but correlated executive function factors, as opposed
to fewer factors or three independent factors. This confirmed that executive functioning
is best described as being made up of multiple related cognitive components rather than
as a unitary capacity.
Next, we used structural equation modeling to examine whether Inhibition, Updating,
and Shifting were equally predictive of both types of category learning. A model in
which the contribution of each executive function was constrained to be equal across
verbal and nonverbal categorization did not provide a good fit to the data. Instead, a
model in which the components of executive functioning were differentially predictive of
verbal and nonverbal category learning provided a better description of the data. This
suggests that executive functions are not uniformly important for learning different types
of categories, and provides support for the idea that these categories can be learned by
separate category learning systems.
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2.7.1 Executive Functions and Nonverbal Categorization
Another objective of this study was to examine the relationship of each component of
executive functioning to nonverbal and verbal category learning to determine what types
of executive functioning could be important for the operation of each learning system.
Within the nonverbal system, all three components of executive functioning were found
to significantly and uniformly predict nonverbal category learning. There are at least
three possible interpretations of this pattern of results. First, it may be that inhibition,
working memory updating and set shifting are all important cognitive processes for the
nonverbal system. Perhaps each component of executive functioning plays a specific role
in the operation of the nonverbal system, possibly in making the transition away from
the verbal system. For example, set shifting may be important for shifting from active
hypothesis testing by the verbal system to more passive procedural responding by the
nonverbal system. Because both systems are thought to generate a response on each
trial, inhibition may be important for suppressing responses from the dominant verbal
system. Working memory updating may not be directly important for the nonverbal
system, but participants with good updating abilities may efficiently rule out all possible
categorization rules and therefore make the transition to the nonverbal system earlier
than those with poor updating abilities.
Second, it may be that some other component of executive functioning that was not
measured in this study, for example planning, is important for the nonverbal system. If
planning (e.g., Tower of Hanoi performance) was correlated with inhibition, updating, and
shifting, and was also important for nonverbal categorization, then a failure to measure
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planning could result in spurious correlations between nonverbal categorization and the
executive functions that were measured. While this is certainly possible, the executive
functions that appear most theoretically important for nonverbal categorization were
included in this study, so the inclusion of additional executive functions for the nonverbal
system would likely require some post hoc explanation.
Finally, and most likely, it may be that each executive function component does not
play a unique role for the nonverbal system but that executive functioning in general is
necessary for the operation of this system. For example, Miyake and colleagues (Friedman
et al., 2008; Miyake & Friedman, 2012) have introduced the unity/diversity framework
in which performance on executive functioning tasks is a product of general executive
functioning ability (i.e., unity) and ability unique to the given component of executive
functioning (i.e., diversity). In fact, general executive functioning can form its own
executive functioning component termed common executive functioning and is thought
to reflect the ability to maintain task goals and to influence lower-level processing. Our
results may indicate that common executive function in general, not inhibition, updating,
and shifting specifically, is important for nonverbal category learning. This possibility
makes sense theoretically, especially in light of Miles and Minda’s (2011) previous finding
that low level visual processing plays a larger role in nonverbal category learning than
verbal category learning. Previous research (Huang-Pollock et al., 2011; Maddox et al.,
2009, 2010; Schnyer et al., 2009) has suggested that executive functions may be necessary
to transition from the verbal to the nonverbal system. Perhaps the reason that executive
functions are important for this transfer is that common executive functioning is necessary
to augment the low-level processing that is necessary for nonverbal learning. That is, the
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transition from the verbal to the nonverbal system may consist in part of a transition
from hypothesis testing and rule application to low-level visual processing and learning.
2.7.2 Executive Functions and Verbal Categorization
Unlike for nonverbal category learning, executive functions were not found to be uni-
formly predictive of verbal category learning. While Inhibition, Updating, and Shifting
were equally and significantly predictive of verbal categorization performance, Inhibi-
tion, and Updating were positively predictive while Shifting was negatively predictive.
Inhibition was likely predictive of learning for this particular rule-defined category set
because the optimal rule was based on frequency, which was not very salient. To perform
well, participants had to inhibit responses based on the salient orientation dimension and
attend to small changes in frequency. Working memory updating may be important for
verbal categorization to store unsuccessful categorization rules, store the current catego-
rization rule, process feedback according to the stimulus value and response made, and
if necessary, update the current categorization rule based on feedback.
Shifting was negatively predictive of verbal categorization, such that decreased shift-
ing ability predicted increased verbal categorization performance. As noted earlier, there
is a trade-off between cognitive flexibility and stability (Dreisbach, 2006; Goschke, 2000;
Miller & Cohen, 2001; Miyake & Friedman, 2012; Mu¨ller et al., 2007) and low shifting
ability is sometimes beneficial because it confers stability (Friedman et al., 2011). For the
RD category in the current study, the optimal rule was based on stimulus frequency but
stimulus orientation was much more salient. In fact, the difference in frequency between
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categories was quite small, and precise placement of the decision bound was necessary for
good categorization performance. Stability, not flexibility, may be useful for this type of
problem so that the frequency rule was maintained even if the placement of the decision
bound was suboptimal and resulted in some incorrect responses. Participants who were
most likely to persist with the frequency rule and make small changes to the placement
of the decision bound, rather than drastically change strategies upon incorrect feedback,
would be most successful at this type of categorization.
Although it may be that common executive functioning is important for the opera-
tion of the nonverbal system, it seems unlikely that it plays much of a role for the verbal
system. Given that Shifting showed an opposite relationship with Verbal Categoriza-
tion than did Inhibition and Updating, this suggests that common executive functioning,
which would be manifested in all three executive functions, did not have much of an in-
fluence. While inhibition, working memory updating and stability (i.e., negative shifting)
were all related to performance by the verbal system, they likely play relatively indepen-
dent roles. Since common executive functioning seems to be less important, this suggests
that the maintenance of task goals and/or low-level processing, two functions of common
executive functioning, may not be particularly important for successful operation of the
verbal system.
2.7.3 Relation to Past Research
One of the major purposes of the current study was to elucidate inconsistencies in past
research. According to some studies, executive functions are important for the operation
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of the nonverbal system (Huang-Pollock et al., 2011; Maddox et al., 2009, 2010; Schnyer
et al., 2009). In these studies, a range of participants with decreased executive functions
were not only worse at using the verbal system that relies on active hypothesis testing,
but were also worse at categorizing using the nonverbal system, which has traditionally
been thought to operate without the use of executive functions. However, other studies
have found little role for executive functions in the nonverbal system. For example,
tasks that engage executive functions and are carried out concurrently with nonverbal
categorization often do not interfere with categorization performance (Filoteo et al., 2010;
Miles & Minda, 2011; Minda et al., 2008; Waldron & Ashby, 2001). The findings of the
current study align with those that have found that executive functions are used in
nonverbal category learning. In our study, all three types of executive functioning (and
perhaps common executive functioning) predicted nonverbal categorization performance.
Therefore, our study provides further support, using a novel paradigm, that executive
functions are important for nonverbal learning.
The current study also offers a test of one potential explanation of the past discrep-
ancies, namely that past findings are dependent on the nature of the executive function
under investigation. According to the Component Hypothesis, studies that have not
found a role for executive functions in the nonverbal system may have taxed or tested
a type of executive functioning that is not used by the nonverbal system. On the other
hand, studies that have found a role for executive functions may have tested a component
that is used by the system. By specifically measuring the relationship between a range
of executive function components and categorization performance, the current study set
to explore the Component Hypothesis.
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In the current study, all components of executive functioning that were tested were
related to the operation of the nonverbal system. This finding did not support the Com-
ponent Hypothesis. That some studies have found a role for executive functions in the
nonverbal system while others have not, cannot easily be explained due to the nature
of the executive function(s) investigated by the study. Since each of the executive func-
tions measured in the current study were found to relate to nonverbal categorization
performance, and since these executive functions form a relatively exhaustive account of
executive functioning, it seems unlikely that all of the studies that failed to find a role
for executive functions in the nonverbal system failed to tap into a type of executive
functioning that is important for that system. Instead there may be some other expla-
nation for the apparent discrepancy between studies such as differences in the point in
the learning process at which executive functions were reduced.
2.7.4 Stability Versus Flexibility of the Category Learning Sys-
tems
There seems to be an opposite relationship between shifting ability and the learning
of the verbal and nonverbal categories used in the current study. Decreased shifting
ability predicted good verbal categorization performance while increased shifting ability
predicted good nonverbal categorization performance. These findings suggest that for
learning the verbal category, flexibility can be detrimental and stability can be beneficial
to performance while the opposite is true for the nonverbal category.
Ours is not the first study to find that poor shifting abilities are related to a positive
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outcome on another task. As has already been discussed, toddlers who were most success-
ful at a delay of gratification task had lower shifting abilities as adolescents (Friedman et
al., 2011). Given that low shifting gives stability to task goals, toddlers with low shifting
abilities may have been better able maintain the task goal of delaying gratification. Sim-
ilarly, decreased shifting ability is associated with successful emotional reappraisal, an
important determinant of well-being (McRae, Jacobs, Ray, John, & Gross, 2012). Lower
shifting abilities may also be related to success at the Tower of Hanoi problem (Hull,
Martin, Beier, Lane, & Hamilton, 2008; Miyake et al., 2000). The Tower of Hanoi prob-
lem is similar to the verbal categorization task in the current study in that abandoning
a strategy too quickly can lead to poor performance. Therefore, for a range of tasks,
shifting is not necessarily adaptive. Instead, the optimal trade-off between stability and
flexibility is dependent on the nature of the task (Goschke, 2000).
2.7.5 Single Versus Multiple Category Learning Systems
In a series of studies, Lewandowsky et al. (Lewandowsky, 2011; Lewandowsky et al.,
2012) used structural equation modeling to investigate whether working memory is as-
sociated equally with verbal and nonverbal category learning. They used a number of
category sets, including ones similar to those used in the current study, that are hy-
pothesized to be learned by either the verbal or the nonverbal system. Across all of
their studies, they consistently demonstrated that working memory capacity related to
performance on all types of categories, regardless of whether they were hypothesized to
be learned by the verbal or nonverbal system. Lewandowsky et al. conclude that their
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studies provide evidence that there is only one system for learning all types of categories,
and that the system relies on working memory. However, the results of the current study
reveal that executive functions are not uniformly involved in verbal and nonverbal cate-
gory learning, illustrating that there are different cognitive processes, and likely different
cognitive systems, underlying these types of learning.
The results from ours and Lewandowsky et al.’s studies are not necessarily contradic-
tory. Lewandowsky et al. interpreted their results as indicating a single category learning
system, but other interpretations are also possible. For example, working memory may
play important but different roles for each system. Indeed, this is what would be pre-
dicted on the basis of Miles and Minda’s (2011) findings that the verbal system may rely
on verbal working memory and the nonverbal system may rely on visual working memory.
Since all of the tasks used by Lewandowsky et al. required executive functions in addition
to working memory, their results may also indicate that executive functions, rather than
working memory, are important for both systems. Of course, this interpretation would
make a lot of sense in light of the current study.
We have interpreted our results as indicating multiple category learning systems, but
it is also possible that our results could indicate a single category learning system that
engages in different category learning strategies. In this case, the strategies would rely
differentially on the components of executive functions. Perhaps applying a non-rule
strategy engages common executive function while applying a rule engages the compo-
nents of executive functioning separately. Such an interpretation would be consistent
with our data and also consistent with a body of work which suggests that there is a
single category learning system (e.g., Dunn, Newell, & Kalish, 2012; Newell & Dunn,
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2010; Nosofsky, Stanton, & Zaki, 2008). On the other hand, such an explanation would
be difficult to reconcile with the neurobiological evidence that RD and NRD categories
are learned using distinct neurobiological mechanisms (e.g., Maddox & Filoteo, 2001;
Nomura et al., 2007; Nomura & Reber, 2012).
2.7.6 Limitations and Future Research
The current study indicates that executive functions are related to the operation of the
nonverbal system, but it does not provide much information about what specific role
executive functions might be playing. Previous research has suggested that executive
functions may be necessary to transition from the dominant verbal system to the nonver-
bal system (Huang-Pollock et al., 2011; Maddox et al., 2009, 2010; Schnyer et al., 2009).
While the results from this study do not provide direct support for this hypothesis, they
are certainly consistent with it. For example, common executive function may mediate
the transition to the nonverbal system by heightening low-level visual processing. As it
becomes more clear that executive functions are indeed important for the operation of
the nonverbal system, future research should focus on elucidating the specific role that
executive functions play for this system.
It may be argued that introducing the construct of common executive functioning is
somewhat counterproductive to the goals of this study. The main purpose of this study
was to investigate which specific components of executive functioning are associated
with each system, in the hopes of producing a more precise description of the cognitive
psychology of category learning. The findings of the current study pertaining to the
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nonverbal system promised to be especially crucial because of their potential to test the
Component Hypothesis. It could be said that implicating common executive function in
the nonverbal system reflects a failure to advance the Component Hypothesis because the
construct of common executive function is simply a renaming of the unitary executive
function construct that has been used in past literature. While there may be some merit
to this point, we believe that the construct of common executive function is better-
defined than some other instantiations of executive functioning. For example, common
executive functioning has been identified in multiple studies (Miyake & Friedman, 2012),
and hypothesized to play a role in the maintenance of task goals and influencing low-level
processing. As has already been mentioned, there are theoretical reasons to expect that
influencing low-level processing may be an important function for the nonverbal system.
Therefore the construct of common executive function does have more explanatory power
than that of executive function used in past literature.
2.7.7 Conclusions
This study is the first to directly examine which components of executive functioning
are associated with the verbal and nonverbal category learning systems, and allows for a
number of conclusions to be made. First, this study confirmed that executive functions
are not only associated with the cognitive processes underlying the verbal system but
are also uniquely predictive of the nonverbal system’s performance. Second, although
executive functions were associated with verbal and nonverbal category learning, they
were not uniformly related to these systems. This provides further evidence that there
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are multiple cognitive systems for learning categories and shows that executive functions
play different roles within these systems. For the verbal system, executive functions may
be used for hypothesis testing. For the nonverbal system, executive functions may be
necessary to make the transition away from the dominant verbal system. Finally, the
Component Hypothesis seems not to be supported inasmuch as all components of execu-
tive functioning that were tested appear to be related to the operation of the nonverbal
system.
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Chapter 3
Executive Functions Mediate the
Interaction Between Category
Learning Systems
Research on category learning has examined the cognitive processes used during learning,
and has provided evidence that there are two separate category learning systems. A
verbal category learning system is used to place objects into categories for which there
is a verbal rule (i.e., rule-defined or RD categories). For example, brass instruments
may be placed into the brass category because they produce sound through lip vibration.
A person learning to differentiate between brass and other types of instruments would
need to learn which dimension to base the categorization rule upon. She may begin
by placing all instruments with buttons into the category but receive feedback that
some buttoned instruments do not belong to the category (e.g., clarinets) and other non-
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buttoned instruments do (e.g., trombone). Next she may test the rule that all instruments
made of brass go in the category but receive feedback that some brass instruments do
not (e.g., saxophone) and other non-brass instruments do (e.g., some brass instruments
are made of nickel silver). Finally, she may notice that all instruments that have fallen
into the brass category are played using lip vibrations.
This process of learning to categorize instruments using the verbal system relies on
hypothesis testing: The learner generates a plausible rule, attends to the relevant dimen-
sion(s) and ignores the irrelevant dimensions, processes feedback, generates a new rule
that had not already been tested, switches attention to a new relevant dimension and
ignores information from dimension(s) that had previously been relevant. Verbal working
memory is important for storing the current and previous rules and executive functions
(i.e., cognitive abilities used to guide effortful behaviour) are important for making the
transition from an old to a new rule, ensuring that the contents of working memory reflect
the new rule, and ignoring dimensions that had previously been attended to. Executive
functions are important for the operation of the verbal system (Ashby & Maddox, 2005;
Ashby & Valentin, 2005; Waldron & Ashby, 2001) and are subserved by the prefrontal
cortex (PFC). As such, the PFC is important for the functioning of the verbal system
(Nomura & Reber, 2012).
However, not all categorization is carried out according to verbal rules. For example,
the musical instruments also could have been categorized using the nonverbal category
learning system. A person learning to differentiate between instruments could do so on
the basis of overall similarity. She could learn that some instruments tend to be made of
brass (although some are not), have valves (although some do not), made of coiled tubes,
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and make a “brassy” sound. Using the nonverbal system, any instrument that has most
of these features would be placed together in a category while instruments with few or
none of these features would not be placed in the category.
The process of learning to categorize objects using the nonverbal system is based on
overall similarity to other category members rather than strict rules, and is often used for
non-rule-defined (NRD) categories for which no categorization rule exists or when infor-
mation from many dimensions is combined before a categorization decision can be made.
The nonverbal system operates using relatively basic cognitive processes. Feedback is
processed automatically (Maddox, Ashby, Ing, & Pickering, 2004; Maddox, Love, Glass,
& Filoteo, 2008; Zeithamova & Maddox, 2007), based on dopamine-mediated learning
(Maddox, Ashby, & Bohil, 2003; Maddox & Ing, 2005) and categorization responses are
computed using procedural learning (Ashby, Maddox, & Bohil, 2002; Maddox, Bohil, &
Ing, 2004). Once the nonverbal system is engaged, it does not have much need for verbal
working memory or executive functions.
3.1 Executive Functions are Important for the Ver-
bal System
It has long been thought that executive functions play an important role for the ver-
bal category learning system, but little or no role for the nonverbal category learning
system (Ashby, Alfonso-Reese, Turken, & Waldron, 1998). One way this prediction has
been tested is using a concurrent task methodology. When a task that uses executive
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functions is carried out during categorization, it should interfere with the learning of
categories that rely on executive functions. As expected, many studies have shown that
concurrent tasks cause a larger decrement to performance by the verbal system than the
nonverbal system (Filoteo, Lauritzen, & Maddox, 2010; Minda, Desroches, & Church,
2008; Waldron & Ashby, 2001; Zeithamova & Maddox, 2006). Similar studies have also
shown that a sequential task, carried out immediately following feedback, interferes with
the verbal system but not the nonverbal system (Maddox, Ashby, et al., 2004; Zeithamova
& Maddox, 2007). Together, these studies illustrate that executive functions and work-
ing memory are important for the verbal system during the categorization decision and
during feedback processing.
None of the above studies have clearly tested whether the concurrent task affects
the verbal system by interfering with verbal working memory resources or by interfering
with executive functions because the concurrent tasks they used taxed both sets of cog-
nitive resources. A study by Miles and Minda (2011) was designed in part to address
this question. Participants learned an RD or an NRD category set along with a task
that occupied visual memory but not executive functions, a task that occupied both vi-
sual memory and executive functions, a task that occupied verbal memory and executive
functions or a task that occupied verbal memory. All tasks with an executive function
component interfered with RD learning. In addition, the task that taxed verbal working
memory but not executive functioning interfered with RD learning, suggesting that both
verbal working memory and executive functions are used by the verbal system. On the
other hand, all tasks that taxed visual processing, but not all tasks that taxed executive
functioning, impaired the nonverbal system, suggesting that among the manipulations
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considered, only visual processing was important for the operation of the nonverbal sys-
tem. In short, these results show that executive functions seem to be more important for
the verbal system than for the nonverbal system.
Various imaging techniques have shown that areas of the PFC are important for plan-
ning, attentional control, cognitive flexibility, and verbal fluency, which are all important
parts of executive functioning (Jurado & Rosselli, 2007). If executive functions are indeed
important for verbal category learning, then the PFC should be integral to performance
by the verbal system. Research has supported this prediction. In one study, participants
learned RD and NRD categories in the fMRI. Their categorization performance was mod-
elled to identify blocks of categorization in which the optimal categorization strategy was
most successfully applied (i.e., blocks in which the participant used the optimal RD strat-
egy for the RD category set or the optimal NRD strategy for the NRD category set). The
PFC showed greater activity for runs where an RD strategy was applied compared to
when an NRD strategy was applied (Nomura & Reber, 2008), confirming the importance
of the PFC and executive functions for the verbal system.
More evidence for the role of the PFC and executive functions for verbal categorization
comes from investigations of children’s categorization abilities. Children’s PFCs are not
fully developed and as a result they have decreased executive functions and working
memory capacity, relative to adults (Bunge & Zelazo, 2006; Casey, Giedd, & Thomas,
2000). However, the tail of the caudate, which is important for the nonverbal system,
is well developed in children (Casey et al., 2004). Indeed, it has been found that 3- to
5-year-old children who were trained on an NRD category set performed as well as older
children (Kemler Nelson, 1984) and adults (Minda et al., 2008). However, young children
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who were trained on a RD category set showed worse categorization performance overall
and learned to categorize less quickly than older children (Kemler Nelson, 1984). Even
8-year-old children were worse than adults at an RD categorization task that relied on
hypothesis testing (Minda et al., 2008). Furthermore, for a category set that can be
learned using a verbal strategy or a nonverbal strategy, children often use the verbal
strategy. Although, they tend to do so in a suboptimal manner, likely because they
do not possess the necessary executive functions to effectively search for and apply the
optimal rule (Visser & Raijmakers, 2012). These studies show that children are able
to categorize using the nonverbal system but often use the verbal system instead, even
though their underdeveloped executive functions result in poor RD performance.
3.2 Competition Between Systems
Research in a range of domains has shown that memory systems can be in competition
with each other. For example, in a task involving forced-choice recognition of kaleido-
scope patterns, divided attention at encoding was beneficial to performance. Presumably,
divided attention occupied the declarative system and biased the competition between
memory systems towards the nondeclarative system (Voss, Baym, & Paller, 2008). In the
weather prediction task, participants learn to associate combinations of shapes with a
weather outcome (rain or sun). This is a probabilistic task, in that there is no determin-
istic relationship between a shape and outcome. Instead, each shape has a set probability
of resulting in a given weather outcome. Similar to the recognition task, performance on
this task is often correlated with activity in a declarative memory network but becomes
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correlated with activity in a nondeclarative network under concurrent task conditions.
The occupation of the declarative system by the concurrent task likely allowed the non-
declarative system to outcompete the declarative system and take over performance of
this task (Foerde, Knowlton, & Poldrack, 2006). In addition, during the weather pre-
diction task, brain activity in the declarative memory network has been found to be
negatively correlated with activity in the nondeclarative network, both across learning
(i.e., early in learning the MTL is activated and the caudate is deactivated but late in
learning the caudate is activated and the MTL is deactivated) and across participants
(i.e., participants who tend to have high MTL activity have low caudate activity; Pol-
drack et al., 2001). Connectivity analyses indicate that interactions between the MTL
and caudate are mediated by the PFC. The MTL may subserve the default system and
the role of the PFC may be to inhibit the MTL to allow for the caudate to take over
(Poldrack & Rodriguez, 2004). This may be a neural basis behind the need for executive
functions in the transition between memory systems.
A similar relationship is expected between the verbal and nonverbal categorization
systems. The verbal system is thought to be the dominant system, in that normally
functioning adults tend to approach categorization tasks using the verbal system and
only switch to the nonverbal system when the verbal system is unsuccessful (Ashby et al.,
1998; Ashby & Valentin, 2005; Minda & Miles, 2010). The systems have been proposed
to be in competition with one another (Ashby et al., 1998) and executive functions may
moderate the transition from the default verbal system to the nonverbal system. That
is, executive functions may be important for learning RD categories to find and apply
categorization rules and for learning NRD categories to mediate the transition away from
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the verbal system. In fact, there have been a number of studies, which find that executive
functions have a role to play in nonverbal category learning.
In one study, RD and NRD categorization by patients with damage to the frontal lobe
was compared to categorization by a control group (Schnyer et al., 2009). Patients with
frontal lobe damage performed worse than controls at both types of categorization tasks.
Within the patients, performance on the Wisconsin Card Sorting Test (WCST; a measure
of set shifting, Miyake, Friedman, Emerson, Witzki, & Howerter, 2000) was correlated
with performance on the final block of RD learning and Stroop performance (a measure
of inhibition, Miyake et al., 2000) was correlated with performance on the final block of
the NRD learning, suggesting a role for executive functions in both types of learning. It
may be that executive functions are important to both systems but for different reasons.
For the verbal system, they are important for hypothesis testing. For the nonverbal
system, they may be necessary to engage the system. That is, they may facilitate the
transition from the dominant verbal system to the nonverbal system, similar to the
transition between declarative and nondeclarative memory systems discussed above.
In a similar study, young adults and older adults learned an RD and an NRD category
set (Maddox, Pacheco, Reeves, Zhu, & Schnyer, 2010). Given that older adults have
frontal lobe atrophy and decreased executive functioning (Buckner, 2004; Fisk & Sharp,
2004; Harrison, Horne, & Rothwell, 2000), it was expected that they would be impaired
at hypothesis testing and therefore show RD deficits. Of particular interest, though, was
whether NRD deficits would also be seen. If executive functions are also important for
the transition to the nonverbal system, then older adults may also show NRD deficits,
similar to patients with frontal lobe lesions. Indeed, older adults were impaired at both
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types of category learning. Model-based analyses were used to identify the participants
who used the optimal categorization strategy for each categorization task (i.e., an RD
strategy for the RD set and an NRD strategy for the NRD set). Of the older adults
who eventually used an NRD strategy for NRD categorization, their transition to this
optimal strategy occurred later in learning than for younger adults. This suggests that
the age-related declines in executive functioning resulted in a slower transition from the
verbal to the nonverbal system. In addition, the older adults who were unable to make
the transition to an NRD strategy had lower inhibition scores than those who successfully
made the transition.
The same basic reasoning can be applied to categorization performance by children.
The PFC and executive functions are not fully developed in children (Bunge & Zelazo,
2006; Casey et al., 2000). Therefore children may show similar categorization patterns
to older adults and patients with frontal lesions. Huang-Pollock and colleagues (Huang-
Pollock, Maddox, & Karalunas, 2011) tested this prediction and found that children’s
RD and NRD performance was lower than adults’. Strategy analysis indicated that the
majority of children used a rule-based strategy to solve the NRD category set, suggesting
that children had difficulty making the transition from the verbal to the nonverbal system.
Recall that young children are able to categorize using the nonverbal system (Kemler Nel-
son, 1984; Minda et al., 2008). These results are not necessarily at odds with those of
Huang-Pollock and colleagues (2011). It may be that the verbal system of very young
children (e.g., the three-year-olds tested by Minda et al., 2008) is so underdeveloped that
these children rely on the nonverbal system, while older children (e.g., the nine-year-olds
tested by Huang-Pollock and Maddox, 2011) lack the executive functions necessary to
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overcome their stronger verbal system when the system cannot produce very accurate
performance. In other words, as children’s verbal abilities develop, the bias towards
the verbal system strengthens and executive functions are needed to overcome this bias.
At some points in development, executive functions may not be strong enough to over-
come the bias to the verbal system, so that categorization using the nonverbal system is
unlikely.
Sleep deprivation has also been shown to affect executive functions (Harrison et al.,
2000; Nilsson et al., 2005). Accordingly, participants were tested on an NRD categoriza-
tion task before and after sleep deprivation or before and after a normal night’s sleep
(Maddox et al., 2009). Participants who experienced a normal night’s sleep improved at
categorization from the first to the second day, but those who were sleep deprived did
not. This effect was driven by a subset of sleep deprived participants who initially used
an appropriate NRD strategy but switched to an RD strategy following sleep deprivation.
The authors concluded that this subset of sleep deprived participants were likely unable
to inhibit the dominant verbal system, causing them to use a suboptimal verbal strategy
and perform poorly.
Mood manipulations offer another potential means to affect executive functioning.
Positive mood causes dopamine to be released into the PFC and ACC, which may in
turn increase working memory and executive function capacities (Ashby, Isen, & Turken,
1999). In one study, participants were put into either a positive, neutral or negative
mood prior to learning an RD or an NRD category set. Participants in a positive mood
performed better than those in a neutral or negative mood on the RD category set
but there was no effect of mood on NRD performance (Nadler, Rabi, & Minda, 2010).
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Interestingly, though, mathematical modelling of categorization strategy suggested that
the mood manipulation did affect the type of strategy used to learn the NRD category
set. Participants in a positive mood were more likely to use an NRD strategy than were
participants in a neutral or negative mood, a finding which is consistent with the idea
that executive functioning plays a role in the transition from the verbal to the nonverbal
system.
In another series of studies, the relationship between individual differences in work-
ing memory capacity and nonverbal category learning was examined (DeCaro, Thomas,
& Beilock, 2008; Decaro, Thomas, Albert, & Beilock, 2011). These studies came to
the counterintuitive conclusion that decreased working memory capacity was associated
with increased nonverbal categorization performance. Specifically, participants with low
working memory capacity reached a learning criterion (eight consecutive correct trials)
more quickly than did participants with high working memory. On its own, this finding
is counter to many of the studies that have already been discussed (e.g., Huang-Pollock
et al., 2011; Maddox et al., 2009, 2010; Nadler et al., 2010; Schnyer et al., 2009) which
have demonstrated that decreased executive functioning, which is necessary for working
memory, is associated with decreased nonverbal categorization performance. However,
the criterion which was used in these studies was one which could be reached using a
suboptimal, single dimensional categorization rule (Tharp & Pickering, 2009). When a
more conservative learning criterion (16 consecutive correct trials) was applied, partic-
ipants with low working memory took longer to reach the criterion than participants
with high working memory capacity. In addition, mathematical modelling of partici-
pants’ categorization strategies illustrated that participants with low working memory
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employed suboptimal categorization strategies and tended not to transition to a more
effective nonverbal strategy. On the other hand, participants with high working memory
capacity tended to abandon single dimensional categorization strategies in favour of the
optimal, nonverbal strategy. This pattern of strategy use is consistent with the findings
that participants with low working memory met the lax learning criterion earlier than
those with high working memory because the suboptimal rules used by those with low
working memory capacity were sufficient to meet the criterion. When a more strict crite-
rion was used, which was more reflective of nonverbal strategy use, participants with high
working memory reached it sooner than those with low, suggesting that they were more
likely and faster to transition to an optimal, nonverbal strategy compared to participants
with low working memory capacity.
3.3 Timing of Executive Function Disruption
Altogether, the role for executive functions in the nonverbal system is not entirely clear.
Experiments using concurrent tasks and fMRI suggest little role for executive functions in
the nonverbal system. Research on patients with frontal lobe damage, older adults, sleep
deprived adults, children and mood induction provides evidence that executive functions
mediate the transition to the nonverbal system. One way to reconcile the inconsisten-
cies in past research on executive function in the nonverbal system is to consider the
timing of the executive function disruptions. Experiments that have shown that execu-
tive functions do not affect NRD categorization have used concurrent or sequential tasks
(Filoteo et al., 2010; Maddox, Ashby, et al., 2004; Miles & Minda, 2011; Minda et al.,
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2008; Waldron & Ashby, 2001; Zeithamova & Maddox, 2006, 2007). In these experi-
ments, executive functions were taxed while the categorization decision was being made
or during feedback processing. In both cases, this disruption was temporary, in that
executive functions were taxed for a portion of each trial but were available in between
trials. In contrast, studies showing that executive functions do affect NRD performance
have tended to use continuous manipulations of executive functions (Huang-Pollock et
al., 2011; Maddox et al., 2009, 2010; Nadler et al., 2010; Schnyer et al., 2009). Children,
older adults, people with frontal lobe damage and people with sleep deprivation have
persistent executive functioning deficits that last across the entire categorization task
and these groups show decrements in both types of categorization. Perhaps, then, this
continuous executive functioning interference undermines the ability to transition from
the verbal to the nonverbal system but temporary interference does not.1
This is a reasonable hypothesis given the differential role of executive functioning
in verbal and nonverbal categorization. For the verbal system, executive functions are
important for storing and manipulating information over a short period (e.g., the re-
sponse that was just made) and over a long period (e.g., rules that have already been
tested). Therefore temporary and continuous interference with executive functioning
should hinder learning. For the nonverbal system, executive functioning is hypothesized
to be important for engaging the system rather than for the decision process on a trial-
by-trial basis. Because the transition between systems takes place gradually over a long
1We do not think the scale of the executive function disruption can necessarily be explained instead
as the strength of the executive function disruption. Mood manipulations and sleep deprivation do not
have a particularly strong effect on executive functioning, compared to a concurrent task, but they still
do have an effect on NRD categorization (Maddox et al., 2009; Nadler et al., 2010) while concurrent
tasks do not (e.g., Waldron & Ashby, 2001).
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period of time, short disruptions to executive functions may not affect the transition but
continuous disruptions may hinder the transition process.
3.4 The Current Study
The current study compared the effects of a temporary executive function disruption to
a continuous executive function disruption for the verbal and nonverbal systems. A con-
current task methodology, based on Waldron and Ashby (2001), Zeithamova and Maddox
(2006) and Miles and Minda (2011), was used. Participants learned either an RD or an
NRD category set under a Control, Temporary concurrent task or Continuous concurrent
task condition. As illustrated in Figure 3.1, participants in the Control condition catego-
rized and received feedback on each trial. In the Temporary condition, each trial began
with two digits that varied in physical size and value. Participants remembered these
digits throughout categorization and feedback and then were prompted to report the side
of the screen on which the digit with the largest value or the largest size appeared. Fol-
lowing a blank inter-trial interval, a new trial began. This task was designed to interfere
with executive functioning because on the majority of trials the digit with the largest
value had the smallest size. Past studies have shown that this task causes poor perfor-
mance by the verbal system (Miles & Minda, 2011; Waldron & Ashby, 2001; Zeithamova
& Maddox, 2006). The Continuous condition was the same as the Temporary condition
except that the new set of to-be-remembered digits was presented immediately following
the memory probe for the previous set of digits (i.e., before the inter-trial interval). In
this condition, participants always had a set of digits to remember, so that executive
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functions were continuously taxed. Note that task difficulty was roughly held constant
because the same information was presented in each condition, just at different points
within the trial.
Because executive functions are important for the verbal system, performance in
both the Temporary and Continuous conditions was expected to be worse than in the
Control condition, and participants in the Temporary and Continuous conditions were
also expected to be less likely to use the optimal categorization strategy than participants
in the Control Condition. These results would be similar to what has been found in past
studies (e.g., Miles & Minda, 2011; Waldron & Ashby, 2001; Zeithamova & Maddox,
2006). Of more interest, though, was whether the continuous task would interfere with
RD performance or optimal strategy use any more than would the temporary task. Given
that task difficulty (i.e., the amount of information to be processed) was roughly held
constant across the concurrent tasks, it may be the case that performance and strategy
use in these conditions would not differ.
If executive functions are important for making the transition to the nonverbal sys-
tem, then it would be important for executive functions to be available at some point
during the NRD learning process, but the availability of executive functions during each
categorization trial may not be necessary for operation of the nonverbal system. If this
is the case, then a task that temporarily taxes executive functions may not affect learn-
ing by the nonverbal system because the nonverbal system does not require executive
functions for things like generating the categorization response and processing feedback.
Past research has shown that tasks similar to the temporary task in the current study
sometimes cause some interference with NRD learning (Zeithamova & Maddox, 2006)
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Figure 3.1: Task design for the first 10 trials, with timing for trials 11 - 320 given in
parentheses. A. Control condition. B. Temporary condition. C. Continuous condition.
Note that the Temporary and Continuous conditions are the same except that the inter-
trial interval was before the presentation of the digits in the Temporary condition and
after the presentation of the digits in the Continuous condition.
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and sometimes do not (Miles & Minda, 2011). More importantly, a task that continu-
ously taxes executive functions may interfere with learning because it may disrupt access
to the executive functions that are necessary to facilitate the transition to the nonverbal
system. Similar to many other studies that have investigated the transitions between
categorization systems (Huang-Pollock et al., 2011; Maddox et al., 2009, 2010; Schnyer
et al., 2009), the strongest test of our hypothesis was not whether categorization per-
formance differed across conditions, but whether categorization strategy differed across
conditions. Only examining categorization performance can sometimes be misleading be-
cause it is possible for the verbal system to produce moderate performance on an NRD
categorization task (Maddox et al., 2010). Instead, strategy analysis provides a good
test of whether continuously taxing executive functions interfered with the engagement
of the nonverbal system. Specifically, participants in the Continuous condition were ex-
pected to be less likely to use an optimal, nonverbal strategy because they were unable
to transition away from the suboptimal, verbal strategy.
3.5 Method
3.5.1 Participants
Participants included 145 adults from the University of Western Ontario who participated
for $10 or for course credit. Data from five participants were discarded because they did
not finish the experiment, leaving 140 adults (109 women, 31 men) with a mean age of
20.26 years (SD = 4.43).
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3.5.2 Materials
Participants learned to classify sine-wave gratings (pictured in Figure 3.2) that varied
in spatial frequency and spatial orientation. The categorization rule for the RD cate-
gory set was based on frequency, such that gratings with few lines went into Category
A and gratings with many lines went into Category B. In Figure 3.2A, the vertical line
separating Category A and Category B, known as the decision bound, represents the
strategy that maximizes categorization accuracy (Ashby & Gott, 1988). The NRD cate-
gory (Figure 3.2B) was an information integration (II) category in which frequency and
orientation were integrated before the categorization decision was made. The decision
bound in Figure 3.2B can be expressed as “If the lines in the grating have a smaller ori-
entation than frequency, the grating goes in Category A; otherwise, it goes in Category
B.” However, this is not a practical categorization rule because frequency and orientation
are not directly comparable; instead, this category is thought to be learned nonverbally.
For the RD category set, 80 stimuli were generated (Ashby & Gott, 1988), with 40
in Category A and 40 in Category B. The distribution of each category was specified
by a mean and variance for frequency and orientation, and covariance between them,
shown in Table 3.1. Stimuli for each category were generated by randomly sampling 40
coordinates from the appropriate multivariate normal distribution and using the GRT
package in R (R Core Team, 2012) to generate a sine wave grating corresponding to each
coordinate. Sine wave grating frequency was calculated as f = .25 + (xf/50) cycles per
gradient and orientation was calculated as o = xo x (pi/500) radians. Each stimulus was
370 x 370 pixels. Stimuli for the II category set were generated in the same way except
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Figure 3.2: A) Category structure for the rule-defined category. Each light circle rep-
resents a stimulus from Category A and each dark circle represents a stimulus from
Category B. B) Information Integration category structure. This is a non-rule-defined
category.
that different parameter values were used (Table 3.1). The resulting category structures
for RD and II category sets are illustrated in Figure 3.2A and 3.2B. Stimulus parameters
and generation were the same as those used by Zeithamova and Maddox (2006) and Miles
and Minda (2011).
3.5.3 Procedure
Participants learned either the RD or the II category set in either the Control, Tempo-
rary, or Continuous condition. The number of participants in each condition is listed in
Table 3.2. The learning stage for each category set consisted of four blocks of 80 trials.
The order of the 80 stimuli was randomly generated on each block for each participant.
Following the categorization task, participants typed a description of the categorization
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Table 3.1: Distribution Parameters for Rule-defined and Information Integration Cate-
gory Sets
Category Structure µf µo σ
2
f σ
2
o covf , o
Rule-defined
Category A 280 125 75 9000 0
Category B 320 125 75 9000 0
Information Integration
Category A 268 157 4538 4538 4351
Category B 332 93 4538 4538 4351
Notes. f = frequency, o = orientation of the sine
wave grating.
Table 3.2: Number of Participants, Overall Categorization Performance, and Concurrent
Task Performance for Each Condition
Categorization Concurrent Task
Condition n M SD M SD
Rule Defined
Control 23 .78 .13 – –
Temporary 22 .69 .18 .93 .05
Continuous 25 .63 .16 .92 .07
Information Integration
Control 23 .69 .08 – –
Temporary 24 .62 .12 .91 .09
Continuous 23 .60 .10 .88 .12
strategy they used on the final trial.
On each categorization trial of the Control condition (see Figure 3.1A), participants
saw a single sine-wave grating and assigned it to either Category A or Category B by
pushing the button labeled A or B, respectively.2 The word Correct was displayed for a
correct categorization or the word Incorrect was displayed for in incorrect categorization
in black for 3000 ms followed by a 1000 ms inter-trial interval. The categorization stimulus
remained on the screen throughout categorization and feedback.
On each trial of the Temporary condition (see Figure 3.1B), participants completed an
21 and 0 on the keyboard.
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executive function task, similar to that used by Waldron and Ashby (2001) and Miles and
Minda (2011), concurrent with the categorization task. At the beginning of each trial, two
digits were flashed to the left and the right of the screen, followed by a black rectangular
mask. The digits varied in numerical value (between two and eight) and in physical size
(90 pixels or 180 pixels). The value and size of the digits were assigned so that on 85%
of trials, the numerically largest digit was physically smallest. On the remaining 15%
of trials, the numerically largest digit was also physically largest. Participants were to
remember the size and value of each digit throughout the trial. Next, in the categorization
stage of the trial, participants categorized sine-wave gratings and received feedback as
described in the Control condition. In the final stage of the trial, the question “Which
digit had the largest value?” or “Which digit had the largest size?” appeared on the screen
and participants indicated their response by pressing the Left or Right key.3 For example,
if a large 5 appeared on the left side of the screen and a small 7 appeared on the right side
of the screen, followed by the question “Which digit had the largest size?” the correct
response was Left. Feedback on the concurrent task was given by presenting the word
Correct or Incorrect in black, followed by an inter-trial interval. After the tenth trial,
the word Value or Size was used to prompt the participant’s response for the concurrent
task, instead of the entire question, “Which number had the greatest value (size)?” We
wanted to ensure that participants remembered the response type that was expected at
each stage of the trial, so we embedded instructions within the first 10 trials. However,
the presentation of extra verbal information may interfere with working memory and
category processing so the prompting questions were removed once participants were
3Q and O on the keyboard.
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familiarized with the experimental procedures. For similar reasons, feedback was no
longer given for the concurrent task after the tenth trial, although feedback remained for
the categorization task.
The trials of the Continuous condition (see Figure 3.1C) were similar to those of
the Temporary condition, in that participants carried out a executive function task con-
current with categorization. The concurrent task was modified so that the new set of
to-be-remembered digits was presented immediately following the memory probe for the
previous set of digits (i.e., before the inter-trial interval), rather than following the inter-
trial interval. In this condition, participants always had a set of digits to remember, so
that executive functions were taxed during categorization and the inter-trial interval.
In order to ensure that participants attended to the concurrent task, and therefore
that their executive functions were depleted, participants were instructed that it was
necessary to achieve at least 80% correct on the concurrent task in the Temporary and
Continuous conditions. If a participant’s performance on this task fell below 80% then
the warning “Your performance on the number task is below 80%. Please do your best
to improve your performance.” was written on the screen in orange and feedback was
presented in orange, until performance was above 80%.
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3.6 Results
3.6.1 Concurrent Task Performance
Average concurrent task performance was calculated for each participant in the Tempo-
rary and Continuous conditions. Performance by condition and category set is presented
in Table 3.2. Using a 2 (concurrent task) x 2 (category set) completely randomized fac-
torial ANOVA, there was no effect of concurrent task, illustrating that the temporary
and continuous tasks were performed equally well and suggesting that these tasks were
roughly matched in terms of difficulty, F (1, 90) = 1.23, p = .27, η2 = .01. There was
no effect of category set, such that participants who learned the RD and the II category
sets performed equally well on the concurrent tasks, F (1, 90) = 2.26, p = .14, η2 = .02.
There was also no significant interaction between concurrent task and category set, F (1,
90) = 0.09, p = .76, η2 = .001.
Recall that participants were instructed to get at least 80% correct on the temporary
and continuous concurrent tasks, and were given a warning when their performance
dropped below this level. This was done to ensure that participants attended to the
concurrent task stimuli, so that we could be certain they were categorizing with decreased
executive function capacities. Of the participants who learned the RD category set, none
(0%) in the Temporary condition and 2 (8%) in the Continuous condition had concurrent
task performance below 80%. Of the participants who learned the II category set, 1
(4%) in the Temporary condition and 5 (23%) in the Continuous condition had low
concurrent task performance. In all conditions, the participants who performed poorly
on the concurrent task also tended to perform poorly on the categorization task. In
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fact, for all conditions, the correlation between overall categorization performance and
concurrent task performance was significant (see Figure 3.3; RD-Temporary, r (20) = .67,
p < .001; RD-Continuous, r (23) = .35, p = .04; II-Temporary, r (22) = .51, p = .005;
II-Continuous, r (21) = .69, p < .001), illustrating that those who were least successful
at the concurrent task were also least successful at the categorization task, regardless of
whether the concurrent task was temporary or continuous and regardless of whether the
categorization task used the verbal or nonverbal system.
Typically in concurrent task experiments, participants who get less than 80% cor-
rect on the concurrent task are not included in the categorization analysis because it
is unclear whether the participant was performing the concurrent task at all, and as a
result it is unclear whether she was categorizing with decreased executive functions (e.g.,
Miles & Minda, 2011; Waldron & Ashby, 2001; Zeithamova & Maddox, 2006). Because
concurrent task performance was so strongly correlated with categorization performance
in this study, we opted not to use this analysis strategy because it would mean remov-
ing a disproportionate number of non-learners. In addition, the participants who got
less than 80% correct on the concurrent task were not evenly distributed across condi-
tions. Removing these participants would mean taking more non-learners out of some
conditions than others, potentially obscuring the effect of the concurrent tasks. However,
a reanalysis of the data excluding those who performed poorly on the concurrent task
shows essentially the same pattern of results as we will report.
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Figure 3.3: Correlation between overall categorization performance and overall concur-
rent task performance for each condition. P values are one-tailed.
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3.6.2 Categorization Performance
To investigate the effect of the timing of the executive function disruption on each type of
categorization, performance was compared across conditions for the RD and II category
sets. For the RD set, the temporary and continuous tasks were both expected to interfere
with learning, relative to the Control condition. Tasks similar to the temporary tasks
sometimes interfere with II learning (Zeithamova & Maddox, 2006)4 and sometimes do
not (Miles & Minda, 2011). However, for the II set, the effect of most interest was whether
the Continuous condition, in which executive functions were never fully available for the
categorization process, caused a greater decrement than the Temporary condition, in
which executive functions were fully available between trials.
Learning curves for each condition, shown in Figure 3.4A, were calculated by averaging
performance across participants for each block. For the RD category set, a 3 (concurrent
task) x 4 (block) mixed ANOVA revealed an effect of block, indicating that participants
learned across the experiment, F (3, 201) = 47.94, p < .001, η2 = .42. There was also an
effect of concurrent task, F (2, 67) = 7.73, p < .001, η2 = .19, and no interaction between
block and concurrent task, F (6, 201) = 0.72, p = .64, η2 = .02. Because we were most
interested in the effect of the continuous task, planned comparisons were conducted to
compare overall RD performance, averaged across blocks, in the Continuous condition to
each of the other conditions (see Table 3.2). Overall RD performance in the Continuous
condition was significantly worse than the Control condition, F (1, 68) = 15.44, p < .001,
4Zeithamova and Maddox (2006) carried out a study using an II category set and a temporary con-
current task and found that temporarily taxing executive functions decreased nonverbal categorization
performance by 6%. As in the current study, Zeithamova and Maddox were not directly interested in
whether temporarily taxing executive functions decreased II performance relative to a control condition,
so they did not test whether the 6% drop was a significant one.
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η2 = .18. Although performance in the Continuous condition was numerically lower than
in the Temporary condition, this difference was not significant, F (1, 68) = 2.36, p = .13,
η2 = .03.
For the II category set, a 3 (concurrent task) x 4 (block) mixed ANOVA also revealed
an effect of block, indicating that participants learned across the experiment, F (3, 201)
= 25.51, p < .001, η2 = .28. There was also an effect of concurrent task, F (2, 67) = 6.40,
p = .003, η2 = .16, and no interaction between block and concurrent task, F (6, 201)
= 0.66, p = .68, η2 = .02. Again, because we were most interested in the effect of the
continuous task, planned comparisons were conducted to compare overall II performance
in the Continuous condition to each of the other conditions (see Table 3.2). Overall
II performance in the Continuous condition was significantly worse than the Control
condition, F (1, 68) = 11.43, p = .001, η2 = .14, but was no worse than performance in
the Temporary condition, F (1, 68) = 0.40, p = .53, η2 = .01. Contrary to what was
hypothesized, continuously interfering with executive functions was no more detrimental
to II performance than temporarily interfering with executive functions.
3.6.3 Categorization Strategy
It is useful to examine the categorization strategy used by each participant to get a sense
of whether the decreased categorization performance observed in the concurrent task con-
ditions was due to the use of suboptimal strategies or inconsistent application of optimal
strategies. To investigate the strategy used by participants in each condition, a number of
decision-bound models based on the General Recognition Theory were fit to each partic-
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Figure 3.4: A. Average proportion correct for each category type and condition. B.
Proportion of participants in each condition who were best fit by the optimal strategy
for each category set. Error bars denote standard error of the mean.
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ipant’s pattern of categorization responses at each block (Ashby & Gott, 1988; Maddox
& Ashby, 1993). According to General Recognition Theory, a categorization strategy
can be represented as a decision boundary that splits multidimensional perceptual space
into categories (e.g., Category A, Category B) with associated responses (e.g., push the
A key, push the B key). Each stimulus is represented as a point in perceptual space
and the corresponding categorization response is generated by determining the response
region into which the stimulus falls (Ashby & Gott, 1988). Essentially, these models work
by comparing the response a participant would have given had they used a particular
strategy, to the response they actually gave. The model is said to fit the participant’s
data to the extent that the model’s predicted response corresponds with the participant’s
actual response.
Four classes of strategies were fit to each participant’s pattern of responses, separately
for each block: a) strategies based on frequency, b) a strategy based on orientation, c)
strategies based on two dimensions and, d) random responding (i.e., guessing) strategies
(see Appendix C for more details). For every participant, at every block, the class of the
best fitting strategy (i.e., the one with the lowest AIC value) was noted. For the RD
category set, strategies based on frequency were optimal strategies because they would
result in the best categorization performance. For the II category set, two-dimensional
strategies were the optimal strategies. Figure 3.4B illustrates the proportion of partici-
pants best fit by an optimal strategy at each block in each condition, separately for the
RD and II category sets. For the RD set, most participants in the Control condition
used an optimal strategy but fewer in the Temporary and Continuous conditions did
so, especially early in learning. In contrast, for the II category set, strategy use in the
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Temporary condition was more like that of the Control condition than the Continuous
condition.
For the RD category set, a 3 (concurrent task) x 4 (block) mixed ANOVA on the
proportion of participants using the optimal strategy revealed a marginal effect of block,
F (3, 201) = 2.62, p = .052, η2 = .04. This indicates that participants tended to increase
their use of the optimal strategy as learning progressed. There was also a main effect
of condition, F (2, 67) = 5.15, p = .008, η2 = .13, but no interaction between block
and condition, F (6, 201) = 1.61, p = .15, η2 = .05. Because we were most interested
in the effect of the continuous task, planned comparisons were conducted to compare
proportion of optimal strategy use, averaged across blocks, in the Continuous condition
to each of the other conditions. Optimal strategy use in the Continuous condition (M =
.38) was significantly less than the Control condition (M = .71), F (1, 68) = 10.38, p =
.002, η2 = .13. Although strategy use in the Continuous condition was numerically lower
than in the Temporary condition (M = .52), this difference was not significant, F (1, 68)
= 2.01, p = .16, η2 = .03, illustrating, as predicted, that concurrent task type did not
significantly affect strategy use during RD learning. These results correspond well with
the categorization performance results, in which participants in the Control condition
performed better than those in the Temporary and Continuous conditions, and provide
further evidence that the timing of executive function interference does not have much
effect on RD performance.
For the II category set, a 3 (concurrent task) x 4 (block) mixed ANOVA was also car-
ried out on the proportion of optimal strategy use. There was a main effect of block, F (3,
201) = 6.28, p < .001, η2 = .09. This indicates that participants tended to increase their
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use of the optimal strategy as learning progressed, perhaps reflecting a transition to the
nonverbal system. There was also a main effect of condition, F (2, 67) = 3.18, p = .048,
η2 = .09, but no interaction between block and condition, F (6, 201) = 0.31, p = .93, η2 =
.01. Because we were most interested in the effect of the continuous task, planned com-
parisons were conducted to compare proportion of optimal strategy use, averaged across
blocks, in the Continuous condition to each of the other conditions. Optimal strategy
use in the Continuous condition (M = .26) was significantly less than the Control con-
dition (M = .50), F (1, 68) = 5.36, p = .02, η2 = .07. Importantly, strategy use in the
Continuous condition was lower than in the Temporary condition (M = .47), F (1, 68)
= 3.99, p = .0499, η2 = .06, suggesting that concurrent task type did affect strategy use
during II learning. Specifically, participants in the Continuous condition were less likely
to engage in an optimal categorization strategy than were participants in the Temporary
condition. This strategy analysis shows a different pattern of results than the analy-
sis of categorization performance and suggests that temporary and continuous executive
function interference do not have exactly the same effect on nonverbal categorization.
Specifically, continuously interfering with executive functions seems to decrease partici-
pants’ ability to transition away from the dominant verbal system, relative to temporary
interference.
Although the II task is optimally solved using the nonverbal system, moderate perfor-
mance can also be obtained using a single-dimensional, verbal strategy (e.g., one based
on frequency). Our modelling results showed that a subset of participants (i.e., about
40% in the Control condition) may have been learning the II category set using the verbal
system. For this subset of participants, the temporary concurrent task would be expected
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to interfere with the operation of the verbal system, and consequently decrease II cat-
egorization performance. As a result, lower II performance would be expected among
participants who did not use an optimal strategy (i.e., may have been using a verbal
strategy) in the Temporary condition than among participants who did not use an opti-
mal strategy in the Control condition. To test this hypothesis, final block categorization
performance was compared for participants in the II-Control and II-Temporary condi-
tions who were identified as using a suboptimal strategy in the final block. A Welch’s
t-test indicated that participants in the Temporary condition who used a suboptimal
categorization strategy performed significantly worse in block four (n = 10, M = .57,
SD = .08) than did participants in the Control condition (n = 10, M = .64, SD = .05),
t (15) = 2.69, p = .02. In contrast, there was no difference in block four performance
between Temporary (n = 14, M = .72, SD = .09) and Control (n = 13, M = .76, SD =
.09) participants who used an optimal II strategy, t (25) = 1.07, p = .29. This pattern of
results is consistent with the hypothesis that the difference in performance between the
II-Control and II-Temporary conditions was partly due to the effect of the concurrent
task among the II-Temporary participants who were not categorizing the II stimuli using
the nonverbal system. The continuous task could similarly decrease the performance of
participants using a suboptimal rule, but could also decrease performance by hindering
the transition to the nonverbal system. Therefore, as has been done, it is most appro-
priate to compare performance in the Continuous condition to that of the Temporary
condition to control for the possible effect of the concurrent task on suboptimal rule
users.
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3.7 Discussion
Participants learned to categorize a rule-defined category set, optimally learned by the
verbal system, or an information integration category set, optimally learned by the non-
verbal system, while carrying out no concurrent task, a concurrent task that temporarily
taxed executive functions or a concurrent task that continuously taxed executive func-
tions. Given that executive functions are known to be important for learning by the
verbal system, it was expected that both temporarily and continuously taxing executive
functions would cause a decrease in rule-defined category learning. Indeed, temporary
and continuous taxing of executive functions interfered with categorization performance
by the verbal system. In addition, categorization strategy depended on whether execu-
tive functions were taxed temporarily, continuously or not at all. However, when strategy
use was compared just for the Temporary and Continuous condition, no difference was
found. That is, whether executive functions were taxed temporarily or continuously, RD
learners were about equally likely to use the optimal frequency-based strategy.
Past research on the role of executive functions for the nonverbal system is equivocal.
Some studies indicate that executive functions may be important for transitioning from
the dominant verbal system to the nonverbal system (Decaro et al., 2011; Huang-Pollock
et al., 2011; Maddox et al., 2009, 2010; Schnyer et al., 2009). These studies that have
found that executive functions are important for the nonverbal system tend to be ones
in which executive functions are never fully available throughout the category learning
process. Therefore, it was expected that continuously interfering with executive functions
during nonverbal category learning may cause greater decreases in information integra-
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tion learning than would temporarily interfering with executive functions. The expected
locus of this interference was a slowing of the transition to the nonverbal system, and
therefore a decrease in the tendency to engage a two-dimensional categorization strategy.
Although continuously taxing executive functions did not interfere with nonverbal cate-
gory performance any more than did taxing executive functions temporarily (for reasons
discussed later), our strongest hypothesis regarded strategy use and this hypothesis was
confirmed.
Mathematical modelling of participants’ strategies provided evidence that information
integration learning proceeded differently in the Continuous and Temporary conditions
because the type of categorization strategy a participant tended to use was affected by
whether executive function interference was temporary or continuous. Participants in the
Continuous condition were less likely to use an optimal, two-dimensional strategy than
were participants in the Temporary condition. That is, continuously taxing executive
functions seemed to interfere with participants’ abilities to find and apply the optimal
two-dimensional strategy. Given that the verbal system is thought to be dominant early
in learning, it is possible that continuously taxing executive functions interfered with
the transition from the verbal to the nonverbal system. On the other hand, taxing
executive functions temporarily still allowed for the access to executive functions that was
necessary for the transition between systems, resulting in strategy use in the Temporary
condition that was similar to that of the Control condition. These results suggest that,
as predicted, one role for executive functions in the nonverbal system is to mediate the
transition between systems.
It may seem curious that there is no difference in II categorization performance be-
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tween the Continuous and Temporary conditions given that participants in the Con-
tinuous condition were less likely to use the optimal strategy than participants in the
Temporary condition. This is most likely due to the fact that a person categorizing ac-
cording to a single dimension (e.g., a frequency strategy) could achieve up to 70% correct
on the information integration category set. Even among participants who were using the
optimal two-dimensional strategy, mean final block II performance was only 74%. That
is, although participants in the Temporary condition were more likely to use the optimal
strategy, they were not necessarily applying the strategy very well because this strategy
is learned gradually over thousands of trials. Therefore, a change in categorization strat-
egy does not necessarily mean a change in categorization performance. Given that we
were most interested in the transition between categorization systems, which is reflected
by categorization strategy, it is crucial that we found that continuously taxing executive
functions hindered the use of a two-dimensional strategy, even if it did not translate to
decreased categorization performance relative to temporarily taxing executive functions.
Temporarily taxing executive functions had a greater effect on nonverbal categoriza-
tion performance than may have been expected. However, the findings from the current
study are not without precedence. Zeithamova and Maddox (2006) carried out a study
using an II category set and a temporary concurrent task and found that performance
in this condition was 6% lower than the control condition. This value is similar to the
7% decrement found in the current study. These findings may be puzzling in light of
the fact that verbal concurrent tasks have typically been predicted not to affect the non-
verbal system. Although the II task is optimally solved with the nonverbal system, as
has already been discussed, moderate performance can also be obtained using a single-
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dimensional verbal strategy (e.g., one based on frequency). Our modelling results showed
that a subset of participants used a single-dimensional categorization strategy and there-
fore may have been learning the II category set using the verbal system. For this subset
of participants, the temporary concurrent task would be expected to interfere with the
use of the verbal system, resulting in decreased II categorization performance. Indeed,
of the participants learning the II set who were not fit by a two-dimensional strategy,
categorization performance was lower when executive functions were temporarily taxed
than when they were not taxed. These results suggest that the concurrent task may have
interfered with the verbal system, resulting in poorer II performance among participants
who were using the verbal system to learn the II category. This may be one explanation
for the decreased II performance when executive functions were taxed temporarily. For
this reason, the question of most interest in the current study was whether performance
and strategy use in the II-Continuous condition differed from that of the the Temporary
condition, rather than that of the Control condition.
3.7.1 Concurrent Task Difficulty
Although the continuous task was designed so that executive functions were always taxed,
it was not necessarily any more difficult than the temporary task. The tasks were de-
signed to be roughly equivalent in terms of processing difficulty because the quantity of
information to be stored and the degree of response conflict was held constant across
tasks. That is, the strength of executive function interference was roughly equal across
tasks, but the duration of the interference was greater in the Continuous than Tem-
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porary condition. In support of this point, participants performed equally well on the
temporary and continuous concurrent tasks. Although not likely in light of the equiv-
alent performance, it is possible that the continuous task resulted in greater processing
difficulty because the digits were stored for one second more than in the temporary task
(i.e., through the inter-trial interval; digits were stored for approximately seven versus
eight seconds). Perhaps, then, the difference in strategy use between II-Temporary and
II-Continuous conditions was due to the processing difficulty associated with the con-
current task, rather than the fact that executive functions were never available. If this
were the case, then other studies which have manipulated the processing difficulty of the
concurrent task should also find that the more difficult task caused greater interference
for information integration learning. However, Miles and Minda (Experiment 2, 2011)
found that a very easy concurrent task (identifying whether a dot was red) and a more
difficult concurrent task (identifying whether the current red dot was previously red) in-
terfered equally with information integration learning. Therefore, even if the temporary
and continuous tasks used in the current study did differ in terms of processing difficulty,
it is not likely that this difference affected information integration learning. Instead, it
is more likely that the fact that executive functions were never available was the driving
factor behind the differences seen in categorization.
Given that executive functions are known to be important for the verbal system, it
may be reasonable to expect that continuously taxing executive functions would have a
greater effect on RD categorization than temporarily taxing executive functions. How-
ever, our study showed that these tasks did not significantly differ in their effect on RD
learning. Our failure to find an effect of concurrent task type on RD performance and
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strategy use may illustrate that the duration of executive function interference is not
an important factor in the operation of the verbal system. The verbal system requires
executive functions during the categorization trial to recall the categorization rule, in-
hibit responses based on irrelevant dimensions and process feedback. However, executive
functions likely have less of a role to play between categorization trials, and as a result,
continuously taxing executive functions may not be particularly detrimental to the ver-
bal system, relative to only taxing executive functions during the categorization trial.
Instead, manipulating the strength (e.g., number of items to be remembered), rather
than the duration (i.e., whether executive functions are available during the inter-trial
interval), of the executive function interference may affect the verbal system by further
decreasing the system’s ability to find and apply the categorization rule, inhibit responses
and process feedback.
3.7.2 Single or Multiple Category Learning Systems
The current study has been interpreted under the assumption of multiple category learn-
ing systems but instead, one could assume a single category learning system that is able
to learn RD and II category sets using a single set of cognitive resources (see, for ex-
ample, Newell, Dunn, & Kalish, 2011). On their own, the performance data from this
experiment do not provide evidence against a single system account of category learning.
The rule-defined and the information integration category sets were similarly affected by
the temporary and continuous tasks, potentially providing evidence for a single catego-
rization system that is reliant on working memory and executive functions. However,
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a single system account cannot explain the pattern of strategy use seen across the two
category sets. Without appealing to multiple systems, it is difficult to parsimoniously
explain the differential effect of temporary and continuous tasks on optimal strategy use
for the two category sets. Specifically, the effect of the temporary task would be expected
to be similar for both types of categories, which it was not. Especially if one considers
that the information integration category set was more difficult and required attention
to two dimensions, it is difficult to explain why optimal strategy use for this category set
was less, rather than more, susceptible to the temporary task than was the simpler rule-
defined category set. Therefore, when the performance and strategy data are considered
together, these data offer support for multiple categorization systems. For the verbal
system, taxing executive functions continuously is no more detrimental to learning than
taxing them temporarily. For the nonverbal system, continuously taxing executive func-
tions is particularly detrimental because this fully restricts access to executive functions,
which interferes with the transition to the nonverbal system.
Ours and other recent research (e.g., Huang-Pollock et al., 2011; Maddox et al., 2009,
2010; Schnyer et al., 2009) necessitates that the original description of the category
learning systems be updated. The nonverbal system was initially thought to operate
independently of executive functions (Ashby et al., 1998; Minda & Miles, 2010) but it is
becoming more clear that executive functions do play a role in nonverbal categorization,
likely in aiding the transition away from the verbal system. By postulating that both
systems are reliant on executive functions, albeit for different purposes, it is possible that
the category learning systems are not as different as was initially thought. In some sense,
proponents of a single category learning system and proponents of multiple category
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learning systems may not be that divergent, in that both groups agree that there is
some overlap in the cognitive resources used for learning information integration and
rule-defined category sets.
In one version of the single system account, rule-defined and information integration
categories may be learned using a single category learning system, but this system may
need to implement different strategies to learn each type of category. Under such a frame-
work, a verbal, single-dimensional strategy may be dominant, and executive functions
may be needed to transition away from the dominant strategy and to a nonverbal, two-
dimensional strategy. Strictly speaking, this could be a single-systems account, but has
many similarities with a multiple-systems framework because different cognitive processes
may be important for implementing each type of strategy. Although there is convincing
evidence (e.g., Maddox & Filoteo, 2001; Nomura et al., 2007; Nomura & Reber, 2012)
that these strategies are subserved by distinct neurobiological systems, this is not the
focus of the current paper, nor is it an especially important point for the current find-
ings. Instead, the important point is that there are multiple approaches for learning
new categories, and executive functions may be important for mediating the transition
between these approaches, regardless of whether they are construed as separate systems,
strategies, or otherwise.
3.7.3 Conclusions
This study illustrates that continuously taxing executive functions has a different effect
on the nonverbal system than temporarily taxing executive functions. When executive
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functions were never fully available, the information integration category set was less
likely to be learned using the optimal strategy, suggesting that continuously taxing ex-
ecutive functions interferes with the transition to the nonverbal system. For the verbal
system, whether executive functions were taxed temporarily or continuously did not af-
fect categorization performance or strategy use, suggesting that the duration of executive
function taxation is not an important factor for the nonverbal system. This study illus-
trates that executive functions play an important but different role in each of the category
learning systems. For the verbal system, executive functions are used during the cate-
gorization trial to support hypothesis testing and process feedback. For the nonverbal
system, executive functions are used to facilitate the transition from the dominant verbal
system to the nonverbal system. These results also provide more general insight into how
multiple cognitive systems may interact during complex cognitive tasks.
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Chapter 4
Biasing the Competition Between
Category Learning Systems
A common theme across many domains of cognition is the existence of multiple cognitive
systems dedicated to solving a single task. For example, reasoning can be carried out
using heuristics or rules (Evans, 2003; Sloman, 1996), attitudes can be formed through
implicit or explicit processes (Gawronski & Bodenhausen, 2006), and memories can be
supported by declarative or non-declarative networks (Eichenbaum, 1997). The interac-
tion between the systems is an important aspect of any multiple systems theory.
Within the domain of category learning, categorization decisions can be made using
a verbal or a nonverbal system (Ashby, Alfonso-Reese, Turken, & Waldron, 1998; Minda
& Miles, 2010; Smith & Grossman, 2008). The verbal system learns rule-defined (RD)
categories for which category membership can be determined by applying a simple verbal
rule (e.g., mammals are animals that possess fur or hair). This type of learning involves
active hypothesis testing in order to identify and apply the optimal categorization rule.
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Working memory and executive functions are used to identify stimulus dimensions on
which a rule could be applied, generate and apply a rule, process feedback, decide whether
to switch to a new rule, and remember which rules have already been tested (Miles &
Minda, 2011; Waldron & Ashby, 2001; Zeithamova & Maddox, 2006, 2007). Categories
based on a single, salient dimension are easiest for the verbal system to learn while
categories based on a less salient dimension, multiple dimensions, or complex rules are
more difficult for the verbal system to learn (e.g. Filoteo, Maddox, Ing, & Song, 2007;
Maddox, Filoteo, & Lauritzen, 2007; Nosofsky, Stanton, & Zaki, 2008; Zeithamova &
Maddox, 2007).
The nonverbal system learns non-rule-defined (NRD) categories for which category
membership is based on multiple dimensions that must be integrated before the catego-
rization decision can be made (e.g., dogs are animals that can sometimes bark, sometimes
have fur, sometimes have a tail, etc.). Nonverbal categorization uses an automatic type of
learning based on procedural learning mechanisms (Ashby, Maddox, & Bohil, 2002; Mad-
dox, Bohil, & Ing, 2004) and dopamine-mediated feedback processing (Maddox, Ashby,
& Bohil, 2003; Maddox & Ing, 2005). As such, active cognitive processes like executive
functioning and verbal working memory are thought to play little role in learning once
the nonverbal system is engaged.
The verbal system is thought to be the default system, in that people tend to approach
new categorization tasks by testing out potential categorization rules, and only switch
to the nonverbal system when no effective verbal rule is found (Ashby et al., 1998;
Ashby & Valentin, 2005; Minda & Miles, 2010). Mathematical modeling of participants’
categorization strategies during NRD learning shows that they tend to begin the task
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using RD strategies but switch to NRD strategies as learning progresses (e.g., Maddox,
Filoteo, Hejl, & Ing, 2004; Markman, Maddox, & Worthy, 2006; Worthy, Maddox, &
Markman, 2009).
4.0.4 Slowing the Transition to the Nonverbal System
Past research has illustrated that the efficiency with which the transition to the nonverbal
system is made can be affected by a number of factors. The transition can be slowed
by decreasing availability of executive functions, increasing the tendency of the verbal
system to maintain control, and perhaps by increasing the initial strength of the verbal
system.
Executive functions (i.e., cognitive abilities used to guide effortful behaviour) appear
to be important for mediating the transition from the verbal to the nonverbal system.
On trials with high competition between the verbal and nonverbal systems (i.e., when
each system is confident in its response), fMRI indicates that the dorsolateral prefrontal
cortex is particularly active, suggesting that this area may be involved in gating the
systems (Nomura & Reber, 2012). Since the dorsolateral prefrontal cortex is involved
in executive functioning (Barbey et al., 2012), it may be that executive functions are
important for mediating between the systems. Further evidence comes from a series of
studies examining NRD categorization of participants with decreased executive function-
ing. Children, older adults, sleep-deprived adults and patients with frontal lobe damage
all have decreased executive functioning (Buckner, 2004; Bunge & Zelazo, 2006; Casey,
Giedd, & Thomas, 2000; Fisk & Sharp, 2004; Harrison, Horne, & Rothwell, 2000; Nils-
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son et al., 2005) and have difficulty learning NRD categories (Huang-Pollock, Maddox,
& Karalunas, 2011; Maddox et al., 2009; Maddox, Pacheco, Reeves, Zhu, & Schnyer,
2010; Schnyer et al., 2009). Mathematical modeling of their categorization strategies
illustrates that these groups tend to use a suboptimal RD strategy to solve the NRD
category set, suggesting difficulty making the transition away from the dominant verbal
system. Therefore, decreased executive functioning seems to impede the transition to
the nonverbal system, resulting in decreased use of appropriate NRD strategies.
Given that the verbal system is initially dominant, manipulations that allow the ver-
bal system to maintain its control will slow, and perhaps even stop, the transition to the
nonverbal system. For example, the form of categorization feedback can affect whether
the verbal system maintains its control even when the system provides suboptimal per-
formance. Full feedback (i.e., whether a response was correct or incorrect and the label
of the correct category) is conducive to verbal learning because it encourages hypothesis
testing whereas minimal feedback (i.e., whether a response was correct or incorrect) is
not. Full feedback during NRD categorization encourages prolonged hypothesis testing
and allows the verbal system to maintain control over the categorization decisions. This
leads to the counterintuitive finding that full feedback causes worse NRD performance
and decreases NRD strategy use compared to minimal feedback (Maddox, Love, Glass,
& Filoteo, 2008). Similarly, inducing pressure to perform (e.g., when performance will be
watched by others) causes explicit, step-by-step monitoring of the categorization process.
This too allows the verbal system to persist in hypothesis testing, causing NRD cate-
gories to be learned via a suboptimal verbal strategy (Decaro, Thomas, Albert, & Beilock,
2011). Together, these studies show that manipulations allowing the verbal system to
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maintain its dominance slow the transition to the more optimal nonverbal system.
A prediction that has yet to be tested is that the relative strengths of the verbal and
nonverbal systems will also affect the likelihood of transitioning to the nonverbal system.
The strength of the systems can be thought of as a set of weightings, constrained to sum
to 1.0, so that an increase in one system’s weight causes a decrease in the other system’s
weight (Helie, Paul, & Ashby, 2011). Since the verbal system is the default, it has the
highest initial weighting. The transition to the nonverbal system occurs when its weight
is greater than that of the verbal system. Therefore, the greater the initial bias towards
the verbal system (i.e., the greater the difference in initial weights), the longer it should
take for the nonverbal system to outcompete the verbal system (i.e., have a weighting
greater than that of the verbal system). Manipulations of the strength of the initial bias
towards the verbal system should affect the amount of time taken to transition to the
nonverbal system. Slowing the transition would cause decreased use of the nonverbal
system, reflected in decreased optimal strategy use, and perhaps also decreased NRD
performance. Experiment 1 will provide the first direct test of this prediction by manip-
ulating the order in which categories are learned. Initial categorization with one system
is expected to strengthen that system and affect the ability to subsequently categorize
using the other system.
4.0.5 Facilitating the Transition to the Nonverbal System
Facilitation of the transition to the nonverbal system is also possible via at least three
mechanisms: extreme interference with explicit processing, a reduction in evidence in
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favour of the verbal system and an increase in the efficiency of the hypothesis testing
procedure. Explicit cognitive processes, of the sort that support hypothesis testing, are
needed for the operation of the verbal system. While moderate interference with explicit
processing (i.e., the interference with executive functions discussed above such as sleep
deprivation) prolongs hypothesis testing and slows the transition, extreme interference
with these cognitive processes can be so disruptive to the verbal system that the hy-
pothesis testing procedure is abandoned, allowing the nonverbal system to take over.
For example, learning an NRD category set under pressure that causes distraction and
occupies working memory resources (e.g., offering a monetary bonus to a participant and
their partner if the participant categorizes well) improves NRD categorization perfor-
mance and increases the use of optimal strategies (Markman et al., 2006). Similarly, the
combination of a working memory task concurrent with a difficult NRD task occupies
explicit resources sufficiently to render the verbal system ineffective, perhaps causing
participants to abandon this system. Participants learning under this condition have in-
creased NRD performance and increased optimal strategy use compared to participants
with full access to explicit resources (Filoteo, Lauritzen, & Maddox, 2010). Together,
these studies show that one way to facilitate the transition to the nonverbal system is
to render the verbal system ineffective and cause the hypothesis testing procedure to be
abandoned through interference with explicit processing resources.
A second mechanism for facilitating the transition to the nonverbal system is to reduce
the amount of evidence in favour of the verbal system. The hypothesis testing procedure
is likely to be abandoned when even the best verbal rule provides performance barely
above chance, because this would provide little evidence in favour of the verbal system.
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Early training on difficult NRD stimuli (i.e., close to the category boundary) discourages
the adoption of a verbal strategy because the best verbal strategy would produce very
poor performance. Participants in this condition learn that all verbal rules produce
poor performance and quickly abandon the hypothesis testing procedure. Therefore,
participants whose early NRD training was on difficult items ultimately perform much
better and use the optimal strategy more often than participants whose early training was
on easy stimuli or a mixture of stimuli (Spiering & Ashby, 2008). In this way, reducing
evidence in favour of the verbal system speeds up the transition to the optimal nonverbal
strategy.
A third mechanism for facilitating the transition to the nonverbal system is to increase
the efficiency of the hypothesis testing procedure. This is a counterintuitive mechanism
because hypothesis testing is related to the verbal system rather than the nonverbal sys-
tem. Indeed, for an RD category set, increasing the hypothesis testing efficiency would
likely improve learning because the optimal rule would be identified quickly. For an NRD
category set, efficient hypothesis testing may be beneficial for a different reason. If the
verbal system’s hypothesis testing procedure must be exhausted before the transition to
the nonverbal system occurs, then manipulations that speed up the hypothesis testing
procedure will also result in a faster transition to the nonverbal system. Such a finding
would be complementary to the studies discussed above which found that reduced execu-
tive functioning decreases the efficiency of the hypothesis testing procedure and interferes
with the transition to the nonverbal system (Huang-Pollock et al., 2011; Maddox et al.,
2009, 2010; Schnyer et al., 2009).
Experiment 2 will manipulate the efficiency of hypothesis testing, and therefore the
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transition between systems, via stimulus knowledge. Prior to categorization, participants
will either describe a subset of categorization stimuli or unrelated stimuli. Stimulus de-
scription will familiarize participants with important aspects of the stimuli, including
number and range of stimulus dimensions. This knowledge is expected to help partici-
pants proceed efficiently through the hypothesis testing procedure, rule-out all possible
categorization rules, and facilitate the transition away from the verbal system. This will
be the first study to show the paradoxical effect that facilitating the hypothesis testing
procedure can improve performance by the nonverbal system.
4.1 Experiment 1: Slowing the Transition
The goal of the first experiment was to investigate the effect of the strength of the initial
bias towards the verbal system on RD and NRD categorization. Participants learned
an RD and an NRD category set over two sessions separated by at least a week. Half
of participants learned the RD set in the first session followed by the NRD set in the
second session and half learned in the opposite order. It was expected that learning
the RD category set first would increase the bias towards the verbal system so that
subsequent NRD categorization would also be carried out using the verbal system. That
is, the transition to the nonverbal system would be impeded and participants in this
condition would tend to use suboptimal verbal strategies to categorize the NRD stimuli.
On the other hand, it was expected that learning the NRD category set first may have
no effect on subsequent RD categorization. Given that there is a strong bias towards
the verbal system, NRD learning during the first categorization task may not strengthen
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the nonverbal system enough to outcompete the verbal system one week later during
RD categorization. Therefore, RD categorization performance and strategy use was not
expected to be affected by first learning an NRD category set.
4.1.1 Method
Participants
Participants included 199 undergraduate students from the University of Western Ontario
who participated in the study for research credits or for $30. Data from 23 participants
were discarded because they did not return for the second session, data from 5 partic-
ipants were discarded because of technical issues during one of the sessions (e.g., the
power went out) and data from one participant were discarded because he was inatten-
tive to the tasks. This left 170 participants with a mean age of 18.86 years (SD = 3.19
years). Eighty five participants learned the RD category set in the first session and the
II category set in the second and 85 participants learned in the reverse order.
Materials
The categorization stimuli were sine-wave gratings (pictured in Figure 4.1) that varied in
spatial frequency and spatial orientation. The categorization rule for the RD category set
is based on frequency, such that gratings with few lines go into Category A and gratings
with many lines go into Category B. In Figure 4.1A, the vertical line separating Category
A and Category B, known as the decision bound, represents the strategy that maximizes
categorization accuracy (Ashby & Gott, 1988). The NRD category in this study was an
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Information Integration (II) category (Figure 4.1B) in which frequency and orientation
are integrated before the categorization decision is made. The decision bound in Figure
1B can be expressed as “If the lines in the grating have a smaller orientation than
frequency, the grating goes in Category A; otherwise, it goes in Category B.” However,
this is not a practical categorization rule because frequency and orientation are not
directly comparable; instead, this category is thought to be learned nonverbally.
For the RD category set, 80 stimuli were generated (Ashby & Gott, 1988), with 40 in
Category A and 40 in Category B. The distribution of each category was specified by a
mean and variance for frequency and orientation, and covariance between them, shown in
Table 4.1. Stimuli for each category were generated by randomly sampling 40 coordinates
from the appropriate multivariate normal distribution and using the GRT package in R
(R Core Team, 2012) to generate a sine wave grating corresponding to each coordinate.
Sine wave grating frequency was calculated as f = .25 + (xf/50) cycles per gradient and
orientation was calculated as o = xo x (pi/500) radians. Each stimulus was 370 x 370
pixels. Stimuli for the II category set were generated in the same way except that different
parameter values were used (see Table 4.1). The resulting category structures for the RD
and II category sets are illustrated in Figure 4.1A and 4.1B. Stimulus parameters and
generation were the same as those used by Zeithamova and Maddox (2006) and Miles
and Minda (2011).
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Figure 4.1: A) Category structure for the rule-defined category. Each light circle rep-
resents a stimulus from Category A and each dark circle represents a stimulus from
Category B. B) Information Integration category structure. This is a non-rule-defined
category.
Procedure
All participants learned the RD and the II category set over two sessions separated by
at least seven days.1 Half of participants learned the RD category set in the first session
and the II category set in the second session and half learned in the opposite order.
The learning stage for each categorization task consisted of four blocks of 80 trials and
the order of the 80 stimuli was randomly generated on each block for each participant.
Immediately following each categorization task, participants typed a description of the
categorization strategy they used on the final trial.
On each trial, participants saw a single sine-wave grating and assigned it to either
Category A or Category B by pushing the button labeled A (1 key) or B (0 key), re-
1Participants also completed nine measures of executive function which were not analyzed here and
which we intend to publish in a separate paper.
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Table 4.1: Distribution Parameters for Rule-defined and Information Integration Cate-
gory Sets
Category Structure µf µo σ
2
f σ
2
o covf , o
Rule-defined
Category A 280 125 75 9000 0
Category B 320 125 75 9000 0
Information Integration
Category A 268 157 4538 4538 4351
Category B 332 93 4538 4538 4351
Notes. f = frequency, o = orientation for the sine-
wave gratings
spectively. The word correct or incorrect was displayed for 1500 ms followed by a 1500
ms inter-trial interval. The categorization stimulus remained on the screen throughout
categorization and feedback.
In the second session, the categorization task was exactly the same as the first cat-
egorization task except that a different category structure was used. Participants were
instructed “The way that Category A and Category B are split up is different from how
A and B were split up in the first session, so you should approach this as a totally new
task. That is, what you learned about Category A and Category B in the first session
has no bearing on how they are split up in this session. It is your job to find the new
way that the categories are split up.”
Mathematical Modeling of Categorization Strategy
To investigate the strategy used by participants in each condition, a number of decision-
bound models based on the General Recognition Theory were fit to each participant’s
categorization responses at each block (Ashby & Gott, 1988; Maddox & Ashby, 1993).
According to General Recognition Theory, a categorization strategy can be represented
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as a decision boundary that splits multidimensional perceptual space into categories (e.g.,
Category A, Category B) with associated responses (e.g., push the A key, push the B
key). Each stimulus is represented as a point in perceptual space and the corresponding
categorization response is generated by determining the response region into which the
stimulus falls (Ashby & Gott, 1988). Essentially, these models work by comparing the
response a participant would have given had they used a given strategy, to the response
they actually gave. The model fits the participant’s data to the extent that the model’s
predicted response corresponds with the participant’s actual response.
Four classes of strategies (frequency, orientation, two-dimensional, guessing) were fit
to each participant’s pattern of responses at each block. Two frequency strategies were
fit to participants’ responses. In one, the intercept of the decision bound and the noise
parameter were allowed to vary. In the second, the intercept was set to the optimal value
and the noise parameter was allowed to vary. A single orientation strategy was used,
in which the intercept and noise parameter were allowed to vary. Four two-dimensional
strategies were used. In one, the slope, intercept and noise parameters were allowed
to vary. In the second, the slope and the noise parameter were allowed to vary but the
intercept was set at the optimal value. In the third, the intercept and the noise parameter
were allowed to vary but the slope was set at the optimal value. Finally, the noise
parameter was allowed to vary and the slope and intercept were set to optimal values.
Two guessing models were used. One assumed that participants randomly responded A
or B with an equal probability for each response. This model had no free parameters. The
other assumed that participants randomly responded A or B with unequal probability
for each response. This model had one free parameter, the probability of responding A.
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Parameters for each model were estimated using the maximum likelihood method,
and the relative fit of the models was compared using Akaike Information Criterion
(AIC, where AIC = −2∗ log(L(r)) + 2df ; L(r) is the model’s fit and df is number of free
parameters). AIC is a measure of goodness of fit that takes into account number of free
parameters in the model and small values indicate a good fit of the strategy to the data.
4.1.2 Results
Categorization Performance
Categorization performance was calculated for each block in each condition by averaging
across participants. The resulting RD and II learning curves are presented in Figure 4.2A.
A 2 (learning order) x 4 (block) mixed ANOVA was carried out on RD categorization
performance and revealed a main effect for block, indicating that participants learned
across the experiment, F (3, 504) = 117.45, p < .001. There was no main effect of learning
order (F (1, 168) = 0.24, p = .63) but there was an interaction between block and order,
F (3, 504) = 8.65, p < .001. Participants who learned the RD category set second had a
slight performance advantage in the first block over those who learned it first (Tukey’s
q(2, 504) = 6.84, p < .001), but this advantage disappeared by the second block, qblock2(2,
504) = 1.64, p = .25; qblock3(2, 504) = 2.04, p = .15; qblock4(2, 504) = 1.82, p = .20.
A second 2 (learning order) x 4 (block) mixed ANOVA was carried out for II perfor-
mance. Again, there was an effect of block, indicating that participants learned across
the experiment, F (3, 504) = 36.66, p < .001. However there was no effect of learning
order (F (1, 168) = 0.05, p = .83) or interaction between block and order, F (3, 504) =
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1.40, p = .24. That is, learning progressed similarly regardless of whether II was learned
first or second.
Although average II categorization performance was very similar across learning or-
ders, the individual learning curves shown in Figure 4.3 illustrate that learning order may
be important for II categorization. There was a range of performance in the II-first condi-
tion, with final block performance ranging from less than 50% correct to over 90% correct.
In the II-second condition, the number of participants who performed very poorly and
very well decreased so that performance clustered much more tightly, with the majority
of participants performing between 60% and 70% correct on the final block. This pattern
of performance suggests that participants who learned the II category second may have
been more homogeneous in their approach to the task or in the categorization strategy
that they applied. However, this change in performance distribution from the II-first
condition to the II-second condition did not affect the averaged learning curve because
the frequency of both good and poor performers decreased.
If anything, the opposite pattern was seen among individual learning curves for the
RD conditions. Here, the performance of participants who learned the RD category set
second was clustered less tightly, albeit in a bimodal distribution, than participants who
learned the RD category set first. The individual learning curves suggest that even when
there is no difference in average categorization performance across conditions, order of
category learning may still have an effect on the distribution of individual categorization
performance, possibly because participants’ categorization strategies differ depending on
the order of learning.
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Figure 4.2: A) Average proportion correct for each category type and condition in Ex-
periment 1. Error bars denote standard error of the mean. B) Proportion of participants
in each condition who were best fit by an optimal strategy for each category set.
159
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
RD First
Block
Pr
op
or
tio
n 
Co
rre
ct
1 2 3 4
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
RD Second
Block
Pr
op
or
tio
n 
Co
rre
ct
1 2 3 4
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
II First
Block
Pr
op
or
tio
n 
Co
rre
ct
1 2 3 4
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
II Second
Block
Pr
op
or
tio
n 
Co
rre
ct
1 2 3 4
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1. Each line represents a single participant’s performance.
160
Categorization Strategy
In addition to examining categorization performance, it is also possible to use mathe-
matical modeling to examine the categorization strategy that participants use during
RD and II learning. The strategy that each participant used during each block was
determined using a series of mathematical models (see Mathematical Modeling of Cate-
gorization Strategy section for more detail). For the RD set, participants whose catego-
rization responses were best fit by a frequency strategy were said to be using the optimal
strategy. For the II set, participants whose categorization responses were best fit by a
two-dimensional strategy were said to be using the optimal strategy. The proportion of
participants using the optimal strategy across blocks, learning orders and category sets
can be seen in Figure 4.2B.
For the RD category set, the tendency to used the optimal frequency strategy in-
creased across learning so that by the final categorization block, the majority of partic-
ipants in both conditions used the optimal strategy. A 2 (learning order) x 4 (block)
mixed ANOVA on the proportion of participants using an optimal strategy revealed a
main effect of block, F (3, 504) = 5.14, p = .001. This indicates that participants in-
creased their use of the optimal strategy as learning progressed. There was no main effect
of learning order, F (1, 168) = 0.27, p = .60, nor an interaction between learning order
and block, F (3, 504) = 1.24, p = .29. Whether participants learned the RD category set
first or second did not affect whether the optimal strategy was used.
For the II category set, a 2 (learning order) x 4 (block) mixed ANOVA on the pro-
portion of participants using an optimal strategy revealed a main effect of block, F (3,
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504) = 18.99, p < .001, indicating that participants were able to transition to an optimal
strategy across learning. There was also a main effect of learning order, F (1, 168) =
15.51, p < .001, but no interaction between learning order and block, F (3, 504) = 1.22,
p = .30. Participants who learned the category second lagged behind those who learned
it first in terms of adoption of the optimal strategy.
4.1.3 Discussion
The verbal and nonverbal systems are thought to be in competition with one another
such that engaging the nonverbal system requires transitioning away from the dominant
verbal system. It was expected that learning the RD category first would strengthen the
verbal system so that subsequent II categorization would be more likely to be carried
out using a suboptimal verbal strategy than if the verbal system had not first been
strengthened. Indeed, participants who learned the RD category set first were less likely
to use an optimal strategy when later learning the II set. However, these participants
did not entirely fail to make the transition to the nonverbal system, they simply took
longer than they would have if they had not first used the verbal system. This finding
suggests that initial use of the verbal system biases the competition towards this system,
increasing the amount of time needed to engage the nonverbal system.
By default, competition is biased towards the verbal system, so it was expected that
initial II learning would not engage the nonverbal system strongly enough to affect sub-
sequent RD categorization. While there was an early performance advantage for partici-
pants who first learned the II category, it disappeared by the second block. This advan-
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tage does not represent a bias towards the nonverbal system, which would instead cause
decreased RD performance. Rather, this early advantage is likely to reflect familiarity
with the categorization task or stimuli. Such task- or stimulus-knowledge could lead to
an early categorization advantage because participants were familiar with the structure
of the categorization task and feedback and the dimensions on which categorization rules
could be based. However, this advantage was short-lived because participants with no
prior categorization experience quickly gained the level of familiarity that was necessary
to find and apply the categorization rule.
As was predicted, participants were equally likely to use an optimal frequency strategy
regardless of whether they learned the RD category first or following the II category. That
is, initial use of the nonverbal system seems not to have affected subsequent use of the
verbal system. Not only is the verbal system the default, it may have a strong enough
initial bias that strengthening the nonverbal system is not sufficient to decrease use of
the verbal system on the subsequent categorization task.
Given that participants were less likely to use the optimal strategy when they learned
the II category set second, compared to first, it may be surprising that the corresponding
II categorization performance was not also decreased. However, this failure to find an
effect of learning order on performance was expected given the structure of the II category
set. Using a frequency-based strategy, it is possible to achieve up to 70% correct on the
II category set. Although it is possible to achieve 100% correct using a two-dimensional
strategy, it can take thousands of trials for the nonverbal system to optimally carry
out this strategy (Helie, Waldschmidt, & Ashby, 2010). After only a few hundred trials,
participants tend to achieve about 70% correct when applying a two-dimensional strategy.
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Therefore, regardless of whether participants use an optimal, two-dimensional strategy or
a suboptimal, frequency strategy, average categorization performance would be roughly
70% correct, at least for the time frame used in the current study. Therefore, of most
interest was whether strategy use, rather than categorization performance, differed across
learning orders.
4.2 Experiment 2: Facilitating the Transition
Experiment 1 illustrated that it is possible to bias the relationship between the verbal
and nonverbal systems and to impede the transition to the nonverbal system. The
goal of Experiment 2 was to investigate the paradoxical possibility that facilitating the
hypothesis testing procedure may in turn expedite the transition away from the verbal
system.
Half of participants described a subset of the categorization stimuli prior to the cat-
egorization task. This task was used to familiarize participants with important aspects
of the stimuli, including number and range of stimulus dimensions. With the knowledge
that categorization rules could be based on some combination of frequency and orien-
tation, participants in this condition were expected to efficiently rule-out categorization
rules based on these dimensions and abandon the hypothesis testing strategy. Therefore,
participants with stimulus knowledge from describing the categorization stimuli were
expected to be faster to make the transition away from the verbal system.
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4.2.1 Method
Participants
Participants included 123 undergraduate students with a mean age of 18.22 years (SD =
0.86 years) from the University of Western Ontario who participated in the study for
research credits. Sixty one participants learned the RD category (30 in the Control
condition, 31 in the Describe condition) and sixty two learned the II category (32 in the
Control condition, 30 in the Describe condition).
Materials
Categorization stimuli were the same as those used in Experiment 1 except that they
were masked with a circle and two solid rectangles at the base so that each stimulus
resembled a crystal ball (see Figure 4.4A for examples).
Procedure
Prior to the categorization task, participants described a series of pictures. Participants
in the Describe condition were shown six crystal ball sine-wave gratings with varying
frequency and orientation (see Figure 4.4A for examples), one at a time. Participants
were given 60 seconds to provide a written description of each one. At the end of each 60
second period, participants heard a beep in their headphones indicating that a new crystal
ball had been presented on the screen and that a new description should be written. The
six crystal ball stimuli were chosen to have a range of frequency and orientation values.
The Control condition followed the same procedure except that participants described
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A. B.
Figure 4.4: A) Sample crystal ball sine wave gratings seen by participants in the De-
scribe condition during the description stage and categorized by all participants in the
categorization stage of Experiment 2. B) Sample cartoon faces seen by participants in
the Control condition during the description stage of Experiment 2.
cartoon faces (see Figure 4.4B for examples) rather than crystal balls. The faces varied
in mouth width and eye height so that participants in both conditions described stimuli
with two varying dimensions.
Following the description task, participants did either an RD or II categorization
task. The categorization task was similar to Experiment 1 except that the inter-trial
interval was 1000 ms, the word Correct was orange, and participants did not write their
categorization strategy at the end of the categorization task.
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4.2.2 Results
Stimulus Description
For each participant, the number of varying features (i.e., frequency and orientation for
crystal balls, eye height and mouth width for faces) mentioned across all six written
descriptions was counted (0, 1 or 2). On average, participants who described faces in the
Control condition mentioned about the same number of features (M = 1.73, SD = 0.55)
as participants who described crystal balls in the Describe condition (M = 1.77, SD =
0.46), t(121) = 0.49, p = .63.
Categorization Performance
Categorization performance was calculated for each block in each condition by averaging
across participants. The resulting RD and II learning curves are presented in Figure 4.5A.
A 2 (stimulus description) x 4 (block) mixed ANOVA was carried out on RD categoriza-
tion performance and revealed a main effect for block, indicating that participants learned
across the experiment, F (3, 177) = 30.50, p < .001. There was no main effect of stimulus
description (F (1, 59) = 1.53, p = .22) or interaction between block and stimulus descrip-
tion (F (3, 177) = 0.05, p = .99), indicating that RD performance was not significantly
affected by whether participants described the crystal balls prior to categorizing them.
A second 2 (stimulus description) x 4 (block) mixed ANOVA was carried out for II
performance. Again, there was an effect of block, F (3, 180) = 21.15, p < .001. There
was no interaction between block and stimulus description (F (3, 180) = 1.59, p = .19)
but there was an effect of stimulus description (F (1, 60) = 6.29, p = .01), indicating that
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initial description of the categorization stimuli increased II categorization performance
relative to participants who described unrelated stimuli.
Categorization Strategy
As in the previous experiment, categorization strategy was compared across conditions.
The proportion of participants using an optimal strategy across blocks, description condi-
tion and category sets can be seen in Figure 4.5B. For the RD category set, a 2 (stimulus
description) x 4 (block) mixed ANOVA on the proportion of participants using an optimal
strategy revealed a main effect of block such that participants decreased their use of opti-
mal strategies across the experiment, F (3, 177) = 2.71, p = .05. There was no main effect
of stimulus description, F (1, 59) = 0.31, p = .58, nor was there an interaction between
stimulus description and block, F (3, 177) = 0.51, p = .67. The findings of this strategy
analysis were similar to those of the performance analysis, in that prior description of
the categorization stimuli did not significantly affect categorization strategy.
For the II category set, a 2 (stimulus description) x 4 (block) mixed ANOVA was also
carried out on strategy performance. There was no main effect of block (F (3, 180) =
0.88, p = .46) or interaction (F (3, 180) = 1.51, p = .22), but there was a marginal effect of
stimulus description, F (1, 60) = 3.93, p = .05. Similar to what was found in the analysis
of categorization performance, initial description of the categorization stimuli increased
the use of an optimal II strategy relative to participants who described unrelated stimuli.
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Figure 4.5: A) Average proportion correct for each category type and condition in Ex-
periment 2. Error bars denote standard error of the mean. B) Proportion of participants
in each condition who were best fit by an optimal strategy for each category set.
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4.2.3 Discussion
Experiment 2 investigated whether increasing the efficiency of the hypothesis testing
procedure would facilitate the transition to the nonverbal system, increase nonverbal
categorization performance, and increase the use of optimal nonverbal strategies. Prior
to categorization, some participants described a subset of the categorization stimuli and
some described unrelated stimuli. The act of describing the categorization stimuli made
it clear to participants that there were only two dimensions on which categorization rules
could be based. As was expected, this knowledge seems to have speeded the transition
to the nonverbal system because participants who described the categorization stimuli
performed better at II categorization and were more likely to categorize using an optimal,
two-dimensional strategy.
Since the verbal system is the default, participants tend to first approach a catego-
rization task using the verbal system and only switch to the nonverbal system when it
is clear that the verbal system cannot produce good performance. To make the transi-
tion, participants must first exhaust the verbal system’s hypothesis testing procedure.
Describing the categorization stimuli helped participants to learn that there were only
two dimensions on which to base categorization rules. Participants in this condition who
were assigned to the II category may have been more likely to transition to the nonverbal
system because they were able to exhaust the hypothesis testing procedure more quickly
than participants in the Control condition. With the knowledge that there was a very
limited set of possible categorization rules (e.g., one based on frequency, one based on
orientation), participants in the II-Describe condition may have been able to efficiently
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test all plausible rules and transition to the nonverbal system. Participants in the Control
condition would have taken longer to make this transition because it would have been less
obvious to them when the hypothesis testing strategy should be abandoned. Similarly,
Filoteo et al. (2010) prolonged the hypothesis testing procedure by adding an irrelevant
stimulus dimension, which increased the number of possible categorization rules. This
impeded NRD performance and decreased optimal strategy use. Clearly, the duration of
the hypothesis testing procedure is an important factor that affects the transition to the
nonverbal system.
For the verbal system, describing the categorization stimuli had little, if any, effect on
RD learning. Participants in the Describe condition did not categorize significantly better
or use an optimal frequency strategy any more than participants in the Control condition.
It seems that prior knowledge of the stimuli, specifically the number of stimulus dimen-
sions, may not be particularly important for the operation of the verbal system. That is
not to say that stimulus knowledge in general is unimportant for the verbal system but
it may be that prior knowledge confers little advantage. For the nonverbal system to
be engaged, the hypothesis testing procedure must first be exhausted, but for the verbal
system to be engaged, it is not necessary for all possible categorization rules to be tested.
Given the design of the RD stimuli in the current study, it is likely that many participants
started with an orientation rule, because orientation was the most salient dimension, and
next tried the correct frequency rule. Therefore, in-depth stimulus knowledge would not
be necessary to perform well on this RD category set. Though it is possible that a more
complex RD category set could have benefitted from prior stimulus description.
Although there was no significant effect of stimulus description on RD learning, there
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was a relatively consistent 3% advantage for the Describe condition. This nonsignifi-
cant RD-Describe advantage was not much smaller than the 4.5% II-Describe advantage
which was significant. Note that we are not making the claim that stimulus descrip-
tion was more beneficial for the nonverbal than the verbal system. Instead, the purpose
of this experiment was to determine whether stimulus description was beneficial to the
nonverbal system. Therefore, our conclusions do not rest heavily on whether the trend
of increased RD performance was a significant one. Given that our main hypotheses
regarded the transition to the nonverbal system during II learning, it is important that
we showed that II categorization performance and nonverbal strategy use were affected
by our manipulation.
The RD strategy analysis revealed an unexpected decrease in optimal strategy use
across blocks. This is an especially strange effect in light of the fact that there was
a significant increase in RD categorization performance across blocks. The decrease in
optimal strategy use was caused by an increase in the number of participants in both RD
conditions who were best fit by the two-dimensional strategy in which slope and intercept
were allowed to vary. For every participant best fit by this two-dimensional model, the
resulting decision bound was a line that was tilted slightly off-vertical. In other words, it
was very close to a strict frequency model. This type of model would provide a good fit
for a participant who got most responses correct but made an error for a stimulus with
extreme orientation. Therefore, it is possible to perform very well on the RD task but
still be fit by a suboptimal strategy, and it may not be the case that these participants
were truly using a two-dimensional strategy.
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4.3 General Discussion
Experiments 1 and 2 examined the effect of biasing the competition between the verbal
and nonverbal category learning systems. In Experiment 1, the transition from the verbal
to the nonverbal system was slowed, demonstrating that the magnitude of the initial
bias towards the verbal system affects the transition to the nonverbal system during
NRD learning. In Experiment 2, the transition from the verbal to the nonverbal system
was facilitated, demonstrating that increasing the efficiency of the hypothesis testing
procedure can have the paradoxical effect of expediting the transition to the nonverbal
system during NRD learning.
In Experiment 1, increasing the bias towards the verbal system affected the strategy
used for subsequent NRD categorization but did not affect NRD performance. In Ex-
periment 2, facilitating the hypothesis testing procedure increased both optimal strategy
use and NRD performance. The failure to demonstrate a performance decrement in Ex-
periment 1 is likely due to the structure of the II category set. As has been discussed,
it is difficult to decrease II performance because moderate performance can be achieved
using a suboptimal verbal strategy. Therefore, a failure to transition to the appropriate
nonverbal strategy does not necessarily result in poor categorization performance. On
the other hand, Experiment 2 successfully demonstrated an increase in II categorization
performance because increased use of the optimal strategy conferred a performance ad-
vantage. That is, a floor effect means that a decrease in optimal strategy use does not
necessarily translate to a decrease in II categorization performance, but an increase in
optimal strategy use does translate to increased II performance. As a result, analysis
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of strategy use, rather than categorization performance, provided the best test of our
hypotheses. This is especially true given that our hypotheses concerned the transition
between categorization systems, which is most directly measured by strategy use rather
than categorization performance.
In Experiment 1, familiarity from having already done a categorization task conferred
an early advantage for RD learning. However, in Experiment 2, stimulus familiarity from
describing the stimuli did not. One explanation is that the advantage seen in Experiment
1 is a result of task familiarity rather than stimulus familiarity. Perhaps RD categoriza-
tion is facilitated when familiarity is gained from experience with the categorization task
(e.g., task structure, feedback structure) while other forms of familiarity may not benefit
RD categorization.
4.3.1 Conclusions
The findings of the current studies are compatible with others that have manipulated the
interaction between categorization systems, either slowing or facilitating the transition
to the nonverbal system. Past research has shown that the transition can be slowed
by decreasing availability of executive functions (Huang-Pollock et al., 2011; Maddox et
al., 2009, 2010; Schnyer et al., 2009) or increasing the tendency of the verbal system to
maintain control (Decaro et al., 2011; Maddox et al., 2008). Alternatively, the transition
can be facilitated through extreme interference with explicit processing (Filoteo et al.,
2010; Markman et al., 2006) or a decrease of evidence in favour of the verbal system
(Spiering & Ashby, 2008). Experiment 1 is the first study to demonstrate that the
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transition can also be slowed by increasing the initial strength of the verbal system in
order to further bias the competition towards the verbal system. Experiment 2 is the first
study to demonstrate that increasing the efficiency of the hypothesis testing procedure
expedites the transition to the nonverbal system.
This research is part of a growing body of work examining the interactions between
categorization systems and provides new evidence that the verbal system is in fact the
default system. Before control can be passed from the verbal to the nonverbal system,
the hypothesis testing procedure must be exhausted. In addition, increasing the initial
dominance of the verbal system can slow the transition to the nonverbal system.
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Chapter 5
General Discussion
The present research gives valuable insight into the interaction between category learning
systems. The first study demonstrated that the components of executive functioning
were differentially related to each system. General executive functions may be important
for the nonverbal system, whereas the components of executive functioning could play
distinct roles for the verbal system. The second study provided further evidence that
executive functions are important for the operation of the nonverbal system. When
executive functions were continuously taxed, the transition to the nonverbal system was
impeded, suggesting that the role of executive functions may be to mediate the transition
between systems. The third and fourth studies further explored the transition between
systems through experimental manipulations that variously slowed and facilitated the
transition the the nonverbal system. These studies demonstrated that the strength of
the bias towards the verbal system and the efficiency of the hypothesis testing procedure
are two factors that affect the interaction between systems.
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5.1 Implications
Experiments using concurrent tasks and fMRI find little role for executive functions
in the nonverbal system (Filoteo, Lauritzen, & Maddox, 2010; Maddox, Ashby, Ing, &
Pickering, 2004; Miles & Minda, 2011; Minda, Desroches, & Church, 2008; Nomura et al.,
2007; Nomura & Reber, 2008; Waldron & Ashby, 2001; Zeithamova & Maddox, 2006,
2007) but research on patients with frontal lobe damage, older adults, sleep deprived
adults, and children suggests that executive functions are important for the operation of
the nonverbal system (Huang-Pollock, Maddox, & Karalunas, 2011; Maddox et al., 2009;
Maddox, Pacheco, Reeves, Zhu, & Schnyer, 2010; Schnyer et al., 2009). The Component
Hypothesis and the Timing Hypothesis offer two possible explanations of this discrepancy
in past research and two possible explanations for the role of executive functions in the
nonverbal system. The Component Hypothesis was tested and rejected in the first study.
All components of executive functioning were found to be related to nonverbal category
learning. The components of executive functioning measured in this study were chosen
to form a relatively exhaustive description of executive functioning. Therefore, it is very
unlikely that the failure of previous studies to find a role for executive functions in the
nonverbal system was because they all tapped into a type of executive functioning that
is not used by the nonverbal system.
In contrast, the Timing Hypothesis was tested and supported in the second study.
When executive functions were never fully available, the transition to a nonverbal strategy
was impeded, suggesting difficulty engaging the nonverbal system. This was not the case
when executive functions were taxed temporarily. These findings explain the discrepancy
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in past research because past studies that failed to find a role for executive functions
in the nonverbal system used manipulations that did not continuously tax executive
functions (Filoteo et al., 2010; Maddox et al., 2004; Miles & Minda, 2011; Minda et al.,
2008; Waldron & Ashby, 2001; Zeithamova & Maddox, 2006, 2007) whereas studies that
found a role for executive functions used continuous manipulations (Huang-Pollock et
al., 2011; Maddox et al., 2009, 2010; Schnyer et al., 2009). These findings also indicate
that the role of executive functions in the nonverbal system is to engage the system. The
results from the first study are also consistent with this interpretation. Specifically, the
possibility that common executive function may be important for the nonverbal system
suggests that executive functions may not be used to carry out a specific aspect of the
categorization decision, but may instead be used in a more global manner to engage the
nonverbal system.
In any situation where multiple cognitive systems can solve the same task, it is nec-
essary to have a mechanism to determine which system will provide the response at any
given time. For the category learning systems, it appears that executive functions and
PFC are part of this mechanism. It may be that the gating occurs through interactions
between the PFC and basal ganglia. Specifically, the prefrontal cortex is able to inhibit
communication between the basal ganglia and motor cortex, where the nonverbal sys-
tem’s responses are generated and executed, respectively. This could be the mechanism
by which the verbal system dominates the nonverbal system. The transition between
systems may consist of suspension of the PFC’s inhibition between the basal ganglia and
motor cortex (Ashby & Crossley, 2010; Seger, 2008) and may also involve an increase
in low-level visual processing (Miyake & Friedman, 2012), which is important for the
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nonverbal system (Miles & Minda, 2011).
Studies using fMRI have shown that areas of the PFC are more active during fMRI
runs on which an RD strategy was applied compared to when an NRD strategy was
applied (Nomura & Reber, 2008), suggesting that executive functions are more important
for the verbal than the nonverbal system. However, these results are not necessarily at
odds with those of the current studies. The fMRI analyses compared activity during
correct RD and II trials. Therefore, these results may indicate that executive functions
are recruited to a greater extent during individual RD than II categorization decisions,
but do not reflect the recruitment of executive functions over the course of learning.
Given that our results suggest executive functions are important on a larger time scale
to transition from the verbal system, it is not surprising that the PFC is less active
during II categorization when looking at the level of a single trial. These results may
also indicate that once the nonverbal system is engaged, executive functions are not
necessary to maintain its control.
5.2 Executive Functions and the Interaction Between
Systems
It is often the case that decreased executive functioning improves performance on prob-
abilistic tasks. In fact, it has been hypothesized that one reason for the prolonged devel-
opment of the prefrontal cortex is to facilitate linguistic and social learning (Thompson-
Schill, Ramscar, & Chrysikou, 2009). Children’s decreased cognitive control helps them
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to learn language probabilistically rather than by applying rules, while adults are poor at
learning language in part because their increased cognitive control interferes with proba-
bilistic learning. For example, adults have difficulty generalizing new language learning,
but this difficulty subsides (i.e., they perform more like children) when they learn un-
der concurrent task conditions (Cochran, McDonald, & Parault, 1999). Similarly, adults
with lateral frontal lobe damage perform better on insight problem solving than con-
trols (Reverberi, 2005), providing further evidence that executive functions can impair
performance on some tasks.
However, within category learning, executive functions do not seem to interfere with
probabilistic learning. This is because even learning that does not directly rely on exec-
utive functions (i.e., nonverbal category learning) requires executive functions to engage
the appropriate system. Therefore, populations with decreased executive functioning
display decreased, rather than increased, nonverbal categorization (Huang-Pollock et al.,
2011; Maddox et al., 2009, 2010; Schnyer et al., 2009). One exception is when the verbal
system is not dominant. In this case, the verbal system does not need to be suppressed
for the nonverbal system to be engaged and therefore executive functions would not be
necessary for the operation of the nonverbal system. For example, three-year-old chil-
dren, who are not likely to have strong verbal systems, performed as well as adults on
similarity-based categorization (Minda et al., 2008). Since young children’s executive
functions are not well developed, it is unlikely that they relied on them to transition to
the nonverbal system. Instead, it is more likely that their immature verbal system did
not need to be overcome in order to successfully engage the nonverbal system. It would
be beneficial for young children to be able to rely on a similarity-based system to learn
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basic conceptual information from their surroundings.
Interestingly, macaques did not show the same pattern of performance as young chil-
dren. They had difficulty learning NRD categories (Smith, Beran, Crossley, Boomer, &
Ashby, 2010), and showed a pattern of performance that was similar to humans with
frontal lobe damage (Schnyer et al., 2009). The macaques had the same bias towards the
verbal system as would humans and used single-dimensional strategies to solve the NRD
category, suggesting that they, too, may have had difficulty transitioning from the dom-
inant ‘verbal’ system. Clearly macaques’ bias is not due to a tendency to truly verbalize
information. Instead their rule-like behaviour may be a results of their tendency to break
stimuli into dimensions. Pigeons, which are unable to verbalize rules and also unable to
break stimuli into dimensions, showed no bias towards the verbal system when catego-
rizing RD and NRD stimuli (Smith, Ashby, Spiering, Cook, & Grace, 2011). Together,
these studies illustrate that the strength of the verbal system may not be determined
solely by the ability to verbalize information. Instead, other explicit but non-verbal ten-
dencies may also be related to the strength of the verbal system, so that even non-verbal
macaques are predisposed to use the verbal system.
5.3 The Structure of and Relationship Between the
Systems
Recently there has been a resurgence in the debate over whether categories are learned
using a single system or multiple systems (see, for example, Newell, Dunn, & Kalish,
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2011). Proponents of a single-system view may argue that the use of executive functions
in both systems is consistent with a single category learning system. The systems are
also neurobiologically intertwined in that dopamine plays a role in the PFC (Williams
& Goldman-Rakic, 1995) and the PFC forms a corticostriatal loop with the striatum
(Berendse, Graaf, & Groenewegen, 1992). However, it is clear from the current studies
that executive functions play different roles in the verbal and nonverbal systems. Execu-
tive functions are used by the verbal system to support hypothesis testing, and used by
the nonverbal system to engage the system. In fact, the neurobiological overlap between
the systems is likely the basis for the interaction between the systems.
The focus of the current research is on the interaction between systems, and so the re-
search was conceived under the assumption of multiple systems, but it also offers further
support for a multiple-systems framework. For example, the components of executive
functions were differentially associated with RD and NRD learning, and continuous in-
terference with executive functions was more detrimental for NRD than RD strategy use.
Not only do these studies show dissociations between the cognitive processes used during
RD and NRD learning, the findings were also predicted a priori by a multiple systems
theory of category learning (Ashby, Alfonso-Reese, Turken, & Waldron, 1998).
It is reasonable to expect that real-world categorization would be supported by mul-
tiple cognitive systems given the complexity of the task. The systems differ in their
computational abilities so they are well-suited for different types of learning (Daw, Niv,
& Dayan, 2005; McDonald, Devan, & Hong, 2004). The verbal system is flexible and
adept at categorizing objects that are dissimilar to previous objects (Maddox, Filoteo,
& Lauritzen, 2007), but is cognitively demanding (Waldron & Ashby, 2001) so it can
188
be prone to errors. The nonverbal system is inflexible (Maddox et al., 2007) and takes
longer to accrue information (Helie, Waldschmidt, & Ashby, 2010), but once engaged is
not computationally demanding (Waldron & Ashby, 2001). Although a single category
learning system would be more parsimonious, the existence of multiple systems offers
flexibility to learn across a range of situations.
The existence of multiple systems does not necessitate that they are in competition
with one another. Instead the systems could cooperate to generate categorization re-
sponses. In decision making research, there is evidence of multiple systems that cooperate
such that a model-based system (which is similar to our verbal system) trains a model-
free system (which is similar to our nonverbal system) to make responses (Gershman,
Markman, & Otto, 2012). However, it is unlikely that a similar mechanism exists for the
verbal and nonverbal category learning systems because the category learning systems
generate different performance and strategy profiles, which would not be expected if one
system trained the other. Alternatively, the categorization systems may cooperate so
the categorization is made by adding the evidence from each system. The categorization
response would be the one with the greatest evidence. A model in which evidence from
each system is weighted equally would not be optimal because it would not take into
account the past success rate of each system. However, a model in which evidence from
each system is weighted according to past success would be very similar to a competitive
model because the systems would compete for weight so their responses would be counted.
In light of evidence that participants transition between categorization strategies, there
must be some sort of weighting mechanism, and therefore some sort of competition be-
tween the systems.
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5.4 Limitations and Future Directions
The structure of the information integration category set used in the current research
limited the strength of some of the conclusions that could be drawn. It was possible to
achieve up to 70% correct on the information integration category set using the verbal
system by applying a suboptimal rule. Even among participants who used an optimal
strategy with the nonverbal system, average performance was not much above this level,
so it was difficult to discriminate between performance obtained by applying a suboptimal
and optimal strategy. In addition, it was difficult to produce decrements in information
integration performance even using tasks that interfered with the operation of the nonver-
bal system, because a failure to transition to the nonverbal system did not confer much
of a performance disadvantage, at least for the length of training used in the current
studies. Instead, the critical effects only emerged when strategy use was analyzed. For
example, continuous interference with executive functions and increasing the strength of
the verbal system decreased optimal strategy use during information integration learning
but did not decrease information integration categorization performance. On the other
hand, the structure of the information integration category set did not preclude enhanced
performance and so the only manipulation that facilitated the operation of the nonver-
bal system (i.e., stimulus description) increased categorization performance as well as
strategy use.
Perfect information integration performance is possible, given enough training. How-
ever, this would require thousands of trials (Helie et al., 2010), rather than the hundreds
of trials used in the current studies. Differences in information integration performance
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between conditions which promote versus impede the transition to the nonverbal system
would be more likely to emerge with longer training. Therefore, future studies could
strengthen the effects shown in the current research by lengthening categorization train-
ing.
It is clear from the current research that executive functions are important for tran-
sitioning between systems, but the specific role that executive functions play was not
examined. Future research could focus on specifying how executive functions are used to
transition between categorization systems, especially examining the interaction between
executive functions, the prefrontal cortex and corticostriatal loops. Another avenue of
exploration is to further specify the role of each of the components of executive function-
ing for the category learning systems. From the current research, it is unclear whether
each component of executive function has a unique role in nonverbal learning, or whether
common executive function is used by this system. Finally, further exploration is needed
on the factors that affect the ability to make the transition, which would provide fur-
ther evidence about the types of mechanisms involved in the transition, and would be
informative about possible roles for executive functions.
5.5 Conclusions
The current studies provide valuable insight into the verbal and nonverbal category learn-
ing systems and the interaction between these systems. These studies have provided
support for the Timing Hypothesis and rejected the Component Hypothesis. They have
illustrated that the verbal system is the dominant system, that executive functions are
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important for transitioning away from the verbal system and engaging the nonverbal sys-
tem, and that it is possible to bias this transition in predictable ways. While executive
functions are important for both systems, they are not uniformly involved in the systems,
illustrating that executive functions play unique roles in verbal and nonverbal category
learning. The categorization task used in the current studies is unique because it offers a
well controlled learning paradigm and as a result, these studies provide valuable insight
into the interaction between implicit and explicit cognitive systems, more generally.
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Table B.2: Model Coefficients for Measurement Models
Model 1 Model 2 Model 1 Model 2
Unconstrained Correlated Unconstrained Correlated
Unstd SE Std Unstd SE Std Unstd SE Std Unstd SE Std
Factor Loadings Variances Continued
Inhibit ← Stroop 1.000 0.000 0.285 1.000 0.000 0.285 Colour Shape 0.013 0.002 0.503 0.013 0.002 0.505
Inhibit ← Antisaccade 5.699 1.465 0.992 5.700 1.465 0.992 Number Letter 0.014 0.004 0.380 0.014 0.004 0.378
Inhibit ← Stop Signal 0.795 0.439 0.176 0.795 0.439 0.176 II1 0.003 0.000 0.701 0.004 0.000 0.739
Update ← Spatial 2-Back 1.000 0.000 0.630 1.000 0.000 0.632 II2 0.003 0.000 0.393 0.003 0.000 0.421
Update ← Letter Memory 0.293 0.115 0.254 0.288 0.114 0.251 II3 0.002 0.000 0.274 0.002 0.000 0.265
Update ← Keep Track 0.524 0.127 0.471 0.523 0.126 0.471 II4 0.003 0.000 0.329 0.003 0.001 0.308
Shift ← Category Switch 1.000 0.000 0.502 1.000 0.000 0.501 RD1 0.009 0.001 0.563 0.010 0.001 0.617
Shift ← Colour Shape 1.634 0.301 0.705 1.633 0.301 0.704 RD2 0.005 0.001 0.249 0.005 0.001 0.285
Shift ← Number Letter 2.232 0.443 0.787 2.238 0.446 0.789 RD3 0.002 0.000 0.103 0.001 0.000 0.079
Nonverbal ← II1 1.000 0.000 0.547 1.000 0.000 0.511 RD4 0.003 0.000 0.198 0.003 0.001 0.190
Nonverbal ← II2 1.678 0.238 0.779 1.754 0.254 0.761 Inhibit 0.002 0.001 1.000 0.002 0.001 1.000
Nonverbal ← II3 1.951 0.273 0.852 2.101 0.318 0.857 Update 0.025 0.008 1.000 0.025 0.008 1.000
Nonverbal ← II4 2.092 0.302 0.819 2.274 0.359 0.832 Switch 0.005 0.002 1.000 0.005 0.002 1.000
Verbal ← RD1 1.000 0.000 0.661 1.000 0.000 0.619 Nonverbal 0.001 0.000 1.000 0.001 0.000 1.000
Verbal ← RD2 1.400 0.139 0.866 1.460 0.130 0.846 Verbal 0.007 0.002 1.000 0.006 0.001 1.000
Verbal ← RD3 1.375 0.133 0.947 1.488 0.154 0.960 Intercepts
Verbal ← RD4 1.373 0.137 0.896 1.473 0.158 0.900 Stroop 1.306 0.012 8.423 1.306 0.012 8.423
Covariances Antisaccade 0.837 0.019 3.303 0.837 0.019 3.303
II1 ↔ II2 — — — 0.003 0.001 0.447 Stop Signal -0.565 0.017 -2.840 -0.565 0.017 -2.840
RD1 ↔ RD2 — — — 0.001 0.000 0.197 Spatial 2-Back 0.972 0.019 3.900 0.972 0.019 3.900
Verbal ↔ Nonverbal 0.001 0.000 0.366 0.001 0.000 0.351 Letter Memory 1.006 0.014 5.557 1.006 0.014 5.557
Nonverbal ↔ Inhibit 0.000 0.000 0.276 0.000 0.000 0.275 Keep Track 0.911 0.013 5.208 0.911 0.013 5.208
Nonverbal ↔ Update 0.002 0.001 0.336 0.002 0.001 0.326 Category Switch -0.245 0.010 -1.791 -0.245 0.010 -1.791
Nonverbal ↔ Shift 0.001 0.000 0.236 0.001 0.000 0.234 Colour Shape -0.318 0.012 -2.001 -0.318 0.012 -2.001
Verbal ↔ Inhibit 0.001 0.000 0.362 0.001 0.000 0.345 Number Letter -0.402 0.015 -2.067 -0.402 0.015 -2.067
Verbal ↔ Update 0.007 0.002 0.543 0.007 0.002 0.541 II1 0.634 0.005 9.041 0.634 0.005 9.041
Verbal ↔ Shift (0.001) 0.001 0.102 (0.001) 0.001 0.101 II2 0.672 0.006 8.144 0.672 0.006 8.144
Inhibit ↔ Update 0.004 0.001 0.623 0.004 0.001 0.623 II3 0.684 0.007 7.788 0.684 0.007 7.788
Inhibit ↔ Switch 0.001 0.000 0.353 0.001 0.000 0.353 II4 0.696 0.007 7.109 0.696 0.007 7.109
Update ↔ Switch 0.005 0.002 0.496 0.005 0.002 0.495 RD1 0.666 0.010 5.179 0.666 0.010 5.179
Variances RD2 0.768 0.010 5.584 0.768 0.010 5.584
Stroop 0.022 0.002 0.919 0.022 0.002 0.919 RD3 0.785 0.009 6.351 0.785 0.009 6.350
Antisaccade 0.001 0.000 0.016 0.001 0.000 0.016 RD4 0.790 0.010 6.055 0.790 0.010 6.055
Stop Signal 0.038 0.005 0.969 0.038 0.005 0.969 Inhibit 0.000 0.000 0.000 0.000 0.000 0.000
Spatial 2-Back 0.037 0.007 0.603 0.037 0.007 0.601 Update 0.000 0.000 0.000 0.000 0.000 0.000
Letter Memory 0.031 0.003 0.935 0.031 0.003 0.937 Switch 0.000 0.000 0.000 0.000 0.000 0.000
Keep Track 0.024 0.003 0.778 0.024 0.003 0.778 Nonverbal 0.000 0.000 0.000 0.000 0.000 0.000
Category Switch 0.014 0.002 0.748 0.014 0.002 0.749 Verbal 0.000 0.000 0.000 0.000 0.000 0.000
Note. These parameter estimates correspond to the models presented in Table 2.4. All parameter estimates are significant at p <
.05, one tailed, unless in parentheses. The name of the final model is presented in bold. A blank cell indicates the parameter was
not used in the model. Unstd = unstandardized coefficient, SE = standard error of the estimate, Std = standardized coefficient.
200
Table B.3: Model Coefficients for Structural Equation Models Testing Equality of Exec-
utive Functions Across Systems
Model 1 Model 2 Model 1 Model 2
Unconstrained Equal Unconstrained Equal
Unstd SE Std Unstd SE Std Unstd SE Std Unstd SE Std
Factor Loadings Variances Continued
Inhibit ← Stroop 1.000 0.000 0.285 1.000 0.000 0.284 Colour Shape 0.013 0.002 0.505 0.013 0.002 0.501
Inhibit ← Antisaccade 5.700 1.465 0.992 5.702 1.466 0.992 Number Letter 0.014 0.004 0.378 0.015 0.004 0.384
Inhibit ← Stop Signal 0.795 0.439 0.176 0.797 0.440 0.177 II1 0.004 0.000 0.739 0.004 0.000 0.667
Update ← Spatial 2-Back 1.000 0.000 0.632 1.000 0.000 0.590 II2 0.003 0.000 0.421 0.003 0.000 0.398
Update ← Letter Memory 0.288 0.114 0.251 0.350 0.132 0.283 II3 0.002 0.000 0.265 0.002 0.000 0.265
Update ← Keep Track 0.523 0.126 0.471 0.586 0.153 0.491 II4 0.003 0.001 0.308 0.003 0.001 0.299
Shift ← Category Switch 1.000 0.000 0.501 1.000 0.000 0.504 RD1 0.010 0.001 0.617 0.010 0.001 0.685
Shift ← Colour Shape 1.633 0.301 0.704 1.630 0.299 0.707 RD2 0.005 0.001 0.285 0.006 0.001 0.317
Shift ← Number Letter 2.238 0.446 0.789 2.214 0.442 0.785 RD3 0.001 0.000 0.079 0.001 0.000 0.077
Nonverbal ← II1 1.000 0.000 0.511 1.000 0.000 0.577 RD4 0.003 0.001 0.190 0.003 0.001 0.206
Nonverbal ← II2 1.754 0.254 0.761 1.549 0.193 0.776 Inhibit 0.002 0.001 1.000 0.002 0.001 1.000
Nonverbal ← II3 2.101 0.318 0.857 1.813 0.234 0.857 Update 0.025 0.008 1.000 0.022 0.007 1.000
Nonverbal ← II4 2.274 0.359 0.832 1.974 0.265 0.837 Switch 0.005 0.002 1.000 0.005 0.002 1.000
Verbal ← RD1 1.000 0.000 0.619 1.000 0.000 0.561 Nonverbal 0.001 0.000 0.879 0.001 0.000 0.795
Verbal ← RD2 1.460 0.130 0.846 1.580 0.166 0.827 Verbal 0.004 0.001 0.669 0.004 0.001 0.923
Verbal ← RD3 1.488 0.154 0.960 1.659 0.204 0.961 Intercepts
Verbal ← RD4 1.473 0.158 0.900 1.632 0.207 0.891 Stroop 1.306 0.012 8.423 1.306 0.012 8.423
Regression Coefficients Antisaccade 0.837 0.019 3.303 0.837 0.019 3.303
Nonverbal ← Inhibit (0.090) 0.111 0.111 (0.091) 0.136 0.095 Stop Signal -0.565 0.017 -2.840 -0.565 0.017 -2.840
Nonverbal ← Update (0.048) 0.046 0.212 0.114 0.067 0.396 Spatial 2-Back 0.972 0.019 3.900 0.972 0.019 3.912
Nonverbal ← Shift (0.047) 0.066 0.090 (-0.011) 0.079 -0.018 Letter Memory 1.006 0.014 5.557 1.006 0.014 5.557
Verbal ← Inhibit (0.052) 0.277 0.029 (0.091) 0.136 0.058 Keep Track 0.911 0.013 5.208 0.911 0.013 5.208
Verbal ← Update 0.321 0.130 0.634 0.114 0.067 0.242 Category Switch -0.245 0.010 -1.791 -0.245 0.010 -1.791
Verbal ← Shift (-0.260) 0.166 -0.223 (-0.011) 0.079 -0.011 Colour Shape -0.318 0.012 -2.001 -0.318 0.012 -2.001
Covariances Number Letter -0.402 0.015 -2.067 -0.402 0.015 -2.067
II1 ↔ II2 0.001 0.000 0.197 0.001 0.000 0.176 II1 0.634 0.005 9.041 0.634 0.006 8.660
RD1 ↔ RD2 0.003 0.001 0.447 0.003 0.001 0.458 II2 0.672 0.006 8.144 0.673 0.006 7.971
Inhibit ↔ Update 0.004 0.001 0.623 0.004 0.001 0.632 II3 0.684 0.007 7.788 0.684 0.007 7.644
Inhibit ↔ Switch 0.001 0.000 0.353 0.001 0.000 0.353 II4 0.696 0.007 7.109 0.696 0.008 6.984
Update ↔ Switch 0.005 0.002 0.495 0.005 0.002 0.504 RD1 0.666 0.010 5.179 0.666 0.009 5.412
Verbal ↔ Nonverbal 0.001 0.000 0.246 0.001 0.000 0.213 RD2 0.768 0.010 5.584 0.768 0.010 5.814
Variances RD3 0.785 0.009 6.350 0.784 0.009 6.575
Stroop 0.022 0.002 0.919 0.022 0.002 0.919 RD4 0.790 0.010 6.055 0.789 0.010 6.239
Antisaccade 0.001 0.000 0.016 0.001 0.000 0.016 Inhibit 0.000 0.000 0.000 0.000 0.000 0.000
Stop Signal 0.038 0.005 0.969 0.038 0.005 0.969 Update 0.000 0.000 0.000 0.000 0.000 0.000
Spatial 2-Back 0.037 0.007 0.601 0.040 0.007 0.651 Switch 0.000 0.000 0.000 0.000 0.000 0.000
Letter Memory 0.031 0.003 0.937 0.030 0.003 0.920 Nonverbal 0.000 0.000 0.000 0.000 0.000 0.000
Keep Track 0.024 0.003 0.778 0.023 0.003 0.759 Verbal 0.000 0.000 0.000 0.000 0.000 0.000
Category Switch 0.014 0.002 0.749 0.014 0.002 0.746
Note. These parameter estimates correspond to the models presented in Table 2.5. All parameter estimates are significant at p <
.05, one tailed, unless in parentheses. The name of the final model is presented in bold. I = Inhibition, U = Updating, S = shifting,
Unstd = unstandardized coefficient, SE = standard error of the estimate, Std = standardized coefficient.
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Table B.4: Structural Equation Modeling Testing Equality of Executive Functions Within
the Nonverbal System
Model 1 Model 2 Model 3
I, U, S I = U = S I = U = −S
Unstd SE Std Unstd SE Std Unstd SE Std
Factor Loadings
Inhibit ← Stroop 1.000 0.000 0.284 1.000 0.000 0.288 1.000 0.000 0.290
Inhibit ← Antisaccade 5.706 1.468 0.992 5.631 1.416 0.992 5.573 1.386 0.992
Inhibit ← Stop Signal 0.797 0.440 0.177 0.786 0.432 0.177 0.779 0.427 0.177
Update ← Spatial 2-Back 1.000 0.000 0.551 1.000 0.000 0.552 1.000 0.000 0.571
Update ← Letter Memory 0.402 0.148 0.304 0.396 0.145 0.300 0.364 0.130 0.288
Update ← Keep Track 0.677 0.178 0.530 0.665 0.169 0.522 0.615 0.145 0.504
Shift ← Category Switch 1.000 0.000 0.502 1.000 0.000 0.499 1.000 0.000 0.478
Shift ← Colour Shape 1.636 0.301 0.705 1.646 0.302 0.706 1.724 0.332 0.700
Shift ← Number Letter 2.234 0.447 0.787 2.246 0.447 0.787 2.374 0.498 0.788
Nonverbal ← II1 1.000 0.000 0.505 1.000 0.000 0.505 1.000 0.000 0.504
Nonverbal ← II2 1.774 0.259 0.761 1.772 0.259 0.761 1.779 0.261 0.761
Nonverbal ← II3 2.141 0.328 0.864 2.140 0.327 0.864 2.142 0.329 0.862
Nonverbal ← II4 2.286 0.365 0.827 2.281 0.363 0.826 2.294 0.367 0.828
Regression Coefficients
Nonverbal ← Inhibit (0.104) 0.118 0.129 0.057 0.018 0.072 0.077 0.028 0.098
Nonverbal ← Update (0.043) 0.056 0.167 0.057 0.018 0.221 0.077 0.028 0.313
Nonverbal ← Shift (0.053) 0.067 0.103 0.057 0.018 0.110 -0.077 0.028 -0.141
Covariances
II1 ↔ II2 0.001 0.000 0.204 0.001 0.000 0.203 0.001 0.000 0.205
Inhibit ↔ Update 0.004 0.001 0.634 0.004 0.001 0.642 0.004 0.001 0.643
Inhibit ↔ Switch 0.001 0.000 0.353 0.001 0.000 0.354 0.001 0.000 0.356
Update ↔ Switch 0.005 0.002 0.501 0.005 0.002 0.501 0.005 0.002 0.562
Variances
Stroop 0.022 0.002 0.919 0.022 0.002 0.917 0.022 0.002 0.916
Antisaccade 0.001 0.000 0.016 0.001 0.000 0.016 0.001 0.000 0.016
Stop Signal 0.038 0.005 0.969 0.038 0.005 0.969 0.038 0.005 0.969
Spatial 2-Back 0.043 0.007 0.697 0.043 0.006 0.696 0.042 0.006 0.674
Letter Memory 0.030 0.003 0.908 0.030 0.003 0.910 0.030 0.003 0.917
Keep Track 0.022 0.003 0.719 0.022 0.003 0.728 0.023 0.003 0.746
Category Switch 0.014 0.002 0.748 0.014 0.002 0.751 0.014 0.002 0.772
Colour Shape 0.013 0.002 0.502 0.013 0.002 0.502 0.013 0.002 0.510
Number Letter 0.014 0.004 0.380 0.014 0.004 0.380 0.014 0.004 0.379
II1 0.004 0.000 0.745 0.004 0.000 0.744 0.004 0.000 0.746
II2 0.003 0.000 0.421 0.003 0.000 0.421 0.003 0.000 0.421
II3 0.002 0.000 0.254 0.002 0.000 0.253 0.002 0.000 0.256
II4 0.003 0.001 0.316 0.003 0.001 0.318 0.003 0.001 0.314
Inhibit 0.002 0.001 1.000 0.002 0.001 1.000 0.002 0.001 1.000
Update 0.019 0.007 1.000 0.019 0.007 1.000 0.021 0.007 1.000
Switch 0.005 0.002 1.000 0.005 0.002 1.000 0.004 0.001 1.000
Nonverbal 0.001 0.000 0.891 0.001 0.000 0.883 0.001 0.000 0.893
Intercepts
Stroop 1.306 0.012 8.423 1.306 0.012 8.413 1.306 0.012 8.406
Antisaccade 0.837 0.019 3.303 0.837 0.019 3.303 0.837 0.019 3.303
Stop Signal -0.565 0.017 -2.840 -0.565 0.017 -2.840 -0.565 0.017 -2.840
Spatial 2-Back 0.972 0.019 3.911 0.972 0.019 3.912 0.972 0.019 3.874
Letter Memory 1.006 0.014 5.557 1.006 0.014 5.557 1.006 0.014 5.557
Keep Track 0.911 0.013 5.208 0.911 0.013 5.208 0.911 0.013 5.208
Category Switch -0.245 0.010 -1.791 -0.245 0.010 -1.793 -0.245 0.010 -1.813
Colour Shape -0.318 0.012 -2.001 -0.318 0.012 -2.001 -0.318 0.012 -2.001
Number Letter -0.402 0.015 -2.067 -0.402 0.015 -2.067 -0.402 0.015 -2.067
II1 0.634 0.005 9.040 0.634 0.005 9.040 0.634 0.005 9.041
II2 0.672 0.006 8.143 0.672 0.006 8.143 0.672 0.006 8.143
II3 0.684 0.007 7.786 0.684 0.007 7.786 0.684 0.007 7.787
II4 0.696 0.007 7.107 0.696 0.007 7.107 0.696 0.007 7.108
Inhibit 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Update 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Switch 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Nonverbal 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Note. These parameter estimates correspond to the models presented in Table 2.6. All parameter estimates
are significant at p < .05, one tailed, unless in parentheses. The name of the final model is presented in
bold. I = Inhibition, U = Updating, S = shifting, Unstd = unstandardized coefficient, SE = standard
error of the estimate, Std = standardized coefficient.
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Table B.5: Structural Equation Modeling Testing Equality of Executive Functions Within
the Verbal System
Model 1 Model 2 Model 3
I, U, S I = U = S I = U = −S
Unstd SE Std Unstd SE Std Unstd SE Std
Factor Loadings
Inhibit ← Stroop 1.000 0.000 0.284 1.000 0.000 0.294 1.000 0.000 0.275
Inhibit ← Antisaccade 5.702 1.466 0.992 5.500 1.343 0.992 5.925 1.558 0.992
Inhibit ← Stop Signal 0.794 0.439 0.176 0.766 0.419 0.176 0.825 0.459 0.176
Update ← Spatial 2-Back 1.000 0.000 0.628 1.000 0.000 0.635 1.000 0.000 0.648
Update ← Letter Memory 0.291 0.115 0.252 0.321 0.126 0.283 0.294 0.116 0.263
Update ← Keep Track 0.531 0.127 0.476 0.563 0.151 0.514 0.527 0.132 0.489
Shift ← Category Switch 1.000 0.000 0.507 1.000 0.000 0.475 1.000 0.000 0.502
Shift ← Colour Shape 1.617 0.297 0.704 1.756 0.348 0.709 1.634 0.293 0.704
Shift ← Number Letter 2.201 0.437 0.784 2.366 0.506 0.780 2.226 0.423 0.785
Verbal ← RD1 1.000 0.000 0.617 1.000 0.000 0.617 1.000 0.000 0.618
Verbal ← RD2 1.462 0.131 0.844 1.462 0.131 0.843 1.462 0.130 0.845
Verbal ← RD3 1.494 0.155 0.961 1.499 0.156 0.963 1.492 0.155 0.960
Verbal ← RD4 1.476 0.159 0.899 1.476 0.159 0.898 1.476 0.159 0.900
Regression Coefficients
Verbal ← Inhibit (0.052) 0.277 0.029 0.147 0.035 0.084 0.252 0.058 0.135
Verbal ← Update 0.321 0.131 0.634 0.147 0.035 0.295 0.252 0.058 0.514
Verbal ← Shift (-0.268) 0.166 -0.234 0.147 0.035 0.119 -0.252 0.058 -0.217
Covariances
RD1 ↔ RD2 0.003 0.001 0.450 0.003 0.001 0.452 0.003 0.001 0.450
Inhibit ↔ Update 0.004 0.001 0.625 0.004 0.001 0.612 0.004 0.001 0.593
Inhibit ↔ Switch 0.001 0.000 0.353 0.001 0.000 0.358 0.001 0.000 0.356
Update ↔ Switch 0.005 0.002 0.496 0.004 0.002 0.427 0.005 0.002 0.484
Variances
Stroop 0.022 0.002 0.919 0.022 0.002 0.914 0.022 0.002 0.925
Antisaccade 0.001 0.000 0.016 0.001 0.000 0.016 0.001 0.000 0.016
Stop Signal 0.038 0.005 0.969 0.038 0.005 0.969 0.038 0.005 0.969
Spatial 2-Back 0.038 0.007 0.605 0.038 0.007 0.597 0.036 0.007 0.580
Letter Memory 0.031 0.003 0.937 0.030 0.003 0.920 0.031 0.003 0.931
Keep Track 0.024 0.003 0.774 0.022 0.003 0.735 0.023 0.003 0.761
Category Switch 0.014 0.002 0.743 0.014 0.002 0.774 0.014 0.002 0.748
Colour Shape 0.013 0.002 0.504 0.013 0.002 0.497 0.013 0.002 0.504
Number Letter 0.015 0.004 0.385 0.015 0.004 0.391 0.015 0.004 0.384
RD1 0.010 0.001 0.619 0.010 0.001 0.620 0.010 0.001 0.619
RD2 0.005 0.001 0.288 0.005 0.001 0.289 0.005 0.001 0.286
RD3 0.001 0.000 0.077 0.001 0.000 0.073 0.001 0.000 0.078
RD4 0.003 0.001 0.192 0.003 0.001 0.194 0.003 0.001 0.191
Inhibit 0.002 0.001 1.000 0.002 0.001 1.000 0.002 0.001 1.000
Update 0.025 0.008 1.000 0.026 0.008 1.000 0.026 0.008 1.000
Switch 0.005 0.002 1.000 0.004 0.001 1.000 0.005 0.001 1.000
Verbal 0.004 0.001 0.671 0.005 0.001 0.824 0.005 0.001 0.718
Intercepts
Stroop 1.306 0.012 8.423 1.306 0.012 8.397 1.306 0.012 8.447
Antisaccade 0.837 0.019 3.303 0.837 0.019 3.303 0.837 0.019 3.303
Stop Signal -0.565 0.017 -2.840 -0.565 0.017 -2.840 -0.565 0.017 -2.840
Spatial 2-Back 0.972 0.019 3.898 0.972 0.020 3.866 0.972 0.019 3.884
Letter Memory 1.006 0.014 5.557 1.006 0.014 5.557 1.006 0.014 5.557
Keep Track 0.911 0.013 5.208 0.911 0.013 5.208 0.911 0.013 5.208
Category Switch -0.245 0.010 -1.791 -0.245 0.010 -1.813 -0.245 0.010 -1.794
Colour Shape -0.318 0.012 -2.001 -0.318 0.012 -2.001 -0.318 0.012 -2.001
Number Letter -0.402 0.015 -2.067 -0.402 0.015 -2.066 -0.402 0.015 -2.067
RD1 0.667 0.010 5.182 0.666 0.010 5.178 0.667 0.010 5.182
RD2 0.768 0.010 5.589 0.768 0.010 5.583 0.768 0.010 5.589
RD3 0.785 0.009 6.358 0.784 0.009 6.349 0.785 0.009 6.359
RD4 0.790 0.010 6.061 0.789 0.010 6.054 0.790 0.010 6.062
Inhibit 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Update 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Switch 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Verbal 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Note. These parameter estimates correspond to the models presented in Table 2.6. All parameter estimates
are significant at p < .05, one tailed, unless in parentheses. The name of the final model is presented in
bold. I = Inhibition, U = Updating, S = shifting, Unstd = unstandardized coefficient, SE = standard
error of the estimate, Std = standardized coefficient.
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Appendix C
Mathematical Modeling of Strategy
Use
Four classes of strategies (frequency, orientation, two-dimensional, guessing) were fit to
each participant’s pattern of responses at each block. Two frequency strategies were fit
to participants’ responses. In one, the intercept of the decision bound and the noise
parameter were allowed to vary. In the second, the intercept was set to the optimal value
and the noise parameter was allowed to vary. A single orientation strategy was used,
in which the intercept and noise parameter were allowed to vary. Four two-dimensional
strategies were used. In one, the slope, intercept and noise parameters were allowed
to vary. In the second, the slope and the noise parameter were allowed to vary but the
intercept was set at the optimal value. In the third, the intercept and the noise parameter
were allowed to vary but the slope was set at the optimal value. Finally, the noise
parameter was allowed to vary and the slope and intercept were set to optimal values.
Two guessing models were used. One assumed that participants randomly responded A
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or B with an equal probability for each response. This model had no free parameters. The
other assumed that participants randomly responded A or B with unequal probability
for each response. This model had one free parameter, the probability of responding A.
Parameters for each model were estimated using the maximum likelihood method,
and the relative fit of the models was compared using Akaike Information Criterion
(AIC, where AIC = −2 ∗ log(L(r)) + 2df ; L(r) is the model’s fit and df is number of
free parameters). AIC is a measure of goodness of fit that takes into account number of
free parameters in the model. Because AIC is a measure of goodness of fit, small values
indicate a good fit of the strategy to the data.
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