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1. Introduction
Two n × n complex or real matrices A and B are said to have the same Jordan structure if they have
samenumber of distinct eigenvalues {λ1, . . . , λk} and {μ1, . . . , μk}, respectively, enumerated so that
the partial multiplicities of A at λj and those of B at μj are the same, for j = 1, 2, . . . , k. Here, the
partial multiplicities of a matrix associated with its eigenvalue are, by definition, the sizes of Jordan
blocks in the (complex) Jordan form of the matrix; a partial multiplicity is repeated as many times
as there are Jordan blocks of the size equal to the partial multiplicity. Perturbation theory of general
matrices with the same Jordan structure is developed in [16,15,34] in connection with the properties
of the lattice of invariant subspaces; namely, two complex matrices have the same Jordan structure
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if and only if their lattices of invariant subspaces are isomorphic (in the real case, the relationship
between having the same Jordan structure and isomorphism of the lattices of invariant subspaces is
more subtle – see [34]). Under additional symmetries, namely for matrices that are selfadjoint, ske-
wadjoint, or unitary with respect to an indefinite inner product, a perturbation theory is worked out
in [32,6].
In this paper, we continue to study matrices with the same Jordan structure, and in particular
we develop perturbation analysis of such matrices, with emphasis on real and complex Hamiltonian
and related classes of skew-Hamiltonian and symplectic matrices. These classes appear frequently in
applications, such as differential equations, optimal control [20,1], and recently have attracted consid-
erable attention of researchers in regard their numerical analysis and properties under perturbations
[27,28,3,2,10,24].
Our main results concern the Lipschitz property of canonical transformation matrices. By canon-
ical transformation matrices, in short CTM’s, we mean the parts corresponding to a given part  of
the spectrum of A, of matrices that reduce a given matrix A to an appropriate canonical form. For
real or complex matrices (without additional symmetries) the canonical form is the real or complex
Jordan form, and in the real case a natural restriction is imposed on , namely that  is closed under
complex conjugation. For Hamiltonian matrices the appropriate canonical form is the well-known
canonical form to which both the Hamiltonian matrix and the skewsymmetric inner product can be
simultaneously reduced, and again natural conditions are imposed on stemming from the symmetry
properties of eigenvalues of Hamiltonianmatrices. The Lipschitz propertymeans, informally speaking,
that the CTM’s can be chosen so that the change in these matrices is on the same magnitude as the
magnitude of a matrix perturbation, provided the perturbation preserves the matrix structure under
investigation.
Lipschitz properties of various entities associatedwith amatrix is a common theme in perturbation
theory of matrices (and operators), motivated on the very basic level by backward error analysis. We
mention here Lipschitz properties of certain invariant subspaces [36,15], solutions of matrix equa-
tions [18], factorizations of matrix polynomials and rational matrix functions [12,15,5], and of various
matrix groups actions [30,33]. Lipschitz properties of canonical transformation matrices have been
established for the following situations: general complex matrices, with perturbed matrices having
the same Jordan structure as the original matrix [16] (in that paper canonical transformation ma-
trices associated with only the complete spectrum of a matrix are considered); and matrices that
are selfadjoint with respect to an indefinite inner product, where the perturbed matrices satisfy the
selfadjointness property and in addition have the same Jordan structure as the original matrix [6].
We review briefly the contents and main results of the paper. In Section 2 we study small pertur-
bations of real and complex matrices so that the perturbed matrix has the same Jordan structure as
the unperturbed one. The main results there, Theorems 2.5 and 2.9, assert that the CTM’s have the
Lipschitz property, in the contexts of real and complex matrices without additional structure. These
results are used in later sections. Sections 3–7 are devoted to the Hamiltonian, symplectic, and skew-
Hamiltonian structures. The basic definitions and properties are given in Section 3. Here, we also quote
a result from [33] (Theorem 3.2) which is key to many proofs in the current paper. Perturbations of
real Hamiltonian matrices are studied in Section 4. A well-known essential feature here is the sign
characteristic that applies to the nonzero pure imaginary eigenvalues and to the even partial multi-
plicities of the zero eigenvalue, see Section 4.1 for details. The main results in Section 4 are Theorems
4.4 and 4.5, asserting stability (in the sense of robustness) of the sign characteristic and the Lipschitz
property of the CTM’s, respectively, under small Hamiltonian and Jordan structure preserving real per-
turbations that simultaneously preserve the Hamiltonian and Jordan structure (but do not necessarily
preserve eigenvalues). Theorems 4.4 and 4.5 have analogues for real symplectic matrices, where the
sign characteristic now applies to the non-real eigenvalues on the unit circle and to the even partial
multiplicities of the eigenvalues ±1; these are explored in Section 5. Finally, in Sections 6 and 7, we
study classes of matrices without sign characteristic, namely, complex Hamiltonian and symplectic
matrices, and skew-Hamiltonianmatrices (both real and complex). The Lipschitz property of the CTM’s
holds for these classes as well; we explicitly state such a result for real skew-Hamiltonian matrices
(Theorem 7.3).
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We conclude this sectionwith introducing notation to be used throughout the paper.C andR stand
for the sets of complex and real numbers, respectively;z andz denote the real and imaginary parts
of the complex number z: z = z + iz; z the complex conjugate of a complex number z.
The spectrum of a matrix (= the set of eigenvalues, including nonreal eigenvalues of real matrices)
A will be denoted σ(A). We let Im A := {Ax ∈ Rm : x ∈ Rn} be the image (or range) of an m × n
matrix A. We denote by
P(A) := 1
2π i
∫

(A − zI)−1dz
the spectral projection of A ∈ Cn×n associated with the set of eigenvalues ; here  is a suitable
(simple, closed, rectifiable) contour such that  is inside  and σ(A)\ is outside . Let
diag (X1, . . . Xr) = X1 ⊕ X2 ⊕ · · · ⊕ Xr
be theblockdiagonalmatrixwith theblocksX1, . . . , Xr on themaindiagonal (in this order). Thematrix
whose entries are the complex conjugates of the entries of a matrix A is denoted A. The notation AT
stands for the transpose of a matrix A; if A is invertible, we let A−T = (A−1)T .
Special matrices: The p × p identity matrix is written Ip or I;
Lp :=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 . . . 0 1
0 0
... 1 0
...
... . .
. ...
...
0 1 . . . 0 0
1 0 . . . 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rp×p, p :=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 . . . 0 1
0 0
... −1 0
...
... . .
. ...
...
0 (−1)p . . . 0 0
(−1)p+1 0 . . . 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rp×p.
Note that Lp is symmetric, whereas p is skewsymmetric for even p and symmetric for odd p.
u ⊗ u2 :=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 · · · 0 u2
0 0 · · · −u2 0
...
... . .
. ...
...
0 (−1)u−2u2 · · · 0 0
(−1)u−1u2 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= −(u ⊗ u2)T ∈ R2u×2u,
where u is any positive integer. The alternating diagonal matrix, which is hermitian and self-inverse:
ADp = diag (1,−1, 1, . . . , (−1)p−1) ∈ Rp×p. (1.1)
Jordan blocks:
Jm(λ) :=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
λ 1 0 · · · 0
0 λ 1 · · · 0
...
...
. . .
. . . 0
...
... λ 1
0 0 · · · 0 λ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Cm×m, λ ∈ C.
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For real numbers λ and μ > 0, define the real Jordan block of even size by
J2m(λ ± iμ) :=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
λ μ 1 0 · · · 0 0
−μ λ 0 1 · · · 0 0
0 0 λ μ · · · 0 0
0 0 −μ λ · · · ... ...
...
...
...
... 1 0
...
...
...
... 0 1
0 0 0 0 λ μ
0 0 0 0 −μ λ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R2m×2m.
Thus, there arem real 2×2 blocks on themain diagonal andm−1 identitymatrices of order 2making
up the super-diagonal blocks.
Denote by
〈x, y〉 =
n∑
j=1
xjyj, x =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
x1
x2
...
xn
⎤⎥⎥⎥⎥⎥⎥⎥⎦ , y =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
y1
y2
...
yn
⎤⎥⎥⎥⎥⎥⎥⎥⎦ ∈ C
n
the standard inner product in Cn. Although many results in the present paper are independent of the
choice ofmatrix and vector norms (up to a suitable change of constants), itwill be convenient to use the
following norms throughout: The euclidean vector norm ‖x‖ = √〈x, x〉, x ∈ Cn, and the operator
matrix norm (= the largest singular value) ‖A‖, for anm × n real or complex matrix A.
D(λ; δ) := {w ∈ C : |w − λ| < δ}, where λ ∈ C, δ > 0, the open disc centered at λ of radius δ.
∂D(λ; δ) := {w ∈ C : |w − λ| = δ} the boundary of D(λ; δ).
L the length of a (closed rectifiable) contour .
2. Perturbation analysis for matrices in structure preserving neighborhoods
In this section we develop perturbation analysis and prove the Lipschitz property of canonical per-
turbation matrices, provided the Jordan structure is preserved, for real and complex matrices without
additional structure. Our main results here Theorems 2.5 and 2.9 serve also as preparation for the
study of structure preserving perturbations in later sections, where the matrices under consideration
are subject to additional symmetries.
2.1. Structure preserving neighborhoods
Let A ∈ Fn×n, where F = C or F = R, and let  be a non-empty set of distinct eigenvalues
of A;  = {λ1, . . . , λp}. In Section 2, it will be always assumed that, in the case F = R,  is closed
under complex conjugation. For a fixed positive δ, the {; δ}-structure preserving neighborhood of A,
in short {; δ}SPN(A), is defined to consist of all matrices B ∈ Fn×n that satisfy the following two
properties:
1. ‖B − A‖ < δ;
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2. for every j = 1, 2, . . . , p, there exists exactly one eigenvalue, call it λj(B), of B in the open disc
D(λj; δ) perhaps of high multiplicity, and the partial multiplicities of the eigenvalue λj(B) of B
coincide with those of the eigenvalue λj of A.
More precisely, ifmj,1  mj,2  · · ·  mj,kj are the partial multiplicities of λj as an eigenvalue of
A arranged in the nonincreasing order, then the same are also the partial multiplicities of λj(B). For
example, if A ∈ R14×14 is nilpotent with the partial multiplicities 3, 3, 3, 3, 2 corresponding to the
eigenvalue zero, and B ∈ R14×14 is a nilpotent matrix with partial multiplicities 3, 3, 2, 2, 2, 2, then
B does not belong to any {0; δ}-structure preserving neighborhood of A, for any positive δ.
The following remarks concerning the above definition are useful:
Remark 2.1. (1) In the terminology “{; δ}-structure preserving neighborhood" we omit explicit
reference to F; it will be clear from the context whether F = R or F = C is assumed. If, to
avoid potential confusion, an explicit reference to F is desirable, we will write {; δ}F instead
of {; δ}.
(2) One should think about δ as small; for example, to ensure that the {; δ}-structure preserving
neighborhood contains A, we should take δ smaller than min1i<jp{|λi − λj|}. To ensure
that the discs D(λj; δ), j = 1, 2, . . . , p, do not intersect, we take δ < (1/2)min1i<jp{|λi− λj|}.
(3) If A is real, and consists of (not necessarily all) distinct real eigenvalues, then the eigenvalues
of any B ∈ {; δ}RSPN(A) contained in the discsD(λj; δ),λj ∈  are necessarily real (assuming
δ is sufficiently small).
(4) We have
{; δ}SPN(A) = ∩qj=1
({j; δ}SPN(A)})
if  is a disjoint union of 1, . . . , q; this allows us in many situations to reduce proofs to the
case when  is a singleton.
(5) Note that {; δ}SPN(A) is not an open neighborhood of A, unless every λ ∈  is an eigenvalue
of A of algebraic multiplicity one.
In the sequel, we need a result on spectral variation of matrices. We formulate the result, in the
form that will be needed, in the next lemma.
Lemma 2.2. Let A ∈ Fn×n and let λ1, . . . , λp be the distinct eigenvalues of A with algebraic multiplicities
α1, . . . , αp, respectively. Let
0 < δ′ < 1
2
min
λ,μ∈σ(A), λ=μ |λ − μ|.
Then for every δ > 0 such that
δ  δ′ and 3.46n(2‖A‖ + δ)n−1δ  (δ′)n, (2.1)
we have the property that if B ∈ Fn×n, ‖B−A‖ < δ, then the disc D(λj; δ′) contains exactlyαj eigenvalues
of B (counted with multiplicities), for j = 1, 2, . . . , p.
Proof. By the well-known result on spectral variation of matrices (see [19], where the constant 3.46
is taken from, which is an improvement over constants obtained earlier in [29,7]), and denoting by
μ1, . . . , μn and ν1, . . . , νn the eigenvalues of A and B, respectively, we have
min
π
{max
j
|μj − νπ(j)|} < δ′,
where the minimum is taken over all permutations π of {1, 2, . . . , n}. The result now follows. 
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2.2. Eigenvalue perturbations
It is well known that in general eigenvalues of a matrix do not have the Lipschitz property under
small arbitrary perturbations, in other words, the variation in the eigenvalues is generally of a larger
magnitude than that of the matrix perturbation. Therefore, special situations when the perturbation
of the eigenvalues is guaranteed to be of the same magnitude as that of the matrix perturbation,
are of particular interest. One such special situation occurs when the matrices have the same Jordan
structure:
Theorem 2.3. Let A ∈ Fn×n, and let  be a non-empty set of distinct eigenvalues of A. Assuming δ > 0
is sufficiently small, let B ∈ {; δ}SPN(A), and let λ(B) be the only eigenvalue of B in the disc D(λ; δ),
λ ∈ . Then
|λ(B) − λ|  K‖B − A‖,
where the constant K > 0 depends on A only.
Proof. Fix λ0 ∈ . Fix δ′ < 12 minλ,μ∈σ(A), λ=μ{|λ − μ|}. Let  be a contour such that the closure of
D(λ; δ′) is inside , and for all other eigenvaluesμ of A, the closure of D(μ; δ′) is outside . Let δ > 0
be such that (2.1) holds. Assume that B ∈ {; δ}SPN(A). Then, using the Jordan canonical form of B,
we easily deduce
λ(B) = 1
2π iq
trace
(∫

(B − zI)−1dz
)
,
where q is the algebraic multiplicity of the eigenvalue λ(B) of B, or, what is the same, the algebraic
multiplicity of the eigenvalue λ of A. Thus,
|λ(B) − λ|  1
2πq
∫

|trace
(
(B − zI)−1 − (A − zI)−1
)
||dz|
 n (L)
2πq
max
z∈ ‖(B − zI)
−1‖max
z∈ ‖(A − zI)
−1‖‖A − B‖  n (L)
2πq
K20‖A − B‖,
where
K0 := max{‖(B − zI)−1‖ : B ∈ Fn×n, ‖B − A‖ < δ, z ∈ }.
Theorem 2.3 follows with K = n (L) (2πq)−1 K20 . 
2.3. Canonical transformation matrices
We will use the standard Jordan canonical forms for real and complex matrices; thus, given A ∈
Cn×n, we have
S−1AS = Jm1(λ1) ⊕ · · · ⊕ Jmq(λq), λ1, . . . , λq ∈ C, (2.2)
for some invertible matrix S ∈ Cn×n, and given A ∈ Rn×n, we have
S−1AS = Jm1(λ1) ⊕ · · · ⊕ Jmq(λq)
⊕J2mq+1(λq+1 ± iμq+1) ⊕ · · · ⊕ J2mq+r (λq+r ± iμq+r),
λ1, . . . , λq+r ∈ R, μq+1, . . . , μq+r > 0, (2.3)
for some invertible matrix S ∈ Rn×n.
Let A ∈ Cn×n, and let S be as in (2.2). For a given nonempty set  of distinct eigenvalues of A,
we say that the columns of S that correspond to the blocks Jmj(λj) with λj ∈ , form an -canonical
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transformationmatrix, in short-CTM, for A. Any-CTM is of size n×d, where d is the sumof algebraic
multiplicities of A for the eigenvalues in , it has linearly independent columns, and consists of a
full complement of eigenvectors and generalized eigenvectors of A corresponding to the eigenvalues
in .
The following proposition is easily verified.
Proposition 2.4. (a) If 1, . . . , p are disjoint nonempty sets of distinct eigenvalues of A ∈ Cn×n, and
if Sj is an j-CTM of A for j = 1, 2, . . . , p, then[
S1 S2 . . . Sp
]
(2.4)
is an ∪pj=1j-CTM of A.
(b) A matrix S is an -CTM of A ∈ Cn×n if and only if the following three properties hold:
(1) S is left invertible;
(2) the number of columns of S is equal to the sum of algebraic multiplicities of the eigenvalues of A
in ;
(3) equality AS = SJ holds, where J is a Jordan form with eigenvalues in .
Our main result in this section asserts that the -canonical transformation matrices have the Lip-
schitz property, i.e. they can be chosen so that the change in the-canonical transformation matrices
is on the samemagnitude as themagnitude of amatrix perturbation, provided thematrix perturbation
is restricted to a structure preserving neighborhood:
Theorem 2.5. Let A ∈ Cn×n, = {λ1, . . . , λp} be a set of distinct eigenvalues of A, and S0 an-CTM for
A. Then there exist δ1 > 0 and K1 > 0 (depending only on A, , S0) such that every B ∈ {; δ1}SPN(A)
has an ′-CTM S = S(B) satisfying
‖S − S0‖  K1‖B − A‖;
here
′ = σ(B) ∩
(
∪pj=1D(λj; δ1)
)
.
For the case when  = σ(A), the result of Theorem 2.5 is proved in [16] (Theorem 4.1 there).
2.4. Proof of Theorem 2.5
We need some preparation for the proof of Theorem 2.5. We start with a particular case when the
perturbed matrix is actually similar to the original one.
Proposition 2.6. For given A ∈ Cn×n and given -CTM T of A, there exist constants δA,,T > 0 and
KA,,T > 0 such that every matrix B similar to A and satisfying ‖B − A‖ < δA,,T has an -CTM T0 such
that ‖T0 − T‖ < KA,,T‖B − A‖.
Proof. If A is in the canonical form J of the right hand side of (2.2), and T = I consists of the columns,
in their natural order, of the identity matrix that correspond to the Jordan blocks with eigenvalues
in , the result is a particular case of [16, Theorem 3.2]. The general case can be reduced to this, as
follows. Let S ∈ Cn×n be an invertible matrix such that S−1AS = J, and let
κ := ‖S‖ ‖S−1‖
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be the condition number of S. Then for every B′ ∈ Cn×n which is similar to J and satisfies ‖B′ − J‖ <
δJ,,I we have
‖I − S′‖  KJ,,I‖B′ − J‖ (2.5)
for some -CTM S′ for B′. Consider B := SB′S−1. Then
‖B′ − J‖  ‖S−1BS − S−1AS‖  κ‖B − A‖. (2.6)
Thus, lettingδA,,T = κ−1δJ,,I ,weobtain that for everyB similar toAandsatisfying‖B−A‖ < δA,,T
there is an -CTM S′ of S−1BS for which (2.5) holds. Fix such B and S′.
Next, observe that T ′ := S−1T is an -CTM for J. One can easily verify this by using Proposition
2.4 and the equality AT = TJ′, where J′ is the part of J with the eigenvalues in . Since I is also
an -CTM for J, we have T ′ = IU for some invertible matrix U that commutes with J′. Indeed,
assume for notational simplicity that J = J′ ⊕ J′′, where σ(J′′) ∩ σ(J′) = ∅. Then, with respect to this
decomposition, we have T ′ =
⎡⎣ T ′1
T ′2
⎤⎦, I =
⎡⎣ I
0
⎤⎦. Since σ(J′′) ∩ σ(J′) = ∅, the equality JT ′ = T ′J′
implies that actually T ′2 = 0. Thus, T ′ = IU for some (unique) matrix U. Using Proposition 2.4(3),
one verifies that U commutes with J′.
Let S′′ := S′U. Then
B′S′′ = B′S′U = S′J′U = S′UJ′ = S′′J′,
and therefore S′′ is an -CTM for B′. Finally, we let T0 := SS′′. Then T0 is an -CTM for B, and
‖T0 − T‖ = ‖SS′U − ST ′‖  ‖S‖ ‖S′U − T ′‖ = ‖S‖ ‖S′U − IU‖  ‖S‖ ‖U‖ ‖S′ − I‖. (2.7)
Notice that
U = (I)[−1]T ′ = (I)[−1]S−1T, (2.8)
where (I)
[−1] is a left inverse of I, which can be taken to have norm 1. Using (2.8) in (2.7), together
with (2.5), we obtain
‖T0 − T‖  κ ‖T‖ ‖S′ − I‖  κ ‖T‖ KJ,,I ‖B′ − J‖,
and finally, in view of (2.6),
‖T0 − T‖  κ2 ‖T‖ KJ,,I ‖B − A‖.
It follows that one can take
δA,,T = κ−1δJ,,I, KA,,T = κ2 ‖T‖ KJ,,I, κ := ‖S‖ ‖S−1‖, (2.9)
where S is the invertible matrix of (2.2). 
Next, it will be convenient to state a lemma. For two subspacesM1,M2 ∈ Cn, theminimal opening
η(M1,M2) betweenM1 andM2 is defined as follows:
η(M1,M2) = min{‖x + y‖ : x ∈ M1, y ∈ M2, max{‖x‖, ‖y‖} = 1}. (2.10)
This is awell-knownand studied concept; see, e.g. [5] formore informationabout theminimal opening.
Because of the finite dimensionality ofCn, theminimum in (2.10) is achieved. Clearly, η(M1,M2) > 0
if and only ifM1 ∩M2 = {0}.
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Lemma 2.7. Let P ∈ Cn×n be a (not necessarily orthogonal) projection. If Q is a projection such that
‖P − Q‖ < 1
6
η(ImP, Im(I − P))(‖I − P‖ + 1)−1,
then the subspaces ImQ, Im(I − P) are direct complements of each other.
The lemma is a particular case of a more general [5, Lemma 13.1].
Proof of Theorem 2.5. The proof is based on reduction to the case when the matrices B are actually
similar to A. Select
0 < δ′ < 1
2
min
λ,μ∈σ(A), λ=μ{|λ − μ|},
and take δ > 0 any number not larger than δ′ such that all eigenvalues of any B ∈ Cn×n with
‖B − A‖ < δ are contained in the union ∪μ∈σ(A)D(μ; δ′) (cf. Lemma 2.2). For B ∈ {; δ}SPN(A), let
B′ :=
⎛⎝B +
⎛⎝ p∑
j=1
(λj − λj(B))Pλj(B)(B)
⎞⎠⎞⎠ P{λ1(B),...,λp(B)}(B) + A (I − P(A)) ,
where λj(B) is the eigenvalue of B in the disc D(λj; δ).
Let be a contour such that forλ ∈  the closure ofD(λ; δ) is inside, and for all other eigenvalues
μ of A, the closure of D(μ; δ) is outside . Let
K0 := max{‖(B − zI)−1‖ : B ∈ Cn×n, ‖B − A‖ < δ, z ∈ }.
Assume in addition that
δ < K−20 (L)−1(1/3)πη(Im P(A), Im (I − P(A)))(‖I − P(A)‖ + 1)−1. (2.11)
Then as in the proof of Theorem 2.3, for B ∈ {; δ}SPN(A) we have
‖P{λ1(B),...,λp(B)}(B) − P(A)‖ 
(L)K20
2π
‖B − A‖, (2.12)
and therefore under the additional hypothesis that ‖B − A‖ < δ, we have
‖P{λ1(B),...,λp(B)}(B) − P(A)‖ < (1/6)η(Im P(A), Im (I − P(A)))(‖I − P(A)‖ + 1)−1.
By Lemma 2.7, this inequality guarantees that the subspaces Im P{λ1(B),...,λp(B)}(B) and Im (I − P(A))
are direct complements to each other. Now clearly these two subspaces are B′-invariant, andwe obtain
easily that B′ is similar to A.
In addition, we have
‖B′ − A‖  ‖
⎛⎝B +
⎛⎝ p∑
j=1
(λj − λj(B))Pλj(B)(B)
⎞⎠⎞⎠ P{λ1(B),...,λp(B)} − AP(A)‖
 ‖BP{λ1(B),...,λp(B)} − AP(A)‖ + ‖
p∑
j=1
(λj − λj(B))Pλj(B)(B)‖
 ‖B − A‖ · ‖P{λ1(B),...,λp(B)}‖ + ‖A‖ · ‖P{λ1(B),...,λp(B)} − P(A)‖
+p max
j=1,2,...,p
(
|λj − λj(B)| · ‖Pλj(B)(B)‖
)
.
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Using (2.12), we obtain
‖B′ − A‖  ‖B − A‖ ·
(
(L)K20
2π
δ + ‖P(A)‖
)
+ ‖A‖ (L)K
2
0
2π
‖B − A‖
+p max
j=1,2,...,p
(
|λj − λj(B)| · ‖Pλj(B)(B)‖
)
 ‖B − A‖ ·
(
(L)K20
2π
δ + ‖P(A)‖
)
+ ‖A‖ (L)K
2
0
2π
‖B − A‖
+p max
j=1,2,...,p |λj − λj(B)| · maxj=1,2,...,p ‖Pλj(B)(B) − Pλj(A)‖
+p max
j=1,2,...,p |λj − λj(B)| · maxj=1,2,...,p ‖Pλj(A)‖.
As in the proof of Theorem 2.3 we have
‖Pλj(B)(B) − Pλj(A)‖ 
L(∂D(λj, δ′))
2π
K20,j‖A − B‖ = δ′K20,j‖A − B‖,
where
K0,j := max{‖(B − zI)−1‖ : B ∈ Cn×n, ‖B − A‖ < δ, z ∈ ∂D(λj, δ′)}.
Also, by Theorem 2.3, we have
max
j=1,2,...,p |λj − λj(B)|  n δ
′ max
j=1,2,...,p K
2
0,j · ‖A − B‖.
Putting all this together, we obtain
‖B′ − A‖  K ′‖B − A‖,
where
K ′ := (L)K
2
0
2π
· (‖A‖ + δ) + ‖P(A)‖
+ pn
(
max
j=1,2,...,p K
2
0,j
)
· (δ′)2 max
j=1,2,...,p K
2
0,j + pnδ′
(
max
j=1,2,...,p K
2
0,j
)
max
j=1,2,...,p ‖Pλj(A)‖.
Assume in addition that
δ < δA,,S0/K
′. (2.13)
Then by Proposition 2.6, there exists an -CTM S of B′ such that
‖S − S0‖ < KA,,S0‖B′ − A‖  KA,,SK ′‖B − A‖.
Note that the -CTM’s of B and of B′ are identical; indeed, both matrices have the same eigenvectors
and corresponding generalized eigenvectors for eigenvalues in . We have proved Theorem 2.5 with
any δ1 := δ > 0 for which (2.1), (2.11), (2.13) hold, and with K1 := KA,,S0K ′. 
Remark 2.8. Fix an invertible matrix S that transforms A to its Jordan form: S−1AS = J. Using (2.9),
we see that Theorem 2.5 holds with any δ1 > 0 satisfying
δ1 < ‖S‖−1‖S−1‖−1(K ′)−1δJ,,I
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and (2.1), (2.11), and with
K1 = KJ,,I‖S‖2‖S−1‖2‖S0‖K ′.
2.5. The real case
The analogue of Theorem 2.5 for real matrices can be derived from the complex case, as
follows.
Let A ∈ Rn×n. For a given nonempty set  of distinct eigenvalues of A which is closed under
conjugation, the real -CTM (which is a real matrix) of A is defined as in the complex case but using
(2.3) instead of (2.2), consequently, in relevant formulas J now stands for the right hand side of (2.3).
Propositions 2.4 and 2.6 remain valid for realmatrices, together with formulas (2.9); for the casewhen
A is the real Jordan form (2.3) and T = I, Proposition 2.6 can be obtained analogously to the proof
of [16, Theorem 3.2], or alternatively as a particular case of [33, Corollary 1.3]. For the real analogue of
Proposition 2.6 we denote the constants δRA,,T and K
R
A,,T , to distinguish them from δA,,T and KA,,T
of Proposition 2.6.
Theorem 2.9. Let A ∈ Rn×n,  be a set of distinct eigenvalues of A closed under complex conjugation,
and S0 a real -CTM for A. Then there exist δ2 > 0 and K2 > 0 (depending only on A, , S0) such that
every real matrix B ∈ {; δ2}SPN(A) has a real -CTM S = S(B) satisfying
‖S − S0‖  K2‖B − A‖.
Proof. By Theorem 2.5 there is a (possibly nonreal) -CTM S satisfying ‖S − S0‖  K1‖B − A‖,
provided B ∈ {; δ1}SPN(A). In view of the real analogue of Proposition 2.4(b) we have BS = SJ,
where J is a real Jordan matrix with eigenvalues in . Let S
′ := (S + S)/2. Then we have BS′ = S′J
and
‖S′ − S0‖  K1‖B − A‖. (2.14)
For fixed δ1 and K1 as above, let
δ2 := min{δ1, (2‖S[−1]0 ‖K1)−1}, (2.15)
where S
[−1]
0 is any left inverseof S0. Then for every realB ∈ {; δ2}SPN(A) thematrix S′ is left invertible
(in view of (2.14), (2.15)), and S′ is a real -CTM of B. So Theorem 2.9 holds with K2 := K1. 
The estimates on δ2 andK2 as in Remark 2.8 (replacing there δJ,,I andKJ,,I by δ
R
J,,I
andKRJ,,I ,
respectively) hold for complex perturbations of real matrices as well. The proof of Theorem 2.9 shows
that Theorem 2.9 holds with δ2 := min{δ, (2‖S[−1]0 ‖K1)−1} and K2 = KRJ,,I‖S‖2‖S−1‖2‖S0‖K ′,
where K ′ and δ are fixed as in the proof of Theorem 2.5.
3. Hamiltonian and symplectic matrices
Let F = C or F = R. Let H ∈ Fn×n be an invertible skewsymmetric matrix (thus, n is necessarily
even). A matrix A ∈ Fn×n is called H-Hamiltonian if HA = (HA)T . If we introduce an indefinite inner
product [·, ·]H defined in Fn by
[x, y]H = yTHx, (3.1)
then A ∈ Fn×n is said to beH-selfadjoint, resp.,H-skewadjoint, if [Ax, y]H = [x, Ay]H , resp., [Ax, y]H =− [x, Ay]H for every x, y ∈ Fn. It is immediate from the definitions that A is H-skewadjoint if and only
if A is H-Hamiltonian.
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A matrix U ∈ Fn×n is said to be H-symplectic if [Ux,Uy]H = [x, y]H for every x, y ∈ Fn, or
equivalently if UTHU = H. Two matrices A, B ∈ Fn×n are said to be H-symplectically similar if A =
U−1BU for someH-symplecticmatrixU. Clearly,H-symplectically similarmatrices areH-Hamiltonian
(resp. H-symplectic) only simultaneously.
Symplectic and Hamiltonian matrices are related via the well-known Cayley transform:
Lemma 3.1. Let U ∈ Fn×n be H-symplectic, where H ∈ Fn×n is skewsymmetric and invertible.
(a) If 1 is not an eigenvalue of U, then the matrix
A1 := (I − U)−1(I + U) (3.2)
is H-Hamiltonian and 1,−1 are not eigenvalues of A1. Moreover, we have U = (A1 − I)(A1 + I)−1.
(b) If −1 is not an eigenvalue of U, then the matrix
A2 := (I + U)−1(I − U) (3.3)
is H-Hamiltonian and 1,−1 are not eigenvalues of A2. Moreover, we have U = (I−A2)(A2 + I)−1.
For the readers’ convenience, we quote a result from [33] in the form that will be used in the
proofs of our main results. It will be applied with Q2 an invertible skewsymmetric matrix and Q1 a
Q2-Hamiltonian or Q2-symplectic matrix.
Theorem 3.2. Let F = R or F = C, let V ⊆ Fn×n be a real unital subalgebra, and let  be the action of
the group GLV of invertible elements of V given by
X(Q1,Q2) = (X−1Q1X, XTQ2X), Q1,Q2 ∈ Fn×n, X ∈ GLV.
Then for every ordered pair Q1,Q2 ∈ Fn×n there exist δ3, K3 > 0with the following property: If Q ′1,Q ′2 ∈
Fn×n are such that
‖Q ′1 − Q1‖ + ‖Q ′2 − Q2‖ < δ3
and Y (Q1,Q2) = (Q ′1,Q ′2) for some Y ∈ GLV , then Y ′(Q1,Q2) = (Q ′1,Q ′2) for some Y ′ ∈ GLV that
satisfies the additional inequality
‖I − Y ′‖  K3(‖Q ′1 − Q1‖ + ‖Q ′2 − Q2‖). (3.4)
4. Real Hamiltonian matrices
In this section, we develop perturbation analysis, treat the problem of similarity vs symplectic
similarity, and establish the Lipschitz property of canonical bases for real H-Hamiltonianmatrices. The
case of complex Hamiltonian matrices is simpler because the sign characteristic is absent; it is studied
in Section 6.
It will be assumed in this section that F = R.
4.1. Canonical form and canonical transformation matrices
We start with the well-known canonical form; various versions are found, for example, in [37,21–
23,35,8].
Theorem 4.1. Let H ∈ Rn×n be skewsymmetric and invertible, and let A ∈ Rn×n be H-Hamiltonian. Then
there is an invertible real matrix S such that S−1AS and STHS are block diagonal matrices
S−1AS = A1 ⊕ · · · ⊕ As, STHS = H1 ⊕ · · · ⊕ Hs, (4.1)
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where each diagonal block (Ai,Hi) is of one of the following five types:
(i) Ai = J2n1(0) ⊕ J2n2(0) ⊕ · · · ⊕ J2np(0), Hi = κ12n1 ⊕ κ22n2 ⊕ · · · ⊕ κp2np , where κj
are signs ±1;
(ii) Ai = ⊕qs=1 (J2ms+1(0) ⊕ −J2ms+1(0)T) , Hi = ⊕qs=1
⎡⎣ 0 I2ms+1
−I2ms+1 0
⎤⎦ ,
where the ms are nonnegative integers;
(iii) Ai = ⊕rs=1 (Js(a) ⊕ −Js(a)T) , Hi = ⊕rs=1
⎡⎣ 0 Is
−Is 0
⎤⎦ ,
where a > 0, and the number a, the total number 2r of Jordan blocks, and the sizes 1, . . . , r
depend on the particular diagonal block (Ai,Hi);
(iv) Ai = ⊕st= (J2kt (a ± ib) ⊕ −J2kt (a ± ib)T) , Hi = ⊕st=
⎡⎣ 0 I2kt
−I2kt 0
⎤⎦ ,
where a, b > 0, and again the numbers a and b, the total number 2s of Jordan blocks, and the sizes
2k1, . . . , 2ks depend on (Ai,Hi);
(v) Ai = J2h1(±ib) ⊕ J2h2(±ib) ⊕ · · · ⊕ J2ht (±ib), Hi =
⊕t
u=1 ηu(hu ⊗ 2),
where b > 0 and η1, . . . , ηt are signs ±1. Again, the parameters b, t, h1, . . . , ht , and η1, . . . , ηt
depend on (Ai,Hi).
The form (4.1) is uniquely determined by the ordered pair (A,H), up to a simultaneous permutation of
diagonal blocks in the right hand sides of (4.1).
Note that in each of the types (i)–(v), the matrix Ai is Hi-Hamiltonian.
The canonical form involves the sign characteristic, which consists of signs ±1, one sign for every
nilpotent Jordan blocks of even size, and for every real Jordan block with nonzero pure imaginary
eigenvalues.
The matrix S of Theorem 4.1 will be called canonical transformation matrix, in short CTM. Let  be
a set of distinct eigenvalues of an H-Hamiltonian matrix A having the property that
z ∈  ⇒ z,−z ∈ . (4.2)
We say that the columns of S that correspond to the blocks of A with eigenvalues in  form the -
canonical transformation matrix, in short-CTM (for the pair (A,H)). For example, if = {a+ ib, a−
ib,−a + ib,−a − ib}, where a, b > 0, then the -CTM has size 4p × n, where p is the algebraic
multiplicity of any one of the four eigenvalues {a± ib,−a± ib} of A. Clearly, the CTM and the-CTM
matrices are generally not unique (for a fixed ).
A non-empty set of eigenvalues  with the property (4.2) will be called Hamiltonian admissible.
Note the important H-orthogonality property of root subspaces of Hamiltonian matrices with respect
to disjoint Hamiltonian admissible sets (see, e.g. [3, Theorem 2.1] or [20, Theorem 3.2.2]):
Proposition 4.2. Let A ∈ Rn×n be H-Hamiltonian. If Sj is an j-CTM of (A,H) for j = 1, 2, and if the
Hamiltonian admissible sets of eigenvalues 1 and 2 do not intersect, then S
T
1
HS2 = 0.
We have the following analogue of Proposition 2.4:
Proposition 4.3. Let A ∈ Rn×n be H-Hamiltonian.
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(a) If 1, . . . , p are disjoint Hamiltonian admissible sets of distinct eigenvalues of A, and if Sj is an
j-CTM of (A,H) for j = 1, 2, . . . , p, then[
S1 S2 . . . Sp
]
(4.3)
is an ∪pj=1j-CTM of (A,H).
Conversely, every∪pj=1j-CTM of (A,H) has the form (4.3), up to a permutation of S1 , S2 , . . . , Sp ,
where Sj is an j-CTM of (A,H) for j = 1, 2, . . . , p.
(b) Let be a Hamiltonian admissible set. A real matrix S is an-CTM of the ordered pair (A,H) if and
only if the following three properties hold:
(1) S is left invertible;
(2) the number of columns of S is equal to the sum of algebraic multiplicities of the eigenvalues of A in
;
(3) equalities AS = SJ and STHS = Hi1 ⊕ · · · ⊕ Hiq hold, where J = Ai1 ⊕ · · · ⊕ Aiq , with Aik
the blocks as in (i)–(v) of Theorem 4.1 having eigenvalues in , and where Hik are the blocks as in
Theorem 4.1 corresponding to J.
Proof. We start with part (b). The “only if" part of (b) follows from the definition of an -CTM for
(A,H). The “if" part of (b) is proved using Proposition 4.2. Indeed, let S be a real matrix satisfying (1),
(2), (3), and let S′ be an ′-CTM for (A,H), where ′ = σ(A)\. Then, in view of the orthogonality
property, we have
A
[
S S′
]
=
[
S S′
]
J,
[
S S′
]T
H
[
S S′
]
= Ĥ, (4.4)
where (J, Ĥ) are the matrices of the canonical form of (A,H) given by the right hand sides of (4.1).
Moreover, thematrix Ŝ := [S S′] is invertible. To see this, note that inviewof (4.4),p(A)̂S = Ŝp(J) for
every polynomial pwith real coefficients.Write J = J ⊕ J′ conformally with the partition [S S′] of Ŝ.
Then σ(J) = , σ(J′) = ′, and in particular σ(J)∩σ(J′) = ∅. Thus, there are two polynomials
p1 and p2 with real coefficients such that p1(J) = 0, p1(J′) = I, p2(J) = I, p2(J′) = 0. So, if
Ŝx = 0 for some vector x, we have
0 = p1(A)̂Sx = Ŝp1(J)x =
[
0 S′
]
x, 0 = p2(A)̂Sx = Ŝp2(J)x = [S 0] x,
and since both S and S′ have linearly independent columns, x must be zero. It now follows that
[
S S′
]
is a σ(A)-CTM for (A,H), and therefore S is an -CTM for(A,H), as required.
Part (a): If Sj is an j-CTM of (A,H) for j = 1, 2, . . . , p, then by part (b) we have
A˜S = S˜
(
diag (J1 , . . . , Jp)
)
.
where S˜ :=
[
S1 S2 . . . Sp
]
. Next, we show that S˜ is left invertible. Assume S˜x = 0 for some
vector x. Then
0 = q(A)˜Sx = S˜
(
diag (q(J1), . . . , q(Jp))
)
x (4.5)
for any polynomial q with real coefficients. Since the spectra of J1 , . . . , Jp are disjoint, for a fixed
j there exists a polynomial q with real coefficients such that q(Jj) = I and q(Jk) = 0 for k = j.
Equality (4.5) then yields Sj xj = 0, where xj is the part of x that corresponds to Sj . But Sj is left
invertible by part (b), so we must have xj = 0, and then x = 0. Finally, the equality S˜THS˜ = H˜, where
H˜ is the part of the right hand side of (4.1) corresponding to the blocks Aik in (4.1) with eigenvalues
in∪pj=1j , follows again from part (b)(3) applied to each Sj and from the orthogonality properties of
Proposition 4.2. 
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4.2. Stability of sign characteristic and Lipschitz property of canonical transformation matrices
We start with the stability property of the sign characteristic:
Theorem 4.4. Let A ∈ Rn×n be H-Hamiltonian, where H ∈ Rn×n is skewsymmetric and invertible. Fix
λ0, an eigenvalue of A with zero real part. Then there exists δ4 > 0 such that for every ordered pair of real
matrices (B, G) with the following properties:
(1) B belongs to the {±λ0; δ4}-structure preserving neighborhood of A;
(2) G is skewsymmetric;
(3) B is G-Hamiltonian;
(4) ‖G − H‖ < δ4;
we have invariance of the sign characteristic: The sign characteristic of (A,H) at the real Jordan blocks with
eigenvalues±λ0 (if λ0 = 0) and the sign characteristic of (B, G) at the real Jordan blocks with eigenvalues±λ1 of B lying in the discs {w ∈ C : |w ∓ λ0| < δ4} are the same; and if λ0 = 0, then the sign
characteristic of (A,H) at the nilpotent Jordan blocks of even sizes and the sign characteristic of (B, G) at
the nilpotent Jordan blocks of even sizes are the same.
Note that the invertibility of G is guaranteed in view of (4) if δ4 is sufficiently small. Also, it is clear
from the canonical form of Theorem 4.1 that if λ0 = 0, then the eigenvalue λ1 of B is necessarily pure
imaginary and nonzero (if δ4 is sufficiently small); and if λ0 = 0, then the only eigenvalue of B in the
disc D(λ0; δ4) must be also zero.
The next theorem is one of our main results.
Theorem 4.5. Let A, H be as in Theorem 4.4. Let be a Hamiltonian admissible set of eigenvalues of A. Fix
an -CTM S for the ordered pair (A,H). Then there exists δ5 > 0 such that for every ordered pair of real
matrices (B, G) with the following properties:
(1) B belongs to the {; δ5}-structure preserving neighborhood of A;
(2) G is skewsymmetric;
(3) B is G-Hamiltonian;
(4) ‖G − H‖ < δ5;
the 1-CTM is a Lipschitz function of (B, G), where
1 := σ(B) ∩
(
∪λj∈D(λj; δ5)
)
.
More precisely, there exists a 1-CTM S1 for every pair (B, G) under the hypotheses (1)–(4) such that
‖S1 − S‖  K5(‖B − A‖ + ‖G − H‖), (4.6)
where the constant K5 depends only on A, H, and S.
If B and G satisfy the hypotheses (1)–(4) of Theorem 4.5, then (as it follows from the canonical form
for the pair (B, G)) we have the following properties of the eigenvalues of B, assuming δ5 is sufficiently
small:
• if 0∈, then 0 is the only eigenvalue of B in the disc D(0; δ5); thus, B|R0(B) is similar to A|R0(A),
wherewedenotebyR0(X) the root subspace corresponding to the eigenvalue zeroof amatrixX;• if a ∈ , a > 0, then the eigenvalues of B in D(a; δ5) ∪ D(−a; δ5) are necessarily real;• if ±ib ∈ , b > 0, then the eigenvalues of B in D(ib; δ5) are necessarily pure imaginary.
We relegate proofs of Theorems 4.4 and 4.5 to subsequent subsections. Herewe present a corollary.
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Corollary 4.6. Let A ∈ Rn×n be H-Hamiltonian.
(a) The set of all matrices B ∈ Rn×n such that B is H-Hamiltonian and similar to A is a disjoint union of
q (arcwise) connected sets Z1, . . . , Zq, where each Zj consists of matrices that are H-symplectically similar
to each other, and for j1 = j2, any X ∈ Zj1 , Y ∈ Zj2 are not H-symplectically similar to each other.
The number q is given by
q =
w∏
j=1
rj∏
k=1
(sj,k + 1), (4.7)
where w is the number of distinct eigenvalues λ1, . . . λw of A having zero real parts and nonnegative pure
imaginary parts, rj is the number of different sizes mj,1, . . . ,mj,rj of Jordan blocks of A with the eigenvalue
λj if λj = 0, and is the number of different even sizes mj,1, . . . ,mj,rj of Jordan blocks of A with the
eigenvalue λj if λj = 0, and where sj,k is the number of times the Jordan block of size mj,k with eigenvalue
λj appears in the Jordan form of A.
(b) A has the property that any H-Hamiltonian matrix which is similar to A is actually H-symplectically
similar to A if and only if A has no pure imaginary nonzero eigenvalues and only odd partial multiplicities
(if any) for the zero eigenvalue.
(c) There exist constants δ6, K6 > 0 (which depend only on A andH) such that for every H-Hamiltonian
matrix B ∈ Rn×n which is similar to A and satisfies ‖B − A‖ < δ6, we have B = S−11 AS1 for some H-
symplectic matrix S1 with the property that ‖S1 − I‖  K6‖B − A‖.
Proof. Part (a). Denote by T (A,H) the set of all B ∈ Rn×n such that B is H-Hamiltonian and similar to
A. By Theorem 4.4, the sign characteristic of (B,H), where B ∈ T (A,H), is locally constant. Therefore,
the sign characteristic is constant throughout a connected component Tj of T (A,H): if B′, B′′ ∈ Tj ,
then the sign characteristics of (B′,H) and (B′′,H) coincide. Since B′ and B′′ are similar, this means
that (B′,H) and (B′′,H) have the same canonical form as in Theorem 4.1. Thus, for any B′, B′′ ∈ Tj
there exist invertible real matrices S′, S′′ such that
(S′)−1B′S′ = (S′′)−1B′′S′′ = A0, (S′)THS′ = (S′′)THS′′ = H0, (4.8)
where A0 and H0 are matrices in the right hand sides of the first and the second equalities in (4.1),
respectively. Then B′ and B′′ are H-symplectically similar with the H-symplectic similarity matrix
S′(S′′)−1.
Conversely, if B′, B′′ ∈ T (A,H) are H-symplectically similar, then the pairs (B′,H) and (B′′,H)
have the same canonical form, and hence the same sign characteristics. Moreover, since the group of
H-symplectic matrices is connected (see, e.g. [17,4, Section 4.4]), it follows that B′ and B′′ belong to
the same connected component of T (A,H).
On the other hand, if B′, B′′ ∈ T (A,H) are such that the sign characteristics of (B′,H) and of (B′′,H)
are distinct, then B′, B′′ belong to different connected components of T (A,H). This fact can be easily
proved arguing by contradiction: Assume there exists a continuous path B(t) ∈ T (A,H), 0  t  1,
such that B′ = B(0), B′′ = B(1). However, by Theorem 4.4 the sign characteristic of (B(t),H) is locally
constant along the path, a contradiction with the hypothesis that (B′,H), (B′′,H) have distinct sign
characteristics.
It follows that each of the sets Z1, . . . , Zq can be alternatively characterized as consisting of those
B ∈ T (A,H) for which the sign characteristic of (B,H) is fixed, whereas B′, B′′ ∈ T (A,H) belong to
the different sets among Z1, . . . , Zq if and only if the sign characteristics of (B
′,H) and of (B′′,H) are
distinct. It remains to observe that formula (4.7) gives the number of distinct sign characteristics of
pairs (B,H) with B ∈ T (A,H).
Part (b) is a particular case of (a). Finally, (c) follows easily from Theorem 4.5: Take  to be set
of all eigenvalues of A and S′ the transformation matrix that transforms the ordered pair (A,H) to
its canonical form. Then, if B ∈ T (A,H) is sufficiently close to A, there exists an invertible S′′ that
transforms the pair (B,H) to a canonical form and such that ‖S′′ − S′‖  K ′6‖B − A‖, where K ′6 > 0
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depends on A, H only. By Theorem 4.4 the canonical forms of (A,H) and of (B,H) are the same; thus
(4.8) holds with B′ = A, B′′ = B. Now take S1 = S′(S′′)−1 to satisfy (c). 
As it follows from the proof of Corollary 4.6, each set Zj (j = 1, 2, . . . , q) is relatively open in
T (A,H).
An interesting problem (the solution of which is beyond the scope of the present paper) is to
determine the fundamental group of H-symplectically similarity classes of H-Hamiltonian matrices.
Since the group of real H-symplectic matrices is not simply connected – its fundamental group is the
integers – (see [4, Section 4.4] for example), these classes may also be not simply connected.
4.3. Proof of Theorem 4.4
We start with a preliminary result (Lemma 4.7 below).
Notice that if a real matrix A0 is H0-Hamiltonian, where H0 is a real skewsymmetric matrix, then
iA0 is iH0-selfadjoint, i.e.
[iA0x, y]iH0 = [x, iA0y]iH0 , ∀ x, y ∈ Cn, (4.9)
where [x, y]iH0 = 〈(iH0)x, y〉 is the nondegenerate indefinite inner product on Cn defined by iH0.
Here, thematrix iH0 is (complex) hermitian. As such, there is the sign characteristic of the ordered pair
(iA0, iH0) that attaches a sign ±1 to every partial multiplicity of real eigenvalues of iA0 (the concept
of sign characteristic for selfadjoint matrices with respect to indefinite inner products in Cn is well
known, see, for example [13,14]). The relationship between the sign characteristic of (iA0, iH0) and
that of (A0,H0) is established in the following lemma.
Lemma 4.7.
(a) If A0 = J2n0(0), H0 = κ2n0 , κ = ±1, then the sign characteristic of (iA0, iH0) is κ if n0 is odd,
and −κ if n0 is even;
(b) If A0 = J2m0+1(0) ⊕ −J2m0+1(0)T , H0 =
⎡⎣ 0 I2m0+1
−I2m0+1 0
⎤⎦ ,
then the sign characteristic of (iA0, iH0) consists of opposite signs attached to the two partial mul-
tiplicities 2m0 + 1, 2m0 + 1 of iA0.
(c) If A0 = J2h0(±ib),H0 = η(h0 ⊗ h02 ), where b > 0, η = ±1, then the sign characteristic of
(iA0, iH0) consists of −η’s attached to each of the eigenvalues ±b of iA0 if h0 is even, and consists
of ±η attached to the eigenvalue ±b of iA0 if h0 is odd.
This result is proved in [31, Proposition3.3], see also [20, Theorem3.4.1]; note that in [31] J2h0(∓ib)T
is used as the real Jordan block instead of J2h0(±ib). For the reader’s convenience, we provide an
independent proof.
The proof is based on the following description of the sign characteristic of an ordered pair (˜A, H˜),
where H˜ is (complex) Hermitian and invertible, and A˜ is H˜-selfadjoint (Proposition 4.8 below), termed
the second description in [13,14]. Let λ0 be a fixed real eigenvalue of A˜, and let 1 ⊆ Cn be the
subspace spanned by the eigenvectors of A˜ corresponding to λ0. For x ∈ 1\0, denote by ν(x) the
maximal length of a Jordan chain of A˜ corresponding to λ0 that begins with the eigenvector x. Leti,
i = 1, 2, . . . , γ (γ = max {ν(x) | x ∈ 1\ {0}}) be the subspace of 1 spanned by all x ∈ 1 with
ν(x)  i. Then
Ker(Iλ0 − A˜) = 1 ⊇ 2 ⊇ · · · ⊇ γ .
Proposition 4.8 ([11]; see also [13,14]). For i = 1, . . . , γ, let
fi(x, y) = 〈x, H˜y(i)〉, x ∈ i, y ∈ i\{0},
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where y = y(1), y(2), . . . , y(i) is a Jordan chain of A˜ corresponding to real λ0 with the eigenvector y, and
let fi(x, 0) = 0. Then:
(i) fi(x, y) does not depend on the choice of y
(2), . . . , y(i);
(ii) for some selfadjoint linear transformation Gi : i → i, we have fi(x, y) = 〈x, Giy〉, x, y ∈ i;
(iii) for the transformation Gi of (ii), i+1 = Ker Gi (by definition γ+1 = {0});
(iv) the number of positive (negative) eigenvalues of Gi, counting multiplicities, coincides with the num-
ber of positive (negative) signs in the sign characteristic of (˜A, H˜) corresponding to the Jordan blocks
of size i associated with the eigenvalue λ0 of A˜.
Proof of Lemma 4.7. Part (a). We let ek ∈ R2n be the kth standard unit vector (with 1 in the kth
position and zeros elsewhere).
A calculation shows that e1,−ie2, . . . , (−i)2n0−1e2n is a Jordan chain of iA0, with the eigenvector
e1. Now
〈e1, iH0
(
(−i)2n0−1e2n0
)
〉 = κ i(−i)2n0−1 = κ(−i)2n0−2 = κ(−1)n0−1,
and in view of Proposition 4.8 our claim follows.
Part (b). Note that the signature of iH0 is zero. The canonical form of the pair (iA0, iH0) must be
S−1(iA0)S = J2m0+1(0) ⊕ J2m0+1(0), S∗(iH0)S = (1L2m0+1) ⊕ (2L2m0+1),
for some (complex) invertible matrix S and signs 1, 2. But since the signature of iH0, hence also the
signature of S∗(iH0)S, is zero, the signs 1, 2 must be opposite.
Part (c). A calculation shows that
e1 − ie2, (−i)(e3 − ie4), . . . , (−i)h0−1(e2h0−1 − ie2h0)
is a Jordan chain of iA0 corresponding to the eigenvalue b, with the eigenvector e1 − ie2. Also,
e1 + ie2, (−i)(e3 + ie4), . . . , (−i)h0−1(e2h0−1 + ie2h0)
is a Jordan chain of iA0 corresponding to the eigenvalue −b, with the eigenvector e1 + ie2. Now,
assuming h0 is even, we have〈
e1 ± ie2, iH0
(
(−i)h0−1(e2h0−1 ± ie2h0)
)〉
= (−i)h0−2 〈e1 ± ie2,H0(e2h0−1 ± ie2h0)〉
=(−i)h0−2
〈
e1±ie2, η(−1)h0/2(e1 ± ie2)
〉
= −2η.
On the other hand, assuming h0 is odd, we have〈
e1 ± ie2, iH0
(
(−i)h0−1(e2h0−1 ± ie2h0)
)〉
= −(−i)h0−2 〈e1 ± ie2,H0(e2h0−1 ± ie2h0)〉
= (−i)h0
〈
e1 ± ie2, ηh02 (e1 ± ie2)
〉
,
which after some easy algebra (consider separately the cases h0 ≡ 1 (mod 4) and h0 ≡ 3 (mod 4)) is
shown to be equal to ∓2η. Again, by using Proposition 4.8 we are done. 
Proof of Theorem 4.4. In view of Lemma 4.7, the correspondence between the sign characteristic of
(A,H) and that of (iA, iH) (applicable to the (complex) iH-selfadjoint matrix iA) is one-to-one. Now
use [32, Theorem 3.6]. 
4.4. Proof of Theorem 4.5
As in the proof of Theorem 2.5, we start with a particular case of (B, G) having the same canonical
form as (A,H):
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Proposition 4.9. Let A ∈ Rn×n be H-Hamiltonian, and let there be given an -CTM T for the ordered
pair (A,H), where  is an Hamiltonian admissible set of eigenvalues of A. Then there exist constants
δHamA,H,,T > 0 and K
Ham
A,H,,T > 0 such that every ordered pair of real n × n matrices (B, G) with the
following properties:
(1) G is skewsymmetric and B is G-Hamiltonian;
(2) the canonical form (as in Theorem 4.1) of (B, G) and that of (A,H) are identical;
(3) the inequality ‖B − A‖ + ‖G − H‖ < δHamA,H,,T holds,
has an -CTM T0 such that
‖T0 − T‖ < KHamA,H,,T (‖B − A‖ + ‖G − H‖).
Proof. If A = A1⊕· · ·⊕As,H = H1⊕· · ·⊕Hs are in the canonical form given by the right hand sides
of (4.1), and T = I is formed by the columns of the identity matrix that correspond to the blocks Aj
with eigenvalues in , then the result follows from Theorem 3.2. The general case is reduced to that
by a procedure similar to the proof of Proposition 2.6.
We provide details. Let S ∈ Rn×n be an invertible matrix such that
S−1AS = A0, STHS = H0, (4.10)
where (A0,H0) are in the canonical form given by (4.1). Then for every ordered pair (B
′, G′) with
G′-Hamiltonian B′ that has the same canonical form and satisfies
‖B′ − A0‖ + ‖G′ − H0‖ < δHamA0,H0,,I (4.11)
we have
‖I − S′‖  KHamA0,H0,,I(‖B′ − A0‖ + ‖G′ − H0‖) (4.12)
for some -CTM S′ for (B′, G′). Consider B := SB′S−1, G := (S−1)TG′S−1. Then
‖B′ − A0‖ ‖S‖ ‖S−1‖ ‖B − A‖,
‖G′ − H0‖ ‖ST‖ ‖S‖ ‖G − H‖ = ‖S‖2 ‖G − H‖. (4.13)
Thus, letting κ = max{‖S‖‖S−1‖, ‖S‖2} and δHamA,H,,T = κ−1δHamA0,H0,,I we obtain that for every pair
(B, G)which has the canonical form (A0,H0) and satisfies (4.11), there is an-CTM S
′ of (S−1BS, STGS)
such that (4.12) holds. Fix such (B, G) and S′.
Next, note that T ′ := S−1T is an -CTM for (A0,H0). (Use Proposition 4.3(b)(3) to verify this.)
We have T ′ = IU for some invertible U such that A0U = UA0 and UTH0U = H0 (cf. the proof of
Proposition 2.6). Let T0 = SS′U. Then, as in the proof of Proposition 2.6, one verifies that T0 is an-CTM
for (B, G) and
‖T0 − T‖  ‖S‖ ‖S−1‖ ‖T‖ KHamA0,H0,,I(‖B′ − A0‖ + ‖G′ − H0‖).
Taking into account (4.13) we have
‖T0 − T‖  κ2 ‖T‖ KHamA0,H0,,I(‖B − A‖ + ‖G − H‖),
and the result follows with
δHamA,H,,T = κ−1δHamA0,H0,,I, KHamA,H,,T = κ2 ‖T‖ KHamA0,H0,,I, κ := max{‖S‖ ‖S−1‖, ‖S‖2},
(4.14)
where S is the invertible matrix given by (4.10). 
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In view of Proposition 4.3(a) it suffices to prove Theorem 4.5 for each of the following four cases:
(a)  = {0};
(b)  = {a,−a}, where a > 0;
(c)  = {a ± ib,−a ± ib}, where a, b > 0;
(d)  = {±ib}, where b > 0.
We may also assume that
A = A1 ⊕ · · · ⊕ As, H = H1 ⊕ · · · ⊕ Hs, (4.15)
where the Aj ’s and Hj ’s are as in Theorem 4.1, and that the -CTM S is formed by the appropriate
columns of the identity matrix (see the proof of Proposition 4.9 for the reduction of the general case
to this situation).
Two proofs are given of Theorem 4.5. The first proof takes advantage of the fact that A0 ∈ Rn×n is
H0-Hamiltonian (where H0 is real, skewsymmetric, and invertible) if and only if iA0 is iH0-selfadjoint.
Note that the Lipschitz property of canonical transformation matrices for iH0-selfadjoint matrices is
already known (proved in [6]), and this result is used in the proof. The second proof is based on the
results of Sections 2 and 3; it has the advantage that analogous approach can be applied to other classes
of Hamiltonian and skew-Hamiltonian matrices (see the ends of Sections 6 and 7).
First proof. We will present details for the case (a) only, the treatments of other three cases are
completely analogous. We may assume that A1, . . . , Ap are Jordan blocks of even sizes 2n1, . . . , 2np,
respectively, with eigenvalue 0,
Ap+1 = J2mp+1+1(0) ⊕ −J2mp+1+1(0)T , . . . , Ap+q = J2mp+q+1(0) ⊕ −J2mp+q+1(0)T
whereas the blocks Ap+q+1, . . . , As have eigenvalues different from zero. Thus,
Hj = κj2nj , j = 1, 2, . . . , p;
Hj =
⎡⎣ 0 I2mj+1
−I2mj+1 0
⎤⎦ , j = p + 1, . . . , p + q.
Arguing analogously to the proof of Proposition 4.9, we may assume also that
S =
⎡⎣ Ir
0
⎤⎦ ∈ Rn×r,
where
r = 2n1 + · · · + 2np + (4mp+1 + 2) + · · · + (4mp+q + 2).
Ontheotherhand, consider the iH-selfadjointmatrix iA. LetS0 bea (complex)matrix that transforms
(iA, iH) to the canonical form (see, for example [13, Part I] or [14, Chapter 5]):
S
−1
0 (iA)S0 = J2n1(0) ⊕ · · · ⊕ J2np(0)
⊕
(
J2mp+1+1(0) ⊕ J2mp+1+1(0)
)
⊕ · · · ⊕
(
J2mp+q+1(0) ⊕ J2mp+q+1(0)
)
⊕A′ = J′0 ⊕ A′, (4.16)
S∗0(iH)S0 = (−1)n1−1κ1L2n1 ⊕ · · · ⊕ (−1)np−1κpL2np
⊕
(
L2mp+1+1 ⊕ −L2mp+1+1
)
⊕ · · · ⊕
(
L2mp+q+1 ⊕ −L2mp+q+1
)
⊕H′ = H′0 ⊕ H′, (4.17)
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where
J′0 = J2n1(0) ⊕ · · · ⊕ J2np(0)
⊕
(
J2mp+1+1(0) ⊕ J2mp+1+1(0)
)
⊕ · · · ⊕
(
J2mp+q+1(0) ⊕ J2mp+q+1(0)
)
,
H′0 = (−1)n1−1κ1L2n1 ⊕ · · · ⊕ (−1)np−1κpL2np
⊕
(
L2mp+1+1 ⊕ −L2mp+1+1
)
⊕ · · · ⊕
(
L2mp+q+1 ⊕ −L2mp+q+1
)
,
and where (A′,H′) is the part of the canonical form of (iA, iH) that contains the Jordan blocks with
nonzero eigenvalues in the Jordan form of iA; thus, A′ is invertible. The signs in the right hand side of
(4.17) are in accordance with Lemma 4.7.
In view of the form (4.15), it is easy to see (using Proposition 4.3(b)(3))that
S0 =
⎡⎢⎣ S00 0
0 S′00
⎤⎥⎦ ,
where S00 and S
′
00 are of sizes r × r and (n − r) × (n − r), respectively.
By [6, Theorem 9.5], there exist positive constants δ and K (which depend only on A,H, and S0) with
the following property: If B ∈ Rn×n is G-Hamiltonian, where G ∈ Rn×n is skewsymmetric, B belongs
to the {0; δ}- structure preserving neighborhood of A, and the inequality ‖G − H‖ < δ holds, then
there exists a complex n × r matrix S10 such that
‖S10 −
⎡⎣ S00
0
⎤⎦ ‖  K(‖B − A‖ + ‖G − H‖) (4.18)
and
(iB)S10 = S10J′0, S∗10(iG)S10 = H′0. (4.19)
We now have
(iB)S10 = S10J′0 = S10S−100 (i(A1 ⊕ · · · ⊕ Ap+q))S00, (4.20)
where (4.19) and (4.16) were used, and
S∗10(iG)S10 = H′0 = S∗00(i(H1 ⊕ · · · ⊕ Hp+q))S00, (4.21)
where (4.19) and (4.17) were used. DenotingW = S10S−100 , we have
(iB)W = W(i(A1 ⊕ · · · ⊕ Ap+q)), W∗(iG)W = i((H1 ⊕ · · · ⊕ Hp+q)). (4.22)
In view of (4.18),W is Lipschitz close to S =
⎡⎣ Ir
0
⎤⎦, in the sense that
‖W − S‖  K ′(‖B − A‖ + ‖G − H‖),
for sufficiently small ‖B−A‖+‖G−H‖, where K ′ depends only on A,H, and S0.WriteW = Wr + iWc ,
whereWr andWc are real. Since S is real, the matrixWr is Lipschitz close to S, whereasWc is Lipschitz
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close to zero. Since A, B,H, G are real, in view of (4.22) we have
BWr = Wr(A1 ⊕ · · · ⊕ Ap+q), WTr GWr = −WTc GWc + (H1 ⊕ · · · ⊕ Hp+q).
By Theorem3.2 (wherewe letV be the algebra of all realmatrices that commutewithA1⊕· · ·⊕Ap+q),
taking δ smaller if necessary, there exists a constant K ′′ > 0 (depending only on A1 ⊕ · · · ⊕ Ap+q and
H1 ⊕ · · · ⊕ Hp+q) such that
Z−1(A1 ⊕ · · · ⊕ Ap+q)Z = A1 ⊕ · · · ⊕ Ap+q,
ZT (−WTc GWc + (H1 ⊕ · · · ⊕ Hp+q))Z = H1 ⊕ · · · ⊕ Hp+q
and
‖Z − I‖  K ′′‖WTc GWc‖
for some realmatrix Z , provided ‖WTc GWc‖ < δ. Now, forW ′r := WrZ one easily verifies the equalities
BW ′r = W ′r(A1 ⊕ · · · ⊕ Ap+q), (W ′r)TGW ′r = H1 ⊕ · · · ⊕ Hp+q.
In addition,
‖W ′r − S‖ ‖WrZ − Wr‖ + ‖Wr − S‖  ‖Wr‖ ‖Z − I‖ + ‖Wr − S‖
 (‖Wr − S‖ + ‖S‖)‖Z − I‖ + ‖Wr − S‖,
andW ′r is clearly Lipschitz close to S. 
Second proof. We need two lemmas:
Lemma 4.10. Let X ∈ Rn×n be W-Hamiltonian, where W ∈ Rn×n is skewsymmetric and invertible.
Then there exist δ7, K7 > 0 (which depend on W and X only) with the following property: For every
skewsymmetric matrix W ′ ∈ Rn×n satisfying ‖W ′ −W‖ < δ7 and such that X is W ′-Hamiltonian, there
exists an invertible T ∈ Rn×n which commutes with X and satisfies
TTW ′T = W and ‖T − I‖  K7‖W ′ − W‖.
Proof. By Theorem4.4, the canonical forms of (X,W) and (X,W ′) are the same (if δ7 is small enough).
Thus, we have
S
−1
1 XS1 = A0, ST1WS1 = H0, S−12 XS2 = A0, ST2W ′S2 = H0,
for some invertiblematrices S1, S2 ∈ Rn×n, where (A0,H0) is the canonical form of Theorem 4.1. Then
T := S2S−11 commutes with X and TTW ′T = W . Now apply Theorem 3.2 (with V the algebra of real
matrices that commute with X) to complete the proof. 
Lemma 4.11. Let
J = J2h1(±ib) ⊕ · · · ⊕ J2ht (±ib) ∈ Rn×n, b > 0.
Then the set
Z := {W ∈ Rn×n : W = −WT , WJ is symmetric}
is independent of b (but depends of course on h1, . . . , ht).
Proof. LetW ∈ Rn×n, and writeW = [Wj,k]tj,k=1, whereWj,k is of size 2hj × 2hk . Then the condition
W ∈ Z amounts to the following equations:
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(1) Wj,k = −WTk,j ,Wj,kJ2hk(±ib) = (Wk,jJ2hj(±ib))T for j, k = 1, 2, . . . , t.
If (1) holds, then
Wj,kJ2hk(±ib) = (−J2hj(±ib))TWj,k.
Note that (−J2hj(±ib))T is similar to J2hj(±ib):
(hj ⊗ I2)(−J2hj(±ib))T = J2hj(±ib)(hj ⊗ I2).
It follows that the matrix W˜ := (hj ⊗ I2)W satisfies the equation
W˜J2hk(±ib) = J2hj(±ib)W˜ . (4.23)
Thus, we can replace the second equality in (1) with (4.23). However, the set of matrices W˜ that satisfy
(4.23) is independent of b (see the proof of [15, Theorem 12.4.2]). It is now clear that Z is independent
of b. 
We provide detailed proof of Theorem 4.5 for the case when  = {±ib}, where b > 0 is fixed; the
cases (a), (b), and (c) can be treated similarly. As in the first proof, we assume that
A = A1 ⊕ A2, H = H1 ⊕ H2, (4.24)
where the pair (A1,H1), is given by item (v) of Theorem 4.1 (so that A1 has the eigenvalues ±ib),
whereas (A2,H2) consists of blocks as in Theorem 4.1 such that ±ib ∈ σ(A2). We assume also that
S =
⎡⎣ Ir
0
⎤⎦ ∈ Rn×r,
where r × r is the size of A1. Thus, STHS = H1.
Let δ1 and K1 be as in Theorem 2.9. We let (B, G) be an ordered pair of real matrices so that (1)–
(4) of Theorem 4.5 hold with δ5 replaced by δ1. By Theorem 2.9, there exists a matrix with linearly
independent columns S0 ∈ Rn×r such that
‖S0 − S‖  K1‖B − A‖, BS0 = S0J′0, (4.25)
where
J′0 = J2h1(±ib′) ⊕ J2h2(±ib′) ⊕ · · · ⊕ J2ht (±ib′),
{ib′,−ib′} = σ(B) ∩ (D(ib; δ1) ∪ D(−ib; δ1)),
andwhereh1, . . . , ht are thepartialmultiplicitiesof theeigenvalue ib, aswell as thoseof theeigenvalue−ib, of A, hence also the partial multiplicities of each of the two eigenvalues ±ib′ of B.
We claim that there is a left inverse S
[−1]
0 ∈ Rr×n of S0 such that the projection S0S[−1]0 commutes
with B. Indeed, let S′ ∈ R(n−r)×n be made up of a full complement of eigenvectors and generalized
eigenvectorsofB corresponding to theeigenvaluesdifferent from±ib; thus, S′ has linearly independent
columns and BS′ = S′J′, where J′ is a real Jordan form such that ±ib ∈ σ(J′). Let S[−1]0 be the top r
rows of [S0 S′]−1. Then
Range (S0S
[−1]
0 ) = Range (S0)
is B-invariant, and
Ker (S0S
[−1]
0 ) = Ker (S[−1]0 ) = Range(S′) (4.26)
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is also B-invariant, where the last equality in (4.26) follows from S
[−1]
0 S
′ = 0. Thus, S0S[−1]0 commutes
with B as claimed.
Let W = ST0GS0. Clearly, W is skewsymmetric. Select H1 > 0 so small that every skewsymmetric
matrix H′1 with ‖H′1 − H1‖ < H1 is invertible; for example, let H1 > 0 be the smallest absolute
value of eigenvalues of the hermitian matrix iH1 (use Weyl’s inequalities for eigenvalues of hermitian
matrices). Then
‖H1 − W‖ = ‖ST0GS0 − STHS‖
= ‖(S0 − S)TGS0 + ST (G − H)S0 + STH(S0 − S)‖
 K1‖B − A‖‖G‖‖S0‖ + ‖ST‖‖G − H‖‖S0‖ + ‖ST‖‖H‖‖S0 − S‖
 K1δ1(‖H‖ + δ1)‖S0‖ + ‖S‖δ1‖S0‖
+ ‖S‖‖H‖K1‖B − A‖
 K1δ1(‖H‖ + δ1)(‖S0 − S‖ + ‖S‖) + ‖S‖δ1(‖S0 − S‖ + ‖S‖)
+ ‖S‖‖H‖K1δ1
 K1δ1(‖H‖ + δ1)(K1‖B − A‖ + ‖S‖) + ‖S‖δ1(K1‖B − A‖ + ‖S‖)
+ ‖S‖‖H‖K1δ1
 K1δ1(‖H‖ + δ1)(K1δ1 + ‖S‖) + ‖S‖δ1(K1δ1 + ‖S‖) + ‖S‖‖H‖K1δ1. (4.27)
Let δ > 0 be so small that δ  δ1 and
K1δ(‖H‖ + δ)(K1δ + ‖S‖) + ‖S‖δ(K1δ + ‖S‖) + ‖S‖‖H‖K1δ < H1 . (4.28)
Then, assuming (1)–(4) of Theorem 4.5 hold (with δ5 replaced with δ), it follows from (4.27) thatW is
invertible. Also, J′0 isW-Hamiltonian; indeed,
WJ′0 = ST0GS0S[−1]0 BS0 = ST0GBS0S[−1]0 S0 = ST0GBS0,
which is symmetric in view of B being G-Hamiltonian. By Lemma 4.11 A1 is alsoW-Hamiltonian.
Clearly A1 is H1-Hamiltonian as well in view of (4.24). By Lemma 4.10, there exist δ7, K7 > 0
(depending on H1 and A1 only) such that
‖W − H1‖ < δ7 ⇒ ‖T − I‖  K7‖W − H1‖
for some real invertible matrix T that commutes with A1 and satisfies T
TWT = H1. It follows from
the description of real matrices that commute with a fixed real matrix in the real Jordan canonical
form (see, e.g. [15, Theorem 12.4.2]) that the matrix T also commutes with J′0. Now let S1 = S0T . We
have BS1 = S1J′0, ST1GS1 = H1, so by Proposition 4.3(b)(3) S1 is an {±ib′}-CTM of (B, G). In addition,
assuming ‖W − H1‖ < δ7 holds, we have
‖S1 − S‖ ‖S0 − S‖‖T‖ + ‖S‖‖T − I‖
 K1‖B − A‖(1 + ‖T − I‖) + ‖S‖‖T − I‖
 K1‖B − A‖(1 + K7‖W − H1‖) + ‖S‖K7‖W − H1‖. (4.29)
Now take δ5 := δ > 0 so small that in addition to δ  δ1 and (4.28), also δ  1 and
K1δ(‖H‖ + δ)(K1δ + ‖S‖) + ‖S‖δ(K1δ + ‖S‖) + ‖S‖‖H‖K1δ < δ7
is satisfied. Then, analogously to (4.27) we have
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‖H1 − W‖  K1‖B − A‖‖G‖‖S0‖ + ‖ST‖‖G − H‖‖S0‖ + ‖ST‖‖H‖‖S0 − S‖
 K1‖B − A‖(‖H‖ + δ)(‖S0 − S‖ + ‖S‖)
+‖S‖‖G − H‖(‖S0 − S‖ + ‖S‖) + ‖ST‖‖H‖K1‖B − A‖
 K1‖B − A‖(‖H‖ + δ)(K1δ + ‖S‖)
+‖S‖‖G − H‖(K1δ + ‖S‖) + ‖S‖‖H‖K1‖B − A‖,
and taking into account (4.29), we see that (4.6) is satisfied, with a suitable constant K5. 
5. Real symplectic matrices
We continue to assume in this section that H ∈ Rn is an invertible skewsymmetric matrix. Here,
we focus on real H-symplectic matrices. Our main results Theorems 5.2 and 5.5 assert the stability of
sign characteristic and the Lipschitz property of canonical bases for such matrices.
5.1. Canonical form
A canonical form for H-symplectic matrices is found in several sources [37,23,9,22,26,38]. We
follow the exposition in [27] where it is obtained from Theorem 4.1 using Lemma 3.1.
Additional notation is needed. Let ε = ±1, and define
Tk(ε) := ε
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 (−1)2 (−1)22 . . . (−1)k−12
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . (−1)22
...
. . .
. . . (−1)2
0 . . . . . . 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, k  1, (5.1)
and for ω ∈ C, |ω| = 1, ω > 0, let b = i(ω + 1)/(ω − 1) ∈ R and
Q1 = 1
b2 + 1
⎡⎣ b2 − 1 2b
−2b b2 − 1
⎤⎦ , Qk = 2
⎛⎝ −1
b2 + 1
⎡⎣ 1 −b
b 1
⎤⎦⎞⎠k , k  2,
and T2k(ω, ω) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Q1 Q2 . . . Qk
0
. . .
. . .
...
...
. . .
. . . Q2
0 . . . 0 Q1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, k  1. (5.2)
Clearly, Tk(ε) is similar to one Jordan block of size k associated with the eigenvalue ε, and the
real matrix T2k(ω, ω) is similar (over the complex field) to a matrix with two Jordan blocks of size k
associated with the unimodular eigenvalues ω and ω.
Theorem 5.1. Let U ∈ R2n× be H-symplectic. Then there exists a nonsingular matrix P such that P−1UP
and PTHP are block diagonal matrices
P−1UP = U1 ⊕ · · · ⊕ Us, PTHP = H1 ⊕ · · · ⊕ Hs, (5.3)
where each diagonal block (Uj,Hj) is of one of the following five types:
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(i) Uj = T2n1(ε) ⊕ · · · ⊕ T2np(ε), Hj = κ12n1 ⊕ · · · ⊕ κp2np ,
where ε, κ1, . . . , κp ∈{1,−1}, and the number ε and the parameters 2n1, . . . , 2np, and κ1, . . . ,
κp depend on the particular block (Uj,Hj);
(ii) Uj = ⊕qk=1
⎡⎣ T2mk+1(ε) 0
0
(T2mk+1(ε))−T
⎤⎦ , Hj = ⊕qk=1
⎡⎣ 0 I2mk+1
−I2mk+1 0
⎤⎦ , where
ε ∈ {1,−1} and, again, the number ε and the sizes 2m1 + 1, . . . , 2mq + 1 depend on (Uj,Hj);
(iii) Uj = ⊕rk=1
⎡⎣ Jk(λ) 0
0
(
Jk(λ)
)−T
⎤⎦ Hj = ⊕rk=1
⎡⎣ 0 Ik
−Ik 0
⎤⎦ , where |λ| < 1, and the number
λ, the total number 2r of Jordan blocks, and the sizes 1, . . . , r depend on (Uj,Hj);
(iv) Uj = ⊕su=1
⎡⎣J2ku(λ ± iμ) 0
0
(
J2ku(λ ± iμ)
)−T
⎤⎦ Hj = ⊕su=1
⎡⎣ 0 I2ku
−I2ku 0
⎤⎦ , where
|λ| < 1, μ > 0, and again, the numbers λ and μ, the total number 2s of Jordan blocks, and the
sizes 2k1, . . . , 2ks depend on (Uj,Hj);
(v) Uj = T2h1(ω, ω) ⊕ · · · ⊕ T2ht (ω, ω), Hj = η1(h1 ⊗ h12 ) ⊕ · · · ⊕ ηt(ht ⊗ ht2 ),
where ω ∈ C, |ω| = 1, ω > 0, and η1, . . . , ηt ∈ {1,−1}. Again, the numbers ω, t, h1, . . . , ht ,
and η1, . . . , ηt depend on (Uj,Hj).
There is at most one block of type (i) and at most one block of type (ii) associated with the same eigenvalue.
Furthermore, twoblocksUi andUj of oneof the types (iii)–(v)havenonintersecting spectra if i = j.Moreover,
the form (5.3) is uniquely determined by the ordered pair (U,H), up to a simultaneous permutation of
diagonal blocks in the right hand sides of (5.3).
We note that in each of (i)–(v) the matrix Uj is Hj-symplectic. This is obvious for (ii), (iii), (iv), and
can be easily checked for (i). We provide details of verification that T2h(ω, ω) is h ⊗ h2-symplectic
(cf. [32, Section 7]). The equality
T2h(ω, ω)T
(
h ⊗ h2
)
T2h(ω, ω) = h ⊗ h2
boils down to
QT1 
h
2Q1 = h2, QT1 h2Qp − QT2 h2Qp−1 + · · · + (−1)p−1QTp h2Q1 = 0, for p = 2, 3, . . . , h.
Since2 commuteswithQ1, . . . ,Qh, we need only to verify thatQ
T
1 Q1 = I2 (which is straightforward)
and
QT1 Qp − QT2 Qp−1 + · · · + (−1)p−1QTp Q1 = 0, p = 2, 3, . . . , h. (5.4)
We check (5.4) by induction on p. For p = 2, it is clear because QT1 Q2 turns out to be symmetric. Next,
letting F =
⎡⎣−1/(b2 + 1) b/(b2 + 1)
−b/(b2 + 1) −1/(b2 + 1)
⎤⎦ and p  3, we have
left-hand side of (5.4) = (QT1 Qp−1 − QT2 Qp−2 + · · · + (−1)p−2QTp−1Q1)F
+(−1)p−1QTp Q1 + (−1)p−2QTp−1Q2 + (−1)p−1QTp−1Q1F
= (−1)p−1QTp Q1 + (−1)p−2QTp−1Q2 + (−1)p−1QTp−1Q1F
= (−1)p−12(Fp−1)T (FTQ1 − Q2 + Q1F),
where the induction hypothesis was used. Now a computation shows that FTQ1 − Q2 + Q1F = 0, and
(5.4) follows.
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The sign characteristic of a real H-symplectic matrix U involves a sign±1 for every even size Jordan
block corresponding to the eigenvalues ±1 and for every real Jordan block corresponding to a pair of
unimodular non-real eigenvalues ω,ω.
5.2. Stability of sign characteristic
The stability property is completely analogous to that for real H-Hamiltonian matrices:
Theorem 5.2. Let U ∈ Rn×n be H-symplectic. Fix λ0, a unimodular eigenvalue of U. Then there exists
δ8 > 0 such that for every ordered pair of real matrices (V, G) with the following properties:
(1) V belongs to the {λ0; δ8}-structure preserving neighborhood of U;
(2) G is skewsymmetric;
(3) V is G-symplectic;
(4) ‖G − H‖ < δ8;
we have: The sign characteristic of (U,H) at the real Jordan blocks with eigenvalues λ0, λ0 (if λ0 = ±1)
and the sign characteristic of (V, G) at the real Jordan blocks with eigenvalues λ1, λ1 of V such that λ1 lies
in the disc {w ∈ C : |w−λ0| < δ8} are the same; and if λ0 = ±1, then the sign characteristic of (U,H)
at the Jordan blocks of even sizes corresponding to λ0 and the sign characteristic of (V, G) at the Jordan
blocks of even sizes corresponding to λ0 are the same.
It is clear from the canonical form of Theorem 5.1 that if λ0 = ±1 in Theorem 5.2, then the
eigenvalue λ1 of V is necessarily unimodular and different from ±1 (if δ8 is sufficiently small); and if
λ0 = ±1, then the only eigenvalue of V in the disc D(λ0; δ8) must be also ±1.
For the proof we need to compare the sign characteristic of (U,H) and that of the ordered pair
(iU, iH). Note that if U ∈ Rn×n is H-symplectic, then iU is iH-unitary, where iH is hermitian and
invertible: (iU)∗(iH)(iU) = iH. Therefore, the pair (iU, iH) has sign characteristic which comes about
from a canonical form for unitary matrices with respect to a nondegenerate indefinite inner product
defined by an invertible hermitian matrix (see [13], where such sign characteristic was introduced,
and [14] for details). Namely, let
g(ζ ) = (wζ − wη)/(ζ − η) (5.5)
be a linear fractional function of ζ ∈ C\{η}, where η,w ∈ C are constants such that |η| = 1,
η ∈ σ(iU),w > 0. Then g(iU) is iH-selfadjoint, and the sign characteristic of (iU, iH) at a unimodular
eigenvalueμ of iU turns out to be just the sign characteristic of the ordered pair (g(iU), iH) at the real
eigenvalue g(μ) of g(iU). (As proved in [13, Theorem 4.4], this definition is independent of the choice
of η and w subject to the said restrictions.) This leads to the following comparison result:
Lemma 5.3. Let U ∈ Rn×n be H-symplectic.
(a) Letκ1, . . . , κs be the sign characteristic of (U,H)associatedwith the eigenvalue±1andwith Jordan
blocks of fixed even size 2n1 having the eigenvalue ±1. Then the sign characteristic of (iU, iH) associated
with the eigenvalue ±i of iU and with blocks of size n1 having the eigenvalue ±i is −κ1, . . . ,−κs if n1 is
odd and is κ1, . . . , κs if n1 is even.
(b) Let the Jordan form of U have t blocks of fixed odd size n1 corresponding to the eigenvalue ±1 (t is
necessarily even). Then the sign characteristic of (iU, iH) associated with the eigenvalue±i of iU and with
blocks of size n1 having the eigenvalue ±i consists of t/2 pluses and t/2minuses.
(c) Let τ1, . . . , τu be the sign characteristic of (U,H) associatedwith a fixed pair of nonreal unimodular
eigenvalues ω, ω and with real Jordan blocks of fixed size 2h1 having eigenvalues ω, ω. Then the sign
characteristic of (iU, iH) associated with the Jordan blocks of size h1 and eigenvalues iω, iw in the Jordan
form of iU is given as follows: (1) τ1, . . . , τu if h1 is even, and (2) τ1, . . . , τu for the eigenvalue iω and−τ1, . . . ,−τu for the eigenvalue iω if h1 is odd, where we assume ω > 0.
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Proof. We consider each relevant pair of constituent blocks in Theorem 5.1 individually.
Case1.U = T2n1(1),H = κ12n1 . By [27, Lemma4.4], theH-HamiltonianmatrixA := (I−U)(I+U)−1
has the sign κ in its sign characteristic (A has just one Jordan block of size 2n1 corresponding to the
eigenvalue zero). Lemma 4.7(a) now implies that the sign characteristic of (iA, iH), where iA is iH-
selfadjoint, is κ if n1 is odd and −κ if n1 is even. Using the formulas (see (1.1))
AD2n1(−J2n1(0))AD2n1 = J2n1(0), AD2n1L2n1AD2n1 = −L2n1 , (5.6)
we see (in view of the canonical form of the iH-selfadjoint matrix −iA) that the sign characteristic of
(−iA, iH) is −κ if n1 is odd and κ if n1 is even. On the other hand,
−iA = (−iI + iU)(I + U)−1 = g(iU), (5.7)
where g(ζ ) is given by (5.5) with η = −i and w = i. Thus, the sign characteristic of (iU, iH) is −κ if
n1 is odd and κ if n1 is even.
Case 2. U = T2n1(−1),H = κ12n1 . By [27, Lemma 4.4], the H-Hamiltonian matrix A := (I +
U)(I − U)−1 has the sign κ in its sign characteristic. By the same Lemma 4.7 we obtain that the sign
characteristic of (iA, iH) is κ if n1 is odd and −κ if n1 is even. Now,
−iA = (−iI − iU)(I − U)−1 = g(iU), (5.8)
whereg(ζ ) is givenby (5.5)withη = i,w = i. Thus, using (5.6) again,wesee that the signcharacteristic
of (iU, iH) is −κ if n1 is odd and κ if n1 is even.
Case 3.U =
⎡⎣ T2m+1(ε) 0
0
(T2m+1(ε))−T
⎤⎦ , H =
⎡⎣ 0 I2m+1
−I2m+1 0
⎤⎦ ,where ε = ±1,m nonnegative
integer. Using A = (I −U)(I +U)−1 if ε = 1, or A = (I +U)(I −U)−1 if ε = −1, we see analogously
to the cases 1 and 2, that the sign characteristic of (iA, iH) consists of two opposite signs. Using the
formulas
AD2m+1(−J2m+1(0))AD2m+1 = J2m+1(0), AD2m+1L2m+1AD2m+1 = L2m+1, (5.9)
we see that the sign characteristic of (−iA, iH) is identical to that of (iA, iH). Now the formulas (5.7)
(if ε = 1) or (5.8) (if ε = −1) yield statement (b) of the lemma.
Case 4. U = T2h1(ω, ω), H = κ(h1 ⊗ h12 ), where |ω| = 1, ω > 0, and κ = ±1. Let A :=
(I + U)(I − U)−1. Then A is H-Hamiltonian, and the sign characteristic of A corresponding to its sole
pair of pure imaginary eigenvalues
±(1 + ω)/(1 − ω) = ±(ω − ω)/|1 + ω|2
is κ ([27, Lemma 4.4]). If h1 is even, then by Lemma 4.7, the sign characteristic of (iA, iH) consists of−κ attached to each of the real eigenvalues±i(1+ω)/(1−ω) of iA, and if h1 is odd, then by the same
lemma the sign characteristic of (iA, iH) consists of±κ attached to the eigenvalue∓i(1+ω)/(1−ω)
(note that −i(1 + ω)/(1 − ω) > 0). Finally, we pass to the iH-selfadjoint matrix −iA and its sign
characteristic. To this end use the following formulas, where λ is a nonzero real number:⎡⎣ 0 ADm
ADm 0
⎤⎦⎡⎣−Jm(λ) 0
0 −Jm(−λ)
⎤⎦⎡⎣ 0 ADm
ADm 0
⎤⎦ =
⎡⎣ Jm(λ) 0
0 Jm(−λ)
⎤⎦ ,
⎡⎣ 0 ADm
ADm 0
⎤⎦⎡⎣ τ1Lm 0
0 τ2Lm
⎤⎦⎡⎣ 0 ADm
ADm 0
⎤⎦ = (−1)m−1
⎡⎣ τ2Lm 0
0 τ1Lm
⎤⎦ .
Herem is a positive integer and τ1, τ2 ∈ {1,−1}. It follows that ifh1 is even, then the sign characteristic
of (−iA, iH) consists of κ attached to each of the real eigenvalues ±i(1 + ω)/(1 − ω) of −iA, and if
h1 is odd, then the sign characteristic of (−iA, iH) consists of ±κ attached to the eigenvalue ±i(1 +
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ω)/(1 − ω). In view of formula (5.8), and using the equalities
g(±i(1 + ω)/(1 − ω)) =
⎧⎪⎨⎪⎩
iω if the sign is +,
iω if the sign is −,
the item (c) in the lemma follows. 
Proof of Theorem 5.2. Note that the sign characteristic of the iH-unitary matrix iU is stable, i.e. per-
sists under small complex perturbations, provided that the perturbations of iU are such that the per-
turbed matrix is G-unitary for some complex hermitian G sufficiently close to iH and simultaneously
belongs in a {iλ0; δ}-structure preserving neighborhood of iU, for sufficiently small positive δ. This
fact has been proved in [32, Theorem 3.7]. Now Lemma 5.3 allows us to transfer the result to the pair
(U,H). 
5.3. Canonical transformation matrices and Lipschitz property
A (non-empty) set of eigenvalues  of a real H-symplectic matrix U will be called symplectic ad-
missible if
z ∈  ⇒ z, 1/z ∈ .
Analogously to Section 4,we say that the columns of T (where T is as in Theorem5.1) that correspond to
the blocks of T with eigenvalues in a symplectic admissible set of eigenvalues form the-canonical
transformation matrix, in short -CTM (for the ordered pair (U,H)).
Proposition 4.2 admits a complete analogue for H-symplectic matrices:
Proposition 5.4. Let U ∈ Rn×n be H-symplectic. If Tj is an j-CTM of (U,H) for j = 1, 2, and if the
symplectic admissible sets of eigenvalues 1 and 2 do not intersect, then T
T
1
HT2 = 0.
Proof. If at least oneof 1,−1 is not an eigenvalue ofU, then the result followsbyusing theCayley trans-
form of Lemma 3.1 (in view of the spectral mapping theorem). Alternatively, use the iH-orthogonality
result for the iH-unitary matrix iU [14, Corollary 4.3.6]. 
Next, we state the main result in this section asserting the Lipschitz property of the CTM’s for real
symplectic matrices:
Theorem 5.5. Let U ∈ Rn×n be H-symplectic, where H ∈ Rn×n is skewsymmetric and invertible. Let 
be a symplectic admissible set of eigenvalues of U. Fix an -CTM T for the ordered pair (U,H). Then there
exist constants δ9, K9 > 0 (depending only on U, H, and T) such that for every ordered pair of real matrices
(V, G) with the following properties:
(1) V belongs to the {; δ9}-structure preserving neighborhood of U;
(2) G is skewsymmetric;
(3) V is G-symplectic;
(4) ‖G − H‖ < δ9;
there is a σ(V) ∩
(
∪λj∈D(λj; δ9)
)
-CTM T1 for the pair (V, G) such that
‖T1 − T‖  K9(‖V − U‖ + ‖G − H‖).
Note that under the hypotheses of Theorem5.5, and taking δ9 sufficiently small,±1 is an eigenvalue
of V with the same partial multiplicities (in particular, same algebraic multiplicity) as ±1 has as an
1532 L. Rodman / Linear Algebra and its Applications 437 (2012) 1503–1537
eigenvalue of U. Also, if λ0 is a unimodular eigenvalue of U different from ±1, then the eigenvalue of
V in a neighborhood of λ0 is necessarily unimodular (again, for δ9 sufficiently small).
Proof. If at least one of 1,−1 is not an eigenvalue of U, then by using Lemma 3.1 we reduce the proof
to the case of H-Hamiltonian matrices (Theorem 4.5).
In the case 1,−1 ∈ σ(U) we use a different approach. Note that one could conceivably define
an H-Hamiltonian matrix A by two different formulas (3.2) and (3.3) on different root subspaces of U
corresponding to different symplectic admissible sets. We point out however that if 1,−1 ∈ σ(U),
then the root subspace of A corresponding to the eigenvalue zero is the sum of the root subspaces of
U corresponding to the eigenvalues ±1. Thus, one cannot conveniently lift the Lipschitz property of
0-CTM’s of A to the Lipschitz properties of 1-CTM’s and (−1)-CTM’s of U separately.
First, arguing as in the proof of Proposition 4.9wemay assumewithout loss of generality thatU and
H are in the canonical form given by the right hand sides of (5.3). Nowwe repeat the arguments of the
first proof of Theorem4.5, using the Lipschitz property of i-CTM’s of the (complex) iH-unitarymatrix
iU inplaceof [6, Theorem9.5]. In turn, theLipschitzpropertyof i-CTM’sof iU ( as an iH-unitarymatrix)
follows from the corresponding result for iH-selfadjoint matrices [6, Theorem 9.5] upon applying a
standard complex Cayley transform that transforms iH-unitary matrices into iH-selfadjoints, and vice
versa with the inverse Cayley transform (see [14, Proposition 4.3.4]). We omit details here as they are
completely analogous to those in the first proof of Theorem 4.5. 
The analogue of Corollary 4.6 for H-symplectic matrices also holds, and can be proved in a similar
way. Note that for the case of an H-symplectic matrix U, the number q is defined as follows:
q =
w∏
j=1
rj∏
k=1
(sj,k + 1),
wherew is thenumberofdistinct eigenvaluesλ1, . . . λw ofU on theunit circlehavingnonnegativepure
imaginary parts; and for j = 1, 2, . . . ,w: rj is the number of different sizes mj,1, . . . ,mj,rj of Jordan
blocks of U with the eigenvalue λj if λj = ±1, rj is the number of different even sizes mj,1, . . . ,mj,rj
of Jordan blocks of U with the eigenvalue λj if λj = ±1, and sj,k is the number of times the Jordan
block of sizemj,k with eigenvalue λj appears in the Jordan form of U.
6. Complex Hamiltonian and symplectic matrices
We recall the canonical form for complex Hamiltonianmatrices which is available inmany sources,
see e.g. [20,23] or [21,37,8] in the framework of pairs of symmetric and skewsymmetric matrices. In
contrast with the real case, there is no sign characteristic here. Throughout this section, H ∈ Cn×n is
a fixed skewsymmetric invertible matrix.
Theorem 6.1. Let A ∈ Cn×n be H-Hamiltonian. Then there exists an invertible matrix P ∈ Cn×n such that
P−1AP and PTHP are block diagonal matrices
P−1AP = A1 ⊕ A2 ⊕ A3, PTHP = H1 ⊕ H2 ⊕ H3, (6.1)
where the blocks have the following forms:
(i) A1 = J2n1(0) ⊕ · · · ⊕ J2np(0), H1 = 2n1 ⊕ · · · ⊕ 2np ;
(ii) A2 = ⊕qu=1
⎡⎣ J2mu+1(0) 0
0 J2mu+1(0)
⎤⎦ , H2 = ⊕qu=1
⎡⎣ 0 2mu+1
−2mu+1 0
⎤⎦ ,withm1, . . . ,mq
nonnegative integers;
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(iii) A3 = A3,1 ⊕ · · · ⊕ A3,k, H3 = H3,1 ⊕ · · · ⊕ H3,k ,
where
A3,j =
qj⊕
s=1
⎡⎣ Jj,s(λj) 0
0 −Jj,s(λj)T
⎤⎦ , H3,j = qj⊕
s=1
⎡⎣ 0 Ij,s
−Ij,s 0
⎤⎦ ,
with λj ∈ C such that either (λj) > 0 or (λj) = 0, (λj) > 0 for j = 1, . . . , k, and where
λ1, . . . , λk are pairwise distinct.
The form (6.1) is uniquely determined by the ordered pair (A,H), up to a simultaneous permutation of
diagonal blocks in the right hand sides of (6.1).
Conversely, if (Ai,Hi) is given as in (i), i = 1, 2, 3, then Ai is Hi-Hamiltonian.
Let  be a set of distinct eigenvalues of a complex H-Hamiltonian matrix A having the property
that
z ∈  ⇒ −z ∈ .
We say that the columns of the matrix P of Theorem 6.1 that correspond to the blocks of A with
eigenvalues in  form the -canonical transformation matrix, in short -CTM (for the ordered pair
(A,H)).
The Lipschitz property of-CTM’s for complex H-Hamiltonian matrices is formulated analogously
to Theorem 4.5, and can be proved using the same approach as in the second proof of Theorem 4.5.
We omit details.
Consider now complex H-symplectic matrices. Again, a canonical form for suchmatrices is known.
We present here the form as given in [25, Theorem 8.5].
For a0, . . . , an−1 ∈ Cwe denote by
T(a0, . . . , an−1) :=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a0 a1 . . . an−1
0 a0
. . .
...
0 0
. . . a1
0 0 0 a0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
the n × n upper triangular Toeplitz matrix with
[
a0 · · · an−1
]
as its first row.
Theorem 6.2. Let U ∈ Cn×n be H-symplectic. Then there exists a nonsingular matrix Q such that
Q−1UQ = U1 ⊕ · · · ⊕ Up, QTHQ = H1 ⊕ · · · ⊕ Hp, (6.2)
where Uj and Hj have one of the following forms:
(i) even-sized blocks associated with the eigenvalue λj = η = ±1, of U of even multiplicity nj:
Uj = T(η, 1, r2, . . . , rnj−1), Hj = nj , (6.3)
where rk ∈ R, k = 2, 3, . . . , nj − 1. Moreover, rk = 0 for odd k and the parameters rk for even k
are real and uniquely determined by the recursive formula
r2 = 1
2
η, rk = −1
2
η
⎛⎜⎝
k
2
−1∑
ν=1
r2νr2( k
2
−ν)
⎞⎟⎠ , 4  k  nj; (6.4)
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(ii) paired blocks associated with the eigenvalues λj = ±1, of U of odd multiplicity mj:
Uj =
⎡⎣ Jmj(λj) 0
0
(
Jmj(λj)
)−T
⎤⎦ , Hj =
⎡⎣ 0 Imj
−Imj 0
⎤⎦ ; (6.5)
(iii) blocks associated with a pair of eigenvalues λj, λ
−1
j ∈ C of U, satisfying either (λj) > (λ−1j )
or (λj) = (λ−1j ), (λj) > (λ−1j ), where mj is any positive integer:
Uj =
⎡⎣ Jmj(λj) 0
0
(
Jmj(λj)
)−T
⎤⎦ , Hj =
⎡⎣ 0 Imj
−Imj 0
⎤⎦ . (6.6)
Moreover, the form (6.2) is unique up to the permutation of blocks.
Note that if Uj ,Hj are given by one of the formulas (6.3), (6.5), or (6.6), then Uj isHj-symplectic. This
is obvious for blocks of types (ii) or (iii), whereas for blocks of types (i) the Hj-symplectic property of
Uj is easily verified using (6.4).
The -canonical transformation matrices, or -CTM’s, are defined now for sets  of eigenvalues of
an H-symplectic complex matrix U, subject to the condition that
λ ∈  ⇒ λ−1 ∈ . (6.7)
The definition of the -CTM’s for complex H-symplectic matrices is completely analogous to that
for complex H-Hamiltonian matrices, and will not be reproduced here. The main result for complex
H-symplectic matrices runs as Theorem 5.5; in Theorem 5.5 we need only to replace R by C, “real"
by “complex", and allow  to be any set of distinct eigenvalues of an H-symplectic U ∈ Cn×n that
satisfies (6.7). If at least one of±1 is not an eigenvalue U, then the proof of the main result is reduced
to the case of complex H-Hamiltonian matrices via the Cayley transform of Lemma 3.1. If both±1 are
eigenvalues of U, then we argue analogously to the second proof of Theorem 4.5; note that iH is not
necessarily hermitian, so the reduction to the case of unitary matrices in the complex indefinite inner
product spaces as in the first proof of Theorem 4.5, is not available here.
7. Skew-Hamiltonian matrices
Let F = C or F = R. Let H ∈ Fn×n be an invertible skewsymmetric matrix. A matrix A ∈
Fn×n is called H-skew-Hamiltonian if HA = −(HA)T . Clearly, A is H-selfadjoint with respect to the
skewsymmetric inner product (3.1) if and only if A is H-skew-Hamiltonian, Also, if A, B ∈ Fn×n are
H-symplectically similar, then A is H-skew-Hamiltonian if and only if B is.
In this sectionwe consider perturbation analysis ofH-skew-Hamiltonianmatrices and their canon-
ical transformations, under the hypothesis that the Jordan structure (but not necessarily eigenvalues)
is preserved. Our main result here is Theorem 7.3 below.
To start with, note that the problem of similarity vs symplectic similarity is trivial for H-skew-
Hamiltonian matrices:
Proposition 7.1. Let A, B ∈ Fn×n be H-skew-Hamiltonian matrices. Then A is similar to B (over F) if and
only if A is H-symplectically similar to B.
The proof is based on the fact that two real skew-symmetric pencils of matrices are strictly equiv-
alent if and only if they are simultaneously congruent (see [37, Theorems 1, 2], for example).
For perturbation analysis of canonical bases we need the canonical form of H-skew-Hamiltonian
matrices, see e.g. [37,8], or [21, Theorem 9.1]. Consider the real case first:
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Theorem 7.2. Let A ∈ Rn×n be H-skew-Hamiltonian. Then there exists an invertible matrix S ∈ Rn×n
such that
S−1AS =
⎡⎣ J1(α1)T 0
0 J1(α1)
⎤⎦⊕ · · · ⊕
⎡⎣ Jq(αq)T 0
0 Jq(αq)
⎤⎦
⊕
⎡⎣ J2m1(μ1 ± iν1)T 0
0 J2m1(μ1 ± iν1)
⎤⎦
⊕ · · · ⊕
⎡⎢⎣ J2ms(μs ± iνs)T 0
0 J2ms(μs ± iνs)
⎤⎥⎦ (7.1)
STHS =
⎡⎢⎣ 0 I1
−I1 0
⎤⎥⎦⊕ · · · ⊕
⎡⎢⎣ 0 Iq
−Iq 0
⎤⎥⎦⊕
⎡⎢⎣ 0 I2m1
−I2m1 0
⎤⎥⎦⊕ · · · ⊕
⎡⎢⎣ 0 I2ms
−I2ms 0
⎤⎥⎦ , (7.2)
where α1 . . . , αq are real numbers, and μ1 + iν1, . . . , μs + iνs are complex numbers with positive
imaginary parts.
The form (7.1), (7.2) is uniquely determined by A and H, up to a simultaneous permutation of the blocks
(7.1) and (7.2).
The matrix S of Theorem 7.2 will be called canonical transformation matrix, in short CTM. Let  be
a set of distinct eigenvalues of a real H-skew-Hamiltonian matrix A having the property that
z ∈  ⇒ z ∈ . (7.3)
We say that the columns of S that correspond to the blocks of A with eigenvalues in  form the -
canonical transformation matrix, in short -CTM (for the ordered pair (A,H)). For example, if  =
{a + ib, a − ib}, where a ∈ R, b > 0, then the -CTM has size 2p × n, where p is the algebraic
multiplicity of any one of the two eigenvalues {a ± ib} of A.
We now state a result that asserts the Lipschitz property of canonical transformation matrices:
Theorem 7.3. Let A ∈ Rn×n be H-skew-Hamiltonian, where H ∈ Rn×n is skewsymmetric and invertible.
Let S be an -CTM, where  ⊆ σ(A) satisfies (7.3). Then there exist δ10, K10 > 0 (depending only on A,
H, and S) such that for every ordered pair of real matrices (B, G) with the following properties:
(1) B belongs to the {; δ10}-structure preserving neighborhood of A;
(2) G is skewsymmetric;
(3) B is G-skew-Hamiltonian;
(4) ‖G − H‖ < δ10;
there is an σ(B) ∩
(
∪λj∈D(λj; δ10)
)
-CTM S1 for the pair (B, G) such that
‖S1 − S‖  K10(‖B − A‖ + ‖G − H‖).
Proof. Note that B is G-skew-Hamiltonian if and only if B is iH-selfadjoint, in the sense of (4.9). Taking
advantage of this fact, a proof can be given analogously to the first proof of
Theorem 4.5, using [6, Theorem 5]. Alternatively, one proves Theorem 7.3 analogously to the second
proof of Theorem 4.5. 
The treatment of H-skew-Hamiltonian matrices in the complex case is done in a similar manner.
The canonical form is the same as in the real case with the only change that the blocks
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0 J2mj(μj ± iνj)
⎤⎦ are absent and α1, . . . , αq are complex numbers (see, e.g. [37]).
The analogue of Theorem 7.3 holds in the complex case, with any set of distinct eigenvalues of A (not
necessarily satisfying (7.3)). However, the matrix iH is not necessarily hermitian, so one cannot use
[6, Theorem 5] to reduce the proof of the analogue of Theorem 7.3 to the theory of matrices that are
skewadjoint with respect to a (complex) indefinite inner product. Thus, the method of the first proof
of Theorem 4.5 is not available. Instead, one uses the method of the second proof of Theorem 4.5, to
obtain the analogue of Theorem 7.3 for complex matrices. We omit further details.
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