Abstract-There is no fundamental difference between lag-windowing a correlation sequence and multiple-windowing a data sequence when the objective is to reduce the mean-squared error of a spectrum estimator. By analyzing the approximate low-rank factorization of a bandlimiting Toeplitz operator, we find that lag-windowed (or spectrally smoothed) spectrum estimators have multiple-data-windowed implementations. This makes the Blackman-Tukey-Grenander-Rosenblatt spectrogram equivalent to the Thomson spectrum estimator (and vice-versa), meaning BTGR spectrograms may be implemented in a multichannel filterbank version of the Thomson estimator.
I. INTRODUCTION
Nonparametric estimators of the power spectrum are often computed as Blackman-Tukey-Grenander-Rosenblatt (BTGR) [1] , [2] lag-windowed spectrograms or as Thomson multiple-data-windowed estimators [3] . Although these two procedures appear to be quite different, we will argue that they are essentially equivalent. That is, the net effect of lag-windowing is the same as multiple datawindowing. This result will follow from the factorization of the kernel matrices for lag-windowed spectrum estimators.
The estimation problem is as follows. We are given N samples y = (y 0 1 11 y N01 )
T from a complex wide sense stationary (WSS) random process fy n g with autocorrelation sequence fr k g and power spectral density fS(e j ); 0 < g r k = E[y s y 3 s0k ]
(1)
S(e j ) = r k e 0jk :
We seek to estimate S(e j ) from this finite length realization y.
We will only consider estimatorsŜ(e j ), which possess the following properties: P1) quadratic in the dataŜ(e j ) = y 3 Q()y This representation will allow us to explore the similarities between different estimation procedures.
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II. MULTIPLE WINDOW SPECTRUM ESTIMATORS
Factoring the non-negative matrix Q(0) from (3) into Q(0) = V 3 V, we obtain the equivalent representationŝ (0)). An implementation of this estimator employing a bank of windowed periodograms is shown in Fig. 1 . Notice that this decomposition is valid for any spectrum estimator that satisfies conditions P1)-P3).
When the windows are the M -dominant Slepian sequences [5] weighted by the square root of the corresponding eigenvalues, we have the Thomson estimator [3] . We will use the term Thomson estimator to mean any multiple data window estimator employing a small number of windows (relative to the data length).
III. LAG-WINDOW SPECTRUM ESTIMATORS
We define the BTGR lag-window spectrum estimator with positive semidefinite window sequence fw k g 
In these two formulas,r t is the biased estimator of the autocorrelation sequence, andŜP (e j ) is the periodogram: T : (6) The last expression forŜ P (e j ) may be substituted into (5) to produce the following representation for the BTGR spectrum 
The BTGR spectrum estimator satisfies (3), with Q(0) = W: a positive-definite Toeplitz matrix.
Notice that the representation given in (7) is valid for estimators defined in either the time or frequency domain, as in (5). This allows us to include in our discussion estimators, such as the Daniell spectrogram [6] , that are based on manipulating the periodogram in the frequency domain.
IV. EQUIVALENCE OF LAG-WINDOWED AND MULTIPLE-WINDOWED SPECTRUM ESTIMATORS
We claim that lag-windowed spectrum estimators are basically equivalent to a multiple-data-window implementation using N data windows, where 2 is the resolution bandwidth employed. We will defend this claim for "good" lag-window estimators that approximate the ideal lowpass filter of bandwidth 2. We choose this characterization of good windows because it encapsulates the properties of a desirable window sequence: namely, out-of-band rejection and minimal distortion in the main lobe.
Let W (e j ) be the real, non-negative symmetric frequency response of a lag-window sequence fw k g N01 0(N01) of bandwidth 2.
Let B(e j ) be the frequency response of the ideal lowpass filter of bandwidth 2 
Define the real, symmetric error function
We say W (e j ) is a "good" lowpass filter (and, hence, window) if
for a small positive number.
Each of these frequency responses defines a corresponding Toeplitz matrix: 
where (12) follows from the Cauchy-Schwartz inequality, and (13) follows from the orthonormality of the eigenvectors of E and the bound from (10). Since u 3 u = 1, we see that at least one of the entries in u, say u k , satisfies ju k j 1= p N. Hence, our bound on each eigenvalue is jj p N: (14) In particular, the matrix norm of E satisfies
To complete our analysis, we use the Hoffman-Wielandt theorem for perturbed matrices, which is stated in the following theorem [7] . Proof: See [7] .
We may use this theorem to see that for f i g = feigenvalues of
Bg and f i g = feigenvalues of Wg, each arranged in increasing order, we have
Therefore, for small, B and W have equivalent eigenvalue distributions. We know [5] that B has approximately N dominant eigenvalues, and therefore, for W corresponding to a small , we have rank(W) N: (17) Hence, "good" lag-windowed spectrum estimators may be implemented by a multiple window estimator with N data windows corresponding to the weighted dominant eigenvectors of W.
V. EXACTLY LOW-RANK BTGR SPECTRUM ESTIMATORS
The low-rank factorization is trivial for estimators based on sums of sinusoids (Hamming, Hanning, Blackman, etc.). This comes immediately from the definition of the window sequences. For example, the generalized Hamming window defined by has the estimator matrix
3 (e j ) + 9(e 0j )9 3 (e 0j )] (19) where 1 = [1; 1; . . . ; 1] T and, hence, has rank 3 independent of N .
In a similar fashion, we find that the Blackman window has rank 7. The Daniell estimator [6] is given bŷ 
The window sequence corresponding to this estimator is
so we see that W has rank 2K + 1.
VI. EXAMPLES
We will demonstrate the low-rank multiple window implementation of several commonly used BTGR window sequences for a 12th-order moving average process. In each case, our data length is 300 samples, which means the Rayleigh limit to resolution is 2=300. We will employ the Bartlett, Kaiser, and Spectral Smoothing windows. The latter is defined by w k = sinc(k) where is the normalized bandwidth over which the smoothing is to occur (we choose = 0:01 so that 2 is 2=100, which is three times the Rayleigh limit).
The eigenvalues of the matrices corresponding to each window are shown in Fig. 2 . It is clear that each allows an extremely low-rank multiple window implementation. The results of the spectral estimation are shown in Figs. 3-5 for the full-rank BTGR implementation and for the reduced rank multiple window implementation. In all of the figures, the solid line is the exact MA spectrum. It can be seen that the low-rank approximations to the lag-windowed estimators give results that are very close to the full-rank estimates.
VII. CONCLUSION
We have argued that BTGR spectrum estimators are essentially multiple-data-window estimators. This correspondence was shown for estimators employing "good" lag-window sequences, meaning they approximate an ideal lowpass filter with small L2 error. In this case, the kernel is low rank-an observation made experimentally in [8] -and a lag-window estimator may be implemented as a multiple-data-window estimator employing N windows, where is the normalized bandwidth over which the BTGR smoothes the periodogram estimate.
Does the argument go the other way? That is, can every multipledata windowed spectrum estimator be realized as a lag-windowed or spectrally smoothed BTGR spectrum estimator? The answer is no because the representations of (3) and (4) allow for any nonnegative definite (Hermitian) matrix or kernel Q(0). Only those kernels Q(0) = V 3 V that approximate Toeplitz matrices W whose spectrum W (e j ) is narrowband will have BTGR representations. In fact, from the argumentation in [3] and [4] , it is exactly these kernels that produce good bias-variance tradeoffs for reduction in meansquared error. Therefore, we may say that narrowband lag-windowed and good multiple-data-windowed spectrum estimators are roughly equivalent, allowing for the exception that a bad multiple-window spectrum estimator may have no lag-windowed representation. This result shows that there is no fundamental difference between lagwindowing a correlation sequence and multiple windowing a data sequence when the objective is to reduce the mean-squared error of a spectrum estimator.
There is a slight computational advantage to the multiple window technique when the effective rank of the lag-window matrix is very small (<6). This saving comes about from the fact that N-point FFT's can be used for the multiple window procedure, whereas the lag-windowed estimation requires 2N -point FFT's to estimate the correlation sequence. The rank of the commonly used window sequences tends to meet this requirement.
Finally, mean squared error computations are somewhat easier to carry out for multiple windowed spectrum estimators than for lagwindowed estimators (see, for example, [4] ). Therefore, one way to compute performance bounds for BTGR spectrograms is to analyze the equivalent low-rank Thomson estimator.
A Nonparametric Phase Estimation Method for SIMO Systems Based on Second-Order and Higher Order Statistics

Zhen Mao and Zhi Ding
Abstract-In this correspondence, we present a nonparametric phase estimation algorithm for linear single-input multiple-output (SIMO) channels. Given an unknown stationary input signal with known statistics, our approach is to obtain the joint minimum mean square phase estimation based on the polyspectra and the cross-spectra of the SIMO channel outputs. By utilizing both higher order and second-order statistics of the channel outputs, our approach is shown to be more accurate and reliable than methods based on higher order statistics alone. It can be applied to SIMO channels with common zeros.
I. INTRODUCTION
The problem of channel identification for linear single-input multiple-output (SIMO) linear systems is often encountered in communications, surveillance, and geophysical signal processing. In blind SIMO system identification, both the channel input and the channel response are unknown. Channel identification must rely exclusively on the channel output and known statistics of channel input. Once the SIMO system is estimated, its input signal can be extracted by deconvolution.
For single-input single-output systems, phase information of the channel frequency response is contained in the higher order statistics of channel output signals. Existing nonparametric algorithms typically utilize the polyspectra of channel outputs for phase recovery of nonminimum-phase systems. In [3] , a simple nonparametric FFT method was presented for channel phase recovery from polyspectra.
Manuscript received December 1, 1995; revised September 1, 1998. This work was supported in part by the National Science Foundation and by the US Army Research Office under Grant DAAH04-G4-G-0252. The associate editor coordinating the review of this paper and approving it for publication was Prof. Kon Max Wong. Unfortunately, polyspectra tend to be unreliable when available data length is short. Moreover, errors in polyspectral phase unwrapping can be particularly exacerbating.
Fortunately, for SIMO systems, additional statistical information can be utilized. In particular, second-order statistics of SIMO system outputs contain additional phase information that can be used in the phase estimation of channel frequency response. Second-order cross-spectra of channel outputs are easier to estimate and tend to be more accurate for limited data length. In fact, a SIMO channel estimation based only on cross-spectra has been presented in [9] . Thus, an algorithm utilizing information from higher order statistics and second-order cross-spectra is expected to generate better performance than strictly higher order or second-order statistical algorithms.
In this correspondence, we will present a new nonparametric method for the phase identification of SIMO channels based on polyspectra and cross-spectra of the output signals. Our approach is derived to minimize the joint mean square phase error between the measured and the estimated spectral phases. As will become evident later, it is a simple linear approach that can be implemented through FFT directly.
II. PROBLEM DESCRIPTION
The SIMO system model can be used for communication systems with multiple antenna elements. Given sufficient channel bandwidth, the analog channel output in quadrature amplitude modulation (QAM) systems can be sampled at higher than the baud rate to yield an equivalent SIMO linear system model [5] , [6] . In geophysical exploration, multiple sensors can also be used to record multiple output signals driven by a common input. Let x k denote the i.i.d. non-Gaussian input of a system as shown in Fig this task can rely on statistical knowledge of the channel input sequence as well as the measurable output signal. Note that if the subchannels are FIR of known order, "deterministic" algorithms can also be applied [4] . Here, we assume no prior knowledge on the model of the subchannels and use the statistical approach.
Based on the SIMO equivalent model, its second-order output statistics can be represented by the power spectra and cross spectra of subsequences y j [n] . The SIMO system is fully characterized by the magnitude and the phase of each transfer function Hi(!) = Thus, the key obstacle in blind channel identification is the estimation of the channel phase 8(!) = 6 H i (!) from its output statistics. For a SIMO linear system with a common stationary input, channel phase information is contained in both the polyspectra and the cross-spectra of output signals. If only the second-order statistics are used, then common zeros among subchannels cannot be identified [9] . To resolve the ambiguity caused by common zeros among subchannels, higher order statistical information should be exploited jointly with second-order statistics. In the next section, a minimum mean square phase error algorithm for SIMO channel phase estimation will be presented that exploit both the second-order and the higher order statistical information of output signals.
III. MINIMUM MSE PHASE ESTIMATION ALGORITHM
A. SIMO Channel Phase Information
Since subchannel noises wi[k] are independent with zero mean, it then follows that the cross spectrum between subsequences y i [n] and yj [n] is given by
In addition, higher order statistics also provide additional phase information. Therefore, our algorithm should focus on the bispectra or the trispectra of subchannel outputs as they can be estimated more accurately from a fixed length data sequence [1] and [2] , However, as will become apparent in the derivation, phase information from other polyspectra can be similarly exploited either jointly or separately.
For notational simplicity, we only consider the case of p = 2. Our derivation, however, does apply to more general SIMO systems. Since x k is an i.i.d non-Gaussian random sequence and w k is a Gaussian noise, the trispectra of the two outputs are given [1] by Based on the above measurable phase information from trispectra and cross-spectra, subchannel phase functions81(!) and82(!) are to be estimated. Our phase identification is based on minimizing the mean square error between estimated spectral phases and measured spectral phases. Let Given the phase difference, the mean square error (MSE) of spectral phase can be defined as
We shall derive a nonparametric algorithm that will estimate the SIMO phase responses to minimize the MSE. Note that the channel noises are assumed to be independent so that they do not affect the cross-spectrum. This additional assumption is important to the accuracy of cross-spectral phase information. Our approach may not be suitable when subchannel noises are strong and correlated.
B. Algorithm Development
Because discrete Fourier transform (DFT) is used to determine 9 1 (! 1 ; ! 2 ; ! 3 ), 9 2 (! 1 ; ! 2 ; ! 3 ), and 9 12 (!), both trispectral phases are 2-periodic in ! 1 ; ! 2 , and ! 3 , whereas the cross-spectral phase is also 2-periodic in !. Moreover, the desired phase estimates81(!) and8 2 (!) are also 2-periodic. Hence, we can define the (imaginary) cepstral sequences
We also have 
jn! ; i = 1; 2:
By substituting (3.9)-(3.11) into (3.5) and using the orthogonality of sinusoidal harmonics, the minimum mean square error is given by MSE = 2 i=1 n n n j i(n1; n2; n3)j y 1 (n) = 1 24 f5[ 1(n; 0; 0) + 1(0; n; 0) + 1(0; 0;n) 0 1 (n;n; n)] + [ 2 (n; 0; 0) + 2 (0;n;0) + 2 (0;0;n) 0 2 (n;n; n)] + 4 12 (n)g (3.15) y 2 (n) = 1 24 f[ 1(n; 0; 0) + 1(0; n; 0) + 1(0; 0;n)] 0 1(n; n; n)] + 5[ 2(n; 0; 0) + 2(0; n; 0) + 2(0; 0;n) 0 2 (n;n; n)] 0 4 12 (n)g:
Similarly, if the bispectra of the channel outputs are not zero, then the channel phases can be estimated jointly from the phases of crossspectra and bispectra. In particular, the phases of the bi-spectra are related to the phase of the subchannels via 9 i (! 1 ; ! 2 ) = 
These phase estimates can be straightforwardly extended for p subsystems. The MSE and a corresponding algorithm can be similarly defined and derived when other polyspectral information is to be exploited either jointly or separately. Because the algorithm is nonparametric, it does not require any channel model or order estimation. It is therefore simple and robust. Moreover, the DFT steps can be easily and efficiently implemented using FFT.
IV. SIMULATION RESULTS
To demonstrate the performance of this minimum MSE method, we present an example of SIMO identification based on bispectra and cross-spectra. In this example, a two subchannel system (p = 2) is chosen, and the two subchannels are characterized by H1(z) = 1 0 2:95z 01 + 1:9z 02 1 0 1:3z 01 + 1:05z 02 0 0:325z 03 .2) respectively. The input signal x k is an independent random sequence with density function f(x) = e 0(x+1) u(x + 1):
The noise is i.i.d. Gaussian, and the overall signal-to-noise ratio is set at 12 dB. A total of 64 2 20 input data samples are used for spectral estimation.
In our simulation, channel output data are used to estimate the bispectra and cross-spectra using 5 2 5 and 5 2 1 smoothing windows, respectively. The spectral phases are unwrapped under the continuity assumption. From phases of estimated bispectra and cross-spectrum, the two subchannel phases are estimated using the minimum MSE method. The results are used to compare with a nonparametric minimum MSE algorithm based on polyspectra alone [3] . The phase estimates of the two subchannels are shown in Fig. 2 . The impulse responses of the two subchannels based on the estimated phase and (ideally) known magnitude are shown in Fig. 3 . Next, we illustrate the impact of the data length and SNR on the result of the estimation algorithm. Results are averaged over 100 Monte Carlo simulation runs. Under SNR = 10 dB, we determine the MSE between the true channel impulse response and the estimated channel impulse response. The comparative results in Fig. 4 demonstrate the asymptotic improvement of the new method for larger number of data samples. Last, we illustrate the effect of the channel signal-to-noise ratio on the estimation result. The results are shown in Fig. 5 .
V. CONCLUSION
In this correspondence, we presented a new nonparametric method for the phase identification of SIMO channels based on the polyspectra and the cross-spectra of subchannel outputs. Our approach is based on the minimization of a joint mean square phase error between the measured and the estimated phase of polyspectra and cross-spectra. Our method is linear and can be implemented using FFT. It is readily extendable to other spectral information sources as they become available.
Exploiting Input Cyclostationarity for Blind Channel Identification in OFDM Systems
Robert W. Heath, Jr. and Georgios B. Giannakis
Abstract-Transmitter-induced cyclostationarity has been explored recently as an alternative to fractional sampling and antenna array methods for blind identification of FIR communication channels. An interesting application of these ideas is in OFDM systems, which induce cyclostationarity due to the cyclic prefix. In this correspondence, we develop a novel subspace approach for blind channel identification using cyclic correlations at the OFDM receiver. Even channels with equispaced unit circle zeros are identifiable in the presence of any nonzero length cyclic prefix with adequate block length. Simulations of the proposed channel estimator along with its performance in OFDM systems combined with impulse response shortening and Reed-Solomon coding are presented.
I. INTRODUCTION
Recently, there has been interest in filter bank precoding for communication systems impaired by frequency-selective fading channels [5] , [14] . Although similar forms of precoding have been considered in the past [7] , current interest focuses on the introduction of discrete-time cyclostationarity by the multirate precoder to enable blind channel identification at the receiver. Transmitterinduced cyclostationarity, which can be introduced either with filter banks [5] , repetition coding [14] , or modulation [13] , allows for blind identification of arbitrary FIR multipath channels without zero-restrictions as in blind fractional sampling methods [4] . One application of transmitter-induced cyclostationarity for blind channel identification is orthogonal frequency division multiplexing (OFDM) systems that can be considered a special case of the precoding structure presented in [5] .
OFDM has found renewed interest in recent years due to applications such as digital terrestrial TV [12] , indoor wireless networks [2] , and mobile communications [11] , which are all systems that require communication in severe multipath channels. By inserting a cyclic prefix before each transmitted block longer than the order of the channel, OFDM effectively turns a frequency-selective channel into a flat-fading channel. This allows, for simple, one-tap vector equalization at the expense of a loss of 10-25% in efficiency due to the extra symbols required by the cyclic prefix [17] as well as increased sensitivity to timing, frequency synchronization [15] , and transmission nonlinearities accentuated by the nonconstant modulus of OFDM signals. Channel estimation in these systems is performed by inserting training data in either the time or the frequency domain, further decreasing the efficiency. Alternatively, differential encoding may be used in place of equalization if a constant modulus constellation (say, QPSK) is transmitted at the expense of less bandwidth efficiency. Unfortunately, if the channel impulse response is longer than the cyclic prefix, interference occurs, and the simple equalization property is lost.
In this correspondence, we use the cyclostationarity induced by the cyclic prefix in the OFDM system to develop an algorithm for blind channel estimation. The subspace approach of [13] is generalized here to multirate precoders and is proposed for OFDM systems as an alternative to the nonlinear matching approach of [5] . The blind nature of this estimation allows more data to be used for information transfer or for coding. As shown in [6] , this approach is robust to the presence of stationary noise and channel overestimation error and does not require the cyclic prefix to be longer than the channel memory. Since we can estimate channels regardless of the cyclic prefix and without training data, the conclusion in [17] that channel coding is better than subchannel equalization must be re-evaluated. A blind algorithm for equalization was considered in [3] , which uses a property of the digital-to-analog converter at the receiver and does not employ a cyclic prefix. With the absence of a cyclic prefix, however, this approach can only result in partial elimination of the intersymbol interference caused by the channel.
This correspondence is organized as follows. In the next section, we provide an overview of the OFDM system. Section III then considers the problem of blind channel identification using the cyclostationarity inherit in the OFDM transmitter. We present simulations of the proposed algorithms in Section IV.
II. THE OFDM SYSTEM
Consider the OFDM transmitter in Fig. 1 . The OFDM modulator takes the M -point IDFT of a block of M input symbols from the coder and appends a sequence of L < M symbols to the beginning of each block (see Fig. 2 ). In this way, the OFDM modulator can be viewed as a rate M=(M + L) block code operating in the real field. To describe the input/output relationship at various points, let P = M + L, and adopt the polyphase notations s m (n) = s(nM + m); wp(n) = w(nP + p); xp(n) = x(nP + p) to denote the mth or pth symbol in the nth block of data at the input to the modulator, output of the modulator, and at the output of the channel, respectively (see Figs. 1-3) . Then, the sequence to be transmitted is with the exp(j2m(0L)=M) accounting for the cyclic prefix, which is a repetition of the last L frequency domain symbols as in Fig. 4 . During transmission, wp(n) is pulse-shaped with g M is greater than L h , only two blocks can overlap due to ISI. We use polyphase notation to separate the channel output x(n) = L l=0 h(l)w(n 0 l) + v(n) into one part that depends on the present symbols s m (n) and one part that depends on the past symbols 
where the summation over deltas constrains the ranges of (p 0l) and The fact that OFDM effectively turns a frequency-selective fading channel into a flat-frequency fading channel is evident in (4). Clearly, equalization amounts to correcting y k (n) for a phase and a scale factor for each k. In fact, for PSK constellations incorporated with subchannel differential encoding, channel estimation is unnecessary. Unfortunately, many applications use nonconstant modulus symbol sets to improve transmission efficiency, thus requiring the estimation of fH(2k=M )g M01 k=0 .
The ease in equalization due to (4) is not without drawbacks. The presence of the DFT at the receiver places stricter requirements on synchronization [15] . Additionally, (4) exhibits reduced performance in spectral nulls. In wireline transmission schemes such as discrete multitone transmission (DMT), the channel knowledge is used by the transmitter for adaptive loading and/or power control [1] . In broadcast and wireless OFDM, this problem is resolved by using coding. A variety of schemes for coding have been proposed, typically employing some sort of convolutional coding, interleaving, and concatenation [8] , for the purpose of correcting the resulting bursty errors.
Since the length of the cyclic prefix is chosen a priori, interference occurs as shown in (3) due to the coefficients of h(l), for l > L. This creates problems in channel estimation that relies on the structure in (4) and results in symbol errors caused by the ISI term. This problem can be eliminated by employing decision feedback [16] or impulse response shortening [9] . Since decision feedback has a complexity that increases with the size of the DFT, we focus on impulse response shortening (see Fig. 5 ), which consists of designing a prefilter a(n) such that the composite channel a(n) ? h(n) has energy concentrated in the desired duration chosen for the cyclic prefix [9] . In the next section, we develop an algorithm for blind channel estimation that does not require the channel to be shorter than the cyclic prefix. We apply impulse response shortening when the channel duration exceeds the duration of the cyclic prefix. This approach allows for a reduction of the cyclic prefix and elimination of training data so that the system can provide a higher data rate or greater reliability through increased coding.
III. BLIND CHANNEL IDENTIFICATION
With the presence of a cyclic prefix in the OFDM transmission scheme, we are motivated to look for cyclostationarity in the output of the encoder as in [5] . Assume the symbols sm(n) from the encoder in Fig. 1 are white and zero-mean with variance 2 s , take P > M, and, 
Since the right-hand side of (6) depends only on p, the output of the encoder is cyclostationary with period P . Note that if we take P = M , then (6) Cycles are ordered 4; 3; 5; 1; 2; 6 from top to bottom at 120 M. exp(0jk(L01)=P ) sin(kL=P )= sin(k=P ). We write the cyclic correlation of the channel output in (7) as
The cyclic correlation of the noise is C vv (k; ) = 2 v ( )(k), which is zero for nonzero cycles k. Subsequently, we will assume that k 6 = 0 to avoid stationary noise. The Z transform of the cyclic correlation with respect to defines the cyclic spectrum. For a particular cycle k 6 = 0, the output cyclic spectrum is S xx (k; z) = S ww (k; z)
Interestingly, if we examine two cycles k 1 and k 2 , we can take the ratio of the cyclic spectra to find S xx (k 1 ; z)S ww (k 2 ; z)H e j k z 01 = S xx (k 2 ; z)S ww (k 1 ; z)H e j k z 01 :
In the following development, we will only consider admissible cycles k, as defined in the following proposition.
Proposition 1:
A cycle k is admissible if k 6 = 0, and C ww (k; )
is nonzero for at least one lag . This occurs if k is chosen such that kL mod P 6 = 0. The set of all admissible cycles is nonempty, e.g., choose L even and P odd.
Proof: If kL mod P 6 = 0, it follows that sin(kL=P ) 6 = 0, which for k 6 = 0 implies that E(k) 6 = 0, and hence, C ww (k; ) 6 = 0 for at least one , namely, = M or = 0M.
To solve for the channel, we write (9) Proof: The proof follows from the proof in [13] by noting that
is a product of Toeplitz matrices, which is Toeplitz.
One interesting pair of cycles is k and 0k. Because Cxx(0k; ) = C 3 xx (k; 0) exp(0j2k =P ) in S xx (k; z) and S xx (0k; z), we can solve for the channel from (10) using only one cyclic correlation, which we call the one-cycle (OC) approach. Alternatively, with two cycles, we can use a two-cycle (TC) approach and build three sets of equations like (10) to possibly increase estimation accuracy. Note that with slight modification, this channel identification formulation can be applied to any transmitter that has a cyclostationary outputs.
Given a set of admissible cycles, it is desirable to know which two cycles k1 and k2 to choose to find the channel. From the cyclic spectrum, we would like to pick the cycles such that S ww (k 1 ; z) and S ww (k 2 ; z) are the "most different:" a requirement that is difficult to quantify. Since S ww (k i ; z) is only a function of C ww (k i ; M) and Cww(ki; 0M), one option is to pick ki such that jCww(ki; M)j (which conveniently equals jC ww (k i ; 0M)j) is maximum. From the expression for C ww (k i ; M) (8) , this occurs when k i is chosen such that jE(k)j is maximized. Due to the odd symmetry of the sine function, for any k that maximizes jE(k)j, 0k will also maximize jE(k)j, and such a choice of k and 0k results in the OC solution of (10). If we wish to use the TC solution, we should pick the cycles k 1 and k 2 , which maximizes jE(k)j subject to the constraint that jk2j 6 = jk1j. With this choice of cycles, we will be estimating the cyclic correlations that have the most significant energy when compared with the noise power and using these coefficients to find the channel. We use this method of cycle selection in the simulations that follow.
IV. SIMULATIONS
In this section, we examine the performance of the OC, TC channel estimates in the OFDM system. We use the root mean square error (RMSE), which is defined as Fig. 7 . The corresponding performance for 120 M data varied over SNR is displayed in Fig. 8 . From Figs. 7 and 8 , we see that the estimator is consistent and that the estimates improve as the noise power decreases. In Fig. 9 , for SNR = 20 dB and 120 M symbols, we consider the channel error as P = M + L and varies from L = 1; . . . ; 15, whereas the channel is fixed to observe how the estimate depends on the difference L = P 0 M. From Fig. 9 , we see that although the estimator works with L as small as 1, increasing the length of the cyclic prefix decreases the error. This is intuitively appealing because we would like to trade off extra redundancy for error performance. Next, we consider the channel RMSE for SNR = 20 dB when the order L h is overestimated and P = M + L h in Fig. 10 and when the order is overestimated with P = 19 in Fig. 11 . In Fig. 10 , we see the beneficial effects of having a larger prefix, whereas Fig. 11 shows the graceful degradation when the channel is overestimated.
Experiment 2: In this experiment, we consider the effect of the cycle chosen on the resulting channel error in estimating the tworay channel above. Fig. 12 considers the performance of the OC approach for I = 100; P = 19; M = 15; SNR = 20 dB, and 120 M symbols for cycles 1 . . . 6, whereas Fig. 13 considers similarly the performance using the TC approach with cycles 1 and 2 . . . 7. Cycle selection seems to have an effect on the channel error, but asymptotic performance analysis is required to determine its precise role.
Experiment 3: Now, we look at the probability of bit error for an OFDM system. In Fig. 14 , we plot the RMS symbol estimation error, and in Fig. 15 , we plot the probability of bit error (assuming Gray coding in selection of the 16 QAM symbols) estimated over 500 Monte Carlos of 500 M data for an OFDM system with M = 15 and P = 19, with and without a (15; 11) two symbol-error correcting Reed-Solomon (RS) equivalent code for the artificial channel h = [1; 2; 1; 01; 1]= p 8. We used the standard OFDM ZF and MMSE structures [12] to equalize the L h = 4 channel above. Next, we consider the same channel and M = 15 and P = 17 to observe the effects of channels longer than the cyclic prefix. We estimate the channel as before but look at MMSE equalization with and without the use of impulse response shortening [9] and RS(15; 11) coding. We used an eight-tap, zero-delay shortening filter derived from the estimated channel. In Fig. 16 , we plot the RMS symbol estimation error, and in Fig. 17 , we plot the estimated probability of error. For comparison purposes, in Figs. 15 and 17 , we plot the MMSE uncoded and coded solutions for the case when h(n) = (n) as well as when there is no attempt at equalization. In Fig. 15 , we see that the performance of the system using equalization with our channel estimate approaches the performance of the case where h(n) = (n). From Fig. 17 , we see that impulse response shortening may be a beneficial technique when combined with our channel estimate since it reduces the the error floor present in the unshortened scenario. Performance of impulse response shortening varies with the channel and may be improved by changing shortening parameters. Further improvements may be obtained using vector MMSE or vector MMSE decision feedback equalizers at the expense of further complexity [6] .
I. INTRODUCTION
Blind equalization has been an active research area during the last few years. Two major factors appear to drive the wide interest in this topic. First, there is an increasing number of interesting and promising applications in the area of digital communications: wireless or otherwise. Second, it was recognized that channel oversampling, either temporally (fractionally spaced equalizers) or in space (antenna arrays), leads to a multichannel data representation that offers several new leverages for solving the blind equalization problem and, thus, enhances its applicability.
From an algebraic perspective, oversampling leads to a low-rank model for the output vector signal. This has been extensively exploited in the so-called second-order statistics and algebraic methods for the single-input, multiple-output (SIMO) identification problem [1] . At least three classes can be identified. The first tries to estimate the channels, viz., e.g., [2] - [4] , the second considers the estimation of channel inverses (equalizers) [5] - [7] , and the third attempts to recover the transmitted symbols directly from a (typically small) batch of output samples without resorting to channel/equalizer estimates [8] , [9] . Categories 2 and 3 have the advantage of bypassing the channel estimation step, and this can result in increased robustness. The direct symbol-estimation methods [8] , [9] have sometimes been called rowspan methods as they exploit the row-span information of the data matrix to find the vector of unknown symbols. Following a seemingly different strategy, MRE techniques [6] estimate a collection of channel equalizers by forcing them to produce the same (unknown) output sequence up to fixed equalization lags. The goal of this correspondence is to demonstrate that these two methods are, in fact, identical with small differences arising only due to variations in the implementation.
In this correspondence, we first provide a new perspective of the row-span method of [9] by showing that the symbol estimates produced by this technique can be regarded as the outputs of linear equalizer averaged across all equalization lags. We show that these equalizers optimize a maximal coherence (MC) criterion. Finally, we show the equivalence between the MC criterion and a particular member in the class of MRE criteria.
Notation: For a vector x, x t is its transpose, x 3 its conjugatetranspose, and kxk its`2-norm. A sequence (row vector) with entries xi is denoted by x = [xi].
II. DATA MODEL
A. Data Matrices
A digital symbol sequence [si] is transmitted through a medium and received by an array of M 1 sensors. The received signals are sampled P 1 times faster than the symbol rate, which, here, is normalized to T = 1. Hence, during each symbol period, a total of M P measurements are available, which can be stacked into M P - 
Consider a finite block of data, and define the mM P 2 N block- 
We will assume that H is tall (mM P L +m01) and S (i) is wide (L+m01 N ) so that this is a low-rank factorization. This requires at least M P 2 and a sufficiently large m and N . We assume that H has full column rank; therefore, we can recover any row of S (i) by taking linear combinations of the rows of X (i) . Finally, the matrices S (i) are supposed to have full row rank.
B. Equalizers
An equalizer with delay k acting on X . . .
"Superequalizers" are long vectors that collect several equalizers with different delays, each reconstructing the same sequence [s0 s1 1 11] .
They act on the data X T or on the normalized data V T , respectively It is interesting to consider the superequalizer as combining the outputs of the regular equalizers, forming an average over all admissible delays. (By itself, it can also be interpreted as an ordinary equalizer of length n + m 01 at delay n 01.) See Fig. 1(b) . Note that there is an issue of how to weight the outputs of each equalizer to combine them in an optimal fashion.
III. BLIND EQUALIZATION
A. Subspace Intersection Method
The problem of blind equalization is, for given a data matrix X, to find a factorization X = HS, where S meets the required Toeplitz structure. Since a Toeplitz matrix is generated by a single vector ), row (X (1) ), 11 1, and row (X (n01) ), where "row (1)" stands for the row span. The goal of subspace intersection methods (SSI's) such as in [8] and [9] is to find the single vector s, which is in the intersection of all n subspaces.
Numerically, there are several ways to compute the intersection. The algorithm proposed in [8] constructs the union of the complement of all row spans and takes the complement again. The problem with this is that the complementary spaces can be highly dimensional (order N each). The "minimum noise subspace" (MNS) technique [10] is a method to prune the dimensions of each complementary space without changing the resulting union too much, thus greatly reducing the complexity. Although it was proposed in a different context, it could be translated to apply to the current situation, but the pruning would still incur a loss in performance.
It was proven in [9] that since the rows of V (i) form a minimal and "orthonormal" basis for row (X (i) ), the exact intersection can also be obtained by constructing the matrix V T in (5) and looking for the right singular vector corresponding to the largest singular value of VT . This computation has a complexity that is much smaller than the algorithm in [8] and smaller than what the MNS technique would give. Nonetheless, even with noise perturbations, we find exactly the same output sequence as that produced by the algorithm in [8] . The corresponding principal left singular vector of V T can be interpreted as the superequalizer that returns this sequence.
In particular, it is proven in [9] that if tssi is the principal left singular vector of V T and n = L + m 0 1, then (without noise) t 3 ssi VT = [s0 s1 11 1 sN01] where is some nonzero scalar that makes the output sequence have In fact, all scaling i will be the same.
Thus, tssi is a superequalizer in the sense of Section II-C. The corresponding equalizer on unnormalized data X T is denoted by 
B. Maximal Coherence Criterion
The principal left singular vector tssi of VT can also be expressed in terms of a criterion on the unnormalized received data. Indeed, 
Thus, the subspace intersection solution is also obtained by maximizing the power of the sum of all equalizer's outputs, subject to the constraint that the sum of the powers is kept constant. The SSI w
