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This paper presents a brief review on the current available techniques for credit scoring 
model, namely the statistical-based models and the artificial intelligence/machine 
learning- based models. It is then followed by the suggestions on how to revise the 
credit scoring model that is currently being adopted by any credit risk management, if 
revision is needed. The revision of the model involves the selection of criteria to be 
included as well as the weights to be given for the criteria. Some potential techniques 
in selecting the criteria and determining the weights for the selected criteria are also 
discussed.  
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 Giving out loan is an insecure business but at the same time, it is one of the major sources of 
income to most banks. Banks would prefer not to allow credit to those customers lacking capacity to 
pay back the credit given. Be that as it may, after some time, a certain percentage of the credits will 
eventually transform into bad loan regardless of the possibility that the banks tighten its credit policy 
[1]. Analyzing the non-performing loans (NPLs) data will effectively measure the quality of credit 
endorsement process. The loan granting process must be observed vigilantly and banks should 
formulate an effective credit risk management.  
In most banking institutions, loan application processes are done on a centralized approach by a 
department which assesses and segregates financing applications between risky and non-risky 
customers based on the banks’ credit scoring model. This credit scoring process will determine who 
should get credit and how much credit should be granted with the intention to minimize the risk of 
loan losses and delinquency rate due to the costly misclassifying error. Thus, the bigger the 
misclassifying error created, the greater the risk produced [1-3]. Despite the thorough process and 
regardless of the possibility that the banks tighten its credit policy, after some time, a certain 
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percentage of the credits will eventually transform into bad loans. This raises a question of whether 
the credit scoring model was constructed efficiently, particularly with respect to the selection of 
relevant factors/variables for the model and the weights assigned to those variables in the model. 
Therefore, there is a need for the bank management to review its current loan application screening 
approach, i.e. the existing credit scoring model. Should the current model be maintained? Should the 
criteria used in the model be revised? Is the weight attached to each criterion in the model 
appropriate? Are there any other better and simpler approaches that can be utilized? 
 
The objectives of this paper are therefore: 
i. To review the available credit scoring model by identifying the techniques, the pros and the 
cons. 
ii. To list the suitable criteria to be included in a credit scoring model. 
iii. To put forward some recommendation on the selection of the appropriate model to be 
adopted. 
  
2. Credit Scoring Techniques 
 
 Credit scoring techniques can be divided into two different methods namely statistical-based 
method and artificial intelligence/machine learning-based method [4-5].   
  
2.1 Statistical-based Credit Scoring Models  
 
 There are various statistical-based credit scoring model that have been introduced such as linear 
discriminant analysis [6], decision trees [11-12], Markov chain analysis [13-14], probit analysis [10] 
and logistic regression [15-16].  
 The technique of linear discriminant analysis assumes that there are two populations of 
individuals, denoted as `1' for defaulters and `0' for non-defaulters; each is characterized by a 
multivariate distribution of a set of attributes, X , including factors such as age, income, family size, 
credit history, occupation, and so on [52]. The formula for the linear discriminant analysis is as follows 
[8]: 
 
Z = α + β1X1 + β2X2 +….. + βnXn                                                                                                            (1) 
 
where Z symbolizes the discriminant Z-score, α is the intercept term, β1 … βn stand for coefficients in 
the linear combination of the explanatory variables for Xi  for i = 1 … n.  
 Linear discriminant analysis is one of the earliest common traditional statistical techniques used 
for constructing credit scoring models. However, this technique requires rather restrictive statistical 
assumptions that are seldom satisfied in real life. 
 Classification or decision trees on the other hand, can be used to classify a potential loan 
applicant to a predefined set of rating groups. It is a flowchart-like structure in which each internal 
node represents an analysis on an attribute, each branch represents the outcome of the test and 
each leaf node represents a class label (decision taken after computing all attributes). The applicant 
is firstly classified according to the most relevant variable, then into subgroups according to other 
variable, and so on [53]. In this situation, the paths from root to leaf represent classification rules. 
The system considers all possible splits to find the best one, and the winning sub-tree is selected 
based on its overall error rate or lowest cost of misclassification. In other words, the decision tree 
credit scoring model will find a classifier that separates the good credit sample from the bad credit 
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sample. The algorithm begins with a root node containing a sample of good and bad credit applicants. 
Then, the algorithm loops over all possible binary splits in order to find the attribute x and 
corresponding cut-off value which gives the best separation into one side having mostly good credits 
and the other mostly bad credits [11]. 
 Meanwhile, Markov Chain, also known as transition matrix, is a mathematical model which 
defines the probability of a borrower moving from one state to other states. Depending on the data 
available the matrix is developed by having each entry in the matrix to represent the probability that 
the borrower will move to state j given that it starts from state i (usually defined as the time to transit 
from state which in this case can be one hour, one day, one month, or even longer) as shown by the 
matrix below [54].  
 
States A(1) A(2) . . . . . A(N-1) A(N) 
A(1) P(1,1) P(1,2) . . . . . P(1,N-1) P(1,N) 
A(2) P(2,1) P(2,2)      P(2,N-1) P(2,N) 
. . . . . . . . . . 
. . . . . . . . . . 
. . . . . . . . . . 
. . . . . . . . . . 
. . . . . . . . . . 
A(N-1) P(N-1,1) P(N-1,2) . . . . . P(N-1,N-1) P(N-1,N) 
A(N) P(N,1) P(N,2) . . . . . P(N,N-1) P(N,N) 
 
 Next, with some simple mathematical formulation, the transition matrix will be converted into 
steady-state, or long-run probability for a borrower to be a potential good client or a potential bad 
client. 
 Finally, logit and probit regression analysis are the multivariate techniques which allow for 
estimating the probability that an event occurs or not, by predicting a binary dependent outcome 
from a set of independent variables [55]. The response, yi, is equal to 0 if default occurs (with 
probability Pi) and to 1 if default does not occur (with probability 1 – Pi). In the regression models, 
we wish to model the probability Pi that the default will occur by specifying the model 
 
Pi = f (α + β´xi)                                                                                                                                      (2) 
 
where xi are particular financial indicators and α, β are estimated parameters. In case of probit model 






















                                                                                                                           (3) 
 
 Due to nonlinear features of these models it is necessary to use maximum likelihood method to 
estimate the parameters. Given Pi and assuming that defaults are independent, we can form the 
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 In non-payment predictions, Neophytou, Charitou et al. [17] suggested that the logistic 
regression method is better in comparison to other methods. This statement is further supported by 
Bolton [15] who suggested that credit scoring model using logistic regression is easy to elaborate and 
executed and this technique has been widely being acknowledged as method of choice by the 
banking industry. In addition, Gardner and Mills [18] suggested that logistic regression can be used 
to calculate the probability of default to identify the severity of the delinquency problem and 
consecutively construct a suitable action to the problem so that delinquent accounts do not 
necessarily end up as a defaulted loan accounts.  
 Logistic regression, also called logit regression or logit model is being used for forecasting the 
result of a categorical dependent variable (DV) in view of one or more independent variables (IVs). It 
is applied as a part of assessing the parameters of a qualitative model of which the DV is either binary 
for two categories of DV or multinomial if there are more than two categories of DV [16]. Logit 
regression estimates the connection between the categorical DV with IVs with probability scores as 
the predictive value of the DV. Its function is similar to probit regression except that probit regression 
acts as standard distribution function instead of logistic function.  
 
The formula for logistic regression is as follows: 
Logit (p) = log [p/ (1 – p)] = α + β1X1 + β2X2 + ….. + βnXn                                                                 (5) 
where, 
 
p represents the outcome probability,  
α represents the intercept term,  
β1 … βn correspond with the coefficients in the linear grouping of descriptive variables,  
Xi, for i = 1… n.  
2.2 Artificial Intelligence-based/Machine Learning Methods  
 
 Some of the AI-based methods being suggested and explored by researchers are artificial neural 
networks [19-22], genetic algorithms [23-25], and artificial immune system [26-27]. Upon identifying 
the set of factors to be used, the weight for each factor will be set randomly. Then the AI-approach 
is used to generate the best combination of weights that can produce the highest percentage of 
correct prediction. 
 Artificial Neural Networks are computational techniques that present a mathematical model 
based upon the neural structure of intelligent organisms and who acquire knowledge through 
experience. Introduced in the eighties, an artificial neural network processes certain characteristics 
and produces replies like those of the human brain. It is developed using mathematical models in 
which the following suppositions are made [59]:  
 
i. Process of information takes place within the so-called neurons;  
ii. Stimuli are transmitted by the neurons through connections;  
iii. Each connection is associated to a weight which, in a standard neural network, multiplies itself 
upon receiving a stimulus;  
iv. Each neuron contributes for the activation function (in general not linear) to determine the 
output stimulus (response of the network). 
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 Genetic algorithm (GA), resembling the evolution of the species proposed by Darwin [60] 
comprises of a population of chromosomes representing the various possible solutions for the 
proposed problem. Solutions that are selected to shape new solutions via a cross-over process are 
determined according to the fitness of the parent chromosomes. Thus, the fitter the chromosome is, 
the higher the possibility of reproducing itself. This process is repeated until the rule of halt is 
satisfied. Every genetic algorithm goes through the following stages:  
 
Step 1: Initially a population is generated, formed by a random set of individuals (chromosomes) that 
may be viewed as possible solutions for the problem.  
Step 2: A function of fitness is defined to evaluate the “quality” of each one of the chromosomes. 
Based on the results of the fitness function, a percentage of the best fit is maintained while the others 
are rejected (Darwinism).  
Step 3: Two best-fit parents are chosen for cross-over process to produce a pair of offspring based 
on a specific cross-over criterion. The same criterion is used with another chromosome and the 
material of both chromosomes is exchanged. If there is no cross-over, the offspring is an exact copy 
of the parents.  
Step 4: Mutation, which is an alteration in one of the genes of the chromosome, may be performed 
next. The purpose of mutation is to avoid that the population converges to a local maximum. Thus, 
should this convergence take place, mutation ensures that the population will jump over the 
minimum local point, endeavoring to reach other maximum points.  
Step 5: Verification of the halt criterion: once a new generation is created, the criterion of halt is 
verified and should this criterion not have been met, one returns to the stage of the fitness function 
(Step 2). 
 
 In a conventional artificial immune system (AIS) algorithm, a classifier system is constructed as a 
set of exemplars that can be used to classify a wide range of data and in the context of immunology, 
the exemplars are known as B-cells and the data to be classified are known as antigens. A typical AIS 
algorithm operates as follows [61]:  
i. First, a set of training data (antigens) is loaded and an initial classifier system is created as 
a pool of B-cells with attributes either initialised from random values or values taken from 
random samples of antigens.  
ii. Next, for each antigen in the training set, the B-cells in the cell pool are stimulated. The 
most highly stimulated B-cell is cloned and mutated, and the best mutant is inserted in the 
cell pool. To prevent the cell pool from growing to huge proportions, B-cells that are similar 
to each other and those with the least stimulation levels are removed from the cell pool.  
iii. The final B-cell pool represents the classifier. 
 
 Machine learning on the other hand, refers to a set of algorithms specifically designed to tackle 
computationally intensive pattern-recognition problems in extremely large datasets. These 
techniques include radial basis functions, tree-based classifiers, and support-vector machines, and 
are ideally suited for consumer credit-risk analytics because of the large sample sizes and the 
complexity of the possible relationships among consumer transactions and characteristics. Having 
identified the pattern, the forecasting model will be developed using any suitable forecasting 
techniques. Li et al. [28] and Bellotti and Crook [29] discussed in detail some of the applications of 
machine learning-based model to consumer credit. 
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3. Method of Choice 
 
 Logistic regression is superior to other methods in predicting defaults ([4], [15], [17]). It is easy 
to explain, very tractable, convenient, most practical and favorable technique in practice. However, 
Neophytou et al. [17] suggested that neural network is equally superior as its overall predictive ability 
is comparatively high. Nevertheless, logit model produces slightly lower type I error rates i.e. error in 
classifying bad loan as a good loan with an average of score of 16% compared to 17% for the neural 
networks. In addition, Koh et al. [8] noted that logistic regression is the most stable model despite of 
neural network having the best overall accuracy rate and Vojtek and Kočenda [4] suggested that even 
though the AI-based methods such as neural networks able to perform with missing values and 
multicollinearity issues, the processes are mathematically demanding and some techniques are 
complicated to elaborate. Finally, even though neural network can possibly create fantastic results, 
the failure to give details of the outcome show a real disadvantage to put these techniques into 
practice. 
 Regardless of which technique is being implemented currently, to improve the accuracy of the 
prediction, i.e. to revise the current credit scoring model used, we suggest the following: 
For the case, whereby all the required historical data are available,  
i. Reformulate the currently-used model using the historical data available; or 
ii. Using the same historical data, calculate the probability of default for each type of clients.  
 
Then, set the benchmark probability for loan acceptance/rejection. The benchmark probability 
can be set using either the expected profit margin, or expected loss. This way, the loan granting 
process can be done using a simple probability screening process without having to deal with a 
complicated scoring model. 
 On the other hand, in the case of the non-availability of historical data, particularly when we 
want to revise the model by including some new variables into the model, two possible techniques 
to be used to identify the suitable set of criteria will be the Decision-Making Trial and Evaluation 
Laboratory (DEMATEL) technique and the Analytic Hierarchy Process (AHP) technique. The way both 
techniques work is similar to the way the initial solution for the AI-techniques is produced. However, 
rather than allowing the AI-techniques to search for the best combination of weights, DEMATEL and 
AHP generate the weights through expert opinion and evaluation. 
 The next three sections will discuss on the potential factors that can be included in the credit 
scoring model, followed by the explanation on DEMATEL and AHP, respectively.  
 
4. Factors to be considered in Credit Scoring 
 
The objective of credit scoring is to estimate, by experimental way, the risk of giving out loan to 
specific criteria of borrower. This objective can be attained with a decision model that enables a bank 
to forecast future repayment trend of a candidate with identical attributes to historical data of past 
applicants. Variables containing the information of the characteristics of borrowers are applied into 
the credit scoring model. Credit scoring model will utilize this data to forecast the likelihood that loan 
will be promptly reimbursed ([1], [33]). It is therefore important to develop a scoring model which 
consists of the right variables. The criteria or variables or factors of borrowers with problem debts 
can be segregated based on demography and education; events in life; financial literacy and over 
indebtedness; credit lending policy and the role of government [34 - 37]. These factors can be further 
segregated into two common features [4-5]: reliability in estimating the probability of default and 
the ability to provide explanations when a method in credit-scoring is being applied to evaluate the 
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loan submission. The factors can also be separated into four different indicators as the following [5]: 
i. Financial Indicators - financial status or position of the loan applicant in repaying the loan. 
ii. Demographic Indicators - quantifiable characteristics such as such as age, race, sex, and 
level of education, among others. 
iii. Employment Indicators - employed, self-employed, or unemployed. 
iv. Behavioral Indicators - history with financial institutions. 
 
Besides all the factors mentioned above, some of these other factors can be considered as well. 
The factors are: 
i. Life Events - problematic debt was more often due to a gradual accumulation of 
circumstances and range of reasons but the main ones were redundancy or job loss, 
followed by relationship breakdown, and sickness or disability, which usually result in late 
payments or defaults ([34], [39–40]).  
ii. Credit Lending Practices - for some people credit had been too easy to obtain. Cross selling 
was often encouraged, by ‘rewarding’ customers’ ability to repay by offering a further 
loan. Again, the ‘manageability’ of installment amounts, and the flexibility for borrowers 
to miss repayments from time to time was seen as more important than the interest being 
charged. Banks’ demands for up-front lump-sums to start repayment plans reduced their 
aptitude to cope with their debts more effectively. In addition, excessive bank charges 
and penalties exacerbated debts, make it even more difficult for borrowers to meet their 
ends and service their existing debts [39].  
iii. Government Policy - Ernst & Young, in the World Islamic Banking Competitiveness Report 
2013–14 reported that structurally flawed economic policies that provided little or no 
incentives for long term savings may lead to maturity mismatch situation like what 
happened during 2007-08 financial crises whereby banks have significant long term asset 
but lack of short-term liability such as savings. For instance, government policy in some 
countries focused on rising home ownership through various programs such as providing 
down payment assistance to help low-income and minority families obtain mortgages 
which led to the root of crisis of large increase of sub-prime mortgage lending [41].  
 
5. Decision-Making Trial and Evaluation  
 
Decision-making trial and evaluation laboratory technique (DEMATEL) can be used to identify the 
causal-effect relations between the candidate criteria to be included in the credit scoring/risk model. 
The steps to apply DEMATEL can be simplified as follows [30-32].  Firstly, each decision maker is 
requested to specify the direct influence between any two criteria based on a scale consisting of 
0,1,2,3, and 4 representing “no influence”, “low influence”, “medium influence”, “high influence”, 
and “very high influence”, respectively. Then, execute steps [56]: 
i. Calculate the direct-influenced matrix normalization. 
ii. Produce the total-relation matrix. 
iii. Draw the causal diagram. 
iv. Obtain the inner dependence matrix and impact relationship map. 
v. Obtain the inner dependence matrix. In this step, the sum of each column in total-
relation n×n matrix is equal to 1 by the normalization method and then the inner dependence matrix 
can be acquired.  
 
Step 1: Calculate the average matrix Z = [zij]. A group of m experts and n factors are used in this 
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step. Each expert is asked to view the degree of direct influence between two factors using the scales 
given earlier based on pair-wise comparison. The degree to which the expert perceived factor i to 
affect factor j is denoted as xij. For each expert, an n x n non-negative matrix  is constructed, where 
k is the number of the experts participating in the evaluation process with 1≤ k ≤ m. Thus, X1, X2, 














                                                                                                                               (6) 
 
Step 2: Calculate the normalized initial direct-relation matrix D = [dij]. Each element in matrix D 
is ranged between [0,1]. It is calculated as: 
 































                                                                                   (8) 
 
Step 3: Derive the total relation matrix T. The full direct/indirect influence matrix T is derived using 
the following formula: 
 
T = D(I -D)-1                                                                                                                                  (9) 
 
where I is an n x n identity matrix. 
 
Step 4: Calculate the sum of rows and columns of matrix T. In this total-influence matrix T, the 





















==                                                                                                                          (11) 
 
ri indicates the direct and indirect effects that factor i has on the other factors. cj on the other hand 
shows the sum of direct and indirect effects that factor j has received from the other factors. If j = i, 
the value of (ri + ci) represents an index of the strength of influences given and received or the degree 
of the central role that factor i plays in the problem.  In contrast, the value of (ri - ci) shows the net 
contribution by factor i on the system. If (ri - ci) is positive, factor i is affecting other factors. When (ri 
- ci) is negative, factor i is being influenced by other factors [56 – 57]. 
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Step 5: Set a threshold value α. α is computed by the average of the elements in matrix T to 













α                                                                                                                                    (12) 
 
where N is the total number of elements in matrix T. 
 
Step 6: Build a cause and effect relationship diagram. The cause and effect diagram is constructed 
by mapping all coordinate sets of (ri + ci, ri - ci) to visualize the complex interrelationship and provide 
information to judge which are the most important factors and how influence affected factors [30]. 
The factors where tij is greater than α will be selected and shown in the cause and effect diagram 
[58], thus becoming the potential variables or factors to be included in the scoring model. The 
selected variables will then be given proper weights and the weights will be decided with the help 
from the experts. 
 
6. Determining the Weight of Criteria using UHP  
 
The primary objective in credit scoring is to develop an effective scoring model which contains 
only a small number of predictor variables. These scoring algorithms or “scorecards” are then used 
to evaluate all credit applicants in the future. This allows for consistency in credit evaluation and 
efficiency in processing. When implemented effectively, the scorecard should be able to rank order 
the entire population of applicants by risk [42]. Having selected the predictor variables, the proper 
weights to indicate the level of influence each variable has on the final score in the credit risk model 
must be determined. Among the techniques to determine weights are weight-of-evidence and 
information value technique [43], ELECTRE [44] and analytic hierarchy process (AHP) [45]. Among 
those techniques, AHP is the most widely used technique. 
AHP is a technique that simplifies a complex problem by means of hierarchical analysis 
methodology, which enables subjective judgments among different criteria. AHP has indeed also 
been used to build a credit risk assessment model [46]. Serrano-cinca et al. [47] claimed that AHP 
provides a good solution to deal with the financial vs. social problem. The model assesses the credit 
history of the applicant (past), accounting information and intangible assets from the applicant itself 
(present), and the project to be financed, from the financial and from the social point of view (future). 
These criteria are reflected in different measurable indicators, which are evaluated by credit analysts. 
Beyond a score, the model allows identifying the strengths and weaknesses of the project to be 
financed. 
AHP, as a tool to build expert systems, allows incorporating the knowledge of human specialists 
in a given subject into computer software that allowed the calculation of financial ratios or 
discounted cash-flows and the matrix calculus needed by AHP. The software has four main tabs, 
representing each of the AHP stages: (1) modelling, (2) prioritization, (3) assessment and (4) 
synthesis. AHP generates a weight for each evaluation criterion according to the decision maker’s 
pairwise comparisons of the criteria. The higher the weight, the more important the corresponding 
criterion. Next, for a fixed criterion, AHP assigns a score to each option according to the decision 
maker’s pairwise comparisons of the options based on that criterion. The higher the score, the better 
the performance of the option with respect to the considered criterion. Finally, AHP combines the 
criteria weights and the options scores, thus determining a global score for each option, and a 
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consequent ranking. The global score for a given option is a weighted sum of the scores it obtained 
with respect to all the criteria. Explicitly, AHP will be conducted as follows [45]: 
Step 1: Compute the vector of criteria weights. In order to compute the weights for the different 
criteria, AHP starts creating a pairwise comparison matrix A. The matrix A is a m x m real matrix, 
where m is the number of evaluation criteria considered. Each entry ajk of the matrix A represents 
the importance of the j-th criterion relative to the k-th criterion. If ajk > 1, then the j-th criterion is 
more important than the kth criterion, while if ajk < 1, then the j-th criterion is less important than 
the kth criterion. If two criteria have the same importance, then the entry ajk is 1. The relative 
importance between two criteria is measured according to a numerical scale from 1 to 9, as shown 
in Table 1, where it is assumed that the j-th criterion is equally or more important than the k-th 
criterion. 
Table 1 
Table of relative scores 
Value of ajk Interpretation 
1 j and k are equally important 
3 j is slightly more important 
than k 
5 j is more important than k 
7 j is strongly more important 
than k 
9 j is absolutely more important 
than k 
 
Step 2: Compute the matrix of criteria scores. Firstly, the eigenvalue(s) of matrix A needs to be 
calculated. The scores or weights obtained by the criteria are derived from the eigenvector of matrix 
A that corresponds to the largest eigenvalue of matrix A. 
Step 3: Check the consistency of the pairwise comparison matrix. When many pairwise 
comparisons are performed, some inconsistencies may typically arise. AHP incorporates an effective 
technique for checking the consistency of the evaluations made by the decision maker through a 







CI                                                                                                                                               (13)  
 
A perfectly consistent decision maker should always obtain CI = 0, but small values of 
inconsistency may be tolerated.  In particular, if   the inconsistencies are tolerable, and a reliable 
result may be expected from the AHP comparison matrix. RI is the Random Index, i.e. the consistency 
index when the entries of matrix A are completely random. The values of RI for small problems (m ≤ 
10) are shown in Table 2. 
 
Table 2 
Values of the Random Index (RI) for small problems. 
m 2 3 4 5 6 7 8 9 10 
RI 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.51 
 
One major problem with the AHP process is the consistency of the pairwise comparison matrices 
[48-50].  To address this problem a proposed pre-Likert scale-AHP approach by Nazri et al. [51] 
manages to solve the issue. In their approach, instead of asking decision makers to directly perform 
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pairwise comparisons among the attributes and criteria, the decision makers will be asked to only 
rank the level of importance of each attribute or criteria in determining the final decision for any 
particular problem using Saaty’s Likert scale ranging from 1 (least important) to 9 (extremely 
important). Later, the evaluations from the Likert Scale are converted into Saaty’s pairwise 
comparison table. By doing so, the pairwise comparisons will always be consistent regardless of the 
number of attributes being analysed. Specifically, Nazri et al. [51]’s approach is as follows:  
Suppose we have M criteria. Each evaluator must then rate the level of importance of each 
criterion in determining the weight of that criterion towards the final goal. Suppose that the 
evaluator rates criterion i as wi and criterion j as wj. Then aij which is the pairwise comparison value 
between criterion i and criterion j will be determined as follows: 
 
Let b = wi – wj  
If b > 0 then aij= b+1  
If b = 0 then aij = 1                                                                                                                               (14) 
If b < 0 then aij = 1/(1-b)  
 
These aij-values will then be transferred into the pairwise matrix A. Once the pairwise matrix 
A is obtained, the weight for each criterion will be calculated using the existing AHP technique. The 




From the review above, although some of the AI-based techniques are reported to produce 
superior credit scoring models, in terms of user-friendliness and the simplicity of usage, the 
techniques are still behind those from the statistical-based techniques. As such, the statistical-based 
techniques are still the methods of choice for bankers. Among the techniques, the most popular one 
is the logistic regression. However, the variables used must be carefully selected and the weights 
given to the variables must be carefully determined. Unfortunately, the model developed can only 
be verified with the availability of previous historical data. If the data are not available, then one 
suitable method of choice to determine the relevant criteria and the suitable weights for the criteria 
will be through the combination of DEMATEL and pre-Likert scale AHP whereby the judgments will 
be executed by experts who are directly involved in performing this credit screening task. The process 
of combining DEMATEL and pre-Likert scale AHP is summarized by the flowchart in Appendix A. 
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