Abstract: Precipitation extremes are localized and spatially heterogeneous events. Magnitude of precipitation extreme is expected to be spatial resolution dependent. Heavy precipitation extremes tend to be less intensive at coarser resolutions due to the averaging effect of the neighbouring less extreme events. Given the resolution dependent , this study aims to investigate how spatial resolutions affect projected changes in precipitation extremes between future and historical periods,
, tend to underestimate precipitation extremes at finer resolutions. These previous studies focused on the sensitivity of precipitation extreme values to spatial resolutions . However, how do spatial resolutions affect projections of changes in precipitation extremes, e.g. 5
(future extremes -historical extremes), is still unclear. Since is a common metric to project future changes, therefore an investigation on its sensitivity to spatial resolutions is crucial to understand the uncertainties and reliability of GCMs' projections in precipitation extremes with reference to spatial resolutions.
In practice, downscaling (e.g. statistical and dynamical approaches) and upscaling (e.g. interpolation) are commonly adopted 10 to either downscale coarse GCM simulations to a finer resolution or upscale reference data at a finer resolution to a coarser resolution (e.g. Mladjic et al., 2011; Eden et al., 2012) . The advantages and shortcomings of various downscaling and upscaling methods have been extensively discussed and examined in previous studies (e.g. Schmidli et al., 2006; Xu and Yang, 2012) . For example, statistical downscaling is usually criticized for lack of physical basis, while dynamical downscaling, though computationally intensive, may result in more uncertainties to the results caused by the limitations of 15 regional climate models (Wilby 1994; Wilby and Wigley 1997) . In general, the strategies to solve the differences in spatial resolutions between GCMs and other data sources, especially site-scale observations, can be classified into three types: (1) downscale GCM outputs to the site scale, and compare downscaled simulations and station-based observations at the site scale (e.g. Li et al., 2013; Mullan et al., 2016) ; (2) upscale site-scale observations to grid cells of spatial resolutions of GCMs and compare the results at a gridded scale (e.g. Sillmann et al., 2013a Sillmann et al., , 2013b ; (3) compare grid-scale indices with site-scale 20 observations directly under the assumption that site-scale observations are representative of areal distributed conditions (hereafter "grid-point comparison") (e.g. Ma et al., 2009; Hu et al., 2016) . Because intensities of precipitation extremes are sensitive to spatial resolutions, projections of precipitation extremes at various spatial resolutions should be different. Here we examine the effect of spatial resolutions on changes in precipitation extremes between two periods, i.e.
, based on the site-scale observations and gridded GCM simulations across China. Therefore, this study aims to 1) quantify the 25 sensitivity of to spatial resolutions from site to gridded scales; 2) analyze performances of GCMs at various resolutions in simulating precipitation extremes using the three aforementioned comparison strategies, i.e. site-scale, gridscale, and grid-point comparisons; and 3) examine impacts of spatial scales on projected changes in seasonal precipitation extremes across China given performances of GCMs at various scales. The results of this study will help us to better understand the effect of spatial resolutions on projections of precipitation extremes, as well as the reliability and scaling-30 aggregation problems in GCM simulations.
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Ground observations of daily precipitation and temperature from 509 rain stations across China are collected from the National Meteorological Information Center of China Meteorological Administration (Fig. 1) . The observed precipitation is valid for the period of 1960-2010 under good quality control (Zhang et al., 2011) . Besides the lack of long-term ground observations in the Tibetan Plateau and the Taklimakan Desert in the westernmost China, the ground stations are fairly evenly distributed across China. The gridded observations at the 2.5 o ×2.5 o spatial resolution are constructed by interpolating 5 the station-based observations using the natural neighbor interpolation method (Watson 1992 (Watson , 1994 Conti et al., 2014) .
Furthermore, we collect simulated daily precipitation from 12 GCMs in the World Climate Research Program's CMIP5 for the historical, Representative Concentration Pathway 2.6 (RCP2.6) and RCP8.5 scenarios (Tab. 1; Van Vuuren et al. 2011; Riahi et al. 2011; Taylor et al. 2012 ). In the grid-scale comparison, GCM outputs are re-gridded to the 2.5 o ×2.5 o spatial resolution using the bilinear algorithm in Earth System Modeling Framework software so that GCM outputs have the same 10 resolution of gridded observations (Hill et al., 2004) . Precipitation extreme indices, including consecutive dry days (CDD), number of wet days (NW), max 5 day precipitation amount (R5d), number of heavy precipitation days (R10), precipitation fraction due to very wet days (R95T) and simple daily intensity index (SDII), are estimated for spring (MAM), summer (JJA), autumn (SON), and winter (DJF) (Tab. 2). These precipitation extremes have been extensively used in the literature (e.g. IPCC, 2012; Sillmann and Roeckner, 2008; Li et al., 2013; Chen et al. 2016 Taylor diagrams are used to assess performances of GCMs in simulating precipitation extremes by comparison against the 10 observation (Taylor, 2001; Kwok 2011; Li et al., 2013) . In a Taylor diagram, the correlation (R), root-mean-square difference (E R of a GCM can locate a point in the Taylor diagram. Based on the cosine 15 relationship, the corresponding Ê is obtained and represented by the dashed semicircles centered at the unity on the abscissa in the diagram. After the normalization, the observation is plotted at the unit distance from the origin along the abscissa. The performance of a GCM can be described by the degree to proximity between the point representing the GCM and the point representing the observation. The 2-sample Kolmogorov-Smirnov (KS) test, a commonly used nonparametric hypothesis test, is used to examine whether the probability distributions of downscaled and observed extremes are 20 statistically identical (Massey, 1951; Miller, 1956; Stephens, 1970) . The KS test is conducted at 5% significance level. various spatial resolutions. Projections of future precipitation extreme were usually based on changes between a future period and a historical period in previous studies, i.e.
. Therefore, analyzing the sensitivity of observed to various grid cell sizes will help us to better understand impacts of spatial resolutions on future projections of precipitation extremes.
5
The sensitivity analysis based on the observational data shows that spatial resolutions have considerable impacts on magnitudes of precipitation extremes in the pseudo-historical period, i.e. , and the impacts to different precipitation extremes are various (Fig. 2) . The magnitudes of CDD, R5d, R10, R95T, and SDII are significantly reduced as spatial resolutions are coarser, due to the averaging effect of precipitation which is highly variable spatially. R5d can decrease from about 120 days to about 60 days (about a 50% reduction) when the spatial resolutions increase from the site 10 those at the site scale. These changes in magnitudes of different precipitation extreme indices as the grid cell sizes increases can be explained by the spatial heterogeneity of daily precipitation. Different regions in a grid cell can experience different 15 storm mechanisms and precipitation characteristics, such as the occurrence, storm intensity, etc., therefore the probability of occurrence of precipitation events of a grid cell increases when the grid cell size increases. Hence NW increases but CDD decreases in coarser spatial resolutions. On the other hand, the spatially heterogeneity of precipitation intensity means that the intensity of heavy precipitation events in a location can be attenuated by the surrounding less intensive precipitation, thus the average precipitation intensity decreases as a grid cell becomes larger, such as reductions in R5d, R10, R95T, and SDII as 20 grid cell sizes increase. Our results for various precipitation extremes are in good agreement with the findings of Chan and Knutson (2007) , in which substantial reductions in 30-yr return levels of daily precipitation was found at coarser spatial resolutions.
In contrast, the changes between precipitation extremes of 1986-2005 and 1961-1985, i.e. , are much 25 less sensitive to spatial resolutions (Fig. 2) between two periods is less sensitive to spatial resolutions than its magnitudes to spatial resolutions. The insensitivity of changes between two periods with respect to spatial resolutions also can be identified for other precipitation extreme indices. Fig. 3a . The S of NW, R5d, R95T, and SDII change slightly as spatial resolution increases at rates of about 10 0%/K, 2-3%/K, 2-3%/K, and 0-2%/K, respectively. At the same time, as expected, changes in temperature are much more spatially homogenous than precipitation as shown in Fig. S4 . Therefore, based on Eq. 5, the stable S and at various resolutions mean should be relatively insensitive to spatial resolutions ( Fig. 2) . S of R95T and R10 change more considerably with an increase from about 4%/K to 15%/K, and a decrease from about 0%/K to -5%/K as the spatial resolution increases from the site scale to the 4
respectively. Therefore, sensitivities of changes in R95T and R10 are larger than the sensitivities of other extremes, but are still much smaller than the sensitivities of their magnitudes to spatial resolutions (Fig. 2) . The dashed lines in Fig. 3 are regressions of slopes of precipitation extremes derived from GCMs versus their raw resolutions, showing that the slopes of GCMs change in similar rates with the observations.
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Based on the above definition of slope , the change in an extreme index between the future and historical periods at a spatial resolution r can be computed by
where , and , are precipitation extremes of future and historical periods at a spatial resolution r, respectively; , and
, are the climatology of annual mean temperature of future and historical periods at resolution r, respectively. Therefore, 25 the difference of changes in extremes of two periods between resolutions r1 and r2 can be computed as
Based on Eq. 7, the difference of changes in extremes at resolutions r1 and r2, i.e. to spatial resolution compared to , , . Based on Eq. 8, the sensitivity of changes in precipitation extremes to spatial resolutions is a function of the sensitivity of the magnitudes to spatial resolutions, the sensitivity of the slopes to spatial resolutions, and summer, autumn, and winter, respectively. The statistical downscaling method tends to underestimate R95T. The downscaled R95T is 0.26%, 1.74%, and 2.56% lower than the observations in spring, summer and winter, respectively. The performance of downscaled SDII is good, as indicated by the differences of 0.01 mm/day, -0.51 mm/day, 0.00 mm/day, and -0.19 mm/day 20 in spring, summer, autumn and winter, respectively. Moreover, the 2-sample KS test is used to compare the probability distributions of downscaled with those of observed precipitation extremes. The proportions of stations with statistically the same probability distributions between downscaled and observed extremes are shown in Tab. 5. According to the 2-sample KS test at the 5% significance level, more than 96% of the stations have probability distributions of downscaled and observed CDD, NW, R5d, and SDII that are statistically the same. In spring, summer, and autumn, more than 86% of the 25 stations are identified with the same distributions of downscaled and observed R10, while the corresponding proportion for winter is relatively lower at 71%. The downscaled R95T performs better in summer than other seasons, when the proportions or stations that have statistically the same distributions are 79%, 76%, and 48% in spring, autumn, and winter, respectively. (Fig. 7) . Therefore, the site-scale comparison indicates that the downscaled GCMs are able to simulate seasonal precipitation extremes with acceptable performance, (Fig. 4) . The correlations of R95T is about 0.8 in spring and summer, and about 0.5-0.7 in autumn and winter, and the normalized standard deviations are about 0.5-0.7 in spring and winter (Fig. 5) . The correlations between simulated and observed grid-scale SDII are mostly about 0.6-0.7, which are substantially lower than those at the site scale of about 0.95-0.99 (Fig. 6) . In comparing 10 areal means between simulated and observed extremes at the gridded scale, CDD, R95T, and SDII are all underestimated in the four seasons (Fig. 7) . The simulated NW, R5d, and R10 are generally higher than the observations. Tab. 4 shows that differences between areal means of the GCMs and observations at the gridded scale are larger than those at the site scale.
The site-scale and grid-scale comparisons show that GCMs generally have the ability in simulating representative seasonal precipitation extremes, and their performances at the site scale are much better than at the gridded scale. The better 15 performances of GCMs at the site scale are attributed to the statistical downscaling method which explicitly incorporates the site-scale information of precipitation to the future values when downscaling the GCMs, while re-gridding GCM simulations based on certain interpolation algorithms does not incorporate this information.
In the grid-point comparison, precipitation extremes estimated from GCMs at their raw gridded resolutions are directly 20 compared with the observed values at stations located within the corresponding grid cells. The Taylor diagrams show that the grid-scale CDD, R95T and SDII estimated at GCMs' original resolution hardly match observed values at the site scale . For R95T, the correlations between GCMs and observations in four seasons are negative, and the normalized standard deviation of the multimodel ensemble is 2. The normalized standard deviations of CDD in spring, autumn, and winter are about 0.5-0.6, and those in summer is better with value of 1. The normalized standard deviations of SDII in four seasons are 25 only about 0.4-0.6, which is much lower than the downscaled SDII. The correlations of CDD and SDII between at GCMs raw resolutions and at the site scale are mostly around 0.6-0.7, which are lower than the downscaled CDD and SDII with correlations of 0.95-0.99. Tab. 4 shows the in the grid-point comparison are larger than those in the site-scale comparison but similar to those in the grid-scale comparison. The CDD derived from GCMs' original resolutions are 7.55, 3.68, 5.80, and 10.09 days less than the site-scale observations in spring, summer, autumn, and winter, respectively. On the 30 other hand, GCMs at raw resolutions overestimate NW and R10, especially for gridded NW, which are 14.52, 22.82, and 11.52 days larger than the site-scale observations in spring, summer, and autumn, respectively. The gridded R5d is 7.31 mm higher, 16.29 mm lower, and 6.01 mm higher than the grounded observation in spring, summer, and winter, respectively. The box-and-whisker plots of the second and third columns in Fig. 7 show that similar results are obtained from comparing 
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The magnitudes of precipitation extremes in the site-scale, grid-scale and grid-point comparisons in the box-and-whisker plots in Fig. 7 show similar changes as in Fig. 2 for data of coarser resolutions. In the grid-scale comparison, the magnitudes of CDD, R5d, and SDII estimated from both GCMs and observations at the 2. We further analyze the spatial distributions of the differences between simulated and observed extremes, i.e. , obtained from the site-scale and grid-point comparisons. In the grid-point comparison, for each individual GCM, the GCM precipitation extreme of each station is the value of the grid cell in which the station is located. The precipitation extremes based on values given in GCMs' grid cells where the stations are located are compared against the observed extremes of the 15 corresponding stations. Based on the above discussion, results for the grid-scale comparison are similar with that of the gridpoint comparison, and so only the latter is considered in the following spatial analysis. As shown in Fig. 8 , at the site scale, the simulated CDD in most parts of China is within +/-2 days compared to the observed CDD in spring and summer. The observed CDD in autumn are 2-6 days higher than that of the GCM simulations, especially for the southeast and northwest China, while the winter CDD in northwest China are overestimated by GCMs by about 4-8 days. In the grid-point 20 comparison, GCMs at the original spatial resolutions significantly underestimate the CDD, e.g. the CDD simulated by GCMs in middle and western China is 8 days less than that of the observations. At the site scale, the differences between simulated and observed R5d are within -5 to 5 mm in most parts of China, but the summer R5d in the southeast China is underestimated by 10 -20 mm in the GCMs. In autumn, GCMs overestimates the R5d in southeast China by 5 -15 mm. In the grid-point comparison, the bias of GCM R5d relative to observed R5d has an obvious spatial pattern. The spring and 25 summer R5d in the southeast China simulated by the GCMs are 20 mm less than the observations, while those in southwest China and the Yangtze River Basin are >20 mm higher than the observations. The differences between the simulated and observed SDII are within -1 to 1 mm/day across China at the site scale, which demonstrates the good performance of downscaled GCM simulations in representing SDII. Similar to other indices, the differences between simulated and observed SDII in the grid-point comparison are larger than those at the site scale, as shown by the underestimation of spring, summer 30 and autumn SDII in southeast China in GCMs. In winter, the SDII simulated by GCMs in north China is about 1-3 mm higher than the observations. For NW and R95T, relatively large bias is found between GCMs and observations in west China compared to other regions, and in the grid-point assessment compared to the site-scale assessment (Fig. S5) .
Hydrol . Projected changes of precipitation extremes during 2071-2100 under RCP8.5 relative to 1971-2000 under historical scenario are conducted at the site scale and at the GCMs' raw spatial resolutions. Based on Eq. 7, differences in projected changes at various spatial resolutions will be positively related to projected temperature changes. Since temperature is projected to increase substantially at the end of the 21 st century under RCP8.5, this scenario is chosen so that the differences in projected changes 20 with respect to resolutions will be more obvious. To display projected changes in precipitation extremes estimated at various raw spatial resolutions of GCMs which can be different from each other (Tab. 1), the precipitation extreme of each grid cell is assigned to the meteorological stations that are located with the grid cell. Then for each station, the multimodel ensemble of the precipitation extremes from different GCMs is computed as the ensemble mean of precipitation extremes from the
GCMs. 25
As predicted by the Eq. 7, differences in projected changes of seasonal precipitation extremes at the site scale and at their GCMs' raw resolutions are expected to be small (Fig. 9) . At the site scale, CDD in the southeast China is projected to increase marginally by 2 -4 days in spring and summer, and by 2 -6 days in autumn, respectively. However, CDD is projected to decrease in northwest China by the end of the 21 st century, especially in spring and winter when the projected 30 decrease can exceed 10 days. Projections of CDD from GCMs' original resolutions show very similar spatial patterns and change rates, while changes in winter are relatively modest compared to the site scale. At the site scale, decreases in NW in southeast China can be found in spring, summer, and winter with rates at about -4 --1 days, while increase can be found in west China in spring and winter with rates at about 1-3 days. Again, the projected changes in NW at the GCMs' raw resolutions and at the site scale show very similar patterns. At both scales, R5d is projected to increase across China, especially in southeast China. In spring, the R5d is projected to increase by 20 -35 mm in southeast China, and by 0 -15 mm in north. In summer, substantial increases in R5d are projected in east China, which are mostly larger than 40 mm. On the other hand, in northwest China, the summer R5d is only 0 -5 mm higher than that during 1971-2000. In winter, R5d is merely projected to increase by 0 -5 mm across China, which means only marginal change in winter R5d is expected. 5
However, projected changes in the summer R5d at the raw resolutions of GCMs exhibit a different spatial pattern from those at the site scale. The summer R5d at GCM's raw resolutions reach the maximum in southwest China with increasing rate > 40 mm. In southeast China, R5d at the GCMs' raw resolutions is projected increase by 15 -25 mm, smaller than those at the site scale. At both the site scale and GCMs' original resolutions, SDII is projected to increase in most parts of China in spring, summer and autumn by 1 -2.5 mm. 10 Therefore, even though the differences in magnitudes of precipitation extremes are large between the site scale and the GCMs' raw resolutions, the differences in projected changes are much smaller between different scales, which is in agreement with the Eq. 7 and the sensitivity analysis. Statistical downscaling can significantly improve the performances of GCMs in projecting magnitudes of precipitation extremes (Figs. 4-7) , but it does not seem to have considerable effect on the 15 projected changes in precipitation extremes. Hence, given considerable degree of uncertainties among GCMs as shown in the Taylor diagrams (Figs. 4-6) , the relatively minor effects of spatial resolutions on projected changes indicate that projections of changes in precipitation extremes at various spatial resolutions published in the previous studies should be comparable to some extent.
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Conclusions
In this study, magnitudes and changes, i.e. , in precipitation extremes are estimated from the site scale to the 2) The difference in changes in precipitation extremes of two periods at two resolutions is a function of the sensitivity of magnitudes of precipitation extremes to spatial resolutions, the sensitivity of fractional changes in precipitation extremes relative to temperature increase to resolutions, and changes in temperature of the two periods. The fractional changes relative 5 temperature of NW, R5d, R95T and SDII are about 0-2%/K at the site scale. Our results demonstrate the insensitivity of changes in precipitation extremes to spatial resolutions, even though the magnitudes of precipitation extremes are sensitive to spatial resolutions.
3) Performances of GCMs in simulating precipitation extremes in the site-scale comparison are better than those in the gridscale and grid-point comparisons, because of the empirical relationships developed by statistical downscaling between grid-10 and site-scale precipitation extremes. In the site-scale comparison, when the future extremes of GCMs are downscaled to the site scale, the relationship implicitly corrects model biases and other differences between models and observations. 
