In many important cases, the rate of excitation of a system embedded in an environment is significantly smaller than the internal system relaxation rates. An important example is that of light-induced processes under natural conditions, in which the system is excited by weak, incoherent (e.g., solar) radiation. Simulating the dynamics on the time scale of the excitation source can thus be computationally intractable. Here we describe a method for obtaining the dynamics of quantum systems without directly solving the master equation. We present an algorithm for the numerical implementation of this method, and, as an example, use it to reconstruct the internal conversion dynamics of pyrazine excited by sunlight. Significantly, this approach also allows us to assess the role of quantum coherence on biological time scales, which is a topic of ongoing interest.
I. INTRODUCTION
Natural light-induced processes such as photosynthesis [1, 2] , vision [3] [4] [5] [6] , and photocell function [7] [8] [9] , as well as noise-induced dynamics [10, 11] , are characterized by continuous, weak excitation. For example, the excitation rate associated with solar illumination and a typical transition dipole moment of 10 D is on the order of an inverse microsecond [12] . The time scale grows larger as the intensity of radiation is reduced [5] . By contrast, the internal dynamics associated with light-harvesting complexes [1, 2] or light-sensing molecules such as the retinal chromophore [3, 6, 13, 14] , as induced in pulsed laser experiments, occur on a femtosecond time scale. Thus simulating the full dynamics of such natural processes in open systems (i.e. systems coupled to an environment) could require solving a master equation with m time steps of size ∆t, such that ∆t ∼ O(fs), and m∆t ∼ O(µs). That is, the required number of time-steps would exceed 10 9 . Even if the system equilibrates on a shorter time scale determined by the relevant relaxation processes, such as spontaneous emission, nonradiative population decay [15] , or energy transfer to an adjacent chromophore [16] , a full simulation could also be prohibitive. For example, if the time scale of spontaneous emission is on the order of a nanosecond (as is the case for a dipole moment of 10 D and an optical transition), then the number of time-steps would exceed 10 6 .
However, if one is only interested in reaction rates, then a full simulation of the process may be unnecessary. Since the rate of excitation is expected to be small compared to internal relaxation rates, the dynamics are expected to be approximately exponential after a certain transient turn-on time [17] [18] [19] . That is, in a generic reaction of the form R ⇋ P , with R being the reactant and P being the product, the quantity R(t) − R eq is expected to decay as e −kt [17] . Here, R(t) is the probability that the system is in product form, R eq = R(t → ∞)
is the equilibrium value of R, and k is the rate constant. In this case, it is only necessary to simulate past the transient time to the time t * , where t mic ≪ t * ≪ t chem , with t mic being the fast microscopic time scale, and t chem being the slow chemical time scale [17, 18] . By the time t * , the reaction is expected to proceed in the aforementioned exponential fashion, and the rate of the process may be obtained directly from simulation. The time t * is much less than the reaction time scale, but much greater than the internal relaxation time scale, and thus simulation requires far fewer time-steps. Indeed, simulation to time t * may be possible for systems with small Hilbert spaces. It may also be possible for systems with large Hilbert spaces if the associated master equation has computationally favorable properties.
For example, the canonical example of a system that is weakly coupled to a thermal bath and described by a second-order Born-Markov master equation may be simplifiable by the "secular approximation" [20] . In this case, diagonal elements of the density matrix in the energy eigenbasis couple only to one another, while the evolution of off-diagonal elements is known analytically [5] . Thus for a Hilbert space of dimension d, the differential equation that is propagated has only d unknowns, rather than d 2 .
However, systems with large Hilbert spaces subject to optical excitation may not be accurately described by the secular approximation [12, 21, 22] . Moreover, the secular approximation does not allow for the generation of coherences, i.e. off-diagonal elements of the density operator in the energy eigenbasis, if there are none present initially. Given the ongoing interest and debate regarding the role of quantum coherences in biological processes [3, 4, [23] [24] [25] , it is often crucial to go beyond the secular approximation. However, when the secular approximation is not invoked, a simulation to time t * may be impractical. In such cases it is desirable to obtain the reaction rate without directly solving the master equation.
Further, if we also wish to probe the dynamics at long times when the reaction may not be precisely exponential, then solving the full master equation would certainly be prohibitive.
Motivated by these considerations, we develop a method below for reconstructing the time dependence of the reaction dynamics and the associated rates without direct solution of the quantum master equation. In this way we can obtain reaction rates, analyze long-time non-exponential behavior, and consider the role of coherences in the reaction dynamics. Our approach is reminiscent of the first passage time technique in classical dynamics [26] , but is completely quantum mechanical in nature. In section II we present our method and connect the results to chemical rate law phenomenology. In section III this method is applied to two analytically soluble model systems. Section IV provides a detailed computational algorithm that can be used to apply our technique. Sections III and IV are rather technical and may be skipped by readers interested in an overview of the method only. The algorithm is used to reconstruct the dynamics of internal conversion in model pyrazine in section V. Section VI summarizes the work.
II. THEORY
A. Reconstruction of the progress variable
Time-independent Liouville superoperator
To follow the dynamics, consider the operatorχ =Ô − Tr(ρ sÔ )1, whereρ s =ρ(t → ∞)
is the steady state density operator in the Schrödinger picture,1 is the identity operator, andÔ is an operator that monitors a physical process. The steady state density operator satisfies ∂ tρs ≡Lρ s =0, whereL is the Liouville superoperator, assumed time-independent.
As an example of a progress operator, consider a reaction of the form R ⇋ P , where R denotes the reactant, P denotes the product, andR andP are the associated projection operators onto reactant and product species, respectively. In this caseχ can be given by
Interest is in reconstructing the dynamics of the expectation value of the progress operator, χ(t) = Tr[ρ(t)χ], which we term the progress variable. In order to gain information about the reaction dynamics, consider the following quantity, termed the nth progress moment:
where n is a non-negative integer. The time t = 0 defines the beginning of the dynamics; for example, in light-induced processes, it defines the time at which the molecule and the solar radiation first interact. To evaluate this integral for arbitraryχ, we introduce the integral
such that I n = Tr[Ô(δρ n )]. ApplyingL to both sides of Eq. (2), using the master equation 
whereρ 0 =ρ(0) is the initial density operator. To obtain this result, note that when integrating by parts, the lower boundary terms vanish at t = 0 because t m | t=0 = 0 for m > 0, and the upper boundary terms vanish sinceρ(t → ∞) −ρ s =0 [27] . These quantum recursive relations [Eq. (3) ] are reminiscent of those used to calculate nth passage times in classical barrier crossing problems [19] .
Since there exists a non-trivial solutionρ s to the equationLρ s =0, the superoperator L is singular and, therefore, δρ n cannot be calculated by invertingL in Eq. (3). However, since Tr[ρ(t)] = 1 at all times, Tr[δρ n ] = 0. This constraint can be incorporated into Eq.
(3) by adding wT [δρ n ] to the left-hand side, where w is an arbitrary constant,T is a superoperator that acts on δρ n throughT [δρ n ] = ijkl T ijkl k| δρ n |l |i j|, and |• denotes a basis vector. The superoperatorT has components T ijkl = δ kl δ ij δ i1 [28] , where |1 is an arbitrary basis vector and δ ij is the Kronecker delta. Therefore, the effect of wT is given by
Consider the addition of wT [δρ n ] to the left-hand side of Eq. (3):
Taking the trace of each side of Eq. To obtain this result, we have used the fact that Tr(|1 1|) = 1 for any basis vector |1 .
Thus for any non-zero w and any basis vector |1 , the addition of addition of wT implies that Tr[δρ 0 ] = 0. The same result holds for n = 0, since Tr[δρ n−1 ] = 0 by construction.
Substituting this result back into Eq. (4) recovers Eq. (3). Hence Eq. (4) implies both Eq.
(3) and Tr[δρ n ] = 0. Moreover, the superoperatorL + wT is invertible (proved in Appendix A), and so δρ n is solved as
n [29] .
Once the progress moments I n are obtained, they can be used to reconstruct the progress variable χ(t) . To see this, note that any function g(t) defined for t ≥ 0 satisfying g(t → ∞) = 0 can be written in a basis of decaying exponential functions [30] ,
subject to the initial condition g(0) = dk f (k). The function f (k) weights each exponential that decays at a rate k. It has recently been shown that a wide variety of functions may be accurately represented with a limited number of exponential basis functions [31, 32] . Evidently, the number of required basis functions is especially small when g(t) is approximately exponential. The progress moments I n are thus used to reconstruct χ(t) by projecting it onto a basis of exponentials. Setting g(t) = χ(t) and integrating Eq. (5) yield
Discretizing the set of basis functions as f (k)dk → {f m } and k → {k m } yields the expression
with the k m and f m defined through
Here we have re-indexed n as n ∈ [0, n max ], where n max is the maximum number of computed progress moments, and m max + 1 is the number of basis functions.
Hence, the goal of reconstructing the system dynamics has been reduced to three problems: first, solveLρ s =0 for the stationary stateρ s ; second, solve Eq. (3) for δρ n ; and third, solve Eq. (8) for f m and k m . A numerical method for dealing with several of these steps is given in section IV. An alternative to using progress moments is to use Laplace transforms of the progress variable, ∞ 0 dt χ(t) e −knt , and to calculate the associated weights f m from the transformations. This approach is discussed in Appendix C.
The method based on progress moments is quite accurate when the progress variable decays on a single overall time scale, but less accurate when the progress variable decays on two different gross time scales. For example, it is quite accurate when the progress variable decays on a nanosecond time scale. However, when the progress variable is characterized by two decays, one on a nanosecond time scale and another on a millisecond time scale, the accuracy of the reconstructed dynamics on the nanosecond scale suffers. In this case, the nanosecond decay rates obtained from the progress variables can be made more accurate through the addition of a single Laplace transform, as discussed in Appendix C.
Generalizations
The discussion above assumes that the Liouville superoperator is time-independent, an assumption that is valid for Markovian systems. In Appendix A, we show how these results can be generalized to a specific class of non-Markovian systems, where the density operator evolves according to ∂ tρ (t) = t 0 dτK(t − τ )ρ(τ ) in the absence of initial system-bath correlations [20, 33, 34] , withK(t) being the memory kernel. The operator δρ n is then obtained
the binomial coefficient. In Appendix B, we provide a generalization of Eq. (3) to the nonMarkovian, non-perturbative hierarchical equations of motion (HEOM), which do not involve an explicit memory kernel. However, in the main text we focus on dynamics that can be approximated as Markovian, which is a reasonable restriction if the progress variable evolves on a time scale that is considerably longer than the bath relaxation time (see Appendix C).
Non-Markovian effects will be explored in future work.
B. Chemical rate law phenomenology
To provide insight into these expressions, consider the specific example of a chemical reaction whose products and reactants are separated by a large potential barrier. For a simple reaction of the form R ⇋ P , the phenomenological chemical rate law is [17] 
where k f is the forward reaction rate and k r is the reverse rate. An appropriate choice for the progress variable is χ(t) = R (t) −Tr[ρ sR ]. If the time taken to climb the potential barrier between reactants and products is much longer than the time taken for internal relaxation on either side of the barrier, the chemical reaction is termed a rare event [17] . When such a separation of time scales holds, the reaction is expected to follow the exponential dynamics given by Eq. (10) [17] . In this case, ∂ t χ(t) ≈ −k χ(t) at times t > t * [18] , where the rate To obtain k through the method in section II A, consider that for such an exponential process, the zeroth progress moment I 0 would be given by I 0 = χ(0) k −1 . This follows from the assumption that non-exponential dynamics for t < t * contribute negligibly to the integral in Eq. (1). For such an exponential process, then, k ≈ k (0) , where
The lowest order estimate of k can therefore be obtained by solving for the stationary statê ρ s , solving Eq. (3) for δρ 0 , and calculating k ≈ k (0) using I 0 = Tr[Ô(δρ 0 )]. The lowest order estimate of the reaction rate is thus obtained without solving a quantum master equation [35] .
Note that while the zeroth moment I 0 is unaffected by early non-exponential dynamics, it may be affected by long time non-exponential behavior. A more accurate expression for the chemical reaction rate at intermediate times may then be obtained by solving Eqs. (3) and (8), and expressing the progress variable in the exponential basis of Eq. (7). The effect of long time non-exponential dynamics can be significant, in which case progress moments higher than the zeroth moment will be required to evaluate the reaction rate.
III. SAMPLE SYSTEMS
We discuss three sample systems as an example of this rate formalism. In this section,
we consider two different model three-level systems and demonstrate analytical agreement.
Numerical implementation of this approach and an example of the internal conversion of model pyrazine are described in Sections IV and V.
A. Three-level system Consider first a three-level system with incoherent pumping from ground state |1 to excited state |3 at rate r, with a decay from |3 to |2 at rate γ 1 and a decay from |2 to |1
at rate γ 2 , as shown in Fig. 1(a) . The levels are taken to be sufficiently separated in energy that the secular approximation is valid [22] . Incoherent pumping and decay can then be represented by a set of Lindblad operators that decouple populations from coherences. The 
Lindblad operators areL
withĤ S being the system Hamiltonian and { , } being the anti-commutator. To keep the analysis general, we writeχ in terms of its matrix elements, throughχ
, and takingρ 0 = |1 1|, the zeroth progress moment is obtained as
where we have solvedLρ s =0 and Tr[ρ s ] = 1 to obtainρ s = (γ 1 γ 2 |1 1| + γ 1 r |2 2| + γ 2 r |3 3|)/(γ 1 γ 2 + γ 1 r + γ 2 r) and used the solution to solve Eq. (3). Equation (13) can be shown to be the solution obtained from solving the master equation.
For example, if states |1 and |3 represent the reactant, and state |2 represents the product, then the operator of interest would beÔ = |2 2|. In this case, t 13 = 0, while t 12 = t 32 = −1. Furthermore, if γ 2 = 0, the reaction proceeds to completion, withρ s = |2 2|
as the steady state. Then in the limit that pumping is the rate-determining step (r ≪ γ 1 ), the estimate k ≈ k (0) yields k = r. Using the relation k f = kK/(1 + K), with k f being the forward reaction rate and K being the equilibrium constant, yields k f = r as expected.
However, if γ 2 is non-zero, then the reaction does not proceed to completion. Then on the opposite extreme, where γ 1 , γ 2 ≫ r, the lowest order estimate
In this limiting case, the equilibrium constant is given approximately by K = r/γ 2 . In this case, the pumping rate r competes with the rate γ 2 , which removes population from the product state, and the relative strength of r compared to γ 2 determines the equilibrium constant. The total reaction rate k = k f + k r is independent of r because k f ∼ r while
That is, the system equilibrates on the time scale determined by γ 2 , which is much faster than the time scale dictated by the pumping rate. The forward reaction rate is given by kK/(1 + K) ≈ kK, where the approximation follows from the fact that K ≈ r/γ 2 ≪ 1. Unlike the total reaction rate k f + k r , the forward reaction rate is directly proportional to r,
This is to be expected, since the generation of products is limited by the rate r at which population can be transferred out of state |1 and into |3 . This rate is proportional, but not equal, to r. For example, if γ 1 = γ 2 , then k = r/2. This reflects the fact that the forward reaction rate is also proportional to the fraction of the excited population that ends up in a product state. This quantity is known as the reaction yield and is determined by the ratio γ 2 /γ 1 . Indeed, using the analytical solution with γ 2 = γ 1 and r ≪ γ 1 shows that a single exponential governed by the rates obtained from I 0 provides a reasonable estimate of the dynamics (not shown). Other progress moments may also be evaluated to make the results increasingly accurate.
The result of the above analysis may be generalized, as follows. At early times relative to t chem , the excited population of a system excited at rate r is equal to rt. The product population is then given by P (t) = Y (t) rt, where Y (t) is the time-dependent reaction yield, equal to the fraction of product population relative to the total excited population.
According to Eq. (10), the product population satisfies
When the rate of excitation is rate-limiting, the dynamics in the excited state manifold occur on a much shorter time scale than r −1 , and so the reaction yield is expected to stabilize at a time t * ≪ t chem . Therefore, the forward reaction rate is given by k f = Y (t * ) r, and so the benefit of the progress moment approach is in obtaining Y (t * ) without direct simulation to t * .
B. V -system
Consider next a standard [36] three-level V -type system [ Fig. 1(b) 
Here the dipole alignment factor is defined as p = µ 12 · µ 13 /|µ 12 µ 13 |, where µ ij = i|μ |j denotes the vector transition dipole matrix element between levels |i and |j . The magnitude of the coherence generated by excitation is determined by the value of p. In simplifying the expression forL, we have set γ 1 = γ 2 = γ and r 1 = r 2 = r. The secular approximation has been applied to the coherences between states |1 and |2 and states |1 and |3 , decoupling the populations and the excited state coherences. However, the secular approximation has not been applied to the excited state coherences. The unique steady state is canonical,
, where we have defined the effective thermal occupation number asn = r/γ and written |ρ s ) in the vector form introduced above. For a system that is initially in the ground state, |ρ 0 ) = [1, 0, 0, 0, 0] T , the vector |δρ 0 ) is obtained as
where we have used the fact thatn ≪ 1 to simplify the expression.
As an example, we consider the population of state |2 as a function of time. Hence, we wish to monitor the expectation value of the projectorÔ = |2 2| as a function of time. The normalized zeroth progress moment is found to be
where (O|δρ 0 ) denotes the inner product of vectors |O) and |δρ 0 ) (equivalent to Tr[Ô(δρ 0 )]
in Hilbert space), and we have once again made use of the fact thatn ≪ 1 to simplify the expression. It is clear from Eq. (18) that the time scale of the population evolution can be expressed in units of γ −1 in a way that is determined by the dimensionless parameters p 2 and (∆/γ) 2 . Consider first the underdamped regime, ∆/γ ≫ 1 [36] , in which the energy splitting is much larger than the spontaneous emission rate. Then for any choice of p, we have
Using only the zeroth progress moment to reconstruct the dynamics yields
which is the exact analytical result in the underdamped limit [36] .
Consider next the overdamped regime, i.e. ∆/γ ≪ 1. In the case p = 0, the zeroth progress moment still gives k (0) = γ, which yields Eq. (19) once more. However, in the case of parallel or anti-parallel dipoles, p 2 = 1, Eq. (18) simplifies as
The associated value of ρ 22 (t) is then here estimated as
comparison, the exact result in this overdamped regime is [36] 
This result is comprised of two exponentials, each of which is weighted by a factor of 1/2. One decays at the rapid rate 2γ, and the other at the slow rate ∆ 2 /2γ ≪ γ. In this regime, quasi-stationary coherences were also found to survive on the long time scale 2γ/∆ 2 [36] . Using only the zeroth progress moment and assuming exponential decay has given us a weighting factor of 1 and the slow decay rate of ∆ 2 /γ. As will be discussed in section IV, one does not know in advance how many progress moments are needed to accurately reconstruct the dynamics. It is therefore important to check that the reconstructed dynamics obtained from n progress moments also agree with the progress moment I n+1 . In this example, evaluating the first progress moment indicates that the decay cannot be characterized by only a single exponential. That is,
Since an ideal exponential decay would satisfy I 1 / χ(0) = k (0) −2 , the factor of two that multiplies the second progress moment indicates that the dynamics at long times are far slower than the dynamics at short times. This in turn indicates that there are at least two disparate time scales that characterize the decay of the progress variable.
In obtaining the approximate progress moments in Eqs. (20) and (22) and I 1 , but that the calculated value of k 1 is not. In each case k 1 is always found to satisfy k 1 ≫ k 0 , but its exact value is sensitive to small changes in I 0 and I 1 . If detailed information about early time dynamics is of interest, then it is useful to apply a Laplace transform to the progress variable,
at a set of fast rates k F , as described in Appendix C. This approach would yield a more accurate estimate of k 1 .
IV. NUMERICAL IMPLEMENTATION
This section provides details of the computational issues addressed and resolved in implementing this approach. A molecular example is discussed in section V.
A. Solution ofρ s and δρ n
The main computational challenge of the approach introduced here is to solve forρ s and the δρ n . Below we show howρ s and the δρ n can be calculated through an iterative method. The method involves computingLρ
, where the i superscript denotes the ith iterative approximation to the operator of interest. By contrast, the solution of the master equation would require calculatingLρ(t). Both involve calculating the effect ofL. In principle, solving forρ s and the δρ n could take as long as propagatingLρ(t) over the time scale of interest. However, in this work we found that solving for the operators with a secular preconditioner is far faster than computing the dynamics over the relevant time scales (see section V and section IV A below).
Referring to δρ n andρ s with the generic labelX, each problem can be written aŝ
wherev is given andκ enforces a mathematical constraint that renders (L +κ) non-singular.
For example, the steady state density operator can be written as [28] 
where T ijkl = δ kl δ ij δ i1 and w ij = wδ ij δ i1 for any constant w. As noted above, the Liouvillian contribution enforces the conditionLρ s =0. The superoperatorT ensures Tr[ρ s ] = 1,
Similarly, for δρ n we have
whereas in the case of a Laplace transform,κ is proportional to the identity operator [16] .
Equation (23) 
Here, the superscript l indicates the lth iterative approximation toX. This algorithm con-verges to the true solution provided thatĤ is small compared toĜ −1 , i.e. such that [38] 
Here, S(Ĝ −1Ĵ ) denotes the spectral radius ofĜ −1Ĵ , which is the largest absolute value of the eigenvalues λ ofĜ −1Ĵ . In general, the success of an iterative algorithm depends crucially on the choice of preconditioner. A review and comparison of common preconditioners that can be used to solve Eq. (24) can be found in Refs. [28] and [39] . In this work, we propose that here, for a physical system coupled to multiple thermal baths, the rate law description associated with the secular approximation should provide a reasonable description of the dynamics. Therefore, a natural decomposition ofF is into its secular and non-secular
Here,L sec is the Liouvillian associated with the secular approximation, andL ns =L −L sec .
The subscripts on κ are similarly defined. The superoperator wT is in fact a secular operator, since its input is the diagonal elements of its argument, and its output is also diagonal. The identity operator is also secular, and so in both casesκ =κ sec . However, to keep the analysis general, we explicitly resolveκ into its secular and non-secular components.
In the energy eigenstate basisĤ S |n = E n |n , the effect ofL sec is given by n|L secp |m = −i[ω nm + γ nm ]p nm for n = m, wherep is an arbitrary operator, ω nm = (E n − E m )/ is the transition frequency, and γ nm is the decoherence rate. For this reason, invertingĜ is straightforward. In particular, writingĜ −1v ≡p, we have
Here, a tilde denotes a restriction to the subspace spanned by the diagonal elements ofp andv-that is,L nm ≡ L sec,nnmm ,p m ≡ p mm , and similarly forκ andṽ. Equation (29) This operation is performed in a fraction of a second using typical numerical software such as Matlab [40] . The inverseĜ −1v can therefore be calculated rapidly for anyv.
If the non-secular contribution to δρ n orρ s is sufficiently small, then the inequality (27) will be satisfied, and both operators can be obtained by iterating Eq. (26) . SinceĜ −1 can be calculated as described above, this process efficiently solves the linear equations of interest. However, if the non-secular contribution is significant, the iterative algorithm may not converge. In this case, we instead "scale down" the non-secular contribution by a factor 0 < η < 1, throughĜ
Here,κ 1−η is defined with respect toL 1−η ; this notation is explained in the footnote [41] .
Convergence of an iterative algorithm involvingĜ andĴ defined by Eq. (31) is guaranteed if
The operatorĜ has now gained a contribution (1 − η)L ns , whileĴ has lost this contribution.
Therefore, for small enough η, the convergence condition is guaranteed to be met. The inverse ofĜ itself can then obtained by resolving it into two further components:
G −1 is then obtained by calculatingĜ
1 and iterating the contribution fromĜ 2 . Convergence is guaranteed if
If there exists an η such that the inequalities (32) and (34) are satisfied, thenF −1v can be calculated iteratively. This is indeed the case if the contribution ofL ns is fairly small compared to that ofL sec . The iteration scheme is thus summarized as follows:
The operatorX ≡ [L +κ] −1v is obtained by iterating over the lth approximation tô X, denoted with a superscript byX (l) . To evaluateX
(a reasonable choice isX sec ) and iterate over m for a given η:
The effect of [L sec +κ sec ] −1 can be calculated using Eqs. (29) and (30) .
In principle this algorithm can be further extended if the non-secular contribution is large enough that no η can be found such that convergence is obtained. In this case,
−1 would then be calculated iteratively.
In practice we have not found this to be necessary.
In section V we discuss model pyrazine, as well as modifications to the model pyrazine system that result in a moderate non-secular contribution. Yet even in this case, the algorithm described above converges for a wide range of η between 0.2 and 0.7. Interestingly, the semi-analytical approach to calculatingρ s presented in Refs. [42] [43] [44] fails in this case because of the near-degeneracy of several eigenstates. That is, the assumption that the energy splitting is much greater than the system-bath coupling is not fulfilled, and the semi-analytical approach cannot be used. When the assumption is valid, however, the algorithm that we use can be applied without resolvingL ns into two components. In this case it can be regarded as a simple extension of the approach used in Ref. [44] to higher order in perturbation theory.
This algorithm is straightforward to implement, provided that the effect ofL can be easily calculated. This is indeed the case for the full non-secular Redfield equations of motion, whereinLv can be calculated via matrix multiplication of matrices of size d × d [45] . It is also the case for the Lindblad equations of motion. In the case of model pyrazine described below, even when using modified system parameters to enhance the non-secular contribution, excellent convergence for such an equation is obtained 1-3 minutes.
We conclude this subsection by mentioning three useful considerations when implement- pending on the particular problem, the precision ofρ s may be more or less important. For example, in the internal conversion of pyrazine described below, it is vital that the elements ofρ s for energies above the minimum of the S 1 potential well are accurate. When these elements, crucial for describing the process of interest, are small in magnitude compared to other elements it is important that they are converged to a higher accuracy. Third, it is important to remember that w is a dimensioned constant with units of inverse time. Therefore, to ensure a stable iterative scheme, one should choose this parameter such that it is of the same order of magnitude as typical system transition rates. For model pyrazine, for example, setting w −1 equal to 2.4 fs yielded a stable algorithm. In practice this is straightforward to implement through trial and error, since divergences in the algorithm become apparent after only a few iterations.
B. Projection onto exponential basis
Onceρ s and δρ n are obtained, the progress variable can be reconstructed by solving Eq.
(8). Doing so is straightforward. However, there are several subtle theoretical and computational aspects deserving of discussion.
First, we must consider whether to treat Eq. (8) as a system of linear equations, with the rates k m chosen a priori, or as a nonlinear system that should be solved for both the amplitudes f m and rates k m . If the first approach is taken then, in principle, the number of basis functions m max + 1 is unbounded. Therefore, one is always free to use more basis functions than values of I n and χ(0) . As a consequence, it is always possible to create an underdetermined system and thus choose at least one parameter arbitrarily while exactly satisfying Eq. (8) . Similarly, choosing m max = n max ensures an exact solution for n ≤ n max .
However, such solutions will not satisfy Eq. (8) for n > n max . In fact, the larger the number of arbitrary parameters introduced, the more severe the disagreement for n > n max . Therefore, to obtain an accurate projection, it is necessary to choose m max < n max , so that the system is overdetermined. The f m are then chosen as the best fit parameters. The goodness of fit and the agreement for n > n max are used to assess the accuracy of the reconstructed function.
If the second approach is taken, then one can numerically solve Eq. (8) for the f m and k m . Since the number of basis functions is m max + 1, the system is exactly determined for n max = 2m max + 1. In general the solutions to these equations can be complex, yet we require all variables to be real and the k m to be positive. In practice, however, 
where y n is defined as the right-hand side of Eq. (8). We have found that the narrower distribution ofk m values improves convergence. Next, note that typical solvers minimize the sum n (lhs n − rhs n ) 2 or a similar parameter, where lhs n is the left-hand side and rhs n is the right-hand side of Eq. (8) with index n. In Eq. (36), lhs n = m f m e −n·km and rhs n = y n .
Depending on the chosen units, the y n will either tend to zero or infinity for large n [47] .
Therefore, larger values of n will be given either too much weight or too little. To correct this, we assign weights to each value of y n , through W n = |y n | −b , where W n is the nth weight, and b is a parameter that can be varied. This can be implemented using the "Weights" function in Mathematica [46] . We have found that b = 2 is typically a good choice.
Equation (36) can be solved numerically given an initial seed value for the f m and k m .
A reasonable set of seed values is the set obtained from the exact numerical solution for
. Both procedures associated with the second approach were successfully used to recreate the progress variable for model pyrazine below using only five progress moments and three basis functions.
V. INTERNAL CONVERSION OF MODEL PYRAZINE GOVERNED BY RED-FIELD DYNAMICS
As a numerical example, consider the internal conversion of model pyrazine driven by incoherent light. The process of interest is incoherent excitation from the S 0 ground electronic manifold to the S 1 /S 2 excited manifold, and the associated bath-induced decay to S 1 /S 2 states of lower energy. Following Ref. [49] we adopt a minimal model of pyrazine consisting of the three diabatic electronic states (S 0 , S 1 and S 2 ) with two vibrational modes. The remaining modes of the molecule, assumed to be harmonic and only affected by excitation indirectly, are considered as a bath and treated within Redfield theory.
A. Master equation
The electronic states consist of the ground S 0 state as well as the two excited S 1 and S 2 states, while the vibrational modes comprise a harmonic tuning mode (frequency ω t ) and a harmonic coupling mode (frequency ω c ). In the limit of linear electronic-vibrational coupling, the system Hamiltonian is given by [49] 
Here, |φ 0 is the ground electronic state, |φ 1 and |φ 2 are the diabatic excited electronic states,x c = (â c +â † c )/ √ 2 is the position operator for the system coupling mode, andx t = (â t +â † t )/ √ 2 is the position operator for the system tuning mode.â † andâ are system mode creation and annihilation operators, respectively, λ quantifies the vibronic coupling between the excited states, and h.c. denotes the Hermitian conjugate. The ground state component of the Hamiltonian isĥ 0 , which consists of two uncoupled harmonic oscillators centered at x c ,x t =0. The excited states are characterized by excitation energies E k and intra-state electronic-vibrational coupling constants κ k .
The effect of the unreactive modes and the condensed phase environment are incorporated through bilinear coupling to a set of infinite harmonic oscillators, througĥ
where B and SB refer to bath and system-bath, respectively, n enumerates the bath degrees of freedom, m = c, t enumerates the system coupling operators, and g
(n)
m quantifies the system-bath coupling strength. The creation and annihilation operators of the nth bath mode areb † n andb n . The system-bath coupling is characterized by the spectral density J m (ω) = 2π n |g (n) m | 2 δ(ω − ω n ) and the system coupling operatorsâ m +â † m . The interaction of the system with the incoherent radiation field is given by [20] 
Here, rad denotes the radiation field, ω k is the frequency of the kth electric field mode, k is the associated wavevector and λ is the polarization, c † k,λ is the mode creation operator, and c k,λ is the mode annihilation operator. In the dipole approximation, the system-radiation field interaction Hamiltonian H S−rad is characterized by the system dipole operatorμ, with V being the cavity volume, ε 0 being the permittivity of free space, and ǫ k,λ being the mode polarization vector. The total Hamiltonian is given byĤ tot =Ĥ S +Ĥ B +Ĥ rad +Ĥ SB +Ĥ S−rad .
Taking the limit V → ∞, applying a second-order Born-Markov approximation to both the bath and the radiation field, and tracing over the environment degrees of freedom yields the Redfield master equation [5, 12, 20] 
whereĤ S |i = E i |i enumerates the ith energy eigenstate. The Redfield tensor elements are given by [21] 
where α enumerates the system operatorsq α that are each coupled to an independent environment. The elements of the relaxation tensor associated with independent bath α are given by [12] 
where
is the thermal occupation number associated with the temperature of bath α, T α = 300 K, and k B is Boltzmann's constant.
The form of the radiative relaxation tensor takes a similar form [21] :
where boldface denotes a vector in real space andn rad (ω) is defined with respect to the surface temperature of the sun, T = 5800 K. We assume that the system is directly illuminated by solar radiation unless otherwise noted; that is, the C value describing filtering of the incident light [5, 12] is set to 1.
In the diabatic representation, the system dipole operator is given byμ = µ 01 (x c ,x t ) |φ 0 φ 1 | +μ 02 (x c ,x t ) |φ 0 φ 2 | + h.c., whereμ nm = φ m |μ |φ n Results of ab initio calculations indicate that theμ nm depend only weakly on the nuclear coordinates, and hence that the Franck-Condon approximation is valid [50] . The dipole operator obtained from Ref.
[50] is given byμ 01 = µ 01 x andμ 02 = µ 02 y, where x and y are orthogonal unit vectors in real space, and µ 01 ≈ 0.905 D, µ 02 ≈ 1.575 D. It is clear that Γ (+)rad may be resolved into two independent components characterized by the two coupling operatorsμ (x) andμ (y) .
Hence the coupling to the radiation field can be written in the form of Eqs. (45) 
are all operators, not superoperators, they are of size d × d, where d is the dimension of the Hilbert space. This is in contrast with the superoperatorR, which is of size d 2 × d 2 . Thus storingM ,P , andq is feasible for the model pyrazine system, whereas storage ofR is not.
The secular Redfield tensor is also of interest, since it is used as a preconditioner in the numerical algorithm discussed in section IV, and since it is used to compare to non-secular results below. In the secular approximation, the system density operator satisfies [51, 52] :
B. Numerical results
Reconstructed dynamics
The Hamiltonian (37) was assembled in a direct product basis of eigenstates of the harmonic oscillator centered at x = 0, using 25 basis functions for each vibrational mode.
Diagonalization of the Hamiltonian yielded the 600 excited eigenstates of lowest energy, which were added to the 60 ground states of lowest energy for a combined Hilbert space of dimension 660. The choice of 60 ground states was made to achieve convergence of the S 1 /S 2 → S 0 spontaneous emission rates of the 10 excited states of lowest energy. The choice of 600 excited states was made to achieve convergence of the S 0 → S 1 /S 2 excitation rates for the 60 ground states. We also confirmed that the steady state S 1 population did not change with the inclusion of more basis functions, S 0 eigenstates, or S 1 /S 2 eigenstates.
Unless otherwise indicated, the initial system density operator was taken to be Boltzmann
, where T amb = 300
K is the ambient temperature. These initial conditions describe a situation in which the system and bath are initially in thermal equilibrium. The master equation (44) describes the subsequent dynamics induced by a radiation field that is suddenly turned on at t = 0. Of interest is the adiabatic S 1 population, given by Tr[ρ(t)P
( 1) ad ], where the adiabatic projector for the nth electronic state is given byP (n) ad = |φ n φ n |, and |φ n is the nth adiabatic Born-Oppenheimer state. The adiabatic populations are of interest since they describe nonadiabatic effects in the internal conversion process, whereas the diabatic populations are more closely related to optical spectra [49] . The nth adiabatic state is related to the diabatic electronic states through [49] 
whereQ is the matrix that diagonalizes the potential energy part ofĤ S . The projectorP
(1) ad can be written as an explicit function ofx c andx t , given by Eq. (6) in Ref. [53] . This expression was used to create the adiabatic projector in the eigenbasis of the position operatorsx c andx t . The projector was then transformed into the harmonic oscillator energy eigenstate basis, and subsequently transformed into the eigenstate basis of the full Hamiltonian (37).
The secular and non-secular dynamics of the adiabatic population were reconstructed using the method of section IV. Three exponential functions were used in Eq. (7) both sets of initial conditions, one observes three regimes. The first regime is associated with the smooth increase of the adiabatic S 1 population over several hundred nanoseconds.
The second regime is associated with a dramatic change in the derivative of the adiabatic population, which nonetheless remains nonzero over a millisecond time scale. The third is the long-time steady-state regime in which the adiabatic population is constant. The value of the adiabatic population reached at the end of the first regime is hereafter referred to as its quasistationary value. The long time stationary values in Fig. 2(a) are seen to be the same for both sets of initial conditions since the steady state is unique. However, different initial conditions result in different quasi-stationary values. In this case, for example, the quasi-stationary value obtained from Boltzmann initial conditions is seen to be lower than the stationary value, whereas it is higher than the stationary value for the initial conditionsρ 0 = |3 3|.
Clearly it is advantageous to have been able to obtain such dynamics on the nanosecond and millisecond time scales without direct solution of the master equation. Moreover, this method allows for the calculation of both stationary and quasi-stationary expectation values of relevant operators. While the former quantity can be calculated by obtaining the unique stationary stateρ s , the latter quantities are more difficult to calculate. Indeed, if the quasistationary states are not unique, as is evident here, then it is not immediately clear which quasi-stationary state is reached for different initial conditions.
Disparate time scales
To expose the origin of these three time scales, consider a simple rate-law description of the system in terms of four energy levels, where states |1 and |2 are vibrational states of S 0 , state |4 represents an S 2 level, and state |3 represents an S 1 level, the "product" [inset of Fig. 2(a) ]. Excitation out of state |1 occurs at rate r 1 , which is in general different from the excitation rate r 2 out of state |2 . Non-radiative decay from state |4 occurs at a rate Γ ≫ r 1 , r 2 , γ, where γ is the spontaneous emission rate between states |3 and |2 . In the full model of pyrazine, excitation from the Boltzmann initial state occurs predominantly from the ground state. However, spontaneous emission between the lowest-lying excited state (|3 in this simple model) transfers population to both of the two S 0 eigenstates of lowest energy (|1 and |2 in this model). Hence excitation and spontaneous emission are not associated with one S 0 state only. To understand the basic physics of this situation, the spontaneous emission rate between states |3 and |1 is set to zero in this four-level model.
In the limit Γ ≫ γ, r 1 , r 2 , excitation from |1 and |2 to states |4 may be replaced with direct excitation to state |3 , yielding the rate equationṡ ρ 11 (t) = −r 1 ρ 11 (t) (52a)
To see the origin of the quasi-stationary regime, consider ρ 33 (t). Solving Eq. (52) analytically and invoking the fact that r 1 , r 2 ≪ γ yield
From Eq. (53) it is clear that for r 1 = r 2 , the system equilibrates on the spontaneous emission time scale γ −1 . However, for r 1 = r 2 , there is a fast time scale γ −1 associated with equilibration within the |2 , |3 manifold, and a long time scale r −1 1 associated with excitation from state |1 . Since the initial dynamics occur on a time scale of γ −1 , and the subsequent dynamics occur on a much longer time scale of r −1 , the value of ρ 33 (t) for
is interpreted as its quasi-stationary value. At these times, exp(−γt) ≈ 0 and exp(−r 1 t) ≈ 1, so the quasi-stationary value is obtained from Eq. (53) as ρ 33 = r 1 /γ. The stationary value is obtained from Eq. (53) in the limit t → ∞ as ρ 33 = r 2 /γ. An increase from the quasi-stationary to stationary value occurs if r 2 > r 1 , and a decrease occurs if r 2 < r 1 . These two time scales are evident in the pyrazine dynamics shown in Fig. 2(a) . If the filtering of incident light were included [5, 12] , the time scale r −1 would be even longer.
To emphasize the dependence of the quasi-stationary behavior on the relative difference between excitation rates, we have also artificially reduced 1|μ|i and i|μ|1 by a factor of √ 10 for all i, leading to a 10-fold reduction in the excitation rate out of the ground state.
The adiabatic population for this case, with the initial conditionsρ 0 = |3 3|, is shown with a dotted green line in Fig. 2(a) . The difference between the quasi-stationary and stationary values is seen to increase, as expected.
Also of interest is the S 0 → S 1 reaction rate. Two different time scales are of interest.
The first is for times before t * , where the dynamics are not expected to follow a rate law.
The second time scale is that of t > t * , at which time the dynamics are expected to follow a rate law. We define the phenomenological reaction rate k f such that k f ≈ ∂ t P (1 ad for t > t * .
By defining a time-dependent forward rate k f (t) = ∂ t P (1) ad (t) , calculating k f (t) through direct simulation, and plotting the results, the phenomenological forward rate is obtained graphically as the plateau value of k f (t). The time at which this plateau is reached defines the time t * , which, it should be noted, is not known a priori.
The inverse forward rate τ f ≡ k −1 f , calculated from progress moments using Boltzmann initial conditions and the secular approximation, is shown as a dashed blue line in Fig. 2(c), and is compared to the full simulation results shown with a solid red line. The analogous non-secular inverse result is plotted in Fig. 2(d) . Excellent agreement between simulated and calculated values of τ by the plateau time t * are shown in Fig. 2(c) and (d) . Because of the disparity in dynamical time scales discussed above, a single Laplace transform was used to improve the accuracy of the fast decay rate of the progress variable. This additional Laplace transform, described in Appendix C, yielded only a small change in the fast decay of the progress variable under Boltzmann initial conditions. However, for the initial conditionŝ ρ 0 = |3 3| the fast decay rate was corrected by 19% (not shown).
The forward reaction rate is seen to stabilize after approximately 1 ps, which defines the time t * [17, 18] . This stabilization time is determined by the time taken for bath-induced decay from the bright eigenstates to the minimum of the S 1 potential well. When the systembath coupling is enhanced or diminished by a factor λ, the stabilization time is found to scale linearly with λ −1 (not shown). When propagating the secular master equations this variation is irrelevant, since changing the system-bath coupling only changes the natural time unit of the system. Since both t * and the minimum step size ∆t increase, the total number of time-steps is fixed. In the non-secular case, however, the natural oscillation frequencies of the system remain fixed even as the system-bath coupling is reduced, so that ∆t is also fixed. Since t * increases while ∆t remains fixed, the total number of time-steps increases.
Therefore, the advantage of using the method presented here becomes particularly clear when considering non-secular dynamics.
Non-secular effects
Non-secular effects are observed in the transient behavior of the reaction rate in Fig.   2(d) . In particular, the oscillations present in the reaction rate are not present in the secular case, Fig. 2(c) . However, by t * the rates are seen to reach the same value, implying that the effect of coherence is transient and irrelevant on the gross time scales of Fig. 2(a) . Hence, a further advantage of this approach is the opportunity to judge the validity of the secular approximation without requiring simulation to t * .
To understand why the plateau values of k f (t) are the same in both the secular and nonsecular cases [ Fig. 2(c) and (d) ], consider that bath-induced transitions favor downhill energy transfer at finite temperature, and so by the plateau time t * , the bath will have transferred the majority of the excited population to lower energy S 1 /S 2 states. In the absence of solar coupling, the effect of the bath would be to redistribute the excited population into an equilibrium state with respect to the bath. Under Redfield dynamics, this equilibrium state is a Boltzmann distribution with respect to temperature T = 300 K [54] . Since the rates of excitation and spontaneous emission are small compared to bath-induced relaxation, the effect of the bath is indeed to transfer the majority of the excited population into such a state of instantaneous equilibrium. Since a Boltzmann distribution is devoid of coherences in the energy eigenbasis, the density operator is diagonal in this subspace. Therefore, at times t > t * , the secular and non-secular values of P (1) ad , which are determined by the density operator in the S 1 /S 2 subspace, are identical. For this reason, the S 0 → S 1 reaction rate is independent of non-secular effects.
Indeed, for weak excitation the reaction rate is expected to equal the excitation rate multiplied by the reaction yield, as described in III A. The need to calculate the reaction rate lies in determining the reaction yield. However, a straightforward calculation shows that only a few of the lowest lying S 1 /S 2 energy eigenstates are populated in a Boltzmann distribution at T = 300 K, and that each of these states is found to be almost exclusively S 1 . Therefore, all of the population that is excited from S 0 is converted to S 1 , and so the S 0 → S 1 reaction rate k f is simply the rate of excitation.
To see when non-secular effects could be important, consider that population is transferred from S 1 to S 0 through spontaneous emission. The rate at which S 1 → S 0 population transfer occurs depends upon the nature of the S 1 states that are occupied. For example, an in-phase superposition of low-lying S 1 energy eigenstates (admittedly rare under thermal conditions) may be associated with a higher rate of population transfer through spontaneous emission than a statistical mixture of these states [55] . That is, non-secular effects can appear in the rate of S 1 → S 0 population transfer if the nature of the S 1 state is changed.
A modified model
To examine non-secular effects we consider an arbitrarily modified 2-mode pyrazine model. Specifically, we make three modifications to the model to change the Boltzmann distribution, which is devoid of coherences. First, consider that changing the temperature of the bath that couples tox t can disrupt the Boltzmann distribution, since there is no longer a single temperature with respect to which a Boltzmann distribution would equilibrate. In this case, coherences can form in the excited manifold. To examine this, we set the temperature of the bath that couples tox t to an extreme value of 1200 K. Second, we reduce the energy splitting between the three lowest-lying S 1 /S 2 eigenstates to 10 −7 eV, so as to enhance the magnitude of any generated coherence. Third, we note that the effect of coherence on the collective spontaneous emission rate is closely related to the alignment of transition dipole matrix elements [36] . We therefore replace all transition dipole matrix elements with their absolute values. In this way, all incoherent transitions induced by solar coupling to the S 0 −S 1 or S 0 − S 2 dipole operator occur through aligned dipole matrix elements.
The resultant difference between secular and non-secular values of P (1) ad is show in Fig.   2 (b). The red line corresponds to Boltzmann initial conditions, and the dashed blue line to the initial conditionsρ 0 = |3 3|. In both cases the relative change is still small, 1.5% in steady state. To understand why this is the case, we also calculated the steady stateρ s with spontaneous emission artificially excluded, so as to examine the nature of the instantaneous equilibrium state formed in the S 1 /S 2 manifold. The results (not shown) indicate that, even with the modified parameters, the magnitude of the coherence in the instantaneous equilibrium state is small compared to the populations.
While this example is certainly artificial, and only yields a small effect, its key feature is that a Boltzmann distribution is not formed. This requirement is fulfilled in a variety of physical systems, even in systems where there is only solar coupling and system-bath coupling at T = 300 K. In the case of retinal isomerization, for example, there are stable potential wells associated with both the cis and trans conformations, both of which are accessible from the excited manifold [56] . In this case, the bath-induced decay does not lead to a Boltzmann distribution. As we will show in future work, the effect of coherence in minimal models of retinal can be substantial [57] . The time t * will also be shown to be quite long (approximately 80 ps), which further necessitates the use of the method presented here.
Note also that if the S 1 and S 0 states in model pyrazine were coupled through the bath, a
Boltzmann distribution would not be formed in this system, either.
The advantage of the approach introduced here is clear from the example examined above.
In this case, the non-secular simulation to t * = 2 ps using a 0.5 fs time-step took two hours of central processing unit (CPU) time, while the calculation of the steady stateρ s and the progress moments took 1-3 minutes each. The resultant dynamics over a millisecond time scale serve as a clear demonstration of the power of this method, suggesting application in the simulation of multi-scale dynamics. The computational time increases as non-secular effects become significant; however, as we will show in a future publication [57] , the computational time is still reasonable when non-secular effects are more significant. For example, in a two-state, two-mode model describing cis-trans isomerization of retinal [12, 15, 56, 58] , the system is characterized by over 700 eigenstates and significant population-coherence coupling. However, the calculation ofρ s and the I n takes only 30-60 minutes each, while a direct simulation to t * takes several days.
The approach introduced in this work can provide an efficient alternative to direct solution of a quantum master equation, as demonstrated for model pyrazine above. We remark, however, that in both cases it is necessary to calculate the effect ofL, which is an order d [59] or the multi-layer multi-configuration time-dependent Hartree method [60] . Each of these methods can be used to calculate the memory kernel [16, 61, 62] and hence the Liouville superoperator (see Appendix). Combining these well-established methods with our approach to calculate the light-induced dynamics of large molecules is an area of interest for future work. 
where δρ(t) ≡ρ(t) −ρ s , and we have used the fact thatρ s is not a function of time to write,
where the known quantitiesŜ n andT n arê
Equation (A3) follows from integration by parts, using the fact that δρ(∞) =0, δρ(0) = ρ 0 −ρ s , and t n | t=0 = 0 for n > 0. Since To evaluate the integral in Eq. (A2) write t n in terms of the variables (t − τ ) and τ ,
is the binomial coefficient, with the result
where in the last line we have definedL n = ∞ 0 dt t nK (t). This result was obtained using the Laplace transform convolution theorem:
Here f (t) and g(t) are test functions, and the last line follows if
exist. The evaluation of the integral in Eq. (A5) then follows by writing the integrand in terms of its matrix elements,
which is the form of Eq. (A6).
Consider now that δρ n enters into Eq. (A5) under the action ofL 0 throughL 0 [δρ n ].
Since the steady-state solution satisfies ∂ tρs = lim t→∞ t 0
exists a non-trivial solution to the equationL 0ρs =0, and soL 0 is singular. Therefore, δρ n cannot be isolated in Eq. (A5) by invertingL 0 . Hence, another property of δρ n must be specified so that it can be uniquely determined. One such property is that each operator δρ n is traceless when population is conserved, since 
The sum on the right-hand side of Eq. (A8) is understood to be zero for n = 0. exists. The operator δρ n can now be isolated, through
which is Eq. (9) in the main text. In the Markovian case, 
whereρ S (t) = Tr B [ρ T (t)] is the time-dependent system density operator andρ B = Tr S [ρ T (0)] is the initial bath density operator (ρ T is the total system-plus-bath density operator, while Tr S and Tr B denote a trace over the system and bath, respectively).
The total system-plus-bath Hamiltonian isĤ T , whileĜ(t) is a propagator andQ is a projection superoperator (
andv is an arbitrary operator over the combined system and bath). Applying an arbitrary system operatorẑ and tracing over the system in Eq. (A11) yield
where Tr SB denotes a trace over the combined system and bath, and in the last line we have used the cyclic property of the trace. Moreover, in this caseT n =0 sinceρ s =0. Finally, since the only solution tô L 0ẑ =0 is the null operatorẑ =0, the superoperatorL 0 is invertible, and so dt m|ρ(t) |m , determines the transfer efficiency. The efficiency is thus independent of non-Markovian effects, which was proved in a different way in Ref. [16] . However, alternative definitions of the efficiency that are determined by ∞ 0 dt t n m|ρ(t) |m for n = 0 do depend upon non-Markovian effects in general, which is evidenced by the sum overL n−k [δρ k ] in Eq. (A8). It is interesting to consider that, in general, the zeroth progress moment depends upon non-Markovian effects throughT 0 , and that non-Markovian effects only disappear whenρ s =0.
B. Progress moments from the hierarchical equations of motion
Here we show how progress moments can be obtained from the hierarchical equations of motion (HEOM). The HEOM provide a method of calculating the evolution of the density operator in the non-perturbative and non-Markovian regime [64] [65] [66] [67] using a time-independent Liouville superoperator. Application of the HEOM does not require the use of a memory kernel, although the memory kernel can be obtained through propagation of the HEOM if desired, as described in Ref. [16] . In the HEOM formalism, a set of auxiliary density operatorsρ n (t) are introduced, where n is a vector that labels each density operator, andρ n=0 (t)
is the system density operator. We follow Refs. [68] and [69] and define a linear vector space that contains the set of all auxiliary density matrices. In particular, we define the set of all auxiliary density matrices as |ρ = {|ρ n=0 ) , |ρ n =0 )}, where |•) denotes a Liouville space
vector. The vector |ρ(t) is then governed by the equation of motion
C. Alternative formulation based on Laplace transforms
Here we discuss an alternative method of reconstructing the dynamics based on Laplace transforms. We have shown in the main text that progress moments can be used to reconstruct the dynamics by projecting the progress variable onto an exponential basis. The decay rates and expansion coefficients of the projection are then obtained numerically from the progress moments. An alternative approach is to consider the Laplace transform of the progress variable:
where we have expressed the progress variable in the exponential basis of Eq. 
The time-dependent memory kernel may be obtained from propagation of the HEOM, as discussed above, while the Markovian contribution ∞ 0 dtK(t) can be calculated from a set of eigenvectors associated withL [72] .
The benefit of this method is that the Laplace transform of the progress variable at each rate k n is independent of all other Laplace transform at rates k n = k m . This is in contrast with the progress moments, which must be calculated sequentially. Hence the calculation of the Laplace transforms is amenable to parallel computation, which can greatly enhance computational efficiency. The independence of the transformations also ensures that there is no sequential build-up of numerical error. The drawback is that the k n must be chosen before calculating the Laplace transforms. This naturally necessitates the use of more basis functions than if the k n are calculated from progress moments. The power of the latter technique is that the relevant decay rates emerge directly from the progress moments, so that only a few exponential functions must be used. In the Laplace transform technique the relevant decay rates are not known, and so the function of interest must be approximated by larger sums of weighted exponentials with arbitrarily chosen decay rates.
As an aside, consider that if the dynamics of interest occur on a time scale t chem ≫ τ B , where τ B is the bath relaxation time, only rates satisfying k −1
n O(t chem ) ≫ τ B will be needed to reconstruct the gross dynamics of the progress variable. Since the kernelK(t) decays on a time scale τ B , in practiceL(k n ) can be replaced with ∞ 0 dtK(t) =L 0 , which is simply the Markovian contribution to the dynamics. This justifies the focus on Markovian dynamics in the main text, which is relevant for systems that evolve on the slow time scale t chem . Indeed this is, in some sense, a generalization of the normal Markovian approximation, since it compares τ B to the rate of the process, t chem , as opposed to comparing τ B to all rates in the system.
A hybrid of the Laplace transform technique and the progress variable technique provides
an efficient way of reconstructing the dynamics characterized by two gross time scales. To see this, consider the case that a single rate k 0 characterizes the fast dynamics of Ô (t) , and that all other decay rates k n =0 are far slower:
f n e −knt + Tr[ρ sÔ ], k 0 ≫ k n =0 .
Then for k
n =0 , the variable Ô (t) reaches a quasi-stationary value, O qs = Tr[ρ sÔ ] + n =0 f n . Since the progress variable technique most accurately reconstructs late time dynamics, we assume that the f n and k n are accurate for n = 0, but that the accuracy of k 0 requires improvement. Denoting the true fast rate ask 0 and applying a Laplace transform at the rate k 0 then yield
which can be solved fork 0 by using O qs = Tr[ρ sÔ ] + n =0 f 0 .
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[2] V. I. Novoderezhkin and R. van Grondelle, Physical Chemistry Chemical Physics 12, 7352 relation function to t = t * [17, 19] . Our method bypasses the non-exponential dynamics at times t < t * , since these dynamics contribute negligibly to the integral in Eq. (1). Hence if the dynamics are exponential, Eq. (11) gives a rate in agreement with the method of reactive flux.
The reactive flux method assumes that the rate constant is independent of the initial state, and generally assumes that the steady state is of Boltzmann form [17] . The first assumption may not always hold, and the second is violated for a system in contact with two baths at different temperatures. The method presented in this work makes no such assumptions, and is thus a generalization of the reactive flux method when the assumptions are violated.
