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We construct and classify chiral topological phases in driven (Floquet) systems of strongly interacting
bosons, with finite-dimensional site Hilbert spaces, in two spatial dimensions. The construction proceeds
by introducing exactly soluble models with chiral edges, which in the presence of many-body localization
(MBL) in the bulk are argued to lead to stable chiral phases. These chiral phases do not require any
symmetry and in fact owe their existence to the absence of energy conservation in driven systems.
Surprisingly, we show that they are classified by a quantized many-body index, which is well defined for
any MBL Floquet system. The value of this index, which is always the logarithm of a positive rational
number, can be interpreted as the entropy per Floquet cycle pumped along the edge, formalizing the notion
of quantum-information flow. We explicitly compute this index for specific models and show that the
nontrivial topology leads to edge thermalization, which provides an interesting link between bulk topology
and chaos at the edge. We also discuss chiral Floquet phases in interacting fermionic systems and their
relation to chiral bosonic phases.
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I. INTRODUCTION
Topological phases are typically discussed in terms of
the ground-state properties of gapped Hamiltonians. One of
the earliest examples is the integer quantum Hall (IQH)
effect, where a quantized Hall conductance is established
on cooling to low temperatures that are well below the gap
scale. The IQH insulator is an example of a short-range
entangled (SRE) topological phase, defined as having a
unique ground state on closed manifolds [1]. Awell-known
class of SRE phases are the symmetry-protected topologi-
cal (SPT) phases, which require the presence of a protecting
symmetry, examples of which include the electronic
topological insulators. In contrast, the IQH insulators
exemplify a more basic class of 2D “chiral” SRE phases
whose nontrivial nature persists even in the absence of any
symmetry. These nontrivial chiral phases are fully charac-
terized by the existence of chiral edge modes and can be
diagnosed by their quantized thermal Hall conductance [2],
which is proportional to the chiral central charge “c” of the
effective edge conformal field theory. In particular, the
chiral central charge is quantized in units of c ¼ 1=2
(c ¼ 8) for fermions (bosons) with no additional sym-
metry [3–5].
More recently, it has been realized that, outside of
ground-state physics, topological phases can also appear
in the highly excited states of a many-body system [6–8].
An essential ingredient in this scenario is many-body
localization, which allows for a description of states in
terms of conserved local integrals of motion [9–11]. This
prevents thermalization and endows the excited states with
properties similar to those of the ground states of gapped
systems [12]. These distinctive properties can be observed
in the dynamics of simple initial states, without the need for
cooling, so that in addition to their intrinsic interest, many-
body localized (MBL) topological phases also possess
practical advantages in terms of realizability. Although
many SPT phases have been realized in this MBL context
[6,7,13,14], the more fundamental 2D chiral topological
phases have so far evaded such a realization. Indeed, it was
argued in Refs. [3,14–16] that such chiral phases are not
permitted in excited states because the resulting system
would then be unstable to thermalization.
A key ingredient in the argument of Refs. [3,14,16] is the
inability of a system characterized by local integrals of
motion to support a quantized thermal Hall conductance. On
the other hand, it has also been understood recently that
MBL systems can be stable to the introduction of a time-
dependent, periodic Floquet drive [17–19], and this opens
up the possibility for the realization of new topological
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phases in MBL Floquet systems [20–24]. Such a periodic
drive renders the thermal Hall conductance ambiguous since
the energy is not conserved, and it allows for the possibility
of realizing chiral MBL phases in Floquet systems.
Here, we argue that chiral phases, which are intrinsi-
cally dynamical in nature and do not have static MBL
counterparts, can indeed be realized in periodically driven
MBL systems. This should be differentiated from various
Floquet engineering proposals, which aim at effectively
realizing equilibrium phases through periodic driving
[25,26]. The key observation we need is that, despite
the absence of a chiral central charge or any other
conserved quantity, the notion of a chiral edge is still
tenable in such systems. The quantity being transported at
the edge is quantum information, which is omnipresent in
quantum systems and can be pumped much like con-
served charge or energy [27]. Specifically, we construct a
class of exactly solved spin models (termed “bosonic
chiral Floquet” models) which, despite being localized in
the bulk, possess such chiral edges.
These models are bosonic analogues of the “anomalous
Floquet-Anderson insulator” (AFAI), introduced in the
insightful works of Refs. [28–31], where unidirectional
edge states appear in conjunction with an Anderson
localized bulk. However, the stability of these free fermion
systems in the presence of interactions remains uncertain
since previous works have not identified an intrinsically
many-body index that is quantized in these models; in
particular, the topology of these models was linked to
certain winding numbers, which are explicitly single-
particle properties. By contrast, we characterize our
bosonic chiral Floquet models by an intrinsically interact-
ing many-body topological index. The topological invariant
we use was first discussed in Ref. [27] (henceforth referred
to as “GNVW”), in which the index was developed to
exhaustively classify 1D quantum cellular automata. In this
work, we bridge the quantum information perspective in
GNVW to the physical problems of bosonic Floquet
systems in 2D. Interestingly, the topological invariant is
not just an integer, as one might expect from the familiar
IQH classification, but rather takes the form ν ¼ logðp=qÞ,
where p=q is a positive rational number that depends on the
dimensions of the local Hilbert spaces.
A feature of the MBL Floquet problems is the notion of a
generic edge phase. In contrast to MBL Floquet SPT
phases, where the edges can be localized following
spontaneous symmetry breaking, the absence of symmetry
requirements implies that the edge of an MBL chiral
Floquet phase can never be localized. This indicates that
bulk topology can enforce chaotic dynamics at the edge,
which is supported by our numerical computation on a
model of the chiral Floquet edge.
While our discussion will mostly focus on bosonic
systems, where rigorous results are available, we also shed
some light on fermionic problems. We present strong
evidence that the minimal fermionic chiral Floquet phase
is topologically equivalent to the bosonic counterpart. This
is in stark contrast to the equilibrium quantum Hall phases,
where the minimal bosonic integer chiral phase is equiv-
alent to eight copies of the minimal fermionic one.
The plan of attack in this paper is as follows.We introduce
a class of exactly soluble bosonic Floquet models (the
“SWAP models”) and construct a topological model of
interacting bosons that features the 1D translation operator
at the edge (Sec. II). Leveraging GNVW’s results on the
classification of 1D locality-preserving unitary operators, we
argue that this edge dynamics cannot be realized in any
purely 1D system undergoing finite-time Hamiltonian evo-
lution and hence signifies a topological 2D bulk. Having
analyzed the SWAP models, we abstract their essential
features and show that they serve as a complete set of
representatives for 2D bosonic MBL chiral Floquet phases.
This is achieved by first developing a sharp notion of bulk-
boundary correspondence in MBL Floquet systems
(Sec. III), including subtleties associated with the robustness
of many-body localization in 2D, and then discussing in
depth the interpretation, properties, and classification struc-
ture of the topological index in GNVW, which will be
referred to as the “chiral unitary index” and denoted by ν
(Sec. IV). After addressing the formal aspects of the MBL
chiral Floquet phases, we demonstrate the explicit comput-
ability of ν via a matrix-product representation (Sec. V),
discuss an experimental proposal for realization using hard-
core bosons in a shaken optical lattice (Sec. VI), and
elaborate on the physical consequences associated with
the anomalous chiral edges of these models (Sec. VII).
We conclude by making a connection between the bosonic
and fermionic problems (Sec. VIII) and then discussing
future directions of research motivated by the results in this
work (Sec. IX).
II. BOSONIC CHIRAL FLOQUET MODELS
The goal of this section is to construct an infinite set of
Floquet models in 2D bosonic spin systems, which we refer
to as “bosonic chiral Floquet”models. For concreteness, we
first analyze in detail a model of spin-1=2’s in Sec. II A, in
which the bulk and edge degrees of freedom (DOF) are
manifestly decoupled, and the edge Floquet operator is
simply given by the 1D translation operator (also frequently
called a “shift,” as in GNVW). We then generalize the
model to an infinite set of bosonic chiral Floquet models in
Sec. II B, which show similar edge dynamics as the spin-
1=2 model. We then argue heuristically in Sec. II C that
some of these models are topologically nontrivial, as their
edges, the 1D translation operators, are anomalous.
A. Example of a bosonic chiral Floquet model
The model we construct can be viewed as a bosonic
version of the fermionic AFAI model presented in
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Refs. [29] and [31], where the fermions are replaced by
hard-core bosons, and each fermionic “hop” is replaced by
a bosonic SWAP gate. In anticipation of the generalizations
in subsequent subsections, we will view the hard-core
bosons as spin-1=2’s.
More concretely, let Λ be a checkerboard lattice with two
(square) sublattices A and B. We view Λ as rotated
45 degrees from the horizontal and choose primitive lattice
vectors xˆ and yˆ oriented in the x and y directions,
respectively. We can then view Λ as a crystal lattice with
a two-site unit cell, with basis vectors 0 for A and ðxˆþ yˆÞ=2
for B. Each site will host a spin-1=2. For concreteness, let
us take a large rectangular system with size Nx × Ny so that
the total number of sites is jΛj≡ 2NxNy.
Our Hamiltonian is a piecewise constant function of
time, with four distinct time steps, each of duration T=4.
The four corresponding Hamiltonians are denoted HˆðsÞ,
s ¼ 1;…; 4, so HˆðtÞ ¼ HˆðsÞ for ðs − 1ÞT=4 ≤ t ≤ sT=4.
For each s, we define
HˆðsÞ ¼
π
T
X
r
ðSˆrBþbs · SˆrA − 1ˆÞ; ð1Þ
where SˆrA ¼ fXˆx; Yˆx; Zˆxg denote the Pauli operators at site
x ∈ Λ; rA and rB, respectively, denote the coordinates of
the A and B sites in the unit cell r; and
b1 ¼ 0; b2 ¼ −xˆ;
b3 ¼ −xˆ − yˆ; b4 ¼ −yˆ: ð2Þ
By construction, all terms in HˆðsÞ commute, so the time-
evolution operator expð−iHˆðsÞT=4Þ for a single time step
can be readily computed:
UˆðsÞ ≡ exp ð−iHˆðsÞT=4Þ ¼
Y
r
χˆrBþbs;rA ;
χˆx;y ¼
1
2
ð1ˆ þ Sˆx · SˆyÞ; ð3Þ
where χˆx;y is simply the SWAP gate between the spin-1=2
DOF at sites x and y. Hence, the total Floquet operator can
be viewed as a quantum circuit built entirely of SWAP gates
and is merely a permutation of the lattice sites. We denote it
by UˆF ≡ PˆF ≡ Pˆð4Þ…Pˆð1Þ to emphasize that each step is a
site permutation. Because of its permutation nature, a
SWAP circuit is exactly soluble, as we discuss in
Appendix A. In particular, we show below that with
periodic boundary conditions (PBC), UˆF is just the identity.
To compute the Floquet operator, which is a site
permutation, it is enough to work in the “single-spin-flip
sector,” defined as the subspace spanned by the orthonor-
mal set of single-spin-flip states fjrμi≡ Sˆþrμ j0ig, where
j0i≡ j↓↓…↓i, and Sþrμ ¼ ðXrμ þ iYrμÞ is the spin-raising
operator at site rμ. Restricted to this subspace, PF ≡
hrμjPˆFjr0μ0 i is a jΛj-dimensional matrix and can be effi-
ciently analyzed. Intuitively, one can compute PF by simply
“hopping” the spin-flip following the SWAP gates in the
Floquet cycle. With PBC, one sees that any spin-flip circles
an adjacent plaquette and returns to its starting position
after the fourth step [Fig. 1(a)]. This implies PF ¼ 1jΛj, and
hence UˆF ¼ PˆF ¼ 1ˆ.
Although the Floquet operator is apparently trivial with
PBC, it could still be topologically nontrivial and display
protected, anomalous edge dynamics when the system is
under open boundary conditions (OBC). Explicitly, we
consider a cylindrical geometry periodic in x but open in y.
This opens up two circular edges, respectively consisting of
the A sites at y ¼ 1 and B sites at y ¼ Ny. The computation
of the Floquet operator with OBC, Uˆ0F ≡ Pˆ0F, proceeds as
before. In the bulk, i.e., for y ≠ 1 and Ny, one simply finds
Pˆ0FjBulk ¼ 1ˆ, as none of the SWAP gates acting on the bulk
sites have been affected. On the other hand, for a spin-flip
starting at, say, ðx; y ¼ 1ÞA, the SWAP gates for the third
and fourth time steps have been “deleted,” so in the single-
spin-flip sector
P0Fjðx; 1ÞAi ¼ P0ð2ÞP0ð1Þjðx; 1ÞAi ¼ jðxþ 1; 1ÞAi: ð4Þ
Hence, Pˆ0F permutes the sites ðx; 1ÞA in the same way as the
unit right-translation operator along the boundary, tˆy¼1;A.
Similarly, for a spin-flip starting at ðx; NyÞB, we have
(b) (c)
(a)
FIG. 1. Various SWAP circuits considered. (a) A Floquet phase
with counterpropagating translation operators localized at the two
edges can be built by applying four layers of SWAP gates, as
indicated by 1 to 4. (b) The translation operator for the six-site
example has depth five. Generally, it will have an infinite circuit
depth in the thermodynamic limit. (c)Apair of counterpropagating
translation operators, however, can be realized with depth two.
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P0Fjðx; NyÞBi ¼ jðx − 1; NyÞBi; ð5Þ
which corresponds to the action of the unit left-translation
operator ðtˆy¼Ny;BÞ−1. Altogether, one finds
Uˆ0F ¼ Pˆ0F ¼ tˆy¼1;A ⊗ ðtˆy¼Ny;BÞ−1; ð6Þ
where the bulk and edge DOF are explicitly decoupled.
Hence, despite the apparently trivial bulk Floquet operator,
the dynamics of the system is nontrivial at the edge and is
governed by the 1D translation operator.
B. General classes of bosonic chiral Floquet models
The only place we used the spin-1=2 nature of the model
in the previous analysis was in Eq. (3), which can be easily
generalized to the case of spin ðp − 1Þ=2 sites for any
p ≥ 1. In other words, we can replace the two-dimensional
site DOF with p-dimensional ones and obtain an infinite
class of bosonic chiral Floquet models. At the lower edge
(y ¼ 1), each of these models gives the edge unitary
operator Yˆ ¼ tˆðpÞ, the unit right-translation operator for a
chain with p-dimensional site Hilbert spaces. Note, how-
ever, that spin-0 DOF (p ¼ 1) are special as, in that case,
the full many-body Hilbert space is one dimensional and
hence any model is necessarily trivial. [For simplicity, we
drop the superscript (p) when the Hilbert space dimension
is not emphasized, with tˆ understood to be tˆðpÞ for
some p > 1.]
A further generalization is obtained by taking any of the
above models and performing the four time steps in reverse.
This results in a mirror image model, with the edge unitary
operator Yˆ now given by the reverse translations. Even
more generally, one can consider a “stacked” model with
two independent layers: a model with sites of dimension p
stacked on top of the mirror image of a model with sites of
dimension q. This gives Yˆ ¼ tˆðpÞ ⊗ tˆðqÞ, where we let
tˆðqÞ ≡ ðtˆðqÞÞ−1 for clarity.
After the construction of this infinite set of models, a
natural question to ask is if these models are all distinct; i.e.,
given positive integers p, q, p0, q0, is the ðp; qÞ model
equivalent to the ðp0; q0Þmodel? At this stage, however, it is
not even clear what the word “equivalent” means since the
usual notion of bulk-boundary correspondence in equilib-
rium systems cannot be applied to our Floquet setup. To
even pose the question, one must first develop a corre-
sponding notion in Floquet systems.
We undertake this task in Sec. III, where we show that
the bulk and boundary dynamics can be systematically
decoupled in any MBL Floquet system. Granted such
decoupling, one can classify MBL Floquet systems by
studying smooth deformations among their boundaries.
Before proceeding with this analysis, however, it is
instructive to first examine the classification in a heuristic
fashion, using the fact that the ðp; qÞ models constructed
here showcase explicit bulk-edge decoupling. Specifically,
in Sec. IV, we see that, in general, the ðp; qÞ model is
equivalent to the ðp0; q0Þ model whenever p=q ¼ p0=q0.
Before that, we present below a heuristic argument sug-
gesting that the ðp; 1Þ models are nontrivial for p > 1,
while the ðp; pÞ models are always trivial.
C. Anomaly of the translation operator
Our intuition with the bulk-boundary correspondence
dictates that we should identify obstructions to “smoothly”
deforming the boundary operator Yˆ to the trivial one Yˆ ¼ 1ˆ,
i.e., obstructions in interpreting Yˆ as the finite-time
evolution of a local Hamiltonian defined only near the
boundary. We say Yˆ is “locally generated” when no
obstruction is present, and it is “anomalous” whenever
such interpretation is impossible. Such an anomalous
boundary signifies, at a heuristic level, the presence of a
topologically nontrivial bulk. As the ðp; 1Þ models give
Yˆ ¼ tˆðpÞ, we argue that they are nontrivial by showing tˆðpÞ
is anomalous when p > 1. The actual proof of the claim is
deferred to Sec. IV, where we define the quantized “chiral
unitary index” proposed in GNVW and discuss its
implications.
We will look for an obstruction to interpreting tˆðpÞ as a
locally generated unitary. For our purpose, the class of
locally generated unitaries is basically the same as the class
of finite-depth quantum circuits of local unitaries (FDLUs)
[32], so one should look for an obstruction to designing a
FDLU that implements tˆ in a 1D system [33]. Since tˆðpÞ is a
site permutation operation, it can be built using only local
SWAP gates, as we show in Fig. 1(b). However, in this
construction, L − 1 layers of SWAPs are used on a ring of
size L, and therefore the circuit depth diverges in the
thermodynamic limit. This suggests the impossibility of
simulating tˆðpÞ using any FDLU, which, when proven, will
lead to our claim that the ðp; 1Þ models are topologically
nontrivial.
For the ðp; pÞ models, however, the edge operator Yˆ ¼
tˆðpÞ ⊗ tˆðpÞ can be realized in a purely 1D system using a
nearest-neighbor SWAP circuit of depth two [Fig. 1(c)].
This construction immediately shows that the ðp; pÞ
models are topologically trivial for all values of p.
III. BULK-BOUNDARY CORRESPONDENCE
IN MBL FLOQUET SYSTEMS
We have seen that the bosonic chiral Floquet models,
featuring the 1D translation operators at the edge, are
suggestively nontrivial. We now provide a strong theoreti-
cal grounding for this claim. The first step is to establish the
notion of bulk-boundary correspondence in Floquet
systems.
The bulk-boundary correspondence is frequently applied
in the classification of gapped equilibrium phases of matter,
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where the ability to cleanly distinguish between bulk and
boundary DOF in the presence of a gap allows one to
classify distinct bulk phases in terms of the anomalous
properties of their edges, which are symmetry protected to
be gapless in d ¼ 2. In a Floquet system, however, the
notion of a ground state, and hence an excitation gap, is
meaningless. Nonetheless, if a Floquet system is MBL, so
that one can identify mutually commuting quasilocal DOF
[9–11], a version of the bulk-boundary correspondence
becomes possible. While similar approaches have been
adopted for 1D systems in Refs. [20–24], in the following
we generalize the previous discussions and present a self-
contained construction applicable to Floquet systems in any
spatial dimension d, and then specialize to d ¼ 2 and apply
it to the bosonic chiral Floquet models we constructed.
A. MBL Floquet systems in any dimension
We begin by first clarifying what we mean by “MBL”
and “distinct” in our Floquet context. We call a Floquet
systemMBL if its Floquet operator UˆF can be written in the
bulk as a product of mutually commuting quasilocal unitary
operators. Here, we say an operator is “quasilocal” if its
nontrivial action is exponentially localized. [See precise
definition of MBL in Eq. (10) below]. Two MBL Floquet
systems are said to be distinct if it is impossible to
interpolate between their Hamiltonians Hˆ0ðtÞ and Hˆ1ðtÞ
within the class of MBL Floquet systems. More precisely,
we say Hˆ0ðtÞ and Hˆ1ðtÞ are distinct if for any continuous
interpolation
fHˆsðtÞ∶Hˆsðtþ TÞ ¼ HˆsðtÞ; 0 ≤ s ≤ 1g; ð7Þ
the corresponding family of Floquet operators UˆFðsÞ fails
to be MBL for some s.
Next we proceed to explain the asserted bulk-boundary
correspondence in detail. For concreteness, we work on a
large boundaryless 2D geometry, say, a torus. Write the
Hamiltonian as
HˆðtÞ ¼
X
r
HˆrðtÞ; ð8Þ
where each local term HˆrðtÞ ¼ Hˆrðtþ TÞ is nontrivial only
within a finite neighborhood bðrÞ surrounding lattice site r.
Consider the Floquet operator
UˆF ¼ T exp

−i
Z
T
0
dtHˆðtÞ

; ð9Þ
which is uniquely defined up to an arbitrary choice in the
reference time t ¼ 0. We say UˆF is MBL when it can be
written as a product of mutually commuting quasilocal
unitaries Uˆr:
UˆF ¼
Y
r
Uˆr: ð10Þ
Here, each Uˆr is a quasilocal operator approximately
localized within a finite neighborhood b0ðrÞ of lattice site
r, and ½Uˆr; Uˆr0  ¼ 0. In the “l-bit” notation commonly used
to describe MBL systems, each Uˆr can be represented as
Uˆr ¼ exp½−iFrðfτˆr0 gÞ, where fτˆr0 g is a complete set of
Hermitian, mutually commuting, quasilocal, and conserved
operators (l-bits), and Fr is a local real function. Identifying
the exact form of the l-bits for a given system is a nontrivial
task, but in the following discussion, we will not need to
use this l-bit representation explicitly.
Before we move on to develop the notion of bulk-
boundary correspondence in a MBL system, we pause to
discuss some subtleties about the stability of MBL Floquet
phases. If many-body localization is robust to small local
perturbations to the time-dependent Hamiltonian, then we
can viewMBL systems as the out-of-equilibrium analogues
of gapped equilibrium systems and define a phase as a
collection of systems that can be smoothly deformed into
each other without undergoing a delocalization transition.
One established subtlety for higher-dimensional MBL
systems arises from protected thermal boundaries, which
naturally accompany a topological bulk [34,35]. They are
known to thermalize the bulk in a time scale that scales
exponentially with the linear size of the system. This
invalidates the notions of eigenstate order and conserved
l-bits in a finite system with a protected thermal boundary
since these eigenstate-based concepts capture the infinite-
time behavior of a finite system. However, we stress here
that this subtlety does not prevent the precise definition of
MBL phases of dynamics, defined in the limit of infinite
system sizes (as for equilibrium phases), where the time
scale for the edge to thermalize the bulk becomes infinite
and the bulk dynamics remains as those for a MBL system
with eigenstate order up to arbitrarily long times [34]. In
particular, MBL phases are still sharply distinguished
through bulk dynamical phase transitions that are insensi-
tive to boundary effects.
On another front, it has also been suggested that the
inclusion of rare thermal regions in the bulk could
destabilize MBL dynamics in the infinite-time limit for
systems in higher than one spatial dimension [36,37].
While the applicability of the strong assumptions under-
lying these arguments is still under investigation, if correct,
this mechanism would imply that higher-dimensional
many-body localization is only metastable, and this issue
is an important matter of principle. In practice, however, the
time scale for this rare-thermal-region destabilization
becomes double-exponentially long in the disorder
strength, and hence the MBL picture still accurately
describes the dynamics up to astronomically long time
scales. We also mention that numerous studies [38–41]
have pointed out that for rapid driving, the system can
exhibit low-temperature-like quantum coherent dynamics,
even in the absence of disorder, in a “prethermal” regime of
exponentially long duration. In both of the latter cases, our
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results will accurately describe the dynamics in a para-
metrically long time scale even if MBL dynamics is
eventually destabilized in the ultra-long-time limit.
B. Bulk-boundary correspondence
To discuss bulk-boundary correspondence in a MBL
Floquet system, it is useful to first define two length scales
that are important in our MBL Floquet problem: the
“localization length” ξ and the “Lieb-Robinson length”
lLR. Physically, ξ is the maximum radius of b0ðrÞ, the
neighborhood of sites on which any Uˆr can act nontrivially.
Equivalently, Uˆr can be viewed as a local operator acting in
b0ðrÞ, tensored with the identity on the sites outside b0ðrÞ.
Because of the mentioned exponentially decaying tails of
the l-bits, ξ is, in principle, unbounded. Instead, we relax
our definition and allow Uˆr to differ from the identity
outside b0ðrÞ by a small error. This allows for a finite ξ, with
the corresponding error bounded by Oðe−r0=ξÞ for sites at a
distance r0 away from b0ðrÞ.
Another important length scale is lLR ≡ TvLR, where
vLR is the maximum Lieb-Robinson velocity [42] of HˆðtÞ
for 0 ≤ t ≤ T. The intuition behind this “Lieb-Robinson
length” lLR is that since the Floquet period T is finite and
HˆðtÞ is local, there should be a finite causal “light cone”
beyond which no communication, i.e., information
exchange, is possible. Using the Lieb-Robinson theorem,
this intuition is formalized as follows: For any localized
operator Oˆ, Uˆ†FOˆUˆF can act nontrivially only on sites
within a distance lLR from the support of Oˆ, again up to
exponentially small corrections. Note that, for a MBL
system, ξ and lLR are not independent: From Eq. (10), one
sees that lLR ≤ 2ξ, the maximum possible distance
between any two points lying in the same neighbor-
hood b0ðrÞ.
Now consider a large region D in our lattice (a disk in
2D, or a ball in d > 2), with diameter much bigger than 2ξ.
There are two unitary operators that can be naturally
associated with the system on the ball D. One is the
Floquet unitary constructed from HˆD, the Hamiltonian
truncated to D:
Uˆ0F ¼ T exp

−i
Z
T
0
dtHˆDðtÞ

;
HˆDðtÞ ¼
X
r∶bðrÞ⊂D
HˆrðtÞ: ð11Þ
The other is just the truncation of the original Floquet
unitary UˆF of the full system to the ball D:
Uˆ00F ¼
Y
r∶b0ðrÞ⊂D
Uˆr: ð12Þ
Note that while U0F can be constructed for any Floquet
system, to construct U00F one needs to invoke the MBL
assumption. By the Lieb-Robinson bound, these two
unitaries Uˆ0F and Uˆ
00
F must agree in the interior of D, with
an error that decreases exponentially for sites away from
the boundary. In other words, their mismatch,
Yˆ ¼ ðUˆ00FÞ−1Uˆ0F; ð13Þ
is a unitary operator approximately localized on sites within
a distance 2ξ from the boundary of D (Fig. 2). By
construction, 2ξ is much smaller than the linear size of
D, and therefore Yˆ is effectively a unitary operator acting
on the (d − 1)-dimensional boundary region ofD. Note that
Uˆ0F is defined using the time-dependent Hamiltonian
HˆDðtÞ, and hence Yˆ can capture information that is missing
in the bulk Floquet Hamiltonian HˆF. In particular, this
includes the physical consequences of a possibly nontrivial
“micro-motion” within the Floquet period.
The key observation now is that even though Uˆ00F is MBL
everywhere by construction, Uˆ0F may not be MBL at the
boundary, where Uˆ0F and Uˆ
00
F do not necessarily agree.
Hence, Yˆ is not MBL in general. Rather, we can only argue
that Yˆ is locality preserving, in the sense that conjugating
by Yˆ takes local operators to nearby local operators (as
follows from the Lieb-Robinson bound). Crucially, there is
no guarantee that a locality-preserving unitary can be
interpreted as the finite-time evolution operator of a local
Hamiltonian. Specifically, in the case of Yˆ, there is no
guarantee that Yˆ can be interpreted as a finite-time local
Hamiltonian evolution in d − 1 dimensions. Whenever
there is an obstruction in such a reinterpretation, we say
Yˆ is anomalous, and this signifies the presence of a
topologically nontrivial bulk. We emphasize here that the
mentioned anomaly makes no reference to symmetries and
FIG. 2. Schematic definition of the edge operator Yˆ in a system
with a MBL bulk. Up to an exponentially small error, the edge
operator is contained within a distance of 2ξ from the edge, where
ξ denotes the bulk localization length.
HOI CHUN PO et al. PHYS. REV. X 6, 041070 (2016)
041070-6
is thus a “stronger” anomaly than those associated with the
boundary of MBL-SPT Floquet phases recently studied in
Refs. [20–24].
C. Application to the bosonic chiral Floquet models
We now apply the formal construction above to the
bosonic chiral Floquet models we described in Sec. II,
corresponding to d ¼ 2. For simplicity, we specialize the
discussion to the p ¼ 2 model presented in Sec. II A,
although it generalizes immediately to the general classes
of ðp; qÞ models discussed in Sec. II B.
Recall that, with PBC, the Floquet operator of the model
is simply UˆF ¼ PˆF ¼ 1ˆ. Now imagine appending to the
original Floquet evolution a fifth time step, corresponding
to the time evolution operator Uˆð5Þ. The bulk Floquet
operator is then modified into UˆF ¼ Uˆð5ÞPˆF ¼ Uˆð5Þ, and, in
particular, the system is MBL if Uˆð5Þ is MBL. In fact, even
without this fifth time step, i.e., even if we had set Uˆð5Þ ¼ 1ˆ,
we would have also obtained a localized model since, as
noted above, the time evolution operator for the first four
time steps is simply PˆF ¼ 1ˆ. The purpose of the disorder
introduced in the fifth time step is to render the MBL
property robust against small arbitrary perturbations of the
Hamiltonian and hence allow our system to represent a
stable Floquet MBL phase. The particular form of the
disorder is unimportant, as long as the resulting unitary can
be deformed into the model we constructed while remain-
ingMBL; i.e., we stay within the sameMBL Floquet phase.
In the following, we choose a particular form of Uˆð5Þ for
concreteness and convenience.
First, we replace time intervals T=4with T=5 in the clean
system and simultaneously increase the strength of the
Hamiltonian such that the single-step evolution operator,
UˆðsÞ for s ¼ 1;…; 4, is unchanged [Eq. (3)], and then
consider the disordering Hamiltonian
Hˆð5Þ ¼
5π
T
X
x∈Λ
JxZˆx; ð14Þ
where the coupling constants Jx ∈ ½0; 1 are independent
random variables. Again, Hð5Þ is exactly soluble, with
Uˆð5Þ ≡ exp ð−iHˆð5ÞT=5Þ ¼
Y
x∈Λ
exp ð−iπJxZˆxÞ: ð15Þ
Note that with this choice of Uˆð5Þ, the model also has a
Uð1Þ symmetry generated by spin rotation about the z axis.
This symmetry is inessential to our construction. Once
again, one can consider a more general disordering
Hamiltonian breaking this symmetry, and as we argue in
Sec. IV, the nontrivial nature of the phase survives.
To compute the edge operator Yˆ as defined in Eq. (13),
we have to consider two Floquet operators defined on an
open geometry: the operator Uˆ0F corresponding to the
evolution of the truncated Hamiltonian, and Uˆ00F, the direct
truncation of the bulk Floquet operator. Although we
previously chose the edge to be the boundary of a disk
D, in the present construction, it is more convenient to take
the cylindrical geometry adopted in Sec. II, which corre-
sponds to taking OBC in one of the two torus directions.
To evaluate Uˆ0F, recall from Eq. (6) that, with this OBC,
the first four time steps in the Floquet cycle give rise to the
evolution operator Pˆ0F ¼ tˆy¼1;A ⊗ ðtˆy¼Ny;BÞ−1. Since the
disordering Hamiltonian Eq. (14) is on site, it is unaffected
by the change in boundary condition, and therefore we find
Uˆ0F ¼ Uˆð5Þ½ty¼1;A ⊗ ðtˆy¼Ny;BÞ−1: ð16Þ
By the same token, Uˆ00F ¼ Uˆð5ÞPˆ00F, where Pˆ00F is the trunca-
tion of the PBC permutation operator PˆF to the cylinder
defined by the OBC; i.e., we should discard all terms in PˆF
that cross the boundary between y ¼ 1 and y ¼ Ny.
However, as PˆF ¼ 1ˆ, it is again unaffected by the trunca-
tion. This gives Uˆ00F ¼ Uˆð5Þ, and therefore
Yˆ ¼ ðUˆ00FÞ−1Uˆ0F ¼ tˆy¼1;A ⊗ ðtˆy¼Ny;BÞ−1; ð17Þ
giving the same edge operator as in the clean model
in Sec. II.
Note that the simplicity of Yˆ hinges on our choice of a
simple on-site disordering Hamiltonian Hˆð5Þ. For a more
general disordering Hamiltonian, Uˆ0ð5Þ and Uˆ
00
ð5Þ will only
cancel exactly in the bulk and modify Yˆ by a unitary
operator that is bilocal on the two circular edges.
Nevertheless, the tensor-product factorization in Eq. (17)
will still hold with an accuracy Oðe−Ny=ξÞ. We see in
Sec. IV that, as long as we stay in the same MBL Floquet
phase, such modification does not affect the nontrivial
nature of the model, which is captured by the chiral unitary
index of a single edge.
To further support the claim that the MBL chiral Floquet
model, characterized by the edge operator Yˆ ¼ tˆ at a single
edge, is in a nontrivial phase, it is instructive to study its
behavior as we tune the system to a manifestly trivial fixed
point. More explicitly, consider two 2D MBL Floquet
systems defined on the same cylinder geometry, described
by the Floquet operators Uˆ0Fð0Þ and Uˆ0Fð1Þ with, respec-
tively, anomalous and trivial edges, say, Yˆð0Þ ¼ tˆ and
Yˆð1Þ ¼ 1ˆ. Imagine a smooth family of Floquet systems
fUˆ0FðsÞ∶0 ≤ s ≤ 1g interpolating between the two. By our
claim, Uˆ0FðsÞ will necessarily become delocalized at some
sc if the MBL chiral Floquet model is indeed nontrivial. To
illustrate this, we define a family of models by randomly
deleting a fraction s of the SWAP gates applied in the
Floquet period (Appendix B). While Uˆ0Fðs ¼ 0Þ is simply
CHIRAL FLOQUET PHASES OF MANY-BODY LOCALIZED … PHYS. REV. X 6, 041070 (2016)
041070-7
the original chiral Floquet model, very few sites are
permuted as s → 1, and hence Uˆ0ðs ¼ 1Þ ¼ Uˆ0ð5Þ and
Yˆð1Þ ¼ 1ˆ. As shown in Fig. 3, the system indeed fails
to be MBL around s ¼ 0.5, consistent with the argu-
ment above.
IV. CHIRAL UNITARY INDEX
In the previous sections, we reduced the problem of
classifying 2D bosonic MBL Floquet systems to that of
classifying 1D locality-preserving unitary operators Yˆ, and
we constructed an infinite set of models, labeled by two
positive integers ðp; qÞ, which realizes Yˆ ¼ tˆðpÞ ⊗ tˆðqÞ.
Having provided circumstantial evidence that some of
these models, e.g., the ðp; 1Þ models with p > 1, are
nontrivial, we now argue that the quantized index defined
in GNVW classifies bosonic MBL chiral Floquet phases in
2D via bulk-edge correspondence. We call this index the
“chiral unitary index” and denote it by ν. Roughly
speaking, νðYˆÞ is a measure of the imbalance in quan-
tum-information pumping at the edge under the evolution
governed by the locality-preserving unitary operator Yˆ. As
we see below, ν takes the form logðp=qÞ, where p and q are
relatively prime positive integers.
In particular, in this section, we justify the use of the
adjective “chiral,” show that ν is insensitive to the shape of
the edge, and argue that it is in fact robust to any smooth
deformation preserving the MBL nature of the bulk.
A. One-dimensional quantum information transport
The goal of this section is to develop a classification of
1D locality-preserving unitary operators, which we denote
by Yˆ. Recall that by “locality-preserving,” we mean that
conjugation by Yˆ takes local operators to nearby local
operators. Above, we have argued heuristically that certain
locality-preserving unitaries, like tˆ, are anomalous, i.e.,
cannot arise as the finite-time evolution of a 1D local
Hamiltonian. Precisely such a class of operators was
studied in GNVW, which showed that the anomaly asso-
ciated with Yˆ is exhaustively captured by a quantized index,
with the translation operators playing the role of generators
for nontrivial indices.
To get some intuition on what makes a locality-preserv-
ing operator Yˆ anomalous, it is useful to first recall the
equilibrium classification of 2D gapped quantum phases. In
the equilibrium setting, the effective low-energy dynamics
of the 1D edge is typically described by a conformal field
theory, which is partially characterized by its “chiral central
charge.” The chiral central charge describes the chiral flow
of energy along the edge at finite temperature—roughly, it
counts the number of chiral edge modes. When nonzero, it
signals an anomaly, i.e., an obstruction to realizing the
corresponding field theory as the low-energy theory of a
truly 1D microscopic system.
In the present Floquet setting, instead of a 1D effective
low-energy field theory, we are given a locality-preserving
unitary Yˆ governing the edge dynamics. The analogue of
the anomaly in this setting, namely, the inability to realize Yˆ
as the Floquet operator of a truly 1D system, turns out to
also have an interpretation in terms of chiral transport.
While the appearance of chirality may have been expected
given the vital role played by the translation operator in the
previous sections, the transport interpretation is now more
subtle, as there is no conserved charge or even energy.
To understand what is being transported, consider again
the unit translation operator tˆ on a 1D ring of length L ≫ 1,
and let ρˆ be the density operator of any quantum state
defined on the ring. For any local measurement Oˆx, the
transformed state ρˆ0 ≡ tˆ ρˆ tˆ† gives results obeying
Trðρˆ0Oˆxþ1Þ ¼ TrðρˆOˆxÞ, where Tr denotes the trace over
a set of orthonormal bases in the physical Hilbert space.
Stated in words, the measurement results of ρˆ0 at xþ 1 are
identical to those of ρˆ at x. Such unidirectional, perfect
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FIG. 3. Edge and bulk characterization of the “diluted” SWAP
model. Each data point corresponds to the disorder average of
200 disorder realization, with the standard deviation indicated as
error bars. Plotted against the right axis is the localization length
ξ. Note that hξi was computed for N × N systems with PBC,
where N ¼ 60, 80, 100, and 120. As shown in the plot, the
system is localized for small and large values of s, but it is
delocalized around s ¼ 0.5. Accompanying the delocalization is
a change in the edge behavior, as can be seen in the data on W,
plotted against the left axis. W is defined as follows: The edge
operator Yˆ for each disorder realization is computed following the
discussion near Eq. (17), using a 100 × 100 system in the
cylindrical geometry periodic in x but open in y. Regardless
of s, Yˆ can be interpreted as an element of the site permutation
group and hence can be factorized into mutually commuting
terms, with each term being an oriented “loop” in the lattice
(Appendix A). The edge operator at a single edge is identified by
restricting to the loops that are strictly contained within the lower
half of the system, andW is defined as the net winding number of
these loops about the cylinder axis. Note that W ¼ 1 and 0,
respectively, indicate a chiral and a nonchiral edge operator. Note
thatW is not well defined near s ¼ 0.5, where hξi and N become
comparable, and therefore hWi is not quantized in that region.
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correlation is independent of the choice and structure of ρˆ,
and is indeed a property of the operator tˆ itself. Correlation
is information—what is pumped in a state-independent
manner is therefore, suggestively, quantum information,
which is present in our Floquet setting even when both
charge and energy are not conserved.
To formalize this idea, we now give a precise definition
of the chiral unitary index of νðYˆÞ.
B. Definition of the chiral unitary index ν
Let us work with a finite, but arbitrarily large, 1D ring
whose lattice sites, labeled by x, host bosonic “spin”Hilbert
spaces Hx of dimension px. For concreteness, pick an
orthonormal basis fjixig for each Hx, and let Ax be the set
of local operators at a site x:
Ax ¼
 Xpx
ix;jx¼1
aixjx jixihjxj∶aixjx ∈ C

: ð18Þ
Since the elements of Ax, being operators, can both be
added and multiplied, Ax forms an algebra. An explicit
complete basis for Ax is feˆxij ≡ jixihjxj∶i; j ¼ 1;…; pxg.
Additionally, one can consider more general operator
algebras AS consisting of operators acting on a collection
of sites S: AS ¼⊗x∈S Ax.
Now let Yˆ be a locality-preserving unitary operator in
this 1D system. As described in the previous section, the
degree to which Yˆ preserves locality is quantified by a Lieb-
Robinson length lLR. Recall the defining property of lLR is
that for any local operator Oˆ, Yˆ†Oˆ Yˆ can act nontrivially
only on sites at most a distance lLR from the support of Oˆ,
up to exponentially small corrections.
We now set up a “flow gauge” that measures how the
locality-preserving unitary Yˆ pumps quantum information
across a spatial cut in the system. Specifically, consider two
contiguous intervals of sites L and R, residing immediately
to the left and right of the cut, respectively. These intervals
host independent operator algebrasAL andAR, in the sense
that ½aˆL; aˆR ¼ 0 for all aˆL ∈ AL and aˆR ∈ AR. For brevity,
we say A and B commute, and we write ½A;B ¼ 0 when
they are independent in this sense. Now let YðALÞ≡
fYˆaˆLYˆ†∶aˆL ∈ ALg and YðARÞ≡ fYˆaˆRYˆ†∶aˆR ∈ ARg.
Note that an operator basis for YðAαÞ, α ¼ L, R, can be
fYˆeˆαijYˆ†∶i; j ¼ 1;…; pαg. Qualitatively, a measure of how
½YðALÞ;AR ≠ 0 captures the extent to which AL becomes
entangled with AR under the action of Yˆ, and therefore
reflects the amount of quantum information pumped from
left to right across the cut [43]. Similarly, a measure of how
½YðARÞ;AL ≠ 0 captures the flow of quantum information
from right to left. To fully characterize the chiral character
of Yˆ, we should look at the difference between these two
measurements.
To ground the discussion quantitatively, we need to
introduce a measure of the extent to which two sets of
operators A and B, acting on a common Hilbert space HΛ
with dimðHΛÞ ¼ pΛ, are independent; i.e., we seek a
measure that is minimized when the two sets of operators
commute (½A;B ¼ 0) and is maximized when the two sets
coincide (A ¼ B). A natural candidate is the overlap of the
respective orthonormal operator bases, which we define
below. Let A and B be spanned by the bases feˆaij∶i; j ¼
1;…; pag and feˆblm∶l; m ¼ 1;…; pbg, respectively, and
define
ηðA;BÞ≡
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
papb
p
pΛ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXpa
i;j¼1
Xpb
l;m¼1
jTrΛðeˆa†ij eˆblmÞj2
vuut ; ð19Þ
where the trace TrΛ is restricted to HΛ. In Appendix C,
we show that η enjoys the following desired properties:
(i) It is independent of the orthonormal basis chosen,
(ii) ηðA;BÞ ¼ 1 when ½A;B ¼ 0, and (iii) ηðA;AÞ ¼ pa.
With all these preparations, we can now define the index.
We letAL andAR be as above, but with the extra condition
that they have sizes ≥ lLR. Let HΛ be the Hilbert space
associated with a very large finite region Λ containing both
L and R (for example, Λ could be the whole 1D system,
assumed to be a finite ring). We then define the chiral
unitary index νðYˆÞ as
νðYˆÞ≡ log indðYˆÞ; indðYˆÞ≡ η½YðALÞ;AR
η½AL; YðARÞ
; ð20Þ
where indðYˆÞ is equivalent to the index defined in Eq. (45)
of GNVW, and we refer to it as the “GNVW index.”
Although there is no formal distinction between ν and ind,
we nonetheless introduce ν, i.e., take the logarithm of
the GNVW index, such that the connection of the index
with the more familiar equilibrium results will be more
transparent, as we elaborate on below.
C. Index of the translation operator
To develop some intuition for the chiral unitary index
νðYˆÞ, or equivalently, its exponential, the GNVW index
indðYˆÞ, let us first compute it for two simple cases. First,
if Yˆ ¼ 1ˆ is the identity operator, then clearly νð1ˆÞ ¼
logð1Þ ¼ 0, since ½AL;AR ¼ 0. Second, in the case that
the spin Hilbert spaces Hx all have the same dimension
px ¼ p > 1, we can let Yˆ ¼ tˆ be the unit right-translation
operator. The Lieb-Robinson length of tˆ is just 1, and
therefore intervals L and R of length 1—i.e., single sites—
are already sufficiently large to be used in the index
computation in Eq. (20). Taking AL ¼ Ax, AR ¼ Axþ1,
one finds
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νðtˆÞ ¼ log ηðtˆAxtˆ
†;Axþ1Þ
ηðAˆx; tˆAxþ1 tˆ†Þ
¼ log ηðAxþ1;Axþ1Þ
ηðAx;Axþ2Þ
¼ logp;
ð21Þ
which is nonzero as long as p > 1, so as claimed, the
translation operator has a nontrivial index. In addition, by a
similar computation, one sees that νðtˆ†Þ ¼ − logp, con-
sistent with the intuition that tˆ and tˆ† pump quantum
information in opposite directions.
Pictorially, the GNVW index of the translation
operator corresponds to the transport of the entire on-site
p-dimensional Hilbert space Hx across the cut. Note also
that the computation of νðtˆÞ above is independent of x, the
location of the cut. In addition, one can check that
expanding the sizes of L and R will leave νðtˆÞ invariant.
Hence, νðtˆÞ is independent of the arbitrariness in defining
AL and AR, as one would expect for a well-defined index.
Since tˆ2 brings the p2-dimensional Hilbert spaceHx−1 ⊗
Hx across the cut, we should expect νðtˆ2Þ ¼ logðp2Þ ¼
2 logp. In addition, for a system stacked with an identical
copy of itself, tˆ ⊗ tˆ also brings a p2-dimensional Hilbert
space across the cut, and similarly, we expect νðtˆ ⊗ tˆÞ ¼
2 logp. These observations suggest that, as claimed, the
chiral unitary index is additive (or, equivalently, the GNVW
index is multiplicative) under both composition (multipli-
cation) and the tensor product of the unitaries [27]
(Appendix C):
νðYˆYˆ 0Þ ¼ νðYˆ ⊗ Yˆ 0Þ ¼ νðYˆÞ þ νðYˆ 0Þ: ð22Þ
D. Interpretation of the index
We have motivated the definition of the chiral unitary
index, Eq. (20), by quantifying how a locality-preserving
unitary operator redistributes quantum information. This is
exemplified by the index computation for the translation
operator, which gives νðtˆðpÞÞ ¼ logp, the maximum von
Neumann entropy supported by a p-level system. These
facts make it natural to identify the chiral unitary index with
the flow of information entropy per Floquet cycle along a
1D edge of the 2D system.
Such unidirectional transport of physical quantities is a
defining feature of chiral phases of matter. For instance,
equilibrium chiral phases are accompanied by a quantized
nontrivial thermal Hall conductance. Can we then view the
MBL chiral Floquet phases as being in one-to-one corre-
spondence with their equilibrium counterpart, with the only
difference being a transport of quantum information in lieu
of energy quanta? We attack this problem by first posing a
seemingly different one: Conventional wisdom holds that
chiral phases with counterpropagating edge modes can
“cancel” each other and reproduce a trivial phase. How
does this intuition generalize to the bosonic MBL chiral
Floquet phases?
To answer this, it is instructive to first consider the
ðp; pÞ model, which should be trivial by our intuition on
“edge cancellation.” To see this, we simply note that it
has a trivial index: νðtˆðpÞ ⊗ tˆðpÞÞ ¼ νðtˆðpÞÞ þ νðtˆðpÞÞ ¼
logp − logp ¼ 0. Physically, this implies the operator
tˆðpÞ ⊗ tˆðpÞ is not anomalous; i.e., it can be well approxi-
mated by a FDLU, as we have shown in Sec. II C.
Importantly, not all translation operators are equal.
For instance, consider the (2,3) model, which has
index νðtˆð2Þ ⊗ tˆð3ÞÞ ¼ logð2Þ − log 3 ≠ 0. Physically, this
amounts to the observation that the information capacity of
a qutrit (p ¼ 3) is larger than that of a qubit (p ¼ 2).
Hence, two chiral unitary operators annihilate each other if
and only if they are “equal and opposite.” The phenomenon
of “opposite” operators annihilating each other is familiar
from the equilibrium classification of SRE chiral phases,
but the presence of logarithms in the current Floquet
situation is novel.
Since the ðp; qÞ model has index logðp=qÞ, under
stacking of these models, their chiral unitary indices form
ðlogQþ;þÞ, the group of log-positive-rational numbers
under addition [27]. This suggests that the classification in
our MBL Floquet setting is much richer than that of their
equilibrium counterparts. Nonetheless, if one is restricted to
quantum spin systems with isomorphic p-dimensional site
Hilbert spaces, the realizable indices are reduced to a
subgroup of the general case. For instance, if p is prime,
then the classification is reduced to ðlogpZ;þÞ≃ ðZ;þÞ,
similar to the equilibrium result—this follows immediately
from the alternative definition of the index given in
Sec. VII. 2 of GNVW. Slightly more generally, if p has
np prime factors, then each prime factor generates
one “dimension” of a “lattice,” and the classification
becomes ðZnp ;þÞ.
E. Robustness of the index
While we have focused on the ðp; qÞ model and its
edges, Yˆ ¼ tˆðpÞ ⊗ tˆðqÞ, to develop a physical picture for the
chiral unitary index ν, the narration thus far is missing a
crucial ingredient: the quantization of ν. This quantization
is vital for its role in the classification since it is needed to
ensure stability of the classification to any continuous
change of the system, e.g., coming from a change in the
precise shape of the 1D boundary chosen in the definition
of Sec. III, or from generic perturbation to the time-periodic
Hamiltonian. To see this explicitly, if this quantization was
absent, one could only claim that the group ðlogQþ;þÞ
classified the special class of ðp; qÞ models but could not
view it as the general classification of 2D bosonic MBL
chiral Floquet phases.
This quantization property is nontrivial since a priori a
local dressing of the translation operator could already
interfere with the transport of quantum information.
Specifically, although it is not at all obvious from its
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definition in Eq. (20), the GNVW index indðYˆÞ turns out to
be a positive rational number for any locality-preserving Yˆ.
In GNVW, a proof of this statement is based on an alternate
but equivalent definition of the index as the ratio of the
dimensions of two certain finite-dimensional operator
algebras, which is manifestly a positive rational number.
Mathematically minded readers are encouraged to consult
Sec. VII of GNVW for further details of this argument. In
the remainder of this subsection, however, we instead
provide a more physical argument for the quantization.
We first present the main idea behind the derivation.
Intuitively, small physical deformations can be viewed as a
dressing of the original operator by a FDLU, which is built
from local unitaries. However, a local unitary cannot be
chiral: Suppose, on the contrary, that a local unitary
operator UˆI, defined on the finite 1D interval I with
boundaries ∂L and ∂R, is chiral. Then, under evolution
governed by UˆI, quantum information is gradually depleted
from (say) ∂L and accumulates at ∂R. This is at odds with
unitarity since the dimensions of the local Hilbert space at
the two edges are fixed. Hence, we see that νðUˆIÞ ¼ 0, and
from Eq. (22), we conclude that any FDLU has ν ¼ 0;
therefore, the index is robust. Note that the contradiction
above is evaded by locality-preserving unitaries defined on
a boundaryless geometry, say, on a ring or on an infinite
line. These are precisely the geometries for which the
translation operator tˆ is well defined and, indeed, the
geometries that arise as the boundary of a 2D system.
With this picture in mind, we proceed to show that
Eq. (20) is invariant under smooth physical deformations.
Specifically, consider two locality-preserving unitaries
Yˆð0Þ and Yˆð1Þ, together with a smooth interpolation
YˆðsÞ between them, parametrized by s ∈ ½0; 1. Assume
that the Lieb-Robinson lengths lLRðsÞ of YˆðsÞ are all
uniformly bounded by some lLR: lLRðsÞ ≤ lLR. Then,
γˆðsÞ≡ YˆðsÞYˆð0Þ† is a family of unitary operators contract-
ible to the identity. For small δs, we can expand
γˆðsþ δsÞ ¼ γˆðsÞð1 − iδshˆðsÞ þ   Þ; ð23Þ
where hˆðsÞ is a Hermitian operator. Since γˆðsÞ is also
locality preserving, hˆðsÞ has to be local. Therefore, γˆð1Þ can
be viewed as generated by a local Hamiltonian evolution
and is hence well approximated by a FDLU. As Yˆð1Þ ¼
γˆð1ÞYˆð0Þ and the chiral unitary index ν is additive under
composition [Eq. (22)], it remains to show that ν ¼ 0 for
any FDLU. Using the composition property once again,
one simply needs to show the triviality of a single layer of
(necessarily commuting) local unitaries. In this situation,
the only local unitary that can potentially lead to a non-
trivial index is the one entangling AL and AR, i.e., the
unitary that is sliced by the cut. To see that ν ¼ 0 for such a
unitary operator, we present below an argument originally
given in GNVW.
Let UˆLR be the local unitary sitting at the cut. We can
take L and R as large as we please, such that
UˆLRðAL ⊗ ARÞUˆ†LR ¼ AL ⊗ AR. Taking fjiαi∶iα ¼
1;…; pαg as a set of orthonormal bases for Hα, α ¼ L,
R, we can write
UˆLR ¼
X
iα;jα
ðULRÞiLiRjLjR jiLiRihjLjRj; ð24Þ
where ðULRÞiLiRjLjR is a pLpR-dimensional unitary matrix.
Computing explicitly (assuming index summation conven-
tion), one finds
η½ULRðALÞ;AR
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pLpR
p
pLpR

TrðUˆLReˆL†ij Uˆ†LReˆRlmÞTrðUˆLReˆLijUˆ†LReˆR†lmÞ

1=2
¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pLpR
p

ðULRÞamjb ðU†LRÞibalðU†LRÞjdcmðULRÞclid

1=2
:
ð25Þ
Now observe that η½AL;ULRðARÞ ¼ η½U†LRðALÞ;AR, and
interchanging ULR ↔ U
†
LR in the last line of Eq. (25)
amounts to an index relabeling. As all the indices are
summed over, the expression is unchanged, and
hence νðUˆLRÞ ¼ 0.
We have thus shown that the chiral unitary index is
invariant under small continuous deformations of the bulk.
Note that the argument also implies the stability of the
index against (possibly discrete) local edge modification,
say, that arising from a change in the shape of the boundary,
since they can be modeled as the dressing of Yˆ by a FDLU
at the boundary. As a corollary of the above arguments, we
also see that the index is independent of the location of the
cut. However, since the composition property, Eq. (22), is
not explicitly derived in this work, our arguments do not
constitute as proof of the index quantization—for a
rigorous proof of this fact, see Sec. VII of GNVW.
Additionally, GNVW proves that if νðYˆÞ ¼ 0, Yˆ must
necessarily be a FDLU. Combined, these statements imply
that any locality-preserving Yˆ can be continuously con-
nected to a ðp; qÞ edge for some relatively prime positive
integers p, q, so the stacked ðp; qÞ models constructed in
the previous section form a complete set of representatives
for bosonic MBL chiral Floquet phases in 2D.
Finally, we note a technical subtlety on the robustness of
the index, which arises from the exponentially small errors
we neglected in the treatment. To accommodate the
(exponentially suppressed) spreading of operators beyond
lLR, one should show that νðYˆÞ converges as we increase
the size of the interval of sites used in index evaluation. As
Qþ is dense in Rþ, ν can potentially converge to any value
in R and ceases to be quantized. This subtlety, however,
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does not affect the stability of the chiral Floquet phases, as
we argue below. To be compatible with MBL, we only
consider physical systems with site-Hilbert-space dimen-
sions pr ≤ pmax for some fixed pmax. Similar to the
discussion at the end of the previous subsection, this brings
the classification down from logQþ toZnp , where the finite
integer np can be taken as the number of primes that are
bounded from above by pmax. (In practice, depending on
the distribution of pr, locality can bring the meaningful
classification further down to a much smaller subgroup.)
This implies the possible values of ν arising in such
physical systems are no longer dense in R, and hence ν
is indeed quantized.
V. NUMERICAL INDEX COMPUTATION
VIA MPUS
We have argued that the quantized chiral unitary index
implies the existence of 2D bosonic MBL chiral Floquet
phases and that the SWAP models we presented serve as
prototypes. However, since the class of problems under
consideration is strongly interacting, one may expect that a
general method to numerically compute the index is
unavailable—in fact, even specifying the edge unitary
operator Yˆ in a concrete manner is technically challenging.
Contrary to this expectation, we demonstrate below that the
index is in fact numerically computable through the use of
matrix-product representations.
One of the most successful frameworks for representing
a 1D quantum operator is through the use of a “matrix
product” representation [44,45], in which an operator Oˆ is
written as
Oˆ ¼
X
i;j
ð  M½xix;jxM
½xþ1
ixþ1;jxþ1M
½xþ2
ixþ2;jxþ2   Þ
× j    ixixþ1ixþ2   ih   jxjxþ1jxþ2    j; ð26Þ
where for each x and ix; jx ¼ 1;…; px,M½xix;jx is a χx × χxþ1
matrix, with the maximum value of fχxg known as the
bond dimension. The ellipses may extend to infinity for an
infinite chain, terminate at two ends for an open chain, or be
subjected to a trace in the bond space for a system with a
periodic boundary condition.
In this work, we focus exclusively on matrix-product
unitaries (MPUs). In addition, in discussing MPUs, it is
often convenient to introduce a diagrammatic representa-
tion, where each tensor at a site is represented by a box with
two “physical” and two “virtual” legs [Fig. 4(a)]. The
physical legs are attached to “bras” and “kets,” correspond-
ing, respectively, to incoming and outgoing physical states;
the virtual legs are contracted with those of the neighboring
sites and provide “room” for quantum information trans-
port, which is necessary when the unitary is not on site.
FDLUs in 1D are well described by MPUs with finite
bond dimensions since each local gate in the circuit can be
readily represented as a MPU [44,45]. However, to simulate
the edge of a 2D MBL Floquet phase, we must relax
ourselves from locally generated unitaries to locality-
preserving unitaries. The prototypes of locality-preserving,
but not locally generated, 1D unitaries are the translation
operators. These also admit a simple MPU representation.
To see this, assume dimðHxÞ ¼ p for all sites x, and let the
bond dimension also be p. Now consider the tensor
ðT ½xix;jxÞα;β ¼ δix;αδjx;β, which gives a MPU with bond
dimension χ ¼ p. Pictorially, the delta functions act as
“connectors” of “quantum information pipes,” with the
pairing of indices leading to a “pipe” that connects the
incoming states at x to the outgoing ones at xþ 1
[Fig. 4(b)]. The tensor T ½x therefore defines the unit
right-translation operator, as one can explicitly verify.
Having discussed the MPU representations of both the
FDLUs and the translation operators, we now make
connection with the study of 2D MBL Floquet phases.
Recall that the GNVW classification is exhaustive; i.e., any
such unitary can be written as the product of a FDLU and a
(a)
(b)
(c)
FIG. 4. MPU representations. (a) The matrix-product repre-
sentation of an operator Oˆ, Eq. (26), has a simple diagrammatic
representation, where each tensor is represented by a box with
legs corresponding to the various linear spaces. Connected legs
represent contraction. (b) The tensor T ½x defining the translation
operator tˆ can be pictured as a particular connection of the
physical and virtual legs, which leads to a “pipeline” shoveling
quantum information uniformly to the right. (c) A similar
analogy applies to the diagrammatic representation of
TrΛðYˆeˆ½x†ij Yˆ†eˆ½xþ1lm Þ, which quantifies the flow of quantum
information across the cut (dashed line) under the action of
the MPU Yˆ.
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(stacked) translation operator with a suitable index. Since
both the FDLUs and translation operators admit MPU
representations, the GNVW result implies all locality-
preserving 1D unitaries can be efficiently simulated by
MPUs. Further using the bulk-boundary correspondence
we established in Sec. III, one sees that the MPU repre-
sentation provides a universal framework for describing the
edge of any 2D MBL Floquet system.
In addition, by representing the edge operator Yˆ of a
2D MBL Floquet system as a MPU, one can also compute
the chiral unitary index ν of the system within the MPU
formalism. To leverage the power of this framework, we
recast the index formula Eq. (20) into the MPU language.
Although a concrete derivation, which we present in
Appendix D, will necessary involve a fair bit of technical-
ity, its diagrammatic representation is quite intuitive, as we
discuss below.
As discussed, the incoming and outgoing legs of a MPU
can be loosely viewed as the inlets and outlets of a pipeline,
with each of the openings labeled by its location on the
chain. Since ν is a measure of the net quantum information
flow, in the pipeline analogy, the index computation
amounts to quantifying the rate at which an incompressible
fluid in the pipeline flows across a spatial cut. This rate can
be extracted by suitably comparing the inflow and outflow
across the cut. For instance, to measure the left-to-right
flow, one can imagine closing all the openings of the pipe,
except for the inlet at x and the outlet at xþ 1. When some
test fluid is pumped into the pipe at x, it can either get
trapped inside the pipe or emerge out at xþ 1. The portion
that flows out from the outlet must have passed through the
cut between sites x and xþ 1, and therefore, its volume
reflects the capacity of the pipe across that cut. In the MPU
language, the analogue of “closing pipe openings” is to
contract the free-hanging legs, i.e., to take traces. This is
shown in Fig. 4(c), where the diagrammatic representation
of TrΛðYˆeˆ½x†ij Yˆ†eˆ½xþ1lm Þ, which enters the index computation
via Eqs. (19) and (20), takes a form similar to the pipeline
picture presented above.
In the analogy above, the inlet at x − 1 and the outlet at
xþ 1 could also be connected, and our measurement was
blind to the flow through this connection, which also passes
through the specified cut. Physically, the range of such
“connections” is the range of quantum information redis-
tribution, which is what we defined as the Lieb-Robinson
length lLR. To accurately evaluate the flow across the cut,
one should therefore increase the number of inlets and
outlets open on the two sides until all possible connections
have been exposed; i.e., one needs to choose the intervals L
and R in the index computation to be at least as big as the
Lieb-Robinson length. This can be observed in Fig. 5,
where we show the numerical results on the computation of
the chiral unitary index using the MPU formula in
Appendix D.
VI. EXPERIMENTAL PROPOSAL
Having constructed explicit models and identified a
topological index for bosonic MBL chiral Floquet phases
in 2D, we now propose an experimental setup that realizes
the ν ¼ log 2 phase using hard-core bosonic ultracold
atoms loaded onto a shaken optical lattice. We also remark
that the topological quasienergy band structure of AFAIs
has been experimentally probed in systems of photonic
waveguides [46], and it is interesting to explore the
possibility of realizing the bosonic MBL chiral Floquet
phases in related systems.
Consider a system of ultracold bosons. In the hard-core
limit, each site Hilbert space is two dimensional and can be
viewed as an effective spin-1=2. Inspired by previous
experiments in creating more complicated lattice
(a)
(b)
(c)
(d)
(e)
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FIG. 5. Numerical evaluation of the chiral unitary index ν for
different example MPUs. Each panel corresponds to the index
calculation of a MPU taking the form Fˆ Yˆ, where Fˆ is a random,
disordered 1D FDLU, and Yˆ is a MPU with a known index. The
choice of Yˆ is indicated on top of each panel. The horizontal axes
indicate the total number of sites (in both the L and R intervals)
used for the computation, and whenever the number is odd, R
contains one more site than L. The dashed lines are guides for the
eyes, and the red crosses on the horizontal axes indicate where the
interval sizes reach the Lieb-Robinson lengths lLR. For each
panel in (a–c), the index of the same disorder realization was
computed using 10 randomly chosen cuts, indicated by the
different markers. Each panel in (d–f) shows the index compu-
tation at a single cut for a MPU. As shown in all panels, when the
size of the intervals reaches lLR, the index computation con-
verges to the expected value. (Please refer to Appendix D for
details on the MPU construction).
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geometries [47,48], we consider a pair of short- and long-
wavelength optical lattices. Two square lattices (red and
blue), formed by two pairs of retroreflected laser beams, are
used, and a deep vertical lattice is employed to render the
system quasi-2D [Fig. 6(a)]. To create the checkerboard
geometry, we take the ratio of the wavelengths to be
ﬃﬃﬃ
2
p
and
rotate the two lattices by 45 degrees. We suppose the
frequencies of the laser beams are chosen to be respectively
blue and red detuned from the atomic resonance, and
therefore, the potential minima of the blue and the maxima
of the red are energetically favored.
Suppose the blue lattice is deep such that the system is
strongly Mott insulating when the red lattice is ignored.
The role of the shaken red lattice is to periodically “turn on”
the targeted bonds, which enhances tunneling of particles.
Intuitively, the tunneling will be perfect when the shaking
profile is appropriately designed, akin to the action of a
SWAP gate.
More specifically, we consider a five-step protocol
similar to our construction of bosonic chiral Floquet models
in Secs. II A and III C. In particular, the last step was again
introduced only for incorporating disorder into the system.
This can be achieved by turning on a speckle potential,
which creates a disordered on-site chemical potential
[49,50]. Similarly, the first four steps will resemble the
SWAP models. In these steps, each of duration T=5, the red
lattice is ramped on and then off, with the phase of the
lasers set to align the potential maxima (energy minima for
the atoms) to the locations indicated in Fig. 6(b). The
potential maxima of the red lattice mark the “on” bonds,
while all the other bonds are considered as “off.” In a crude
approximation, we neglect the tunneling across the “off”
bonds, and in each step s ¼ 1;…; 4, we consider the Bose-
Hubbard Hamiltonian HˆsðtÞ ≈
P
r¯∈RLs Hˆr¯ðtÞ, where
Hˆr¯ðtÞ ¼ JðtÞðbˆ†rA bˆrB þ bˆ†rB bˆrAÞ þUðtÞ
X
μ¼A;B
nˆrμðnˆrμ − 1Þ:
ð27Þ
RLs denotes the set of potential maxima of the red lattice in
step s, and bˆ†rμ and nˆrμ (for μ ¼ A, B) are, respectively, the
creation and number operators of the two sites connected
by the bond at r¯. Both JðtÞ and UðtÞ are modulated as the
lattice is ramped on and off, though that ofUðtÞ is relatively
unimportant as we will take the hard-core limit anyway.
By construction, all the terms in HˆsðtÞ commute, and we
simply solve the dynamics governed by the two-site system
Hˆr¯ðtÞ. In the hard-core limit UðtÞ→ ∞, the effective
Hamiltonian in the low-energy subspace, with the par-
ticle-number basis ðj00i; j10i; j01i; j11iÞ, is a 4 × 4 matrix
Hgr¯ðtÞ ≈
0
BBB@
0 0 0 0
0 0 JðtÞ 0
0 JðtÞ 0 0
0 0 0 0
1
CCCA; ð28Þ
for which the time evolution operator can be easily
computed:
Ugr¯ðtÞ ≈
0
BBB@
1 0 0 0
0 cosϕðtÞ −i sinϕðtÞ 0
0 −i sinϕðtÞ cosϕðtÞ 0
0 0 0 1
1
CCCA; ð29Þ
where ϕðtÞ ¼ R t0 dt0Jðt0Þ is the integrated rotation angle in
the one-particle subspace. While a more careful estimation
will require the computation of JðtÞ for realistic lattice
parameters, it should be possible to design an appropriate
amplitude-modulation profile realizing ϕðT=5Þ ¼ π=2,
which gives a “perfect” tunneling. As such, Ugr¯ðT=5Þ is
(b)
(a)
FIG. 6. Proposed optical lattice setup for realizing the bosonic
MBL chiral Floquet phase using ultracold hard-core bosons.
(a) We consider two square lattices, indicated, respectively, by
blue circles and red diamonds, that are rotated by 45 degrees with
respect to each other. We assume the blue lattice is deep and the
system is strongly Mott insulating without the red lattice. The role
of the red lattice is to offset the energy barrier between pairs of
sites, thereby turning “on” the bonds between them, indicated by
purple lines. (b) The red lattice is both amplitude and phase
modulated, and sequentially turns on different sets of bonds in the
first four steps of the Floquet cycle.
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equivalent to the SWAP gate up to the phase rota-
tion Rφ ≡ diagð1;−i;−i; 1Þ.
Thanks to the topological nature of the problem, this
phase rotation does not affect the realization of the model.
To see this explicitly, note that the phase rotation above can
be written as
Rˆφ ¼ exp

−i
π
2
ðnˆA þ nˆBÞ − iπnˆAnˆB

; ð30Þ
with the number operator nˆμ ¼ j1μih1μj in the hard-core
limit. Note that Rˆφ can be interpreted as the evolution of a
Hamiltonian diagonal in nˆμ. Since all the number operators
commute, Uˆ2dF remains exactly soluble. In particular, the
Floquet operator (together with the fifth disordering step)
takes the MBL form, with fnˆrμg being the l-bits and the
functions Fj only coupling l-bits in the same or adjacent
unit cells.
The argument above can be readily extended to a
smooth family of phase rotations connecting Rˆφ to the
identity, and hence the proposed system is indeed in the
same ν ¼ log 2 MBL chiral Floquet phase as the SWAP
model in Sec. II A. By the same token, restoring the
tunneling between the neglected bonds should have a mild
effect, provided that the system remains MBL, which is
anticipated when the blue lattice is sufficiently deep.
While lattice-shaking techniques have already been
demonstrated in 2D [51], simulating MBL models in
ultracold atom experiments is still an active research
frontier. Nonetheless, several recent works have already
demonstrated their feasibility [52–54], and realization of
our proposal could soon be within reach.
VII. PHYSICAL CONSEQUENCES
In this section, we discuss the physical consequences and
experimental signatures associated with the bosonic MBL
chiral Floquet phases. We focus on the thermal behavior of
the edge in Sec. VII A and the transport of quantum
information in Sec. VII B.
A. Topology-enforced edge thermalization
To this end, it is instructive to first recall the phenom-
enology associated with SRE topological phases of matter
in equilibrium. In 2D, a bulk with SPT order is always
paired with an anomalous edge, which cannot be both
symmetric and gapped; i.e., the edge is either gapless, or it
breaks a symmetry.
In our nonequilibrium setting, the role of an excitation
gap is now played by many-body localization, and there-
fore, the edge of a nontrivial 2D MBL Floquet SPT phase
cannot be both symmetric and MBL; i.e., if symmetries are
not broken, the edge must be thermal [55]. When the
protecting symmetry is broken, however, the boundaries
can be localized again. In particular, some of the proposed
phases feature boundaries that become localizable when the
discrete time-translation group is reduced to a subgroup,
say, when subharmonic terms are added to the original
drive. Interestingly, such symmetry breaking might happen
spontaneously and lead to discrete time crystals [20,56–59]
(in Ref. [20], the analogous phase was termed π spin glass).
In fact, all the previously proposed topologically non-
trivial MBL Floquet phases are protected by some sym-
metries, and therefore, the boundaries of these systems can
always be localized by symmetry breaking. The bosonic
MBL chiral Floquet phases we discovered, however,
correspond to the first established examples that are non-
trivial even in the absence of any symmetries; hence, the
nonlocalizability is robust, provided that the system
remains Floquet [60]. In particular, the anomalous edge
is stable against the introduction of subharmonic terms.
Such robust nonlocalizability of the chiral edge can be
summarized as follows: If νðYˆÞ ≠ 0, then for any 1D local
Hamiltonian evolution Fˆ (a FDLU), the locality-preserving
operator Fˆ Yˆ is never localized. This holds even when
arbitrarily strong disorder is incorporated into the system
via Fˆ.
To substantiate this claim, we consider a 1D ring of spin-
1=2’s. Let Fˆh ≡ e−iHˆh be the evolution operator of a
disordered 1D Heisenberg Hamiltonian, given by
Hˆh ≡
X
i
Sˆi · Sˆiþ1 þ h
X
i
wi · Sˆi; ð31Þ
where Sˆi denotes the spin operators at site i, h is the
strength of on-site random magnetic fields, and wi;α is a
random number within the range ½−1; 1. It is known that
Hˆh is in a thermal phase for h < 2.5 and a MBL phase for
h > 2.5 [61]. This is confirmed by looking at the statistics
of the level spacing between adjacent energy eigenstates,
δn ≡ ϵnþ1 − ϵn. As shown in Fig. 7(a), the level statistics of
Hˆh is Poissonian when h ¼ 8 > 2.5, confirming that it is
MBL. In addition, for this class of models, the “r ratio,”
defined by r ¼ hminðδn; δnþ1Þ=maxðδn; δnþ1Þi, is known
to converge to 0.39 and 0.6 when the system is, respec-
tively, MBL and thermal [62,63]. This can be seen from the
data shown in Fig. 6(b), in which the r ratio changes from
0.6 to 0.39 as h is increased, and is consistent with a MBL
phase transition at h ¼ 2.5 [61].
In contrast, when combined with the unit right-
translation operator tˆ, the operator Fˆhtˆ is never localized
regardless of h. Such distinction between the behavior of
Fˆh and Fˆhtˆ can be readily seen in the level statistics, as we
show in Fig. 7. In particular, although Fˆh is MBL at a
strong disorder strength of h ¼ 8 > 2.5, the level statistics
of Fˆhtˆ agrees with that of a thermal phase (i.e., the r ratio
remains at 0.6 in the entire range of h) [63]. This suggests
that the nontrivial bulk topology of a bosonic MBL chiral
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Floquet phase can lead to a robust chaotic behavior at
the edge.
B. Unidirectional transport and quantum
communication
Aside from connection to ergodicity, akin to its equi-
librium counterpart, a chiral edge operator also gives rise to
signature unidirectional transport. For instance, in a system
with a conserved U(1) charge, one expects an edge operator
Yˆ, with νðYˆÞ > 0, to generate a right-moving current
proportional to the average charge localized at the edge
[31]. However, we stress that the presence of such a
conserved charge only bears witness to the chiral nature
of the edge and is not necessary for the existence of a chiral
Floquet phase, which was linked to the chiral unitary index
ν defined in the absence of any symmetries. For this reason,
a more fundamental characterization of the chiral Floquet
phases are in terms of the chiral transport of quantum
information, which we investigate below.
As a thought experiment, imagine that Alice and Bob,
sitting, respectively, at (0,0) and ðL;LÞ, are separated by an
experimental setup realizing the bosonic MBL chiral
Floquet model discussed in Sec. II A. Suppose the system
is initialized into a trivial product state, say, with all spin-
1=2’s pointing “up.” At time t ¼ 0, Alice can locally create
quantum entanglement by entangling a bulk and an edge
qubit on her side, respectively, at (1,1) and (0,0), and she
can prepare the initial state
jΨð0Þi ¼ j⇑i ⊗ 1ﬃﬃﬃ
2
p ðj↑ið0;0Þj↓ið1;1Þ − j↓ið0;0Þj↑ið1;1ÞÞ;
ð32Þ
where j⇑i denotes the “all-up” state for all sites other than
those explicitly written out [Fig. 8(a)]. After one Floquet
period (t ¼ T), the bulk DOFs only pick up an on-site
random phase, whereas all the edge DOFs are “advanced”
by one unit along the edge [Fig. 8(b)], and hence the state
evolves into
jΨðTÞi ∝ j⇑i ⊗ 1ﬃﬃﬃ
2
p ðj↑ið1;0Þj↓ið1;1Þ − e−iϕj↓ið1;0Þj↑ið1;1ÞÞ;
ð33Þ
where e−iϕ is an unimportant phase. Therefore, after 2L
Floquet periods [Fig. 8(c)], one finds
jΨð2LTÞi∝j⇑i⊗ 1ﬃﬃﬃ
2
p ðj↑iðL;LÞj↓ið1;1Þ−e−iϕ0 j↓iðL;LÞj↑ið1;1ÞÞ;
ð34Þ
i.e., the “pumping” of quantum information manifests as a
transfer of local entanglement across the entire system.
Hence, Alice and Bob now share an entangled pair of
qubits, transported by the “one-way information highway”
at the edge of a 2D bosonic MBL chiral Floquet system,
which they can utilize for quantum communication.
VIII. FERMIONIC CHIRAL FLOQUET PHASES
We have so far focused on 2D bosonic systems, where
we established rigorous results using the GNVW results
and a MPU reformulation. However, the basic construction
of the SWAP models is very closely related to the
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FIG. 7. Chiral edge thermalization. The presence or a using
exact diagonalization for a small spin-1=2 chain with size N ≤ 11
sites, and level statistics is extracted using 200 disorder realiza-
tions. Red circles and blue squares respectively indicate level
statistics of Hˆh and i log ðe−iHˆh tˆÞ. (a) The level spacing
δn ≡ ϵnþ1 − ϵn, where ϵn is the nth eigenvalue of the Hamiltonian
for one disorder realization, is known to show distinct statistical
properties when the system is MBL or thermal. The plot shows
level statistics for h ¼ 8, and the probability density functions of
the normalized level spacing δ=hδi are well fitted to the Poisson
distribution (red line) and the generalized unitary ensemble
(GUE; blue dashed line), respectively, for Hˆh and
i log ðe−iHˆh tˆÞ. This indicates Hˆh is localized but i log ðe−iHˆh tˆÞ
is thermal. (b) The localization of the system can be further
quantified by studying the “r ratio,” defined as
r≡ hminðδn; δnþ1Þ=maxðδn; δnþ1Þi. Here, r is known to con-
verge to 0.39 (red line) and 0.6 (blue dashed line), respectively,
for Poisson and GUE level statistics [62,63], as observed at large
h. The inset shows the convergence as a function of system sizes
8 ≤ L ≤ 11 at a strong disorder of h ¼ 8.
(a) (b) (c)
FIG. 8. Transport of quantum entanglement by the edge of a 2D
bosonic MBL chiral Floquet system. The dashed line indicates
schematically the separation between bulk and edge DOF, with
the arrow indicating the direction of information transport along
the edge. (a) Quantum entanglement (represented by the blue
shaded area) is locally created at t ¼ 0. (b,c) Entanglement is
transported through a distance of OðLÞ in time OðLTÞ.
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noninteracting fermionic AFAI models in Refs. [28–31]. In
particular, the AFAI model features a chiral edge mode in
the clean single-particle Floquet spectrum, and in fact, we
show in Appendix E that, viewed as a many-body operator,
the AFAI Floquet evolution acts as the fermion unit
translation operator along the edge. As our heuristic argu-
ments apply equally well to fermions, this strongly suggests
that the AFAI models are also stable to interactions.
In light of these parallels, it is natural to ask how the
bosonic and fermionic chiral Floquet phases are related: Is
the fermionic phase equivalent to a bosonic one with a
particular chiral topological index ν? In equilibrium, we
know that chiral phases are characterized by their chiral
central charge c, which measures the quantized thermal
Hall conductance (aka gravitational anomaly) of the bulk. It
is known that without intrinsic bulk topological order, the
minimal chiral complex fermion phase is an IQH insulator
with cC ¼ 1, whereas the minimal chiral bosonic phase is
the E8 state with cB ¼ 8 [3]. Hence, in equilibrium, one
needs to combine eight of the minimal complex fermion
phases together to equate to a minimal bosonic phase. How
is this relation modified in the Floquet setting, where
continuous chiral flow of heat is replaced by discrete chiral
pumping of quantum information?
Before diving into the details, let us anticipate the results.
First, observe that the fermionic chiral Floquet phase (e.g.,
the AFAI model) pumps a two-state qubit of quantum
information (0 or 1 fermion occupation) along the edge.
This is the same quantum information capacity as the spin-
1=2 bosonic model, which has index ν ¼ log 2. Hence, we
expect the “conversion rate” between the minimal chiral
Floquet phases of the complex fermion and hard-core
bosons to be 1∶1. We see that this is indeed the case,
which is in stark contrast to the equilibrium result of
cB∶cC ¼ 8∶1. In the arguments, we assume that, even in
the presence of fermions, the chiral Floquet phases are
classified by an index that is additive under stacking. We
also encounter a Majorana fermion version of the model,
which is, loosely speaking, the square root of the minimal
complex fermion chiral Floquet phase and hence can be
interpreted as having edges that pump a fractional amount
of quantum information.
To establish this, we first formally decompose complex
fermions into pairs of real (Majorana) fermions and then
relate the Majorana chiral edges to complex fermions and
subsequently hard-core bosons. Consider again a checker-
board lattice and a four-step driving protocol similar to the
one described in Sec. II A,where instead of hard-core bosons,
we let each site x host a complex fermion with creation
operator cˆ†x. We then define the Majorana fermions via
χˆx ≡ cˆx þ cˆ†x; ˆ¯χx ≡ 1i ðcˆx − cˆ
†
xÞ; ð35Þ
and consider a drive that acts nontrivially on χ but trivially on
χ¯. The model construction and analysis, detailed in
Appendix F, is essentially identical to before, with only
minor modifications that do not affect the topological nature
of themodel. At a single edge, the cleanmodel again features
Yˆ ¼ tˆM, the unit right-translation operator for the χ-Majorana
fermions:
tˆMχˆxtˆ
†
M ¼ χˆxþ1; ð36Þ
where we let x index the site along the edge, and tˆM acts
trivially on χ¯.
We can also apply the same driving protocol to the χ¯
fermions, which is effectively the same as stacking two
copies of chiral Floquet models of Majorana fermions. If χ¯
are driven in the opposite chirality compared to χ, at the
edge we will have a pair of counterpropagating Majorana
translation operators, which can arise from a purely 1D
local Hamiltonian evolution; the bulk is therefore trivial-
ized (Appendix F). The more interesting case is when χ and
χ¯ are driven with the same chirality. This gives the edge
operator Yˆ ¼ tˆMtˆM¯, where tˆM¯ denotes the unit right-trans-
lation operator for χ¯. This gives
ðtˆMtˆM¯Þcˆ†xðtˆM tˆM¯Þ† ¼ cˆ†xþ1 ð37Þ
and hence we identify tˆMtˆM¯ as the translation operator for
the complex fermion; i.e., the conversion ratio between
Majorana and complex fermions is 2∶1, as one would
expect. If we let ηM and ηC respectively count the copies of
unit right-translation operators for Majorana and
complex fermions (left translations are counted as neg-
atives), we can label any edge by ðηM; ηCÞ, which is additive
under stacking. The two-to-one conversion between
Majorana and complex fermions described above implies
ð2nþm; 0Þ ∼ ðm; nÞ for any pair of integers n, m.
Now we add hard-core bosons, or equivalently spin-
1=2’s, to the discussion. Their chiral unitary indices are
always given by ν ¼ ηB log 2, where ηB ∈ Z can again be
viewed as a count of the number of bosonic chiral edge
operators. The edge characterization is now extended to the
tuple of integers ðηM; ηC; ηBÞ. To connect fermionic and
bosonic models, we establish ð3; 0; 0Þ ∼ ð1; 0; 1Þ; i.e.,
starting with an edge with three copies of chiral
Majorana operators, we can convert a pair of them
(corresponding to two-dimensional site Hilbert spaces) to
a chiral hard-core-boson edge (Fig. 9). Combined with the
conversion between Majorana and complex fermions,
we have ð1; 1; 0Þ ∼ ð1; 0; 1Þ⇒ ð0; 1; 0Þ ∼ ð0; 0; 1Þ. This
implies that, in our MBL Floquet setting, chiral edges of
complex fermions and hard-core bosons can be converted
to one another in a 1∶1 ratio, which is in stark contrast to
the equilibrium result of 8∶1. Note, however, that one
cannot directly convert a fermionic model to a bosonic one,
since doing so will violate fermion-parity conservation. As
wewill see, in canceling (0,1,0) by stacking with ð0; 0;−1Þ,
it is crucial that a trivial pair of counterpropagating
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Majorana chiral edges is present. Hence, the statement
ð0; 1; 0Þ ∼ ð0; 0; 1Þ is to be interpreted in the sense of stable
equivalence.
To complete this discussion, it remains to show
ð3; 0; 0Þ ∼ ð1; 0; 1Þ, which we demonstrate using a relabel-
ing argument. Let the three copropagating Majorana trans-
lation operators be acting on χˆi for i ¼ 1, 2, 3, where the
site label is suppressed. We can formally recast the site
Hilbert space as that arising from a hard-core boson τˆ
tensored with a new Majorana fermion μˆ by defining the
following operators (on each site):
μˆ ¼ iχˆ1χˆ2χˆ3;
τˆ1 ¼ iχˆ1χˆ2; τˆ2 ¼ iχˆ2χˆ3; τˆ3 ¼ iχˆ1χˆ3; ð38Þ
where the operators fτˆig verify the algebra of Pauli
matrices and conserve fermion parity. Importantly,
½μˆ; τˆi ¼ 0, and hence μˆ and τˆ can be regarded as inde-
pendent degrees of freedom. Restoring the site indices, the
edge evolution simply translates to μˆx → μˆxþ1 and
τˆx → τˆxþ1. We can therefore reinterpret the edge as a
chiral Majorana fermion together with a decoupled chiral
hard-core boson, which implies ð3; 0; 0Þ ∼ ð1; 0; 1Þ.
Such equivalence implies that the fermionic chiral
Floquet phases are as stable as their bosonic counterparts.
While we have not ruled out the logical possibility that the
bosonic chiral phases are trivialized in the presence of idle
fermions, it is highly unlikely on physical grounds.
Nonetheless, in order to rigorously establish the stability
of fermionic chiral phases, one must rule out this possibility
by a nontrivial extension of the GNVW classification to
fermionic algebras. We leave this as a challenge for
future works.
Finally, we comment on the physical stability of the
Majorana phase. While one can construct MBL Majorana
models (Appendix F), experimentally relevant fermionic
systems exhibit charge conservation and cannot realize the
Majorana phase without spontaneous superfluidity or
superconductivity. Since such phases feature Goldstone
modes (superfluids) or introduce long-range interactions
(superconductors), they appear to be at odds with many-
body localization. Hence, it is more natural to consider the
Majorana phases as appearing in fractionalized systems
with topological order [64]. We leave these generalizations
to future works.
IX. DISCUSSION
We showed that the edge dynamics of bosonic 2D
systems in a MBL chiral Floquet phase can exhibit a chiral
flow of quantum information. These chiral dynamics are
anomalous in that they cannot be achieved by any local
Hamiltonian evolution in 1D, and they are characterized
by the quantized chiral unitary index taking the form
ν ¼ logðp=qÞ, where p=q ∈ Qþ is a positive rational
number [27]. These chiral Floquet phases rely on the
robustness of MBL phases in 2D, so far an unproven
conjecture. However, we reiterate that even in the absence
of stable 2D many-body localization, our description will
nonetheless provide an accurate universal characterization
of parametrically long-time prethermal dynamics in
strongly disordered systems.
Aside from a formal classification via bulk-boundary
correspondence, we have also constructed a full set of
representative exactly soluble models, developed the con-
crete numerical framework for index computation, pro-
posed an experimental realization using hard-core ultracold
bosons in a shaken optical lattice, elaborated on the
physical consequences arising from the nontriviality of
the phase, and explored their fermionic counterparts.
Our results suggest that interaction, localization, chiral-
ity, and periodic driving conspire to realize a novel phase of
topological matter—a new tune that cannot be played if
anyone in the quartet is missing. As chiral phases are
known to be the “root” of many topological phases, the
present work stimulates numerous further inquiries. We
highlight three particular aspects below:
(i) For bosonic systems, we were able to rigorously
establish the stability and completeness of the chiral
Floquet classification via the formal machinery of
GNVW. For fermionic systems, we demonstrated
the topological equivalence of chiral edges of certain
fermionic and bosonic models. However, classifica-
tion of fermionic (or more general anyonic) Floquet
chiral phases, with the same rigor as the purely
bosonic case, will require a nontrivial extension of
the GNVW results to fermionic or general anyonic
(a) (b)
(d)
(c)
FIG. 9. Equivalence of fermionic and bosonic chiral edges.
(a) For a system with Majorana fermions (dashed lines), complex
fermions (double dashed lines) and hard-core bosons (solid
lines), a chiral edge can be labeled by the tuple of integers
ðηM; ηC; ηBÞ, where jηj counts the net number of chiral edges for
the three particle types, and its sign encodes the chirality. (b) Two
counterpropagating Majorana chiral edges will annihilate, cor-
responding to ð1; 0; 0Þ þ ð−1; 0; 0Þ ∼ ð0; 0; 0Þ. (c) Two copropa-
gating Majorana edges are equivalent to one complex fermionic
edge, implying ð2; 0; 0Þ ∼ ð0; 1; 0Þ. (d) Using a relabeling argu-
ment, one sees that ð3; 0; 0Þ ∼ ð1; 0; 1Þ, and therefore
ð0; 1; 0Þ ∼ ð0; 0; 1Þ; i.e., a chiral complex-fermion edge is equiv-
alent to a chiral hard-core-boson edge.
HOI CHUN PO et al. PHYS. REV. X 6, 041070 (2016)
041070-18
operator algebras, which we leave as an important
open problem.
(ii) The classification of topological phases is generally
richer in the presence of extra symmetry constraints,
say, global spin rotation symmetries. Recently, much
progress has been made in the classification of
Floquet SPT phases of interacting bosons, where
once again MBL was invoked as an essential
ingredient [20–24]. It was proposed that the ana-
logue of cohomology classification in this context of
Floquet SPTs in d spatial dimensions can be
achieved by identifying the phases with elements
of the cohomology group Hdþ1½G × Z; Uð1Þ,
where G is a unitary internal symmetry group and
Z denotes the discrete time translation [22,23].
Although similar cohomology classifications are
known to be incapable of capturing the equilibrium
chiral phases [32], we point out in Appendix G an
interesting potential link between the two in our
Floquet setting. In addition, recall that the edge of an
equilibrium SPT phase can be pictured as a pair of
counterpropagating chiral edge modes symmetry
protected from cancellation [32]. What, if any, are
the new phases of matter that arise from a symmetry-
enriched version of the present work?
(iii) In Sec. VII B, we pointed out how the unidirectional
transport of quantum information at the edge of a
bosonic MBL chiral Floquet phase can be utilized
for entanglement sharing, which is a basic ingredient
for any quantum communication protocols. How-
ever, the idealized description there, which involves
the exact addressing of the l-bits, cannot be directly
applied to a system with generic disorder. Away
from this idealized limit, there will almost certainly
be a logarithmically slow spreading of entanglement
into the MBL bulk (as for the dephasing in anyMBL
time evolution) and also, to some extent, back to the
edge. This is in contrast to the ballistic spread in a
thermalizing system, and it partially quantifies the
universal aspect of the “robustness” to imperfect
register addressing. Yet, how the thermal nature of
the edge impacts the protocols is less clear. For
instance, in the presence of disorder, the chiral
information channel is noisy and would likely
decohere the entangled pair. Can this decoherence
be efficiently echoed away? Since the entanglement
transport is a manifestation of the nontrivial chiral
unitary index, can one leverage the quantized nature
of the index to design a more robust quantum
communication channel?
We leave these questions for future work.
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APPENDIX A: EXACT SOLUBILITY OF
THE SWAP MODEL
In this appendix, we discuss the exact solubility of any
quantum circuits composed only of SWAP gates.
Intuitively, such solubility can be understood as follows:
A SWAP gate amounts to a mere relabeling of the two sites
involved, and hence a circuit of SWAP gates can only
permute the site labels in the lattice. Such permutation is a
classical operation, so the action of the circuit can be
computed efficiently with a cost that is only extensive in the
system size, akin to a free fermion problem. More specifi-
cally, these computations can be done using properties of
the symmetric group Sn—the group of permutation of n
objects.
1. Correspondence with Sn
The main goal of this subsection is to provide a concrete
definition of the SWAP gate and to highlight certain
properties that are important to our computation.
Readers who are already familiar with the SWAP gate
can skip this subsection.
To be self-contained, we first introduce our notations
again and provide a sharper definition of the SWAP gate.
Let Λ be a lattice of identical quantum spins, with the
number of sites jΛj finite. The full Hilbert space is
HΛ ¼⊗i∈Λ Hi, where p≡ dimðHiÞ is the dimension of
the site Hilbert spaces. Let fτˆij∶i; j ∈ Λg be the set of
SWAP gates on the system, which are unitary operators
satisfying the following:
(1) τˆ2ij ¼ 1ˆ, and hence τˆ†ij ¼ τˆij.
(2) For any on-site operator, τˆij swaps the action of the
operator on the sites i and j, i.e.,
τˆijð… ⊗ Oˆi ⊗… ⊗ Oˆj ⊗…Þτˆij
¼ … ⊗ Oˆj ⊗… ⊗ Oˆi ⊗…; ðA1Þ
where the tensor product is written using a fixed
ordering of the sites.
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(3) τˆij can be decomposed as
τˆij ¼
X
α
Mˆαi Mˆ
α
j ¼ τˆji; ðA2Þ
where Mˆαi is nontrivial only at site i, i.e.,
Mˆαi ¼ …1ˆ ⊗ 1ˆ ⊗ Oˆα ⊗ 1ˆ ⊗ 1ˆ…, and Oˆα depends
only on α but not i. Note that τˆii is the identity.
While properties 1 and 2 can be viewed as defining
properties of the SWAP gate, property 3 is a statement on
locality and is more subtle. Indeed, since fermionic
operators are never quite local, the discussion here is
restricted to bosonic (spin) systems. Besides, a decom-
position similar to Eq. (A2) is not unique. Yet, given any
such bilocal decomposition, one can rewrite it in the stated
symmetric form using properties 1 and 2.
We aim to establish that the group generated by the set of
SWAPs, a subgroup of the group of unitary operators on
HΛ, is equivalent to the symmetric group SjΛj. Loosely
speaking, one simply notes that SjΛj is the group of site
permutations, and SjΛj is known to be generated by
pairwise exchanges, which are frequently called “trans-
positions.” At the “quantum level,” these transpositions are
given by SWAPs, hence the claimed equivalence.
More concretely, we introduce the set of objects that are
permuted in our context. For each site i ∈ Λ, we introduced
the local observable algebra Ai, which is simply the set of
local quantum operators, nontrivial only at site i, endowed
with addition (over C) and multiplication. Now consider
the set fAi∶i ∈ Λg, which for p > 1 is a finite set of jΛj
objects. We can therefore define the symmetric group SjΛj
as the (abstract) group permutingAi’s. Now, recall that SjΛj
is generated by (a subset of) the set of transpositions, and
one can check from the listed properties that τˆi;jAiτˆi;j ¼ Aj
and τˆi;jAjτˆi;j ¼ Ai. Hence, we arrive at the stated
correspondence.
This correspondence implies that any circuit Cˆ of SWAP
gates corresponds to an element πðCˆÞ ∈ SjΛj, where π is the
isomorphism sending τˆi;j to the corresponding transposi-
tion in (the abstract group) SjΛj. Two circuits Cˆ and Cˆ
0 are
equivalent iff πðCˆÞ ¼ πðCˆ0Þ. Hence, to solve Cˆ, one simply
reduces the corresponding permutation πðCˆÞ to a simple
form, as we illustrate in the next subsection. In addition,
note that the only condition we have imposed on the site
Hilbert space is p > 1, and therefore, the analysis of a
SWAP circuit is largely independent of p.
2. Solutions of the SWAP circuits
As discussed in the main text, the restriction of a
SWAP circuit to the single-spin-flip sector is only a jΛj-
dimensional matrix and hence can be solved efficiently.
The mentioned correspondence between the group of
SWAP circuits and the symmetric group implies that
the full many-body solution can be immediately
inferred from this computation: One can show that
the restriction to the single-spin-flip sector gives
nothing other than the natural permutation representa-
tion, which is a faithful representation of SjΛj. Once we
have determined πðCˆÞ using this representation, the
entire spectrum and eigenstates of Cˆ are determined, as
we demonstrate below.
Recall that any element in SjΛj can be written in a
unique “cycle decomposition,” which follows from the
natural permutation action of SjΛj on the set of jΛj
objects. For instance, the notation ða; b; c; dÞðe; fÞ refers
to a permutation a → b → c → d→ a and e↔ f. In
addition, note that the cycles are “disjoint”; i.e., each
cycle acts on a different subset of the set of symbols, and
therefore, different disjoint cycles commute. A cycle
involving only two objects, like ðe; fÞ, is a “swap” of
the two and is called a “transposition.” As discussed, SjΛj
is generated by the set of transpositions, and indeed, one
can verify that ða; b; c; dÞ ¼ ða; bÞðb; cÞðc; dÞ.
Using the established isomorphism, one can compute Cˆ
explicitly via the cycle decomposition. For instance,
suppose πðCˆÞ ¼ ða; b; c; dÞðe; fÞ; then
Cˆ ¼ π−1∘πðCˆÞ ¼ π−1

ða; bÞðb; cÞðc; dÞðe; fÞ

¼ τˆa;bτˆb;cτˆc;dτˆe;f: ðA3Þ
Hence, the disjoint cycle decomposition of πðCˆÞ corre-
sponds to a factorization of Cˆ into commuting pieces, and
any SWAP circuit on Λ can be viewed as a single layer
of commuting unitary operators (which are not neces-
sarily local). In addition, observe that π−1½ða; b; c; dÞ is
nothing but the translation operator for the four-site
“ring” with sites a, b, c, and d. As all the eigenvalues
and eigenstates of the translation operator (for any
number of sites and p) can be readily computed, Cˆ
can be exactly solved.
APPENDIX B: DILUTED SWAP MODEL AND
MAPPING TO CLASSICAL PERCOLATION
In this appendix, we discuss in detail the construction
and analysis of the “diluted” SWAP model, whose proper-
ties are shown in Fig. 3 of the main text.
Recall that we define the diluted SWAPmodel as a bond-
diluted version of the model introduced in Sec. II A, where
any of the SWAP gates are removed at random with
probability s and left intact with probability 1 − s.
Intuitively, the chiral phase should survive for a very small
dilution probability s ≪ 1, whereas when most bonds are
removed, s ≈ 1, one expects a trivial phase.
This defines a family of disordered models, labeled by
0 ≤ s ≤ 1, that connects the chiral bosonic model (s ¼ 0)
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to a trivial model (s ¼ 1). As detailed in Appendix A, a
quantum circuit composed only of SWAP gates defined on
a lattice Λ is exactly soluble because of its equivalence to a
permutation in the symmetric group SjΛj. One can therefore
also analyze the entire family of diluted SWAP models
efficiently.
Our main goal is to study the disorder average of ξ, the
localization length of the Floquet operator (with PBC)
defined in Sec. III of the main text. As the fifth time step in
our model only gives rise to an on-site phase factor, ξ is
determined by the permutation factor PˆF coming from the
first four steps of the Floquet cycle. We have established in
Appendix A that the permutation factor can be factorized
into mutually commuting pieces via the cycle decompo-
sition. Translating into the physical setup, each factor in
the decomposition UˆF ¼
Q
rUˆr corresponds to a disjoint
cycle, and each “cycle” r is a collection of sites
r ¼ ðr1; r2;…; rlrÞ, with the following interpretation:
After each Floquet period, a spin flip localized at site ri
goes to site rðiþ1Þ (mod lr). The radius of the neighborhood
b0ðrÞ is then simply maxðfjri − r¯j∶i ¼ 1;…; lrgÞ, where
r¯ ¼ 1lr
Plr
i¼1 ri is the average location of the sites in
the cycle. The localization length ξ is then defined as
the maximum of the radii of b0ðrÞ as r runs through all the
disjoint cycles. As shown in Fig. 3, hξi diverges around
s ¼ 1=2 and signals the breakdown of many-body
localization.
While ξ is a general diagnostic for many-body locali-
zation in any system, in our present construction, one can
consider another length scale that serves as a proxy of ξ.
Pictorially, one can imagine tracking the position of a spin
flip as it moves under the drive. Following the discussion
above, a spin flip must come back to its starting position
after lr Floquet periods, where lr is the length of the cycle
the spin flip belongs to. Hence, the trajectories of spin flips
in the long-time limit define loops on the lattice, and the
length of these loops serves as another length scale
differentiating between localized and delocalized behav-
iors. As we demonstrate below, utilizing this loop picture,
one can formally map the diluted SWAP model to a
classical bond percolation model, where bonds are occu-
pied and unoccupied with probability s or (1 − s), respec-
tively. The mapping implies that the loop lengths will
diverge at sc ¼ 1=2, which is consistent with the diver-
gence of hξi.
The mapping proceeds as follows: For any diluted
sequence of SWAP gates [see, e.g., Fig. 10(b)], one can
track the orbits (closed trajectories) of a spin flip initially
residing on a particular site [Fig. 10(c)]. In the chiral phase,
edge trajectories circumnavigate the boundary (green
dashed line), whereas bulk trajectories form small loops
(blue and red lines). In the trivial phase, the chiral edge
trajectories are absent, and all bulk loops are again small.
To expose the connection to percolation, it is useful to
utilize a dual dense-packed loop representation of classical
bond percolation clusters. Consider a dense packed loop
configuration in which each bond has an accompanying
pair of loop segments, which are either oriented parallel to
the bond [Fig. 10(d), top panel] if the bond is occupied, or
perpendicular to the bond [Fig. 10(d), bottom panel]
otherwise. Connecting the loop segments produces a set
of closed loops [Fig. 10(e)], which one can easily verify are
in one-to-one correspondence with the trajectories of spin
flips in the corresponding diluted SWAP model. As
indicated by small arrows in Fig. 10(e), a spin flip initially
on a given site executes an orbit corresponding to the loop
either down and to the left (sublattice A, filled circles) or up
and to the right (sublattice B, open circles).
This mapping immediately shows that the diluted SWAP
model has two distinct phases with (s < 1=2) and without
ðs > 1=2Þ chiral edges, which survive over a finite range of
dilution probability, s. The chiral edge is lost sharply at
sc ¼ 1=2, in which the model is characterized by classical
percolation exponents associated with a single diverging
length scale l ∼ ðs − 1=2Þ−ν with ν ¼ 4=3.
However, we caution that the classical percolation
character of the transition is likely special to the perfect
SWAP gates used in the model and that more generic
(a)
(b)
(c) (d) (e)
FIG. 10. Percolation picture of diluted SWAP model. (a) A
four-step sequence of SWAP gates (blue dimers) that realizes a
chiral Floquet model. (b) A disordered SWAP model obtained by
turning off bonds at random (red ×’s). (c) Example micromotion
trajectories of three spin flips (red, blue, and green arrows)
starting on particular sites (large dots). (d) Rules for drawing the
dual loops for an occupied (top) and unoccupied (bottom) bonds
in the percolation model. (e) The dual dense-packed loop (dashed
lines) representation of a classical percolation cluster, where only
the fat blue bonds are occupied. Spin flips in the corresponding
diluted SWAP model follow the loop trajectories indicated by the
small arrows.
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quantum perturbations, such as disordering the local
strengths of the Hamiltonian, will likely induce quantum
fluctuations that change the nature of the transition. An
analogous example is that of the quantum Hall plateau
transitions, which can be viewed, in a loose sense, as
percolation of quantum Hall droplets. In that case, tunnel-
ing between chiral edge states of the droplets causes the
universal scaling properties to differ from those of classical
bond percolation.
APPENDIX C: CHIRAL UNITARY INDEX
Here, we provide an explicit derivation of some of the
claims on the properties of the chiral unitary index ν and
discuss why our exposition is nonrigorous. Note that all the
claims have been discussed in GNVW, so they are not
original.
We first show a series of results concerning the “algebra
overlap” η. To this end, recall the definition (with summa-
tion convention on repeated indices)
η2ðA;BÞ≡ papb
p2Λ
TrΛðeˆa†ij eˆblmÞTrΛðeˆb†lmeˆaijÞ; ðC1Þ
where Λ denotes a sufficiently large, but finite, set of sites
such that any operators aˆ ∈ A and bˆ ∈ B can only act
nontrivially within Λ.
Note that η has the following properties:
(1) It is independent of the choice of Λ.
The normalization papb=p2Λ is precisely chosen
for this. Suppose Λ0 contains one extra site x
compared to Λ, such that HΛ0 ¼ HΛ ⊗ Hx and
pΛ0 ¼ pΛpx. Since for any operator Oˆ with support
Λ, TrΛ0 ðOˆjΛ0 Þ ¼ TrΛ0 ðOˆjΛ ⊗ 1ˆxÞ ¼ pxTrΛðOˆjΛÞ, the
claim follows.
(2) ηðA;BÞ is independent of the arbitrary choice of
bases for A and B.
For α ¼ a, b, consider a transformation of basis
given by the pα-dimensional unitary matrix Uαij:
feˆαijg → fUαileˆαlmUαjmg. Then compute
TrΛðUaiv eˆα†vwUajwUblxeˆbxyUbmyÞ
× TrΛðUblr eˆb†rs UbmsUaiteˆatuUajuÞ
¼ ðUaiv UaitÞðUajwUajuÞðUblxUblr ÞðUbmyUbmsÞ
× TrΛðeˆα†vweˆbxyÞTrΛðeˆb†rs eˆatuÞ
¼ TrΛðeˆα†vweˆbxyÞTrΛðeˆb†xy eˆavwÞ; ðC2Þ
so indeed η is invariant.
(3) ηðA;BÞ ¼ 1 when ½A;B ¼ 0.
First note that, by construction, we are interested
in A and B being algebras of local operators, which
are finite-dimensional matrix algebras. If ½A;B ¼ 0,
one can choose a basis in which A is the set of local
operators defined on a site a, and those in B are
defined on site b. By the previous claims, we can
then evaluate η using Λ ¼ fa; bg with pΛ ¼ papb.
Now TrΛðeˆa†ij eˆblmÞ ¼ Traðeˆa†ij ÞTrbðeˆblmÞ ¼ δijδlm, so
η2ðA;BÞ ¼ papb
p2ap2b
Xpa
i;j¼1
Xpb
l;m¼1
jδijδlmj2 ¼ 1: ðC3Þ
(4) For A ¼ B, ηðA;BÞ ¼ pa.
From the arguments in the previous claims, we
can choose a basis and take Λ ¼ a, and see that
η2ðA;AÞ ¼ papa
p2a
Xpa
i;j;l;m¼1
jTraðeˆa†ij eˆalmÞj2
¼ pa
Xpa
j;m¼1
jTraðeˆajmÞj2 ¼ p2a: ðC4Þ
Next, we proceed to discuss properties of the chiral unitary
index ν:
(5) For a “stacked” chain, νðYˆ1 ⊗ Yˆ2Þ ¼ νðYˆ1Þþ
νðYˆ2Þ.
This is an immediate consequence of the follow-
ing property of the trace: Trða1 ⊗ a2Þ ¼
Tr1ða1ÞTr2ða2Þ.
(6) νðYˆ 0YˆÞ ¼ νðYˆ 0Þ þ νðYˆÞ.
The proof of this claim is actually somewhat
involved, and we refer the readers to GNVW. In
particular, we comment that this property, which is
central for the group structure of the classification, is
actually quite subtle and deserves further elabo-
ration.
As we have emphasized throughout, in obtaining a
sensible definition of the chiral unitary index ν, it is
important that the Lieb-Robinson length lLR is much
smaller than the system size L. However, this assumption
is unpleasing from a mathematical point of view since
whenever L is finite, it is easy to find a finite product of
locality-preserving unitary operators, say, tˆL=2 with L even,
that violates this condition. Therefore, the classification ν ∈
ðlogQþ;þÞ could only be sensible if the thermodynamic
limit L→ ∞ is taken first. Yet, the many-body Hilbert
space is not a mathematically well-defined concept in the
thermodynamic limit, so the formalism presented in the
present work is nonrigorous. GNVW overcomes this
difficulty by introducing the notion of “quantum cellular
automata,” which are automorphisms of the C*-closure of
the observable algebras on the infinite chain. This can be
viewed as a regularization of the problem by focusing
exclusively on local operators (observables), as is natural in
physics problems, and studying only the transformations
(automorphisms) among local operators. When these
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transformations are explicitly written out in a finite system,
they correspond to conjugation by locality-preserving
unitary operators, hence our emphasis on the Lieb-
Robinson length.
APPENDIX D: COMPUTING THE CHIRAL
UNITARY INDEX OF A MPU
1. Index formula in the MPU language
As can be seen in the definition, our goal is to compute
η½YˆðALÞ;AR and η½AL; YˆðARÞwhen a locality-preserving
Yˆ is given as a MPU. Similar to discussions of matrix-
product states (MPS), it will be most convenient to
introduce a graphical representation of the equations, as
was done in [Fig. 4(a)]. While we annotated each box by a
“M½x” in Fig. 4(a) to emphasize that the tensors are site
dependent, as one would expect in a disordered system, in
the following, we drop the annotation for clarity of the
diagrams. We also represent a basis of the operator algebra
at site x, eˆ½xij ≡ jixihjxj for ix; jx ¼ 1;…; px, by
ðD1Þ
Now consider evaluating the index by specifying a cut
between sites x and xþ 1, and using AL ¼ Ax, AR ¼
Axþ1. In evaluating η½YˆðAxÞ;Axþ1, the nontrivial task
is to compute TrΛðYˆeˆ½xixjx Yˆ†eˆ
½xþ1†
ixþ1jxþ1ÞTrΛðYˆeˆ
½x†
ixjx
Yˆ†eˆ½xþ1ixþ1jxþ1Þ,
where the repeated indices are traced over. We discuss
below how to evaluate this quantity in the MPU language.
To this end, see that [Fig. 4(c)]
ðD2Þ
where the vertical dashed line with an arrow indicates the
location of the cut, and we have chosen Λ to be the entire
system, assumed to be a finite ring of size L ≫ 1. Note the
† annotation, indicating that the tensors appearing are those
corresponding to Yˆ†. Also note that the tensors at different
sites are generally distinct, and therefore, Yˆ is not trans-
lationally invariant.
One can combine all the tensors for sites other than x and
xþ 1 into one single tensor, which only has legs in the
“bond space.” Representing this combined tensor as a
shaded box, we rewrite
ðD3Þ
where, in the second equality sign, we performed a
singular-value decomposition (SVD) on the shaded tensor.
In practice, for sufficiently large L, there is only one
singular value to sum over: Far away from the cut (with
distances measured in the Lieb-Robinson length), the
operator Yˆeˆ½x†ixjx Yˆ
†eˆ½xþ1ixþ1jxþ1 is simply the identity (in principle,
with exponential accuracy), and therefore, the evaluation of
the trace can be done on a sufficiently large open interval
containing the cut. Since such intervals correspond to the
OBC, there should only be a single singular value in the
SVD of the shaded tensor.
Finally, we evaluate (with summation convention)
ðD4Þ
where we used T and  to indicate that the tensors are those
for YˆT and Yˆ. In addition, note that there is a further
transposition in the bond space of the “block” of tensors on
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the left of the figure, as indicated by the flip of the arrow on
the dashed line.
One can therefore evaluate νðYˆÞ by contracting the
tensor in Eq. (D4). However, as discussed in the main
text, one should choose the intervals L and R to be at least
as large as the Lieb-Robinson length in order to obtain the
correct index. This can be done by a direct generalization of
the above discussion but with the sites x and xþ 1 replaced
by a collection of sites. As a technical remark, we also note
that, for stability, it is important to restore the normalization
factor in η in the actual numerical evaluation; otherwise, the
magnitude of the numerical values will diverge at the same
rate as the size of the Hilbert space.
2. Two-site MPUs
To prepare for the construction of example MPUs used in
the numerical computation of the chiral unitary index, we
first discuss the construction of the building blocks used:
random two-site MPUs.
Consider a general two-site unitary operator
Uˆ ¼
Xp1
i1;j1¼1
Xp2
i2;j2¼1
Ui1;i2j1;j2 ji1i2ihj1j2j; ðD5Þ
where Ui1;i2j1;j2 is a p1p2-dimensional unitary matrix. We use
the notation that the upper indices are for the left space, and
the lower for the right. We seek to rewrite it in a MPU form,
where we define tensors M½xixjx , x ¼ 1, 2 and ix; jx ¼
1;…; px such that
Uˆ ¼
Xp1
i1;j1¼1
Xp2
i2;j2¼1
M½1i1;j1M
½2
i2;j2
ji1i2ihj1j2j: ðD6Þ
Since we have a two-site problem, M½1i1;j1 is a 1 × χ-
dimensional matrix for each pair of i1, j1, and M
½2
i2;j2
is
χ × 1 dimensional. Similar to the canonicalization of MPS,
we group the tensors into column and row (block) vectors
and define a p21 × p
2
2 matrix ~U,
~U≡
0
BBBBBBBBBBBBBBB@
M½11;1
..
.
M½1p1;1
M½11;2
..
.
M½1p1;p1
1
CCCCCCCCCCCCCCCA

M½21;1 … M
½2
p2;1
M½21;2 … M
½2
p2;p2

; ðD7Þ
where, by construction, we have
ð ~UÞabcd ¼ M½1a;bM½2c;d ¼ Uacbd: ðD8Þ
This shows that the tensors M½xi;j can be found by a matrix
factorization of ~U, whose entries are fully determined byU.
Note the crucial fact that ~U is related to U by a partial
transpose and generally cannot be transformed into one
another via any row-column rearrangement (indeed, their
dimensions do not even match when p1 ≠ p2). This is
important, for if the latter was true, the MPU “Schmidt
weights” would all be 1=
ﬃﬃﬃ
χ
p
, which is absurd if we are
claiming full generality in our construction.
To construct a generic two-site MPU, we (i) generate a
random p1p2-dimensional unitary matrix, (ii) rearrange the
matrix elements as per Eq. (D8), and (iii) perform a matrix
factorization (say, SVD) to find the tensors M½xi;j. In
practice, however, this procedure leads to a MPU repre-
sentation of a FDLU with an undesirable large bond
dimension. To see why, simply note that the number of
nonzero singular values in step (iii) above will generically
be minðp21; p22Þ, so the bond dimension of the resulting
MPU will scale exponentially with the circuit depth and p.
To reduce the computational difficulty, we further engineer
the MPU construction process to reduce the resultant bond
dimension. Note that we lose the full generality of the
constructed MPU once we bring the bond dimension down.
We do this in two steps: First, we present a particular
construction that, while controlling the bond dimension,
does not represent a class of two-site MPUs containing the
“generic” gates. Next, we generalize this simple construc-
tion to restore generality. Again, we emphasize that gen-
erality is only restored at the cost of allowing a bond
dimension scaling as p2.
The first construction is loosely an analogue of designing
a controlled-phase gate. Let fPˆiji ¼ 1;…; χ1g and fQˆjjj ¼
1;…; χ2g be two sets of orthogonal projectors in H1
and H2, respectively, such that
Pχ1
i¼1 Pˆi ¼ 1ˆ1 andPχ2
j¼1 Qˆj ¼ 1ˆ2. For (slightly) more generality, we should
choose the basis for the projectors (i.e., the vector sub-
spaces) arbitrarily for the different gates. This can be
achieved by multiplying the MPU below, defined with
a simple projector basis, by a random on-site uni-
tary Uˆ1 ⊗ Uˆ2.
We consider the matrices fLˆi;j; Rˆi;jji ¼ 1;…; χ1; j ¼
1;…; χ2g satisfying
Lˆ†i;jLˆi0;j0 ¼

Pˆi for i ¼ i0; j ¼ j0
0 for i ≠ i0;
Rˆ†i;jRˆi0;j0 ¼

Qˆj for i ¼ i0; j ¼ j0
0 for j ≠ j0;
ðD9Þ
where the omitted cases (e.g., i ¼ i0, j ≠ j0 for Lˆi;j) are
unconstrained. These requirements can be fulfilled by
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considering Lˆi;j that act only in the Pˆi subspace and
similarly for Rˆi;j in Qˆj. Then, we claim
Uˆ ¼
Xχ1
i¼1
Xχ2
j¼1
Lˆi;j ⊗ Rˆi;j ðD10Þ
is a MPU with bond dimension χ1χ2 (the actual bond
dimension may be even smaller after canonicalization).
Indeed, check that
Uˆ†Uˆ ¼
X
i;i0;j;j0
ðLˆ†i0;j0 ⊗ Rˆ†i0;j0 ÞðLˆi;j ⊗ Rˆi;jÞ
¼
X
i;j
Pˆi ⊗ Qˆj ¼ 1ˆ: ðD11Þ
Note that Lˆi;j is j dependent—otherwise, we just end up
with a MPU of bond dimension 1.
In the above construction, no matter how we partition our
on-site Hilbert spaces, we will never recover the fully
generic two-site MPU. To improve this, we observe that the
key points of the above construction are the following:
Uˆ ¼
X
i;j
Uˆi;j; Uˆ
†
i0;j0Uˆi;j ¼ ðPˆi ⊗ QˆjÞδi0;iδj0;j: ðD12Þ
The second condition reduces to the usual unitary condition
when χ1 ¼ χ2 ¼ 1, and the previous construction corre-
sponds to the “trivial” solution to this condition, akin to
restricting oneself to the on-site unitary subgroup of the
two-site unitaries. It is now clear how to generate more
general MPU while restricting their bond dimensions—we
simply use the more general solution, as discussed near
Eq. (D8), for the second condition. Explicitly, we now
consider
Uˆ ¼
Xχ1
i¼1
Xχ2
j¼1
Xminðr2i ;r2j Þ
α¼1
Lˆαi;j ⊗ Rˆαi;j; ðD13Þ
where ri ¼ rankðPˆiÞ and rj ¼ rankðQˆjÞ, i.e., the dimen-
sions of the vector subspaces defined by the projectors, and
we demand
Xminðr2i ;r2j Þ
α¼1
ðLˆα†i;jLˆαi;jÞ ⊗ ðRˆα†i;jRˆαi;jÞ ¼ Pˆi ⊗ Qˆj: ðD14Þ
This gives a MPU with bond dimension χ ¼P
i;jminðr2i ; r2jÞ, which is restricted by how we partition
the site Hilbert spaces. At the same time, we recover the
fully general case when χ1 ¼ χ2 ¼ 1, at the cost of
restoring the bond dimension minðp21; p22Þ.
The discussion above can be readily generalized to
MPUs that act on more than two sites, simply by a
regrouping of the DOFs into two “super” sites. In particu-
lar, it will be interesting to explore if the above approach in
reducing bond dimension, which manifestly preserves
unitarity, offers any practical advantage in time evolution
simulation of 1D quantum systems.
3. Construction of MPUs used in Fig. 5
To demonstrate the computability and quantization of the
chiral unitary index ν, we consider some example MPUs
taking the form in Fig. 11.
The lowest layer (unshaded boxes) represent a “base”
MPU with a known index. Explicitly, we take it to be either
the identity operator or (copies of) the translation operators
for different site Hilbert space dimensions p. As discussed
in the main text, they can be represented as MPUs.
The upper layers (shaded boxes) represent a FDLU
multiplied to the base MPU. While we show a FDLU of
depth two in Fig. 11, in certain cases we considered FDLUs
of depth four (see Table I). Each shaded box is a random
two-site unitary, for which we have detailed their MPU
representation in the previous subsection. Note also that,
despite the appearance of the figure, the system is not
translationally invariant, as each shaded box represents a
different random gate.
Because of the simple architecture of the circuit, one can
also directly read off their Lieb-Robinson lengths: One
simply follows the paths upward in Fig. 11 and tries to go
as far as possible in one direction. For instance, if the base
is the identity operator, with our FDLU of depth two, an
operator local at site 0 can only be nontrivial in the interval
½−2; 2, so lLR ¼ 2. In addition, the “Lieb-Robinson light
cone” is strict for such circuits; i.e., the statement that
YˆOˆxYˆ
† is nontrivial only within a distance lLR from x is
exactly true.
The settings for the various exampleMPUs used in Fig. 5
are summarized in Table I. As can be seen in the last
column of the table, generic two-site MPUs were used in
the FDLU for all subfigures other than (f). For (f), we use
two-site MPUs of the form in Eq. (D13), where for each
gate (a shaded box in Fig. 11), we randomly pick either the
FIG. 11. “Dressing” of a base MPU with a known chiral unitary
index. The lowest layer (unshaded) represents a base MPU
constructed by taking copies of the translation operators. The
upper layers (shaded) represent a simple FDLU. Each shaded box
corresponds to a different random unitary operator, so the system
is disordered.
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left or the right site as being labeled by “1,” and the other by
“2.”We consider χ1 ¼ 3 and χ2 ¼ 1, where the six-dimen-
sional site Hilbert space for site 1 is partitioned into
6 ¼ 2þ 2þ 2. Since the base MPU tˆð2Þ ⊗ tˆð3Þ has bond
dimension 6, this brings the total MPU bond dimension
down from 63 ¼ 216 to 6 × ð3 × 4Þ ¼ 72. Finally, note that
in Figs. 5(b) and 5(c), the evaluated index for certain cuts
converges earlier than the other. This is due to an even-odd
effect, imprinted by the arbitrary choice of the “starting
point” of the first layer of FDLU in Fig. 11, and it is merely
an unimportant artifact of our simple circuit architecture.
APPENDIX E: REVIEW OF NONINTERACTING
FERMIONIC AFAI
In this appendix, we review the key properties of the free
fermion AFAI proposed in Refs. [28,29,31]. In equilibrium
systems, a chiral edge mode is anomalous; i.e., it cannot
exist as a purely 1D system. To see this, imagine a clean
single-band 1D model, with the band structure Ek satisfy-
ing dEk=dk > 0 for all values of k. This implies Eπ > E−π ,
violating the periodicity of the Brillouin zone. At the edge
of a 2D bulk, however, the contradiction is resolved, as the
chiral mode can terminate in the bulk bands, which will
necessarily carry nonzero Chern numbers.
For a Floquet system with the time-periodic single-
particle Hamiltonian HðtÞ ¼ Hðtþ TÞ, however, the
instantaneous Hamiltonian plays a secondary role, and
the long-time behavior is governed by the single-particle
Floquet operator UF ≡ T e−i
R
T
0
dtHðtÞ. The eigenvalues of
UF are phases and can be expressed as e−iϵnT . Here, fϵng
are known as the quasienergies and are only defined
modulo 2π=T. Interestingly, since the energy direction
is also periodic, the previous argument forbidding a
stand-alone chiral mode in 1D is now invalid. For
instance, the straight chiral mode ϵk ¼ k=T gives
ϵπ ¼ π=T ¼ ϵ−π þ 2π=T, which seems to give a legitimate
quasienergy band.
Nonetheless, such a chiral mode is still anomalous [29].
This can be seen by noting that the winding numberW ¼
½i=ð2πÞ R dkTrðU†∂kUÞ is a topological invariant quan-
tized to be an integer [29]. While the single-band model
with ϵk ¼ k=T gives W ¼ 1, the identity operator U ¼ 1
corresponds toW ¼ 0. For a purely 1D system, there exists
a smooth family of time evolution operators UðtÞ inter-
polating between Uð0Þ ¼ 1 and UðTÞ ¼ UF. Since the
winding number is robust against smooth deformation, the
winding number of any purely 1D Floquet system is
necessarily zero [29]. Hence, a chiral mode, signified by
a nonzeroW, remains anomalous and can only arise as the
boundary of a 2D system. In contrast to the equilibrium
case, such chiral modes can terminate themselves, so their
presence no longer implies nonzero Chern numbers of the
bulk bands. The bulk of the system is therefore Anderson
localizable, giving rise to AFAI.
While the definition of the winding number W can be
adapted for disordered systems [31], its generalization to
interacting systems is unclear. As a first step towards such
generalization, it is instructive to look instead at the many-
body Floquet operator corresponding to a chiral edge
mode. For the straight chiral mode, one finds
UˆF ¼
Y
k
e−iϵkTcˆ
†
kcˆk ¼ e−i
P
k
kcˆ†kcˆk ¼ e−iPˆ; ðE1Þ
which is nothing other than the unit translation operator.
This simple observation bridges the fermionic AFAI model
with the chiral bosonic model we constructed, which also
features the (bosonic) translation operator at the edge.
Although our current formalism does not immediately
apply to fermionic systems, it is suggestive that the
fermionic translation operator is as anomalous as its
bosonic counterpart. Therefore, to rigorously establish
the stability of the fermionic AFAI against introduction
of interactions, it only remains to prove that the fermionic
translation operator is anomalous, which we leave as an
important open question.
APPENDIX F: CHIRAL MODELS OF
MAJORANA FERMIONS
We again consider the four-step driving protocol defined
on the checkerboard lattice, except that each site now hosts
a complex fermion with creation operator cˆ†x, correspond-
ing to Majorana fermions
χˆx ≡ cˆx þ cˆ†x; ˆ¯χx ≡ 1i ðcˆx − cˆ
†
xÞ: ðF1Þ
We first consider a model that acts only on χˆx but not ˆ¯χx.
Similar to Eq. (1), at each step s of duration T=4, we “turn
on” a collection of bonds defined by bs and consider a
Hamiltonian that exchanges χˆrA ↔ χˆrBþbs . This is achieved
by the noninteracting Hamiltonian
TABLE I. Settings for the MPU used in Fig. 11. L denotes the
total length of the ring used in the computation, and “#cut”
denotes the number of cuts at which the chiral unitary index was
computed. Here, p denotes the dimension of the site Hilbert
space; “base” and “depth,” respectively, denote the choice in the
“base MPU” and the depth of the FDLU, as illustrated in Fig. 11;
and lLR indicates the Lieb-Robinson length of the MPU.
“Generic” indicates whether or not fully generic two-site MPUs
are used in the FDLU.
L #cut p Base Depth lLR Generic
(a) 128 10 2 1ˆ 4 4 ✓
(b) 128 10 2 tˆð2Þ 4 5 ✓
(c) 128 10 2 tˆð2Þ 4 5 ✓
(d) 64 1 2 × 2 tˆð2Þ ⊗ tˆð2Þ 2 3 ✓
(e) 64 1 2 × 2 tˆð2Þ ⊗ tˆð2Þ 2 3 ✓
(f) 64 1 2 × 3 tˆð2Þ ⊗ tˆð3Þ 2 3 ×
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HˆðsÞ ¼
iπ
T
X
r
χˆrA χˆrBþbs ; ðF2Þ
for which the corresponding time-evolution operator UˆðsÞ
gives UˆðsÞχˆrAUˆ
†
ðsÞ ¼ −χˆrBþbs and UˆðsÞχˆrBUˆ†ðsÞ ¼ χˆrA−bs .
When the system is defined with PBC, a similar analysis
gives UˆFχˆxUˆ
†
F ¼ χˆx for all x. As the system is noninter-
acting, the transformation of the complete set of Majorana
operators fully specifies the many-body Floquet operator,
and this implies UˆF ¼ 1ˆ up to an undetermined global
Uð1Þ phase.
With OBC, a chiral edge is again exposed. For instance,
with the same boundary condition as defined near Eq. (4),
one finds
Uˆ0Fχˆðx;1ÞAðUˆ0FÞ† ¼ −χˆðxþ1;1ÞA ; ðF3Þ
which acts as the Majorana translation operator along the
edge up to a sign change. Similar to the discussion on the
experimental proposal in Sec. VI, once disorder is intro-
duced to render the bulk MBL, such a sign change is
immaterial to the topological nature of the model. More
concretely, we again consider appending to the driving
protocol a disordering fifth step (and suitably rescaling the
energy scale of the previous steps such that UˆðsÞ for s ¼
1;…; 4 are unchanged), with the Hamiltonian
Hˆð5Þ ¼
X
x∈Λ
i
5Jx
2T
χˆx ˆ¯χx: ðF4Þ
This leads to a MBL Floquet Hamiltonian with fiχx ˆ¯χxg
being the l-bits. In particular, for the special case of Jx ¼ π,
the corresponding time evolution gives Uˆð5ÞχˆxUˆ
†
ð5Þ ¼ −χˆx,
therefore canceling the negative sign in Eq. (F3). Again,
this gives a smooth path connecting the edge operator in
Eq. (F3) to the Majorana translation operator while main-
taining the MBL nature of the bulk, so it justifies the claim
that the model above has its topological nature character-
ized by the anomaly of the Majorana translation operator.
Finally, we note that a pair of counterpropagating
Majorana translation operators is trivial; i.e., it can arise
from the finite-time evolution of a purely 1D local
Hamiltonian. Such triviality follows directly from the
corresponding argument for bosons in Fig. 1(c), where
one simply replaces the (bosonic) SWAP gate by the
Majorana counterpart discussed near Eq. (F2).
APPENDIX G: CONNECTIONS TO
COHOMOLOGICAL CLASSIFICATION
In this appendix, we review previous results in the
cohomology classification of MBL Floquet SPT phases.
We stress that the chiral bosonic phases cannot be captured
by the developed cohomology description. In addition, we
point out here that the proposed classification is plausibly
invalid for a 1D system with Uð1Þ symmetry. Interestingly,
for this case, the cohomology classification could be linked
to the chiral bosonic phases in 2D.
For bosons, previous classification results argue that a
MBL Floquet system in d spatial dimensions with on-site
unitary, Abelian symmetry G is classified by the group
cohomology Hdþ1½G × Z;Uð1Þ, where the extra factor of
Z corresponds to the discrete time-translation invariance of
a Floquet system [22,23]. Applying the Künneth formula,
one finds
Hdþ1½G × Z;Uð1Þ ¼ Hdþ1½G;Uð1Þ ×Hd½G;Uð1Þ:
ðG1Þ
The first factor Hdþ1½G;Uð1Þ is identical to the static SPT
classification in the same dimension and can be phrased as
a “strong index”. Physically, one can interpret such Floquet
phases as being directly connected to the static (MBL) SPT
phases. The second factor Hd½G;Uð1Þ is present only
because of the extra factor ofZ on the left-hand side, which
suggests that it corresponds to some “intrinsically Floquet”
physics. Indeed, each nontrivial entry of that factor corre-
sponds to the pumping of one (d − 1)-dimensional SPT
phase to the boundary in a Floquet cycle and can be viewed
as a “pumped index” that is meaningful only when the time
periodicity is maintained, akin to the corresponding dis-
cussion of “weak” SPTs protected by lattice translation
invariance.
More concretely, we first restrict our attention to 1D
problems, for which we expect a Floquet phase that
“pumps” a 0d SPT (charges) to the edge in every cycle.
As with the previously studied cases, one expects a physical
picture in which, locally, symmetry charges are uniformly
pushed to one direction in every cycle. While (symmetry)
charge neutrality is nonetheless maintained in the bulk,
charges accumulate at the edges. Another way to rephrase
this is that, while the full-system Floquet operator will
necessarily realize the symmetries linearly, the two edge
operators can each feature projective representations that
“cancel” as a whole. Note that the notion of an “edge
operator” above invoked the MBL assumption.
To illustrate this explicitly, consider a simplified version
of the models discussed in Refs. [21,23]. Consider a driven
1D chain of spin-1=2’s, Λ, and denote the site Pauli
operators by Xˆx, Yˆx, and Zˆx. Suppose the system has a
Z2 symmetry generated by Zˆ ¼
Q
x∈ΛZˆx, such that
the Floquet operator UˆF ¼
Q
x∈ΛðXˆxXˆxþ1Þ verifies
½Zˆ; UˆF ¼ 0. With PBC, one simply finds UˆF ¼ 1ˆ, so the
Floquet Hamiltonian is trivial and the “strong index” is 0.
With OBC, however, one gets UˆOBCF ¼ Xˆ1XˆL, which
features a projective representation on each edge
(½Zˆ; Xˆ1 ≠ 0) and indicates the existence of a nontrivial
MBL Floquet SPT phase. Breaking the discrete time
translation, say, when one imagines doubling the period
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of the drive such that Uˆ0F ¼ Uˆ2F, one arrives back at a trivial
edge. This implies a Z2 classification, as dictated by the
“pumped” factor in Eq. (G1), H1½Z2;Uð1Þ ¼ Z2.
When G is continuous, however, one has to be more
careful in applying this equation since one might need to
specify further continuity conditions on top of the group
multiplication structure. For the equilibrium case, a pro-
posed classification is via the notion of “Borel” cohomol-
ogy [32], which has the property
Hdþ1BorelðG;Uð1ÞÞ≃Hdþ2ðBG;ZÞ; ðG2Þ
where BG is the classifying space. This is motivated by the
corresponding relation for ordinary group cohomology
of discrete groups: Hdþ1½G;Uð1Þ≃Hdþ2ðG;ZÞ≃
Hdþ2ðBG;ZÞ. However, this modified classification is
known to be incomplete when G ¼ Uð1Þ since it fails to
capture the chiral phases in 2D (the so-called “E8” states)
[32]. Nonetheless, the results are still meaningful as they
provide a partial classification, in the sense that entries in
Hdþ1Borel½G;Uð1Þ do correspond to distinct SPT phases.
From the equilibrium results, one expects that Floquet
systems with continuous unitary symmetry G are now
(partially) classified by
Hdþ1Borel½Z ×G;Uð1Þ ¼ Hdþ1Borel½G;Uð1Þ ×HdBorel½G;Uð1Þ;
ðG3Þ
with a similar interpretation as before. Of particular
interest to us here is, as stated, when G ¼ Uð1Þ, for which
one finds [32]
Hd−1Borel½Uð1Þ;Uð1Þ ¼ HdðCP∞;ZÞ ¼

Z for d even
0 for d odd
:
ðG4Þ
As such, we have
H0þ1Borel½Z × Uð1Þ;Uð1Þ ¼ Z × f0g;
H1þ1Borel½Z × Uð1Þ;Uð1Þ ¼ f0g × Z;
H2þ1Borel½Z × Uð1Þ;Uð1Þ ¼ Z × f0g;
..
. ðG5Þ
i.e., all of them are Z, but the physical interpretation
alternates between a strong and a pumped SPT.
Now we focus again on d ¼ 1, for which the Z
classification above is expected to correspond to a pumped
MBL Floquet SPT phase in 1D, in which particles [carrier
of the Uð1Þ charge] are unidirectionally pumped in one
direction in every Floquet cycle. More explicitly, we relate
the above Z classification to projective representations of
Uð1Þ × Z. Let ðϕ; nÞ ∈ Uð1Þ × Z, with group multiplica-
tion in additive notation, and let ½ðϕ; nÞ be the (projective)
representation of ðϕ; nÞ. [In the more common
multiplicative notation, one writes eiϕ ∈ Uð1Þ; in our
notation, here ϕ is defined mod 2π.] Consider the factor
system ω defined via
½ðϕ1; n1Þ½ðϕ2; n2Þ
¼ ω½ðϕ1; n1Þ; ðϕ2; n2Þ½ðϕ1 þ ϕ2; n1 þ n2Þ; ðG6Þ
with the following cocycle:
ων½ðϕ1; n1Þ; ðϕ2; n2Þ ¼ expðiνϕ1n2Þ: ðG7Þ
This corresponds to the following modification of the
commutator [as Uð1Þ × Z is Abelian, projective represen-
tations are captured by nontrivial commutators]:
½ðϕ; 0Þ½ð0; 1Þ½ð−ϕ; 0Þ½ð0;−1Þ
¼ expði2νϕÞ½ðϕ; 1Þ½ð−ϕ;−1Þ
¼ expðiνϕÞ½ð0; 0Þ; ðG8Þ
which is indeed projective iff ν ≠ 0.
Now let us rephrase the above using a more physical
notation. Let Qˆ be the Hermitian charge operator generat-
ing U(1), and using the bulk-boundary correspondence in
Sec. III, we write our Floquet operator, which generates the
Z factor, for an open 1D spin chain as a product of three
unitary operators
UˆF ¼ yˆLuˆByˆR; ðG9Þ
where we assume yˆL (yˆR) has a finite support localized on
the left (right) edge, and uˆB corresponds to the bulk
operator. Following the above discussion, we consider a
system for which the following commutation relations are
realized:
eiϕQˆyˆLe−iϕQˆ ¼ eiϕνyˆL;
eiϕQˆuˆBe−iϕQˆ ¼ uˆB;
eiϕQˆyˆRe−iϕQˆ ¼ e−iϕνyˆR: ðG10Þ
Note that the first line above is nothing but a translation
of Eq. (G8) into the more physical notation. In addition,
we assume uˆB is MBL, with the local charge operators
fQˆxg being the l-bits, such that one can write
uˆB ¼ exp½−i
P
rFrðfQˆxgÞ, with Fr being local real func-
tions. As a consequence, there is a stronger version of the
commutation relation: eiϕQˆx uˆBe−iϕQˆx ¼ uˆB for all sites x.
By the localization assumption, we can consider the local
charge operator QˆL, which is the truncation of Qˆ to the
support of yˆL. Now consider any state ρˆ of the system,
with an average charge qL ≡ TrðρˆQˆLÞ on the left edge.
By assumption, ½QˆL; uˆB ¼ ½QˆL; yˆR ¼ 0, and since
½Qˆ − QˆL; yˆL ¼ 0, the commutation relation with yˆL is
refined to eiϕQˆL yˆLe−iϕQˆL ¼ eiϕνyˆL. So under time evolution
governed by UˆF, one finds
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TrðUˆFρˆUˆ†FeiϕQˆLÞ ¼ Trðρˆyˆ†LeiϕQˆL yˆLÞ
¼ TrðρˆeiϕðνþQˆLÞÞ ¼ eiϕðνþqLÞ; ðG11Þ
implying an accumulation of charges on the left edge when
ν ≠ 0, which is independent of the choice of ρˆ.
As argued, such symmetry charge accumulation is
common for all pumped bosonic MBL Floquet SPT phases
in 1D, protected by a unitary Abelian on-site symmetry.
Unlike the previous case with G ¼ Z2, however, the Uð1Þ
charges are unbounded, so the nontrivial nature of the edge
cannot be neutralized by adding subharmonic terms to the
Floquet drive. In the long-time limit, therefore, infinite
opposite charges will accumulate at the two ends of the
chain, regardless of the initial state. Though we have not
proven that such systems are indeed anomalous, they are
absurd on physical grounds—while the site Hilbert spaces
could be finite dimensional in the bulk, the edge Hilbert
spaces are necessarily infinite dimensional in order for the
Floquet operator to remain unitary.
It is therefore suggestive that the cohomology classi-
fication of MBL Floquet phases might be invalid when
G ¼ Uð1Þ, or, more generally, when the group G is
continuous, even though we have not provided any con-
crete evidence leading to this claim. For instance, one might
argue that we should start with a system having all site
Hilbert spaces being infinite dimensional, say, in a quantum
rotor model. In that setup, however, it is unclear why the
bulk Floquet operator cannot be restricted into a finite-
dimensional subspace using Uð1Þ conservation.
Another possible resolution is that the discussion is not
self-consistent. For instance, it could be that such a system
can never be MBL and hence does not exhibit a bulk-edge
decoupling. Given that the symmetry group Uð1Þ is
Abelian, it would be rather surprising if there was such
an obstruction to many-body localization. Yet, we have
already seen a similar obstruction—we argued that the
chiral unitary operators Yˆ [i.e., νðYˆÞ ≠ 0] are anomalous
and hence cannot be localized. In fact, the above discus-
sion, concerning the unidirectional pumping of charges in a
state-independent manner, can be viewed as a Uð1Þ-
enriched version of our discussion of chiral unitary oper-
ators in 1D. This serves as a potential link between
cohomological SPT classifications and chiral phases, and
exploration of this link will be an interesting direction for
future studies.
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