This paper considers stabilization of parametrically uncertain systems via lossy and data-rate-constrained channels. We propose a quantization scheme which helps to reduce the required data rate for the stabilization compared with the case using the uniform quantizer; the existing works tackling the control of uncertain systems over communication channels commonly use the uniform quantizer. For systems utilizing the new quantizer, a necessary condition and a sufficient condition are derived. The conditions demonstrate limitations and tradeoffs among data rate, packet loss probability, and uncertainty bounds on plant parameters for stabilization.
I. INTRODUCTION
Motivated by the rapid development of information and communication technologies, networked control systems have attracted much research interest in recent years [1] , [2] . In such systems, communication among components of the systems are restricted by the specifications of the channels, e.g., bandwidth, SNR, and transmission delay time. These constraints may be harmful and cause degradation in attainable performance. Therefore, it is important to study fundamental relations concerning the control performance and the communication constrains.
One such relation is the limitation on the data rate for stabilization of unstable systems including digital channels. The seminal works of [3] , [4] have presented the minimum data rate for stabilization of linear systems via finite-datarate channels. Another fundamental relation can be found under the presence of packet losses. In practical channels, transmitted packets may be lost due to congestion or delay. In [5] , the upper bound on packet loss probability tolerable for mean square stability is presented. It is interesting that both limitations on the data rate and the loss probability depend solely on the unstable eigenvalues of the plant. Furthermore, various results are obtained in this area: The works [6] , [7] focus on the two constraints of the data rate and packet losses simultaneously. Other classes of communication constraints are also studied (e.g., delays and variable sampling periods), not only for linear systems but also for nonlinear systems (see, e.g., [8] - [10] ).
However, most of the existing works assume that the exact plant model is available, and fewer results deal with uncertainty. The works of [11] , [12] consider a linear timeinvariant plant with norm-bounded uncertainty; and in [13] , a
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Lossy channel
The objective of this paper is to address this question. We study stabilization of systems with parametric uncertainty over finite-data-rate and lossy channels. We derive a necessary condition and a sufficient condition, which provide bounds on the data rate and the loss probability. To deal with the uncertainty, we consider a controller structure which is commonly employed when composing concrete controllers in the existing data rate theorems [4] , [6] - [8] , [14] . While the quantizers in these controllers are mostly uniform (the simplest quantizer), we study general ones and propose a non-uniform quantizer which may reduce the required data rate for stability. In particular, for the scalar plant case, the quantizer minimizes the required data rate, which makes the derived conditions necessary and sufficient. Furthermore, for plants without uncertainty, the bounds given by the conditions coincide with those in [7] including the case for general order plants. Hence, our results can be considered as generalization of [7] to uncertain plants case.
The paper is organized as follows. In Section II, we describe the setup of systems considered. Next, we present a necessary condition and a sufficient condition in Sections III and IV, respectively. In Section V, we extend the setup to time-varying quantizers and discuss the limitation. Finally, we provide concluding remarks in Section VI. In the following, the proofs are omitted due to space limitation; see [18] .
II. PROBLEM FORMULATION
We consider stabilization of networked control systems which have a communication channel at the side of the plant output ( Fig. 1) . At time k ∈ Z + , the encoder observes the plant output y k ∈ R and quantizes it. The quantized signal s k ∈ Σ N is transmitted to the decoder through the lossy channel. Here, the set Σ N represents all possible outputs of the encoder, and contains N symbols. Here, the required data rate is R := log N [bits/sample]. The decoder computes an interval Y k ⊂ R, which is an estimate of y k . Finally, using the estimates, the controller provides a control input u k ∈ R.
In what follows, we describe the details of each component in the system. In this paper, we denote log 2 simply as log.
The plant is an n-dimensional autoregressive system 1 whose parameters are uncertain and may be time varying:
Here, the initial value y 0 is bounded with a known bound as |y 0 | ≤ Y 0 , and y k = 0 for k < 0. Each uncertain parameter a i,k is represented by the nominal value a * i and the width i ≥ 0 of the perturbation as
The plant (1) can be written in the controllable canonical form:
Let A * represent the nominal matrix, and let λ A * be the product of the eigenvalues of A * :
where λ i (·) represents an eigenvalue of a matrix. Assume that all eigenvalues of the matrix A k are unstable for all k ∈ Z + . In particular, this implies |a * n | − n > 1. The encoder quantizes the plant output y k into the Nalphabet signal s k ∈ Σ N , where Σ N := {0, 1, . . . , N − 1}. The input range of the encoder is centered at the origin and the width is defined by a scaling parameter σ k > 0. In particular, the output s k of the encoder is given as
is a static N -level quantizer whose input range is [−1/2, 1/2]. In the quantizer q N (·), it is assumed that boundaries of the quantization cells are symmetric about the origin.
By its symmetry, the quantizer q N can be expressed by the set of boundary points h l ∈ R, l = 0, 1, . . . , N/2 of nonnegative quantization cells. These points must satisfy h 0 = 0, h N/2 = 1/2, h l < h l+1 . The origin h 0 is a boundary only when the number N of quantization cells is even. However, for simplicity, we use the same notation above even if N is odd. 1 The results in this paper can easily be extended to the case where the plant is an ARX model as
. . , bn u are known parameters and b 1 = 0. In [15] , a related class of plants is studied.
The transmitted signal s k is randomly lost due to unreliability in the channel. We represent the state of the packet reception/loss at time k by the random variable γ k ∈ {0, 1}. If γ k = 0 then the packet is lost; otherwise, it arrives successfully. We assume that the process {γ k } ∞ k=0 is independent and identically distributed with the loss probability p ∈ [0, 1), i.e., Prob({γ k = 0}) = p.
The decoder converts the received signal γ k s k to the interval Y k ⊂ R. The interval Y k provides an estimate of the set in which the plant output y k should be included. If the packet arrives (γ k = 1), then Y k corresponds to the quantization cell that y k fell in. Otherwise Y k is equal to the entire input range of the encoder
The controller provides the control input u k based on the estimates Y k−n+1 , . . . , Y k as
where f i,k (·) is an arbitrary map from an interval on R to a real number. We remark that the scaling parameter σ k should be large enough to cover all possible inputs to the encoder. Otherwise, the quantizer may be saturated, in which case we lose track of the plant output y k . On the other hand, if we take σ k large, the quantization error also becomes large. Moreover, to achieve stabilization of the system, σ k should decay to zero gradually.
We determine the scaling parameter σ k as follows. At time k, the encoder and the decoder predict the next plant output y k+1 based on Y 0 , . . . , Y k . Let Y − k+1 ⊂ R be the set of all possible outputs y k+1 of the uncertain system (1) . Then the scaling parameter σ k+1 is chosen such that σ k+1 ≥ µ(Y − k+1 ), where µ(·) denotes the Lebesgue measure on R.
As the prediction set Y − k+1 , we employ the following one. Definition 1: The prediction set of the plant output y k+1 constructed at time k is defined as follows:
Under this definition, our prediction strategy is to use the information regarding y k , . . . ,
is large enough to include y k+1 , and it is computable on both sides of the channel. It should be noted that the encoder knows the previous loss state γ k−n+1 through the ACK signal from the decoder.
Remark 1: The classes of controllers (3) and prediction sets (4) are employed to pursue an analytical approach.
Here, we use the information regarding y k−n+1 , . . . , y k independently. This may make the state estimation somewhat conservative. If we use a more general controller or a prediction method that allows us to look at the correlations among them, then the estimation sets Y k−n+1 , . . . , Y k−1 from times before k may shrink. As a result, the system can be stabilized under a smaller data rate compared with the case employing (3) and/or (4) . It may be possible to minimize the state estimation sets numerically [16] ; however, in the case of uncertain plants, it is difficult to do this analytically.
The control objective is to stabilize the system depicted in Fig. 1 in a stochastic sense as described below.
Definition 2: The system depicted in Fig. 1 is mean square stable (MSS) if the plant output y k asymptotically goes to zero in the mean square sense for all possible uncertainties within the bounds in (2) . That is, for all a 1,k ∈ A 1 , a 2,k ∈ A 2 , . . . , a n,k ∈ A n , it holds that lim k→∞ E[|y k | 2 ] = 0.
The problem of the paper is to find limitations on the data rate R [bits/sample] and the loss probability p for the overall system to be MSS.
III. NECESSARY CONDITION
In this section, we present a necessary condition on the data rate R and the loss probability p for the system to be MSS. Moreover, we give a quantizer that achieves the necessary bound. We first introduce the following notations to represent the necessary bound:
The following result is the necessity result. Theorem 1: If the system depicted in Fig. 1 is MSS, then it holds that
One can easily confirm that the lower bound R nec on data rate is monotonically increasing with respect to |λ A * |, p, and n , and similarly p nec is monotonically decreasing. Thus, more unstable dynamics or more uncertainty in the plant will result in higher requirement in communication with a larger data rate and a smaller loss probability. We remark that R nec is right continuous with respect to n at n = 0, i.e., there is no gap between the two expressions in (5) .
A special case of this result is when there is no uncertainty in the plant. In such a case, we have n = 0, and the bounds in the theorem coincide with those given in [7] . Moreover, comparing Theorem 1 with the result in [7] , we have that when the plant is uncertain with n > 0, then even if we assume the most conservative plant dynamics within the uncertainty of (2), the limitation given in [7] may not satisfy the necessary conditions (5) and (6) . We note that even if n = 0 holds, the plant may be uncertain since other parameters a 1,k , . . . a n−1,k could be uncertain.
The work of [14] shows another special case of Theorem 1. A necessary condition for stabilization of uncertain systems is given for the case when the quantizer is uniform; the uniform quantizer is the simplest quantizer, which divides the input range into quantization cells of same lengths. If the plant is uncertain with n > 0, then the necessary data rate bound in [14] is higher than that in (5) . Therefore, we may stabilize the system with a lower data rate by using not the uniform quantizer but a more general one. Regarding the loss probability and the uncertainty, the bounds (6) and (7) given in the theorem are the same as those in [14] . The proof of Theorem 1 consists of three steps. Before providing the first step, we introduce a sequence w l , l = 0, 1, . . . , N/2 − 1 and a random variable η for a given quantizer {h l } l as
The first step is the next lemma which gives a necessary condition for a given quantizer {h l } l . Lemma 1: If the system depicted in Fig. 1 is MSS, then it holds that
Next, we find the quantizer that minimizes η for a fixed N . To state such an optimal quantizer, we introduce the quantizer q * N represented by the boundary points {h * l } l as follows:
(i) If n > 0, then
(ii) If n = 0, then
The following lemma holds. Lemma 2: The quantizer q * N minimizes E[η 2 ]. Fig. 2 illustrates the quantization boundaries {h * l } l of the optimal q * N when |λ A * | = 3.0, n = 0.5, and N = 8. Intuitively, the quantizer q * N can be considered as sharing the effect of the plant uncertainty among all quantization cells: Quantization errors become larger depending on the instability of the plant as time progresses. In the case of uncertain plants, the larger the absolute value of the quantization cell is, the greater the quantization error becomes. Thus, the quantizer q * N takes quantization cells smaller towards the boundaries of the input range to make the quantization errors smaller. As a result, the effect of uncertainties on the enlargements of errors is kept minimal. We remark that when the plant has no uncertainty on the parameter a n,k , i.e., n = 0, then q * N is equal to the uniform quantizer. Given the optimal one as the quantizer, we have that the lower bound of N satisfying (10) is the necessary condition on the data rate R (= log N ), which is to be proved as the third step.
IV. SUFFICIENT CONDITION
In this section, we present a sufficient condition for the existence of a stabilizing feedback control scheme.
Given a certain data rate R, or N , and a quantizer {h l } l , we employ the control law for the scaling parameter as
and that for the control input as
Here, we denote the supremum and the infimum of Y − k+1 as Y − k+1 and Y − k+1 , respectively. For i = 1, 2, . . . , n, we introduce the following random variables θ i,k :
where w i is defined as
This can be used to bound the interval
Moreover, define the random variable matrix H Γ k containing the random variables θ 1,k , . . . , θ n,k by
where
Here, the process Γ k is a Markov chain which has 2 n states given by Γ (1) := [0, . . . , 0, 0], Γ (2) := [0, . . . , 0, 1], . . . , Γ (2 n ) := [1, . . . , 1, 1] and the transition probability matrix P ∈ R 2 n ×2 n is given by
where the (i, j) element is equal to the transition probability from Γ (i) to Γ (j) . Furthermore, we define the matrix F using H Γ k and P :
Here, diag(·) denotes a block diagonal matrix and ⊗ is the Kronecker product. The following theorem holds by applying results from the theory of Markov jump linear systems [17] .
Theorem 2: Given the data rate R = log N , the loss probability p ∈ [0, 1), and the quantizer {h l } l , if
then under the control law using (11) and (12), the system depicted in Fig. 1 is MSS, where ρ(·) represents the spectral radius of a matrix.
For the special case of scalar plants (n = 1), the condition (16) coincide with (10) in Lemma 1, which is a necessary condition for a given quantizer. Since Lemma 1 is a special case of Theorem 1, we have the following corollary.
Corollary 1: In the system depicted in Fig. 1 , if the plant is a scalar system, then the following holds:
(i) If the data rate R satisfies R > R nec , and (6) and (7) hold, then the system is MSS. (ii) The quantizer q * minimizes the required data rate for stability.
Hence, Theorem 1 is a necessary and sufficient condition for the case of the scalar plant in the sense of (i) above.
In [11] and [13] , sufficient conditions for stabilization of uncertain plants via lossless channels (p = 0) are given. For the case n = 1, the sufficient bound in [11] is
and the one from [13] becomes
On the other hand, from Corollary 1, we have that R nec is a sufficient data rate bound for the case n = 1. It is easy to verify that R nec < R suf , R suf . Thus, our sufficient condition is less conservative than (17) and (18) . For general order plants, it is difficult to compare Theorem 2 with the bounds in [11] and [13] since the types of uncertainties are different. The work of [14] gives another sufficient condition for stabilization via lossy channel. Since it is assumed that the quantizer is uniform in [14] , Theorem 2 is an extension of it to a more general quantizer case.
We now illustrate the theoretical bounds on the data rate given in Theorems 1 and 2 by a numerical example. Consider a second order plant, where a * 1 = 1.0, 1 = 0.1, 2 = 0.2, and a lossy channel with p = 0.05. In Fig. 3 , we plot the bounds on the data rate versus the product of the eigenvalues |λ A * | of the nominal plant. The vertical dash-dot line represents the supremum of |λ A * | such that p < p nec Suf. bound (optimal q.)
Loss prob. limit Fig. 3 . Data rate limitations: n = 2, a * 1 = 1.0, 1 = 0.1, 2 = 0.2, p = 0.05 holds. Hence, the necessary condition (6) is not satisfied on the right-hand side of this line. The solid lines show the sufficient bound given by Theorem 2 and the necessary bound in Theorem 1 when the quantizer is optimal, i.e., q * N . The dashed lines are those for the case of uniform quantizer given in [14] . The figure shows that by using the optimal quantizer q * N , we can stabilize the system under a lower data rate compared with the case using the uniform one.
Here, the sufficient bounds take discrete values since from a practical view point, data rate must be taken as an integer. In the next section, we discuss the gap due to this integerconstraint.
V. DATA RATE LIMITATIONS UNDER TIME-VARYING QUANTIZERS So far, we have considered the case where the quantizer is static and time invariant. In this section, we introduce time-varying quantizers and study limitations on the average data rate for stability. As we mentioned at the end of Section IV, when we consider a practical quantization and communication scheme, we cannot choose the data size of each transmission to be a noninteger. Hence, for a number R satisfying the sufficient condition in Theorem 2, the actual data rate required for stabilization is R , which may be larger than R.
Regarding this gap due to the restriction on the data rate, when we know the exact plant model and can use timevarying quantizers, then we can make the gap arbitrarily small. That is, for any R ∈ R greater than the bound in Theorem 1, there exists a feasible control scheme to stabilize the system [3] , [4] , [7] .
Here, we follow the technique proposed in [4] and apply it to the case of uncertain plants. The main idea is as follows: Divide the time into cycles of a duration m ∈ N. At time k, the encoder quantizes the plant output using a quantizer q j,Nj , where j = k mod m and N j represents the number of the quantization cells at time j in the cycle. We take N j so that R j := log N j is an integer for all j = 0, 1, . . . , m − 1. Then we can compose a quantization and communication scheme at each time. Furthermore, we can make the average data rate R := ∑ m−1 i=0 R j /m be close to the bound by using an appropriate set {N 0 , N 1 , . . . , N m−1 }.
In the following, we show a necessary condition and a sufficient condition for the case when we employ this timevarying quantization. First, we present a necessary condition. To state the condition, we define the following random variable η j for a given duration m ∈ N and a set {N j } m−1 j=0 of numbers of the quantization cells:
where v j corresponds to the maximum w l when the quantizer is q * Nj and is defined as follows:
if n > 0 and N j is odd,
if n > 0 and N j is even,
We are now ready to state the necessary result. Theorem 3: If the system depicted in Fig. 1 is MSS, then it holds that
When the plant has no uncertainty, the condition in the theorem can be written in a form which explicitly represents limitations on the average data rate R and the loss probability p. In fact, the bounds do not depend on whether the quantizer is static or time varying [4] , [7] . However, when the plant is uncertain, it is difficult to derive explicit expressions since the form of η j is complex.
Next, we present a sufficient condition for a given duration m ∈ N and a set of quantizers {q j,Nj } m−1 j=0 . As the scaling parameter and the control input, we employ the ones given in (11) and (12) . The sufficient condition can be proved in a way similar to that in Section IV, though we have to introduce slightly different notations. In the following, we denote the set of boundary points of q j,Nj as {h l,j } l .
For i = 1, 2, . . . , n, we introduce the following random variablesθ i,k :
where w i,j is defined as
if N j is even and A i 0, i if N j is even and A i 0,
Moreover, define the random variable matrixHΓ k by replacing θ 1,k , . . . , θ n,k withθ 1,k , . . . ,θ n,k in the right-hand-side of (14), whereΓ k := [k mod m, γ k−n+1 , γ k−n+2 , . . . , γ k ].
Here, the processΓ k is a Markov chain which has 1, 1, . . . , 1, 1] . Furthermore, the transition probability matrixP ∈ R m2 n ×m2 n of the Markov chain is given bỹ
where P is the matrix defined in (15) . UsingHΓ k andP , we now introduce the matrixF as follows:
F :=F 1F2 , whereF 1 :=P T ⊗ I n 2 , F 2 := diag(HΓ (1) ⊗HΓ (1) , . . . ,HΓ (m2 n ) ⊗HΓ (m2 n ) ).
We can now derive a sufficient condition for stabilization based on the time-varying quantization. It can be obtained by applying [17] as in Theorem 2.
Theorem 4: Given the set of quantizers {q j,Nj } m−1 j=0 and loss probability p ∈ [0, 1), if ρ(F ) < 1, then under the control law using (11) and (12), the system depicted in Fig. 1 is MSS.
We now show a numerical example. Consider a simple uncertain plant, where n = 1, 1 = 0.5, and p = 0, i.e., the channel is lossless. In Fig. 4 , we plot the sufficient bound on the average data rate (by the solid line) versus the eigenvalue |λ A * | = |a * 1 | of the nominal plant; we illustrate an achievable average data rate by a certain duration m ≤ 10 16 and quantizers {q * Nj } j . The dash-dot and the dotted lines represent the sufficient bound and the necessary bound R nec for the case of static quantizers, respectively. Note that currently we consider the case of n = 1, and hence the sufficient bound is equal to R nec (see Corollary 1). The figure shows that we can reduce the data rate by employing the time-varying quantization. In particular, the sufficient average data rate (solid line) is close to the necessary bound (dotted line) but there exists a certain gap between them. Unlike this case, when the plant has no uncertainty, they are almost the same since the gap can be arbitrarily small. To reveal this gap by an analytical approach is left for future research. Finally, we note that the necessary bound in Fig. 4 is the bound for the case when the quantizer is static. It may be lower for time-varying quantizers although we have confirmed that the bounds are close in both cases by several numerical examples.
VI. CONCLUSION
In this paper, we have studied the stabilization problem of uncertain systems via data-rate constrained and lossy channels. We have derived a necessary condition and a sufficient condition for stability and have proposed a nonuniform quantizer which may reduce the required data rate compared with the uniform one. In particular, for the case of the scalar plant, the conditions are necessary and sufficient, and the proposed quantizer minimizes the required data rate for stability.
