Abstract Nonlocal means (NLM) which utilizes the selfsimilarity is considered as one of the most popular denoising techniques. Although NLM can attain significant performance, it shows a few loopholes, such as its computational complexity when it comes to similarity measurements, and the small number of sufficient candidates that use to choose the target patches which have complicated textures. In this paper, the use of clustering based on moment invariants and the hidden Markov model (HMM) is proposed to achieve preclassification and thus capture the dependency between additive white Gaussian noise pixel and its neighbors on the wavelet transform. The HMM also allows hidden states to connect to one another to capture the dependencies among coefficients in the transform domain. In the practical part, the experimental results present that the proposed algorithm has the ability to show denoised images better than the results of state-of-the-art denoising methods both objectively in peak signal-to-noise ratio and structural similarity and subjec-B Asem Khmag
Introduction
Image noise removal is mainly utilized in computer vision systems in order to increase the quality of the contaminated images because the natural digital images mostly suffer from additive white Gaussian noise (AWGN) [1] . Many denoising methods are used in both domains, namely spatial and frequency realms. In spatial domain methods, the prevailing techniques such as bilateral filters [2] , trained filters [3] , and nonlocal means (NLM)-based filters [4] . On the other hand, state-of-the-art transform domain algorithms include Gaussian scale mixture-based methods [5] , noise estimation and its application in noise removal [6] , and block-matching 3D [7] .
Theoretically, transform-based techniques involve complex Fourier or wavelet transformations, which are basically not complex methods especially in real-time applications because of real-time hardware restrictions, methods which follow the spatial domain style tend to be more applicable. Various digital natural images have a repetitive pattern textures. In addition, one of the more popular noise removal techniques, NLM [4] , utilizes the original characteristics of the images and then results promising images that have very clear details both in its appearance and in visual quality. The pivotal structure of NLM is based on the notion that replaces each single pixel in the original signal, in this case the contaminated image, with a weighted average of neighbor pixels that lie in the same patch or neighborhood. Furthermore, the main difference between NLM and the earlier mentioned methods is that NLM takes into consideration the advantage of the image statistical details such as the mean and correlation in the investigated image or the patch, rather than taking only a few samples or pixels in specific neighborhood as the local filters do.
However, the conventional NLM technique is CPU computationally expensive; it is due to the time-consuming that is taken in the searching process into a large region of the investigated image. Consequently, extensive studies have been carried out to explore how NLM can be improved. On the one hand, some studies only emphasis on how to increase the calculation speed of NLM where the most time consuming part is the weight computation. Thus, numerous techniques are mainly study how to abolish the dissimilar patches before weighted averaging process takes place [8] , the method that utilized the average and the gradient values of the contributed neighborhoods preselection was investigated. In the same regard, natural variance [9] and SVD [10] have been proposed in order to suppress the contradictory patches and pixels. Durand and Froment (2003) also found a hybrid method to take away the pseudo-Gibbs phenomenon by substituting the threshold coefficients with values that minimize TV.
This method presents some drawbacks where it causes extra sharpness, especially in a high-level scale of noise. On the basis of a similar idea, Chen and Qian [11] used their algorithm to remove the noise from hyperspectral images by utilizing wavelet thresholding and principle component analysis (PCA). They obtained competitive denoised images where they identified a beneficial way to reduce the dimensions. Demir et al. in [12] combined wavelet thresholding with support vector machine (SVM) and came up with an empirical model to deal with the noise in hyperspectral images. They showed high-quality denoised images when the classification using SVM was utilized. In order to accelerate the computation weight, fast Fourier transformation (FFT), which is around 50 times faster than the conventional NLM, was proposed in [13] .
The method in [14] utilizes the symmetry in the weight function and calculates the Euclidean distance using a recursive averaging filter in symmetric way, which also easily improves the quality of the algorithm. In order to take the advantage of the geometric shape of the noisy image and improve the computational efficiency of isogeometric analysis, Xu et al. [15] introduce a novel method that exploits the concept of computation reuse to be used with three-dimensional models. A study that proposed by [16] utilized different pixels that last in the center of the investigated neighborhood instead of using the whole pixels in the same neighborhood. In the same regard, some tuning of the smoothing factors was proposed in [9] to improve the quantitative and qualitative results. Another technique utilized the second generation in image enhancement. It successfully obtained the denoising of different standard images using semisoft thresholding approach through second-generation wavelet transform adopts the lifting scheme approach and PCA. It is worthy to notice that the PCA is stated as a favorable procedure that deals with multi-dimensional data types and noise removal methods.
Furthermore, PCA shows its high performance when it comes to the reduction dimensionality issues. On the other hand, over-complete approach which utilizes shift spinning technique was used in this study in order to enhance the denoised image quality especially in high noise levels and sharp edges in the image textures and other delicate parts [17, 18] where in [18] there was no any NLM filters or any classification approaches to classify the corrupted pixels from the noise-free ones. In order to rise up the candidate numbers of contaminated patches, a study in [19] suggested a rotationally invariant block-matching scale for nonlocal noise removal for natural digital images. The measure involved number of steps, such as rotation angle assessing; interpolation rotations of angle blocks, and applying matching of standard blocks. With a focus on increasing the noise removal quality of the conventional NLM, an algorithm based on the NLM procedure and utilizing the coefficient correlation in different levels is proposed. In addition, to minimize the interference of the AWGN in the preclassification stage, wavelet semisoft thresholding approach is firstly utilized in classification of the contaminated patches.
On the other hand, K-means clustering is used on the moment invariants of the blocks of the noisy image to be exploited in averaging weights rather the use of complete examine like what conventional NLM does. Afterward, the HMM filter is adopted to capture the dependencies among the coefficients in the transform domain, as well as smooth the image and reduce the noise prior to thresholding. The experimental results show that this method outperforms several up-to-date denoising methods in terms of both peak signalto-noise ratio (PSNR) and image appearance.
Contributions
This paper contains number of contributions:
• It presents an HMM-based invariant similarity quantity to catch the dependency of contaminated coefficients with AWGN and increase the number of candidates for nonlocal mean filtering.
• It demonstrates that the suggested algorithm shows a high performance in comparison with ordinary NLM and upto-date denoising methods at several noise levels.
Related work
In terms of the original NLM method and its updated filters, the main idea of NLM is according to the fact that subimages in a whole image mostly contain a self-similarity pixels, where the image patches share the same structure and textures as line squares and geometric shapes [2] . Given a contaminated image, the resulted intensity of the investigated pixel N L(v(i)) computed as a weighted average of the whole intensity amount within the same location I . [4] :
v( j) is the pixel intensity at the location j, w(i, j) is the weight of v( j) in order to measure the connection among the investigated pixels j and j, and L is the number of elements in each cluster. The specific weights are computed using the following expression.
N i is the patch with stationary size, and it is located at pixel i. In this case, the similarity can be calculated as a shrinking model that utilizes the weighted Euclidean distance. The case where a > 0 is known by the standard deviation of the kernel of Gaussian function, and Z e (i) is a constant and represents the normalization amount where Z e (i) = j w(i, j), and h represents the parameter function of the filter. In order to find the set of consistent candidates which are similar to the patch under testing from a complete digital image, three main classes of techniques are used:
1. Preclassification process. 2. Find out updated similarity patches. 3. Applying HMM to catch the dependencies among the patches.
Preclassification process was previously utilized to deal with only the part of the patch searching rather than the full testing of the whole image in order to attain high efficiency of NLM. However, most of modified versions of NLM contribute only in few margins of improvements when it comes to noise removal results. In [8] , a study exploited the mean quantity and local average gradient vectors as well in order to ignore unrelated subimages. On the other hand, the criterion might only be used when the gradient magnitudes of the main patches are lasted in a value of threshold more than the desired amount, which can be very easy to be adjusted by additive white Gaussian noise. A preclassification approach based on subimage variance was similarly proposed in [9] .
The main disadvantage of the earlier mentioned techniques is that their entire structure is very complicated, although it is not built according to any statistical models, such as correlation among coefficients in the same neighborhood. In [10] , SVD was implemented in order to utilize some statistical properties to keep its gradient structure to be used in k-means clustering. Consequently, the gradient structure of the image shows a sever sensitivity to the noise level amount. Additionally, there is one more loophole in the traditional NLM; this disadvantage is that there are no enough candidates for each patch to be used in weighted averaging when an image lacks repetitive patterns. This deficiency will radically show its impact on the visual appearance of the images that resulted from NLM. In order to conquer this effect, a study in [11] developed a rotated matching technique that utilize the block procedure to achieve more similar subimages, though the scheme is basically restricted to specific number of rotation angles and images with simple textures. Finding out updated similarity methods is another manner to guarantee reliable group of candidates using wavelet transforms. In [19] , block matching based on moment invariants was introduced, which is invariant under rotation processes, blurring, and noise. In order to attain the main objective of finding further reliable groups of candidates, the proposed technique utilizes both preclassification and definition of the updated similarity model. However, the chance of finding candidates for nonrepetitive patterns [10] is needed to be implemented. Therefore, preclassification step is exploited to provide suitable candidate sets which can be built form the whole parts of the tested image. In addition, in [23] a method utilized clustering according to NLM using invariants of specific moments to be as classification step was introduced. Furthermore, they have adopted a technique that uses the rotationally of each block matching in subimages in order to increase the matching rate.
High PSNR values and good image quality have been achieved, but their method was time-consuming due to matching processes. Markov models can also be considered in each state corresponding to a deterministically observable experience. Hidden Markov models (HMMs) are essentially first-order discrete time series with some hidden information. In other words, the time series states are not the observed information but are connected through an abstraction to the observation. Consequently, the result of such sources in any given state is not random. This model is somehow considered a restrictive technique that is applicable to many problems of interest [18] . As a result, the notion of Markov models should be extended to contain the case in which the reflection is a probabilistic model of the state. That is, the resulting concept (called an HMM) is a doubly embedded stochastic procedure with a fundamental stochastic process, which is not observed directly. On the contrary, the process is observed only throughout the stochastic process of another set that yields the structure of observations. Specifically, the state sequence is one whose states are not uniquely determined according to the observation of sequence of the output and the knowledge of the original state [1] .
Defining a new similarity term that can evaluate the noisy coefficients and suppress the noise in the contaminated image is thus essential.
The proposed NLM based on wavelet transformation and HMM
The pipeline processing of the proposed technique is depicted in Fig. 1 . Given a contaminated image, the main aim is to result a noise removal image in which the noise is eliminated and most of the fine structures are reserved. The image is corrupted by additive noise n i, j and one observes the noisy image as y i, j , such that:
Similar to (1) and (2), the suggested NLM can be expressed as follows:
v is the noisy image, w R (i, j) is depended on the updated distance quantity d R (i, j) and Z R = j w R (i, j). The weighted averaging is accomplished in each bunch. In addition, L reflects the number of components in every cluster. The impact of clustering is shown in Fig. 2 . Furthermore, the filtering issue thus changes into how the updated weights [w R (i, j)] can be calculated, which is elaborated in Sects. 4.1 and 4.2.
The proposed NLM has the following features:
• Filtering process using semisoft thresholding in wavelet domain provides the preprocessing for preclassification. The main impact is depicted in Fig. 2 . The traditional NLM contains no preprocessing step.
Noisy Image Wavelet TransformaƟon using
• Clustering of K-means on moment invariants of the distorted contaminated image assists as a preclassification model for the proposed noise removal technique. In the traditional NLM, most investigated subimages have a stable size of candidate groups which either take the entire signal or the only a subgroup of neighborhood which is located at selected patch.
• HMM on the wavelet domain is the main step to design the proposed algorithm. The relationship between noisefree image, AWGN, and corrupted image can be represented by Eq. (5). Let the original image (noise-free) defined as {x(m, n), m, n = 1..., N }, where (m, n) is the coordinate of the pixel in the image.
Preprocessing step
In this step, the main classification process is applied basically on the structural information of the tested image. Thus, patch-based preclassification in a contaminated image will show inaccurate evaluation [13] . As a result, a prefilter approach will be considered to smooth the image and thus avoid dealing with the incorrect patches, especially in sever noise cases. In practice, estimating the standard deviation σ of the noise is an essential task in the proposed algorithm, and it should be performed from the image rather than assumed as given. The noise level can be estimated empirically from the finest scale HH 1 . Moreover, the coefficients of wavelet transform are stated as a correlated group of data and are linked with few patches in the same neighborhood. The large wavelet coefficients mostly will reflect large coefficients in the same neighborhood. As a result, the suggested thresholding is found up from the coefficients that last in the same investigated zone of the contaminated image. In this regard, presume B i, j is wavelet coefficient that lies in the target noisy image. Then:
In the equation, U 2 i, j represents the summation of the square of the terms which is centered at the same side of the coefficient under the thresholding process, while (i, j) shows the coefficients which lie in the contaminated image. The following situation is considered if:
Then, the tested coefficients B i, j substituted by zero; else, it will be shrunk based on the following formula:
where σ w is the standard deviation of the corrupted image and M j depicts the size of coefficients in a subband under investigation at the analysis edge j. Equation (10) summarizes the semisoft thresholding approach.
After the semisoft thresholding is utilized on the contaminated image, the hazy image assists as the contribution of grouping. This input is demonstrated clearly in Fig. 2 .
Clustering as preclassification step
In several fields, moment invariants are utilized, such as skin detection, image registration, image deblurring, and shape recognition, to name a few. Previous studies showed that it is robust to be used as image descriptors under different applications such as shifting, changing in its value, and applying spin processes. In [19] , the moments that have greater invariants were shown their performance to be more susceptible when the noise of Gaussian mode takes place. As a result, in the proposed technique Hu's moment invariants [19] , which have peak order of 2, that exploit are used as feature descriptors with size of (1 × 5 vector) for the clustering of K-means. In this regard, consider an N ×N size of digital whole image and an n × n subimage that is located at i(i = 1, 2, . . . , N × N ), the moment invariants of the subgroup are presented by the vector of size of 1×5. As a result, regarding the entire image, the tested image with size of N × N vectors works as the initial signal of the clustering of K-means.
In the above-mentioned equation, 
In the same issue, the high-efficient technique which adopts an iterative refinement procedure is utilized [19] . Furthermore, clustering technique which utilizes K-means offers the preselected candidates for the selected weighted averaging. The resulted data of the desired classification (the matches of the center of subimage) are located at form of a lookup table. Weighted averaging structure is performed inside every single cluster throughout the next step.
HMM-based nonlocal approach
In this step, the parameters of the HMM template can be obtained in each block using
where p is the number of states in the independent mixture model and the label in the each position i can be represented by D i . In denoising-based wavelet transform, the aim is to minimize the MSE between the estimated and the original image. This step can be done by calculating the minimizing MSE between the estimated wavelet coefficients of the denoised and the original image. As a result, the image denoising process can be considered as process of estimating wavelet coefficients of the original image from coefficients of the wavelet signal of the noise and the contaminated image. Given that the distribution of each coefficient in the wavelet realm of the noisy image W i is stated as a Gaussian mixture model (GMM), the probability density function PDF of W i is given by (12) In terms of the relationship among the specific coefficients of the noise, the relationship of the noisy image and the original image is as follows:
where w i,k , x i,k , and n i,k refer to the wavelet coefficients of the contaminated input image, the image, and the noise; n i,k is AWGN; and iid with variance σ 2 n . Thus, the distribution of the original image x i,k is GMM as well, and if the value of the hidden state S k is determined, then the estimation issue can be considered as estimating a Gaussian signal in the AWGN in order to reduce the MSE. The following Eq. (13) is used to achieve the Gaussian estimation:
X i,k and W i,k are random variables of x i,k and w i,k , respectively, P S k is the probability mass function (PMF) of the hidden state S k and σ 2 k,m is the variance of the component
Therefore, by applying the transition criteria and adding the hidden states to Eq. (14), the estimation criteria become
The independent mixture model is used to join the PDF of the coefficients in the wavelet domain at the same block. Hence, Eq. (15) is utilized to evaluate and estimate the coefficients of the noise-free image in the block under study. With the block label stated, the formula can be modified as
where X i,k , D i,k , and W i,k are the random variables of x i,k , the block label, and w i,k , respectively, and P S k is the PMF of the hidden states S i,k , whose block label is d. In addition, σ 2 k,m is considered as the variance of the component X i,k , which has the same block label d.
As the variance of X i,k cannot be derived directly from the estimation, the denoised image variance can be obtained from the noisy image, and then, the redundant variance resulted from the noise can be subtracted.
Experimental validations
In the experiment part, the images used in the experimental purposes are all standard grayscale and natural testing images. These grayscale images contain 8-bit data, which mean the brightness levels are from 0 to 255. These images are selected from a popular image database, the USC-SIPI Database Images (University of Southern California). For performance evaluation, the proposed method will be compared to the conventional NLM and the recent related techniques [19, 20] according to the specific dataset. The evaluation metrics adopted in the experiments are structural similarity index (SSIM) and peak signal-to-noise ratio (PSNR).
PSNR is exploited in order to provide objective evaluations of the noise removal image results. It is expressed by the following formula: PSNR = 10.log 10 MAX 2 MSE (17) As Eq. (17) shows, M AX is representing the dynamic size of the tested image, and MSE is the mean squared error between the tested and the noise removal images. For instance, if the noisy image contains 8 bits per pixel, it can be formed with a pixel scale range of 0-255. A higher PSNR value shows higher-quality image and noise reduction results. On the other hand, SSIM [21] is a metric that has a kind of consistency with human visual perception. Regarding this, SSIM is expressed by:
Note that α > 0, β > 0, and γ > 0, whose parameters are exploited to prioritize the components.
where
; σ x represents the standard deviation of the original image; σ xy = N i−1 w i (x i − μ x )(y i − μ y ); σ xy represents the cross standard deviation through the tested image and the noisy one; w represents the circular symmetric Gaussian weighting function; and C 1 , C 1 , and C 3 are the three constants to prevent instability.
Parameters of clustering
The proposed clustering method is implemented based on moment invariants. Several parameters need to be decided for standard K-means clustering, such as type of distance used, quantity of clusters assigned, and length of vector parameters utilized in the suggested NLM-based framework. In practice, the Euclidean distance is exploited to measure the distance between two significant feature vectors as [10] showed. Based on study in [22] , the subimage size chosen is 7 × 7. In order to examine how the effect of the technique fluctuates with several values of K , we tuned K in the range of 350-4200. The results of PSNR and SSIM of the investigated images (noise level σ is 20) with different cluster numbers are depicted in Fig. 3 .
The main fluctuating trends of both scales PSNR and SSIM are mostly compatible. By other words, when K increases, the number of current clusters which are represented from different types of image fine structure increases as well. Thus, in the case where K becomes particularly high, then there will not be enough clusters candidates. Consequently, the measured PSNR and SSIM decrease next to the climax. Furthermore, if the complexity of the algorithm is not the main target, the optimal amount of K can be chosen according to the input size of the contaminated image. In the current experiments, all the images have the size of 256 × 256. Hence, K = 3200 (when K = 3200, it consumes a time more than the time as K = 1600 consumes) is chosen to give enough candidate choices to every single patch regarding the variation of appearance results when the K values is changed (Fig. 4) . The visual effect of the clustering of K-means on one of the benchmark images under testing (Lena) is depicted in Fig. 5 . As shown in the figure, the proposed algorithm shows high performance in high-frequency component of the tested image, such as the edges, ridges, and fine textures. With comparison to the method in [10] , the proposed method very clearly distinguishes the grayscale components, which gives more adaptively behavior to the proposed classifications manner. Fig. 4 Clustering performances of the proposed technique, the K is 256 Fig. 5 Comparison of different denoising methods visual results when noise level is 20 for benchmark image Lena. a Noise-free image, b noisy image, c NLM, d [19] , e proposed algorithm, f [23] , g [17] 
Denoising quality and comparison
Practically, as the experiments showed, the tested benchmark images have an additive white Gaussian noise with noise level σ = [10, 20, 35, 45, 55, and 70] . Furthermore, Eq. (15) is utilized to evaluate and estimate the coefficients of the original image in the block under study. By stating the block label, The PSNR and SSIM several results are shown in Tables 1, 2 , and 3. The objective results reveal that the high noise levels yield an image with low visual quality and it causes intensity difference in the patches with the same structures. These results will easily present difficulties in the matching processes to find similar subimages. The suggested technique has significantly shown its high performance where it outperforms state-of the-art denoising methods, particularly in high noise levels of the tested images. The difference in visual appearance among several techniques is inspected visually in Figs. 5, 6, 7, and 8. In addition, the suggested [19] , e proposed algorithm, f [23] , g [17] algorithm is proven to keep the fine details and suppress severe noise compared with the other techniques. The technique in [23] employs a spatial filter method but is applied to neighborhoods, a practice that may result in a few of correct candidates especially in the case where the variation of the fine details is robust. Therefore, specific patches still contaminated with noise. The proposed technique overcomes this problem by gaining adequate reliable candidates from the clustering of K-means. Figure 8 depicts the subjective results for a benchmark image in the case where the noise level of Gaussian noise is 20. It is worthy to notice that the conventional NLM is mostly ineffective. However, in high [19] , e proposed algorithm, f [23] , g [17] noise levels the intensity matching among several patches is very sensitive to noise. The suggested technique adopted wavelet filter as preprocessing step to conquer the additive noise, and thus, the moment invariants give robustness to the proposed algorithm. The method in [17] and [19] dealt with rough image configuration but still insufficient to keep the main details of the tested image. In addition, the results which got from [17] and [19] are very close numerically and visually. The proposed algorithm also preserves the fine textures much better in comparison with other techniques under investigation. This finding proves that the use of clustering model just before the weighted averaging process can guarantee the reliable candidates and its subimages.
Time complexity
All the experiments are implemented using the MATLAB 2014a programming language and run on a system with Intel Core i7 2.9 GHz 2.9 GHz CPU and 32GB memory running on Windows 10. The average run time of each noise removal method is shown in Table 4 . The method in [19] showed the fastest technique where it was 0.54 s as average of its execution time. On the other hand, the proposed method showed comparable execution time where it was in average of 1 s in several benchmark images. 
Conclusion
In this paper, the NLM method is proposed and implemented to suppress the AWGN in digital natural images. It exploits moment invariants according to K-means clustering on the Gaussian noisy image and uses wavelet filtering via semisoft thresholding to reduce the noise in several levels, thus improving classification before weighted averaging. HMM is likewise proposed to add some similar subimages that have been utilized by specific angles in order to be reliable to the target patch and catch the dependencies among similar patches. Experimental findings show that moment invariant in the patch clustering has an effective performance in preclassification step. The proposed technique is effectively retaining the main details of the tested image and simultaneously introducing small artifacts in comparison with other techniques. Thus, K-means clustering which is used in the proposed algorithm is relatively time-consuming method although it was the third best method among five state-of-the-art noise removal methods. As future study, it needed to find a clustering approach with fast processing in matching of patch candidates and also to speed up the preclassification process.
