The sampling-based matting method is an important method for image matting. There are three key techniques in sampling-based matting: 1) how to build a sample-set; 2) how to travel a sample-set; 3) how to obtain a good sample-pair. Although sampling range has expanded from local to global, the existing approaches to build the sample-set are still limited within the boundary areas of a trimap. Therefore, some valid samples may be ignored if they are far away from the trimap boundary. The so-called global samplings are limited by this disadvantage. Our idea comes from the observation that the samples on both sides of a image edge of the whole image are most representative. Furthermore, in the color space, the pixels in the smooth region are very close to the pixels near the image edge. Based on the discoveries, we present a full feature coverage sampling method, which utilizes the edges as clues to search all possible samples of the whole image area. First, we adopt edge detection to find the edges of the image. Second, the pixels near the edges are gathered into the sample-set. Third, because the population of a complete sample-set is much larger than existing sample-set, we propose an optimization approach to accelerate travelling samplesets. Fourth, we propose a selective strategy and adopt a propagation matting to enhance the results of sampling matting. Finally, the experimental results are tested on an online benchmark. The results show that the proposed method outperforms many other sampling-based matting methods. The ranking of our method is at the forefront.
Introduction
Image matting [31, 45] and image segmentation [35, 51, 52] are important areas of computer graphics and computer vision [26, 28, 30, 44, 66] . Both image matting and segmentation try to separate the target from an image. The separated part is the foreground, and the remaining part is the background. The difference is that the result of matting is a continuous value between [0, 1] , while the result of segmentation is a binary value (either 0 or 1).
Because the key of the image matting is the opacity of the foreground, the saliency detection [49] is similar to image matting. The difference is that the saliency detection is to detect saliency area to reduce the complex of scene [50] , while image matting is to separate target from the scene.
Porter & Duff proposed the function of image composition [36] . An image I is a convex combination of a foreground image F and a background image B as (1)
where α is opacity of foreground. Image matting and composing are reciprocal processes. The matting problem can be defined as how to extract F and α from input image I . The problem is that all of the items(F , B and α) on the right side of the (1) are unknown. If I is a gray scale image, there are 3 unknowns in 1 equation. If I is a color scale image, there are 7 unknowns in 3 equations. Matting is a severely ill-posed problem, and there is no exact solution. How to obtain good matte is a challenge.
User interaction is necessary to solve the matting problem. Image matting is also called interaction matting. There are 2 kinds of interaction methods. The first interaction method is the trimap method, which is applied to all kinds of matting methods. Trimap divides an image into the following 3 parts: foreground with α = 1, background with α = 0 and unknown regions with α ∈ [0 ∼ 1]. An exact trimap is advantageous to get good matte but it is hard to obtain. The second is the stroke method, which is mainly applied to propagation matting, but it is difficult for common users.
The sample-sets of previous sampling-based matting method are not complete enough. However, simple expansion of sample-set will lead to a huge sample-set population. And the time cost of searching is unacceptable. Therefore, we proposed a new method which maintains a balance between the population of sample-set and time cost of searching.
The rest of this paper is organized as follows: Section 2 introduces related work; Section 3 describes the proposed matting method in details; Section 4 demonstrates the performance of the method with experiments on benchmark; Section 5 presents the conclusion and future work.
Related work
Recently, the deep-learning based method has been a very popular method in image processing [10, 47] and matting [8, 54] . However, it is based on a large set of images and requires pre-training. Therefore, classical image processing methods [6, 58, 65] and matting methods [12] , which are based on a single-image and do not need pre-training, are still promising.
There are 2 kinds of classical matting methods as follows: sampling based matting and propagation based matting.
A fundamental introduction to sampling based matting
The sampling based matting method assumes that the foreground F and background B can be obtained from a known area. The α can be solved by (1) or (2) .
The early sampling methods are local methods, and the sample-set is modeled by a statistical model, such as Ruzon-Tomasi matting [39] , Hillman matting [19] or Bayesian matting [9] . Local sampling based matting is heavily dependent on the accuracy of the trimap. The α is poor if the accuracy is low. In 2007, Wang proposed a non-parametric sampling method to reduce dependence on the accuracy of the trimap [48] . Rhemann proposed a new matting model which used post-processing to improve the matte [37] . [9, 19, 39] dependent on their hypothetical model. If the model is failed to fit the color distribute, the result is poor. [37, 48] get samples at neighborhood. The result is poor if good samples are not near the unknown pixel.
From 2010 onwards, the sampled region extended from local to global. Gastal proposed a shared sampling method, which sampled by the rays [13] . He proposed a global sampling method which sampled from the boundary of the known area [15] . He proposed a matting method, which sampled along the direction of gradient [16] . Shahrian proposed a weighted color texture matting, which sampled by rays and image blocks [46] . Shahrian proposed a boundary expansion sampling method to make the sample-set comprehensive [40] . Hullin brought relevant samples to every pixel with an unknown alpha value [20] . Chen used nonlocal smooth priors to improve the quality of the opacity [4] . Johnson proposed a sparse coding framework to obtain opacity [22] . Yan proposed a correlation net to get samples [55] . Karacan treated sampling as a sparse subset selection problem [23] . [13, 16, 46] get samples by the rays. Their sample-sets are too small to get accurate result. [15] gets samples around the boundary of known area. Its result is poor if the good samples are not in the boundary. [4, 20, 22, 23, 40] get samples in the whole known area. But some good samples may be erased by the cluster algorithm. [55] uses a correlation net to collect samples. The good samples will be missed if the correlation is blocked by strong edge.
A fundamental introduction to propagation based matting
The propagation-based matting method is based on field theory [43] . It relies on the affinity between neighboring pixels. Levin proposed a closed form solution, which used a color local line model to obtain affinity [25] . Grady used a random walk algorithm to obtain the neighboring color affinities [14] . Lee used the non-local principle instead of the local color line model [24] . Chen used the non-local principle to obtain the affinity between K-nearest pixels [3] . He proposed a matting algorithm based on iterative transductive learning [17] . Shi extended the local color line model to a non-local color line model [42] . Chen used both local and non-local neighbors to obtain the affinity [5] . Li proposed a three layer graph framework to solve α [27] . Aksoy proposed an information-flow to obtain affinities [1] . Zhang proposed a label method to improve the quality of the propagation matting result [60] . [14, 25, 43] get the correlation in local window. But they cannot get good results if the image propagation is blocked by strong edges. [3, 24, 42] get the correlation by nonlocal principle. They are not limited by the strong edges but their result is not smooth. [1, 27] design more complex way to get correlation. Their results are better than former propagation based matting. But they are still weak in the image with strong edges.
Some propagation matting methods used machine learning to get affinities. Such as [17, 18, 67] . They are still troubled by the strong edges.
Existing sample-set building methods
Sample-set building is a key technique in sampling based matting. A good sample-set should meet double demands as follows: 1) The image features that are covered should be as many as possible, which can ensure that effective samples are not ignored; and 2) The population of the sample-set should be as small as possible, which can reduce the burden of computation. The current mainstream method of sampling is global sampling.
There are 3 kinds of global sampling methods.
-Ray sampling: As shown in Fig. 1 , each unknown pixel shoots several rays and obtains samples from the intersection between rays and F /B boundaries [13] . Shahrian improved the method by dividing the image into small blocks, and the blocks that include the intersections are gathered into the sample-set [46] . -Boundary sampling: As shown in Fig. 2 , this kind of sampling approach gathers all the pixels on the known F/B boundaries [15] . In most cases, it can meet the demands of the sample-set. The problem is that good samples may not be on the boundary if the image texture is comprehensive; the population of the sample-set is large. -Boundary expansion sampling: As shown in Fig. 3 , this kind of approach extends the sampling area from the boundary to the interior [40] . The population of the sampleset is large. Thus, corresponding matting methods usually use a cluster algorithm to handle the sample-set. Shahrian used K-means to cluster samples, and Johnson used super-pixel to cluster samples [22] .
The above sampling approaches are limited global sampling methods in actuality. The sampling region is closely related to the boundary of the trimap but not to the whole known area. The common problem is that good samples will be ignored if they are far away from the boundaries.
In order to get a complete sample-set, the sampling scope should be expanded to whole image. However, simple expansion of sample-set will lead to a huge sample-set population. And the time cost of searching is unacceptable. Therefore, we propose a new method which maintains a balance between the population of sample-set and time cost of searching.
The proposed method, definitions and techniques

The proposed method with whole process diagram
The block diagram of the whole process is shown in Fig. 4 .
Our method includes following steps:
Step 1. The samples are collected from the edge of known area to the foreground samplesets and background sample-sets.
Step 2. The sample-sets are reduced by the improved RUS. Step 3. Each α of unknown pixel is calculated. The sample-set visiting is accelerated by the PSO.
Step 4. The α from step 3 is judged. If it passes the judge, the α and corresponding confidence value is stored by the result matrix and confidence matrix. Else, the result is abandoned.
Step 5. A KNN classification is trained by the samples from step 2.
Step 6. A label is calculated by the label method which based on the KNN classification.
The label and its confidence value are stored by the result matrix and confidence matrix.
Step 7. Repeated step 3-step 6 untill all the unkown pixels are treated.
Step 8. The result matrix and confidence matrix are the parameters of the post-processing.
The final result is obtained after post-processing.
Full feature coverage sampling method
Some good samples may be far away from the boundary, and they are ignored by current sampling methods. Or they are removed by clustering step. In order to make the sample-set more robust, It is necessary to gather these samples into the sample-set. The image edge is a basic feature of an image. The edge region is the mutational place of image local characteristics. Image intensity changes very slowly if there is no edge in a region. The region is smooth, and each pixel shows little difference from its neighboring pixels. Image intensity changes drastically on both sides of an edge. A pixel is different from the neighbor on the other side of the edge. Therefore, different samples can be gathered in the edge region. The most sample features can be gathered into the sample-set.
There are many edge detection operators such as Robert, Sobel, Robison, Prewitt, Laplacian, LOG and Canny. The Canny edge detection operator has a good signal-to-noise ratio and detection accuracy. The Canny operator has the highest accuracy in edge detection and has been widely used. In this paper, we use the Canny operator to detect the edge of an image. Our method is sampling at the edge of an image to build the sample-set.
As shown in Fig. 5 , our sampling method is a combination of edge sampling and boundary sampling. It can cover most of the image features. With our sample-set it is almost impossible to ignore good samples.
However, the population of the sample-set is too large, and it is hard to pick out the best sample-pair. To reduce the population, we propose an improved random uniform sampling(RUS) method.
Random uniform sampling method can be used to reduce the population of a dataset as shown in Fig. 6 , but the diversity of the dataset can be preserved. The steps of RUS are as follows: First, the samples are randomly sorted. This ensures that the deleted samples are randomized. Second, we obtain the distance of each sample to the others. Finally, one of the nearest two samples is deleted from the set. The process is repeated until the population of the set is not greater than a specified size.
However, some valid samples may be erased by the RUS because the RUS did not check the sample's similarity.
We propose an improved RUS, which not only reduces the population of sample-set, but also maintains the diversity of the set. In our method, the sorting is unnecessary. Because we will check the color distance between the nearest two samples by D(P 1 , P 2 ) = P 1 − P 2 . The sample will be kept if it is different with the nearest sample, or vice versa. Our reduced sample-set is small, and the diversity is maintained. 
Particle swarm optimization algorithm
Among many optimization algorithms [56, 63, 64, 68] , particle swarm optimization (PSO) is an efficient algorithm [11, 56, 57] . It starts with a random solution and finds the optimal solution by iteration. It searches the global optimal solution by following the current optimal solution. PSO is easily implemented and and has advantages of high precision and fast convergence. It can rapidly explore the global optimal solution. PSO is one of the most popular optimization techniques.
In particle swarm optimization, each individual is a "particle". Each particle represents a potential solution to the problem. There is a fitness function to evaluate the solution. The i-th particle is represented as X i = (x i1 , x i2 , ..., x iD ). The best previous position of any particle is recorded and represented as P i = (p i1 , p i2 , ..., p iD ). The best position among all particles is represented by the symbol G. The speed of each particle is represented as
Search space
The foreground sample-set F and background sample-set B have been sorted by intensity. The two sets span a 2D FBsearch space, as shown in Fig. 7 , in which each point represents a sample-pair(F i , B j ). The populations of the sample-set are N F for foreground N B for background.The goal of the search strategy is to find a sample-pair in the search space, which has the smallest cost. Our population of sample-sets is huge. The burden of computation is unacceptable if traversing all points in the search space. In contrast to [15] which used a random walk strategy to find the optimal sample-pair in small and medium sample-set, we propose a PSO-based search strategy to accelerate the process for the large sample-set.
PSO search strategy
This paper uses PSO-based search strategy to find a suitable solution, the steps are as follows.
Step 1. Grid-based initialization: The number of particles is 24 in this paper. The particles are randomly dispersed into the search space. The search space has been divided into 24 grids. According to the proportion of sample-set length, we divided the space 
where ω is a inertial factor. c 1 , c 2 are two positive constants, they are named as study factor. This paper set c 1 = 2, c 2 = 2. r 1 , r 2 are random numbers between (0,1).
Fig. 8 Initial random position of particles
The position is updated by (4) .
where, X is the position of current particle. i is index of a particle. t is the current iteration time.
Shi has improved the inertial factor ω that is important to the performance of PSO [41] . He proposed a line dynamic inertial factor ω as shown in (5). This paper used (5) to modify the inertial factor ω.
where, ω max = 0.95 and ω min = 0.4 is the maximum and minimum inertial factor. t is the current iteration time. N is the total iteration number.
Step 3. Update: The opacity of each solution is obtained by (2) . The fitness function is (6) . After the new position of each particle has been obtained, (6) is used to evaluate the solution. According to the new fitness value, our method updates the best position for each particle and global best position.
where, I p is unknown pixels. α is opacity. F is a foreground sample. B is a background sample. X is a space coordinate of current pixel. D F is the minimum distance between unknown pixel and foreground sample. D B is similar. = 1 when the color scale is in [0 ∼ 255]. Step 4. Iteration: Step 2 and step 3 are repeated until the t = T .
Step 5. Output: The global best position represents the optimum sample-pair (F * , B * ).
The opacity α * is obtained by (2).
Label method
We propose a selective strategy and adopt propagation matting to supplement the result of sampling matting.
Evaluating solution
Although the Canny edge sampling and PSO can enhance the performance of sampling matting, there are still problems with it.
-The PSO search strategy is a random search algorithm; the best solution may be ignored. -The opacity of the best solution may not be valid.
Thus, this paper uses (7) to evaluate the solution obtained by the PSO search strategy. The solution will be kept if it meets the judgement. Equation (8) is used to calculate the confidence of the solution. The confidence will be used in the post-process. Otherwise, we use the label method to compliment the solution [60] .
where, H = 1 is a threshold.
Label method
The details of the label method are as follows.
Step 1. A classifier is used to classify unknown pixels to the foreground with C p = 1 and background with C p = −1. Our method uses several features to train a classifier.
-Average: each training data is an average of its neighbors. Its dimension is R 3 .
-Neighborhood: each training data is composed of pixels and colors of the 4-neighbor pixels that are also gathered. Its dimension is R 15 . -Combination: the training data is composed of the RGB image, gradient image and LAB image. Its dimension is R 9 .
The pixels on the edge are collected as training data. The remains of known pixels are used as test data. Our methods choose the KNN classifier to classify the unknown pixels with the most suitable training data.
Step 2. After classification, we calculate the label information of each unknown pixel.
1. First, we get the nearest distance between an unknown pixel and the sample in feature space.
where, I p is the unknown pixel. F p and B p are the nearest sample in foreground sample-set and background sample-set. C p is the classification result. 2. Second, the label information is calculated by (10)
where, C p is the classification result. S p is the (9). 3. Finally, the confidence value is calculated by (11)
where, S p is the (9).
There are 2 matrixes to save the values. One matrix is named the data matrix. It stores the α or R p for each unknown pixel. The other matrix is named the confidence matrix. It stores the confidence of each unknown pixel.
Post-processing
The result of sampling-step is not continued. Part of the result is not an opacity value but a label value. So the raw result is rough and unacceptable.
Here, we give a set of experiments showing the results without/with post-processing in Fig. 9 as follows, -on the left of Fig. 9 are the raw reuults without post-processing.
-on the right of Fig. 9 are the optimized results with post-processing. Therefore, the raw results must be optimized by global smoothing. Global smoothing is also called post processing.
Global smooth optimization is used to obtain the final result.
where, the 1st and 2nd items on the right are standard propagation matting items [25] . L is a laplacian matrix, λ is a large number, D is a diagonal matrix whose diagonal elements are one for constrained pixels and zero for all other pixels, and β is the vector containing the specified alpha values for the constrained pixels and zero for all other pixels.The 3rd item is additional. γ = 0.1, E is a confidence matrix. α is a vector, which is transformed by the data matrix.
By solving (12) , the final result is obtained. Table 1 shows the overall ranking of the proposed method. In following paragraphs, we give more text discussion and deep analysis about Table 1 .
Overall ranking with other sampling-based matting methods
Firsly, we will discuss and analyse the evaluation parameters. There are four quantitative evaluation parameters, which have different emphasis on diffierent purposes for evaluation.
-sum of absolute difference (SAD). However, in almost all of the previous researches, SAD and MSE are foundmental parameters and must be included for evaluation.
Therefore, in order for fair comparison, in this section of overall quantitative evaluation, we use SAD and MSE as the ranking parameters. A quantitative evaluation of the proposed The result of the proposed method is bold method is shown in Table 1 , in which the proposed method ranks in SAD and MSE when compared to the other 7 classical sampling-based matting methods. Secondly, we will discuss and analyse the trimap. In Table 1 , each image has three kinds of trimaps, -Trimap 1: small, it is a precision trimap.
-Trimap 2: large, it is a coarse trimap.
-Trimap 3: user, it is a coarse trimap with some error region.
Thirdly, we will discuss and analyse the evaluation ranking. Table 1 presents the quantitative comparison between our method and 7 classical matting methods.
In SAD evaluation, -Our method scores 13.1 for trimap 1 (ranks top 1 for the small trimap), score 16 for trimap 2 (ranks top 3 for the large trimap ), and score 16.1 for trimap 3 (ranks top 3 for the user Trimap), respectively. -In order for overall evaluation, we report the average score from the three kinds of trimaps. For overll score, our method scores 15.1, the other 7 classical methods score 13.8, 16.3, 15.5, 16.7, 19.9, 22.5 and 24.4 respectively. -Therefore, our method ranks top 2 among all of the methods.
In MSE evaluation, -Our method scores 10.6 for trimap 1 (ranks top 1 for the small trimap), score 14.4 for trimap 2 (ranks top 1 for the large trimap ), and score 13 for trimap 3 (ranks top 1 for the user Trimap), respectively. -In order for overall evaluation, we report the average score from the three kinds of trimaps. For overll score, our method scores 12.7, the other 7 classical methods score 14.8, 15.8, 15.7, 19.6, 21.4, 20.3 and 24.1 respectively. -Therefore, our method ranks top 1 among all of the methods.
If we combine and average the above SAD and MSE evaluation once more, the result is very encouraging.
-When we average the SAD and MSE scores once more, our method scores (15.1+12.7)/2 = 13.9. -The other 7 classical methods score (13.8+14. In a short, our method provides highly competitive with the other classical matting methods.
Detail visual comparison with other sampling-based methods
Qualitative comparisons with the state-of-the-art methods on the net, plastic-bag and troll images are shown in Fig. 10 .
The net image is a highly transparent image. The known area is small. The difficulty is that the sample is limited. The result of comprehensive matting, global matting, KL matting, lnsp matting and tsps matting is the error in the zoomed box. The results of sparse coding matting and our method is good. However, the result of the sparse coding matting is harsh. Our result is softer. The ranking shows that our result of the net image is the best result of all matting methods.
The plastic bag image is also a highly transparent image. The difficulty is the translucent area. In the zoomed area, the comprehensive sampling matting has much noise; the opacity of global matting, KL matting is heavy; the result of lnsp is error; there is some noise in the result of sparse coding matting; the result of tsps matting is too transparent; the ranking shows that our result of the plastic bag image is the best result of all matting methods.
The troll image is a strongly transparent image. Because the hair and bridge are mixed, the color is similar, and it is difficult to treat. Comprehensive matting, global sampling matting, and KL matting treat certain parts of a bridge as the hair. Lnsp matting loses many details. The results of sparse code matting, tsps matting and our method are good, but the results of sparse code matting are harsh. The rankings show that our results are better than the results of tsps matting.
The results of our method are shown in Fig. 11 .
Comparison with deep learning techniques
In Section 4.3 (this section) and Section 4.4 (next section), we compare the results with that of other matting methods by using 4 parameters of SAD, MSE, gradient error and connectivity error, which can more intuitively show the difference of the results. Image matting is a diversified research topic. Different matting methods have different advantages and disadvantages. One of the most popular and accurate matting methods is based on deep learning. However, it is based on a large set of images and requires pretraining. Instead, our method is based on a single-image and do not need pre-training and therefore computes effective.
In this section, we compare with deep learning techniques in references [8, 54] . When comparing with deep learning techniques, these techniques are better than our technique in many cases.
However, for a number of images, our results are better than deep learning techniques, such as: -Troll image with trimap 1 as shown in Fig. 12 . We have lower errors in SAD, MSE, gradient and connectivity. Our results are more accurate. Compared to references [8, 54] , our results have a slightly lower smoothness. 
Comparison with other 6 techniques after 2012
In this section, our method are compared with other 6 existing techniques after 2012. These 6 approaches are typical matting techniques from mainstream conferences and journals and are very competive. Thess techniques are, 1. SVR matting [59] (ICIP 2012). Firslty, we will discuss and analyse the experimental images. In this set of experiments, different image has different transparency.
-Troll and doll are strongly transparent.
-Donkey and elephant are medium transparent.
-Plant and pineapple are little transparent.
-Plastic bag and net are highly transparent. Seconldy, we will discuss and analyse the experimental results.
-It can be found from the results that, our approach is good to deal with strong/high transparency images (Figs. 20, 21, 26 and 27 ). -It also can be found from the results that, especially in the trimap 1, our results are the best of all. -Our results are limited for medium/little transparency images (Figs. 22, 23, 24 and 25) .
So, in the future, we will continue to improve our method.
Conclusions and future work
In this paper, we proposed a novel matting method based on full feature coverage sampling and accelerated travelling strategy. Main contributions are as follows. Firstly, our sampling method expands sampling range from trimap boundary to whole known area. Therefore, the possibility of getting good samples to be increased. Secondly, in order to address the issues surrounding the large sample-set of the population, we proposed an improved random uniform sampling method to reduce the population of the sample-set. Thirdly, the proposed travelling strategy based on the PSO can accelerate visitation of the sample-set. The combination of new sample-set and the improved search strategy can improve the robust of the sample-pair selection. Finally, the experimental results on benchmarks show that our results outperform many other sampling-based matting methods.
In future work, we will continue our research, such as how to get more valid samples, how to improve the selective criterion and how to reach the balance between region and precision. We want to accelerate and optimize our algorithm with advanced computing techniques, such as parallel computing and intelligent computing. We also want to extend the idea to other related areas, such as, video processing [29] , image processing [2, 62] , CAD&CSCW&Graphics [7, 32-34, 53, 61] .
