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 要  旨 
近年の汎用計算機は CPU 以外に GPU や専用アクセラレーションユニット等，様々なハードウ
ェアがプログラマブルデバイスとして搭載されるようになった．特に，GPU や Intel®Xeon Phi
のようなメニーコアアーキテクチャの拡張デバイスが搭載される例が多く，スーパーコンピュー
タへの導入事例も多い．例えば，東京工業大学のスーパーコンピュータ，TSUBAME は多数の
CPU 及び GPU で構成される．他には，TOP500 上位にランクインするスーパーコンピュータに









本研究では，計算リソースが複数混在した計算機上（CPU 4 cores 8 threads + GPU 2 台）に
おいて，GPU アクセラレーションの成功実績のある最短経路探索アルゴリズムである IDA*アル
ゴリズム（Iterative Deepening A* algorithm）を GPU 実行のみならず，計算機上の計算リソー
ス全て（CPU＋GPU）を効率良く動作させることを目的とし，単純な GPU アクセラレーション
を行った場合よりも高速な実装手法の有無を検討した．研究成果として，IDA*アルゴリズムをル
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TSUBAME は多数の CPU 及び GPU で構成される．他には，TOP500*上位にランクインす












 本研究では，計算リソースが複数混在した計算機上（CPU 4 cores 8 threads + GPU 2 台）
において，GPU アクセラレーションの成功実績 [1]のある最短経路探索アルゴリズムである











より高い性能を示し，CPU 動作周波数が低い条件下では 2 番目，3 番目の提案手法が従来研
究 [1]より高い性能を示す結果が得られた． 
  
                                               
*世界で最も高速なコンピュータシステムの上位 500位までを定期的にランク付けし、評価す
るプロジェクト 




 ここでは，メニーコアハードウェアプログラミングの 1つである GPUコンピューティング





 GPU（Graphics Processing Unit）とは，コンピュータ用の映像処理装置，および映像出
力装置の総称である．1970 年代は単純な画像出力や 2D 描画などを行う装置であったが，集
積回路のプロセスルールの進歩に伴い処理性能が向上し，現在では 3D映像のレンダリングや
汎用的なプログラムの実行（GPGPU）などが可能となっている．現代の GPU には小規模の
プロセッサが数百～数千個搭載されており，その演算能力は 8 TFlops（一般的な民生用 CPU
の約 10倍）を超える物も少なくない． 
2.2. GPUコンピューティング（GPGPU） 




ンダはNVIDIAおよび AMDの 2社存在し，NVIDIAからは CUDA，AMDからは ATiStream
と呼ばれる開発環境が提供されている．しかし，両環境に互換性は無く，NVIDIA製 GPUで
は AtiStreamは使用出来ず，同様に AMD製 GPUで CUDAは使用できない． 
最近では OpenCL と呼ばれるフレームワークを用いる方法も普及しつつある．OpenCL は
並列コンピューティング向けのフレームワークであり，GPU のみならず，マルチコア CPU
での開発も行える．また，GPUや CPUの開発元に依存しない開発が行えるのが特徴である． 
本研究では，NVIDIA製 GPUおよび CUDA（Compute Unified Device Architecture）を
用いて開発を行う．CUDA は NVIDIA が提供する統合開発環境であり，同社製 GPU を用い
た開発が行える．C言語の拡張によりプログラムを記述する事ができ，簡単に GPU上で動作
させる事ができるのが特徴である． 













らの研究 [5]では A*アルゴリズムを GPU上で実装した場合に，高速化に成功する例と失敗す
る例を示している．しかし，これらの研究は対象となるグラフの規模が小さく，アルゴリズ
ムの実行が GPU上で完結している．即ち，対象となるグラフが GPUに実装されているメモ
リに収まる場合の研究である．このようなケースでは，CPU と GPU を同時に使用すること




他の研究では，例えば Stefan Edelkamp らの研究 [6]では様々なパズルの求解を GPU で




























の研究では，この小規模問題を全て GPU に行わせており，CPU は 1 スレッドで小規模問題















 ルービックキューブはあらゆる状態から 20手（手数の定義は 3.3参照）以内で解けること
が 2010年に T. Rokickiらにより証明されている [7]． 
 

















面を B（back）, 上面を U（up）, 下面を D（down）, 右側を R（right）, 左側を L（left）
と各面に対し識別文字を割り当てる（図 3-2）． 
 
図 3-2 シングマスター記法に基づく各面の名称，右は展開図 
 
ルービックキューブの各構成部品は，各部品にどの面が含まれるかで判断する．例えば，





図 3-3 ルービックキューブの構成部品の名称と識別法 
 
次に，スライスと呼ばれるルービックキューブの 1回の操作で移動する部品群の命名法を
記す．U面の 9個の部品を Uスライス，D面の 9個の部品を Dスライス，U面，D面の間に










スライスを時計回りに 90°回転させる操作は F，180°回転させる操作は F2，270°回転さ
せる操作は F’ あるいは F-1 と表す．UD スライスなど，中間層に対する回転操作は表層に
対する回転操作 2 回に相当するため，表層に対する操作 2 回として記述し，専用記号は設け
ない．従って，操作は F，F2，F’，R，R2，R’，U，U2，U’，B，B2，B’，L，L2，L’ , D，
D2，D’の 18通りが定義される．手順の表記はここで定義した操作記号を，操作順序通りに並
べて記述する．例えば，Rの次に Lの操作を加えた場合は R Lと記述する．手数は各スライ
スに回転操作を 1回加える事を 1手と数える．F, F2, F’，はどれも 1手であり，回転角度に
よる区別は無い．この数え方を，FTM（face turn metric）と呼ぶ．回転角度を区別する QTM





























 （3）エッジキューブの向きがどの方向か（第二定理より 211通り） 

















4. IDA*アルゴリズムと GPUアクセラレーション 
4.1. IDA*アルゴリズムの概要 
 Richard E. Korf は 1997 年にルービックキューブの最短解を求めるアルゴリズムとして 
IDA*アルゴリズム（Iterative Deepening A* algorithm）を考案した [2]．アルゴリズム自体
はグラフの最短解を求めるという目的で汎用的であるが，特にルービックキューブの最短解









 IDA*アルゴリズムは，最短経路を求めるために，深さ n（n は正整数）の全探索を複数回
行う．探索は深さ 1 から始め，深さ 1 の全探索，深さ 2 の全探索，…と，探索する深さを 1
ずつ深くし，解の発見と共に探索を終了する．深さ n の探索で解が発見されたとき，事前に
深さ 1～（n－1）の全ての全探索において解が無いことが確認されているため，解が見つかっ










必要な探索の深さを返す関数である．例えば，深さ 6 の全探索の最中に，深さ 4 のノードが
距離関数をコールし，距離関数からの戻り値が 3 だとする．この場合，深さ 4 のノードは深
さ 6 の全探索のためにはあと深さ 2 の探索をしなければならないが，距離関数から少なくと
もあと深さ 3 の探索をしないと解が無いという情報を返却されていることを意味する．この
場合，該当ノードから残りの深さ 2の探索を行うことが無意味なため，枝狩りをする（図 4-1）． 
 
                                               




図 4-1 枝狩りの例 
 
4.3. [1] による GPUアクセラレーション（Simple Separated GPU Acceleration） 
 IDA*アルゴリズムはH. Hayakawa [1]により GPUアクセラレーションに成功している． 
[1]の主張によれば，CPU 1 coreに対し 21倍，4coreに対し 5倍の性能向上に成功している． 
[1]では，CPUにて特定の深さまでの探索を行い，途中経過を保存する．この保存された途中
経過を GPUに転送し，並列処理を行うことで高速化を実現している． [1]より引用した処理
の簡略図を図 4-2に示す．  
 
 









質上長時間の連続実行ができない．例えば，Linux 上で CUDA を実行する場合は，1 回のカ
ーネル実行が 10 秒以内で終了しなければならない制約を持つ．このため， [1]では 1 回のカ
ーネル実行で処理する中間ノードを 50万ノード（50万スレッド）程度に制限し，1回のカー
ネル実行が 1秒以内で完了するよう調整されている． 
 [1]の手法は簡潔に CPU処理と GPU処理を分離して高速化を実現しているため，本稿では
SSGA（Simple Separated GPU Acceleration）と呼称する． 
4.4. SSGA（Simple Separated GPU Acceleration） [1]の問題点 




 [1]で使用されたハードウェアは CPUが Core i5 3570K @3.4GHz，GPUがGeForce GTX 
570 であり，メインメモリ 32GB，ビデオメモリ 1.2GB という構成である．この構成では





























キューブの表面の 48 枚のシールの位置を 48 個の変数で管理する．表面中央のシールは移動
しない（中間層に対する操作は行われない）ため管理する必要はない．このデータ構造を使










































12 カ所の取り得る位置を持ち，各位置にて 2 通りの向きを持つ．これをコーナーキューブと
同じ要領で表現する．これを図 5-4に示す． 
typedef struct _facelet_level_structure__{ 








図 5-3 コーナーキューブのねじれ量の表現（左からねじれ量 0,1,2） 
 
 
















































ジキューブの向き情報をそれぞれ 1 変数で表し，エッジキューブの位置情報を 3 つの変数で
表し，計 6つの変数にてルービックキューブの状態を表現する．以下にその詳細を記す． 











typedef struct __cubie_structure__{ 
/* コーナーキューブの位置．corner_position[1] == 0がtrueの場合は1番の位置に0番のコ
ーナーキューブが存在するという意味 */ 
int8_t corner_position[8]; 
/* コーナーキューブの捻じれ．corner_position[1] == 2がtrueの場合は1番のコーナーキ
ューブが基準から2捻じれているという意味 */ 
int8_t corner_orientation[8]; 
/* エッジキューブの位置 */ 
int8_t edge_position[12]; 
/* エッジキューブのねじれ */ 
int8_t edge_flip[12]; 
} cubie_cube; 















コーナーキューブは 8 個のキューブ其々が 8 カ所のどこかに配置されるので，8! 通りの組
み合わせを持つ．つまり，5.3.2.1での 8変数の状態は 8!通りの組み合わせしか持たない．即
ち，5.3.2.1 の 8 変数の状態と 0 ～ (8! － 1)の整数値との間で全単射を構成することができ
る．従ってコーナーキューブの位置を 1 つの変数で管理する事が可能となる．5.3.2.1 の 8 つ






在する．よって，位置情報と同様に，向きを表す 8 個の変数の状態と 0 ～ (37 － 1)の範囲
の整数値との間で全単射を構成する方法を考える．これは 3 進数を用いれば容易である．キ
ューブ理論第二基本定理より 8個の変数のうち 1つの値は無視する事ができるので，7つの変
数を 7桁の 3進数とみなし，2進変換したものをコーナーキューブの向き情報として扱う． 




 エッジキューブは位置が 12! 通りと取り得る状態数が非常に多いので，UD スライス，LR
スライス，FBスライスの 3組に分割し，それぞれのスライスに属するエッジキューブの位置




typedef struct __coordinate_level_structure__{ 
 uint16_t corner_position; //コーナーキューブの位置 
 uint16_t corner_orientation; //コーナーキューブのねじれ 
 uint16_t edge_flip; //エッジキューブのねじれ 
 uint16_t edge_position_ud; //エッジキューブ（UDスライス）の位置 
 uint16_t edge_position_lr; //エッジキューブ（LRスライス）の位置 
 uint16_t edge_position_fb; //エッジキューブ（FBスライス）の位置 
} coord_cube; 






















繰り返す事で定まる．たとえば，4個の値(0, 1, 2, 3)の順列 P = (2, 1, 3, 0)を階乗進数で表現す
ると，順列 Pの最左の 2 は 4 つの数字のうち左から 3 番目の値なので“2”，Pの左から 2 つ
22 
 
目の 1は残された 3つの値(0, 1, 3)の左から 2番目なので“1”，Pの 3は残された 2つの値(0, 
3)のうち左から 2 番目なので“1”，P の 0 は残された 1 つの値(0)のうち，左から 1 番目なの
で“0”，引用符で括られた値を並べると，“2110”となり，この値が順列から導かれた階乗進
数での値となる．この階乗進数の値を 10進変換すると，2×3! + 1×2! + 1×1! + 0×0! = 15






図 5-8 階乗進数の例 
 
 図 5-9に 8個の値の順列を数値に変換するアルゴリズム，図 5-10に 12個の値のうち 4つ
を並べた順列を数値に変換するアルゴリズムを示す．図 5-9中の src[8]には，（1, 0, 7, 5, 6, 4, 
3, 2）のような 0～7の数値を並べた順列を入力し，図 5-10中の src[4]には，（11, 5, 7, 1）の
ような，0～11から 4つを選んだ順列を入力する．戻り値として順列に一意に対応する数値が
得られる．これらのアルゴリズムは，候補となる集合から元を選ぶ操作をビット列と





flags は候補となる集合を表し，下位から n 番目のビットが 1 なら集合に（n）が含まれる事
を意味する．L8，L9の操作は候補の集合から選ばれた数字に対応するビットを 0にする操作
である．L10 にて選ばれた数字より下位に存在する 1 のビットを数える．ここで注意すべき
なのは，flagsと（tmp － 1）との論理積をとっている点である．tmpは L8にて，選ばれた
数字に対応するビット位置のみ 1となる値が格納されている．この値から 1を引く事により，








図 5-9 8個の数字の順列を数値に変換する関数 
 






















































必要があるが，そのためにはデータの記憶領域として 4.33×1019 byte（1状態 1byteとして）
が必要となり現実的ではない．よって，距離関数用のテーブルを構成するためには，メモリ
に収まる条件下で簡略化されたキューブを選択する必要がある． 
 図 6-1 に実験用に実装した簡略化されたルービックキューブを示す．このキューブは
53210234880 通りの状態数を持ち，解から最も遠い状態まで 13 手である．従って，1 状態
4bit で格納することができ，26.5GB 程度の領域があればテーブルに格納することができる．
しかし，GPU のメモリは 4GB のため，このテーブルをそのまま格納することはできない．
そこで [9]に示されている方法でテーブルサイズの圧縮を行った．詳しい圧縮方法は [9]に記
されているのでここでは結果のみ記す．図 6-1 のキューブは UD スライスのエッジキューブ
の状態数が 12×11×10×9＝11880 通りであるが，キューブの対称性を考慮することで考え
るべき状態数をおよそ 1/8の 1560通りに減らすことができる．これにより，テーブルに格納





図 6-1 距離関数用の簡略化されたキューブ 
 




表 6-2 に 6987202560 通りの状態の解までの手数分布を示す．この表の分布から，この距離













ューブの UD スライスをそのまま簡略化されたキューブの UD スライスにマッピングするだ
けでなく，解きたいキューブの FB スライスまたは LR スライスを簡略化されたキューブの
UDスライスにマッピングすることもできる．これにより，距離関数からは 3つの値を得られ
る．得られた 3 つの値から最も大きな値を採用することで，距離関数をより効率良く働かせ
ることができる．この距離関数を 3方向から適用する方法は [1]や [2]でも同様に使われてい
る手法である． 













図 6-3 距離関数用の簡略化されたキューブ（2） 
 

















ドを図 6-4 のように宣言し，図 6-5 のようなソースコードにより深さ優先探索を実現した．


























 ここで，先行研究 [1]での環境，実装と追試での環境，実装の差異を表 6-4にまとめる．大
きな違いは GPUのメモリ量と距離関数の実装方法である．先行研究は GPUのメモリが少な




表 6-4 先行研究と追試実装の差異 
 先行研究 [1] 追試実装 
CPU Core i5 3570K @3.4GHz  Core i7 4770K @ 3.8GHz  
RAM 32GB 32GB 
GPU GeForce GTX 570 GeForce GTX 760  
GeForce GTX 970  
VRAM 1.2GB 4GB + 4GB 
距離関数 図 6-6と図 6-3の併用 
対称性の考慮なし，1.1GB 




図 6-6 先行研究で使われた距離関数用キューブ 
 
6.2. GPU実行のパラメータチューニング 
 先行研究と異なる条件で SSGA の実装を行ったため，先行研究で行われたのと同様の手順
でパラメータチューニングをしなければならない．特にパフォーマンスに影響を与えるのは







図 6-7 図 4-2の再掲 
 
実験では，解が 19手の問題，生成手順（U  R  U2 R  F2 L  U2 R  F' B' R2 D  B2 U2 F2 









6.3. 先行研究（SSGA [1]）の追試実験 
 ここでは，追試のために実装したプログラムの評価を行う．実験として，SUPER FLIP§（20
手で解ける問題）と呼ばれる状態を解くのに要する時間を，CPU 実行した場合と GPU アク
セラレーション有りで実行した場合を比較する．図 6-9 に追試の結果を示す．追試の結果，
CPU（4cores 8threads）で実行した場合は 1431秒で解が得られたのに対し，GPUアクセラ
レーション有り（CPU 1thread + GPU + GPU）の場合は 442秒で解が得られた．結果は 4







図 6-9 追試の結果 
 
 また，ルービックキューブソルバーとしての性能は，先行研究では 18手の問題の求解時間
の 100 個平均は 42.4 秒（GPU 実行）であったが，本追試では 9.3 秒（GPU 実行）となり，
絶対性能は追試実装により大幅な向上がみられた． 
  
                                               
§ U R U2 R F2 L U2 R F' B' R2 D B2 U2 F2 L R' F R2 Dの手順で生成される 
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7. 実装手法 HWGA（Hybrid Worker GPU Acceleration）の提案 
 ここでは，SSGA [1]では触れられていなかった，GPU リソースだけでなく，CPU リソー
スも全て使い切る実装手法を提案する．SSGAでは，CPU1スレッドが GPUに供給するタス
クを生成し，GPU 用のタスクを全て GPU で実行していたが，ここでは GPU 用に生成した
タスクを CPU の残りスレッドにも割り当てる手法を提案する．ここで提案する実装手法は
CPU1スレッドがマスタースレッドとなり，残りの CPUスレッドと GPUがワーカーとなり






図 7-1 HWGAの計算リソース割り当ての方針 
 
手法は基本的に SSGAと同様だが，GPUに割り当てていた処理の一部を CPUの残りスレ











GPU の処理と同一視できる設計の方がシンプルなため，マスター以外の CPU スレッドおよ
び GPUをワーカーとしてマスタースレッドから制御する方式を採った． 
7.2. タスクキューの設計 



















CUDA では cudaStreamQuery という関数が提供されており，マスタースレッドから同関数




















記述する．まず GPU 側の処理を記す．GPU は GPU プログラムからメインメモリに書き込
むことができないため，GPU 上で解が発見された場合は GPU の特定のメモリ領域に解を書
き込み，マスタースレッドが GPU上の該当メモリ領域を読み取ることにより解の判定を行う．







































図 7-4 GPUワーカーの処理 
7.6. 性能評価と新たな課題 
7.6.1. 性能評価 
 ここで，提案したHWGAの性能評価と，新たな課題の調査を行う．実験は SUPER FLIP
を解く時間で評価する．結果は図 7-5のようになった．CPU 4cores 8threadsで実行した場
合が 1431秒，SSGA [1]が 442秒，提案手法である HWGAが 347秒となった．結果として，
SSGA [1]に対し 22%の性能向上を実現した． 
 























8. CPU動作周波数が不十分な場合における改良型 HWGA 
7にて，計算機上の計算リソースを全て効率良く使用するアルゴリズムHWGAを提案した
が，7.6.2 にて新たな課題が浮上した．ワーカーの性能は GPU を増設するなどの手段で容易




 新たな改良型 HWGA の提案の前に，7.6.2 で示したボトルネックが表面化した状態を再現
しなければならない．ここでは，ワーカーの性能を向上させるのではなく，CPU の動作周波
数を落とし，ボトルネックを再現することにした． 
 CPUの動作周波数を 800MHzに設定し，7.6.2と同様の評価を行ったところ，図 7-6の灰






 ここでは，HWGAの CPUボトルネックが表面化した場合の CPU使用率・GPU使用率を
計測してボトルネックの可視化を試みた．図 8-1にSUPER FLIP求解時のCPU使用率・GPU
使用率の時間的な遷移を示す．図のように，CPU 使用率・GPU 使用率共に負荷が 70%程度
に留まっており，計算機を効率よく使用できていないことが確認できる． 
 










することができることから，FM-HWGA（Fast Master Thread HWGA）と命名する． 
 
8.2.1. ルービックキューブ最短解探索における探索グラフの特徴 




が探索の中間ノードである（図 7-6 中の黄色ノード）ことに注目する．深さ 8 までの探索で
は，距離関数の効果が弱いため，指数関数的にノード数が増える．ここで，深さ 8 までの探
索で距離関数を使わない場合を考える．距離関数を使わずに探索した場合に出現するノード






































図 8-4 に実験結果を示す．ボトルネックがある状態の HWGAは 581 秒に対し，FM-HWGA
では 399秒となり，31%の性能向上を実現した．  
 
 
図 8-4 SUPER FLIP求解による FM-HWGAの性能評価 
 
8.2.5. FM-HWGAの計算機使用率に基づく評価 
 ここでは，8.1.1 にて，計算機使用率に基づいて可視化した CPU ボトルネックがどの程度
解消されたのかを，8.1.1 と同様に計算機使用率を計測して確認する．FM-HWGA による
SUPER FLIP求解時の時間経過ごとの CPU・GPU使用率を図 8-5に示す． 
 








8.3. 改良型 HWGA（2）MM-HWGA（Multithreaded Master HWGA）の提案 
 ここでは，マスタースレッドをマルチスレッド化し，図 7-6 の灰色部の処理の高性能化を
図り，HWGA のボトルネック解消を試みる．マスターの処理がマルチスレッド化するため，
ここで提案する手法をMM-HWGA（Multithreaded Master HWGA）と呼称する． 
 
8.3.1. CPUで行う処理の設計 
































図 8-7 マスタースレッドの修正アルゴリズム 
 
8.3.2.2. CPUワーカースレッドのアルゴリズム修正 
 図 8-8に CPUワーカースレッドの修正アルゴリズムを示す．修正されたワーカースレッド
は供給されたタスクを全て処理して探索を行うか，図 8-6 中の黄色ノードまでの探索のどち






図 8-8 CPUワーカースレッドの修正アルゴリズム 
 
従って，図 8-6 に示した設計方針とは僅かに動作が異なり，実際には図 8-9 のような動作と
なる． 
 

























 ここまでで，提案手法を 3 つ提示してきた．GPU のみならず，CPU リソースも使い切る
ような実装を目的とした HWGA，HWGA で起こりうる CPU ボトルネックを解消する
FM-HWGA，MM-HWGA，の 3つである．ここでは，この 3つの提案に加え，従来手法であ
る SSGA [1]（単純な GPUアクセラレーション）の 4つのプログラムを，CPU動作周波数が
高い状態（ボトルネックが発生しない条件）と，CPU 動作周波数が低い状態（ボトルネック
が発生する条件）の 2通りで，どのような性能となるのかを比較，検討する． 
 実験は SUPER FLIPを求解する場合に加え，ランダムなルービックキューブを 3000個求
解する場合についても実施した． 
 
9.1. SUPER FLIP求解による評価実験 
9.1.1. CPU動作周波数 3.8GHzでの実験 
 図 9-1に HWGAでのボトルネックが発生しない条件下（CPU 性能が十分な場合）での実
験結果を示す．実験の結果から，提案手法 3つは何れも SSGA [1]より高い性能を示し，提案
手法 3つの中での性能差は最大 6%で，提案手法は安定して高い性能を示すことが確認できた．







図 9-1 CPU動作周波数が高い条件下での先行研究と提案手法の比較 
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9.1.2. CPU動作周波数 800MHzでの実験 
 図 9-2に，HWGAではボトルネックが発生する条件下での実験結果を示す．図から，HWGA




図 9-2  CPU動作周波数が低い条件下での先行研究と提案手法の比較 
 
9.2. ランダムキューブ 3000個求解による評価実験 




9.2.1. ランダムキューブ 3000個の準備 





















9.2.2. CPU動作周波数 3.8GHzでの実験 
 図 9-3にランダムキューブ 3000個求解した場合の平均求解時間を示す．結果から，提案手





図 9-3 CPU動作周波数 3.8GHzでのランダムキューブ 3000個の平均求解時間 
 
9.2.3. CPU動作周波数 800MHzでの実験 
 図 9-4 にランダムキューブ 3000 個求解した場合の平均求解時間を示す．CPU 動作周波数
が低い条件下では，提案手法である HWGA と FM-HWGA については SSGA [1]に劣る結果
となった．対し，MM-HWGA のみ SSGA [1]と比較して 4%高速な結果が得られた．HWGA
が SSGA [1]に対し悪い結果を示すのは想定通りであったが，FM-HWGAが SSGA [1]に対し
ほぼ同等の性能であり，僅かに劣る結果となったのは想定外であった．要因は不明だが，
HWGA と同様に CPU ボトルネックが発生した，もしくは FM-HWGA は他手法と比較する
と理論上の計算量が 8%程度多いため，その計算量の増加分が結果に見える形で現れたと考え
られる． 














 本研究では，IDA*アルゴリズムを CPU，GPU が混在したマシン上で効率良く働くプログ
ラムの実装方法を検討した．本研究で提案した手法は 3つあり，第一に，単純に CPUと GPU
を全て使う実装をした HWGA，第二と第三に HWGA において CPU ボトルネックが発生し
たときに解決する手法である FM-HWGAとMM-HWGAである． 
SUPER FLIP求解という高負荷なテストにおいて，第一の提案手法である HWGAは CPU
性能が十分な場合は従来手法である SSGA [1]に対して良好な結果が得られたが，マシンの構
成，特に CPU 性能に制限がある場合に性能劣化が顕著にみられる結果となった．対して，




合は FM-HWGA が比較した 4 手法（SSGA [1]，HWGA，FM-HWGA，MM-HWGA）の中
で最も高い性能を示したが，HWGA，MM-HWGAの 2つの提案手法は従来手法である SSGA 
[1]とほとんど変わらないパフォーマンスとなった．また，CPU動作周波数を落とした条件で
のテストでは，MM-HWGA が最も高速となり，良好な結果が得られると期待していた
FM-HWGAが SSGA [1]に僅かに劣る結果となった． 
上記を総合すると，HWGA，FM-HWGA，MM-HWGAの 3つの提案手法は高負荷テスト，







 本研究では，提案手法の 1つであるHWGAにおいて CPUボトルネックが表面化するケー
スの再現として CPUクロックを落とす手法を用いた．しかし，このボトルネックは本来なら
ば GPU 増設などの手段によって計算機の総合的な性能向上と同時に表面化する問題である．
従って，改良型 HWGA として FM-HWGA，MM-HWGA の 2 つを提案したが，これらの手
法が，例えば GPU4台構成のマシン上で効率良く動作するかは検証が必要である． 
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