We discuss different variants of linear arrangement problems from a parameterized perspective. More specifically, we concentrate on developing simple search tree algorithms for these problems. However, the analysis of these algorithms is sometimes not so easy.
Introduction
In this paper, we look at linear arrangement (and variants thereof) from a parameterized perspective. Recall the parameterized framework: A parameterized problem P is a subset of Σ * × N, where Σ is a fixed alphabet and N is the set of all non-negative integers. Therefore, each instance of the parameterized problem P is a pair (I, k), where the second component k is called the parameter. The language L(P ) is the set of all YES-instances of P . We say that the parameterized problem P is fixed-parameter tractable [4] , or parameterized tractable for short, if there is an algorithm that decides whether an input (I, k) is a member of L(P ) in time upperbounded by f (k)|I| c , where c is a fixed constant and f (k) is a recursive function independent of the overall input length |I|. The class of all fixed-parameter tractable problems is denoted by FPT .
The problems we are dealing with are linear arrangement problems in different variants. As explained in the literature, see, e.g., [10, 13] , the are numerous applications of these problems in various areas; in fact, these problems were in the very focus of research of the (integer) linear programming community throughout the 1980s. These problems defined as follows:
Problem name: linear arrangement (LA) Given: A graph G = (V, E) Parameter: a positive integer k Output: Is there a one-to-one mapping σ : V → {1, . . . , |V |} such that Problem name: directed linear arrangement (DLA), parameterized above guaranteed value Given: A directed graph G = (V, A) Parameter: a positive integer k Output: Is there a one-to-one mapping σ : V → {1, . . . , |V |} that respects the orientation of G such that
Problem name: linear arrangement by deleting edges (LADE) Given: A graph G = (V, E) Parameter: a positive integer k Output: Is there an edge set E with |E | ≤ k and a one-to-one mapping σ : V → {1, . . . , |V |} such that
In the definitions and in the following arguments, we will use standard graph theory terminology. For an edge {x, y} with σ(x) < σ(y), let us call the interval [σ(x), σ(y)] a representation of {x, y} (corresponding nomenclature is used in the directed case). Observe that the sums involved in the problem definitions can be paraphrased as "summing over all (interval) lengths of edge representations."
For all these problems, we prove membership in FPT and provide (with the slight exception of linear arrangement, parameterized above guaranteed value) efficient parameterized algorithms. Observe that the N P-completeness of these problems (besides the last one in the list above) is already explicitly stated in [9] . The last problem is an obvious graph-modification variant of the first problem, considering a different measure of distance of a graph from a path. Observe that similar variants have been discussed for conceptually related graph-drawing problems, see [6, 8] . Since we are not aware of a formal treatment of LADE in the literature, we also provide an N P-completeness proof in what follows.
directed linear arrangement
Let us first develop a search tree algorithm for directed linear arrangement based on the variant "above guaranteed value." Lemma 1 Alg. 1 correctly solves directed linear arrangement, parameterized above guaranteed value, and shows that this problem is parameterized tractable.
Proof. If each weak component in itself is linearized, then the order among the weak components can be arbitrarily determined. This is achieved in the end of the algorithm, since adding (x , y ) to ≺ (as described in the algorithm) will set the ordering between all elements of the two weak components C x and Algorithm 1 A search tree algorithm solving DLA, parameterized above guaranteed value, called DLAgv-ST Input(s): a directed acyclic graph G = (V, A), an integer k, a partial ordering ≺ on V that respects the arc order, i.e., u ≺ v =⇒ (v, u) / ∈ A. Output(s): YES iff the given DLA instance has a solution Determine the edges that are settled by transitivity and adjust ≺ and k accordingly. if k < 0 or A ∪ ≺ contains both (x, y) and (y, x) then return NO. else if ∃x, y ∈ V, x = y : neither (x, y) ∈ A ∪ ≺ nor (y, x) ∈ A ∪ ≺ but x and y lie in the same weak component then Branch, each time reducing the parameter. {This is clarified in the main text.} else if ∃x, y ∈ V, x = y : neither (x, y) ∈ A ∪ ≺ nor (y, x) ∈ A ∪ ≺ then {Now, each weak component in itself is linearized.} Let x be the element in the weak component C x of x that is rightmost in the linear ordering of C x . Let y be the element in the weak component C y of y that is leftmost in the linear ordering of C y . return DLAgv-ST(G, k, ≺ ∪ {(x , y )}) end if C y to which x and y (and hence x and y) belong in the next recursive call by resolving transitivity. The choice of x and y guarantees that the commitment of the order between elements of C x and C y is consistent with the choice x ≺ y .
What does it mean if a weak component is not yet completely linearized? We will find two elements within that component whose order in A ∪ ≺ is not yet determined. In order to see that the problem is parameterized tractable, we cannot just branch into the obvious two possibilities of ordering those elements, but we have to make sure that in each branch at least one arc is verified to have a longer representation than already expected (and accounted for during branching). This necessitates the following arguments. This argument suffices to decrease the parameter budget accordingly.
Let us start with a simple case, the case of three elements x, y, z with arcs (z, x) and (z, y), such that the order between x and y is still unsettled. We can now branch according to two cases:
(1) x ≺ y: the arc (z, x) will have a representation of length at least one, and so we cannot account anything here according to our model (above guaranteed value), but the representation of the arc (z, y) will have length at least two (as opposed to the previous (trivial) assumption ≥ 1), so that in this case overall we can safely subtract one from our parameter budget.
(2) y ≺ x: by a completely symmetric argument, we can again subtract one from our parameter budget.
There is another simple case, the case of three elements x, y, z with arcs (x, z) and (y, z), such that the order between x and y is still unsettled. This simple case can be completely analogously treated. In both simple cases, we will call the three elements x, y, z a crystallization triple, a name that should become clear in what follows.
Let us now consider a more general situation: Assume we have a chain χ = {z 1 , z 2 , . . . , z r }, i.e., the relation A ∪ ≺, restricted to χ, is linear; more specifically, we have (z i , z i+1 ) ∈ A ∪ ≺ whenever 1 ≤ i < r. We can also assume that there is no element u ∈ V \ χ such that (z r , u) ∈ (A ∪ ≺); otherwise, we could simply add u to χ.
we could choose either of them in a greedy fashion.) Similarly, χ should not be extendible to the left, either, i.e., there is no element u ∈ V \ χ such that (u, z 1 ) ∈ (A ∪ ≺). In other words, χ is a maximal chain.
If χ is not already displaying a whole weak component (in which case we are ready), there is an element x in the weak component of χ that is not in χ itself. Then, one of the following two possibilities must occur:
(1) There is a z ∈ V , < r, such that (z , x) ∈ A, and there is a y ∈ χ > := {z +1 , . . . , z r } such that the relation between x and y is yet unsettled, i.e.,
There is a z ∈ V , > 1, such that (x, z ) ∈ A, and there is a y ∈ χ < := {z 1 , . . . , z −1 } such that the relation between x and y is yet unsettled, i.e.,
Since the arguments are completely symmetric, we will restrict ourselves to looking into the first case in the following. Observe that the crystallization triples we considered above can be seen as special cases (with very small chains).
We can assume that y is the smallest element z j in χ for which its relation with x is still unsettled. Hence,
Since {x, y} is still unsettled, we can therefore conclude that
for the other possibility would yield (x, y) ∈ (A ∪ ≺) by transitivity. Now we branch according to the following two cases:
(1) x ≺ y = z j : this would "prolong" the representation of the arc (z j−1 , z j ) (with respect to what has already been accounted for that arc), so that we can safely reduce our parameter budget by one. (2) y = z j ≺ x: this prolongs the representation of the arc (z , x), so again we can safely reduce our parameter budget by (at least) one.
Observe that the second case may create again a similar situation in the recursion, namely in case j < r, since the assumptions of our case would then be verified by y = z j+1 . Hence, finally (and in each branching case) x will have found its place within the chain χ, which by then would have grown into a bigger chain χ = χ ∪ {x}.
It can be seen that each weak component that is not already linearized contains a crystallization triple. From there on starting, we may grow a chain. This growth proceeds by two possibilities:
• either greedily at the ends of the chain (hence slightly abusing transitivity),
• or by branching as described above.
By definition of a weak component, it can be observed that through this process finally the whole weak component will be part of the chain (which then stops to grow).
Observe that Alg. 1 can be also used to solve the problem when parameterized in the standard way. Namely, one could call DLAgv-
The run time analysis of the algorithm is deferred to the next section.
linear arrangement
What is a good starting point for a search tree algorithm development for LA ? Obviously, each edge has to "pay" at least one unit for being drawn in whatever direction. At the leaves of such a search tree, every edge would have got an orientation, i.e., our input graph would have become a directed graph. Unfortunately, there might be various topological orderings of this directed graph, and it is not clear which of them minimizes our LA criterion.
This remaining problem corresponds to DLA, parameterized above guaranteed value, which we looked at in the previous section.
More specifically, the sketched search tree algorithm for linear arrangement has (as of yet) reduced the original instance to an instance (G, k, ≺) 
In Alg. 2, (V, ≺) should denote the directed acyclic graph that corresponds to G, when the arcs of (V, ≺) are oriented so that they respect the ordering ≺.
Theorem 2 The problems linear arrangement, directed linear arrangement (the latter parameterized either in the standard way or above guaranteed value) are solvable in time O(2 k |G|).
Proof. The fact that each of the two branches listed in Alg. 2 reduces the parameter by one is clear, since each edge has to be settled and produces a cost of at least one.
The case where we actually branch in Alg. 1 is a bit more involved but clear according to the analysis given in the proof Lemma 1.
linear arrangement by deleting edges
In order to develop a search tree algorithm for this problem, we should ask ourselves: what are possible candidate sets to branch on? In other words, what makes a graph a forest of paths?
A helpful observation is described in the following lemma.
is a YES-instance of linear arrangement with parameter |E| iff G is a YES-instance of linear arrangement by deleting edges with parameter 0 iff G is a collection of path components. (2) G has maximum degree two iff G is a collection of path components and of cycle components.
This lemma already provides us with a simple branching idea: whenever we find a vertex of degree three (or larger) in a graph, take three of the incident edges to form a candidate set: one of these edges must be removed so that the (modified) graph might have become a collection of path components.
After having done this sort of branching, we are left with path and cycle components. Obviously, it does not matter which of the edges in a cycle component we take out to turn the cycle into a path, so that the left-over graph can be dealt with in polynomial time. This justifies Alg. 3. Note that this algorithm is very similar to the one suggested by Dujmovič et al. in [5] for the related problem of one-layer planarization.
Algorithm 3 A search tree algorithm solving LADE, called LADE-ST Input(s): a graph G = (V, E), an integer k Output(s): YES iff the given LADE instance has a solution
Take three edges e 1 , e 2 , e 3 with {v} = e 1 ∩ e 2 ∩ e 3 . Proof. Membership in FPT can be seen (including the claimed running time) by Alg. 3. Since the search can be viewed as a nondeterministic guessing process, membership in N P is also clear.
N P-hardness can be seen via a rather standard reduction from 3-SAT [9] :
Let F be a collection of clauses, each of size three, containing literals formed from the n variables of the given 3-SAT instance.
The corresponding instance (G, k) of linear arrangement by deleting edges is formed as follows: for each variable x, we introduce four vertices x 0 , x 1 , x 2 , and x 3 , so that G has 4n vertices. Furthermore, G contains the following edges (and only those):
• For each variable x, introduce the edges Finally, let k := n.
The claim is that (G, n) has a solution iff the original 3-SAT instance is solvable. Namely, if α : X → {0, 1} is an assignment that satisfies F , then it is readily seen that taking out the following n edges will turn G into a collection of paths: take out x 1 x 2 if α(x) = 1 and take out x 2 x 3 if α(x) = 0.
Conversely, the three edges that are introduced into G for each variable x guarantee that in any solution, one of these three edges has to be removed (since x 2 has degree three). Hence, there cannot be any feasible solution to G that takes out less than n edges, and any solution that takes out n edges will take out one edge from the edges x 1 x 2 , x 2 x 3 , x 0 x 2 for each variable x. It is clearly true that a feasible solution to G that takes out n edges can be turned into a satisfying assignment of F as follows: if x 1 x 2 is taken out, set α(x) = 1; otherwise, set α(x) = 0.
Can we further improve on the running time of Alg. 3? It is of course tempting to transform a linear arrangement by deleting edges instance into an instance of 3-hitting set, by considering candidate sets as hyperedges. The problem with this approach lies in the fact that it might be the case that a seemingly worse solution to 3-hitting set actually is the one to take into consideration for the original linear arrangement by deleting edges instance, since that solution might incidentally destroy more (or create less) cycle components than an optimum solution to the "corresponding" 3-hitting set. The techniques we used in [8] for the related problem one-layer planarization does not seem to apply here.
linear arrangement, above guaranteed value
Let us finally return to the idea of parameterizing above guaranteed value in the context of linear arrangement. The problem is here that we cannot simply reduce our problem to the directed variant, since the seemingly necessary branch in order to settle the direction of each arc is no longer feasible here, since the parameter would not be changed.
But we can use ideas from the preceding section also in this case. More specifically, let us first analyze a possible "brute-force" branching at a vertex x of degree three, settling the linear ordering within N [x] = {x, u, v, w}.
• If x is in the first or last position in the ordering of N [x], then one edge incident with x will need (at least) two units in its representation, and one even (at least) three units, contrasting the "one unit per edge assumption" in the "above-guaranteed-value" framework. Hence, we can reduce the parameter value by (at least) three in this case.
• If x is in the second or in the third position in the ordering of N [x], then one edge incident with x will need (at least) two units to be drawn.
For the size of the search tree, we hence obtain the following estimate:
Now assume that x has degree four or larger. Picking three (say {u, v, w}) of the neighbors of x, we can first branch as sketched above. When trying to then sort in the fourth neighbor t, we run into a problem if x is in the first or last position in the ordering of {x, u, v, w}, because we would not "gain" anything if we then put t as an immediate neighbor of x in the ordering of {t, x, u, v, w}.
We will hence use a different approach when (grossly) estimating the "bruteforce" branching at a vertex x of degree four or larger. Consider a branch that enforces the ordering
among x and all its neighbors, i.e., p + q = deg(x). Now, in accordance with expectation, the edges {u 1 , x} and {x, v 1 } can be represented with one length unit. However, edges {u 2 , x} and {x, v 2 } need two units, and more generally, {u i , x} and {x, v i } need i units. Hence, overall we need
units over all edges to draw this ordering, so that we can reduce the parameter by
The worst case (i.e., the least parameter reduction) is obtained when p ≈ q ≈ deg(x)/2. Hence, the parameter bugdet reduction can be estimated as o(deg(x) 2 ). Therefore, we may conclude the following estimate for a branching scenario T with = δ(x):
Since we are using the o-notation, we may further simplify the "Stirling estimate:"
The approach T (k) = x k then yields (ignoring constants)
It is therefore known that lim
Notice that the sequence ( n √ n) n has a particular behavior: it first increases (for n = 1, 2, 3) and then decreases, approaching 1 from above. A similar behavior is to be expected for the branching numbers of T . In fact, we computed the "true" branching numbers for the brute-force branching (i.e., neglecting the simplification that led to the o( 2 ) term in the analysis above) as 12.0823 for = δ(x) = 3, 5.8047 for = 4, 4.1987 for = 5. However, we could not actually prove this decreasing behavior for the true branching numbers, although we are tempted to believe that T (k) ≤ 12.0823 k for all ≥ 3.
Once we have branched according to "brute force" for all vertices of larger degree, we can see that these large-degree vertices together with their neighbors have become chains similar to what we observed in the proof of Lemma 1. So, by either a sequence of binary branches as described in that proof or by (a kind of) greedy transitivity argument (namely, when the degree-two vertex is attached to the end of a chain), we will have finally resolved all components of the graph that contain a vertex of degree three or larger.
The other components can be solved rather trivially (see Lemma 3): in particular, cycle components can with n vertices be optimally represented by taking the ordering as given along the cycle, hence producing only one (much) prolonged edge.
Our reasoning justifies Alg. 4 and the corresponding following theorem. 
Discussion
We were tempted to call our paper (less technically): "Simplified means parameterized tractable," inspired by the title "Some simplified N P-complete graph problems," of a now classical paper written by Garey, Johnson, and Stockmeyer [10] . Namely, there they list a number of problems, amongst them problems on planar graphs and on graphs with degree bounds, as well as more logical problems like simple max sat; all of the corresponding optimization problems, when parameterized in a standard way, have been shown to be parameterized tractable, see [1, 3, 11, 12] ; well, all of them but one, which is linear arrangement, the problem we treated (and put into FPT ) in this paper, together with some variants.
1 This justifies the alternative title we were inclined to use.
We provided search tree algorithms for some linear arrangement problems. In [7] , we also provided different forms of kernelization algorithms for linear arrangement (depending on whether you take the number of vertices or the number of edges to measure the kernel size of the graph). Let us mention in particular that (similar to one-sided crossing minimization discussed in [6] ) we can even get a kind of kernelization scheme for linear arrangement when the kernel size is measured in terms of the number of vertices. This scheme is based on precomputing optimal arrangements for graphs with up to q − 1 vertices (taking exponential time, measured against q); this shows that each component then has at least q vertices. After formulating an appropriate reduction rule, we may deduce: This certainly has the flavor of an algorithmic scheme: at the expense of larger and larger running times, we may get smaller and smaller kernels (let q grow). Similar observations can be made for directed linear arrangement.
The proof of the proposition is based on the following observations:
Since the distance even between the σ-images of two vertices that are mapped on neighboring points is at least one, for connected graphs one can immediately derive for the linear arrangement number Hence, for connected graphs, the following rule is sound: If (G, k) is an instance of linear arrangementand if G = (V, E) is a connected graph, then return NO if k < |V | − 1.
Graphs that are not connected can be separately treated on each connected component according to the following lemma:
Lemma 8 Let G = (V, E) be a graph. If C 1 and C 2 is a partition of V into two vertex sets such that, for all e ∈ E, either e ⊆ C 1 or e ⊆ C 2 , then
In fact, the last lemma was (implicitly) used in most of the algorithms presented in this paper.
Let us allow one more remark on the concept of "parameterizing above guaranteed value." The point is that the bound we used is not particularly strict. For example, Bier has derived in [2] a much tighter bound based on the concept of e-vector. We briefly describe that approach in what follows for directed linear arrangement. Let G = (V, A) be a directed graph, which we can assume to be acyclic according to our previous discussions. For each x ∈ V , the difference between the indegree and the outdegree of x in G is denoted by e(x). The list of all these values e(x) can be seen as a |V |-dimensional vector, the e-vector of G. Bier could derive the following bound:
Lemma 9 Let G = (V, A) be a directed acyclic graph. For each one-to-one mapping σ : V → {1, . . . , |V |},
where ·, · denotes the inner product of two vectors.
This readily gives a new "guaranteed value" for directed linear arrangement. We are not aware of any classification results of this modified problem in terms of parameterized complexity.
In fact, Serna and Thilikos [14] suggested a number of new parameterizations for "min-sum problems" as linear arrangement whose status with respect to parameterized complexity is currently open; however, they don't fall into the category of reparameterization by the "above guaranteed value" paradigm.
As future work, it might be interesting to implement our algorithms and see how they compare to the well-established methodology of (integer) linear programming approaches.
