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PARTITIONS AND COVERINGS OF TREES BY
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Abstract. This paper addresses the following questions for a given tree T and integer
d ≥ 2: (1) What is the minimum number of degree-d subtrees that partition E(T )? (2)
What is the minimum number of degree-d subtrees that cover E(T )? We answer the
first question by providing an explicit formula for the minimum number of subtrees,
and we describe a linear time algorithm that finds the corresponding partition. For the
second question, we present a polynomial time algorithm that computes a minimum
covering. We then establish a tight bound on the number of subtrees in coverings of
trees with given maximum degree and pathwidth. Our results show that pathwidth is
the right parameter to consider when studying coverings of trees by degree-3 subtrees.
We briefly consider coverings of general graphs by connected subgraphs of bounded
degree.
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1. Introduction
This paper addresses the following questions, which are motivated by a recent ap-
proach to drawing trees1 developed in the companion paper [22]. For a given tree T and
integer d ≥ 2,
• what is the minimum number of degree-d subtrees that partition E(T )?
• what is the minimum number of degree-d subtrees that cover E(T )?
Here a partition of a graph G is a set of connected subgraphs of G such that every
edge of G is in exactly one subgraph. A partition can also be thought of as a (non-
proper) edge-colouring, with one colour for each connected subgraph. A covering of
G is a set of connected subgraphs of G such that every edge of G is in at least one
subgraph. For d ≥ 2, let minpartd(G) be the minimum number of degree-d connected
subgraphs that partition G, and let mincoverd(G) be the minimum number of degree-
d connected subgraphs that cover G. We emphasise that ‘trees’ and ‘subtrees’ are
necessarily connected.
In Section 2 we answer the first question above. In particular, we present an explicit
formula for minpartd(T ), and describe a linear time algorithm that finds the correspond-
ing partition (amongst other results).
The remainder of the paper addresses the second question above. Section 3 considers
coverings of trees by paths (that is, degree-2 subtrees). A tight bound on the number
of paths is obtained, amongst other combinatorial and algorithmic results.
Then Section 4 describes a polynomial time algorithm that computes mincoverd(T )
and the corresponding covering. Section 5 describes an example of this algorithm applied
to ‘complete’ trees.
Then Section 6 studies minimum coverings of caterpillars by degree-d subtrees. Again
tight bounds on the number of subtrees are obtained. Coverings of caterpillars provide a
natural precursor to the results in Sections 7 and 8. These sections establish tight upper
bounds on the number of covering subtrees in terms of the pathwidth and maximum
1We consider graphs G that are simple and finite. A graph with one vertex is trivial. Let G be
an (undirected) graph. The degree of a vertex v of G, denoted by degG(v), is the number of edges of
G incident with v. The minimum and maximum degrees of G are respectively denoted by δ(G) and
∆(G). We say G is degree-d if ∆(G) ≤ d. Now let G be a directed graph. Let v be a vertex of G. The
indegree of v, denoted by indegG(v), is the number of incoming edges incident to v. The outdegree of
v, denoted by outdegG(v), is the number of outgoing edges incident to v. We say G is outdegree-d if
outdegG(v) ≤ d for every vertex v of G. A rooted tree is a directed tree such that exactly one vertex,
called the root, has indegree 0. It follows that every vertex except r has indegree 1, and every edge vw
of T is oriented ‘away’ from r; that is, if v is closer to r than w, then vw is directed from v to w. If r
is a vertex of a tree T , then the pair (T, r) denotes the rooted tree obtained by orienting every edge of
T away from r.
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degree of the tree. Essentially, these results show that pathwidth is the right parameter
to consider when studying coverings of trees by degree-3 subtrees.
Finally, Section 9 studies coverings of general and planar graphs by connected sub-
graphs of bounded degree. While this problem has not previously been explicitly stud-
ied, in the case d = 2, a related concept has been extensively studied. Harary defined
the pathos or path number of a graph G, denoted by p(G), to be the minimum number
of paths that partition E(G); see [8, 9, 19, 20, 24, 26, 31, 32]. Harary and Schwenk
[20] defined the unrestricted path number of a graph G, denoted by p∗(G), to be the
minimum number of paths that cover G. Since every cycle is the union of two disjoint
paths,
minpart2(G) ≤ p(G) ≤ 2 ·minpart2(G), and
mincover2(G) ≤ p∗(G) ≤ 2 ·mincover2(G) ,
where the lower bounds on p(G) and p∗(G) become equalities if G is a tree. Also
concerning the d = 2 case, Gallai conjectured that p(G) ≤ ⌈n+12 ⌉ for every connected
graph G with n vertices. While this conjecture remains unsolved, Lova´sz [24] proved
that minpart2(G) ≤
⌈
n
2
⌉
for every (not neccessarily connected) graph G; also see [8, 9,
13, 14, 27].
2. Partitioning Trees
This section considers partitions of (the edge-set of) a tree into bounded-degree sub-
trees2. First we prove a formula for minpartd(T ). Interestingly, it only depends on the
degrees modulo d.
Theorem 2.1. Let T be a non-trivial tree with n ≥ 2 vertices, and let d ≥ 2. Define
ni :=
∣∣∣∣{v ∈ V (T ) : ⌈deg(v)d
⌉
=
deg(v) + i
d
}∣∣∣∣
for i ∈ [0, d− 1]. Then
minpartd(T ) = 1 +
∑
v∈V (T )
(⌈
deg(v)
d
⌉
− 1
)
= 1 +
2(n− 1)
d
− n+
d−1∑
i=0
i · ni
d
.
Moreover, there is a linear-time algorithm to compute minpartd(T ) and a corresponding
partition.
2Note that the question for bounded-degree subforests is easily answered. A straightforward inductive
argument proves that for every degree-∆ tree T , there is a partition of E(T ) into d∆
d
e degree-d subforests.
This is just an edge-colouring such that every vertex is incident to at most d monochromatic edges; see
[21] for analogous results for general graphs. The bound of d∆
d
e is best possible for every tree T , and
there is a linear-time algorithm to compute the partition.
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Proof. First note that
1 +
∑
v∈V (T )
(⌈
deg(v)
d
⌉
− 1
)
= 1 +
∑
v∈V (T )
(
deg(v)
d
− 1
)
+
d−1∑
i=0
i · ni
d
= 1 +
2(n− 1)
d
− n+
d−1∑
i=0
i · ni
d
.
Thus it suffices to prove the first equality. We proceed by induction. In the base case,
T = K2 and minpartd(T ) = 1. Now assume that T has at least three vertices. Thus T
has a set of leaves S with a common neighbour w, such that w is a leaf in T − S. By
induction,
minpartd(T − S) = 1 +
∑
v∈ V (T−S)
(⌈
degT−S(v)
d
⌉
− 1
)
.
To extend the partition of T − S, the colour that is assigned to the edge in T − S
incident to w can be assigned to d−1 edges incident to S. There are (deg(w)−1)−(d−
1) = deg(w)−d remaining leaf edges incident to w. These leaf edges can be partitioned
into
⌈deg(w)−d
d
⌉
=
⌈deg(w)
d
⌉−1 stars rooted at w, each with at most d edges. This defines
a partition of T into minpartd(T − S) +
⌈deg(w)
d
⌉− 1 subtrees, which equals the claimed
upper bound on minpartd(T ) since leaves do not contribute to the summation.
It is easy to convert this proof into a linear-time algorithm. Here is a sketch. Root
T at a vertex r, and partition the vertex sets according to their distance from r (using
BFS). The set S is simply a maximal set of leaves at maximum distance d from the root
with a common neighbour (at distance d− 1). The partition is then easily computed.
This bound on minpartd(T ) is optimal since at most d − 1 edges incident to S can
share the same colour as the edge in T −S incident to w, and at least ⌈deg(w)−dd ⌉ colours
not used in T − S must be introduced on the remaining leaf edges. 
Note that Theorem 2.1 with d = 2 reduces to the following result by Stanton et al.
[31]:
Corollary 2.2 ([31]). For every non-trivial tree T , minpart2(T ) equals half the number
of odd-degree vertices.
Theorem 2.1 also implies:
Corollary 2.3. For every integer d ≥ 2 and tree T with n ≥ 2 vertices,
minpartd(T ) ≤ 1 +
n− 2
d
,
with equality if and only if deg(v) ≡ 1 (mod d) for every vertex v.
A degree-d subtree X of a tree T is degree-d maximal if no edge of T can be added
to X to obtain a new degree-d subtree. Observe that X is degree-d maximal if and only
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if degX(v) = min{d,degT (v)} for every vertex v of X. In particular, v is leaf in X if
and only if v is a leaf in T . Clearly every degree-d subtree is contained in a maximal
degree-d subtree.
Proposition 2.4. Every degree-d maximal subtree S of a tree T is in a minimum
partition of T into degree-d subtrees.
Proof. For each vertex v of S, let Tv be the component of T − E(S) that contains v.
Note that Tv is trivial (that is, v is the only vertex in Tv) if every edge incident to v is
in S. If Tv is non-trivial then degS(v) = d, as otherwise S is not maximal. Let N be the
set of vertices v in S such that Tv is non-trivial. Taking S with a minimum partition of
each Tv into degree-d subtrees (where Tv is non-trivial) gives a partition of T into
1 +
∑
v∈N
minpartd(Tv)
parts. By Theorem 2.1,
1 +
∑
v∈N
minpartd(Tv)
≤ 1 +
∑
v∈N
1 + ∑
x∈V (Tv)
(⌈
degTv(x)
d
⌉
− 1
)
= 1 +
∑
v∈N
1 + (⌈degT (v)− d
d
⌉
− 1
)
+
∑
x∈V (Tv−v)
(⌈
degTv(x)
d
⌉
− 1
)
= 1 +
∑
v∈N
⌈degT (v)
d
⌉
− 1 +
∑
x∈V (Tv−v)
(⌈
degTv(x)
d
⌉
− 1
) .
Observe that if x is in V (T )− V (S), then x is in exactly one subtree Tv, and this Tv is
non-trivial, and degTv(x) = degT (x). Thus
1 +
∑
v∈N
minpartd(Tv) ≤ 1 +
∑
x∈V (T )−V (S)∪N
(⌈
degT (x)
d
⌉
− 1
)
.
If Tv is trivial then degS(v) = degT (v) ≤ d, as otherwise S is not maximal. Thus⌈degT (v)
d
⌉− 1 = 0. Hence
1 +
∑
v∈N
minpartd(Tv) ≤ 1 +
∑
x∈V (T )
(⌈
degT (x)
d
⌉
− 1
)
.
Hence this partition is minimum by Theorem 2.1. 
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3. Coverings by Paths
This section studies coverings of trees by degree-2 subtrees. Since a subtree is degree-
2 if and only if it is a path, minpart2(T ) is the minimum number of paths that cover T .
Since each path covers at most two leaves, if T has ` leaves then at least
⌈
`
2
⌉
paths are
required. Harary and Schwenk [20] first proved the converse:
Theorem 3.1 ([2, 20]). The minimum number of paths that cover a tree with ` leaves
is
⌈
`
2
⌉
. 
In this section we explore this topic further. First, we investigate the total number
of edges in a covering of a tree by the minimum number of paths. Let P be a path in
a tree T . Then P is leafy if both endpoints of P are leaves in T . And P is a pendant
path if one endpoint of P is a leaf in T , the other endpoint of P has degree at least 3 in
T , and every internal vertex in P has degree 2 in T .
Theorem 3.2. Let T be a tree with n vertices and ` leaves. Then T has a covering by⌈
`
2
⌉
paths with 2n − 2 − ` edges in total. Moreover, for infinitely many trees T , every
covering of T by
⌈
`
2
⌉
paths has at least 2n− 2− ` edges in total.
Proof. Let P be a set of ⌈ `2⌉ paths that cover T and minimise the total number of
edges. By Theorem 3.1 this is well defined. Each leaf is in exactly one path in P (by
the minimality of P). Each path in P covers at most two leaves. Thus every path in P
is leafy, except if ` is odd, in which case, one path in P is a pendant path, and every
other path is leafy. Also note that this pendant path shares no edge in common with
another path in P (again by the minimality of P).
Suppose on the contrary that some edge e of T is in three distinct paths P1, P2, P3 ∈ P.
Thus each Pi is leafy. Let R be an edge-maximal path in T that contains e, such that
every internal vertex of R has degree exactly 2. (It is possible that e is the only edge
in R.) Observe that R is contained in each of P1, P2, P3. Let v and w be the endpoints
of R. Let Tv and Tw be the two component subtrees of T − E(R), such that v is in Tv
and w is in Tw. Let Qv := Tv ∩ (P1 ∪ P2) and Qw := Tw ∩ (P1 ∪ P2). Thus Qv, Qw, P3
are three paths that cover P1 ∪ P2 ∪ P3, but with 2|E(R)| less edges in total. Hence,
replacing P1 and P2 by Qv and Qw in P, produces a covering of T by
⌈
`
2
⌉
paths with
less edges in total. This contradiction proves that every edge in T is in at most two
paths in P. Hence P has at most 2(n− 1) edges in total. Moreover, no leaf edge of T
is in two paths in P. Thus P has at most 2n− 2− ` edges in total.
To prove that the lower bound, let T0 be a subdivision of the p-leaf star. Say T0 has q
vertices. Let v1, . . . , vp be the leaves of T0. Let T be the tree obtained from T0 by adding
two leaves ui and wi adjacent to vi, for each i ∈ {1, . . . , p}. So T has n := q+2p vertices
and ` := 2p leaves. Let P be a set of p paths that cover T . Each path in P connects
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two leaves of T . But no path uiviwi is in P (otherwise |P| > p). Hence each edge in T0
is in at least two paths in P. It follows that P has at least 2(q − 1) + 2p = 2n− `− 2
edges in total. 
We now sharpen Theorem 3.2 for trees with an even number of leaves. Let L(T ) be
the set of leaves in a tree T . Let vw be an edge in T . Let Tv and Tw be the components of
T−vw that respectively contain v and w. Then vw is said to be even–even if |Tv∩L(T )|
and |Tw ∩ L(T )| are both even. Let ee(T ) be the number of even–even edges in T .
Theorem 3.3. Let T be a tree with n vertices and ` leaves, where ` is even. Then T has
a covering by `2 paths with n−1+ee(T ) edges in total, and this covering can be computed
in O(n) time. Moreover, every covering of T by `2 paths has at least n−1+ee(T ) edges.
Proof. Let G be the multigraph obtained from T by adding a second copy of each even–
even edge in T . Consider a non-leaf vertex v of T . For each neighbour w of v, let Tw be
the component of T − v that contains w. Since ` is even, there are an even number of
neighbours w of v such that |V (Tw) ∩ L(T )| is odd. If |V (Tw) ∩ L(T )| is even then vw
is doubled in G. Hence v has even degree in G. Arbitrarily pair the edges incident to v
in G. By following sequences of paired edges in G we obtain the desired covering of T .
Since G has n−1 + ee(T ) edges, the total number of edges in the paths is n−1 + ee(T ).
The numbers |V (Tw) ∩ L| can be computed in a single traversal of the tree. The
pairing step at each vertex v can be implemented in O(deg(v)) time, which is O(n) in
total. To output the paths, choose a leaf vertex v, find the maximal path P starting
at v in G, delete the edges in P from G, and repeat. This algorithm can be easily
implemented in O(n) time.
We now prove the ‘moreover’ claim. Let P be a set of `2 paths that cover T . Each
leaf is in some path in P, and each path in P covers at most two leaves. Thus each leaf
is in exactly one path in P, and the endpoints of each path in P are leaves.
Consider an edge vw that appears in only one path P ∈ P. Then P connects a leaf
in Tv ∩ L(T ) with a leaf in Tw ∩ L(T ). Every other path in P is contained in Tv or in
Tw. Each such path has both endpoints in Tv ∩ L(T ) or both endpoints in Tw ∩ L(T ).
Thus |Tv ∩ L(T )| and |Tw ∩ L(T )| are both odd. Hence each even-even edge is in at
least two paths in P. Therefore the total number of edges in P is at least n− 1 + ee(T )
edges. 
We now show that there is a minimal covering of T by paths with other properties.
Proposition 3.4. Let T be a tree with ` leaves. Then T has a covering by
⌈
`
2
⌉
paths
that have a vertex in common.
Proof. Let P be a set of ⌈ `2⌉ paths in T that cover every leaf in T , and with maximum
total size. Suppose that there are disjoint paths P and Q in P. Let R be a minimal
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path in T between P and Q. Let v and w be the endpoints of R, where v is in P and
w is in Q. Thus P is the union of two paths P1 and P2 whose intersection is v. And Q
is the union of two paths Q1 and Q2 whose intersection is w. Replace P and Q in P
by P1 ∪ R ∪Q1 and P2 ∪ R ∪Q2. We obtain a set of
⌈
`
2
⌉
paths with greater total size
than P. This contradiction proves that the paths in P are pairwise intersecting. By the
Helly property of subtrees of a tree, the paths in P have a vertex v in common. 
Lemma 3.5. If P is a set of paths in a tree T that cover every leaf, and some vertex
v is in every path in P, then P covers every edge.
Proof. Suppose on the contrary that some edge e is not covered by P. Let T1 and T2
be the components of T − e. Without loss of generality, v is in T1. Let P be a path in
P that covers some leaf of T contained in T2. Then v is not in P . This contradiction
proves that P covers every edge. 
We now characterise those vertices v for which there is a minimal covering by paths
all containing v.
Theorem 3.6. Let T be a tree with ` leaves. Let v be a vertex of T . Then T has a
covering by
⌈
`
2
⌉
paths each containing v if and only if |V (T ′) ∩ L(T )| ≤ ⌈ `2⌉ for every
component T ′ of T − v.
Proof. Let G be the graph with vertex set L(T ) where two leaves x and y are adjacent
in G if and only if x and y are in distinct components of T − v. Thus G is a complete
d-partite graph, where d = deg(v). Each colour class of G consists of the leaves in L(T )
that are in a single component of T − v. Each pair of leaves in distinct components of
T − v are the endpoints of a path through v. In this way, each edge of G corresponds
to a leafy path in T . The paths in a covering of T can be assumed to be leafy paths.
Thus Lemma 3.5 implies that T has a covering by
⌈
`
2
⌉
paths each containing v if and
only G contains a matching of b `2c edges, or equivalently if G contains d `2e disjoint
(≤ 2)-cliques. A result of Sitton [29] (see Lemma A.1 for a generalisation) implies that
this property holds if and only if each colour class in G has at most
⌈
`
2
⌉
vertices, which
is equivalent to saying that |V (T ′) ∩L(T )| ≤ ⌈ `2⌉ for every component T ′ of T − v. 
Theorem 3.7. Let T be a tree with ` leaves. Let C be the set of vertices v in T such
that T has a covering by
⌈
`
2
⌉
paths each containing v. Then C induces a non-empty
path. Moreover, every internal vertex has degree 2 in T , unless ` is odd, in which case
C may have exactly one internal vertex v with degree exactly 3, and v is the endpoint
of a pendant path.
Proof. Let L be the set of leaves in T . Let u,w ∈ C. By Theorem 3.6, the number of
leaves of T in each component of T −u or of T −w is at most ⌈ `2⌉. Let v be a vertex on
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the uw-path in T . If T ′ is a component of T − v, then T ′ is contained in a component
of T −u or a component of T −w. Thus the number of leaves of T in T ′ is at most ⌈ `2⌉.
By Theorem 3.6, v ∈ C. Hence T [C] is connected.
Suppose that C contains a vertex v with three neighbours w1, w2, w3 in C. Let Ti be
the component of T − v containing wi. Without loss of generality, |T1 ∩L| ≤ |T2 ∩L| ≤
|T3 ∩L|. Thus |(T2 ∪ T3)∩L| ≥ 23`. But T2 ∪ T3 is contained in a component of T −w1,
implying w1 6∈ C by Theorem 3.6. This contradiction proves that T [C] is a path.
Now suppose that C has an internal vertex v such that degT (v) ≥ 3. Let u and w be
the neighbours of v in C. Let Lu be the set of leaves of T in the component of T − uv
that contains u. Let Lw be the set of leaves of T in the component of T − wv that
contains w. Let Lv be the number of leaves of T in the component of T − {uv, vw}
that contains v. Thus ` = |Lu| + |Lv| + |Lw|. Since degT (v) ≥ 3, we have |Lv| ≥ 1.
Without loss of generality, |Lu| ≤ |Lw|. Thus |Lv|+ |Lw| = `−|Lu| ≥ `−|Lw|, implying
` ≤ 2|Lw| + |Lv| ≤ 2|Lw| + 2|Lv| − 1. Hence 12(` + 1) ≤ |Lw ∪ Lv|. Since Lv ∪ Lw
is contained in a component of T − u, by Theorem 3.6, ⌈ `2⌉ ≥ |Lw ∪ Lv|, which is a
contradiction if ` is even. If ` is odd then Lv = 1, and by a similar agument, v is the
only internal vertex of C with degree at least 3 in T , and v is the endpoint of a pendant
path. 
Theorem 3.7 says that the set of vertices v for which T has a minimal covering by
paths each containing v is somewhat like the centroid of T , where we measure the
‘weight’ of a component of T − v by the number of leaves in it rather than the number
of vertices.
Finally in this section, we consider the problem of covering a given tree with a small
number of subtrees, each with at most d leaves. Covering by paths corresponds to
the d = 2 case. The next result thus generalises Theorem 3.1 (and with a completely
different proof).
Theorem 3.8. For every integer d ≥ 2 and for every tree T with ` leaves, the minimum
number of subtrees, each with at most d leaves, that cover T is
⌈
`
d
⌉
.
Proof. The lower bound is immediate. We prove the upper bound by induction on `.
Clearly we can assume that T has no vertex of degree 2. For S ⊆ L(T ), let T [S] denote
the subtree of T consisting of the union of all leafy paths in T whose endpoints are both
in S. Note that T [S] has |S| leaves. Let X be the set of vertices of T that have degree
at least 3 and are adjacent to at least one leaf.
First suppose that |X| ≥ d. For each of d vertices x ∈ X, choose one leaf incident to
x. We obtain a set L0 of d leaves of T , such that no two vertices in L0 have a common
neighbour (in X). Since vertices in X have degree at least 3, T −L0 is a tree with `− d
leaves. By induction, there is a covering of T − L0 by
⌈
`
d
⌉ − 1 subtrees, each with at
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most d leaves. With T [L0], we obtain the desired covering of T (since every edge in
T − V (T − L0) is adjacent to a vertex in L0, and is thus in T [L0]).
Now assume that |X| ≤ d. If ` < d, then the result is trivial. Otherwise ` ≥ d. Let
L0 be a set of d leaves, such that each vertex in X is adjacent to at least one leaf in
L0. Since T [L[T ]] = T and every leaf has a neighbour in common with some leaf in L0,
every non-leaf edge of T is in T [L0]. Arbitrarily partition the `− d leaves in S \L0 into
sets {Li : 1 ≤ i ≤
⌈
`
d
⌉− 1} such that each |Li| ≤ d. Hence {T [Li] : 0 ≤ i ≤ ⌈ `d⌉− 1} is
the desired covering of T . 
4. An Algorithm for Covering Trees
This section describes a polynomial time algorithm to determine a minimum covering
of a tree T by degree-d subtrees. Since a subtree is degree-2 if and only if it is a path,
the results in this section with d = 2 generalise some of the results from Section 3.
It will be convenient to consider the following more general scenario. Let G be a
connected graph. A binding function of G is a function f : V (G) → {2, 3, 4, . . . }. A
subgraph X of G is f -bound if deg(v) ≤ f(v) for every vertex v of X. A covering C of G
is degree-f if every subgraph X ∈ C is f -bound. For an integer d ≥ 2, a d-covering of G
is a degree-f covering of G, where f(v) := d for each vertex v of G. Let mincoverf (G)
be the minimum cardinality of a degree-f covering of G. An f -bound subgraph X of
G is f -maximal if no edge of G − E(X) can be added to X to obtain a new f -bound
subgraph.
This section describes a polynomial time algorithm to determine mincoverf (T ) and the
corresponding degree-f covering for any given tree T and binding function f . Observe
that a subtree X of T is f -maximal if and only if degX(v) = min{f(v), degG(v)} for
every vertex v of X. In particular, v ∈ V (X) is a leaf of X if and only if v is a leaf of
T .
Lemma 4.1. Let v be a vertex of a non-trivial connected graph G. Then G contains
connected subgraphs G1 and G2 such that G1 ∪G2 = G and V (G1) ∩ V (G2) = {v} and
degG1(v) ≤ max{degG(v)− 1, 1} and degG2(v) ≤ max{degG(v)− 1, 1}.
Proof. First suppose there is a bridge edge vw incident to v. Let A be the connected
component of G − vw that contains w. Then G1 := G[V (A) ∪ {v}] and G2 := G − A
satisfy the claim. Now assume that no edge incident to v is a bridge. Let vw be an
edge incident to v. Then G1 := G[{v, w}] and G2 := G− vw satisfy the claim. 
Lemma 4.2. Let f be a binding function of a connected graph G. Let s := mincoverf (G).
Then G has a degree-f covering by s f -maximal subgraphs that are pairwise intersecting.
Proof. Let {U1, . . . , Us} be a degree-f covering such that
∑
i |E(Ui)| is maximum. Then
each Ui is non-trivial and f -maximal. Suppose on the contrary that V (Ui)∩ V (Uj) = ∅
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for some i, j. Let P be a shortest path between Ui and Uj in G, where V (P )∩ V (Ui) =
{v} and V (P ) ∩ V (Uj) = {w}.
By Lemma 4.1, Ui contains connected subgraphs A1 and A2 such that A1 ∪A2 = Ui
and V (A1) ∩ V (A2) = {v}, and degA1(v) ≤ max{degUi(v) − 1, 1} and degA2(v) ≤
max{degUi(v)− 1, 1}. Similarly, Uj contains connected subgraphs B1 and B2 such that
B1 ∪ B2 = Uj and V (B1) ∩ V (B2) = {w}, and degB1(v) ≤ max{degUj (v) − 1, 1} and
degB2(v) ≤ max{degUj (v)− 1, 1}.
Observe that A1 ∪ P ∪ B1 and A2 ∪ P ∪ B2 are f -bound subgraphs of G (since the
degree of v in each subgraph is at most max{degUi(v), 2} ≤ f(v), the degree of w in
each subgraph is at most max{degUj (w), 2} ≤ f(w), and for each internal vertex z in
P , the degree of z in each subgraph is at most 2 ≤ f(z)). Since A1 ∪ A2 = Ui and
B1 ∪ B2 = Uj , replacing Ui and Uj by A1 ∪ P ∪ B1 and A2 ∪ P ∪ B2 gives a degree-f
covering of G with greater total size than U1, . . . , Us. This contradiction proves that
V (Ui) ∩ V (Uj) 6= ∅ for i, j ∈ {1, . . . , r}. 
By the Helly property of subtrees of a tree, Lemma 4.2 implies:
Lemma 4.3. Let f be a binding function of a tree T . Let s := mincoverf (T ). Then G
has a degree-f covering by s f -maximal subtrees that have a vertex in common.
Lemma 4.3 implies that to find a minimum degree-f covering of a tree, it suffices to
consider degree-f coverings that have a common vertex in every subtree. It is therefore
convenient to consider the following more general covering problem. Recall that in a
rooted tree T the edges are oriented away from the root vertex r. A rooted covering of
T is a covering C of T such that r is in every subtree in C. A binding function of T is a
function f : V (T )→ Z+. A rooted covering C of T is outdegree-f if outdegX(v) ≤ f(v)
for every vertex v in every subtree X ∈ C. For an integer d ≥ 1, a degree-d rooted
covering of T is an outdegree-f rooted covering of T , where f(v) := d for each vertex v
of T . Let rmincoverf (T ) be the minimum cardinality of an outdegree-f rooted covering
of T . For a vertex r of an unrooted tree T , let rmincoverf (T, r) be the minimum
cardinality of an outdegree-f rooted covering of the rooted tree (T, r). We now show
that the problem of determining a covering of an unrooted tree can be reduced to the
case of rooted trees.
Lemma 4.4. Let f be a binding function of a (non-rooted) tree T . Then
mincoverf (T ) = min
r∈V (T )
rmincoverg(T, r),
where g is the binding function of (T, r) defined by g(r) := f(r) and g(x) := f(x) − 1
for every vertex x of T − r.
Proof. First we prove the lower bound on mincoverf (T ). By Lemma 4.3 there is a degree-
f covering C of T with some vertex r in every subtree of C, and |C| = mincoverf (T ).
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Consider a subtree X ∈ C. Every vertex v 6= r in the rooted subtree (X, r) has outdegree
at most f(v)−1 (since the incoming edge incident to v must in X). Thus v has outdegree
at most g(v) in (X, r). The outdegree of r in (X, r) equals the degree of r in X, which
is at most f(r) = g(r). Hence C is a rooted g-covering of (T, r), implying
mincoverf (T ) = |C| ≥ min
r∈V (T )
rmincoverg(T, r) .
Now we prove the upper bound on mincoverf (T ). Let r be a vertex in T that minimises
rmincoverg(T, r). Thus there is a rooted g-covering C of (T, r). Consider a rooted subtree
(X, r) of C. Then r is in X, and degX(r) = outdeg(X,r)(r). For every vertex v of X − r,
we have degX(v) = 1 + outdeg(X,r)(v). It follows that C is a degree-f covering of T .
Hence
mincoverf (T ) ≤ |C| = min
r∈V (T )
rmincoverg(T, r) ,
as desired. 
The next lemma determines rmincoverf (T ) precisely.
Lemma 4.5. Let f be a binding function of a rooted tree (T, r). Let v1, . . . , vdeg(r) be
the neighbours of r in T . For i ∈ {1, . . . ,deg(r)}, let Ti be the component subtree of
T −r that contains vi. Let ci := rmincoverf (Ti, vi), where f is restricted to V (Ti). Then
rmincoverf (T, r) = max
 max1≤i≤deg(r) ci,
 1f(r)
deg(r)∑
i=1
ci

 .
Proof. We first prove the upper bound on rmincoverf (T, r). For i ∈ {1, . . . ,deg(r)}, let
Ci be a degree-f covering of Ti with |Ci| = ci. Let G be the graph with vertex set
V (G) :=
deg(r)⋃
i=1
Ci .
That is, there is one vertex in G for each subtree in each covering Ci. Two vertices in
G are adjacent if and only if they come from distinct Ci. Thus G is isomorphic to the
complete deg(r)-partite graph K〈c1, . . . , cdeg(r)〉.
By Lemma A.1, there is a partition F of V (G) into
max
 max1≤i≤deg(r) ci,
 1f(r)
deg(r)∑
i=1
ci


(≤ f(r))-cliques in G. Each k-clique C ∈ F corresponds to a set of k subtrees from
distinct coverings Ci. Let XC be the subtree of T induced by the union of the subtrees
corresponding to C plus the vertex r. Thus r has outdegree |C| ≤ f(r) in XC . Since
each Ci is outdegree-f , every vertex x 6= r in XC has outdegree at most f(x) in XC .
Thus {XC : C ∈ F} is an outdegree-f covering of (T, r). Hence rmincoverf (T, r) ≤ |F|,
as desired.
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We now prove the lower bound on rmincoverf (T, r). Let C be an outdegree-f covering
of (T, r) with |C| = rmincoverf (T, r). Let X be the union, taken over all X ∈ C, of the
set of component subtrees of X − r. Each subtree in X is contained within exactly one
component subtree Ti of T − r. For i ∈ {1, . . . ,deg(r)}, let Xi be the set of subtrees in
X that are contained within Ti.
We claim that Xi is an outdegree-f covering of (Ti, vi). Every edge of Ti is in some
subtree of Xi. For every vertex x in Ti, we have outdegTi(x) = outdegT (x) (since the
edge rvi is incoming at vi). Thus x has outdegree at most f(x) in every subtree in Xi.
Thus Xi is an outdegree-f covering of (Ti, vi). Hence |Xi| ≥ rmincoverf (Ti, vi) = ci.
Let G be the graph with vertex set V (G) := X , where two subtrees in X are adjacent
in G if and only if they are in distinct Xi. Hence G contains the complete deg(r)-partite
graph K〈c1, . . . , cdeg(r)〉 as a subgraph. For each X ∈ C, distinct components of X − r
are in distinct components of T − r. Thus the components of X − r are a k-clique in
G, where k = outdegX(r), which is at most f(r). Hence C defines a partition of V (G)
into |C| cliques each with at most f(r) vertices. By Lemma A.1,
rmincoverf (T, r) = |C| ≥ max
 max1≤i≤deg(r) ci,
 1f(r)
deg(r)∑
i=1
ci

 .

Theorem 4.6. There is a O(n log n)-time algorithm that, given a binding function f
of a rooted n-vertex tree T , computes rmincoverf (T ).
Proof. Lemma 4.5 gives a recursive algorithm to compute rmincoverf (T). Let t(m) be
the time complexity of this algorithm for a tree T with m edges. We claim that t(m) ≤
αm logm for some constant α. (All logarithms are binary.) Let r be the root of T . Let
v1, . . . , vdeg(r) be the neighbours of r in T . Let Ti be the component subtree of T−r that
contains vi. By induction, rmincoverf (Ti, vi) can be computed in αmi logmi time, where
Ti has mi edges. By Lemma 4.5, rmincoverf (T ) can be computed by 2 deg(r) arithmetic
steps, each operating on integers at most m. This computation takes α deg(r) logm
time. Thus
t(m) ≤ α deg(r) logm+
∑
i
αmi logmi ≤ α(logm)(deg(r) +
∑
i
mi) = αm logm .
The result follows since m = n− 1. 
A proof analogous to that of Theorem 4.6, but also using Lemma A.1, gives:
Theorem 4.7. There is a O(n2)-time algorithm that, given a binding function f of a
rooted n-vertex tree T , computes rmincoverf (T ) and the corresponding covering of T by
degree-f subtrees.
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We now have a polynomial time algorithm for the unrooted covering problem.
Theorem 4.8. There is a O(n2 log n)-time algorithm that, given a binding function f
of an n-vertex tree T , computes mincoverf (T ) and the corresponding covering of T by
degree-f subtrees.
Proof. For each vertex r of T , compute rmincoverg(T, r), where g is the binding function
of (T, r) defined by g(r) := f(r) and g(x) := f(x) − 1 for every vertex x of T − r. By
Theorem 4.6, rmincoverg(T, r) can be computed to O(n log n) time. Thus this step
takes O(n2 log n) time. Let r be the vertex that minimises rmincoverg(T, r). This
computation takes O(n log n) time. By Lemma 4.4, mincoverf (T ) = rmincoverg(T, r).
By Theorem 4.7, the degree-g covering of (T, r) can be computed in O(n2) time. By
Lemma 4.4, this is an optimal degree-f covering of T . The total time complexity is
O(n2 log n). 
5. Coverings of Complete Trees
This section applies the general methods from the previous section to determine
minimum coverings of complete trees. As illustrated in Figure 1, for integers ∆ ≥ 1
and h ≥ 1, the complete ∆-ary rooted tree with height h, denoted by −→Γ∆,h, is the rooted
tree such that every non-leaf vertex has out-degree ∆, and the distance between the
root and every leaf equals h. For convenience, define
−→
Γ∆,0 := K1. For integers ∆ ≥ 2
and h ≥ 1, the (non-rooted) complete ∆-ary tree with height h, denoted by Γ∆,h, is the
(non-rooted) tree in which every non-leaf vertex has degree ∆, and for some vertex r,
the distance between r and every leaf equals h. Define Γ∆,0 := K1.
(a) (b)
Figure 1. (a)
−→
Γ2,2 and (b) Γ3,2.
Consider the following recursively defined function. For every real number x > 0, let
dxe0 := 1, and for every integer k ≥ 1, let dxek := dx · dxek−1e. Thus
xk ≤ dxek ≤ dxek,
with equality whenever x is an integer. As an example when equality does not hold,
observe that (32)
2 = 94 and
⌈
3
2
⌉
2
= 3 and
⌈
3
2
⌉2
= 4. On the other hand, dxek is never far
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from xk, since dxek ≤ xdxek−1 + 1 implies that
dxek ≤ x
k+1 − 1
x− 1 .
Proposition 5.1. For all integers ∆ ≥ d ≥ 1 and h ≥ 0,
rmincoverd(
−→
Γ∆,h) =
⌈
∆
d
⌉
h
.
Proof. We proceed by induction on h. Trivially,
rmincoverd(
−→
Γ∆,0) = 1 =
⌈
∆
d
⌉
0
.
Now assume that h ≥ 1. Let r be the root of −→Γ∆,h. Observe that each of the ∆
components of
−→
Γ∆,h − r is isomorphic to −→Γ∆,h−1, rooted at the neighbour of r. By
Lemma 4.5,
rmincoverd(
−→
Γ∆,h) = max
{
rmincoverd(
−→
Γ∆,h−1),
⌈
∆ · rmincoverd(−→Γ∆,h−1)
d
⌉}
.
By induction and since ∆ ≥ d,
rmincoverd(
−→
Γ∆,h) =
⌈
∆
d
·
⌈
∆
d
⌉
h−1
⌉
=
⌈
∆
d
⌉
h
,
as desired. 
Proposition 5.2. For all integers ∆ ≥ d ≥ 1 and h ≥ 1,
mincoverd(Γ∆,h) =
⌈
∆
d
⌈
∆− 1
d− 1
⌉
h−1
⌉
.
Proof. By Lemma 4.4,
(1) mincoverd(Γ∆,h) = min
r∈V (Γ∆,h)
rmincoverg(Γ∆,h, r),
where g is the binding function of Γ∆,h defined by g(r) := d and g(x) := d− 1 for every
vertex x 6= r. Note that g depends on the choice of r.
Γ∆,h has a vertex v such that each component of Γ∆,h−v, rooted at the neighbour of v,
is
−→
Γ∆−1,h−1. First we compute rmincoverg(Γ∆,h, v). Later we prove that v = r minimises
rmincoverg(Γ∆,h, r) in (1). Each component of Γ∆,h− v, rooted at the neighbour of v, is
isomorphic to
−→
Γ∆−1,h−1. By Lemma 4.5,
rmincoverg(Γ∆,h, v) = max
{
rmincoverg(
−→
Γ∆−1,h−1),
⌈
∆ · rmincoverg(−→Γ∆−1,h−1)
g(v)
⌉}
.
Since ∆ ≥ d = g(v) and g(x) = d− 1 for every vertex x 6= v,
rmincoverg(Γ∆,h, v) =
⌈
∆
d
· rmincoverd−1(−→Γ∆−1,h−1)
⌉
.
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We now prove that r := v minimises rmincoverg(Γ∆,h, r) in (1). Let w 6= v be a vertex
in Γ∆,h. Then some component of Γ∆,h − w, rooted at the neighbour of w, contains−→
Γ∆−1,h rooted at v. Thus with g defined with respect to w,
rmincoverg(Γ∆,h, w) ≥ rmincoverg(−→Γ∆−1,h) = rmincoverd−1(−→Γ∆−1,h)
=
⌈
∆− 1
d− 1 · rmincoverd−1(
−→
Γ∆−1,h−1)
⌉
≥
⌈
∆
d
· rmincoverd−1(−→Γ∆−1,h−1)
⌉
= rmincoverg(Γ∆,h, v) .
Hence r := v minimises rmincoverg(Γ∆,h, r) in (1). Thus
mincoverg(Γ∆,h) = rmincoverg(Γ∆,h, v) =
⌈
∆
d
· rmincoverd−1(−→Γ∆−1,h−1)
⌉
.
By Proposition 5.1,
rmincoverd−1(
−→
Γ∆−1,h−1) =
⌈
∆− 1
d− 1
⌉
h−1
.
Thus
mincoverg(Γ∆,h) =
⌈
∆
d
⌈
∆− 1
d− 1
⌉
h−1
⌉
,
as desired. 
6. Coverings of Caterpillars
Consider the problem of covering a given tree with subtrees of bounded degree. Since
a tree with maximum degree d has at least d leaves, Theorem 3.8 implies that for every
integer d ≥ 2, every tree T with ` leaves can be covered by ⌈ `d⌉ degree-d subtrees.
However, the number of leaves can be very large, even in trees that can be covered by
a few subtrees of bounded degree, as we now show for caterpillars3.
Theorem 6.1. For all integers ∆ ≥ d ≥ 3, every degree-∆ caterpillar T has a covering
by
⌈
∆−2
d−2
⌉
degree-d subtrees. Conversely, for all integers ∆ ≥ d ≥ 3, there are infinitely
many degree-∆ caterpillars T such that at least
⌈
∆−2
d−2
⌉
subtrees are needed in every
covering of T by degree-d subtrees.
Proof. Let t :=
⌈
∆−2
d−2
⌉
. We first prove that every degree-∆ caterpillar T has a covering
by t degree-d subtrees. Let L be the set of leaves of T . Let P be the path T − L.
Consider a vertex x of P . Thus 1 ≤ degP (x) ≤ 2. As illustrated in Figure 2, partition
the at most ∆ − degP (x) leaf edges incident to x into
⌈∆−degP (x)
d−degP (x)
⌉
sets each with at
most d − degP (x) elements. Since
⌈
∆−1
d−1
⌉ ≤ t, we have partitioned the leaf edges of T
3A caterpillar is a tree for which a path is obtained by deleting the leaves.
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into t sets, such that the union of P and any one set is a degree-d subtree of T . Every
edge is in at least one such subtree.
Figure 2. Covering a degree-6 caterpillar by two degree-4 subtrees.
Now we show that this bound is best possible. For n ≥ 2t−1, let Tn be the caterpillar
obtained from the path (u, v1, . . . , vn, w) by adding ∆ − 2 leaves incident to vi for
i ∈ {1, . . . , n}. Thus each such vertex vi has degree ∆. Every other vertex is a leaf, and
Tn is a degree-∆ caterpillar. Suppose on the contrary that Tn can be covered by t− 1
degree-d subtrees F1, . . . , Ft−1. Say a subtree Fj hits a vertex vi if at least d − 1 leaf
edges incident to vi are in Fj . If some vertex vi is not hit, then each subtree contains at
most d− 2 leaf edges incident to vi, which is not possible since (t− 1)(d− 2) < ∆− 2.
Thus each vertex vi is hit by at least one subtree. Hence the total number of hits is at
least n. Since n > 2(t − 1), some subtree Fj hits at least three vertices, say va, vb, vc
where 1 ≤ a < b < c ≤ n. Since Fj is connected, Fj contains the path (va, va+1, . . . , vc).
Thus vb has degree at least (d− 1) + 2 in Fj , which contradicts the assumption that Fj
has maximum degree at most d. 
7. Pathwidth and Rooted Coverings
While Section 4 describes an algorithm for computing minimal coverings of a given
tree by degree-d subtrees, this section and the next considers the following question:
which classes of trees have coverings by a bounded number of degree-d subtree? The
results in Section 6 say that caterpillars are such a class. To answer this question more
fully, the concept of pathwidth will be important. Pathwidth is an important parameter
in structural and algorithmic graph theory, and can be defined in many ways. For forests
we have the following recursive definition, which is easily seen to be equivalent to the
standard definition in terms of path decompositions:
(1) the pathwidth of K1 is 0,
(2) the pathwidth of a forest F is the maximum pathwidth of a connected component
of F ,
(3) the pathwidth of a tree T is the minimum k such that there exists a path P of
T and the pathwidth of T − V (P ) is at most k − 1.
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Caterpillars are precisely the trees of pathwidth 1. In general, the pathwidth of an
n-vertex tree can be computed in O(n) time [4, 11, 30], and is at most O(log n) [5]. To
generalise Theorem 6.1 for graphs of given pathwidth, we first consider a rooted variant
of the problem in Section 7, and then we consider the unrooted version in Section 8.
We now consider rooted coverings of rooted trees with given pathwidth, where (for
our purposes) the pathwidth of a directed graph is defined to be the pathwidth of the
underlying undirected graph. For all integers ∆ ≥ d ≥ 3 and k ≥ 0, let pi(∆, d, k) be
the maximum of rmincoverd(T ), where T is an outdegree-∆ rooted tree with pathwidth
k. That is, pi(∆, d, k) is the minimum integer such that every outdegree-∆ rooted tree
with pathwidth k has an outdegree-d rooted covering with pi(∆, d, k) subtrees. Below
we show that pi(∆, d, k) is finite. In particular, we prove that pi(∆, d, k) satisfies the
following recurrence, thus determining pi(∆, d, k) precisely.
Theorem 7.1. For every integer ∆ ≥ d ≥ 3,
pi(∆, d, 0) = 1 ,
and for every integer k ≥ 1, if ∆ = d then
pi(∆, d, k) = 1 ,
and if ∆ = d+ 1 and t := pi(∆, d, k − 1) mod d(d− 1) then
pi(d+ 1, d, k) =

⌈
d−1
d−2 · pi(∆, d, k − 1)− 2d−2
⌊
pi(∆,d,k−1)
d(d−1)
⌋⌉
if t < (d− 1)(d− 2)⌈
d
d−1 · pi(∆, d, k − 1) +
⌈
pi(∆,d,k−1)
d(d−1)
⌉⌉
if t ≥ (d− 1)(d− 2) ,
and if ∆ ≥ d+ 2 then,
pi(∆, d, k) =
⌈
∆− 2
d
· pi(∆, d, k − 1) + 2
d
⌈
∆− 1
d− 1 · pi(∆, d, k − 1)
⌉⌉
.
First observe that pi(d, d, k) = 1 since a tree covers itself, and that pi(∆, d, 0) = 1 since
the only tree with pathwidth 0 is K1. We now prove the upper bound on pi(∆, d, k),
which indeed shows that pi(∆, d, k) is finite and well defined. The next lemma will
facilitate our inductive proof.
Lemma 7.2. For every vertex r of a tree T (with at least one edge) there is a degree-3
subtree H of T such that:
• the pathwidth of T − V (H) is less than the pathwidth of T ,
• r is in H and degH(r) ∈ {1, 2},
• there is at most one vertex of H with degree 3, and
• if there is a vertex of H with degree 3, then degH(r) = 1.
Proof. By definition, there is a path P of T , such that the pathwidth of T − V (P ) is
less than the pathwidth of T . Extend P so that it has at least one edge. Let Q be the
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(possibly empty) path from r to P in T . It is easily verified that H = P ∪ Q satisfies
the lemma. 
Proof of Upper Bound in Theorem 7.1 for ∆ ≥ d+ 2. To prove an upper bound on pi(∆, d, k)
we construct the desired rooted covering of a given outdegree-∆ rooted tree with path-
width k. We proceed by induction on k ≥ 1. For the base case, suppose that k = 1.
Then pi(∆, d, 0) = 1 and t = 1 < (d − 1)(d − 2). Thus the theorem claims that
pi(∆, d, 1) =
⌈
∆−2
d−2
⌉
, which is proved in Theorem 6.1. Now assume that k ≥ 2. Let T be
an outdegree-∆ rooted tree with pathwidth k. Let r be the root of T . By Lemma 7.2,
there is a degree-3 subtree H of T such that the pathwidth of T −V (H) is at most k−1,
r is in H with degree 1 or 2, there is at most one vertex of H with degree 3, and if there
is a vertex of H with degree 3, then degH(r) = 1. Thus, if H inherits the orientation of
T , then H has outdegree at most 2, and at most one vertex in H has outdegree 2. As
a shorthand, define
pi := pi(∆, d, k − 1) and Λ :=
⌈
∆− 1
d− 1 pi
⌉
.
For each vertex v in H, let Tv be the component of T −E(H) that contains v. Thus
Tv is rooted at v (in the orientation of T ), as illustrated in Figure 3.
r
b b b
u
Tu
b b b
v
Tv
b b b
w
Tw
Case 0 Case 1
Case 2
Figure 3. Construction in the proof of the upper bound in Theorem 7.1.
We now determine a rooted covering of Tv. For each neighbour w of v in Tv, the
component of Tv − v that contains w has pathwidth at most k − 1. Thus by induction
this component (rooted at w) has a rooted covering by pi subtrees.
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Case 0. outdegH(v) = 0: Let f be the binding function of Tv defined by f(x) := d
for every vertex x in Tv. By Lemma 4.5, Tv has an outdegree-d rooted covering Cv, where
|Cv| ≤
⌈
∆
d
pi
⌉
≤ Λ .
Case 1. outdegH(v) = 1: Let f be the binding function of Tv defined by f(v) :=
d− 1 and f(x) := d for every vertex x in Tv − v. Since v has outdegree at most ∆− 1
in Tv, by Lemma 4.5 applied to f , Tv has an outdegree-d rooted covering Cv, such that
v has outdegree at most d− 1 in each subtree in Cv, and
|Cv| ≤
⌈
∆− 1
d− 1 pi
⌉
= Λ .
Case 2. outdegH(v) = 2: By induction, each component of Tv − v, rooted at
the neighbour of v, has an outdegree-d rooted covering consisting of pi subtrees. Let
G be the graph with one vertex for each subtree in the coverings of the components
of Tv − v, where two vertices are adjacent if the corresponding subtrees come from
distinct components. Since v has outdegree at most ∆− 2 in Tv, G is isomorphic to a
subgraph of the Turan (∆−2)-partite graph with pi vertices in each colour class. Apply
Corollary A.3 with n = (∆ − 2)pi and p = d − 2 and q = d and m = Λ. (Observe that
∆ ≥ d+ 2 implies that ∆− 2 ≥ p, q, and thus, Corollary A.3 is applicable.) Hence there
is a partition of V (G) into Λ (d− 2)-cliques and⌈
max{(∆− 2)pi − (d− 2)Λ, 0}
d
⌉
(≤ d)-cliques. Since ∆ ≥ d we have (d−1)(∆−2)pi ≥ (d−2)(∆−1)pi. Thus (d−1)(∆−
2)pi+d(d−1) > (d−2)(∆−1)pi+(d−1)(d−2). That is, (∆−2)pi+d > (d−2)(∆−1d−1 pi+1) >
(d − 2)Λ. Hence (∆ − 2)pi − (d − 2)Λ > −d, implying d1d
(
(∆ − 2)pi − (d − 2)Λ)e ≥ 0.
Hence d1d max{(∆− 2)pi− (d− 2)Λ, 0}e = d1d
(
(∆− 2)pi− (d− 2)Λ)e. Therefore there is
a partition of V (G) into Λ (d− 2)-cliques and⌈
(∆− 2)pi − (d− 2)Λ
d
⌉
(≤ d)-cliques. Using the method in Lemma 4.5, it follows that Tv has an outdegree-d
rooted covering Cv ∪ Dv, such that |Cv| ≤ Λ and v has outdegree d− 2 in each subtree
in Cv; and
|Dv| ≤
⌈
(∆− 2)pi − (d− 2)Λ
d
⌉
,
and v has outdegree at most d in each subtree in Dv.
Note that |Cv| ≤ Λ for every vertex v of H. For i ∈ {1, . . . ,Λ}, let Xi be the
union, taken over every vertex v in H, of the i-th subtree in Cv. Observe that in the
construction in Case (j), outdegH(v) = j and v has outdegree at most d − j in each
subtree in Cv. Thus Xi ∪H has outdegree at most d, and Xi ∪H contains r.
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Suppose that outdegH(v) = 2 for some vertex v in H. Let Q be the directed path
from r to v in H. (Note that it is possible that v = r.) Then for every subtree Y ∈ Dv,
Y ∪ Q has outdegree at most d (since no outgoing edges incident to v are in Q, and
every other vertex in Q has outdegree 1 in Y ∪Q, and 1 < d.)
Observe that every edge of T is in some subtree Xi ∪H (where 1 ≤ i ≤ Λ) or some
subtree Y ∪Q (where Y ∈ Dv and outdegH(v) = 2). Hence
{Xi ∪H : 1 ≤ i ≤ Λ} ∪ {Y ∪Q : Y ∈ Dv}
is an outdegree-d rooted covering of T . Therefore
pi(∆, d, k) ≤ Λ +
⌈
(∆− 2)pi − (d− 2)Λ
d
⌉
=
⌈
2Λ + (∆− 2)pi
d
⌉
,
as desired. 
Proof of Upper Bound in Theorem 7.1 for ∆ = d+ 1. We proceed by induction on k ≥
1. Let pi := pi(∆, d, k − 1). For the base case, suppose that k = 1. Then pi = 1 and
t = 1 < (d− 1)(d− 2). Thus the theorem claims that pi(d+ 1, d, 1) =
⌈
∆−2
d−2
⌉
, which is
proved in Theorem 6.1. Now assume that k ≥ 2. Let T be an outdegree-∆ rooted tree
with pathwidth k. Let r be the root of T . By definition, there is an (undirected) path
P in T , such that the pathwidth of T −V (P ) is less than k. Let Q be the shortest path
in T from r to a vertex in P . Let H := P ∪ Q. Let s be the vertex in P ∩ Q. Note
that it is possible that r ∈ P , in which case s = r. Let P1 and P2 be the subpaths of P
such that P1 ∩P2 = {s} and P1 ∪P2 = P . Each Pi is a directed path starting at s. Let
Qi := Q ∪ Pi for i ∈ {1, 2}. Each Qi is a directed path starting at r.
For each vertex v in H, let Tv be the component of T −E(H) that contains v. Thus
Tv is rooted at v (in the orientation of T ). We now determine a rooted covering of Tv.
For each neighbour w of v in Tv, the component of Tv−v that contains w has pathwidth
at most k − 1. Thus by induction this component (rooted at w) has a rooted covering
by pi subtrees.
Let t := pi mod d(d− 1). Define
y :=

⌊
pi
d(d−1)
⌋
if t < (d− 1)(d− 2)⌈
pi
d(d−1)
⌉
if t ≥ (d− 1)(d− 2) ,
and
x :=

⌈
d−1
d−2pi − 2d−2d−2 y
⌉
if t < (d− 1)(d− 2)⌈
d
d−1pi − y
⌉
if t ≥ (d− 1)(d− 2) .
It is easily verified that (d−2)x+2(d−1)y ≥ (∆−2)pi and (d−1)(x+y) ≥ (∆−1)pi
and d(x+ y) > ∆pi and (d− 1)pi + d− 2 > 2y(d− 1).
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Case 0. outdegH(v) = 0: Then v ∈ Qi for some i ∈ {1, 2}, and v has outdegree
at most ∆ in Tv. By Lemma 4.5, Tv has an outdegree-d rooted covering Cv ∪Div, where
|Cv ∪ Div| ≤
⌈
∆
d
pi
⌉
≤ x+ y .
Hence we can choose Cv and Div so that |Cv| ≤ x and |Div| ≤ y.
Case 1. outdegH(v) = 1: Then v ∈ Qi for some i ∈ {1, 2}, and v has outdegree
at most ∆ − 1 in Tv. By Lemma 4.5, Tv has an outdegree-d rooted covering Cv ∪ Div,
such that v has outdegree at most d− 1 in each subtree in Cv ∪ Div, and
|Cv ∪ Div| ≤
⌈
∆− 1
d− 1 pi
⌉
≤ x+ y .
Hence we can choose Cv and Div so that |Cv| ≤ x and |Div| ≤ y.
Case 2. outdegH(s) = 2: By induction, each component of Ts − s, rooted at
the neighbour of s, has an outdegree-d rooted covering consisting of pi subtrees. Let G
be the graph with one vertex for each subtree in the coverings of the components of
Ts− s, where two vertices are adjacent if the corresponding subtrees come from distinct
components. Since s has outdegree at most ∆− 2 in Ts, G is isomorphic to a subgraph
of the Turan (∆− 2)-partite graph with pi vertices in each colour class.
Apply Corollary A.3 with n = (∆− 2)pi = (d− 1)pi and p = d− 1 and q = d− 2 and
m = 2y . (Observe that ∆ = d + 1 implies that ∆ − 2 ≥ p, q, and thus, Corollary A.3
is applicable.) Thus there is a partition of V (G) into 2y (≤ d− 1)-cliques and⌈
max{(d− 1)pi − (d− 1)2y, 0}
d− 2
⌉
(≤ d − 2)-cliques. Since (d − 1)pi − 2y(d − 1) > 2 − d, we have (d−1)pi−2y(d−1)d−2 > −1,
implying ⌈
(d− 1)pi − 2y(d− 1)
d− 2
⌉
≥ 0 .
Thus ⌈
max{(d− 1)pi − (d− 1)2y, 0}
d− 2
⌉
=
⌈
(d− 1)pi − (d− 1)2y
d− 2
⌉
≤ x .
Hence there is a partition of V (G) into 2y (≤ d − 1)-cliques and x (≤ d − 2)-cliques.
Using the method in Lemma 4.5, it follows that Ts has an outdegree-d rooted covering
Cs ∪ D1s ∪ D2s , such that |D1s | ≤ y and s has outdegree at most d− 1 in each subtree in
D1s ; and |D2s | ≤ y and s has outdegree at most d− 1 in each subtree in D2s ; and |Cs| ≤ x
and s has outdegree at most d− 2 in each subtree in Cs.
Observe that |Cv| ≤ x for every vertex v of H. For j ∈ {1, . . . , x}, let Cj be the
union, taken over every vertex v in H, of the j-th subtree in Cv. Observe that in the
construction in Case (`), outdegH(v) = ` and v has outdegree at most d − ` in each
subtree in Cv. Thus Cj ∪ H has outdegree at most d. By construction, Cj ∪ H is
connected and contains r.
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For i ∈ {1, 2}, observe that |Div| ≤ y for every vertex v of Qi. For j ∈ {1, . . . , y}, let
Dij be the union, taken over every vertex v in Qi, of the j-th subtree in Div. Observe
that for ` ∈ {0, 1}, in the construction in Case (`), outdegQi(v) = ` and v has outdegree
at most d− ` in each subtree in Div. In the construction in Case 2, outdegQi(s) = 1 and
v has outdegree at most d − 1 in each subtree in Div. Thus Dij ∪ Qi has outdegree at
most d. By construction, Dij ∪Qi is connected and contains r.
Observe that every edge of T is in some subtree Cj ∪H (where 1 ≤ j ≤ x) or some
subtree Dij ∪Qi (where i ∈ {1, 2} and 1 ≤ j ≤ y). Hence
{Cj ∪H : 1 ≤ j ≤ x} ∪
{
Dij ∪Qi : i ∈ {1, 2}, 1 ≤ j ≤ y
}
is an outdegree-d rooted covering of T . Therefore
pi(∆, d, k) ≤ x+ 2y =

⌈
d−1
d−2pi − 2d−2
⌊
pi
d(d−1)
⌋⌉
if t < (d− 1)(d− 2)⌈
d
d−1pi +
⌈
pi
d(d−1)
⌉⌉
if t ≥ (d− 1)(d− 2) ,
as desired. 
Proof of Lower Bound in Theorem 7.1. To prove a lower bound on pi(∆, d, k) we con-
struct an outdegree-∆ rooted tree with pathwidth k that requires many subtrees in every
outdegree-d covering. For all integers n1, . . . , nk, where each ni ≥ pi(∆, d, i)+1, we con-
struct a tree T 〈n1, . . . , nk〉 with the desired property. (This statement is well-defined
since we have already proved that pi(∆, d, i) is bounded from above.) The number of
vertices in T 〈n1, . . . , nk〉 increases with the ni. Hence there are, in fact, infinitely many
such trees. Each tree has a nominated root vertex r, which has out-degree ∆. Every
non-leaf vertex has outdegree ∆ or ∆− 1.
The tree T 〈n1, . . . , nk〉 is constructed recursively as follows, starting from the path
P := (v−n, . . . , v−1, v0, v1, . . . , vn) ,
where n := nk. If k = 1 then, add ∆ − 2 leaf vertices adjacent to v0, and for each
vertex vi in P with 1 ≤ |i| ≤ n, add ∆ − 1 leaf vertices adjacent to vi. If k ≥ 2 then,
connect v0 to the root vertex in each of ∆ − 2 copies of T 〈n1, . . . , nk−1〉, and for each
vertex vi in P with 1 ≤ |i| ≤ n, connect vi to the root vertex in each of ∆ − 1 copies
of T 〈n1, . . . , nk−1〉. Root T 〈n1, . . . , nk〉 at r := v0. Thus v−n and vn have outdegree
∆ − 1, and every other vertex vi has outdegree ∆. By construction, T 〈n1, . . . , nk〉 has
pathwidth k.
By the definition of pi, T 〈n1, . . . , nk〉 has an outdegree-d rooted covering C = {F1, . . . , Fpi(∆,d,k)},
and r is in each Fi. We classify these subtrees depending on which edges in Fi ∩ P are
incident to r. Let C++ be the set of subtrees Fi ∈ C such that the edges rv−1 and rv1
are both in Fi∩P . Let C+− be the set of subtrees Fi ∈ C such that the edge rv−1 is the
only edge incident to r in Fi ∩ P . Let C−+ be the set of subtrees Fi ∈ C such that the
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edge rv1 is the only edge incident to r in Fi ∩ P . Let C−− be the set of subtrees Fi ∈ C
such that the edges rv−1 and rv1 are both not in Fi ∩ P . Hence
(2) |C++|+ |C+−|+ |C−+|+ |C−−| = pi(∆, d, k) .
For each subtree Fi ∈ C, let Fi,1, . . . , Fi,si be the component subtrees of Fi − V (P ).
Let
F := {Fi,j : 1 ≤ i ≤ pi(∆, d, k), 1 ≤ j ≤ si} .
Each subtree Fi,j ∈ F is contained in exactly one copy of T 〈n1, . . . , nk−1〉 in T 〈n1, . . . , nk〉.
Consider a copy T ′ of T 〈n1, . . . , nk−1〉. Say x is the root of T ′, and v` is the neighbour
of x in P . We say that v` is the attachment point of T
′ and of each subtree Fi,j ∈ F
that is contained in T ′. Since r is in Fi, the path between every vertex in Fi,j and r is
in Fi. This path includes x, which is thus in each Fi,j . Since Fi has outdegree at most
d, each Fi,j has outdegree at most d. Thus the set of subtrees in F that are contained
in T ′ form an outdegree-d rooted covering of T ′. Let pi := pi(∆, d, k− 1). By induction,
at least pi subtrees in F are contained in T ′.
Now partition the subtrees in F according to their attachment point in P . Let F0 be
the set of subtrees in F whose attachment point is v0. Let F+ be the set of subtrees in
F whose attachment point is vi for some i ∈ {1, . . . , n}. Let F− be the set of subtrees
in F whose attachment point is vi for some i ∈ {−n, . . . ,−1}.
There are ∆ − 2 copies of T 〈n1, . . . , nk−1〉 that attach at v0, each of which contain
at least pi subtrees in F . Thus |F0| ≥ pi · (∆ − 2). For each Fi ∈ C++, since v0 has
outdegree 2 in Fi∩P and outdegree at most d in Fi, there are at most d− 2 component
subtrees of Fi − P that are in F0. Similarly, for each Fi ∈ C−+ ∪ C+−, since v0 has
outdegree 1 in Fi ∩P , there are at most d− 1 component subtrees of Fi−P that are in
F0. Finally, for each Fi ∈ C−−, there are at most d component subtrees of Fi − P that
are in F0. Hence
(3) pi · (∆− 2) ≤ |F0| ≤ (d− 2) · |C++|+ (d− 1) · (|C−+|+ |C+−|)+ d · |C−−| .
There are ∆ − 1 copies of T 〈n1, . . . , nk−1〉 that attach at vi for i ∈ {1, . . . , n}, each
of which contain at least pi subtrees in F . Thus
(4) |F+| ≥ pi · (∆− 1)n .
For each Fi ∈ C++ ∪ C−+, the subtree consisting of those edges in Fi whose source
endpoint is in {v1, . . . , vn} is an outdegree-d caterpillar rooted at v1 whose spine is
contained in {v1, . . . , vn}. Every outdegree-d caterpillar rooted at the endpoint of its
spine and whose spine has at most n vertices has at most (d − 1)n + 1 leaves. Thus
there are at most (d− 1)n+ 1 component subtrees of Fi − P that are in F+. For each
Fi ∈ C−− ∪ C+−, no component subtrees of Fi − P are in F+. Thus by (4),
pi · (∆− 1)n ≤ |F+| ≤ ((d− 1)n+ 1) · (|C++|+ |C−+|) .
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Hence
pi · (∆− 1)− (d− 1) · (|C++|+ |C−+|) ≤ 1
n
· (|C++|+ |C−+|) .
By (2) and since n = nk > pi(∆, d, k),
pi · (∆− 1)− (d− 1) · (|C++|+ |C−+|) ≤ ⌊pi(∆, d, k)
n
⌋
= 0 .
Thus
(5) pi · (∆− 1) ≤ (d− 1) · (|C++|+ |C−+|) .
By symmetry,
(6) pi · (∆− 1) ≤ (d− 1) · (|C++|+ |C+−|) .
Observe that (3), (5) and (6) define an integer linear program with unknowns |C++|,
|C+−|, |C−+|, |C−−|. The solution of this integer linear program is given in Lemma B.1,
where
x = |C++|, y1 = |C+−|, y2 = |C−+|, z = |C−−|,
A = pi · (∆− 2), and
B = pi · (∆− 1) .
Since ∆ ≥ d we have (d− 2)B ≤ (d− 1)A, and Lemma B.1 is applicable. Equation (2)
and Lemma B.1 imply that
pi(∆, d, k) = |C++|+ |C+−|+ |C−+|+ |C−−|
≥
⌈
∆− 2
d
· pi + 2
d
⌈
∆− 1
d− 1 · pi
⌉⌉
.
This complete the proof of the lower bound when ∆ ≥ d+ 2.
For ∆ = d + 1 the above analysis can be slightly improved as follows. Observe that
for each Fi ∈ C−−, there are at most d− 1 component subtrees of Fi−P that are in F0
(rather than d component subtrees in the general case). Hence (3) can be strengthened
to:
(7) pi · (∆− 2) ≤ |F0| ≤ (d− 2) · |C++|+ (d− 1) · (|C−+|+ |C+−|+ |C−−|) .
Now consider the integer linear program with unknowns |C++|, |C+−|, |C−+|, |C−−| that
is defined in (5), (6) and (7). The solution of this integer linear program is given in
Lemma B.2, where
x = |C++|, y1 = |C+−|, y2 = |C−+|, z = |C−−|, and A = pi .
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Equation (2) and Lemma B.2 imply that
pi(∆, d, k) = |C++|+ |C+−|+ |C−+|+ |C−−|
≥

⌈
d−1
d−2 · pi − 2d−2
⌊
pi
d(d−1)
⌋⌉
if t < (d− 1)(d− 2)⌈
d
d−1 · pi +
⌈
pi
d(d−1)
⌉⌉
if t ≥ (d− 1)(d− 2) .
as desired in the case that ∆ ≥ d+ 1. 
This completes the proof of Theorem 7.1. We can estimate the recurrence in Theo-
rem 7.1 as follows.
Corollary 7.3. For all integers ∆ ≥ d ≥ 2 and k ≥ 0,
pi(∆, d, k) ≤
⌈
∆− 2
d
+
2
d
⌈
∆− 1
d− 1
⌉⌉k
,
with equality whenever ∆ ≡ d2 − 2d+ 2 (mod d2 − d).
Proof. It is easily proved that
⌈
ab
c
⌉ ≤ a⌈ bc⌉ for all integers a, b, c ≥ 1. Applying this
observation twice, Theorem 7.1 implies that
pi(∆, d, k) ≤ pi(∆, d, k − 1) ·
⌈
∆− 2
d
+
2
d
⌈
∆− 1
d− 1
⌉⌉
.
Since pi(∆, d, 0) = 1,
(8) pi(∆, d, k) ≤
⌈
∆− 2
d
+
2
d
⌈
∆− 1
d− 1
⌉⌉k
.
Now assume that ∆ ≡ d2− 2d+ 2 (mod d2− d). Then ∆−1d−1 ∈ Z and ∆−2d ∈ Z. (In fact,
the converse holds.) Thus Theorem 7.1 implies that
pi(∆, d, k) = pi(∆, d, k − 1) ·
(
∆− 2
d
+
2
d
· ∆− 1
d− 1
)
.
Thus equality in (8) holds since pi(∆, d, 0) = 1. 
8. Pathwidth and Unrooted Coverings
This section extends the results in Section 7 to the unrooted setting.
Theorem 8.1. For all integers ∆ ≥ d ≥ 3, every degree-∆ tree T with pathwidth k
satisfies mincoverd(T ) ≤ t, where
t :=
⌈
∆− 2
d− 2 · pi
⌉
and pi := pi(∆− 1, d− 1, k − 1) .
Moreover, there are infinitely many degree-∆ trees T with pathwidth k such that mincoverd(T ) =
t.
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Proof. First we prove the upper bound. T has a path P such that T − V (P ) has
pathwidth k − 1. Consider a vertex v of P . Let Tv be the subtree of T − E(P ) that
contains v, where Tv is rooted at v. Let f be the binding function of Tv defined by
f(v) := d− degP (v) and f(x) := d− 1 for every other vertex x. Each component U of
Tv − v, rooted at the neighbour of v, has outdegree at most ∆ − 1 and pathwidth at
most k − 1. Thus rmincoverd−1(U) ≤ pi. Since v has outdegree at most ∆− degP (v) in
Tv, by Lemma 4.5 applied to f , Tv has an outdegree-(d − 1) rooted covering Cv, such
that v has outdegree at most d− degP (v) in each subtree in Cv, and
|Cv| ≤
⌈
∆− degP (v)
d− degP (v)
· pi
⌉
≤ t ,
where the last inequality holds since degP (v) ∈ {0, 1, 2}. For i ∈ {1, . . . , t}, let Xi be
the union, taken over every vertex v in P , of the i-th subtree in Cv (if it exists). Thus
every vertex v in P has degree at most d− degP (v) in Xi, and v has degree at most d
in Xi ∪ P . Since every vertex not in P has outdegree at most d − 1 in each Xi, every
vertex not in P has degree at most d in each Xi. Every edge of T is in some Xi ∪ P .
Hence {Xi ∪ P : 1 ≤ i ≤ t} is the desired degree-d covering of T .
Now we prove the lower bound. Let X be the outdegree-(∆ − 1) rooted tree with
pathwidth k − 1, such that rmincoverd−1(X) = pi. (See the proof of the lower bound
in Theorem 7.1 for the construction of X.) Let n ≥ t − 1. Let T be the tree obtained
from the path P = (v−n−1, v−n, . . . , vn, vn+1) as follows. For each i ∈ {−n, . . . , n}, add
∆ − 2 copies of X whose roots are adjacent to vi; thus vi has degree ∆. Hence T is a
degree-∆ tree with pathwidth k.
Suppose on the contrary that T can be covered by t − 1 degree-d subtrees. By
Lemma 4.3, T has a degree-d covering by t− 1 degree-d maximal subtrees F1, . . . , Ft−1
that have a vertex r in common. Root T at r. Define f(r) := d and f(x) := d − 1 for
every other vertex x. Thus F1, . . . , Ft−1 is a degree-f covering of the rooted tree (T, r),
and rmincoverd(T ) = rmincoverf (T, r). Lemma 4.5 provides a recursive formula for
rmincoverf (T, r), which implies (by the symmetry of T ) that without loss of generality,
r = v0. In particular, for each copy of X rooted at some vertex w, every subtree in the
induced covering of X contains w.
Fix i ∈ {−n, . . . , n}. Let Ei be the set of ∆ − 2 edges in T − E(P ) incident to vi.
For each edge viw ∈ Ei, at least pi of the subtrees F1, . . . , Ft−1 intersect the copy of
X rooted at w, and each such subtree contains w. Since f(w) = d − 1 and each such
subtree Fj is maximal, the edge vwi is also in Fj . Thus
∑
j |Fj ∩Ei| ≥ (∆− 2)pi. Say a
subtree Fj hits vi if |Fj ∩ Ei| ≥ d− 1. If vi is hit by no subtree, then |Fj ∩ Ei| ≤ d− 2
for all j, implying
(t− 1)(d− 2) ≥
t−1∑
j=1
|Fj ∩ Ei| ≥ (∆− 2)pi .
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This is a contradiction since t < ∆−2d−2 pi + 1. Thus vi is hit by at least one subtree.
Hence the total number of hits is at least 2n + 1. Since 2n + 1 > 2(t − 1), some
subtree Fj hits at least three vertices, say va, vb, vc where −n ≤ a < b < c ≤ n. Since
Fj is connected, Fj contains the path (va, va+1, . . . , vc). Thus vb has degree at least
(d − 1) + 2 in Fj , which contradicts the assumption that Fj has maximum degree at
most d. Therefore at least t subtrees are needed in every covering of T by degree-d
subtrees. 
Theorem 8.1 says that trees with bounded maximum degree and bounded pathwidth
admit coverings by a bounded number of degree-d subtrees. In the case of d = 3, we
now prove a converse result for a large class of trees.
Proposition 8.2. Let T be a tree in which every non-leaf vertex has degree at least 4.
Then T has pathwidth at most mincover3(T ).
Proof. We proceed by induction on c := mincover3(T ). If c = 1 then no vertex has
degree at least 4, and every non-leaf vertex has degree at least 4, implying T ∼= K2,
which has pathwidth 1. Now assume that c ≥ 2. Fix a covering of T by c degree-3
subtrees T1, . . . , Tc. Let S :=
⋂c
i=1 Ti. Since T1 has maximum degree at most 3, S
has maximum degree at most 3. Suppose that degS(v) = 3 for some vertex v. By
assumption, degT (v) ≥ 4, implying there is an edge vw 6∈ S. Since vw ∈ E(Ti) for
some i, we have degTi(v) ≥ 4, and Ti is not degree-3. This contradiction proves that
degS(v) ≤ 2 for every vertex v. Since T1 is connected, S is connected. Thus S is
a path. For each edge vw of T such that v ∈ V (S) and w 6∈ V (S), let Tw be the
subtree of T − V (S) that contains w. Since vw 6∈ E(S), at most c − 1 of the subtrees
T1, . . . , Tc contain vw. Since each such subtree is connected, Tw is covered by at most
c− 1 subtrees. That is, mincover3(Tw) ≤ c− 1. By induction, the pathwidth of Tw is at
most c− 1. Therefore the pathwidth of T is at most c. 
Theorem 8.1 and Proposition 8.2 together say that pathwidth is the right parameter
to study when considering coverings of trees by a bounded number of degree-3 subtrees.
9. Coverings of General Graphs
This section considers coverings of general graphs by connected subgraphs of bounded
degree.
A connected vertex cover of a graph G is a connected subgraph H of G such that every
edge of G has at least one endpoint in H; that is, E(G − V (H)) = ∅. For algorithmic
aspects of connected vertex covers, see [12, 15, 18, 25].
Lemma 9.1. Let H be a connected vertex cover of a graph G. Let
k := ∆(G− E(H)) .
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Then for every integer d ≥ ∆(H) + 1, there is a covering of G by⌈
k + 1
d−∆(H)
⌉
connected degree-d subgraphs.
Proof. By Vizing’s Theorem [35] applied to G−E(H), there is a partition {Ei : 1 ≤ i ≤
k + 1} of E(G) − E(H), such that each Ei is a matching in G − E(H). Grouping the
matchings gives a partition {Fj : 1 ≤ j ≤
⌈
k+1
d−∆(H)
⌉} of E(G) − E(H), such that each
Fj is a degree-(d−∆(H)) subgraph of G−E(H). Thus H ∪Fj is a connected degree-d
subgraph of G, and {H ∪ Fj : 1 ≤ j ≤
⌈
k+1
d−∆(H)
⌉} is the desired covering of G. 
Corollary 9.2. Let H be a connected spanning subgraph of a graph G. Then for every
integer d ≥ ∆(H) + 1, there is a covering of G by⌈
∆(G)− δ(H) + 1
d−∆(H)
⌉
connected degree-d subgraphs.
Proof. The result follows from Lemma 9.1 with k ≤ ∆(G)− δ(H). 
Corollary 9.3. For every integer d ≥ 3, every Hamiltonian graph G has a covering by⌈
∆(G)− 1
d− 2
⌉
connected degree-d subgraphs.
Proof. Apply Corollary 9.2 with a Hamiltonian cycle H of G. Then ∆(H) = δ(H) = 2.
The result follows. 
This result can be slightly strengthened for d = 4.
Proposition 9.4. For all  > 0 there is an integer ∆0 such that every Hamiltonian
graph G with ∆(G) ≥ ∆0 has a covering by⌈
(12 + )(∆(G)− 2)
⌉
connected degree-4 subgraphs.
Proof. A forest is linear if each component is path. The linear arboricity of a graph G
is the minimum number of linear forests that partition E(G). Alon [1] proved that for
all  > 0 there is an integer ∆0 such that every graph G with ∆(G) ≥ ∆0 has linear
arboricity at most
⌈
(12 + )∆(G)
⌉
. Apply this result to G− E(C) where C is a Hamil-
tonian cycle in G. We obtain a partition F of E(G) − E(C) into ⌈(12 + )(∆(G)− 2)⌉
linear forests. Thus {C ∪ F : F ∈ F} is a covering of G by degree-4 subtrees. 
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Now consider coverings of planar graphs by connected subgraphs of bounded degree.
Tutte [34] proved that every 4-connected planar graph is Hamiltonian. Thus Corol-
lary 9.3 implies the next result.
Corollary 9.5. For every integer d ≥ 3, every 4-connected planar graph G has a
covering by ⌈
∆(G)− 1
d− 2
⌉
connected degree-d subgraphs. 
Corollary 9.6. For every integer d ≥ 4, every 3-connected planar graph G has a
covering by ⌈
∆(G)
d− 3
⌉
connected degree-d subgraphs.
Proof. Barnette [3] proved that G has a degree-3 spanning tree H. The result follows
from Corollary 9.2 with ∆(H) = 3 and δ(H) = 1. 
Note that various generalisations of the above-mentioned result by Barnette [3] for
graphs embedded on surfaces [6, 10, 16, 23, 28, 33, 36] can be applied to obtain similar
results to Corollary 9.6. We omit the details.
We conclude with an open problem: Is there a function f and constants c and d
such that every c-connected graph G has a covering by f(∆(G)) connected degree-d
subgraphs? We now show that the answer is negative for c = 2 and d = 2 (even for
outerplanar graphs).
Proposition 9.7. For all k ≥ 2 there is a 2-connected outerplanar graph with maxi-
mum degree 3 that requires at least k subgraphs in every covering by degree-2 connected
subgraphs.
Proof. Let m := 2k and n := 4k. Let H be the graph obtained from disjoint paths
(a1, . . . , am) and (b1, . . . , bm) by adding the edge aibi for all i ∈ [1,m]. Each edge aibi
is called a cross edge, and a1b1 is called the base edge. As illustrated in Figure 4, let
G be the graph obtained from a cycle (v1, . . . , v2n) and n copies H1, . . . ,Hn of H by
identifying the base edge of Hj with the edge v2j−1v2j for each j ∈ [1, n]. Observe that
G is 2-connected and outerplanar, and has maximum degree 3. Let X1, . . . , Xt be a
covering of G by connected degree-2 subgraphs (that is, paths and cycles). To complete
the proof we now show that t ≥ k. Say Xi occupies Hj if Xi contains at least two cross
edges in Hj . Observe that if Xi occupies Hj , then either Xi is a cycle contained in Hj ,
or Xi is a path and it has an endpoint in Hj . Thus each Xi occupies at most two Hj
subgraphs, implying Xi contains less than n+ 2m cross edges. Since there are nm cross
edges in total, t > nmn+2m = k. 
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H1
H2
H3
H4
H5
H6
· · ·
Hn
m
Figure 4. Construction in the proof of Proposition 9.7.
This question seems related to a result by Chen et al. [7], who proved that every
3-connected graph G with n ≥ 4 vertices and maximum degree at most d ≥ 3 contains
a cycle of length at least nlogb 2 + 2, where b = 2(d− 1)2 + 1.
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Appendix A. Complete Multipartite Graphs
For a graph G and integer d ≥ 1, let numcliquesd(G) be the minimum number of
disjoint (≤ d)-cliques of G that partition V (G). For example, numcliques1(G) = |V (G)|,
and numcliques2(G) = |V (G)| − p, where p is the number of edges in a maximum
matching in G. Let K〈n1, . . . , nk〉 be the complete k-partite graph with ni vertices in
the i-th colour class. We now determine numcliquesd(K〈n1, . . . , nk〉).
Lemma A.1. For all integers k ≥ d ≥ 1 and n1, . . . , nk ≥ 0,
numcliquesd(K〈n1, . . . , nk〉) = max
{
max
1≤i≤k
ni,
⌈
1
d
k∑
i=1
ni
⌉}
.
Moreover, there is a O(
∑k
i=1 ni) time algorithm to compute a partition of K〈n1, . . . , nk〉
into this many (≤ d)-cliques.
Proof. Since each vertex in the i-th colour class is in a distinct clique of the parti-
tion, numcliquesd(K〈n1, . . . , nk〉) ≥ ni. Since every vertex is in some clique of the
partition, d · numcliquesd(K〈n1, . . . , nk〉) ≥
∑k
i=1 ni. Thus proves the lower bound on
numcliquesd(K〈n1, . . . , nk〉).
It remains to prove the upper bound. We proceed by induction on d +
∑k
i=1 ni.
Assume that n1 ≥ · · · ≥ nk ≥ 0. If d = 1 then
numcliques1(K〈n1, . . . , nk〉) =
k∑
i=1
ni = max
{
n1,
k∑
i=1
ni
}
,
as desired. Now assume that d ≥ 2. First suppose that nd = 0. Then
numcliquesd(K〈n1, . . . , nk〉) = numcliquesd−1(K〈n1, . . . , nd−1〉),
and by induction
numcliquesd(K〈n1, . . . , nk〉) ≤ max
{
n1,
⌈
1
d− 1
d−1∑
i=1
ni
⌉}
= n1 ≤ max
{
n1,
⌈
1
d
k∑
i=1
ni
⌉}
.
Now assume that nd ≥ 1. Let C be a set with exactly one vertex from each of the d
largest colour classes. So C is a d-clique, and
(9) numcliquesd(K〈n1, . . . , nk〉) ≤ 1+numcliquesd(K〈n1−1, . . . , nd−1, nd+1, . . . , nk〉) .
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Suppose that n1 = · · · = nd+1 (≥ 1). Thus by (9) and induction
numcliquesd(K〈n1, . . . , nk〉) ≤ 1 + max
{
nd+1,
⌈
1
d
((
k∑
i=1
ni
)
− d
)⌉}
= max
{
1 + n1,
⌈
1
d
k∑
i=1
ni
⌉}
.
Observe that ⌈
1
d
k∑
i=1
ni
⌉
≥
⌈
(d+ 1)n1
d
⌉
= n1 +
⌈n1
d
⌉
≥ n1 + 1 .
Thus
numcliquesd(K〈n1, . . . , nk〉) ≤
⌈
1
d
k∑
i=1
ni
⌉
= max
{
n1,
⌈
1
d
k∑
i=1
ni
⌉}
,
as desired. Now assume that nd+1 < nd. Hence by (9) and induction,
numcliquesd(K〈n1, . . . , nk〉) ≤ 1 + max
{
n1 − 1,
⌈
1
d
((
k∑
i=1
ni
)
− d
)⌉}
= max
{
n1,
⌈
1
d
k∑
i=1
ni
⌉}
,
as desired. It is easily seen that this proof can be adapted to give a greedy linear-time
algorithm to compute the partition, where at each stage, a d-clique is repeatedly chosen
from the d largest colour classes. 
Note that the case d = 2 in Lemma A.1 also follows from a result by Sitton [29], who
determined the size of the largest matching in K〈n1, . . . , nk〉.
The Turan graph K〈n; k〉 is the complete k-partite graph K〈n1, . . . , nk〉 where n =∑k
i=1 ni and |ni − nj | ≤ 1 for i, j ∈ {1, . . . , k}.
Corollary A.2. For all integers k ≥ d ≥ 1,
numcliquesd(K〈n; k〉) =
⌈n
d
⌉
.
Moreover, there is O(n) time algorithm to compute a partition of K〈n; k〉 into ⌈nd ⌉
(≤ d)-cliques.
Proof. Let x and y be integers such that n = xk + y where 0 ≤ y ≤ k − 1. Then
K〈n; k〉 ∼= K〈x, . . . , x︸ ︷︷ ︸
k−y
, x+ 1, . . . , x+ 1︸ ︷︷ ︸
y
〉 .
By Lemma A.1,
numcliquesd(K〈n; k〉) =
max{x,
⌈
n
d
⌉} if y = 0 ,
max{x+ 1, ⌈nd ⌉} if y ≥ 1 .
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If y = 0 then n = xk ≥ xd and nd ≥ x. If y ≥ 1 then n ≥ xk + 1 ≥ xd + 1 and⌈
n
d
⌉ ≥ x+ 1. In both cases, numcliquesd(K〈n; k〉) = ⌈nd ⌉. 
In the proof of the upper bound in Theorem 7.1, we need the following result about
partitioning Turan graphs into cliques of two specified sizes.
Corollary A.3. For all integers n, k, p, q,m, such that n, k ≥ 1 and k ≥ p, q ≥ 0 and
m ≥ 0, there is a vertex partition of the Turan graph K〈n; k〉 into m (≤ p)-cliques and⌈max{n−mp,0}
q
⌉
(≤ q)-cliques.
Proof. We proceed by induction on m. If m = 0 then by Corollary A.2, K〈n; k〉 has
a partition into dnq e (≤ q)-cliques, as desired. Now assume that m ≥ 1. If n ≤ p
then K〈n; k〉 ∼= Kn has a partition into one (≤ p)-clique and zero (≤ q)-cliques, as
desired. Now assume that n ≥ p+ 1. Let C be a p-clique with exactly one vertex from
each of the p largest colour classes of K〈n; k〉. This is well-defined since p ≤ k. Then
K〈n; k〉−C ∼= K〈n− p; k〉. By induction, there is a vertex partition of K〈n− p; k〉 into
m − 1 (≤ p)-cliques and ⌈n−p−(m−1)pq ⌉ (≤ q)-cliques. Since ⌈n−p−(m−1)pq ⌉ = ⌈n−mpq ⌉,
with C, we have a vertex partition of K〈n; k〉 into m (≤ p)-cliques and ⌈n−mpq ⌉ (≤ q)-
cliques. 
Appendix B. Integer Linear Programs
This appendix contains a solution to the integer linear program that arose in the
proof of the lower bound in Theorem 7.1.
Lemma B.1. Fix integers A,B ≥ 1 and d ≥ 2 such that A ≤ B and (d−2)B ≤ (d−1)A.
Suppose that some non-negative integers x, y1, y2, z satisfy
(d− 2)x+ (d− 1)(y1 + y2) + dz ≥ A(10)
(d− 1)(x+ y1) ≥ B(11)
(d− 1)(x+ y2) ≥ B.(12)
Then
x+ y1 + y2 + z ≥
⌈
A
d
+
2
d
⌈
B
d− 1
⌉⌉
.
This bound is achievable, for example by
x :=
⌈
B
d− 1
⌉
, y1 := y2 := 0, z :=
⌈
A− x(d− 2)
d
⌉
.
Proof. Say (x, y1, y2, z) is a solution if (10), (11) and (12) are satisfied. A solution is
optimal if it minimises x + y1 + y2 + z. Suppose that (x, y1, y2, z) is a solution, where
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y1 ≥ y2. We claim that (x+y2, 0, 0, z+y1) is also a solution. By (10) and since y1 ≥ y2,
(d− 2)(x+ y2) + (d− 1)(0 + 0) + d(z + y1)
= (d− 2)x + (d− 2)y2 + dy1 + dz
≥ (d− 2)x+ (d− 1)(y1 + y2) + dz
≥ A .
Thus (x+ y2, 0, 0, z + y1) satisfies (10). By (12) and since y1 ≥ y2,
(d− 1)(x+ y1) ≥ (d− 1)(x+ y2) ≥ B .
Thus (x + y2, 0, 0, z + y1) satisfies (11) and (12). Hence (x + y2, 0, 0, z + y1) is also a
solution, as claimed. Since
x+ y1 + y2 + z = (x+ y2) + 0 + 0 + (z + y1),
there is an optimal solution (x, 0, 0, z). By (11) or (12),
x = xi :=
⌈
B
d− 1
⌉
+ i
for some integer i ≥ 0. By (10),
z ≥ zi :=
⌈
A− (d− 2)xi
d
⌉
.
Now,
x+ z ≥ xi + zi =
⌈
A+ 2xi
d
⌉
≥
⌈
A+ 2x0
d
⌉
= x0 + z0 .
Thus if (x0, 0, 0, z0) is a solution, then it is optimal. Thus it suffices to prove that
(x0, 0, 0, z0) is a solution. Clearly x0 ≥ 0 and (10), (11) and (12) are satisfied. It
remains to prove that z0 ≥ 0. We have
(d− 2)x0 = (d− 2)
⌈
B
d− 1
⌉
≤ (d− 2)B
d− 1 + (d− 2) ≤ A+ d− 2 .
Thus A− (d− 2)x0 ≥ 2− d and
z0 =
⌈
A− (d− 2)x0
d
⌉
≥
⌈
2− d
d
⌉
=
⌈
2
d
⌉
− 1 = 0 ,
as desired. Hence (x0, 0, 0, z0) is an optimal solution. The claimed lower bound on
x+ y1 + y2 + z follows by substitution. 
Now we solve another integer program that is needed in the proof of the lower bound
in Theorem 7.1 with ∆ = d+ 1.
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Lemma B.2. Fix integers A ≥ 1 and d ≥ 2. Let r := A mod d(d− 1). Thus 0 ≤ r ≤
d(d− 1)− 1. Suppose that x, y1, y2, z ∈ Z satisfy
(d− 2)x+ (d− 1)(y1 + y2 + z) ≥ (d− 1)A(13)
(d− 1)(x+ y1) ≥ dA(14)
(d− 1)(x+ y2) ≥ dA.(15)
Then
x+ y1 + y2 + z ≥

⌈
d−1
d−2A− 2d−2
⌊
A
d(d−1)
⌋⌉
if r < (d− 1)(d− 2)⌈
d
d−1A+
⌈
A
d(d−1)
⌉⌉
if r ≥ (d− 1)(d− 2) .
This bound is achievable, for example by
x :=

⌈
d−1
d−2A− 2d−2d−2
⌊
A
d(d−1)
⌋⌉
if r < (d− 1)(d− 2)⌈
d
d−1A−
⌈
A
d(d−1)
⌉⌉
if r ≥ (d− 1)(d− 2) ,
y1 := y2 :=

⌊
A
d(d−1)
⌋
if r < (d− 1)(d− 2)⌈
A
d(d−1)
⌉
if r ≥ (d− 1)(d− 2) ,
z := 0 .
Proof. Say (x, y1, y2, z) is a solution if (13), (14) and (15) are satisfied. A solution is
optimal if it minimises x+y1+y2+z. Observe that if (x, y1, y2, z) is an optimal solution,
then (x, y1+z, y2, 0) also is an optimal solution. Thus (x, y1, y2, 0) is an optimal solution
for some y1 ≥ y2.
Let (x, y1, y2, 0) be an optimal solution with y1 ≥ y2, such that y1 − y2 is minimised.
Suppose on the contrary that y1 − y2 ≥ 1. Then (x− 1, y1, y2 + 1, 0) is a solution since
(d− 2)(x− 1) + (d− 1)(y1 + y2 + 1) = (d− 2)x+ (d− 1)(y1 + y2)− (d− 2) + (d− 1)
= (d− 2)x+ (d− 1)(y1 + y2) + 1
≥ (d− 1)A+ 1,
and by (15),
(d− 1)(x− 1 + y1) ≥ (d− 1)(x+ y2) ≥ dA, and
(d− 1)(x− 1 + y2 + 1) = (d− 1)(x+ y2) ≥ dA.
Moreover, (x − 1, y1, y2 + 1, 0) is optimal since x + y1 + y2 = (x − 1) + y1 + (y2 + 1).
This proves that (x, y1, y2, 0) does not minimise y1− y2, which is a contradiction. Thus
y1 = y2.
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Hence (x∗, y∗, y∗, 0) is an optimal solution for some x∗, y∗ ∈ Z. That is, x∗ and y∗
minimise x∗ + 2y∗ such that
(d− 2)x∗ + 2(d− 1)y∗ ≥ (d− 1)A(16)
(d− 1)(x∗ + y∗) ≥ dA .(17)
First consider the case when d = 2. Then (16) and (17) hold if and only if y∗ ≥ ⌈A2 ⌉
and x∗ ≥ 2A− y∗. Thus x∗ + 2y∗ is minimised by y∗ = ⌈A2 ⌉ and x∗ = 2A− y∗ = ⌊3A2 ⌋.
Hence x∗ + 2y∗ =
⌊
3A
2
⌋
+ 2
⌈
A
2
⌉
=
⌈
5A
2
⌉
. This result matches the claimed bounds since
r ≥ (d− 1)(d− 2) when d = 2.
Now assume that d ≥ 3. Thus (16) and (17) hold if and only if
x∗ ≥
⌈
max
{
d− 1
d− 2A−
2d− 2
d− 2 y
∗,
d
d− 1A− y
∗
}⌉
.
That is,
x∗ + 2y∗ ≥
⌈
max
{
d− 1
d− 2A−
2
d− 2y
∗,
d
d− 1A+ y
∗
}⌉
.
Define
f(y) := max
{
d− 1
d− 2A−
2
d− 2y,
d
d− 1A+ y
}
=
d−1d−2A− 2d−2y if y ≤ Ad(d−1)d
d−1A+ y if y ≥ Ad(d−1) .
For a given value of y∗, setting
x∗ :=
⌈
max
{
d− 1
d− 2A−
2d− 2
d− 2 y
∗,
d
d− 1A− y
∗
}⌉
implies that that x∗ + 2y∗ = df(y∗)e. Since x∗ and y∗ minimise x∗ + 2y∗,
x∗ + 2y∗ = min
y∈Z
df(y)e = min
y∈Z

⌈
d−1
d−2A− 2d−2y
⌉
if y ≤
⌊
A
d(d−1)
⌋
⌈
d
d−1A+ y
⌉
if y ≥
⌈
A
d(d−1)
⌉
.
Observe that Ad(d−1) is the only local minimum (and thus the global minimum) of f .
Hence
y∗ =
⌊
A
d(d− 1)
⌋
or y∗ =
⌈
A
d(d− 1)
⌉
.
If r = 0 then y∗ = Ad(d−1) is an integer, and we are done with x
∗ = d+1d A and x
∗+ 2y∗ =
d2+1
d2−dA. Now assume that r ≥ 1. Thus
f
(⌊
A
d(d− 1)
⌋)
< f
(⌈
A
d(d− 1)
⌉)
⇐⇒ d− 1
d− 2A−
2
d− 2
⌊
A
d(d− 1)
⌋
<
d
d− 1A+
⌈
A
d(d− 1)
⌉
⇐⇒ d− 1
d− 2A−
2
d− 2 ·
A− r
d(d− 1) <
d
d− 1A+
A− r
d(d− 1) + 1
⇐⇒ r < (d− 1)(d− 2) .
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Thus
x∗ + 2y∗ = df(y∗)e =

⌈
d−1
d−2A− 2d−2
⌊
A
d(d−1)
⌋⌉
if r < (d− 1)(d− 2)⌈
d
d−1A+
⌈
A
d(d−1)
⌉⌉
if r ≥ (d− 1)(d− 2) ,
where
y∗ =

⌊
A
d(d−1)
⌋
if r < (d− 1)(d− 2)⌈
A
d(d−1)
⌉
if r ≥ (d− 1)(d− 2)
and
x∗ =

⌈
d−1
d−2A− 2d−2d−2
⌊
A
d(d−1)
⌋⌉
if r < (d− 1)(d− 2)⌈
d
d−1A−
⌈
A
d(d−1)
⌉⌉
if r ≥ (d− 1)(d− 2) .
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