Introduction
The problem of computing π(x), the number of primes p ≤ x, has been studied for a long time. The ancient Greeks had a method for locating all the prime numbers below a given bound, the sieve of Eratosthenes. Legendre (see [4] ) was the first to suggest a method of calculating π(x) without locating all the primes less than x. He observed that the principle of inclusion-exclusion implied that where [z] denotes the greatest integer ≤ z and the p i run over all primes ≤ x 1 ⁄2 , and p i < p j in the second sum, p i < p j < p k in the third sum, and so on. This formula is not of immediate utility in computing π(x) because it involves computing about 6π − 2 ( 1 − log 2 ) x nonzero terms. Actual calculations of π(x) by Gauss and others were based on factor tables made using sieve methods. The first efficient algorithm for computing π(x) which does not involve locating all the primes below x is due to the astronomer E. D. F. Meissel ([11] - [14] ). His method is economical of space, and can be viewed as reducing the number of terms in ''Legendre's sum'' (1.1). Using his methods he calculated π( 10 8 ) = 5 , 761 , 455 in 1871, and then after an enormous calculation announced in 1885 that π( 10 9 ) was 50,847,478. (His value of π ( 10 9 ) was subsequently shown to be too small by 56, see [9] .) Modifications of Meissel's method were subsequently suggested by several authors (see [4] , pp. 429-434) who did not, during the era of hand computation, attempt to explicitly compute larger values of π(x). With the advent of digital computers, the problem of computing π(x) was reconsidered by D. H. Lehmer [9] , who extended and simplified Meissel's method. Lehmer used an IBM 701 to calculate π( 10 10 ) = 455 , 052 , 512 (a value later shown [3] to be too large by 1).
Following this, other authors ( [3] , [10] ) calculated π(x) for larger values of x using variants of the Meissel-Lehmer method, the current record being the calculation of π( 10 13 ) by Bohman [3] in 1972. Bohman's value for π ( 10 13 ) turns out to be too small by 941, see Section 6.
In this paper we propose new algorithms of Meissel-Lehmer type for computing π(x)
and analyze their asymptotic computational complexity. Our interest in the asymptotic complexity of computing π(x) was stimulated by a paper of H. S. Wilf [15] , which cited π(x) as an example of a function whose individual values are hard to compute. Indeed in this connection it appears that the existing methods for computing π(x), which are based on variants of the Meissel-Lehmer method, have asymptotic running times at least c ε x 1 − ε for any ε > 0 and some c ε > 0. (It is hard to estimate the asymptotic computational complexity of Meissel's original method [11] , since it is presented as a collection of rules to be applied according to the human calculator's judgment.) We analyze asymptotic running times using as a model of computation a Random Access Machine (RAM), which is a relatively realistic model of the addressible core storage area of a digital computer. (The RAM model is described in detail in Aho, Hopcroft and
Ullman [1] , Chapter 1.) An essential feature of the RAM model relevant to the complexity analysis is that on a RAM it is possible to jump between any two storage locations in a single operation. This feature is needed to quickly implement algorithms which use sieve methods. We prove the following result. terms in Theorem A can be replaced by lower order terms by a more detailed running time analysis than we give; for example, it can be shown that the algorithm described in Section 3 halts after at most O(x 2/3 ( log x) 4 ) bit operations using at most
O(x 1/3 ( log x) 2 ) bit locations of space. At the end of Section 3 we explain why we are unable to improve the exponent of the running time bound below 2/3 for an algorithm of In addition, one can further speed up the computation of π(x) using parallel processing. We consider a model of parallel processing in which simultaneous transfers of information are allowed. We assume that we have M processors, which are arranged as the first M leaves of a complete balanced binary tree having 2 k leaves, where 4 ) by a more detailed running time analysis of the algorithm described in the text.
Theorem B logically includes Theorem A. We prove Theorem A separately because a somewhat simplified algorithm and running time analysis is possible in this case.
The algorithms described in Sections 3 and 4 were designed to facilitate their asymptotic running time analysis, and have inefficiences from the viewpoint of practical computation. In Section 5 we describe modifications of the Extended Meissel-Lehmer method which improve its performance in practice. The second author implemented a version of the algorithm described in Section 5 on an IBM 3081, and used it to compute various values of π(x), the largest being x = 4×10 16 . These results are described in Section 6.
Several authors [5] , [9] have noted that algorithms of the Meissel-Lehmer type can be developed to compute the function π(x;k,l) which counts the number of primes p ≤ x in the arithmetic progression k( mod l), as well as summatory functions of other multiplicative integer-valued functions. The ideas underlying the Extended MeisselLehmer algorithm also carry over to these situations.
The first and third authors [7] have found an entirely different algorithm for computing π(x) which runs in O(x 3/5 + ε ) time and uses O(x ε ) space, which can also be speeded up using parallel processors. It is based on ideas from analytic number theory related to the "explicit formulae" for π(x). The algorithm of [7] seems considerably more difficult to program than the Extended Parallel Meissel-Lehmer method, and the constants implied by the O-symbols in [7] are probably rather large. Consequently, despite its asymptotic superiority, the algorithm of [7] is very likely not competitive with the Extended Parallel Meissel-Lehmer method for computing π(x) for x ≤ 10 17 .
Some of the results of this paper are sketched in the announcement [6] , which describes a simpler variant of the Extended Meissel-Lehmer algorithm which requires O(x 2/3 + ε ) storage space.
Algorithms of Meissel-Lehmer Type
We first describe the basic structure of algorithms of Meissel-Lehmer type, following the treatment of Lehmer [9] . Let p 1 ,p 2 ,p 3 ,... denote the primes 2 , 3 , 5 ,... numbered in increasing order, and for a ≥ 1 let
denote the partial sieve function which counts numbers ≤ x with no prime factor less than or equal to p a , and let
denote the k-th partial sieve function, which counts numbers ≤ x with exactly k prime factors, none smaller than or equal to p a . We set P 0 (x,a) = 1. We then have the identity
where the sum on the right has only finitely many nonzero terms. Now
so that if one can compute φ(x,a), P 2 (x,a), P 3 (x,a), etc., one can obtain π(x).
Meissel-Lehmer methods split the computation of π(x) into two parts, which are the computation of the P i (x,a) and that of φ(x,a).
The computation of the P i (x,a) is the simpler of the two parts. In the Extended
Meissel-Lehmer method, we will take a = π(x 1/3 ) in which case P 3 (x,a) = P 4 (x,a) = ... = 0, so we need only consider the computation of P 2 (x,a)
here. The computation of P 2 (x,a) is based on the formula
which is valid whenever a ≤ π(x 1/2 ). The sum on the right side of (2. 3), see [9] .
We now consider the computation of the term φ(x,a). Meissel-Lehmer methods accomplish this by repeated use of the recurrence
One may think of the process of applying (2.4) repeatedly as creating a rooted binary tree ( Figure 1 ) starting from the root node φ(x,a). Each application of the rule (2.4) splits a node into two leaves corresponding to the terms on the right side of (2.4) (See Figure 1) .
At all times in this process φ(x,a) is equal to the sum (with the signs indicated) of the terms associated with the leaves of the rooted tree. At some point a truncation rule is applied to terminate the growth of the tree, and the contributions of the leaves are added up to compute φ(x,a). Variants of the Meissel-Lehmer algorithm are obtained by using different truncation rules and different methods to evaluate the contributions of the leaves. We note that the nodes of the binary tree are uniquely identified by ordered pairs (n,b) where
The node (n,b) has the associated term ( − 1 )
. In practice it is not necessary to construct the tree explicitly; all that is needed is a way to evaluate the contribution of the leaves.
As an example, Lehmer [9] uses the following truncation rule. (
Truncation
We call leaves of type (i) ordinary leaves and leaves of type (ii) special leaves. The resulting binary tree does not have very many leaves, as we now show.
Lemma 2.1. The rooted binary tree resulting from applying Truncation Rule T to φ(x,a)
with a = π(x 1/3 ) has at most x 1/3 ordinary leaves and at most x 2/3 special leaves.
Proof. The first thing to observe is that no two leaves (n,b) have the same value of n. To bound the number of special leaves, we use the fact that a special leaf (n,b) has the father node (n *,b + 1 ) where
because (n *,b + 1 ) is not a special leaf. Now (2.9) implies that there are at most to reduce the storage requirements of the algorithm. A special data structure (the array {(a(i, j) } given by (3.9) below) is used to allow fast storage and retrieval of the intermediate partial sieving results as they are produced.
We now describe the Extended Meissel-Lehmer algorithm in detail and analyze its asymptotic running time.
The Extended Meissel-Lehmer Algorithm
The Extended Meissel-Lehmer algorithm computes π(x) using the formula (2.1) with
The algorithm splits into two parts, one to compute P 2 (x,a), the other to compute φ(x,a). We first describe the algorithm to compute P 2 (x,a).
This algorithm computes P 2 (x,π(x 1/3 ) ) using the formula
The main difficulty is the computation of the sum on the right side of (3.2). To compute In an initial precomputation we completely sieve the first block and create an ordered list P of all primes p ≤ x 1/3 , for use in subsequent sieving. We also determine π(x 1/3 ).
We now process the blocks B j sequentially. During the jth pass we are given as input π( ( j − 1 ) N) saved from the last pass. We sieve out from the block B j all proper multiples of all primes from our list P, which completely sieves B j because it contains only integers ≤ x 2/3 . We now use the sieved list and π( ( j − 1 ) N) to compute the list
< j N + 1 is being processed. Our next step is to locate all
This will occur if and only if p is a prime lying in the half-open interval
Our next step is to sieve out from the interval I j all proper multiples of all primes ≤ x 1/4 , which completely sieves it because I j contains no elements > x 1/2 . Also note at this point that all the intervals I j are disjoint. Now we have located all the primes { p: p∈I j }.
Next we compute the set { y = [ p x _ _ ] : p ∈ I j }, and evaluate the sum
in one pass through the list {π(y)
Finally we empty storage of everything except the list P of primes ≤ x 1/3 , π(x 1/3 ), π( j N), S j and π(x 1/2 ) (if known), and proceed on to process block B j + 1 .
At the end of this process the accumulator contains
and we also know π(x 1/3 ) and π(x 1/2 ). We then compute P 2 (x,π(x 1/3 ) ) using (3.2). arithmetic operations.
To bound the space requirements, we note that the lists P and for I j to be nonempty, so that j N + 1 > x 1/2 . Hence I j contains at most
integers. The remaining space requirements are asymptotically negligible. . Now we describe an algorithm to compute φ(x,π(x 1/3 ) ).
Remark. It is easy to extend the method of Algorithm
P 2 to compute P 2 (x,π(x α ) ) in O(x 1 − α + ε ) arithmetic operations using O(x
Algorithm φ φ
This algorithm computes φ(x,π(x 1/3 ) ) using the formula derived from (2.4) using Truncation Rule T. This is
where µ(n) is the Mo . . bius function, which is given by
otherwise .
prime factors of n .
if n is squarefree , and ω(n) is the number of (3.4)
Here:
(1) (n, 0 ) is an ordinary leaf exactly when n is squarefree and n ≤ x 1/3 .
(2) (n,b) is a special leaf exactly when n = p a 1 ... p a r , where
Let S 1 and S 2 denote the sums in (3.3) over the ordinary and special leaves respectively.
As a first step Algorithm φ constructs an ordered list of all primes p ≤ x 1/3 , which is stored and used throughout the remainder of the algorithm.
The contribution S 1 of the ordinary leaves is easy to compute. We obtain a list of all squarefree integers n in the interval [ 1 , [x 1/3 ] ] along with µ(n) by a simple sieving procedure. We start with each cell containing a 1. We sieve by all primes p < x, multiplying each element sieved by − 1. Then we sieve by squares of primes p 2 for all p < x 1/6 , and put a zero in each cell thus sieved. After this sieving the content of cell n is just µ(n). Then
We compute φ( n x _ _ , 0 ) using the formula
and add up the terms µ(n) φ( n x _ _ , 0 ) successively in an accumulator to compute S 1 .
The computation of the contribution S 2 of the special leaves is the most complicated part of Algorithm φ. We first note that special leaves (n,b) have the form
where (n *,b + 1 ) is the father node of (n,b) in the binary tree, and that
and necessarily
In an initial preprocessing step, we prepare an ordered array
where f (m) is the least prime factor of m and µ(m) is given by (3.4 
and the last block may be short.
We now describe the sieving of the k-th block B k . The algorithm has available from the sieving of the previous blocks the table 
where a(i, j) counts the number of currently unsieved elements in the subinterval
where the subintervals corresponding to j = 1 ) N,b) is available in the table (3.8) . We now calculate the contribution to the sum S 2 of all special leaves (n,b) for which
as follows. We have n = n * p b + 1 using (3.5), and we note that (3.11) implies that n *
Conversely, any n * ≤ x 1/3 which satisfies (3.6) corresponds to a unique special leaf (n * p b + 1 ,b). Consequently we are looking for exactly those n * which lie in the interval For each such m we compute
where by (3.10), 1 ≤ l ≤ N. We then calculate
using (3.10), and add it to the accumulator computing S 2 . In this way we calculate the contribution of all the special leaves (n,b) with [ n Proof. The correctness of Algorithm φ is easy to check, as is the length of integers stored during the computation.
To obtain the time and space bounds, we observe first that the evaluation of the sum . Consequently it will suffice to show that
To do this, we first note that for k = 1 the sets J 
by (3.13) . Combining these inequalities, we have
Substituting (3.17) in (3.16) yields
the desired result.
Proof of Theorem A. This follows from Lemma 3.1 and Lemma 3.2, using the formula (3.1).
We do not see how to reduce the exponent of the running time bound in Theorem A below 2/3. This conclusion is explained by the following heuristic argument. Suppose there existed a Meissel-Lehmer type algorithm with an asymptotic running time exponent β smaller than 2/3, which computed π(x) using the formula
for some sieving limit p a . By the remark after Lemma 3.1, it seems that we must have
to compute P 2 (x,a) in O(x β ) arithmetic operations. Now consider computing φ(x,a).
In order to keep the time bound O(x β ) we can only afford to sieve the interval [ 1 ,
Hence it appears that we cannot evaluate nodes (n,b) in the binary tree for φ(x,a) having This heuristic argument suggests that to improve the running time exponent below 2/3 one needs at least one of:
(i) A faster way to compute P 2 (x,a) than that given after Lemma 3.1.
(ii) A new method to evaluate the contribution of many leaves (n,b) when n is small and b is large.
The Extended Parallel Meissel-Lehmer Algorithm
We now adapt the Meissel-Lehmer algorithm to the case where there are M parallel processors, with M ≤ x 1/3 . We compute π(x) via formula (3.1), using separate algorithms for computing P 2 (x,a) and φ(x,a), where a = π(x The parallel processing algorithm for computing P 2 (x,a) is the simpler of the two algorithms.
Algorithm Parallel P 2 P 2 .
In the initialization phase, (ii) The number of n(I) of primes p in the set
(iii) The sum -25 -
An important observation is that given the values S(I 1 ) and S(I 2 ) for two contiguous
it is easy to compute the values S(I)
for the concatenated interval I = I 1 ∪I 2 = [a + 1 ,c + 1 ) using the formulae For each subinterval C i j the information S(C i j ) is computed during the sieving of that subinterval by a method exactly like that of Algorithm P 2 described in Section 2. By sieving the intervals C i j in increasing order, we may calculate 
since π( 0 ) = 0. Then we calculate We now describe our parallel processing algorithm for computing φ(x, π(x 1/3 ) ).
Algorithm Parallel φ φ. and the special leaf cost by
Note that both of these functions are additive on disjoint subintervals of
, and that
We subdivide J into at most M subintervals { B i
] and then, after z i − 1 is chosen, selecting z i so that z i is minimal with respect to the property that
To compute z i explicitly, we observe that
_ _____ exactly when 9) and (4.6) implies that
_ _____ exactly when
and that no such z i exists if 2z i − 1 ≥ Mx 1/3 . Hence z i is easily computed using (i) An array T(I) of partial sieving information for the interval I. Here
where
denotes the number of elements in the interval I not sieved out by the first i primes.
(ii) An array R(I) counting special leaves. Here
where the prime denotes the sum over all special leaves of the form (n,i) such that n x _ _ lies in the interval I.
-30 -(iii) The sum 12) where the prime means that the sum is over all special leaves (n,i) for which n x _ _ lies in the interval I.
Given the values S *(I 1 ) and S *(I 2 ) for two contiguous subintervals
and
, we can directly compute the values S *(I) for the concatenated interval I = I 1 ∪I 2 = [a + 1 ,c + 1 ) using the formulae ) and the just computed S *(C i j * ) using (4.13)-(4.15). After the last subinterval C i j is sieved, the calculated data is S *(B j * ).
To compute the information S *(I) for an interval I = [a + 1 ,b + 1 ), we use the same data structure and formulae (3.4)-(3.14) as in Algorithm φ, with the following modifications. We create an array of accumulators
Just after the interval I is sieved by the (i + 1 )-st prime p i + 1 , we search for special leaves (n,i) having n x _ _ ∈ I, where n = n * p i + 1 , and for each leaf found we add µ(n) = − µ(n *) to the accumulator v i . We locate all such special leaves by finding exactly those n * in the
which have f (n *) > p i + 1 and µ(n *) ≠ 0. After all these special leaves are found, the value of v i is r i (I). To compute u(I) we use an accumulator to which, after sieving by p i + 1 , we add the sum
where the prime indicates this sum is over all special leaves (n,i) with .15)) we cannot use the sequential method of Algorithm Parallel P 2 . Instead we combine intervals using a binary tree structure. We define It remains to examine the sieving phase of the algorithm. We first observe that for
This inequality follows from the fact that z j was chosen to be the smallest integer satisfying (4.8), and that C S and C L are additive on disjoint intervals, and that for any
Second, we observe that the main contributions to the running time of each processor in the sieving phase come from the sieving operations and the special leaf computations. 
Proof of Theorem B. This is immediate from Lemma 4.1 and Lemma 4.2.
Practical Modifications of the Extended Meissel-Lehmer Method
Efficient implementation of the Extended-Meissel Lehmer method requires some modifications to the algorithm presented in Section 3. These modifications are in the area of changing the sieving limit slightly to gain a factor of log 2 x in speed and of changing the method of finding the special leaves contained in a given interval, to gain an additional factor of log x.
In order to save space in the tables computed, as well as time in the actual sieving,
Truncation rule T is modified to:
Truncation rule T'. Do not split a node labelled ± φ( n x _ _ , b) if either of the following holds.
(ii) n > y.
Here y is some parameter, x 2/5 ≥ y ≥ x 1/3 , and k is some small integer (taken in the actual implementation to be 5).
In order to find a good choice of y, it is necessary to get a good asymptotic formula for the number of special leaves. More precisely, if the sieving limit is taken to be of the form x / y, then the number of special leaves is the cardinality of the set
where n is square-free, not prime, and not divisible by primes < p k , and δ(n) denotes the smallest prime factor of n. A simple upper bound for the cardinality of this set is yπ(y), which is asymptotic to y 2 /log y. However, we have the following: because in that case we must have n = pq where √  y ≤ p < q. These two facts give the result.
Finding the sieving limit. We use the above formula to find the best sieving limit.
The special leaves x / n maybe divided into four classes:
(1) Those leaves for which x 1/3 < δ(n) ≤ y. where I is the number of intervals sieved. Thus, with the above choice of y we must have
. This is satisfied if we take equal-sized intervals of length x 1/3 or greater.
Finding the special leaves. In order to find the special leaves in the above quoted time, we calculate for each prime p k ≤ √  y two parallel tables A k and M k . The value of
. Clearly, these tables may be computed in time O(y log x) and take up space O(y log log x).
To find all special n ∈ [a, b) we use these two tables together with the procedure in Figure 1 . By using these tables one can find each special leaf x / n ∈ [a, b) in a constant time, plus a constant time for each interval and each pair (p, q) , p < q < √  y , which
2 ), plus the time to find the 
special leaves of the form x /(pq), which takes O(π(y) ) time per interval, in overhead.
Calculating P 2 (x, a). The sieving done in calculating the contributions for the special leaves can also be used to compute P 2 (x, a). The algorithm P 2 may be interleaved with the running of algorithm φ to avoid doing the sieving twice.
Remarks. The dominant time in the sieving is contributed by the time that it takes to delete the non-primes. Thus, if we choose k > 0 we can get a speedup of a factor of r k by storing only the residue classes mod P k which are not divisible by the first k primes. This, in essence, pre-computes the first k stages of the sieving. It does, however, slow down the accesses to the individual elements of the sieve. In the balance, though, it seems to be a big gain. In the program described below, changing k from 0 to 5 resulted in a speedup of 25 percent.
Computational Results
The second author implemented a version of the Extended Meissel-Lehmer method on an IBM/370 3081 Model K, using the modified algorithm described in Section 5.
The programs implementing the algorithm were all written in PL8 [2] , a high-level systems programming language with a highly optimizing compiler written at IBM (r k t x _ _ + 2φ(P k ) ) dQ k (t) .
Using the above expression for Q k and integration by parts we find that the sum in equation (1) 
and timing information.
A major surprise is that J. Bohman's value [3] for π ( 10 13 ) turns out to be too small by 941. We checked our computations of π( 10 13 ) 
