This study is concerned with a four steps approach to optimize the parameter combination of the multiple characteristic quality improvement for the pre-oriented yarn. First, problem is defined through the analytic hierarchy process (AHP) to specify the significant quality characteristics and control factors. Second, to greatly reduce the number of experiments, the orthogonal array of Taguchi method is applied for each single quality characteristic. The signal to noise ratios and the fuzzy inference method for quality characteristics are conducted. The artificial neural networks are implemented in the third step. The Taguchi-ANN-GA and Fuzzy-ANN-GA models are compared in this stage. Finally, the genetic algorithm is a plus to optimize the weights of the neural networks in this step. This study compares the RMSEs for multiple quality characteristics to summarize the best setting for the quality improvement of pre-oriented yarn.
INTRODUCTION
The pre-oriented yarn (POY) industry has transformed from exporting imported fabricated raw materials to supplying raw materials in the petrochemical industry to produce high-tech artificial fibres. With the continuing growth, the administrators aim to increase profit. Recently, analytic hierarchy process (AHP) has been applied in many fields [1] [2] . This study uses AHP and the Taguchi method to analyse the physical properties of pre-oriented yarn (POY), including broken filament and toughness, where control factors aim to reduce broken filament and increase the toughness. The L 18 (21×37) orthogonal array is used to significantly reduce the number of experiments. The novelty of this study is a hybrid of AHP, Taguchi, ANN, and GA is proposed to enhance the multiple characteristic product quality for the pre-oriented yarn in this study.
EXPERIMENT PLANNING OF AHP
In the following subsections, the related AHP method [3] [4] , Fuzzy-Taguchi multiple quality characteristic method [5] [6] [7] [8] and the GA-ANN [9] [10] method are illustrated in details.
This study applies AHP to determine the significant factors affecting the manufacturing quality of artificial fibres for on-site engineers. The steps are described as follows.
Step 1: Specify the problem. The specific problem, scope, and effective factors are chosen by group decision through literature analysis and brain storming. The decision goal is the manufacturing quality of POY in the long fibre in this research; the significant factors consist of manufacturing control factors, raw materials, and manufacturing machines; and the possible criteria are modelling, toughness, color, and broken filament.
Step 2: Build the hierarchy structure. The decision party determines the evaluation criteria, sub-criteria, alternatives for significant factors affecting product quality through questionnaire, factor analysis, and cluster analysis, followed by deciding the binary relationships between each two factors. Finally, construct the whole hierarchy structure based on equivalent hierarchy analysis method.
A real example is given in this section. The objective is to examine the POY for the long fibre. Three dimensions include manufacturing control factors, manufacturing machines, and raw materials. Fourteen critical factors are included in the questionnaire, and ten questionnaires are filled out. With one invalid questionnaire, the left nine questionnaires are further processed. The Expert Choice software is used to calculate the eigenvalues and the maximum eigenvector in the matrix.
Step 3: Create the positive reciprocal matrix. To realize the relative significances among criteria, each two criteria are pairwise compared, and the 9-point scales are used for evaluation. For the quality inspection of POY for the long fibre, the evaluation criteria include forming, toughness, color, and broken filament. Experts conduct pairwise comparisons for each two factors based upon manufacturing yield.
Step 4: Evaluate the consistency of the hierarchy through the values in the positive reciprocal matrix. The consistency index (C.I.), the maximum eigenvalue in the matrix (λmax), and the consistency ratio (C.R.) are commonly used. The consistency ratio of the hierarchy is to evaluate the consistency exists for each single level and also within the whole hierarchy when the hierarchy level is greater than 1.
When the values of and C.R. are unacceptable, we need to reconsider the selected factors and the relationship within them. Formula of C.I. and C.R. are as follows: C.I. = (max-n) / (n-1) and C.R.= C.I./R.I. TABLE I displays the ranks of AHP weights for three dimensions in this example. The weight of the whole hierarchy is the weight multiplication of levels 2 and 3. The calculation results of weights are 0.413, 0.260, and 0.327 for manufacturing control factor, raw material, and manufacturing machine, respectively. The values of C.R. for three dimensions are less than 0.1, which is acceptable in the AHP analysis. The manufacturing control factor ranks the first. 
EXPERIMENTAL RESULTS
In the yarn detection process, the key factors are broken filaments and toughness. There are two stages of testing in this study. The Taguchi method is used for 20 improvement in Stage 1, and fuzzy inference is applied in stage 2. There are four control factors including one 2-level factor knotting device type (T), and three 3-level factors winding tension (W), oil rate (O), and knotting pressure (P). Thus, an orthogonal array L 18 (2  1 ×3 3 ) is adopted. Two quality characteristic including broken filament and toughness are detected.
Experimental Results of Taguchi-ANN-GA Models
The back-propagation neural network was created based on the experiment responses of broken filament and toughness. There are input layer, hidden layer, and output layer in the ANN model. The number of neurons is three in the hidden layer, the training algorithm is "Trainbr", the transfer function in the output layer is "purelin", and the root-mean-square-error (RMSE) is used to evaluate the performance of the neural network. The convergence results of Taguchi-ANN and Fuzzy-ANN models for multiple quality characteristics are displayed in Figure 1 . All the weights in the neural network form one string in GA as a member of the population. And the RMSE is used to evaluate the fitness degree of the model. Fitness of each chromosome is computed by minimum optimization method. The equation is shown below. is an output vector in the hidden layer, is the weight matrix between input and hidden layers, is the partial weight matrix for hidden layer, and is the chromosome. The weights and partial weights from neural networks are treated as the chromosome variables. The chromosome of GA repeats the process of selection, crossover, and mutation to revise the population until no further improvement could be gained. The weights represented by the chromosome in the final converged population are the optimized connection weights of the ANN. The RMSEs of Taguchi-ANN-GA model for single quality characteristics broken filament and toughness are 1.235 and 2.327, respectively.
The hidden layer in Taguchi-ANN-GA model for multiple quality characteristics are determined by Eq. (4), where HW and HB are the weight matrix and partial weight matrix, respectively, in the hidden layer. The prediction values are computed through output neurons in Eq. (5), where PW and PB are the weight matrix and partial weight matrix, respectively, in the output layer. In TABLE III, for RMSE comparison, the RMSEs for broken filament are 1.964 and 1.235 from Taguchi-ANN and Taguchi-ANN-GA models. The RMSEs for toughness are 2.947 and 2.327 from Taguchi-ANN and Taguchi-ANN-GA models. And the RMSEs for combined quality characteristics are 4.483, 0.018, 1.751 and 0.086 from Taguchi-ANN, Fuzzy-ANN, Taguchi-ANN-GA, and Fuzzy-ANN-GA models. The lower RMSE, the better performance the model is. Obviously, both Taguchi-ANN-GA models have lower RMSEs for single quality characteristic broken filament (RMSE=1.235) and toughness (RMSE=2.327) than Taguchi-ANN models (RMSE=1.964 and 2.947, respectively). For multiple quality characteristics, fuzzy models are better than Taguchi models no matter with or without GA. The Fuzzy-ANN model dominates the other prediction models for multiple quality characteristics. Although Fuzzy-ANN model achieves the best results (RMSE=0.018), through optimizing the weights of neural networks, model with GA still guarantees the acceptable RMSEs (RMSE=0.086). The limitation of the study is the best setting found in this study is only for the specific pre-oriented yarn; methodology proposed in this study could be applied on other similar products.
CONCLUSIONS
This study proposed a hybrid of AHP, Taguchi, ANN, and GA to enhance the multiple characteristic product quality for the pre-oriented yarn. The analytic hierarchy process is used to define the significant quality characteristics, the broken filament and toughness, and four control factors. The orthogonal array of Taguchi method is applied to greatly reduce the number of experiments. The S/N ratios of the Taguchi-ANN and Fuzzy-ANN models are compared. Then the genetic algorithm is to optimize the weights of the neural networks, and the root-mean-square-error of Taguchi-ANN-GA and Fuzzy-ANN-GA are compared. The results show that POY broken filament is reduced and toughness is enhanced for POY. The methodologies proposed in this study can possibly be applied on other textile product in the future.
