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The emerging wireless Vehicle-to-Vehicle (V2V) communication technologies can be ex-
ploited to monitor the motion of distant vehicles, even those beyond the line of sight. Incor-
porating the data provided by V2V communication into vehicle control systems has great
potentials for enhancing vehicle safety, improving traffic mobility, and reducing fuel con-
sumption. In this dissertation, Connected Cruise Control (CCC) is proposed to regulate
the longitudinal motion of vehicles by incorporating motion data received from multiple
vehicles ahead via V2V communication. CCC allows the incorporation of human-driven
vehicles that do not broadcast information. Moreover, it needs neither a designated leader
nor a prescribed connectivity topology. Such flexibility makes CCC practical for imple-
mentation in real traffic, leading to a Connected Vehicle Network (CVN) that is comprised
of CCC vehicles and conventional human-driven vehicles. The design of CCC is chal-
lenging since V2V communication leads to complex connectivity topologies and may have
significant information delays. Moreover, uncertainties arising from the vehicle dynamics
and the varying traffic environment lead to additional complexity for CCC design.
To reduce design complexity, a hierarchical framework is utilized for systematically
designing CCC that remains scalable for complex vehicle networks. This framework is
comprised of three levels: perception level, planning level, and execution level. At the
perception level, a causality detector is proposed to determine whether the information
received from V2V communication is relevant to the CCC vehicle. Then, we design a link-
length estimator to identify the number of vehicles between the broadcasting vehicle and
the receiving vehicle. Based on the output of the link length estimator, we also design a
xii
network-dynamics identifier to approximate the nonlinear time-delayed dynamics of vehi-
cle networks, which can be used to predict the motion of the vehicle immediately ahead
by using the information received from distant vehicles. At the planning level, a general
controller is presented to generate the desired longitudinal dynamics by incorporating in-
formation delays and connectivity topologies. We derive conditions for choosing control
gains which can ensure the asymptotic stability of the equilibrium and can also attenuate
perturbations from vehicles ahead. A motif-based approach is proposed for modular design
of complex vehicle networks that is scalable when the number of vehicles increases. Sim-
ulation results show the advantages of V2V communication in improving traffic dynamics
by attenuating disturbances. At the execution level, we consider a physics-based vehicle
model that includes uncertain vehicle parameters and external disturbances such as aerody-
namic drag. An adaptive sliding-mode controller is designed to regulate the engine torque,





The ground transportation system plays an important role in modern society. However, the
dramatically growing number of vehicles has led to many problems such as vehicle col-
lisions, traffic congestion, and excessive greenhouse gas emissions. Over the past decade
in the United States of America, road transportation has been responsible for 30,000 fatal-
ities in road accidents per year, 4.2 billion hours wasted in traffic congestion (equivalent
to one full work week per person), and 20 percent of the carbon dioxide produced from
tailpipe emissions [1]. The demands for higher level of safety and mobility motivate the
development of Intelligent Transportation Systems (ITS) [2, 3].
To reduce driver workload, cruise control was implemented in vehicles to maintain
a constant speed by tuning the throttle position. However, cruise control cannot adjust
the speed of the vehicle according to the speed of surrounding vehicles, and thus, it can-
not be applied in dense traffic where acceleration and deceleration frequently occur. The
desire for automatic speed adjustment led to the development of Adaptive Cruise Con-
trol (ACC) [4–8], which monitors the motion of the vehicle immediately ahead by using
range sensors (e.g., radar, LiDAR) and adjusts the vehicle speed accordingly. Although
ACC may improve ride comfort [9], its improvement on the traffic flow dynamics is not
significant since the range sensors can only monitor the motion of the vehicles within the
line of sight.
The emerging wireless V2V communication technologies enable vehicles to monitor
multiple distant vehicles, even those beyond the line of sight. Moreover, compared with
range sensors, V2V communication can provide more information such as acceleration.
Therefore, incorporating the data received from V2V communication into vehicle con-
trol systems has great potentials for increasing mobility [10–12], enhancing vehicle safe-
ty [13,14], reducing fuel consumption [15,16], and improving ride comfort. However, V2V
1
communication leads to complex connectivity topologies and may have significant infor-
mation delays, which increases the difficulty for control design. Moreover, real traffic may
contain vehicles that do not broadcast information, which leads to uncertainties in the traf-
fic environment and results in additional complexity for exploiting V2V communication.
In this dissertation, we seek for systematic methods for incorporating V2V communication
into vehicle control systems, in order to improve the traffic flow dynamics by alleviating
congestion.
1.2 Preliminaries
1.2.1 Dedicated Short-Range Communication
In practice, the wireless V2V communication can be realized via Dedicated Short-Range
Communication (DSRC) that is standardized as IEEE 802.11p [17]. DSRC is a peer-to-peer
wireless communication that permits high-speed data transmission for communication-
based active safety applications. In the United States, the Federal Communications Com-
mission allocated 75 MHz of spectrum in the 5.9 GHz band for use by ITS vehicle safety
and mobility applications [18]. DSRC sends basic safety messages (BSMs) every 0.1 sec-
ond. According to SAE J2735 Message Set Dictionary standard [19], BSMs contain core
state information about the broadcasting vehicle, including position, velocity, vehicle size,
and system status. The latency and the data rate of DSRC are 200 µs and 6 Mb/s, respec-
tively. The communication range is within 1000 meters [20]. The high reliability of DSRC
makes it practical to implement our proposed CCC in practice.
1.2.2 Basic Assumptions
The results of this dissertation are based on several assumptions. First, since this disserta-
tion is focused on the longitudinal control of vehicles, we assume that all vehicles are in the
same lane. But we also consider cases where vehicles cut into or cut off the lane. Moreover,
we neglect the deteriorating effects of environment (e.g., block of buildings) on the success
of V2V communication. To simplify analysis, we assume that the longitudinal dynamics of
human-driven vehicles are known and they can be described by using car-following model-
s. In particular, the optimal velocity model [21] will be used in this dissertation. In practice,
there are information delays that may be caused by human reaction, digital processing, or
intermittency and packet drops in V2V communication. We assume that information delays





Figure 1.1: Connectivity topologies in connected vehicle networks: (a) predecessor-
following network where each vehicle only responds to the vehicle immediately ahead; (b)
leader-predecessor-following network where each vehicle responds to the vehicle immedi-
ately ahead and also to the designated leader; (c) general network where the communication
can be established between any pairs of vehicles.
1.3 Related Work on Connected Vehicle Networks
In conventional traffic, each vehicle only responds to the vehicles within the line of sight,
typically just the vehicle immediately ahead. Exploiting V2V communication enables vehi-
cles to get access to the motion information of multiple distant vehicles, even those beyond
the line of sight. This leads to complex connectivity topologies of information flow among
vehicles, yielding a connected vehicle network (CVN). The amount of research on the de-
sign of CVN for improving traffic dynamics has increased rapidly in recent years. One
way to classify these results is according to the connectivity topologies built by informa-
tion flow. There are researchers investigated bi-directional connectivity topology [22, 23],
where each vehicle responds to both the motion of vehicles ahead and the motion of vehi-
cles behind. However, in terms of mobility and safety, the motion of vehicles ahead is more
important than that of vehicles behind. Thus, we focus on the “forward-looking” scenarios
such that each vehicle only responds to the motion of vehicles ahead.
The simplest connectivity topology is the Predecessor-Follower (PF) scenario, where
each vehicle only responds to the motion of the vehicle immediately ahead; see Fig-
ure 1.1(a). This scenario is indeed the same as the conventional traffic but V2V commu-
nication can provide additional information such as acceleration, which cannot be detected
by human perception or range sensors. Incorporating the acceleration data of the vehicle
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immediately ahead into vehicle control systems for attenuating disturbances in traffic dy-
namics was investigated in [24–27] while the study [28] also showed that inappropriate use
of acceleration information might degrade the ride comfort and even lead to safety hazards.
The effects of intermittency and stochastic packet drops of V2V communication on the dy-
namics of PF vehicle networks were studied in [29]. Taking the possible sensor failures into
account, the authors in [30] designed a switched controller to stabilize a vehicle platoon.
For heavy-duty vehicle platoons, a decentralized controller was designed in [31] by ap-
plying the linear quadratic control framework, while in [32] nonlinear range policies were
used to increase the traffic throughput. In [33], the authors investigated the dynamics of
nonlinear vehicle networks by using a ring configuration and provided a method for decom-
position to simplify the analysis. Impacts of PF vehicle network on road traffic dynamics
were also investigated by experimental projects such as California PATH [34, 35].
PF vehicle networks do not take advantage of V2V communication in monitoring the
motion of distant vehicles beyond the line of sight. When each vehicle responds to the mo-
tion of the vehicle immediately ahead and also responds to the motion of a designated leader
via V2V communication, it leads to the Leader-Predecessor-Follower (LPF) network; see
Figure 1.1(b). When losing the communication with the leading vehicle, LPF networks
degrade to PF networks. The corresponding performance degradation was shown in [36].
Effects of communication delays on the dynamics of LPF vehicle platoons were investi-
gated in [37]. The study in [38] showed the benefits of the LPF connection for improving
traffic flow dynamics by attenuating disturbances. It was shown in [39] that disturbance
attenuation may be achieved by using the motion data of the vehicle immediately ahead
and the velocity data of the platoon leader. The potentials of the LPF vehicle network for
reducing fuel consumption and improving safety have also been studied by experimental
projects such as SARTRE [40] and the grand cooperative driving challenge (GCDC) [41].
Indeed, neither the PF network nor the LPF network can make full use of V2V commu-
nication due to their strong restrictions on the connectivity topologies. In this dissertation,
we relax these restrictions and investigate the design of general vehicle networks, which
allow communication between any pair of vehicles and require no designated leader; see
Figure 1.1(c). The study in [42] showed that connectivity topologies and information de-
lays had significant impacts on the dynamics of vehicle networks. Assuming that a vehicle
receives information from all vehicles ahead within the communication range, the research
in [43] optimized the control gains by using the linear quadratic regulator (LQR) frame-
work. In [44–46], the effect of nonlinear dynamics on disturbance attenuation along ve-
hicle networks was investigated. Assuming that all vehicles have the same dynamics and
neglecting information delays, the authors in [47] investigated the stability and scalability
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of vehicle networks.
1.4 Connected Cruise Control
One way to utilize V2V communication in vehicle longitudinal control systems is to con-
struct Cooperative Adaptive Cruise Control (CACC) [48]. This corresponds to an LPF
platoon of vehicles such that all vehicles automatically respond to the vehicle immediately
ahead using ACC while also monitoring the motion of a designated platoon leader via V2V
communication. However, implementing CACC in daily traffic is challenging since it re-
quires that multiple ACC vehicles travel next to each other, which rarely occurs in practice
due to the low penetration of such vehicles. Moreover, CACC relies on a designated pla-
toon leader, which may be not available in daily traffic. Furthermore, the LPF connectivity
topology of CACC may limit the length of the platoon by the communication range. Re-
laxing the aforementioned restrictions, we propose the concept of connected cruise control
(CCC) [49, 50], which exploits the information received from multiple vehicles ahead via
V2V communication. CCC allows the incorporation of vehicles that are not equipped with
range sensors or V2V communication devices. Moreover, CCC requires neither a designat-
ed platoon leader nor a prescribed connectivity topology. Such flexibility makes it practical
to implement CCC in real traffic.
However, the design of CCC is challenging due to the following facts. First, a CCC ve-
hicle may receive information from a large number of vehicles that are not relevant to the
motion of the CCC vehicle. Therefore, one needs to determine whether the received infor-
mation is relevant to the CCC vehicle before incorporating the information into the vehicle
controller. Then, to make appropriate use of motion data provided by V2V communication,
the CCC vehicle shall be able to identify the dynamics of the vehicle network, which is typ-
ically nonlinear and includes time delays. Furthermore, CCC should be designed to allow
a large variety of connectivity topologies and remain robust against information delays and
uncertain vehicle dynamics.
Figure 1.2(a) shows a vehicle network where the CCC vehicle i at the tail receives mo-
tion data from vehicles j = p, . . . , i− 1, where vehicle p denotes the furthest broadcasting
vehicle within the communication range. The motion of the vehicle immediately ahead can
be monitored by human perception, range sensors, or V2V communication, while distant
vehicles can only be monitored by using V2V communication since they are beyond the
line of sight. Note that CCC allows the incorporation of vehicles that do not broadcast
information (e.g., vehicle i − 2). For simplicity and consistency, in the remaining parts of
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Figure 1.2: (a) A vehicle network where a CCC vehicle (red) at the tail receives informa-
tion broadcasted by multiple vehicles ahead. Vehicle p denotes the furthest broadcasting
vehicle within the communication range of vehicle i. Note that it allows the incorpora-
tion of vehicles that do not broadcast information; see the black vehicle i − 2. (b) A
hierarchical framework for CCC design that exploits the motion data xj received from ve-
hicles j = p, . . . , i− 1 via V2V communication.
that broadcast information, and black vehicles for non-CCC vehicles that do not broadcast
information; see Figure 1.2(a).
To reduce the complexity for CCC design, we utilize a hierarchical framework in this
dissertation, which is comprised of perception level, planning level, and execution level, as
displayed in Figure 1.2(b). Perception level is designed to enable the CCC vehicle to be
aware of the surrounding traffic environment by exploiting the motion data received from
vehicles p, . . . , i−1. In particular, this level determines whether the received information is
relevant to the motion of the CCC vehicle, and it also identifies the dynamics of the vehicle
network for subsequent control design. At the planning level, the desired state xid for the
CCC vehicle i is generated by incorporating the motion data of multiple vehicles ahead and
the information provided by the perception level. Note that connectivity topologies and
information delays are taken into account at the planning level. Execution level controls
the axle torque Ta,i by determining the engine torque and selecting appropriate gears, in
order to regulate the vehicle state xi to track the desired state xid while counteracting the
6
uncertainties in vehicle dynamics.
1.5 Contributions and Dissertation Outline
To realize the hierarchical CCC design mentioned in Section 1.4, this research has achieved
the following contributions.
First, we propose a general controller for the planning level, which includes information
delays and allows all possible “forward-looking” connectivity topologies. This controller
guarantees the existence of a unique uniform flow equilibrium that is independent of the
network size, connectivity topologies, control gains, and information delays. This property
is important for ensuring the CCC performance in uncertain traffic scenarios. Then, we in-
vestigate the dynamics in the vicinity of the equilibrium by using the linearized model. In
particular, we study the impacts of connectivity topologies and information delays on the
dynamics of vehicle networks. In order to achieve modular and scalable design of CVNs,
we propose a motif-based approach inspired by recent results in systems biology [51]. The
key idea is that any complex vehicle networks can be constructed by combining fundamen-
tal motifs (simple networks that contain one CCC vehicle at the tail). Thus, by analyzing
the dynamics of individual motifs and characterizing the effects of motif combinations, one
can modularly construct vehicle networks that are robust against information delays and re-
main scalable for a large number of vehicles. Moreover, a systematic method is derived to
calculate head-to-tail transfer functions of complex networks in an efficient way, which is
crucial for characterizing stability and disturbance attenuation of CVNs. The correspond-
ing results are presented in Chapter 2 [42, 49, 52].
Considering that the results obtained from linearized dynamics may only be valid when
the state is in the vicinity of the equilibrium, we further investigate the nonlinear time-
delayed dynamics of CVNs by applying the Lyapunov-Krasovskii approach. We derive
conditions for stability and disturbance attenuation, which are simple and thus can be ap-
plied for large vehicle networks. Particularly, we present a condition that ensures distur-
bance attenuation for nonlinear time-delayed networks but only requires the analysis of
the linearized dynamics. Numerical simulation are used to show that the nonlinear analysis
lead to results that are more accurate than those given by linear analysis. The corresponding
results are presented in Chapter 3 [44–46, 53].
The planning level is designed to generate desired CCC dynamics based on a simplified
vehicle model, where the physical effects such as aerodynamic drag and rolling resistance
are not taken into account. However, in practice these effects significantly affect the vehi-
cle dynamics. To ensure that the vehicle state tracks the desired dynamics, at the execution
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level we consider a physics-based vehicle model and design a control scheme for regulating
the engine torque. In particular, an adaptive sliding-mode controller is designed to guar-
antee the tracking performance in the presence of uncertainties in parameters and external
disturbances. The corresponding results are provided in Chapter 4 [54, 55].
Note that information may be broadcasted by a vehicle that is not relevant for the CC-
C vehicle. Moreover, the dynamics of the vehicle network may not be known, especially
when there exist vehicles that do not broadcast information. Therefore, to realize CCC in
real traffic, at the perception level we determine whether the received information is rele-
vant for the CCC vehicle and we also identify the dynamics of the vehicle network. In par-
ticular, we first propose a causality detector which determines the relevance by evaluating
the causality between the motion of the broadcasting vehicle and the vehicle immediately
ahead of the CCC vehicle. Then, we design an estimator to identify the number of non-
broadcasting vehicles between the broadcasting vehicle and the CCC vehicle, which plays
an important role for identifying the dynamics of the vehicle network. Finally, we use a
linear discrete-time model to approximate the nonlinear time-delayed dynamics of vehi-
cle networks, where the coefficients of the model are obtained by solving an optimization
problem with constraints for stability of the model. We propose an algorithm to solve the
stability-constrained optimization problem in an efficient way. The corresponding details
are presented in Chapter 5 [56, 57].
In Chapter 6, we conclude our results about the hierarchical framework for CCC design
and discuss future research directions.
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CHAPTER 2
Planning Level: Motif-Based Design of
Connected Vehicle Networks
In this chapter, we focus on the planning level and design the car-following dynamics by
incorporating the motion data received from multiple vehicles ahead, in order to generate







see Figure 1.2, where the symbols s and v represent the position and the velocity, respec-













Such a model can be obtained by neglecting the effects of aerodynamic drag and rolling
resistance in the physics-based model [58]. Then, we design the acceleration input uid
for the desired CCC dynamics by exploiting the motion data of multiple vehicles ahead
received via V2V communication. As will be explained later, one needs to design uid for
plant stability, head-to-tail string stability, and eventual string stability of the uniform flow
equilibrium, in order to guarantee safety and mobility.
Definition 1 A vehicle network is in uniform flow equilibrium if all vehicles move at














for all j-s, where the constant sj satisfies sj−1 − lj−1 − sj = h∗ with lj−1 denoting the
length of vehicle j − 1; see [42, 46].
Definition 2 Plant stability means that, if all vehicles j = 0, . . . , i − 1 have reached the
uniform flow equilibrium (2.3), then vehicle i can asymptotically approach the uniform
flow equilibrium (2.3), i.e.,
xi(t)→ x∗i (t) , as t→∞ . (2.4)
In practice, disturbances may arise from some vehicles and propagate backward along
the vehicle chain. This may degrade the traffic flow performance and may even cause traffic
congestion if the disturbances are amplified when propagating along the vehicle chain [59].






= xj(t)− x∗j(t) , (2.5)
for all j-s. Then, we evaluate the disturbance attenuation along the vehicle network by
using the concepts of head-to-tail string stability and eventual string stability.
Definition 3 Consider an (n + 1)-vehicle network where the head and the tail vehicles
are indexed by 0 and n, respectively. This vehicle network is said to be head-to-tail string
stable in Lp norm (Lp-HT string stable) if and only if
‖ṽ(s)n ‖Lp < ‖ṽ
(s)
0 ‖Lp , (2.6)
where the superscript “(s)” is used to represent the steady state and p = 1, 2, . . .; see [46].
Here, we consider the steady-state perturbation to make the results independent of initial
conditions. Note that the condition (2.6) depends on the choice of norms, and thus one may
obtain different conclusions about the head-to-tail string stability for the same network by
using different norms. Moreover, the condition (2.6) is defined for a network of given
size, and thus, it may not ensure that disturbances tend to be eliminated when the network
scales up with repeated connectivity patterns. To address these two issues, we construct an
infinitely long vehicle network by cascading the original network such that the tail vehicle
of a block becomes the lead vehicle of another block. In such cascading networks, the tail
vehicle of the k-th block is indexed by kn. For the cascading vehicle networks, head-to-tail
string stability (2.6) may not ensure ‖ṽ(s)kn‖Lp < ‖ṽ
(s)
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Figure 2.1: A CCC vehicle (red) monitors the motion of multiple vehicles ahead.The short-
range link (blue) can be realized by a human driver, range sensors (e.g., radar and LiDAR),
and V2V communication, while the long-range links (red) can only be realized by using
V2V communication. Symbols sj , lj , vj denote the position, length, and velocity of vehi-
cle j, respectively. The information delays between vehicles i and j are denoted by ξi,j for
j = p, . . . , i− 1.
Definition 4 A vehicle network is said to be eventually string stable if and only if the
perturbations are eliminated in the corresponding cascade, that is,
x̃kn(t)→ 0 , as t→∞ , k →∞ , (2.7)
see [46].
Different from the conventional definition of string stability [60, 61] that requires the
disturbance to be attenuated by each vehicle, Definitions 3 and 4 allow disturbances to be
amplified by some vehicles in the network. Such flexibility is useful for vehicle networks
that contain human-driven vehicles, for which the dynamics cannot be designed. Indeed,
Definitions 3 and 4 are independent of each other and describe the disturbance attenua-
tion in a vehicle network from different aspects. The head-to-tail string stability evaluates
whether the disturbance arising from the head vehicle can be attenuated when reaching the
tail vehicle in a given network, while the eventual string stability evaluates whether the
disturbance can be eliminated in an infinitely long vehicle chain with cascading patterns.
In practice, plant stability is a fundamental requirement for vehicle safety, while head-
to-tail string stability and eventual string stability are used for congestion mitigation.
Figure 2.1 shows a vehicle network where the CCC vehicle i monitors the position sj
and the velocity vj of vehicles j = p, . . . , i− 1 with vehicle p denoting the furthest broad-
casting vehicle within the communication range. We assume that the position sj is mea-
sured at the front bumper of vehicle j. Here, the symbol lj denotes the length of vehicle j
while the symbol ξi,j represents the information delay between vehicles j and i, which may
be human reaction time, sensing delay, or communication delay. Note that communication
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Figure 2.2: Range policy functions defined by (2.9). Panels (a) and (b) correspond to
formulae (2.10) and (2.11), respectively.
delays are caused by intermittency and packet drops in V2V communication [62].
For human-driven vehicle k, we assume that its car-following dynamics can be de-
scribed by the optimal velocity model [21], that is,















where αk,k−1 and βk,k−1 denote the control gains for inter-vehicle distance and relative
velocity, respectively. The range policy V (h) yields the desired velocity as a function of




0 , if h ≤ hst ,
F (h) , if hst < h < hgo ,
vmax , if h ≥ hgo ,
(2.9)
where hst, hgo, and vmax are positive constants. This means that the vehicle tends to stop for
small distances h ≤ hst while aiming to maintain the preset maximum speed vmax for large
distances h ≥ hgo. In the middle range hst < h < hgo, the desired velocity is determined
by the function F (h). Typically, the function F (h) is an increasing function so that the
range policy V (h) is continuous. The two possible choices















are shown in Figure 2.2(a,b), respectively. The linear function (2.10) makes V (h) non-
smooth at h = hst and h = hgo, which leads to discontinuities in the jerk that may degrade
the ride comfort. Thus, we use the nonlinear function (2.11) that results in smooth deriva-
tives of V (h) at h = hst and h = hgo. In the remainder of this dissertation, we will use the
nonlinear function (2.11) in the range policy function (2.9).
To mimic the human driving behavior and also incorporate the information received
from multiple vehicles ahead, for the CCC vehicle i with dynamics (2.2), we generalize


















where the the constants
αi,j = γi,jαi,j , βi,j = γi,jβi,j (2.13)
denote the effective control gains along the link from vehicle j to vehicle i. Here, αi,j, βi,j
are the actual control gains, and γi,j is determined by the connectivity topology such that
γi,j =
1 , if vehicle i uses the data of vehicle j ,0 , otherwise . (2.14)
Note that the vehicle immediately ahead is always monitored for safety reasons such that
γi,i−1 = 1 always holds. We emphasize that the CCC vehicle can choose not to use the
information received from certain distant vehicles.











denotes the average distance between vehicles i and j. Such averaging is used to make the
distance comparable for different j-s and also make the uniform flow equilibrium indepen-
dent of the network size.
Theorem 1 If the control gains αi,j in (2.13) are positive for j = i − 1, . . . , p, the con-
troller (2.12) guarantees the existence of a unique uniform flow equilibrium (2.3) that is
independent of the network size, connectivity topologies, control gains, and information
delays. Moreover, the equilibrium satisfies the range policy (2.9), that is,
v∗ = V (h∗) . (2.16)
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The proof is presented in Appendix A.1. The uniqueness and the independence of the
uniform flow equilibrium are crucial for ensuring the performance of vehicle networks in
uncertain traffic environment. To simplify notations, here we assume that the vehicle state
xi precisely tracks the desired state xid and hence will not spell out the subscript “d” in the
rest of this chapter. Then, combining the model (2.2) and the controller (2.12) leads to the
car-following dynamics



















In this chapter, we investigate the dynamics of vehicle networks in the vicinity of the
uniform flow equilibrium by using the linearized model. Linearizing (2.17) about the equi-
librium at (2.3) and (2.16) yields a Linear Time-Invariant (LTI) system




Ai,j x̃i(t− ξi,j) +Bi,j x̃j(t− ξi,j)
)
,
ṽi(t) = Cx̃i(t) ,
(2.18)




























, κi,j = αi,j + βi,j , i > j . (2.20)
Here, V ′(h) represents the derivative of V (h) with respect to h, i.e., V ′(h) = dV (h)
/
dh. In
the remainder of this chapter, we will use the model (2.18)–(2.20) to investigate the design
of control gains αi,j and βi,j for plant stability, head-to-tail string stability, and eventual
string stability of vehicle networks.
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2.1 Calculation of Head-to-Tail Transfer Function
The stability of the LTI system (2.18) can be evaluated by using the Head-to-Tail Transfer
Function (HTTF), which represents the dynamic relationship between the motion of the
head vehicle and the tail vehicle in the Laplace domain. Here, we provide a systematic
method to calculate HTTFs in an efficient way. Assuming zero initial condition, we obtain















is called the link transfer function that acts as a dynamic weight along the link between
vehicles i and j; see the weighted graph Figure 2.3. Here, I2 denotes the 2-dimensional
identity matrix and E(s) = [s−1 , 1]T links the state and the velocity such that X̃j(s) =









where ϕi,j and κi,j are given by (2.20).
The dynamic relationship between vehicles i and m can be represented by the transfer
function Gi,m(s) such that
Ṽi(s) = Gi,m(s)Ṽm(s) . (2.24)
Note that the transfer function Gi,m(s) includes the dynamics of all vehicles between vehi-
cle m and vehicle i, and it can be obtained by using the relationship (2.21). To evaluate the
performance of a vehicle network, we use the HTTF Gn,0(s) that evaluates how the pertur-
bation arising from the head vehicle 0 affects the motion of the tail vehicle n. Based on the
signal-propagation principle, Gn,0(s) can be calculated by summing up the products of link
transfer functions along the paths connecting the vehicles n and 0. However, finding these
paths manually is difficult for complex networks. To address this problem systematically,
one may use a graph theoretical approach [63]. Using the link transfer functions Ti,j(s)
in (2.23), we define the dynamic coupling matrix T (s) = [Ti,j(s)] where i, j = 0, . . . , n.
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Without loops, the longest path of an (n + 1)-vehicle network is of length n. Then, con-
sidering T (s) as the adjacency matrix of a weighted graph, the transfer function matrix








However, for analyzing plant stability and string stability, only the HTTF Gn,0(s) is
needed. To directly calculate Gn,0(s), we propose an efficient approach by defining the
modified coupling matrix
T̂ (s) = R
(
T (s) + In+1
)
RT , (2.26)
where R = [0n×1 , In] and In denotes the n-dimensional identity matrix while 0n×1 is an
n-by-1 zero vector. Indeed, T̂ (s) ∈ Cn×n can be obtained by deleting the first row and last
column of the matrix T (s) + In+1.















where the sum is computed over all permutations of the set Sn = {1, 2, . . . , n}.
Note that the calculation of permanent in (2.27) is similar with the formula for determinant
but without the change of signs. The proof of Theorem 2 is given as follows. For an (n+1)-
vehicle network, the paths from vehicle i to vehicle n can be divided into two groups. One
group contains vehicle (i+ 1), yielding the transfer function Gn,i+1(s)Ti+1,i(s). The other
group does not contain vehicle (i+ 1) but includes the long links connecting vehicles i and
n, leading to the transfer function Gn,i(s). That is, we have Gn,i(s) = Gn,i+1(s)Ti+1,i(s) +
Gn,i(s). Applying this formula recursively from i = 0 to i = n − 2 leads to (2.27), which
completes the proof.
To demonstrate the applications of (2.25) and (2.27), we consider the (4+1)-vehicle
network in Figure 2.3 as an example and calculate the corresponding HTTF. The coupling
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No. 0No. 1No. 2No. 3No. 4
Figure 2.3: Example of a (4+1)-vehicle network: link transfer functions act as dynamic
weights along the links.
matrix of this network is given by
T (s) =

0 0 0 0 0
T1,0(s) 0 0 0 0
T2,0(s) T2,1(s) 0 0 0
0 0 T3,2(s) 0 0
0 T4,1(s) T4,2(s) T4,3(s) 0
 . (2.28)
Applying (2.25) yields the HTTF











T1,0(s) 1 0 0
T2,0(s) T2,1(s) 1 0
0 0 T3,2(s) 1
0 T4,1(s) T4,2(s) T4,3(s)
 . (2.30)
2.2 Stability Conditions
In this section, we present conditions for plant stability, head-to-tail string stability, and
eventual string stability by using the HTTF (2.27). Note that the information delays ξi,j lead
to infinitely many characteristic roots λi ∈ C (i = 1, 2 . . .) that satisfy the characteristic
equation D(λi) = 0.
Theorem 3 A connected vehicle network with dynamics given by (2.18) is plant stable if
and only if the real parts of all characteristic roots are strictly negative, i.e.,
Re(λi) < 0 , i = 1, 2, . . . ,∞ . (2.31)
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The proof of this theorem can be referred to [64]. Indeed, when there are no external
disturbances, negative real parts of characteristic roots indicate the decaying of the initial
perturbations, which leads to plant stability. Note that there are infinitely many character-
istic roots for the system (2.18) due to the information delays.
For plant stable vehicle networks with dynamics (2.18), the H∞ norm of the HTTF
Gn,0(s) is equal to the amplification ratio between the output ṽn(t) and the input ṽ0(t) in
L2 norm [65], that is,
‖Gn,0‖H∞ , sup
ω>0
∣∣Gn,0(jω)∣∣ = ‖ṽn‖L2‖ṽ0‖L2 , (2.32)
where j2 = −1.
Theorem 4 A connected vehicle network with dynamics given by (2.18) is L2-HT string
stable if and only if
sup
ω>0
|Gn,0(jω)| < 1 . (2.33)
This theorem can be proved by combining Definition 3 and (2.32). We remark that, for
LTI systems in presence of sinusoidal disturbances, L2-HT string stability is equivalent to
L∞-HT string stability due to the following two facts. On the one hand, for LTI systems,
sinusoidal input leads to sinusoidal output with the same frequency. On the other hand, for
sinusoidal signals, both L2 and L∞ norms are given by the magnitude of the signal.
Theorem 5 A connected vehicle network with dynamics given by (2.18) is eventual string
stable if and only if it is L2-HT string stable.
The proof of Theorem 5 is given as follows. When the given vehicle network (2.18) is L2-
HT string stable, it follows that ‖ṽkn‖L2 < ‖ṽ(k−1)n‖L2 for k = 1, 2, . . . in the cascading
network. Since ‖ṽkn‖L2 is lower bounded by zero, we have limk→∞ ‖ṽkn‖L2 = 0, which
implies that ṽkn → 0 as k → ∞. At the limit limk→∞ ṽkn(t) ≡ 0, there are no persistent
disturbances to vehicles ` > kn, then s̃`(t) → 0 as t → ∞ due to plant stability. This
implies that L2-HT string stability leads to eventual string stability in LTI systems. On the
other hand, if the network is L2-HT string unstable, it follows that ‖ṽkn‖L2 ≥ ‖ṽ(k−1)n‖L2
for k = 1, 2, . . . in the cascading network. Since the perturbations are amplified along the
network, they cannot approach zero when the network size increases so that the eventual
string stability cannot be achieved as well. This indicates that L2-HT string stability is also
a necessary condition for eventual string stability.
Considering Theorem 5, we only need to investigate plant stability and L2-HT string






Figure 2.4: A network with a repetitive connectivity patterns, where each node responds to
the nearest three nodes ahead.
control gains to ensure plant stability and string stability, one may apply approximations
and inequalities to Theorems 3 and 4, but such results are typically quite conservative. To
obtain exact (necessary & sufficient) stability conditions, we use the D-subdivision method
[66] and solve for stability boundaries. The plant stability boundaries correspond to purely









= 0 . (2.34)
Solving these two equations for αn(Ω) and βn(Ω) with Ω > 0 leads to plant stability
boundaries in the (βn, αn)-plane. For Ω = 0, the condition (2.34) can be reduced to
D(0) = 0 , (2.35)
which yields additional plant stability boundaries in the (βn, αn)-plane.
At the L2-HT string stability boundaries, we have maxω |Gn,0(jω)| = 1, which is e-
quivalent to
|Gn,0(jωcr)| = 1 , |Gn,0(jωcr)|′ = 0 , |Gn,0(jωcr)|′′ < 0 , (2.36)
where the prime denotes the partial derivative with respect to ω, while ωcr is the critical
frequency where the maximum occurs. Solving (2.36) for αn(ωcr) and βn(ωcr) gives the
L2-HT string stability boundaries in the (βn, αn)-plane. For the vehicle networks (2.18)–
(2.20), |Gn,0(0)| = 1 and |Gn,0(0)|′ = 0 always hold. Thus, L2-HT string stability bound-
aries for ωcr = 0 can be obtained by solving
|Gn,0(0)|′′ = 0 . (2.37)
Then, in order to find feasible regions for designing control gains, one can construct stabil-
ity diagrams by combining the boundaries (2.34)–(2.37).
The L2-HT string stability condition (2.33) requires the calculation of HTTF which is
challenging for large networks. This motivates us to investigate stability conditions that are
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scalable when network size increases. Indeed, such conditions may not exist for general
networks. Here, we focus on a class of networks with repetitive connectivity patterns where
each node exploits the information received from the nearest ` nodes ahead; see Figure 2.4
for ` = 3. Such networks can be realized by using a chain of identical CCC vehicles. In
this case, the link transfer function of the same length are equal, i.e., Ti,j(s) = Ti−j(s).




Tk(s)Ṽi−k(s) , i ≥ ` , (2.38)
where Tk(s) is the link transfer function for links of length k. Note that (2.24) implies that




Tk(s)Gi−k,0(s) , i ≥ ` , (2.39)
which can be rewritten into the matrix form










, P̂ (s) =

T1(s) T2(s) . . . T`−1(s) T`(s)
1 0 . . . 0 0
0 1 . . . 0 0
...
... . . .
...
...
0 0 . . . 1 0

. (2.41)
For networks with repetitive connectivity patterns (2.38)–(2.41), we provide a condition
that guarantees disturbance attenuation as the network scales up.
Theorem 6 For networks with repetitive connectivity patterns (2.38), as the network size
increases to infinity, the disturbance on the tail approaches zero if and only if
sup
ω>0
∣∣λk(P̂ (jω))∣∣ < 1 , k = 1, . . . , ` , (2.42)
where λk(P̂ (jω)) denotes the k-th eigenvalue of P̂ (jω) in (2.41).
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Figure 2.5: Network motifs 1, 2, 3, and n. Symbols τ , σ, ξ denote information delays while
αk, βk are control gains along the link of length k for k = 1, 2, . . ..
The proof of Theorem 6 is presented as follows. The model (2.40) can be considered
as a discrete system in terms of the vehicle index i. Based on the linear discrete system
theory [67], we have that limi→∞ ‖Ĝi(jω)‖ = 0 for ∀ω > 0 if and only if the condition
(2.42) holds. This completes the proof for Theorem 6. Note that condition (2.42) only
utilizes link transfer functions without calculating the HTTF. This reduces the complexity
of analysis and design for large networks.
2.3 Network Motifs and Their Stability
In this section, we define network motifs in connected vehicle networks and investigate
their stability. In general, network motifs are recurrent subnetworks in complex networks
[51]. In vehicle networks, we define motif n (denoted by Mn) as follows.
Definition 5 Motif n (Mn) is a network where a CCC vehicle exploits information received
from the vehicle immediately ahead and the vehicle that is n-vehicles away, while each of
the other vehicles only responds to the motion of the vehicle immediately ahead.
Figure 2.5 shows motif n for different values of n. The advantage of the motif-based
approach is that, by analyzing the dynamics of motifs and characterizing the effects of motif
combinations, one can modularly design robust vehicle networks which remain scalable
when the network size increases.
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Characterizing the system dynamics with a large number of independent parameters
is typically not feasible. To make the analysis tractable while keeping the essential het-
erogeneity, we make the following assumptions. First, we consider three kinds of delays:
human reaction time, sensing delay, and communication delay. We assume that the same
kind of delays have the same value. Specifically, we use τ ≈ 0.5–1.5 [s] for human reaction
time and use σ ≈ 0.1–0.4 [s] for communication delay. The symbol ξ may represent human
reaction time (ξ = τ ) if CCC is used to assist a human driver, communication delay (ξ = σ)
if the CCC vehicle is automatically controlled based on communication, or sensing delay
ξ ≈ 0.1–0.2 [s] if the CCC vehicle monitors the motion of the vehicle immediately ahead
by using range sensors. Moreover, we assume that the control gains for links of length k
are the same and denoted by αk, βk; see Figure 2.5. Finally, we assume that human drivers
can be modelled by using the framework (2.17) with αi,j = βi,j = 0 for j 6= i − 1. This
human driver model has been validated by using traffic data in [68].
Hence, applying (2.17) to each vehicle in Mn leads to











vj−1(t− τ)− vj(t− τ)
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for j = 1, . . . , n − 1. The network M1 contains only one following vehicle so that its
dynamics is governed by the first two equations in (2.43) but with delay ξ. Considering the
worst-case scenario for robustness, we assume that all vehicles (including the CCC vehicle)
are driven by human drivers. Thus, the stability diagrams are generated for ξ = τ , although
formulae are derived for general delay ξ.
Linearizing (2.43) about the equilibrium (2.3) and (2.16) yields
˙̃xj(t) = A0x̃j(t) + A1x̃j(t− τ) +B1x̃j−1(t− τ) ,
ṽj(t) = Cx̃j(t) ,
˙̃xn(t) = A0x̃n(t) + A1x̃n(t− ξ) +B1x̃n−1(t− ξ) + Anx̃n(t− σ) +Bnx̃0(t− σ) ,
ṽn(t) = Cx̃n(t) ,
(2.44)
22


























, κm = αm + βm , (2.46)
for m = 1, . . . , n; cf. (2.18)–(2.20).













s2esσ + (κ1s+ ϕ1)es(σ−ξ) + κns+ ϕn
,
(2.47)
for j = 1, . . . , n − 1, where Th(s) denotes the link transfer function for human-driven





Tn,n−1(s) + Tn,0(s) . (2.48)




s2esτ + κ1s+ ϕ1
)n−1(
s2esσ + (κ1s+ ϕ1)e
s(σ−ξ) + κns+ ϕn
)
= 0 , (2.49)
where the first term is indeed the characteristic polynomial of M1. When Ω > 0, substitut-





β1 = Ω sin(Ωτ)− α1 ,
(2.50)




























for n > 1. When Ω = 0, substituting (2.49) into (2.35) while considering (2.46) leads to
the plant stability boundary
αn = −nα1 . (2.52)
Using (2.47) and (2.48) in (2.36) yields the L2-HT string stability boundary
αn =





βn = Q1 +Q2αn ,
(2.53)


























cos(ωcr(σ − ξ)) ,















2ωcrP2 − ω2crP ′2
,
∆ = (−2ω2crQ1 + P1 + P2Q2)2 + 4ω2cr(1 + 2Q2)(W + P2Q1) ,
(2.55)
where the prime denotes the derivative with respect to ωcr and
W =
∣∣∣jβ1ωcr+ϕ1ejωcr(σ−ξ)∣∣∣2∣∣Th(jωcr)∣∣2(n−1)−∣∣∣(jκ1ωcr+ϕ1)ejωcr(σ−ξ)−ω2crejωcrσ∣∣∣2 . (2.56)
In (2.54)–(2.56), the transfer function Th(jωcr) is given in (2.47).
For ωcr = 0, we use (2.47) and (2.48) in (2.37) and obtain the L2-HT string stability
boundaries
αn = −nα1 , (2.57)
and
αn = −2βn − α1 + 2(V ′(h∗)− β1) . (2.58)
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Plotting the stability boundaries (2.50)–(2.58) in the (βn, αn)-plane leads to the stability
diagram, which indicates the feasible regions for choosing control gains to achieve plant
stability and L2-HT string stability.
2.3.1 Stability Diagrams for Motif 1
The head-to-tail transfer function of motif M1 is G1,0(s) = Th(s) with delay ξ; cf. (2.47)
and (2.48). The plant stability boundaries of M1 are given by (2.50) and (2.52). For ωcr > 0,

































2V ′(h∗)ξ − 1
)
sin(ωcrξ)− ωcrξ cos(ωcrξ) .
(2.60)
For ωcr = 0, using αn = βn = 0 in (2.57) and (2.58) yields two solutions
α1 = 0 , (2.61)
and
α1 = 2(V
′(h∗)− β1) . (2.62)
The stability diagram of motif M1 is shown in Figure 2.6(a) for the delay ξ = 0.2 [s],
where the plant stable domain and the L2-HT string stable domain are shaded by light gray
and dark gray, respectively. The red curves denote the plant stability boundaries (2.50)
and (2.52) while the blue curves represent the L2-HT string stability boundaries (2.59)–
(2.62). These notations are used in the stability diagrams in the rest of this dissertation.
Figure 2.6(b) shows the frequencies Ω and ωcr at which M1 loses plant stability and L2-HT
string stability, respectively.
In Figure 2.6(a), points A–C are marked to show how plant stability changes when
control gains are varied. Figure 2.6(d)–(f) show the corresponding leading characteristic
roots, which are obtained by using the numerical continuation package DDE-BIFTOOL
[69]. When crossing the plant stability boundary, a pair of complex conjugate characteristic
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Figure 2.6: (a): Stability diagram of motif M1 for delay ξ = 0.2 [s], showing the plant
stable domain (light gray) and the L2-HT string stable domain (dark gray). The red and
the blue curves represent the plant stability boundaries (2.50), (2.52) and the L2-HT string
stability boundaries (2.59)–(2.62), respectively. (b): Frequencies Ω for plant stability (red
curve) and ωcr for L2-HT string stability (blue curve). (c): Amplification ratio curves
corresponding to control gains marked by points C–G. (d)–(f): Leading characteristic roots
for gains marked by points A–C.
roots move to the right half complex plane. That is, M1 loses plant stability through a
Hopf bifurcation. Points C–G are marked to show how L2-HT string stability changes
with control gains. The corresponding Bode plots are depicted in Figure 2.6(c). Control
gains at point E ensures L2-HT string stability where |G1,0(jω)| < 1 for ∀ω > 0. When
crossing the boundary for ωcr > 0 (gains at point D), the system becomes L2-HT string
unstable for mid-range frequencies (gains at point C). On the other hand, gains at point F
shows marginal L2-HT string stability at ωcr = 0, implying L2-HT string instability at low
frequencies for the gains at point G.
The stability diagrams of motif M1 are compared in Figure 2.7 for different values of
delay ξ, where the same notation is used as in Figure 2.6(a). When the delay ξ increases,
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Figure 2.7: Stability diagrams of motif M1 for different values of delay ξ as indicated. The
same notations are used as in Figure 2.6(a).
the stable domains shrink and the L2-HT string stable domain disappears for a sufficiently
large delay. To calculate the critical delay, we investigate how the “anchor points” (marked
by crosses) move when the delay ξ varies. Substituting ωcr = 0 into (2.59) and applying
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If ξ > ξcr, the L2-HT string stability of M1 cannot be achieved for any combination of
control gains. For the range policy (2.9) and (2.11) at h∗ = 20 [m], the critical delay is
ξcr ≈ 0.325 [s].
In the remaining part of this chapter, we assume the human reaction time τ = 0.5
[s], which is larger than the critical delay. This implies that human-driven vehicles cannot
maintain L2-HT string stability when h∗ = 20 [m]. We also assume the control gains
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α1 = 0.6 [1/s] and β1 = 0.7 [1/s], that is, the human-driven vehicles are plant stable but
amplify the disturbance from the vehicle immediately ahead. These parameters will be
used for other motifs and motif combinations.
2.3.2 Stability Diagrams for Motif n (n > 1)
For motif Mn (n > 1), we consider a conservative case where all vehicles (including
the CCC vehicle) are driven by human drivers. Based on (2.51)–(2.58), we construct the
stability diagram of M2 for the communication delay σ = 0.2 [s], which is displayed in
Figure 2.8(a). The corresponding frequencies Ω and ωcr are shown in Figure 2.8(e). Points
H and I are marked in Figure 2.8(a) to illustrate how the L2-HT string stability changes
when the control gains are varied. For the control gains at point H (α2 = β2 = 0), the
V2V communication is not utilized, which leads to the amplification of low-frequency
disturbances; see Figure 2.8(b). For the gains at point I, the CCC vehicle 2 exploits the
motion data of vehicle 0 received via V2V communication. The amplification ratio curve
in Figure 2.8(c) shows that the CCC vehicle 2 can attenuate disturbances at all frequencies
even though vehicle 1 amplifies them.
We also demonstrate this phenomenon by simulating the nonlinear model (2.43), as
shown in Figure 2.8(f,g). Here, the velocity of vehicle 0 is assumed to be v0(t) = v∗ +
vamp sin(ωt), where the sinusoidal term denotes the disturbance. Specifically, we use v∗ =
15 [m/s], vamp = 1 [m/s], ω = 1.45 [rad/s], and assume the initial distances h1(t) ≡ 19
[m], h2(t) ≡ 21 [m] and initial velocities v1(t) ≡ 12 [m/s], v2(t) ≡ 16 [m/s] along the time
interval t ∈ [−τ, 0]. Vehicle 1 always amplifies the disturbance due to the large delay. For
vheicle 2, it will further amplify the disturbance if the V2V communication is not exploited
(case H), but it can also attenuate the disturbance by appropriately using the data provided
by V2V communication (case I).
For motifs Mn (n > 1), L2-HT string instability may occur for multiple frequency
ranges due to the intersection of L2-HT string stability boundaries for different values of
ωcr > 0; cf. blue curves in Figure 2.8(e). Point J is marked in the vicinity of the intersection
in Figure 2.8(a) and the corresponding Bode plot is displayed in Figure 2.8(d), which shows
that |G2,0(jω)| > 1 in two distinct frequency ranges. To demonstrate this performance,
simulations are carried out using the nonlinear model (2.43) and the results are shown in
Figure 2.8(h). The velocity of vehicle 0 is prescribed as v0(t) = v∗ + vamp,1 sin(ω1t) +
vamp,2 sin(ω2t) with v∗ = 15 [m/s], vamp,1 = 1 [m/s], vamp,2 = 1 [m/s], ω1 = 1.45 [rad/s],
and ω2 = 3.75 [rad/s], where ω1 and ω2 are selected from the first and the second L2-
HT string unstable frequency ranges, respectively. The simulation result in Figure 2.8(h)
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Figure 2.8: (a): Stability diagram of motif M2 when α1 = 0.6 [1/s], β1 = 0.7 [1/s], τ = 0.5
[s], and σ = 0.2 [s]. The same notation is used as in Figure 2.6(a). (b)–(d): Amplification
ratio curves for cases H–J. (e): Frequencies corresponding to the stability boundaries in
panel (a). (f)–(h): Simulation results for cases H–J.
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Figure 2.9: Stability diagrams for motifs M2 (top row) and M3 (bottom row) for different
values of the communication delay σ when α1 = 0.6 [1/s], β = 0.7 [1/s], and τ = 0.5 [s].
The same notation is used as in Figure 2.6(a).
indicates that vehicle 2 amplifies the disturbances for both frequencies, while vehicle 1 only
amplifies the low-frequency disturbance. This implies that CCC vehicles may deteriorate
the performance of traffic flow if the control gains are not appropriately designed.
For different values of communication delay σ, we display stability diagrams for M2
and M3 in Figure 2.9. Note that control gains α2, β2 are used for M2 while α3, β3 are used
for M3. As σ increases, L2-HT string stable domains decrease and disappear for σcr & 0.3
[s], which is larger than the typical communication delay σ=0.1–0.2 [s]. The stability
diagrams for M3 imply that the CCC vehicle may ensure the L2-HT string stability for a
network which contains more than one vehicles that amplify disturbances.
2.4 Motif Combinations
Here, we investigate the effects of motif combinations on the dynamics of complex vehicle
networks. In particular, we construct vehicle networks by using the motif combinations





”, respectively. Figure 2.10(a)–(d) display these combinations for general motifs Mm
and Mn (n > m > 1) while specific examples are presented in Figure 2.10(e)–(h) for 4
vehicles.
Cascades and intersections are defined literally. A union of motifs is formed when the
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Figure 2.10: Motif combinations (left column) and corresponding examples for (3+1)-
vehicle networks (right column).
enclosed by another motif without intersection of links. In this case, each CCC vehicle only
receives information from one distant vehicle. We remark that CACC can be considered
as a particular embedment network where all vehicles monitor the designated leader; see
Figure 2.10(g).
2.4.1 Cascade of Motifs
Cascade networks can be realized by placing motifs one after another such that the tail
vehicle of a motif becomes the lead vehicle of another motif. Particularly, the cascade of
M1’s represents the conventional car-following scenario where each vehicle only responds
to the motion of the vehicle immediately ahead. The stability of cascade networks can be
ensured by the stability of each included motif, as stated in the following theorem.
Theorem 7 A cascade network is
1) plant stable if and only if each included motif is plant stable;
2) L2-HT string stable if each included motif is L2-HT string stable.
Since the HTTF of a cascade network is equal to the product of the transfer functions of
all included motifs, the following two facts hold. 1) The characteristic roots of the cascade
network are indeed the characteristic roots of all included motifs; 2) The head-to-tail ampli-
fication ratio of the cascade network is the product of the amplification ratios of all included
motifs. Then, the proof of Theorem 7 can be completed by using the aforementioned two
facts in the conditions (2.31) and (2.33), respectively.
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Figure 2.11: Stability diagrams for cascade M1 + M2 (first row), union M2
⋃
M3 (second
row), embedment M2 ⊂ M3 (third row) and intersection M2
⋂
M2 (fourth row) for α1 =
0.6 [1/s], β1 = 0.7 [1/s], ξ = τ = 0.5 [s], and different values of the communication delay
σ as indicated. For M2
⋃
M3 and M2 ⊂ M3, α2 = 0 [1/s] and β2 = 0.8 [1/s] are also used.
The same notation is used as in Figure 2.6(a). For comparison, the stability boundaries of
M2 and M3 are given by the dashed-dotted black and magenta curves, respectively.
Note that condition 2) in Theorem 7 is only a sufficient condition. It implies that a
cascade network can still be L2-HT string stable even when some motifs in it amplify
disturbances. To demonstrate this, we investigate the network M1 + M2 (Figure 2.10(e)).






where the link transfer functions Th(s), T3,1(s) = T2,0(s), T3,2(s) = T2,1(s) are given
in (2.47). The human-driven vehicles 1 and 2 amplify disturbances due to large human
reaction time; see Section 2.3.1.
Then, using (2.65) in (2.34)–(2.37), one can construct the stability diagrams in the
(β2, α2)-plane, as displayed in the top row of Figure 2.11, which imply that the CCC ve-
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hicle 3 can attenuate disturbances of vehicle 0 when σ . 0.2 [s]. Comparing the stable
domains of M1 + M2 with those of M2 (enclosed by black dashed-dotted curve), one may
notice that for M1 + M2 the L2-HT string stable domain disappears for σ = 0.3 [s], while
M2 can still be stabilized for this delay value. This implies that including string unstable
motifs in the cascade may degrade the robustness of the network against communication
delays.
2.4.2 Union of Motifs
A union network is formed when a CCC vehicle exploits information of multiple distant






Mn can be observed in Figure 2.1 setting










where Tn,j(s) and Th(s) are given by (2.23) and (2.47), respectively.
Here, we investigate M2
⋃
M3 as displayed in Figure 2.10(f). For M2, we set α2 = 0
[1/s] and β2 = 0.8 [1/s]; see case I in Figure 2.8(a). This ensures that, when vehicles 0 and 3
are disconnected, M2 (comprised of vehicles 1,2,3) is still L2-HT string stable. Substituting
(2.66) into (2.34)–(2.37) with n = 4, one can generate stability diagrams in the (β3, α3)-
plane, as shown in the second row of Figure 2.11. Comparing these stable domains with
those of M3 (enclosed by magenta dashed-dotted curve), one may observe that exploiting
the information from more vehicles ahead can improve the robustness of vehicle networks
against communication delays.
2.4.3 Embedment of Motifs
For the embedment Mm ⊂ Mn (1 < m < n) shown in Figure 2.10(c), we apply the formula
(2.27) and get the HTTF












where link transfer functions are given by (2.47) such that Tl+m,l+m−1(s) and Tl+m,l(s) are
equal to Tm,m−1(s) and Tm,0(s), respectively.
Substituting (2.67) into (2.34)–(2.37) with m = 2 and n = 3, one can construct the
stability diagrams for M2 ⊂ M3, as shown in the third row of Figure 2.11. TheL2-HT string
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stable domains of M2 ⊂ M3 are larger than those of M3 (enclosed by magenta dashed-
dotted curves). This implies that embedding CCC vehicles in the network may improve
the dynamics of vehicle networks by attenuating disturbances. Comparing the stability
diagrams for M2
⋃
M3 and M2 ⊂ M3 (the second and the third rows of Figure 2.11), one
may observe that utilizing motion data received from multiple vehicles can improve the
robustness against communication delays. Moreover, using union instead of embedment
also decreases the required number of CCC vehicles to stabilize the network.
2.4.4 Intersection of Motifs
Intersection networks can be constructed by using any motifs. Here, we focus on M2
intersections where each CCC vehicle monitors the vehicle that is two vehicles ahead,
which results in a network with a repetitive connectivity pattern; cf. Figure 2.4 with no
links of length 3. We begin with M2
⋂
M2 (Figure 2.10(h)), for which the formula (2.27)
gives the HTTF





where the link transfer functions Th(s), T3,2(s) = T2,1(s), and T3,1(s) = T2,0(s) are given
by (2.47).
Using (2.68) in (2.34)–(2.37) leads to the stability diagrams in (β2, α2)-plane, as shown
in the fourth row of Figure 2.11. Comparing these stable domains with those of M2 (en-
closed by the black dashed-dotted curve), one may notice that intersecting links deteriorates
L2-HT string stability. Besides L2-HT string stability, one may also want both CCC vehi-
cles 2 and 3 to be capable of attenuating disturbances with respect to vehicle 0. To achieve
this, control gains must be chosen from the overlap between the L2-HT string stable do-
main of M2
⋂
M2 (dark gray region) and that of M2 (enclosed by the black dashed-dotted
curve). Such overlap is shaded by “\” lines in Figure 2.12(b) for σ = 0.2 [s].
To further investigate the effects of link intersections, we compare the dynamics of




M2; see Figure 2.12(a). As discussed in Section 2.4.1, M2 + M2
and M2 have the same stable domain. In Figure 2.12(c), the dark gray domain enclosed by




M2 for σ = 0.2
[s]. The L2-HT string stable domains of M2
⋂
M2 and M2 +M2 are enclosed by the dashed
blue and dashed-dotted black curves, respectively. The “\” line-shaded domain indicates
the overlap of these three domains, where all CCC vehicles can attenuate disturbances with
respect to vehicle 0. The Bode plots corresponding to the points K and L are shown in Fig-
ure 2.12(d) and (e), respectively. Panels (c) and (d) show that the L2-HT string stability of
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CCC vehicles 2–4 can be ensured if control gains are chosen from the “\” line-shaded do-





M2, even though more CCC vehicles are included in the latter network.
This implies that, if the connectivity structure is not appropriately designed, increasing the
number of CCC vehicles may deteriorate the performance of a vehicle network.
Repeating the aforementioned process, one can obtain stability diagrams for M2 inter-
sections of any given size, as shown in Figure 2.13(a)–(c). As the network size n increases,
the dark gray domain converges to the “/” line-shaded domain (enclosed by the cyan curve),
which indicates the L2-HT stable domain as n → ∞ and can be obtained by substituting
T1(s) = T2,1(s) and T2(s) = T2,0(s) into (2.41) and (2.42). The “\” line-shaded domain is
the overlap of L2-HT string stable domains for all M2 intersections of size up to n; cf. Fig-
ure 2.12(b) and (c). This domain ensures that all CCC vehicles can attenuate disturbances
with respect to the head vehicle.
In Figure 2.13(a), points M–P are marked to show the system performance when the
control gains are chosen from different domains. To evaluate the disturbance attenuation






= 0 (cf. (2.33)) and show cor-
responding results in Figure 2.13(d)–(f). Note that the human-driven vehicle 1 always am-
plifies disturbances due to large delay τ > ξcr; cf. (2.64). One can observe that the control
gains from the dark gray domain (case M) only ensure the L2-HT string stability of vehi-
cle 10 but the disturbance is amplified for larger network size, as shown in Figure 2.13(d).
When control gains are chosen from the “/” line-shaded domain (case N), it can eliminate
the disturbances as n → ∞ although some vehicles ahead amplify the disturbances, as
shown in Figure 2.13(e). Control gains in the cross-shaded domain, which is the overlap
between the “\” line-shaded and the “/” line-shaded domains (case P), ensure the string
stability of all CCC vehicles, as shown in Figure 2.13(f). We remark that this cross-shaded
domain does not significantly change with the network size.
When designing M2 intersections, control gains should be chosen from the cross-shaded
domain, which is smaller than the stable domain for M2 cascades (enclosed by the black
dashed-dotted curve). Moreover, in terms of the same network size, the cascade network
uses less CCC vehicles than the intersection network. This implies that the intersection of
communication links may deteriorate performance of vehicle networks. Suppose that the
received information includes the connectivity topologies of other vehicles. Then, the CCC
vehicle can disconnect the intersected links to improve the performance of traffic flow.
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M2 for σ = 0.2 [s]. The solid blue curves represent stabili-






M2 while the black dashed-dotted curve de-
notes the stability boundary of M2. For comparison, the stability boundary of M2
⋂
M2
is reproduced in panel (c) using dashed blue curve. Shading has the same meaning as
in Figure 2.6(a) while the “\” line-shaded domain highlights where all CCC vehicles can
attenuate disturbances respect to vehicle 0. (d,e): Bode plots corresponding to the gains
marked by points K and L in (c).
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Figure 2.13: (a)–(c): Stability diagrams for M2 intersections of different size as indicated
by n. The black dashed-dotted curve encloses the L2-HT string stable domain for M2. The
“\” line-shaded domain is the overlap of the L2-HT string stable domains for all M2 inter-
sections of size up to n. The “/” line-shaded region enclosed by the cyan curve indicates the
L2-HT string stable domain for n → ∞. Other shadings are the same as in Figure 2.6(a).
(d)–(f): Stability evaluations corresponding to points M–P.
2.5 Summary
In this chapter, we presented a general controller for the planning level of CCC that generat-
ed desired car-following dynamics by incorporating the motion data received from multiple
vehicles ahead via V2V communication. Information delays and connectivity topologies
were taken in account. This controller ensured the existence of a unique uniform flow e-
quilibrium that was independent of the network size, connectivity topology, information
delays, and control gains. Then, we investigated the dynamics of connected vehicle net-
works in the vicinity of uniform flow equilibrium. A systematic and efficient method was
provided to calculate the head-to-tail transfer function, which was crucial for character-
izing the stability of vehicle networks. Then, a motif-based approach was proposed for
modular and scalable design of complex vehicle networks. The dynamics of fundamental
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motifs and the effects of motif combinations were investigated, and the corresponding re-
sults were summarized by using stability diagrams for choosing control gains. Numerical
simulation showed that V2V communication can be used to improve the dynamics of traffic
flow if the control gains and the connectivity topologies are appropriately designed. On the
other hand, the results also showed that CCC may deteriorate the performance of vehicle
networks if the connectivity topologies and control gains are not appropriately designed.
The analysis in this chapter was based on the linearized models that only governed the
dynamics in the vicinity of equilibrium. In the next chapter, we will investigate the impact
of nonlinear dynamics on the performance of vehicle networks.
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CHAPTER 3
Planning Level: Nonlinear Dynamics of
Connected Vehicle Networks
In this chapter, we investigate the nonlinear dynamics of the planning-level controller pre-
sented in Chapter 2. Corresponding stability conditions are derived for designing control
gains for plant stability, Lp-HT string stability, and eventual string stability.
3.1 Plant Stability
Substituting (2.3) and (2.16) into (2.17) and subtracting the result from (2.17), we obtain



















In practice, it is often desired to maintain the distance and the velocity in the given operating
domains, that is,
hk,k−1(t) ∈ Dh , {h : h ≤ h ≤ h} , and vk(t) ∈ Dv , {v : v ≤ v ≤ v} , (3.2)
for all t ≥ 0 and for all k-s, where positive constants h, h, v, and v are given bounds. In
terms of the range policy (2.9), we assume hst < h < h < hgo and 0 < v < v < vmax.
It follows that hi,j(t), h∗ ∈ Dh for i, j = 1, . . . , n and v∗ ∈ Dv; cf. (2.15). Since V (h)
is continuously differentiable, based on the mean value theorem [70], there exist variables
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ψi,j ∈ Dh such that











cf. (2.15). We remark that the expression of ψi,j is unique if V ′(h) is invertible for ∀h ∈
Dh, while the value of ψi,j exists but may be not unique if V ′(h) is not invertible. In
the subsequent analysis, we only need the existence of ψi,j . Note that ψi,j = h∗ when
hi,j(t) = h
∗.
Substituting (3.3) into (3.1) and writing the result in the matrix form, we obtain




Ai,j(ψi,j) x̃i(t− ξi,j) +Bi,j(ψi,j) x̃j(t− ξi,j)
)
, (3.4)























, κi,j = αi,j + βi,j . (3.6)
Note that the model (3.4) is indeed nonlinear since the matrices Ai,j(ψi,j) and Bi,j(ψi,j)
depend on states hi,j nonlinearly; cf. (3.3). This is different from the linearized model
(2.18)–(2.20), where all matrices are constant.
One common approach to ensure plant stability in nonlinear time-delayed networks is
to construct a Lyapunov functional for the whole network, which is challenging especially
when the network contains a large number of vehicles. Here, we simplify the analysis by
exploiting the property of the “forward-looking” chain topology, that is, adding an vehicle
at the tail does not affect the dynamics of vehicles ahead. This allows one to achieve
the plant stability of vehicle chains sequentially by ensuring the newly added vehicle can
approach the uniform flow equilibrium asymptotically. That is, when studying the plant
stability of vehicle i, we assume that all vehicles ahead are in the uniform flow equilibrium,
i.e., x̃j(t) ≡ 0 for j = p, . . . , i− 1. Considering this in (3.4) yields
˙̃xi(t) = Ai,0 x̃i(t) +
i−1∑
j=p
Ai,j(ψi,j) x̃i(t− ξi,j) . (3.7)
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Note that in (3.7) the delays between different pairs of vehicles may have the same
value. To eliminate such redundancy, we define an ordered set that contains different values
of delays
σi , {σi,0, σi,1, . . . , σi,m} , (3.8)
where σi,0 = 0, m ≤ i − p, and σi,k < σi,` for k < ` such that the set σi is equivalent
to the set {0, ξi,p, . . . , ξi,i−1}. Here, we include 0 as an element in the set σi to make the
subsequent expressions more compact. Then, one can rewrite (3.7) by collecting the terms




Âi,k(Ψi) x̃i(t− σi,k) , (3.9)
where Ψi = [ψi,p, . . . , ψi,i−1] ∈ Di−ph and the superscript i−p refers to the direct product of
Dh by i− p times. Note that models (3.7) and (3.9) are equivalent but describe the system
from different aspects. In particular, the model (3.7) highlights the connectivity topology,
while the model (3.9) emphasizes different information delays.
Based on the Newton-Leibniz formula, we have the identity
x̃i(t− σi,k) = x̃i(t)−
∫ t
t−σi,k





˙̃xi(τ) dτ . (3.10)
Substituting (3.10) into (3.9) results in











Âi,k(Ψi) , q = 0, . . . ,m . (3.12)
To save space, we will not spell out the argument Ψi in Âi,k(Ψi) and Ai,q(Ψi) in the rest
of this chapter. Then, based on (3.9) and (3.11), we provide a sufficient condition for plant
stability of CCC vehicle i in the following theorem.
Theorem 8 Suppose that vehicles j = p, . . . , i−1 are in the uniform flow equilibrium with
h∗ ∈ Dh and v∗ = V (h∗) ∈ Dv; cf. (2.3), (2.16) and (3.2). Then, vehicle i is plant stable if
there exist positive definite matrices Pi, Qi,1, . . . , Qi,m, Ri,2, . . . , Ri,m,Wi,1, . . .Wi,m such
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that the following matrices
Ξi,1 =

Z Y0,1 · · · Y0,m −PiAi,1
Y1,0 Y1,1 −Qi,1/σi,1 · · · Y1,m 02×2
...
... . . .
...
...
Ym,0 Ym,1 · · · Ym,m −Qi,m/σi,1 02×2









are negative definite over the domain Di−ph for q = 2, . . . ,m, where 02×2 denotes the 2-






(σi,q − σi,q−1)ÂTi,jWi,q Âi,k
)

















Note that Ξi,k in (3.13) depends on Ψi for k = 1, . . . ,m; cf. (3.9) and (3.12), while
the domain Di−ph contains all possible values of Ψi. The proof of Theorem 8 is giv-
en in Appendix A.2. When applying this theorem, we begin by discretizing the domain
Di−ph , and then solve the corresponding linear matrix inequalities (LMIs) numerically for
Pi, Qi,1, . . . , Qi,m, Ri,2, . . . , Ri,m,Wi,1, . . . ,Wi,m by using LMI numerical solvers. Note
that the obtained solutions must ensure that the LMIs hold for all values in the domain
Di−ph . We remark that there may exist multiple solutions but we stop the calculation when
a solution is found.
Theorem 8 ensures that vehicle i approaches the uniform flow equilibrium if its distance
and velocity always stay inside the given operating domain (3.2), that is,
zi(t) , [hi,i−1(t) , vi(t)]
T ∈ Dh ×Dv (3.15)
for all t. Thus, it is also important to find the feasible region.
Definition 6 Given a time-delayed system ż(t) = f
(
z(t), z(t−σ1), . . . , z(t−σm)
)
, where
z(t) ∈ Rn is the state while σ1, . . . , σm denote time delays with σm being the maximum
time delay. Let D ⊂ Rn be the operating domain. The feasible region RF ⊆ D is defined
such that, if z(θ) ∈ RF for ∀θ ∈ [−σm, 0], then z(t) ∈ D for ∀t ≥ 0 and limt→∞ z(t) = z∗,
where z∗ denotes the equilibrium.
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defined for time-delayed systems [71], the feasible region is more applicable in our problem
due to the following two reasons:
• Feasible region is defined in the finite-dimensional state space Rn while region of





• Feasible region takes into account the constraint of the operating domain while region
of attraction does not.
How to calculate the feasible region analytically is a challenging problem and left for future
research. Assuming constant initial state, we can approximate the feasible region numeri-
cally, as will be demonstrated in Section 3.4.
3.2 Head-to-Tail String Stability
In a vehicle network, disturbances arising from a vehicle affect the motion of the follow-
ing vehicles. For temporary disturbances, the vehicle network may reach the uniform flow
equilibrium after transients. Thus, here we consider persistent disturbances and investigate
their impacts on the dynamics of vehicle networks. For nonlinear networks, L2-HT string
stability can be guaranteed by applying the Hamilton-Jacobi inequality [72]. However, to
apply this method to nonlinear time-delayed networks, one needs to construct a Lyapunov
functional for the whole network, which is challenging especially when the network con-
tains a large number of vehicles. Moreover, the result of the Hamilton-Jacobi inequality
is typically quite conservative and may not lead to a solution for large networks. Further-
more, the Hamilton-Jacobi inequality may not guarantee network performance in other Lp
norms such as L∞ norm, which is used to evaluate the largest deviation from the uniform
flow equilibrium. Here, we investigate Lp-HT string stability conditions that can be used
in general norms while also remaining scalable for large networks.
Note that Lp-HT string stability is evaluated by using the steady-state response; see
Definition 3. Since general disturbance signals may not lead to steady-state response, we
consider periodic disturbances imposed on the lead vehicle. We begin by providing a suf-
ficient condition which ensures that a periodic input to the nonlinear time-delayed network
(2.17) leads to periodic steady states with the same period, as stated in the following theo-
rem.
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Theorem 9 Consider the vehicle network (2.17) and assume that the disturbance arising
from head vehicle 0 is T -periodic. If Theorem 8 holds, then the steady-state motion of
vehicles k = 1, . . . , n is unique and T -periodic, that is,
x̃
(s)
k (t+ T ) = x̃
(s)
k (t) , k = 1, . . . , n , (3.17)
where the superscript “(s)” denotes the steady state.
The proof of Theorem 9 is given in Appendix A.3. We remark that, for general nonlin-
ear time-delayed networks, periodic disturbances from the head vehicle do not necessarily
lead to periodic motion of the following vehicles. By applying the controller (2.12) to the
vehicle network (2.2), Theorem 9 can ensure a periodic steady state of the whole vehicle
network when a periodic disturbance is imposed on the head vehicle. This property allows
one to investigate the Lp-HT string stability by evaluating the frequency response. Thus,
in order to investigate the Lp-HT string stability, we consider sinusoidal disturbances and













where vamp > 0 and ω > 0 denote the amplitude and the frequency of the disturbance,
respectively. Since x̃0(t) is periodic with period T = 2π/ω, Theorem 9 ensures that the
steady states of all following vehicle are unique and T -periodic. However, due to nonlinear
dynamics, the steady states are not sinusoidal but may be expressed by Fourier series.
To evaluate the frequency response, we define the amplification ratio function
Φn,0(ω, vamp) , ‖ṽ(s)n ‖Lp/‖ṽ
(s)
0 ‖Lp , (3.19)
which describes how the velocity disturbance arising from the head vehicle 0 is amplified
or attenuated when reaching the tail agent n in steady state. Different norms can be sued
to characterize the magnitude of signals. Here, we use the L∞ norm defined by ‖ṽ‖L∞ ,
supt>0 |ṽ(t)|, which accounts for the largest deviations from the equilibrium. Note that the
amplification ratio of nonlinear networks (3.19) depends on both the input frequency and
the input amplitude. This is different from the amplification ratio of LTI systems, which
is only determined by the input frequency. Moreover, for LTI systems with sinusoidal
excitations, L∞-HT string stability is equivalent to L2-HT string stability, since both of
them are determined by the amplitude of the sinusoidal output. However, they are not
equivalent for nonlinear systems, because the output may be not sinusoidal. Then, we
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present a condition for Lp-HT string stability in presence of sinusoidal disturbances, as
stated in the following theorem.
Theorem 10 Suppose that Theorem 8 holds and the disturbance imposed on the head




Φn,0(ω, vamp) < 1 . (3.20)
The proof can be given by combining Theorem 9 with Definition 3 and (3.19). To apply
Theorem 10, an expression of the steady state of the tail vehicle n is needed, which may
not be obtained in the closed form for general nonlinearities. Here, we approximate the
steady-state response by applying Taylor expansion. To improve readability, the details of
calculation are given in Appendix A.4. Compared with the harmonic balance approach
[73], our results provide analytical approximation of the steady states, which simplifies the
analysis and remains scalable for large complex networks. Note that Theorem 10 provides
guidelines for choosing control gains but may not guaranteeLp-HT string stability for other
types of periodic disturbances.
3.3 Eventual String Stability
In this section, we study the eventual string stability of the nonlinear time-delayed network
(2.17), and we derive a condition that only requires the analysis of the corresponding lin-
earized model. According to the analysis in Chapter 2, one can obtain the HTTF of an
(n+ 1)-vehicle network
Ṽn(s) = Gn,0(s, h
∗)Ṽ0(s) . (3.21)
Note that, different from the transfer function (2.27) in Chapter 2, we also treat the equilib-
rium h∗ as a variable in (3.21).
Theorem 11 The vehicle network (2.17) is eventual string stable if all the following con-
ditions hold:
• Theorem 8 holds.
• The range policy function V (h) in (2.9) satisfies∣∣∣∣dk+1V (h)dhk+1
∣∣∣∣ < ∣∣∣∣dkV (h)dhk
∣∣∣∣ < 1 , and limn→∞
∣∣∣∣dnV (h)dhn
∣∣∣∣ = 0 , (3.22)





Figure 3.1: A cascading vehicle chain with recurrent connectivity topology; compare a-
gents 0–4 and 4–8.




∣∣Gn,0(jω, h∗)∣∣ < 1, (3.23)
where j2 = −1.
The proof is given in Appendix A.5. Theorem 11 reduces the analysis complexity in two
aspects. On the one hand, it allows one to analyze disturbance attenuation in nonlinear
time-delayed networks by only studying the linearized model. On the other hand, it allows
one to ensure the performance of cascading networks by only analyzing the dynamics of
a single block. Note that in Theorem 11, one must ensure that the condition (3.23) holds
for all possible values of h∗ in the domain Dh. This is different from the analysis of the
linearized dynamics, which only needs to satisfy (3.23) for certain value of h∗ ∈ Dh.
3.4 Case Study and Simulations
In this section, we apply the theorems presented in this chapter to the vehicle network
shown in Figure 3.1. We assume that all vehicles are driven by human drivers with reaction
time ξk,k−1 = 0.5 [s] and fixed control gains αk,k−1 = 0.3 [1/s] and βk,k−1 = 0.5 [1/s] for
k = 1, 2, . . .. Moreover, we assume that every (2k − 1)-th vehicle is a non-CCC vehicle
while every 2k-th vehicle is equipped with CCC. We consider communication delay to be
σ = 0.2 [s]. Moreover, we assume the desired operating domain
Dh = {h : 15 ≤ h ≤ 25 [m]} , Dv = {v : 0 ≤ v ≤ 30 [m/s]} . (3.24)
Then, we apply both the linear analysis given in Chapter 2 and the nonlinear analysis pre-
sented in this chapter to such network and compare the results.
In particular, we consider the vehicle network in Figure 3.1 with 41 vehicles and de-
sign control gains αk,k−m, βk,k−m (m = 2, 3) by applying Theorems 8, 10 and 11, in order
to exploit the information received via wireless V2V communication. Fixing αk,k−2 = 0
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Figure 3.2: (a): Stability diagram in (βk,k−3, αk,k−3)-plane for plant stability and string
stability. Gray-shaded, “\”-shaded, and “/”-shaded regions highlight the domains for plant
stability, L∞-HT string stability, and eventual string stability, respectively. Solid red, solid
black, and solid blue curves are obtained by using Theorems 8, 10 and 11, respectively. The
dashed red and the dashed blue curves enclose domains for plant stability and string stabil-
ity that are obtained using the linearized model. (b): A zoomed-in view of panel (a). (c)
and (d): Feasible regions (shaded) for cases A and B, respectively. The red dashed-dotted
lines bound the operating domain Dh ×Dv, and the black star denotes the equilibrium.
[1/s] and βk,k−2 = 1 [1/s], we derive conditions for choosing control gains αk,k−3, βk,k−3
and display the results using stability diagrams as shown in Figure 3.2(a) and (b). Here,
the control gains inside the gray-shaded domain can ensure plant stability. Besides plant
stability, the control gains from the ’\’-shaded and the ’/’-shaded areas can also ensure
L∞-HT string stability and eventual string stability, respectively. The solid red curve (en-
closing the gray-shaded domain), the solid black curve, and the solid blue curve mark the
boundaries resulting from Theorems 8, 10 and 11, respectively. The dashed red and the
dashed blue curves are derived by using the linearized model for plant stability and L∞-HT
string stability, respectively.
To evaluate the effects of the long-range communication on the network performance,
we first consider the network without communication as a benchmark, which corresponds
to αk,k−2 = βk,k−2 = αk,k−3 = βk,k−3 = 0 for all k (see Figure 3.1 without red links).
Then, we exploit communication and choose two sets of control gains corresponding to the
points marked by A and B in Figure 3.2(b). To test the robustness, we consider an extreme
case where the equilibrium is at the boundary of the operating domain (3.24), which is
enclosed by the red dashed-dotted curve in Figure 3.2(c) and (d). In particular, we consider
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Figure 3.3: Simulations results when the head vehicle 0 moves at a constant speed. The top
row shows the distance between vehicles 39 and 40 while the bottom row shows the velocity
of vehicle 40, respectively. Dashed-dotted lines indicate the uniform flow equilibrium.
the equilibrium distance h∗ = 25 [m] that leads to the equilibrium speed v∗ = 22.5 [m/s];
cf. (2.9) with (2.11). The equilibrium is highlighted by the black star in Figure 3.2(c,d).
Assuming constant initial velocities, that is, vi(θ) ≡ vi,0 and si(θ) = si,0 + vi,0(θ+ 0.5) for
∀θ ∈ [−0.5, 0], we obtain the feasible regions for cases A and B numerically, as displayed
in Figure 3.2(c) and (d), respectively. To simulate plant stability, we let vehicle 0 move at
a constant speed v0(t) ≡ v∗ = 22.5 [m/s] with initial position s0,0 = 0 [m]. The initial
conditions for the following vehicles are given by vi,0 = 25 [m/s] and si,0 = −21i [m]
for i = 1, . . . , 40. The corresponding simulation results for the benchmark and for the
gains marked by points A and B are shown in Figure 3.3, where the top row displays the
distance between vehicles 39 and 40, while the bottom row shows the speed of vehicle 40.
Although the benchmark can eventually reach the equilibrium, the settling time is long,
and there exist undesired transient oscillations that push the state outside the operating
domain; see Figure 3.3(a,d). For the gains marked by point A (Figure 3.3(b,e)), such
undesired transients are avoided, while there is a small overshoot around t = 40 [s] where
the distance is outside the operating domain (see the zoomed-in panel in Figure 3.3(b)).
The gains corresponding to point B are chosen to ensure both L∞-HT string stability and
eventual string stability. Now, the plant stability can be achieved without overshoot; see
Figure 3.3(c,f). Comparison between cases A and B implies that, although our results for
string stability are obtained by analyzing the steady-state response, they may also improve
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Figure 3.4: Simulation results for disturbance attenuation. In the top row, the red points
show the amplification ratios between the perturbation of each following vehicle and that
of the head vehicle in terms of L∞ norm, while the bottom row displays the velocities of
vehicles 0 and 40, respectively.
the transient behavior.
To test disturbance attenuation, we consider a sinusoidal velocity disturbance v0(t) =
v∗ + vamp cos(ωt) for vehicle 0, where vamp = 6 [m/s] and ω = 0.18 [rad/s]. Using the
same initial conditions as used in Figure 3.3, we conduct simulations for the benchmark
and for the gains corresponding to points A and B, respectively. The results are displayed
in Figure 3.4, where the top row demonstrates how the disturbance evolves when prop-
agating along the network, while the bottom row shows the velocities of vehicles 0 and
40. In the benchmark, where the communication is not exploited, the disturbance arising
from vehicle 0 is amplified when propagating to following vehicles and leads to stop-and-
go motion of vehicle 40; see Figure 3.4(a,d). The saturations at v = 0 [m/s] and v = 30
[m/s] are caused by the saturation of the range policy (2.9) with vmax = 30 [m/s]. Fig-
ure 3.2(b) shows that point A is inside the region for L∞-HT string stability obtained by
linear analysis but outside the corresponding regions obtained by nonlinear analysis. Sim-
ulation results in Figure 3.4(b,e) demonstrate that the disturbance is indeed amplified as it
propagates along the chain. This implies that the results obtained from linearized dynamics
may be not valid when perturbations are large. The control gains at point B are chosen in-
side the region for L∞-HT & eventual string stability. Simulations in Figure 3.4(c,f) show
that the disturbance is attenuated along the vehicle network although not uniformly since it
is amplified by non-CCC vehicles.
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Figure 3.5: Comparison of linear approximation (green) and the nonlinear approximation
(red) with the numerical simulation (blue). (a) Amplification ratio curves and (b) velocity
of the tail vehicle 40.
For the gains marked by point A, we also investigate the frequency response by com-
paring the result obtained by linear analysis with that obtained by nonlinear approxima-
tion. Figure 3.5(a) displays the amplification ratio curves obtained by linear approximation
(green), nonlinear approximation (red), and numerical simulation (blue). It shows that the
nonlinear analysis is more accurate than the linear analysis. In particular, the nonlinear
analysis reveals the disturbance amplification, which cannot be discovered by the linear
analysis. Choosing ω = 0.18 [rad/s], we also compare the approximation and the numer-
ical simulation as shown in Figure 3.5(b), which shows that the nonlinear approximation
captures the largest perturbation better and hence characterize the L∞-HT string stability;
see the zoomed-in inlet in Figure 3.5(b).
3.5 Summary
In this chapter, we investigated the nonlinear time-delayed dynamics of connected vehicle
networks that were constructed by exploiting the V2V communication. For plant stability
and string stability, we derived conditions that were simple for application and remained
scalable for large complex networks. Numerical simulation results validated the analytical
conditions and also showed that nonlinear analysis provided more accurate results than the
linear analysis.
In Chapters 2 and 3, we presented a general controller for the planning level of CCC, in
order to generate the desired car-following dynamics by incorporating the motion data of
multiple vehicles ahead received via V2V communication. Effects of information delays,
connectivity topologies, and nonlinear dynamics on the performance of the correspond-
ing vehicle networks were investigated. To simplify the design of car-following dynamics,
physical effects such as aerodynamic drag and rolling resistance were not taken into ac-
count. But these effects may significantly affect the vehicle dynamics. To make CCC
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robust in practice, in the next chapter we will design control schemes such that the vehicle




Execution Level: Adaptive Control for Engine
Torque
The objective of the execution level is to control the engine torque and select appropriate
gears such that the vehicle state xi can track the desired state xid, that is,
xi(t)→ xid(t) , as t→∞ , (4.1)
cf. Figure 1.2(b). To achieve this objective, we present an Adaptive Sliding-Mode Con-
trol (ASMC) scheme that guarantees tracking performance in presence of both uncertain
parameters and external disturbances which were not considered in previous works [74,75].
4.1 Controller Design
To design control schemes for engine torque and gear shifts, we consider the physics-based






















where the effective mass meff = m + J/R2 contains the vehicle mass m, the moment of
inertia J of the rotating elements, and the wheel radius R. Moreover, g is the gravitational
constant, r is the rolling resistance coefficient, k is the aerodynamic drag constant. The
external disturbances include the road angle φi and the headwind speed vw,i. Here, we
design the controller for the axle torque Ta,i = ηiTe,i, which is the engine torque Te,i and
the constant ηi = gear ratio × final drive ratio; see Appendix B for parameters of a heavy-
duty vehicle. We assume that the onboard sensors are able to measure the states sufficiently
fast so that the corresponding time delays can be neglected. Thus, we drop the argument t
in the states of (4.2) to make expressions more concise.
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Then, we design the controller for the axle torque Ta,i to achieve the tracking perfor-
mance (4.1). Multiplying the second equation in (4.2) by meffR yields
θi,1v̇i = −θi,2 sinφi − θi,3 cosφi − θi,4(vi + vw,i)2 + Ta,i, (4.3)
where
θi,1 = meffR , θi,2 = mgR , θi,3 = rmgR , θi,4 = kR . (4.4)
For compactness, we use θi = [θi,1, θi,2, θi,3, θi,4]T that includes all vehicle parameters.
Estimating vehicle parameters
θ̂i = [θ̂i,1, θ̂i,2, θ̂i,3, θ̂i,4]
T (4.5)
and assuming constant headwind speed v̂w,i, one may design the execution-level controller
in the form
Ta,i = θ̂i,1ui + θ̂i,2 sinφi + θ̂i,3 cosφi + θ̂i,4(vi + v̂w,i)
2 , (4.6)
where ui is given by the planning-level controller (2.12) but replacing the desired state xid
with the real state xi. Indeed, the controller (4.6) is designed by incorporating the desired
dynamics (2.12) while trying to cancel out the nonlinear terms in (4.2) by using feedback
signals. When the estimated values of parameters and headwind speed match the real ones,
i.e., θi,j = θ̂i,j for j = 1, . . . , 4 and vw,i(t) ≡ v̂w,i, the closed-loop dynamics (4.2) and (4.6)
becomes the desired dynamics (2.17) so that the objective (4.1) is achieved.
However, in practice vehicle parameters may be not exactly known while the head-
wind speed varies in time. Hence, the benchmark controller (4.6) may not ensure the
required tracking performance. Thus, we seek for controllers that can guarantee tracking
performance while remaining robust against uncertainties in parameters and external dis-
turbances. Here, we assume that vehicle parameters and headwind speed are bounded with
known bounds. In particular, we denote
k ≤ k , R ≤ R , vw ≤ vw,i ≤ vw , (4.7)
where k, R, vw, and vw are all constants. Then, it follows that
θi,4 ≤ k R , (4.8)
cf. (4.4). We write the headwind speed in the form
vw,i(t) = v̂w,i + ṽw,i(t) , (4.9)
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Substituting (4.9) into (4.3) yields
θi,1v̇i = −θi,2 sinφi − θi,3 cosφi − θi,4(vi + v̂w,i)2 + δ(vi, ṽw,i) + Ta,i , (4.12)
where the unknown disturbance δ(vi, ṽw,i) is given by
δ(vi, ṽw,i) = −θi,4
(





Considering (4.8) and (4.11), one can obtain the upper bound of the unknown disturbance
∣∣δ(vi, ṽw,i)∣∣ ≤ k R((vw − vw)(vi + v̂w,i) + (vw − vw2
)2)
, δ(vi) . (4.14)
We assume that the vehicle state xi and the inclination angle φi can be obtained via
onboard sensors, digital maps, and global positioning system (GPS). To enable the vehicle
to track the desired dynamics while counteracting the uncertain vehicle dynamics, one may
using the sliding-mode control technique [76]. However, this method may lead to conser-
vative results since it relies on the upper bounds of uncertainties for robustness. Here, we
combine the sliding-mode control with the adaptive control approach [77]. In particular, the
adaptive control is used to adjust to the uncertain constant parameters and the sliding-mode
control is applied to compensate for the uncertain time-varying disturbances. We remark
that the combination of these two methods leads to robust tracking while also reducing the
conservativeness.
To design the execution-level controller, we first define a sliding surface
Si , vi − vid + λ1(si − sid) = 0 , (4.15)
where sid and vid are the desired states given by the planning level while λ1 is a positive
parameter. Note that tracking errors decay to zero along the sliding surface (4.15), i.e.,
si(t) → sid(t) and vi(t) → vid(t) as t → ∞. Then, we seek for a controller that regulates
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the state to reach the sliding surface (4.15) so that the tracking error decays to zero along
the sliding surface. Based on (4.14) and (4.15), we present the controller for the axle torque
Ta,i(t) = θ̂
T
i w − δ(vi)sgn(Si)− λ2Si , (4.16)
where the parameter estimate θ̂i is given in (4.5), the positive constant λ2 is a tuning pa-















The adaptation law for the estimate θ̂i is given by
˙̂
θi = −SiΓw , (4.18)
where the positive definite matrix Γ ∈ R4×4 contains the adaptation gains. In the controller
(4.16), the first and the second terms are used to counteract the uncertainties arising from
constant parameters and time-varying disturbances, respectively, and the third term is used
to regulate the system to the sliding surface (4.15).
Theorem 12 If the modeling uncertainties have known bounds (4.7), the execution-level
controller (4.15)–(4.18) ensures that the vehicle dynamics (4.2) tracks the desired motion
generated by the planning level in the sense of (4.1).
The proof is given in Appendix A.6. In the controller (4.15)–(4.18), λ1 determines the
decaying speed of tracking errors along the sliding surface Si = 0 while λ2 determines the
speed for approaching the sliding surface. In practice, λ2 shall be a large number, since the
effective gain on the acceleration for the closed-loop system is indeed λ2/θi,1 and θi,1 is a
large number; cf. (4.4).
In the adaptation law (4.18), we use a diagonal matrix Γ = diag{Γ1 ,Γ2 ,Γ3 ,Γ4},
where Γ1 , . . . ,Γ4 are all positive scalars. Note that the adaptation speed of θ̂i,k is propor-
tional to Γkwk for k = 1, . . . , 4. In practice, the inclination angle φi is small, yielding
w2 ≈ 0. In this case, Γ2 has little influence on the adaptation. Considering that the value of
w4 may be much larger than the values of w1, w2, and w3, one may choose Γ4 to be a small
number. Note that in general the adaptation law (4.18) may not regulate θ̂i to approach
the actual value θi since the excitation becomes weak when the state is around the sliding
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No. 0No. 1No. 2No. 3
Figure 4.1: A 4-vehicle network where the vehicle 3 is a heavy-duty truck equipped with
CCC. The other vehicles are human-driven vehicles that only respond to the vehicle imme-
diately ahead.
surface, i.e., Si ≈ 0. However, this does not affect the tracking performance, as will be
demonstrated by numerical simulations in Section 4.2
The parameters in the controller (4.15)–(4.18) should be appropriately designed to
achieve fast tracking while avoiding transient oscillations. For different problems, the range
of feasible parameters may vary. The tuning of these parameters is typically done through
analysis and simulation, as will be shown in our case study in Section 4.2
When implementing the controller (4.16), the discontinuities of the term sgn(Si) may
cause undesired chattering around the sliding surface (4.15). In practice, we replace the
term sgn(Si) by a continuous saturation function
sat(Si/Φi) =
Si/Φi , if |Si| ≤ Φi ,sgn(Si) , otherwise , (4.19)
where the positive constant Φi defines the boundary layer that is an invariant region around
the sliding surface. Note that large values of Φi may deteriorate the tracking performance
while small values of Φi may still lead to chattering phenomenon. Thus, in practice, Φi
should be chosen by considering the tradeoff between the tracking performance and the
chattering avoidance.
4.2 Simulation Results
In this section, we apply the planning-level controller (2.12) and the execution-level con-
troller (4.15)–(4.18) to a heavy-duty vehicle in a 4-vehicle network shown in Figure 4.1.
In Figure 4.1, the heavy-duty vehicle 3 is equipped with CCC while human-driven vehi-
cles 0–2 only respond to the motion of the vehicle immediately ahead. We consider that
vehicle 3 receives motion data from vehicles 0 and 1 with delays ξ3,0 = ξ3,1 = 0.2 [s],
which are caused by intermittency and packet drops in the wireless communication. We
also consider the scenario where vehicle 3 is driven by a human driver who monitors the
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Speed [m/s] t [s]
t [s] s3 [m]
(a) (b)
(c) (d)
Figure 4.2: (a) Gear shift map for the heavy-duty vehicle, where the blue and the red curves
indicate up- and down-shifts, respectively. (b) Velocity profile of vehicle 0. (c,d) Headwind
speed and road inclination angle.
motion of vehicle 2 with reaction delay ξ3,2 = 0.5 [s] while the CCC is used to assist the
driver. The parameters of the heavy-duty truck are provided in Appendix B while the gear
shift map is shown in Figure 4.2(a), where the blue and the red curves represent the upshift
and the downshift, respectively; see [54, 78].
We assume that the head vehicle 0 has length l0 = 4.8 [m] while its velocity is given
by the experimental data of UMTRI Safety Pilot Project [79] where the speed is measured
every 0.1 [s], as shown in Figure 4.2(b). Moreover, we assume the car-following dynamics
of vehicles j = 1, 2 are given by (2.8). The parameters of vehicles j = 1, 2 are set as
follows.
• l1 = 4.5 [m], α1,0 = 0.5 [1/s], β1,0 = 0.7 [1/s], hst,1 = 3 [m], hgo,1 = 40 [m],
vmax,1 = 30 [m/s], and ξ1,0 = 0.8 [s].
• l2 = 4 [m], α2,1 = 0.3 [1/s], β2,1 = 0.6 [1/s], hst,2 = 4 [m], hgo,2 = 38 [m],
vmax,2 = 32 [m/s], and ξ2,1 = 0.6 [s].
For vehicle 3, we assume that the parameters in range policy (2.9) are hst,3 = 5 [m],
hgo,3 = 35 [m], and vmax,3 = 30 [m/s]. For the headwind speed, we assume that it can be
modeled by autoregressive moving average model [80]. In particular, we use
vw,3(tk) + c1vw,3(tk−1) = ρ+ ε(tk) + e1ε(tk−1) , (4.20)
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Figure 4.3: Simulation for the benchmark when using controller (4.6) at the execution level.
(a,b) Distance h3,2 and velocity v3 of vehicle 3. (c,d) Engine torque Ten,3 and gear shifts of
vehicle 3.
where tk = tk−1 + 20 [s] for k = 1, 2, . . ., and c1, ρ, e1 are constants while ε is a random
variable between 0 and 1. Here, we use c1 = 0.9, ρ = 3 [m/s], and e1 = 0.8 [m/s]. For the
road angle, we assume that its model is also in the form of (4.20) but replacing vw,3(tk) by
φ3(tk). The corresponding parameters are set to be c1 = 0.3, ρ = 0 [deg], and e1 = −0.6
[deg]. Then, we interpolate the discrete data of the headwind and the road angle by using
the step size 0.1 [s], leading to the trajectories as displayed in Figure 4.2(c,d), respectively.
For vehicle 3, the desired car-following dynamics is given by (2.17). To satisfy Theo-
rem 8 for plant stability, we choose the control gains to be α3,2 = 0.3 [1/s], β3,2 = 0.5 [1/s],
α3,1 = 0 [1/s], β3,1 = 1 [1/s], α3,0 = 0.2 [1/s], and β3,0 = 0.2 [1/s]. For the execution-level
controller, we first use the controller (4.6) as the benchmark. When the estimated param-
eter values and headwind speed exactly match their real values, the benchmark controller
leads to s3(t) = s3d(t) and v3(t) = v3d(t) for all t > 0. Here, we consider estimated values
m̂ = 30000 [kg], k̂ = 7.7 [kg/m], r̂ = 0.01, and R̂ = 0.6 [m], which are different from
the actual values given in Appendix B. The corresponding simulation results are shown in
Figure 4.3. The trajectories displayed in Figure 4.3(a,b) show that the vehicle state (solid
blue) cannot track the desired state (dashed-dotted black) generated at the planning level.
Moreover, the benchmark controller leads to fast oscillations in the engine torque and gear
shifts, as displayed in Figure 4.3(c,d). This may cause severe damage to the engine and the
transmission.
Then we apply the ASMC scheme (4.15)–(4.18) at the execution level. In order to find
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Figure 4.4: Simulation for the case when applying the adaptive sliding mode controller at
the execution level. (a,b) Distance h3,2 and velocity v3 of vehicle 3. (c,d) Engine torque
Ten,3 and gear shifts of vehicle 3. (e)–(h) Real vehicle parameters (dashed lines) and their
estimates (solid curves).
feasible parameters to achieve fast tracking and avoid transient oscillations, we conducted
a large number of simulations. Here, we summarize the range of feasible parameters as
follows. The values of λ1 and λ2 can be selected in the ranges 0.1–10 and 104–105, respec-
tively. The adaptation gains Γ1 and Γ3 should be selected in the range 102–103 while Γ4
can be chosen between 0.1 and 1. Since Γ2 has little impact on the parameter adaption, one
can simply choose a value between 0 and 1. Here, we set the values to be λ1 = 1 [1/s] and
λ2 = 3 × 104 [kg·m/s] while the adaptation gains are given by Γ=diag{100, 1, 500, 0.1}
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with units [kg·s/m], [N], [N], [kg·s2/m3], respectively. Moreover, the boundary layer in
(4.19) is set to be Φ = 0.1 [m/s]. The corresponding simulation results are displayed in
Figure 4.4. As shown in Figure 4.4(a,b), the vehicle state (solid red) tracks the desired
state (dashed-dotted black) generated at the planning level. Figure 4.4(c,d) show the en-
gine torque and the gear shifts with no fast oscillations. Moreover, Figure 4.4(c) implies
that the demanded torque is in a realistic range without always requiring the maximum
torque 2314.3 [N·m]; see Appendix B. However, this is affected by many effects such as
the motion of the preceding vehicles, road angle, and headwind speed, and thus, it may
not be guaranteed in general cases. Comparing Figure 4.4(c) and Figure 4.3(c) also shows
the advantage of the adaptive sliding-mode controller in leading to realistic torque inputs.
Figure 4.4(e)–(h) show that the parameter estimates do not converge to the real value, but
this does not affect the state tracking performance as shown in Figure 4.4(a) and (b).
In summary, comparing the simulation result for benchmark controller (blue curves
in Figure 4.3(a)–(d)) and that for adaptive sliding mode controller (red curves in Fig-
ure 4.4(a)–(d)), one can observe that the latter one can regulate the vehicle to track the
desired state while counteracting uncertainties in vehicle dynamics. When the planning
level is designed for minimizing fuel consumption or for avoiding collisions, large devi-
ations from the desired state may increase fuel consumption or lead to collision. In this
sense, the adaptive sliding mode controller leads to better performance than the benchmark
controller. Moreover, the adaptive sliding mode controller improves the actuator perfor-
mance by avoiding fast oscillations.
4.3 Summary
In this chapter, we designed the execution-level controller by applying the adaptive sliding-
model control approach, which regulates the engine torque and selects appropriate gears so
that the state of the CCC vehicle can track the desired car-following dynamics generated
at the planning level in presence of uncertain vehicle dynamics. Physical effects such as
road angle, aerodynamic drag, and rolling resistance were taken into account. Numerical
simulations were used to validate the analytical results and to show the advantage of the





In this chapter, we investigate the beyond-line-of-sight (BLOS) perception of CCC vehicles
by utilizing the motion data received from distant vehicles via wireless V2V communica-
tion. To appropriately incorporate the received information into vehicle control systems,
the CCC vehicle shall be able to determine whether the motion of broadcasting vehicles
are relevant to its own motion. Moreover, to achieve system-level performance such as
string stability and collision avoidance, the CCC vehicle needs to know the dynamics of
surrounding vehicles, which is not available in real traffic. To address these issues, in this
chapter we first present a causality detector that can determine whether the received infor-
mation is relevant to the CCC vehicle. Then, we propose the link-length estimator and the
network-dynamics identifier to identify the dynamics of the vehicle network.
5.1 Causality Detector
In this section, we propose a causality detector that determines whether the information
received from a distant vehicle is relevant to the motion of the CCC vehicle. In particular,
we focus on single-lane scenarios and assume that the CCC vehicle monitors the motion
of the vehicle immediately ahead by using range sensors and also receives information
from a distant vehicle via V2V communication. The key idea is that, if the motion of
the broadcasting vehicle influences the motion of the vehicle immediately ahead, then the
information of this broadcasting vehicle is considered to be relevant for the CCC vehicle.
As recorded during the UMTRI Safety Pilot Project [79], V2V communication provides
motion data of vehicles every δt = 0.1 [s]. To make the subsequent expressions more














where the positive constant ∆ represents the window size for data storage. Larger ∆ means
more data, which can enhance the robustness of BLOS perception but may also reduce the
sensitivity to the change of situations. Thus, the value of ∆ must be chosen by considering
the tradeoff between robustness and sensitivity. Feasible values for ∆ will be discussed in
Section 5.4 based on numerical simulations.
To appropriately use the information received via V2V communication, it is important
to detect whether the received information is relevant to the motion of the CCC vehicle. To
determine such relevance, we propose a causality detector in this section. The motion of
two vehicles are said to have a causal relationship if the motion of one vehicle influences
the motion of the other vehicle. For example, consider the vehicle chain in Fig. 2.1. If
there is a causal relation between the motion of vehicles p and i, the speed perturbation of
vehicle p will lead to a speed perturbation of vehicle i since perturbations propagate along
the chain of vehicles. Otherwise, vehicle i may not respond to the motion of vehicle p.
Such non-causality occurs when there are no vehicles between vehicles i − 1 and p while
they maintain a large distance.
We evaluate the causality by using the lag phase, which we define as the time difference
between similar motions of two vehicles. In practice, the lag phase may vary in time, but
the possible values shall be in a bounded range when the number of vehicles between
the broadcasting vehicle and the receiving vehicle is bounded. For implementation, we
consider a set for values of lag phases
Dτ = {τ1, τ2, . . . , τN} , (5.2)
where τ` = ` · δτ for ` = 1, 2, . . . , N . Here, we set the distribution size as δτ = δt = 0.1
[s]. To construct the causality detector, we define the weights corresponding to the lag
phase τ` ∈ Dτ between vehicles i and j at time tk as
w(tk)(τ`) =
1
‖ṽi(tk)− ṽj(tk − τ`)‖2
, (5.3)




denotes the normalized signal such that all elements in the set ṽ(t) are between 0 and 1;
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When there is causal relationship between the motion of two vehicles, the distribution
(5.6) becomes more concentrated; see Fig. 5.1. If the maximum value of the normalized
weights (5.6) is larger than a given confidence threshold (denoted by the dashed-dotted
line in Fig. 5.1), the element in (5.2) associated with the maximum weight is chosen to be
the estimate of lag phase τ̂(tk); see Fig. 5.1(a). Otherwise, it implies lack of confidence
for causality between the motion of two vehicles; see Fig. 5.1(b). We remark that when
the motion of two vehicles are non-causal, the weights will be uniformly distributed. For
instance, this happens when one vehicle moves with constant speed while the speed of the
other vehicle varies. On the other hand, if the motion of one vehicle is exactly a time-shifted
copy of the motion of the other vehicle, the weight of the corresponding lag phase will be
one while the other weights are zeros. For periodic motions, there may exist multiple
elements in (5.2) that have the same weight. In this case, we use the smallest element as
the estimated lag phase.
Note that the normalized weight (5.6) alone is not sufficient to evaluate the causality
between the motion of two vehicles, because it is determined by only the instantaneous
motion that may vary significantly at each time step. To enhance the confidence of the
































Figure 5.1: Normalized weight w̃(tk)(τ`) for lag phase τ` at time tk. The dashed-dotted line
denotes the confidence threshold. (a) If the maximum weight is larger then the confidence
threshold, the lag phase associated with the maximum weight estimates the most likely
τ̂(tk). (b) If the maximum weight is smaller than the confidence threshold, it implies lack
of causality between the motion of two vehicles.








which measures the difference between the two distributions P (tk−1)(τ`) and w̃(tk)(τ`). The
KL-divergence has the following properties:
• It is non-negative, and it is zero if and only if the two distributions are the same.
• It increase when the difference between the two distributions increases.
According to (5.7)–(5.9), the distribution P (tk)(τ`) changes significantly compared with
P (tk−1)(τ`) only when there is a large difference between P (tk−1)(τ`) and w̃(tk)(τ`). As
initial condition, we use the uniform distribution





for ` = 1, . . . , N .







LargeC(tk) indicates high possibilities of causality between the motion of the two vehicles.
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Setting a confidence threshold 0 < C < 1, we define the causality indicator
Ri,j(tk) =
1 , if C(tk) > C ,0 , otherwise . (5.12)
In practice, the causality between the motion of two vehicles may change due to the
lane-change maneuvers. To enhance the sensitivity for detecting such changes, we propose
the discrepancy function






which quantifies the difference between the current lag phase τ̂(tk) (given by the maxi-
mum of the distribution w̃(tk)(τ`)) and most possible lag phase given by the distribution
P (tk−1)(τ`). Large S(tk) implies that the current estimate disagrees with the historical
data, and thus, the causal relation may have changed. Note that S(tk) decreases when
P (tk−1)(τ̂(tk)) increases. In particular, if τ̂(tk) is equal to the most possible value given by
the distribution P (tk−1)(τ`), we have P (tk−1)(τ̂(tk)) = max`=1,...,N P (tk−1)(τ`), leading to
S(tk) = 0.
5.2 Link-Length Estimator
In connected vehicle networks, to appropriately incorporate the motion data received from
distant vehicles into CCC, one needs to know the number of vehicles between the broad-
casting vehicle and the CCC vehicle. However, in practice such information is not avail-
able, especially when there exist vehicles that do not broadcast information. In this section,
we present an estimator to identify the number of vehicles between the broadcasting ve-
hicle and the CCC vehicle by using only the position and the velocity data obtained from
V2V communication and range sensors.
To make the subsequent expressions more compact, we use the phrase link length to
represent the number of vehicles between two vehicles. That is, the link length ni,j between
vehicles i and j is given by
ni,j = i− j . (5.14)
The empirical traffic data in [59] show that, when vehicle j moves at a constant speed
v∗j , it aims to keep a desired speed-dependent headway h
∗
j,j−1 from vehicle j − 1. This
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relationship is called a range policy and can be described by
h∗j,j−1 = Hj(v
∗
j ) , (5.15)
where the strictly positive function Hj(v) increases with v over the operating domain 0 <
v < vmax. Here, the admissible maximum speed vmax may be determined by the speed
limit or by the drivers’ decision. When all vehicles move at the same constant speed and
they have the identical range policy, i.e., v∗j = v
∗ and Hj(v) = H(v) for all j-s, it leads to
the uniform flow equilibrium
h∗i,j =




= H(v∗) , (5.16)
cf. (2.15), (5.14), and (5.15). In real traffic, range policies may vary among different ve-




h∗j,j−1 6= h∗k,k−1 for j 6= k. In this situation, the relationship (5.16) can be written in an
average form
h∗i,j =


















Notice that the length of vehicle i and the range policy of vehicle j are not included in
(5.18); cf. (2.15) and (5.15).
If all vehicles broadcast information, the average quantities in (5.18) may be directly





However, in practice, the average quantities in (5.18) are not available when there exist
vehicles that do not broadcast information. Thus, in practice, we use the approximations
lav ≈ lav , Hav(v∗) ≈ Hav(v∗) , (5.20)
which may be obtained by statistical analysis of empirical traffic data.
In real traffic, vehicles may not move at constant velocity and the distance between two
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vehicles varies in time. Considering the constant component in the Fourier series as the


















for the distance, velocity, and link length, respectively, where 0 ≤ η ≤ 1 is a constant and











When the perturbations about the equilibrium have zero means, it follows that







as k →∞; cf. (5.19).
Rewriting (5.21) in the iterative form and defining n̂i,j(tk) as the output, we present the
link length estimator




ξ2(tk) = ξ2(tk−1) +
ηvj(tk) + (1− η)vi(tk)− ξ2(tk−1)
k
,














for k = 1, 2, . . ., where int(ξ) rounds ξ to the nearest integer since the link length must be
an integer. Here, the initial condition is set to be ξ1(t0) = ξ2(t0) = ξ3(t0) = 0.
Theorem 13 Suppose that the measurement errors in position s and velocity v have zero
means. Then, the output of the link length estimator (5.24) converges to the actual link
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The proof is given in Appendix A.7. Theorem 13 implies that, as the link length ni,j
increases, the convergence requires higher accuracy of the approximated quantities lav and
Hav(v
∗). The accuracy of these approximations can be improved when more vehicles in the
network broadcast information. However, we remark that the link length estimator (5.24)
does not rely on the motion data of vehicles j + 1, . . . , i − 1 so that the estimator can be
also applied when they do not broadcast.
The link length estimator (5.24) treats all history data equally, which may reduce the
sensitivity of the estimator to the changing number of vehicles caused by the lane-changing
behaviors of vehicles. To deal with this problem, we modify (5.24) by using a forgetting
factor µ. This leads to the weighted link length estimator
Ω(tk) = 1 + µΩ(tk−1) ,




ξ2(tk) = ξ2(tk−1) +
ηvj(tk) + (1− η)vi(tk)− ξ2(tk−1)
Ω(tk)
,














Here, the forgetting factor µ decreases the influence of history data on the current estima-
tion, which enhances the sensitivity. When µ = 1, the weighted link-length estimator (5.26)
is reduced to normal link-length estimator (5.24). Note that small values of µ may cause
oscillation and hence cannot lead to convergence. In practice, the value of µ should be cho-
sen by considering the trade-off between the robustness and the sensitivity. The feasible
values for choosing µ will be investigated in Section 5.4 based on numerical simulations.
5.3 Network-Dynamics Identifier
Consider the vehicle network shown in Figure 2.1. To design CCC for vehicle i to achieve
certain system-level performance such as string stability and collision avoidance, it is nec-
essary to know the dynamics of the vehicle network comprised of vehicles p, . . . , i− 1; see
Chapters 2 and 3. Such information cannot be directly obtained in real traffic. In this sec-
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tion, we present a network-dynamics identifier to approximate the nonlinear time-delayed
dynamics of connected vehicle networks.
In particular, we consider the speed vp and vi−1 as the input and the output of the vehicle
network, since the speed perturbation of vehicle p propagates through the whole network
and eventually affects the speed of vehicle i− 1. Although a nonlinear model can improve
the estimation accuracy, it will also increase the complexity for the subsequent control




































respectively. Note that the φa is comprised of estimated states and φb is constructed by
using measured states, while the coefficient vectors θa, θb and the regression length N are
to be determined.
We assume that the car-following dynamics of each vehicle can be modeled by a
second-order system. Hence, for a n-vehicle network, we set the regression length as
N = 2n. Since n is typically unknown in practice, we set N = 2n̂ where n̂ is the estimated
number of vehicles in the network given by the link-length estimator (5.24) or (5.26). In
practice, the order of the car-following dynamics of a vehicle may be higher than two due
to the information delays. The corresponding modeling mismatches will be minimized by
designing the coefficients aq, bq in (5.27).




‖vi−1(tk)− v̂i−1(tk)‖2 + c1‖vi−1(tk)− v̂i−1(tk)‖∞+ c2‖θb‖2 , (5.29)
where ∆ + 1 is the number of elements in the vector vi−1(tk) and c1, c2 are positive con-
stants. Here, the vectors vi−1(tk) and v̂i−1(tk) are defined according to (5.1) while the
2-norm and∞-norm are given in (5.5). The first term in (5.29) is used to evaluate the in-
tegral tracking error, the second term is for the peak of tracking error, while the third term
is used to control the coefficient values to avoid over-fitting. Note that J(θa, θb) explicitly
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depends on θb through the the third term and also inexplicitly depends on θa and θb through
v̂i−1(tk); cf. (5.27).














where the constraint explicitly takes into account the stability of the model (5.27) by re-
quiring all the roots inside the unit circle in the complex plane. The optimization problem
(5.30) is challenging, since λ-s are complex numbers and the constraint may lead to discon-
nected regions for coefficients a1, . . . , aN . Now we propose a method that finds suboptimal
solutions for the problem (5.30) in an efficient way. We first generate a candidate pool of
coefficients a1, . . . , aN that satisfy the stability constraint, and then minimize the cost func-
tion J(θa, θb) based on the candidate pool. The process will be described in detail in the
rest of this section.
The characteristic equation in the constraint of (5.30) can be written in the form
N∏
i=1
(λ+ λi) = 0 , (5.31)
that is, the corresponding roots are given by −λi for i = 1, . . . , N . To ensure the con-
straint of (5.30), one needs to guarantee |λi| < 1 for i = 1, . . . , N . To begin with, we
randomly sample N numbers inside the unit circle in the complex plane. Since a1, . . . , aN
are all real numbers, complex roots must appear in a conjugate way while the real roots
shall be mutually independent. To realize this, we begin by randomly sampling N/2 values
λ1, . . . , λN/2. If λi is a real number, then we randomly sample −1 < λi+N/2 < 1; oth-
erwise, set λi+N/2 = λ∗i where the superscript “∗” represents the conjugate. Indeed, there
are many methods for sampling complex numbers in the unit circle. Here, we sample the
magnitude and the real part of complex values. If the real part is larger than the magnitude,
then the sample is set to be a real number; otherwise it is set to be a complex number, where
the imaginary part is calculated from the magnitude and the real part.





λi1 · · ·λiq , (5.32)
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where the set CkN contains all possible combinations for picking k values from the set
{1, . . . , N}. Then, we repeat the aforementioned random sampling for M times, where
M is a sufficiently large number. This leads to M sets of candidate coefficients {aq}m for
m = 1, . . . ,M . A larger size of candidate pool may improve the accuracy of the solu-
tion to (5.30), but it also requires more computational resources. Considering that, for LTI
systems, similar coefficients will lead to similar dynamics, we cluster these coefficients by
using the k-means approach [82], which leads to K groups of representative coefficients
{aq}k for k = 1, . . . , K. We remark that K is typically much smaller than M .
Then, we compute minθa,θb J(θa, θb) by iterations ` = 0, . . . , L with L denoting the
maximum iteration steps. First, we randomly initialize θ(0)b where the superscript indicates












where {aq}k is the k-th representative candidates. SinceK is typically small, the minimizer
of (5.33) can be obtained by comparing the cost for each {aq}k where k = 1, . . . , K. Then,


























We remark that, once the coefficients θa and θb are obtained, we freeze these coefficients
and use the model (5.27) to predict the motion of vehicle i− 1, until the relevance detector
or the link-length estimator indicates that the configuration of vehicle network has changed.
For BLOS perception, we have presented the causality detector (5.12), link-length es-
timator (5.24,5.26), and network-dynamics identifier (5.27). The time sequence for the
activation of these three functions is shown in Fig. 5.2. In particular, the causality detector
is activated when the V2V communication starts. The detection of causality activates the
link-length estimator. Once the estimated link length converges, the network-dynamics i-
dentifier is activated. The estimated link length is said to converge if it maintains the same
value for a sufficiently long time. In the subsequent simulation, we consider ∆ · δt as a
sufficiently long time. Note that both the link-length estimator and the network-dynamics
identifier use historical data. That is, when the link-length estimator is activated at t1, it










Link-length estimator is activated
Link-length estimate converges
Network-dynamics identifier is activated
Causality detector is activated
Figure 5.2: Time sequence for the activation of causality detector (5.12), link-length esti-
mator (5.24) or (5.26), and network-dynamics identifier (5.27). The causality detector is
activated when the V2V communication starts. If the causality is detected, the link-length
estimator is activated. The convergence of estimated link length triggers the activation of
the network-dynamics identifier.
01234
Figure 5.3: A vehicle network where the CCC vehicle 4 monitors the motion of vehicle 3
via range sensors and also receives information from vehicle 0 by V2V communication.
identifier is activated at t2, it uses the data between t2 −∆ · δt and t2.
5.4 Numerical Simulations
In this section, we use numerical simulations to validate the analytical results and test the
robustness of our presented estimators against varying configurations of vehicle networks.
In particular, we consider the 5-vehicle network shown in Fig. 5.3, where CCC vehicle 4
monitors the motion of vehicle 3 via range sensors and also receives information from
distant vehicles via V2V communication. Here, we consider the worst-case scenario where
only vehicle 0 broadcasts information. We assume that the car-following dynamics of
vehicles 1–3 are governed by the optimal velocity model [59]
ṡj(t) = vj(t) ,
v̇j(t) = αj
(




























Figure 5.4: Range policies for vehicles 1–3 (solid curves) and the empirical average range
policy (dashed curve).
for j = 1, 2, 3, where αj, βj > 0 are control gains, σj denotes the human reaction time,
and the function Vj is in the form of (2.9) with (2.11).
Considering the heterogeneity in the real traffic, we use different parameters for differ-
ent vehicles:
• Vehicle 0 has length l0 = 4.8 [m] and follows a given speed profile.
• Vehicle 1 is with α1 = 0.4 [1/s], β1 = 0.6 [1/s], hst,1 = 5 [m], hgo,1 = 43 [m],
vmax,1 = 30 [m/s], σ1 = 0.1 [s], l1 = 5.5 [m].
• Vehicle 2 is with α2 = 0.4 [1/s], β2 = 0.5 [1/s], hst,2 = 3 [m], hgo,2 = 45 [m],
vmax,2 = 32 [m/s], σ2 = 0.2 [s], l2 = 3.6 [m].
• Vehicle 3 is with α3 = 0.5 [1/s], β3 = 0.6 [1/s], hst,3 = 4 [m], hgo,3 = 35 [m],
vmax,3 = 31 [m/s], σ3 = 0.1 [s], l3 = 4.6 [m].
Here, we consider that vehicle 4 estimates the dynamics of the vehicle network comprised
of vehicles 0–3.
To demonstrate the performance of the causality detector, we consider the following
scenario. Initially, the distance between vehicles 0 and 1 is 1200 [m] while vehicles 2–4
follow vehicle 1 with initial distances 26 [m], 35 [m], and 30 [m], respectively. The initial
velocities of all vehicles are set to 0 [m/s]. The velocity of vehicle 0 is given by using the
UMTRI Safety Pilot data. For implementing the causality detector, we use the window
size ∆ = 400 in (5.1), which corresponds to ∆ · δt = 40 [s]. The confidence threshold in
(5.12) is set to be C = 0.5. After the causality is detected, the link-length estimator (5.26)
is activated to identify the number of vehicles. To find appropriate values for the forgetting
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factor µ in (5.26), we conduct a large number of simulations, which show that 0.98 < µ < 1
can lead to a balance between the sensitivity and the robustness. Here, we use µ = 0.99.
Moreover, we set η = 0.5 in (5.26) for equal weights on v0 and v3. Once the estimated
link length converges, we activate the network-dynamics identifier (5.27). The empirical
vehicle length is set to lav = 4.5 [m]. To obtain the empirical range policy, we use (2.9) and
assume the parameters in the ranges 3 ≤ hst ≤ 8 [m], 35 ≤ hgo ≤ 45 [m], 30 ≤ vmax ≤ 37
[m/s]. Then, we randomly sample 10000 sets of parameters {hst, hgo, vmax} using uniform
distributions within their ranges. Then, we use the obtained range policies to calculate the
empirical average range policy Hav(v) by averaging them for each v; see Fig. 5.4.
The corresponding simulation results are shown in Fig. 5.5. The velocities of vehicles
0–3 are displayed in Fig. 5.5(a), where the zoomed-in panel highlights the moment when
vehicle 1 catches up with vehicle 0. Fig. 5.5(b) shows the output of the causality detec-
tor, which detects the causality at t1 = 96.4 [s]. The time difference between the instant
when vehicle 0 begins to influence vehicle 3 and the instant when the causality is detected
is around 40 [s], corresponding to the window size ∆ = 400; cf. (5.1). The estimated
lag phase as a function of time is displayed in Fig. 5.5(c). The distribution of lag phases
obtained at t = 250 [s] is shown in Fig. 5.5(d). The discrepancy function (5.13) and the con-
centration factor (5.11) are shown in Fig. 5.5(e) and (f), respectively. Note that the abrupt
changes in the estimated lag phase τ̂ lead to the increase of discrepancy; cf. Fig. 5.5(c) and
(e). The activation of the link length estimator is triggered by the detection of causality
at t1 = 96.4 [s]; see Fig. 5.5(a). Fig. 5.5(g) shows that the link length estimator starts
by using the historical data from t1 − ∆ · δt = 56.4 [s], and the estimated link length n̂
converges to the real value n = 3. The convergence is determined at t2 = 100.9 [s], which
triggers the activation of the network-dynamics identifier that uses the historical data from
t2−∆ · δt = 60.9 [s]. Fig. 5.5(h) shows that the output of the network-dynamics identifier
tracks the real velocity v3 with small tracking errors, even though we use a linear discrete-
time model to approximate the dynamics of a nonlinear time-delayed system. This implies
that the linear model can be used for the subsequent control design.
In practice, the configuration of a vehicle network may change due to the lane changes.
To test the response of our presented estimator, we consider the scenario where vehicles
0, 2, 3 move in the same lane while vehicle 1 cuts in between vehicles 0 and 2 at t = 70
[s]. To simulate this, we assume that vehicle 1 cuts in at speed 15 [m/s], and after the
cut-in it responds to the motion of vehicle 0 using the car-following model (5.36). We also
assume that vehicle 2 decelerates with constant acceleration −0.4 [m/s2] between t = 64
[s] and t = 70 [s] to leave a space for the cut-in, while vehicles 3 and 4 always responds
to the motion of vehicle 2 using the car-following model (5.36). This is highlighted in the
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Figure 5.5: (a) Velocities of vehicles 0–3. (b) Causality indicator R3,0 that implies whether
the information of vehicle 0 is relevant to vehicle 3. (c) Estimated lag phase. (d) Distribu-
tion P (τ`) at time t = 250 [s]. (e) Discrepancy function given by (5.13). (f) Concentration
function (5.11). (g) Output of the link length estimator (5.26). (h) Comparison between the
output of the network dynamics identifier (5.27) and the real velocity of vehicle 3.
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Figure 5.6: Simulation for the scenario where vehicle 1 cuts in between vehicle 0 and
vehicle 2 at t = 70 [s]. Notations are the same with those in Fig. 5.5. The discontinuities
in (c), (e), and (f) are caused by the cut-in of vehicle 1.
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zoomed-in panel of Fig. 5.6(a). Fig. 5.6(b) indicates the causal relation between the motion
of vehicles 0 and 3 at the beginning and after the cut-in of vehicle 1. In the middle time
range, R3,0 becomes 0 because the cut-in of vehicle 1 leads to non-causality between the
motion of vehicles 0 and 3; cf. Fig. 5.6(a) and (b). In Fig. 5.6(c,e,f), the discontinuities are
also caused by the cut-in of vehicle 1, which yields that max` w̃(tk)(τ`) is smaller than the
threshold. Fig. 5.6(g) shows that the estimation of link length converges to the real value
in about 10 [s]. Fig. 5.6(h) demonstrates that the estimated dynamics can follow the real
dynamics.
5.5 Summary
In this chapter, we investigated beyond-line-of-sight (BLOS) perception by exploiting wire-
less V2V communication. In particular, we proposed three estimators that play significant
roles in the design of connected cruise control (CCC). First, we presented a causality de-
tector that was used to indicate whether the information received from distant vehicles was
relevant to the motion of the CCC vehicle. Then, we designed a link-length estimator to
identify the number of vehicles between the broadcasting vehicle and the CCC vehicle,
which was crucial for appropriately integrating the motion data of broadcasting vehicles
in CCC. Finally, we provided a network-dynamics identifier to approximate the nonlinear
time-delayed dynamics of connected vehicle networks, which was required for designing
CCC for system-level performance such as string stability and collision avoidance. The
coefficients of the identifier were obtained by minimizing a cost function and ensuring
the stability of the model. An efficient approach was proposed in this chapter to solve the
optimization problem with constraints on stability. Numerical simulations were used to val-
idate the analytical results, which also showed their robustness against packet drops in V2V
communication and their sensitivity to the change of configuration of vehicle networks.
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CHAPTER 6
Conclusions and Future Work
6.1 Conclusions
In this dissertation, we investigated the design of connected cruise control (CCC) by ex-
ploiting vehicle-to-vehicle (V2V) communication to improve vehicle safety and mobility.
To reduce the complexity for design and analysis, we used a hierarchical framework that
was comprised of three levels: perception level, planning level, and execution level.
The perception level was designed for beyond-line-of-sight situation awareness. In
particular, our presented perception level had three functions. First, it was able to detect
whether the information broadcasted by other vehicles are relevant for the CCC vehicle.
This is crucial for avoiding incorporating irrelevant information into the vehicle control
systems, which may lead to safety issues. Moreover, the perception level can identify
the number of vehicles between the broadcasting vehicle and the CCC vehicle. Such in-
formation is important when utilizing the motion data of the broadcasting vehicle in the
controller. Furthermore, at the perception level we were able to approximate the nonlin-
ear time-delayed dynamics of the vehicle network in front of the CCC vehicle, which is
necessary for achieving system-level performance such as string stability.
At the planning level, we presented a general controller to generate desired car-following
dynamics by incorporating the information received from multiple vehicles ahead. This
controller was able to guarantee a unique uniform flow equilibrium that is independent
of the network size, connectivity topologies, information delays, and control gains. Such
property is important for ensuring the performance of vehicle network in varying traffic
environment. The effects of information delays, connectivity topologies, and nonlinear dy-
namics on the dynamics of vehicle networks were investigated: we derived conditions for
choosing control gains to mitigate traffic congestions. A motif-based approach was pro-
posed to modularly construct vehicle networks so that the design remain scalable for large
networks. Numerical simulations showed the potentials of CCC for enhancing vehicle mo-
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bility by attenuating disturbances that propagated backward along the vehicle chain.
The execution level was designed to regulate the engine torque such that the vehicle
state tracked the desired CCC dynamics generated at the planning level. In particular, we
considered the physics-based vehicle model that included aerodynamic drag, rolling re-
sistance, and road angle. Then, an adaptive sliding-mode controller was presented that
guaranteed the tracking performance in presence of uncertainties arising from vehicle pa-
rameters and external disturbances.
6.2 Future Work
The work presented in this dissertation can be extended in the following directions. At
the perception level, we rely on a relatively large amount of historical data to achieve a
high estimation accuracy. However, this also increases the time for estimation. Thus,
in the future we will investigate how to optimize the algorithm to reduce the memory size
while keeping the estimation accuracy. Moreover, when identifying the dynamics of vehicle
networks, we considered the information delays as modeling errors that were minimized
when solving for the model coefficients. How to incorporate these information delays into
the identification model to increase estimation accuracy will also be studied in the future.
At the planning level, the control gains were designed by assuming constant delays.
However, in practice the values of delays may vary due to the stochastic packet drops in
V2V communication. How to design control gains in presence of time-varying delays will
be investigated in the future. Moreover, in this dissertation we focused on the disturbance
attenuation in steady state, while the attenuation of transient disturbances will be studied in
the future.
For designing the execution-level controller, we considered the physical effects includ-
ing aerodynamic drag, rolling resistance, and road inclination angle. To improve the robust-
ness of the controller, in the future we will take into account more effects such as flexibility
of tire and suspension, dynamics of transmission, and engine dynamics. Furthermore, the
fuel efficiency will also be considered in the design of the execution-level controller.
Finally, this dissertation was focused on single-lane scenarios. The current results will




A.1 Proof of Theorem 1
Substituting (2.12) into (2.2) while considering (2.15), we obtain the closed-loop dynamics



















When determining the equilibrium of vehicle i, we assume that vehicles j = p, . . . , i−1
have reached equilibrium, i.e., vj(t) ≡ v∗ and hj,j−1(t) ≡ h∗. Then, to find the equilibrium
of vehicle i, one needs to solve the equations



















The first equation in (A.2) yields
v∗id(t) ≡ v∗ . (A.3)














Considering (2.15), we have
h∗id,j(t) =
h∗id,i−1(t) + (i− j − 1)h∗
i− j
. (A.5)
Thus, one candidate solution for (A.4) is
h∗id,i−1(t) ≡ h∗ , (A.6)












When αi,j > 0 for j = p, . . . , i − 1 in (2.13), the left hand side of (A.7) is a strictly
monotonically increasing function of h∗id,i−1 for 0 < v
∗ < vmax; cf. (2.9). The right hand
side of (A.7) is a constant. Therefore, if there exists a solution to (A.7), the solution is
unique. Note that the equilibrium (A.3) and (A.6) is independent of the network size,
connectivity topologies, control gains, and information delays.
A.2 Proof of Theorem 8
To investigate the plant stability of vehicle i at the nonlinear level, we use the Lyapunov-
Krasovskii functional













˙̃xTi (τ)Wi,j ˙̃xi(τ) dτdθ ,
(A.8)
where matrices Pi, Qi,j , and Wi,j are all positive definite for j = 1, . . . ,mi. Substituting









x̃Ti (t)Ri,q x̃i(t) dτ (A.9)
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i (t)(Z − Y0,0)x̃i(t)−
mi∑
j=1






























X̃Ti (t, τ)Ξi,q(Ψi)X̃i(t, τ) dτ ,
(A.13)
where χ̃Ti (t, τ) = [x̃
T
i (t − σi,0), . . . , x̃Ti (t − σi,mi), ˙̃xTi (τ)] and X̃Ti (t, τ) = [x̃Ti (t), ˙̃xTi (τ)]
while Ξi,1(Ψi) and Ξi,q(Ψi) for q = 2, . . . ,mi are given in (3.13).
Suppose that the eigenvalues and the corresponding normalized eigenvectors of Ξi,j(Ψi)
are given by λj,k(Ψi) and ηj,k(Ψi), respectively, for j = 1, . . . ,mi and k = 1, . . . , nj , where
n1 = 2mi + 4 and nj = 4 for j = 2, . . . ,mi; cf. (3.13). Since Ξi,j(Ψi) is symmetric, the
eigenvectors ηj,1(Ψi), . . . , ηj,nj(Ψi) are orthogonal to each other for ∀Ψi ∈ D
i−pi
h and for
j = 1, . . . ,mi. Here, the matrices
Λj(Ψi) = diag
{





ηj,1(Ψi) , . . . , ηj,nj(Ψi)
] (A.14)
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have the following properties
Tj(Ψi)T
T
j (Ψi) = I , and T
T
j (Ψi) Ξi,j(Ψi)Tj(Ψi) = Λj(Ψi) , (A.15)
for j = 1, . . . ,mi. Indeed, Λj(Ψi) is negative definite for ∀Ψi ∈ Di−pih since Ξi,j(Ψi) is
negative definite for ∀Ψi ∈ Di−pih .
Let




= TT1 (Ψi) χ̃i(t, τ) ,




= TTj (Ψi) X̃i(t, τ) ,
(A.16)
for j = 2, . . . ,mi. Then, it follows that
χ̃Ti (t, τ) Ξi,1(Ψi) χ̃i(t, τ) = Y
T






1,k(Ψi, t, τ) ,
X̃Ti (t, τ) Ξi,j(Ψi) X̃i(t, τ) = Y
T








are negative definite for ∀Ψi ∈ Di−pih and j = 2, . . . ,mi. Considering this in (A.13), L̇
becomes negative definite since the integration does not change the negative sign. The only
solution for L̇ = 0 is Yj(Ψi, t, τ) = 0 for j = 1, . . . ,mi. It follows that χ̃i(t, τ) = 0 and
X̃i(t, τ) = 0 is the unique solution for L̇ = 0, implying that x̃i(t)→ 0 as t→∞.
A.3 Proof of Theorem 9
First, we study the steady state of vehicle i by assuming that states of vehicles j =








sj(t+ T )− sj(t)
vj(t+ T )− vj(t)
]
≡ 0 . (A.18)
Substituting t = t + T into the closed-loop system (2.17), subtracting the result from
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Substituting (A.20) into (A.19) yields
ėi(t) = A0 ei(t) +
i−1∑
j=p
Ai,j(µi,j) ei(t− ξi,j) , (A.21)





Âi,k(Ui) ei(t− σi,k) , (A.22)
where Ui = [µi,p, . . . , µi,i−1]. Note that (A.22) is equivalent to (3.9) since Âi,k(Ui) and
Âi,k(Ψi) have the same bound for all Ui,Ψi ∈ Di−pih . Therefore, ei(t) = 0 is asymptot-
ically stable for (A.22) if x̃i(t) = 0 if asymptotically stable for (3.9), which implies that
limt→∞ ei(t) = 0 if Theorem 8 holds and ej(t) = 0 for j = p, . . . , i− 1.
Since vehicle 1 only reacts to vehicle 0, when the disturbance imposed on vehicle 0 is
T -periodic (i.e., e0(t) ≡ 0), it follows that limt→∞ e1(t) = 0. Repeating this process to
vehicles j = 2, . . . , n, one can show that the steady states of all vehicles in the network are
T -periodic.
Then, we prove the uniqueness of the periodic steady states by contradiction. We as-
sume that the steady states of vehicles j = 0, 1, . . . , i − 1 are unique but vehicle i has
two distinct steady-state trajectories corresponding to different initial conditions. We de-
note these two steady-state trajectories by s(1)i (t), v
(1)




i (t), of which the
dynamics is governed by
ṡ
(k)

























for k = 1, 2, where h(k)i,j (t) =
(




/(i − j); cf. (2.15) and (2.17).
Subtracting (A.23) with k = 1 from (A.23) with k = 2 yields


















− κi,jνi(t− ξi,j) ,
(A.24)
where ζi(t) = s
(1)
i (t) − s
(2)
i (t) and νi(t) = v
(1)
i (t) − v
(2)




i,j (t) ∈ Dh


















Defining φi(t) = [ζi(t), νi(t)]T and plugging (A.25) into (A.24) leads to
φ̇i(t) = Ai,0 φi(t) +
i−1∑
j=p
Ai,j(ϑi,j)φi(t− ξi,j) . (A.26)





Âi,k(ϑi)φi(t− σi,k) , (A.27)
where ϑi = [ϑi,pi , . . . , ϑi,i−1]. This system is equivalent to (3.9), since Âi,k(ϑi) and Âi,k(Ψi)
have the same bound for all ϑi,Ψi ∈ Di−pih . Therefore, if Theorem 8 holds, we have
limt→∞ φi(t) = 0, implying that s
(1)
i (t) = s
(2)
i (t) and v
(1)
i (t) = v
(2)
i (t) at the steady state,
which contradicts our original assumption. Hence the proof is completed by contradiction.
A.4 Approximation of the Steady State
Applying Taylor expansion to the system (2.17) about the uniform flow equilibrium (2.3)
yields




A∗i,j x̃i(t− ξi,j) +B∗i,j x̃j(t− ξi,j)
]
+ Fi ,
ỹi(t) = Cx̃i(t) .
(A.28)
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Here, Ai,0, A∗i,j = Ai,j(h
∗), B∗i,j = Bi,j(h












where M denotes the order of Taylor expansion, and εm = 1m!
dmV (h∗)
dhm
. Defining ε =
[ε2, . . . , εM ], one can express the solution of (A.28) as x̃i(t, ε) and ỹi(t, ε). To make the





Moreover, we define |r| ,
∑M
m=2 rm. Then, we apply Taylor expansion to x̃i(t, ε) and








Substituting (A.31) into (A.28) and (A.29) while matching coefficients of εr yields











ỹi,r(t) = Cx̃i,r(t) ,
(A.32)
where Xi,r̂(t) is comprised of components with the order lower than |r|, that is,
Xi,r̂(t) =
[
x̃Tp,r̂(t−ξi,p), . . . , x̃Ti−1,r̂(t−ξi,i−1), x̃Ti,r̂(t−ξi,p), . . . , x̃Ti,r̂(t−ξi,i−1)
]T
(A.33)










= 0 , (A.34)
for all r’s. Note that the functions fi,r(X) vary for different r-s and may not have a general
expression. Here, we only use its property (A.34).
Typically, larger M and R in (A.30) and (A.31)) can improve the approximation ac-
curacy but they also increase the computation complexity. Here, we consider M = 3 and
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R = 1 such that (A.31) becomes
x̃i(t, ε) = x̃i,[0,0](t) + ε2x̃i,[1,0](t) + ε3x̃i,[0,1](t) , (A.35)










































for i = 1, . . . , n, where
Xi,r̂(t) =
[




cf. (A.33) and (A.34).
For r = [0, 0], the network (A.32) becomes a linear time invariant (LTI) system with ex-
citations that arise from the head vehicle 0, i.e., x̃0,[0,0](t) in (A.36), and propagate through















where the superscript “(s)” indicates the steady state while ai,[0,0], bi,[0,0], ci,[0,0], di,[0,0] are
constant coefficients to be determined. For compactness, we define a coefficient vector
zi,[0,0] =
[
ai,[0,0], bi,[0,0], ci,[0,0], di,[0,0]
]T
. (A.40)
Substituting (A.39) into (A.32) with r = [0, 0] and matching coefficients of cos(ωt) and























while ϕ∗i,j = ϕi,j(h












Since x̃0,[1,0](t) = x̃0,[0,1](t) ≡ 0, the networks (A.32) with r = [1, 0] and r = [0, 1]
become LTI systems with excitations only arising from fi,[1,0] and fi,[0,1] in (A.37), respec-
tively. Note that x̃2j,[0,0](t) contains frequency 2ω while x̃
3
j,[0,0](t) contains frequencies ω








































We define the coefficient vectors as
zi,[1,0] =
[



































































(aj,[0,0] − ai,[0,0])2 − (bj,[0,0] − bi,[0,0])2
)
/2






3(aj,[0,0] − ai,[0,0])3 + 3(aj,[0,0] − ai,[0,0])(bj,[0,0] − bi,[0,0])2
)
/4(








(aj,[0,0] − ai,[0,0])3 − 3(aj,[0,0] − ai,[0,0])(bj,[0,0] − bi,[0,0])2
)
/4(





Then, one can use (A.39) and (A.44) in (A.35) to approximate the steady states of all
vehicles sequentially from 1 to n.
A.5 Proof of Theorem 11
Here, we still use the model (A.32). If the eventual string stability (2.7) can be achieved
in (A.32) for M → ∞ and R → ∞, then the cascading vehicle network is capable of
eliminating disturbances as the size increases to infinity.
For simplicity, we define O as a zero vector that has the same dimension with r;








cf. (A.34), where Ỹi,O(s) is the Laplace transform of ỹi,O(t) and Ti,j(s, h∗) can be referred
to (2.22) and (2.23) but noting that here ϕ is indeed ϕ(h∗).
Applying (A.49) into (2.27) leads to the transfer function between vehicle 0 and vehi-
cle n, which is given by Ỹn,O(s) = Gn,0(s, h∗)Ỹ0,O(s). Then, we cascade the network by
k blocks, where vehicle kn is at the tail. It follows that the transfer function between the





If the condition (3.23) holds, at the limit k →∞, we have |Gn,0(jω, h∗)|k = 0 and thus
|Ykn,O(jω)| = 0 for all ω > 0. Considering X̃j(s) = E(s)Ỹj(s); cf. (2.22), we have∥∥X̃kn,O(jω)∥∥ = ∥∥E(jω)Ỹkn,O(jω)∥∥ ≤ ∥∥E(jω)∥∥∣∣Ỹkn,O(jω)∣∣ = 0 , (A.51)
for all ω > 0, which implies that the steady state is zero, i.e., x̃(s)kn,O(t) ≡ 0 with the su-
perscript “(s)” denoting the steady state. Then, for vehicle kn, we assume the components
of the steady state x̃(s)kn,r̂(t) ≡ 0 for all |r̂| < |r| and investigate x̃
(s)
kn,r(t). At the order |r|,
substituting x̃(s)kn,r̂(t) ≡ 0 in (A.32) while considering (A.34) also leads to an LTI system,
which is the same as the system (A.32) with r = O. Based on the analysis above for the
components of order r = O, one can show that x̃(s)kn,r(t) ≡ 0.
So far, we have shown that, at the limit k → ∞, x̃(s)kn,O(t) ≡ 0 while x̃
(s)
kn,r(t) ≡ 0
if x̃(s)kn,r̂(t) ≡ 0 for all |r̂| < |r|. By induction, it follows that x
(s)
kn,r(t) ≡ 0 for all r-s.
Substituting this into (A.31) implies x̃kn(t) → 0 as t → ∞ and k → ∞. Since this result
is independent of the order of Taylor expansion, it holds when M → ∞ and R → ∞ in
(A.30) and (A.31). Considering the range policy function (2.9), we have that the values
of εm are upper bounded for m = 2, 3, . . . and εm → 0 for m → ∞. Moreover, we have
εr → 0 as |r| → ∞. Therefore, if the components x̃(s)kn,r(t) ≡ 0 for all r-s, it follows that
the steady state x̃(s)kn ≡ 0; cf. (A.31).
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A.6 Proof of Theorem 12









where θi,1, Si, and Γ are given in (4.15), (4.4) and (4.18), respectively, while θ̃i = θ̂i − θi
denotes the difference between the estimate θ̂i and the real value θi.
Differentiating (A.52) with respect to time yields
L̇ = θi,1ṠiSi + θ̃
T
i Γ
−1 ˙̂θi . (A.53)
Based on (4.12) and (4.15), we obtain
θi,1Ṡi = θi,1v̇i − θi,1
(
v̇id − λ1(vi − vid)
)
= −θTi w + δ(vi, ṽw,i) + Ta,i ,
(A.54)
where the uncertain disturbance δ(vi, ṽw,i) and the vector w are given in (4.13) and (4.17),
respectively.
Substituting the controller (4.16) into (A.54) yields
θi,1Ṡi = θ̃
T
i w + δ(vi, ṽw,i)− δ(vi)sgn(Si)− λ2Si . (A.55)
Substituting this into (A.53) yields
L̇ = Siθ̃
T
i w + Siδ(vi, ṽw,i)− Siδ(vi)sgn(Si)− λ2S2i + θ̃Ti Γ−1
˙̂
θi
= θ̃Ti (Siw + Γ
−1 ˙̂θi) + Siδ(vi, ṽw,i)− Siδ(vi)sgn(Si)− λ2S2i .
(A.56)
Considering the adaptation law (4.18) in (A.56), we obtain
L̇ = Siδ(vi, ṽw,i)− |Si|δ(vi)− λ2S2i
≤ |Si|
(∣∣δ(vi, ṽw,i)∣∣− δ(vi))− λ2S2i
≤ −λ2S2i ,
(A.57)
cf. (4.14). Since L̇ is negative semi-definite, it follows that L(t) ≤ L(0) so that Si and θ̃i
are bounded, which implies that the difference between the desired state and the real state
xid − xi is always bounded.
Consider the worst-case scenario where δ(vi, ṽw,i) = sgn(Si)δ(vi), which corresponds
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to the least decaying speed
L̇ = −λ2S2i , (A.58)





θ̃Ti w + δ(vi, ṽw,i)− δ(vi)sgn(Si)− λ2Si
)
. (A.59)
In practice, the vehicle speed vi and the inclination angle φi are both bounded such that
the vector w is also bounded. Thus, L̈ is always bounded, implying that L̇ is uniformly
continuous [83]. Since L is positive definite while L̇ is semi-negative definite and also
uniformly continuous, based on the Barbalet’s lemma [83], we have L̇ → 0, i.e., Si → 0,
as t → ∞; cf. (A.58). For non-worst-case scenarios, we have L̇ < −λ2S2i when Si 6= 0,
and thus, L decays at a faster speed until Si = 0. At the sliding surface Si = 0, we have
si → sid and vi → vid as t→∞; cf. (4.15).
A.7 Proof of Theorem 13
Assuming that all vehicles move around their equilibrium, we have
si−n − si = s∗i−n − s∗i + d̃i,j ,
vi−n = v
∗ + ṽi−n ,
(A.60)
where s∗j − s∗i ≡ d∗i,j and v∗ can be seen as the constant components in the Fourier series
of sj − si and vj while the perturbations d̃i,j and ṽj are composed of all sinusoidal terms of
the Fourier series. Note that the measurement noises may also be included in d̃i,j and ṽj .









→ 0 , (A.61)
as k →∞.
Substituting (A.60) and (A.61) into (5.21) yields














At the equilibrium, we have















When the condition (5.25) holds, it follows that
n− 0.5 < lav +Hav(v
∗)
lav +Hav(v∗)
n < n+ 0.5 . (A.66)





Mass (m) 15876 [kg]
Aerodynamic Drag Coefficient (k) 3.8448 [kg/m]
Tire Rolling Radius (R) 0.5040 [m]
Tire Rolling Resistance Coefficient (γ) 0.006
Engine Rotational Inertia (J) 5 [kg ·m2]
Gravitational Constant (g) 9.81 [m/s2]
Maximum Engine Torque 2314.3 [N ·m]
Number of Forward Gears 10
1st Gear Ratio 12.94
2nd Gear Ratio 9.29
3rd Gear Ratio 6.75
4th Gear Ratio 4.90
5th Gear Ratio 3.62
6th Gear Ratio 2.64
7th Gear Ratio 1.90
8th Gear Ratio 1.38
9th Gear Ratio 1.00
10th Gear Ratio 0.74
Final Drive Ratio 3.73
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