Introduction
Both in industry and science there are some real problems regarding the optimization of difficult solution characterized by computational complexity, because the available exact algorithms are inefficient or simply impossible to implement. The metaheuristics (MHs) are a family of approximate methods of general purpose consisting in iterative procedures that guide heuristics, intelligently combining different concepts to explore and exploit properly the search space [12] . Therefore, there are two important factors when designing MHs : intensification and diversification. The diversification generally refers to the ability to visit many different regions of search space, while intensification refers to the ability to obtain high quality solutions in these regions. A search algorithm must achieve a balance between these two factors so as to successfully solve the problem addressed.
On the other hand, Information Retrieval (IR) can be defined as the problem of information selection through a storage mechanism in response to user queries [3] . The Information Retrieval Systems (IRS) are a class of information systems that deal with databases composed of documents, and process user's queries by allowing access to relevant information in an appropriate time interval. Theoreticly, a document is a set of textual data, but technological development has led to the proliferation of multimedia documents [4] .
Genetic Algorithms (GAs) are inspired by MHs in the genetic processes of natural organisms and in the principles of natural evolution of populations [2] . The basic idea is to maintain a population of chromosomes, which represent candidate solutions to a specific problem , that evolve over time through a process of competition and controlled variation. One of the most important components of GAs is the crossover operator [7] . Considering all GA must have a balance between intensification and diversification that is capable of augmenting the search for the optimal, the crossover operator is often regarded as a key piece to improve the intensification of a local optimum. Besides, through the evolutionary process, every so often there are species that have undergone a change (mutation) of chromosome, due to certain evolution factors, as the mutation operator is a key factor in ensuring that diversification, and finding all the optimum feasible regions.
Efficiently assigning GA parameters optimizes both the quality of the solutions and the resources required by the algorithm [13] . This way, we can obtain a powerful search algorithm and domain independent, which may be applied to a wide range of learning tasks. One of the many possible applications to the field of IR might be solving a basic problem faced by an IRS: the need to find the groups that best describe the documents, and allow each other to place all documents by affinity. The problem that arises is in the difficulty of finding the group that best describes a document,since they do not address a single issue, and even if they did, the manner the topic is approached can also make it suitable for another group. Therefore, this task is complex and even subjective as two people could easily assign the same document to different groups using valid criteria.
Clustering is an important tool in data mining and knowdledge discovery because the ability to automatically group similar items together enables one to discover hidden similarity and key concepts [10] . This enables the users to comprehend a large amount of data. One example is searching the World Wide Web, because it is a large repository of many kinds of information, many search engines allow users to query the Web, usually via keyword search. However, a typical keyword search returns a large number of Web pages, making it hard for the user to comprehend the results and find the information that really needs. A challenge in document clustering is that many documents contain multiple subjects.
This paper presents a GA applied to the field of documentation, the algorithm improved itself by refining its parameters, offering a balance between intensification and diversity that ensures an acceptable optimal fitness along an unsupervised document cluster.
Documentary base
In this study we make use of two collections, the "Reuters 21578" collection and a Spanish documentary base that includes editorials of "El Mundo" from 2006 and 2007 in an open access format.
Reuters Documentary Base consists of real news wires that appeared in Reuters in 1987, this collection is becoming a standard within the domain of the automatic categorization of documents and is used by many authors in this area. The collection consists of 21578 documents distributed in 22 files. We developed a documentary process named NZIPF [6] [11] to generate documentary vectors that feed the system.
The documentary process consists of several stages of document processing, each of which represents a process that was developed on the base document to obtain documentary vectors more efficiently.
The first step is the called process of Filter whose main objective is to define the documents of the documental base with the purpose of having documents that belong to a single category, that which will allow to have a smaller complexity in the treatment of the documents. Then, the purpose of the process of Zonning on the documents is the one of obtaining the free text of each document. Next, we use a process of Stop List, we extract the terms of the text of the document where each one of the extracted words will be compared with a list of empty words that will eliminate the words that don't have interest or they lack own meaning. Then, the words will be able to suffer a process of cutting of their roots "Stemming", in our case, we have implemented and used an algorithm of Porter in English and another in Spanish. In this step, the frequency of the obtained terms is calculated, for all the documents of our documental base, with the purpose of being able to know that terms are more used in each one of the documents; and then with this information to be able to carry out a process of selection of those terms that are more representative. The following step will consist on selecting those terms with discriminatory bigger power to proceed to its normalization We apply the law of Zipf, we calculate the Point of Goffman [3] and the transition area that it allows us to obtain the terms of the documental base. Finally, we assign weight using a function IDF (Invert Document Frecuency) developed for Salton [4] that uses the frequency of a word in the document. After all these processes, we obtain the characteristic vectors of documents in the collection document.
The process is outlined in Figure 1 .
Fig. 1. Documentary process conducted
On the other hand, within the testing environment there should be a user to provide documents that are meant to be grouped. The role of the user who provides documents will be represented by the samples of "very few (20), few (50), many (80) and enough (150)" documents, with the requirement that belonged to only two categories of Reuters or distribution of Editorials in Spanish represented by their feature vectors stemmer. Figure 2 shows the documentary environment [10] that we used for the experiments, it is important to note that, unlike the algorithms of the type monitored, where the number obtained groups needs to be known, our algorithm will evolve to find the most appropriate structure, forming the groups by itself.
Due to the nature of simulation of GA, its evolution is pseudo-random, this translates into the need for multiple runs with different seeds to reach the optimal solution. The generation of the seed is carried out according to the time of the system. For this reason, the experiments with GA were made by carrying out five executions to each of the samples taken from experimental collections [1] . The result of the experiment will be the best fitness obtained and their convergence. To measure the quality of the algorithm, the best solution obtained and the average of five runs of the GA must be analized.
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Genetic algorithm for document clustering
Individuals
The population consists of a set of individuals , where each of it is made of a li near chromosome that is represented through a tree structure (hierarchical structure). An individual shall formed on a binary tree structure cluster all documents prepared at the top, where each document consists of a feature vector. The vector will consist of the weighted values of the frequencies of the stemmer terms that have been selected to implement the document processing scheme [4] . This representation will be attempted to evolve so that the chromosome will undergo genetic changes and find the groups "Clusters" more appropriate for all documents of the IRS. Within the root node we will have our fitness function (fitness) that measure the quality of the resulting clustering. Depending on the number of documents that need to be processed and the depth (height) of the tree you want to create, chromosome may be of variable length.
The Figure 3 shows the initial generation (0), a scheme of tree-based representation is adopted in order to allow the encoding of sufficiently complex logical structures within a chromosome. The search area for the GA is the space of all possible trees that can be generated, resulting from the whole relevant functions and terminals. This way we can evolve individuals of various shapes and sizes [8] , allowing evolution to decide what are the best settings.
Although the initial population is random, there is a defined set of parameters governing the establishment of such individuals. For example, there should not be created in the initial set two equal individuals, for this production rules are created to ensure the compliance with this condition. The above mentioned rules require that the building grammar of each individual nodes takes place in Preorder.
Documentary collection
Choosing at random Documents that are in (M=2) groups 
Production operators
The production operators are applied to each new generation. One or two individuals can be taken to produce new individuals for next generation by applying the transformations imposed by the operator. Both mutation operators and crossover will be implemented indistinctably. Both operators depend on a mutation probability and / or cross that is assigned to GA [7] .
A mutation operator is applied on nodes (documents), selecting an individual from the population using the tournament method, and then randomly select a pair of terminal nodes of that individual to mutate its terminal nodes, generating a new individual transposing the nodes that have been chosen (see figure 4 ). For the crossover operator, an operator based on mask crossover [9] is applied, which selects through tournament method two parent individuals, randomly chooses the chromosome of one parent to be used as "crossover mask of the selected individual¨. chromosomes of both parents, then, the father "not elected" document will be selected and we'll use it as pivot on the father "elected" (mask) to make the crossing that corresponds to the mentioned father, while interchanging the chromosomes of the mentioned father. This creates a new individual, and ensure that in the given chromosome set there are the same structural characteristics of the parents but we only incorporate it in the population if the child has a better fitness than their parents. (see figure 5 ). 
Selection
After we evaluate population's fitness, the next step is chromosome selection. Selection embodies the principle of 'survival of the fittest' [5] . Satisfied fitness chromosomes are selected for reproduction, for it, we apply the method of selection of the tournament, using a tournament of 2, and we apply Elitism in each generation [2] .
Parameter control
For its size, and the influence that small changes have on the behavior of the GA during the experiments [1] , the choice of parameter values that are going to be used appears as a critical factor. For their election we paid attention to the variation of the GA performance indicators when it changed the value of any of these, specifically the evolution of the successes and the evolution of "fitness". Therefore, these parameters are very important parts as they directly influence the performance of the GA [13] . These parameters can be treated independently, but the overall performance of the algorithm does not depend exclusively on a single parameter but on a combination of all parameters. Many researchers pay more attention to some parameters than others, but most agree that the parameters that should be under controlare: selection schemes, population size, genetic variation operators and rates of their chances.
Because GA have several parameters that must be carefully chosen to obtain a good performance and avoid premature convergence, in our case and after much testing, we opted for the control of parameters, and some strategies such as:
To control the population size we use the strategy called GAVAPS (Genetic variation in population size) proposed by Michalewicz [9] using the concept of age and lifetime. When creating the first generation all individuals are assigned a zero age, referring to the birth of the individual, and every time a new generation is born the age of each individual increases by one. At the same time an individual is born it is assigned a lifetime, which represents how long it will live within. Therefore, the individual will die when it will reach the given age. The lifetime of each individual depends on the value of its fitness compared to the average of the entire population. Thus, if an individual has better fitness will have more time to live, giving it greater ability to generate new individuals with their features. In our case, we allow each generation to generate new individuals with similar characteristics with this strategy.
Therefore, we adopt this approach essentially the best individuals from each generation, and apply it to maintain elitism in the following generations, thus ensuring optimum intensification of available space, while keeping them during their lifetime [9] . However, to ensure diversity we randomly generate the remaining individuals in each generation. This way, we explore many different regions of the search space and allow for balance between intensification and diversity of feasible regions.
In all cases, the population size has been set at 50 individuals for the experiments conducted with samples following the suggestion of [1] , which advises working with a population size between l and 2l in most practical applications (the length of chromosome l) In our case, "l" the length of our chromosome is always equal to: 2 * number of documents to cluster -1.
On the hand, we use two measures of function fitness to calculate the distance and similarity between documents and to be able to form better cluster (see table 1 ).
Distance Euclidean
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Fitness Global
Min (α Distance(Documents i ) + (1-α ) (1/ Similarity(Documents i )) ) Table 1 . Measures of the Function with x i and x j the characteristic vectors of the documents that we are grouping, "n" the number of examples and σx i , σx j are the standard deviation of x i and x j and where: α: it will be the parameter that adjustment the distance and similarity. The fitness function is used to minimize the distance between the documents and maximize the similarity between them.
Therefore, for the experiments with our experimental environment, we used samples of documents "very few (20), few (50), many (80) and enough (150)" documents with the requirement that they belonged only to two categories of Reuters collections or Editorials. Each of the samples processed with five different seeds, and each of the results are compared with the method "Kmeans." Then, each experiment was repeated by varying the rate of probability of genetic algorithm operators, using all the parameters shown in table 2 up to find that value of α that best fit the two metrics hat combine in our function fitness.
Parameters Values
Population size (tree number) 50 Table 2 . Parameters taken into consideration for the Genetic algorithm with composite function
Studies to determine the value of α in the GA
We use the distribution Reuters 21 of be that greater dispersion across your documents and apply the GA varying the value of α in each of the tests with the usual parameters, always trying to test the effectiveness of the GA. We analyzed the relationship between fitness and the value of α using the values in table 2. (the results are shown in table 3 and figure 6 ).
In figure 6 , we can see that there is an increased dispersion of fitness values over 0.85, due to the increased contribution of Euclidean distance which makes it insensitive to fitness to find the clusters. The results, suggest that a value of α close to 0.85, provides better results because it gives us more effective in terms of number of hits, and a better fitness of the algorithm. This was corroborates with other distribution. 
Tests to determine the value of the rate of mutation operator and crossover operator rate
We began conducting an analysis of system behavior by varying the rate of mutation operator in a wide range of values to cover all possible situations. During experiments using different samples distribution Reuters. Thus, for the rate of mutation operator discussed a wide range of values in the range of: 0.01, 0.03, 0.05, 0.07, 0.1, 0.3, 0, 5, 0.7; that allowed us to apply the mutation operator of GA in different circumstances and study their behavior. For the study to determine the optimal value of the rate of crossover operator, is traced the interval from 0.70 to 0.95; value high, but oriented to frequently apply the operator we designed because that an optimum value for the mutation probability is much more important than the crossover probability, and choose to make a more detailed study of the odds ratio in our experiments. As a quality index value of the operator was given to the number of hits of the GA.
As for the size of the tournament, the value 2 has been chosen, because the binary tournament has shown a very good performance in a large number of applications of EAs.
Although determining a optimal fitness function is not one of the fundamental objectives of this experiment, we have tried to add in a single value the measuring results as powerful and distinct as are the Euclidean distance and the Pearson correlation coefficient (based on cosine similarity).
Therefore, to find and the adjustment coefficient α that governs the weight that is to be given to both the distance as the inverse of similarity of the cluster documents, we've made many parameter controlled tests in order to obtain a value that allows an adequate contribution of both metrics with respect to fitness., finally finding a value for of 0.85.
The number of maximum generations the system has been set to is 5000, but this parameter may vary depending on the convergence of the algorithm. As for the number of stemmer terms to be used for representing the feature vectors of each of the documents we have used the terms, which have been selected through the NZIPF processing method [6] [11] .
Finally, we have established a limit called the threshold of depth for individuals (trees). Such a threshold, in the case of "very few and few documents" take the value of 7, and for the"many and enough documents" is set 10. To analyze the results, and to verify their effectiveness, we compared the results of the GA with the existing real groups of the document collection [6] , and also compared the results with another supervised type of clustering algorithm in optimal conditions (Kmeans). We analized the following:
a. Cluster efectiveness: It is the most important indicator of the comparison of results considering the quality of the cluster. An analyzing process was carried out to see the successes achieved with the best fitness of GA, and also the average scores in all executions of the GA. b. Fitness evolution. Analysis was carried out to see the evolving fitness in each of the performances, assessing their behaviour and successes of the GA when varying the probability rate. c. Convergence of the algorithm: In which process the GA obtains the best fitness (best cluster).
Since, the GA parameters directly affect the fitness behavior, before the experiments, we performed a comprehensive analysis of all GA performances, in order to determine its robustness and adjusting each of its parameters. Finally, we experimentally used the parameters discussed in Table 1 and analyzed the behavior of the algorithm. We show in Figure 7 the average number of hits returned by the GA for samples of 20, 80 and 150 documents, changing the mutation rate, and show the hit factor of the GA against the mutation rate. We appreciate that we got the best performance with a rate of 0.03, this result shows that the best medium fitness could also be obtained by using this rate. We corroborated that conduct with another collection. Fig. 7 . Hits average of GA with samples 20, 80 and 150 documents varying mutation rate and hit the GA.
In addition, we analyzed the incidence of crossover operator on the final results. The figures 8 show the behavior of the crossover rate versus hits average with very few samples (20), many (80) and many documents (150) respectively. Besides a comparative analysis is the success factor of GA varying the crossover rate. It makes clear, the GA performed better when using a rate of 0.80 for the crossover operator, regardless of the sample. Therefore, this value appears to be ideal if we maximize the efficiency of the algorithm, which is why we conclude that is the rate that gives us better results. To corroborate the results of the GA, we compare their results with the Kmeans algorithm, which was processed with the same samples, passing as input the number of groups that needed to be obtained. This algorithm used exclusively as a function of the Euclidean distance measure and being a supervised algorithm, the only adjustment of parameters was the number of groups to process, and is therefore executed on Kmeans in optimal conditions. We proved that the medium effectiveness of the GA is very acceptable, being in most cases better than Kmeans supervised algorithm [10] when using these parameters of mutation and crossover, but with the added advantage that we processed the documents in an unsupervised way, allowing evolution perform clustering with our adjustment. So, details of such behavior, we show graphically in figure 7 and 8, even showing a comparison of the same for each type of operator used in our experiments the evolutionary algorithm processed proposed for this work.
Then, in the table 4, 5, 6 and 7 show comparative results obtained with our algorithm using the optimal parameters of mutation and crossover with major documentary collection distribution Reuters 21578. To then display the results graphically in figure 9 . Fig. 9 . Graphs compare the results obtained with the composite function against Kmeans (four collection Reuters)
Finally, to corroborate the results,we compare their results with the other collection in Spanish, which was processed in the same way, using all values of table 2. (see figure 10 ). Fig. 10 . Graphs compare the results obtained with the composite function against Kmeans (Spain collection)
Conclusion
In this study, we have proposed a new taxonomy of parameters of GA numerical and structural, and examine the effects of numerical parameters of the performance of the algorithm in GA based simulation optimization application by the use of a test clustering problem. We start with the characteristics of the problem domain.
The main characteristic features of our problem domain are:
• There is a dominance of a set of decision variables with respect to the objective function value of the optimization problem: The objective function value is directly related with the combination of this dominant set of variables equal a value of α close to 0.85.
•
The good solutions are highly dominant over other solutions with respect to the objective function value, but not significantly diverse among each other.
These properties of the problem domain generate a rapid convergent behavior of GA. According to our computational results lower mutation rates give better performance. GA mechanism creates a lock-n effect in the search space, hence lower mutation rates decreases the risk of premature convergence and provides diversification in the search space in this particular problem domain. Due to the dominance crossover operator does not have significant impact on the performance of GA. Moreover, starting with a seeded population generates more efficient results.
As a future research direction, the same analyses can be carried out for different problem domains, and with different structural parameter settings, and even the interaction between the numerical and structural parameters could be investigated.
