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Abstract
We establish a quantisation of corner-degenerate symbols, here called Mellin-edge
quantisation, on a manifoldM with second order singularities. The typical ingredients
come from the “most singular” stratum of M which is a second order edge where the
infinite transversal cone has a base B that is itself a manifold with smooth edge. The
resulting operator-valued amplitude functions on the second order edge are formulated
purely in terms of Mellin symbols taking values in the edge algebra over B. In this
respect our result is formally analogous to a quantisation rule of [9] for the simpler
case of edge-degenerate symbols that corresponds to the singularity order 1. However,
from the singularity order 2 on there appear new substantial difficulties for the first
time, partly caused by the edge singularities of the cone over B that tend to infinity.1
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1
INTRODUCTION 2
Introduction
In this paper we study the analysis of pseudo-differential operators A on a corner manifold
M of singularity order 2, i.e. with a stratification s(M) := (s0(M), s1(M), s2(M)) for
smooth submanifolds sj(M), j = 0, 1, 2, where s2(M) is the second order edge of M,
while N := M \ s2(M) is a manifold with first order edge. The latter means that we
have a stratification s(N) = (s0(N), s1(N)) where s1(N) is the edge of N , moreover,
s0(N) = N \ s1(N) is smooth, and s1(N) has a neighbourhood V in N that has the
structure of an X∆-bundle over s1(N) for a smooth compact manifold X where X
∆ :=
(R+ × X)/({0} × X) is the cone with base X. Analogously the corner structure of M
near s2(M) means that s2(M) has a neighbourhood W in M with the structure of a
B∆-bundle over s2(M) for a compact manifold B with edge. One of the major issues of
such a program is to establish algebras of operators A over M with a symbolic structure
σ(A) := (σ0(A), σ1(A), σ2(A)) referring to the stratification of M and to understand,
in particular, the natural operations such as compositions, similarly as is known in the
pseudo-differential analysis on a manifold with smooth edge, cf. [22]. Recall that in the
smooth edge case N the interior symbol σ0(A), defined on s0(N), is edge-degenerate
while the principal edge symbol σ1(A) is defined on s1(N) and takes values in operators
on the infinite stretched cone belonging to the above-mentioned cone bundle. The edge
calculus has much in common with boundary value problems on a smooth manifold with
boundary, where the boundary is just the edge and σ1(A) is the well-known boundary
symbol, see, in particular, Eskin’s book [7] or Boutet de Monvel’s algebra [3]. The point of
view of boundary symbols turned out to be very fruitful in the subsequent development, see
also [20], or Grubb’s monograph [10]. A calculus with edge-degenerate pseudo-differential
operators and an extension of such a symbolic structure has been constructed in [22],
partly based of the investigation of boundary value problems without the transmission
property [21]. In particular, the Mellin quantisations of [7] have influenced the way of
building up the cone and edge theories that may be found now in various monographs,
such as [23], [6]. The paper [24] developed a corner calculus for the case dim s2(M) = 0
which is to some extent a generalisation of the cone algebra to the case of a singular base of
the cone. Also the pseudo-differential edge analysis has been further developed, especially
through an alternative edge quatisation in [9], compared with the one employed before,
here referred to as a Mellin-edge quantisation. Note that, although this belongs to the
symbolic structure of edge pseudo-differential operators, it concerns, in fact, the analysis
of specific parameter dependent families of operators on an infinite stretched cone. Let
us also point out that here we refer to algebras of singular operators with a control of
asymptotics of solutions to elliptic equations close to the singularities. More material and
applications may be found in [4], [19], [13], [8], [17], [27], [26], [11], [28].
The main intention of the present article is to pass to the next singularity order and to
construct via a Mellin-edge quantisation the corresponding parameter dependent families
of operators on an infinite stretched cone, now with a base B that has edge singularities of
first order. An inspection of [9] shows the usefulness of such quantisations for managing the
edge calculus. For similar reasons it is desirable to do such things for the corner calculus.
However, since the infinite stretched cone with base B has an edge that is tending to
infinity together with the corner axis variable, and because of the corner of B∆ itself,
some difficulties appear in the second order corner case for the first time. We show here
that such a quantisation is possible, indeed. Formally some consequences are then similar
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to the edge case, and the applications to ellipticity and parametrix constructions of corner
operators within the calculus will be given in a subsequent paper.
The exposition is organised as follows. In Section 1 we formulate the spaces of parameter-
dependent operators on a manifold with smooth edge, cf. Definition 1.9. Those constitute
the parameter-dependent edge algebra. For the case of a smooth edge we briefly recall
what we understand by edge and Mellin-edge quantisation. The parameter-dependent edge
calculus is basic for similar quatisations on the level of edges of second singularity order.
Moreover, we give some new descriptions of weighted spaces of smoothness s ∈ N over the
infinite cone, cf. Proposition 1.2, and over a wedge, cf. Proposition 1.6, in terms of (for
the calculus) typical differential operators. Those play a role for analogous descriptions of
the respective weighted corner spaces below. Section 2 is devoted to the iteratively defined
corner Sobolev spaces with double weights. After the definition for arbitrary smoothness,
cf. Definitions 2.3, 2.10, we characterise the corresponding spaces for the case s ∈ N in
terms of differentiations, cf. Propositions 2.7, 2.9. The equivalence of edge and Mellin-edge
quantisation in the corner case is established in Section 3. In Section 4 we see that there
remain corner Green symbols with flatness of infinite order in the corner-axis variable t for
t → 0 as well as in the inner cone-axis variable r for r → 0. Here we also employ a norm
growth result for parameter-dependent edge operators that has been prepared in Section
1, cf. Theorem 1.12. Finally in Section 5 we show a growth comparing Theorem 5.1 which
is crucial for the proof of Theorem 3.3.
1 Parameter-dependent operators on a manifold with edge
Parameter-dependent operators in a similar sense as in [1] or [18] play a role in the anal-
ysis of operators on a singular manifold as “semi-quantised” objects or operator-valued
amplitude functions in pseudo-differential operators. Such families of operators appear
on different levels, parallel to the stratification of the corresponding underlying space. In
this article we consider stratified spaces M =
⋃k
j=0 sj(M) for k = 2, where the stata
sj(M) are smooth manifolds of different dimensions, and sj(M) ∩ sl(M) = ∅ for j 6= l.
Simplest examples for k = 1 are manifolds with conical singularities or edges. In order to
illustrate some elements of our approach in general we assume for the moment k to be
arbitrary, cf. also [25]. A guideline to build up an “adequate” pseudo-differential algebra
over M may be to first single out an algebra of (for the singularity) typical differential
operators A, to recognise the principal symbolic structure σ(A) := (σj(A))0≤j≤k, in fact,
a principal symbolic hierarchy, and then to ask a pseudo-differential algebra containing
the elliptic elements (with respect to the σ(·)) together with the parametrices of elliptic
elements. Besides σ(A) there are also required local amplitude functions to determine the
operators A via some chosen integral transform, here the Fourier or the Mellin transform.
In our approach the raw material are scalar symbols of rather standard classes, however,
degenerate in local splittings of variables on so-called stretched manifolds. Those already
determine the operators modulo smoothing ones over s0(M) (the main stratum), when we
simply apply the operator convention (“quantisation”) based on the local Fourier trans-
form. Depending on the expectation what the future operator calculus has to accomplish
continuity of operators in weighted Sobolev spaces, subspaces with asymptotics of differ-
ent kind, or elliptic regularity to solutions in such spaces, the operator conventions have
to be reorganised, according to the nature of the singularities, on the expense of certain
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smoothing operators over s0(M). Since the resulting new amplitude functions a priori
contain the expected information, their construction may be the main task to understand
the above-mentioned regularity phenomena.
Let Lµcl(X;R
l) for a C∞ manifold X (with a fixed Riemannian metric) be the space of all
parameter-dependent pseudo-differential operators on X of order µ ∈ R, where λ ∈ Rl, l ∈
N, is the parameter (for l = 0 we omit Rl). Modulo L−∞(X;Rl) an operator A ∈ Lµcl(X;R
l)
is locally given in the form Opx(a)(λ) for an amplitude function a(x, ξ, λ) of order µ over
Rnx of Ho¨mander’s class with (ξ, λ) ∈ R
n × Rl being the covariable (classical, when a has
an asymptotic expansion into homogenous components of order µ− j, j ∈ N). Parameter-
dependent pseudo-differential operators are very common; our definition is slightly stonger
that the one in Shubin’s book [30]. By Opx(·) we understand the operator based on the
Fourier transform in Rn, i.e. F−1aF ; moreover L−∞(X;Rl) := S(Rl, L−∞(X)), where
L−∞(X) is the space of smoothing operators on X. Let Hs(X), s ∈ R, denote the scale of
standard Sobolev spaces on X (when X is compact, otherwise we have Hsloc(X), the space
of distributions u on X such that for every ϕ ∈ C∞0 (X) the push forward of ϕu under
a chart to Rn belongs to Hs(Rn), and Hscomp(X) the subspace of elements with compact
support). We often employ the well-known fact that for a compact C∞ manifold X the
space Lµcl(X;R
l) for every µ ∈ R contains an element Rµ(λ) that induces isomorphisms
Rµ(λ) : Hs(X)→ Hs−µ(X) for all s ∈ R. (1.1)
For references below we need some notation from the calculus on a manifoldM with conical
singularities. Assume for simplicity that there is only one singular point c. Locally close to c
we express spaces and operators in the variables (r, x) ∈ X∧. Weighted distribution spaces
will be described in terms of the Mellin transform in r-direction, Mu(z) =
∫∞
0 r
z−1u(r)dr.
Generalities on Mellin transformation techniques may also be found in [5]. First, Hs,γ(X∧)
for s, γ ∈ R is the completion of C∞0 (X
∧) with respect to the norm
{∫
‖Rs(Im z)Mu(z)‖2L2(X) d¯z
} 1
2 , (1.2)
d¯z := (2πi)−1dz, with integration over the line Γn+1
2
−γ , n := dimX, where
Γβ := {z ∈ C : Re z = β}. Here R
s(λ) ∈ Lscl(X;R) is an order reducing family of
the kind (1.1) for µ = s, and l = 1.
Observe that
H0,0(X∧) = r−n/2L2(R+ ×X) (1.3)
with L2(R+ × X) referring to the measure drdx. Spaces like H
s,γ(X∧) already occur in
[18]. It will also be useful to have the cylindrical Sobolev spaces Hs(Rq ×X) defined as
the completion of C∞0 (R
q ×X) in the norm
{ ∫
‖Rs(η)uˆ(η)‖2L2(X) dη
} 1
2 with uˆ = Fy→ηu
being the Fourier transform and Rs(η) an order reducing family in the above sense, here
with the parameters η ∈ Rq. Finally, we need spaces in the set-up of operators on the
manifold X≍ := R×X with conical exit to infinity. The space Hscone(X
≍) is defined to be
the completion of C∞0 (X
≍) with respect to the norm
{∫ ∞
−∞
‖ [r]−s+
n
2F−1ρ→rR
s([r]ρ, [r]η)(Fr→ρu)(r) ‖
2
L2(X) dr
} 1
2 (1.4)
where Rs(ρ˜, η˜) is order reducing on X with the parameters (ρ˜, η˜) ∈ R1+q, Fr→ρ the
one-dimensional Fourier transform, and r → [r] is a function in C∞(R), [r] > 0, with
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[r] = |r| for |r| ≥ c for some c > 0. In the latter norm we choose η ∈ Rq fixed and |η|
sufficiently large. Moreover, we set Hscone(X
∧) := Hscone(X
≍)|X∧ . In this paper a cut-off
function on the half-axis will be any real valued ω ∈ C∞(R+) such that ω(r) = 1 in a
neighbourhood of r = 0. For purposes below we recall another equivalent definition of the
space Hscone(X
≍). To this end we choose a diffeomorphism χ1 : U → U1 from a coordinate
neighbourhood U on X to an open set U1 ⊂ S
n with Sn being the unit sphere in Rn+1x˜ .
Moreover, we form the diffeomorphism χ : R+ × U → Γ := {x˜ ∈ R
n+1 \ {0} : x˜/|x˜| ∈ U1}
by setting χ(r, x) := rχ1(x). Then H
s
cone(X
≍) is the set of all u ∈ Hsloc(R × X) such
that (1 − ω(r))ϕ(x)(u(±r, x)|R+×U ) ∈ χ
∗Hs(Rn+1)|Γ. for any such χ and for every ϕ ∈
C∞0 (U). Instead of polar coordinates in Γ ⊂ R
n+1
x˜ \ {0} it is sufficient to assume that U is
diffeomorphic to the open unit ball in Rn and to write the coordinates x˜ ∈ Γ in the form
x˜ = x˜0x˜
′ for x˜0 ∈ R, x˜
′ ∈ Rn, and to take a specific position of Γ in the half space x˜0 > 0
where we identify x˜0 with r ∈ R+. We write Γ in the form
Γ = {(r, rx˜′) ∈ Rn+1 : r ∈ R+, x˜
′ ∈ Rn, |x˜′| < 1}.
Then if we identify U with |x| < 1 with x ∈ Rn being local coordinates in U , the diffeo-
morphism χ1 may be taken as an identification of x with x˜
′ for |x˜′| < 1 and the above χ
takes the form χ(r, x) = (r, rx). Then the space Hscone(X
≍) can be characterised as the
set of all u ∈ Hsloc(R×X) such that for u(±r, x) we have
(1− ω(r))ϕ(x)(u(±r, x)|R+×U ) = u˜(r,
x˜′
r
)
for some u˜(r, x˜′) ∈ Hs(R1+n)|Γ. In other words, defining
β : R+ × U → Γ (1.5)
by β(r, x) = (r, rx) ⊂ Rn+1, the map (β[r]u˜)(x˜) := u˜(r, [r]x) = u(r, x) gives us a bijection
β[r] : (1− ω(|x˜|))ϕ˜H
s(Rn+1)|Γ → (1− ω(r))ϕ(x)H
s
cone(U
∧) (1.6)
for any ϕ(x) ∈ C∞0 (U), ϕ˜(x˜) ∈ C
∞(Γ), such that ϕ˜(r, rx) = ϕ˜(1, x) = ϕ(x) for all r > 0
and a cut-off function ω(r) that is equal to ω([r]) where Hscone(U
∧) = Hscone(X
∧)|U∧ .
A crucial role for the edge calculus play the spaces
Ks,γ(X∧) := {ωu0 + (1− ω)u∞ : u0 ∈ H
s,γ(X∧), u∞ ∈ H
s
cone(X
∧)}
for any cut-off function ω. Similarly as (1.3) we have K0,0(X∧) = r−n/2L2(R+ × X).
Moreover, for every s, γ, e ∈ R we form the spaces
Ks,γ;e(X∧) := 〈r〉−eKs,γ(X∧).
For purposes below we introduce a family of isomorphisms κδ : K
s,γ(X∧) →
Ks,γ(X∧), (κδu)(r, x) := δ
n+1
2 u(δr, x), where n := dimX. Below we will also
employ subspaces Ks,γΘ (X
∧) ⊂ Ks,γ(X∧) of flatness −ϑ relative to γ for some
−∞ ≤ ϑ < 0 and the half-open weight interval Θ = (ϑ, 0]. More precisely, we
set Ks,γΘ (X
∧) = lim←−
ε>0
Ks,γ−ϑ−ε(X∧) in the respective Fre´chet topology. In the case
Θ = (−∞, 0] the space Ks,γΘ (X
∧) = Ks,∞(X∧) is independent of γ.
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Below we will need more information about the spaces Hs,γ(X∧), Hscone(X
∧), etc. Let us
set (Sγ−n/2u)(r, x) = e
−((n+1)/2−γ)ru(e−r, x), for (r, x) ∈ R × X. This transformation
extends Sγ−n/2 : C
∞
0 (X
∧)→ C∞0 (R×X) to an isomorphism
Sγ−n/2 : H
s,γ(X∧)→ Hs(R×X) (1.7)
for every s, γ ∈ R. Another useful property is the following characterisation. For future
references by Diffm(·) we denote the space of differential operators of order m on the
smooth manifold in parentheses.
Proposition 1.1. For s ∈ N, γ ∈ R, the condition u(r, x) ∈ Hs,γ(X∧) is equivalent to
(r∂r)
jDαxu(r, x) ∈ r
−n/2+γL2(R+ ×X) for all D
α
x ∈ Diff
α(X) and j + |α| ≤ s.
Proposition 1.1 is well-known. Recall that he proof easily follows by an analogous charac-
terisation of the cylindrical Sobolov spaces Hs(R × X) in terms of differential operators
in (r, x) combined with (1.7).
Proposition 1.2. For every s ∈ N there exists a finite system of operators {Dαj : D
α
j ∈
Diff|α|(X∧), |α| ≤ s, j = 1, ..., N}, for a suitable N , such that u ∈ Ks,γ(X∧) is equivalent
to
u ∈ K0,γ(X∧),Dαj u ∈ K
0,γ;−s(X∧), for all |α| ≤ s, j = 1, ..., N (1.8)
for every γ ∈ R, and we have
‖u‖Ks,γ (X∧) ∼ {‖u‖
2
K0,γ (X∧) +
∑
0<|α|≤s
∑
j=1,...,N
‖Dαj u‖
2
K0,γ;−|α|(X∧)
}1/2. (1.9)
Moreover, the norm {‖u‖2K0,γ (X∧)+
∑
|α|=s
∑
j=1,...,N ‖D
α
j u‖
2
K0,γ;−s(X∧)}
1/2 is equivalent to
(1.9). The operators Dαj can be chosen in such a way that
δλD
α
j = D
α
j δλ, for all λ ∈ R+ (1.10)
for every j, α, where (δλu)(r, x) := u(λr, x), λ ∈ R+.
Proof. Let {U1, ..., UN} be an open covering of X by coordinate neighbourhoods,
{φ1, ..., φN} a subordinate partition of unity, and fix diffeomorphisms χj,1 : Uj → Vj
for suitable open subsets Vj ⊂ S
n. Then we obtain diffeomorphisms χj : R+×Uj → Γj for
conical subsets Γj ⊂ R
1+n
x˜ , Γj := {x˜ ∈ R
1+n \ {0} : x˜/|x˜| ∈ Vj}, by χj(r, x) := rχj,1(x),
r > 0. Then the operators Dαj : u 7→ r
|α|Dαx˜ ((Φju) ◦ χ
−1
j ) are obviously as desired.
Observe that r|α|Dαx˜ can be expressed by operators of the form (r∂r)
jDβx for |α| = j+ |β|.
Let B be a compact manifold with edge, Y := s1(B). By definition B is locally near Y
modelled on a wedge X∆×Ω, for a smooth compact manifold X and an open set Ω ⊆ Rq,
q = dimY , every y ∈ Y has a neighbourhood V in B such that there is a “singular” chart
χ : V → X∆ × Ω (1.11)
which restricts to a chart χV ∩Y : V ∩ Y → Ω on Y and to a diffeomorphism
χreg : V \ Y → X
∧ × Ω (1.12)
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to the corresponding open stretched wedge. For simplicity we assume the transition maps
for the latter charts to be independent of r for some 0 < r < ε, ε > 0. If B is a manifold
with edge Y by B we denote its stretched manifold, a smooth manifold with boundary ∂B,
where ∂B is an X bundle over Y. Then we have B = B/ ∼ under the equivalence relation
that identifies points in ∂B with the same projection y ∈ Y .
If H is a Hilbert space and κ = {κδ}δ∈R+ a group of isomorphisms κδ : H → H with
κδκδ′ = κδδ′ which is strongly continuous in δ ∈ R+ we call κ a group action on H. We
then always have an estimate
‖κλ‖L(H) ≤ cmax{λ, λ
−1}M (1.13)
for some constants c,M > 0. A similar notion makes sense if we replace H by a Fre´chet
space E written as a projective limit E = lim←−
j∈N
Ej of Hilbert spaces with continuous
embeddings Ej →֒ E0 for all j where κ is a group action of E0 that restricts to a group
action on Ej for every j.
Definition 1.3. (i) We define Ws(Rq,H) as the completion of S(Rq,H) with respect
to the norm ‖u‖Ws(Rq ,H) =
{ ∫
〈η〉2s‖κ−1〈η〉uˆ(η)‖
2
Hdη
} 1
2 with uˆ(η) = (Fy→ηu)(η) being
the Fourier transform in Rq. In particular, we can set H := Ks,γ(X∧) with the above
mentioned group action.
(ii) The space Hs,γ(B) is defined to be the set of all u ∈ Hsloc(B \ Y ) such that for every
singular chart χ : V → X∆ × Rq on B, ωψu ◦ χ−1reg ∈ W
s(Rq,Ks,γ(X∧)) for any
cut-off function ω and ψ ∈ C∞0 (B) supported close to ∂B in the stretched version of
V .
In the case of the trivial group action, i.e. κλ = id for all λ ∈ R+ we write
Ws(Rq,H) =Ws1(R
q,H) (1.14)
which is the standard Sobolev space over Rq of H-valued distributions of smoothness s.
In particular, for s = 0 it follows that W01 (R
q,H) = L2(Rq,H).
Lemma 1.4. Let κ be the trivial group action in the space H. Then we have continu-
ous embeddings Ws+M1 (R
q,H) →֒ Ws(Rq,H) →֒ Ws−M1 (R
q,H), and Ws+M(Rq,H) →֒
Ws1(R
q,H) →֒ Ws−M (Rq,H) for all s ∈ R, with the constant M in the estimate (1.13).
In particular, forW∞ =
⋂
s∈RW
s, etc., it follows thatW∞(Rq,H) =W∞1 (R
q,H). Lemma
1.4 is an evident consequence of Definition 1.3 (i).
Proposition 1.5. For every s ∈ N we have Ws(Rq,H) = {u ∈ W0(Rq,H) : Dαy u ∈
W0(Rq,H), |α| ≤ s} and an equivalence of norms
‖u‖Ws(Rq ,H) ∼ {‖u‖
2
W0(Rq ,H) +
∑
|α|≤s
‖Dαy u‖
2
W0(Rq ,H)}
1/2.
The latter in turn is equivalent to {‖u‖2W0(Rq,H) +
∑
|α|=s ‖D
α
y u‖
2
W0(Rq,H)}
1/2.
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Proof. Let us consider the second norm expression. The first one may be dis-
cussed in a similar manner. The estimate c1(1 +
∑
|α|=s |η
α|2) ≤ 〈η〉2s ≤ c2(1 +∑
|α|=s |η
α|2), c1, c2 > 0, entails c1
∫
(1 +
∑
|α|=s |η
α|2)‖κ−1〈η〉uˆ(η)‖
2
Hdη ≤ ‖u‖
2
Ws(Rq,H) ≤
c2
∫
(1+
∑
|α|=s |η
α|2)‖κ−1〈η〉uˆ(η)‖
2
Hdη. We obtain, using η
ακ
−1
〈η〉uˆ(η) = κ
−1
〈η〉η
αuˆ(η), the rela-
tion
∫
(1 +
∑
|α|=s |η
α|2)‖κ−1〈η〉uˆ(η)‖
2
Hdη = ‖u‖
2
W0(Rq ,H) +
∫ ∑
|α|=s ‖κ
−1
〈η〉η
αuˆ(η)‖2Hdη. Then
ηαF(u)(η) = F(Dαy u)(η) gives us the assertion.
Note that
W0(Rq,K0,0(X∧)) = r−n/2L2(R+ ×X × R
q) for n = dimX (1.15)
where L2(R+ ×X × R
q) refers to the measure drdxdy.
Proposition 1.6. For every s ∈ N we have the following equivalence of norms
‖u‖Ws(Rq ,Ks,γ(X∧)) ∼ {‖u‖
2
W0(Rq,K0,γ(X∧)) +
∑
|β|=s
‖Dβyu‖
2
W0(Rq ,K0,γ(X∧))
+
∑
|α|=s,1≤j≤N
‖Dαj u‖
2
W0(Rq ,K0,γ;−s(X∧))+
∑
|α|=s,1≤j≤N,|β|=s
‖Dαj D
β
yu‖
2
W0(Rq ,K0,γ;−s(X∧))}
1/2.
(1.16)
In the sum over α we may equivalently take 0 < |α| ≤ s and ‖ · ‖W0(Rq ,K0,γ;−|α|(X∧)), and
0 < β ≤ s in the sum over β.
Proof. According to Proposition 1.2 we have
‖u‖2Ws(Rq,Ks,γ(X∧)) ∼ ‖u‖
2
W0(Rq,Ks,γ(X∧)) +
∑
|β|=s
‖Dβy u‖
2
W0(Rq ,Ks,γ(X∧))
=
∫
‖〈η〉−(n+1)/2δ−1
〈η〉
uˆ(r, x, η)‖2Ks,γ (X∧)dη
+
∑
|β|=s
∫
‖〈η〉−(n+1)/2δ−1〈η〉
̂
(Dβyu)(r, x, η)‖
2
Ks,γ (X∧)dη
=
∫
‖〈η〉−(n+1)/2δ−1〈η〉uˆ(r, x, η)‖
2
K0,γ (X∧)
+
∑
|α|=s,j=1,...,N
‖〈η〉−(n+1)/2Dαj δ
−1
〈η〉uˆ(r, x, η)‖
2
K0,γ;−s(X∧)dη
+
∑
|β|=s
∫
‖〈η〉−(n+1)/2δ−1〈η〉
̂
(Dβyu)(r, x, η)‖
2
K0,γ (X∧)dη
+
∑
|α|=s,j=1,...,N,|β|=s
∫
‖〈η〉−(n+1)/2δ−1〈η〉D
α
j
̂
(Dβyu)(r, x, η)‖
2
K0,γ;−s(X∧)dη;
here we employed the relation (1.10).
In order to prepare the operators of the edge calculus we first consider edge-degenerate
pseudo-differential operators. Let Lµdeg(X
∆ ×Ω;Rl) denote the set of all A(λ) ∈ Lµcl(X
∧×
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Ω;Rl) such that there is a p˜(r, y, ρ˜, η˜, λ˜) ∈ C∞(R+ × Ω, L
µ
cl(X;R
1+q+l)) with A(λ) =
r−µOpy(Opr(p))(λ) mod L
−∞(X∧ × Ω;Rl) where p(r, y, ρ, η, λ) := p˜(r, y, rρ, rη, rλ).
The space Lµdeg(B;R
l) of parameter-dependent edge-degenerate pseudo-differential op-
erators of order µ on a manifold B with edge Y is defined to be the subspace of
all A(λ) ∈ Lµcl(B \ Y ;R
l) such that for every singular chart χ as in (1.11) we have
A(λ)|V ∈ (χ
−1)∗L
µ
deg(X
∆ × Ω;Rl). The operators in Lµdeg(B;R
l) will not be continu-
ous between weighted spaces as in Definition 1.3 (ii). Therefore, we modify the oper-
ators by smoothing ones via some quantisations close to the edge. After that, in or-
der to have the expected natural properties under algebraic operations, we add spe-
cific so-called smoothing Mellin plus Green terms. The quantisation refers to the local
splitting of variables (r, x, y) coming from (1.12). If E is a Fre´chet space by A(C, E)
we denote the space of entire functions with values in E. Now let MµO(X;R
l), l ∈ N,
denote the space of all h(z, λ) ∈ A(C, Lµcl(X;R
l)) such that h|Γβ ∈ L
µ
cl(X; Γβ × R
l)
for every β ∈ R, uniformly in compact β-intervals. In the following we often employ
the weighted Mellin transform in R+-direction Mγu(z) =
∫∞
0 r
z−1u(r)dr|Γ1/2−γ with
the inverse M−1γ g(r) =
∫
Γ1/2−γ
r−zg(z)d¯z, d¯z = (2πi)−1dz. The associated weighted
Mellin pseudo-differential operators with Mellin amplitude function f(r, r′, z) are de-
noted by opγM (f). We employ the well-known fact, cf., for instance, [23], that for every
p(r, y, ρ, η, λ) = p˜(r, y, ρ˜, η˜, λ˜) such that p˜(r, y, ρ˜, η˜, λ˜) ∈ C∞(R+×Ω, L
µ
cl(X;R
1+q+l)) there
exists an h˜(r, y, z, η, λ) = h˜(r, y, z, rη, rλ) for h˜(r, y, z, η˜, λ˜) ∈ C∞(R+ × Ω,M
µ
O(X;R
q+l
η˜,λ˜
))
such that
Opr(p)(r, y, λ) = op
γ
M (h)(y, η, λ) (1.17)
mod C∞(Ω, L−∞(X∧;Rq+l)) for every γ ∈ R. This result is also referred to as the Mellin
quantisation of p (or p˜).
In the following, for functions ϕ, ϕ′ we write ϕ ≺ ϕ′ if ϕ′ ≡ 1 on suppϕ. Fix cut-off
functions ω(r), ω′(r) on the half-axis such that ω ≺ ω′ and excision function χ ≺ χ′ where
ω+ χ = 1. Moreover, we set ϕη(r) := ϕ(r[η]) when ϕ is a function on the half-axis, where
η → [η] is any smooth strictly positive function in Rq such that [η] = |η| for large |η|.
Then, by virtue of pseudo-locality we have
r−µOpr(p)(y, η, λ) = r
−µ{ωη,λop
γ−n
2
M (h)(y, η, λ)ω
′
η,λ + χη,λOpr(p)(y, η, λ)χ
′
η,λ} (1.18)
mod C∞(Ω, L−∞(X∧;Rq+l)). For the structure of the edge calculus it is essential that the
right hand side of (1.18) gives rise to an operator-valued symbol
a(y, η, λ) := r−µǫ{ωη,λop
γ−n
2
M (h)(y, η, λ)ω
′
η,λ + χη,λOpr(p)(y, η, λ)χ
′
η,λ}ǫ
′ (1.19)
for any cut-off functions ǫ, ǫ′ on the r-half-axis. The correspondence p → a for an
edge-degenerate symbol p and a of the form (1.19) will be called an edge quantisation of
p.
Let U ⊆ Rp be an open set andH and H˜ Hilbert spaces with group action κ and κ˜, respec-
tively. Then Sµ(U×Rq;H, H˜) is defined to be the set of all a(y, η) ∈ C∞(U×Rq,L(H, H˜))
satisfying the following (twisted) symbolic estimates
‖κ˜−1〈η〉{D
α
yD
β
η a(y, η)}κ〈η〉‖L(H,H˜) ≤ c〈η〉
µ−|β|
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for all (y, η) ∈ K × Rq, K ⋐ U , and all multi-indices α ∈ Np, β ∈ Nq, for constants
c = c(α, β,K) > 0. If a(µ)(y, η) ∈ C
∞(U × (Rq \{0}),L(H, H˜)) is a function satisfying the
(twisted) homogeneity relation
a(µ)(y, δη) = δ
µ
κ˜δa(µ)(y, η)κ
−1
δ (1.20)
for all δ ∈ R+, then we have χ(η)a(µ)(y, η) ∈ S
µ(U ×Rq;H, H˜) for any excision function χ
in Rq (i.e. χ ∈ C∞(Rq), χ(η) ≡ 0 for |η| ≤ c0, χ(η) ≡ 1 for |η| ≥ c1, for some 0 < c0 < c1).
An element a ∈ Sµ(U ×Rq;H, H˜) is called classical if there is a sequence of homogeneous
components a(µ−j)(y, η), j ∈ N, satisfying analogous relations to (1.20) for µ − j rather
than µ, for all j, such that a(y, η) − χ(η)
∑N
j=0 a(µ−j)(y, η) ∈ S
µ−(N+1)(U × Rq;H, H˜)
for every N ∈ N and any excision function χ. Let Sµcl(U × R
q;H, H˜) denote the space
of classical symbols. A similar notion makes sense when H or H˜ are Fre´chet spaces with
group action. The following observation is well-known.
Lemma 1.7. Let a(y, η) ∈ C∞(U × Rq,L(H, H˜)) be a function such that a(y, λη) =
λµκ˜λa(y, η)κ
−1
λ for λ ≥ 1, |η| ≥ c, for a constant c > 0. Then we have a(y, η) ∈ S
µ
cl(U ×
Rq;H, H˜).
This is a simple consequence of the twisted symbolic estimates. In the following definition
we employ some terminology about analytic functionals in the complex plane. As in [15]
by A′(K) for any compact set K ⊂ C we denote the space of analytic functionals carried
by K. This is a nuclear Fre´chet space, cf. also [16]. If E is a Fre´chet space, by A′(K,E)
we denote the space of all E-valued analytic functionals carried by K in the topology of
the projective tensor product A′(K)⊗ˆpiE.
Definition 1.8. Let g = (γ,Θ) be weight data, γ ∈ R, Θ = (ϑ, 0], −∞ ≤ ϑ < 0. For
ϑ > −∞ we choose any compact set K ⊂ C, K ⊂ {Re z < n+12 − γ} and form the space
EK := {ω〈ζ, r
−z〉 : ζ ∈ A′(K,C∞(X))}
for any fixed cut-off function ω(r). Then we set Ks,γP (X
∧) := EK + K
s,γ
Θ (X
∧) in the
Fre´chet topology of the non-direct sum (where EK is topologised via the isomorphism
EK ∼= A
′(K,C∞(X))). We call P the continuous asymptotic type associated with the set
K ∩ {Re z > n+12 − γ + ϑ}.
An element g(y, η) ∈
⋂
s,e∈R S
µ
cl(U × R
q;Ks,γ;e(X∧),K∞,γ−µ;∞(X∧)) is called a Green
symbol of order µ, associated with the weight data g = (γ, γ − µ,Θ) if
g(y, η) ∈ Sµcl(U × R
q;Ks,γ;e(X∧),K∞,γ−µ;∞P (X
∧)), (1.21)
g∗(y, η) ∈ Sµcl(U × R
q;Ks,−γ+µ;e(X∧),K∞,−γ;∞Q (X
∧)) (1.22)
for every s, e ∈ R, for some g-dependent (continuous) asymptotic types P and Q, asso-
ciated with the weight data (γ − µ,Θ) and (−γ,Θ), respectively. Let RµG(U × R
q,g)P,Q
denote the set of all Green symbols of order µ, with asymptotic types P , Q. In the case
Θ = (−∞, 0] and trivial P , Q (i.e. with subscript Θ instead of P , Q) the respective space
of Green symbols is independent of the weight data g and denoted by RµG(U × R
q)O.
Recall that Green symbols are (y, η)-wise Green operators in the cone algebra over X∧.
Kernel characterisations of such operators may be found in [29]. The terminlogy comes
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from boundary value problems in Boutet de Monvel’s calculus and the role of Green’s
functions in solvability of elliptic problems, see, [3].
Compared with (1.19) there is an alternative quantisation, here called Mellin-edge
quantisation, namely,
b(y, η, λ) := r−µǫop
γ−n
2
M (h)(y, η, λ)ǫ
′,
cf. [9]. We have a(y, η, λ), b(y, η, λ) ∈ Sµ(Ω × Rq+l;Ks,γ(X∧),Ks−µ,γ−µ(X∧)) for every
s ∈ R, and
a(y, η, λ) − b(y, η, λ) ∈ RµG(Ω× R
q+l)O. (1.23)
We also need another class of operator-valued symbols, the smoothing Mellin symbols.
For convenience from now on we assume Θ = (−1, 0]; this allows us to observe asymptotic
phenomena in the weight intervals {n+12 −γ−1 < Re z <
n+1
2 −γ} and {
n+1
2 −(γ−µ)−1 <
Re z < n+12 − (γ − µ)}, and to minimise the technical effort with sequences of lower order
Mellin symbols which are adequate when we take Θ = (−(k + 1), 0] instead. Let V ⊂ C
be a compact set and let M−∞V (X) be the space of all f ∈ A(C \ V,L
−∞(X)) such that
χV f |Γβ ∈ S(Γβ, L
−∞(X)) for every β ∈ R, uniformly in compact β-intervals. The space
M−∞V (X) is Fre´chet in a natural way. Under the assumption V ∩Γn+1
2
−γ = ∅ we can form
that the weighted Mellin operator op
γ−n
2
M (f)(y) for any f ∈ C
∞(Ω,M−∞V (X)). Then, if ω,
ω′ are arbitrary cut-off functions, the operator family
m(y, η, λ) := r−µωη,λop
γ−n
2
M (f)(y)ω
′
η,λ (1.24)
represents an element of Sµcl(Ω×R
q+l;Ks,γ(X∧),K∞,γ−µ(X∧)). Recall that when we change
ω or ω′ we only change m by a Green symbol. Let RµM+G(Ω×R
q+l,g) for g = (γ, γ−µ,Θ)
denote the set of all operator functions (m + g)(y, η, λ) for m as in (1.24) and a Green
symbol g as in (1.21), (1.22) (for Ω instead of U and q + l rather than q, and from
now on for Θ = (−1, 0]). Moreover, let Rµ(Ω × Rq+l,g) be the set all a + m + g for
m+g ∈ RµM+G(Ω×R
q+l,g) and a of the form (1.19). Let us now strengthen Definition 1.3
(ii) by replacing Ks,γ(X∧) by the Fre´chet space Ks,γP (X
∧) for some continuous asymptotic
type P . It can easily be verified that there is a representation of Ks,γP (X
∧) as a projective
limit of Hilbert spaces Ej ⊂ E0 := Ks,γ(X∧) with group action which allows us to form
the spaces Ws(Rq, Ej), and then we set Ws(Rq,Ks,γP (X
∧)) = lim←−
j∈N
Ws(Rq, Ej).
Moreover, similarly as Definition 1.3 (ii) we form Hs,γP (B) by replacing K
s,γ(X∧) by
Ks,γP (X
∧). Now the space L−∞(B,g) for g = (γ, γ − µ,Θ) is defined to be the subset of
all C ∈ L−∞(B \ Y ) which induce continuous operators C : Hs,γ(B)→ H∞,γ−µP (B), C
∗ :
Hs,−γ+µ(B) → H∞,−γQ (B) for all s ∈ R and some C-dependent asymptotic types P , Q.
If L−∞(B,g)P,Q denotes for the moment the space of all C with fixed P,Q, we have a
Fre´chet space, and we set
L−∞(B,g;Rl)P,Q := S(R
l, L−∞(B,g)P,Q), and L
−∞(B,g;Rl) :=
⋃
P,Q
L−∞(B,g;Rl)P,Q.
Definition 1.9. The space Lµ(B,g;Rl) for g = (γ, γ −µ,Θ) is defined to be the subspace
of all A(λ) ∈ Lµdeg(B,g;R
l) of the form
A(λ) := Aedge(λ) +Aint(λ) + C(λ)
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where C(λ) ∈ L−∞(B,g;Rl), Aint(λ) ∈ L
µ
cl(B \ Y ;R
l) is arbitrary, vanishing in a neigh-
bourhood of Y , and Aedge(λ) is locally near Y in the splitting of variables (r, x, y) ∈
R+ × X × Ω, Ω ⊆ R
q open, q = dimY , of the form Opy(a)(λ) for an operator-valued
amplitude function a(y, η, λ) ∈ Rµ(Ω× Rq+l,g).
Remark 1.10. The space Lµ(B,g;Rl) can be represented as a union of Fre´chet subspaces.
Those are essentially labeled by the asymptotic types P , Q in the involved Green symbols
and the Mellin asymptotic types in the smoothing Mellin symbols, cf. the formula (1.24).
Let us define the principal symbolic structure of operators in Lµ(B,g;Rl), consisting of
pairs σ(A) = (σ0(A), σ1(A)). The first component is the parameter-dependent principal
homogeneous symbol as a function on C∞(T ∗(B \Y )×Rl \0) where 0 stands for (ξ˜, λ) = 0
with ξ˜ being the covariable in T ∗((B \ Y ) \ 0). The second component is defined as
σ1(A)(y, η, λ) := r
−µ{ω(|η, λ|r)op
γ−n/2
M (h0)(y, η, λ)ω
′(|η, λ|r)
+ χ(|η, λ|r)Opr(p0)(y, η, λ)χ
′(|η, λ|r)}
+ r−µω(|η, λ|r)op
γ−n/2
M (f)(y)ω
′(|η, λ|r) + g(µ)(y, η, λ),
where h0(r, y, z, η, λ) := h˜(0, y, z, rη, rλ), p0(r, y, ρ, η, λ) := p˜(0, y, rρ, rη, rλ), f(y, z) as in
(1.17), and g(µ)(y, η, λ) is the principal (twisted homogeneous) symbol of g(y, η, λ) involved
in a(y, η, λ) ∈ Rµ(Ω × Rq+l,g), cf. also Definition 1.9. For fixed g = (γ, γ − µ,Θ) we also
employ spaces of edge operators of order m ≤ µ for µ−m ∈ N. The notation is as follows.
First we set Lµ−1(B,g;Rl) := {A ∈ Lµ(B,g;Rl) : σ(A) = 0}. The elements of the latter
space again have a pair of principal symbols, denoted for the moment by σµ−1(A). Then
vanishing of σµ−1(A) determines a subspace Lµ−2(B,g;Rl), and so on. In this way we
inductively obtain the spaces Lm(B,g;Rl) for any m ≤ µ, µ−m ∈ N.
Remark 1.11. Observe that for any A ∈ Lm(B,g;Rl), α ∈ Nl, we have DαλA ∈
Lm−|α|(B,g;Rl).
Theorem 1.12. Let A ∈ Lm(B,g;Rl), g = (γ, γ − µ,Θ), µ − m ∈ N, be a parameter-
dependent edge operator, interpreted as a family of continuous operators
A(λ) : Hs,γ(B)→ Hs−ν,γ−µ(B)
for some ν ≤ m. Then we have
‖A(λ)‖L(Hs,γ (B),Hs−ν,γ−µ(B)) ≤ c〈λ〉
max{m,m−ν}+M
for all λ ∈ Rl for some c = c(ν, s) > 0, and a certain constant M =M(ν, s) > 0.
The proof is given in [2]. The following theorem compares growth properties of Fourier-
and Mellin-based weighted spaces at infinity as well as at zero in terms of certain operator-
valued symbols, cf. also Section 5 below for the corner case.
Theorem 1.13. Let ω be a cut-off function.
(i) For every s, γ, γ′, L ∈ R there is a g = g(L) such that (1 − ωη)r
−L ∈
SLcl(R
q;Hs,γ(X∧),Ks,γ
′;g(X∧)).
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(ii) For every s, γ, γ′, g ∈ R there is an L = L(g) such that (1 − ωη)r
−L ∈
SLcl(R
q;Ks,γ;g(X∧),Hs,γ
′
(X∧)).
(iii) For every s, γ′, g′, L ∈ R we have ωηr
L ∈ S−Lcl (R
q;Hs,γ
′
(X∧),Ks,γ
′+L;g′(X∧)).
(iv) For every s, γ, g ∈ R and L ≥ 0 we have ωηr
L ∈ S−Lcl (R
q;Ks,γ;g(X∧),Hs,γ(X∧)).
A proof is given in [9, Section A3].
2 Weighted corner spaces
Our next objective is to study weighted corner Sobolev spaces from the point of view of
the iterative approach. The corner pseudo-differential calculus is an adequate choice of
weighted Sobolev spaces. Roughly speaking the former smooth manifold X is replaced
by a compact manifold B with edge Y and we define our spaces over R+ × B := B
∧.
The considerations refer to the representation of B locally near Y in the form X∆ × U
for a coordinate neighbourhood U of Y , diffeomorphic to Rq, and we argue in terms of
the stretched variables (r, x, y) ∈ X∧ × Rq. Recall that on the double 2B of the stretched
manifold B we have the spaces Hs,γ2(2B). Let us interpret 1− ω also as a function on 2B
vanishing on the counterpart of B in the definition of the double. We need an analogue
of the edge spaces of Definition 1.3 for R+ × R
q ∋ (t, y) and the Mellin transform in t
instead of the Fourier transform. Let Ws,γ2(R+ × R
q,H) defined to be the completion of
C∞0 (R+ × R
q,H) with respect to the norm
‖u‖Ws,γ2 (R+×Rq,H) =
{∫
Γ(b+1)/2−γ2
∫
Rq
〈w, η〉2s‖κ−1〈w,η〉(Mt→wFy→ηu)(w, η)‖
2
H d¯wdη
}1/2
for a dimension b, known from the context (below b = n+1+q). More generally, analogously
as Lemma 1.4 we have the following characterisation.
Lemma 2.1. Let κ be the trivial group action in the space H. Then, denoting the respective
version ofWs,γ2-spaces byWs,γ21 , we have continuous embeddingsW
s+M,γ2
1 (R+×R
q,H) →֒
Ws,γ2(R+ × R
q,H) →֒ Ws−M,γ21 (R+ × R
q,H), Ws+M,γ2(R+ × R
q,H) →֒ Ws,γ21 (R+ ×
Rq,H) →֒ Ws−M,γ2(R+ × R
q,H), s ∈ R, for the same constant M as in Lemma 1.4.
Observe that the weight γ2 is multiplicative in the sense that
Ws,γ2+β(R+ × R
q,H) = tβWs,γ2(R+ × R
q,H) (2.1)
for any β ∈ R. Note that when the group action κ is unitary in the space H we have
W0,0(R+,t × R
q,H) = t−b/2L2(R+,t × R
q,H). (2.2)
In particular, this is the case for H = K0,0(X∧) = r−n/2L2(R+,r × X). Then it follows
that
W0,0(R+,t × R
q,K0,0(X∧)) = t−b/2r−n/2L2(R+,t ×R+,r × R
q ×X). (2.3)
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Proposition 2.2. The transformation
Sγ2−b/2u(t) := e
((b+1)/2−γ2)tu(e−t), Sγ2−b/2 : C
∞
0 (R+,H)→ C
∞
0 (R,H),
extends to an isomorphism
Ws,γ2(R+ × R
q,H)→Ws(R× Rq,H) (2.4)
for every s, γ2 ∈ R (concerning the space on the right of the latter relation, cf. Definition
1.3).
The proof follows in an analogous manner as for (1.7), based on the relationship between
Fourier and Mellin transform.
Let us now turn to an analogue of the spaces Hs,γ(X∧) from Section 1 for a com-
pact manifold B with smooth edge.
Definition 2.3. By Hs,(γ1,γ2)(B∧) for any s, γ1, γ2 ∈ R we denote the completion of
C∞0 (R+ × (B \ Y )) with respect to the norm
‖u‖Hs,(γ1,γ2)(B∧) =
{
‖(1 − ω)u‖2Hs,γ2 ((2B)∧) +
N∑
j=1
‖ϕjωu‖
2
Ws,γ2 (R+×Rq,Ks,γ1 (X∧))
}1/2
(2.5)
for any cut-off function ω = ω(r).
Here, for notational convenience ϕj is identified with an element in C
∞
0 (R
q). Moreover, ω
is a cut-off function on B close to Y , in the local splitting of variables (r, x, y) an ω(r), and
the number b := dimB = n+1+q. Note that when a(τ, η) ∈ Sµ(Γ(b+1)/2−γ2×R
q;H, H˜) (for
Hilbert spaces H and H˜ with group actions κ and κ˜, respectively) we obtain continuous
operators
op
γ2−b/2
Mt
Opy(a) :W
s,γ2(R+ × R
q,H)→Ws−µ,γ2(R+ × R
q, H˜)
for every s ∈ R. Recall from (1.3) in the case 2B rather than X that we have H0,0((2B)∧) =
t−b/2L2(R+×2B).Moreover, since κ is unitary on the space K
0,0(X∧) we have the relation
(2.3). Thus u ∈ H0,(0,0)(B∧) means that
‖u‖H0,(0,0)(B∧) =
{
‖(1− ω)u‖2
t−b/2L2(R+×2B)
+
N∑
j=1
‖ϕjωu‖
2
t−b/2r−n/2L2(R+×R+×Rq×X)
}1/2
(2.6)
is finite. The norm in H0,(0,0)(B∧) is generated by a corresponding scalar product
(u, v)H0,(0,0)(B∧) = ((1 − ω)u, (1− ω)v)t−b/2L2(R+×2B)
+
N∑
j=1
(ϕjωu,ϕjωv)t−b/2r−n/2L2(R+×R+×Rq×X).
(2.7)
Remark 2.4. The transformations
ψλ : u(t, ·)→ λ
b+1
2 u(λt, ·), λ ∈ R+, (2.8)
define a strongly continuous group of isomorphisms ψλ : H
s,(γ1,γ2)(B∧) → Hs,(γ1,γ2)(B∧)
for any s, γ1, γ2 ∈ R. The operators ψλ are unitary on H
0,(0,0)(B∧).
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Remark 2.5. The scalar product in H0,(0,0)(B∧) extends (·, ·) : C∞0 (R+ × (B \ Y )) ×
C∞0 (R+ × (B \ Y ))→ C to a non-degenerate sesquilinear pairing
Hs,(γ1,γ2)(B∧)×H−s,(−γ1,−γ2)(B∧)→ C
for every s, γ1, γ2 ∈ R.
Theorem 2.6. For any real s0 ≤ s1, γ1,0 ≤ γ1,1, γ2,0 ≤ γ2,1 and 0 ≤ θ ≤ 1 we have
[Hs0,(γ1,0,γ2,0)(B∧),Hs1,(γ1,1,γ2,1)(B∧)]θ = H
s,(γ1,γ2)(B∧)
for s = (1− θ)s0 + θs1, γ1 = (1− θ)γ1,0 + θγ1,1, γ2 = (1− θ)γ2,0 + θγ2,1.
Proof. The arguments are analogous to those in [16, Section 2.1.2, 4.2.1], see also [14].
Proposition 2.7. For every s ∈ N we have the following equivalence of norms
‖u‖Ws,γ2 (R+×Rq ,Ks,γ1(X∧)) ∼ {‖u‖
2
W0,γ2 (R+×Rq,K0,γ1 (X∧))
+
∑
|β|=s
‖(t∂t)
β′Dβ
′′
y u‖
2
W0,γ2 (R+×Rq,K0,γ1 (X∧))
+
∑
|α|=s,1≤l≤N
‖Dαl u‖
2
W0,γ2 (R+×Rq,K0,γ1;−s(X∧))
+
∑
|α|=s,1≤l≤N,|β|=s
‖(t∂t)
β′Dβ
′′
y D
α
l u‖
2
W0,γ2 (R+×Rq,K0,γ1;−s(X∧))
}1/2 (2.9)
for the operators Dαl from Proposition 1.2. In the sum over α we may equivalently take
0 < |α| ≤ s, and ‖ · ‖W0,γ2 (R+×Rq,K0,γ1;−|α|(X∧)) and 0 < β ≤ s in the sum over β.
Proof. By virtue of (2.4) we mainly have to rephrase ‖Sγ2−n1/2u‖Ws(R×Rq ,H) for H =
Ks,γ1(X∧). From Proposition 1.6 we have the equivalence of norms
‖v‖Ws(R1+q,Ks,γ1 (X∧)) ∼
{
‖v‖2W0(R1+q ,K0,γ1 (X∧))
+
∑
|β|=s
‖(∂t˜ + d)
β′Dβ
′′
y v‖
2
W0(R1+q ,K0,γ1 (X∧))
+
∑
|α|=s,1≤l≤N
‖Dαl v‖
2
W0(R1+q ,K0,γ1;−s(X∧))
+
∑
|α|=s,1≤l≤N,|β|=s
‖(∂t˜ + d)
β′Dβ
′′
y D
α
l v‖W0(R1+q,K0,γ1;−s(X∧))
}1/2
(2.10)
for the constant d = (n1 + 1)/2 − γ2. Inserting v := Sγ2−n1/2u and applying ∂t ◦ Sγ =
Sγ ◦ (−r∂r − (1/2 − γ)) gives us the result.
Corollary 2.8. For every s ∈ N, γ1, γ2 ∈ R the relation u(t, ·) ∈ H
s,(γ1,γ2)(B∧) is equiva-
lent to
(t∂t)
kDα
x
(1− ω)u(t,x) ∈ t−b/2+γ2L2(R+ × 2B)
k + |α| ≤ s, for all Dα
x
∈ Diffα(2B) with x being the variable on the smooth manifold 2B,
cf. Proposition 1.1, together with the conditions
ϕjωu ∈ W
0,γ2(R+ × R
q,K0,γ1(X∧)),
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(t∂t)
β′Dβ
′′
y (ϕjωu) ∈ W
0,γ2(R+ × R
q,K0,γ1(X∧))
for all β = (β′, β′′), |β| = s,
Dαl (ϕjωu) ∈ W
0,γ2(R+ × R
q,K0,γ1;−s(X∧))
for all |α| = s, 1 ≤ l ≤ N , and for all j, where ω = ω(r), and
(t∂t)
β′Dβ
′′
y D
α
l (ϕjωu) ∈ W
0,γ2(R+ × R
q,K0,γ1;−s(X∧))
for all |α| = s, 1 ≤ l ≤ N , and for all j, |β| = s.
Let us now consider the case of spaces over B≍ = R × B ∋ (t, ·) for a compact manifold
B with edge, where B≍ is regarded as a space with conical exits t → ±∞. Later on we
are only interested in the positive side. We intend to compare the spaces Hs,(γ1,γ2)(B∧)
with spaces of the kind Hs,γ1cone(B∧) := H
s,γ1
cone(B≍)|R+×B , first for s ∈ N. To this end we
first give the definition of Hs,γ1cone(B≍). Close to the edge of B we may model the space
on Hscone((2B)
≍) according to the corresponding construction for a smooth compact cross
section. Far from the edge of B the global definition of Hs,γ1cone(B≍) relies on a corresponding
notion of spacesWs,γ1cone(R×Rq×X∧) in the variables (t, r, x, y), where t replaces the former
r while (y, r, x) are variables on the singular cross section B. Analogously as (1.5) we form
(δ[t]f)(t, r, x, y) := f(t, [t]r, x, [t]y)
and define
Ws,γ1cone(R× R
q ×X∧) = δ[t]W
s,γ1(R× Rq ×X∧) = δ[t]W
s(R× Rq,Ks,γ1(X∧)), (2.11)
cf. also (1.6), in other words
Ws,γ1cone(R× R
q ×X∧) = {u(t, r, x, y) : u(t, [t]−1r, x, [t]−1y) ∈ Ws(R1+qt,y ,K
s,γ1(X∧r,x))},
s ∈ R. In the intersection zone of the localisation close and off the edge both definitions
are equivalent. In other words, we have an isomorphism
δ−1
[t]
:Ws,γ1cone(R× R
q ×X∧)→Ws(R1+q,Ks,γ1(X∧))
where ‖u‖Ws,γ1cone(R×Rq×X∧) = ‖δ
−1
[t] u‖Ws(R1+q ,Ks,γ1 (X∧)). Proposition 1.6 gave us a
characterisation of Ws(R1+qt,y˜ ,K
s,γ1(X∧r˜,x)) for s ∈ N, namely, that u(t, r˜, x, y˜) ∈
Ws(R1+qt,y˜ ,K
s,γ1(X∧r˜,x)) is equivalent to u ∈ W
0(R1+q,K0,γ1(X∧)) together with
Dβt,y˜u ∈ W
0(R1+q,K0,γ1(X∧)), |β| = s,
and
Dαj,(r˜,x)u ∈ W
0(R1+q,K0,γ1;−s(X∧)), 0 ≤ j ≤ N, |α| = s.
Proposition 2.9. For s ∈ N, we have
‖u‖Ws,γ1cone(R×Rq×X∧) ∼
{
‖u(t, r[t]−1, x, y[t]−1)‖2W0(R×Rq ,K0,γ1 (X∧))
+
∑
|β|=s
‖Dβ
′
t D
β′′
y u(t, r[t]
−1, x, y[t]−1)‖2W0(R×Rq ,K0,γ1 (X∧))
+
∑
|α|=s,1≤j≤N
‖Dαj u(t, r[t]
−1, x, y[t]−1)‖2W0(R×Rq ,K0,γ1;−s(X∧))
+
∑
|α|=s,1≤j≤N,|β|=s
‖Dβ
′
t D
β′′
y D
α
j u(t, r[t]
−1, x, y[t]−1)‖2W0(R×Rq ,K0,γ1;−s(X∧))
}1/2
(2.12)
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In the sum over α we may equivalently take 0 < |α| ≤ s, and ‖ · ‖W0(R×Rq ,K0,γ1;−|α|(X∧))
and 0 < β ≤ s in the sum over β.
Proof. In fact, because of (2.11), it suffices to apply Proposition 1.6 to (δ−1[t] u)(t, r, x, y) =
u(t, r[t]−1, x, y[t]−1).
Definition 2.10. (i) By Hs,γ1cone(B≍) for s, γ1 ∈ R we denote the completion of C
∞
0 (R×
(B \ Y )) with respect to the norm
‖u‖Hs,γ1cone(B≍) =
{
‖(1− ω)u‖2Hscone((2B)≍) +
N∑
j=1
‖ωϕju‖
2
W
s,γ1
cone(R×Rq×X∧)
}1/2
(2.13)
for any cut-off function ω = ω(r). Moreover, we set
Hs,γ1;econe (B
≍) := 〈t〉−eHs,γ1cone(B
≍), Hs,γ1;econe (B
∧) = Hs,γ1;econe (B
≍)|B∧ ,
for any e ∈ R, then Hs,γ1cone(·) = H
s,γ1;0
cone (·).
(ii) The space Ks,γ(B∧) for s ∈ R, γ = (γ1, γ2) ∈ R
2, is defined as
Ks,γ(B∧) := {ωu0 + (1− ω)u∞ : u0 ∈ H
s,γ
cone(B
∧), u∞ ∈ H
s,γ1(B∧)}
for any cut-off function ω(t). Moreover, we set Ks,γ;e(B∧) := 〈t〉−eKs,γ(B∧) for any
e ∈ R.
Remark 2.11. (i) Observe that the space K∞,γ;∞(B∧) =
⋂
s,e∈RK
s,γ;e(B∧) does not
depend on the choice of the involved group action κ. Also the spaces H∞,γ(B∧) and
H∞,γcone(B≍) (the corresponding intersections over s ∈ R) are independent of κ.
(ii) The operators of multiplication by ω(r) and 1−ω(r) for some cut-off function ω (that
are also globally defined on B) induce continuous operators in the spaces K∞,γ;∞(B∧).
For (i), it suffices to employ Lemma 1.4, applied to the W-spaces involved in Defini-
tion 2.3 and 2.10. For (ii) we may omit e and use ωK∞,γ(B∧) =
⋂
s∈N ωK
s,γ(B∧) =⋂
s∈N ωK
s,γ
1 (B
∧) where ωKs,γ1 (B
∧) is defined in an analogous manner as
⋂
s∈N ωK
s,γ(B∧)
where only the W-spaces involved in Proposition 2.7 and 2.9 are to be replaced by re-
spective W1-spaces with 1 indicating the trivial group action in the K-spaces over X
∧.
Then the 1-analogues of Propositions 2.7 and 2.9 give us characterisations of ωKs,γ1 (B
∧)
for s ∈ N in W0,γ21 (R+×R
q, ...) and W01 (R×R
q, ...) norms, and those can easily be evalu-
ated in weighted L2 norms in the variables (t, r, y), cf. also the proof Theorem 5.1 below.
Finally for the multiplication by 1−ω the arguments are simpler since we are then off the
edge R+ × Y of B
∧.
Remark 2.12. By notation the Ws,γ1cone(R × Rq × X∧)-norms in the second term on the
right of (2.13) can equivalently be written as ‖δ−1[t] (ωϕju)‖Ws(R×Rq,Ks,γ1 (X∧)).
Also for the cone spaces we need an L2-characterisation of H0,0cone(B≍). From Definition
2.10 it follows that u ∈ H0,0cone(B≍) is equivalent to (1 − ω)u ∈ [t]−b/2L2(R × 2B) for a
cut-off function ω = ω(r), together with ωϕju ∈ [t]
−b/2W0,0cone(R× Rq ×X∧) for any j, or
δ−1[t] (ωϕju) ∈ W
0(R× Rq,K0,0(X∧)) = r−n/2[t]−b/2L2(R× Rq × R+ ×X).
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Here we employed again that κ is unitary on K0,0(X∧). In other words, u ∈ H0,0cone(B≍)
means that
‖u‖H0,0cone(B≍) =
{
‖(1− ω)u‖2
[t]−b/2L2(R×2B)
+
N∑
j=1
‖δ−1[t] (ωϕju)‖
2
r−n/2L2(R×R+×Rq×X)
} 1
2
for ω = ω(r); again equivalent norms are denoted by the same letter. Note that over
the intersection of the supports of ω and 1 − ω there is no contradiction with respect
to the behaviour for |t| → ∞. The norm in H0,0cone(B≍) is generated by a scalar product,
analogously as explained in connection with (2.7), namely,
(u, v)
H0,0cone(B≍)
= ((1 − ω)u, (1− ω)v)[t]−b/2L2(R×2B)
+
N∑
j=1
(δ−1[t] (ωϕju), δ
−1
[t] (ωϕjv))r−n/2L2(R×R+×Rq×X). (2.14)
Remark 2.13. The transformations (2.8) define a strongly continuous groups of isomor-
phisms ψλ : H
s,γ1
cone(B≍) → H
s,γ1
cone(B≍) for any s, γ1 ∈ R. The operators ψλ are unitary in
H0,0cone(B≍).
Remark 2.14. The scalar product in H0,0cone(B≍) extends (·, ·) : C∞0 (R×(B\Y ))×C
∞
0 (R×
(B \ Y ))→ C to a non-degenerate sesquilinear pairing
Hs,γ1cone(B
≍)×H−s,−γ1cone (B
≍)→ C
for every s, γ1 ∈ R.
Theorem 2.15. For any real s0 ≤ s1, γ1,0 ≤ γ1,1 and 0 ≤ θ ≤ 1 we have
[H
s0,γ1,0
cone (B
≍),H
s1,γ1,1
cone (B
≍)]θ = H
s,γ1
cone(B
≍)
for s = (1− θ)s0 + θs1, γ1 = (1− θ)γ1,0 + θγ1,1.
Proof. The assertion can be reduced again to the known interpolation properties of the
space involved in Definition 2.3.
Definition 2.16. The space RmG (Σ×R
d)O is defined to be the set of all operator functions
g(v, ζ) such that
g(v, ζ) ∈ Smcl (Σ× R
d;Ks,(γ1,γ2);e(B∧),Ks
′,(γ′1,γ
′
2);e
′
(B∧)),
g∗(v, ζ) ∈ Smcl (Σ× R
d;Ks,(γ1,γ2);e(B∧),Ks
′,(γ′1,γ
′
2);e
′
(B∧))
for all s, s′, γ1, γ
′
1, γ2, γ
′
2, e, e
′ ∈ R. Such a g is also called a flat Green symbol of order m
in the second order corner calculus.
Remark 2.17. It can easily be proved that for cut-off functions ω(r), ω′(r) on B and any
g ∈ RmG (Σ×R
d)O, also ωgω
′, (1−ω)gω′, ωg(1−ω′), (1−ω)g(1−ω′) belong to RmG (Σ×R
d)O,
cf. also Remark 2.11 (ii).
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3 The Mellin-edge quantisation
We now turn to the Mellin-edge quantisation for operator-valued edge symbols along an
edge of second singularity order.
Definition 3.1. The space of holomorphic (parameter-dependent) Mellin symbols
MmO (B,g;R
l) is defined to be the set of all h(w, λ) ∈ A(C, Lm(B,g;Rl)) such that
h|Γδ ∈ L
m(B,g; Γδ × R
l) for every δ ∈ R, uniformly in compact δ-intervals.
The following theorem is a Mellin quantisation result.
Theorem 3.2. For every p(t, v, τ, ζ) = p˜(t, v, tτ, tζ), p˜(t, v, τ˜ , ζ˜) ∈ C∞(R+ ×
Σ, Lm(B,g;R1+d
τ˜ ,ζ˜
)), Σ ⊆ Rd open, there exists an h(t, v, w, ζ) = h˜(t, v, w, tζ),
h˜(t, v, w, ζ˜) ∈ C∞(R+ × Σ,M
m
O (B,g;R
d
ζ˜
)) such that Opt(p)(v, ζ) = op
β
Mt
(h)(v, ζ) mod
C∞(Σ, L−∞(B∧,g;Rdζ)) for every β ∈ R; the operators are regarded first as continuous
maps C∞0 (R+,H
∞,γ1(B))→ C∞(R+,H
∞,γ1−µ(B)).
Concerning the proof and more details, cf. [24], [12]. More precisely, we can choose h in
such a way that for some ψ ∈ C∞0 (R+) which is equal to 1 close to 1 we have
Opt(p)(v, ζ) − op
γ2−
b
2
M (h)(v, ζ) = Opt((1− ψ(
t′
t
))p)(v, ζ) (3.1)
Set p0(t, v, τ, ζ) := p˜(0, v, tτ, tζ), h0(t, v, τ, ζ) := h˜(0, v, tτ, tζ). Note that then we also
have Opt(p0)(v, ζ) = op
β
M (h0)(v, ζ) mod C
∞(Σ, L−∞(B∧,g;Rdζ)) for every β ∈ R. We
now formulate the non-smoothing part of edge symbols for the calculus over a (stretched)
wedge B∧×Σ. Similarly as in the case X∧×Ω, cf. Section 1.1, we fix cut-off functions ω,
ω′ and excision functions χ, χ′ on the t half-axis such that ω ≺ ω′, χ ≺ χ′, ω + χ = 1 and
cut-off functions ǫ, ǫ′. Then we form
a(v, ζ) := t−µǫ{ωζop
γ2−
b
2
M (h)(v, ζ)ω
′
ζ + χζOpt(p)(v, ζ)χ
′
ζ}ǫ
′ + r(v, ζ). (3.2)
Here b := dimB, the operator families p and h are as in Theorem 3.2, and r(v, ζ) ∈
C∞(Σ, Lµ(B∧,g;Rdζ)) is a family localised on a compact subsetK of R+ (i.e. ϕr(v, ζ)ϕ
′ = 0
for all ϕ,ϕ′ ∈ C∞0 (R+) vanishing in a neighbourhood of K). Similarly as in the case of a
manifold with smooth edge it can be proved that
a(v, ζ) ∈ Sµ(Σ× Rd;Ks,(γ1,γ2)(B∧),Ks−µ,(γ1−µ,γ2−µ)(B∧)).
The operator functions a(v, ζ) belong to Lµ(B∧,g;Rdζ) for every v ∈ Σ. As such they have
the symbolic structure from the calculus over B∧, namely,
σ0(a) and σ1(a) (3.3)
and so-called reduced symbols. To be more precise, (3.3) are the usual (parameter-
dependent) principal symbols of edge operators, where σi refers to si(B), i = 0, 1. In
addition, in the splitting of variables (t, v) close to t = 0 the symbols occur in the form
t−µσ0(a)(t, v, tτ, tζ) and t
−µσ1(t, v, tτ, tζ) for so-called reduced symbols σ˜0(a)(t, v, τ˜ , ζ˜) and
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σ˜1(a)(t, v, τ˜ , ζ˜), respectively, which are smooth up to t = 0. Moreover, close to s1(B) in the
splitting of variables (r, x, y) ∈ X∧×Ω and the covariables (ρ, ξ, η) for the 0-th component
we have a degenerate behaviour
r−µσ˜0(t, r, x, y, v, rτ˜ , rρ, ξ, rη, rζ˜)
and there is another reduced symbol ˜˜σ0(t, r, x, y, v, ˜˜τ, ρ˜, ξ, η˜,
˜˜
ζ) which is smooth up to
t = r = 0.
The principal edge symbol belonging to the edge Σ is defined as
σ2(a)(v, ζ) := t
−µ{ω(t|ζ|)op
γ2−
b
2
M (h0)(v, ζ)ω
′(t|ζ|) + χ(t|ζ|)opt(p0)(v, ζ)χ
′(t|ζ|)}, (3.4)
parametrised by (v, ζ) ∈ T ∗Σ \ 0. It represents a family of continuous operators
σ2(a)(v, ζ) : K
s,γ(B∧)→ Ks−µ,γ−µ(B∧)
for every s ∈ R, γ − µ := (γ1 − µ, γ2 − µ).
In the edge quantisation expression (3.2) that quantises the operator function
p(t, v, τ, ζ) := p˜(t, v, tτ, tζ) and produces the operator-valued symbol a(v, ζ) we are
mainly interested in the non-smoothing ingredients of the families p and h, respectively.
Therefore, before we pass to the alternative Mellin-edge quantised family we split up some
unnecessary smoothing terms. In addition because of linearity it is admitted to consider
local expressions close to the edge of B. In other words we start with
p(t, v, τ, ζ) = p˜(t, v, tτ, tζ)
for
p˜(t, v, τ˜ , ζ˜) ∈ C∞(R+ × Σ, L
m(B,g;Rd
ζ˜
)),
where
p˜(t, v, τ˜ , ζ˜) := Opyop
γ1−n/2
Mr
(r−mǫ1h1ǫ
′
1)(t, v, τ˜ , ζ˜)
for cut-off functions ǫ(r), ǫ′(r) and a Mellin symbol
h1(t, r, y, v, z, τ˜ , ζ˜) = h˜1(t, r, y, v, z, rτ˜ , rζ˜),
h˜1(t, r, y, v, z, ˜˜τ,
˜˜
ζ) ∈ C∞(R+ × R+ × R
q ×Σ,MmOz (X,R
1+d
˜˜τ, ˜˜ζ
)).
Theorem 3.3. An edge amplitude function
a(v, ζ) = t−µǫ{ωζop
γ2−
b
2
M (h)(v, ζ)ω
′
ζ + χζOpt(p)(v, ζ)χ
′
ζ}ǫ
′
as in (3.2) can be expressed in the form
a(v, ζ) = t−µǫop
γ2−
b
2
M (h)(v, ζ)ǫ
′ + g(v, ζ)
for some g(v, ζ) ∈ RµG(Σ× R
d)O. Then (3.4) can be written as
σ2(a)(v, ζ) = t
−µop
γ2−
b
2
M (h0)(v, ζ) + σ2(g)(v, ζ).
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Proof. For simplicity we assume a to be independent of v; the extension to the general
case is straightforward. First we have
t−µωζop
γ2−
b
2
M (h)(ζ)ω
′
ζ + t
−µχζOpt(p)(ζ)χ
′
ζ (3.5)
=t−µωζop
γ2−
b
2
M (h)(ζ)ω
′
ζ + t
−µχζop
γ2−
b
2
M (h)(ζ)χ
′
ζ + t
−µχζ{Opt(p)(ζ)− op
γ2−
b
2
M (h)(ζ)}χ
′
ζ
=t−µop
γ2−
b
2
M (h)(ζ) + g1(ζ) + g2(ζ)
where
g1(ζ) = t
−µχζ{Opt(p)(ζ)− op
γ2−
b
2
M (h)(ζ)}χ
′
ζ ,
g2(ζ) = −t
−µχζop
γ2−
b
2
M (h)(ζ)(1 − χ
′
ζ)− t
−µωζop
γ2−
b
2
M (h)(ζ)(1 − ω
′
ζ).
The assertion then follows by multiplying both sides of (3.5) by ǫ from the left, ǫ′
from the right. In fact, ǫg1(ζ)ǫ
′ ∈ RµG(R
d)O corresponds to Proposition 4.3 below and
ǫg2(ζ)ǫ
′ ∈ RµG(R
d)O to Proposition 4.2 below; here we use that ǫg2(ζ)ǫ
′ ∈ RµG(R
d)O.
Analogous conclusions are possible for ζ 6= 0 and without the factors ǫ, ǫ′, i.e. com-
paring with (3.4) we obtain σ2(a)(ζ) = t
−µop
γ2−
b
2
M (h0)(ζ) + g1,(µ)(ζ) + g2,(µ)(ζ).
4 Characterisation of Green left-over terms
The following lemma may be found in [9].
Lemma 4.1. Let f(t, t′, ζ) := ωζ(t)(log
t
t′ )
−N (1−ω′ζ(t
′)) for cut-off functions ω ≺ ω′, and
t, t′ ∈ R, ζ ∈ Rq, N ∈ N, N ≥ 1. Then
f(λ−1t, λ−1t′, λζ) = f(t, t′, ζ) for λ ≥ 1, |ζ| ≥ const, t, t′ ∈ R+, (4.1)
for some constant > 0. Moreover, for every k, k′ ∈ N, α ∈ Nq, we have
supt,t′,ζ{|(t∂t)
k(t′∂t′)
k′∂αζ f(t, t
′, ζ)|[ζ]|α|} <∞. (4.2)
In particular, the function (t, t′)→ [ζ]|α|∂αζ f(t, t
′, ζ) is bounded in ζ ∈ Rq as a function of
ζ with values in C∞(R+ × R+)B.
Proposition 4.2. Let h˜(t, v, z, ζ˜) ∈ C∞(R+ × Σ,M
m
O (B,g;R
d)) for g = (γ1, γ1 − µ,Θ)
and h(t, v, w, ζ) = h˜(t, v, w, tζ). Let us set
g0(v, ζ) := ωζop
γ2−
b
2
M (h)(v, ζ)(1 − ω
′
ζ), g1(v, ζ) := (1− ω
′
ζ)op
γ2−
b
2
M (h)(v, ζ)ωζ ,
for cut-off functions ω, ω′ with ω ≺ ω′. Then we have g0(v, ζ), g1(v, ζ) ∈ R
0
G(Σ× R
d)O.
Proof. For simplicity we consider the v-independent case. First we show that the relation
g0(ζ) ∈ S
0
cl(R
d;Ks,(γ1,γ2);g(B∧),Ks
′,(γ1−µ,γ′2);g
′
(B∧)) (4.3)
for arbitrary s, s′, γ2, γ
′
2, g, g
′ ∈ R. Integration by parts gives us g0(ζ) = op
γ2−
b
2
M (hN )(ζ)
for every N ∈ N, for hN (t, t
′, w, ζ) = f(t, t′, ζ)∂Nw h(t, w, ζ), where f(t, t
′, ζ) is the function
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from Lemma 4.1. We choose cut-off functions ω1, ω2 such that ω1 ≺ ω, ω ≺ ω2. Moreover,
we choose L ≥ 0 so large as in Proposition 5.1 (ii). Since h is holomorphic in w we obtain
g0(ζ) = ω2,ζt
Lop
γ′2−
b
2
M (f(t, t
′, ζ)TL∂Nw h(t, w, ζ))(1 − ω1,ζ)t
−L
as an operator on C∞0 (R+,H
∞,γ1(B)). Note that because of the infinite flatness in t′ on
the right we could replace op
γ2−
b
2
Mt
by op
γ′2−
b
2
Mt
; then from the weight γ2 we obtain γ
′
2 under
the action; therefore, from now on we argue with γ′2 both for the original function and the
one in the image. By virtue of Proposition 5.1 (ii), (iii) we obtain the relation (4.3) if we
show that
a(ζ) := op
γ′2−
b
2
M (f(t, t
′, ζ)TL∂Nw h(t, w, ζ))
∈ S0cl(R
d;Hs,(γ1,γ
′
2)(B∧),Hs−µ+N,(γ1−µ+N,γ
′
2)(B∧))
(4.4)
since N can be chosen so large that s − µ +N ≥ s′. In other words, it remains to verify
(4.4). To simplify notation from now on in the proof we replace TL∂Nw h again by h, here
associated with h˜(t, w, ζ˜) ∈ C∞(R+,M
µ−N
O (B, (γ1, γ1 − µ + N,Θ);R
d
ζ˜
)). Applying the
Taylor formula we obtain
h˜(t, w, ζ˜) =
J−1∑
j=0
tjh˜j(w, ζ˜) + t
J h˜J (t, w, ζ˜)
where h˜j(w, ζ˜) ∈ M
µ−N
O (B, (γ1, γ1 − µ + N,Θ);R
d
ζ˜
) and h˜j(t, w, ζ˜) ∈ M
µ−N
O (B, (γ1, γ1 −
µ + N,Θ);Rd
ζ˜
). Let hj(t, w, ζ) := h˜j(w, tζ), hJ(t, w, ζ) := h˜J (t, w, tζ). For
aj(ζ) := op
γ′2−
b
2
M (f(t, t
′, ζ)hj(t, w, ζ)) it follows that a(ζ) =
∑J−1
j=0 t
jaj(ζ). Lemma
4.1 yields tjf(t, t′, ζ)hj(t, w, ζ) ∈ C
∞(Rd, C∞(R+ × R+,M
µ−N
O (B, (γ1, γ1 − µ +
N,Θ)))B) for every j (subscript B means bounded in (t, t
′) ∈ R+ × R+ of all
derivatives (t∂t)
l(t′∂t′)
l′ of the corresponding function). This gives us tjaj(ζ) ∈
C∞(Rdζ ,L(H
s,(γ1,γ′2)(B∧),Hs−µ+N,(γ1−µ+N,γ
′
2)(B∧))). Moreover, the relation (4.1) shows
tjaj(ζ) for 0 ≤ j < J is homogenous of order −j for large |ζ|. We therefore
obtain that tjaj(ζ) ∈ S
−j
cl (R
d;Hs,(γ1,γ
′
2)(B∧),Hs−µ+N,(γ1−µ+N,γ
′
2)(B∧)). To verify
tJaJ(ζ) = a(ζ) −
∑J−1
j=0 t
jaj(ζ) ∈ S
−J(Rdζ ;H
s,(γ1,γ′2)(B∧),Hs−µ+N,(γ1−µ+N,γ
′
2)(B∧)),
i.e.
‖κ−1[ζ] {D
α
ζ t
JaJ(ζ)}κ[ζ]‖L(Hs,(γ1,γ
′
2
)(B∧),Hs−µ+N,(γ1−µ+N,γ
′
2
)(B∧))
≤ c[ζ]−J−|α|
for all ζ ∈ Rd, α ∈ Nd, we consider
∂αζ [f(t, t
′, ζ)hJ (t, z, ζ)] =
∑
β≤α
(
α
β
)
∂βζ f(t, t
′, ζ)t|α−β|∂α−βζ h˜J (t, z, ζ)
with differentiation referring to the topology of C∞(Rdζ , C
∞(R+×R+,M
µ−N
O (B, (γ1, γ1−
µ+N,Θ)))B). This gives us κ
−1
[ζ] ∂
α
ζ (t
JaJ(ζ))κ[ζ][ζ]
|α|+J = op
γ′2−
b
2
Mt
(mα(t, t
′, w, ζ)) for
mα(t, t
′, w, ζ) =
∑
β≤α
(
α
β
)
∂βζ f(
t
[ζ]
,
t′
[ζ]
, ζ)[ζ]βtJ+|α−β|(∂α−βζ h˜J )(
t
[ζ]
, w,
t
[ζ]
ζ).
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Because of Lemma 4.1 the function mα is bounded in ζ with values in C
∞(R+ ×
R+,M
µ−N
O (B, (γ1, γ1−µ+N,Θ)))B and of compact support with respect to t. This yields
supζ∈Rd‖op
γ′2−
b
2
M (mα)(ζ)‖L(Hs,(γ1,γ
′
2)(B∧),Hs−µ+N,(γ1−µ+N,γ
′
2)(B∧))
<∞.
Hence we obtain altogether the relation (4.3). For the proof the
g1(ζ) ∈ S
0
cl(R
d;Ks,(γ1,γ2);e(B∧),Ks
′,(γ′1,γ
′
2);e
′
(B∧)) (4.5)
for all s, s′, γ1, γ
′
1, γ2, γ
′
2, e, e
′ ∈ R we express op
γ2−
b
2
M (h) in the form op
γ2−
b
2
M (h) =
op
γ2−
b
2
M (hR) for a right symbol hR(t
′, w, ζ) = h˜R(t
′, w, t′ζ), h˜R(t
′, w, ζ˜) ∈
C∞(R+,M
µ
O(B,g;R
d)). Then we proceed in an analogous manner as before, i.e. choose
an L such that b+12 − γ2 + L ≥ g
′, and write
g1(ζ) = (1− ω
′
ζ)t
−Lop
γ2−
b
2
M ((−1)
Nf(t, t′, ζ))TL∂Nw hR(t
′, w, ζ)ωζ t
L.
By means of Proposition 5.1 (i), (iv) and Lemma 4.1, together with a Taylor expansion of
h˜R in t
′ at t′ = 0 we can verify the relation (4.5). It remains to observe that for the formal
adjoints g∗0 , g
∗
1 we obtain the same, since g
∗
0 is analogous as g1 and g
∗
1 as g0.
Proposition 4.3. Let p(t, v, τ, ζ) and h(t, v, w, ζ) be as in Theorem 3.2. Then for every
two cut-off functions ǫ, ǫ′ and excision functions χ, χ′ with χ ≺ χ′ we have
g(v, ζ) := ǫχζ{Opt(p)(v, ζ) − op
γ2−
b
2
M (h)(v, ζ)}χ
′
ζǫ
′ ∈ R0G(Σ× R
d)O.
Proof. For simplicity we consider the v-independent case. According to (3.1) we have
g(ζ)u(t) = (1− ωζ(t))
∫ ∫
ei(t−t
′)τ (1− ψ(
t′
t
))q˜(t, t′, tτ, tζ)(1− ω′ζ(t
′))u(t′)dtdτ (4.6)
for q˜(t, t′, τ˜ , ζ˜) := ǫ(t)ǫ′(t′)p˜(t, τ˜ , ζ˜), and cut-off functions ω, ω′ such that χ = 1 − ω,
χ′ = 1 − ω′. First we show that the (operator-valued) integral kernel of (4.6) can be
interpreted as a function in
C∞(Rdζ ,S(R × R, L
−∞(B, (γ1, γ1 − µ+N,Θ)))) (4.7)
(here we mean the integral operator on R+ × R+, and functions with compact support
in t, t′ ∈ R+ × R+ are identified with functions on R × R by extending them by zero in
t ≤ 0 and t′ ≤ 0, respectively). Using the identity (t−t′)−NDNτ e
i(t−t′)τ = ei(t−t
′)τ for every
N ∈ N integration by parts gives us
g(ζ)u(t) = (1− ωζ(t))
∫ ∫
ei(t−t
′)τ (t′ − t)−N tN (1− ψ(
t′
t
))(DNτ˜ q˜)(t, t
′, tτ, tζ)
(1− ω′ζ(t
′))u(t′)dt′d¯τ. (4.8)
Since (DNτ˜ q˜)(t, t
′, τ˜ , ζ˜) ∈ C∞(R+ × R+, L
m−N (B, (γ1, γ1 − µ+N,Θ);R
1+d
τ˜ ,ζ˜
)) for every N ,
the integral kernel of (4.8) belongs to C∞(R+ × R+, L
−∞(B, (γ1, γ1 − µ + N,Θ))) but
the support properties in t, t′ show that the integral kernel belongs in fact to (4.7); the
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smoothness in ζ is evident. Let ϑ(ζ) be an excision function. Then (4.8) together with the
fact that the kernel is compactly supported in R+ × R+ gives us
(1− ϑ(ζ))g(ζ) ∈ R−∞G (R
d
ζ)O.
Thus it remains to verify ϑ(ζ)g(ζ) ∈ R0G(R
d)O. Let us set for the moment p˜0(tτ, tζ) :=
q˜(0, 0, tτ, tζ), and
g0(ζ)u(t) = ϑ(ζ)(1− ωζ(t))
∫ ∫
ei(t−t
′)τ (1− ψ(
t′
t
))p˜0(tτ, tζ)(1− ω
′
ζ(t
′))u(t′)dt′d¯τ.
Then, as before, after integration by parts we have
g0(ζ)u(t) = ϑ(ζ)
∫ ∫
ei(t−t
′)τfN (t, t
′, ζ)(DNτ˜ p˜0)(tτ, tζ)u(t
′)dt′d¯τ (4.9)
for fN (t, t
′, ζ) := (1 − ωζ(t))(t
′ − t)−N tN (1 − ψ( t
′
t ))(1 − ω
′
ζ(t
′)) for every N ∈ N. Since
N is arbitrary, the kernel of g0(ζ) is a Schwartz function in (t, t
′) ∈ R × R supported by
R+×R+. Moreover, by virtue of Theorem 1.12 for every s
′, s′′ and everyM ∈ N there is an
N ∈ N such that ‖DNτ˜ p˜0(τ˜ , ζ˜)‖L(Hs′,γ1 (B),Hs′′,γ1−µ+N (B))≤ c〈τ˜ , ζ˜〉
−M for all (τ˜ , ζ˜) ∈ R1+d.
This gives us
‖DNτ˜ p˜0(tτ, tζ)‖L(Hs′,γ1 (B),Hs′′ ,γ1−µ+N (B))≤ c〈tτ, tζ〉
−M ≤ c〈t〉−M 〈τ〉−M
for |ζ| ≥ ε > 0, and t > ε > 0, for some c > 0. It follows that the kernel of g0(ζ) is also
a Schwartz function in (t, t′) ∈ R× R supported by R+ × R+. Moreover, it is C
∞ in ζ; in
addition we have
g0(λζ) = κλg0(ζ)κ
−1
λ for λ ≥ 1, |ζ| ≥ C (4.10)
for some C > 0 which is an evident consequence of (4.9). To complete the proof we apply
a tensor product expansion
q˜(t, t′, τ˜ , ζ˜) =
∞∑
j=0
cjϕj(t)p˜j(τ˜ , ζ˜)ǫ
′(t′)
for constants cj ∈ C,
∑
|cj | < ∞, ϕj ∈ C
∞
0 ([0, R)0) for some R > 0 (the latter space
means the set of all ϕ ∈ C∞0 (R+) such that ϕ(t) = 0 for t ≥ R), p˜j(τ˜ , ζ˜) ∈ L
m(B,g;R1+d
τ˜ ,ζ˜
),
tending to 0 in the respective spaces as j →∞. Multiplying (4.8) on both sides by ϑ(ζ) it
follows that ϑ(ζ)g(ζ)u =
∑∞
j=0 cjgj(ζ)u for
gj(ζ)u = ϑ(ζ)
∫ ∫
ei(t−t
′)τfN (t, t
′, ζ)ϕj(t)ǫ
′(t′)DNτ˜ p˜j(tτ, tζ)u(t
′)dt′d¯τ,
obtained by integration by parts in every summand. We decompose ϕj and ǫ
′ by applying
the Taylor formula, namely,
ϕj(t) =
L∑
l=0
1
l!
tl(∂ltϕj)(0) + t
L+1ϕj,L(t), ϕj,L(t) =
1
L!
∫ 1
0
(1− θ)L(∂L+1t ϕj)(θt)dθ
and ǫ′(t′) = 1 + (t′)L+1ǫ′L(t
′), ǫ′L(t
′) = 1/L!
∫ 1
0 (1− θ)
L((∂L+1t′ ǫ
′)(θt′)dθ. This gives us
gj(ζ)u = ϑ(ζ)
∫ ∫
ei(t−t
′)ζfN (t, t
′, ζ){
L∑
l=0
αjlt
l + ϕj,L(t)t
L+1}
{1 + (t′)L+1ǫ′L(t
′)}(DNτ˜ p˜j(tτ, tζ))u(t
′)dt′d¯τ (4.11)
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for coefficients αjl =
1
l!(∂
l
tϕj)(0), tending to zero as j →∞. Now the contributions gj,l(ζ)
in (4.11) containing tl for 0 ≤ l ≤ L have the property
gj,l(λζ) = λ
−lκλgj,l(ζ)κ
−1
λ
for |ζ| ≥ C, λ ≤ 1, and hence those belong to R−lG (R
d)O. They tend to zero for j →∞ in
the space of such Green symbols. The remaining contributions to (4.11) will be denoted by
gj,l,L(ζ)ǫ
′
L, ϕj,Lgj,L(ζ) and ϕj,Lgj,L,Lǫ
′
L for 0 ≤ l ≤ L (with obvious meaning of notation).
Thus gj(ζ)u =
∑L
l=0 gj,l(ζ)u +
∑L
l=0 gj,l,L(ζ)ǫLu + ϕj,Lgj,L(ζ)u + ϕj,Lgj,L,L(ζ)ǫ
′
Lu. The
terms gj,l,L(ζ), gj,L(ζ) and gj,L,L(ζ) represent elements of R
−(l+L+1)
G (R
d)O of corresponding
homogeneities for large |ζ|. However, in the expression for gj they are multiplied by the
functions ϕj,L, etc. The expressions tend to zero as j →∞. These multiplications do not
represent classical symbols, but general operator-valued symbols of order 0. Combined with
the factors gj,l,L(ζ), etc., those give rise to general symbols of order −(l + L + 1). Since
L is arbitrary we obtain altogether an asymptotic expansion of g(ζ) into homogeneous
components of the desired quality.
5 Growth comparing symbols
Theorem 5.1. Let ω(t) be a cut-off function and ωζ(t) := ω(t[ζ]), and fix γ1 ∈ R.
(i) Given s ∈ R for every L ∈ R there is an e = e(L) and an s′ ∈ R, and also for every
e ∈ R there is an L = L(e) ∈ R and an s′ ∈ R, such that
(1− ωζ)t
−L ∈ SLcl(R
d;Hs,(γ1,γ2)(B∧),Ks
′,(γ1,γ′2);e(B∧))
uniformly in compact intervals with respect to γ1, γ2 and for all γ
′
2.
(ii) Given s ∈ R for every e ∈ R there exists an L = L(e) and an s′ ∈ R and also for every
L ∈ R there is an e = e(L) ∈ R and an s′ ∈ R such that
(1− ωζ)t
−L ∈ SLcl(R
d;Ks,(γ1,γ2);e(B∧),Hs
′,(γ1,γ′2)(B∧)),
uniformly in compact intervals with respect to the involved weights γ1, γ
′
2 and for all γ2.
(iii) For every s, γ′2, e
′, L ∈ R, there is an s′ ∈ R such that ωζt
L ∈
S−Lcl (R
d;Hs,(γ1,γ
′
2)(B∧),Ks
′,(γ1,γ′2+L);e
′
(B∧)).
(iv) For every s, γ2, e, L ∈ R there is an s
′ ∈ R such that ωζt
L ∈
S−Lcl (R
d;Ks,(γ1,γ2);e(B∧),Hs
′,(γ1,γ2)(B∧)).
Proof. Let us first prepare some observations on the involved spaces Hs,(γ1,γ2)(B∧) and
Ks,(γ1,γ2);e(B∧), respectively. The spaces can be written as non-direct sums
Hs,(γ1,γ2)(B∧) = Esreg + E
s
sing, K
s,(γ1,γ2);e(B∧) = F s;ereg + F
s;e
sing
where Esreg := (1 − ω)H
s,γ2((2B)∧), while Essing is the completion of C
∞
0 (R+ × (Bω \ Y ))
where Bω is the support of ω(r) as a function on B (which is equal to 1 close to Y ) with
respect to the norm
{ N∑
j=1
‖ϕjωu‖
2
Ws,γ2 (R+×Rq;Ks,γ1 (X∧))
} 1
2 , (5.1)
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cf. Definition 2.3. Moreover, set F sreg = (1 − ω)H
s
cone((2B)
∧), and define F ssing to be the
completion of C∞0 (R+ × (Bω \ Y )) with respect to the norm
{ N∑
j=1
‖δ−1[t] (ωϕju)‖
2
Ws(R×Rq,Ks,γ1 (X∧))
} 1
2 , (5.2)
cf. Definition 2.10 and Remark 2.12, and let F s;ereg := 〈t〉−eF sreg, F
s;e
sing := 〈t〉
−eF ssing. We
intend to reduce the proof of Theorem 5.1 to Theorem 1.13 for the reg-spaces, and to an
analogous result for spaces Es and F s;e, respectively, where Es means the completion of
C∞0 (R+ × (Bω \ Y )) with respect to the norm
{ N∑
j=1
‖ϕjωu‖
2
W
s,γ2
1 (R+×R
q;Ks,γ1 (X∧))
} 1
2 , (5.3)
cf. (1.14), while F s;e is the completion of C∞0 (R+ × (Bω \ Y )) with respect to the norm
{ N∑
j=1
‖δ−1[t] ωϕju‖
2
Ws1 (R×R
q ;Ks,γ1;e(X∧))
} 1
2 . (5.4)
Observe that the relations areg ∈ S
L(Rd;Esreg, F
s′;e
reg ), asing ∈ S
L(Rd;Essing, F
s′;e
sing) and
areg|Esreg∩Essing = asing|Esreg∩Essing imply
areg + asing ∈ S
L(Rd;Esreg + E
s
sing, F
s′;e
reg + F
s′;e
sing) (5.5)
with the right weight in F s
′;e
reg and F
s′;e
sing, cf. Theorem 5.1 (i), and similarly for (ii), (iii),
(iv). From Theorem 1.13 we have the desired relation for the reg-spaces and s′ = s. So
we have to concentrate on the sing-spaces. Based on Lemma 1.4 we have the following
continuous embeddings
Es+M →֒ Essing →֒ E
s−M , Es+Msing →֒ E
s →֒ Es−Msing ,
F s+M ;e →֒ F ssing →֒ F
s−M ;e, F s+M ;esing →֒ F
s;e →֒ F s−M ;esing
which follow by comparing (5.3) and (5.4) with (5.1) and (5.2), respectively. We shall
prove the desired relation of Theorem 5.1 in the following form, say, first for (i). Given
s ∈ R for every L ∈ R there is an e = e(L) such that
(1− ωζ)t
−L ∈ SLcl(R
d;Es, F s;e) (5.6)
(remember that the weights as in (i) are hidden in the meaning of the spaces Es, F s;e).
The group actions in the spaces Es, F s;e with respect to the t-direction are given by the
same expression as for Essing, F
s;e
sing, namely, (χλu)(t, ·) = λ
b+1
2 u(λt, ·), λ ∈ R+. We will
show that the operator (1− ωζ)t
−L defines a continuous map
(1− ωζ)t
−L : Es → F s;e,
for any fixed ζ ∈ Rd. It is also smooth in ζ. Then because of
‖(1 − ωζ)t
−L‖
L(Es+Msing ,F
s−M;e
sing )
≤ c‖(1 − ωζ)t
−L‖L(Es,F s;e)
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for a constant c > 0 which is a consequence of the above-mentioned continuous embeddings
Es+Msing →֒ E
s, F s;e →֒ F s−M ;esing , we obtain the same of the family of maps
(1− ωζ)t
−L : Es+Msing → F
s−M ;e
sing .
By virtue of (1 − ωλζ)t
−L = χλ(1 − ωζ)t
−Lχ−1λ for all λ ≥ 1, |ζ| ≥ const, it follows that
(1− ωζ)t
−L ∈ SLcl(R
d;Es+Msing , F
s−M ;e
sing ), or, alternatively, since this is true of all s,
(1− ωζ)t
−L ∈ SL(Rd;Essing, F
s−2M ;e
sing )). (5.7)
Moreover, by Theorem 2.15 we already have (1−ωζ)t
−L ∈ SL(Rd;Esreg, F
s;e
reg) which entails
(1− ωζ)t
−L ∈ SL(Rd;Esreg, F
s−2M ;e
reg ). (5.8)
Then (5.7) and (5.8) yield
(1− ωζ)t
−L ∈ SL(Rd;Esreg + E
s
sing, F
s−2M ;e
reg + F
s−2M ;e
sing ), (5.9)
cf. (5.5), i.e. the desired relations as in (i). To complete the proof of (i) we first verify the
desired property for s ∈ N. Here we employ the following analogues of the characterisation
of the spaces involved in Essing, F
s;e
sing. The space E
s
sing, s ∈ N, relies on (5.3), the analogue of
the norm (5.1) whereWs,γ2(R+×R
q;Ks,γ1(X∧)) is replaced byWs,γ21 (R+×R
q;Ks,γ1(X∧)),
cf. Lemma 2.1. Now, instead of Proposition 2.7 we have for every s ∈ N the equivalence
of norms
‖u‖Ws,γ21 (R+×Rq,Ks,γ1 (X∧))
∼
{
‖u‖2
W
0,γ2
1 (R+×R
q,K0,γ1 (X∧))
+
∑
|β|=s
‖(t∂t)
β′Dβ
′′
y u‖
2
W
0,γ2
1 (R+×R
q ,K0,γ1 (X∧))
+
∑
|α|=s,1≤l≤N
‖Dαl u‖
2
W
0,γ2
1 (R+×R
q,K0,γ1;−s(X∧))
+
∑
|α|=s,1≤l≤N,|β|=s
‖(t∂t)
β′Dβ
′′
y D
α
l u‖
2
W
0,γ2
1 (R+×R
q,K0,γ1;−s(X∧))
}1/2
for the operatorsDαl from Proposition 1.2 or, if desired, a corresponding sum over 0 < |α| ≤
s, for K0,γ1;−|α|(X∧), and 0 < |β| ≤ s. The space F ssing, s ∈ N, relies on (5.4), the analogue
of the norm (5.2) where Ws(R × Rq,Ks,γ1(X∧)) is replaced by Ws1(R × R
q,Ks,γ1(X∧)).
Then, by virtue of the corresponding analogue of Proposition 2.9 for s ∈ N we have the
equivalence of norms
‖u‖Ws,γ11 (R×Rq×X∧)
∼ {
∥∥u(t, r[t]−1, x, y[t]−1)‖2W01 (R×Rq,K0,γ1 (X∧))
+
∑
|β|=s
‖Dβ
′
t D
β′′
y u(t, r[t]
−1, x, y[t]−1)‖2W01 (R×Rq ,K0,γ1 (X∧))
+
∑
|α|=s,1≤j≤N
‖Dαj u(t, r[t]
−1, x, y[t]−1)‖2W01 (R×Rq,K0,γ1;−s(X∧))
+
∑
|α|=s,1≤j≤N,|β|=s
‖Dβ
′
t D
β′′
y D
α
j u(t, r[t]
−1, x, y[t]−1)‖2W01 (R×Rq ,K0,γ1;−s(X∧))
} 1
2
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again with the operators Dαl in Proposition 1.2, or, if desired, a corresponding sum over
0 < |α| ≤ s. Now, according to the requirement of (i) we have to show the following. Given
s ∈ N for every L there is an e = e(L) such that for arbitrary u ∈ C∞0 (R+×R
q,K0,γ1(X∧))
vanishing in a neighbourhood of t = 0 and which are localised in the expression (2.13) and
(2.5), i.e. with included factors ωϕj , we have
‖(1 − ωζ)t
−Lu(t, r[t]−1, x, y[t]−1)‖〈t〉−eW01 (R×Rq ,K0,γ1 (X∧))
≤ c‖u(t, r, x, y)‖
W
0,γ2
1 (R+×R
q,K0,γ1 (X∧))
(5.10)
(t−γ
′
2W01 makes sense because u is supported in R+,t). Moreover,
‖Dβ˜
′
t D
β˜′′
y (1− ωζ)t
−Lu(t, r[t]−1, x, y[t]−1)‖〈t〉−eW01 (R×Rq ,K0,γ1 (X∧)) ≤ cN1(u) (5.11)
for
N1(u) :=
{ ∑
|β|=s
‖(t∂t)
β′Dβ
′′
y u(t, r, x, y)‖
2
W
0,γ2
1 (R+×R
q ,K0,γ1 (X∧))
+
∑
|α|=s,1≤l≤N
‖Dαl u(t, r, x, y)‖
2
W
0,γ2
1 (R+×R
q ,K0,γ1;−s(X∧))
+
∑
|α|=s,1≤l≤N,|β|=s
‖(t∂t)
β′Dβ
′′
y D
α
l u(t, r, x, y)‖
2
W
0,γ2
1 (R+×R
q,K0,γ1;−s(X∧))
} 1
2
for (β˜′, β˜′′) such that |β˜′|+ |β˜′′| = s and
‖Dα˜j (1− ωζ)t
−Lu(t, r[t]−1, x, y[t]−1)‖〈t〉−eW01 (R×Rq ,K0,γ1;−s(X∧)) ≤ cN1(u) (5.12)
for α˜ such that |α˜| = s, 0 ≤ j ≤ N , for all ζ in any bounded set in Rq, for a constant c > 0
independent on u, and finally,
‖Dβ˜
′
t D
β˜′′
y D
α
j (1− ωζ)t
−Lu(t, r[t]−1, x, y[t]−1)‖W01 (R×Rq ,K0,γ1;−s(X∧)) ≤ cN1(u). (5.13)
Let us start with the proof of estimate (5.10). For abbreviation we write ω rather than
ωζ ; the parameter ζ is fixed in the computation. For convenience the computation will be
carried out for q = 1; however, we keep writing Rq in the corresponding norm expression.
In addition for simplicity from now on we consider the case dimX = 0; the consideration in
general is completely analogous. The norm of a function v(t, r, y) in the spaceW0,γ21 (R+×
Rq,K0,γ1−s) for K0,γ1 := K0,γ1(R+) is equivalent to the one of t
−γ2L2(R+ ×R
q,Ks,γ1), i.e.
writing equality when we mean equivalence, we have
‖v(t, r, y)‖2
W
0,γ2
1 (R+×R
q,K0,γ1 )
= ‖t−γ2t(1+q)/2v(t, r, y)‖2L2(R+×Rq,K0,γ1 )
=
∫
Rq
∫ ∞
0
∫ ∞
0
|r−γ1〈r〉γ1t−γ2v(t, r, y)|2t1+qdrdtdy, (5.14)
cf. the second term on the right of (2.6) for u = 0. Here we used the identification
K0,γ1(R+) = r
γ1〈r〉−γ1L2(R+).Moreover, for a function v(t, r, y) in the space 〈t〉
−eW01 (R×
Rq,K0,γ1) we have
‖v(t, r, y)‖2〈t〉−eW01 (R×Rq ,K0,γ1 )
= ‖〈t〉ev(t, r, y)‖2L2(R×Rq ,K0,γ1 )
=
∫∫∫
|〈t〉er−γ1〈r〉γ1v(t, r, y)|2t1+qdrdtdy. (5.15)
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As noted before we assume the functions to be supported in t on a half-axis [ε,∞) for
some ε > 0. Thus for the proof of (5.10) we observe that
∫∫∫
|〈t〉er−γ1〈r〉γ1(1− ωζ)t
−Lu(t, r[t]−1, y[t]−1)|2t1+qdrdtdy
≤ c
∫∫∫
|〈t〉e(r[t])−γ1〈r[t]〉γ1(1− ωζ)t
−Lu(t, r, y)|2t2(1+q)drdtdy
≤ c
∫∫∫
|〈t〉e[t]−γ1r−γ1〈r〉γ1〈[t]〉γ1(1− ωζ)t
−Lu(t, r[t]−1, y[t]−1)|2t2(1+q)drdtdy
≤ c
∫∫∫
|ϕ(t)t−γ2r−γ1〈r〉γ1u(t, r, y)|2t(1+q)drdtdy (5.16)
for ϕ(t) = tγ2〈t〉e〈t〉−L[t]−γ1〈[t]〉γ1t1+q(1−ωζ) ≤ const., as soon as e is chosen in a suitable
way. For the proof of (5.11) we apply the norm expression (5.15) to f = Dβ
′
t D
β′′
y (1 −
ωζ)t
−Lu(t, r[t]−1, y[t]−1), let v := (1− ωζ)t
−Lu(t, r[t]−1, y[t]−1) and check the case β˜′ = 1
and β˜′′ = 0. In other words we take the functions
∂tv(t, r[t]
−1, y[t]−1) = vt(t, r[t]
−1, y[t]−1)
+ r∂t[t]
−1(∂rv)(t, r[t]
−1, y[t]−1) + y∂t[t]
−1(∂yv)(t, r[t]
−1, y[t]−1) (5.17)
where vt means the derivative of v in the first t-variable. In the estimate it suffices to
consider the summands separately. The consideration for the first summand on the right
of (5.17) is nearly the same as for (5.16). In fact, the contribution where only (1−ωζ)t
−L
is differentiated in t is exactly as what we did in (5.16), while for the term containing ut
we take first norm expression on the right of (5.11) for β′ = 1, β′′ = 0. For the second
summand on the right of (5.17) the only novelty is the extra factor r∂t[t]
−1. Besides a
term with the t-derivative of (1 − ωζ)t
−L which causes no extra problem, on the left of
(5.11) we have
∫∫∫
|〈t〉er−γ1〈r〉γ1(1− ωζ)t
−L∂tu(t, r[t]
−1, y[t]−1)|2t1+qdrdtdy
=
∫∫∫
|〈t〉er−γ1〈r〉γ1(1− ωζ)t
−Lr∂t[t]
−1(∂ru)(t, r[t]
−1, y[t]−1)|2t1+qdrdtdy
≤ c
∫∫∫
|ϕ1(t)t
−γ2〈r〉−1r−γ1〈r〉γ1u(t, r, y)|2t(1+q)drdtdy
≤ c‖D1u‖2
W
0,γ2
1 (R+×R
q ;K0,γ1;−1)
,
hereD1 = r∂r, because we took the R+-case, ϕ1(t) = t
γ2〈t〉e〈t〉−L|∂t[t]
−1|[t]−γ1〈[t]〉γ1t1+q(1
− ωζ) ≤ const for a suitable choice of e. On the respective right hand side we took a
norm expression from the third sum for s = 1, here for |α| = 1. The 〈r〉−1-power
belonging to the K0,γ1;−1(R+)-norm does not cause any problem since the function is
localised near r = 0 by the involved cut-off factor ω(r). The third term on the right of
(5.17) is easy; here it suffices to refer to the first norm expression on the right of (5.11)
for β′ = 0, β′′ = 1, and we take into account the fact that the function contains a fac-
tor in y of compact support. The higher derivatives can be treated in an analogous manner.
The estimate (5.12) may be checked first for |α˜| = 1; in this case we take the sec-
ond term on the right of (5.12) and proceed as before, then analogous estimates hold
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for arbitrary α˜. For (5.13) we can take again first order derivative on the left and in
the estimate we refer to the third term on the right of (5.13). Also here we drop the
elementary consideration; the higher derivatives can be treated in an analogous manner.
Summing up we proved the first direction of Theorem 5.1 (i) for s ∈ N. The converse
direction, i.e. to find L = L(e) for given e is clear from the structure of the functions ϕ(t),
ϕ1(t), etc.
Let us now pass to the proof of Theorem 5.1 (ii) for s ∈ N. In the case s = 0 simi-
larly as (5.10) we have to show
‖(1−ωζ)t
−Lu(t, r, y)‖
W
0,γ′
2
1 (R+×R
q,K0,γ1 (X∧))
≤ c‖u(t, r[t]−1, y[t]−1)‖〈t〉−eW01 (R×Rq ,K0,γ1 (X∧)).
Using (5.14) and (5.15) (again in the R+-case and computations for q = 1) and the estimate
〈r[t]−1〉γ1 ≤ c〈r〉γ1π(t, γ1), π(t; γ1) :=
{
[t]−γ1 for γ1 ≤ 0,
1 for γ1 ≥ 0
we obtain∫∫∫
|(1− ωζ)t
−Lr−γ1〈r〉γ1t−γ
′
2u(t, r, y)|2t1+qdrdtdy
=
∫∫∫
|(1− ωζ)t
−L(r˜[t]−1)−γ1〈r˜[t]−1〉γ1t−γ
′
2u(t, r˜[t]−1, y˜[t]−1)|2[t]−(1+q)t1+qdr˜dtdy˜
≤ c
∫∫∫
|ϕ2(t)〈t〉
er−γ1〈r〉γ1u(t, r[t]−1, x, y[t]−1)|2t1+qdrdtdy
for ϕ2 = (1 − ωζ)t
−Lt−γ
′
2 [t]−(1+q)〈t〉−e[t]γ1π(t; γ1). It is now clear that for every e ∈ R
there is an L ∈ R such that |ϕ2(t)| ≤ const and also for every L ∈ R there is an e ∈ R
such that |ϕ2(t)| ≤ const. This is uniform in compact γ1- and γ
′
2-intervals. The next point
in proving Theorem 5.1 (ii) is to show the estimates
‖(t∂t)
β˜′Dβ˜
′′
y (1− ωζ)t
−Lu(t, r, y)‖
W
0,γ′
2
1 (R+×R
q,K0,γ1 (X∧))
≤ cN2(u) (5.18)
for
N2(u) :=
{ ∑
|β|=s
‖Dβ
′
t D
β′′
y u(t, r[t]
−1, x, y[t]−1)‖2〈t〉−eW01 (R×Rq ,K0,γ1 (X∧))
+
∑
|α|=s,1≤j≤N
‖Dαj u(t, r[t]
−1, x, y[t]−1)‖2〈t〉−eW01 (R×Rq ,K0,γ1;−s(X∧))
+
∑
|α|=s,1≤j≤N,|β|=s
‖Dβ
′
t D
β′′
y D
α
j u(t, r[t]
−1, x, y[t]−1)‖2〈t〉−eW01 (R×Rq ,K0,γ1;−s(X∧))
} 1
2 ,
as well as,
‖Dα˜l (1− ωζ)t
−Lu(t, r, y)‖
W
0,γ′
2
1 (R+×R
q,K0,γ1;−s(X∧))
≤ cN2(u) (5.19)
and
‖(t∂t)
β˜′Dβ˜
′′
y D
α˜
l (1− ωζ)t
−Lu(t, r, y)‖
W
0,γ′
2
1 (R+×R
q,K0,γ1;−s(X∧))
≤ cN2(u). (5.20)
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Let us now verify (5.18). Again we look at a typical case, say, β˜′ = 1, β˜′′ = 0. Then for the
estimate we take the first expression on the right of (5.18) for β′ = 1. Thus, since there is
only the derivative of u in the first t-variable we have
‖(1− ωζ)t
−L(t∂t)u(t, r, y)‖
2
W
0,γ′2
1 (R+×R
q,K0,γ1 (X∧))
=
∫∫∫
|(1 − ωζ)t
−Lr−γ1〈r〉γ1t−γ
′
2ut(t, r, y)|
2t1+qdrdtdy
=
∫∫∫
|(1 − ωζ)t
−L(r˜[t]−1)−γ1〈r˜[t]−1〉γ1t−γ
′
2+1ut(t, r˜[t]
−1, y˜[t]−1)|2[t]−(1+q)t1+qdr˜dtdy˜.
Then the rest of the estimate is as before; the only difference is the extra t-factor. Again
we may interchange the role of e and L. In the case (5.19) we check as a typical case α˜ = 1
where Dα˜l = r∂r and it suffices to take into account the second term on the right of (5.19)
for α = 1. Thus
‖(1− ωζ)t
−L(r∂r)u(t, r, y)‖
2
W
0,γ′2
1 (R+×R
q,K0,γ1;−1(X∧))
=
∫∫∫
|(1 − ωζ)t
−Lr−γ1〈r〉γ1t−γ
′
2〈r〉−1(r∂ru)(t, r, y)|
2t1+qdrdtdy
=
∫∫∫
|(1 − ωζ)t
−L(r˜[t]−1)−γ1〈r˜[t]−1〉γ1t−γ
′
2〈r˜[t]−1〉−1(r˜[t]−1)
(∂ru)(t, r˜[t]
−1, y˜[t]−1)|2[t]−(1+q)t1+qdr˜dtdy˜
≤
∫
|ϕ˜3(t, r)〈t〉
er−γ1〈r〉γ1(r∂r)u(t, r[t]
−1, y[t]−1)〈r〉−1|2t1+qdrdtdy (5.21)
for ϕ˜3(t, r) = (1− ωζ)t
−L(r[t]−1)−γ1〈r[t]−1〉γ1t−γ
′
2〈r[t]−1〉−1(r[t]−1)[t]−(1+q)〈t〉−erγ1〈r〉−γ1
〈r〉r−1. The right hand side of (5.21) may be estimated by an integral with
ϕ3(t) := (1− ωζ)t
−L[t]γ1π(t, γ1)t
−γ2π(t,−1)[t]1+q〈t〉−e
instead of ϕ˜3. For (5.20) the typical case is β˜
′ = 1, β˜′′ = 0, α˜ = 1; the other derivatives
can be treated in a similar way. Here we take into account the third term on the right
of (5.20) for β˜′ = 1, β˜′′ = 0, α˜ = 1. The consideration is a combination of (5.21) with
what we did for (5.20). In fact, we apply (5.21) for (t∂t)(1 − ωζ)t
−Lu(t, r, y) rather than
(1 − ωζ)t
−Lu(t, r, y). The t-derivative of (1 − ωζ)t
−L is harmless so we ignore this, and
then we obtain an analogue of the right hand side of (5.21) for ((t∂t)u)(t, r[t]
−1, y[t]−1)
(the t-derivative only acts on the first t-variable). The third term on the right of (5.20)
contains the other t-derivatives by the chain rule, but those make the right hand side only
larger but do not affect the result. So far we possess (5.6) and, analogously,
(1− ωζ)t
−L ∈ SLcl(R
d;F s;e, Es)
for s ∈ N, for every e with a resulting L and vice versa, uniformly in compact weight
intervals for all the involved weights. Using the dual spaces referring to the scalar products
(2.7) and (2.14), respectively, we have analogues of Remarks 2.5 and 2.14 for the spaces
with trivial group actions (indicated by subscript 1). This yields resulting spaces with
opposite smoothness, (t, r)-weights at 0 and weights for t → ∞. Thus the proof of (ii)
which is done for s ∈ N gives us by duality (i) for −s ∈ N, while (i) already proved for
s ∈ N yields (ii) for −s ∈ N. The interpolation properties of Theorem 2.6 and 2.15 that
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are true in analogous form for the spaces with subscript 1 yield (i) and (ii) for all s ∈ R for
the respective spaces. Now (5.9) for (i) and the analogue of such a relation for (ii) finally
completes the proof of Theorem 5.1 (i), (ii). The properties (iii), (iv) follow again from
the twisted homogeneity with respect to ζ and from the fact that the spaces in question
coincide for small t.
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