Plane-Based calibration algorithms have been widely adopted for the purpose of camera calibration task. These algorithms have the advantage of robustness compared to self-calibration and flexibility compared to traditional algorithms which require a 3D calibration pattern. While the common assumption is that the intrinsic parameters during the calibration process are fixed, limited consideration has been given to the general case when some intrinsic parameters maybe varying, others maybe fixed or known. We first discuss these general cases for camera calibration. Using a counting argument we enumerate all cases where plane-based calibration may be utilized and list the number of images required for each of these cases.
INTRODUCTION
The calibration of camera geometry is an essential step in a number of computer vision applications. The geometric calibration is summarized in the form of the camera projection matrix that is determined by a combination of intrinsic camera parameters and extrinsic orientation parameters.
A variety of techniques can be used for the purpose of camera calibration. The techniques can be classified in two main classes: 1) methods requiring the metric information of a calibration target and 2) methods that do not require the metric information of a calibration target and rely on scene content for the calibration (self-Calibration). Methods employing a calibration target require that the scene capture include a suitably designed target with known characteristics. Thus the target based methods are more intrusive. However, they typically also offer improved robustness and better parameter estimates for the calibration. For target based camera calibration techniques, the complexity of the calibration target is often a concern and methods for which the targets may be readily created are preferred. Thus plane-based calibration methods are of considerable interest.
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In this paper, we address plane-based calibration of camera with intrinsic parameter variations. The work is motivated by the observation that while extrinsic parameters typically vary between multiple image captures, the intrinsic parameters especially focal length (zoom) could possibly vary between multiple image captures.
Using a counting argument, we illustrate why zoom variation(and possibly others) in a camera (along with extrinsic parameter variation) may be calibrated by using correspondences between multiple views of a planar target captured with other intrinsic parameters fixed. Based on the planar homography model, 3 we present an algorithm for the calibration of cameras with zoom variation using 4 or more views of the target. The method allows free translation of the camera and is easy to setup since only 2D planar pattern is needed. The method generalizes the camera calibration technique developed in literature 1, 2 to incorporate an additional focal length parameter corresponding to the zoom which varies across the different images captured.
We test the algorithm on simulated images captured from a synthetic scene and on real world scenes captured using a handheld digital camera. The accuracy of calibration is compared against common calibration methods.
The proposed approach is distinct from those in literature. [4] [5] [6] [7] Some work attacked the problem in a selfcalibration way under the assumption that the camera moves in pure rotation, 5, 6 others may required a 3D calibration pattern.
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The paper is organized as following: section II present the camera model used which is the widely accepted one. A counting argument is presented in section III, section IV details the algorithm to perform calibration for zooming cameras. Both synthetic and real experiments are described in section V. In section VI, we discuss some practical issues with zoom lens. Finally the paper is concluded in section VII.
CAMERA MODEL
In homogeneous vector representation, the image plane coordinate of a 3D point with coordinates M is given by 3 :
where K stands for intrinsic parameters of the camera, R is the rotation matrix of the camera with respect to the world coordinate, t is the translation vector, and P = K[R|t] is called the camera projection matrix. The intrinsic parameter matrix K consists of five parameters:
the aspect ratio α, the skewing factor c, the principal point u, v and the focal length f . Camera calibration is to estimate all the parameters in K and usually R and t.
COUNTING ARGUMENTS FOR PLANE-BASED CAMERA CALIBRATION
Given a planar surface in the scene, different views of the scene are related to the 3-D world coordinates by means of the corresponding camera projection matrix which is defined up to a scale factor (due to the use of homogeneous representation), 3 we refer to this relation as a homography. Using a model plane with a pattern, the corresponding homography may be estimated provided the pattern consists of at least 4 points whose relative locations are known up to a scale factor. Based on the estimated projection matrix, 8 Degree Of Freedoms can therefore be fixed (3 by 3 matrix, with one degree of freedom due to scaling factor). If all the intrinsic parameters are unknown and fixed. After exclusion of 6 extrinsic parameters(3 for rotation and 3 for translation), we get two constraints on intrinsic parameters. Thus 3 planes will be enough to get the 5 intrinsic parameters. However, in general case, when intrinsic parameters are also varying, a general counting argument is needed. We consider the case that extrinsic parameters such as rotation and translation are free to change. Now suppose that in addition to extrinsic camera parameters, the focal length of the camera is also allowed to vary cross captured images. This is a common scenario when the zoom is changed. We assume that focal length is changing without affecting other parameters at the beginning, further consideration will be given to the possible variation of principal points. 4 Under this assumption, within each homography, after exclusion of 7 DOF(3 for rotation, 3 for translation, 1 for focal length) we can get one constraint on the unknown parameters. In this case, 4 homographs are needed to fully recover the 4 unknowns(skewing factor c, aspect ratio α, principal point u, v). The recovery of other parameters are relatively straightforward.
When some parameters are known, they can easily be incorporated so that less planes are needed. For example, When 3 intrinsic parameters are known(say u, v, α) while the other two are fixed, we only have two parameters to estimate, one plane will be enough to perform this task, this is similar with part of Tsai's work, 8 in which the camera is partly calibrated with one planar target(principal point, aspect ratio are not estimated). In case some parameters are varying during the calibration process, new unknowns must be introduced, consequently more planes are needed to finish the calibration task. A straight forward argument is that when two parameters are changing, all the other parameters must be known to calibrate, since the 8 DOFs given by homography will Table 1 . Examples of number of images needed for plane-based calibration under no restriction on extrinsic parameters
be fully occupied by these unknown parameters(6 extrinsic and 2 varying intrinsic). If more than two intrinsic parameters are varying, plane-based algorithm will fail.
Using a generalized version of these arguments, an analytical expression for the number of planes needed for calibration can be determined as follows. Let n stands for number of planes needed, x stands for number of varying parameters, y for number of known parameters, then the following equation need to be met:
Typical cases are summarized in Table 1 . Note that the table gives a theoretical counting argument. However, it maybe slightly modified in practice in order to simplify computation (for instance to ensure linear methods). We will see this in next section when we apply the conclusion to zooming cameras. For self-calibration algorithms, a similar counting argument for the estimation of varying intrinsic parameters can be found in Pollefeys et al.. Our consideration is given to the scenario that camera is free to move during the calibration, if we restrict the movement of camera to pure rotation, 5, 6 more freedom will be allowed for intrinsic parameters.
CALIBRATION OF CAMERAS WITH ZOOM VARIATION
In this section, we consider the case that focal length of camera is varying during the capture of calibration images, the approach can be easily extended to more general case. Our development closely follows previous presentations on plane-based methods 1, 2 while incorporating appropriate generalization for the varying focal length. We get a initial guess by utilizing constraints from homographies, then the result is refined by nonlinear optimization.
Initial Estimate
In plane-based algorithm, we assume the images are on the Z = 0 plane to obtain sm = HM where s denotes unknown scaling factor, set m = u v 1 T stands for a 2D point in the image plane,
T stands for a 3D point at Z = 0 in the world. By expanding the homography,we have:
Since the homography can be estimated up to a scaling factor λ,
then, from the ortho-normality of rotation matrix, we get two constraints on K:
Let w = K −T K −1 , then w is a symmetric matrix which also has a geometric meaning of absolute conic. 3 To facilitate the extraction of linear constraints, we ignored skew factor c at beginning, the nonlinear optimization process can recover it with the assumption that skewing factor is quite small,which is practical in most cases. Note that the algorithm can deal with non-zero c, but computation will be more complicated. As mentioned before, if we made some simplifications, the practical computation maybe slightly different with theoretical counting argument. In our case, we need at least 3 planes to perform calibration task.
define,
Then Equation. 2 can be written as :
Since the focal length is varying, x 4 differs for each plane, we need to extract the relationship between
We can extract one linear equation between x 1 , x 2 , x 3 . A geometric explanation is given in earlier work.
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The constraints between u, v, c will be the center line. When several images are available, all the equations can be stacked together to form a linear equation. 
Refinement by Nonlinear Optimization
After obtaining the initial estimate, we refine the estimate by nonlinear optimization procedure that additionally incorporate both the skewing factor c(that was ignored at beginning) and radial distortion that may be present in captured images. As mentioned above, the skewing factor c = 0 is a good initial estimate. When lens distortion is small, we can estimate other parameters as if the camera is distortion-free. nonlinear optimization could recover coefficients of distortion to a satisfactory level 1 by considering the first two terms. The effect of radial lens distortion can be described as 11 :
Wherex,ŷ stands for the real coordinate in image plane. x, y stands for distortion free coordinate in image plane and u, v are the principal points. Distortion coefficients are presented as k 1 , k 2 . Finally, X c , Y c are the 2D coordinate in image plane before normalized to pixel value. We adopted Levenberg-Marquardt non-linear optimization algorithm 12 to refine the result which is available from the Minpack library. The cost function is defined as the Euclidean distance between back-projected and original points:
In our implementation, homography is estimated by Direct Linear Transform(DLT). SVD decomposition is utilized to get a optimum solution to the linear equation. The initial value of distortion coefficients were set to be 0. In Levenberg-Marquardt optimization, the 4 + n (where n stands for number of images, thus number of different focal lengths.) intrinsic parameters, 2 distortion coefficients, 6n extrinsic parameters are optimized together. We also implemented the technique dealing with static focal length 1 for comparison. In that case, 7 + 6n parameters are optimized. The rotation matrix can be transformed into 3 independent parameters either by a Rodrigues way or from the definition of rotation matrix. 
EXPERIMENTAL RESULTS

Synthetic Experiment
In order to test the performance of the calibration method, we first performed simulations using the Blender modeling and rendering software package 13 to capture synthetic images, 14 which were then used for calibration. Four images of the target were captured with different zoom settings as in Figure. 1. The camera calibration parameters, including the different zoom settings, were estimated using the proposed algorithm. For the simulations, no radial distortion was assumed to be present. The results(without nonlinear optimization) are reported in Table 2 where the estimated values are also compared against the true values obtained from the settings within Blender. Note that in all cases the estimated values are close to the actual parameter settings, illustrating that the technique has the mathematical capability of recovering the true parameter values. 
Real Experiment
We also conducted real experiments using a handheld digital camera. We compare the method to conventional plane-based calibration implemented in the camera calibration toolbox for matlab 15 which is identical to the implementation used in the OpenCV library.
16 Since the OpenCV method assumes a single focal length across multiple images, we captured multiple images with the same fixed focal length (no zoom variation). Estimates of camera calibration parameters were obtained with the proposed algorithm and with the OpenCV algorithm for comparison. Figure. 2 shows a set of images captured by an off-the-shelf Nikon D70. Experiment results are reported in Table. 3. Though the estimated parameters are reasonable, some accuracy is lost. A possible reason is that uncontrolled change and image processing within the camera may cause principal point u, v to change along with the change in focal length f . For comparison of the techniques' accuracy, we avoid this problem by a simple method as indicated by next experiment. More detailed discussion can be found in the next section. 
Experiment with Captured Image
Experiment with multiple planes in one capture
Several identical planar targets are created and captured simultaneously as illustrated in Figure. 3 . f, u, v are guaranteed to be fixed. A homography can be estimated from each plane. Other procedures of the calibration are exactly the same as presented in section. 4 . In other words, we created a 2.5D target to calibrate the camera. Four identical planes are utilized without information of exact layout. Note that the motivation is to calibrate zoom lens with possible variation of more than one intrinsic parameters during multiple captures. Table. 4 presents the experiment results. From the results, we can see that high accuracy is achieved. To facilitate comparison, we also conducted experiment with the data published by Zhang.
Experiment with Zhang's data
1
The same data set is used to facilitate comparison. The results are reported in Table 5 and Table 6 . Note that while the conventional method estimates only one focal length across the set of four images, the proposed algorithm estimates a focal length for each of the images (in addition to the other parameters). The results are quite close, which indicates that the method provides very good accuracy.
DISCUSSION
Our consideration is based on the assumption that only f is changing. However, most of the amateur digital cameras are equipped with zoom lens. Calibrating these cameras could bring more challenges for the advanced features as auto-focusing, aperture adjusting, principal point shifting. When f changes, other parameters probably may not remain static. Some early work 7 has been done on this problem. According to the counting argument presented in section 3, when f, u, v are changing simultaneously, plane-based algorithm will fail, since 2 parameters are allowed to change with plane based method. We discuss several possibilities to deal with more varying parameters and other aspects of plane-based algorithms:
1. Vanishing points: vanishing points have been used for calibration in literature. 17, 18 However, it is easy to show that vanishing points can not give more constraints other than those we can extract from homography estimated. Similarly, metric information like known angle, known length ratio 19 can not be used for more constraints.
2. Zoom lens Model: if a model for zoom lens exist, then the variation of f, u, v will not be independent, knowledge about the model can be utilized as additional constraints.
3. Radial Alignment Constraint: Since radial distortion is also centered at the principal point.
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In the presence of radial distortion, the center of the image can be estimated by a non-linear optimization.
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Then we only need to estimate one parameter from homographies.
Calibration of multiple cameras: though variation of intrinsic parameters is a disadvantage in calibration,
it can also bring new application. For multiple cameras in a camera network, when these cameras approximately share some intrinsic parameters, e.g.α, c, f , they can be calibrated simultaneously with only one capture of planar target. On-line calibration is possible with assistance of a planar target without intervention with the 3D object.
5. Application in Image-based modeling: Shape from silhouette(SFS) has been of intensive interest recently. Prior work can be found in, [21] [22] [23] [24] in which a turn-table sequence or a 3D target is used for calibration. By using a planar object, the modeling processing will be more flexible. 
CONCLUSIONS
We consider the general framework for plane based camera calibration. Utilizing a counting argument we outline the different conditions under which plane based calibration may be utilized and also give an expression for the number of images required for the estimation of calibration parameters. An approach for calibration of cameras with zoom variations is detailed. To deal with the case that more than 2 parameters may be changing across multiple captures, a simple method by capturing multiple planes together without knowledge of layout is used to improve accuracy. Only planar calibration target is required, thus the algorithm is easy to setup. An initial guess of camera parameters are reached by solving linear equations, then nonlinear optimization is utilized to refine the result. Both synthetic and real experiment are carried out to show the effectiveness of the proposed algorithm.
