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Abstract
We study the derivation of the Gibbs measure for the nonlinear Schro¨dinger equation (NLS)
from many-body quantum thermal states in the high-temperature limit. In this paper, we
consider the nonlocal NLS with defocusing and unbounded Lp interaction potentials on Td for
d = 1, 2, 3. This extends the author’s earlier joint work with Fro¨hlich, Knowles, and Schlein [43],
where the regime of defocusing and bounded interaction potentials was considered. When d = 1,
we give an alternative proof of a result previously obtained by Lewin, Nam, and Rougerie [64].
Our proof is based on a perturbative expansion in the interaction. When d = 1, the thermal
state is the grand canonical ensemble. As in [43], when d = 2, 3, the thermal state is a modified
grand canonical ensemble, which allows us to estimate the remainder term in the expansion.
The terms in the expansion are analysed using a graphical representation and are resummed by
using Borel summation. By this method, we are able to prove the result for the optimal range
of p and obtain the full range of defocusing interaction potentials which were studied in the
classical setting when d = 2, 3 in the work of Bourgain [14].
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1 Introduction
1.1. Setup of problem. We consider the domain Λ = Td = Rd/Zd, where d = 1, 2, 3 with the
standard operations of addition and subtraction. The one-body Hamiltonian is given by
h = −∆ + κ , (1.1)
for a fixed chemical potential κ > 0. This is a densely-defined positive operator on H ..= L2(Λ).
The eigenvalues of h are
λk = 4pi
2|k|2 + κ , k ∈ Zd , (1.2)
with corresponding L2-normalised eigenvectors
ek(x) = e
2piik·x . (1.3)
We study the nonlinear Schro¨dinger equation (NLS)
i∂tu+ (∆− κ)u = (w ∗ |u|2)u , (1.4)
where w ∈ Lp(Λ) for some 1 6 p 6 ∞ is either pointwise nonnegative or of positive type, i.e.
wˆ > 0 pointwise. The equation (1.4) is sometimes referred to as the nonlocal NLS or the Hartree
equation. Furthermore w is referred to as the interaction potential. The NLS (1.4) corresponds to
the Hamiltonian equations of motion associated with the Hamiltonian
H(u) =
∫
Λ
dx
(|∇u|2 + κ|u|2)+ 1
2
∫
Λ
dx
∫
Λ
dy |u(x)|2w(x− y) |u(y)|2 (1.5)
acting on the space of fields u : Λ→ C, where the Poisson bracket is given by
{u(x), u¯(y)} = iδ(x− y) , {u(x), u(y)} = {u¯(x), u¯(y)} .
The Gibbs measure associated with the Hamiltonian (1.5) is the probability measure P on the
space of fields u : Λ→ C formally given by
dP(u) ..=
1
Z
e−H(u) du , (1.6)
2
for Z a (positive) normalisation constant and du the formally defined Lebesgue measure on the
space of fields. The problem of the rigorous construction of probability measures as in (1.6) was
first addressed in the constructive field theory literature in the 1970s, see [49, 80, 87] and the
references therein. We also refer the reader to the subsequent references [62,75,76]. The invariance
of (1.6) under the flow of (1.4) was rigorously established in the work of Bourgain [11–13, 15] and
Zhidkov [98]. Subsequently, this led to the study of global solutions of NLS-type equations with
random initial data of low regularity, see [16–18,21,23,24,31,46,47,77,78,82,95,96]. In this context,
the invariance of (1.6) serves as a substitute of a conservation law at low regularity.
The NLS (1.4) can be viewed as classical limit of many-body quantum dynamics. More precisely,
given n ∈ N, we consider the n-body Hamiltonian
H(n) ..=
n∑
i=1
(−∆xi + κ)+ λ ∑
16i<j6n
w(xi − xj) , (1.7)
which acts on the bosonic Hilbert space L2sym(Λ
n). This is defined to be the subspace of elements
of L2(Λn) which are invariant under permutation of the arguments x1, . . . , xn. The interaction
strength λ > 0 is taken to be of order 1/n, thus implying that both terms in (1.7) are of comparable
size. Given (1.7), the n-body Schro¨dinger equation is
i∂tΨn,t = H
(n) Ψn,t . (1.8)
One is interested in studying the limit as n→∞ and comparing the limiting dynamics in (1.8) with
suitably chosen initial data to that in (1.4). The first rigorous result of this type was proved by
Hepp [56] and it was extended by Ginibre and Velo to more singular interactions [48]. Subsequently,
this problem was studied in various different contexts. For further results, we refer the reader
to [1,2,25,26,28–30,33–40,42,45,45,57,61,85,89,91,92] and the references therein. The problem of
quantum fluctuations around the classical dynamics has been studied in [4,10,19,22,27,52–54,70,79].
In this paper, we study Gibbs states associated with (1.7). These are equilibrium states of (1.7)
at a given temperature τ > 0. More precisely, the Gibbs state at τ > 0 is the operator on L2sym(Λ
n)
given by
1
Z
(n)
τ
e−H
(n)/τ , (1.9)
where Z
(n)
τ
..= Tr e−H(n)/τ . Note that then the operator (1.9) has trace equal to 1.
Our goal is to relate the Gibbs states (1.9) to Gibbs measures (1.6) when the temperature τ tends
to infinity. The first result in this direction was obtained by Lewin, Nam, and Rougerie [64]. The
precise notion of convergence is that of the corresponding (r-particle) correlation functions, which
we henceforth refer to as the microscopic derivation of the Gibbs measure. For precise statements,
see Section 1.4 below. In [64], the authors treat the d = 1 problem as well as the problem in higher
dimensions with non-local and non-translation invariant interactions. The approach in [64] is based
on a variational method and the de Finetti theorem. In the author’s joint work with Fro¨hlich,
Knowles, and Schlein [43], the result is obtained for bounded, translation-invariant interactions
when d = 2, 3. Here, the approach is based on a perturbative expansion in the interaction and a
suitable resummation of the obtained terms. For technical reasons, in [43], it is necessary to modify
the grand canonical ensemble defined in (1.35) below and work with its modification (1.36). For
d = 2 and for suitably regular interaction potentials, the result was obtained for the unmodified
grand canonical ensemble in [67]. When d = 1, the regime of subharmonic trapping (including the
3
harmonic oscillator) was studied in [66]. The time-dependent problem when d = 1 was studied
in [44]. The analogous problem was previously analysed on the lattice in [60, Chapter 3]. In all of
the aforementioned works on the continuum, one assumes a suitable positivity on the interaction,
i.e. one works in the defocusing regime. An expository account of [64], is given in [65]. Furthermore,
an expository account of [67] is given in [68,69].
It is possible to study related problems in different regimes. When working with zero tem-
perature, the system is in the ground state of (1.7). In this case, one is interested in proving
convergence of the ground state energy of (1.7) towards the ground state of (1.5). This has been
studied in [3, 6, 8, 20, 41, 51, 58, 63, 71–74, 84, 91]. The regime of fixed temperature was studied
in [63,71]. For a more detailed discussion on the classical limit and equilibrium states, we refer the
reader to the introduction of [43] and to the expository texts [5, 50,86].
Throughout this paper, we consider interaction potentials w which are either d-admissible in
the sense of Definition 1.1 or endpoint-admissible in the sense of Definition 1.2 below. Note that the
nonnegativity properties (ii)-(iii) of Definition 1.1 and property (ii) of Definition 1.2 correspond to
the assumption that the nonlinearity is defocusing 2. The case p =∞ has already been considered
in [43, 64]. The main contribution of this work is to obtain a microscopic derivation of the Gibbs
measure for the NLS when w does not belong to L∞(Λ). Hence in Definitions 1.1 and 1.2, we always
assume that w /∈ L∞(Λ). Our goal is to obtain the result for the optimal range of integrability on
w, as in [14].
The results of this paper can be viewed as a step in the direction of studying more singular
interaction potentials. In order to motivate this, we note that in the classical setting, the Gibbs
measure is well-defined for a wide range of interactions, including very singular ones. The known
results on the microscopic derivation of the Gibbs measure typically apply for sufficiently regular
interaction potentials. In the long run, one would be interested in eliminating this discrepancy in
the choice of interaction potentials.
Notation and conventions. We use the convention that N = {0, 1, 2, 3, . . .}. Throughout the paper,
C > 0 denotes a finite positive constant, which can vary from line to line. Given quantities
a1, a2, . . ., we write C(a1, a2, . . .) for a finite positive constant that depends only on these quantities.
We sometimes also write X .a1,a2,... Y if X 6 C(a1, a2, . . .)Y . Likewise, we write X &a1,a2,... Y if
Y .a1,a2,... X. We write X . Y and X & Y if we do not need to keep track of the parameters. If
X . Y and Y . X, we write X ∼ Y . We use the convention that positive constants with indices
C0, C1, C2 > 0 depend on the dimension d and the chemical potential κ in (1.1). In this case, we
will suppress the dependence on these quantities in the notation.
In the sequel, we omit the integration domain Λ if it is clear from context that this is the set
over which we are integrating. In other words, we use
∫
dx ≡ ∫Λ dx. We use the convention that
inner products are linear in the second variable.
For a statement A we denote by
1A ..=
{
1 if A is true
0 if A is false
the corresponding indicator function.
2The condition (iii) in Definition 1.2 is needed for technical reasons and should not be thought of as part of the
defocusing assumption, see Remark 4.9. It is possible that the condition can be relaxed, but we do not address this
issue here.
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1.2. The classical system and Gibbs measures. Let us consider the probability space (CZd ,G, µ),
where G denotes the product sigma-algebra, and µ ..= ⊗k∈Zd µk, where for all k ∈ Zd, we have
µk =
1
pi e
−|z|2dz (dz denotes Lebesgue measure on C). In other words, the µk are independent stan-
dard complex Gaussians. The points of the probability space are denoted by ω = (ωk)k∈Zd ∈ CZd .
The classical free field is defined by
φ ≡ φω ..=
∑
k∈Zd
ωk√
λk
e2piik·x . (1.10)
One obtains that
φ ∈ L2(µ;Hs(Λ)) for s < 1− d
2
. (1.11)
Here, Hs(Λ) denotes the L2-based inhomogeneous Sobolev space on Λ of order s. In order to
deduce (1.11), one uses (1.2) to see that Trhs−1 < ∞. We refer the reader to [43, Section 1.2]
for further details on the construction of the classical free field if one takes more general one-body
Hamiltonians h in (1.1).
We now state the precise assumptions on the interaction potentials w that we consider through-
out the paper. There are two possibilities. The first type of interaction potential is defined for all
d = 1, 2, 3.
Definition 1.1. (d-admissible interaction potentials)
We say that w : Λ → C is d-admissible if w is an even function that satisfies the following
properties.
(i) w ∈ Lp(Λ) for p ∈ Pd, where
Pd ..=

[1,∞) if d = 1
(1,∞) if d = 2
(3,∞) if d = 3.
(1.12)
(ii) If d = 1, w > 0 pointwise.
(iii) If d = 2, 3, then w is of positive type.
(iv) w /∈ L∞(Λ).
When d = 2, we also consider the case when w ∈ L1(Λ), provided that we add further assump-
tions. Throughout the sequel, 〈x〉 ..= (1 + |x|2)1/2 denotes the Japanese bracket.
Definition 1.2. (Endpoint-admissible interaction potentials)
Let d = 2. We say that w : Λ→ C is endpoint-admissible if w is an even function that satisfies
the following properties.
(i) w ∈ L1(Λ).
(ii) w is of positive type.
(iii) w > 0 pointwise.
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(iv) There exist ε > 0 and L > 0 such that for all k ∈ Z2 we have wˆ(k) 6 L〈k〉−ε.
(v) w /∈ L∞(Λ).
We note the the classes of interaction potentials given in Definitions 1.1 and 1.2 are indeed
non-empty.
Lemma 1.3. Let d = 1, 2, 3 be given.
(i) The class of d-admissible interaction potentials given by Definition 1.1 is non-empty.
(ii) For d = 2 and ε > 0 small, the class of endpoint admissible interaction potentials given by
Definition 1.2 is non-empty.
The proof of Lemma 1.3 is given in Appendix A.
In the sequel, we assume that the interaction potential w is either d-admissible or endpoint-
admissible as given by Definitions 1.1 and 1.2. When d = 1, the classical interaction is defined
as
W ..=
1
2
∫
dx dy |φ(x)|2w(x− y) |φ(y)|2 . (1.13)
Note that W > 0 almost surely by Definition 1.1 (ii). Furthermore, W <∞ almost surely. Namely,
by (1.11) and Sobolev embedding, we have that φ ∈ L4(Λ) almost surely. Since w ∈ L1(Λ) by
Definition 1.1 (i), we use Young’s and Ho¨lder’s inequality to conclude that
W 6 ‖φ‖4L4(Λ) ‖w‖L1(Λ) < ∞ (1.14)
almost surely.
When d = 2, 3, we need to perform a renormalisation of the interaction by using Wick ordering.
More precisely, given K ∈ N, we define the truncated classical free field
φ[K] ≡ φω[K] ..=
∑
|k|6K
ωk√
λk
e2piik·x . (1.15)
and associated density3
%[K]
..=
∫
dµ |φ[K](0)|2 . (1.16)
The truncated Wick-ordered classical interaction is given by
W[K]
..=
1
2
∫
dx dy
(|φ[K](x)|2 − %[K])w(x− y) (|φ[K](y)|2 − %[K]) . (1.17)
The Wick-ordered interaction is obtained as an appropriate limit of the W[K].
Lemma 1.4. (Definition of W for d = 2, 3)
(i) Let d = 2, 3 and let w be d-admissible as in Definition 1.1. Then (W[K])K∈N is a Cauchy
sequence in
⋂
m>1 L
m(µ).
3Note that since we are working on the torus with one-body Hamiltonian (1.1), the quantity
∫
dµ |φ[K](x)|2 is
constant by translation invariance. Hence, we can take %[K] to be a constant. In the setting of more general Λ and
h, this is a function of x ∈ Λ, see [43, Section 1.6] for a detailed explanation.
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(ii) Let d = 2 and let w be endpoint-admissible as in Definition 1.2. Then the conclusion in part
(i) also holds.
In both cases, we denote the corresponding limit by W .
The proof of Lemma 1.4 (i) is given in Section 3.2 and the proof of Lemma 1.4 (ii) is given in
Section 4.3.
The classical state ρ(·) associated with the one-body Hamiltonian h and a d-admissible or
endpoint-admissible interaction potential w is defined as
ρ(X) ..=
∫
X e−W dµ∫
e−W dµ
. (1.18)
In (1.18), X is a random variable. Given r ∈ N, the classical r-particle correlation γr is defined to
be the operator on H(r) with kernel given by
γr(x1, . . . , xr; y1, . . . , yr) ..= ρ
(
φ¯(y1) · · · φ¯(yr)φ(x1) · · · φ(xr)
)
. (1.19)
It can be shown that the family (γr)r∈N determines the moments of the classical Gibbs state ρ(·),
see [43, Remark 1.2].
1.3. The quantum system and Gibbs states. Given n ∈ N, we denote by H(n) the n-particle
space, i.e. the bosonic subspace L2sym(Λ
n) of L2(Λn). The bosonic Fock space is then defined as
F ≡ F(H) ..=
⊕
n∈N
H(n) .
On the n-particle space H(n), we work with n-body Hamiltonians of the form
H(n) ..=
n∑
i=1
hi + λ
∑
16i<j6n
w˜(xi − xj) . (1.20)
In (1.20), hi denotes the one-body Hamiltonian h acting in the xi-variable, λ > 0 is the interaction
strength and w˜ ∈ L∞(Λ) is an interaction potential. In particular, w˜ is not d-admissible4. Note
that H(n) is a densely-defined self-adjoint operator on H(n).
As in [43, 44], we introduce the large parameter τ > 0, which has the interpretation of the
temperature. Our goal is to show that the classical state (1.18) is obtained as the τ →∞ limit of
thermal states of suitably chosen τ -dependent n-body Hamiltonians of the form (1.20). We now
make this precise. Since we are interested in the limit τ →∞, we always consider τ > 1.
Let us first consider the case d = 1 for a fixed temperature τ . We choose the coupling constant
λ = 1τ in (1.20) (for the justification of this choice, see [43, Section 1.4]). We first approximate a
1-admissible interaction potential by bounded potentials.
Lemma 1.5. (Approximation of the interaction potential: d = 1)
Let d = 1. Let 1 6 p < ∞ and let w ∈ Lp(Λ) be pointwise nonnegative. Given β > 0 and τ > 1,
there exists wτ ∈ Lp(Λ) with the following properties.
4Here, one can consider unbounded interaction potentials. The methods in the sequel require bounded interactions.
Hence we add this restriction.
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(i) wτ > 0 pointwise.
(ii) wτ ∈ L∞(Λ) and ‖wτ‖L∞(Λ) 6 τβ.
(iii) ‖wτ‖Lp(Λ) 6 ‖w‖Lp.
(iv) wτ → w in Lp(Λ) as τ →∞.
Proof of Lemma 1.5. Let us take wτ ..= w 1 06w6τβ . Then wτ satisfies the wanted properties.
We hence take w˜ = wτ by applying Lemma 1.5 for w a 1-admissible interaction potential. In
other words, in (1.20) we consider
H(n) ≡ H(n)[τ ] ..=
n∑
i=1
hi +
1
τ
∑
16i<j6n
wτ (xi − xj) , (1.21)
which we rescale by 1τ and extend to all of Fock space F to obtain the quantum Hamiltonian
Hτ ..=
1
τ
⊕
n∈N
H
(n)
[τ ] . (1.22)
We rewrite Hτ using second-quantisation. In order to do this, we first recall the relevant
definitions. Given f ∈ H, we define the bosonic annihilation and creation operators b(f) and b∗(f)
acting on F . They act on Ψ = (Ψ(n))n∈N ∈ F as(
b(f)Ψ
)(n)
(x1, . . . , xn) ..=
√
n+ 1
∫
Λ
dx f¯(x) Ψ(n+1)(x, x1, . . . , xn) , (1.23)
(
b∗(f)Ψ
)(n)
(x1, . . . , xn) ..=
1√
n
n∑
i=1
f(xi) Ψ
(n−1)(x1, . . . , xi−1, xi+1, . . . , xn) . (1.24)
The operators b(f) and b∗(f) defined in (1.23)–(1.24) are unbounded closed operators on F , which
are each other’s adjoints. They satisfy the canonical commutation relations, i.e. for all f, g ∈ H we
have
[b(f), b∗(g)] = 〈f, g〉 , [b(f), b(g)] = [b∗(f), b∗(g)] = 0 . (1.25)
In (1.25) [·, ·] denotes the commutator, namely [A,B] = AB −BA.
As in [43,44], we work with rescaled creation and annihilation operators. Given f ∈ H, we define
φτ (f) ..=
1√
τ
b(f) , φ∗τ (f) ..=
1√
τ
b∗(f) . (1.26)
By construction, φτ and φ
∗
τ are operator-valued distributions and we can write
φτ (f) =
∫
dx f¯(x)φτ (x) , φ
∗
τ (f) =
∫
dx f(x)φ∗τ (x) . (1.27)
By (1.23)–(1.26), the distribution kernels φτ (x), φ
∗
τ (x) given by (1.27) satisfy the commutation
relations
[φτ (x), φ
∗
τ (y)] =
1
τ
δ(x− y) , [φτ (x), φτ (y)] = [φ∗τ (x), φ∗τ (y)] = 0 . (1.28)
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With the above notation, we can rewrite (1.22) as
Hτ =
∫
dx dy φ∗τ (x)h(x; y)φτ (y) +
1
2
∫
dx dy φ∗τ (x)φ
∗
τ (y)wτ (x− y)φτ (x)φτ (y) , (1.29)
where h(x; y) =
∑
k∈Zd λk e
2piik·(x−y) is the operator kernel of (1.1).
Let us now consider the case when d = 2, 3. We first note an approximation result that allows
us to approximate the d-admissible interaction interaction potential by suitably chosen bounded
interaction potentials.
Lemma 1.6. (Approximation of a d-admissible interaction potential: d = 2, 3)
Let d = 2, 3. Let 1 6 p < ∞ and let w ∈ Lp(Λ) be of positive type. Given β > 0 and τ > 1, there
exists wτ ∈ Lp(Λ) with the following properties.
(i) wτ is of positive type.
(ii) wτ ∈ L∞(Λ) and ‖wτ‖L∞(Λ) 6 τβ.
(iii) ‖wτ‖Lp(Λ) 6 C‖w‖Lp(Λ), for some C ≡ C(d) > 0.
(iv) wτ → w in Lp(Λ) as τ →∞.
When d = 2 and the interaction potential is endpoint-admissible, we use a different approxima-
tion argument.
Lemma 1.7. (Approximation of an endpoint-admissible interaction potential: d = 2)
Let d = 2 and let w ∈ L1(Λ) be endpoint-admissible as in Definition 1.2 above. Let δ ..= ε/2 for ε
as in Definition 1.2 (iv). Let β > 0 and τ > 1 be given. Then, there exists wτ ∈ H−1+δ(Λ)∩L1(Λ)
with the following properties.
(i) ‖wτ‖H−1+δ(Λ) 6 ‖w‖H−1+δ(Λ) 6 CL.
(ii) wτ is of positive type.
(iii) wˆτ 6 L for L as in Definition 1.2 (iv).
(iv) wτ > 0 pointwise.
(v) wτ ∈ L∞(Λ) and ‖wτ‖L∞(Λ) 6 τβ.
(vi) ‖wτ‖L1(Λ) 6 C‖w‖L1(Λ).
(vii) wτ → w in H−1+δ(Λ) as τ →∞.
We prove Lemma 1.6 and Lemma 1.7 in Appendix A.
For d = 2, 3, we need to Wick-order the quantum Hamiltonian in the same spirit as in the
classical system. In order to do this, we first consider the free quantum Hamiltonian
Hτ,0 ..=
∫
dx dy φ∗τ (x)h(x; y)φτ (y) . (1.30)
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The free quantum state ρτ,0(·) associated with (1.30) is defined as
ρτ,0(A) ..= Tr(A e
−Hτ,0)
Tr(e−Hτ,0)
, (1.31)
for A a closed operator on F . The quantum density %τ is given by
%τ ..= ρτ,0
(
φ∗τ (0)φτ (0)
)
. (1.32)
When d = 2, 3, we work with the renormalised quantum Hamiltonian, which is given by
Hτ ..= Hτ,0 +Wτ , (1.33)
where Wτ denotes the renormalised quantum interaction
Wτ ..=
1
2
∫
dx dy
(
φ∗τ (x)φτ (x)− %τ
)
wτ (x− y)
(
φ∗τ (y)φτ (y)− %τ
)
. (1.34)
Here, wτ is obtained by applying Lemma 1.6 for w a d-admissible interaction potential and Lemma
1.7 for w an endpoint-admissible interaction potential.
Note that the decomposition (1.33) is still valid for the 1D quantum Hamiltonian (1.29), if we
again take the free quantum Hamiltonian Hτ,0 to be given by (1.30), and if the quantum interaction
Wτ is defined to be the second term on the right-hand side of (1.29). We use these definitions in
the sequel.
Remark 1.8. One can show (see for instance [43, (1.31) and (1.33)]) that the quantum density
(1.32) diverges as τ →∞. More precisely, it diverges like log τ when d = 2 and like √τ when d = 3.
In order to deduce this, we are again using the fact that we are working on the torus with one-body
Hamiltonian (1.1). This allows us to deduce that the quantity ρτ,0
(
φ∗τ (x)φτ (x)
)
is independent of
x ∈ Λ.
Having defined the many-body quantum Hamiltonian Hτ = Hτ,0 + Wτ , we define the grand
canonical ensemble
Pτ ..= e
−Hτ . (1.35)
This is an (unnormalised) density operator on F . As in [43], we introduce a modification of the
grand canonical ensemble when d = 2, 3. We fix a parameter η ∈ [0, 14] and let
P ητ
..= e−ηHτ,0 e−(1−2η)Hτ,0−Wτ e−ηHτ,0 (1.36)
be a modified grand canonical ensemble. Throughout the paper, we let η = 0 when d = 1 and for
d = 2, 3 we work with η > 0. In particular, when d = 1, the definitions (1.35) and (1.36) coincide.
For the motivation to study (1.36) as a modification of the grand canonical ensemble when d = 2, 3,
we refer the reader to [43, Sections 1.6 and 2.7].
The quantum state ρητ (·) associated with (1.36) is defined as
ρητ (A) ..=
Tr(AP ητ )
Tr(P ητ )
, (1.37)
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for A a closed operator on F . Our goal is to compare (1.37) and (1.18). Analogously to (1.19),
given r ∈ N, we define the quantum r-particle correlation function γητ,r as the operator on H(r) with
kernel given by
γητ,r(x1, . . . , xr; y1, . . . , yr)
..= ρητ
(
φ∗τ (y1) · · ·φ∗τ (yr)φτ (x1) · · ·φτ (xr)
)
. (1.38)
As in the classical setting, the family (γητ,r)r∈N determines the quantum Gibbs state ρ
η
τ (·), see [43,
Remark 1.4]5. When η = 0 (which we only consider when d = 1), we write
γτ,r(x1, . . . , xr; y1, . . . , yr) ..= γ
0
τ,r(x1, . . . , xr; y1, . . . , yr)
=
Tr
(
φ∗τ (y1) · · ·φ∗τ (yr)φτ (x1) · · ·φτ (xr)Pτ
)
Tr(Pτ )
. (1.39)
We emphasise that, since we are working on the torus with one-body Hamiltonian (1.1), the
counterterm problem studied in [43,67] does not occur. More precisely, it is trivial in the sense that
it is obtained by a shift of the chemical potential, see [43, Case (i) in Section 1.6] for a detailed
explanation. We do not address this issue further in the remainder of the paper. For a more
detailed discussion of the quantum system, we refer the reader to [43, Sections 1.4-1.6].
1.4. Statement of the main results. Let us now state our main results. We first consider the
case when w is a d-admissible interaction potential.
Theorem 1.9 (Convergence for d-admissible interaction potentials). Consider Λ = Td for d =
1, 2, 3. Let h be defined as in (1.1) for fixed κ > 0. Let the interaction potential w be d-admissible
as in Definition 1.1. Let the classical interaction W be defined as in (1.13) when d = 1, and as in
Lemma 1.4 (i) when d = 2, 3. Let the classical r-particle correlation function γr be defined as in
(1.19) and (1.18).
For τ > 1, let wτ ∈ L∞(Λ) be obtained by Lemma 1.5 when d = 1 and by Lemma 1.6 when d = 2, 3.
In each case, assume that
β ∈ Bd ..=
{
(0, 1) if d = 1, 2
(0, 12) if d = 3 .
(1.40)
When d = 1, let the quantum r-particle correlation function γτ,r be defined as in (1.39), (1.35), and
(1.29). When d = 2, 3, let the quantum r-particle correlation function γητ,r be defined as in (1.38),
(1.37), (1.36), (1.34), and (1.30).
We then have the following convergence results for all r ∈ N.
(i) When d = 1,
lim
τ→∞ ‖γτ,r − γr‖S1(H(r)) = 0 . (1.41)
(ii) When d = 2, 3,
lim
τ→∞ ‖γ
η
τ,r − γr‖S2(H(r)) = 0 , (1.42)
whenever η ∈ (0, 14 ].
We also consider the case when d = 2 and when w is an endpoint-admissible interaction poten-
tial.
5Here, the claim is shown only in the case when η = 0, but the proof carries over to the case when η 6= 0 since the
rescaled particle operator commutes with Hτ,0 and Wτ .
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Theorem 1.10 (Convergence for endpoint-admissible interaction potentials). Consider Λ = T2
and h as in (1.1) for fixed κ > 0. Let the interaction potential w be endpoint-admissible as in
Definition 1.2. Let the classical interaction W be defined as in Lemma 1.4 (ii). Let γr be given by
(1.19). Given τ > 1, let wτ ∈ L∞(Λ) be obtained by Lemma 1.7 for β ∈ B2 = (0, 1) as in (1.40).
Let γτ,r be given as in (1.38) with η ∈ (0, 14 ]. Then for all r ∈ N, we have
lim
τ→∞ ‖γ
η
τ,r − γr‖S2(H(r)) = 0 . (1.43)
Before proceeding with the ideas of the proofs, let us make some comments on Theorem 1.9
and Theorem 1.10. We first note that the topologies in which one has convergence in (1.41), (1.42),
and (1.43) heuristically come from the fact that, for h given by (1.1), we have Trh−1 < ∞ when
d = 1 and Trh−1 =∞ , Trh−2 <∞ when d = 2, 3. For a more detailed explanation of this point,
we refer the reader to [43, Section 1.6].
A variant of the d = 1 result in Theorem 1.9 (i) can be deduced from the work of Lewin, Nam,
and Rougerie [64, Theorem 5.3]. Note that, in the latter approach, one can take wτ = w in (1.29).
More precisely, this follows since the condition [64, (5.1)] is satisfied if w ∈ L1(Λ). This is verified
by arguing as in (1.13) and using the fact that in 1D, by Wick’s theorem,
Eµ
(‖φ‖4L4(T)) = 2[Eµ(‖φ‖2L2(T))]2 <∞ .
We omit the details. In Theorem 1.9 (i), we give an alternative proof of this type of result. As
we will see, the proofs of Theorem 1.9 (i) and Theorem 1.9 (ii) can both be done within a unified
framework. We hence present the result in the 1D setting for completeness, and emphasise that
the main contribution of Theorem 1.9 is the result in 2D and 3D.
A version of (1.42) when d = 2 was recently shown with η = 0 by Lewin, Nam, and Rougerie [67].
In this case, the authors consider an interaction potential w ∈ L1(T2) of positive type satisfying
the assumption that ∑
k∈Z2
wˆ(k)(1 + |k|α) < ∞ ,
for some α > 0 (see [67, (3.3)]).
The only previously known version of the convergence (1.42) when d = 3 is the result from the
author’s earlier joint work with Fro¨hlich, Knowles, and Schlein [43, Theorem 1.6], which was done
for w ∈ L∞(Λ). This assumption was crucially used in the proof. Theorem 1.9 (ii) for d = 3 is an
extension of this result to unbounded w.
Note that the integrability assumptions on w in Theorem 1.9 when d = 3 correspond to those
for the interaction potentials considered in the classical setting by Bourgain [14]. More precisely,
in this work, it is assumed that w ∈ L1(T3) satisfies
|wˆ(k)| 6 C〈k〉−2−ε , (1.44)
for some ε > 0 and for all k ∈ Z3, (see [14, (17)]). Observe that (1.44) implies
w ∈ L3+(T3) , (1.45)
(see also [14, (29)]). Namely, by (1.44), we have wˆ ∈ `3/2+(Z3) and we deduce (1.45) by the
Hausdorff-Young inequality.
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We note that the full analysis of [14] applies without any sign assumption on the interaction,
whereas in this paper we are always considering the defocusing regime. In particular, in the case
when w is of positive type, the construction in [14] follows without the truncation of the Wick-
ordered mass. We do not present the details here. For the setup of the truncation of Wick-ordered
mass in the focusing regime, we refer the reader to [14, (12) and Proposition 1]. Let us note that
the assumption (1.44) would formally (up to a factor of 〈k〉−ε) correspond to a Coulomb potential.
It is expected to be optimal in terms of control of the Fourier coefficients (see the discussion
following [14, Proposition 3]).
One can also see the optimality of the assumption that p > 3 when d = 3 as follows. We expand
the exponential
∫
e−zW dµ and obtain the classical perturbative expansion corresponding to ξ = ∅
in (3.10) defined below. Applying the classical Wick theorem in the formula (3.11) for the terms
of the expansion, one can show that the first term a∅1 satisfies
a∅1 ∼
∫
dx
∫
dy w(x− y)G2(x; y)
=
∫
dx
∫
dy w(x− y)G2(x− y; 0) =
∫
dxw(x)G2(x; 0) , (1.46)
where G ..= h−1 is the classical Green function. One has that G ∈ Lq(T3 × T3) for q ∈ [1, 3).
Hence, by duality, finiteness of (1.46) in general requires that we consider w ∈ L3+(T3).
Furthermore, we note that the integrability and regularity assumptions on w in Theorem 1.10
correspond to those considered when d = 2 in [14]. In particular, Definition 1.2 (iv) corresponds
to [14, (16)], see also [14, (35)]. As in the d = 3 setting, we do not need to truncate the Wick-ordered
mass since we are working in the defocusing regime. When d = 2, we have that the classical Green
function satisfies G ∈ Lq(T2×T2) for q ∈ [1,∞). Hence, using (1.46) we deduce that the assumption
that p > 1 is optimal in terms of integrability and one cannot work with general w ∈ L1(T2) unless
one makes additional assumptions (such as Definition 1.2 (iv) above). For a related discussion on
(1.46) and the optimality of p, we refer the reader to [67, Remark 5.4].
We conjecture that there exist interaction potentials w ∈ L1(T2) which are endpoint-admissible,
but which are not 2-admissible. In particular, this would imply that one cannot deduce Theorem
1.10 from Theorem 1.9. Our main motivation for showing Theorem 1.10 was to obtain the 2D
defocusing variant of the result from [14] under the same integrability and regularity assumptions.
We note that the earlier results hold on more general subsets of Rd [64] or when Λ = Rd
[43, 44, 66]. In all of these cases, it is necessary to make appropriate assumptions on the spectral
properties of the one-body Hamiltonian. In this work, we consider exclusively the case when the
domain is the torus and when the one-body Hamiltonian is given by (1.1). This allows us to use
Fourier analysis and construct the interaction potential wτ when d = 2, 3 as in Lemmas 1.6–1.7
above. Furthermore, using Fourier analysis lets us analyse more closely the quantum and classical
Green functions (e.g. we use their translation invariance in Section 4). In this paper, we do not
address the problem for more general domains or one-body Hamiltonians.
1.5. Strategy of proof. Our strategy is to apply a perturbative expansion in the interaction, as
in [43]. This expansion is applied both in the quantum and in the classical setting. We organise
the terms in the expansion by means of a graphical representation. We then resum this expansion
by means of Borel summation. This is possible to do provided that we have appropriate bounds on
the explicit terms and on the remainder term.
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Let us now state the precise form of Borel summation that we apply. The goal is to deduce the
convergence of a family of analytic functions from the convergence of their coefficients in a series
expansion around zero. In our context, the functions considered also depend on a parameter ξ.
Given R > 1, we let
CR ..= {z ∈ C ,Re z−1 > R−1} . (1.47)
Proposition 1.11. Suppose that (Aξ)ξ and (A
ξ
τ )ξ,τ are families of analytic functions in CR. Both
families are indexed by a parameter ξ from an arbitrary index set. The second family is furthermore
indexed by an additional parameter τ > 1. Suppose that for M ∈ N, we have the asymptotic
expansions in CR
Aξ(z) =
M−1∑
m=0
aξmz
m +RξM (z) , A
ξ
τ (z) =
M−1∑
m=0
aξτ,mz
m +Rξτ,M (z) , (1.48)
where the explicit terms in (1.48) satisfy
sup
ξ,τ
|aξτ,m|+ sup
ξ
|aξm| 6 νσmm! , (1.49)
and the remainder terms satisfy
sup
ξ,τ
|Rξτ,M (z)|+ sup
ξ
|RξM (z)| 6 νσMM !|z|M , (1.50)
for all z ∈ CR and for some ν > 0 and σ > 1, both which are independent of m and M .
Furthermore, suppose that we have
lim
τ→∞ supξ
|aξτ,m − aξm| = 0 . (1.51)
Then, we have for all z ∈ CR that
lim
τ→∞ supξ
|Aξτ (z)−Aξ(z)| = 0 . (1.52)
Proposition 1.11 corresponds to [43, Theorem A.1] and is proved in [43, Appendix A]. Its
proof is based on the formulation of Borel summation given by Sokal in [90] (we refer the reader
to [55, Theorem 136], [81], and [97] for earlier versions of Borel summation).
In order to prove (1.49), we would like to further develop the ideas based on the graphical
analysis from [43, Section 2.4]. Note that this method in its original form relied crucially on the
boundedness of w. In particular, this made it possible to reduce the case w = 1 at the price
multiplying by appropriate powers of the finite constant ‖w‖L∞(Λ). The latter was then used in
order to cancel the time evolutions applied to the quantum Green function and close the estimate.
For details, we refer the reader to the proof of [43, Lemma 2.18].
Instead of directly applying the methods from [43, Section 2.4], we will apply a splitting of the
time-evolved quantum Green function, see Section 2.3 below. The idea is to appropriately split the
time-evolved quantum Green function which avoids taking Hilbert-Schmidt norms of objects which
are uniformly bounded only in the operator norm. A variant of this idea was used when d = 1 and
w = δ in [43, Section 4.4] (thus giving an alternative proof of the corresponding result for the 1D
local NLS in [64]). The analysis in the case d = 1 is easier in the sense that the quantum Green
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function is bounded. When d = 2, 3, this is no longer true and we have to keep careful track of the
integrability parameters.
In the quantum setting, we work with bounded, τ -dependent interaction potentials wτ given by
Lemmas 1.5–1.7 above. These interaction potentials satisfy the appropriate positivity assumptions,
have a controlled growth in τ and converge to the original interaction potential w as τ → ∞. In
order to construct such wτ when d = 2, 3, we work on the Fourier domain and apply the transference
principle [93, Theorem VII.3.8]. Since ‖wτ‖L∞(Λ) is not uniformly bounded in τ , we have to be
careful about how we distribute these factors among the connected components in the graphical
representation. This issue was already present in [43, Section 4.4] and its solution carries over to
our setting, with appropriate modifications. For details, see (2.55)–(2.56) below.
Throughout the work, we repeatedly apply variants of Sobolev embedding on the torus. We
henceforth apply Sobolev embedding without further comment that we are working on the periodic
setting. For a self-contained proof of this fact, we refer the reader to [7, Corollary 1.2].
1.6. Structure of the paper. In Section 2, we analyse the quantum problem when w is a d-
admissible interaction potential. In particular, in Sections 2.1–2.2, we set up the perturbative
expansion and the graphical representation. This is similar to [43, Sections 2.1–2.4], with appropri-
ate modifications. For the convenience of the reader and for completeness, we give an overview of
the construction. For of the proofs, we refer the reader to [43]. In Section 2.3, we give the details
of the splitting of the time-evolved quantum Green functions. In Section 2.4, we prove the bounds
on the explicit terms and in Section 2.5, we analyse their convergence. In Section 2.6, we prove the
bounds on the remainder term. Section 3 is devoted to the analysis of the classical system when w
is a d-admissible interaction potential. In Section 3.1, we recall the main definitions and rigorously
justify the setup the classical problem. In Section 3.2, we set up the perturbative expansion. In
Section 3.3, we give the proof of Theorem 1.9. Section 4 is devoted to the analysis of the problem
when d = 2 and when w is an endpoint-admissible interaction potential. The general framework
is set up in Section 4.1. The quantum system is analysed in Section 4.2. The classical system is
analysed in Section 4.3. In Section 4.4, we give the proof of Theorem 1.10. Throughout Section
4, one explicitly uses the translation invariance of the quantum and classical Green functions. In
Appendix A, we prove Lemma 1.3, Lemma 1.6, and Lemma 1.7 stated above.
Acknowledgements. The author would like to thank Zied Ammari, Ju¨rg Fro¨hlich, Sebastian Herr,
Antti Knowles, Mathieu Lewin, Benjamin Schlein, and Daniel Ueltschi for helpful discussions and
comments.
2 Analysis of the quantum system
2.1. General framework and setup of the perturbative expansion. Throughout this sec-
tion, we assume that w is a d-admissible interaction potential as in Definition 1.1. Before setting
up the perturbative expansion, we define some more notation. Given r ∈ N, we denote by
Br ..= {ξ ∈ S2(H(r)) , ‖ξ‖S2(H(r)) 6 1 , ξ is self-adjoint} .
In the sequel, we work with operators ξ ∈ Cr, where
Cr ..=
{
Br ∪ {Idr} if d = 1
Br if d = 2, 3 .
(2.1)
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Given ξ ∈ Cr, we lift it to an operator on F by
Θτ (ξ) ..=
∫
dx1 · · · dxr dy1 · · · dyr ξ(x1, . . . , xr; y1, . . . , yr)φ∗τ (x1) · · ·φ∗τ (xr)φτ (y1) · · ·φτ (yr) ,
(2.2)
where we recall (1.27) for the definition of φτ (x) and φ
∗
τ (y). We would like to compute the quantity
ρητ (Θτ (ξ)) for ξ ∈ Cr and for ρτ given as in (1.37). Note that, when d = 1, we are always setting
η = 0. In order to set up the Borel summation argument, we introduce a complex coupling constant
z in front of the interaction. More precisely, we write
ρητ (Θτ (ξ)) =
Tr(Θτ (ξ)P
η
τ )
Tr(P ητ )
=
ρˆητ,1(Θτ (ξ))
ρˆητ,1(Id)
, (2.3)
where for z ∈ C with Re z > 0 and A a closed operator on F we define
ρˆητ,z(A) ..=
Tr
(A e−ηHτ,0 e−(1−2η)Hτ,0−zWτ e−ηHτ,0)
Tr(e−Hτ,0)
. (2.4)
Note that in (2.3), Id = Θτ (∅). We set A = Θτ (ξ) in (2.4) and we expand in the parameter z to a
fixed finite order.
Lemma 2.1. Let r ∈ N and ξ ∈ Cr be given. Then, for z ∈ C with Re z > 0 and all M ∈ N we
have
Aξτ (z)
..= ρˆτ,z(Θτ (ξ)) =
M−1∑
m=0
aξτ,m z
m +Rξτ,M (z) , (2.5)
where the explicit terms are given by
aξτ,m
..= Tr
(
(−1)m 1
(1− 2η)m
∫ 1−η
η
dt1
∫ t1
η
dt2 · · ·
∫ tm−1
η
dtm
×Θτ (ξ) e−(1−t1)Hτ,0 Wτ e−(t1−t2)Hτ,0 Wτ · · · e−(tm−1−tm)Hτ,0 Wτ e−tmHτ,0
)/
Tr
(
e−Hτ,0
)
, (2.6)
for m = 0, 1, . . . ,m− 1, and the remainder term is given by
Rξτ,M (z)
..= Tr
(
(−1)M z
M
(1− 2η)M
∫ 1−2η
0
dt1
∫ t1
0
dt2 · · ·
∫ tM−1
0
dtM Θτ (ξ) e
−(1−η−t1)Hτ,0 Wτ
× e−(t1−t2)Hτ,0 Wτe−(t2−t3)Hτ,0 · · · Wτ e−tM (Hτ,0+
z
1−2ηWτ ) e−ηHτ,0
)/
Tr
(
e−Hτ,0
)
. (2.7)
Proof. This was proved in [43, Lemma 2.1] by using a Duhamel expansion.
2.2. The graphical representation. We now set up the graphical representation which allows
us to rewrite and systematically analyse the explicit terms given in (2.6) above. An analogous
framework was already set up in detail in [43, Sections 2.3-2.4] when d = 2, 3, and in [43, Sections
4.1-4.2] when d = 1. We just recall the main definitions and results and we refer the reader to [43]
for their proofs. We also refer the reader to the aforementioned sections in [43] for the motivation
of the definitions and for further examples.
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Let us first consider the case when d = 2, 3. Later, we explain the necessary modifications in
the case when d = 1. Before giving the precise definitions, we briefly recall the motivation for the
construction of the graphs.
Given operators A and B, both of which are linear in φτ and φ∗τ , we denote their renormalised
product as
: AB : = AB − ρτ,0(AB) , (2.8)
for ρτ,0 given by (1.31) above. With this notation, arguing as in [43, (2.18)], we get that for all
m ∈ N the quantity aξτ,m given by (2.6) can be rewritten as
aξτ,m = (−1)m
1
(1− 2η)m 2m
∫ 1−η
η
dt1
∫ t1
η
dt2 · · ·
∫ tm−1
η
dtm f
ξ
τ,m(t1, . . . , tm) , (2.9)
for
f ξτ,m(t1, . . . , tm)
..=
∫
dx1 . . . dxm+r dy1 . . . dym+r[
m∏
i=1
wτ (xi − yi)
]
· ξ(xm+1, . . . , xm+r; ym+1, . . . , ym+r)
× ρτ,0
(
m∏
i=1
{[
:
(
etih/τφ∗τ
)
(xi)
(
e−tih/τφτ
)
(xi) :
] [
:
(
etih/τφ∗τ
)
(yi)
(
e−tih/τφτ
)
(yi) :
]}
×
r∏
i=1
φ∗τ (xm+i)
r∏
i=1
φτ (ym+i)
)
. (2.10)
Here eth/τφτ and e
th/τφ∗τ are operator-valued distributions defined by Fourier series as(
eth/τφτ
)
(x) ..=
∑
k∈Zd
etλk/τ φτ (ek) ek(x) ,
(
eth/τφ∗τ
)
(x) ..=
∑
k∈Zd
etλk/τ φ∗τ (ek) e¯k(x) ,
where we recall (1.2)–(1.3). For a further discussion on time-evolved operators, see [43, Section
2.3]. In (2.10) and in the sequel,
∏
refers to the product of the operators taken in fixed order of
increasing indices from left to right. Note that, in contrast to [43, (2.18)], in (2.10) the interaction
is wτ and the one body Hamiltonian h is independent of τ .
The expression in (2.10) can be written in terms of pairings given by the quantum Wick theorem
(see [43, Appendix B] for a self-contained summary). This motivates the introduction of a graph
structure through the series of definitions given below. We first consider an abstract set of vertices
X ≡ X (m, r) consisting of 4m+ 2r elements, by which we encode the occurrences of the operators
φτ and φ
∗
τ in (2.10).
Definition 2.2. (The vertex set X ; d = 2, 3)
Let m, r ∈ N be given.
(i) The set X ≡ X (m, r) consists of all triples (i, ϑ, δ), where i ∈ {1, . . . ,m + 1}. Furthermore,
for i ∈ {1, . . . ,m}, we have ϑ ∈ {1, 2} and for i = m + 1, we have ϑ ∈ {1, . . . , r}. Finally,
δ ∈ {−1, 1}.
We also denote elements (i, ϑ, δ) of X by α. For α = (i, ϑ, δ) ∈ X , we write its components
as iα ..= i, ϑα ..= ϑ, δα ..= δ respectively.
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(ii) We give a linear order 6 on X by ordering its elements in increasing order as
(1, 1,+1) , (1, 1,−1), (1, 2,+1), (1, 2,−1), . . . , (m, 1,+1), (m, 1,−1), (m, 2,+1), (m, 2,−1) ,
(m+ 1, 1,+1) , . . . , (m+ 1, p,+1) , (m+ 1, 1,−1) , . . . , (m+ 1, p,−1) .
For α, β ∈ X , we say that α < β when α 6 β and α 6= β.
We want to rewrite (2.9)–(2.10) in terms of variables labelled by the vertex set X defined above.
To this end, we assign to each vertex α = (i, ϑ, δ) ∈ X a spatial integration label xα ≡ xi,ϑ,δ.
Furthermore, to each i ∈ {1, . . . ,m}, we assign a time integration label ti, and we set tm+1 ..= 0.
In the sequel, we also use the convention tα ≡ ti if α = (i, ϑ, δ). With the above notations, we let
x ..= (xα)α∈X ∈ ΛX , t ..= (tα)α∈X ∈ RX . (2.11)
In the sequel, we always work with t ∈ A ≡ A(m), for the simplex
A(m) ..=
{
t ∈ RX : ti,ϑ,δ = ti with 0 = tm+1 6 η < tm < tm−1 < · · · < t2 < t1 < 1− η
}
. (2.12)
In this case, we work with (t1, . . . , tm) in the support of the integral in (2.9) (up to measure zero).
By Definition 2.2 and (2.12), it follows that that for all α, β ∈ X , we have
α < β =⇒ 0 6 tα − tβ < 1 . (2.13)
Definition 2.3. (The set of pairings R)
Let m, r ∈ N be given. Let Π be a pairing of X ≡ X (m, r). In other words, Π is a one-regular graph
on X . The edges of Π are then ordered pairs (α, β) ∈ X 2 with α < β. We denote by R ≡ R(m, r)
the set of pairings Π of X satisfying the following properties.
(i) For each (α, β) ∈ Π we have δα δβ = −1.
(ii) For each i = {1, . . . ,m} and ϑ ∈ {1, 2}, we have ((i, ϑ,+1), (i, ϑ,−1)) /∈ Π.
For an example of the pairing Π ∈ R on the set of vertices X , we refer the reader to [43, Fig.
1]. Note that condition (ii) in Definition 2.3 corresponds to Wick ordering. With notation as in
(2.11), we define a family of operator-valued distributions (Kα(x, t))α∈X by
Kα(x, t) ..=
{(
etαh/τφ∗τ
)
(xα) if δα = 1(
e−tαh/τφτ
)
(xα) if δα = −1 .
Definition 2.4. (The value of Π ∈ R)
Let m, r ∈ N, Π ∈ R(m, r) be given. We then define the value of Π at t ∈ A(m) as
Iξτ,Π(t) ..=
∫
ΛX (m,r)
dx
m∏
i=1
[
wτ (xi,1,1 − xi,2,1)
2∏
ϑ=1
δ(xi,ϑ,1 − xi,ϑ,−1)
]
× ξ(xm+1,1,1, . . . , xm+1,r,1;xm+1,1,−1, . . . , xm+1,r,−1)
∏
(α,β)∈Π
ρτ,0
(Kα(x, t)Kβ(x, t)) . (2.14)
We can now rewrite (2.10).
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Lemma 2.5. For each m, r ∈ N and t ∈ A(m), we have f ξτ,m(t) =
∑
Π∈R(m,r) Iξτ,Π(t). Furthermore,
we have
aξτ,m =
(−1)m
(1− 2η)m 2m
∫
A(m)
dt
∑
Π∈R(m,r)
Iξτ,Π(t) . (2.15)
Proof. The claim follows by applying (2.9), the quantum Wick theorem, and arguing as in the proof
of [43, Lemma 2.8].
We encode the pairing Π ∈ R(m, r) of the vertex set X (m, r) given in Definition 2.3 as a
multigraph (i.e. a graph that can have multiple edges) on a collapsed set of vertices.
Definition 2.6. (The edge-coloured multigraph associated with Π ∈ R)
Let m, r ∈ N, Π ∈ R ≡ R(m, r) be given. We define an edge-coloured undirected multigraph
(V, E , σ) ≡ (VΠ, EΠ, σΠ), with a colouring σ : E → {−1, 1} according to the following.
(i) On X ≡ X (m, r), we give the equivalence relation ∼, where α ∼ β if and only if iα = iβ 6 m
and ϑα = ϑβ. The collapsed vertex set V ≡ V(m, r) ..= {[α] , α ∈ X} is defined to be the set
of equivalence classes of X under ∼. Furthermore, we write V = V2 unionsq V1, for
V2 ≡ V2(m, r) ..= {(i, ϑ) , 1 6 i 6 m, 1 6 ϑ 6 2} ,
V1 ≡ V2(m, r) ..= {(m+ 1, ϑ,±1) .. 1 6 ϑ 6 r} .
(ii) V carries a total order 6 which is inherited from X , i.e. we say that [α] 6 [β] whenever α 6 β.
This is independent of the choice of representatives α, β ∈ X .
(iii) Given a pairing Π ∈ R, from each edge (α, β) ∈ Π, we obtain an edge e = {[α], [β]} ∈ E .
Furthermore, we define the associated colouring by σ(e) ..= δβ.
(iv) By conn(E), we denote the set of connected components of E . In other words, we have
E = ⊔P∈conn(E)P. We refer to the connected components P of E as its paths.
In the sequel, we refer to the multigraph (V, E) just as E , since the vertex set V is uniquely
determined for given m, r ∈ N. For an example of such a multigraph, we refer the reader to [43, Fig.
2]. We note the following properties of the multigraph E associated with any Π ∈ R [43, Lemma
2.12].
(1) Every vertex in V2 has degree 2.
(2) Every vertex in V1 has degree 1.
(3) E has no loops, i.e. cycles of length 1.
In particular, we can view each P ∈ conn(E) as a path of E in the standard graph-theoretic sense.
We adapt the space and time labels given by (2.11) to the setting of the collapsed vertex set
V. Given x = (xα)α∈X ∈ ΛX , t = (tα)α∈X ∈ RX , we define y = (ya)a∈V ∈ ΛV , s ∈ (sa)a∈V ∈ RV
according to
y[α]
..= xα , s[α]
..= tα , (2.16)
for α ∈ X , with [·] given as in Definition 2.6 (i) above. Note that (2.16) is independent of the choice
of representative α ∈ X . Furthermore, by (2.13), we have
0 6 sa − sb < 1 whenever a < b . (2.17)
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Also,
sa = sb ⇐⇒ ia = ib , (2.18)
where we let i[α]
..= iα, which is independent of the choice of representative. Given a ∈ V2, we write
it as a = (ia, ϑa). In the sequel, given t ∈ RX , we sometimes write s ≡ s(t) for the quantity defined
in (2.16) above without further comment.
We distinguish two possible types of connected components of E .
Definition 2.7. (Open and closed paths)
Let P ∈ conn(E) be given. We say that P is a closed path if all of its vertices belong to V2.
Otherwise, we say that it is an open path.
Given P ∈ conn(E), let V(P) ..= ⋃e∈P e denote the set of its vertices. Furthermore, for i = 1, 2,
we write Vi(P) ..= V(P) ∩ Vi denote the set of vertices of P that belong to Vi. In particular, we
have a decomposition V(P) = V2(P) unionsq V1(P). By construction, one deduces that any open path
P ∈ conn(E) has two distinct endpoints in V1 and that its remaining |V(P)| − 2 vertices belong to
V2.
We rewrite (2.14) in terms of time-evolved quantum Green functions. We first recall several
definitions (for a detailed discussion see [43, Section 2.3]). The quantum Green function is given by
Gτ ..=
1
τ(eh/τ − 1) . (2.19)
More generally, we consider time-evolved quantum Green function
Gτ,t ..=
e−th/τ
τ(eh/τ − 1) for t > −1 . (2.20)
In particular, we have Gτ,0 = Gτ .
Furthermore, we work with the time-evolved delta function
Sτ,t ..= e
−th/τ for t > 0 . (2.21)
In the sequel, the operator kernels of Gτ,t and Sτ,t will be denoted as Gτ,t(x; y) and Sτ,t(x; y)
respectively. For the admissible values of t, these are both measures on Λ2. Furthermore, these
kernels are pointwise nonnegative and symmetric (for a proof of this, see [43, Lemma 2.9]). We
state the result of [43, Lemma 2.10], which allows us to make the connection with the factors in
(2.14).
Lemma 2.8. Let α, β ∈ X with α < β be given. The following statements hold.
(i) If δα = +1, δβ = −1, and tα − tβ < 1, then
ρτ,0
(Kα(x, t)Kβ(x, t)) = Gτ,−(tα−tβ)(xα;xβ) > 0 .
(ii) If δα = −1, δβ = +1, and tα − tβ > 0, then
ρτ,0
(Kα(x, t)Kβ(x, t)) = Gτ,tα−tβ (xα;xβ) + 1τ Sτ,tα−tβ (xα;xβ) > 0 .
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Definition 2.9. Let y = (ya)a∈V ∈ ΛV and s = (sa)a∈V ∈ RV which satisfies conditions (2.17)–
(2.18) be given. Furthermore, let e = {a, b} ∈ E with a, b ∈ V, a < b be given. We then define the
labels ye ..= (ya, yb) ∈ Λe as well as the integral kernel
Jτ,e(ye, s) ..= Gτ,σ(e)(sa−sb)(ya; yb) +
1σ(e)=+1
τ
Sτ,sa−sb(ya; yb) , (2.22)
Note that the integral kernel Jτ,e given by (2.22) is Hilbert-Schmidt unless σ(e) = +1 and
ia = ib. Furthermore, we note that
Jτ,e(ye, s) > 0 . (2.23)
In the sequel, we use the splitting of the variable y, which is given by
y = (y1,y2) , (2.24)
where yi
..= (ya)a∈Vi , i = 1, 2. We also write
ξ(ym+1,1,+1, . . . , ym+1,r,+1; ym+1,1,−1, . . . , ym+1,r,−1) = ξ(y1) . (2.25)
Lemma 2.10. With s as defined in (2.16) above, we have
Iξτ,Π(t) =
∫
ΛV
dy
[
m∏
i=1
wτ (yi,1 − yi,2)
]
ξ(y1)
∏
e∈E
Jτ,e(ye, s) . (2.26)
Proof. We rewrite (2.14) by using Lemma 2.8, Definition 2.9, (2.25), and arguing analogously as in
the proof of [43, Lemma 2.15].
We now explain the necessary modifications of the graph structure when d = 1. Recall that
the quantum Hamiltonian is now given by (1.29) above. In particular, the quantum interaction is
given by
Wτ ..=
1
2
∫
dx dy φ∗τ (x)φ
∗
τ (y)wτ (x− y)φτ (x)φτ (y) , (2.27)
which is normal-ordered, i.e. the factors of φ∗τ come before the factors of φτ . Furthermore, in
(2.27), we do not renormalise the interaction, which allows for the presence of loops in the graph
structure. We again perform a Taylor expansion to order M of the quantity Aξτ (z) ..= ρˆτ,z(Θτ (ξ))
in the parameter z ∈ C, Re z > 0. Here ρˆτ,z(·) is defined as in (2.4), except that now we take η = 0,
and the quantum interaction Wτ as in (2.27). After the necessary modifications, the explicit terms
aξτ,m and the remainder term R
ξ
τ,M (z) in this expansion are given as in (2.6)–(2.7) above.
Recalling (2.1), we need to consider the cases when ξ ∈ Br and ξ = Idr separately. Let us
consider first the case when ξ ∈ Br. In light of the normal-ordering of the interaction (2.27), one
needs to modify the order in Definition 2.2 (ii). In particular, we order the vertices (i, ϑ, δ) ∈ X (m, r)
according to the lexicographical order of the corresponding string iδϑ, where for the δ component
we define that +1 < −1. The new order is also denoted as 6. Due to the lack of renormalisation
in (2.27), we also need to consider a larger class of pairings than the class R given in Definition 2.3
above.
Definition 2.11. (The set of pairings Q)
Let m, r ∈ N be given. We denote by Q ≡ Q(m, r) the set of pairings Π of X (m, r) such that for
all (α, β) ∈ Π we have δαδβ = −1.
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We accordingly modify Definition 2.6, by which we assign to every pairing Π ∈ Q a correspond-
ing edge-coloured multigraph (VΠ, EΠ, σΠ) ≡ (V, E , σ). By Definition 2.11, the new graphs can have
loops, which are of the form e = {a, a} for a ∈ V2. Here, V2 is defined exactly as in Definition 2.6 (i).
Given Π ∈ Q(m, r), we define Iξτ,Π(t) as in Definition 2.4. One can then show that (see [43, (4.3)])
aξτ,m =
(−1)m
2m
∫
A(m)
dt
∑
Π∈Q(m,r)
Iξτ,Π(t) . (2.28)
The quantity Jτ,e(ye, s) is defined as in Definition 2.9, but with the d = 1 variant of the order
6 (obtained from the lexicographic order as explained above). With these appropriately modified
definitions, we obtain that Lemma 2.10 holds.
Let us now explain the modifications needed when ξ = Idr. The definition of the (uncollapsed)
vertex set X (m, r) remains the same as d = 1 setting with ξ ∈ Br. We need to modify the definition
of the edge-coloured multigraph.
Definition 2.12. (The edge-coloured multigraph associated with Π ∈ Q when ξ = Idr)
Let m, r ∈ N, Π ∈ Q(m, r) ≡ Q be given. We define an edge-coloured undirected multigraph
(V˜Π, E˜Π, σ˜Π) ≡ (V˜, E˜ , σ˜), with a colouring σ˜ : E → {−1, 1} according to the following rules.
(i) We introduce an equivalence relation ∼′ on X ≡ X (m, r) under which α ∼′ β if and only if
iα = iβ and ϑα = ϑβ. The collapsed vertex set V˜ ≡ V˜(m, r) ..= {[α] , α ∈ X} is defined to be
the set of equivalence classes of X under ∼′.
Furthermore, we write V˜ = V˜2 unionsq V˜1, where we define
V˜2 ..= {(i, ϑ) , 1 6 i 6 m, 1 6 ϑ 6 2}
V˜1 ..= {(m+ 1, ϑ) , 1 6 ϑ 6 r} .
(ii) V˜ carries a total order that is inherited from X . Note that we are using the d = 1 variant of
the order 6 on X here.
(iii) Given a pairing Π ∈ Q, from each edge (α, β) ∈ Π, we obtain an edge e = {[α], [β]} ∈ E˜ .
Furthermore, we define the associated colouring by σ˜(e) ..= δβ.
(iv) By conn(E˜), we denote the set of connected components of E˜ . In other words, we have
E˜ = ⊔P∈conn(E˜)P. We refer to the connected components P of E˜ as its paths.
By construction we have that all the paths P ∈ conn(E˜) as defined above are closed. Similarly
as in (2.16), given x = (xα)α∈X ∈ ΛX , t = (tα)α∈X ∈ RX , we define y = (ya)a∈V˜ ∈ ΛV˜ , s =
(sa)a∈V˜ ∈ RV˜ . The only difference is that we are now considering the collapsed vertex set V˜
and the equivalence relation ∼′ from Definition 2.12. We adapt (2.24) by setting yi ..= (ya)a∈V˜i ,
i = 1, 2. For P ∈ conn(E), V˜(P) denotes its set of vertices. For i = 1, 2, we let V˜i(P) ..= V˜(P)∩ V˜i.
Furthermore, for an edge e ∈ E˜ , the quantity Jτ,e is given as in Definition 2.9, when we replace
each of V, E , σ by V˜, E˜ , σ˜ respectively.
In this context, we also need to modify the definition of the value of Π ∈ Q (see Definition
2.4 and Lemma 2.10 above). Let m, r ∈ N and a pairing Π ∈ Q(m, r) be given. Let (V˜, E˜ , σ˜) the
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associated graph from Definition 2.12. For t ∈ A ≡ A(m), we let
Iξτ,Π(t) ..=
∫
ΛV˜
dy
[
m∏
i=1
wτ (yi,1 − yi,2)
]∏
e∈E˜
Jτ,e(ye, s) . (2.29)
Note that (2.28) then still holds.
Throughout the sequel, we streamline the notation for pairings in such a a way that we combine
the notation for all dimensions and values of ξ when d = 1.
Let m, r ∈ N be given. Recalling Definitions 2.3 and 2.11, we define
R(d,m, r) ..=
{
R(m, r) for d = 2, 3
Q(m, r) for d = 1 .
(2.30)
In particular, for ξ ∈ Cr, we can rewrite (2.15) and (2.28) as
aξτ,m =
(−1)m
(1− 2η)m 2m
∫
A(m)
dt
∑
Π∈R(d,m,r)
Iξτ,Π(t) . (2.31)
We also write
f ξτ,m(t) =
∑
Π∈R(d,m,r)
Iξτ,Π(t) . (2.32)
Note that, for d = 2, 3, this corresponds to (2.10) above. When d = 1, the latter expression is
appropriately modified to take into account the different graph structure. As a convention, when
ξ ∈ Br, we henceforth always adopt the necessary modifications of the above definitions when d = 1
without explicit mention. For instance, we use expressions such as (2.26) for all values of d = 1, 2, 3.
2.3. The splitting of the time-evolved quantum Green functions. For t ∈ (−1, 1) we
consider the quantity
Qτ,t ..=
{
Gτ,t +
1
τ Sτ,t for t ∈ (0, 1)
Gτ,t for t ∈ (−1, 0] .
(2.33)
Note that this is well-defined by (2.21) and (2.20). However, note that the Hilbert-Schmidt norm of
Gτ,t is unbounded as t→ −1. Likewise, the Hilbert-Schmidt norm of Sτ,t is unbounded as t→ 0+.
The only norm in which Gτ,t and Sτ,t are bounded uniformly in the appropriate set of t is the
operator norm. This norm is too weak to apply our analysis.
As in [43, Section 4.4], we introduce a splitting of the operator Qτ,t defined in (2.33) as
Qτ,t = Q
(1)
τ,t +
1
τ
Q
(2)
τ,t , (2.34)
where for t ∈ (−1, 1), we define
Q
(1)
τ,t
..=
e−{t}h/τ
τ(eh/τ − 1) , Q
(2)
τ,t
..=
{
e−{t}h/τ for t ∈ (−1, 0) ∪ (0, 1)
0 for t = 0 .
(2.35)
In (2.35) and in the sequel, {t} denotes the fractional part of t, i.e. {t} ..= t− btc, where b·c is the
floor function. By [43, Lemma 2.9], we have that for all x, y ∈ Λ and t ∈ (−1, 1)
Q
(1)
τ,t (x; y) = Q
(1)
τ,t (y;x) > 0 , Q
(2)
τ,t (x; y) = Q
(2)
τ,t (y;x) > 0 . (2.36)
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In particular, substituting this into (2.34), we have
Qτ,t(x; y) = Qτ,t(y;x) > 0 . (2.37)
In what follows, we analyse the boundedness properties of the operators Q
(j)
τ,t defined in (2.35).
Proposition 2.13. There exist constants C1, C2 > 0 such that for all τ > 1 and t ∈ (−1, 1) the
following properties hold.
(i) ‖Q(1)τ,t ‖L∞(Λ2) 6

C1 if d = 1
C1 log τ if d = 2
C1
√
τ if d = 3.
(ii) For all x ∈ Λ we have ∫
dy Q
(2)
τ,t (x; y) =
∫
dy Q
(2)
τ,t (y;x) 6 1 . (2.38)
(iii) If {t} > 12 , then we have
‖Q(2)τ,t ‖L∞(Λ2) 6 C1τd/2 . (2.39)
(iv) For all x, y ∈ Λ we have
Qτ,t(x; y) > Q(1)τ,t (x; y) > C2 . (2.40)
Remark 2.14. We note that a version of Proposition 2.13 was proved when d = 1 in [43, Lemma
4.12]. In the analogue of (2.39), i.e. in [43, Lemma 4.12 (iii)] the weaker bound of C1τ was given.
This was sufficient for the proof of [43, Theorem 1.9], and would also be sufficient for the proof of
the d = 1 version of our result here.
Proof of Proposition 2.13. (i) By the triangle inequality we have
‖Q(1)τ,t ‖L∞(Λ2) =
∥∥∥∥∥ ∑
k∈Zd
e−{t}λk/τ
τ(eλk/τ − 1) e
2piik·(x−y)
∥∥∥∥∥
L∞(Λ2)
6
∑
k∈Zd
1
τ(eλk/τ − 1) ,
6
∑
k∈Zd
|k|6√τ
1
λk
+
∑
k∈Zd
|k|>√τ
C
τ
e−|k|
2/τ .
∑
k∈Zd
|k|6√τ
1
|k|2 + 1 +
1
τ
∫
|x|>√τ
e−|x|
2/τ dx . (2.41)
We know that ∑
k∈Zd
|k|6√τ
1
|k|2 + 1 6

C if d = 1
C log τ if d = 2
C
√
τ if d = 3.
(2.42)
Furthermore, by performing the substitution y = x/
√
τ , it follows that
1
τ
∫
|x|>√τ
e−|x|
2/τ dx 6 C τd/2−1 . (2.43)
Substituting (2.42) and (2.43) into (2.41), we deduce (i).
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(ii) The claim (2.38) was proved for d = 1 in [43, Lemma 4.12 (ii)]. The proof carries over to
d = 2, 3.
(iii) Suppose that {t} > 12 . By the triangle inequality we have
‖Q(2)τ,t ‖L∞(Λ2) = ‖e−{t}h/τ‖L∞(Λ2) 6
∑
k∈Zd
e−
1
2
λk/τ .
∫
Rd
e−C|x|
2/τ dx .
By performing the substitution y = x/
√
τ , we deduce (iii).
(iv) We recall from [43, Lemma 2.9] that Sτ,t(x; y) > 0. Hence, by (2.33)–(2.35), it suffices to
show that
Gτ,t(x; y) > C2 . (2.44)
We present the details of the proof of (2.44) based on the Poisson summation formula (alter-
natively, one can use the Feynman-Kac formula, but we do not take this approach here). We
write, for z ..= x− y and λk as in (1.2)
Gτ,t(x; y) =
∑
k∈Zd
e−tλk/τ
τ(eλk/τ − 1) e
2piik·z =
1
τ
∑
k∈Zd
∞∑
`=1
e−`λk/τ e−tλk/τ e2piik·z
=
1
τ
∞∑
`=1
∑
k∈Zd
e−`(4pi
2|k|2+κ)/τ e−t(4pi
2|k|2+κ)/τ e2piik·z . (2.45)
Interchanging the orders of summation in the above calculation is justified by the exponential
decay of the factors. We rewrite the expression in (2.45) as
e−
κt
τ
τ
∞∑
`=1
e−
`κ
τ
{ ∑
k∈Zd
e−pi
(√
4pi(`+t)
τ
k
)2
e2piik·z
}
. (2.46)
Recalling that for ξ ∈ Rd and λ > 0 we have(
λd/2e−pi[λ(x+z)]
2 )̂
(ξ) = e−pi(ξ/λ)
2
e2piiξ·z ,
and by applying the Poisson summation formula, we deduce that (2.46) equals
e−
κt
τ
τ
∞∑
`=1
e−
`κ
τ
{ ∑
n∈Zd
(
τ
4pi(`+ t)
)d/2
e
− τ
4pi(`+t)
(n+z)2
}
> C
τ
∞∑
`=1
e−
`κ
τ
{ ∑
n∈Zd
(
τ
4pi(`+ t)
)d/2
e
− τ
4pi(`+t)
(n+z)2
}
. (2.47)
In the above inequality, we used that κtτ = O(1).
For fixed ` > 1, we note that
R` ..=
∑
n∈Zd
(
τ
4pi(`+ t)
)d/2
e
− τ
4pi(`+t)
(n+z)2
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is a Riemann sum corresponding to the integral∫
Rd
e−pi|u|
2
du = 1
with mesh size
√
τ
4pi(`+t) . In particular, we note that R` > 12 provided that
√
τ
4pi(`+t) is
sufficiently small. This holds for all ` > `0, where `0 ∼ τ is chosen sufficiently large. Therefore,
for such `0, we have by (2.47) that
Gτ,t(x; y) >
C
τ
∞∑
`=`0
e−
`κ
τ =
C
τ
e−
`0κ
τ
1− e−κτ ∼
1
τ(1− e−κτ ) & 1 .
Above, we used the fact that `0 ∼ τ . We hence deduce (2.44).
By (2.35) and Proposition 2.13 (i), we know that the quantum Green function Gτ defined in
(2.19) is bounded in L∞(Λ × Λ) uniformly in τ when d = 1. This fact was used repeatedly in
the analysis in [43, Section 4.4]. In higher dimensions, this is no longer true. We now give the
appropriate bounds on Gτ,0.
Proposition 2.15. Let us fix q ∈ Qd, where
Qd ..=

[1,∞] if d = 1
[1,∞) if d = 2
[1, 3) if d = 3.
(2.48)
(i) We have
‖Gτ (x; ·)‖Lq(Λ) = ‖Gτ (·;x)‖Lq(Λ) 6 C(q) , (2.49)
uniformly in x ∈ Λ, τ > 1. In particular, we have
‖Gτ‖Lq(Λ2) 6 C(q) . (2.50)
(ii) More generally, for t ∈ (−1, 1), we have
‖Q(1)τ,t (x; ·)‖Lq(Λ) = ‖Q(1)τ,t (· ;x)‖Lq(Λ) 6 C(q) ,
uniformly in t, x, τ .
Proof. (i) We note that (2.50) follows immediately from (2.49). We now prove (2.49). Let x ∈ Λ
and τ > 1 be given. Recall that by (2.36) with t = 0, we have Gτ (x; ·) = Gτ (·;x), so it suffices
to prove the bound on ‖Gτ (x, ·)‖Lq(Λ). The claim when d = 1 follows from Proposition 2.13
(i) and Ho¨lder’s inequality, so we consider the cases when d = 2, 3. By (2.19), we have that
Gτ (x; y) =
∑
k∈Zd
1
τ(eλk/τ − 1) e
2piik·(x−y) .
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Therefore, for k ∈ Zd we have
∣∣(Gτ (x; ·))̂(k)∣∣ 6 1
τ(eλk/τ − 1) 6
1
λk
6 C|k|2 + 1 .
We hence deduce that
‖Gτ (x; ·)‖Hs(Λ) 6 C(s) , for 0 6 s < 2−
d
2
. (2.51)
By using (2.51) and Sobolev embedding on the torus, (2.49) follows.
(ii) Using (2.35)–(2.36) and arguing as in (i), we deduce that
∣∣(Q(1)τ,t (x; ·))̂(k)∣∣ = ∣∣(Q(1)τ,t (·;x))̂(k)∣∣ 6 e−{t}λk/ττ(eλk/τ − 1) 6 1τ(eλk/τ − 1) 6 1λk . (2.52)
We now proceed as in the proof of (2.50) to deduce the claim.
We can relate the set Pd defined in (1.12) with the set Qd defined in (2.48).
Lemma 2.16. For p ∈ Pd we have 2p′ ∈ Qd.
Proof. This follows from (1.12) and (2.48).
2.4. Bounds on the explicit terms. Our goal in this section is to first prove an upper bound
as in (1.49) on the explicit terms aτ,m. Throughout this section, we fix p ∈ Pd and a d-admissible
interaction potential w ∈ Lp(Λ). Furthermore, we let β ∈ Bd, as defined in (1.40) above. With
the parameters p, β chosen in this way, let wτ be as in Lemma 1.5 for d = 1 and as in Lemma 1.6
for d = 2, 3. We recall the definition of R(d,m, r) from (2.30), as well as that Iξτ,Π(t) is given by
Definition 2.4 when ξ ∈ Br and by (2.29) when d = 1 and ξ = Idr. Furthermore, we recall (2.32).
We now state the upper bounds that we prove.
Proposition 2.17. Fix m, r ∈ N. Given Π ∈ R(d,m, r), t ∈ A(m), the following estimates hold
uniformly in ξ ∈ Cr and τ > 1.
(i) We have ∣∣Iξτ,Π(t)∣∣ 6 Cm+r0 (1 + ‖w‖Lp(Λ))m ,
for some C0 > 0.
(ii) |aξτ,m| 6 (Cr)r Cm (1 + ‖w‖Lp(Λ))mm! .
(iii) |f ξτ,m(t)| 6 Cm+r (1 + ‖w‖Lp(Λ))m (2m+ r)! .
Proof. Let us note that (ii) is obtained from (i) by applying (2.31), as well as the fact that
|R(d,m, r)| 6 (2m + r)! . Similarly, (i) implies (iii) by (2.32). We now prove (i). Let us con-
sider first the case when ξ ∈ Br. Then, by Lemma 2.10, Iξτ,Π(t) is given by (2.26). The multigraph
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E corresponding to Π decomposes into paths P1, . . . ,Pk, ordered in an arbitrary way. Recalling
(2.23), we deduce from (2.26) and the path decomposition of P that
∣∣Iξτ,Π(t)∣∣ 6 ∫
ΛV
dy
[
m∏
i=1
∣∣wτ (yi,1 − yi,2)∣∣] ∣∣ξ(y1)∣∣ [ k∏
j=1
∏
e∈Pj
Jτ,e(ye, s)
]
. (2.53)
In the sequel, we repeatedly use the nonnegativity of Jτ,e(ye, s), i.e. (2.23) without further comment.
Since ‖wτ‖L∞ is not bounded uniformly in τ , we cannot estimate (2.53) by arguing as in [43, Section
2.4]. Instead, we need to systematically distribute the factors of wτ among the paths P1, . . . ,Pk,
similarly as in the proof of [43, Proposition 4.11].
As in [43, Section 4.4], given a vertex a = (ia, ϑa) ∈ V2, we define the vertex a∗ ∈ V2 by
a∗ ..= (ia, 3− ϑa) . (2.54)
Furthermore, the factors of wτ are distributed among the paths P1, . . . ,Pk according to the rule
that for a ∈ V2 the function Waτ is given by
Waτ ..=

wτ if a ∈ Pj , a∗ ∈ P` for 1 6 j < ` 6 k
1 if a ∈ Pj , a∗ ∈ P` for 1 6 ` < j 6 k
wτ if a, a
∗ ∈ Pj for 1 6 j 6 k and ϑa = 1
1 if a, a∗ ∈ Pj for 1 6 j 6 k and ϑa = 2 .
(2.55)
In other words, we put the factor of wτ (ya − ya∗) with the vertex in {a, a∗} belonging to the cycle
of lowest index. In case these two indices are the same, we put it with the vertex whose second
component ϑ is equal to 1. By (2.55), we have that
m∏
i=1
wτ (yi,1 − yi,2) =
∏
a∈V2
Waτ (ya − ya∗) . (2.56)
Moreover, since p ∈ Pd, we also have by Lemma 1.5 (ii)–(iii) (when d = 1) and by Lemma 1.6
(ii)–(iii) (when d = 2, 3) that Waτ satisfies
‖Waτ ‖L∞(Λ) 6 τβ (2.57)
‖Waτ ‖Lp(Λ) 6 1 + ‖wτ‖Lp(Λ) 6 1 + C‖w‖Lp(Λ) . (2.58)
We note that the term 1 on the right-hand side of (2.58) corresponds to the case when Waτ = 1
and when ‖w‖Lp(Λ) is small.
We now adapt the method from the proof of [43, Proposition 4.11]. The goal is to integrate out
the y2-variables by successively integrating them out in the paths P1, . . . ,Pk. Let us first recall
some useful notation, which was used in [43]. Given 1 6 j 6 k + 1, we define
V2,j ..= V2
∖( j−1⋃
`=1
V2(P`)
)
. (2.59)
This is the set of variables that remain after we have integrated out the vertices which occur in the
first j − 1 paths P1, . . . ,Pj−1. In particular, we have V2,1 = V2 and V2,k+1 = ∅. Given a subset
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A ⊆ V, we introduce the variable yA ..= (ya)a∈A. Similarly, given α ∈ [1,∞], we denote by LαA the
space LαyA with the corresponding norm.
By (2.56), it follows that the right-hand side of (2.53) equals
∫
ΛV1
dy1
∣∣ξ(y1)∣∣ ∫
ΛV2
dy2
k∏
j=1
[ ∏
e∈Pj
Jτ,e(ye, s)
∏
a∈V2(Pj)
∣∣Waτ (ya − ya∗)∣∣
]
,
which by applying the Cauchy-Schwarz inequality in y1 and recalling that ‖ξ‖L2y1 6 1 is
6
∥∥∥∥∥
∫
ΛV2
dy2
k∏
j=1
[ ∏
e∈Pj
Jτ,e(ye, s)
∏
a∈V2(Pj)
∣∣Waτ (ya − ya∗)∣∣
]∥∥∥∥∥
L2y1
. (2.60)
The claim of the proposition follows from (2.60) if we show that for all 1 6 ` 6 k we have the
recursive inequality
∥∥∥∥∥
∫
Λ
V2,`
dyV2,`
k∏
j=`
[ ∏
e∈Pj
Jτ,e(ye, s)
∏
a∈V2(Pj)
∣∣Waτ (ya − ya∗)∣∣
]∥∥∥∥∥
L∞V2\V2,`
L2y1
6 C |V(P`)|0
(
1 + ‖w‖Lp(Λ)
) |V2(P`)|
×
∥∥∥∥∥
∫
Λ
V2,`+1
dyV2,`+1
k∏
j=`+1
[ ∏
e∈Pj
Jτ,e(ye, s)
∏
a∈V2(Pj)
∣∣Waτ (ya − ya∗)∣∣
]∥∥∥∥∥
L∞V2\V2,`+1
L2y1
, (2.61)
for some C0 > 0. We first show that (2.61) follows if we prove that
∥∥∥∥∥ ∏
e∈P`
Jτ,e(ye, s)
∏
a∈V2(P`)
∣∣Waτ (ya − ya∗)∣∣
∥∥∥∥∥
L2y1L
∞
V∗(P`)
L1V2(P`)
6 C |V(P`)|0
(
1 + ‖w‖Lp(Λ)
) |V2(P`)| , (2.62)
where for P ∈ conn(E), V∗(P) ..= {a∗ : a ∈ V2(P)} \ V2(P). In other words, V∗(P) denotes the
vertices in V2 that are connected to some vertex in P by an interaction wτ , but which do not belong
to the set V2(P).
In order to see that (2.62) implies (2.61), we fix 1 6 ` 6 k and observe that we can write the
set V2,` as the disjoint union
V2,` = V2(P`) unionsq
(
V2,`+1 ∩ V∗(P`)
)
unionsq
(
V2,`+1 \ V∗(P`)
)
.
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We can hence rewrite the expression on the left-hand side of the inequality in (2.61) as∥∥∥∥∥
∫
Λ
V2,`+1∩V∗(P`)
dyV2,`+1∩V∗(P`)
∫
ΛV2(P`)
dyV2(P`)
∏
e∈P`
Jτ,e(ye, s)
∏
a∈V2(P`)
∣∣Waτ (ya − ya∗)∣∣{∫
Λ
V2,`+1\V∗(P`)
dyV2,`+1\V∗(P`)
k∏
j=`+1
[ ∏
e∈Pj
Jτ,e(ye, s)
∏
a∈V2(Pj)
∣∣Waτ (ya − ya∗)∣∣
]}∥∥∥∥∥
L∞V2\V2,`
L2y1
,
=
∥∥∥∥∥
∥∥∥∥∥
∫
Λ
V2,`+1∩V∗(P`)
dyV2,`+1∩V∗(P`)
∫
ΛV2(P`)
dyV2(P`)
∏
e∈P`
Jτ,e(ye, s)
∏
a∈V2(P`)
∣∣Waτ (ya − ya∗)∣∣{∫
Λ
V2,`+1\V∗(P`)
dyV2,`+1\V∗(P`)
k∏
j=`+1
[ ∏
e∈Pj
Jτ,e(ye, s)
∏
a∈V2(Pj)
∣∣Waτ (ya − ya∗)∣∣
]}∥∥∥∥∥
L2y1
∥∥∥∥∥
L∞V2\V2,`
.
(2.63)
In (2.63), we first integrate in yV2(P`), keeping in mind that the yV2,`+1\V∗(P`) integral does not
depend on yV2(P`). We then apply an L
∞ − L1 Ho¨lder inequality in the yV2,`+1∩V∗(P`) variable,
putting in L∞yV2,`+1∩V∗(P`) the yV2(P`) integral, i.e. the quantity
I ..=
∫
ΛV2(P`)
dyV2(P`)
∏
e∈P`
Jτ,e(ye, s)
∏
a∈V2(P`)
∣∣Waτ (ya − ya∗)∣∣ ,
which is a function of (y1,yV∗(P`)). For fixed y1, we estimate from above the factor
‖I‖L∞yV2,`+1∩V∗(P`)
by taking suprema in the remaining variables in yV∗(P`), i.e. in yV∗(P`)\V2,`+1 . Next we take the
L2y1 norm, keeping in mind that each variable ya, a ∈ V1 appears in at most one of the composite
variables ye, e ∈ Pj , ` 6 j 6 k. Taking suprema in all of the remaining variables, we conclude that
(2.63) is
6
∥∥∥∥∥ ∏
e∈P`
Jτ,e(ye, s)
∏
a∈V2(P`)
∣∣Waτ (ya − ya∗)∣∣
∥∥∥∥∥
L2y1L
∞
V∗(P`)
L1V2(P`)
×
∥∥∥∥∥
∫
Λ
V2,`+1
dyV2,`+1
k∏
j=`+1
[ ∏
e∈Pj
Jτ,e(ye, s)
∏
a∈V2(Pj)
∣∣Waτ (ya − ya∗)∣∣
]∥∥∥∥∥
L∞V2\V2,`+1
L2y1
. (2.64)
From (2.64), we obtain that the claim of the proposition indeed follows from (2.62).
Let us reformulate (2.62). For P ∈ conn(E), we define
I(P) ..=
∫
dyV2(P)
∏
e∈P
Jτ,e(ye, s)
∏
a∈V2(P)
∣∣Waτ (ya − ya∗)∣∣ . (2.65)
Note that I(P) is a function of (y1,yV∗(P)). Furthermore, (2.62) is equivalent to showing that
‖I(P)‖L2y1L∞V∗(P) 6 C
|V(P)|
0
(
1 + ‖w‖Lp(Λ)
) |V2(P)| , (2.66)
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when P = P`. We now prove (2.66) for P ∈ conn(E) by induction on n ..= |V(P)|. In doing so, we
need to keep track of the time carried by each edge of P in the sense that we precisely define now.
Let us first assume that P is a closed path in the sense of Definition 2.7 above. We list its edges
as e1, e2, . . . , en, where the edges ej and ej+1 are incident at vertex aj ∈ V(P). For an example,
see Figure 2.1.
a1
e1
e2
e3
e4
a3 a4 a2
Figure 2.1. This is an example of a closed path P of size 4. We order the vertices in V2 from left to right.
The edges with colour σ = +1 are depicted by the full blue lines, whereas edges with colour σ = −1 are
depicted by red dashed lines.
Here, and in the sequel, we consider all indices modulo n. Given j ∈ {1, . . . , n}, the time carried
by the edge ej is given by
ζj ..=
{
σ(e1) (saj − saj+1) if a1 < a2
−σ(e1) (saj − saj+1) otherwise,
(2.67)
where σ is given by Definition 2.6 (iii). Note that ζj is an intrinsically defined quantity that one
can read off from (2.22) and (2.26). By (2.67), we obtain
n∑
j=1
ζj = ±
n∑
j=1
σ(e1) (saj − saj+1) = 0 , (2.68)
and for all i ∈ {1, . . . , n}, k ∈ {1, . . . , n− 1}
i+k∑
j=i
ζj = ±
i+k∑
j=i
σ(e1) (saj − saj+1) = ±σ(e1) (sai − sai+k+1) ∈ (−1, 1) . (2.69)
In the above calculations, we used the assumption that t ∈ A(m). Analogous results to (2.68)-(2.69)
hold for open paths P after appropriate modifications.
Base of induction: n = 1 (for d = 1) and n = 2 (for d = 2, 3). If n = 1, then P is a loop based at
some a1 ∈ V2. Due to the Wick ordering, we note that this situation occurs only when d = 1. In
this case, ζ1 = 0, i.e. there is no time-evolution applied to the quantum Green function. See Figure
2.2 below.
By using the fact that a∗1 6= a1 and Ho¨lder’s inequality in ya1 , we hence have
I(P) =
∫
dya1
∣∣Wa1τ (ya1 − ya∗1)∣∣Gτ (ya1 ; ya1) 6 ‖Wa1τ ‖L1(Λ) ‖Gτ‖L∞(Λ2)
6 ‖Wa1τ ‖Lp(Λ) ‖Gτ‖L∞(Λ2) 6 C + C‖wτ‖Lp(Λ) 6 C
(
1 + ‖w‖Lp(Λ)
)
. (2.70)
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ζ1 = 0
a1 |Wa1τ (ya1 − ya∗1)| a∗1
Figure 2.2. In the sequel, we no longer draw the vertices in order corresponding to 6 . The full lines depict
the time-evolved Green functions. On these edges, we write the associated time ζ. The dotted lines depict
the interactions through the factors of |Waτ |.
Above, we used (2.58) and Proposition 2.15 (i) when d = 1. We also used that Lp(Λ) ↪→ L1(Λ) by
compactness of Λ. We note that (2.70) is an acceptable upper bound.
If n = 2, we consider three cases.
(1) P is a closed path connecting a1, a2 ∈ V2 satisfying a2 = a∗1. See Figure 2.3.
a1 a2 = a
∗
1
|Wa1τ (ya1 − ya∗1)|
ζ1 = 0
ζ2 = 0
Figure 2.3
In this case, we have ζ1 = ζ2 = 0. We can assume, without loss of generality, that ϑa1 = 1.
Hence, (2.55) yields that Wa1τ = wτ and Wa2τ = 1. So, we obtain
I(P) =
∫
dya1 dya2 |wτ (ya1 − ya2)|Gτ (ya1 ; ya2)Gτ (ya2 ; ya1)
+
1
τ
∫
dya1 |wτ (0)|Gτ (ya1 ; ya1) 6 ‖wτ‖Lp(Λ) ‖Gτ‖2L2p′ (Λ2) +
1
τ
‖wτ‖L∞(Λ) ‖Gτ‖L∞(Λ2)
6 C‖w‖Lp(Λ) + τ−1+β ‖Gτ‖L∞(Λ2) . (2.71)
In order to get the first term on the last line of (2.71), we used (2.37) with t = 0, Ho¨lder’s
inequality in ya1 , ya2 , (2.58) (with Waτ = wτ ), and Proposition 2.15 (i). The application of
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the latter is justified by Lemma 2.16. For the second term on the last line of (2.71), we used
(2.57) and Proposition 2.13 (i) with t = 0 to deduce that this quantity is
6

Cτ−1+β if d = 1
Cτ−1+β log τ if d = 2
Cτ−1/2+β if d = 3 .
(2.72)
Recalling (1.40), we conclude that (2.72) is an acceptable upper bound.
(2) P is a closed path connecting a1, a2 ∈ V2 satisfying a2 6= a∗1. See Figure 2.4 below.
We note that in this case we have ζ1 = ±σ(e1) (sa1 − sa2) ∈ (−1, 1) \ {0}. Therefore,
I(P) =
∫
dya1 dya2
∣∣Wa1τ (ya1−ya∗1)∣∣ ∣∣Wa2τ (ya2−ya∗2)∣∣Qτ,ζ1(ya1 ; ya2)Qτ,−ζ1(ya2 ; ya1) . (2.73)
We now split the factors Qτ,ζ1(ya1 ; ya2) and Qτ,−ζ1(ya2 ; ya2) in (2.73) according to (2.34) and
rewrite I(P) as∫
dya1 dya2
∣∣Wa1τ (ya1 − ya∗1)∣∣ ∣∣Wa2τ (ya2 − ya∗2)∣∣Q(1)τ,ζ1(ya1 ; ya2)Q(1)τ,−ζ1(ya2 ; ya1)
+
1
τ
∫
dya1 dya2
∣∣Wa1τ (ya1 − ya∗1)∣∣ ∣∣Wa2τ (ya2 − ya∗2)∣∣Q(2)τ,ζ1(ya1 ; ya2)Q(1)τ,−ζ1(ya2 ; ya1)
+
1
τ
∫
dya1 dya2
∣∣Wa1τ (ya1 − ya∗1)∣∣ ∣∣Wa2τ (ya2 − ya∗2)∣∣Q(1)τ,ζ1(ya1 ; ya2)Q(2)τ,−ζ1(ya2 ; ya1)
+
1
τ2
∫
dya1 dya2
∣∣Wa1τ (ya1 − ya∗1)∣∣ ∣∣Wa2τ (ya2 − ya∗2)∣∣Q(2)τ,ζ1(ya1 ; ya2)Q(2)τ,−ζ1(ya2 ; ya1) . (2.74)
Note that all the integrands in (2.74) are nonnegative by (2.36).
Using the inequality
Q
(1)
τ,ζ1
(ya1 ; ya2)Q
(1)
τ,−ζ1(ya2 ; ya1) 6
1
2
([
Q
(1)
τ,ζ1
(ya1 ; ya2)
]2
+
[
Q
(1)
τ,−ζ1(ya2 ; ya1)
]2)
in the first integrand, and applying Ho¨lder’s inequality in ya1 and ya2 , we deduce that the
first term in (2.74) is
6 1
2
‖Wa1τ ‖Lp(Λ) ‖Wa2τ ‖Lp(Λ)
(
‖Q(1)τ,ζ1‖2L2p′ (Λ2) + ‖Q
(1)
τ,−ζ1‖2L2p′ (Λ2)
)
(2.75)
6 C
(
1 + ‖w‖Lp(Λ)
)2
,
which is an acceptable upper bound. In the above inequality, we used (2.58) and Proposition
2.15 (ii), which is justified by Lemma 2.16.
By applying (2.36) and Proposition 2.13 (ii), as well as Ho¨lder’s inequality, the second term
in (2.74) is
6 1
τ
‖Wa2τ ‖L∞(Λ) ‖Q(1)τ,−ζ1‖L∞(Λ2)
∫
dya1
∣∣Wa1τ (ya1 − ya∗1)∣∣ ∫ dya2 Q(2)τ,ζ1(ya1 ; ya2)
6 1
τ
‖Wa2τ ‖L∞(Λ) ‖Q(1)τ,−ζ1‖L∞(Λ2) ‖Wa1τ ‖Lp(Λ) .
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By (2.57), Proposition 2.13 (i), and (2.58), this expression is
6

Cτ−1+β
(
1 + ‖w‖Lp(Λ)
)
if d = 1
Cτ−1+β log τ
(
1 + ‖w‖Lp(Λ)
)
if d = 2
Cτ−1/2+β
(
1 + ‖w‖Lp(Λ)
)
if d = 3 .
(2.76)
In particular, by (1.40), this is an acceptable bound. We estimate the third term in (2.74) by
an analogous argument.
For the fourth term in (2.74), we consider two possible cases for the values of the time label
ζ1 ∈ (−1, 0) ∪ (0, 1).
(a) {ζ1} > 12 , i.e. ζ1 ∈ [−12 , 0) ∪ [12 , 1).
In this case, the fourth term in (2.74) is
6 1
τ2
‖Wa2τ ‖L∞(Λ) ‖Q(2)τ,ζ1‖L∞(Λ2)
∫
dya1
∣∣Wa1τ (ya1 − ya∗1)∣∣ ∫ dya2 Q(2)τ,−ζ1(ya2 ; ya1)
6 1
τ2
‖Wa1τ ‖Lp(Λ) ‖Wa2τ ‖L∞(Λ) ‖Q(2)τ,ζ1‖L∞(Λ2) . (2.77)
In the last line, we used Proposition 2.13 (ii). By Ho¨lder’s inequality, (2.57), (2.58),
Proposition 2.13 (iii), and (1.40), the expression in (2.77) is
6 Cτ−2+β+d/2
(
1 + ‖w‖Lp(Λ)
)
6 C
(
1 + ‖w‖Lp(Λ)
)
. (2.78)
(b) {ζ1} < 12 , i.e. ζ1 ∈ (−1,−12) ∪ (0, 12).
In this case, we have {−ζ1} > 12 . We estimate the fourth term in (2.74) as
6 1
τ2
‖Wa2τ ‖L∞(Λ) ‖Q(2)τ,−ζ1‖L∞(Λ2)
×
∫
dya1
∣∣Wa1τ (ya1 − ya∗1)∣∣ ∫ dya2 Q(2)τ,ζ1(ya1 ; ya2) , (2.79)
and deduce the bound as in (i) by replacing ζ1 by −ζ1.
a1 a2
ζ1
ζ2
|Wa1τ (ya1 − ya∗1)| |Wa2τ (ya2 − ya∗2)|
Figure 2.4
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(3) P is an open path with vertices b1, b2 ∈ V1. In this case, we have I(P) = Gτ and we note
that
‖I(P)‖L2y1L∞V∗(P) = ‖Gτ‖L2(Λ2) 6 C , (2.80)
uniformly in τ by Proposition 2.15 (i).
This completes the base step. Hence, (2.66) holds when n 6 2.
Inductive step. Let n ∈ N, n > 3 be given. Suppose that (2.66) holds for all P ∈ conn(E) with
|V(P)| 6 n− 1. We show that this implies that (2.66) holds when |V(P)| = n. The inductive step
proceeds by integrating out an appropriately chosen vertex in V2(P). The vertex a ∈ V2(P) which
we integrate out is chosen such that it satisfies the property that
a∗ ∈ V2(P) =⇒ ϑa = 1 . (2.81)
Note that such a vertex always exists. Namely, if c ∈ V2(P) does not satisfy this property, then
c∗ ∈ V2(P) and it satisfies ϑc∗ = 1. Therefore, c∗ ∈ V2 satisfies the wanted property.
Having found such an a ∈ V2(P), we write c2 = a and note that there exist c1, c3 ∈ V(P) such
that {c1, c2}, {c2, c3} ∈ P. In what follows, we consider the case when c1 = a1, c2 = a2, c3 = a3.
The general case follows by analogous arguments when we appropriately shift the indices6.
By choice of a ≡ a2 and (2.55), we have that the only dependence on the variable ya ≡ ya2 in
the integrand in (2.65) is through an expression which is
6
∣∣Wa2τ (ya2 − ya∗2)∣∣ [Qτ,ζ1(ya1 ; ya2) + 1ζ1=0τ δ(ya1 − ya2)
]
×
[
Qτ,ζ2(ya2 ; ya3) +
1ζ2=0
τ
δ(ya2 − ya3)
]
. (2.82)
Since t ∈ A(m), it follows that it is not possible to have ζ1 = 0 and ζ2 = 0 at the same time. In
other words, at most one of the delta functions in (2.82) can appear.
Before proceeding, let us first estimate the contribution to the ya2 integral of each of the terms
coming from a single delta function in (2.82). We have
1ζ1=0
τ
∫
dya2
∣∣Wa2τ (ya2 − ya∗2)∣∣ δ(ya1 − ya2)Qτ,ζ2(ya2 ; ya3)
=
1ζ1=0
τ
∣∣Wa2τ (ya1 − ya∗2)∣∣Qτ,ζ2(ya1 ; ya3) 6 C τβ−1 1ζ1=0Qτ,ζ1+ζ2(ya1 ; ya3) . (2.83)
In the last line we used (2.57). By analogous arguments, we have
1ζ2=0
τ
∫
dya2
∣∣Wa2τ (ya2 − ya∗2)∣∣Qτ,ζ1(ya1 ; ya2) δ(ya2 − ya3) 6 C τβ−1 1ζ2=0Qτ,ζ1+ζ2(ya1 ; ya3) .
(2.84)
In what follows, we prove that∫
dya2
∣∣Wa2τ (ya2 − ya∗2)∣∣Qτ,ζ1(ya1 ; ya2)Qτ,ζ2(ya2 ; ya3)
6 C
(
1 + ‖w‖Lp(Λ)
) [
1 + 1ζ1+ζ2 6=0Qτ,ζ1+ζ2(ya1 ; ya3)
]
. (2.85)
6In the case when P is a closed path, by cyclically relabelling its vertices, we can assume without loss of generality
that a = a2.
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Assuming (2.85) for the moment and recalling (2.65), we deduce by (2.83)–(2.85), (1.40), and
Proposition 2.13 (iv) that
I(P) 6 C0
(
1 + ‖w‖Lp(Λ)
)
I(Pˆ) , (2.86)
where Pˆ denotes the (open or closed) path that we obtain from P after deleting the vertex a2
and by replacing its edges {a1, a2} (carrying time ζ1) and {a2, a3} (carrying time ζ2) with the edge
{a1, a3} which now carries time ζ1 + ζ2. See Figure 2.5 below. The times carried by the edges of
the new path Pˆ still satisfy (2.68) and (2.69). We note that (2.86) together with the induction
base allows us to deduce (2.66).
ζ1
a2
ζ2
a3
a1
ζ1 + ζ2
a3
a1
Figure 2.5. The top depicts path P and the bottom depicts path Pˆ obtained after having integrated out
the vertex a2. Here, we omitted the dotted lines corresponding to the interactions for clarity.
Let us now prove (2.85). We apply (2.34) and rewrite the left-hand side of (2.85) as∫
dya2
∣∣Wa2τ (ya2 − ya∗2)∣∣Q(1)τ,ζ1(ya1 ; ya2)Q(1)τ,ζ2(ya2 ; ya3)
+
1
τ
∫
dya2
∣∣Wa2τ (ya2 − ya∗2)∣∣Q(2)τ,ζ1(ya1 ; ya2)Q(1)τ,ζ2(ya2 ; ya3)
+
1
τ
∫
dya2
∣∣Wa2τ (ya2 − ya∗2)∣∣Q(1)τ,ζ1(ya1 ; ya2)Q(2)τ,ζ2(ya2 ; ya3)
+
1
τ2
∫
dya2
∣∣Wa2τ (ya2 − ya∗2)∣∣Q(2)τ,ζ1(ya1 ; ya2)Q(2)τ,ζ2(ya2 ; ya3) . (2.87)
We now bound each of the four terms in (2.87). In estimating each term, we first apply Ho¨lder’s
inequality in ya2 .
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The first term in (2.87) is
6 ‖Wa2τ ‖Lp(Λ) ‖Q(1)τ,ζ1(ya1 ; ·)‖L2p′ (Λ) ‖Q
(1)
τ,ζ2
(· ; ya3)‖L2p′ (Λ) 6 C
(
1 + ‖w‖Lp(Λ)
)
, (2.88)
by using (2.58) and Proposition 2.15 (ii). The application of the latter is justified by Lemma 2.16.
The second term in (2.87) is
6 1
τ
‖Wa2τ ‖L∞(Λ) ‖Q(1)τ,ζ2‖L∞(Λ2)
∫
dya2 Q
(2)
τ,ζ1
(ya2 ; ya3) ,
which by (2.57) and Proposition 2.13 (i)–(ii) is
6

Cτ−1+β if d = 1
Cτ−1+β log τ if d = 2
Cτ−1/2+β if d = 3 ,
(2.89)
which in turn is bounded uniformly in τ > 1 by using (1.40). The third term in (2.87) is bounded
analogously as the second term.
The fourth term in (2.87) is
6 1
τ2
‖Wa2τ ‖L∞(Λ)
∫
dya2 Q
(2)
τ,ζ1
(ya1 ; ya2)Q
(2)
τ,ζ2
(ya2 ; ya3)
6 1
τ2−β
∫
dya2 Q
(2)
τ,ζ1
(ya1 ; ya2)Q
(2)
τ,ζ2
(ya2 ; ya3) . (2.90)
Here, we used (2.57). Furthermore, by using (2.35), we note that the expression in (2.90) is zero
when ζ1 = 0 or ζ2 = 0. Therefore, it suffices to consider the case when
ζ1, ζ2 ∈ (−1, 0) ∪ (0, 1) . (2.91)
We need to consider separately the cases when ζ1 + ζ2 6= 0 and when ζ1 + ζ2 = 0.
(1) ζ1 + ζ2 6= 0.
By (2.35), (2.91), and the semigroup property, we can rewrite the expression in (2.90) as
C
τ2−β
∫
dya2 e
−{ζ1}h/τ (ya1 ; ya2) e
−{ζ2}h/τ (ya2 ; ya3) =
C
τ2−β
e−({ζ1}+{ζ2})h/τ (ya1 ; ya3) . (2.92)
We now consider two possibilities.
(a) {ζ1}+ {ζ2} > 1.
In this case, by the proof of Proposition 2.13 (iii), the expression in (2.92) is
6 C τ−2+β+d/2 , (2.93)
which is bounded by using (1.40).
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(b) {ζ1}+ {ζ2} < 1.
In this case, we know that {ζ1}+ {ζ2} = {ζ1 + ζ2}. Hence, the expression in (2.92) is
=
C
τ2−β
e−{ζ1+ζ2}h/τ (ya1 ; ya3) ,
which by (2.35), followed by (2.36), (1.40), and (2.34) is
=
C
τ2−β
Q
(2)
τ,ζ1+ζ2
(ya1 ; ya3) 6 C τ−1+β Qτ,ζ1+ζ2(ya1 ; ya3) . (2.94)
This is an acceptable bound due to (1.40). Note that the application of (2.35) above is
justified since ζ1 + ζ2 6= 0.
(2) ζ1 + ζ2 = 0.
By (2.91) we have that ζ2 = −ζ1 6= 0. We now need to consider two possibilities.
(a) {ζ1} > 12 , i.e. ζ1 ∈ [−12 , 0) ∪ [12 , 1).
We bound the fourth term in (2.87) as
6 1
τ2
‖Wa2τ ‖L∞(Λ) ‖Q(2)τ,ζ1‖L∞(Λ2)
∫
dya2 Q
(2)
τ,−ζ1(ya2 ; ya3) 6 C τ
−2+β+d/2 , (2.95)
by (2.57) and Proposition 2.13 (ii)–(iii). The above quantity is bounded by using (1.40).
(b) {ζ1} < 12 , i.e. ζ1 ∈ (−1,−12) ∪ (0, 12).
In this case, we have {−ζ1} > 1/2, and we bound the fourth term in (2.87) as
6 1
τ2
‖Wa2τ ‖L∞(Λ) ‖Q(2)τ,−ζ1‖L∞(Λ2)
∫
dya2 Q
(2)
τ,ζ1
(ya1 ; ya2) 6 C τ−2+β+d/2 , (2.96)
again by (2.57) and Proposition 2.13 (ii)–(iii). This quantity is bounded by using (1.40).
Putting the estimates (2.88)–(2.89), (2.93)–(2.96) on all of the terms in (2.87) together, we
deduce (2.85). The inductive step now follows. This proves part (i) when ξ ∈ Br.
The claim in the case when d = 1 and ξ = Idp is shown by analogous arguments. We recall
Definition 2.12. All of the connected components of E˜ , which we denote by P˜1, . . . , P˜k, are now
closed paths (which can be loops). In this case, Iξτ,Π(t) is given by (2.29) and (2.53) is replaced by
∣∣Iξτ,Π(t)∣∣ 6 ∫
ΛV˜
dy
[
m∏
i=1
wτ (yi,1 − yi,2)
][
k∏
j=1
∏
e∈ P˜j
Jτ,e(ye, s)
]
. (2.97)
Recall that wτ is pointwise nonnegative since d = 1 and we are constructing it using Lemma 1.5.
For a ∈ V2, Waτ is still defined as in (2.55). In particular, (2.56) holds and the right-hand side of
(2.97) is
6
∥∥∥∥∥
∫
ΛV˜2
dy2
k∏
j=1
[ ∏
e∈P˜j
Jτ,e(ye, s)
∏
a∈V2(P˜j)
Waτ (ya − ya∗)
]∥∥∥∥∥
L∞y1
, (2.98)
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where we note that in (2.98), we are considering y1 ≡ yV˜1 . We modify (2.59) by defining, for
1 6 j 6 k + 1
V˜2,j ..= V˜2
∖( j−1⋃
`=1
V˜2(P˜`)
)
.
As in (2.54), for a = (ia, ϑa) ∈ V˜2, we define a∗ = (ia, 3 − ϑa) ∈ V˜2. Analogously to (2.61), we
reduce the claim to showing that for all 1 6 ` 6 k we have the recursive inequality∥∥∥∥∥
∫
Λ
V˜2,`
dyV˜2,`
k∏
j=`
[ ∏
e∈P˜j
Jτ,e(ye, s)
∏
a∈V˜2(P˜j)
Waτ (ya − ya∗)
]∥∥∥∥∥
L∞V˜2\V˜2,`
L∞y1
6 C |V˜(P˜`)|0
(
1 + ‖w‖Lp(Λ)
) |V˜2(P`)|
×
∥∥∥∥∥
∫
Λ
V˜2,`+1
dyV˜2,`+1
k∏
j=`+1
[ ∏
e∈P˜j
Jτ,e(ye, s)
∏
a∈V˜2(Pj)
Waτ (ya − ya∗)
]∥∥∥∥∥
L∞V˜2\V˜2,`+1
L∞y1
, (2.99)
for some C0 > 0.
Similarly as in (2.65), for P ∈ conn(E˜), we let
I˜(P) ..=
∫
dyV˜2(P)
∏
e∈P
Jτ,e(ye, s)
∏
a∈V˜2(P)
Waτ (ya − ya∗) .
Arguing as in the proof when ξ ∈ Bp, we obtain that (2.99) follows if we prove that
‖I˜(P)‖L∞y1L∞V˜∗(P) 6 C
|V˜(P)|
0
(
1 + ‖w‖Lp(Λ)
) |V˜2(P)| , (2.100)
for all P ∈ conn(E˜). The inductive proof of (2.66) given earlier lets us obtain (2.100) since we are
now working in dimension d = 1. More precisely, we only need to modify case (3) of the induction
base (see (2.80) above). In particular, when d = 1, we can replace the L2y1 norm by the L
∞
y1 norm
in (2.80) since ‖Gτ‖L∞(Λ2) 6 C, uniformly in τ by Proposition 2.15 (i) and the claim follows. This
finishes the proof of (i).
Remark 2.18. Let us summarize the inductive proof given in Proposition 2.17 above. We consider
the case when ξ ∈ Br. The case when d = 1 and ξ = Idr is treated analogously with appropriate
modifications in the notation. With notation as in the proof of Proposition 2.17, let P ∈ conn(E)
and recall that I(P) is given by (2.65). We again write n ..= |V(P)|.
When n = 1 and when P is a loop based at a1 ∈ V2, we have by (2.70) that
I(P) 6 ‖Wa1τ ‖Lp(Λ) ‖Gτ‖L∞(Λ2) . (2.101)
When n = 2, let c1, c2 denote the vertices in P. If c1, c2 ∈ V2 and c2 = c∗1, we have by (2.71)–(2.72)
that
I(P) 6 ‖wτ‖Lp(Λ) ‖Gτ‖2L2p′ (Λ2) +O(τ−ε0) (2.102)
for some ε0 > 0.
If c1, c2 ∈ V2 and c2 6= c∗1, we have by (2.73)–(2.79) that
I(P) 6 1
2
‖Wa1τ ‖Lp(Λ) ‖Wa2τ ‖Lp(Λ)
(
‖Q(1)τ,ζ1‖2L2p′ (Λ2) + ‖Q
(1)
τ,−ζ1‖2L2p′ (Λ2)
)
+O(τ−ε0) (2.103)
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for some ε0 > 0. For the positivity of ε0 in (2.102)–(2.103), we used (1.40).
If c1, c2 ∈ V1, i.e. if P is an open path, we have by (2.80) that
I(P) 6 ‖Gτ‖L2(Λ2) . (2.104)
When n > 3, we note that by (2.87)–(2.96), the estimate in (2.86) can be rewritten as
I(P) 6 C
(
‖Wa2τ ‖Lp(Λ) ‖Q(1)τ,ζ1(ya1 ; ·)‖L2p′ (Λ) ‖Q
(1)
τ,ζ2
(· ; ya3)‖L2p′ (Λ) +O(τ−ε0)
)
I(Pˆ) , (2.105)
for some ε0 > 0. Here, we again used (1.40) and recalled the definition of Pˆ given in (2.86).
We note that, in (2.102)–(2.103) and (2.105), the O(τ−ε0) contribution comes from all of the Q(2)
and delta function factors. All the factors involving only Q(1) give the leading order terms in
(2.101)–(2.105).
Remark 2.19. We also note that, in proving (2.101)–(2.105), the bounds giving us the leading
order terms (i.e. not the terms involving O(τ−ε0)) were obtained by applying only (2.58) and never
by applying (2.57). The leading order terms in the upper bounds (2.101)–(2.105) are the ones that
we obtain by estimating expressions involving only factors of Q(1) and no Q(2) or delta function
factors. The precise details of these steps are given in (2.70), (2.71), (2.75), and (2.88) above.
2.5. Convergence of the explicit terms. We now study the convergence of the explicit terms
as τ → ∞. Throughout this section, we use the convention that when we are working with an
r-particle operator ξ ∈ Cr, we write
(Vˆ, Eˆ , σˆ) ..=
{
(V, E , σ) if ξ ∈ Br
(V˜, E˜ , σ˜) if d = 1 and ξ = Idr .
(2.106)
Here we recall Definitions 2.6 and 2.12 above.
By Definition 2.9 and (2.33), it follows that for all e = {a, b} ∈ Eˆ with a < b, we have
Jτ,e(ye, s) = Qτ,σˆ(e)(sa−sb)(ya; yb) +
1σˆ(e)=+1 1ia=ib
τ
δ(ya − yb) . (2.107)
In light of (2.107), we define
J (1)τ,e (ye, s) ..= Q(1)τ,σˆ(e)(sa−sb)(ya; yb) . (2.108)
and
J (2)τ,e (ye, s) ..= Jτ,e(ye, s)− J (1)τ,e (ye, s)
=
1
τ
Q
(2)
τ,σˆ(e)(sa−sb)(ya; yb) +
1σˆ(e)=+1 1ia=ib
τ
δ(ya − yb) . (2.109)
In the last line, we used (2.34). By (2.36) and (2.107)–(2.109), we deduce that
0 6 J (i)τ,e (ye, s) 6 Jτ,e(ye, s) , i = 1, 2 . (2.110)
In the sequel, we use the nonnegativity of J (i)τ,e (ye, s) for i = 1, 2 without further comment.
We now define new quantities analogous to those considered in (2.26) and (2.29) above.
40
Definition 2.20. Let m, r ∈ N, t ∈ A(m),Π ∈ R(d,m, r), and ξ ∈ Cr be given. We define the
following quantities.
(i) If ξ ∈ Br, we let
I1,ξτ,Π(t) ..=
∫
ΛV
dy
[
m∏
i=1
wτ (yi,1 − yi,2)
]
ξ(y1)
∏
e∈E
J (1)τ,e (ye, s) . (2.111)
(ii) If d = 1 and ξ = Idr, we let
I1,ξτ,Π(t) ..=
∫
ΛV˜
dy
[
m∏
i=1
wτ (yi,1 − yi,2)
]∏
e∈E˜
J (1)τ,e (ye, s) . (2.112)
We now state an approximation result that makes precise the heuristic that the terms coming
from Q(2) and delta function factors are lower order and hence vanish in the limit as τ →∞.
Lemma 2.21. Fix m, r ∈ N. Given Π ∈ R(d,m, r), t ∈ A(m), we have that∣∣Iξτ,Π(t)− I1,ξτ,Π(t)∣∣→ 0 as τ →∞ uniformly in ξ ∈ Cr . (2.113)
Proof. We first prove (2.113) when ξ ∈ Br. We do this by a telescoping argument. First, we
introduce an arbitrary strict total order ≺ on the edges in E . Furthermore, we write e1  e2 if
e2 ≺ e1. By (2.108)–(2.109), we have∏
e∈E
Jτ,e(ye, s)−
∏
e∈E
J (1)τ,e (ye, s)
=
∑
e0∈E
[( ∏
e≺e0
Jτ,e(ye, s)
)
J (2)τ,e0(ye0 , s)
( ∏
ee0
J (1)τ,e (ye, s)
)]
. (2.114)
By applying (2.114), we estimate
∣∣Iξτ,Π(t)− I1,ξτ,Π(t)∣∣ 6 ∑
e0∈E
∫
ΛV
dy
[
m∏
i=1
∣∣wτ (yi,1 − yi,2)∣∣] |ξ(y1)|
×
[( ∏
e≺e0
Jτ,e(ye, s)
)
J (2)τ,e0(ye0 , s)
( ∏
ee0
J (1)τ,e (ye, s)
)]
, (2.115)
which by (2.110) is
6
∑
e0∈E
∫
ΛV
dy
[
m∏
i=1
∣∣wτ (yi,1 − yi,2)∣∣] |ξ(y1)|[( ∏
e6=e0
Jτ,e(ye, s)
)
J (2)τ,e0(ye0 , s)
]
. (2.116)
Given e0 ∈ E , let Iξτ,Π,e0(t) denote the corresponding summand in (2.116). The quantity I
ξ
τ,Π,e0
(t)
differs from the expression on the right-hand side of (2.53) only by replacing the factor Jτ,e0(ye0 , s)
by J (2)τ,e0(ye0 , s).
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Note that the proof of Proposition 2.17 gives us that Iξτ,Π,e0(t) → 0 as τ → ∞ uniformly in
ξ ∈ Br. Let us now explain this in more detail. For P ∈ conn(E), we define
Ie0(P)
..=
∫
dyV2(P)
( ∏
e∈P\{e0}
Jτ,e(ye, s)
)
×
( ∏
e∈P∩{e0}
J (2)τ,e (ye, s)
) ∏
a∈V2(P)
∣∣Waτ (ya − ya∗)∣∣ . (2.117)
In particular, for I(P) as defined in (2.65) above, we have Ie0(P) = I(P) if and only if e0 /∈ P.
We find the path P ∈ conn(E) which contains the edge e0 and we follow the arguments given in
Remark 2.18.
Namely, if n ..= |V(P)| = 1, then by arguing as in (2.70), we deduce that Ie0(P) = 0.
If n = 2, and if P is a closed path, we argue as in (2.102)–(2.103) and deduce that Ie0(P) = O(τ−ε0)
for some ε0 > 0. If P is an open path of length 2, then Ie0(P) = 0.
If n > 3, then we arrange that the vertex a2 ∈ V2 from the proof of Proposition 2.17 is adjacent to
the edge e0. By arguing as in (2.105), it follows that
Ie0(P) 6 Cτ−ε0I(Pˆ) , (2.118)
for some ε0 > 0 and for Pˆ as in (2.86). The claim for ξ ∈ Br now follows. The claim for d = 1 and
ξ = Idr follows by analogous arguments.
Recalling the definition (1.1) of h, the classical Green function is given by
G ..= h−1 . (2.119)
One has that for all x, y ∈ Λ
G(x; y) = G(y;x) > 0 . (2.120)
For a proof of (2.120), see [43, Lemma 2.23].
Definition 2.22. Let y = (ya)a∈Vˆ ∈ ΛVˆ be given. With every edge e = {a, b} ∈ Eˆ such that a < b,
we associate the integral kernel Je(ye) ..= G(ya; yb).
By (2.120), it follows that Je(ye) > 0. We henceforth use this nonnegativity property without
further comment. Note that Je(ye) is independent of time.
We now define the quantity IξΠ, which is a formal limit as τ →∞ of Iξτ,Π(t).
Definition 2.23. Let m, r ∈ N, t ∈ A(m),Π ∈ R(d,m, r), and ξ ∈ Cr be given. We define the
following quantities.
(i) If ξ ∈ Br, we let
IξΠ ..=
∫
ΛV
dy
[
m∏
i=1
w(yi,1 − yi,2)
]
ξ(y1)
∏
e∈E
Je(ye) .
(ii) If d = 1 and ξ = Idr, we let
IξΠ ..=
∫
ΛV˜
dy
[
m∏
i=1
w(yi,1 − yi,2)
]∏
e∈E˜
Je(ye) .
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Proposition 2.24. Let m, r ∈ N, Π ∈ R(d,m, r), and t ∈ A(m) be given. We have that
Iξτ,Π(t)→ IξΠ as τ →∞ uniformly in ξ ∈ Cr . (2.121)
We emphasise that the convergence in (2.121) is not uniform in t ∈ A(m). Before proceeding
with the proof of Proposition 2.24, we note a useful convergence result.
Lemma 2.25. Let t ∈ (−1, 1) and q ∈ Qd, for Qd as defined in (2.48) be given. Then, we have
‖Q(1)τ,t (x; ·)−G(x; ·)‖Lq(Λ) = ‖Q(1)τ,t (·;x)−G(·;x)‖Lq(Λ) → 0 as τ →∞ , (2.122)
uniformly in x ∈ Λ. In particular, we have
‖Q(1)τ,t −G‖Lq(Λ2) → 0 as τ →∞ . (2.123)
Proof of Lemma 2.25. We argue similarly as in the proof of Proposition 2.15. Note that (2.123)
follows from (2.122), so it suffices to prove (2.122). By (2.36) and (2.120) we get the equality of
the first two expressions in (2.123). For x, y ∈ Λ, we compute by (2.35) and (2.119)
Q
(1)
τ,t (x; y)−G(x; y) = Q(1)τ,t (y;x)−G(y;x) =
∑
k∈Zd
(
e−{t}λk/τ
τ(eλk/τ − 1) −
1
λk
)
e2piik·(x−y) . (2.124)
We note that for fixed k ∈ Zd we have
e−{t}λk/τ
τ(eλk/τ − 1) −
1
λk
→ 0 as τ →∞ , (2.125)
and ∣∣∣∣ e−{t}λk/ττ(eλk/τ − 1) − 1λk
∣∣∣∣ 6 C|k|2 + 1 . (2.126)
The claim now follows using (2.124)–(2.126), the dominated convergence theorem and arguing as
in the proof of Proposition 2.15.
We now have the necessary tools to prove Proposition 2.24.
Proof of Proposition 2.24. Recalling (2.108), we define the following auxiliary quantities.
(i) If ξ ∈ Br, we let
I2,ξτ,Π(t) ..=
∫
ΛV
dy
[
m∏
i=1
w(yi,1 − yi,2)
]
ξ(y1)
∏
e∈E
J (1)τ,e (ye, s) . (2.127)
(ii) If d = 1 and ξ = Idr, we let
I2,ξτ,Π(t) ..=
∫
ΛV˜
dy
[
m∏
i=1
w(yi,1 − yi,2)
]∏
e∈E˜
J (1)τ,e (ye, s) .
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We show that ∣∣I1,ξτ,Π(t)− I2,ξτ,Π(t)∣∣→ 0 as τ →∞ uniformly in ξ ∈ Cr . (2.128)
To this end, we use a telescoping argument. More precisely, we write
m∏
i=1
wτ (yi,1 − yi,2)−
m∏
i=1
w(yi,1 − yi,2)
=
m∑
n=1
[
n−1∏
i=1
wτ (yi,1 − yi,2)
](
wτ (yn,1 − yn,2)− w(yn,1 − yn,2)
)[ m∏
i=n+1
w(yi,1 − yi,2)
]
. (2.129)
We fix n ∈ {1, . . . ,m} and consider the contribution to I1,ξτ,Π(t)−I2,ξτ,Π(t) coming from the n-th term
in (2.129). We need to modify (2.55) above. For a ∈ V2 and with the same notation as in (2.55),
we define the interaction W˜aτ by
W˜aτ ..=

wτ if a ∈ Pj , a∗ ∈ P` for 1 6 j < ` 6 k and ia < n
wτ − w if a ∈ Pj , a∗ ∈ P` for 1 6 j < ` 6 k and ia = n
w if a ∈ Pj , a∗ ∈ P` for 1 6 j < ` 6 k and ia > n
1 if a ∈ Pj , a∗ ∈ P` for 1 6 ` < j 6 k
wτ if a, a
∗ ∈ Pj for 1 6 j 6 k and ϑa = 1, ia < n
wτ − w if a, a∗ ∈ Pj for 1 6 j 6 k and ϑa = 1, ia = n
w if a, a∗ ∈ Pj for 1 6 j 6 k and ϑa = 1, ia > n
1 if a, a∗ ∈ Pj for 1 6 j 6 k and ϑa = 2 .
(2.130)
Then the estimate (2.58) is still satisfied with Waτ replaced by W˜aτ (note that (2.57) is not). Fur-
thermore, by using Lemma 1.5 (iv) when d = 1 and Lemma 1.6 (iv) when d = 2, 3, we have
that
‖W˜a0τ ‖Lp(Λ) → 0 as τ →∞ whenever W˜a0τ = wτ − w . (2.131)
We note that by (2.130), a unique such a0 ∈ V2 exists.
We now argue as in Remark 2.18. Analogously to (2.65), given P ∈ conn(E), we define
I′(P) ..=
∫
dyV2(P)
∏
e∈P
J (1)τ,e (ye, s)
∏
a∈V2(P)
∣∣W˜aτ (ya − ya∗)∣∣ . (2.132)
We now use (2.101)–(2.105) for I′ instead of I. Note that now there are no O(τ−ε0) error terms
since we are working only with Q(1) factors. Moreover, it is important to use Remark 2.19 (properly
adapted to this context). In other words, we are only applying (2.58) for W˜aτ and we are never
applying (2.57) (which does not hold for W˜aτ ). Furthermore, when applying the induction base
(2.102) in this context, we replace wτ by wτ − w when a0 ∈ {c1, c2}. Likewise, if a0 ∈ {a1, a2}
with notation as in (2.105), then we replace the corresponding factor of Wajτ by wτ − w and we
estimate it using (2.131) instead of (2.58). In particular, we deduce that if P ∈ conn(E) is such
that a0 ∈ V2(P), then
‖I′(P)‖L2y1L∞V∗(P) → 0 as τ →∞ . (2.133)
We also obtain that ‖I′(P)‖L∞y1L∞V∗(P) → 0 if d = 1 and ξ = Idr by replacing the base case (2.102)
with (2.101) and applying the same arguments. Finally, by arguing as in the proof of Proposition
44
2.17, for the other P ∈ conn(E) we have the bounds (2.66) when ξ ∈ Br and (2.100) when d = 1
and ξ = Idr with I and I˜ replaced by I
′ respectively. Putting everything together, we obtain
(2.128).
We now show that
I2,ξτ,Π(t)→ IξΠ as τ →∞ uniformly in ξ ∈ Cr . (2.134)
We use a further telescoping argument. Let us first consider the case when ξ ∈ Br. By arguing as
in (2.115) and with the same notation, we have
∣∣I2,ξτ,Π(t)− IξΠ∣∣ 6 ∑
e0∈E
∫
ΛV
dy
[
m∏
i=1
∣∣w(yi,1 − yi,2)∣∣] |ξ(y1)|
×
[( ∏
e≺e0
J (1)τ,e (ye, s)
)∣∣J (1)τ,e0(ye0 , s)− Je0(ye0)∣∣
( ∏
ee0
Je(ye)
)]
. (2.135)
We fix e0 ∈ E and consider the corresponding term on the right-hand side of (2.135). Let us define
J˜τ,e(ye, s) ..=

J (1)τ,e (ye, s) if e ≺ e0∣∣J (1)τ,e0(ye0 , s)− Je0(ye0)∣∣ if e = e0
Je(ye) if e  e0 .
(2.136)
Given a ∈ V2, we define Wa analogously as in (2.55) with wτ replaced by w. Then Wa satisfies
‖Wa‖Lp(Λ) 6 1 + C‖w‖Lp(Λ) as in (2.58). Given P ∈ conn(E), we define
I′′(P) ..=
∫
dyV2(P)
∏
e∈P
J˜τ,e(ye, s)
∏
a∈V2(P)
∣∣Wa(ya − ya∗)∣∣ . (2.137)
We now apply (2.101)–(2.105) and Remark 2.19 with proper modifications to the context of I′′.
More precisely, all factors of wτ are replaced by w. The factor corresponding to the edge e, which
was previously of the form Q
(1)
τ,ζ gets replaced by |Q(1)τ,ζ − G| if e = e0 and by G if e > e0. In
order to deduce this, we use (2.108), Definition 2.22, and (2.136). Finally, we use Lemma 2.16
and Lemma 2.25 and deduce (2.134) when ξ ∈ Br. The proof of (2.134) when d = 1 and ξ = Idr
proceeds analogously, with minor notational modifications. We omit the details. The claim of the
proposition now follows by using Lemma 2.21, (2.128), and (2.134).
Given m, r ∈ N and ξ ∈ Cr, we let
aξ∞,m ..=
(−1)m
m! 2m
∑
Π∈R(d,m,r)
IξΠ , (2.138)
for IξΠ as given by Definition 2.23. We now show that this quantity corresponds to the limit as
τ →∞ of the explicit term aξτ,m given by (2.6).
Proposition 2.26. Let m, r ∈ N be given. We have
aξτ,m → aξ∞,m as τ →∞ uniformly in ξ ∈ Cr .
Proof. The claim follows from (2.31), (2.138), Proposition 2.24, Proposition 2.17 (i), and the dom-
inated convergence theorem.
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2.6. Bounds on the remainder term. This section is devoted to estimating the quantum
remainder term Rξτ,M (z) given by (2.7). Since we have already proved the required upper bound on
the explicit terms in Proposition 2.17 (ii) above, most of the arguments will follow in a similar way
as in the case of bounded interaction potentials [43, Section 2.7]. We will emphasise the necessary
modifications and refer the reader to [43, Section 2.7] for more details and explanations. We recall
that for d = 2, 3, we are taking η ∈ (0, 1/4] in (1.36). Strictly speaking, this was not necessary for
the previous sections, but in this section, we use it crucially. For d = 1, we take η = 0. We now
state the main result of the section.
Proposition 2.27. Let r,M ∈ N, ξ ∈ Cr, and z ∈ C with Re z > 0 be given. Then Rξτ,M (z) given
by (2.7) satisfies the following bounds.
(i) If d = 2, 3, we have
|Rξτ,M (z)| 6
(
Cr
η2
)r [C(1 + ‖w‖Lp(Λ))
η2
]M
|z|M M ! .
(ii) If d = 1, we have
|Rξτ,M (z)| 6 (Cr)r CM (1 + ‖w‖Lp(Λ))M |z|M M ! .
Proof. We first prove (i). Let us recall some notation used in the proof of [43, Proposition 2.27].
For 0 < tM < · · · < t2 < t1 < 1 − 2η (as in the support of the time integral in (2.7), up to
measure zero), we let u1 ..= 1− 2η − t1 and uj ..= tj−1 − tj for j = 2, . . . ,M . Furthermore, we let
u ..= (u1, . . . , uM ) and |u| ..= u1 + · · ·+ uM . We then rewrite (2.7) as
Rξτ,M (z) = (−1)M
zM
(1− 2η)M
∫
(0,1−2η)M
du 1|u|<1−2η g
ξ
τ,M (z,u) , (2.139)
for
gξτ,M (z,u)
..= Tr
(
Θτ (ξ) e
−(η+u1)Hτ,0 Wτ e−u2Hτ,0 Wτ e−u3Hτ,0 · · ·
· · · e−uM Hτ,0 Wτ e−(1−2η−|u|) (Hτ,0+
z
1−2η Wτ ) e−η Hτ,0
)/
Tr
(
e−Hτ,0
)
.
We henceforth work with u ∈ (0, 1− 2η)M such that |u| < 1− 2η. As in [43, (2.84)], we have
|gξτ,M (z,u)| 6
∥∥e−ηHτ,0 Θτ (ξ) e−η/2Hτ,0∥∥S˜2/(3η)(F) ∥∥e−(1−2η−|u|) (Hτ,0+ z1−2ηWτ )∥∥S˜1/(1−2η−|u|)(F)
× ∥∥e−(η/2+u1)Hτ,0 Wτ e−u2Hτ,0 Wτ e−u3Hτ,0 · · · e−uM Hτ,0 Wτ∥∥S˜1/(η/2+|u|)(F) . (2.140)
Here, we are working with the rescaled Schatten norms given by
‖A‖S˜q(F) ..=
{
‖A‖Sq(F)
/(
Tr(e−Hτ,0)
)1/q
if q ∈ [1,∞)
‖A‖S∞(F) if q =∞ .
The estimate (2.140) then follows by applying cyclicity of the trace and Ho¨lder’s inequality in
Schatten spaces. For details of the latter, see [43, Lemma 2.28].
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We now estimate each of the three factors on the right-hand-side of (2.140). By [43, Lemma
2.32], the first term on the right-hand side of (2.140) is
6 (Crη−2)r . (2.141)
Note that the proof of [43, Lemma 2.32] directly applies since this term does not depend on the
interaction.
In order to estimate the second term on the right-hand side of (2.140), we first note that the
operator Wτ is positive. In order to do this, we expand wτ into a Fourier series in (1.34) and obtain
that
Wτ =
1
2
∑
k∈Zd
wˆτ (k)
[ ∫
dx e2piik·x
(
φ∗τ (x)φτ (x)− %τ
)] [ ∫
dy e2piik·y
(
φ∗τ (y)φτ (y)− %τ
)]∗
(2.142)
which is positive by Lemma 1.6 (i). The proof of [43, Lemma 2.30] now shows that for all t ∈ (0, 1)
we have ∥∥∥e−t (Hτ,0+ z1−2η Wτ )∥∥∥
S˜1/t(F)
6 1 (2.143)
By arguing analogously as in the proof of [43, Lemma 2.29], we deduce that the third term on
the right-hand side of (2.140) is
6
(
CM2η−2(1 + ‖w‖Lp(Λ)
)M
. (2.144)
The only difference in the proof is that we use Proposition 2.17 (iii) instead of [43, Proposition
2.20] (for the details of this step in the context of bounded interaction potentials, see [43, (2.88)]).
Using (2.141)–(2.144) in (2.140), we obtain that
|gξτ,M (z,u)| 6
(
Cr
η2
)r [C(1 + ‖w‖Lp(Λ))
η2
]M
M ! . (2.145)
Substituting (2.145) into (2.139), we deduce (i).
We note that (ii) follows from the Feynman-Kac formula and the proof of Proposition 2.17 with
ξ replaced by ξ˜ ∈ Cr, which is the operator whose kernel is the absolute value of the kernel of ξ.
The arguments are analogous to those in [43, Proposition 4.5, Corollary 4.6] when ξ ∈ Br with
minor modifications when ξ = Idr (for the details of the latter see [43, Section 4.2]).
We recall the function Aξτ given in (2.5).
Lemma 2.28. Let r ∈ N and ξ ∈ Cr be given. The function Aξτ is analytic in the right-half plane
{z ∈ C ,Re z > 0}.
Proof. We argue analogously as in the proof of [43, Lemma 2.34]. The proof carries over since by
Lemma 1.6 (ii) (when d = 2, 3) and Lemma 1.5 (ii) (when d = 1), the operator Wτ is bounded
on the range of P (6n), which is defined to be the orthogonal projection onto
⊕n
n′=0H
(n′) ⊆ F .
Furthermore, Wτ is positive by (2.142) when d = 2, 3 and by using Lemma 1.5 (i) when d = 1.
Namely when d = 1, we use (1.28) to rewrite (2.27) as
Wτ =
1
2
∫
dx dy wτ (x− y)
[
φ∗τ (x)φ
∗
τ (y)
] [
φ∗τ (x)φ
∗
τ (y)
]∗ > 0 .
Once one has these two ingredients, the rest of the proof follows in the same way. We refer the
reader to the proof of [43, Lemma 2.34] for the full details.
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3 Analysis of the classical system
3.1. General framework. As in Section 2, we assume throughout this section that w is a d-
admissible interaction potential as in Definition 1.1. In order to study the classical system for
d = 2, 3, we first prove Lemma 1.4 (i), which gives us the construction of the classical interaction W .
Recall that the construction of the classical interaction when d = 1 does not require renormalisation
and is given in (1.13)–(1.14) above. Before proceeding to this proof, let us set up some notation
and conventions that we will use in all dimensions.
In addition to the classical Green function (2.119), we also work with the truncated classical
Green function. Given K ∈ N and recalling (1.2)–(1.3), we define G[K] : Λ× Λ→ C by
G[K](x; y)
..=
∑
|k|6K
1
λk
ek(x) ek(y) . (3.1)
One can then rewrite (1.16) as %[K] = G[K](0; 0) = G[K](x;x) for all x ∈ Λ. We note a convergence
result for the G[K].
Lemma 3.1. Let q ∈ Qd, for Qd as in (2.48). Then, we have
‖G[K](x; ·)−G(x; ·)‖Lq(Λ) = ‖G[K](·;x)−G(·;x)‖Lq(Λ) → 0 as K →∞ ,
uniformly in x ∈ Λ.
Proof. For x, y ∈ Λ and K ∈ N we write
G[K](x; y)−G(x; y) = G[K](y;x)−G(y;x) = −
∑
|k|>K
1
λk
e2piik·(x−y) . (3.2)
The claim now follows by arguing as in the proof of Proposition 2.15 (i).
Throughout this section, we use the classical Wick theorem applied to polynomials of the
classical free field (1.10) or its truncated version (1.15). In order to encode the pairings that one
obtains in this way, we can use the graph structure given in Definitions 2.2, 2.3, and 2.6 when
d = 2, 3 and in Definition 2.11 when d = 1. The main difference is that now the classical fields
commute and so it is no longer necessary to impose the order as in Definition 2.2 (ii) when d = 2, 3
(or with appropriate modifications when d = 1). As in Definition 2.2, each vertex (i, ϑ, δ) ∈ X
corresponds to a factor of φ or φ¯ (φ[K] or φ¯[K] in the truncated setting), where the φ, φ[K] are
obtained by replacing the φτ and the φ¯, φ¯[K] are obtained by replacing the φ
∗
τ . In other words, the
former case corresponds to δ = +1 and the latter to δ = −1. Furthermore, the i indexes the factors
of the interaction w for i = 1, . . . ,m and the observable ξ when i = m + 1. From context, it will
be clear whether we are working in the truncated setting or not. We adapt a lot of conventions
and notation from Section 2.2 without further comment. With this setup, we now prove Lemma
1.4 (i). Note that proof of Lemma 1.4 (ii) is given in Section 4.3 below.
Proof of Lemma 1.4 (i). In order to prove the claim, it suffices to show that W[K] converges in
Lm(µ) for m an even integer. We consider K1, . . . ,Km ∈ N with min{M1, . . . ,Mm} = K and we
let TK ..=
∫
dµW[K1] · · ·W[Km]. We want to show that TK converges to a limit as K → ∞ and
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that this limit does not depend on K ..= (K1, . . . ,Km). By (1.15) and (3.1), we note that for all
x, y ∈ Λ and L,M ∈ N, we have∫
dµφ[L](x) φ¯[M ](y) = G[L∧M ](x; y) . (3.3)
Here L ∧M denotes the minimum of {L,M}.
By using Wick’s theorem, Definitions 2.2, 2.3, and 2.6 and (3.3), we can write
TK =
1
2m
∑
Π∈R(m,0)
IK,Π , (3.4)
where with (V, E) ≡ (VΠ, EΠ) as in Definition 2.6, we define
IK,Π ..=
∫
V
dy
[
m∏
i=1
w(yi,1 − yi,2)
] ∏
{a,b}∈E
G[Kia∧Kib ](ya; yb) . (3.5)
Furthermore, we let
IΠ ..=
∫
V
dy
[
m∏
i=1
w(yi,1 − yi,2)
] ∏
{a,b}∈E
G(ya; yb) . (3.6)
Note that, IΠ = I∅Π by taking r = 0 in Definition 2.23 (i). In particular, by Proposition 2.17 (i)
and Proposition 2.24, we have that IΠ is well-defined and finite.
By (3.4), it suffices to show that for all Π ∈ R(m, 0) we have
IK,Π → IΠ as K →∞ . (3.7)
The proof of (3.7) follows by using an analogous telescoping argument to the one used in the proof
of (2.134) above. The only difference is that, instead of Lemma 2.25, we use Lemma 3.1. The proof
is now concluded as in [43, Proof of Lemma 1.5; given in Section 3.1].
3.2. The perturbative expansion. Analogously to (2.2), given ξ ∈ Cr, we define the random
variable
Θ(ξ) ..=
∫
dx1 · · · dxr dy1 · · · dyr ξ(x1, . . . , xr; y1, . . . , yr) φ¯(x1) · · · φ¯(xr)φ(y1) · · ·φ(yr) . (3.8)
Furthermore, analogously to (2.3), we write
ρ(Θ(ξ)) =
∫
Θ(ξ) e−zW dµ∫
e−zW dµ
=
ρˆ1(Θ(ξ))
ρˆ1(1)
,
where for z ∈ C with Re z > 0 and X ≡ X(ω) a random variable we define
ρˆz(X) ..=
∫
X e−zW dµ . (3.9)
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Given M ∈ N, we expand the exponential in e−zW up to order M to obtain that
Aξ(z) ..= ρˆz(Θ(ξ)) =
M−1∑
m=0
aξm z
m +RξM (z) , (3.10)
where
aξm
..=
(−1)m
m!
∫
Θ(ξ)Wm dµ (3.11)
and
Rξm(z)
..=
(−1)M zM
M !
∫
Θ(ξ)WM e−z
′W dµ , (3.12)
for some z′ ∈ [0, z].
We recall the definition of aξ∞,m given by (2.138) above.
Lemma 3.2. Given m, r ∈ N and ξ ∈ Cr, we have aξm = aξ∞,m.
Proof. When d = 1, the claim follows from (1.13), (2.138) and (3.11) by applying Wick’s theorem.
Let us now consider the case when d = 2, 3. We use Lemma 1.4 (i) and argue as in the proof
of [43, Lemma 3.1] to deduce that (3.11) can be rewritten as
aξm =
(−1)m
m! 2m
lim
K→∞
∑
Π∈R(d,m,r)
Iξ[K],Π , (3.13)
where for K ∈ N we let
Iξ[K],Π ..=
∫
ΛV
dy
[
m∏
i=1
w(yi,1 − yi,2)
]
ξ(y1)
∏
e∈E
J[K],e(ye) (3.14)
and for e ∈ E ≡ EΠ
J[K],e(ye) ..=
{
G(ya; yb) if e = {a, b} for a, b ∈ V1
G[K](ya; yb) if e = {a, b} for a ∈ V2 or a ∈ V2 .
(3.15)
By applying a telescoping argument analogously as in the proof of (2.134) (see also the proof
of (3.7) above) and by using Lemma 3.1, we deduce that
Iξ[K],Π → IξΠ as K →∞ . (3.16)
Here IξΠ is given by Definition 2.23 (i). The claim now follows from (2.138), (3.13), and (3.16).
We can now deduce upper bounds on the explicit terms in the expansion (3.10).
Corollary 3.3. Given m, r ∈ N and ξ ∈ Cr, we have
|aξm| 6 (Cr)r Cm (1 + ‖w‖Lp(Λ))mm! .
Proof. The claim follows from Proposition 2.17 (ii), Proposition 2.26, and Lemma 3.2.
Furthermore, we can estimate the remainder term (3.12).
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Proposition 3.4. Given M, r ∈ N, ξ ∈ Cr, and z ∈ C with Re z > 0, we have
|RξM (z)| 6 (Cr)r CM (1 + ‖w‖Lp(Λ))M |z|M M ! .
Proof. We first note that W > 0. When d = 1, this follows from (1.13) and Definition 1.1 (ii).
When d = 2, 3, we argue as in (2.142). Namely, we use (1.17) and Definition 1.1 (iii) to deduce
that for K ∈ N, we have
W[K] =
1
2
∑
k∈Zd
wˆ(k)
∣∣∣∣ ∫ dx e2piik·x(|φ[K](x)|2 − %[K])∣∣∣∣2 > 0 . (3.17)
The nonnegativity of W then follows from (3.17) and Lemma 1.4 (i).
For ξ ∈ Br, we deduce the claim by arguing as in the proof of [43, Lemma 3.3]. Namely, we use
the nonnegativity of the interaction, take absolute values, and use the Cauchy-Schwarz inequality
|RξM (z)| 6
|z|M
M !
(∫
Θ(ξ)2 dµ
)1/2(∫
W 2M dµ
)1/2
. (3.18)
For the second factor in (3.18) we use Wick’s theorem and for the third, we use Corollary 3.3 with
m = 2M and r = 0 (in this case, the observable is ξ = ∅). We hence deduce that the right-hand
side of (3.18) is
6 |z|
M
M !
(Cr)r (1 + ‖w‖Lp(Λ))M (CM)2M 6 (Cr)r CM (1 + ‖w‖Lp(Λ))M |z|M M ! . (3.19)
For d = 1 and ξ = Idr, we have Θ(ξ) = (
∫
dx |φ(x)|2)r > 0. Hence, again using the nonnegativity
of W , we obtain that
|RξM (z)| 6
|z|M
M !
∫
Θ(ξ)WM dµ 6 (Cr)r CM (1 + ‖w‖Lp(Λ))M |z|M M ! ,
by applying Corollary 3.3 with m = M .
We have a classical analogue of Lemma 2.28.
Lemma 3.5. Let r ∈ N and ξ ∈ Cr be given. The function Aξ given by (3.10) is analytic in the
right-half plane {z ∈ C ,Re z > 0}.
Proof. We can take derivatives in z by differentiating under the integral sign in (3.9) with X = Θ(ξ).
This is justified by analogous arguments as in the proof of Proposition 3.4 (with a higher power of
W ). The analyticity of Aξ in the right-half plane follows.
3.3. Proof of Theorem 1.9. We now have all the ingredients needed to prove Theorem 1.9. With
what we have obtained so far, the method of proof is now analogous to the proof of [43, Theorem
1.6] (given in [43, Section 3.3]) when d = 2, 3, of [43, Theorem 1.8] when d = 1 and ξ ∈ Br (given
in [43, Section 4.3]) and of [43, Theorem 1.9] when d = 1 and ξ = Idr (given in [43, Section 4.4]).
We outline the main ideas and refer the reader to [43] for further details.
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Proof of Theorem 1.9. Let us first show (ii). We need to show that
ρητ (Θτ (ξ))
τ→∞−→ ρ(Θ(ξ)) uniformly in ξ ∈ Br . (3.20)
Namely, assuming (3.20), by using the duality S2(H(r)) ∼= S2(H(r))∗, we indeed have
‖γητ,r − γr‖S2(H(r)) = sup
ξ∈Br
∣∣Tr (γητ,rξ − γrξ)∣∣ = sup
ξ∈Br
∣∣ρη(Θτ (ξ))− ρ(Θ(ξ))∣∣ τ→∞−→ 0 . (3.21)
Note that (3.20) follows if we prove that
ρˆητ,1(Θτ (ξ))
τ→∞−→ ρˆ1(Θ(ξ)) uniformly in ξ ∈ Br . (3.22)
Let us now show (3.22). We work with the functions Aξτ and Aξ defined in (2.5) and (3.10)
respectively and apply Proposition 1.11. By Lemma 2.28 and Lemma 3.5, we know that both of
these functions are analytic in the right-half plane. In particular, recalling (1.47), they are analytic
in CR for all R > 0. In particular, we consider R = 2 so that 1 ∈ CR.
In C2, we perform the expansion (1.48) according to (2.5) and (3.10). By Proposition 2.17 (ii),
Corollary 3.3, Proposition 2.27 (i), and Proposition 3.4, we know that (1.49)–(1.50) hold with
ν =
(
Cr
η2
)r
, σ =
C(1 + ‖w‖Lp(Λ))
η2
. (3.23)
We can now deduce (3.22) by setting z = 1 in Proposition 1.11.
We now prove (i). Note that (3.20)–(3.21) still hold when d = 1, with η = 0 and the appropriate
modifications of the graph structure. Furthermore, if we let ξ = Idr, the proof of (3.22) shows that
ρˆτ,1(Θτ (Idr))
τ→∞−→ ρˆ1(Θ(Idr)) ,
which implies that
ρτ (Θτ (Idr))
τ→∞−→ ρ(Θ(Idr)) .
The latter convergence can be rewritten as
Tr γτ,r
τ→∞−→ Tr γr . (3.24)
Using (1.19) and (1.38), one can show that γτ,r and γr are positive operators. We can now deduce
(1.41) from (3.21) (applied for d = 1), (3.24) and [43, Lemma 4.10] (which, in turn, is based
on [88, Lemma 2.20]). We hence deduce the claim in (i).
4 Endpoint-admissible interaction potentials
4.1. General framework. We recall that in Sections 2 and 3, we were always considering inter-
action potentials w, which were d-admissible as in Definition 1.1. In this section, we fix d = 2 and
consider an interaction potential w which is endpoint admissible as in Definition 1.2. Furthermore,
for τ > 1, we let wτ be given by Lemma 1.7. In this construction, we are always considering the
parameter β ∈ B2 ≡ (0, 1) as in (1.40). We adapt all of the conventions and notation accordingly.
Throughout this section, we fix ε > 0 small and L > 0 as in Definition 1.2 (iv). Furthermore, we
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fix δ = ε/2 as in Lemma 1.7. In the sequel, we use the observation that w ∈ H−1+δ(Λ) and that
‖w‖H−1+δ(Λ) 6 CL by Lemma 1.7 (i).
The graphical setup that we consider in this section is the same as the one given in Section 2.2
when d = 2. We are always considering Hilbert-Schmidt observables ξ ∈ Br ≡ Cr. All of the other
conventions and notation are the same as before.
Let us recall that, by Definition 1.2, w is assumed to be pointwise nonnegative (in addition to
being of positive type). This allows us to work with wτ pointwise nonnegative as in Lemma 1.7 (iv)
(see (A.30)–(A.31) below). These pointwise nonnegativity conditions are used in the proof of the
convergence of the explicit terms given in Proposition 4.7. In particular, we can take absolute values
and obtain (4.50)–(4.52) below. This is the only place where we use the pointwise nonnegativity
of the interaction, albeit in a crucial way. At this step, it is important to keep in mind that the
absolute value map is not continuous on Hs(Λ) for s < 0, see Remark 4.9 below.
We recall that the analysis in Sections 2–3 relied primarily on bounds on the quantum and
classical Green functions (see Proposition 2.13, Proposition 2.15, and Lemma 2.25 above). Once
we had such bounds at our disposal, we never needed to explicitly use the translation invariance of
the Green functions. In this section, we use the translation invariance of the Green functions on the
torus in a crucial way. In order to motivate why we need this, we observe that translation invariance
allows us to use the decay in Fourier space of w from Definition 1.2 (iv) to obtain the finiteness of
(1.46) above when w is an endpoint-admissible interaction potential. For further details, see the
proof of Proposition 4.3 below.
Given x ∈ Λ and with notation as in (2.20), we define
Gτ,t(x) ..= Gτ,t(x; 0) for t > −1 . (4.1)
Furthermore, we let
Gτ ..= Gτ,0 . (4.2)
Note that (4.2) is consistent with (2.19) and (4.1). Recalling (2.33) and (2.35), we define for x ∈ Λ
and t ∈ (−1, 1)
Qτ,t(x) ..= Qτ,t(x; 0) , Q
(j)
τ,t (x)
..= Q
(j)
τ,t (x; 0) , j = 1, 2 . (4.3)
In this setting, (2.34) can be rewritten as
Qτ,t = Q
(1)
τ,t +
1
τ
Q
(2)
τ,t . (4.4)
The appropriate modifications of (2.36) and (2.37) also hold. We note several estimates that are
analogous to those in Propositions 2.13 and 2.15.
Lemma 4.1. There exist constants C1, C2 > 0 such that for all τ > 1 and t ∈ (−1, 1), we have the
following estimates.
(i) ‖Q(1)τ,t ‖L∞(Λ) 6 C1 log τ .
(ii) For all s < 1 we have ‖Q(1)τ,t ‖Hs(Λ) 6 C(s).
(iii)
∫
dyQ
(2)
τ,t (y) 6 1.
(iv) If {t} > 12 , then we have ‖Q
(2)
τ,t ‖L∞(Λ) 6 C1τ .
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(v) For all x ∈ Λ we have Qτ,t(x) > Q(1)τ,t (x) > C2.
Proof. Claims (i), (iii), (iv), and (v) follow immediately from (4.3) and Proposition 2.13. In order
to prove claim (ii), we recall (2.52) and use (4.3) to deduce that for all k ∈ Z2∣∣(Q(1)τ,t )̂(k)∣∣ 6 Cλk . (4.5)
We hence obtain (ii) from (4.5) by arguing as in the proof of (2.51).
In the sequel, we use a general product estimate in Sobolev spaces.
Lemma 4.2. Let s > 0 and α ∈ (0, 1) be given. Then, for all f, g ∈ Hmax{s+α,1−α}(Λ), we have
‖fg‖Hs(Λ) .s,α ‖f‖Hs+α(Λ) ‖g‖H1−α(Λ) + ‖f‖H1−α(Λ) ‖g‖Hs+α(Λ) .
Proof. We have
‖fg‖Hs(Λ) ∼s
∥∥∥∥∥〈k〉s ∑
k′∈Z2
fˆ(k − k′) gˆ(k′)
∥∥∥∥∥
`2k
6
∥∥∥∥∥〈k〉s ∑
k′∈Z2
|fˆ(k − k′)| |gˆ(k′)|
∥∥∥∥∥
`2k
.s
∥∥∥∥∥ ∑
k′∈Z2
〈k − k′〉s |fˆ(k − k′)| |gˆ(k′)|
∥∥∥∥∥
`2k
+
∥∥∥∥∥ ∑
k′∈Z2
|fˆ(k − k′)| 〈k′〉s |gˆ(k′)|
∥∥∥∥∥
`2k
,
which by Plancherel’s theorem is
∼s
∥∥∥(〈D〉s F−1 |fˆ |)F−1 |gˆ|∥∥∥
L2(Λ)
+
∥∥∥F−1 |fˆ |(〈D〉s F−1 |gˆ|)∥∥∥
L2(Λ)
. (4.6)
In (4.6), 〈D〉s denotes the Fourier multiplier operator with symbol 〈k〉s and F−1 denotes the inverse
Fourier transform. By Ho¨lder’s inequality, the expression in (4.6) is
6
∥∥〈D〉s F−1 |fˆ |∥∥
L
2
1−α (Λ)
∥∥F−1 |gˆ|∥∥
L
2
α (Λ)
+
∥∥F−1 |fˆ |∥∥
L
2
α (Λ)
∥∥〈D〉s F−1 |gˆ|∥∥
L
2
1−α (Λ)
,
which is
.s,α ‖f‖Hs+α(Λ) ‖g‖H1−α(Λ) + ‖f‖H1−α(Λ) ‖g‖Hs+α(Λ)
by using the Sobolev embeddings Hα(Λ) ↪→ L 21−α (Λ) and H1−α(Λ) ↪→ L 2α (Λ), as well as the fact
that L2-based Sobolev norms are invariant under taking absolute values of the Fourier transform.
4.2. The quantum system. As in Section 2.4, we first need to show the upper bound (1.49) on
the explicit terms aτ,m given by (2.6) (where now wτ is given by Lemma 1.7). More precisely, we
prove an analogue of Proposition 2.17.
Proposition 4.3. Fix m, r ∈ N. Given Π ∈ R(d,m, r), t ∈ A(m), the following estimates hold
uniformly in ξ ∈ Br and τ > 1.
(i) We have ∣∣Iξτ,Π(t)∣∣ 6 Cm+r0 (1 + ‖w‖L1(Λ) + L)m ,
for some C0 > 0.
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(ii) |aξτ,m| 6 (Cr)r Cm (1 + ‖w‖L1(Λ) + L)mm! .
(iii) |f ξτ,m(t)| 6 Cm+r (1 + ‖w‖L1(Λ) + L)m (2m+ r)! .
Proof. As in the proof of Proposition 2.17, claims (ii) and (iii) follow from claim (i), so we need
to prove (i). We argue similarly and use the same notation as in the proof of Proposition 2.17 (i).
Since wτ > 0 by Lemma 1.7 (iv), we note that (2.53) now becomes
∣∣Iξτ,Π(t)∣∣ 6 ∫
ΛV
dy
[
m∏
i=1
wτ (yi,1 − yi,2)
] ∣∣ξ(y1)∣∣ [ k∏
j=1
∏
e∈Pj
Jτ,e(ye, s)
]
. (4.7)
Given a ∈ V2, we define Waτ as in (2.55). By Lemma 1.7 (iv), we have that Waτ > 0 pointwise and,
by Lemma 1.7 (i), (ii), (iii), (v), (vi), we have that
‖Waτ ‖H−1+δ(Λ) 6 1 + ‖wτ‖H−1+δ(Λ) 6 1 + CL . (4.8)
0 6 Ŵaτ 6 1 + L . (4.9)
‖Waτ ‖L∞(Λ) 6 τβ . (4.10)
‖Waτ ‖L1(Λ) 6 1 + ‖wτ‖L1(Λ) 6 1 + C‖w‖L1(Λ) . (4.11)
By arguing analogously as for (2.66), we reduce the claim to showing that for all P ∈ conn(E), we
have
‖I(P)‖L2y1L∞V∗(P) 6 C
|V(P)|
0
(
1 + ‖w‖L1(Λ) + L
) |V2(P)| , (4.12)
where
I(P) ..=
∫
dyV2(P)
∏
e∈P
Jτ,e(ye, s)
∏
a∈V2(P)
Waτ (ya − ya∗) . (4.13)
We prove (4.12) by using induction on n ..= |V(P)|, as in the proof of (2.66). We define the times
associated to the edges of P as in (2.67) above.
Base of induction: n = 2. We consider three cases.
(1) P is a closed path connecting a1, a2 ∈ V2 satisfying a2 = a∗1.
In this case, we have
I(P) =
∫
dya1 dya2 wτ (ya1 − ya2) G2τ (ya1 − ya2) +
1
τ
∫
dya1 wτ (0) Gτ (0)
=
∫
dxwτ (x) G
2
τ (x) +
1
τ
wτ (0) Gτ (0) ,
which by duality and Lemma 4.2 with s = 1− δ and α = δ/2 is
6 ‖wτ‖H−1+δ(Λ) ‖G2τ‖H1−δ(Λ) +
1
τ
‖wτ‖L∞(Λ) ‖Gτ‖L∞(Λ)
.δ ‖wτ‖H−1+δ(Λ) ‖Gτ‖2H1−δ/2(Λ) +
1
τ
‖wτ‖L∞(Λ) ‖Gτ‖L∞(Λ) . (4.14)
Using Lemma 1.7 (i), Lemma 4.1 (ii), Lemma 1.7 (v), Lemma 4.1 (i), and (1.40), we deduce
that the expression in (4.14) is
6 C‖wτ‖H−1+δ(Λ) + Cτ−1+β log τ 6 C(1 + ‖w‖H−1+δ(Λ)) 6 C(1 + L) . (4.15)
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(2) P is a closed path connecting a1, a2 ∈ V2 satisfying a2 6= a∗1.
Using (4.4) and arguing as in (2.74), we deduce that in this case we can rewrite I(P) as∫
dya1 dya2Wa1τ (ya1 − ya∗1)Wa2τ (ya2 − ya∗2) Q
(1)
τ,ζ1
(ya1 − ya2) Q(1)τ,−ζ1(ya2 − ya1)
+
1
τ
∫
dya1 dya2Wa1τ (ya1 − ya∗1)Wa2τ (ya2 − ya∗2) Q
(2)
τ,ζ1
(ya1 − ya2) Q(1)τ,−ζ1(ya2 − ya1)
+
1
τ
∫
dya1 dya2Wa1τ (ya1 − ya∗1)Wa2τ (ya2 − ya∗2) Q
(1)
τ,ζ1
(ya1 − ya2) Q(2)τ,−ζ1(ya2 − ya1)
+
1
τ2
∫
dya1 dya2Wa1τ (ya1 − ya∗1)Wa2τ (ya2 − ya∗2) Q
(2)
τ,ζ1
(ya1 − ya2) Q(2)τ,−ζ1(ya2 − ya1) , (4.16)
where ζ1 = ±σ(e1) (sa1 − sa2) ∈ (−1, 1) \ {0}. As in the analysis of (2.74), we have that all
the integrands in (4.16) are nonnegative.
We can estimate the first term in (4.16) as
1
2
∫
dya1 dya2Wa1τ (ya1 − ya∗1)Wa2τ (ya2 − ya∗2)
[
Q
(1)
τ,ζ1
(ya1 − ya2)
]2
+
1
2
∫
dya1 dya2Wa1τ (ya1 − ya∗1)Wa2τ (ya2 − ya∗2)
[
Q
(1)
τ,−ζ1(ya2 − ya1)
]2
. (4.17)
We rewrite the first term in (4.17) as
∼
∫
dya1Wa1τ (ya1 − ya∗1)
([
Q
(1)
τ,ζ1
]2 ∗Wa2τ )(ya1 − ya∗2) ,
which by duality in the ya1 variable is
6
∥∥Wa1τ (· − ya∗1)∥∥H−1+δ(Λ) ∥∥[Q(1)τ,ζ1]2 ∗Wa2τ (· − ya∗2)∥∥H1−δ(Λ)
=
∥∥Wa1τ ∥∥H−1+δ(Λ) ∥∥[Q(1)τ,ζ1]2 ∗Wa2τ ∥∥H1−δ(Λ) . (4.18)
Note that by (4.9), we have
|(f ∗Wa2τ )̂| 6 (1 + L)|fˆ | (4.19)
for all f ∈ L1(Λ). Using (4.19), we deduce that the expression in (4.18) is
6 (1 + L)
∥∥Wa1τ ∥∥H−1+δ(Λ) ∥∥[Q(1)τ,ζ1]2∥∥H1−δ(Λ) . (4.20)
Note that, by Lemma 4.2 with s = 1− δ and α = δ2 and Lemma 4.1 (ii), we have that∥∥[Q(1)τ,ζ1]2∥∥H1−δ(Λ) 6 C(δ) ∥∥Q(1)τ,ζ1∥∥2H1−δ/2(Λ) 6 C(δ) . (4.21)
By (4.8) and (4.21), it follows that the expression in (4.20) is
6 C(δ)(1 + L)2 . (4.22)
By analogous arguments, the second term in (4.17) also satisfies the bound (4.22). This gives
us an acceptable bound for the first term in (4.16).
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For the second and third term in (4.16), we argue analogously as in the proof of (2.76). We
now set p = 1 and use (4.11) instead of (2.58). Furthermore, instead of Proposition 2.13 (ii),
we use Lemma 4.1 (iii). In the end, we obtain the upper bound of
6 Cτ−1+β log τ (1 + ‖w‖L1(Λ)) (4.23)
as in (2.76) when d = 2 and p = 1, which is acceptable.
Finally, for the fourth term in (4.16), we use Lemma 4.1 (iii), (iv), as well as (4.10) and (4.11).
We argue analogously as in (2.77)–(2.79) with d = 2 and p = 1 to get the acceptable upper
bound
6 Cτ−1+β (1 + ‖w‖L1(Λ)) . (4.24)
(3) P is an open path with vertices b1, b2 ∈ V1. We have
‖I(P)‖L2y1L∞V∗(P) = ‖Gτ‖L2(Λ) 6 C , (4.25)
uniformly in τ by Lemma 4.1 (ii).
This completes the base step and proves (4.12) when n = 2.
Inductive step. Let n ∈ N, n > 3 be given. With notation as in the inductive step of the proof of
(2.66), we find a vertex a ∈ V2(P) satisfying (2.81). With analogous notation as in the setup of
(2.82), we get that the dependence on the variable ya ≡ ya2 in (4.13) is
6 Wa2τ (ya2 − ya∗2)
[
Qτ,ζ1(ya1 − ya2) +
1ζ1=0
τ
δ(ya1 − ya2)
]
×
[
Qτ,ζ2(ya2 − ya3) +
1ζ2=0
τ
δ(ya2 − ya3)
]
. (4.26)
Furthermore, it is not possible for ζ1 = 0 and ζ2 = 0 simultaneously. The contributions to the ya2
integral coming from the single delta functions in (4.26) are estimated as in (2.83)–(2.84) by∫
dya2Wa2τ (ya2 − ya∗2)
[
1ζ1=0
τ
δ(ya1 − ya2) Qτ,ζ2(ya2 − ya3) +
1ζ2=0
τ
Qτ,ζ1(ya1 − ya2) δ(ya2 − ya3)
]
6 C τ−1+β
(
1ζ1=0 + 1ζ2=0
)
Qτ,ζ1+ζ2(ya1 − ya3) . (4.27)
Analogously to (2.85), we now prove∫
dya2Wa2τ (ya2 − ya∗2) Qτ,ζ1(ya1 − ya2) Qτ,ζ2(ya2 − ya3)
6 C
(
1 + L
) [
1 + 1ζ1+ζ2 6=0 Qτ,ζ1+ζ2(ya1 − ya3)
]
. (4.28)
Namely, if we know (4.28), by using (4.13), (4.26)–(4.27), (1.40), and Lemma 4.1 (v), we deduce
that
I(P) 6 C0
(
1 + L
)
I(Pˆ) , (4.29)
for Pˆ defined as in (2.86). As in the proof of Proposition 2.17, (4.29) implies the inductive step.
Let us now prove (4.28). By (4.4), we can rewrite the left-hand side of (4.28) as
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∫
dya2Wa2τ (ya2 − ya∗2) Q
(1)
τ,ζ1
(ya1 − ya2) Q(1)τ,ζ2(ya2 − ya3)
+
1
τ
∫
dya2Wa2τ (ya2 − ya∗2) Q
(2)
τ,ζ1
(ya1 − ya2) Q(1)τ,ζ2(ya2 − ya3)
+
1
τ
∫
dya2Wa2τ (ya2 − ya∗2) Q
(1)
τ,ζ1
(ya1 − ya2) Q(2)τ,ζ2(ya2 − ya3)
+
1
τ2
∫
dya2Wa2τ (ya2 − ya∗2) Q
(2)
τ,ζ1
(ya1 − ya2) Q(2)τ,ζ2(ya2 − ya3) . (4.30)
The first term in (4.30) is
1
2
∫
dya2Wa2τ (ya2 − ya∗2)
[
Q
(1)
τ,ζ1
(ya1 − ya2)
]2
+
1
2
∫
dya2Wa2τ (ya2 − ya∗2)
[
Q
(1)
τ,ζ2
(ya2 − ya3)
]2
. (4.31)
By symmetry, we need to consider only the first term in (4.31), which by duality in the ya2 variable
is
6 1
2
∥∥Wa2τ (· − ya∗2)∥∥H−1+δ(Λ) ∥∥[Q(1)τ,ζ1(ya1 − ·)]2∥∥H1−δ(Λ) = 12 ∥∥Wa2τ ∥∥H−1+δ(Λ) ∥∥[Q(1)τ,ζ1]2∥∥H1−δ(Λ) ,
which, in turn, by (4.8) and (4.21) is
6 C(1 + L) . (4.32)
The second and third term in (4.30) are
6 Cτ−1+β log τ (4.33)
by using the same arguments as in the proof of (2.89) with appropriate notational modifications.
Here, instead of (2.57) and Proposition 2.13 (i)–(ii), we use the analogous bound (4.10) and Lemma
4.1 (i) and (iii) respectively. With analogous notational modifications as above, the fourth term in
(4.30) is
6 Cτ−1+β
(
1 + 1ζ1+ζ2 6=0 Qτ,ζ1+ζ2(ya1 − ya3)
)
(4.34)
by using the same arguments as in (2.90)–(2.96). Here, instead of (2.57) and Proposition 2.13
(ii)–(iii), we use (4.10) and Lemma 4.1 (iii)–(iv) respectively. Combining (4.32)–(4.34), we deduce
(4.28).
Before we proceed, let us make two observations that follow from the proof of Proposition 4.3.
There are analogues of Remarks 2.18 and 2.19.
Remark 4.4. When n = 2 and c2 = c
∗
1, in the proof of Proposition 4.3, (2.102) gets replaced by
I(P) . ‖wτ‖H−1+δ(Λ) ‖Gτ‖2H1−δ/2(Λ) +O(τ−ε0) (4.35)
for some ε0 > 0. This follows from (4.14)–(4.15).
If c1, c2 ∈ V2 and c2 6= c∗1, (2.103) gets replaced by
I(P) .
∥∥Wa1τ ∥∥H−1+δ(Λ) ∥∥Ŵa2τ ∥∥`∞(Z2) ∥∥Q(1)τ,ζ1∥∥2H1−δ/2(Λ)
+
∥∥Ŵa1τ ∥∥`∞(Z2)∥∥Wa2τ ∥∥H−1+δ(Λ) ∥∥Q(1)τ,ζ2∥∥2H1−δ/2(Λ) +O(τ−ε0) . (4.36)
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for some ε0 > 0. This follows from the arguments in (4.16)–(4.24).
If c1, c2 ∈ V1, we again have (2.104). When n > 3, (2.105) gets replaced by
I(P) .
[∥∥Wa2τ ∥∥H−1+δ(Λ) (∥∥Q(1)τ,ζ1∥∥2H1−δ/2(Λ) + ∥∥Q(1)τ,ζ2∥∥2H1−δ/2(Λ))+O(τ−ε0)
]
I(Pˆ), (4.37)
for some ε0 > 0. This follows from the arguments in (4.26)–(4.34). In (4.35)–(4.37), the O(τ−ε0)
contributions come from the Q(2) and delta function factors. All the factors involving only Q(1)
give us the leading order terms in (4.35)–(4.37), and in (2.104), when we are considering an open
path with two vertices.
Remark 4.5. In proving (4.35)–(4.37), the bounds giving us the leading order terms were obtained
by applying only (4.8), (4.9), and (4.11), and never by applying (4.10). The leading order terms
in the upper bounds (4.35)–(4.37) are the ones that we obtain by estimating expressions involving
only factors of Q(1) and no factors of Q(2) or the delta function. For details, see (4.14)–(4.15),
(4.17)–(4.22), (4.25) and (4.31)–(4.32) above.
We now study the convergence of the explicit terms, as in Section 2.5. Let us first appropriately
adapt the notation to the current setting. Recalling (2.106)–(2.109) and (4.3), we write
Jτ,e(ye, s) = Qτ,σ(e)(sa−sb)(ya − yb) +
1σ(e)=+1 1ia=ib
τ
δ(ya − yb) .
J (1)τ,e (ye, s) = Q(1)τ,σ(e)(sa−sb)(ya − yb) .
J (2)τ,e (ye, s) =
1
τ
Q
(2)
τ,σ(e)(sa−sb)(ya − yb) +
1σ(e)=+1 1ia=ib
τ
δ(ya − yb) .
By properly adapting (2.26) and (2.111) to the setting of endpoint-admissible interaction potentials,
we now show that the analogue of the approximation result given in Lemma 2.21 above holds in
this setting.
Lemma 4.6. Fix m, r ∈ N. Given Π ∈ R(d,m, r), t ∈ A(m), we have that∣∣Iξτ,Π(t)− I1,ξτ,Π(t)∣∣→ 0 as τ →∞ uniformly in ξ ∈ Br .
Proof. We argue as in the proof of Lemma 2.21 and use a telescoping method. More precisely, we
argue as in (2.114)–(2.116) and reduce to showing that for e0 ∈ E , we have
Iξτ,Π,e0(t) =
∫
ΛV
dy
[
m∏
i=1
wτ (yi,1 − yi,2)
]
|ξ(y1)|
[( ∏
e6=e0
Jτ,e(ye, s)
)
J (2)τ,e0(ye0 , s)
]
→ 0 (4.38)
as τ →∞ uniformly in ξ ∈ Br. For P ∈ conn(E), as in (2.117), we work with
Ie0(P) =
∫
dyV2(P)
( ∏
e∈P\{e0}
Jτ,e(ye, s)
)
×
( ∏
e∈P∩{e0}
J (2)τ,e (ye, s)
) ∏
a∈V2(P)
Waτ (ya − ya∗) . (4.39)
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We now conclude by using Remark 4.4 and arguing as in the proof of Lemma 2.21. More precisely,
if n ..= |V(P)| = 2, then we argue as in (4.35)–(4.36) and deduce that Ie0(P) = O(τ−ε0) for some
ε0 > 0. If P is an open path of length 2, then Ie0(P) = 0. Furthermore, if n > 3, then we obtain
the analogue of (2.118) by arguing as for (4.37). Throughout the proof, it is important to use the
fact that one is not taking absolute values of the interaction in (4.38)–(4.39), since the interaction
is pointwise nonnegative. This allows us to use the estimate (4.8) (which is in general not true if
we add absolute values). See Remark 4.9 below.
Recalling the definition (2.119) of the classical Green function, we let
G(x) ..= G(x; 0) (4.40)
for x ∈ Λ. Note that by (2.120) we have that G is pointwise nonnegative. Recall the quantity IξΠ
given by Definition 2.23 (i). We now note the following analogue of Proposition 2.24.
Proposition 4.7. Let m, r ∈ N, Π ∈ R(d,m, r), and t ∈ A(m) be given. Then (2.121) holds
uniformly in ξ ∈ Br.
In the proof of Proposition 4.7, we use a modification of Lemma 2.25.
Lemma 4.8. Let t ∈ (−1, 1) and α ∈ (0, 1) be given. Then, we have
‖Q(1)τ,t −G‖H1−α(Λ) → 0 as τ →∞ .
Proof of Lemma 4.8. The claim follows from Lemma 2.25 by setting x = 0 in (2.122), recalling
(4.3), (4.40), and using the Sobolev embedding H1−α(Λ) ↪→ Lq(Λ) for q = 2α ∈ [1,∞) = Q2.
Proof of Proposition 4.7. With I2,ξτ,Π(t) defined as in (2.127), we show that∣∣I1,ξτ,Π(t)− I2,ξτ,Π(t)∣∣→ 0 as τ →∞ uniformly in ξ ∈ Br , (4.41)
as in (2.128). In order to do this, we use a telescoping argument as in (2.129) and we define W˜aτ
as in (2.130). By Definition 1.2, we have that W˜aτ satisfies (4.8) and (4.11) (albeit with a different
value of C). Furthermore, (4.9) gets replaced by∣∣(W˜aτ )̂∣∣ 6 1 + L , (4.42)
which implies
|(f ∗ W˜a2τ )̂| 6 (1 + L)|fˆ | , (4.43)
as in (4.19). Finally, (2.131) gets replaced by
‖W˜a0τ ‖H−1+δ(Λ) → 0 as τ →∞ whenever W˜a0τ = wτ − w . (4.44)
As in (2.131), a unique such a0 ∈ V2 exists.
Given P ∈ conn(E), we define
I′(P) ..=
∫
dyV2(P)
∏
e∈P
J (1)τ,e (ye, s)
∏
a∈V2(P)
W˜aτ (ya − ya∗) . (4.45)
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Note that (4.45) differs from (2.132) in the sense that we are not taking absolute values of the inter-
actions. This affects only the unique factor corresponding to a = a0 as in (4.44), since by Definition
1.2, Lemma 1.6 (iv), and (2.130) all the other factors W˜aτ , a 6= a0 are pointwise nonnegative.
Let us first show that if P ∈ conn(E) is such that a0 ∈ V2(P), then we have
‖I′(P)‖L2y1L∞V∗(P) → 0 as τ →∞ , (4.46)
as in (4.50). In order to show (4.46), we argue as in the the proof of Proposition 4.3.
We need to consider two cases. The first case is when n ..= |V(P)| = 2. Here we need to consider
two subcases7.
(1) P is a closed path connecting a0 and a
∗
0.
We argue as in (4.14)–(4.15) and use duality, Lemma 4.2 with s = 1 and α = δ2 , and Lemma
4.1 (ii) to deduce that
|I′(P)| =
∣∣∣∣ ∫ dx (wτ − w)(x) G2τ (x)∣∣∣∣
6 ‖wτ − w‖H−1+δ(Λ) ‖G2τ‖H1−δ(Λ) . ‖wτ − w‖H−1+δ(Λ) . (4.47)
(2) P is a closed path connecting a0 ≡ a1 and a2 ∈ V2 satisfying a2 6= a∗1. (Here we write a1 ≡ a0
to be consistent with the earlier notation).
We argue as in (4.16) and use the fact that Q
(1)
τ,ζ is even (by (2.36) and (4.3)) in order to write
I′(P) =
∫
dya1 dya2 W˜a1τ (ya1 − ya∗1) W˜a2τ (ya2 − ya∗2) Q
(1)
τ,ζ1
(ya1 − ya2) Q(1)τ,−ζ1(ya1 − ya2)
=
∫
dya1 W˜a1τ (ya1 − ya∗1)
[
W˜a2τ ∗
(
Q
(1)
τ,ζ1
Q
(1)
τ,−ζ1
)]
(ya1 − ya∗2) . (4.48)
By applying duality in (4.48), we deduce that
|I′(P)| 6 ∥∥W˜a1τ (· − ya∗1)∥∥H−1+δ(Λ) ∥∥∥W˜a2τ ∗ (Q(1)τ,ζ1 Q(1)τ,−ζ1)∥∥∥H1−δ(Λ) ,
which by translation invariance of Sobolev norms, the choice of a1 ≡ a0, (4.43), Lemma 4.2
with s = 1 and α = δ2 and Lemma 4.1 (ii) is
. (1 + L)‖wτ − w‖H−1+δ(Λ) . (4.49)
Note that in the proof of (4.49), we are using Lemma 4.2 with with f = Q
(1)
τ,ζ1
and g = Q
(1)
τ,−ζ1
and the fact that W˜a1τ = wτ − w.
When n > 3, our goal is to integrate the vertex a0 first. After integrating this vertex, by
Definition 1.2, Lemma 1.7 (iv), and (2.36), we are left with a nonnegative integrand. With analogous
notation for the vertices of the path P as in the proof of Proposition 4.3, we want to consider the
7This is unlike the three possible subcases in the proof of Proposition 4.3, since now P cannot be an open path.
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case when a2 ≡ a0. Note that, by (2.130), this is consistent with (2.81), so we can indeed arrange
for this to be the first vertex which we integrate.
Let us observe that the only dependence on ya0 ≡ ya2 in I′(P) is given by∫
dya2
(
wτ − w
)
(ya2 − ya∗2) Q
(1)
τ,ζ1
(ya2 − ya1) Q(1)τ,ζ2(ya2 − ya3) . (4.50)
By duality in ya2 , the expression in (4.50) is in absolute value
6
∥∥(wτ − w)(· − ya∗2)∥∥H−1+δ(Λ) ∥∥Q(1)τ,ζ1(· − ya1) Q(1)τ,ζ2(· − ya3)∥∥H1−δ(Λ) ,
which by Lemma 4.2 with s = 1− δ and α = δ2 is
.
∥∥(wτ − w)(· − ya∗2)∥∥H−1+δ(Λ) ∥∥Q(1)τ,ζ1(· − ya1)∥∥H1−δ/2(Λ) ∥∥Q(1)τ,ζ2(· − ya3)∥∥H1−δ/2(Λ)
= ‖wτ − w‖H−1+δ(Λ)
∥∥Q(1)τ,ζ1∥∥H1−δ/2(Λ) ∥∥Q(1)τ,ζ2∥∥H1−δ/2(Λ) ,
which by Lemma 4.1 (ii), (v) is
. ‖wτ − w‖H−1+δ(Λ) Q(1)τ,ζ1+ζ2(ya1 − ya3) . (4.51)
Using (4.51), the observation that all the factors in the integrand of (4.45) except
(
wτ−w
)
(ya2−ya∗2)
are nonnegative, and the triangle inequality, we obtain that
|I′(P)| 6 C0 ‖wτ − w‖H−1+δ(Λ) I′(Pˆ) , (4.52)
for Pˆ as defined in (2.86). We estimate I′(Pˆ) by arguing inductively as in the proof of Proposition
4.3. In doing so, we keep in mind Remark 4.5, the fact that W˜aτ satisfies (4.8), (4.11), and (4.42),
and the recall the base cases (2.80), (4.47), (4.49), Substituting the obtained bound on I′(Pˆ) into
(4.52), we deduce that
‖I′(P)‖L2y1L∞V∗(P) 6 C
|V(P)|
0
(
1 + ‖w‖L1(Λ) + L
)|V2(P)|−1 ‖wτ − w‖H−1+δ(Λ) . (4.53)
We hence obtain (4.46) from (4.53) and Lemma 1.5 (iv).
Suppose that now P ∈ conn(E) is such that a0 /∈ V2(P). Then, arguing as in the proof of
Proposition 4.3, we get that
‖I′(P)‖L2y1L∞V∗(P) 6 C
|V(P)|
0
(
1 + ‖w‖L1(Λ) + L
)|V2(P)| . (4.54)
Putting (4.46) and (4.54) together, using a cycle decomposition and arguing as in the proof of
(2.128), we deduce (4.41).
We now show that
I2,ξτ,Π(t)→ IξΠ as τ →∞ uniformly in ξ ∈ Br , (4.55)
as in (2.134). This is done by another telescoping argument. Namely, we have (2.135) (now without
absolute values on w).
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We fix e0 ∈ E and recall the definition of J˜τ,e(ye, s) given by (2.136). As in the proof of
Proposition 2.24, given a ∈ V2, we define Wa by (2.55) with wτ replaced by w. Note that Wa is
then pointwise nonnegative and it satisfies the bounds in (4.8), (4.9), and (4.11). With I′′(P) as
given by (2.137), we have
I′′(P) =
∫
dyV2(P)
∏
e∈P
J˜τ,e(ye, s)
∏
a∈V2(P)
Wa(ya − ya∗) .
We first consider P ∈ conn(E) which is the connected component with edge e0. We want to
show that
‖I′′(P)‖L2y1L∞V∗(P) → 0 as τ →∞ . (4.56)
In order to prove (4.56), we use the fact that for all t ∈ (−1, 1) and s ∈ (0, 1), we have∥∥|Q(1)τ,t −G|∥∥Hs(Λ) → 0 as τ →∞ . (4.57)
Note that (4.57) follows Lemma 4.8 and the observation that for s ∈ (0, 1) we have
‖|f |‖Hs(Λ) .s ‖f‖Hs(Λ) , (4.58)
In order to prove (4.58), we use the Sobolev-Slobodeckij (physical space) characterisation of homo-
geneous Sobolev spaces. More precisely, if [x] denotes the unique element of the set (x + Z2) ∩
[−1/2, 1/2)2, we have
‖f‖2
H˙s(Λ)
∼s
∫
dx
∫
dy
|f(x)− f(y)|2
[x− y]n+2s (4.59)
For a self-contained proof of (4.59) in the periodic setting, we refer the reader to [7, Proposition
1.3]. We deduce (4.57) by using (4.59) and the triangle inequality. We now deduce (4.56) by
applying (2.136), (4.57), Lemma 4.1 (ii), the fact that ‖G‖Hs(Λ) 6 C(s) for all s ∈ (0, 1), as well
as (4.35)–(4.37) and Remark 4.5 with appropriate modifications to the context of I′′.
Furthermore, if P ∈ conn(E) does not contain e0 as an edge, the same arguments as above (as
in the proof of Proposition 4.3) show that we have
‖I′′(P)‖L2y1L∞V∗(P) 6 C
|V(P)|
0
(
1 + ‖w‖L1(Λ) + L
)|V2(P)| . (4.60)
Here we do not take absolute values on any of the factors J˜τ,e(ye, s) by (2.136). Using a cycle
decomposition and applying (4.56) and (4.60), we deduce (4.55). The claim now follows from
(4.41) and (4.55).
Remark 4.9. We note that (4.58) does not hold for negative s. This is the reason why we assume
that w > 0 and wτ > 0 pointwise. See (4.52) and the part of the proof of Proposition 4.3 that
follows. In order to see that (4.58) does not hold for negative s, we give a counterexample8.
Consider the sequence of functions (fn) given by fn(x) = 〈n〉−s e2piin·x. Then ‖fn‖Hs(Λ) is bounded
uniformly in n, but ‖|fn|‖Hs(Λ) ∼ 〈n〉−s diverges as n→∞.
Given m, r ∈ N and ξ ∈ Br, we recall aξ∞,m given by (2.138). We have an analogue of Proposition
2.26.
8This counterexample was shown to the author by Sebastian Herr.
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Proposition 4.10. Let m, r ∈ N be given. We have
aξτ,m → aξ∞,m as τ →∞ uniformly in ξ ∈ Br .
Proof. The claim follows from (2.31), (2.138), Proposition 4.7, Proposition 4.3 (i), and the domi-
nated convergence theorem.
The remainder term (2.7) in this context is estimated as in Section 2.6. As before, we are taking
η ∈ (0, 1/4]. We have the following analogue of Proposition 2.27.
Proposition 4.11. Let r,M ∈ N, ξ ∈ Br, and z ∈ C with Re z > 0 be given. Then Rξτ,M (z) given
by (2.7) satisfies
|Rξτ,M (z)| 6
(
Cr
η2
)r [C(1 + ‖w‖L1(Λ) + L)
η2
]M
|z|M M ! .
Proof. The proof of Proposition 4.11 proceeds analogously as the proof of Proposition 2.27. We
apply Proposition 4.3 (iii) instead of Proposition 2.17 (iii). Note that by (2.142) and Lemma 1.7
(ii), the interaction Wτ is indeed a positive operator.
We adapt Lemma 2.28 to this setting.
Lemma 4.12. Let r ∈ N and ξ ∈ Br be given. The function Aξτ given in (2.5) is analytic in the
right-half plane.
Proof. The proof is analogous to that of Lemma 2.28. The only difference is that the boundedness
of Wτ on the range of P
(6n) now follows from Lemma 1.7 (v).
4.3. The classical system. We now study the classical system with endpoint-admissible inter-
action potentials. The analysis is quite similar to that given in Section 3. We hence just emphasise
the main differences.
Given K ∈ N and recalling (3.1), we define the function G[K] : Λ→ C by
G[K](x)
..= G[K](x; 0) . (4.61)
Instead of Lemma 3.1, we use a convergence result in Sobolev spaces.
Lemma 4.13. Recalling (4.40), we have
‖G[K] −G‖H−1+δ(Λ) → 0 as K →∞ .
Proof. The claim follows by using (3.2) with y = 0, (4.61), and by arguing as in the proof of
Proposition 2.15 (i).
In this section, we use the same graphical setup as in Section 3. We now give a proof of Lemma
1.4 (ii) which justifies the construction of the Wick-ordered interaction.
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Proof of Lemma 1.4 (ii). The proof is very similar to that of Lemma 1.4 (i). We adopt the same
notation as in the proof of Lemma 1.4 (i) and we just emphasise the required modifications in the
arguments. With G[K] given by (4.61), (3.3) becomes∫
dµφ[L](x) φ¯[M ](y) = G[L∧M ](x− y) .
In particular, we can rewrite (3.5) as
IK,Π =
∫
V
dy
[
m∏
i=1
w(yi,1 − yi,2)
] ∏
{a,b}∈E
G[Kia∧Kib ](ya − yb) . (4.62)
Likewise, we can rewrite (3.6) as
IΠ =
∫
V
dy
[
m∏
i=1
w(yi,1 − yi,2)
] ∏
{a,b}∈E
G(ya − yb) . (4.63)
We recall that IΠ is indeed well-defined and finite by Proposition 4.3 (i) and Proposition 4.7.
Finally, we note that (3.7) holds by applying the telescoping argument from the proof of (4.55) and
by using Lemma 4.13. We now obtain the claim as in Lemma 1.4 (i).
We recall the perturbative expansion (3.10) with explicit terms given by (3.11) and the definition
of aξ∞,m given by (2.138). An analogue of Lemma 3.2 holds in this setting.
Lemma 4.14. Given m, r ∈ N and ξ ∈ Br, we have aξm = aξ∞,m.
Proof. The proof is very similar to that of Lemma 3.2. By using Lemma 1.4 (ii), we have that
(3.13) holds with Iξ[K],Π given by (3.14), where, for e ∈ E ≡ EΠ, we rewrite (3.15) as
J[K],e(ye) =
{
G(ya − yb) if e = {a, b} for a, b ∈ V1
G[K](ya − yb) if e = {a, b} for a ∈ V2 or a ∈ V2 .
We now apply a telescoping argument as in the proof of (4.55) and use Lemma 4.13 to deduce that
(3.16) holds. The claim now follows as in Lemma 3.2.
We can now obtain upper bounds on the explicit terms in the expansion (3.10) analogously as
in Corollary (3.3).
Corollary 4.15. Given m, r ∈ N and ξ ∈ Br, we have
|aξm| 6 (Cr)r Cm (1 + ‖w‖L1(Λ) + L)mm! .
Proof. The claim follows from Proposition 4.3 (ii), Proposition 4.10, and Lemma 4.14.
Furthermore, we can estimate the remainder term (3.12) analogously as in Proposition 3.4.
Proposition 4.16. Given M, r ∈ N, ξ ∈ Br, and z ∈ C with Re z > 0, we have
|RξM (z)| 6 (Cr)r CM (1 + ‖w‖L1(Λ) + L)M |z|M M ! .
65
Proof. We argue as in the proof of Proposition 3.4. Note that (3.17) still holds, where we now use
Definition 1.2 (ii). We estimate the third term in (3.18) by using Corollary 4.15 with m = 2M and
r = 0. Hence the upper bound in (3.19) gets replaced by
6 (Cr)r CM (1 + ‖w‖L1(Λ) + L)M |z|M M !
which implies the claim.
Finally, we note that the analyticity result given by Lemma 3.5 holds in this setting.
Lemma 4.17. Let r ∈ N and ξ ∈ Br be given. The function Aξ given by (3.10) is analytic in the
right-half plane.
Proof. We argue as in the proof of Lemma 3.5. Taking derivatives in z by differentiating under
the integral sign in (3.9) with X = Θ(ξ) is now justified by using the arguments from the proof of
Proposition 4.16.
4.4. Proof of Theorem 1.10. We now have all the necessary ingredients to prove Theorem 1.10.
Proof of Theorem 1.10. We argue as in the proof of Theorem 1.9 (ii) and reduce the claim to
showing (3.22). In order to prove (3.22), we again work with the functions Aξτ and Aξ defined in
(2.5) and (3.10) respectively and apply Proposition 1.11. By Lemma 4.12 and Lemma 4.17, these
functions are analytic in the right-half plane.
In C2, we perform the expansion (1.48) according to (2.5) and (3.10). By Proposition 4.3 (ii),
Corollary 4.15, Proposition 4.11, and Proposition 4.16, we know that (1.49)–(1.50) hold with ν as
in (3.23) and with
σ =
C(1 + ‖w‖L1(Λ) + L)
η2
.
We now deduce the claim as in the proof of Theorem 1.9 (ii).
A Proofs of auxiliary results for the interaction potential
In this appendix, we give the proofs of Lemma 1.3, Lemma 1.6, and Lemma 1.7 concerning the
interaction potential. In order to prove all of these results, we refer to the transference principle,
which allows us to analyse the mapping properties of Fourier multiplier operators in the periodic
setting. Let us first recall the precise statement of this principle.
Proposition A.1. (The transference principle [93, Theorem VII.3.8])
Let 1 6 p 6 ∞ be fixed. Let T : Lp(Rd) → Lp(Rd) be a bounded operator satisfying the following
properties.
(i) T is a Fourier multiplier operator, i.e. there exists u ∈ S ′(Rd) such that Tf = u ∗ f for all
f ∈ S(Rd).
(ii) The convolution kernel u has the property that its Fourier transform uˆ ∈ S ′(Rd) is continuous
at each point of Zd.
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Then the periodisation of T
T˜f(x) ..=
∑
k∈Zd
uˆ(k)fˆ(k) e2piik·x (A.1)
defines a bounded operator T˜ : Lp(Λ)→ Lp(Λ) with
‖T˜‖Lp(Λ)→Lp(Λ) 6 ‖T‖Lp(Rd)→Lp(Rd) . (A.2)
Remark A.2. For T as in the assumptions of Proposition A.1, we have
(Tf)̂(ξ) = uˆ(ξ) fˆ(ξ) ∈ S ′(Rd) for all f ∈ Lp(Rd) , ξ ∈ Rd ,
and the periodisation T˜ satisfies
(T˜ f)̂(k) = uˆ(k) fˆ(k) for all f ∈ Lp(Λ) , k ∈ Zd .
We now have the necessary tools to prove Lemma 1.3.
Proof of Lemma 1.3. We first prove (i). Note that the claim is immediate when d = 1, so we need
to consider the case when d = 2, 3. Let us recall that given p ∈ Pd as in (1.12), we need to find
w ∈ Lp(Λ) \ L∞(Λ) which is even and of positive type. We need to consider two cases depending
on the size of p.
(a) 2 6 p <∞.
We take q ∈ (1, p′) and let w : Λ→ C be such that
wˆ(k) ..=
1
〈k〉 dq
for k ∈ Zd . (A.3)
From (A.3), we obtain that wˆ ∈ `p′(Zd). By the Hausdorff-Young inequality, it follows that
w ∈ Lp(Λ). Furthermore, w is even and of positive type.
We just need to show that w /∈ L∞(Λ). In order to do this, we argue by contradiction. Given
δ > 0, we consider the Fourier multiplier Tδ on S(Rd) given by
(Tδf)̂(ξ) = e−δpi|ξ|2 fˆ(ξ) for all f ∈ S(Rd), ξ ∈ Rd . (A.4)
Note that (A.4) can be rewritten as
Tδf =
1
δd/2
e−pi|x|
2/δ ∗ f
and hence by Young’s inequality we have
‖Tδf‖L∞(Rd) 6 ‖f‖L∞(Rd) . (A.5)
In particular, Tδ extends to an operator on L
∞(Rd). We let Sδ be the periodisation of Tδ, in
other words,
Sδf(x) =
∑
k∈Zd
e−δpi|k|
2
fˆ(k) e2piik·x , (A.6)
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for f ∈ L∞(Λ). Using (A.5) and Proposition A.1, we deduce that
‖Sδf‖L∞(Λ) 6 ‖f‖L∞(Λ) for all f ∈ L∞(Λ) . (A.7)
In particular, (A.7) implies that ‖Sδw‖L∞(Λ) is bounded uniformly in δ.
We now substitute f = w in (A.6). Using (A.3), (A.6), and the dominated convergence
theorem it follows that Sδw is a continuous function on Λ. Furthermore
Sδw(0) =
∑
k∈Zd
e−δpi|k|2
〈k〉 dq
→∞ as δ → 0 , (A.8)
by using the monotone convergence theorem. Hence, (A.8) implies that ‖Sδw‖L∞(Λ) →∞ as
δ → 0, thus giving a contradiction. We deduce that w /∈ L∞(Λ).
(b) 1 6 p < 2.
Here, we recall that functions on Td can be identified with Zd-periodic functions on Rd. We
use this identification throughout. Let us consider a radial function χ ∈ C∞c (Rd) which
satisfies the following properties.
(1) 0 6 χ 6 1.
(2) χ(ξ) = 1 for |ξ| 6 13 .
(3) χ(ξ) = 0 for |ξ| > 12 .
We take q ∈ (p, 2) and let
f(x) ..=
1
|x| dq
χ(x) for x ∈ [−1/2, 1/2]d . (A.9)
We extend f by periodicity to a function on Rd (and we interpret the result as being a function
on Td). Note that the resulting function f then belongs to Lp(Λ) and is even. Therefore, its
Fourier coefficients are real-valued. We let w ..= f ∗Λ f =
∫
Λ dy f(·−y) f(y). Then w ∈ Lp(Λ)
by Young’s inequality. Furthermore, w is even and wˆ = (fˆ)2 > 0, so w is of positive type.
We need to show that w /∈ L∞(Λ). In order to show this, we use (A.9) and the support
properties of χ to deduce that for x ∈ Λ with |x| 6 1/8, we have
w(x) = f ∗Λ f(x) >
∫
|y|6|x|/2
1
|x− y| dq
1
|y| dq
χ(x− y)χ(y) dy . (A.10)
Note that in the integrand in (A.10), we have χ(x−y) = χ(y) = 1. Furthermore, |x−y| ∼ |x|.
Hence the expression in (A.10) is
& 1
|x| dq
∫
|y|6|x|/2
1
|y| dq
dy ∼ |x| d(1− 2q ) . (A.11)
Since q < 2, (A.11) implies that w /∈ L∞(Λ). This finishes the proof of (i).
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We now prove (ii). For ε > 0, we consider f
fˆ(k) ..=
1
〈k〉1+ε for k ∈ Z
2 . (A.12)
Note that then f ∈ L2(Λ) is even and real-valued. We let w ..= f2. Then w ∈ L1(Λ) is even, and
w > 0 pointwise. Furthermore, by (A.12), we have that for all k ∈ Z2
wˆ(k) =
∑
k′∈Z2
fˆ(k′) fˆ(k − k′) > 0 . (A.13)
It remains to check that w satisfies conditions (iv) and (v) of Definition 1.2. Let k ∈ Z2 be given.
We consider the contributions when |k′| < |k|2 , |k|2 6 |k′| 6 2|k| and |k′| > 2|k| in (A.13) respectively.
By (A.12), we have
∑
|k′|< |k|
2
fˆ(k′) fˆ(k − k′) ∼
( ∑
|k′|< |k|
2
fˆ(k′)
)
fˆ(k) ,
which, by applying the Cauchy-Schwarz inequality and (A.12) once more is
. 〈k〉
( ∑
|k′|< |k|
2
|fˆ(k′)|2
)1/2
fˆ(k) 6 〈k〉 ‖f‖L2(Λ) fˆ(k) . 〈k〉−ε . (A.14)
Furthermore, by (A.12), we have
∑
|k|
2
6|k′|62|k|
fˆ(k′) fˆ(k − k′) ∼
( ∑
|k|
2
6|k′|62|k|
fˆ(k − k′)
)
fˆ(k) ,
which by the Cauchy-Schwarz inequality and (A.12) is
. 〈k〉 ‖f‖L2(Λ) fˆ(k) . 〈k〉−ε . (A.15)
Finally, by (A.12), we have∑
|k′|>2|k|
fˆ(k′) fˆ(k − k′) ∼
∑
|k′|>2|k|
(
fˆ(k′)
)2 ∼ ∑
|k′|>2|k|
〈k′〉−2−2ε ∼ 〈k〉−2ε . (A.16)
From (A.14)–(A.16), we deduce that
〈k〉−2ε . wˆ(k) . 〈k〉−ε . (A.17)
The upper bound in (A.17) implies that w satisfies condition (iv) of Definition 1.2. The lower
bound in (A.17) implies that w satisfies condition (v) of Definition 1.2, provided that we choose
ε 6 1. Namely, then w /∈ L2(Λ) by Plancherel’s theorem and hence w /∈ L∞(Λ). This finishes the
proof of (ii).
We now prove Lemma 1.6.
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Proof of Lemma 1.6. Let us consider χ ∈ C∞c (Rd) satisfying the following properties.
(1) 0 6 χ 6 1.
(2) χ(ξ) = 1 for |ξ| 6 12 .
(3) χ(ξ) = 0 for |ξ| > 1.
Given M > 0, we consider the Fourier multiplier TM on S(Rd) such that
(TMf)̂(ξ) = χ(ξ/M) fˆ(ξ) for all f ∈ S(Rd), ξ ∈ Rd . (A.18)
In particular, we can rewrite (A.18) as
TMf = M
d χˇ(M ·) ∗ f , (A.19)
where χˇ denotes the inverse Fourier transform of χ. By Young’s inequality, (A.19) implies that T
extends to Lp(Rd) and satisfies
‖TMf‖Lp(Rd) 6 C(χ)‖f‖Lp(Rd) for all f ∈ Lp(Rd) . (A.20)
Let SM denote the periodisation of TM , i.e.
SMf(x) =
∑
k∈Zd
χ(k/M) fˆ(k) e2piik·x (A.21)
Since χ ∈ C∞c (Rd), by Proposition A.1 and (A.20), we have
‖SMf‖Lp(Λ) 6 C(p, χ)‖f‖Lp(Λ) for all f ∈ Lp(Λ) . (A.22)
Given τ > 1, we define
wτ ..= SM(τ)w . (A.23)
We now determine M(τ) > 0 so that wτ defined in (A.23) satisfies the wanted properties (i)–(iii)
stated in Lemma 1.6.
Since w is of positive type, we obtain that wτ is also of positive type by using (A.21), (A.23),
and property (1) of χ. Therefore wτ satisfies property (i). By applying (A.21) and properties (1)
and (3) of χ, it follows that wτ ∈ L∞(Λ) and
‖wτ‖L∞(Λ) 6
∑
k∈Zd
|k|6M(τ)
|wˆ(k)| 6 CM(τ)d‖w‖L1(Λ) 6 CM(τ)d‖w‖Lp(Λ) .
Hence, wτ satisfies condition (ii) if we take
M(τ) ∼
(
τβ
‖w‖Lp(Λ)
)1/d
. (A.24)
By (A.22) and (A.23), it follows that wτ satisfies condition (iii). In order to prove that wτ satisfies
condition (iv), we recall that trigonometric polynomials are dense in Lp(Λ) [32, Corollary 1.1]. We
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now deduce the claim by arguing analogously as in the proof of [32, Lemma 1.8]. Namely, given
ε > 0, we can find a trigonometric polynomial g such that
‖w − g‖Lp(Λ) < ε . (A.25)
By (A.21), (A.24), and property (2) of χ, it follows that there exists τ0 ≡ τ0(g) > 1 such that
SM(τ)g = g for τ > τ0 . (A.26)
In particular, for τ > τ0, we have
‖wτ −w‖Lp(Λ) 6 ‖SM(τ)w− SM(τ)g‖Lp(Λ) + ‖SM(τ)g − g‖Lp(Λ) + ‖g −w‖Lp(Λ) < (C(p, χ) + 1)ε .
Here, we used (A.22), (A.23), (A.25), and (A.26). Therefore, wτ satisfies condition (iii).
We now prove Lemma 1.7.
Proof of Lemma 1.7. We note that, by Definition 1.2 (iv) and by the construction of δ, we indeed
have that
‖w‖H−1+δ(Λ) 6 CL , (A.27)
for some C ≡ C(ε) > 0. Let g : R2 → R be given by g(x) = e−pi|x|2 . We define gτ : R2 → R by
gτ (x) ..= g
(
x
τβ/2
)
. (A.28)
With gτ as in (A.28), we define wτ in terms of its Fourier coefficients by
wˆτ (k) ..= gτ (k) wˆ(k) , (A.29)
for k ∈ Z2. Since by (A.28) we have 0 6 gτ 6 1, we deduce claims (i), (ii), (iii) by applying (A.29)
and recalling (A.27), Definition 1.2 (ii), and Definition 1.2 (iv) respectively.
In order to show (iv), we use (A.29) to deduce that we can write
wτ = fτ ∗Λ w =
∫
Λ
dy fτ (x− y)w(y) , (A.30)
where for x ∈ R2, we let
fτ (x) ..=
∑
k∈Z2
gτ (k) e
2piik·x =
∑
k∈Z2
gˇτ (x+ k) > 0 . (A.31)
In (A.31), we used the Poisson summation formula and let gˇτ (y) ..= τ
βg(τβ/2y) > 0. We hence
deduce (iv) from (A.30), (A.31) and Definition 1.2 (iii).
In order to show (v), we use (A.28)–(A.29) and Definition 1.2 (ii) to deduce that
‖wτ‖L∞(Λ) 6
∑
k∈Z2
g
(
k
τβ/2
)
wˆ(k) ,
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which by using g(x) 6 C〈x〉2 and Definition 1.2 (iv) is
6 C
∑
k∈Z2
τβ
〈k〉2
1
〈k〉ε 6 Cτ
β .
The claim (v) now follows. In order to prove (vi), we use Proposition A.1 and argue as in the proof
of (A.7) with p = 1 instead of p =∞ and the claim follows.
Finally, by (A.29) we note that
‖wτ − w‖H−1+δ(Λ) ∼
( ∑
k∈Z2
|1− gτ (k)|2 |wˆ(k)|2 〈k〉−2+2δ
)1/2
→ 0 as τ →∞ ,
by recalling that δ = ε/2 and using Definition 1.2 (iv) as well as the dominated convergence
theorem. This proves claim (vii).
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