Abstract: We consider the q = 4 Potts model on the square lattice with an additional hard-core nonlocal interaction. That interaction arises from the choice of the reference measure taken to be the uniform measure on the recurrent configurations for the abelian sandpile model. In that reference measure some correlation functions have a power-law decay. We investigate the low-temperature phase diagram and we prove the existence of a single stable phase with exponential decay of correlations. For all boundary conditions the density of 4 in the infinite volume limit goes to one as the temperature tends to zero.
Model
We define the model on the two-dimensional lattice Z 2 . Lattice sites are denoted by x, y, z and we write x ∼ y if x and y are nearest neighbors. For a subset V ⊂ Z 2 we denote by ∂V the exterior boundary of V , i.e., the set of those y ∈ Z 2 \ V such that there exists a nearest neighbor of y in V , V = V ∪∂V , and the set ∂(Z 2 \V ) is called the inner boundary of V . The square [−n, n] 2 ∩ Z 2 is denoted by V n . The configuration space is Ω = {1, 2, 3, 4} Z 2 . Elements of Ω are written as η, ξ.
For a configuration η, η(x) ∈ {1, 2, 3, 4} is interpreted as the "number of sand grains" at x. For n ∈ N, Ω n = {1, 2, 3, 4} Vn denotes the set 1 of finite volume height configurations. Below we introduce measures µ a β,n on Ω n that correspond to the finite volume Potts model at inverse temperature β with boundary condition a ∈ {1, 2, 3, 4}, restricted to a special set of "recurrent configurations" defined from the abelian sandpile model (cf. subsection 1.2 below). Our main result is that for β large, µ 4 β,n forms the single stable phase of that model.
Potts model. The Potts
Hamiltonian with fixed boundary condition a ∈ {1, 2, 3, 4} on the volume V n is
That is a finite sum over nearest neighbor pairs of sites of which at least one belongs to V n and where it is understood that we substitute η(z) = a whenever z / ∈ V n .
The Hamiltonians H n (η|a) give rise to the finite volume Gibbs measures on Ω n : Markov chain on Ω n . We briefly introduce that Markov chain, more details can be found in the original paper [1] , and in [2] or [9] .
The Markov chain starting from η 0 ∈ Ω n is defined as follows. Suppose that η t−1 is the configuration at time t − 1 ≥ 0. Pick randomly a site in V n , say x ∈ V n , and add one grain at x to η t−1 . In case η t−1 (x) ≤ 3, the new configuration is simply
with δ x,y the Kronecker delta. In case η t−1 (x) = 4, by adding one grain at x the number of grains at x becomes equal to 5. That site will now topple, i.e., 4 grains are removed from x and one grain is given to each neighbor of x in V n . At the boundary, grains are lost when the site topples. It is now possible that the number of grains at one or more neighbors of x exceeds 4 and we have to repeat the toppling operation on all of these, and so on. It turns out that no matter in what order we perform these toppling operations, at the end of the avalanche a unique configuration η t ∈ Ω n appears. In that way, a discrete time Markov chain on Ω n is defined where the only randomness is in the independently repeated uniform choice of the site where a grain is added.
Analysis of that Markov chain learns that it has a unique class R n of recurrent configurations and the stationary measure λ n is uniform on that class:
see [2] .
Whether a particular configuration η ∈ Ω n belongs to R n can be decided from the output of the so-called burning algorithm [2] . The burning algorithm has as an input the configuration η and its output is a set A ⊂ V n . It runs as follows: start from A 0 = V n and remove ("burn") all those vertices x ∈ A 0 (and edges containing x) which satisfy η(x) > n A 0 (x) where n V (x) denotes the number of neighbors of x in V . This gives A 1 ; now proceed in the same way with A 1 , etc. until no further vertices can be removed. The output A of the algorithm is the set of remaining vertices. Recurrence is then characterized by "burnability", i.e., η ∈ R n if and only if A = ∅, i.e., all vertices can be burned.
The stationary measure λ n is thus the uniform probability measure on all burnable configurations in V n . The cardinality |R V | (= the number of recurrent configurations in V ) equals the determinant of the discrete Laplacian on V with open boundary conditions see [2] . E.g. if
For a proof of these facts, see e.g. [2] , [7] , [9] or [12] . Remark that for all finite V ⊂ Z 2 , the constant configurations η ≡ 4 and η ≡ 3 are in R V , but η ≡ 2 and η ≡ 1 are not recurrent except for some very special choices of V . One easily concludes that the condition that η ∈ R n is a nonlocal hard-core constraint.
The following proposition is an immediate consequence of the burning algorithm.
In some aspects the abelian sandpile measure λ n , n → ∞, behaves as a model of statistical mechanics at the critical point, a phenomenon which is sometimes referred to as "self-organized criticality" because there is no explicit tuning of parameters. In the physics literature various critical exponents related to the avalanche behavior are introduced for that model. One signature of "critical behavior" is the presence of 
for all x = 0 and n large enough.
On the other hand, a contour of 4's completely decouples the inside and the outside, as we now show. A subset V ⊂ Z 2 is called simply connected if the correspondingV ⊂ R 2 obtained by "filling the squares" of V is simply connected.
Proof. Denote by R . Therefore
which gives the result. 
Obviously, at infinite temperature, β = 0, we recover the stationary measure λ n of the sandpile model. The constraint η ∈ R n can be viewed as introducing an extra nonlocal hard-core interaction (implicitly given by the burning algorithm) but it also breaks the Potts-
Results
With boundary condition a = 4, at low temperature, the typical configurations of the Potts model on sand look like an ocean of 4's with exponentially damped burnable islands.
Theorem 2.1. For any ǫ > 0 there exists β 0 ∈ (0, ∞) such that for all
Moreover there exists c > 0 such that for β > β 0 and n big enough we have the bound
exponentially small in the distance |x| from the origin. Besides "all 4", the "all 3" is the only other groundstate. But that one is unstable: 
Random cluster representation
The volume V n = V n ∪ ∂V n can be considered as a finite graph with the sites x ∈ V n ∪ ∂V n as vertices and with edge set B n = B consisting of the nearest neighbor bonds x ∼ y where at least one neighbor is in V n . We define the sand-Potts random cluster measure ϕ a p,n = ϕ a p on this graph with parameter p ∈ [0, 1] as the probability measure on {0, 1} B which to each σ ∈ {0, 1} B assigns probability
By cluster we mean a (nearest neighbor) connected component of sites (including isolated sites) as obtained from the bond configuration σ.
Bonds for which σ(e) = 1, σ(e) = 0 are called open, respectively, closed.
In this definition, we assume that the boundary sites are all connected (wired). All sites that are connected to the boundary are in the same cluster. The restriction that η is constant on clusters also implies that η is constant equal to a on the cluster of the boundary. Remember however that η ≡ 2 and η ≡ 1 are not in R n .
3.1. Stochastic domination. and for a = 4,
Proof. Let σ ∈ {0, 1} B . We write
for the number of recurrent configurations that are constant on the σ−clusters and fixed equal to a for each site that is σ−connected to ∂V n . It equals |R n | when all edges in σ are closed. Obviously, k(n, a; σ) ≤ |R n | and k(n, a; σ) is decreasing in σ and is increasing in a. 
and hence
Abbreviate σ 0,e = 0 e σ B\e and σ 1,e = 1 e σ B\e ; they are both equal to σ B\e off e and σ 0,e (e) = 0 and σ 1,e (e) = 1.
To prove the first statement (3.2): suppose x, y are connected via open edges in σ B\e , then every configuration η ∈ R n compatible with σ has η(x) = η(y), and hence k(n, a; σ) does not depend on σ(e) in that case.
However, if x and y are not connected via open edges in σ B\e , then we must investigate the effect of merging two clusters.
By making e open, we connect two clusters and we must estimate the new number of recurrent configurations that are constant on clusters in terms of the old. Since always k(n, a; σ 0,e ) ≥ k(n, a; σ 1,e ) (3.8)
we obtain (3.3) from (3.7). For the last statement (3.4), we combine Proposition 1.1 with (3.7). Suppose that η ∈ R n and is constant on clusters C 1 and C 2 taking there the values a 1 and a 2 respectively. The new configuration ξ defined as
is still recurrent and is constant on C 1 ∪ C 2 . Moreover, if say C 1 is the boundary cluster, then necessarily a 1 = 4 and hence also max{a 1 , a 2 } = 4 remains compatible with the boundary. (This does not work with the boundary condition a = 3.) Simple counting shows that the map η → ξ is at most seven to one, or k(n, 4; σ 0,e ) ≤ 7k(n, 4, σ 1,e ) (3.9)
Combination of (3.9) and (3.7) gives (3.4).
Let ψ q be the Bernoulli product measure on {0, 1} B with density q = ψ q (σ e = 1). simply replace R n in (3.5) with Ω n . Our next step, making a coupling between the η− and the σ−field, is the analogue of the SwendsenWang-Edwards-Sokal coupling, [13, 5] . For a general reference, see [6] .
We make a coupling P a p,n = P a p between the Potts model on sand and the sand-Potts random cluster measure. Let P a p be the probability measure on Ω n × {0, 1} B constructed as follows. Assign first to each site in V n a sandvalue according to the probability measure λ n and each site at the boundary ∂V n gets the value a. Independently, let each edge in B take the value 0 or 1 with probabilities 1 − p and p respectively. Secondly, condition on the event that no two neighboring sites (including sites at the boundary) with different heights have an open edge connecting them. In a formula,
where in the last indicator function it is understood that η(z) = a for z ∈ ∂V n . Proof. The proof is by direct computation. For example, if we sum over the σ we have 
Instability of the 3-phase
In this section we prove Theorem 2.2.
The main idea is to consider the restricted ensemble defined below 
Notice that a sea of 2 or 1 is not possible by burnability.
We list all subconfigurations of energy ≤ 12 in the sea of 4 and in the sea of 3. Of course, these islands have to be burnable. In the figure, empty cells are part of the sea.
4.1.
Islands in the sea of 4.
(1) Energy =4: Proof. This follows from the fact that and the inclusion is strict because e.g. The proof is an application of the usual polymer expansion (see [8, 11] ) because islands in the sea of 4 do not interact (again from Proposition 1.3). Comparing the expansions of log Ξ
4,V and log Ξ term by term, and using Lemma 4.1 and Lemma 4.2, we obtain a difference in the terms of order e −12β and no difference in previous terms.
In the same way it is easy to prove a weaker inequality valid for all
4,V − log Ξ
3,V ≥ log Ξ
4,V − log Ξ . We denote by V (3) the union of those V i for which κ i = 3, and by V (4) the union of those V i for which κ i = 4. Now ζ, the number of 3's in V , equals
where ζ (3) , respectively ζ (4) denotes the number of 3's in V (3) , respectively V (4) . Therefore
We will separately estimate the two terms in the right-hand side. The last one is the easiest. By definition of V (4) , all spin values equal to 3 in As the total number of configurations does not exceed 4 |V | ,
which, when αβ > 4 log 4, tends to zero as |V | → ∞.
The rest of the proof is an estimate of µ
Note that ζ (3) ≤ |V (3) |, and hence
where Z α is the partition function of those configurations η ∈ R V,3 for which |V 
