Introduction
Commercial swine farming has changed considerably in the last decades. In Germany, for instance, the total number of swine breeeding farms decreased from 77 thousand in 1994 to 44 thousand in 2001 (ZMP, 2003 . Within these years, the average number of sows per farm increased, in 1994 40% of sows were kept in herds with more than 100 sows, in 2001 this portion amounted to 64%. The structural change was attended by decreasing revenues per unit of output (ZMP, 2003) . The total profit of individual farms depends more and more from the production farm performance. Small shifts in the farm performance can have a great impact on farmers' income. Therefore the demand on effective management information systems grows with increasing demands on farmer's management skills. In many farms information technology enables farmers to collect, treat and process farm data on the basis of individual animal level. But in most instances, effective computerised tools for tracing deviations from target specification (identification of strong and weak elements) and further analysis of deviations finding the underlying causes are not available. This paper present a systematic approach for computer based farm analysis. It can be used for early detection of weak elements and supports the decision making of the farmer.
General concept
Computer based analysis of individual sow herd performance requires accurate and consistent data. These data are normally provided by an information system used on the farm. The primary objective of individual farm analysis is to exploit strengths and eliminate or improve weak elements. False positive signals for the farmer should be minimised and real problems indicated. Further examinations of weak points should analyse the underlying causes. Therefore, analysis of individual sow herd performance requires a systematic approach (Huirne, 1990) . Process control needs standards for comparisons. If the standards are derived from the farm itself the analysis is called internal farm analysis and if several years are included, the analysis is called "trend analysis" (Huirne, 1990) . Standard values are the historical performance of the farm or target specification by the management. If standards are derived from other (but similar) farms the analysis is called external or "comparative analysis" (Huirne, 1990) , the main objective is to determine the relative position of the farm. Both internal and external analysis implies three steps: (1) identification relevant deviations, (2) weighting deviations and (3) further analysis of deviations. The following chapters present methods and describe how these tools form a cohesive, practical framework for individual farm analysis. Presentation is only focused on internal analysis, but methods can easily extended for external analysis.
Identification relevant deviations
In any production process a certain amount of inherent or natural variability always exists (Fig.  1a ). This natural variability or "background noise" is the effect of many small causes. A process that is operating with only random variation present is said to be in statistical control, the chance cause are inherent part of the process. Other kinds of variability may occasionally be present in the output of the process: for instance, errors of the staff, unsufficient climatisation. These sources of variability that are not part of the chance cause pattern are called "assignable causes". A process that is operating in the presence of assignable causes is said to be out-ofcontrol (Montgomery, 1997). A major objective of process control is to quickly detect the occurrence of relevant shifts (deviations) of the process so that investigation of the process and corrective action may be undertaken before problem cumulates. Control charts are an on-line process control technique widely used in the industry for this purpose. A typical control chart is shown in Figure 1b which illustrates the pattern of total piglets born per litter over a time period of 52 weeks. The chart contains a center line that represents the target specification of the process. Two other horizontal lines, called the upper control limit (UCL) and the lower control limit (LCL) are also shown in the chart. These control limits are chosen so that if the process is in-control, nearly all of the observations range between them and no corrective action is necessary. A shift of the production process outside of the control limits indicates that the process is out-of-control and investigations are required to improve the process. Control charts can be found in a number of versions adopted to different monitoring and requirements. The Shewhart chart is the oldest and still most frequently applied among the control charts. The Shewhart control chart uses only the information about the last plotted observation ignoring any information given by the entire sequence of observations. Therefore the Shewhart chart is relatively insensitive to small shifts. Two very effective alternatives may be used when small deviations of interest: the cumulative-sum (cusum) controlled chart and the exponentially weighted moving-average (EWMA) control chart (Montgomery, 1997) . The cusum charts use unweighted sum of all previous observations, this chart has a rather long memory. De Vries and Conlin (2003) applied cusum control charts to oestrus detection in dairy cows. In EWMA control charts the process is monitored using a weighted mean of all previous observations The weights decline exponentially as the observations get older and older. The EWMA was used in the present paper.
Exponentially weighted moving-average (EWMA) control chart
The EWMA is defined as
where 0 < λ ≤ 1 is a constant (Montgomery, 1997), x i represents the sequence of independent observations and z i denotes the EWMA statistic at time i. EWMA utilises all previous observations, but the weight attached to data is exponentially declining as the observations get older. If λ= 0.2 then the weight assigned to the current mean is 0.2, and weights given to the preceding values are 0.16, 0.128, 0.1024, and so forth. If the observations x i are independent random variables with variance σ 2 then the variance of z i is σ
] and the UCL and OCL are given as
The factor L determines the width of the control chart. Specifying the control limits is one of the critical decisions that must be made in designing a control chart. By moving the control limits further from the mean or target value the risk of type I error decreases -that is the risk of an observation falling beyond the control limits, indicating an out-of-control condition when no cause is present. However, the risk of a type II error increases -that is the risk of an observation falling between the control limits when the process is really out-of-control. If the control limit is moved to the target specification, the opposite effect is obtained. If data is autocorrelated and the limits of the EWMA chart are widened, negative autocorrelation makes the control chart very insensitive, positive autocorrelation will result in many false out-ofcontrol signals (Wieringa, 1999) . Wieringa (1999) proposed several methods for accounting serial correlation in control charts, one is to modify the EWMA control limits with an adopted variance (for details see Wieringa, 1999) . In the EWMA control chart the control limits depend on λ and L. Montgomery (1997) emphasises that in general values of λ in the interval 0.05 ≤ λ ≤ 0.25 and L = 3 work well in industrial application. The performance of the control chart can be measured by the average time to signal (ATS). The ATS is the average number of time periods that occur until a signal is generated. It is desirable for the farmer to have a low ATS if the process is out-of-control. To gain more insight into the optimal EWMA designs in agriculture production processes without any side-effects a simulation study was started (Engler et al., 2004) .
Example 1 -simulated datasets (Engler et a.l, 2004)
The trait considered was piglets born in total per litter over a time period of 52 weeks. Each week, 100 litters were generated, the number of replications was limited to 100. The mean value (center line) of piglets total born was 11.7±2.5. Since week 32 a negative shift of size 0.1-0.2 σ in the mean was generated. EWMA control charts were derived for weekly subgroups, x i were replaced by ! and σ with σ! = σ√n in the previous equation. The ATS and the false positive rate (FPR, false positive signals/n*100) were calculated to evaluate the EWMA designs (Fig. 2) . If L increased from 1 to 2 the number of false positive signals decrease because the LCL is moved away from the target value (shift in the mean of 0.1σ), FPR varies between 1 and 14%. ATS ranges from 2 (L=1) to 8 (L=2) weeks because the probability of an observation falling beyond the control limits is reduced with higher L-values. If λ → 1 the EWMA places all of its weight on the most recent observations. ATS is slightly reduced and the number of false positive signals increased. For the shift in the mean of 0.2 σ ATS declined to 1.5 and 4.7 weeks, the FPR was reduced to 0.2 and 9%. In conclusion varying the smoothing parameter has only a slight impact on the ATS and FPR. A good rule is to use smaller values of λ to detect smaller shifts. The parameter L affects strongly the performance of the EWMA schemes. For the given scenarios an L-value of 1.5 diminished the ATS with an acceptable FPR.
Example 2 -real datasets
In example 2 the EWMA control chart was applied to real pig farming data sets from a breeding herd with 1,000 sows. The data sets consisted of 4,342 litters over 24 months. EWMA control charts were calculated for the number of piglets weaned, the target value was 9.8. In Figure 3a the process fluctuates randomly around the target value. In Figure 3b the process wander away form the target specification. The ATS was 8.3 weeks. In this case, management action is necessary to improve the process.
Weighting deviations
As stated above, all shifts or deviations between actual performance and standards are initially assessed in their original dimensions. Additionally, the economic importance of one unit deviation will vary between variables, depending on their impact on total economic farm importance. By calculating the relevance of deviations (Hurine, 1990) all deviations are converted to the same units and comparisons can be made. The relevance of a deviation of variable i (RD i ) accounts for the economic (EI i ) and statistical importance (SI i ) RD i = EI i * | SI i | SI i is the statistical importance of a deviation in variable i and is determined by SI i = TD i / σ i TD i is the traced deviation and σ i the standard deviation of variable i. The economic importance of a deviation equals the difference between the base and the new value of the total economic farm performance. An example, adopted from Huirne (1990) is given in Table 1 . The actual value (AV) of litters per sow per year was 2.01 and standard value (SV) 2.15. The traced deviation amounts to -0.14 and the statistical importance is 1.40. The product of the economic (-44.96 ) and the statistical importance yields the relevance of the deviation (-62.95 ). The concept of the relevance of traced deviation enables a ranking of variables because all deviations are on the same scale.
Further analysis of deviations (shifts)
The final step in individual farm analysis is the further analysis of the relevant deviation in order to find the underlying causes of changes and weak points. The computerised detection of weak elements in a production process requires an analysis of the relationships between target criterion and other traits (attributes) which are usually provided by an information system used on the farm. Data Mining methods are useful tools for checking these relationships in large datasets. Data Mining has been extensively used in e.g. medical diagnosis, marketing and credit approvals (Kamber et al., 1997) , its application in animal production is limited. DeWar and McQueen (1995) tried to calculate the optimal replacement strategy of dairy cows, Mitchell et al. (1996) analyses oestrus events in sows, Pietersma et al. (2003) investigated dairy lactation curves. Kirchner et al (2004a,b,c) applied decision tree technique to simulated and real pig farming datasets. Decision tree building is one of the machine learning tools which belong to the Data Mining methods. The decision tree-based methods expressed their results in graphical presentation of decision rules. A decision tree contains a root node, internal nodes representing the attributes, branches characterising the attributes values and leaves expressing the binary decision. The examples and analysis presented in this paper use the C4.5-algorithm for generating decision trees (Quinlan, 1986 (Quinlan, , 1993 . Trees were calculated with the open source program package WEKA 3-2-3 developed at the University of Waikato (New Zealand). In Figure 4 the data flow of the decision tree computing is shown (Kirchner et al., 2004b) . In Phase I, the raw datasets were pre-processed and controlled for plausibility and missing values. Phase II describes the construction of the model. The C4.5-algorithm performs the top down induction of the decision tree on the basis of a training set. The descending order of the attributes within the tree is calculated with the gain ratio criterion. The procedure to classify the observations (instances) starts with the determination of the root attributes, followed by tests on further attributes to build the subordinate nodes. Furthermore, the algorithm calculates the split values of the attributes represented by the branches. The branches end in the leaves indicating the classification of the decision they present (Quinlan, 1993) . After generating the tree, error-based pruning method is used to simplify the tree by discarding one or more sub-trees and replacing them with leaves or branches (Quinlan, 1993) . In phase III, the generated model is tested with respect to its explanatory power with the stratified n-fold cross-validation method. The whole dataset is portioned randomly into n subsets and the C4.5-algorithm runs for n times. For each time, different training sets and test sets are used and the results are validated. The classification accuracy is calculated using the "confusion matrix" . This matrix consists of the numbers of true positive (TP), false negative (FN), false positive (FP) and true negative (TN) classified instances. The classification performance of a decision tree is measured by the sensitivity (SE = TP / (TP + FN)), specificity (SP = TN / (TN + FP)) and error rate (ER = FP / ( FP + TP)).
Example 3 (Kirchner et al., 2004a) Decision tree technique was used to detect threshold values of management decisions relating to sows' replacement. In order to generate side-effect-free data, three pig porduction herds, each on a different performance level, were created using Monte Carlo simulation (Table 2) . Each herd contains 500 sows. Selection of a number of a number of sows for culling based either due to (1) fertility problems (number of matings, me; weaning to oestrus interval, woe), (2) clinical problems (locomotion, diseases, peripartum problems, sudden death), (3) low performance (production index), or (4) age (number of litters, nl). The accuracy of the classification at the three herd performance level is illustrated in Table 3 . Sensitivity (proportion of correctly detected culled sows of all culled sows) ranges from 58 to 73%, specificity (proportion of detected retained sows of all retained sows) is always high (>97%) and error rate (proportion of false positively classified sows to all positively classified sows) varies between 6 and 15%. The dataset with the low herd performance level (L) shows the best classification parameters, which can be explained by the fact that most sows are culled to fertility criteria and high age. These culling reasons are very explicit for the C4.5-algorithm. However, the selection of sows due to clinical problems is only correlated with parity and it is fixed for all three sow herd performance level. This situation is not identifiable by the algorithm and sows are classified in relation to their productivity. The explanation for the worse classification of M is that most sows show similar performance parameters. A strong difference between the culling reasons is not very obvious. The size of the tree increased with the performance level. An example is given in Figure 5 . Every node is shown in a circle, the branches are labelled with the split values of the attributes and the leaves are shown as rectangles. The tree began with the attribute number of matings (me) followed by number of weaned piglets and number of litters. These results and the results from other simulation scenarios (for details see Kirchner et al., 2004a Kirchner et al., , 2004c demonstrated that the decision tree method is a suitable method for detecting relationships and patterns in simulated pig farming datasets.
Example 4 (Kirchner et al., 2004b) In example 4 real datasets from two herds (A and B) were used to generate decision trees. The objective was to classify the binary farmer decision regarding replacing or not replacing a sow with a gilt. Table 4 summarised the reproductive parameters for datsets A and B. Main reasons for culling were lameness and leg weakness (A: 20.4%; B: 30.8%), performance (A: 15.8%; B: 17.5%), age (A: 12.6%) and rebreeding (A:11.4%; B: 9.7%). The application of the C4.5 algorithm on the two datasets showed different results referring to the quality of classification (5). Dataset B reaches better evaluation parameters than A. The sensitivity demonstrates a classification of the culled sows with 46.8% and an error rate of 15.3%. A' (n=7,057) and B' (n=12,149) are reduced datasets, they consist only of instances, which describes unambiguous culling reasons for the algorithm (fertility and reproductive problems). Observations with for the algorithm blurred culling reasons (e.g. aggressive or stressful sow's behaviour) were excluded. These culling reasons are not handled as an extra attribute and are not classified. As expected all classification parameters of the reduced datasets reached better results than the original datasets. This was affected by excluding all culling decisions which were blurry for the algorithm. The trees of dataset A and B differ clearly (Fig. 6) . The tree of dataset B presents the attributes number of litter, piglets weaned and born instead of piglets born alive to the tree A. The attributes piglets stillborn, weaning to conception interval and number of matings although available for the classification, do not appear in any of the generated decision trees. The generated trees reflect the different culling strategies adopted by the farmer. Regardless of the datasets, the ranking of the attributes in the generated trees is reasonable. It is conceivable the farmer reached a decision regarding sow replacement following the pattern exhibited by these trees. The results of the decision tree technique applied to real pig farming datasets show understandable decision rules. The more information about the sows is available, e.g. information about the fundament after each farrowing the better the quality of the classification.
Conclusion
Commercial swine farming is characterised by extended herd size, decreasing income margins and increasingly demands on the farmer's management skills. Therfore, consistent information and decision support becomes more and more important. Computerised individual farm analysis involving three stages. (1) tracing deviations, (2) weighting deviations, and (3) further analysis of deviation.
EWMA control charts were used to trace shifts and deviations. These charts are plained, enable a graphical presentation of the results and modern computer technology has made it easy to implement control charts in on-line production control. The performance of the EWMA depends on the smoothing parameter λ and on the width of the control limits L. Simulation results showed that λ = 0.2 and L = 1.5 were an appropriate choice for the given scenarios. But more research is needed (e.g. optimal design, behaviour of different types of charts) before the application of control charts can generally recommended for tracing deviations. Further analysis of the relevant (out-of-control) deviations should examine the underlying causes to improve the farm performance. The decision tree technique was checked to classify the farmer's sow replacement decision. Classifying other reproductive or economically important traits such as number of weaned piglets per sow per year is also conceivable. Comparing the graphical trees via an expert enables the farmer to detect weak elements of the production. An important issue for the application of the decision tree is the data reliability. The more information are available the better the quality of the classification and the decision rules. 87.5 96.1 14.9 9 17 1) A = dataset A (n = 14,897); B = dataset B (n = 21.818); 100 instances per class 2) A' (n=7,057), B' (n=12,149), reduced datasets with only unambiguous culling reasons 
