We present the concept of a many-electron theory for the calculation of the energy difference between an undisturbed metallic host lattice and a crystal disturbed by stored hydrogen atoms. With the help of an elimination procedure a multidimensional system of equations is reduced to a one-particle Schrödinger equation for the electron of the hydrogen. The interaction with the electrons of the metal is then described by a dynamical potential depending on the state of the electron itself. A first order approximation with static screening is discussed and then generalized to a self-consistent calculation of one-electron functions which are used as a basis for expansions.
We present the concept of a many-electron theory for the calculation of the energy difference between an undisturbed metallic host lattice and a crystal disturbed by stored hydrogen atoms. With the help of an elimination procedure a multidimensional system of equations is reduced to a one-particle Schrödinger equation for the electron of the hydrogen. The interaction with the electrons of the metal is then described by a dynamical potential depending on the state of the electron itself. A first order approximation with static screening is discussed and then generalized to a self-consistent calculation of one-electron functions which are used as a basis for expansions.
The well-known property of many metals and alloys to absorb hydrogen has attracted great interest in recent years as a possibility for hydrogen storage [1] . While it is almost impossible to review the experimental research in this field [2] the theoretical understanding of this complex phenomenon is still in the beginning [3] . An important reason for this is the fact that only the solution of a many-electron problem can give an adequate description of an electronic defect represented by a proton in a host metal lattice and an electron belonging to it. Perhaps a one-electron theory with static (rigid) screening [4] is insufficient to provide information for example about the forces between lattice atoms and protons. In order to calculate energies and lattice distortions for metal hydrides it is therefore reasonable to start with a manyelectron theory and derive dynamical potentials from it, i.e. potentials depending on the electronic state. In this way we want to treat particularly the question of the localization of an additional electron. We regard this as a prerequisite for the discussion of phase transitions connected with the storage of hydrogen in metals. § 1. Adiabatic Decomposition of the Many-Particle Schrödinger Equation
The starting point of our investigation is the many-particle Schrödinger equation
The labels x, X and Y refer to the set of electron coordinates xß, to the set of nuclear coordinates of the host lattice atoms Xm t and to the coordinates of the absorbed protons Yn, respectively. The Hamilton operator is * = -$ 2 m 'Txl ~ A TÄÜ 8Xi; We assume that the extremely high mobility of the protons justifies an adiabatic approximation in two steps. For this purpose we make the following ansatz [5] : (1.4) resulting in a decomposition into three subsystems: 1. the electronic system: + ö2.
3. the system of the nuclei (or cores) of the host lattice:
If we neglect interference terms which in the adiabatic decomposition (1.4) are considered as perturbations responsible for the exchange of energy and momentum between the subsystems, only a one-directional coupling of the three subsystems is left: The energy eigenvalues En(Y, X) of (1.5) represent a potential for the proton system, the eigenvalues En,k(X) play the role of a potential for the nuclei of the host lattice. Equations (1.6) and (1.7) determine the dynamics of protons and the host lattice nuclei respectively, and both are responsible for the lattice structure and the deformations caused by the hydrogen. Before investigating the static stability of the lattice the electron equation must be solved because the substitution of the partial energies En(Y. X) and En<k(X) by some fitted potentials will not be possible for a metal lattice with interstitial protons. We therefore start with the Schrödinger equation (1.5) and investigate the many-electron problem treating X and Y as parameters. As can be expected for a many-body problem the total energy, in this case the energy of a metallic crystal, is very large compared with the energy difference of elementary excitations. When treating a host lattice with a stored hydrogen one faces the problem of the "difference of large numbers" (eventually infinitely large in the thermodynamic limit). To avoid this difficulty we use the New Tamm-Dancoff procedure (NTD) which has been mathematically developed so far [6] that we can rely on it for the calculation of energy differences. § 2. The Hamilton Operator of the Many-Electron System Expressed by Hermitian Field Operators
Instead of Eq. (1.5) we write the Hamiltonian of the electron system in a more general form using field operators
F w (*) is the single particle potential of the host lattice atoms or ions (see (1.3)) and
is the potential of the stored protons. rp + {x) and ip(x) are creation and annihilation operators for an electron field obeying the anticommutation relation
To achieve an efficient presentation of the following calculations we use the Hermitian field operators [7] .
with U denoting the unitary 2 x 2-matrix:
The anticommutation relation of (2. 
where we write
of source functions [9] . Therefore, we introduce the generating operator
Expressions marked by ~ are skew-symmetric w hich is to be understood as a formal power series.
Let c be defined by
2x2 matrices
The components of a matrix expression like
The source field
where we agree that the first E in (2.13) refers to the outer x), while the second ß combines with the inner W{x). This formalism will also be used in subsequent expressions of the same kind.
Notice the divergent, <5-functions like terms in the second and third line of equation (2.10). They will be formally kept and not be specified here as they are compensated for in a subsequent transformation. By forming the expression
we get an eigenvalue problem for the energy difference The determination of the functional operator stf is then obtained with the functional relation [6] e<« Wa{x) e-ic = Va{x) + iuo+{x) and the replacement
(3.14)
Here we have set The functional equation (3.13) is not yet a meaningful description of a physical system in the sense that the relevant solutions of the problem could be derived from it by simple approximations. The reason for this is the use of the generating operator (3.1) which allows for a simple mapping on a functional s}^stem but does not guarantee the normal ordering of the field operators xp(x) and This normal order'ng can easily be recovered by a transformation (cp -transformation) which simultaneously considers the intended physical model.
In our case we transform to an initial situation corresponding to a good single-particle approximation for the unperturbed host crystal. So we are sure that later on the problem of one proton or a few protons in the lattice will be sufficiently well described by low order approximations.
Let &o(*. *') and S\(x. x') be two projection operators fulfilling the relations [8] 
For the normal ordering we use the formula
which is applicable in our case and w
with 
Then we have (4.11) and the relation between the T-and ^-functional is T OIi = e^0 oh (4.12)
For the following calculations we introduce the double component projection operators
Si (*,*') = U+ and /!<+)(*,*') = Ü+
The following relations hold
as well as
The so-called F-function F(x, x') can be determined from a nonlinear eigenvalue problem. 
The wave vector k and the band index m must eventually be extended by a spin index. fkm is the Fermi distribution function and gum = 1 -fkmWith this choice of projection operators we take as initial state that one which has occupied single particle states up to the Fermi level. From this ground state we can create excitations like holes, additional electrons etc.
One is not bound to Bloch functions, of course. Other functions which are labeled by an energy parameter for instance can be used, as we will do in Section 10. § 5. The cp-Functional System
We now multiply the functional equation The terms • (/K+>(*,
collecting terms of the disturbed crystal in 
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To calculate approximations a cut-off criterion must be given. The easiest way is to use projection operators respectively. We abandon the specification of the complete system (6.2) and restrict to the odd system (6.6) in the simple approximation with N = 3. Then two equations remain, one for <p (1 )(x) and another one for X2, *3). We can eliminate (pW> and are left with one equation for As will be seen later, it contains the wave equation of an additional electron in the framework of a many-electron problem for the disturbed metal lattice.
The first equation is
= Jd 3 x(D0{z, x) + A( + ){z,x) W(x)
4-J<->(*,*)F°H(*)) £<!>(*) (6.7)
As IF («) and E are 2x2 matrices and £ < 3) (z\,z 2 ,z 3 ) is a tensorial product of two-component vectors, we have labeled the components by a and 0' where necessary.
The second equation is accomplish the coupling to yd).
If we neglect the term
it means that we leave out of consideration threeparticle bound states and scattering states as well as the influence of an external disturbance on threeparticle states**. In such a case the solution of Eq. (6.8) is directly obtained by a Green function G which will be calculated in the next section: To construct the Green function we need the auxiliary definitions: ** As the functional operator 38 does not conserve the number of particles, the concept of three-particle states is only a certain approximation (see also [6] ).
1. We assume the Bloch functions bkm(x) to be solutions of the Hartree-Fock problem of the ideal host crystal
with eigenvalues e km . These functions will supply a base for the expansion of the projection operators (4.18) and (4.19).
Let another set of projection operators be defined by h +) m{x) = bkm(x) ./<+>;
= bljx) • /(-) (7.2) with /I 0\ .
(0 0\
ii+) = u+ {o or B~)=u io 1 r* (7 -3) /<+) + /<-> = (7.3a)
Further on we use
The following relations hold With the help of the above definitions we want to construct the Green function for a partial problem of (6.8) namely
• £>(*1, *2, S3 I <P 
For that purpose we write (5.6a) with (7.1) in the following way
and expand y< 3 ) using (7.2)
The (4:)-summation is extended over 2 3 = 8 terms. Introducing expressions (7.10) and (7.11) into Eq. (7.9) and multiplying from the left by the eight possible combinations i ( P fuM + ® ® hiu^y > eight equations arise which take the form
./<±>(g)/<±>(X)/<±> y±±± . il 1*2 13 NOW t each of these equations is divided by the energy expression on the right-hand side and multiplied with the corresponding operator 
Using the definition
and multiplying from the left by U, Eq. (8.1) can be separated into
To interpret these equations we first consider the projection operators So and Si for the two regions (A) outside and (K) inside the crystal. F^(x) is the potential of free protons outside. The projection operators connected with it must be determined in this region by So (», x) = 0 and Si (z, x) = d (z -x); x e (A). For there are only protons and no background of many electrons, so that a normal ordering with respect to the pure vacuum is appropriate. This is accomplished by the above choice of So and Si. If we now choose the expansion (4.19) for Si; xe (K) we can show that (8.3a) contains the equation for an additional electron in the disturbed crystal. Beyond this we find equations for the electrons in the bands of the undisturbed crystal.
To prove it we expand y (e )(2) with respect to the Bloch functions for an electron in the disturbed lattice. In fact, the energy difference ju = -(OJ -C') is negative relative to the ideal crystal indicating the energy of a defect electron. In equation (8.9a) we omitted a term which depends on the potential of the protons outside the crystal. For there, the energy of a hydrogen atom or molecule would be counted separately.
In the following we are, of course, only interested in Eq. (8.3a) which we want to take as a starting point for further investigations. It contains the disturbing potentials already including a screening, but a rigid one, not depending on the actual state of the electrons. Further it may happen that Bloch functions are inadequate as a base for the expansion of the projection operators So and Si. An alternative will be given in Section 10. § 9.
Single Particle Equation with a Dynamically Screened Potential
We return to Eq. (6.12) and now calculate the additional terms
As we are only interested in the first component part we eliminate this with the help of the projection operator {//<+). Otherwise we use Bloch functions bkni(x) for the expansion and omit the proton potentials Fh(JC). We then get
Using the definitions (8.6) and also
the evaluation gives the result
£pi -£ln i £r n ' T ^ -OJ The other terms can be calculated in the same way: For the sake of completeness we everywhere kept the term D0.pijn(in~fpi) though it vanishes by considering relation (7.1):
Equations (9.3) and (9.5) can be simplified in this way. Further simplifications result from approximations. But the corresponding calculations are postponed and will be done in connection with applications. § 10.
Self-Consistent Calculation of a Basic Set of Functions
Up to now we supposed the solutions of the translation-invariant problem (7.1) to be the base for the expansions. However, one can go a step further and use the solutions of the disturbed problem (8.1) and (8.3a) as a base for the expansion of the operators So, S i and /1<+), respectively. In this way one has to treat a self-consistent problem of the kind where (x) denotes the more general functions and ey the corresponding energies*. We want to substitute these functions into the higher NTDapproximation of Section 6. To that purpose it is * Let x denote a complete set of quantum numvers. and use the more general problem (10.1) instead of (7.1). All the other evaluations, e.g. the construction of the Green function, are quite analogous if bkm(x) is replaced by Xx( x ) an d e km by e x . However, there is an important change in the results of Sect. 9 because the terms (9.3) and (9.5) disappear. This can easily be recognized by the vanishing of . To prove it we insert the underlined expressions in Eq. where we used the abbreviation e x = e x The remaining terms (9.4) and (9.6) 
