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We develop an efficient variational approach to studying dynamics of a localized quantum spin coupled to
a bath of mobile spinful bosons. We use parity symmetry to decouple the impurity spin from the environment
via a canonical transformation and reduce the problem to a model of the interacting bosonic bath. We describe
coherent time evolution of the latter using bosonic Gaussian states as a variational ansatz. We provide full
analytical expressions for equations describing variational time evolution that can be applied to study in- and
out-of-equilibrium phenomena in a wide class of quantum impurity problems. In the accompanying paper [Y.
Ashida et al., arXiv:1905.08523], we present a concrete application of this general formalism to the analysis of
the Rydberg Central Spin Model, in which the spin-1/2 Rydberg impurity undergoes spin-changing collisions in
a dense cloud of two-component ultracold bosons. To illustrate new features arising from orbital motion of the
bath atoms, we compare our results to the Monte Carlo study of the model with spatially localized bosons in the
bath, in which random positions of the atoms give rise to random couplings of the standard central spin model.
I. INTRODUCTION
Understanding dynamics of a quantum system coupled to
a reservoir is a ubiquitous problem in modern physics. Mod-
els of this type can be used as a starting point for describ-
ing many important phenomena in condensed matter physics,
atomic and molecular physics, and optics. Furthermore, co-
herent control and manipulation of quantum systems coupled
to many-body reservoirs are the primary prerequisite for a suc-
cessful implementation of quantum information processing.
Current constraints on the applications of quantum technolo-
gies arise from practical limitations on coherence of quantum
systems due to their interaction with external environments.
In the context of many-body physics, a problem of partic-
ular importance is the model of quantum impurity interacting
with a bosonic bath. This class of models can be used to de-
scribe a large number of physical systems, including electrons
coupled to phonons [1–3], spins coupled to a dissipative en-
vironment [4], the Bose Kondo problem [5–8], electrons in
semiconductors [9–11], and 3He-4He mixtures [12]. Renewed
interest in these problems comes from recent experiments
with ultracold atoms [13–22] that allow one to create many-
body systems with tunable parameters and to obtain detailed
characterizations of the dynamics. Theoretical studies lead
to significant advances in understanding of polaron physics
[23–39] beyond the conventional paradigm established in the
previous studies of solid-state systems [40, 41]. An important
common feature of these systems is that bath modes are delo-
calized. Typical examples include phonons in crystal lattices
or Bose-Einstein condensates (BEC), and paramagnons in the
Bose Kondo model.
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Another important class of quantum baths features local-
ized bath modes, such as nuclear spins that interact with
the electron spin on a quantum dot [42–44]. A paradig-
matic model for describing such systems is the central spin
model [45–58], which couples a central two-level system to
localized (i.e., immobile) environmental spins. This model
is also commonly used to describe dynamics of spin qubits
realized with phosphorus impurities in silicon [59, 60] and
nitrogen-vacancy centers in diamond [61]. A particularly in-
triguing feature of the central spin model is its quantum in-
tegrability [45], which implies the existence of an extensive
number of integrals of motion. Several powerful techniques
have been developed to analyze dynamics of this model, in-
cluding Bethe ansatz [45, 50, 62], the Chebyshev-expansion
method [63], perturbative approaches [44, 64, 65], effective-
Hamiltonian methods [66, 67], cluster correlation expansion
[68], the nonperturbative master-equation approach [69] and
a self-consistent Holstein-Primakoff approximation [56]. Re-
lation between the central spin model and the BCS theory of
superconductivity has also been actively explored [49, 70].
Until now the above two classes of many-body systems,
namely, quantum impurity problems with mobile and local-
ized bath modes have been analyzed separately. In particular,
it is not obvious how to generalize the previous theoretical ap-
proaches developed in the central spin problem so as to han-
dle the case of delocalized (i.e., mobile) environmental spins.
In this paper, we develop a variational approach to study a
generalized type of a quantum impurity problem in which en-
vironmental bosons are mobile and spinful while interaction
between the localized spin and the surrounding mobile spins
is spatially extended. A particularly intriguing aspect of this
problem is the interplay between spin dynamics and orbital
motion of host particles. A flip of the impurity spin dramat-
ically changes the interaction between the impurity and envi-
ronmental bosons, and vice versa, orbital motion of bosons
ar
X
iv
:1
90
5.
09
61
5v
2 
 [c
on
d-
ma
t.s
tr-
el]
  1
8 J
un
 20
19
2affects spin-exchange processes because the interaction de-
pends on the positions of atoms. This nontrivial interplay thus
compounds the difficulties of including both orbital motion of
mobile bosons and nonlocal spin interactions characteristic of
the central spin model. To solve such a class of challenging
problems, we describe a new variational approach that first
decouples the impurity by employing the canonical transfor-
mation [71] (at the expense of introducing interactions among
the bath particles) and then approximates coherent dynamics
of the bath with the bosonic Gaussian states. We recall that
Gaussian states can include coherent expectation values of in-
dividual modes as well as all possible two-mode correlations.
We provide explicit analytical expressions for the nonlinear
time-evolution equations of the vector of coherent expectation
values and the covariance matrix of individual modes.
The last two decades have witnessed remarkable develop-
ments in giant Rydberg impurities in ultracold atoms, offering
a new experimental platform for quantum information pro-
cessing [72] and for realizing new types of strongly corre-
lated many-body states [73–80]. In the accompanying pa-
per [81], we point out that Rydberg excitations in ultracold
atoms naturally realize the new class of the quantum impurity
problem, which we term as the Rydberg Central Spin Model
(RCSM). We here discuss in detail how our general theoret-
ical approach can be applied to study nonequilibrium prop-
erties of the RCSM. While polaronic effects in Rydberg spec-
troscopy have recently attracted considerable attention, the fo-
cus of previous studies has been either on settings in which
only a triplet scattering channel needs to be included and thus
spin dynamics is frozen [73–80], or on low-density regimes,
where only few-body molecular physics is relevant [82–86].
This paper is organized as follows. In Sec. II, we present
details of the variational approach to studying dynamics of a
quantum spin coupled to a generic bosonic environment with
the only requirement of having parity symmetry (e.g., symme-
try of the rotation by pi around a certain axis). We introduce
a canonical transformation that completely decouples the im-
purity from the environment. We present the formalism to ap-
proximate the time evolution of the environmental wavefunc-
tion in the transformed frame using a bosonic Gaussian state
as a variational ansatz. We derive analytical expressions of the
equations of motion for the variational parameters. In Sec. III,
we apply our general approach to analyze nonequilibrium dy-
namics of the RCSM. We compute absorption spectrum that
can be experimentally probed with Rydberg spectroscopy and
obtain real-time dynamics of the Rydberg-electron spin. To
elucidate the crucial role of the orbital motion of bath atoms,
we also analyze the central spin model with random couplings
by employing the Monte Carlo sampling. Finally, we summa-
rize the results and present an outlook in Sec. IV.
II. GENERAL FORMULATION
A. Impurity decoupling
In this section, we formulate the variational approach in a
general way so that it can be applied to a wide class of quan-
tum impurity problems. Specifically, we consider the follow-
ing class of Hamiltonians
Hˆ =
∑
nα
nαbˆ
†
nαbˆnα + Sˆe · Sˆenv + hzSˆze , (1)
where bˆnα (bˆ†nα) are bosonic annhiliation (creation) operators
of environmental modes n = 1, 2, . . . , Nb of energy nα with
two internal degrees of freedom α =⇑,⇓. We note that envi-
ronmental modes are not specified here; they can be, for ex-
ample, momentum eigenstates or single-particle bound states.
The localized spin-1/2 operator is denoted by Sˆe = σˆe/2.
The second term represents a Kondo-type interaction between
the localized spin and the environmental spins, in which we
introduce the spin-density operator Sˆenv including couplings
as
Sˆaenv =
1
2
∑
mnαβ
gamnbˆ
†
mασ
a
αβ bˆnβ (2)
with a = x, y, z. Here, the gamn are arbitrary Nb × Nb Her-
mitian matrices labeled by a and represent a generic form of
an impurity-environment coupling that can in general be long-
ranged and anisotropic. We note that this class of interaction
reduces to the standard Kondo coupling [87–89] when it is lo-
cal in space. The last term in Eq. (1) is a magnetic-field term
acting on the localized spin only. This term should be under-
stood as a difference of Zeeman energies between the impurity
and the bath spins.
The first key step in our variational approach is to em-
ploy the canonical transformation [71] to decouple the lo-
calized spin operator. Since the Hamiltonian (1) satisfies
the parity symmetry with respect to pi rotation of the entire
system around z axis, it commutes with the parity operator
Pˆ = σˆze Pˆenv with Pˆenv = e
ipiNˆ⇑ and Nˆ⇑ =
∑
n bˆ
†
n⇑bˆn⇑. This
conserved parity operator can be mapped onto the localized
spin-1/2 operator via Uˆ†PˆUˆ = σˆxe with the unitary transfor-
mation [71]:
Uˆ =
1√
2
(1 + iσˆye Pˆenv). (3)
Thus, transforming to the ‘corotating’ frame of the impurity
via Uˆ , the localized spin operator turns out to be a conserved
quantity and its dynamics freezes, i.e., the system satisfies
[ ˆ˜H, σˆxe ] = 0, (4)
where ˆ˜H ≡ Uˆ†HˆUˆ is the transformed Hamiltonian. Specify-
ing the parity-symmetry sector P = ±1, we can treat the spin
operator as a classical number σxe = ±1 in the transformed
frame. The resulting Hamiltonian thus only contains the envi-
ronmental degrees of freedom:
ˆ˜H = ˆ˜H0 +
ˆ˜H1, (5)
ˆ˜H0 =
∑
nα
nαbˆ
†
nαbˆnα +
1
4
σxe Sˆ
x
env, (6)
ˆ˜H1 =
1
2
Pˆenv
(
σxe Sˆ
z
env − iSˆyenv
)
+
hz
2
σxe Pˆenv. (7)
3Here, ˆ˜H0 represents the quadratic part of the transformed
Hamiltonian while ˆ˜H1 represents interactions among environ-
mental bosons that are in general multibody due to the nonlo-
cality of the operator Pˆenv. The latter appears at the cost of
the elimination of the impurity degree of freedom and can be
interpreted as effective boson-boson interactions mediated via
the impurity spin.
B. Variational principle
The next step is to approximate the time-evolved bath state
governed by the transformed Hamiltonian ˆ˜H by a tractable
many-body wavefunction. To this end, we choose a bosonic
Gaussian state |ΨGS〉 [90, 91] as an efficient variational state
to describe the bath wavefunction in the transformed frame.
This state is parameterized by a 4Nb-dimensional real vector
φ and a 4Nb × 4Nb real symmetric matrix Γ:
φ = 〈ψˆ〉GS, (8)
Γ =
1
2
〈{
δψˆ, δψˆT
}〉
GS
, (9)
where 〈· · · 〉GS denotes the expectation value with respect to
the Gaussian state and ψˆ = (xˆ, pˆ)T denotes a vector of the
quadrature operators xˆnα = bˆ†nα + bˆnα and pˆnα = i(bˆ
†
nα −
bˆnα) as
xˆ = (xˆ1⇑, · · · , xˆNb⇑, xˆ1⇓, · · · , xˆNb⇓) , (10)
pˆ = (pˆ1⇑, · · · , pˆNb⇑, pˆ1↓⇓, · · · , pˆNb⇓) , (11)
and δψˆ = ψˆ − φ is the fluctuation from the mean-field
value. Physically, nonvanishing values of the vector φ indi-
cate macroscopic occupations of certain environmental modes
as appropriate for a description of BEC. In addition, the co-
variance matrix Γ in the Gaussian state describes the squeez-
ing of environmental bosons, enabling one to take into account
quantum depletion arising from Bogoliubov excitations on top
of a simple coherent state. Note that the number of parameters
grows at most quadratically with the number of environmental
modes.
An explicit form of the Gaussian state is given by
|ΨGS〉 = eiθe i2 ψˆTσφe− i4 ψˆTξψˆ|0〉 ≡ UˆGS|0〉, (12)
where σ = iσy⊗ I2Nb with Id being the d× d unit matrix and
ξ is a 4Nb × 4Nb real-symmetric matrix that can be related to
the covariance matrix via
Γ = γγT, (13)
γ = eσξ. (14)
Note that in Eq. (12) we explicitly include a phase factor θ,
which is necessary to obtain the absorption spectrum of the
system as detailed later.
The time-evolution equation can be obtained from the time-
dependent variational principle [91–93]. Specifically, we
project the exact real-time evolution of the environmental state
(in the transformed frame),
i~∂t|Ψ(t)〉 = ˆ˜H|Ψ(t)〉, (15)
on the manifold spanned by the present variational states.
This procedure is equivalent to minimizing the deviation  =
‖(i~∂t − ˆ˜H)|ΨGS(t)〉‖2 from the exact evolution at each mo-
ment, leading to
i~∂t|ΨGS(t)〉 = Pˆ∂ ˆ˜H|ΨGS(t)〉, (16)
where Pˆ∂ is a projection operator onto the tangent space of
the variational manifold. The time derivative of the Gaussian
state can be rewritten as
∂t|ΨGS(t)〉 = UˆGS
(
c+
i
2
ψˆTγTσ∂tφ
+
i
4
: ψˆTγTσ(∂tγ)ψˆ :
)
|0〉 (17)
with c = idtθ+(i/4)Tr[γTσ (∂tγ) Γ] being a scalar while the
state acted by the transformed Hamiltonian can be represented
as
ˆ˜H|ΨGS(t)〉 = UˆGS
(
〈 ˆ˜H〉GS + 1
2
ψˆTγTHφ
+
1
4
: ψˆTγTHΓγψˆ : +δOˆ
)
|0〉. (18)
Here, : : indicates the normal order of the bosonic operators
bˆnα and bˆ†nα and we introduce the functional derivatives of the
variational energy as
Hφ ≡ 2δ〈
ˆ˜H〉GS
δφ
, (19)
HΓ ≡ 4δ〈
ˆ˜H〉GS
δΓ
. (20)
The operator Pˆ∂ projects out the higher-order contributions of
ψˆ, which are denoted as δOˆ in Eq. (18). Using Eqs. (17) and
(18) and comparing linear and quadratic terms in ψˆ on both
sides of Eq. (16), we obtain the set of variational equations:
~dtφ = σHφ, (21)
~dtΓ = σHΓΓ− ΓHΓσ. (22)
This set of equations naturally includes, as certain subclasses,
the standard mean-field theory based on, e.g., the Gross-
Pitaevskii equation and the Bogoliubov-de Gennes equations.
We emphasize that the present variational approach is based
on a general Gaussian state and should in general offer bet-
ter results than those theories since it can autonomously take
into account all the possible two-point correlations on top of
an arbitrary BEC state in an unbiased manner.
C. Equations of motion
To integrate the real-time evolutions (21) and (22) of the
time-dependent variational parameters φ and Γ, we need an-
alytical expressions of the functional derivatives Hφ and HΓ.
4To this end, we first express the expectation values of the
quadratic and interaction Hamiltonians in the transformed
frame in terms of the variational parameters as follows:
〈 ˆ˜H0〉GS = 1
4
Tr [H0Γ] + 1
4
φTH0φ− 1
4
Tr [H0] , (23)
〈 ˆ˜H1〉GS = 1
4
Tr
[
ΣTg Ω
]
+
hz
2
σxe 〈Pˆenv〉GS, (24)
where we introduce a 4Nb×4Nb real-symmetric matrixH0 =
S[(I2− σy)⊗ h˜0] with S[A] ≡ (A+AT)/2 being the matrix
symmetrization and h˜0 being the single-particle Hamiltonian
in the transformed frame (c.f. Eq. (6)):
h˜0 = diag(nα) + (σ
x
e /4)σ
x ⊗ gxmn. (25)
In the interaction energy (24), we introduce a 2Nb× 2Nb ma-
trix
Σg = σ
x
eσ
z ⊗ gzmn − iσy ⊗ gymn (26)
and define the 2Nb×2Nb matrix Ω including the environmen-
tal parity operator by [91]
Ω ≡ 〈Pˆenvbˆ†bˆ〉GS
= −Σz〈Pˆenv〉GS(I2Nb ,−iI2Nb)
×(Γ−1B )T[12(Γ− I4Nb)+φφTΓ−1B
](
I2Nb
iI2Nb
)
. (27)
Here, we represent the vector of the bosonic creation operators
of different environmental modes as
bˆ = (bˆ1⇑, · · · , bˆNb⇑, bˆ1⇓, · · · , bˆNb⇓), (28)
and introduce matrices Σz = σz ⊗ INb , Λ = I2 ⊗ Σz and
ΓB = (I4Nb + Λ)Γ + I4Nb − Λ. The expectation value of the
environmental parity operator is given by
〈Pˆenv〉GS = 1√
det(ΓB/2)
e−
1
2φ
TΓ−1B (1+Λ)φ. (29)
Calculating the derivatives of the variational energy 〈 ˆ˜H〉GS
with respect to the parameters φ and Γ in Eqs. (19) and (20),
we now obtain the analytical expressions of Hφ and HΓ as
follows:
Hφ = H0φ− 2〈 ˆ˜H1〉GSΓ−1B (1 + Λ)φ− 〈Pˆenv〉GSΓ−1B S [G] (Γ−1B )Tφ, (30)
HΓ = H0 + S
[
2〈 ˆ˜H1〉GSΓ−1B (1 + Λ) (Φ− I4Nb) + 〈Pˆenv〉GSΓ−1B G(Γ−1B )T (2Φ− I4Nb)
]
, (31)
where we introduce the 4Nb × 4Nb matrices
Φ = φφTΓ−1B (1 + Λ), (32)
G =
(
I2Nb
−iI2Nb
)
ΣzΣg(I2Nb , iI2Nb). (33)
We note that the variational equations (21) and (22) together
with the analytical formulae (30) and (31) are general and
can be readily applied to studying out-of-equilibrium dynam-
ics of a quantum system coupled to various types of environ-
ments. While we focus on the real-time evolution in this pa-
per, the ground-state properties can also be analyzed by using
Eqs. (30) and (31) to integrate the variational imaginary-time
evolution whose explicit form is given in App. A.
D. Absorption spectrum
Out-of-equilibrium properties can be studied by analyzing
the absorption spectrum [94]
A(ω) = Re
[∫ ∞
0
dteiωtS(t)
]
, (34)
where S(t) is the overlap between the initial state and a time-
evolved state
S(t) = 〈Ψ(0)|e−i ˆ˜Ht/~|Ψ(0)〉. (35)
For the sake of simplicity, a contribution from the free time
evolution (e.g., the one without Rydberg interactions in the
model discussed later) is not included here as it just shifts
A(ω) by a trivial constant. To calculate S(t) in the present
variational approach, we have to obtain an equation of motion
of the phase factor θ of the Gaussian environmental state in
addition to that of the mean-field vector φ and the covariance
matrix Γ. To this end, the most convenient way is to parame-
terize the Gaussian state in the basis of bˆnα and bˆ†nα operators
as follows:
|ΨGS〉 = eiθe i2 ψˆTσφebˆ†TΞbˆ†ebˆΞ′bˆ†ebˆΞ′′bˆT |0〉, (36)
where Ξ, Ξ′ and Ξ′′ are 2Nb× 2Nb matrices. The overlap can
then be obtained from
S(t) = eiθe−
1
2 |δβ|2eδβ
†Ξδβ∗ , (37)
where δβ is the difference mean-field vector in the basis of
(bˆ, bˆ†)T defined as follows:
δβ(t) = β(t)− β(0), (38)
β =
1
2
B†φ (39)
with B being the 4Nb × 4Nb matrix
B =
(
I2Nb I2Nb
−iI2Nb iI2Nb
)
. (40)
5The time evolution of the variational parameters δβ is ob-
tained by integrating the equations of motion (21) to yield
φ(t) and by applying Eq. (39) to transform it into an ex-
pression in the basis of bˆnα and bˆ†nα operators. Following
the same procedures relying on the time-dependent variational
principle as discussed in Sec. II B, we obtain the set of time-
evolution equations for the parameters θ and Ξ,
~dtθ = −〈 ˆ˜H〉GS + 1
4
δφTHφ + 1
4
Tr [HΓΓ]
−1
2
Tr[hΓ]− Tr [h′∗Γ Ξ] , (41)
i~dtΞ =
1
2
h′Γ + hΓΞ + ΞhΓ + 2Ξh
′∗
Γ Ξ. (42)
Here we denote δφ(t) = φ(t) − φ(0) and define the 2Nb ×
2Nb matrices hΓ and h′Γ by(
hΓ h
′
Γ
h′∗Γ hΓ
)
=
1
2
B†HΓB. (43)
Integrating Eqs. (41) and (42) together with Eqs. (30) and
(31), we calculate the overlap S(t) from Eq. (37) whose
Fourier transform provides the absorption spectrum (34).
III. APPLICATION TO THE RYDBERG CENTRAL SPIN
MODEL
A. Variational results with orbital motion
We now discuss the application of our general variational
approach to a new class of the quantum impurity problem,
in which bath bosons are mobile and spinful while interac-
tion between the localized spin and the surrounding particles
is spatially extended. This class of many-body problems can
be naturally realized with Rydberg gases [81]. Rydberg exci-
tations have been powerful probes for studying new regimes
of out-of-equilibrium dynamics of molecular states and quan-
tum many-body systems [73–80, 82–86]. When an atom in
a BEC is excited into a Rydberg state with a high principal
quantum number n, the surrounding environmental bosons are
subject to Fermi’s pseudopotential [95] created by frequent
elastic scattering of the weakly bound Rydberg electron. If
the electron-atom scattering length is negative, the interaction
between the Rydberg electron and the environmental atoms
is attractive and the atoms can become bound to the Rydberg
excitations. This can lead to giant molecular states known as
Rydberg molecules whose size can be several thousand of the
Bohr radius [73, 75].
We consider a situation in which internal dynamics of envi-
ronmental bosons is restricted to two internal states α =⇑,⇓.
Thus, the bosons act as mobile pseudospin-1/2 particles and
their scattering with the Rydberg electron separates into two
channels. We denote these scattering channels as 1 and 2,
and the corresponding pseudopotentials as V1,2. The resulting
Hamiltonian is (c.f. Ref. [81])
Hˆ=
∑
α=⇑,⇓
∫
drΨˆ†rαh0Ψˆrα+
∑
a=x,y,z
Sˆae
∫
drgar Sˆ
a
r +hzSˆ
z
e ,
(44)
where Ψˆrα (Ψˆ†rα) are annihilation (creation) operators of
bosons at position r with internal state α =⇑,⇓, Sˆe = σˆe/2
is the spin operator of the Rydberg electron, hz is a magnetic
field acting on the impurity spin, and Sˆr is the environmental
spin density
Sˆr =
∑
α,β=⇑,⇓
Ψˆ†rα
(σ
2
)
αβ
Ψˆrβ . (45)
We introduce h0 as the matrix elements of a single-particle
Hamiltonian
h0 = −~
2∇2
2m
+ V0(r), (46)
where m denotes the atomic mass. The potential V0 and the
long-range Kondo coupling gar are in general given by linear
combinations of the two Rydberg potentials V1,2, in which the
coefficients depend on the internal structure of environmen-
tal atoms. For the sake of concreteness, hereafter we choose
those values as V0 = (3V1 + V2)/4 and gzr = g
‖
r ≡ V1 − V2
with V1 and V2 being the triplet- and singlet-pseudopotentials
of the 87Rb(87s) state. Moreover, to address effects from a
possible anisotropy in the spin interaction [79, 81], we set
gx,yr = g
⊥
r ≡
√
2gzr . We neglect a temperature effect, boson-
boson interactions and the ion recoil because the Rydberg po-
tentials typically exceed those energy scales. We also omit
contributions from p-wave scattering as well as hyperfine cou-
pling for the sake of simplicity. This condition can be met
when one considers, for example, two-electron atoms. We
remark that the qualitative features of our results discussed
below are insensitive to a specific choice of the Rydberg state.
Previous works on Rydberg molecule and polaron forma-
tion in a high-density regime [73–80] have exclusively fo-
cused on the following polarized initial state
|Ψtriplet〉 = |↑〉e|BEC⇑〉, (47)
where only the triplet channel is relevant to the dynamics.
Thus, the interaction part of Eq. (44) plays no role and the
resulting Hamiltonian is quadratic. In this case, the spin dy-
namics is completely frozen and the orbital motion of environ-
mental atoms solely characterizes the nonequilibrium proper-
ties of the system.
In the present work, we are interested in a different initial
state with the Rydberg spin and the surrounding bosons being
polarized into the opposite directions:
|Ψ0〉 = | ↑〉e|BEC⇓〉. (48)
We note that such an initial condition has already been real-
ized in the experiments at low-density regimes [82–86]. In
this setting, the central spin-type interaction (c.f. the second
term on the right-hand side of Eq. (44)) now plays a nontrivial
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FIG. 1. Applications of the variational approach to nonequilibrium dynamics of a Rydberg impurity interacting with surrounding bosons
via the anisotropic central spin coupling. The obtained overlaps S(t) (top panels) and the corresponding absorption spectra A(ω) (bottom
panels) are plotted at different densities. In the top panels, the blue solid curves (red dashed curves) show the real (imaginary) parts of the
overlaps. The absolute values |S(t)| are shown in the insets. In the bottom panels, the dashed lines indicate the mean-field (MF) shifts ∆MF
(c.f. Eqs. (55) and (56)).
role and the nonequilibrium properties of the system are char-
acterized by the interplay between the spin and orbital degrees
of freedom of the environmental particles.
The main difficulty here is taking into account mesoscopic
collective response of the orbital motion as well as the entan-
glement of the impurity and environmental spins. The main
idea of the variational approach presented in this paper is to
employ the disentangling transformation (3) to decouple the
impurity spin and reduce the problem to that of the bath de-
grees of freedom with additional interactions. We then ap-
proximate the evolution of the environmental wavefunction in
the transformed frame by the Gaussian state, which guaran-
tees that all two-particle correlations are taken into account.
To apply the general formulation presented in the previous
section, it is useful to introduce single-particle energy eigen-
states as the computational basis:
h0ψnr = nψnr, (49)
bˆ†nα =
∫
drψnrΨˆ
†
rα, (50)
where n = 1, 2, . . . , Nb is the nodal quantum number of the
single-particle stateψnr. Further details about the calculations
of the eigenenergies n and the wavefunctions ψnr are given
in App. B. The central spin couplings in this basis are given
by
gamn =
∫
drgarψ
∗
mrψnr (51)
with a = x, y, z. These identifications lead to the Hamilto-
nian (1), and Eqs. (5), (6) and (7) after performing the decou-
pling transformation (3). The initial state (48) corresponds to
the following initial values of the variational parameters:
φ(t = 0) =
√
NB
( ∫
drψ∗nrψini,rδα⇓∫
drψnrψ
∗
ini,rδα⇓
)
, (52)
Γ(t = 0) = I4Nb , (53)
where N is the total number of environmental bosons and
ψini,r is the initial lowest-energy wavefunction without Ry-
dberg potentials (see App. B for further details). Because the
initial state (48) resides in the parity sector P = +1, we can
treat the Rydberg spin as a classical number σxe = +1 in the
transformed frame.
To obtain values of the time-dependent variational pa-
rameters, we integrate the variational time-evolution equa-
tions (21), (22), (41) and (42) with the use of the analytical
expressions of the functional derivatives (30) and (31). We
then calculate the overlap S(t) from Eq. (37) and obtain its
Fourier spectrum A(ω) from Eq. (34). The magnetization dy-
namics of the central spin
mz(t) ≡ 〈σˆze (t)〉 = σxe 〈Pˆenv〉GS (54)
can be obtained from Eq. (29). To improve the numerical ac-
curacy, we find it useful to implement a penalty term to ensure
the spin conservation (see App. C for details).
Figure 1 shows the results obtained for the overlap S(t)
and the corresponding absorption spectrum A(ω) at different
densities ρ. As shown in the top panels in Fig. 1, we find
a fast decay in S(t) that signals the rapid dephasing dynam-
ics due to the creation of high-energy excitations of the en-
7vironmental bosons. The fast decay of S(t) in the time do-
main corresponds to the emergence of a Gaussian profile of
the Fourier spectra A(ω) in the frequency domain in the high-
density regime as shown in the bottom panels in Fig. 1. As
indicated by the dashed lines in the same panels, the centers
of the Gaussian profiles agree with the following mean-field
shift which neglects the flip-flop coupling:
∆MF = 〈Ψ0|Hˆ‖|Ψ0〉, (55)
Hˆ‖ =
∑
α=⇑,⇓
∫
drΨˆ†rαh0Ψˆrα+ Sˆ
z
e
∫
drgzr Sˆ
z
r . (56)
From the initial condition (48), we can set the central spin
to be a classical number Sze = +1/2. The resulting longi-
tudinal Hamiltonian Hˆ‖ is quadratic in terms of the bosonic
operators. Thus, the emergent Gaussian feature can be under-
stood as a consequence of a large number of atoms stochas-
tically occupying single-particle eigenstates of the mean-field
Hamiltonian Hˆ‖, which defines one of the key features of the
Rydberg polaron [79, 80]. We note that this feature is deter-
mined entirely by the longitudinal couplings gzr and is thus not
influenced by the anisotropy in the spin-interaction term.
The overlap S(t) also accompanies oscillations, which can
be best understood from the corresponding Fourier spectrum
A(ω). For a noninteracting setup described by a quadratic
Hamiltonian (such as the triplet setting (47) in Refs. [75–80]),
the frequency spacing of peaks matches the single-particle en-
ergy of the dominant bound state that has the largest over-
lap with the initial single-particle wavefunction. Correspond-
ingly, the sharp peaks in the spectra indicate the formation of
Rydberg molecular states, where one, two or more environ-
mental atoms are bound to and localized in the outermost well
of the molecular potential. In contrast, in the present case
of an interacting system, the central spin interaction causes
the formation of a correlated many-body bound state, and the
simple explanation based on single-particle bound-state ener-
gies is no longer applicable [81]. In the noninteracting triplet
setting, the anisotropy does not affect values of single-particle
energies of the mean-field Hamiltonian (56) and thus the spec-
tra remain the same as in the isotropic case [81]. In the present
interacting problem, quantitative values of many-body bound-
state energies can depend on the anisotropy since the interac-
tion term includes the transverse couplings g⊥r , however, the
qualitative features remain the same.
Figure 2(a) shows the corresponding spin dynamics mz(t)
of the Rydberg electron at different densities ρ. Due to a large
energy cost to flip the central spin coupled to a polarized envi-
ronment, only a small fraction of a many-body state with the
opposite central spin |↓〉e can be admixed. The resulting large
polarization of the Rydberg spin again indicates that the flip-
flop coupling does not play a significant role at the level of the
mean-field feature of the absorption spectrum (c.f. Eq. (55)).
Remarkably, the spin dynamics is accompanied by fast,
long-lasting oscillation that is reminiscent of the nondecay-
ing oscillations found in the central spin problem [50]. To
further study this feature, we plot the Fourier spectra m˜z(ω)
of the spin dynamics in Fig. 2(b). The oscillation frequen-
cies become higher as the density ρ is increased and exhibit
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FIG. 2. (a) The dynamics of the electron spin mz(t) = 〈σˆze (t)〉
of the Rydberg impurity interacting with environmental bosons via
the anisotropic central spin coupling. The results are obtained from
the variational approach and plotted at different densities ρ. (b) The
corresponding Fourier spectra m˜z(ω). The dashed lines indicate the
values of the square root scaling ω ∝ √ρ.
a square root scaling ω = a
√
ρ as indicated by the dashed
lines in Fig. 2(b). We find that the proportionality constant a
is larger than the corresponding value in the isotropic case
[81] by the anisotropic factor g⊥r /g
‖
r (which is chosen to
be
√
2 in the present numerical calculation). This fact in-
dicates that the frequency of the central spin oscillation is
mainly characterized by the transverse spin-exchange cou-
plings Hˆ⊥ = (Sˆ+e
∫
drg⊥r Sˆ
−
r +H.c.)/2. The square root scal-
ing
√
ρ can then be interpreted as a BEC enhancement factor
that arises when the bosonic annihilation operator bˆ⇓ in Hˆ⊥
acts on a macroscopically occupied single-particle state of en-
vironmental bosons. Another interesting feature in Fig. 2(a) is
that the oscillations exhibit the collapse and revival in accor-
dance with the motional wavepacket dynamics of bath atoms,
whose time scale is roughly on the order of the binding energy.
Atoms coupled to the central spin via strong flip-flop in-
teractions are also subject to the strong orbital potential and
thus typically occupy the dominant bound state localized in
the outermost well of the Rydberg potential. We note that
the observed square-root scaling with density is distinguished
from the conventional linear scaling found in the standard cen-
tral spin problem [42–44], where the environmental spins are
immobile and thus a macroscopically occupied state is absent.
This weaker dependence of the oscillation frequency on a den-
sity is advantageous when one attempts to experimentally re-
alize the predicted oscillation in atom clouds of inhomoge-
neous density.
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FIG. 3. (a) The Fourier spectra m˜z(ω) of the time evolution of
the Rydberg electron spin with the anisotropic central spin coupling
at different magnetic fields hz . The dashed lines indicate the linear
scaling δω = −hz . (b) The corresponding real-time dynamics of
the Rydberg spin at different magnetic fields. In (a) and (b), we set
ρ = 6× 1011 cm−3.
The spin oscillation is strongly influenced by controlling an
external magnetic field. Figures 3(a) and (b) show the spectra
m˜z(ω) and the real-time evolution mz(t) of the dynamics of
the Rydberg electron spin at different magnetic fields hz , re-
spectively. The oscillation frequencies of the spin oscillation
can be controlled by changing hz . We find that the shift δω
of the oscillation frequency from the zero-field value scales
linearly with magnetic field, δω = −hz , as indicated by the
dashed lines in Fig. 3(a). The amplitude of the oscillation is
enhanced for a positive field hz > 0 for which the resonance
is approached, while it is suppressed for the opposite sign of
the field hz < 0. These findings are consistent with the previ-
ously known magnetic-field dependences in the standard cen-
tral spin problem [50]. This fact shows that it is possible to
manipulate the electron spin of dense Rydberg gases in the
similar way as in solid-state qubits [42–44, 59–61]. Further-
more, our findings also suggest that the Rydberg electron may
be used to prepare and manipulate a mesoscopic, delocalized
spin environment in a way analogous to localized nuclear-spin
environments [96].
B. Monte Carlo results without orbital motion
To elucidate the importance of taking into account the or-
bital motion of the environmental particles, we analyze the
case of infinite-mass environmental particles (m → ∞). In
this limit, the atomic orbital motion is completely frozen, and
the position operators of the environmental bosons commute
with the Hamiltonian. For each set of positions of environ-
mental atoms {ri}, we can thus reduce the problem to the
ordinary central spin problem:
Hˆ{ri}m→∞ = V +
∑
a=x,y
Sˆae
N∑
i=1
g⊥i Sˆ
a
i + Sˆ
z
e
N∑
i=1
g
‖
i Sˆ
z
i , (57)
where V =
∑N
i=1 V0(ri) and we denote the central spin cou-
plings as g‖i = g
z
ri and g
⊥
i = g
x,y
ri . Because of the conser-
vation of the total spin-z components, the time-evolved wave-
function is restricted to the sector of σˆze + 2
∑
i Sˆ
z
i = 1 −N
and can be parametrized as
|Ψ{ri}t 〉 = e−iHˆ
{ri}
m→∞t/~|Ψ0〉
= ξ0(t)| ↑〉e| ⇓1 · · · ⇓N 〉
+
N∑
i=1
ξi(t)| ↓〉e| ⇓1 · · · ⇑i · · · ⇓N 〉. (58)
The time-evolution equations of the variables ξ are given by
i~dtξ0 =
(
V − G4
)
ξ0 +
1
2
∑N
i=1 g
⊥
i ξi, (59)
i~dtξi =
(
V +
G−2g‖i
4
)
ξi +
1
2g
⊥
i ξ0, (60)
whereG =
∑N
i=1 g
‖
i . This equation can be solved analytically
by performing the Laplace transformation
ξ˜(s) =
∫ ∞
0
dtξ(t)e−st, (61)
dtξ → sξ˜(s)− ξ(0). (62)
Using the initial condition ξ0(0) = 1 and ξi(0) = 0 for
i = 1, 2, . . . , N , we obtain the analytical expression for ξ0,
ξ0(t)=
1
2pii
∫
C
dωe−iωt−iω0t
ω+G
2
− 1
4
N∑
i=1
g⊥2i
ω +
g
‖
i
2
−1 ,
(63)
where ω0 = (V +G/4)/~ and the contour C is chosen so that
all the poles in the integral lie to its above; one can choose the
contour that extends from −∞ to ∞ along the real axis and
is closed via a half circle in the upper complex plane. After
performing the integration, we find
ξ0(t) = e
−iω0t
N+1∑
l=1
wle
−iωlt. (64)
Here, wl = 1/[1 +
∑N
i=1 g
⊥2
i /(2ωl + g
‖
i )
2] and {ωl}N+1l=1 are
the poles enclosed by the integration contour, which can be
obtained from the algebraic equation
N∑
i=1
g
‖
i + (g
‖2
i − g⊥2i )/(2ω)
2ωl + g
‖
i
= −1. (65)
9We note that Eq. (65) reproduces the previous result [50] for
obtaining the Bethe roots in the case of isotropic couplings
g⊥i = g
‖
i . The overlap is given by
S{ri}(t) = 〈Ψ0|e−iHˆ
{ri}
m→∞t/~|Ψ0〉 = ξ0(t), (66)
leading to the absorption spectrum
A{ri}(ω) =
N+1∑
l=1
δ(ω − ω0 − ωl)wl. (67)
Similarly, the central spin dynamics is given by
m{ri}z (t) ≡ 〈Ψ{ri}t |σˆze |Ψ{ri}t 〉
= |ξ0(t)|2 −
N∑
i=1
|ξi(t)|2. (68)
To calculate the absorption spectrum appropriate for the ini-
tial state (48), we randomly generate sets of atomic positions
{ri} according to the initial BEC wavefunction
∏N
i=1 ψini,ri
and obtain the corresponding A{ri}(ω) from Eq. (67). This
procedure is repeated to calculate the ensemble average over
different atomic configurations to yield
Am→∞(ω) =
∑
{ri}
Prob[{ri}]A{ri}(ω). (69)
Similarly, the central spin dynamics is obtained from Eq. (68)
and reads
mm→∞z (t) =
∑
{ri}
Prob[{ri}]m{ri}z (t). (70)
Figures 4(a) and (b) show the calculated absorption spec-
trum A(ω) and the corresponding central spin dynamics
mz(t) for the infinite-mass environmental particles at typi-
cal parameters. The results are obtained by taking the en-
semble average over 105 different stochastic realizations of
atomic configurations. As shown in Fig. 4(a), the absorp-
tion spectrum exhibits the Gaussian feature which is the con-
sequence of the average over various occupations of energy
eigenstates of the stochastic central spin Hamiltonian (57) (c.f.
Eqs. (67) and (69)). We note that, to obtain the spectrum, one
still needs to solve the (integrable) many-body problem (57),
which should be distinguished from the single-particle calcu-
lations performed in, e.g., the triplet setting (47). To illustrate
such a quantum aspect of the present problem, we plot typical
single realizations of the central spin dynamics with the fixed
spin couplings (see the dashed thin curves in Fig. 4(b)). For
each single realization, the spin exhibits nondecaying oscil-
lations as previously discussed in the literature on the central
spin coupled to polarized spin environments [50]. However,
after taking the ensemble average over different atomic con-
figurations (c.f. Eq. (70)), these oscillations are averaged out,
and the actual spin dynamics quickly relaxes to a stationary
finite value as shown by the thick curve in Fig. 4(b).
We note that the key features found in the previous sub-
section (in which the orbital motion is taken into account),
such as the peaks in the absorption spectrum corresponding to
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FIG. 4. (a) Absorption spectrum A(ω) and (b) the correspond-
ing central spin dynamics mz(t) for environmental particles of infi-
nite mass (i.e., localized environmental spins). The results are ob-
tained from Eqs. (67) and (68) and by taking the ensemble aver-
age over 105 different stochastic realizations of atomic configura-
tions (c.f. Eqs. (69) and (70)). In (a), the dashed line indicates the
mean-field shift ∆MF. In (b), the blue thick solid curve indicates
the ensemble-averaged result while the dashed thin curves show typ-
ical dynamics for single stochastic realizations. We set the density to
ρ = 6× 1012cm−3.
the many-body dressed bound state, are absent in the present
infinite-mass treatment, as it cannot describe the formation of
Rydberg molecular state. This fact again highlights the im-
portance of orbital motion of environmental particles to un-
derstand the dynamics of the RCSM.
IV. CONCLUSIONS AND OUTLOOK
We developed an efficient variational approach to solving
quantum spin systems coupled to bosonic environments and
applied this technique to analyze nonequilibrium properties
of the Rydberg Central Spin Model (RCSM) proposed in the
accompanying paper [81]. The key element of this approach is
the decoupling of the impurity spin using the canonical trans-
formation (3). This transformation maps the conserved par-
ity operator into one of the components of the impurity-spin
operator and thus makes this spin component an integral of
motion. In the transformed frame, we then only need to con-
sider the wavefunction of the bosons, which we approximate
by the bosonic Gaussian state. This wavefunction includes all
two particle correlations and requires the number of parame-
ters growing only quadratically with the system size. We uti-
lized time-dependent variational principle to derive analytical
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expressions for the variational time-evolution equations (see
Eqs. (21) and (22) together with (30) and (31)). These equa-
tions are general and can be readily applied to analyze the in-
and out-of-equilibrium properties of a wide class of systems,
in which quantum impurities are coupled to bosonic environ-
ments. As concrete examples, we applied our theory to ana-
lyze several dynamical aspects of the RCSM. In particular, we
predicted sharp peaks in the absorption spectrum correspond-
ing to dressed many-body molecular states, and long-lasting
central spin oscillations. To elucidate the difference between
the RCSM and the standard central spin model, we also an-
alyzed the situation of immobile (i.e., infinitely heavy) bath
atoms located at random positions. In this limit, the problem
can be solved exactly for each stochastic realization; we then
used the Monte Carlo sampling to take an ensemble average
over possible atomic configurations.
Our study suggests several promising directions for fu-
ture research. Firstly, in the context of solid-state systems,
it is intriguing to apply the present variational approach to
study the Bose Kondo problems [5–8] in both in- and out-
of-equilibrium regimes. In the field of ultracold atoms, our
analysis can be extended to make predictions of site-resolved
many-body dynamics as appropriate for experiments using
quantum gas microscopy [97–105]. The covariance matrix
obtained in our approach can be expressed in the real-space
basis, from which one can readily extract spatiotemporal dy-
namics of correlation functions. It is intriguing to extend the
present approach to analyze dissipative dynamics of quantum
systems coupled to generic bosonic baths at finite tempera-
tures. This can be done by generalizing the variational state
to Gaussian density matrices. Another interesting direction is
to extend our approach to Markovian open quantum systems
subject to dissipation [56, 106–108] and measurements [109–
113] by employing the variational principle appropriate for
master-equation dynamics [114, 115]. Generalizing the de-
coupling canonical transformation, our approach can also be
applied to multiple impurities [116] coupled to bosonic envi-
ronments. In these ways, our approach can serve as a power-
ful theoretical tool to study a multitude of interesting quantum
many-body problems.
Secondly, it is intriguing to study the RCSM in a fermionic
setup, where the interplay between the conventional central
spin problem [45–58] and fermionic Kondo physics [88, 117,
118] should offer another distinct class of many-body prob-
lems. Thirdly, our study suggests a promising direction of us-
ing Rydberg electrons to prepare and manipulate mesoscopic
spin environments. While this technique has been imple-
mented in solid-state devices [96] with a localized nuclear-
spin environment, it remains an open question to what extent
this method can be generalized to setups with delocalized (i.e.,
mobile) bath particles. Finally, it merits further study to ex-
plore the impact of other experimental details arising from,
e.g., p-wave contributions to electron-atom scattering or the
hyperfine couplings. These effects are expected to be impor-
tant in several types of atoms [82–84, 86]. We hope that our
work stimulates further studies in these directions.
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Appendix A: Imaginary-time evolution
We here provide the variational equations for the
imaginary-time evolution, which can be useful to analyze
ground-state properties. The exact form of the imaginary-time
evolution in the transformed frame is given by
|Ψ(τ)〉 = e
− ˆ˜Hτ |Ψ(0)〉∥∥∥e− ˆ˜Hτ |Ψ(0)〉∥∥∥ . (A1)
Minimizing the error of the variational evolution from the ex-
act one, we arrive at the following differential equation (c.f.
discussions above Eq. (16)):
dτ |ΨGS(τ)〉 = −Pˆ∂( ˆ˜H − 〈 ˆ˜H〉GS)|ΨGS(τ)〉. (A2)
Using the expressions (17) and (18) and comparing the linear
and quadratic terms of ψˆ on both sides of Eq. (A2), we obtain
dτφ = −ΓHφ, (A3)
dτΓ = σ
THΓσ − ΓHΓΓ. (A4)
Integrating these variational equations together with the ana-
lytical expressions (30) and (31) of Hφ and HΓ, one can ana-
lyze the ground-state properties in the limit of τ →∞.
Appendix B: Rydberg wavefunction
We here briefly outline the calculation of single-particle en-
ergy eigenstates of atoms subject to a Rydberg potential. We
first note that, since the Hamiltonian is rotationally symmet-
ric and the initial single-particle wavefunction ψini,r has zero
angular momentum, the system resides in the sector with an-
gular momentum l = 0 during the course of the time evolu-
tion. The resulting radial single-particle Schro¨dinger equation
is thus given by[
− ~
2
2m
d2
dr2
+ V (r)
]
un(r) = nun(r), (B1)
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FIG. 5. Radial wavefunctions of the single-particle energy eigen-
states for the triplet potential of 87Rb(87s) Rydberg state. Solution
n = 3 is the most dominant bound state having the largest overlap
with the initial single-particle state. The black dashed curve indicates
the spatial profile of the Rydberg potential in arbitrary units.
where r denotes the radial coordinate, V (r) is the Ryd-
berg potential, and we introduce the radial wavefunction by
un(r) =
√
4pir2ψnr. We numerically solve Eq. (B1) in a
spherical box of radius R by imposing the boundary condi-
tions un(0) = un(R) = 0, and obtain Nb = 80 energy eigen-
states from the lowest-energy solution. Figure 5 shows the
bound states for the triplet potential of 87Rb(87s) Rydberg
state. The state with n = 3 is localized around the outer-
most antinode of the potential and corresponds to the dom-
inant bound state having the largest overlap with the initial
single-particle wavefunction. We note that the contributions
from the cutoff-dependent states n = 1, 2 are tiny and thus
can be neglected in the analysis.
The initial single-particle wavefunction is the lowest-
energy state in the absence of an external potential and,
by imposing the boundary conditions above, we obtain its
solution as uini(r) =
√
2/R sin(pir/R) where uini(r) =√
4pir2ψini,r. We relate the total number N of particles in
the sphere with radial R to the density ρ by using the value of
the initial wavefunction at the origin, i.e., ρ = N |ψini,r=0|2.
Finally, we note that the initial coefficients in Eq. (52) are ob-
tained from∫
drψ∗nrψini,r =
∫ R
0
dru∗n(r)
√
2
R
sin
( pi
R
r
)
. (B2)
Appendix C: Penalty term ensuring the spin conservation
In general, if the Hamiltonian Hˆ in the original frame satis-
fies a certain symmetry and has a conserved quantity Oˆ, then
the corresponding quantity ˆ˜O = Uˆ†OˆUˆ in the transformed
frame is also guaranteed to be exactly conserved through the
variational time-evolution equations. This follows from the
fact that the time-dependent variational principle ensures the
symplecticity [119]. Yet, in practice, numerical errors accu-
mulated during the integration of highly nonlinear variational
equations can lead to an apparent violation of the conserva-
tion law. To remedy this, it is useful to add a penalty term
as a perturbation on the Hamiltonian so as to make sure that
the conservation law is satisfied during the variational time
evolution. In particular, in our problem, we ensure the spin
conservation σˆze + σˆ
z
env + Nˆ = σˆ
z
e + 2Nˆ⇑ = 1 by adding the
penalty term:
Vˆ = λ
(
σˆze + 2Nˆ⇑ − 1
)2
. (C1)
In the transformed frame, it is given by
ˆ˜V = Uˆ†Vˆ Uˆ = λ
(
σˆxe Pˆenv + 2Nˆ⇑ − 1
)2
. (C2)
Its expectation value with respect to the Gaussian state can be
expressed as
〈 ˆ˜V 〉GS = λ
[
2− Tr[P↑(Γ− I4Nb)]− φTP↑φ
+
1
4
(
Tr[P↑(Γ− I4Nb)] + φTP↑φ
)2
+ φTP↑ΓP↑φ
+
1
2
(Tr [P↑ΓP↑Γ]− Tr [P↑]) + 2σxeP
]
, (C3)
where P↑ = I2 ⊗ ((σz + 1)/2 ⊗ INb) and P = 2Tr [P↑Ω] −
〈Pˆenv〉GS. Its functional derivative with respect to the mean-
field vector φ is given by
HVφ = 2
δ〈 ˆ˜V 〉GS
δφ
= λ
(
2
(
Tr[P↑(Γ− I4Nb)] + φTP↑φ− 2
)
P↑φ+ 4P↑ΓP↑φ+ 4σxe
δP
δφ
)
, (C4)
δP
δφ
= −PΓ−1B (I4Nb + Λ)φ− 4〈Pˆenv〉GSΓ−1B S [Υ↑] (Γ−1B )Tφ, (C5)
where we introduce the matrix Υ↑ as
Υ↑ =
(
I2Nb
−iI2Nb
)
ΣzP↑(I2Nb , iI2Nb). (C6)
12
Similarly, the functional derivative with respect to the co- variance matrix Γ can be calculated as
HVΓ = 4
δ〈 ˆ˜V 〉GS
δΓ
= λ
(
2
(
Tr[P↑(Γ− I4Nb)] + φTP↑φ− 2
)
P↑ + 4P↑(Γ + φφT )P↑ + 8σxe
δP
δΓ
)
, (C7)
δP
δΓ
= S
[
PΓ−1B (I4Nb + Λ) (Φ− I4Nb) /2 + 2〈Pˆenv〉GSΓ−1B Υ↑(Γ−1B )T (2Φ− I4Nb)
]
. (C8)
The perturbations (C4) and (C7) are added to the functional derivatives (30) and (31), respectively, and ensure the spin
conservation during the variational calculations.
[1] L. Landau and S. Pekar, J. Exp. Theor. Phys 423, 71 (1948).
[2] R. P. Feynman, Phys. Rev. 97, 660 (1955).
[3] J. T. Devreese and F. Peters, eds., Polarons and Excitons in
Polar Semiconductors and Ionic Crystals (Plenum Press, New
York, 1984).
[4] A. J. Leggett, S. Chakravarty, A. T. Dorsey, M. P. A. Fisher,
A. Garg, and W. Zwerger, Rev. Mod. Phys. 59, 1 (1987).
[5] G. M. Falco, R. A. Duine, and H. T. C. Stoof, Phys. Rev. Lett.
92, 140402 (2004).
[6] S. Florens, L. Fritz, and M. Vojta, Phys. Rev. Lett. 96, 036601
(2006).
[7] M. Foss-Feig and A. M. Rey, Phys. Rev. A 84, 053619 (2011).
[8] T. Flottat, F. He´bert, V. G. Rousseau, R. T. Scalettar, and G. G.
Batrouni, Phys. Rev. B 92, 035101 (2015).
[9] J. K. Furdyna and J. Kossut, eds., Semiconductors and
Semimetals (Academic, London, 1988).
[10] C. Lo, E. Manousakis, R. Sollie, and Y. Wang, Phys. Rev. B
(1994).
[11] N. Vukmirovic´, C. Bruder, and V. M. Stojanovic´, Phys. Rev.
Lett. 109, 126407 (2012).
[12] J. Bardeen, G. Baym, and D. Pines, Phys. Rev. 156, 207
(1967).
[13] A. Schirotzek, C.-H. Wu, A. Sommer, and M. W. Zwierlein,
Phys. Rev. Lett. 102, 230402 (2009).
[14] B. Fro¨hlich, M. Feld, E. Vogt, M. Koschorreck, W. Zwerger,
and M. Ko¨hl, Phys. Rev. Lett. 106, 105301 (2011).
[15] M. Koschorreck, D. Pertot, E. Vogt, B. Frohlich, M. Feld, and
M. Ko¨hl, Nature 485, 619 (2012).
[16] F. Meinert, M. Knap, E. Kirilov, K. Jag-Lauber, M. B.
Zvonarev, E. Demler, and H.-C. Na¨gerl, Science 356, 945
(2017).
[17] M. Cetina, M. Jag, R. S. Lous, J. T. M. Walraven, R. Grimm,
R. S. Christensen, and G. M. Bruun, Phys. Rev. Lett. 115,
135302 (2015).
[18] M. Cetina, M. Jag, R. S. Lous, I. Fritsche, J. T. M. Walraven,
R. Grimm, J. Levinsen, M. M. Parish, R. Schmidt, M. Knap,
and E. Demler, Science 354, 96 (2016).
[19] F. Scazza, G. Valtolina, P. Massignan, A. Recati, A. Am-
ico, A. Burchianti, C. Fort, M. Inguscio, M. Zaccanti, and
G. Roati, Phys. Rev. Lett. 118, 083602 (2017).
[20] M.-G. Hu, M. J. Van de Graaff, D. Kedar, J. P. Corson, E. A.
Cornell, and D. S. Jin, Phys. Rev. Lett. 117, 055301 (2016).
[21] N. B. Jørgensen, L. Wacker, K. T. Skalmstang, M. M. Parish,
J. Levinsen, R. S. Christensen, G. M. Bruun, and J. J. Arlt,
Phys. Rev. Lett. 117, 055302 (2016).
[22] Z. Z. Yan, Y. Ni, C. Robens, and M. W. Zwierlein,
arXiv:1904.02685 (2019).
[23] F. M. Cucchietti and E. Timmermans, Phys. Rev. Lett. 96,
210401 (2006).
[24] R. Schmidt, T. Enss, V. Pietila¨, and E. Demler, Phys. Rev. A
85, 021602 (2012).
[25] D. K. Efimkin and A. H. MacDonald, Phys. Rev. B 95, 035417
(2017).
[26] J. Tempere, W. Casteels, M. K. Oberthaler, S. Knoop, E. Tim-
mermans, and J. T. Devreese, Phys. Rev. B 80, 184504 (2009).
[27] A. Novikov and M. Ovchinnikov, J. Phys. B 43, 105301
(2010).
[28] W. Casteels, T. Van Cauteren, J. Tempere, and J. T. Devreese,
Laser Phys. 21, 1480 (2011).
[29] W. Casteels, J. Tempere, and J. T. Devreese, Phys. Rev. A 84,
063612 (2011).
[30] S. P. Rath and R. Schmidt, Phys. Rev. A 88, 053632 (2013).
[31] J. Vlietinck, J. Ryckebusch, and K. Van Houcke, Phys. Rev.
B 87, 1 (2013).
[32] W. Li and S. Das Sarma, Phys. Rev. A 90, 013618 (2014).
[33] Y. E. Shchadilova, R. Schmidt, F. Grusdt, and E. Demler,
Phys. Rev. Lett. 117, 113002 (2016).
[34] J. Levinsen, M. M. Parish, and G. M. Bruun, Phys. Rev. Lett.
115, 125302 (2015).
[35] L. A. P. Ardila and S. Giorgini, Phys. Rev. A 92, 033612
(2015).
[36] L. A. P. Ardila and S. Giorgini, Phys. Rev. A 94, 063640
(2016).
[37] R. S. Christensen, J. Levinsen, and G. M. Bruun, Phys. Rev.
Lett. 115, 160401 (2015).
[38] Y. Ashida, R. Schmidt, L. Tarruell, and E. Demler, Phys. Rev.
B 97, 060302 (2018).
[39] L. A. Pen˜a Ardila, N. B. Jo¨rgensen, T. Pohl, S. Giorgini, G. M.
Bruun, and J. J. Arlt, arXiv:1812.04609 (2018).
[40] A. S. Alexandrov, Polarons in advanced materials (Canopus
Pub., 2007).
[41] J. T. Devreese and A. S. Alexandrov, Rep. Prog. Phys. 72,
066501 (2009).
[42] A. Khaetskii, D. Loss, and L. Glazman, Phys. Rev. B 67,
195329 (2003).
[43] J. Schliemann, A. Khaetskii, and D. Loss, J. Phys. Cond. Matt.
15, R1809 (2003).
[44] W. A. Coish and D. Loss, Phys. Rev. B 70, 195340 (2004).
[45] M. Gaudin, J. Phys. (France) 37, 1087 (1976).
[46] N. V. Prokof’ev and P. C. E. Stamp, Rep. Prog. Phys. 63, 669
13
(2000).
[47] J. M. Taylor, A. Imamoglu, and M. D. Lukin, Phys. Rev. Lett.
91, 246802 (2003).
[48] J. Dukelsky, S. Pittel, and G. Sierra, Rev. Mod. Phys. 76, 643
(2004).
[49] E. A. Yuzbashyan, B. L. Altshuler, V. B. Kuznetsov, and V. Z.
Enolskii, J. Phys. A 38, 7831 (2005).
[50] M. Bortz and J. Stolze, Phys. Rev. B 76, 014304 (2007).
[51] W. Zhang, N. Konstantinidis, K. A. Al-Hassanieh, and V. V.
Dobrovitski, J. Phys. Cond. Matt. 19, 083202 (2007).
[52] G. Chen, D. L. Bergman, and L. Balents, Phys. Rev. B 76,
045312 (2007).
[53] B. Lee, W. M. Witzel, and S. Das Sarma, Phys. Rev. Lett. 100,
160505 (2008).
[54] M. Bortz, S. Eggert, C. Schneider, R. Stu¨bner, and J. Stolze,
Phys. Rev. B 82, 161308 (2010).
[55] W. M. Witzel, M. S. Carroll, L. Cywin´ski, and S. Das Sarma,
Phys. Rev. B 86, 035452 (2012).
[56] E. M. Kessler, G. Giedke, A. Imamoglu, S. F. Yelin, M. D.
Lukin, and J. I. Cirac, Phys. Rev. A 86, 012116 (2012).
[57] A. Faribault and D. Schuricht, Phys. Rev. B 88, 085323
(2013).
[58] D. A. Rowlands and A. Lamacraft, Phys. Rev. Lett. 120,
090401 (2018).
[59] W. M. Witzel, M. S. Carroll, A. Morello, L. Cywin´ski, and
S. Das Sarma, Phys. Rev. Lett. 105, 187602 (2010).
[60] A. M. Tyryshkin, S. Tojo, J. J. L. Morton, H. Riemann, N. V.
Abrosimov, P. Becker, H.-J. Pohl, T. Schenkel, M. L. W. The-
walt, K. M. Itoh, et al., Nat. Mater. 11, 143 (2012).
[61] R. Hanson, V. V. Dobrovitski, A. E. Feiguin, O. Gywat, and
D. D. Awschalom, Science 320, 352 (2008).
[62] L. Amico, A. Di Lorenzo, and A. Osterloh, Phys. Rev. Lett.
86, 5759 (2001).
[63] V. V. Dobrovitski and H. A. De Raedt, Phys. Rev. E 67, 056702
(2003).
[64] J. Fischer and H.-P. Breuer, Phys. Rev. A 76, 052119 (2007).
[65] E. Ferraro, H.-P. Breuer, A. Napoli, M. A. Jivulescu, and
A. Messina, Phys. Rev. B 78, 064309 (2008).
[66] W. Yao, R.-B. Liu, and L. J. Sham, Phys. Rev. B 74, 195301
(2006).
[67] L. Cywinski, W. M. Witzel, and S. Das Sarma, Phys. Rev.
Lett. 102, 057601 (2009).
[68] W. Yang and R.-B. Liu, Phys. Rev. B 78, 085315 (2008).
[69] E. Barnes, L. Cywinski, and S. Das Sarma, Phys. Rev. Lett.
109, 140403 (2012).
[70] R. A. Barankov, L. S. Levitov, and B. Z. Spivak, Phys. Rev.
Lett. 93, 160401 (2004).
[71] Y. Ashida, T. Shi, M. C. Ban˜uls, J. I. Cirac, and E. Demler,
Phys. Rev. Lett. 121, 026805 (2018); Phys. Rev. B 98, 024103
(2018).
[72] M. Saffman, T. G. Walker, and K. Mølmer, Rev. Mod. Phys.
82, 2313 (2010).
[73] C. H. Greene, A. S. Dickinson, and H. R. Sadeghpour, Phys.
Rev. Lett. 85, 2458 (2000).
[74] E. L. Hamilton, C. H. Greene, and H. R. Sadeghpour, J. Phys.
B 35, L199 (2002).
[75] V. Bendkowsky, B. Butscher, J. Nipper, J. P. Shaffer, R. Lo¨w,
and T. Pfau, Nature 458, 1005 (2009).
[76] A. Gaj, A. T. Krupp, J. B. Balewski, R. Lo¨w, S. Hofferberth,
and T. Pfau, Nat. Commun. 5, 4546 (2014).
[77] R. Schmidt, H. R. Sadeghpour, and E. Demler, Phys. Rev.
Lett. 116, 105302 (2016).
[78] M. Schlagmu¨ller, T. C. Liebisch, H. Nguyen, G. Lochead,
F. Engel, F. Bo¨ttcher, K. M. Westphal, K. S. Kleinbach,
R. Lo¨w, S. Hofferberth, T. Pfau, J. Pe´rez-Rı´os, and C. H.
Greene, Phys. Rev. Lett. 116, 053001 (2016).
[79] F. Camargo, R. Schmidt, J. D. Whalen, R. Ding, G. Woehl,
S. Yoshida, J. Burgdo¨rfer, F. B. Dunning, H. R. Sadeghpour,
E. Demler, and T. C. Killian, Phys. Rev. Lett. 120, 083401
(2018); R. Schmidt, J. D. Whalen, R. Ding, F. Camargo,
G. Woehl, S. Yoshida, J. Burgdo¨rfer, F. B. Dunning, E. Dem-
ler, H. R. Sadeghpour, and T. C. Killian, Phys. Rev. A 97,
022707 (2018).
[80] K. S. Kleinbach, F. Engel, T. Dieterle, R. Lo¨w, T. Pfau, and
F. Meinert, Phys. Rev. Lett. 120, 193401 (2018).
[81] Y. Ashida, T. Shi, R. Schmidt, H. Sadeghpour, J. I. Cirac, and
E. Demler, arXiv:1905.08523 (2019).
[82] D. A. Anderson, S. A. Miller, and G. Raithel, Phys. Rev. A
90, 062518 (2014).
[83] H. Saßmannshausen, F. Merkt, and J. Deiglmayr, Phys. Rev.
Lett. 114, 133201 (2015).
[84] F. Bo¨ttcher, A. Gaj, K. M. Westphal, M. Schlagmu¨ller, K. S.
Kleinbach, R. Lo¨w, T. C. Liebisch, T. Pfau, and S. Hoffer-
berth, Phys. Rev. A 93, 032512 (2016).
[85] M. Deiß, S. Haze, J. Wolf, L. Wang, F. Meinert,
C. Fey, F. Hummel, P. Schmelcher, and J. H. Denschlag,
arXiv:1901.08792 (2019).
[86] F. Engel, T. Dieterle, F. Hummel, C. Fey, P. Schmelcher,
R. Lo¨w, T. Pfau, and F. Meinert, arXiv:1904.08372 (2019).
[87] J. Kondo, Prog. Theor. Phys. 32, 37 (1964).
[88] A. C. Hewson, The Kondo problem to heavy fermions (Cam-
bridge Univ. Press, Cambridge New York, 1997).
[89] M. Kana´sz-Nagy, Y. Ashida, T. Shi, C. P. Moca, T. N. Ikeda,
S. Fo¨lling, J. I. Cirac, G. Zara´nd, and E. A. Demler, Phys.
Rev. B 97, 155156 (2018).
[90] C. Weedbrook, S. Pirandola, R. Garcı´a-Patro´n, N. J. Cerf, T. C.
Ralph, J. H. Shapiro, and S. Lloyd, Rev. Mod. Phys. 84, 621
(2012).
[91] T. Shi, E. Demler, and J. I. Cirac, Ann. Phys. 390, 245 (2018).
[92] R. Jackiw and A. Kerman, Phys. Lett. A 71, 1 (1979).
[93] P. Kramer, J. Phys. Conf. Ser. 99, 012009 (2008).
[94] R. Schmidt, M. Knap, D. A. Ivanov, J.-S. You, M. Cetina, and
E. Demler, Rep. Prog. Phys. 81, 024401 (2018).
[95] E. Fermi, II Nuovo Cimento (1924-1942) 11, 157 (1934).
[96] F. H. L. Koppens, J. A. Folk, J. M. Elzerman, R. Hanson,
L. H. W. van Beveren, I. T. Vink, H. P. Tranitz, W. Wegschei-
der, L. P. Kouwenhoven, and L. M. K. Vandersypen, Science
309, 1346 (2005).
[97] M. Endres, M. Cheneau, T. Fukuhara, C. Weitenberg,
P. Schauß, C. Gross, L. Mazza, M. C. Ban˜uls, L. Pollet,
I. Bloch, and S. Kuhr, Science 334, 200 (2011).
[98] M. Cheneau, P. Barmettler, D. Poletti, M. Endres, P. Schauss,
T. Fukuhara, C. Gross, I. Bloch, C. Kollath, and S. Kuhr,
Nature 481, 484 (2012).
[99] P. Schauß, M. Cheneau, M. Endres, T. Fukuhara, S. Hild,
A. Omran, T. Pohl, C. Gross, S. Kuhr, and I. Bloch, Nature
491, 87 (2012).
[100] T. Fukuhara, S. Hild, J. Zeiher, P. Schauß, I. Bloch, M. Endres,
and C. Gross, Phys. Rev. Lett. 115, 035302 (2015).
[101] A. M. Kaufman, M. E. Tai, A. Lukin, M. Rispoli, R. Schittko,
P. M. Preiss, and M. Greiner, Science 353, 794 (2016).
[102] M. Miranda, R. Inoue, Y. Okuyama, A. Nakamoto, and
M. Kozuma, Phys. Rev. A 91, 063414 (2015).
[103] Y. Ashida and M. Ueda, Phys. Rev. Lett. 115, 095301 (2015);
Opt. Lett. 41, 72 (2016); Phys. Rev. A 95, 022124 (2017).
[104] R. Yamamoto, J. Kobayashi, T. Kuno, K. Kato, and Y. Taka-
hashi, New J. Phys. 18, 023016 (2016).
[105] S. Hollerith, J. Zeiher, J. Rui, A. Rubio- Abadal, V. Walther,
14
T. Pohl, D. M. Stamper-Kurn, I. Bloch, and C. Gross,
arXiv:1812.07533 (2018).
[106] A. J. Daley, Adv. Phys. 63, 77 (2014).
[107] G. Barontini, R. Labouvie, F. Stubenrauch, A. Vogler, V. Guar-
rera, and H. Ott, Phys. Rev. Lett. 110, 035302 (2013).
[108] Y. Ashida, K. Saito, and M. Ueda, Phys. Rev. Lett. 121,
170402 (2018); Z. Gong, Y. Ashida, K. Kawabata, K. Takasan,
S. Higashikawa, and M. Ueda, Phys. Rev. X 8, 031079 (2018).
[109] H. Carmichael, An Open System Approach to Quantum Optics
(Springer, Berlin, 1993).
[110] T. E. Lee and C.-K. Chan, Phys. Rev. X 4, 041001 (2014).
[111] R. Labouvie, B. Santra, S. Heun, and H. Ott, Phys. Rev. Lett.
116, 235302 (2016).
[112] Y. S. Patil, S. Chakram, and M. Vengalattore, Phys. Rev. Lett.
115, 140402 (2015).
[113] Y. Ashida, S. Furukawa, and M. Ueda, Nat. Commun. 8,
15791 (2017); Y. Ashida and M. Ueda, Phys. Rev. Lett. 120,
185301 (2018).
[114] J. Cui, J. I. Cirac, and M. C. Ban˜uls, Phys. Rev. Lett. 114,
220601 (2015).
[115] H. Weimer, Phys. Rev. Lett. 114, 040402 (2015).
[116] P. Sala, T. Shi, S. Ku¨hn, M. C. Ban˜uls, E. Demler, and J. I.
Cirac, Phys. Rev. D 98, 034505 (2018).
[117] L. Riegger, N. Darkwah Oppong, M. Ho¨fer, D. R. Fernandes,
I. Bloch, and S. Fo¨lling, Phys. Rev. Lett. 120, 143601 (2018).
[118] K. Ono, J. Kobayashi, Y. Amano, K. Sato, and Y. Takahashi,
Phys. Rev. A 99, 032707 (2019).
[119] J. Haegeman, J. I. Cirac, T. J. Osborne, I. Pizˇorn, H. Ver-
schelde, and F. Verstraete, Phys. Rev. Lett. 107, 070601
(2011).
