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The motivation for writing this paper was the parallelism in the classification of three different kinds of
mathematical objects:
(i) Classical r-matrices.
(ii) Generalized cohomology theories that have Chern classes for complex vector bundles.
(iii) 1-dimensional formal groups.
Recall first, that there are some distinguished 1-dimensional formal groups - those corresponding to actual
algebraic groups - that is, the additive group Ga, the multiplicative group Gm, and the elliptic curves.
Further, classical r-matrices, that is solutions to the classical Yang-Baxter equation
(0.1) [r13(u+ v), r23(v)− r12(u)] = [r23(v), r12(u)].
were classified by Belavin and Drinfeld [BD]. They showed that , under appropriate non-degeneracy condi-
tions, all algebraic solutions to (0.1) are given by rational, trigonometric and elliptic functions respectively.
The “quantum algebras” associated to those solutions are known, respectively, as Yangians, quantized en-
veloping algebras, and quantum elliptic algebras [Dr1] [RS]. Thus, one gets an ‘a posteriori’ correspondence
(i)↔(iii).
The relation (ii)↔(iii), on the other hand, is well known in algebraic topology, due to Quillen [Q]. The
generalized cohomology theories associated to formal groups arising from Ga, Gm and elliptic curves are,
respectively, the ordinary cohomology, the complex K-theory and the so-called elliptic cohomology [Lan][S2].
This suggests looking for a direct construction relating one of the three generalized cohomology theories
above with the corresponding quantum algebras. For the case of K-theory such a relation was found in
[GV1] following an earlier work [BLM]. It provides a description of a quantized universal enveloping algebra
in terms of equivariant K-theory of flag varieties. It was also observed in [GV1] that replacing equivariant
K-theory by equivariant homology yields a construction of Yangians.
The aim of the present paper is to treat the elliptic case. The first obstacle here is the absence of
a ‘good’ equivariant elliptic cohomology theory. The non-equivariant elliptic cohomology theory was first
introduced in mid 80’s, see [Lan] and references therein, though no direct geometric interpretation of that
theory is known as yet. Recently, a definition of equivariant elliptic cohomology with complex coefficients
was suggested by Grojnowski [Gr]. His approach is not fully satisfactory however, since the construction
in [Gr] becomes void in the non-equivariant case: it cannot distinguish non-equivariant elliptic cohomology
from the ordinary cohomology at all.
In the present paper we adopt the following strategy. In the first two sections we work out general
formalism of the ‘would-be’ equivariant elliptic cohomology theory as if such a theory existed. Most of our
attention is payed to those features of the theory that are essentially different from the known cohomology
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theories, e.g., an invariant construction of the Chern classes. At the end of §1 we sketch Grojnowski’s
definition (we slightly modify his definition actually in order to remain in the domain of algebraic, rather
than complex-analytic, geometry). Our exposition is thus very similar, in spirit, to the Kazhdan-Lusztig
exposition [KL], in the Hecke algebra case. There, basic properties of the equivariant K-homology theory
were listed in detail while the definition itself was only sketched. The reason for this is the same both in
[KL] and in our paper: the information about the cohomology theory under consideration used in the study
of elliptic, resp. Hecke, algebras does not depend in any way on the definition of the cohomology theory
itself.
Our new results are concentrated mostly in chapters 3-5. The heart of the paper is the algebro-geometric
construction of n. 3.4, which is quite general and does not depend on the rest of the material. The main results
of the parer are theorem 3.5, and theorem 5.13. Proof of proposition 3.6 is technically most complicated; it
requires a refinement of a lengthy argument used in [BLM].
Part 5 provides also a self-contained exposition of elliptic algebras that might be useful for the non-
expert. The material involved does not seem to be well covered in the literature.
The present paper should be regarded as a preliminary report on a wider project. This project involves
deeper understanding of the recently discovered relationship between loop and ‘double-loop’ groups on the
one hand, and moduli spaces of algebraic vector bundles on an elliptic curve and or an elliptic surface, on the
other (cf. [EFK] and [GKV]). The subject is also closely related to the construction of ‘Springer resolutions’
and theory of ‘Springer representations’ for loop groups. These matters will be discussed in more detail in
a future publication.
We would like to thank I. Grojnowski, M. Hopkins, Y. Manin, H. Miller and H. Nakajima for valuable
discussions and suggestions.
1. Equivariant elliptic cohomology : axiomatics.
(1.2) Elliptic curves. Let S be a scheme. By an elliptic curve over S we mean a group scheme p : E → S
over S whose fiber at every geometric point is an elliptic curve. Thus E is equipped with the zero section
i : S → E. We denote the line bundle i∗Ω1E/S on S by ωE or simply ω. We denote by E
∨ → S the dual
elliptic curve parametrizing line bundles on X of relative degree 0. Note that ωE∨ = (ωE)
∗ and E∨∨ = E.
We denote by Er and E(r) respectively the Cartesian and symmetric powers of E over S.
(1.3) The space XG. Let G be a compact Lie group. Then G is a maximal compact subgroup in a
uniquely determined complex algebraic Lie group GC, and the categories of continuous finite-dimensional
representations of G and algebraic representations of GC are known to be equivalent. Moreover, it was
shown by Chevalley that GC comes in fact from a group scheme Galg over Z. For example, if G = U(n)
is the unitary group, then GC = GLn(C) and Galg is the group scheme GLn. If G is a finite group, then
Galg = GC = G. We write G
0 for the identity component of G, and the same for GC, Galg .
Let p : E → S be an elliptic curve. A principal Galg-bundle P over E defines a finite covering E˜ → E
consisting of “connected components of the fibers”. The canonical morphism P → E˜ makes P a principal
G0alg-bundle over E˜.
Let XG be the moduli scheme of semistable principal G-bundles P over E∨ (see [R]) such that P → E˜ is
topologically trivial on each geometric fiber. This is a smooth scheme over S, and we let pG : XG → S denote
the canonical projection. We write 0 ⊂ XG for the ”zero section” given by the class of trivial G-bundle. A
homomorphism φ : G→ H of compact Lie groups induces a morphism of groups schemes Galg → Halg and
thus a morphism of S-schemes Xφ : XG → XH .
We writeω for the line bundle p∗Gω on XG, for short.
(1.4) Examples.
(1.4.1) If G = S1 is the circle group, then XG = E∨∨ = E.
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(1.4.2) If G is a torus, then let Γ = Hom(S1, G) be the lattice of 1-parameter subgroups in G, soG = S1⊗ZΓ.
Then XG = E ⊗Z Γ is the sum of rk(Γ) copies of E.
(1.4.3) If G = Z/n, then XG = En ⊂ E is the subgroup of n-torsion points of E.
(1.4.4) The above examples can be unified as follows. Let G be a compact Abelian group. Then the
Pontryagin dual Gˆ = Hom(G,S1) is a discrete Abelian group, and XG = Hom(Gˆ, E). In particular, XG is
naturally endowed with a structure of compact Abelian group. Indeed, given an isomorphism of Lie groups
E ≃ S1×S1, the Lie group XG is naturally isomorphic to G×G in such a way that for any closed subgroup
H ⊂ G the closed subgroup XH ⊂ XG is identified with H ×H ⊂ G×G.
(1.4.5) If G is a connected compact Lie group with maximal torus T and Weyl groupW , then XG = XT /W .
For example, if G = U(n), then XG = E(n) is the nth symmetric product of X (over S). If G = SU(n),
then XG is the kernel of the addition map E(n)
+
→ E. This is a Pn−1-bundle over S. More generally, if G
is a simple Lie group, then, as shown by Bernstein and Schwartzman [BS], the fibers of pG : XG → S are
weighted projective spaces. The space XG was also studied in [Lo].
(1.4.6) Let S = Spec(C), so E is an elliptic curve over C. Then, by Weil - Narasimhan - Seshadri theorem
XG is the same as the moduli spaces of principal G-bundles over E with an integrable connection, i.e., of
conjugacy classes of homomorphisms π1(E)→ G. Since π1(E) = Z
2, we find that XG is the set of conjugacy
classes of pairs of commuting elements of G. This is to be compared with [S2], [HKR].
(1.5) Equivariant elliptic cohomology.
For every scheme Z we denote by Coh(Z) the category of coherent sheaves of OZ - modules.
Let G be a compact Lie group By a G-cell we mean, (see [W]), a G-space of the form (G/H) × Dn
where H is a closed subgroup in G and Dn is a disk of dimension n with trivial G-action. A G-CW complex
(G-complex, for short) is a G-space M glued from G-cells. Thus M admits an increasing filtration Mn by
G-subspaces such thatMn/Mn−1 is a bouquet of G-spaces of the form (G/H)×Sn, where Sn is the n-sphere.
It is known that any smooth manifold with smooth G-action is a finite G-complex, see [AP].
In this paper we choose a naive point of view on (equivariant) cohomology theories as functors on pairs
of G-complexes, close to that of tom Dieck [Di]. Let E → S be an elliptic curve. A G-equivariant elliptic
cohomology theory associated to E is a collection of the following data :
(1.5.1) Contravariant functors ElliG (i = 0, 1, . . .) from the category of pairs of finite G-complexes into
Coh(XG).
(1.5.2) Natural sheaf morphisms ∂ : ElliG(A)→ Ell
i+1
G (M,A) given for any pair (M,A).
(1.5.3)Multiplication maps ElliG(M,A)⊗Ell
j
G(N,B)→ Ell
i+j
G (M×N,M×B∪A×N) which are associative,
graded commutative and functorial in an obvious sense.
Put EllG =
⊕
i Ell
i
G. The data (1.4.1-3) should satisfy the following conditions :
(1.5.4) Homotopy and exactness : Two G-homotopic maps of pairs induce the same maps on ElliG, and for
every pair (M,A) the following natural sequence is exact
...→ ElliG(M,A)→ Ell
i
G(M)→ Ell
i
G(A)
∂
−→ Elli+1G (M,A)→ ...
(1.5.5) Periodicity axiom : There are natural isomorphisms
Elli−2G (M,A) ≃ Ell
i
G(M,A)⊗ ω. Moreover, Ell
2i+1
G (pt) = 0, Ell
2i
G(pt) = ω
⊗(−i).
Note that for the case G = {1}, S = modular curve, (1.5.5) gives that the space of global section of
Ell−2i1 (pt) is the space of modular forms of weight i. Note also that (1.5.4) implies that EllG satisfies the
“suspension axiom” : ElliG(ΣM,ΣA) = Ell
i−1
G (M,A), where Σ denotes suspension.
(1.6) Relations between different groups. We now list axioms relating theories EllG for different G.
(1.6.1) For any homomorphism of compact Lie groups φ : G → H , there is a multiplicative morphism of
functors Tφ : EllH ⇒ Xφ∗EllG from the category of H-pairs of complex to Coh(XH). For any two composable
homomorphisms φ, ψ we have Tψφ = Tφ ◦ Tψ.
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(1.6.2) Change of groups : If φ : G→ H is a group homomorphism, then for any H-complex M we have an
Eilenberg-Moore spectral sequence
Ei,j1 = LiXφ
∗ElljH(M)⇒ Ell
j−i
G (M).
Here LiXφ
∗ is the i-th left derived functor of the inverse image (This sequence converges, since XG has finite
Tor-dimension over XH). In particular,
(1.6.3) If Xφ is a flat morphism, there is an isomorphism X ∗φEllH
∼
→ EllG.
(1.6.4) Induction axiom : Let H ⊂ G be the embedding of a closed normal subgroup, andM be a G-complex
such that the action of H is free. Denote by p : M →M/H and φ : G→ G/H the projections. Then the
map p∗ ◦ Tφ(M/H) : EllG/H(M/H)→ Xφ∗EllG(M) is an isomorphism of sheaves.
(1.6.5) Ku¨nneth formula : Let G,H be two compact Lie group,M be a G-complex and N be an H-complex.
Then EllG×H(M ×N) = X
∗
ρGEllG(M)⊗X
∗
ρHEllH(N), where ρG , ρH are the projections of G×H to G,H .
We conjecture that any elliptic curve E gives rise to a unique equivariant elliptic cohomology theory,
natural in E. A more systematic, if more technical, way of formulating this conjecture is by using the
language of spectra representing cohomology theories. Namely, for any G there should exist a canonical
sheaf FG of G-spectra (in the sense of [LMS]) on XG, and for any homomorphism φ : G → H we should
have FG = (Lφ∗)FH where Lφ∗ is the derived functor of the inverse image. For G = {1} this would give a
sheaf of spectra on S considered in [H]. In Section 2 we will give a construction valid over the rationals.
(1.7) Some consequences of the definition.
(1.7.1) For a locally compact spaceM letM∪∞ denote the one-point compactification ofM . Then (1.5.4-5)
implies that (for the trivial G-action) Ell0G(R
n ∪∞) = 0 for odd n while Ell0G(C
n ∪∞) = ω⊗(n).
(1.7.2) Let 1 denote the group with one element. By applying the induction axiom (1.6.1) to finite-
dimensionalG-invariant skeletons of the contractible spaceEG, we find that Ell01(BG) is the completion of the
sheaf OXG at the point 0 ∈ XG. In particular, taking G = S
1, we find that Ell01(CP
∞) := lim inv Ell01(CP
n)
is the completion of OE at 0 ∈ E.
(1.7.3) Proposition. Let φ : H →֒ G be the embedding of a closed subgroup of G. Then Xφ∗EllH(pt)
and EllG(G/H) are isomorphic coherent sheaves on XG.
Proof. Let δ : H →֒ G × H be the diagonal map and ρ
G
, ρ
H
be the projections of G × H to G, H . Let
{1}
i
→ G
p
→ {1} be the canonical maps. Since p∗ ◦TρH (pt) : EllH(pt)→ XρH ∗EllG×H(G) is an isomorphism
by (1.6.4), the map i∗ ◦ Tδ(G) : EllG×H(G) → Xδ∗EllH(pt) is either an isomorphism. Composing it with
the isomorphism EllG(G/H)→ XρG∗EllG×H(G) given by (1.6.4), one gets the result.
(1.7.4) The scheme MXG. By (1.5.3), any Ell
0
G(M) is a sheaf of commutative algebras over XG. We denote
its spectrum by MXG and denote by πM : MXG → XG the projection. In particular, Ell
0
G(M) = πM ∗OMXG
and, if M = {pt}, we get ptXG = XG. If φ : M → N is a holomorphic map the contravariant functoriality
map φ∗ : EllG(N)→ EllG(M) induces a morphism of schemes φXG : MXG → NXG . The maps M 7→MXG ,
φ 7→ φXG define a functor from the category of G-complexes to the category of schemes over XG. Note that,
from Proposition (1.7.3), ifM is a finite G-complex then πM is a finite morphism. Indeed Proposition (1.7.3)
can be rephrased in the following way :
(1.7.5). Let φ : H →֒ G be the embedding of a closed subgroup of G. Then (XH ,Xφ) and ((G/H)XG , πG/H )
are isomorphic schemes over XG.
Section (1.6) can be rewritten in terms of MXG . Axioms (1.6.1) and (1.6.3) mean that a homomorphism
φ : G→ H and a H-complex M give a commutative square
MXG −→ MXH
πM
y y πM
XG
Xφ
−→ XH
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which is Cartesian if Xφ is flat. Similarly, (1.6.4) means that if a normal subgroup H of G acts freely on a
G-complex M then the quotient map φ : G→ G/H induces a commutative diagram
MXG
=
−→ (M/H)XG/H
π
M
y y π
M/H
XG
Xφ
−→ XG/H .
Formally, MXG , XG and πM behave exactly in the same way that MG, BG and the canonical fibration
MG → BG do in a completed theory.
(1.7.6) For any triple (M,A,B), B ⊂ A ⊂ M , of finite G-complexes (1.5.4) and functoriality give an exact
sequence
...→ ElliG(M,A)→ Ell
i
G(M,B)→ Ell
i
G(A,B)
∂
−→ Elli+1G (M,A)→ ...
(1.8) Chern classes. If H is another Lie group and P →M is a G-equivariant principal H-bundle over a
G-space M , then (1.6.1) gives a regular map
cP :MXG = PXG×H → XG×H → XH .
We call this map the characteristic class of P . In particular, if V is a G-equivariant vector bundle overM of
rank r with Hermitian form in the fibers, then the principal U(r)-bundle of orthonormal frames in V gives
a map cV :MXG → E
(r). It is clear that
cV⊕W = cV ⊕ cW , cV⊗W = cV ⊗ cW ,
where ⊕ and ⊗ on the right hand sides of the equalities are defined as follows :
⊕ : E(r1) × E(r2) → E(r1+r2), the symmetrization map,
⊗ : E(r1) × E(r2) → E(r1r2), ({x1, ..., xr1}, {y1, ..., yr2}) 7→ {xi + yj}.
By a coordinate on E we mean a rational section f of the line bundle p∗ω−1 (where p : E → S is the
projection) with the following property:
(1.8.1). The section f is regular near 0 ⊂ E and the differential dE/S(f), being restricted to 0, coincides
with the identity map ω−1 → ω−1.
Thus, on each geometric fiber Es, s ∈ S, a coordinate f gives a rational function but with values in
the tangent space T0Es (very much like the logarithm in a Lie group). If E is equipped with a coordinate,
then for any G-equivariant vector bundle V on a G-space M and any i ≥ 0 we have its equivariant Chern
class cfi (V ) which is a rational section of the sheaf Ell
2i
G(M) regular near 0. The class c
f
i (V ) is described as
follows. Namely, let pr : E
(r) → S be the projection and σi(f) be the rational section of the bundle p∗rω
⊗(−i)
on E(r) given by σi(f)(x1, ..., xr) = σi(f(x1), ..., f(xr)), where σi is the ith elementary symmetric function.
We define cfi to be the pullback of the σi(f) with respect to the map cV : MXG → E
(r). This is a section
of the bundle π∗Mω
⊗(−i) on MXG , i.e., a section of Ell
2i
G(M) on XG. It is clear that the Chern classes thus
defined satisfy the usual properties. In particular, it follows that the non-equivariant theory Ell1 becomes
complex oriented. The corresponding formal group law is the series
F (x, y) = x+ y +
∑
i+j≥2
aijx
iyj , aij ∈ H
0(S, ω⊗i+j−1) = Ell−2i−2j+21 (pt),
giving the addition theorem for f , i.e. f(u+ v) = F (f(u), f(v)).
A similar construction with f a section of a non-trivial line bundle on E gives the Euler class (see (2.6)).
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(1.8.2) Example. Let M = pt and V = Cr be a vector space, G = U(1)n be a torus acting on V via
characters θ1, ..., θr. Let Xθi : E
n → E be the morphism of algebraic groups given by the exponents entering
into θi. Then
cV = Xθ1 ⊕Xθ2 ⊕ ...⊕Xθr : E
n → E(r).
(1.8.3) Remarks.
(1.8.3.1) The formal germ at 0 of a coordinate f gives an element of Ell21(CP
∞) (just recall that Ell01(CP
∞)
is the completion of OE at 0 ∈ E) and the differential dE/Sf |0 along 0 corresponds to the image of this
element in Ell21(CP
1) = Ell01(pt) = OS . So the above choice of the notion of coordinate exactly corresponds
to the concept of a complex orientation in topology, as explained in [AHS].
(1.8.3.2) There are several versions of elliptic cohomology considered in the literature, for instance, “clas-
sical” elliptic cohomology related to the Jacobi sine and points of order 2, Hirzebruch’s level N elliptic
cohomology etc, see [Lan], [HBJ]. From our point of view, the difference among them is the artefact of the
choice of coordinate, which is made to pass from a formal group ( a group object in the category of formal
schemes) to a formal group law (a power series F (x, y)). Namely, an elliptic curve E by itself does not have
any preferred coordinate and so does not define any formal group law. One natural choice of a coordinate
is associated to a point η ∈ E of order 2. This is the function (Jacobi sine) on E having simple zeroes at 0
and η and simple poles at the two other points of second order. This choice of coordinate leads to the level
2 elliptic cohomology. In a similar way, a surjective homomorphism β : EN → Z/N , where EN is the set
of N -torsion points on E, gives a coordinate f with simple zeroes on β−1(0) and simple poles on β−1(1),
and this choice of f leads to the level N elliptic cohomology of Hirzebruch [HBJ]. In our approach there is
exactly one elliptic cohomology theory associated to a given elliptic curve.
(1.9) Cohomology of projective and flag bundles. Let M be a finite G-complex and V be a G-vector
bundle on M , of rank r. We can assume that V is equipped with an Hermitian metric in the fibers. Let
Fr(V ) be the space of orthonormal frames in V . It is acted upon by G × U(r). The projectivization P(V )
is the quotient Fr(V )/U(1)× U(r − 1). Thus (1.6.4) gives
(1.9.1) P(V )XG = Fr(V )XG×U(1)×U(r−1) , MXG = Fr(V )XG×U(r) .
Consider the embedding φ : G × U(1) × U(r − 1) →֒ G × U(r). From (1.7.5), the corresponding map
Xφ : XG×U(1)×U(r−1) → XG×U(r) is just the symmetrization map XG ×E ×E
(r−1) → XG × E
(r). This map
is flat and therefore
(1.9.2) P(V )XG = Fr(V )XG×U(1)×U(r−1) = Fr(V )XG×U(r) ×XG×U(r) XG×U(1)×U(r−1).
Thus, since Fr(V )XG×U(r) =MXG, we get the following Cartesian square
(1.9.3)
P(V )XG −→ E × E
(r−1)y y
MXG
cV−→ E(r)
.
Note that the map P(V )XG →MXG × E is an embedding.
If we choose a coordinate f on E (by shrinking S, if necessary), then we get Chern classes cfi (V ) ∈
Γrat(Ell
2i
G(M)) and (1.9.3) yields, after passing to the completion at 0, the standard description of the
(completed) equivariant elliptic cohomology of P(V ) in terms of Chern classes.
In a similar way one can treat general flag varieties. Let r = (r1, ..., rn) be a positive integer vector
such that
∑
ri = r, and let Fr(V ) be the variety of flags of subspaces V1 ⊂ ... ⊂ Vn in fibers of V such that
dim(Vi/Vi−1) = ri. Let E
(r) =
∏
E(ri). Then we have a Cartesian square
(1.9.4)
Fr(V )XG −→ E
(r)y y
MXG −→ E
(r)
,
where the right vertical map is the symmetrization.
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(1.10) Examples.
(1.10.1) Let M = pt and V = Cr be a vector space, G = U(1)n be a torus acting on V via characters
χ1, ..., χr, so that χi is taken µi times. Then P(V )XG =
⋃
Γ
[µi]
i where Γi ⊂ E
n+1 is the graph of the
homomorphism of algebraic groups φi : E
n → E given by the exponents entering into χi and the superscript
µi means the µith infinitesimal neighborhood. The natural map
P(V )XG =
⋃
Γ
[µi]
i → E
n = XG
is just the natural projection of the graphs of the homomorphisms onto the domain.
(1.10.2) Let G = U(n), andM be the projective spaceCPn−1 with standard action. Then π
M
: MXG → XG
is the canonical projection E × E(n−1) → E(n).
(1.10.3) Let G = U(n) and M be the G-manifold of complete flags in Cn with standard action. Then
π
M
: MXG → XG is just the canonical projection E
n → E(n). Let θ be a character of the torus H = U(1)n
and Lθ = G ×H Cθ the corresponding line bundle on M . From (1.7.3) and (1.8.2) the characteristic class
cLθ : E
n → E is the homomorphism of algebraic groups, Xθ, given by the exponents entering into θ.
(1.11) Grojnowski’s construction. We sketch a construction of equivariant elliptic cohomology, Ell0T (M),
for a compact torus T = S1× . . .×S1 acting on a a space M . In general, if G is a connected compact group,
T a maximal torus in G, and M is a G-variety, we have by (1.4.5) XG = XT /W . Accordingly, we set by
definition
Ell0G(M) := Ell
0
T (M)
W ,
Fix an elliptic curve E, viewed as a 1-dimensional complex Lie group. Let exp : LieE → E be the
(non-algebraic) exponential map. A choice of basis in the lattice Kerexp yields, via the exponential map,
an isomorphism E ≃ C/(Z + τZ). View C ≃ LieE as a 2-dimensional real vector space R2. Then the
isomorphism above gives a real Lie group isomorphism
S1 × S1
∼
→ E , R/Z×R/Z ∋ (x,y) 7→ x+ τ · y mod (Z + τZ) (1.11.1)
The natural SL2(Z)-action on R
2 induces an action on S1 × S1 ≃ R/Z×R/Z by the formula:
(
a
c
b
d
) : (u, v) 7→ (uavb, ucvd) , u, v ∈ S1
It is immediate from this formula that the subgroup in S1 generated by u and v depends only on the SL2(Z)-
orbit of (u, v) ∈ S1 × S1 and not on a particular representative. Hence, this subgroup is independent of the
choice of basis in the lattice Ker(exp). Thus, to any element e ∈ E we can associate canonically a subgroup
in S1 defined as follows
〈e〉 = {ua · vb , a, b ∈ Z}, (1.11.2))
where the pair (u, v) corresponds e under isomorphism (1.11.1)
Now let T be a compact torus, and Γ = Hom(S1, T ) the lattice of 1-parameter subgroups in T . Then,
by (1.4.2) we have canonical isomorphisms
T = S1 ⊗Z Γ , XT = E ⊗Z Γ (1.11.3)
Combining these isomorphisms with (1.11.1) we get a chain of group isomorphisms
E ⊗Z Γ ≃ (S
1 × S1)⊗Z Γ ≃ T × T (1.11.4)
Let x ∈ E ⊗Z Γ, and let (g1, g2) ∈ T × T be the pair corresponding to x via the above isomorphism. The
trivial, though crucial, observation, based on formula (1.11.2), is that, the subgroup 〈x〉 ⊂ T generated
by g1 and g2 is canonically associated with x, and is independent of the choice of basis in the kernel of
exp : LieE → E.
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Let M be a T -space. For any pair g1, g2 ∈ T write M
g1,g2
for the set of points of M simultaneously
fixed by g1 and g2. By the remark in the previous paragraph, this fixed point set is totally determined by
the corresponding point x ∈ E ⊗Z Γ, so that we may (and will) write M 〈x〉 :=M
g1,g2
To define XT (M) as a complex analytic scheme we have, by (1.4.1), to construct a an analytic sheaf of
algebras on E ⊗Z Γ in the Hausdorff topology. The geometric fiber of this sheaf at a point 〈x〉 ∈ E ⊗Z Γ
will be the finite dimensional C-algebra H∗(M 〈x〉), the ordinary cohomology with complex coefficients of
the simultaneous fixed point set of the pair g1, g2 ∈ T canonically associated to x ∈ LieE ⊗Z Γ.. To glue the
fibers together in an analytic sheaf, suffices it to define, for any point x ∈ E ⊗Z Γ and a small enough open
neighborhood U ⊂ E ⊗Z Γ, the space Γ(U,Ell
0
T (M)) of its holomorphic sections.
Let t
C
be the complexified Lie algebra of the torus T . By (1.11.3) we have a canonical isomorphism
(t
C
) ≃ LieE ⊗Z Γ (1.11.5)
Fix a point x ∈ E ⊗Z Γ and its small connected neighborhood U , as in the previous paragraph. Let U be a
connected component of the inverse image of U under the natural exponential map
exp : t
C
= (LieE)⊗Z Γ→ E ⊗Z Γ
This map gives an analytic isomorphism U
exp
−→ U , provided U is small enough.
Further, write H∗T (−) for the T -equivariant cohomology functor. Recall that, for any T -space Y , the
equivariant cohomology H∗T (Y ) has a natural H
∗
T (pt)-module structure. It is known that H
∗
T (pt) = C[tC ], is
the polynomial algebra. We view the polynomial algebra as a subalgebra of the sheaf ,Oant
C
, of holomorphic
functions on t
C
.
Now given a point x ∈ E ⊗Z Γ and its small connected neighborhood U , following Grojnowski, we set
Γ(U,Ell0T (M)) := Γ(U ,O
an
t
C
)⊗
C[t
C
]
H∗T (M
〈x〉),
where M 〈x〉 := M
g1,g2
is the simultaneous fixed point set of the pair g1, g2 ∈ T canonically associated to
x ∈ (LieE)⊗Z Γ. The arguments above show that the RHS is well defined and is independent of the choices
involved.
2. Thom bundles and Gysin maps.
(2.1) Thom bundles. Let M be a finite G-complex and V be a complex G-vector bundle over M of rank
r. The Thom space Th(V ) is the quotient P(V ⊕C)/P(V ). The relative elliptic cohomology Ell0G(P(V ⊕
C),P(V )) is a sheaf of modules over Ell0G(M) and thus has the form πM ∗Θ(V ) for a uniquely determined
coherent sheaf Θ(V ) on MXG. This sheaf turns out to be invertible, and the following description of it
is immediately deduced from the long exact sequence of cohomology and the description of cohomology of
projective bundles given in (1.9).
Consider P(V )XG as a codimension one subscheme in MXG × E. Let DV be the (effective) divisor in
MXG × E formed by irreducible components of this subscheme with multiplicities naturally given by the
scheme structure. We denote by O(−DV ) the invertible sheaf on MXG × E whose sections are functions
vanishing along DV (with the multiplicities prescribed by the divisor). Then
(2.1.1) Θ(V ) = j∗O(−DV ), where j :MXG →MXG × E takes x 7→ (x, 0).
It follows that
(2.1.2) Θ(V ⊕ V ′) = Θ(V )⊗Θ(V ′), Θ(V ∗) = Θ(V ).
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The first of the above equalities allows us to extend Θ to a group homomorphism KG(M) → Pic(MXG),
i.e. to take V to be a virtual vector bundle. The product in cohomology (see (1.4.3)) and the contravariant
functoriality with respect to the projection Th(V )→M , see (1.4.1), gives a sheaves morphism on XG
(2.1.3) ElliG(M)⊗ πM ∗Θ(V )→ Ell
i
G(Th(V )).
One proves, glueing along the G-cells of M , that (2.1.3) is an isomorphism. It is the (twisted) “Thom
isomorphism”.
In particular, when V is trivial as a vector bundle, i.e. comes from a representation V of G, the Thom
space Th(V ) is the “V -suspension” ΣV (M) in the sense of tom Dieck [Di] (see also [LMS]). So (2.1.3) replaces
the datum (c) from Section 1 of [Di].
(2.1.4) Examples.
(2.1.4.1) Let G = U(n) and M be the G-manifold of complete flags in Cn with standard action. Given a
non-trivial character θ of the torus H = U(1)n let Lθ = G ×H Cθ be the corresponding line bundle on M
and Xθ : En → E be the homomorphism of algebraic groups given by the exponents entering into θ. Then
(see (1.10.3))
Θ(Lθ) = OEn (−KerXθ) ∈ Pic (E
n).
Let M
i
→֒ Th(Lθ)
pi
→ M be respectively the inclusion of the zero section and the projection. The pull-back
morphism i∗ : O
En
(−KerXθ)→ OEn can be seen as a holomorphic section of OEn (KerXθ). Since i
∗ admits
a right inverse, π∗, the divisor of this section is precisely KerXθ.
(2.1.4.2) Let G a compact Lie group and M a connected manifold with trivial G-action. Thus,
π
M
: M
XG
=M
S
×X
G
→ X
G
is the second projection (here S = X{1} is the modular curve). Let V be a G-equivariant complex vector
bundle of rank r on M . Since the character group of G is discrete, the action of G on the fibers of V is
constant. Denote Cr
θ
the representation of G on a fiber of V , and θ : G→ U(r) the corresponding morphism
of groups. Let Θ(Cr
θ
) ∈ Pic(XG) be the Thom bundle. Then, Θ(V ) = π∗MΘ(C
r
θ
).
(2.2) Tubular neighborhood and elliptic homology. Let (M,N) be a finite G-pair. We denote by
ΘiN (M) the coherent sheaf on NXG such that πN ∗Θ
i
N(M) = Ell
i
G(M,M \ N). (We can replace N by a
small G-stable tubular neighborhood T and consider ElliG(M,M \ Int(T )), so as not to leave the category of
CW-pairs).
In the particular case whenN →֒M is an embedding of complex manifolds with G acting by holomorphic
transformations, Θ2iN (M) = Θ(TNM)⊗ ω
⊗(−i) is the twisted Thom sheaf of the normal bundle of N in M ,
and Θ2i+1N (M) = 0. In general, the graded sheaf ΘN(M) =
⊕
iΘ
i
N (M) is the elliptic analog of the Borel-
Moore homology of N . It depends, however, on the ambient space M . In particular, if M is a G-manifold
and F ⊂ X ⊂ M are closed G-subcomplexes of M , the analogue of the long exact sequence in homology
associated to X , F and U = X \ F is the following exact sequence of sheaves on XG (see (1.7.6)) :
(2.2.1) ...→ πF ∗Θ
i
F (M)→ πX ∗Θ
i
X(M)→ πU ∗Θ
i
U (M \ F )
∂
−→ πF ∗Θ
i+1
F (M)→ ...
We have an obvious map of sheaves on XG
π
N ∗ΘN (M) = EllG(M,M \N)→ EllG(M)
which (for smooth N) can be seen as a particular instance of direct functoriality (Gysin map) for elliptic
cohomology. Let us consider this in general.
(2.3) Gysin maps. Let φ :M → N be a holomorphic map of complexG-manifolds, and d = dim M−dim N
be the relative dimension of φ. The contravariant functoriality with respect to φ gives a morphism of schemes
φ
XG
:MXG → NXG (see (1.7.4)). As such, it consists of a morphism of topological spaces (still denoted φXG )
and a morphism φ−1
XG
ONXG → OMXG of sheaves on MXG . Let us denote by Θ(φ) the Thom sheaf on MXG
9
corresponding to the virtual vector bundle φ∗TN − TM on M . If φ is proper, the direct image (or Gysin
map) is a morphism
(2.3.1) φ∗ : Θ(φ)→ φ
−1
XG
ONXG
of sheaves on MXG. The construction is achieved in a standard way, by factoring φ through G-equivariant
complex oriented embedding into a Euclidean space and then considering the tubular neighborhoods [LMS].
Equivalently, we can view φ∗ as a morphism
(2.3.2) φ∗ : φXG ∗Θ(φ)→ ONXG
of sheaves on NXG . This last map of sheaves is a homomorphism of ONXG -modules. This condition is the
analog of the projection formula for the ordinary Gysin morphism. Taking the projection to XG, one gets
the following morphism of sheaves on XG
(2.3.3) πM ∗Θ(φ)→ πN ∗ONXG = EllG(N)
(2.4) The direct image of a composition. The formula (ψφ)∗ = ψ∗φ∗ for direct images in traditional
theory is modified in our sheaf theoretic approach as follows. LetM
φ
→ N
ψ
→ L be two morphisms of complex
G-manifolds. Then
(2.4.1) Θ(ψφ) = Θ(φ)⊗ φ∗
XG
Θ(ψ),
and we have a natural commutative diagram :
(2.4.2)
π
M ∗(Θ(φ)⊗ φ
∗
XG
Θ(ψ))
=
−→ π
M ∗Θ(ψφ)
φ∗ ⊗ Id
y y (ψφ)∗
πN ∗Θ(ψ)
ψ∗
−→ EllG(L)
A little bit more transparent view of direct images and their composition properties can be obtained by a
certain twisting described in the following
(2.4.3) Proposition. For every commutative diagram of proper morphisms of complex G-manifolds
M
φ
−→ N
α ց ւ β
Y
the direct image map φ∗ gives rise to a morphism φ∗ : πM ∗Θ(α) −→ πN ∗Θ(β). The correspondence
M 7→ π
M ∗Θ(α) extends to a covariant functor from the category of complex G-manifolds over Y (in which
morphisms are commutative triangles) to the category of sheaves on XG.
(2.4.4) Remark. Let f : M → N be a map between to G-manifolds M and N and let V be a G-vector
bundle on N . Denote by i : N →֒ V the zero section. By applying (2.4.1) to M
f
→ N
i
→ V we get
f∗Θ(V ) = f∗Θ(i) = Θ(i f)⊗Θ(f)−1.
Then, a simple computation gives : f∗Θ(V ) = Θ(f∗V ). In other words, Θ is a morphism of contravariant
functors.
(2.5) The singular case. We define Thom sheaf and Gysin map for any proper map possibly singular
complex algebraic G-varieties by including ψ into a commutative diagram
(2.5.1)
S
ψ
→ T
j
y y k
M
φ
→ N
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where j, k are closed embeddings, M,N are smooth. Then we define
(2.5.2) Θ(ψ) = Θ(j)⊗Hom
(
ψ∗
XG
Θ(k), j∗
XG
Θ(φ)
)
.
It is easy to verify that such a definition of Θ(ψ) is indeed independent of the choice of j, φ and k. All the
statements of (2.2-4) extend to this case without any further modifications. Note that with this definition,
for any diagram of proper morphisms of form (2.5.1) we will have equality (2.5.2).
(2.6) Euler class. Let M be a finite G-complex and V be a complex G-vector bundle over M . Let
i : M →֒ V be the zero section. The morphism of schemes i
XG
: MXG → VXG is an isomorphism by the
homotopy invariance of elliptic cohomology. The map i is proper. The Gysin map i∗ : Θ(V )→ i
−1
XG
OVXG =
OMXG can be seen as an regular section of the line bundle Θ(V )
−1
on MXG . Denote this section by eV ∈
H0(MXG ,Θ(V )
−1
). In our situation, eV is the analogue of the usual Euler class in equivariant cohomology
or K-theory. In particular, if V and W are complex vector bundles on M one has eV⊕W = eV ⊗ eW as a
section of Θ(V ⊕W )
−1
= Θ(V )
−1
⊗Θ(W )
−1
.
(2.6.1) Example. Let θ : G → U(1) be a character of G. Take M = pt and V = C
θ
the corresponding
one-dimensional representation of G. The characteristic class of C
θ
is the group homomorphism X
θ
: X
G
→
X
U(1)
= E. Thus, Θ(C
θ
) = O(−KerX
θ
) ∈ Pic(X
G
). The same argument as in (2.1.4.1) shows that the Euler
class e
Cθ
is a regular section of O(KerX
θ
) over X
G
with zeros precisely on KerX
θ
. Note that KerX
θ
= X
Ker θ
(see (1.4.4)).
(2.7) Action of correspondences on elliptic cohomology. By a correspondence between smooth
complex algebraic G-varieties M1 and M2 we mean a G-stable (possibly singular) subvariety W ⊂M1×M2
such that the projection q2 :W →M2 is proper. Any correspondence defines a morphism of sheaves on XG
(2.7.1) πW ∗Θ(q2) −→ HomXG (EllG(M1), EllG(M2)),
which is defined as follows. Given any (local) section s of Θ(q2) on WXG and a function g on M1XG (i.e., a
section of EllG(M1)), we first lift g to a function on WXG by means of the scheme map q1XG
: WXG →M1XG
associated to the first projection q1 : W → M1. Multiplying by s, yields another section of Θ(q2), and
applying q2∗ we get a function on M1XG .
Given two correspondences W12 ⊂ M1 × M2 and W23 ⊂ M2 × M3, define their composition as the
correspondence
W12 ◦W23 =
{
(m1,m3) ∈M1 ×M3 | ∃m2 ∈M2 s.t. (m1,m2) ∈W12, (m2,m3) ∈W23
}
.
Let q2 : W12 → M2, q3 : W23 → M3 and q3 : W13 = W12 ◦W23 → M3 be the second projections. The
composition of actions of correspondences on EllG lifts to a morphism of sheaves on XG
(2.7.2) π
W12 ∗
Θ(q2)⊗ πW23 ∗Θ(q3)→ πW13 ∗Θ(q3)
which is defined as follows. Consider first W12 ×M2 W23, the fiber product of W23 and W12 over M2. Then
we have the diagram
W12 ×M2 W23
q23
−→ W23
q3
−→M3
q12
y y
W12
q2
−→ M2
q1
y
M1
The diagram yields
Θ(q3q23) = q
∗
12Θ(q2)⊗ q
∗
23Θ(q3),
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and thus we have a multiplication
π
W12 ∗
Θ(q2)⊗ πW23 ∗Θ(q3)→ πW12×M2W23 ∗
Θ(q3q23).
The map (2.7.2) is obtained by composing this multiplication with the map
π
W12×M2
W23 ∗
Θ(q3q23)→ πW13 ∗Θ(q3)
induced, as in (2.4.3), by the natural projection W12 ×M2 W23 → W13. The maps (2.7.2) are associative in
an obvious sense. In particular, if M1 =M2 =M3 =M we get
(2.7.3) Proposition. If W ⊂ M ×M is a correspondence such that W ◦W = W , then πW ∗Θ(q2) has a
natural structure of a sheaf of associative algebras on XG.
(2.7.4) Remark. The morphism (2.7.1) is nothing but the particular case of (2.7.2) corresponding to
M1 = pt.
(2.8) Lagrangian correspondences and their action on EllG. We will apply a slight modification of
the formalism above to the cotangent bundles. Given a complex manifold M , let TM (resp. T ∗M) denote
its tangent (resp. cotangent) bundle. Write TWM and T
∗
WM for the normal and conormal bundles of a
submanifold W ⊂ M . It is well known that T ∗M is a symplectic manifold, and T ∗WM is a Lagrangian
submanifold in T ∗M .
Let M1,M2 be two smooth complex algebraic G-varieties N1 = T
∗M1, N2 = T
∗M2. By a La-
grangian correspondence between N1 and N2 we mean a G-stable possibly singular Lagrangian subvariety
Z ⊂ T ∗(M1 ×M2) whose projections to T ∗M1, T ∗M2 are proper. In this case we have the diagram
(2.8.1) M1
pi1←− T ∗M1
p1
←− Z
p2
−→ T ∗M2
i2←−M2,
where π1 is the projection of the cotangent bundle, and i2 is the zero section. To a Lagrangian correspondence
Z we associate the coherent sheaf
(2.8.2) Ξ
Z
= Θ(p2)⊗Θ(p
∗
1π
∗
1T
∗M1)⊗Θ(p
∗
2π
∗
2T
∗M2)
−1 =
= ΘZ (T
∗(M1 ×M2))⊗Θ(p
∗
1π
∗
1T
∗M1)
−1 ⊗Θ(p∗2π
∗
2T
∗M2)
−1
on ZXG called the microlocal Thom sheaf of Z. There is a map
(2.8.3) π
Z ∗ΞZ → HomXG (πM1 ∗Θ(T
∗M1)
−1, π
M2 ∗
Θ(T ∗M2)
−1)
defined as follows. Suppose we have a local section of Ξ
Z
which we take in the form a⊗ b ⊗ c according to
the factorization in the first line of (2.8.2). Given a section s of Θ(T ∗M1)
−1, the product sb is a function
on M1XG , we lift it to ZXG by π1XG and p1XG
, then multiply by a, getting a section of Θ(p2), project along
p2, getting a function on (T
∗M2)XG , pull it back to M2XG by i2XG : M2XG
∼
−→ (T ∗M2)XG , and multiply it
with c, getting a section of Θ(T ∗M2)
−1.
As for the non-modified case (2.7.2), given two Lagrangian correspondences Z12 ⊂ N1 × N2, Z23 ⊂
N2 × N3, and their composition Z13 = Z12 ◦ Z23, the composition of actions of correspondences on Thom
bundles as in (2.8.3) lifts to an associative morphism of sheaves
(2.8.4) π
Z12 ∗
Ξ
Z12
⊗ π
Z23 ∗
Ξ
Z23
→ π
Z13 ∗
Ξ
Z13
.
In particular, if M1 =M2 =M we get the following :
(2.8.5) Proposition. If Z ⊂ T ∗M × T ∗M is a Lagrangian correspondence such that Z ◦ Z = Z, then
π
Z ∗ΞZ has a natural structure of a sheaf of associative algebras on XG, and πM ∗Θ(T
∗M)−1 is a sheaf of its
modules.
A natural example of a Lagrangian correspondence is obtained as follows. Let W ⊂ M1 ×M2 be a
smooth closed submanifold whose projections q1 and q2 to M1 and M2 are proper. Take Z = T
∗
W (M1×M2).
Then Z is a Lagrangian correspondence between N1 and N2 while W is a correspondence between M1 and
M2. We have
12
(2.8.6) Proposition. Under the above assumptions, the sheaf Ξ
Z
is naturally identified with OZXG .
Proof. The zero section map i : W → Z = T ∗W (M1×M2) is aG-homotopy equivalence, so iXG : WXG → ZXG
is an isomorphism of schemes. Thus it suffices to proove that i∗
XG
Θ(p2) ≃ OWXG . Recall that Θ factors
through KG(W ), the Grothendieck group of G-vector bundles on W . Denoting by [V ] the class in KG(M)
of a bundle V , we find
q∗1 [T
∗M1] = [T
∗q2] + [T
∗
W
(M1 ×M2)].
Since Θ is insensitive to the dualization (see (2.1.2)) we get
(2.8.7) Θ(q2)⊗Θ(q
∗
1T
∗M1)⊗Θ(i)
−1 = OWXG .
In another hand, formula (2.4.1) applied to the commutative square
Z
p2
→ N2
i ↑ ↑ i2
W
q2
→ M2
gives Θ(q2)⊗ q2∗XGΘ(i2) = Θ(i)⊗ i
∗
XG
Θ(p2). Combining it with (2.8.2) and (2.8.7) we get i
∗
XG
Ξ
Z
= OWXG .
(2.8.8) Remarks.
(2.8.8.1) If W ⊂ M1 ×M2 is a smooth locally closed submanifold and Z = T ∗W (M1 ×M2) set ∂Z = Z \ Z
and define
ΞZ = ΘZ (N1 ×N2 \ ∂Z)⊗Θ(p
∗
1π
∗
1T
∗M1)
−1 ⊗Θ(p∗2π
∗
2T
∗M2)
−1.
Then we still have ΞZ = OZXG .
(2.8.8.2) Let Z ′ be a G-stable Lagrangian subvariety of Z. Let i : Z ′ → Z and p′2 : Z
′ → M2 be the
inclusion in Z and the projection to M2. Formula (2.4.1) gives
Ξ
Z′
= Θ(i)⊗ i∗
XG
ΞZ .
Thus, the Gysin map induces a morphism i
XG ∗
Ξ
Z′
→ Ξ
Z
which commutes with the action of π
Z ∗ΞZ and
π
Z′ ∗
Ξ′
Z
on elliptic cohomology, as described in (2.8.3).
(2.8.8.3) The morphism (2.8.3) is nothing but the particular case of (2.8.4) corresponding toM1 = N1 = pt.
(2.9) Localization. Suppose that G is a compact Abelian Lie group and M a complex smooth manifold.
For any g ∈ G put Xg = XG \
⋃
g/∈H
XH , the union beeing taken over all the closed subgroups H of G not
containing g; the set Xg is non-empty (see example (1.4.4)). The fixed-points set Mg is a smooth complex
subvariety of M . Let i : Mg →֒M be the inclusion map; it is a proper map.
(2.9.1) Proposition. For any g ∈ G, the Gysin map i∗ : πMg∗Θ(TMgM) → EllG(M) is an isomorphism
over Xg ⊂ XG. Besides, the morphism of sheaves i∗i∗ : πMg∗Θ(TMgM) → EllG(M
g) is the multiplication
by the Euler class e
TMgM
and is invertible over Xg ⊂ XG.
Proof. Denote by j : M \Mg →M the inclusion. The long exact sequence (2.2.1) gives :
...
∂
→ π
Mg∗
Θi(T
Mg
M)
i∗→ ElliG(M)
j∗
→ ElliG(M \M
g)
∂
→ π
Mg∗
Θi+1(T
Mg
M)→ ...
So it suffices to prove that, as a sheaf over XG, Ell
0
G(M \M
g) is supported on XG \ Xg. By a standard
argument we are reduced to the case whereM \Mg is a G-orbit, say G/H , with g /∈ H . Then, we know from
the induction axiom (1.6.2) that Ell0G(G/H) = OXH . Thus, the first part of the proposition follows from
XH ∩ Xg = ∅. The second part of the proposition is a direct corollary of the construction of Euler classes
(see (2.6)), except for the invertiblity over Xg which follows from standard arguments and (2.6.1).
Let f : M1 → M2 be a proper morphism of complex smooth varieties. Proposition (2.4.3) applied to
the diagram
13
Mg1
i1
→֒ M1
fg ↓ ↓ f
Mg2
i2
→֒ M2
,
where i
1
, i
2
are the inclusions and fg is the restriction of f to Mg1 and M
g
2 , gives the following commutative
square
(2.9.2)
π
M
g
1 ∗
Θ(TMg1 )
−1 i1∗−→ π
M1 ∗
Θ(TM1)
−1
fg∗ ↓ ↓ f∗
π
M
g
2 ∗
Θ(TMg2 )
−1 i2∗−→ π
M2 ∗
Θ(TM2)
−1
where i1∗ and i2∗ are given by multiplication by eT
M
g
1
M1
and eT
M
g
2
M2
. The particular case of the projection
p : M → pt gives the Lefschetz-type formula :
(2.9.3) ∀s ∈ π
M ∗Θ(p), p∗(s) = p
g
∗(s · e
−1
TMgM
)
where s · e
−1
TMgM
is a meromorphic section of π
Mg ∗Θ(p
g) without poles on Xg ⊂ XG.
(2.10) Localization of correspondences. Suppose that G is a compact Abelian Lie group. Let M1,M2,
two smooth complex algebraic G-varieties and W a correspondence between M1 and M2, i.e. a G-stable
(possibly singular) subvariety W ⊂ M1 ×M2 such that the second projection, q2 , is proper. From formula
(2.4.1) we get
Θ(q2) = ΘW (M1 ×M2)⊗Θ(q
∗
1
TM1)
−1
.
For any g ∈ G, denote by i the inclusion W g →֒W . The contravariant functoriallity of EllG with respect to
the inclusion of pairs (Mg
1
×Mg
2
, Mg
1
×Mg
2
\W g) ⊂ (M
1
×M
2
, M
1
×M
2
\W ) gives a morphism of sheaves
over W
XG
i∗ : ΘW (M1 ×M2)→ iXG ∗ΘW
g (Mg
1
×Mg
2
).
It induces a morphism of sheaves
Θ(q
2
)→ i
XG ∗
ΘWg(M
g
1
×Mg
2
)⊗Θ(q∗
1
TM1)
−1
= i
XG ∗
(
Θ(qg
2
)⊗Θ(qg
1
∗TMg1M1)
−1)
.
The Euler class e
T
M
g
1
M1
is a regular section of Θ(TMg1M1)
−1
. Thus, multiplying by e
−1
T
M
g
1
M1
gives a rational
morphism of sheaves rg : πW ∗Θ(q2)→ πWg ∗Θ(q
g
2
).
(2.10.1) Proposition. For any g ∈ G, the map rg : πW ∗Θ(q2)→ πWg ∗Θ(q
g
2
) is regular and invertible over
Xg. Moreover rg commutes with the product of correspondences, as defined in (2.7.2).
Proof. The first part of the proposition follows from (2.9). With the notations of (2.7.2), the second part is
reduced to the commutativity of the following diagram
(2.10.2)
πW12 ∗Θ(q2)⊗ πW23 ∗Θ(q3)
rg⊗rg
−→ π
W
g
12 ∗
Θ(qg
2
)⊗ π
W
g
23 ∗
Θ(qg
3
)
↓ ↓
π
W13 ∗
Θ(q
3
)
rg
−→ π
W
g
13 ∗
Θ(qg
3
)
,
whose proof is done exactly as in equivariant K-theory (see [CG; Theorem 4.10.12]).
(2.10.3) Similarly, if N1 = T
∗M1, N2 = T
∗M2, and Z ⊂ N1 × N2 is a Lagrangian correspondence, the
Proposition (2.10.1) has the following analogue, with the notations of (2.8) : contravariant functoriality with
respect to the inclusion, i, of fixed points subvarieties gives a map
i∗ : ΘZ(N1 ×N2)→ iXG ∗ΘZ
g (Ng
1
×Ng
2
).
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By composing it with the product by e
−1
T
M
g
1
M1
⊗e
−1
T
M
g
2
M2
, we get a rational morphism of sheaves ρg : πZ ∗ΞZ →
π
Zg ∗ΞZg , which is regular and invertible over Xg and commutes with the product of correspondences.
3. Geometric construction of current algebras.
(3.1) Let X be a smooth irreducible complex algebraic variety. For any d ≥ 0 we have a natural projection
π : Xd → X(d) = Xd/Sd,
where X(d) is the d-fold symmetric product of X . For any coherent OX -sheaf F we construct coherent
sheaves F (⊕d) and F (⊗d) on X(d) as follows :
F (⊕d) =
(
π∗
( d⊕
i=1
pr∗iF
))Sd
, F (⊗d) =
(
π∗
( d⊗
i=1
pr∗iF
))Sd
,
where pri : X
d → X is the ith projection. Thus the geometric fiber of F (⊕d) (resp. F (⊗d)) at a point
I = {x1, ..., xd} ∈ X(d) is given by
⊕
x∈I Fx (resp.
⊗
x∈I Fx).
(3.2) Let G be a locally free OX -sheaf of Lie algebras (with bracket not necessarily OX -linear). Then G(⊕d)
has an obvious structure of a sheaf of Lie algebras on X(d). Given a locally free OX -sheafM of G- modules,
we find, in the same way, that M(⊗d) is a sheaf of G(⊕d)-modules so that there is a natural Lie algebra
morphism
(3.2.1) G(⊕d) → EndM(⊗d)
For instance, if X is a point, then G is a finite-dimensional Lie algebra, M is a finite-dimensional
G-module, G(⊕d) = G, and M(⊗d) = SdM.
Observe that for any open set U ⊂ X we have the “diagonal” homomorphism of Lie algebras Γ(U,G)→
Γ(U (d),G(⊕d)). Hence the space Γ(U (d),M(⊗d)) acquires a natural structure of Γ(U,G)- module.
We will be mainly concerned with the case G = End(M), whereM is (the sheaf of sections of) a vector
bundle on X . For any open U ∈ X the above construction makes Γ(U (d),M(⊕d)) into a representation of
the “current algebra” Γ(U, End(M)).
(3.3)We recall the general formalism of sheaf-theoretic correspondences. Let s : V → S be a finite morphism
of normal algebraic varieties. Form the Cartesian product M = V ×S V and let M˜ be the normalization of
M . We have the natural commutative diagram of projections
M˜
q2
−→ V
q1
y rց y s
V
s
−→ S
.
We view M˜ as a correspondence from V to V . Let V be a vector bundle on V . We define the following
sheaves on S :
W = s∗V , G˜ = r∗Hom(q
∗
2V , q
∗
1V).
The composition of Hom makes G˜ into a sheaf of associative algebras on S, and W is a sheaf of G˜-modules.
(3.3.1) Remark. The structure of G˜-module on W can be described in terms similar to those in (2.7.1).
Indeed, fix s and g two local sections of G˜ and W . They can be seen as sections of Hom(q∗2V , q
∗
1V) and V .
Lift g to a section of q∗1V and apply s to it, we get a section s(g) of q
∗
2V . Now, since q2 is flat and finite and
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V is locally trivial we have a trace map q2∗q
∗
2V → V ; just take the image of s(g) by this trace. This way we
obtain a Lie algebra map
(3.3.2) G˜ → End(W)
which is clearly injective by construction.
(3.4) Let now q : Y → X be an unramified covering of a smooth irreducible variety X ( Y may be
disconnected), L a line bundle on Y and M = q∗L. In the setup of the previous section, we put S = X(d),
V = Y (d), s = q(d) : Y (d) → X(d) the map induced by q. Put also V = L⊗d, G = End(M), so that
W =M(⊗d) and
G˜ = r∗Hom(q
∗
2L
⊗d, q∗1L
⊗d) →֒ End(M⊗d).
The normalization M˜ ofM = Y (d)×X(d) Y
(d) is in this case nothing but (Y ×X Y )(d), the symmetric power of
the smooth variety Y ×X Y . The G(⊕d) - action onM(⊗d) defined in (3.2), gives a map G(⊕d) → End(M(⊗d)).
(3.5) Theorem. There is a natural Lie algebra homomorphism τ : G(⊕d) → G˜ of sheaves on X(d) making
the following diagram commute:
G(⊕d)
(3.2.1)
−→ EndM(⊗d)y ր (3.3.2)
G˜
.
Let U(L) denote the universal enveloping algebra of Lie algebra L. Applying the “diagonal” map to τ ,
we get the first part of the following proposition :
(3.6) Proposition. (a) For any open U ⊂ X , we have a Lie algebra homomorphism
τU : Γ(U,G)→ Γ(U
(d), G˜).
(b) The following homomorphism of associative algebras
U(Γ(U,G))→ Γ(U (d), G˜)
induced by τU , is surjective.
Proof of Theorem 3.5 will be given in (3.11), the proof of the second part of Proposition 3.6 in (3.14).
(3.7) Partitions and matrices. We need to introduce some combinatorial notation, to be used throughout
the paper.
Fix an integer d ≥ 1. Let V ⊂ Nn be the set of all partitions v = (v1, . . . , vn) of d into n summands. For
v ∈ V let [v]i ⊂ {1, ..., d} be the i-th segment of the partition v, i.e., the segment [v1+...+vi−1+1, v1+...+vi].
Let Sv = S[v]1 × ...× S[v]n be the Young subgroup in the symmetric group Sd, corresponding to v, i.e., the
subgroup of permutations preserving each segment [v]i.
Let M be the set of the (n× n)-matrices A = (aij) ∈ Z
n2
+ with non-negative integral entries such that∑
i,j aij = d. For v
1,v2 ∈ V we denote
M(v1,v2) =
{
A ∈M :
∑
j
aij = v
1
i ,
∑
i
aij = v
2
j
}
,
so that M =
∐
v1,v2∈VM(v
1,v2). For any given v1,v2 we have a natural map
m =mv1,v2 : Sd −→M(v
1,v2)
which identifies M(v1,v2) with the double coset space Sv1\Sd/Sv2 . Namely, m associates to a permutation
σ ∈ Sd the matrix mσ with
mσij = Card
{
α ∈ [v1]i : σ(α) ∈ [v
2]j
}
.
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Let us introduce a partial order  on M(v1,v2) as follows. For A = (aij) and B = (bij) in M(v1,v2) we
say that A  B, if for any 1 ≤ i < j ≤ n we have∑
r≤i ; s≥j
ars ≤
∑
r≤i ; s≥j
brs
and for any 1 ≤ j < i ≤ n we have ∑
r≥i ; s≤j
ars ≤
∑
r≥i ; s≤j
brs.
The map m : Sd →M(v1,v2) is monotone with respect to the Bruhat order (denoted ≤) on the symmetric
group; in other words, A ≤ B ⇒ A  B for any A,B ∈M(v1,v2) (see [BLM , Lemma 3.6]). The order 
on M =
∐
M(v1,v2) is the disjoint union of the orders on the components M(v1,v2), i.e., the elements of
different components are set to be incomparable.
(3.8) The case M = OnX . We are now going to consider a special case of the construction of (3.4-6). Let
X be a smooth irreducible algebraic variety. Recall that X(m) stands for the m-th symmetric power. For
v ∈ V set X(v) =
∏
iX
(vi). Similarly, given A ∈ M(v1,v2) we set X(A) =
∏
i,j X
(aij) . so that one has
natural projections
(3.8.0) X(v
1) pr1← X(A)
pr2
→ X(v
2)
We will also frequently use the following natural maps
π
v
: X(v) → X(d), π
A
: X(A) → X(d), pij : X
(A) → X(aij)
Put [n] = {1, 2, ..., n}. Let Y = X × [n] and q : Y → X be the natural projection. Put L = OY , so that
M = OnX . Thus G = gln(OX) is the sheaf of maps X → gln(C) and G˜ = r∗OM˜ .
Observe that Y (d) =
∐
v∈VX
(v). Hence, we get the canonical direct sum decomposition
(3.8.1) M(⊗d) = q
(d)
∗ OY (d) =
⊕
v
πv∗OX(v) .
Following (3.3), we put
M = Y (d) ×X(d) Y
(d) =
∐
v1,v2
Mv1,v2 , Mv1,v2 = X
(v1) ×X(d) X
(v2).
The variety Mv1,v2 is connected but reducible. The irreducible components of this variety are parametrized
by n×n matrices A = ‖aij‖ ∈M(v1,v2). For such a matrix A the irreducible component MA is the closure
of the set
(3.8.2)
{(
(I1, ..., In), (J1, ..., Jn)
)
∈ X(v
1) ×X(v
2)
∣∣∣∣ ⋃
ν
Iν =
⋃
ν
Jν , |Iµ ∩ Jν | = aµν
}
.
The normalization of the variety MA is nothing but X
(A), so the normalization of M is
M˜ = (Y ×X Y )
(d) = (X × [n]2)(d) =
∐
A∈M
X(A).
For 1 ≤ i, j ≤ n let Eij ∈ Matn(Z) be the standard matrix unit (1 at the spot (i, j) and 0 elsewhere).
For every partition v = (v1, ..., vn) of d and i 6= j consider the following integral n× n-matrix
Aij(v) = diag(v1, ..., vj−1, vj − 1, vj+1, ..., vn) + Eij .
Let M˜ ij =
∐
v∈VX
(Aij(v)). The projections pij of the components give a map p˜ij : M˜
ij → X . For an open
set U ⊂ X and f ∈ O(U) we denote by p∗ijf the function f ◦ p˜ij on p˜
−1
ij (U) regarded as a function on the
whole
∐
A∈M
U (A) ⊂ M˜ (so this function is zero on components not in p˜−1ij (U)). Similarly we denote by
p∗ii(f) the function on
∐
A∈M
U (A) ⊂ M˜ which on components not of the form U (diag(v)) is equal to 0 and on
the component U (diag(v)) = U (v) is
p∗ii(f)(I1, ..., In) =
∑
x∈Ii
f(x).
We denote also by Eij(f) the section Eij ⊗ f of G = gln(OX).
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(3.9) Theorem. The assignment Eij(f) 7→ p∗ijf yields a Lie algebra homomorphism τU : Γ(U,G) →
Γ(U (d), G˜) making the following diagram commute :
Γ(U,G)
(3.3.1)
−→ Γ(U (d), EndM(⊗d))
τU
y ր (3.3.2)
Γ(U (d), G˜)
.
Proof. Since the map Γ(U (d), G˜) → Γ(U (d), EndM(⊗d)) is injective by (3.3), it is enough to show that the
image of each Eij(f) under τU comes from an element of Γ(U
(d), G˜).
Consider the standard gln(C)-action on the space C
n with standard basis e1, ..., en. The element Eij
takes ei 7→ ej and other base vectors to 0. Let I be any finite set, |I| = d, and let O(I) be the ring of functions
I → C. The Lie algebra gln(I) = gln(C) ⊗ O(I) acts on the tensor product of I copies of Cn, which we
denote by (Cn)⊗I . The natural basis in (Cn)⊗I is labelled by partitions I = (I1, ..., In), Iν ⊂ I, I =
∐
Iν .
More precisely, the basis vector corresponding to I is eI =
⊗
ν∈I ei(ν) where i(ν) is such that ν ∈ Ii(ν). For
f ∈ O(I) and distinct i, j ∈ [n] the standard action of Eij(f) = Eij ⊗ f on (C
n)⊗I is immediately seen to
be given by the formula
(3.10) eI 7→
∑
ν∈Ij
f(ν)e(I1,...,Ii+{ν},...,Ij−{ν},...,In).
The assignment Eij(f) 7→ p∗ijf in Theorem 3.8 is nothing but the result of the simultaneous application of
(3.10) to all subsets I ⊂ U , |I| = d. This completes the proof.
(3.11) Proof of Theorem 3.5. We first consider the case when the covering Y → X and the bundle L on
Y are trivial, i.e., Y = X × [n], L = OY , so that we are in the situation of (3.7). Let U ⊂ E be an affine
open set. Then the space
Γ(U (d),G(⊕d)) =
( d⊕
i=1
Γ(Ud, pr∗iG)
)Sd
is generated, as a module over Γ(U (d),O), by the image of Γ(U,G) under the diagonal map, i.e., by elements
of the form (g(x1), ..., g(xn)), g ∈ Γ(U,G). We claim that the assignment τU : Eij(f) 7→ p∗ijf of Theorem 3.8
extends, by OU(d) -linearity, to a morphism Γ(U
(d),G(⊕d))→ Γ(U (d), G˜). Indeed, since G =
⊕
i,j OX ·Eij as a
coherent sheaf, we find that G(⊕d) =
⊕
i,j O
⊕d
X ·Eij . Thus it is enough to consider every OX ·Eij separately
and to show that the following statement holds :
(3.12) Lemma. Let φα(x1, ..., xd) ∈ O(Ud) be symmetric functions and fα ∈ Γ(U,O) be such that∑
α
φα(x1, ..., xd)(fα(x1), ..., fα(xd)) = 0 in O(U
d)⊕ ...⊕O(Ud).
Then the section
∑
φα(x1, ..., xd)p
∗
ijfα ∈ Γ(U
(d), G˜) is equal to 0 for any i, j.
We leave the verification of this lemma to the reader. Theorem 3.5 follows in the case Y = X× [n], L = OY .
To treat the general case, let n be the degree (number of sheets) of the map Y → X . Choose an etale
covering {ψα : Uα → X} (so we have the maps pα : ψ
∗
αY = Y ×X Uα → Y ) and choose trivializations
kα : uα × [n] → ψ∗αY and k
∗
αp
∗
αL → OUα×[n]. Then apply the assignments τUα of Theorem 3.8 and check
that they satisfy the descent condition to get a map defined over all the X(d). We leave the easy details to
the reader.
(3.13) Algebra of convolution operators. We consider the situation of (3.8). Fix an open set U ⊂ X .
Geiven a matrix A ∈M we have the following diagdam, see (3.8.0):
X(v
1) pr1← X(A)
pr2
→ X(v
2)
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To any function f ∈ O(U (A)) we associate the convolution operator
∆(A, f) : O(U (v
1))→ O(U (v
2)) , ∆(A, f) : ψ 7→ (pr2)∗((pr
∗
1ψ) · f)
Given a linear operator F of the form F = ∆(A, f)+
∑
i∆(B
i, gi), we write F = ∆(A, f)+ · · ·, if all Bi < A
with respect to the Bruhat order (3.7).
We start by describing, in abstract terms, the composition of operations of type ∆(A, f). Let T be
the set of 3-dimensional arrays (tijk)1≤i,j,k≤n of non-negative integers, such that
∑
i,j,k tijk = d. For any
v1,v2,v3 ∈ V put
T(v1,v2,v3) =
{
T ∈ T :
∑
j,k
tijk = v
1
i ,
∑
i,k
tijk = v
2
j ,
∑
i,j
tijk = v
3
k
}
.
If 1 ≤ l ≤ m ≤ 3 and T ∈ T(v1,v2,v3), let T lm be the matrix inM(vl,vm) obtained by summing the entries
of T along the indexed not named. For T ∈ T we set X(T ) =
∏
i,j,kX
(tijk) and write prlm : X
(T ) → X(T
lm)
for the natural projection. Given two matrices A ∈M(v1,v2), and B ∈M(v2,v3), put
T(A,B) := {T ∈ T : T 12 = A, T 23 = B} (3.13.0)
The definition of the convolution gives (3.3):
(3.13.1) Lemma. Let A ∈ M(v1,v2), and B ∈ M(v2,v3), f ∈ O(U (A)), g ∈ O(U (B)). Then, the
composition of convolution operators on the LHS below is given by the following sum on the RHS:
∆(A, f) ·∆(B, g) =
∑
{T∈T(A,B)}
∆
(
T
13
, pr13∗(pr
∗
12
(f) · pr∗
23
(g))
)
.
(3.13.2) Corollary. Suppose that, in the situation of Proposition 3.13.1, A = diag(d11, ..., d
1
n) is the diagonal
matrix so that v1 = v2. Then we have
∆(A, f)∆(B, g) = ∆(B, h),
where h = g · p∗2f and p2 : U
(B) → U (v
2) = U (A) is the natural projection.
Proof. The only array T which will contribute to the sum in (3.13.1), is given by
tijk =
{
0, i 6= j
bjk, i = j
The following result gives way to proving results by induction with respect to the Bruhat order.
(3.13.3) Proposition. In the situation of Proposition 3.13.1, assume that A = diag + ap,p+1Ep,p+1 where
‘diag’ stands for diagonal matrix. Put m = max{i : bp+1,i 6= 0}, and suppose, in addition, that bp+1,m ≥
ap,p+1. Then
∆(A, f) ·∆(B, g) = ∆(C, h) + ...,
where C = B + ap,p+1(Epm − Ep+1,m) and h = pr13∗(pr∗12(f) · pr
∗
23(g)), the projections prij corresponding
to the array in (3.13.4).
Similarly, if A− ap,p−1Ep,p−1 is diagonal, m = min{i : bp−1,i 6= 0} and bp−1,m ≥ ap,p−1, then we have a
similar relation with C = B + ap,p−1(Epm − Ep−1,m) and the array T defined in an analogous way.
To prove the proposition, we need the following result.
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(3.13.4) Lemma. Let A = diag + ap,p+1Ep,p+1. For an arbitrary matrix B as above, the set T(A,B), see
(3.13.0), is in bijective correspondence with the following set of n-tuples
S(A,B) = {s = (s1, s2, ..., sn) | 0 ≤ sk ≤ bp+1,k ,
∑
k
sk = ap,p+1}
To an n-tuple s ⊂ S(A,B) on assigns the following array T (s) = (tijk)
tiik = bik for i 6= p+ 1
tp+1,p+1,k = bp+1,k − sk
tp,p+1,k = sk
tijk = 0 otherwise,
Moreover, we have T (s)
13
= B +
∑
j sj · (Epj − Ep+1,j).
Proof of (3.13.4). The arrays T = (tijk) which will contribute to the sum in (3.13.1) are given by :{∑
k tijk = aij∑
i tijk = bjk.
In particular, 
tijk = 0 if (i, j) 6= (i, i), (p, p+ 1)
tjjk = bjk if j 6= p+ 1
tp,p+1,k + tp+1,p+1,k = bp+1,k.
Thus T will have a non-zero contribution if and only if :
tijk = 0 if (i, j) 6= (i, i), (p, p+ 1)
tjjk = bjk if j 6= p+ 1
tp+1,p+1,k = bp+1,k − tp,p+1,k
tp,p+1,k ≤ bp+1,k∑
k tp,p+1,k = ap,p+1∑
k tp+1,p+1,k = ap+1,p+1∑
k bjk = ajj if j 6= p+ 1.
The last two equations follow directly from
∑
j bij = d
2
i =
∑
j aji. The conditions above mean that there
exists an n-tuple s ⊂ S(A,B) such that

tiik = bik for i 6= p+ 1
tp+1,p+1,k = bp+1,k − sk
tp,p+1,k = tk
tijk = 0 otherwise.
The lemma follows.
Proof of (3.13.3). For s ∈ S(A,B) we put C(s) := T (s)
13
. Observe that, if s, s′ ∈ S(A,B) then we have
C(s′)  C(s)⇔ ∀j ,
{∑
r≥j s
′
r ≤
∑
r≥j sr,∑
r≤j s
′
r ≥
∑
r≤j sr.
Thus, since
∑
k s
′
k =
∑
k sk(= ap,p+1),
C(s′)  C(s)⇔
∑
r≥j
s′r ≤
∑
r≥j
sr , ∀j.
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Observe, on the other hand that bp+1,k = 0 if k > m. Hence sk = 0 if k > m, for any s ∈ S(A,B). Since
bp+1,m ≥ ap,p+1, the set {T (s) | s ∈ S(A,B)} has a greatest element with respect to ; it corresponds to the
n-tuple s = ap,p+1 · (δ1m, δ2m, ..., δnm) ∈ T(A,B). The corresponding array looks like
Tmax =

tijk = 0 if (i, j) 6= (i, i), (p, p+ 1)
tiik = bik − δ(i,k) (p+1,m)ap,p+1
tp,p+1,k = δkmap,p+1.
Observe that the matix C = T
13
max arising from this array is precisely the matrix C = B + ap,p+1(Epm −
Ep+1,m). In particular, for any other matrix C
′ 6= C arising on the RHS of the formula
∆(A, f) ·∆(B, g) =
∑
C′,h
∆(C′, h) + ...,
we have C′  C. Thus, proposition (3.13.3) is proved.
(3.14) Proof of Proposition 3.6 (b). We will prove by induction on l(C) =
∑
i6=j
(
|i− j|+ 1
2
)
cij that,
for any C ∈M(v1,v2) and h ∈ O(U (C)), the convolution operator ∆(C, h) belongs to ImU(τU ). If l(C) = 0, 1
it is evident. Suppose l(C) > 1. Then C is not diagonal. Suppose for instance that C is not a lower-triangular
matrix. Let (p, q) be the greatest element in {(i, j) | 1 ≤ i < j ≤ n , cij 6= 0} with respect to the right-
lexicographic order (by right-lexicographic order we mean (i, j) > (p, q)⇔ j > q or (j = q and i > p)).
Put
B = C + cpq(Ep+1,q − Epq) and A = diag(v
1
1 , v
1
2 , ..., v
1
n) + cpq(Ep,p+1 − Ep,p).
Then l(B) < l(C), q = max{i | bp+1,i 6= 0},
bp+1,q = cpq + cp+1,q ≥ cpq = ap,p+1,
and, for any f ∈ O(U (A)), g ∈ O(U (B)), (3.13.3) gives :
∆(A, f) ·∆(B, g) = ∆(C, h) + ...
where h = pr
13∗
(pr∗
12
(f) · pr∗
23
(g)), the projections pr
ij
beeing computed with respect to the array T given
in (3.13.6). In particular if f = p∗
p,p+1
(fp,p+1), fp,p+1 ∈ O(U
(ap,p+1)), one gets :
h = p∗
pq
(f
p,p+1
) · r∗(g) ∈ O(U (C)),
where r : U (C) → U (B) is given by :{
r
|U(cij )
= id : U (cij) → U (bij) if (i, j) 6= (p, q), (p+ 1, q),
r
|U(cpq)×U(cp+1,q)
= ⊕ : U (cpq) × U (cp+1,q) → U (bp+1,q).
It’s then easy to conclude from the induction hypothesis since that ∆(A, f) ∈ ImU(τU ).
4. Elliptic cohomology construction of current algebras.
(4.1) The Steinberg variety. Fix d, n ≥ 0. Let F be the variety of n-step flags in Cd, i.e., filtrations
D = {0 = D0 ⊆ D1 ⊆ D2 ⊆ ... ⊆ Dn = Cd}. The connected components of F are parametrized by partitions
v = (v1, ..., vn) of d; the component Fv corresponding to v consisting of flags D such that dimDi/Di−1 = vi.
As in section (3.7), we denote the set of such partitions V; we also conserve the other notations of that
section.
Consider the group GLd(C) acting diagonally on F × F .
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(4.1.1) Proposition. (a) The orbits of GLd(C) are parametrized by matrices A ∈ M; the orbit OA
corresponding to A consists of pairs of flags (D,D′) such that dim(Di ∩D′j) = aij .
(b) The closure of OA contains OB if and only if B ≤ A with respect to the Bruhat order on M.
Denote by
Z =
⋃
A∈M
T ∗OA(F × F ) ⊂ T
∗(F × F ) = T ∗F × T ∗F
the union of the closures of the conormal bundles to OA (the Steinberg- type variety). We regard Z as a
correspondence from T ∗F to T ∗F . It is known that Z satisfies the following two properties :
(4.1.2) Both projections Z → T ∗F are proper.
(4.1.3) The composition Z ◦ Z is equal to Z.
(4.2) Elliptic cohomology of the Steinberg variety. Fix an elliptic curve E → S over a base scheme
S.
Put G = U(d) and let T ⊂ G be the subgroup of diagonal matrices. Denote by EllG, EllT the G-
equivariant and T -equivariant elliptic cohomology theories with values in coherent sheaves on XG = E(d)
and XT = Ed. We conserve all the other notations of Section 1.
We have an obvious G-action on Z and T ∗F and the second projection Z → T ∗F is G-equivariant (and
proper). Thus Z is a Lagrangian correspondence between F and F , see (...) and so we have the microlocal
Thom sheaf ΞZ on ZXG . Since Z ◦ Z = Z, it follows from Proposition (2.8.6) that the direct image πZ ∗ΞZ
is a sheaf of associative algebras on XG, and πF ∗Θ(T
∗F )−1 is a sheaf of its modules. On the other hand,
XG = E(d), and in (3.3) we constructed a sheaf of algebras G˜ =
⊕
A∈M πA∗OE(A) on E
(d).
(4.3) Theorem. There is an isomorphism of sheaves of algebras G˜ → π
Z ∗ΞZ .
The rest of this section is devoted to the proof of Theorem 4.3.
(4.4) We start by considering closed orbits in F × F . Fix v ∈ V and i, j ∈ {1, ..., n} such that |i − j| ≤ 1.
For such i, j let Aij(v) be the matrix introduced in (3.8). The orbit OAij(v) is the incidence correspondence
in Fv × Fv′ , where v′ = (v1, ..., vi + j − i, vi+1 − j + i, ..., vn). We have thus the diagram of flag varieties
Fv ←− OAij(v) −→ Fv′
and the result of application of the functor XG to this diagram is just
E(v) ← E(Aij(v)) → E(v
′),
see (1.7.5). Denote for short
Zij(v) = T
∗
OAij(v)
(Fv × Fv′).
This is an irreducible component of the “Steinberg-type” variety Z. Note that T ∗Fv, T
∗Fv′ and Zij(v) are
G-equivariantly homotopy equivalent to Fv, Fv′ and OAij(v) respectively; thus we can identify, in particular,
Zij(v)XG with E
(Aij(v)). The right map in the diagram
T ∗Fv ←− Zij(v) −→ T
∗Fv′
is proper and induces, therefore, the microlocal Thom sheaf ΞZij(v) on E
(Aij(v)). Proposition 2.8.6 implies
the first part of the following assertion :
(4.5) Proposition. (a) If |i − j| ≤ 1, the sheaf ΞZij(v) is naturally isomorphic to OE(Aij (v)) .
(b) The sheaf Θ(T ∗F )−1 on FXG =
∐
v∈VE
(v) consists of functions g(I1, ..., In), Iν ∈ E(vν) which are
allowed poles of at most 1-st order along the locus of (I1, ..., In) such that Iµ ∩ Iν 6= ∅ for some µ 6= ν.
(c) If |i− j| ≤ 1, the map
πZij(v)∗ΞZij(v) → Hom(πFv ∗Θ(T
∗Fv)
−1, π
F
v′ ∗
Θ(T ∗Fv′)
−1)
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from (2.7.1) associates to f ∈ O(U (Aij(v))), U ⊂ E, the convolution operator ∆(Aij(v), f) from (3.13).
Proof. (b) Denote by D1 ⊂ ... ⊂ Dn the tautological flag of bundles on F . It is well known that TF has
a G-equivariant filtration whose quotients are Hom(Di/Di−1,Dj/Dj−1), i < j. Our statement follows from
this and the definition of Θ. Part (c) follows from the localisation formula given in (2.9) (see [V]).
(4.6) The rest of the proof of (4.3) is done by induction, similarly to the reasoning of (3.13), from which we
freely borrow the notation. We use, in particular, the Bruhat order ≤ and the binary operation ∗ on the set
M. For A ∈M, an open U ⊂ E and f ∈ O(U (A)) we denote ∆(A, f) the section of G˜ over U (d) corresponding
to f . We denote by G˜≤A =
⊕
B≤A
π
B∗OE(B) the subsheaf in G˜ spanned (over OE(d)) by sections of the form
∆(B, f) where B ≤ A. Then G˜≤A · G˜≤B ⊂ G˜≤A∗B. So we have a filtration of the sheaf of algebras G˜ labelled
by M.
On the other hand, let us denote the sheaf π
Z ∗ΞZ on E
(d) by Ĝ. The Bruhat order, ≤, on M is, in
geometric terms, just the inclusion of orbit closures in F × F (i.e. OA =
⋃
B≤AOB). Let
Z≤A =
⋃
B≤A
T ∗OB (F × F ),
and Z<A be the similar union over B < A. The complement ZA = Z≤A \ Z<A = T ∗OA(F × F ) is a smooth
locally-closed G-sub-variety of T ∗(F × F ) paved by complex affine spaces. Let i
≤A
be the inclusion maps
of Z≤A in Z. By induction, using the long exact sequence in “homology” (2.2.1) and the vanishing of
Ell2k+1G (C
n), we get that the Gysin map (see (2.8.8.2))
i
≤A∗
: π
Z≤A∗
Ξ
Z≤A
→ π
Z ∗ΞZ = Ĝ
is an injective homomorphism of coherent sheaves on E(d). Let Ĝ≤A be its image. Then Ĝ≤A · Ĝ≤B ⊂ Ĝ≤A∗B.
We have thus constructed a filtration of the sheaf of algebras Ĝ labelled by M.
(4.6.1) Lemma. The sheaf Ĝ is locally free. Moreover, the morphism Ψ : Ĝ → End
(
πF∗Θ(T
∗F )
−1)
induced by the action of Ĝ on π
F∗
Θ(T ∗F )
−1
is injective.
Proof. The long exact sequence (2.2.1) gives short exact sequences
0→ Ĝ<A → Ĝ≤A → πZA ∗ΞZA → 0,
where Ξ
ZA
is defined as in (2.8.8.1). Since Ξ
ZA
≃ OZAXG ≃ OE(A) , an induction on A ∈M proves that Ĝ is
locally free. Set E(d)
reg
= E(d) \
⋃
H⊂U(d) XH , the union beeing taken over all the closed proper subgroups of
U(d). For any regular element g ∈ U(d), the morphism of localisation of correspondences (see (2.10.3))
ρg : πZ ∗ΞZ → πZg ∗ΞZg
is an isomorphism of sheaves of algebras over E(d)
reg
. But Zg is formed of a finite number of points of Z
labelled by M, and one can thus easily see that the map Ψ is an isomorphism over E(d)
reg
⊂ E(d). Since Ĝ is
locally free, Ψ is injective.
We now proceed to construct a homomorphism of sheaves of algebras Φ : G˜ → Ĝ. Namely, from (3.14)
the sheaf of algebras G˜ is generated by its subsheaves G˜≤Aij(v) for v ∈ V and |i − j| ≤ 1. Such matrices
Aij(v) are minimal with respect to ≤, since the corresponding orbits are closed. Thus the arguments of (4.4)
give identifications Φijv : G˜≤Aij(v) → Ĝ≤Aij(v).
(4.6.2) Lemma. The isomorphisms Φijv extend to a unique homomorphism Φ : G˜ → Ĝ of sheaves of
algebras such that Φ(G˜≤A) ⊂ Ĝ≤A for any A.
Proof. The sheaf π
F∗
Θ(T ∗F )
−1
is locally free, since it is a pushdown of a line bundle with respect to the
finite flat map π
F
: F
XG
=
∐
v
E(v) → E(d). Therefore the sheaf of algebras End
(
π
F∗
Θ(T ∗F )
−1)
on E(d) is
locally free as well.
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Let R be the algebra formed by operators ∆(A, f) where A ∈ M, and f is a rational function on
E(A). Denote R the constant sheaf on E(d) with stalk R. We claim that End
(
π
F∗
Θ(T ∗F )
−1)
is naturally a
subsheaf in R. Indeed, let E(d)
gen
⊂ E(d) be the open set formed by unordered tuples of distinct points. Then
the map π
F
is unramified over E(d)
gen
. Moreover, the line bundle Θ(T ∗F )
−1
is trivialized over π
−1
F
(E(d)
gen
) by
Proposition 4.5(b). This gives an identification of G˜ with End
(
π
F∗
Θ(T ∗F )
−1)
over E(d)
gen
. This, in virtue of
the local freeness of End
(
π
F∗
Θ(T ∗F )
−1)
, implies our claim.
By definition, G˜ injects in R. Consider the diagram
(4.6.3)
R
ր տ
Ĝ G˜x x
Ĝ≤Aij(v)
Φijv
←− G˜≤Aij(v)
which is commutative by Proposition 4.5 (c). To show the existence of Φ, it is enough to verify that the
Φijv preserve the relations between sections of G˜≤Aij(v) which (see Proposition 3.6 (b)), generate G˜ as an
algebra. More precisely, we need to prove that for any sections sk of G˜≤Aik,jk (vk), k = 1, ..., r, and any
relation F (s1, ..., sr) = 0 holding in G˜, we have F (Φ(s1), ...,Φ(sr)) = 0 (we have omitted the subscripts in
the Φ’s). But this is a consequence of the commutativity of the diagrams (4.6.3) and of the injectivity of the
map G˜ → R. The compatibility of Φ with the filtrations is immediate since the filtrations on G˜ and Ĝ are
compatible with the product. Lemma 4.6.2 is proved.
(4.6.4) Lemma. For any A ∈M the homomorphism Φ induces isomorphisms G˜≤A/G˜<A
∼
→ Ĝ≤A/Ĝ<A.
Proof. As in the proof of Lemma 4.6.2, (2.2.1) and (2.8.8.1) imply that Ĝ≤A/Ĝ<A ≃ OE(A) . By construction,
G˜≤A/G˜<A = OE(A) . Thus, the induced map ΦA : G˜≤A/G˜<A
∼
→ Ĝ≤A/Ĝ<A is identified with an endomorphism
of the simple sheaf OE(A) . Moreover, ΦA is non-zero since by localisation of correspondences it is an
isomorphism over E(d)
reg
⊂ E(d) (see the proof of (4.6.1)). Thus the map ΦA is bijective.
Lemma 4.6.4 implies that Φ is an isomorphism.
5. Classical elliptic algebras and elliptic cohomology.
(5.1) Heisenberg groups. We start with recalling some well known facts [Mum]. Let E → S be an elliptic
curve over a base scheme S. For any n ≥ 1 we denote by n
E
: E → E the homomorphism of multiplication
by n. Let En = KernE ⊂ E be the group of points of order n, and let µn ⊂ C
∗ be the group of nth roots
of 1. There is a canonical non-degenerate skew-symmetric pairing
(α, β) 7→ 〈α, β〉, En ⊗Z En → µn
called the Weil pairing. We will sometimes use the notation 〈α, β〉n to indicate the dependence on n. For
instance, if m = nc is a multiple of n, then En ⊂ Em, and for any α, β ∈ En we have 〈α, β〉m = 〈α, β〉cn.
Fix n ≥ 1. The pairing 〈α, β〉 defines a central extension
1→ µn → Hn → En → 1
known as the Heisenberg group. As a set, Hn = En×µn, with multiplication (α, ζ)·(β, ξ) = (α+β, 〈α, β〉ζξ).
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(5.2) The Heisenberg representation. A representation T of H in a vector space (or, more generally, an
action on any variety acted upon by C∗) is said to have central charge c, if for ζ ∈ µn we have T (ζ) = ζc · Id.
For any c ∈ Z/n relatively prime to n there is a unique, up to isomorphism, n-dimensional irreducible
representation Hn with central charge c. We denote it Tc : Hn → Aut(Mc). A particular model for Mc can
be obtained as follows. Choose a subgroup Γ ⊂ En, Γ ≃ Z/n and define the space
Mc(Γ) =
{
f : En → C | f(α+ γ) = 〈α, γ〉
cf(α) ∀α ∈ En, γ ∈ Γ
}
.
The action of (β, ζ) ∈ Hn on Mc(Γ) is given by Tc(β, ζ)(f)(α) = ζc〈α, β〉f(α + β).
If we choose a complex uniformization E = C/Z ⊕ Zτ , Im(τ) > 0, then En is identified with (Z/n)2
and the Weil pairing has the form
(5.2.1) 〈α, β〉 = exp
(
2πi
n
(α1β2 − α2β1)
)
, αi, βi ∈ Z/n.
The space Mc(Γ) for Γ = Z/n ⊕ 0, is identified with Cn and the representation Tc sends (α, ζ) ∈ Hn into
ζcIcα110 I
α2
01 , where
(5.2.2) I
10
=

1 0 0 . . . 0
0 ω 0 . . . 0
0 0 ω
2
. . . 0
...
...
...
. . .
...
0 0 0 . . . ω
n−1
 , I01 =

0 1 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
1 0 0 . . . 0
 , ω = e 2piin .
For x ∈ E we denote tx : E → E the translation by x. The main reason for using Heisenberg groups is
the following :
(5.3) Proposition. Let L be a line bundle of degree n on E. Then for any α ∈ En we have t∗αL ≃ L.
Moreover, there is an action of Hn in (the total space of) L extending the action of En on E by translations.
This action has central charge 1. The resulting representation of Hn on the space Γ(E,L) is irreducible, i.e.
Γ(E,L) ≃M1.
By comparing Weil pairings on En and Em, n|m, we deduce the next statement :
(5.4) Corollary. If L is a line bundle on E of degree nc, then, for any En-invariant open set U ⊂ E, the
space Γ(U,L) is a representation (possibly reducible) of Hn with central charge c.
(5.5) Vector bundles over an elliptic curve. Let us fix c such that (c, n) = 1. Let ME(n, c) be the set
of indecomposable rank n vector bundles on E with c1(V ) = c. It was proved by Atiyah [A1] that :
(5.5.1) Any two bundles V, V ′ ∈ME(n, c) are related by V ′ = V ⊗ L where L is a line bundle of degree 0.
(5.5.2) Any V ∈ME(n, c) is simple, i.e. H
0(E, End(V )) = C. Moreover, H1(E, End(V )) = 0.
Let us recall, for future use, three equivalent constructions of bundles from ME(n, c). Each of them
gives all the bundles.
(5.6) The Heisenberg construction. Choose a line bundle L on E of degree nc. By Corollary 5.4, the
direct image n
E ∗L has an action of Hn in each fiber, with central charge c. Put V = HomHn(nE ∗L,Mc) to
be the vector bundle of spaces of multiplicities of Mc in these representations. Then V ∈ ME(n, c).
(5.7) The direct image construction. Let Γ ⊂ En be a subgroup isomorphic to Z/n. We have a
commutative diagram
(5.7.1)
E
q
−→ E/Γ
n
E
ց ↓ p
E
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where p is an isogeny of degree n with Ker(p) = En/Γ. Then any V ∈ ME(n, c) can be obtained as p∗L
where L is a line bundle on E/Γ of degree c.
Note that L˜ = q∗L is a line bundle on E of degree nc, and q∗L˜ is canonically identified with L⊗Mc(Γ).
This shows that
nE ∗L˜ = p∗q∗L˜ = p∗L⊗Mc(Γ)
and thus the constructions (5.7) and (5.6) are equivalent.
(5.8) The Fourier transform construction. Let P be the Poincare´ line bundle on E×E (it corresponds
to the divisor ∆− (E×{0})− ({0}×E) where ∆ is the diagonal). Let p1, p2 : E×E → E be the projections.
Then any V ∈ME(n, c) can be obtained as
(5.8.1) V = R0p2∗
(
p∗1L⊗ P
⊗c
)
,
for a line bundle L on E of degree n. For the case c = 1 this construction is precisely the Fourier-Mukai
transform of L, see [Muk].
The construction (5.7) can be found in [Od]. The equivalence of (5.7) and (5.6) was already explained.
To see the equivalence with (5.8), note that each fiber of the RHS of (5.8.1) is the space of sections of a line
bundle of degree n on E so has a Heisenberg group action. Taking eigenspaces of a generator of Γ ⊂ En we
split the fiber into a direct sum of 1-dimensional vector subspaces. This means that V is the pushdown of a
line bundle from an unramified covering. We leave the details to the reader.
By (5.5.1), the sheaf End(V ) for V ∈ ME(n, c) depends only on n, c. We denote this sheaf by Gn,c or
simply G.
(5.9) Proposition. (a) As a vector bundle, Gn,c =
⊕
α∈En
Lα, where Lα = OE(0 − α) is the line bundle
of degree 0 corresponding to α. The multiplication m : Gn,c ⊗ Gn,c → Gn,c restricts to isomorphisms
mαβ : Lα ⊗ Lβ → Lα+β such that mβα = 〈α, β〉c ·mαβ.
(b) The pullback n∗
E
Gn,c (where nE : E → E is the multiplication by n) is identified, as a sheaf of algebras,
with Matn(OE). More precisely, for an open U ⊂ E the space Γ(U,Gn,c) is identified with the space of
matrix functions A(x) ∈ Matn(O(n
−1
E (U))) satisfying the condition
(5.9.1) A(x+ α) = Tc(α)A(x)Tc(α)
−1, ∀α ∈ En.
Part (a) can be found in [A1]. Part (b) follows at once from the Heisenberg construction of V . We will
call (5.9.1) the automorphy condition, see [RS].
(5.10) Classical elliptic algebras. Fix a finite subset P ⊂ E. The classical elliptic algebra eln,c is, by
definition, the Lie algebra of global sections Γ(E\P,Gn,c), where Gn,c = End(E) for any bundle V ∈ME(n, c).
Let also SGn,c = sl(V ) be the subsheaf of traceless endomorphisms and seln,c be the Lie algebra of its global
sections over E \ P . By (5.5.2) the sheaf SGn,c has both H0 and H1 vanishing. This makes the subalgebra
seln,c into a Lie bialgebra by the procedure described in [Dr1], [C]. The Lie bialgebra structure is the map
δ : seln,c → ∧
2seln,c ⊂ seln,c ⊗ seln,c, δ(x) = [x⊗ 1 + 1⊗ x, rn,c],
where rn,c ∈ seln,c⊗ˆseln,c is the classical elliptic r-matrix (⊗ˆ means completed tensor product). Let us
describe rn,c explicitly. In the language of Proposition 5.9 (b), this is the meromorphic function rn,c :
E × E → gln ⊗ gln given by
rn,c(u, v) =
∑
α∈En−{0}
wα(u − v)Tc(α)⊗ Tc(α)
−1,
where wα, α ∈ En are meromorphic functions on E uniquely characterized by the following conditions (see
[B] for an explicit formula) :
(1) wα(u+ β) = 〈β, α〉wα(u), ∀α, β ∈ En.
(2) w0 ∼= 1 and if α 6= 0, then wα is regular on E\En with simple poles at points of En and resu=0wα(u) = 1.
26
When c = 1, the matrix rn,1 was found by Belavin [B]. The possibility of considering any c prime to n was
pointed out by Cherednik.
(5.11) Automorphy conditions and correspondences. We now proceed to construct a realization of
the sheaf of Lie algebras G = Gn,c by correspondences, by using the description of G given by Proposition
5.9 (b). We suppose that there is a fixed level n structure on E, i.e. an identification En
∼
→ (Z/n)
2
×S such
that the Weil pairing has the form (5.2.1). Thus the representation Tc is given by the matrices (5.2.2). We
denote Γ = Z/n⊕ 0.
We assume the framework and notation of (2.7) (specialized to our case). Let us identify the set [n]
with Z/n, so Z/n acts on [n] by translation. Consider the action of En on E × [n]2 given by
(α1, α2) · (x, b, c) = (x+ α1, b+ α2, c− α2).
We extend this action first to the variety
M˜ = (E × [n]2)(d) =
⊕
A∈M
E(A).
Second, we extend the action to an action on the sheaf OM˜ by setting
(5.12) (α · f)(z) = ω
∑
i,j
cα1aij(i−j) f(α · z), z ∈ M˜.
Let
nor : M˜ →M = (E × [n])(d) ×E(d) (E × [n])
(d)
be the natural projection (normalization morphism, see (2.7)).
Recall (Theorem 3.3) that the variety M is nothing but ZXU(d) , the spectrum of the U(d) -equivariant
elliptic cohomology of the Steinberg variety Z, and the sheaf nor∗OM˜ is the same as ΞZ , the microlocal
Thom sheaf of the second projection Z → F . Recall also that π
Z
: ZXU(d) → XU(d) = E
(d) is the natural
projection.
Set U = n−1
E
(E\P ). Formula (5.12) defines an action of En in the space Γ(U (d), πZ ∗ΞZ ). In the previous
section we have constructed a homomorphism of Lie algebras Ψ : Γ(U, gln(O))→ Γ(U (d), πZ ∗ΞZ ).
(5.13) Theorem. The map Ψ restricts to a surjective algebra homomorphism
U(eln,c)→ Γ(U
(d), π
Z ∗ΞZ )
En .
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