We consider in this paper quadratic programming problems with cardinality and minimum threshold constraints which arise naturally in various real-world applications such as portfolio selection and subset selection in regression. This class of problems can be formulated as mixed-integer 0-1 quadratic programs. We propose a new semidefinite program (SDP) approach for computing the "best" diagonal decomposition that gives the tightest continuous relaxation of the perspective reformulation of the problem. We also give an alternative way of deriving the perspective reformulation by applying a special Lagrangian decomposition scheme to the diagonal decomposition of the problem. This derivation can be viewed as a "dual" method to the convexification method employing the perspective function on semi-continuous variables. Computational results show that the proposed SDP approach can be advantageous for improving the performance of MIQP solvers when applied to the perspective reformulations of the problem.
1. Introduction
Problem and background
We consider in this paper the following cardinality constrained quadratic programs:
0
where Q is an n × n positive semidefinite matrix, c ∈ n
, K is an integer satisfying 1 ≤ K ≤ n, 0 < α i < u i , and supp(x) = {i ∈ {1, . . . , n} | x i = 0}. Constraint (2), referred to as the cardinality constraint, limits the number of nonzero variables in the feasible solution, and constraint (3), referred to as the minimum threshold constraint, sets lower bounds for nonzero variables. Note that (3) and (4) can be expressed together as
which are also called semi-continuous variables. Problem (P) is, in general, NP-hard as testing the feasibility of (P) is already NP-complete when A has three rows (see Bienstock (1996) ).
Cardinality constraint is often encountered in optimization models when the decision vector is required to be sparse. An important application of problem formulation (P) is portfolio selection in financial optimization. Consider a market consisting of n risky assets with random return vector R = (R 1 , . . . , R n ) T . Suppose that the expected return vector and the covariance matrix of R are known as µ and Q, respectively. Then, according to Markowitz's doctrine, a mean-variance optimizer should solve the following quadratic problem:
where x i represents the proportion of the total capital invested in the ith asset and ρ is a prescribed return level set by the investor. In real-world, however, almost no investor faithfully follows the classical mean-variance model due to market frictions, such as management and transaction fees. What most investors actually do is to confine themselves in choosing a small number of stocks to invest. In other words, most investors would favor an investment decision derived from a cardinality constrained problem formulation such as problem (P). In (P), constraints (1) and (4) represent the budget constraints, restriction on short selling, sector constraints and the maximum position the investor can hold for each asset. The cardinality constraint (2) in (P) limits the total number of different assets in the optimal portfolio. The constraint (3) in (P), often referred to as buy-in threshold constraint or minimum transaction level constraint, prevents the investors from holding some assets with very small amount.
Another application of (P) is the subset selection problem in multivariate linear regression. For given m observed data points (a , he/she often wants to achieve the goal with only a subset of the prediction variables in x (see Arthanari and Dodge (1993) ; Bertsimas and Shioda (2009); Miller (2002) ). This subset selection problem can be formulated as follows: The subset selection problem is a special case of (P) where the constraints of semi-continuous variables (3) and (4) branch-and-bound method for (P) where a convex quadratic programming relaxation at each node is solved via Lemke's method. Bienstock (1996) developed a branch-and-cut method for solving cardinality constrained quadratic programming problems using a surrogate constraint approach. Li et al. (2006) proposed an exact solution method for cardinality constrained mean-variance models under round lot constraints and concave transaction costs, using some geometric methods and Lagrangian relaxation scheme in a branch-and-bound framework. Xie et al. (2008) proposed a randomized approach to find a good approximated solution to the mean-variance portfolio selection model with cardinality constraint and other side constraints. Shaw et al. (2008) presented a branch-and-bound method for cardinality constrained mean-variance portfolio problems, where the asset returns are driven by a factor model. Unlike other existing branch-and-bound methods in the literature where standard quadratic programming relaxation is adopted as the bounding technique, Shaw et al. (2008) used Lagrangian relaxation with cost splitting to generate a lower bound at each node of the binary search tree and employed subgradient method to compute the Lagrangian bound. Cui et al. (2013) investigated a class of cardinality constrained portfolio selection problems with different risk measures and tracking error control. Utilizing the natural decomposition of factor models, a second-order cone program relaxation and an MIQCQP reformulation were derived in Cui et al. (2013) for this class of problems. Recently, a novel geometric approach is proposed in Gao and Li (2013) for minimizing a quadratic function subject to a cardinality constraint. Based on this geometric approach, a branch-and-bound method is then developed in Gao and Li (2013) for solving cardinality-constrained portfolio selection problems.
Heuristic and local search methods for portfolio selection models with cardinality constraints and minimum threshold have been also studied by many other authors in the context of limited-diversification, small portfolios and empirical study for comparing different portfolio selection models with real features (see, e.g., Chang et al. (2000) ; Blog et al. (1983); Jacob (1974); Jobst et al. (2001); Maringer and Kellerer (2003) ; Mitra et al. (2007) ).
Research motivation and main contributions
In this paper, we focus on the mixed-integer quadratic program (MIQP) reformulations of problem (P). By introducing a 0-1 variable y i to enforce x i = 0 or x i = 0 in (P), problem (P) can be reformulated as the following standard mixed-integer 0-1 quadratic program:
where e is the all one column vector. Standard MIQP solvers, which are based on a branchand-bound framework, can be then applied to (MIQP 0 ) to find a global solution or a suboptimal solution of (P). It is well known that the efficiency of branch-and-bound methods largely depends on the tightness of the lower bounds generated by the continuous relaxation.
Numerical test, however, suggests that the continuous relaxation of (MIQP 0 ) often provides poor lower bounds of (MIQP 0 ) and the continuous relaxation based branch-and-bound methods thus cannot solve the problem even with small to medium size (e.g., n = 100) within reasonable computation time. Gentile (2006, 2007) proposed a novel perspective reformulation for quadratic programs with semi-continuous variables (see also Günlük and Linderoth (2010) being the diagonal vector. The quadratic objective function of (P) can be then decomposed
Recall that the perspective function of a univariate function f (p) is tf (p/t) for t ≥ 0, where it is assumed that 0/0 = 0 (see Hiriart-Urruty and Lemaréchal (1993) 
. . , n, the perspective reformulation of (P) then has the following form:
However, the fractional terms in the objective function of (PR(d)) prevent a direct appli- 
(5), (6), (7), (8).
The second reformulation technique is the perspective cut (P/C) reformulation proposed by Gentile (2006, 2007) , where the epigraph of
is represented by infinite many perspective cut inequalities. The resulting P/C reformulation of (PR(d)) takes the following form: (6), (7), (8).
Although problem (PC(d)) cannot be solved directly, "localized" subproblems of (PC(d)) with a small finite subset of perspective cuts can be embedded in a branch-and-cut frame- ). This solution scheme can be either implemented by tailor-made branch-and-cut method (see Gentile (2006, 2007) ) or by means of cutcallback procedures in CPLEX (see Frangioni and Gentile (2009) ).
Computational results in Frangioni and Gentile (2009) show that, if properly implemented, the P/C reformulation can be much more efficient than the SOCP reformulation. 
which we will call the "small" SDP problem. Numerical results in Frangioni and Gentile (2007) show that this approach compares favorably with the minimum eigenvalue method.
A further question arises: How to find a "better" d in the perspective reformulation?
To answer the above question, we present in this paper a new approach to compute the parameter vector d in the perspective reformulation. Our approach is based on finding to an SDP problem with size larger than that of the "small" SDP problem (SDP s ). This "large" SDP problem can still be solved efficiently by interior-point based methods due to its simple structure. Numerical results suggest that using the parameter vector d l computed by the "large" SDP formulation can considerably improve the performance of the perspective reformulations, largely due to the improvement of the continuous bounds.
Stimulated by the new SDP problem formulation, we also propose a new way of deriving the perspective reformulation of problem (P) via a special Lagrangian decomposition scheme of (P). Our derivation reveals that the continuous bound of the perspective reformulation is the same as the dual bound of (P) via the Lagrangian decomposition scheme. In some sense, our SDP approach is "dual" to the method in Frangioni and Gentile (2006) where the perspective function is used to construct the convex envelope of the objective function on the semi-continuous variables.
Outline of the paper
The rest of the paper is organized as follows. In Section 2, we show how to reduce the problem of finding the tightest continuous relaxation of (PR(d)) into an SDP problem.
We devote Section 3 to a new derivation of the perspective reformulation by applying a special Lagrangian decomposition scheme to (P). In Section 4, we conduct computational experiments comparing the performance of perspective reformulations using different choices of d for test problems arising from portfolio selection and subset selection. Finally, we conclude the paper in Section 5 with some concluding remarks.
Notation: Throughout the paper, we denote by v(·) the optimal value of problem (·), n + the nonnegative orthant of n . For any a ∈ n , we denote by diag(a) = diag(a 1 , . . . , a n ) the diagonal matrix with a i being the ith diagonal element.
A New SDP Approach for Computing Diagonal Decomposition in Perspective Reformulation
In this section, we discuss how to select the parameter vector d in the perspective reformulation (PR(d)) such that the continuous relaxation of (PR(d)) is the tightest.
Let (PR(d)) denote the continuous relaxation of (PR(d)). The tightest continuous relaxation of (PR(d)) can be found by solving the following problem:
Introducing φ i = x 2 i /y i in the objective function of (PR(d)) and relaxing it to φ i ≥ x 2 i /y i , we can reformulate (PR(d)) as an SOCP problem:
, (6), (7), (10).
Problem (12) is then equivalent to the following problem:
In the sequel, we always assume the following constraint qualification for (SOCP(d)).
Assumption 1 The feasible set of (SOCP(d)) has a (relative) interior point.
A necessary and sufficient condition for ensuring Assumption 1 is that the continuous relaxation of (MIQP 0 ), the standard mixed-integer quadratic program reformulation of (P), has a (relative) interior point.
In the following, we show that problem (13) can be reduced to an SDP problem. We first observe that the constraint (7) in (SOCP(d)) can be replaced by
since x 2 i = φ i always holds at the optimal solution of (SOCP(d)). Indeed, if y i = 0, then (10) implies x i = 0; otherwise if y i = 1, then constraint (14) and
Also, the second-order cone constraint in (10) can be rewritten as
Therefore, (SOCP(d)) can be written as:
, (6), (14), (15),
where the nonnegative constraints of y i ≥ 0 (i = 1, . . . , n) have been implied by (15).
Theorem 1 Problem (13) is equivalent to the following SDP problem:
where
We first express (SOCP 1 (d)) by its dual form. Associate the following multipliers to the constraints in (SOCP 1 (d)):
, where ω denote the dual variables introduced above. Then, the Lagrangian dual of (
We can calculate that
the dual problem (18) can be written as (20) is equivalent to the SDP constraint in (17). Therefore, the dual problem (18) can be reduced to the SDP problem:
s.t. (16), (17),
By Assumption 1 and the conic duality theorem (see, e.g., Vandenberghe and Boyd (1996) ), the strong duality between (SOCP 1 (d)) and its dual holds. Therefore, problem (13) is equivalent to
which is (SDP l ) by (22) and noting that Q − diag(d) 0 is implied by constraint (17).
From the above derivation, we can explain the "large" SDP formulation (SDP l ) as the SDP representation of the problem of finding the parameter d that gives the tightest continuous bound of the perspective reformulation (PR(d)) or its two tractable reformulations (SOCP(d)) and (PC(d)). Compared with the "small" SDP formulation (SDP s ) proposed by Frangioni and Gentile (2007) , the formulation (SDP l ) has a drawback of having a larger dimension: There are 4n + m + 2 variables in (SDP l ) compared to only n variables in (SDP s ).
Also, (SDP l ) has n additional 2×2 linear matrix inequalities. In spite of its larger size, (SDP l )
can still be computed efficiently by the interior-point based solvers such as SeDuMi due to its simple structure. The longer time spent on solving the "large" SDP problem (SDP l ) could be well compensated by the savings in the computation time of branch-and-cut method for the perspective reformulations, as witnessed in our computational experiments.
Derivation of Perspective Reformulation via Lagrangian Decomposition
In this section, we present a new approach to derive the SOCP reformulation (SOCP(d)).
Since the three reformulations (PR(d)), (SOCP(d)) and (PC(d)) are equivalent to each other in terms of the optimal solutions and the continuous bounds, the derivation in this section can be viewed as an alternative way of constructing perspective reformulation for (P).
The approach of our derivation is motivated by the construction of a tight SDP relaxation of problem (P) via a special Lagrangian decomposition scheme. It turns out that the conic dual of this SDP relaxation is exactly the continuous relaxation of (SOCP(d)). This reveals that the continuous bound of (SOCP(d)) is nothing but the Lagrangian bound of (P). As a result, we obtain a new derivation of (SOCP(d)) via Lagrangian decomposition of the original problem (P).
The construction of the SDP relaxation consists of the following three steps:
• Constructing a convex relaxation of (P) by a special Lagrangian decomposition scheme via copying constraints;
• Reducing the Lagrangian dual to an SDP formulation.
Using the technique of copying variables (see Guignard and Kim (1987) ; Michelon and Maculan (1991) ; Shaw et al. (2008) ), problem (P) can be reformulated as
Dualizing the constraint x = z with multiplier vector λ ∈ n yields the following Lagrangian relaxation:
Thus, the Lagrangian dual of (P) is
By weak duality,
, and the tightest dual bound can be found via solving the following problem:
Proposition 1 Let (QP) denote the continuous relaxation of (MIQP 0 ). Then, for any fixed
Proof. The first inequality is obvious.
Applying the Lagrangian decomposition scheme to the above problem in a similar way as we did for problem (23) and using the strong duality of convex quadratic program, we obtain
where d 2 (λ) is defined in (25) and
Note that the above problem is a continuous relaxation of the subproblem in (24). Thus,
which is the second inequality of (28).
Remark 1 In the following, we show that problem (D(d)) and thus (D) can be reduced to an SDP problem. Let
Let q = (q 1 , . . . , q n )
T
. We see that d 1 (λ) defined in (24) is equal to the sum of the K smallest elements of q. Denote by S K (x) the sum of the K largest elements of x ∈ n . Since q i ≤ 0
The following lemma is a special case of the linear matrix inequality representation of the sum of K largest eigenvalues of a symmetric matrix (see, e.g., Page 147, Ben-Tal and
Nemirovski (2001)). For the sake of self-containedness, we give here a simple proof of the lemma.
Lemma 1 For any vector p ∈ n + , the following two sets, Γ 1 and Γ 2 , are identical:
Proof. For any (p, t) ∈ Γ 2 , there exists (π, s) ∈ n × satisfying (a), (b) and (c). By (c),
and then by (a), we have
Conversely, for any (p, t) ∈ Γ 1 , we rank p i (i = 1, . . . , n) in a descending order:
It is easy to verify that (p, t, π, s) satisfies (b) and (c). Notice that
e., (a) holds, thus yielding (p, t) ∈ Γ 2 . Therefore,
Lemma 2 The value of d 1 (λ) in (30) is equal to the optimal value of the following SDP
problem:
Proof. By (30) and Lemma 1, d 1 (λ) is equal to the optimal value of the following SDP problem:
where q = (q 1 , . . . , q n ) T with q i being defined in (29). Also, we can rewrite q i as
where µ i ≥ 0 is the multiplier for the constraint:
and the last equality holds due to S-Lemma (see, e.g., Pólik and Terlaky (2007) ). Thus, the constraint π + q + se ≥ 0 can be rewritten as
optimal solution of (D 1 ). Therefore, (D 1 ) is equivalent to (D 1 ) and hence d 1 (λ) is equal to the optimal value of (D 1 ).
Theorem 2 For any fixed
Proof. Since Q − diag(d) 0, the subproblem in (25) is a convex quadratic program and hence the strong duality holds. Thus, we can express d 2 (λ) as the optimal value of the dual problem of (25) which has the following SDP representation: 
Theorem 2 and its proof suggest a new way of deriving the SOCP reformulation (SOCP(d)).
We first construct the SDP relaxation (D(d)) of (MIQP 0 ) by the Lagrangian decomposition scheme (24)- (25) 
and then write the conic dual of (D(d)), which is exactly (SOCP(d)).
Changing
, we obtain (SOCP(d)). Theorem 2 also reveals that the continuous bound of (SOCP(d)) is nothing but the dual bound of (P) via the Lagrangian decomposition scheme (24)-(25). In some sense, this SDP approach for deriving the SOCP reformation (SOCP(d)) is "dual" to the perspective reformulation method in Gentile (2006, 2007) where the perspective function is used to construct the convex envelope of the objective function on the primal (semi-continuous) variables.
Computational Results
In this section, we conduct computational experiments to demonstrate the effectiveness of the new SDP approach for computing the diagonal decomposition in perspective formulations.
We will consider in our computational experiments test problems arising from portfolio selection and subset selection. 
Implementation issues
We consider the comparison of the perspective cut (P/C) reformulations (PC(d)) using the following three choices of d: 
Portfolio selection problems
Let µ and Q be the mean and covariance matrix of n risky assets, respectively. The meanvariance portfolio selection problem with cardinality and minimum threshold constraints can be formulated as
To build the test problems of (MV) "nc" denotes the instances without cardinality constraint continuous bounds of (PC(d)) by using d = d l does have an impact on the performance of the branch-and-cut method for (PC(d)), as will be seen below. Table 2 summarizes the numerical results of the three P/C reformulations for the 450 instances of (MV), where the time limit of CPLEX is set as 10000 seconds. The results in Table   2 are average for the 10 instances in each subset of the 450 instances. The notations in Table   2 are explained as follows. The columns "time s " and "time l " are the computation time (in seconds) for finding parameter vector d via solving SDP problems (SDP s ) and (SDP l ) using CVX, respectively. The column "gap" is an output parameter of CPLEX 12.4 which measures the relative gap (in percentage) of the incumbent solution when CPLEX 12.4 is terminated.
The number in parenthesis next to the gap is the number of unsolved instances within 10000 seconds. Note that the default tolerance of relative gap in CPLEX 12.4 is 0.01%. Finally, the columns "time" and "nodes" are the computing time (in seconds) and the number of nodes explored by CPLEX 12.4, respectively.
From Table 2 , we can see that the average computation time and the number of nodes of reformulation (PC l ) are significantly less than those of (PC s ) for all instances of types n 0 and n − , while (PC s ) performs slightly better than (PC l ) for instances of type n + . Moreover, (PC l ) appears to be particularly advantageous over (PC s ) for instances of types n 0 and n − with small cardinality (K = 6, 8, 10); indeed, (PC l ) is at least one order faster than (PC s ) for these instances. This is consistent with the trends of improvement ratios of the continuous bounds of (PC l ) over those of (PC s ) (see Table 1 ). It can be also noticed from Table 2 that the average computation time of the "large" SDP problem (SDP l ) is larger than that of the "small" SDP problem (SDP s ). Nevertheless, the computation time of (SDP l ) is no more than 60 seconds even for the large-size instances with n = 400, which is often neglectable when compared with the computing time of the branch-and-cut method. Figure 1 further displays the trends of total computing time and the number of nodes of the three reformulations for (MV), where the total computing time is the sum of the average time for solving the SDP problem and the average time for solving the corresponding P/C reformulation. As expected, the performance of (PC c ) falls in between (PC s ) and (PC l ) for most instances in terms of the computation time and the number of nodes used. Interestingly, we observe that (PC c ) performs better than both (PC s ) and (PC l ) for instances of type 300 Next, we consider 5 instances of (MV) from OR-Library, where the mean vector µ and the covariance matrix Q were estimated using real data from DAX 100 (Germany), FTSE 100 (UK), S&P 100 (USA), Nikkei 225 (Japan) and S&P 500 (USA). The data files of µ and Q are available at http://people.brunel.ac.uk/∼mastjjb/jeb/info.html. In our test, we set α i = 0.075 and u i = 0.4 for each i. As in Cesarone et al. (2009) , the parameter ρ is set in the following manner: Let ρ min = µ T x * with x * being the optimal solution to the minimum-risk problem: min{x
Numerical results of the three P/C reformulations for the 5 instances with different Table 3 : Numerical results of P/C reformulations for (MV) with real data i is taken from the normal distribution N (0, 1), i = 1, . . . , m. The elements of the vector x are from the uniform distribution in [−1, 1] . In order to apply the P/C reformulations to the above two models, we need to set some sufficiently large bounds for x i . In our test, we
Similar parameters settings were used in Bertsimas and Shioda (2009) . Using the above data generation method, we build 80 instances of (SSP) and (SSP + ), 5 instances for each n and K with n = 50, 100 and K = 5, 10, 15, 20, respectively.
We first report in Table 4 Table 4 that the average improvement ratio of b l over b s ranges between 10% and 20% for instances of (SSP) but is less than 8% for all instances of (SSP + ). From Table 4 , we also see that there is a tendency for the improvement ratio to decrease as the cardinality K increases, which is particularly notable for instances of (SSP + ). Table 5 summarizes the numerical results of the P/C reformulations for the 80 instances of (SSP) and (SSP + ), where the time limit of CPLEX is set as 10000 seconds. The results in Table 5 are average of the 5 instances for each n and K and the notations are the same as those in Table 2 . We see from Table 5 that (PC l ) clearly outperforms (PC s ) in terms of the CPU time and the number of nodes for all instances of (SSP) and (SSP + ). The superior performance of (PC l ) over (PC s ) becomes more notable for the hard instances of (SSP) and (SSP + ) with n = 100 and K = 15, 20. Interestingly, we observe from Table 5 that (PC c ) can be solved faster than both (PC s ) and (PC l ) on average for all the instances of (SSP). Figure 2 further illustrates the total computing time and the number of nodes of the three P/C reformulations for instances of (SSP) and (SSP + ) with n = 100. 
Concluding Remarks
We have presented in this paper a semidefinite program approach to improve the performance of MIQP solvers for quadratic programs with cardinality and minimum threshold constraints. This SDP approach is based on computing the diagonal decomposition that generates the tightest continuous relaxation in the perspective reformulation of the problem. The algorithmic implication of this SDP approach is that continuous-relaxation based branch-and-cut methods could be more efficient when applied to the perspective reformulations using the parameter vector d found by the new SDP formulation. Although the size of the new SDP problem is larger than that of the "small" SDP problem proposed in Frangioni and Gentile (2007) , it can be efficiently computed via SDP solvers based on interior-point methods due to the simple structure of the problem. Stimulated by the new SDP problem, we have also proposed an alternative way of constructing the perspective reformulation, which can be viewed as a "dual" method to the method of convex envelope using the perspective function on semi-continuous variables. Our preliminary comparison results indicate that the proposed SDP formulation can help improve the performance of the MIQP solvers for the perspective cut reformulation of the problem.
