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Abstract
In this thesis, we investigate several aspects of driven open quantum systems relevant for
experiments with artificial solid-state based systems. First, we propose how to measure
the work performed by a time-dependent force and, thus, the work fluctuation relations
in a quantum system. Generally, the experimental investigation of these relations in
the quantum regime is hindered by the fact that it requires many projective energy
measurements. As alternative that circumvents this problem, we investigate the imple-
mentation of a recent interferometric method in a circuit QED setup. We highlight that
this method could be employed to obtain the work statistics of closed as well as open
driven system, even in the strongly dissipative regime. Our simulations demonstrate the
experimental feasibility.
In the second part, we explore the possibility to entangle an excitonic two-level system
in a semiconductor quantum dot with a cavity defined on a photonic crystal by sweeping
the cavity frequency across its resonance with the exciton transition. The dynamic cavity
detuning is established by a radio-frequency surface acoustic wave (SAW). It induces
Landau-Zener transitions between the excitonic and the photonic degrees of freedom
and, thereby, entangles the subsystems. We perform a theoretical study with a master
equation approach and optimize the scheme by using tailored Fourier-synthesized SAW
pulses. Assuming experimentally demonstrated system parameters, we show that the
composed pulses increase both the maximum entanglement and its persistence. The
latter is only limited by the dominant dephasing mechanism, i.e., the photon loss from
the cavity.
Sweeping periodically through an avoided crossing leads to a series of transitions and
results in Landau-Zener-Stu¨ckelberg-Majorana (LZSM) interference patterns which we
investigate in the third part of this thesis. We derive the structure of these patterns for
a qubit that experiences quantum dissipation for time-periodic, but otherwise general
driving. A spin-boson Hamiltonian serves as model which we treat with a Bloch-Redfield
master equation in Floquet basis. It predicts a peak structure that depends sensitively
on the operator through which the qubit couples to the bath. The Fourier transforms of
the LZSM patterns exhibit arc structures which reflect the shape of the driving. These
features are captured by an effective time-independent Bloch equation which provides
an analytical solution.
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Chapter 1
Introduction
In quantum mechanics, the dynamics of a closed quantum system is completely de-
termined by the Schro¨dinger equation [1] with a time-independent Hamilton operator
that generates the time evolution. In practice, however, it is often neither feasible nor
meaningful to consider the exact dynamics to describe a specific experimental situation.
First, in experiments one often couples a quantum system to external fields, in order
to prepare, control, or read out the system. A full quantum mechanical description
of these external sources can increases the complexity drastically, because they usually
have many microscopic degrees of freedom. In many cases, however, it is possible to
condense these degrees of freedom to a single or few classical variables, which can be
described by classical equations of motion involving a classical time parameter. Cou-
pling these variables to a quantum system leads to semi-classical Hamiltonian that is
time-dependent by itself [2, 3].
Second, it is, in general, not possible to screen a quantum systems from its envi-
ronment, which introduces dissipation and noise. For example, in solid-state based
quantum systems, like quantum dots or superconducting circuits, environmental fluc-
tuations, evoked by thermal phonons or the external circuitry, are unavoidable. These
systems received increasing attention recently, one the hand because they exhibit quan-
tum mechanical phenomena on a macroscopic scale, and on the other hand because they
are promising candidates for future applications like, e.g., quantum computers. Since
the environmental degrees of freedom are usually not controllable or even exactly mea-
surable, they only can be taken into account effectively. Often, it is possible to model
the environment as an infinite heat bath, and tracing out the bath degrees of freedom
leads to an open system description for the reduced system. Appart from its coherent
dynamics, the reduced system now also undergoes incoherent and irreversible processes
because of its coupling to the bath [4–6].
In summary, it is often appropriate to consider the dynamics of a reduced system
with time-dependent coefficients interacting with a heat bath, instead of the exact and
1
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Figure 1.1: Driven open quantum systems: The complexity of the total system,
including external fields and the environment, can be reduced by considering a reduced
system interacting with a classical driving field and a heat bath. This leads to a time
evolution that is governed by a explicitly time-dependent Hamiltonian and includes
incoherent processes.
coherent dynamics, as illustrated in Fig. 1.1. This establishes the field of of driven open
quantum systems. In this thesis, we will discuss several selected aspects of this field
without claiming to offer a complete discussion of its variety of effects.
A time-dependent modulation of systems parameters, can be interpreted as a ther-
modynamic transformation. If a system is initially in thermal equilibrium and the mod-
ulation is slow (adiabatic), the transformation is reversible, and no heat is produced,
however, if the modulation is faster (non-adiabatic) the transformation gets irreversible
and the system heats up. In the latter case, the work performed on the system is larger
than its gain of free energy. For large systems, close to equilibrium this statement fol-
lows from the second law of thermodynamics. For small systems, far from equilibrium,
however, it is only true on average. Here, work becomes a random quantity which obeys
so called (quantum) fluctuation relations [7]. While in the classical regime these rela-
tions have been studied also experimentally, in the quantum regime their experimental
investigation turns out to be a difficult task, because there, in general, many projec-
tive energy measurement are needed, in order to determine the work performed by a
time-dependent force. Recently, a novel method has been put forward [8,9] which avoids
projective measurements by utilizing an interferometric scheme allowing to determine
the characteristic function of work. In the first part of this thesis (Chapter 2), we pro-
pose to apply this method to an artificial quantum system based on superconducting
circuits, in order to study work fluctuations. Therefore, we consider the archetype sys-
tem of circuit QED [10] (cavity QED with superconducting circuits), a Cooper-pair box
coupled to a transmission line resonator and discuss the adjustments needed to make
this system suitable for the interferometric scheme. Our analysis will be supported by
numerical simulations, testing the reliability of our arguments. While we restrict the
numerical calculations to a closed system, we point out that the presented scheme in
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principle enables to measure work fluctuations in open quantum systems with arbitrarily
strong coupling to the environment.
If a system, which is initially in an eigenstate, undergoes a time-dependent transfor-
mation, it will, in general, not be stationary. Only if the modulation is adiabatically
slow,1 the adiabatic theorem [12] guarantees that, if one starts in a stationary state, one
stays in the corresponding stationary state, for all times [13]. Faster change of the system
parameters will induce non-adiabatic transitions between the system’s eigenstates [14]
and the dynamics will become non-stationary. Here, the most fundamental paradigm is
the Landau-Zener (LZ) problem (see Sec. 3.3), where the level splitting of a two-level
system depends linearly on time [15–18]. If levels are connected by a tunnel coupling,
the energy spectrum, as a function of time, forms an avoided crossing. While most of the
time its evolution can be considered as adiabatic, the system experiences the tunnel cou-
pling in the crossing region and, with certain probability, undergoes a transition to the
initially unpopulated state. Consequently, the wavefunction splits into a superposition.
The probability for such a non-adiabatic transition is given by the famous Landau-Zener
formula (see Appendix B for a derivation), which tells us that the transition probability
only depends on the tunnel coupling between the levels and the sweep velocity. This
opens the possibility to prepare the two-level system in any superposition by control-
ling the sweep velocity. Transferring this finding to composite systems with controllable
detuning, for example in circuit QED [19], allows to create entanglement between the
subsystems dynamically, and hence serves the possibility to build quantum gates. In the
second part of this thesis (Chapter 3), we discuss the implementation of LZ entangling
gates in a semiconductor cavity QED system consisting of an excitonic two-level system
in a single semiconductor quantum dot coupled to a cavity localized in the optical mode
of a photonic resonator. The time-dependent detuning is provided by surface acoustic
waves (SAWs), for which we consider various feasible pulse shapes. If the amplitude of
the SAW is large, the driving can be linearized in the crossing region, i.e., where the
detuning between the quantum dot and the cavity vanishes, and the dynamics can be de-
scribed in terms of (LZ) transitions. Because entanglement relies on the phase coherence
of the involved states, it is rather sensitive to decoherence caused by the interaction with
the environment. In the case being considered, the main sources of decoherence are the
incoherent decay of excitons because of the interaction with the substrate phonons and
the photon loss of the cavity. We incorporate these effects in our theory using a master
equation description and simulate the dynamics of the system numerically. Thereby, we
show that, for experimentally demonstrated system parameters, entanglement with a
1The notion of the system parameters are changing slowly implies that the system has an intrinsic
time scale to compare with. Such a timescale is usually associated with a discrete or gapped spectrum.
However, it is possible to formulate the adiabatic theorem even for systems with gapless continuous
spectrum [11].
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persistence of the photon lifetime can be achieved and discuss directions to improve the
performance of our proposal by using Fourier synthesized SAW pulses.
In the previous part, the lifetime of a photon was shorter than one period, so that
we were able to ignore the periodicity of the driving and restricted on a single sweep
through the avoided crossing. In general, however, a periodic driving may generate a
variety of phenomena like interference [20], quantum chaos [21], localisation [22], geomet-
rical phases [23] or even novel topological states of matter [24]. Sweeping the detuning
with a time-periodic field results in a series of avoided crossing, where the wavefunction
splits and recombines repeatedly. The phase accumulation between transitions may en-
gender constructive or destructive interference and leads to Landau-Zener-Stueckelberg-
Majorana (LZSM) interference patterns [20] demonstrated in various experiments with
solid-state qubits [25–32]. Going beyond the mere demonstration of interference, LZSM
interferometry can be employed as a tool to determine the dephasing time of a qubit.
Here, one uses the fact that the Fourier transform of LZSM patterns exhibit arc struc-
tures which decay with a rate that depends on the decoherence rate of the qubit [33].
Comparing measured and computed decay rates, may allow one to characterize the
coherence properties of the qubit and to determine the bath parameters experimen-
tally [34]. In the third part of this thesis (Chapter 4), we investigate the influence of
the bath coupling and the form of the driving shape on the LZSM patterns. Therefore,
we study a periodically driven two-level system in contact with a bath of harmonic os-
cillators. Using a combination of Floquet theory and master equation techniques, we
numerically calculate the steady state interference pattern, for transversal bath coupling
(bath and driving couple to perpendicular coordinates), as well as for longitudinal bath
coupling (bath and driving couple to the same coordinate) and discuss the interplay
between driving and dissipation. Our numerical results are supported by an analytical
treatment in terms of effective time-independent Bloch equations. In addition, the ef-
fect of a general system-bath coupling is discussed. Moreover, we show that, while the
patterns in “energy space” are mainly governed by the bath coupling, the structures in
Fourier space reflect the shape of the driving. We provide an analytical expression for
these structures and determine their decay as function of the bath parameters.
Chapter 2
Employing Circuit QED to
measure work fluctuations
In the last decades, the field of non-equilibrium statistical mechanics and thermody-
namics has made considerable progress and stimulated the interest of more and more
researchers from different communities, reaching from biological physics [35] to con-
densed matter physics [36], quantum optics [37] and quantum information theory [38].
One reason for this development was the discovery of fluctuation relations which are
a generalization of the fluctuation-dissipation theorem to the regime beyond linear re-
sponse [7, 39–41]. In fact, they characterize non-equilibrium phenomena to any order
in the perturbative expansion and pose stringent conditions on the statistics of fluc-
tuating quantities in non-equilibrium situations. Being rooted in the early works of
Einstein [42, 43] and Sutherland [44] on Brownian motion, the theory of fluctuation re-
lation developed gradually during the last century (see [7] for a historical overview). In
general, a fluctuation theorem is a relation that is expressed as
pf(x)
pb(−x) = exp(a(x− b)), (2.1)
where pf (x) is the probability density function of a fluctuating quantity x during a
non-equilibrium thermodynamic (forward) transformation and pb(x) is the probability
density function during the reversed (backward) transformation [7]. The constants a
and b contain information about the equilibrium state before the non-equilibrium trans-
formation is applied. If we assume x to be a thermodynamic quantity like work or
entropy, an equation of the form (2.1) can be interpreted as a generalization of the
second law of thermodynamics [45]. In this chapter, we will focus on (quantum) work
fluctuations and work fluctuation relations, where the random variable x in Eq. (2.1)
is the work performed by an external force on a quantum system. Other relations like
entropy fluctuation theorems are discussed in [46]. Despite the considerable theoretical
5
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progress in the field of quantum (work) fluctuation relations [7], few experimental re-
sults have been obtained so far. This stems from the fact that the measuring the work
in a quantum system requires at least two projective energy measurements which are
experimentally challenging. In a recently published new approach, this issue is circum-
vented by determining the work indirectly using an interferometric scheme [8, 9]. This
proposal uses an ancilla qubit to read out the characteristic function of work, and relies
on a coupling between the system and the ancilla that is diagonal, state-dependent and
highly tunable. The experimental realization of such a coupling, however, is in general
far from trivial. In this chapter, we demonstrate that the scheme can be applied to a
circuit QED setup. We show that, by introducing a second ancilla qubit and by going
to the right parameter regime, the required coupling can be effectively realized using
standard building blocks of circuit QED: charge qubits coupled to a transmission line.
Our derivation is supported by numerical simulations. Moreover, we discuss that the
interferometric scheme can applied to open quantum system even in the strong coupling
regime, where little is konwn so far. We start with an introduction to quantum work
fluctuation relations. The results of this chapter have been published previously in [47].
2.1 Quantum fluctuation relations
2.1.1 Work is not a quantum observable
Consider an arbitrary quantum system described by the unperturbed Hamiltonian H0.
Applying a time-dependent external force λt which couples to the system coordinate Q,
leads to a perturbation −λtQ and results in the time-dependent Hamiltonian
HS(λt) = H0 − λtQ (2.2)
obeying the (instantaneous) eigenvalue equation1
HS(λt)
∣∣ΨSn(λt)〉 = ESn(λt) ∣∣ΨSn(λt)〉 . (2.3)
The notation HS(λt), E
S
n(λt), etc. is meant to indicate the dependence of the perturbed
Hamiltonian and its eigenvalues and -states, respectively, on the time-dependent force
λt. We use this convention in the whole chapter, however, in the following chapters
we will only hallmark the time dependence. The instantaneous values of this force are
specified by a function λ which we will refer to as the force protocol. Depending on the
specific shape of the protocol λ the perturbation will alter the state of the system and
lead to a shift of the systems eigenenergies ESn(λt). Hence, in general, the system’s total
1For simplicity we consider non-degenerate eigenstates. In the degenerate case the following discussion
stays valid, see [7].
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energy will change. In the language of thermodynamics one calls the energy transferred
to a system by means of an external force the work performed on the system. Let us
assume that the system with Hamiltonian HS(λ0) is initially in a state described by a
density matrix ρS(λ0). In order to determine the energy of the system before the forcing
we perform a projective energy measurement yielding one particular energy eigenvalue
ESn(λ0) of the initial Hamiltonian. Then, we evolve the system from t = 0 to t = τ by
means of the time-dependent Hamiltonian (2.2), generating the time evolution operator
USτ,0[λ] = T exp(−i
∫ τ
0 dtHS(λt)), with T exp(. . . ) being the time-ordered exponential
( [48], p. 143). The energy after the force protocol is obtained by again performing
a projective energy measurement2 leading to an energy eigenvalue ESm(λτ ). The work
then is defined by the energy difference [7, 51]:
w := ESm(λτ )− ESn(λ0)3. (2.4)
From Eq. (2.4) and the previous discussion it follows that two measurements are needed
in order to determine the work performed on a quantum system. This shows that “work”
is a quantity that characterizes a process and not the state of a quantum system. As
pointed out in [51] this implies that the work in a quantum system can not be represented
by a Hermitian operator and hence is not a quantum observable.
2.1.2 The work probability distribution and its characteristic function
Randomness is a generic feature of quantum mechanics, and quantum theory in general
allows only probabilistic statements about measurement outcomes. From the definition
in Eq. (2.4), where the difference of two projective measurement outcomes appears, it
immediately follows that the work in quantum mechanics is also a random quantity,
with a probability density function p[w;λ] which is presented in the following.
As stated before, the first measurement at t = 0 yields an energy eigenvalue En(λ0)
with probability p0n = tr[Πn(λ0)ρ0], where Πn(λt) = |Ψn(λt)〉 〈Ψn(λt)|. Assuming that
the system is initially prepared in a canonical state
ρS(λ0) = e
−βHS(λ0)/ZS(λ0), (2.5)
where ZS(λt) = tr[e
−βHS(λt)] is the partition function, we obtain:
p0n = e
−βESn(λ0)/ZS(λ0). (2.6)
2The consequences of the use of generalized instead of projective measurements have been discussed
recently in [49,50].
3Eq. (2.4) represents the quantum version of the so called classical inclusive work. Alternatively,
one can introduce the quantum exclusive work w0 = em − en, where em and en are eigenvalues of the
unperturbed Hamiltonian H0 [7].
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According to von Neumann’s projection postulate [52], after the first measurement the
system is found in the state
ρ0n = Πn(λ0)ρS(λ0)Πn(λ0)/p
0
n. (2.7)
Now we propagate the system until time τ . Assuming that the system is thermally
isolated for t ≤ 0 this time evolution is determined by the unitary operator USt,0[λ], so
that the system evolves according to ρn(t) = U
S
t,0[λ]ρ
0
n(U
S
t,0[λ])
†. Here the index n is
used to stress that the time evolution explicitly depends on the outcome of the first
energy measurement. The second energy measurement at time τ then yields the energy
eigenvalue ESm(λτ ) with probability
pm|n[λ] = tr[Πm(λ)ρn(τ)]. (2.8)
The conditional probability pm|n[λ] quantifies the probability for the transition |Ψn(λ0)〉 →
|Ψm(λτ )〉. For sufficiently slow driving, the adiabatic theorem [12,13] holds, and the sys-
tem stays in the instantaneous eigenstate |Ψn(λt)〉 , ∀ t, i.e. we get pm|n[λ] = δn,m, with
δn,m being the Kronecker delta. In this case, the work is given by the shift of the
eigenenergy ESn(λt). However, for finite velocities the driving will induce non-adiabatic
transitions and the system will end up in a different eigenstate. Finally, the probability
density function for having performed the work w is given by [7]:
p[w;λ] :=
∑
m,n
δ(w − [Em(λτ )− En(λ0)])pm|n[λ]p0n. (2.9)
An important quantity in probability theory is the characteristic function of a proba-
bility density function, defined as its Fourier transform. Thus, the characteristic function
of work G[u;λ] is given by
G[u;λ] =
∫
dweiuwp[w;λ]. (2.10)
Since the Fourier transform is a bijection, no information gets lost because of this oper-
ation and G[u;λ] contains the full statistical information about the work w performed
by the external force λt. Inserting Eq. (2.9) into the expression (2.10) and evaluating
the integral, yields [51]
G[u;λ] =〈eiuH˜S(λτ )e−iuHS(λ0)〉 (2.11)
=〈(e−iuHS(λτ )USτ,0[λ])†USτ,0[λ]e−iuHS(λ0)〉,
where H˜S(λτ ) = (U
S
τ,0[λ])
†HS(λτ )USτ,0[λ] is the Hamiltonian in the Heisenberg picture
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and 〈. . . 〉 = tr[. . . ρS(λ0)] the system average. Equation (2.11) shows that the character-
istic function of work can be expressed as two-time correlation function. Later we will
see that this correlation function is an experimentally accessible quantity.
2.1.3 The quantum fluctuation theorem
In this subsection, we introduce the quantum Crooks fluctuation theorem [7, 53]. This
theorem holds under very general conditions and exactly characterizes systems far from
equilibrium. In order to derive it, two assumption have to be made: first, the system
has to be initially in a Gibbs state, defined in Eq. (2.5), and second, the time evolution
must by be time-reversal symmetric [7], i.e.,
(
USτ,0[λ]
)†
= US0,τ [λ] = Θ
†USτ,0[λ˜]Θ, (2.12)
where Θ is the time-reversal operator ( [54], p. 669), and λ˜ the time reversed protocol.
Starting from Eq. (2.11) one is able to derive the relation [7, 53]
ZS(λ0)G[u;λ] = ZS(λτ )G[iβ − u; λ˜], (2.13)
using the unitarity of the time evolution and the fact that the characteristic function is
analytic [53]. Applying the inverse Fourier transform to Eq. (2.13) yields the quantum
work fluctuation theorem, also called (quantum) Tasaki-Crooks relation:
p[w, λ]
p[−w, λ˜]
= eβ(w−∆FS), (2.14)
where ∆FS = FS(λτ ) − FS(λ0) is the change of the free energy FS(λt) = −β−1ZS(λt).
Equation (2.14) states that it is exponentially more probable to perform the work w by
the force protocol λ than to gain the work w by the reversed protocol. Interestingly,
Eq. (2.14) also connects the equilibrium quantity ∆FS with the work probability density
function p[w;λ] characterizing non-equilibrium processes.
Multiplying Eq. (2.14) by p[−w, λ˜] and integrating over w directly leads to the quan-
tum Jarzynski equality :
〈e−βw〉λ = e−β∆FS , (2.15)
with 〈. . . 〉λ =
∫
dw . . . p[w;λ] being the average regarding the work probability density
function. The quantum fluctuation theorem (2.14) as well as the quantum Jarzynski
equality (2.15) are formally equivalent to their classical counterparts [7]. Note that in
the quantum case it is important to determine the work by projective measurements.
For generalized measurements the formal equivalence between the quantum and the
classical case can only be established if the measurements are error free and the transition
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probabilities pn|m[λ] satisfy a generalized detailed balance condition [49, 50]. Recently,
a different kind of quantum work fluctuation theorems was derived without introducing
any measurements at all [55].
Classically, the fluctuation theorem in Eq. (2.14) has been tested in a single molecule
stretching experiment. Moreover, the experimentalists were able to use the fluctuation
theorem in order to determine the free energy landscape of the molecule folding [56,
57]. In contrast, the quantum fluctuation theorem and the quantum Jarzynski equality,
respectively, have not been verified yet. The problem lies in the fact that, in the quantum
regime, projective measurements before and after the force protocol are needed. Indeed,
there has been an experimental proposal for an ion trap experiment based on a two
measurement scheme [58], but so far it has not been realized. Recently, a new approach
to determine the work probability density function has been introduced by [8, 9]. This
approach avoids projective measurements by using an interferometric scheme allowing to
reconstruct the characteristic function of work by reading out an ancilla qubit coupled to
the system. Here, the experimental challenge is to realize the proposed tunable coupling
between system and ancilla. We will discuss this in greater detail in the next chapter,
after the following example.
2.1.4 Example: The parametrically driven oscillator
To illustrate the rather formal discussion before, we consider the parametrically driven
oscillator, whose frequency changes in time according to ω2(t) = ω2 − 4ωλt. Its Hamil-
tonian reads
HS(λt) = p
2/2m+m(ω2 − 4ωλt)x2/2
= ~ω(a†a+ 1/2)− ~λt(a† + a)2, (2.16)
where a = x
√
mω/2~ + ip
√
1/2mω~ and a† = x
√
mω/2~− ip√1/2mω~ are the usual
shift operators. The statistics of work of the parametrically driven oscillator was first
discussed in [59]. Fig. 2.1 shows the real (left) and imaginary (middle) part of the
characteristic function of work and the work probability distribution (right), following
from Eq. (2.16) with a linear driving ω(t) = (1 + vt)ω from t = 0 to t = τ = 2pi/ω.
Comparing the real and imaginary parts of the characteristic functions one finds that
in the slow driving case (v = 0.1) both, the real and the imaginary part show periodic
behavior, while in the case of a faster driving (v = 0.5) the oscillations are more com-
plicated. The reason for this is that in the first case only a few transitions are induced
by the driving, so that the system stays close to equilibrium. As a consequence, the
work probability density only contains a few peaks which correspond to the frequency
components of the characteristic function. In the latter, fast driving case the system is
pushed out of equilibrium, leading to complex system dynamics with many transitions
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Figure 2.1: Work statistics of a parametrically driven oscillator, for v = 0.1 (black
dashed line, cross symbol) and v = 0.5 (red solid line, plus symbol). Left: Real part
of the characteristic function. Middle: Imaginary part of the characteristic function.
Inset: Check of the fluctuation theorem.
between different levels. This reflects itself in many non-equidistant peaks in the work
probability density and the wild oscillations in the characteristic function. Despite the
differences both situation fulfill the fluctuation theorem (2.14) (see inset of Fig. 2.1).
2.2 Interferometric reconstruction of the characteristic func-
tion of work
2.2.1 The scheme
In this section, we review the method for extracting the statistics of work that has
been put forward by Dorner et al. [8] and Mazzola et al. [9]. This method uses an
interferometric scheme in order to specify the characteristic function of work.
Imagine one wants to determine the statistics of work in a system described by the
Hamiltonian (2.2). Instead of studying the system (S) alone, the interferometric scheme
proposes to introduce an ancilla qubit (A) coupled to (S) according to the Hamiltonian:
HS+A =
~ε
2
σz +H0 − (λet (u)Πe + λgt (u)Πg)Q, (2.17)
where σz = Πe−Πg is the usual Pauli matrix, Πe,g = |e, g〉 〈e, g| is the projector onto the
excited and ground state, |e〉 and |g〉, respectively, and λe,gt (u) are two driving protocols
of duration T = τ + u, giving the coupling between system and the ancilla states. The
first term in Eq. (2.17) represents the free Hamiltonian of the ancilla, the second term
the free Hamiltonian of the system and the third term describes the coupling between
the system and the ancilla. Note that the system-ancilla coupling is diagonal, i.e. the
interaction induces no transition in the ancilla qubit. Moreover, the couplings to the
qubit’s excited and ground states ,λe,gt (u), have are controllable independently. Besides
their dependence on time t, these couplings additionally depend on the parameter u
whose role will become clear later. Because the system-ancilla coupling commutes with
the free ancilla Hamiltonian HA = ~εσz/2, the evolution US+At,0 [λe, λg] of S + A generated
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Figure 2.2: Exemplary sketch of the force protocol λt (left) and the associated time-
dependent system ancilla couplings λe,gt (u) (right) as a function of time. Compare with
the definition of λe,gt (u) in Eq. (2.19).
by the drivings λet (u) and λ
g
t (u) is block diagonal in the basis {|e〉, |g〉}
US+At,0 [λ
e, λg] =
(
e−iεt/2~USt,0[λe] 0
0 eiεt/2~USt,0[λ
g]
)
. (2.18)
For a given force protocol λ, starting at time t = 0 and ending at t = τ , we choose the
couplings λe,gt (u) to be
λet (u) =
{
λt for t ∈ [0, τ ]
λτ for t ∈ [τ, τ + u]
, λgt (u) =
{
λ0 for t ∈ [0, u]
λt−u for t ∈ [u, τ + u]
, (2.19)
as sketched in Fig. 2.2. Hence, the two independent protocols in Eq. (2.19) are of
duration T = τ + u. The evolution operator, propagating from t = 0 to t = τ + u is
given by
US+AT,0 [λ
e, λg] =
(
e−iε(τ+u)/2~e−iuHS(λτ )/~USτ,0[λ] 0
0 eiε(τ+u)/2~USτ,0[λ]e
−iuHS(λ0)/~
)
.
(2.20)
It contains the operators USτ,0[λ]e
−iuHS(λ0)/~ and e−iuHS(λτ )/~USτ,0[λ] which also appear
in the expression of the characteristic function, Eq. (2.11).
Inspired by Ramsey interferometry, the idea is to prepare the ancilla in a superposition
of excited and ground states, so that the two time evolutions interfere, and the wanted
information is encoded in the state of the ancilla at the final time T = τ + u. This is
achieved by the following protocol [8, 9]:
1. Prepare the compound system in the state ρS+A = |g〉〈g| ⊗ ρS(λ0) at t < 0, with
ρS(λ0) given by Eq. (2.5).
2. Perform a Hadamard operation σH = (σx + σz)/
√
2 on the ancilla at t = 0.
3. Let the S+A system evolve for a time τ + u, according to US+AT,0 [λ].
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ZS ×
trS
σH
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US+A[λe, λg]
Figure 2.3: The interferometric scheme, depicted as succession of gate operations on
system and ancilla, starting with the preparation of S and A on the left and ending
with the measurement of the qubit state ρA(u) on the right.
4. Perform a Hadamard operation σH on the ancilla at t = T = τ + u.
A graphical representation of this scheme is given in Fig. 2.3. The purpose of the first
Hadamard transformation is to create a superposition of the up and down states. The
second Hadamard recombines the entries of the ancilla density matrix at time T = τ +u
and, as such, is not strictly necessary. After the protocol, the ancilla is described by the
reduced density matrix
ρA(u) = trSσHU
S+A
T,0 [λ
e, λg]σHρS+AσH
(
US+AT,0 [λ
e, λg]
)†
σH (2.21)
=
1
2
(1− [<L(u)]σz + [=L(u)]σy) , (2.22)
where < and = denote real and imaginary parts, trS is the trace over the system’s Hilbert
space, and
L(u) = e−iε(τ+u)/~G[u, λ]. (2.23)
Thus, by state tomography of the ancilla density matrix at time t = T = τ + u, one
can recover the value of the characteristic function G[u, λ] at u. By repeating the
whole procedure for various values of u ∈ (0,∞), one obtains G[u, λ] on the positive
real axis. Using G[−u, λ] = G∗[u, λ] one obtains G[u, λ] on the whole real axis, and
then, by inverse Fourier transform the work statistics p[w, λ]. In practice, one can
sample the characteristic function only in a finite domain. This in turn limits the
accuracy with which the work probability distribution function can be resolved. Note
also that the diagonal and state-dependent coupling in Eq. (2.17) can often be realized
only approximately. The aim of our work is to apply the aforementioned scheme to a real
physical system, to be more precise, to a system built of superconducting circuits. In the
next section, we will give a short introduction to superconducting circuits and circuit
quantum electrodynamics, before we discuss how to employ such systems for measuring
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Figure 2.4: The interferometric scheme in a general open quantum system: Choosing
λet (u) and λ
g
t (u) as in (2.19), the ancilla qubit (black circle on the left) accounts for
the work performed on the whole ”black-box” system (dashed rectangle) Hbox = H0 +
HSB + HB that it is coupled to. Hence, one is able to reconstruct the characteristic
function of work in an open system with arbitrary system-bath coupling strength.
work statistics. In the following subsection we discuss the possibility to extend the
interferometric scheme to open quantum systems.
2.2.2 Work statistics of arbitrary open quantum systems
As mentioned above, the primary advantage of the interferometric scheme of Dorner et
al. [8] and Mazzola et al. [9] is that it avoids projective measurements on the system of
interest HS by replacing them with state tomography on the ancilla. This has a very
important consequence in regard to the possibility of experimentally testing fluctua-
tion theorems in open quantum systems with arbitrarily strong coupling to a thermal
environment [60]
HS+B(λt) = HS(λt) +HB +HSB . (2.24)
Here, HB is the thermal bath Hamiltonian and HSB the system-bath coupling Hamilto-
nian with an arbitrary strong coupling. Nevertheless, the fluctuation theorem continues
to hold unaltered in this case [60], because when driving the system S, part of the injected
energy may flow to the bath B and in the SB interaction. Thus the work spent to drive
the system is given by the change in the S + B energy: w = ES+Bm (λτ )−ES+Bn (λ0), where
ES+Bn (λt) are the instantaneous eigenvalues of the system-bath Hamiltonian HS+B(λt)
at time t. Since the total system S + B, described by the Hamiltonian in Eq. (2.24), is
a closed system with an unitary time evolution, by assuming a thermal initial state
ρS+B =
e−βHS+B(λ0)
ZS+B(λ0)
, (2.25)
the ordinary fluctuation relation applies p[w, λ]/p[−w, λ˜] = eβ(w−∆FS+B) independent of
the coupling strength. Here, ZS+B and ∆FS+B are the partition function and, respec-
tively, the free energy difference in the total S + B system. Using the expression of the
free energy of an arbitrary open quantum system [61] FS(λt) = FS+B(λt) − F 0B (where
F 0B = −β−1 ln trBe−βHB , and FS+B(λt) = −β−1 ln trS+Be−βHS+B(λt)), one immediately
sees that ∆FS+B = FS+B(λt)−FS+B(λ0) = FS(λt)−FS(λ0) = ∆FS. Thus the fluctuation
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theorem reads also in the case of an arbitrary open quantum system [60]
p[w, λ]
p[−w, λ˜]
= eβ(w−∆FS), (2.26)
i.e., it is formally agrees with Eq. (2.14). This result is the quantum version of an anal-
ogous result obtained by Jarzynski for classical systems [62]. In contrast to classical
systems, in the quantum case, in principle, one should perform two projective measure-
ments of the total Hamiltonian HS+B. Making a projective measurement on S alone
is already a challenging task in many experimental set-ups; making a projective mea-
surement of S + B seems much more difficult, if not impossible. The interferometric
scheme may be effective in overcoming this problem. If now the open system is coupled
to the ancilla which, in turn, has no direct contact to the environment, the S + B + A
Hamiltonian reads
HS+B+A =
~ε
2
σz +H0 +HB +HSB − (λetΠe + λgtΠg)Q. (2.27)
Implementing the same interferometric scheme as in Sec. 2.2.1 with the initial state
being ΠgρS+B then allows one to measure the characteristic function of the open sys-
tem HS+B(λt) (see Fig. 2.4). Thus, if the ancilla is well isolated, the interferometric
approach provides, access to the work distribution of arbitrary open as well as closed
non-equilibrium quantum systems.
Most remarkably, our present discussion highlights that by using the interferometric
scheme of Dorner et al. [8] and Mazzola et al. [9], deviations from the fluctuation theorem
are expected only as a consequence of thermal noise on the ancilla A. Thermal noise on
the system S may, by contrast, affect the statistics of work itself, but not the validity of
the fluctuation relations.
We emphasize that the fluctuation theorem for open quantum systems described in
this section is fully general and exact. In particular, it does not require the interaction
HSB to be weak nor the initial S + B state to be uncorrelated. Quite on the contrary, in
case of strong coupling the initial state ρS+B contains correlations, and the subsequent
evolution of the reduced system density matrix needs not be described by completely
positive maps [63], nor has to be Markovian. In this regard newly introduced definitions
of characteristic functions for open quantum systems in terms of the reduced system
dynamics [64–67] must be regarded as approximate expressions whose validity is in
general not guaranteed, and whose main object is generally not the work, i.e., the change
in energy of S + B but some other quantity that pertains to the system S only.
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2.3 An introduction to circuit quantum electrodynamics
2.3.1 Superconductivity and Josephson effect
In this section, we give a short introduction to the field of circuit quantum electrody-
namics and superconducting quantum circuits. Although the typical size of these system
is of the order of micrometers, they obey the rules of quantum mechanics at low tem-
peratures. The reason for this macroscopic quantum behavior is the superconducting
phase transition appearing at a critical temperature Tc of a few milli-Kelvin. Below
this temperature, the electrons in a type-I-superconducting material like aluminium or
niobium condensate into stable Cooper-pairs which, because of their bosonic nature, fill
the same ground state [68]. As a consequence, the ground state becomes macroscopically
occupied and can be described by the macroscopic wave function
Ψ(r) = |Ψ0|eiϕ(r), (2.28)
with |Ψ0|2 being the average density of Cooper-pairs and ϕ(r) the collective spatial
phase. Equation (2.28) has first been postulated in a phenomenological approach to
superconductivity known as Ginzburg-Landau theory [69]. Later the Bardeen-Cooper-
Schrieffer (BCS) theory [70, 71] provided a microscopic theory of superconductivity4,
identifying the formation of Cooper-pairs as a result of the electron-phonon interaction.
Interestingly, this interaction which is responsible for dissipative effects in first order
leads to an attractive net interaction between pairs of electrons at second order and hence
is responsible for the coherent and dissipationless behavior at low temperatures [36].
In 1962, Josephson investigated the problem of Cooper-pair tunneling between two
superconductors coupled via a week isolating link, nowadays called Josephson junction
[72]. He showed that by applying a weak external voltage a dissipationless supercurrent
flows through the junction which can be expressed by the equation (first Josephson
equation)
Is = Ic sin(∆ϕ). (2.29)
Here, Ic is the critical current depending on the barrier thickness and the size of the
superconducting gap5 and ∆ϕ is the phase difference between the superconducting wave
functions (2.28) on both sides of the barrier. The phase difference obeys the second
Josephson equation
d∆ϕ
dt
=
2piU(t)
Φ0
, (2.30)
where U(t) is the voltage drop across the barrier and Φ0 = h/2e the magnetic flux
quantum. Using the Eqs. (2.29) and (2.30) the potential energy, i.e. the coupling energy
4To be precise, the BCS theory describes the so called type-I-superconductivity. A full theoretical
understanding of the type-II-superconductivity appearing at high temperature is still missing.
5By applying an magnetic field, Ic can be manipulated externally.
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Figure 2.5: Cooper-pair box with tunable Josephson coupling. Cooper-pairs can
tunnel through the two Josephson junctions (crossed square), onto the superconducting
island (dashed rectangle) representing a charge qubit (see Eq. (2.36)). The background
charge Ng and hence the qubits level splitting Eel can be tuned via the gate voltage
Vg, while the Josephson energy EJ and therefore the qubit splitting is controlled via
the external magnetic flux Φext through the loop structure.
between the superconductors, results in
V (t) =
∫
dt′ I(t′)U(t′) = −EJ cos(∆ϕ(t)), (2.31)
where we introduced the Josephson energy EJ = Φ0Ic/2pi. Since real superconductors
posses a non vanishing capacitance CJ, an additional charging energy per Cooper pair
of EC = e
2/2CJ has to be taken into account. This energy corresponds to the kinetic
energy of the junction. Up to now, the description of the Josephson junction was fully
classical. Using quantum circuit theory [73, 74], the quantized Hamiltonian operator of
the junction can de expressed as
HJJ = 4ECNˆ
2 − EJ cos(∆ϕˆ), (2.32)
where we introduced the number operator Nˆ , whose eigenvalues correspond to the num-
ber of excess Cooper-pairs on the junction capacitance, and the phase operator ∆ϕˆ
having continuous eigenvalues on the unit circle [0, 2pi]. The operators represent conju-
gate variables obeying the commutation relation
[e∆ϕˆ, Nˆ ] = −ei∆ϕˆ. (2.33)
From Eq. (2.32) it follow that the Josephson junction introduces a non-linear, and at
the same time non-dissipative element in a superconducting circuit. This nonlinearity
is crucial since it leads to a discrete, strongly anharmonic spectrum providing energy
levels suitable for a qubit [75].
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2.3.2 The Cooper-pair box
The simplest Josephson junction qubit is the so called Cooper-pair box (CPB). It con-
sists of a small superconducting island connected to a superconducting reservoir by
a tunnel junction [76]. Sometimes it is useful to introduce a second junction in a
loop configuration (see Fig. 2.5), because this allows to tune the Josephson energy
EJ → EJ cos(2piΦx/Φ0) with an external flux Φx. The Hamiltonian of the CPB reads
(compare with Eq. (2.32))
HCPB = 4EC(Nˆ −Ng)2 − EJ cos(∆ϕˆ), (2.34)
with the gate charge Ng = CgVg/2e accounting for the gate voltage which allows to
control the number of excess Cooper-pairs6 N on the island. Operating in the charge
regime, where EC  EJ , it is convenient to express the Hamiltonian in the charge basis,
i.e. the eigenbasis of the operator Nˆ . This yields [76]
HCPB =
∑
n
4EC
(
N −Ng)2 |N〉 〈N | − 1
2
EJ(|N〉 〈N + 1|+ |N + 1〉 〈N |)
)
. (2.35)
Near the charge degeneracy point, where Ng is approximately half integer, the Hamil-
tonian (2.34) is dominated by the second term and two adjacent energy eigenstates are
close to each other (forming an avoided crossing). Since in this region the other energy
levels are far away, the system effectively reduces to a two level system. In the charge
basis, i.e. |g〉 = N0, |e〉 = |N0 + 1〉, where N0 corresponds to the (unknown) number of
Cooper pairs on the island, the Hamiltonian (2.34) reads
Hqb = −Eel
2
σz − EJ
2
σx. (2.36)
The Cooper-pair box is the simplest realization of a charge qubit in superconducting
circuits. Other implementations like flux qubits or phase-based qubits are reviewed
in [76–78].
2.3.3 A charge qubit coupled to a transmission line resonator
One big advantage of superconducting qubits is that they can be integrated on a chip
and combined with other circuit elements [75,76]. In particular, they can be coupled to
a transmission line resonator which can be modeled as an harmonic oscillator [75, 79].
Hence, a line resonator can be seen as an electric analogue of an optical cavity studied
in quantum optics and cavity quantum electrodynamics [80]. Using the bosonic creation
6eigenvalue of the operator Nˆ
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and annihilation operators a and a† the quantized Hamiltonian of the resonator reads
Hres = ~
(
ωa†a+
1
2
)
, (2.37)
where ω = pi/l
√
LxCx is the resonance frequency of the resonator, with l being its length
and Lx and Cx the inductance and, the capacitance per unit length, respectively. In
(2.37) we restricted us on a single resonator mode, neglecting the fact that in general
the resonator is described by a (infinite) sum of modes [75]. The resonator couples to
the Cooper-pair box via the capacitance Cc, leading to the interaction Hamiltonian [79]
Hresint = 2e
CcU0
Cg + CJ
(σz −Ng)(a+ a†), (2.38)
with U0 =
√
~ω/C and C being the inductance of the resonator. At the charge degener-
acy point and in the eigenbasis of the qubit the total system Hqb +Hres +H
res
int reduces
to the Rabi Hamiltonian [81,82]
HRabi =
~ε
2
σz + ~ωa†a+ ~gσx(a† + a) (2.39)
with coupling g = eCcU0/(Cg + CJ). It describes a two-level system coupled to a
harmonic oscillator with arbitrary coupling strength g. Especially, in the field of circuit
QED the last point gets more and more important, because in recent times one has been
able to reach the ultra-strong coupling regime [83] experimentally. Note that despite its
simplicity the integrability of the Hamiltonian (2.39) has only been shown recently [82].
While the transmission line often is used to read out the state of a qubit [84,85], we will
use it as the “system” and detect the work performed on it using the qubit.
2.4 Measuring quantum work fluctuations in circuit QED
We want to use the interferometric scheme to access the work statistics of the para-
metrically driven quantum oscillator (2.16), discussed in Sec. 2.1.4. To implement this
Hamiltonian we consider the circuit QED setup, as in the previous section, where a
qubit is coupled to a single mode ω of a line resonator. The qubit-oscillator system is
described by the Rabi Hamiltonian (2.39). Note that this Hamiltonian is generally not
of the type (2.17) needed to implement the interferometric scheme. First, the qubit-
system interaction does not commute with the free qubit Hamiltonian ~εσz/2. Second,
the interaction term is linear in (a† + a), whereas we want to implement an interaction
quadratic in (a† + a). Third, the setup does not provide the possibility to control the
interaction g in time, because g is fixed by the geometry of the device. Setups allow-
ing the control of g have been studied only theoretically so far [86]. However, using a
setup as in Fig. 2.5, one can relatively easily control the qubit splitting ε by changing
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Figure 2.6: A qubit-oscillator system in the “soft mode” regime, where the conditions
(2.40) and (2.43) are fulfilled: The variation of the level splitting εt is too small to
induce transitions between the qubit states. However, since ε˙t/εt is comparable to the
oscillator splitting ω the latter gets driven out of equilibrium.
the external flux Φext. In the following, we show that, by going to the right parameter
regime, a time-dependent level splitting leads to a time-dependent effective coupling, so
that the coupling can effectively be controlled by changing Φext.
2.4.1 Qubit-oscillator system with time-dependent coupling
In order to achieve a time-dependent and diagonal coupling between the resonator and
the qubit, we consider a time-dependent qubit splitting εt and work in a regime where
the coupling g and the oscillator frequency ω are small (see Fig. 2.6):
g ' ω  εt . (2.40)
Applying the time-dependent unitary transformation
U(t) = eig(a
†+a)σy/εt , (2.41)
and neglecting terms of order larger than second in the small parameter g/εt, we obtain,
up to a global energy shift
H ′S+A(εt) = U(t)HS+AU(t)
† + iU˙(t)U(t)† (2.42)
=
~εt
2
σz + ~ω
(
a†a+
1
2
)
+
~g2
εt
(a† + a)2σz
+i
~ωg
εt
(a† − a)σy − ~gε˙t
ε2t
(a† + a)σy.
The last term originates from the explicit time dependence of the transformation U(t).
We now consider a qubit driving that is slow compared to the qubit’s own time scale
and that is comparable to the oscillator’s time scale
ε˙t/εt ' ω  εt . (2.43)
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Figure 2.7: Comparison between the dynamics generated by the Rabi Hamiltonian
in Eq. (2.39) (black line), and the dynamics generated by the diagonal Hamiltonian in
Eq. (2.44) (red line). The plot shows the evolution of the population of the first three
eigenstates of the oscillator. The inset shows the corresponding evolution of the qubit
population. The initial state was |g〉 〈g| e−βHS(λ0)/tre−βHS(λ0). We used the driving
εt = ~g2/2λt, where λt = λ0+vt, and the following parameters: g = 2.5~ω, v = 1.52piω,
λ0 = 0.0625~ω and 1/β = ~ω.
In this way, the oscillator can be driven out of equilibrium while the qubit under-
goes an adiabatic evolution. Note that the factors gω/εt and gε˙t/ε
2
t are comparable
to the factor g2/εt appearing in the third term of Eq. (2.42). However, the last
two terms are oscillating much faster and can therefore be neglected within a rotat-
ing wave approximation. This can be seen by switching to the interaction picture with
respect to ~εtσz/2 + ~(ωa†a + 1/2), where the last two terms contain the frequencies
±(ε¯t±ω) ' ±ε¯t = ±t−1
∫ t
0 εsds and the second term contains the much lower frequencies
0,±2ω. We thus conclude that (see Appendix A for a detailed derivation)
H ′S+A(εt) =
~εt
2
σz + ~ω
(
a†a+
1
2
)
+
~g2
εt
(a† + a)2σz
=
~εt
2
σz + ~ω
(
a†a+
1
2
)
+
(
~g2
εt
Πe − ~g
2
εt
Πg
)
(a† + a)2 (2.44)
is a good approximation of HS+A in the chosen parameter regime. This approximation
is also justified by the numerical results depicted in Fig. 2.7, where we compare the
time evolution generated by the Rabi Hamiltonian (2.39) in a parameter regime where
Eqs. (2.40) and (2.43) hold, with the time evolution generated by the effective Hamil-
tonian (2.44). Obviously, the agreement between the two time evolutions is very good.
The form (2.44) is already rather close to the desired Hamiltonian in Eq. (2.17). The
main difference is that in Eq. (2.17) one drives the two subspaces spanned by Πe,g with
two independent drivings λe,gt (u), whereas here we have only one driving parameter εt
that drives both subspaces at the same time. The other difference is that now the free
qubit Hamiltonian is time-dependent. This affects only an overall phase, which therefore
is not our major concern here. Note that the transformation (2.41) is similar but not
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quite the same as the transformation commonly employed in the dispersive regime [87].
We might call the regime investigated here, where the oscillator is very slow, the soft
mode regime, and the resulting effective Hamiltonian H ′S+A, (see Eq. (2.44)) the soft
mode Hamiltonian. Like the dispersive Hamiltonian, the soft mode Hamiltonian is diag-
onal in the natural qubit-oscillator basis, but different from the dispersive Hamiltonian,
which presents a qubit-oscillator coupling linear in (a+ a†), the soft mode Hamiltonian
presents a coupling term that is quadratic in (a+ a†).
2.4.2 Introducing a second qubit
To allow for the independent driving of two subspaces, we modify the method described
above by introducing a second qubit. The measurement of the characteristic function of
work is thus assisted by two ancillae. Our starting Hamiltonian is
HS+2A = ~ε1σ1z/2 + ~ε2σ2z/2 + ~ω(a†a+ 1/2) + ~(a† + a)(g1σ1x + g2σ2x), (2.45)
where ε1,2 and σ
1,2
x,z are the level splittings and the Pauli matrices of the two qubits,
respectively. Following the derivation illustrated above, we work in the regime
ω, gi  εi,t , ε˙i,t/εi,t ' ω  εi,t , i = 1, 2. (2.46)
By applying the transformation
U(t) = eig1(a
†+a)σ1y/ε1,teig2(a
†+a)σ2y/ε2,t (2.47)
and neglecting cubic or higher terms in g1/ε1 and g2/ε2 as well as fast oscillating con-
tributions, we arrive at
H ′S+2A(ε1,t, ε2,t) =
~
2
ε1,tσ
1
z +
~
2
ε2,tσ
2
z + ~ω
(
a†a+
1
2
)
(2.48)
+~(a† + a)2
(
g21
ε1,t
σ1z +
g22
ε2,t
σ2z
)
.
It is worthwhile rewriting H ′S+2A in terms of projectors Πi,j , i, j ∈ {e, g}, onto the four
states |i, j〉:
H ′S+2A(ε1,t, ε2,t) =~[εet + ω(a†a+ 1/2) + λet (u)(a† + a)2]Πee
+ ~[εgt + ω(a
†a+ 1/2) + λgt (u)(a
† + a)2]Πeg
+ ~[−εet + ω(a†a+ 1/2)− λgt (u)(a† + a)2]Πge
+ ~[−εgt + ω(a†a+ 1/2)− λet (u)(a† + a)2]Πgg, (2.49)
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Figure 2.8: Comparison between the dynamics generated by the Tavis-Cummings
Hamiltonian in Eq. (2.45) (black line), and the dynamics generated by the diagonal
Hamiltonian in Eq. (2.49) (red line). The plot shows the evolution of the population of
the first three eigenstates of the oscillator. The inset shows the corresponding evolution
of the first qubit population. The initial state was ρS+2A (Eq. 2.55), and ε1,t, ε2,t were
chosen as in Fig. 2.9, right panel, as to realize the drivings λe,gt shown in Fig. 2.9,
left panel, corresponding to a linear ramp λt = λ0 + vt. We employed the following
parameters: g1 = 2.5~ω, g2 = 1.5~ω, v = 1.52piω, λ0 = 0.0625~ω and 1/β = ~ω.
where
εet =
ε1,t+ε2,t
2 , (2.50)
εgt =
ε1,t−ε2,t
2 (2.51)
and
λet (u) =
g21
ε1,t
+
g22
ε2,t
, (2.52)
λgt (u) =
g21
ε1,t
− g
2
2
ε2,t
. (2.53)
Like in Sec. 2.4.1, we compare the time evolution of the effective Hamiltonian (2.49)
with the time evolution of the Rabi Hamiltonian (2.45) in Fig. 2.8. Again, the numerical
results indicate that the time evolution of the Rabi Hamiltonian is well approximated.
By focussing onto the subspace spanned by Πge and Πgg, i.e. where the qubit 1 is in the
ground state, we see that by manipulating the two splittings ε1,t and ε2,t one can realize
two independent drivings λet (u) and λ
g
t (u) acting in the respective sub-subspace. This
realizes all the ingredients that we need for implementing the characteristic function
measurements protocol employing a circuit QED setup.
2.4.3 The protocol
First, the two drivings ε1,t and ε2,t are chosen in such a way as to realize the protocols
λet (u) and λ
g
t (u) in Eq. (2.19). This is achieved by solving Eq. (2.53) and (2.51) for ε1,t
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Figure 2.9: Left: time evolution of the two driving parameters λe,gt (u), Eq. (2.19),
for a linear ramp of λt. Right: the time evolution of the two qubit splittings εi,t that
realize the drivings λe,gt (u), see Eq. (2.54).
and ε2,t to obtain (see Fig. 2.9):
ε1,t =
2g21
λet (u) + λ
g
t (u)
, ε2,t =
2g22
λet (u)− λgt (u)
. (2.54)
With this choice, the protocol proceeds as follows, see Fig. 2.3:
1. Prepare the system at t < 0 in the state
ρS+2A =
e−β(ωa†a−λ0(a†+a)2)
ZS+2A(λ0)
Πgg (2.55)
2. Perform a Hadamard operation σ2H = (σ
2
x + σ
2
z)/
√
2 on the second qubit at time
t = 0.
3. Let the S + 2A system evolve for a time τ + u according to HS+2A(ε1,t, ε2,t).
4. Perform a Hadamard operation σ2H at time t = T = τ + u.
This results in the following two-qubit density matrix:
ρ2A(u) = trSσ
2
HU
S+A
T,0 [λ
e, λg]σ2HρS+2Aσ
2
H
(
US+AT,0 [λ
e, λg]
)†
σ2H
=
(
1−<L2(u) Σ2z −=L2(u) Σ2y
)
/2, (2.56)
where
L2(u) = e
i/~
∫ τ+u
0 ε2,tdtG[u, λ], (2.57)
Σ2z = Πge −Πgg, (2.58)
Σ2y = |ge〉〈gg| + |gg〉〈ge|. (2.59)
Thus, performing two-qubit state tomography gives the characteristic function G[u, λ]
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Figure 2.10: The interferometric scheme with 2 qubits represented by gate operations
(compare with Fig. 2.3). Note that the Hadamard operations (multiplication with σH)
and the measurement only is applied to the upper qubit.
of the process in Eq. (2.16) at the point u (apart from a known phase factor). Note
that qubit 2 alway stays in the state |g〉 during the protocol. Moreover, the relevant
information about the characteristic function of work is encoded in the subspace where
the second qubit is in its ground state. Therefore, it is enough to measure only qubit 1
after the protocol, see Fig. 2.10. This is a big simplification, since single qubit tomog-
raphy is experimentally much easier. The state ρS+2A can be prepared by thermalizing
the S + 2A system at a temperature such that β−1 ' ~ω  ~ε1,0, ~ε2,0. Qubit-state
tomography can be realized in this setup by means of quantum non-demolition joint dis-
persive read-out [88]. This is possible due to the fact that the system and the oscillator
are far detuned. Noticing that only terms involving Σ2z and Σ
2
y appear in Eq. (2.56),
the wanted information can be retrieved in the following way: (i) Follow the protocol
describe above. (ii) At the end of the protocol, perform a measurement of the two-qubit
observables Σ2z and Σ
2
y. Repeat (i) and (ii) many times to obtain the expectation values
〈Σ2z〉, and 〈Σ2y〉. Then, <L2(u) = −〈Σ2z〉, =L2(u) = −〈Σ2y〉.
2.4.4 Numerical test
The discussion above shows that by going to the right parameter regime, the Hamilto-
nian (2.17) can be realized using the standard system of circuit QED. Hence, it is in
principle possible to realize the interferometric scheme introduced in Sec. 2.2.1 using a
superconducting chip. The approximation steps needed to derive the effective Hamilto-
nian (2.49) were supported by numerical studies (see Figs. 2.7 and 2.8). The aim of this
subsection is to check numerically how good these approximations are, when it comes
to calculating the work probability distribution. We numerically studied the case of a
linear ramp in the protocol
λt = λ0 + vt (2.60)
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Figure 2.11: Work probability distribution of a parametrically driven oscillator. Solid
black line: Numerical result obtained by the interferometric 2 qubits+oscillator setup.
Blue points: Result obtained by solving the exact equations of motion governed by the
Hamiltonian (2.16). Inset: Check of the Crooks fluctuation theorem. The parameter
used are: g1 = 2.5~ω, g2 = 1.5~ω, v = 1.52piω, λ0 = 0.0625~ω, 1/β = ~ω and τ = 2pi/ω.
using 1/ω as unit of time and the parameters g1 = 2.5ω, g2 = 1.5ω, λ0 = 0.0625ω,
v = 1.5/2piω, τ = 2pi/ω. For ω = 300 MHz this amounts to couplings g1 = 750 MHz and
g2 = 450 MHz, an initial qubit splitting ε1,0 = 30 GHz and a velocity of v ≈ 70 (MHz)2.
The level splitting of the second qubit goes to infinity at the beginning and at the
end of the protocol, corresponding to a complete decoupling. The cutoff we introduced
to handle this divergence is equivalent to ε2,0 = 600 GHz. Being aware of the fact
that such strong coupling strengths are not feasible at present, we are optimistic that
the technological progress will proceed towards this deep ultra-strong coupling regime
soon [86, 89]. The temporal development of the two drivings λe,gt (u) is illustrated in
Fig. 2.9 left. The graph in the right panel of Fig. 2.9 shows the corresponding time
evolution of the two qubit energy splittings εi,t, i = 1, 2. Note that ε2,t diverges for
t→ 0 and for t→ τ + u. In our simulation, ε2,t was cut at the value 10ε0. This results
in a deviation of the actual drivings λe,gt from those reported in Fig. 2.9 left panel at the
beginning and the end. For small u (as compared to τ), this deviation becomes more
relevant. With the so chosen parameters, the condition (2.46) was obeyed at all times
t ∈ [0, τ + u].
We computed ρ2A(u) according to Eq. (2.56), where the time evolution was obtained
by numerical integration of the Liouville-von Neumann equation. The thermal energy
β−1 was chosen equal to ~ω. We then extracted the real and imaginary parts of the
characteristic function G[u, λ] using Eq. (2.57). Figure 2.11 shows the work probability
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distribution obtained after inverse Fourier transform of the so-obtained G[u, λ]. The
blue dots show the values of the work probability density function as obtained by inte-
grating the model Hamiltonian (2.16) directly. The approximations introduced by our
implementation result in a spreading of the peaks, as compared to the expected ones,
and to the emergence of further peaks in the work probability at high w (not shown).
Because of normalization these effects lower the height of the relevant peaks. We re-
peated the same procedure for the time reversed protocol λ˜t = λτ − vt. The inset of
Fig. 2.11 shows a good agreement between the logarithm of the ratio p[w;λ]/p[−w, λ˜]
obtained by our numerics, and the linear behavior expected from Eq. (2.14). The agree-
ment is however not as good as one would expect from Fig. 2.8 which shows very good
agreement between the dynamics of the model Hamiltonian and the actual Hamiltonian.
One source of error is the fast oscillating phase ei/~
∫
ε2,tdt in Eq. (2.57), which has to
be taken away before the inverse Fourier transformation is applied. Moreover, in order
to get an acceptable resolution we had to go to large u in Fourier space, resulting in
long propagation times. This leads to an amplification of the otherwise small errors
coming from the approximations and the cut off. These points may pose an issue at the
experimental level as well.
2.5 Summary and Outlook
We have extended the interferometric scheme of Dorner et al. [8] and Mazzola et al. [9]
for the measurement of work distributions. We noticed that the method lends itself
straightforwardly to the application to open quantum systems, even in the regime of
strong dissipation. This is a crucial advantage beyond the previous works, because it
opens the possibility to study work fluctuation in arbitrary open quantum system far
from equilibrium experimentally, as well as theoretically. It is the task of future research
to investigate these opportunities. The central novelty is the illustration of a realistic
implementation of the method with current circuit QED technology. Particularly, we
consider a transmission line resonator, used as the system and a charge qubit acting as
ancilla, in order to determine the characteristic function of work of an parametrically
driven oscillator. To adapt the scheme for circuit QED we introduced a second ancilla
qubit, i.e. a second charge qubit. This technique may prove useful in all experimental
scenarios where, as in the present case, two independent drivings might not be easily
achieved with a single qubit. We show that by working in the “soft mode” regime, where
the oscillator is slow, the coupling between system and ancilla is effectively diagonal and
achieve the driving λt(a
† + a)2 indirectly by modulating the qubit splitting. Our nu-
merical simulations show the experimental feasibility. As an alternative to the proposed
implementation one could use a setup that enables the control of λt directly. This could
for example be implemented by coupling a flux qubit to a SQUID, as illustrated in [90].
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Chapter 3
Entanglement creation in a
quantum dot-nanocavity system
by Fourier-synthesized acoustic
pulses
As pointed out by Richard Feynman in 1981, it is impossible to efficiently simulate the
time evolution of a quantum system on a classical computer, i.e., a computing machine
with a state that is specified with certainty at any instant of time [91]. He argued that
quantum systems should be simulated by other quantum systems and thereby introduced
the concept of quantum computation. Later David Deutsch proposed an algorithm
for a quantum computer that solves a deterministic problem exponentially faster than
any classical algorithm [92] and thereby triggered a revolution in quantum physics and
computer science. Although this algorithm was of little practical use, it provided the
inspiration for other quantum algorithms like the Grover algorithm [93], leading to an
exponentially speed up of the search in large databases, and the Shor algorithm, making
it possible it find the prime factors of large numbers in polynomial time [94]. Hence,
two of the most prominent problems in computer science and information theory could
be solved efficiently using a quantum computer.
Nowadays, plenty of quantum algorithms and protocols for a quantum computer exist
[95], most of them using entanglement, a quantum mechanical correlation in composite
systems, defined in Sec. 3.1, as a fundamental resource [96]. In practice, the creation
and control of entanglement in a quantum system is one of the main challenges one
has to master, when it comes to the implementation of the “hardware” for a quantum
computer [97]. By definition, entanglement cannot be created by local operations and,
thus, requires some interaction between the subsystems. In order to achieve a controlled
degree of entanglement, one may turn on and off the effective interaction, by tuning
29
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the subsystems into or close to resonance for a limited time. This includes a linear
sweep across the resonance, giving rise to a Landau-Zener (LZ) scenario at an avoided
crossing. In between the regimes of adiabatic following and sudden switching, this
process splits the wavefunction into two parts with a well-defined phase and thereby
creates an entangled state.
Since entanglement relies on a well-defined phase relation, it is fundamentally limited
by the susceptibility to decoherence of the chosen architecture. In the very active field
of solid-state quantum systems the focus of LZ-based entanglement creation was set
in the past mainly to superconducting [19, 98] or spin-based [99] setups using their
remarkable coherence properties. Although all-electrical radio frequency control can be
readily implemented in these systems, transfer of the encoded quantum information to
“flying” photonic qubits [100, 101] is difficult to achieve. In contrast, excitonic qubits
in a single semiconductor quantum dot have the advantage that they can be integrated
into optical circuits, although their coherence times cannot compete with the remarkable
coherence times that have been observed, e.g. with superconducting qubits. Recently,
it was demonstrated that coherent acoustic phonons formed by a surface acoustic wave
(SAW) serve a fast tuning mechanism for the resonance frequency of a optical mode
in a photonic resonator [102]. Being one order of magnitude faster than alternative
approaches, this method opens the possibility to implement LZ-gates in semiconductor
cavity QED and gives the ability to convert stationary and flying qubits.
In this chapter, we discuss the possibility to create entanglement in a cavity QED sys-
tem consisting of an excitonic two-level system in a self-assembled quantum dot coupled
to a cavity formed by a photonic resonator, see Fig. 3.1. We introduce a time-dependent
detuning provided by SAWs and consider various feasible pulse shapes. In order to
simulate the dynamics of the system, we numerically solve a master equation including
the dissipative effects of (spontaneous) quantum dot decay and photon loss. This allows
us to study, for experimentally demonstrated system parameters, to what extent it is
possible to entangle the state of the quantum dot with the state of the cavity and how
decoherence affects the system. Finally, we discuss directions to reduce the experimen-
tal complexity due to the high drive frequencies by using tailored Fourier-synthesized
gating pulses. We begin with brief introductions to entanglement theory and the physics
of quantum dots and photonic crystals. The results of this chapter have been published
previously in [103].
3.1 Quantum entanglement and concurrence
Here, we give a formal definition of entanglement and introduce the concurrence, an
entanglement measure for mixed states of two qubits. Later, we will use the concurrence
to quantify the entanglement in a quantum dot–nanocavity system. Formally, for a
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composite system with Hilbert space H = ⊗nl Hl, a general state
|Ψ〉 =
∑
i1,...,in
ci1...in |i1〉 ⊗ |i2〉 ⊗ · · · ⊗ |in〉 (3.1)
is entangled, if it is not separable, i.e. if it cannot be written as a product state |Ψ〉 6=
|Ψ1〉 ⊗ |Ψ2〉 ⊗ · · · ⊗ |Ψn〉. Here (|il〉) |Ψl〉 is a (basis) state of the subspace Hl. If a
composite system is in an entangled state (3.1), it is in general not possible to attribute
a pure state to the subsystem Hl. Moreover, it is not possible to create an entangled
state from a separable one by local operation acting on a subsystem Hl alone. Extending
the definition to mixed states with total density matrix ρ, a state is entangled if:
ρ 6=
∑
i
piρ
i
1 ⊗ · · · ⊗ ρin, (3.2)
for every local basis of the subspaces Hl. From the definition (3.2) it follows that
“most” of the states in the composite Hilbert space H are entangled, to some extent.
For quantum information processing, however, in general highly entangled states are
required [95]. In order to quantify the entanglement of a given quantum state one
introduces entanglement measures, like the entanglement entropy [104]. It turns out that
specially for mixed states and many-body systems the quantification of entanglement is
non-trivial problem [105]. In this work, we will only deal with the entanglement in a
bipartite system H = HA ⊗HB and quantify it in terms of the concurrence [106]
C(ρ) = max(χ1 − χ2 − χ3 − χ4, 0), (3.3)
where the χi are the square roots of the eigenvalues of the matrix (σ
(A)
y ⊗σ(B)y )ρ∗(σ(B)y ⊗
σ
(A)
y ) in descending order. Here, σ
(A)
y /σ
(B)
y are Pauli matrices on the two dimensional
subspaces HA/HB and ρ∗ denotes the complex conjugate density matrix ρ expressed in
the “magic basis” of Bell states [106]. The concurrence is closely related to the so called
entanglement of formation1 [108]
Ef(ρ) = inf
{∑
i
pi S(trAρi) |
∑
i
piρi = ρ
}
, (3.4)
a standard entanglement measure for bipartite mixed states ρ = ρA ⊗ ρB, which fol-
lows from the entanglement entropy2 by convex roof construction [104]. Here S(ρ) =
−tr{ρlnρ} denotes the von-Neumann entropy. In contrast to the entanglement of forma-
tion, the concurrence can be calculated in practice without much computational effort.
1The entanglement of formation can be expressed as monotonic function of the concurrence [107].
2The entanglement entropy is a common entanglement measure for pure states.
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Figure 3.1: Semiconductor quantum dot inside a photonic crystal nanocavity serving
as a realization of cavity QED. Applying surface acoustic waves (SAWs) to the photonic
crystal leads to a modulation of the cavity resonance frequency.
For separable states, it vanishes, while for (maximally entangled) Bell states it takes the
value of unity.
3.2 A quantum dot in a nanocavity
A quantum dot is a semiconductor nano-structure that confines the motion of electrons,
electron holes, or excitons (electron-hole pairs) in all three spatial dimensions. This
confinement can be, for example, due to an electrostatic potential or due to the small
diameter of nanocrystalline structures. As a consequence of this confinement, the quan-
tum dot exhibits a discrete energy spectrum similar to the spectrum of a “particle in
a box” or an atomic spectrum. Hence quantum dot are sometimes referred to as “ar-
tificial atoms”. This discreteness, as well as the possibility to coherently manipulate
its state, make quantum dots a promising candidate for basic device units for quantum
information processing. One approach is to use the fundamental optical excitation X
(exciton), creating an electron-hole pair, and the ground state of a quantum dot as
qubit [109]. Using tailored laser pulses this quantum dot qubit can be excited in a con-
trolled way. In order couple the quantum dot qubit to a single photonic mode, one places
it inside a high-Q nanophotonic defect resonator defined in a two-dimensional photonic
crystal membrane [110]. Such a photonic crystal cavity is composed of a periodic di-
electric structure, where the periodicity of the dielectric constant induces a photonic
band gap [111, 112]. Hence, depending on their wavelength, photons are forbidden to
propagate through the periodic structure, so that periodic crystals can be used to guide
or trap light to regions where the periodicity is resolved. This opens the possibility to
design optical cavities or even optical quantum networks [100,113].
Here, we consider a single quantum dot couple to a photonic crystal cavity (see
Fig. 3.1) modeled by the Jaynes-Cummings (JC) Hamiltonian [114]
HJC =
ε
2
σz + ~ωa†a+ g(aσ+ + a†σ−), (3.5)
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Figure 3.2: Left: Energy spectrum of the JC Hamiltonian (3.5) in dependence on the
detuning. Owing to the cavity-quantum dot coupling g, the diabatic exciton energy
(black dotted line) and the one-photon energy (red dotted line) form avoided crossing.
The blue lines show the corresponding energy eigenstate with one exciton/photon in the
system. In order to prepare the system in a entangled state we excite one exciton from
the ground state with a laser pulse (blue wavy line) and sweep through the crossing
with according to δ(t). Right: Waveforms defined in Eq. (3.8) as a function of time.
Sine, Square, Sawtooth, Spike (from bottom up).
where the pseudo-spin operators σz and σ± = 1/2(σx± iσy) describe the excitonic quan-
tum dot within a two-level approximation in the basis of the ground state |0X〉 and
the one-exciton state |1X〉 with the energy splitting ε. The bosonic operators a and a†
refer to the cavity with resonance frequency ω, which is dipole coupled to the quantum
dot according to gσx(a
† + a). This leads to the Rabi Hamiltonian (2.39), introduced
in previous chapter. Equation (3.5) can be derived from Eq. (2.39) by applying the ro-
tating wave approximation (RWA). Transforming the system to the interaction picture
with respect to the uncoupled Hamiltonian (g = 0), the transformed Hamiltonian con-
tains terms proportional to σ+a and σ−a†, oscillating with exp[±i(ω − ε/~)] and terms
proportional to σ−a† and σ+a oscillating with exp[±i(ω + ε/~)], respectively. Close
to resonance, i.e. for ε ≈ ~ω, the first terms are slowly oscillating whereas the latter
terms exhibit fast counter-rotating oscillations. If additionally the coupling is weak, i.e.
g  min{ε, ~ω}, the time scales separate and the fast oscillating terms average out, so
that the corresponding terms can be neglected [87]. This results in the JC Hamiltonian
Eq. (3.5). In contrast to the Rabi Hamiltonian (2.39), the JC Hamiltonian conserves the
number of excitations in the system, so that the Hilbert space of the composed system
discerns into doublets spanned by the states |1X , nγ〉 and |0X , (n+ 1)γ〉. As a function
of the detuning δ = ε − ~ω, the eigenenergies of HJC form avoided crossings of width
2
√
n+ 1g [115], see Fig. 3.2.
Experimentally, quantum dots coupled to a nanocavity have been studied over the
past decade by several groups [116], who successfully demonstrated in key experiments
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both, the weak [117–119] and the strong [120–124] coupling regime of cavity QED.
Recently, it has been shown that photonic crystal nanocavities uniquely allow for a
dynamical and reversible spectral control of the optical mode at Gigahertz frequencies
using the coherent acoustic phonon field of a radio frequency SAW [102]. This introduces
an external driving to the system, which is crucial for implementing coherent control
schemes. Note that the quantum dot transition is also sensitive to the strain and the
electric field induced by the SAW. Previous experimental data [125] as well as other
experimental studies [126] on self-assembled InGaAs quantum dots suggest that the
bandwidth of this modulation is roughly three times smaller than that of the cavity.
Therefore, we set the quantum dot transition to be constant during the acoustic cycle
and treat the nanocavity resonance as time-dependent. A sketch of this system is shown
in Fig. 3.1. Since the SAW modulates the cavity frequency, the latter becomes time-
dependent, i.e. ω → ω(t). This implies that also the detuning gets modulated with time:
δ → δ(t). For the case of a sinusoidal wave, it is δ(t) = δ0 +A sin[Ω(t− t0)]. It has been
shown that in general also the superpositions of acoustic waves with different frequencies
are experimentally feasible [102]. If the amplitude A exceed the static detuning δ0
the system passes through the avoided crossing and, for sufficient strong driving, non-
adiabatic transitions are induced. This enables for the implementation of Landau-Zener
entangling gates, discussed in the following.
3.3 Entanglement creation with Landau-Zener transitions
If the amplitude of the (SAW) is large compared to the extent of the avoided crossing,
the driving can be linearized, resulting in a sweep velocity of the order v ∼ AΩ. This
leads to a curve crossing problem of the Landau Zener type [15–18]. Let us assume
that system is initially in the state |1X , 0γ〉. From the experimental point of view this
initial state seems natural, since the exciton state can be prepared in a controlled way
using suitable laser pulses. For adiabatically slow sweeping, an initial exciton state then
transforms into a photon, |0X , 1γ〉, by adiabatic following. Increasing the sweep velocity,
the system may stay in its initial state with a probability given by the LZ-formula (see
Appendix B) [15–18]
PLZ = exp(−2pig2/~v). (3.6)
Far from the crossing region the final state yields
|Ψ(∞)〉 = α |0X , 1γ〉+ β |1X , 0γ〉 , (3.7)
with α =
√
1− PLZ and β =
√
PLZ. Significant exciton-cavity entanglement requires
PLZ ≈ 1/2. In this case, the state |Ψ(t)〉 becomes a maximally entangled Bell state [19].
Note that Eq. (3.7) is only exact for linear driving and t → ∞. In general, the values
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of α and β will be time-dependent and reflect the specific form of the driving. In the
case of periodic driving the return to the crossing region after the LZ-transition will
induce coherent oscillations and additional transition which depend on the phase of
the system. Such features will be discussed in the next chapter and are unwanted in
this case. Hence, it is desirable to slow down the modulation after the entanglement is
created, so that further state manipulations or a readout of the quantum state can be
performed. Therefore we like to exploit recent experimental achievements of a controlled
superposition of higher harmonics to the SAW and consider more generic waves that lead
to the detuning δ(t) = δ0 +
∑N
n=1An sin[nΩ(t − t0) + φn]. In an experiment both the
amplitudes An and the phases φn can be controlled rather well, which enables a flexible
design of the pulses. Here we consider, besides purely sinusoidal driving, also waves
with the characteristic shapes of a square, a sawtooth, and a spike, see Fig. 3.2 (right
panel). We restrict ourselves to the experimentally feasible case in which those waves are
approximated by a fundamental angular frequency of Ω = 2pi×1 GHz and its harmonics
up to order N = 5, i.e., we consider the drivings
δ(t) = δ0 +

A sin[Ω(t− t0)] sine,
5∑
n=0
A
N cos[nΩ(t− t0)] spike,
2∑
n=0
A
2n+1 sin[nΩ(t− t0)] square,
5∑
n=1
A
n sin[nΩ(t− t0)] sawtooth.
(3.8)
Moreover, in order to highlight the benefit of non-sinusoidal pulses, we also consider
pure sine waves with the angular frequencies 3Ω and 5Ω.
Apart from the creation of entangled states, one of the main challenges when it comes
to the implementation of solid-state devices for processing of quantum information is
decoherence, i.e., the decay of entanglement [127] because of the interaction with an
environment. In our case, the main sources of decoherence are the interaction of the
quantum dot with the environmental phonons and the photon loss of the cavity which
can be interpreted as a result of the interaction with with the photonic environment
outside the cavity. In order to incorporate these environmental effects in our treatment,
we employ a master equation description, derived in the next section.
3.4 Derivation of the master equation
Entanglement is a genuine quantum feature and, thus, is rather sensitive to decoherence
caused by the interaction with environmental degrees of freedom. Here, the latter are
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mainly the photonic modes ν outside the cavity and the substrate phonons. Both can be
modeled by an infinite sum of harmonic oscillators. Since this bath model will also be
used in the next chapter, we make no assumptions about the system here and derive a
general Markovian master equation starting from the system-bath Hamiltonian (compare
with Eq. (2.24)):
HS+B(t) = HS(t) +HB +HSB, (3.9)
where HS(t) is the system Hamiltonian,
HB =
∑
ν
~ωνa†νaν , (3.10)
is the Hamiltonian of the (e.g. photonic or phononic) environment, modeled as an infinite
sum of harmonic oscillators with frequencies ων and
HSB = X
∑
ν
λν(a
†
ν + aν), (3.11)
the system-bath interaction Hamiltonian describing the linear coupling of the system
operator X to the bath. Here, λν is the coupling strength and a
†
ν , aν are the creation
and, respectively, the annihilation operators of the bath mode ων .
The time evolution of system-plus-bath is given by the Liouville-von-Neumann equa-
tion
ρ˙S+B(t) = − i~ [HS+B(t), ρS+B(t)], (3.12)
with ρS+B being the density matrix of the total system, while the density matrices of
the reduced system and the bath alone will be denoted by ρS and ρB, respectively.
Transforming to the interaction picture with respect to the uncoupled system using
the unitary operator Ut,t0 = T exp
(−i ∫ tt0 ds(HS(s) + HB)) and formally integrating
Eq. (3.12) leads to [115]
ρ˜S+B(t) = ρ˜S+B(0)− i~
∫ t
0
ds[H˜SB(s), ρ˜S+B(s)], (3.13)
where A˜(t) = U †t,0AUt,0 denote operators in the interaction picture. Here we set the
initial time t0 = 0. Iterating this procedure leads to the Dyson series [115]
ρ˜S+B(t) = ρ˜S+B(0)+
∞∑
0
(
− i
~
)n ∫ t
0
dt1
∫ t1
0
dt2 . . .
∫ tn−1
0
dtn (3.14)
× [H˜SB(t1), [H˜SB(t2), . . . [H˜SB(tn)ρ˜S+B(0)].
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Assuming that system and environment are initially uncorrelated, i.e. assuming an initial
condition of the Feynman-Vernon type
ρS+B(0) = ρS(0)⊗ ρB(0), (3.15)
truncating Eq. (3.14) at n = 2, and differentiating with respect to the final time, leads
to
d
dt
ρ˜S+B(t) = − i~ [H˜SB(t), ρ˜S+B(t)]−
i
~
∫ t
0
ds[H˜SB(t), [H˜SB(s), ρ˜S+B(t)]. (3.16)
This truncation is known as the Born approximation and is justified if the coupling
between system and environment is week. Because we are only interested in the reduced
dynamics of the system, we trace out the environment to obtain
d
dt
ρ˜S(t) = − i~trB
∫ t
0
ds[H˜SB(t), [H˜SB(s), ρ˜S(s)⊗ ρB], (3.17)
where trB denotes the trace over the bath degrees of freedom. Without loss of generality
we assumed that trB
(
HSB(t)ρB
)
= 0.3 Moreover, we drop the time parameter of the
bath density matrix, assuming a large environment that is not altered because of the
interaction with the system. Equation (3.17) is still non-local in time, i.e. it depends,
at any instant of time, one the whole history of states. This makes it hard to solve it.
Assuming that the bath correlations decay much faster than the system state changes, we
perform the Markov approximation and replace ρS(s) by ρS(t). Moreover, we substitute
s by t− s and let the upper limit of the integral go to infinity [4]. Finally, we arrive at
the Markovian quantum master equation [4, 6, 128]:
d
dt
ρ˜S(t) = − i~
∫ ∞
0
ds trB[H˜SB(t), [H˜SB(t− s), ρ˜S(t)⊗ ρB]. (3.18)
3.4.1 Lindblad master equation for photon loss and exciton decay
In the following, we consider the case where the SAW-driven quantum dot–nanocavity
system, described by the Hamiltonian (3.5), is interacting with the photonic environment
outside the cavity. In this case, the bath is coupled to the cavity dipole operator X =
Xγ = a
† + a with the interaction picture representation
X˜γ(t) = a
†eiωt + ae−iωt, (3.19)
which coincides with the Schro¨dinger picture at t = 0. Since the SAW driving is slow
compared to the system dynamics, the influence of the driving on the dissipation is
negligible, moreover, the intrinsic coupling between quantum dot and cavity is one order
3This can always be achieved by appropriate re-definition of the system Hamiltonian [6].
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of magnitude smaller than the cavity resonance frequency, so that HJC is effectively
diagonal in the basis of number states |mX , nγ〉. This allows us to treat the dissipative
effects on the cavity, i.e. the photon loss, and the quantum dot dynamics separately.
Consequently, we consider the system Hamiltonian
HS = ~ωa†a, (3.20)
for which we derive a master equation for the photon loss. Inserting the explicit form of
the interaction Hamiltonian H˜SB(t) in Eq. (3.17) and reordering of the terms leads to
d
dt
ρ˜S(t) = C(ω)
((
aρ˜S(t)a
† − a†aρ˜S(t)
)
+ e−iωt
(
aρ˜S(t)a− aaρ˜S(t)
)
+ h.c.
)
, (3.21)
where we introduced the half-side Fourier transform of the bath correlation function
C(ω) =
∫ ∞
0
dseiωs〈B†(s)B(0)〉B. (3.22)
Here, 〈. . . 〉B = trB{. . . ρB} is the average with respect to the bath density matrix and
B(t) =
∑
ν
λν(a
†
νe
iωνt + aνe
−iωνt). (3.23)
Because the time scale 1/ω defined by cavity resonance frequency in Eq. (3.21) is small
compared to the relaxation time of the open system we can perform the secular approx-
imation [128] and neglect the terms oscillating with e±i2ωt, in Eq. (3.21), since they are
fast oscillating and average out, and obtain
d
dt
ρ˜S(t) = C(ω)
(
aρ˜S(t)a
† − a†aρ˜S(t)
)
+ h.c. (3.24)
In order to evaluate the function C(ω), we assume a continuum of bath modes ∑ων =∫
dω′J(ω′) with the Ohmic spectral density J(ω′) = pi
∑
ν |λν |2δ(ω′ − ων) ≡ piαγω′/2
and the dimensionless dissipation parameter αγ [5, 129, 130]. Moreover, we take the
environment to be in a thermal state
ρB =
1
ZB
exp(−βHB), (3.25)
with partition function ZB = trB exp(−βHB) and inverse temperature β. Making use
of the formula ∫ ∞
0
ds exp(±iεs) = piδ(ε)± iPV1
ε
, (3.26)
with PV being the Cauchy principal value, the integrals in Eq. (3.22) can can be evalu-
ated to yield
C(ω) = 1
2
Γγ(ω) + iS(ω) (3.27)
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with the decay rate
Γγ = Γγ(ω) = piαγω(1 +N(ω)) (3.28)
and the Lamb shift
S(ω) =
1
pi
PV
∫ ∞
0
dω′
1 +N(ω)
ω − ω′ . (3.29)
The latter leads to a renormalization of the oscillator frequency and will be neglected in
the following. Assuming a rather low temperature we can ignore thermal excitation of
the cavity. Transforming back to the Schro¨dinger picture we get:
d
dt
ρS(t) = − i~ [HS, ρS] + Lγ(ρS) (3.30)
with dissipative superoperator in Lindbald form [131,132]:
Lγ(ρ) = Γγ
2
(2aρa† − a†aρ− ρa†a). (3.31)
Mutatis mutandis, the same derivation holds for the treatment of dissipative effects
on the quantum dot, stemming from the interaction with the environmental phonons,
coupled via
XX = σ+ + σ−. (3.32)
This leads to the dissipator
LX(ρ) = ΓX
2
(2σ−ρσ+ − σ+σ−ρ− ρσ+σ−), (3.33)
with the exciton decay rate
ΓX = piαXε. (3.34)
Summing up the results, we arrive at the master equation:
d
dt
ρ = − i
~
[HJC(t), ρ] + Lγ(ρ) + LX(ρ). (3.35)
3.5 Entanglement dynamics
We consider the dynamics of the cavity–quantum dot setup after an exciton is created at
time t = 0, while the cavity is empty, i.e., we numerically integrate the master equation
for the initial state |1X , 0γ〉. In course of time, the SAW sweeps the energies of the two
subsystems through an avoided crossing by means of the time dependent detuning δ(t)
(see Fig. 3.2). Moreover, the Lindblad forms (3.31) and (3.33) cause a decay towards
the ground state |0X , 0γ〉. Our main aim is to investigate and to optimize the degree
of entanglement for differently shaped SAW pulses. We quantify the entanglement by
the concurrence (3.3). In order to employ this measure, we treat the cavity within
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Figure 3.3: LZ entanglement dynamics for SAW shapes of a pure sine with frequen-
cies 1 GHz (a), 3 GHz (b), and 5 GHz (c), as well as for a spike (d), a sawtooth (e), and
a square (f), each with fundamental frequency Ω/2pi = 1 GHz. The cavity-dot coupling
is g = 35µeV, while the static detuning ∆0 = 0.3 meV is modulated with an amplitude
A = 1 meV, such that the crossing is reached at time t0 = T/10 = 0.5 ns. The cavity
and exciton decay rates read Γγ = 25µeV/~ and ΓX = 0.2µeV/~. Upper panels: Popu-
lation of the states |1X , 0γ〉 (red solid line) and |0X , 1γ〉 (green dashed line). The dotted
line visualizes the course of the detuning δ(t). Lower panels: Cavity-dot entanglement
in terms of the concurrence C.
a two-level approximation in the subspace spanned by the states |0γ〉 and |1γ〉 with
the corresponding Pauli matrices σγy . This approximation is well justified, because our
Hamiltonian (3.5) preserves the total number of excitations, while our low-temperature
dissipation kernels Lγ and LX only contain decay terms.
For our modeling, we restrict ourselves exclusively to experimentally demonstrated
system parameters. In particular, we assume a InGaAs-based system with optical tran-
sitions at E0 = ~ω0 = 1.3 eV and with the decay rates ΓX = 2µeV and Γγ = 25µeV
for the excition and the photon, respectively. The latter corresponds to a cavity quality
factor of Q = 5.2 · 104 and a photon life time of τγ = ~Γγ = 26 ps. Furthermore, we
assume the system in the strong coupling regime with a vacuum Rabi splitting g > Γγ .
For a better comparison with the experiments we express all parameters (except for the
SAW frequency) in terms of energy throughout this chapter.
In order to get a first impression of the dynamics, we depict in ,Fig. 3.3, the time
Chapter 2 41
evolution of the populations of the states |1X , 0γ〉 and |0X , 1γ〉, and the correspond-
ing entanglement quantified by the concurrence, for various wave forms, while all other
parameters are equal. In all subplots a LZ-transition is visible, whenever the detun-
ing (black dotted line) is vanishing. For a purely sinusoidal driving with frequency
Ω/2pi = 1 GHz, the population of the initial state is mainly transferred to |0X , 1γ〉.
This corresponds to imperfect adiabatic following. At an intermediate stage at time
t ≈ t0, the populations of both states are comparable, while phase coherence between
the participating states ensures good entanglement with a concurrence up to C ≈ 0.7.
However, since for these parameters, PLZ is significantly smaller than 1/2, soon after
the crossing the one-photon state becomes highly populated. Therefore, the systems
disentangle soon after having passed the crossing. Thus, we must increase the sweep
velocity, which can be achieved by using a higher frequency. The results in panels (b)
and (c) demonstrate, that this indeed augments the concurrence. Moreover, it increases
the time during which the concurrence exceeds a certain threshold value. This “en-
tanglement persistence” is mainly limited by the cavity decay rate Γγ , at least under
the realistic condition Γγ  ΓX . Thus, our goal is to find parameters and waveforms
for which a significant entanglement is present during a time of the order ~Γγ . A the-
oretically interesting observation is that for higher frequencies, the system may pass
through the avoided crossing several times in the time range considered. The resulting
repeated passages depend on the phase acquired in between the crossings, leading to
Landau-Zener-Stu¨ckelberg interference [16–18, 20]. However, for realistic cavity decay
rates, dephasing is too fast and, thus, the coherent superposition of our entangled states
turns into a (separable) mixture. Therefore, we will not discuss these effects in this
context. In the next chapter, however, we will reconsider these interference effects for a
driven qubit in great detail.
Even though SAWs with frequencies of 3 or 5 GHz are feasible, inducing them with
a large intensity, such that the detuning amplitude becomes 1 meV, represents a rather
difficult task. Waves with lower amplitudes are not helpful, because they lead to a smaller
sweep velocity and, thus, we would loose what we gained from the higher frequency.
Moreover, the initial preparation of the exciton with a laser pulse must be performed
during a fraction of the driving period, because the laser pulse has a certain length and
cannot be triggered with arbitrary precision. Thus, for shorter driving periods, one will
have difficulties to carry out the preparation. These difficulties can be circumvented
by employing more elaborate pulses such as the ones sketched in Fig. 3.2 (right) and
given in Eq. (3.8). Notice that for these pulses, the contribution of each harmonic is
significantly smaller than 1 meV, while the driving period remains at 2pi/Ω = 1 ns. The
resulting entanglement dynamics is plotted in Fig. 3.3(e–f). As compared to panel (a),
the performance of the entanglement creation has improved. Moreover, as we will see
below, this performance can be reached in a broader parameter range.
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Figure 3.4: Maximum of the concurrence achieved as function of the static detun-
ing δ0 and the dot-cavity coupling g. All other parameters, the wave forms, and the
arrangement of the panels is as in Fig. 3.3.
In an experimental implementation of our proposed scheme, one would on the one
hand like to obtain a rather large maximum for the concurrence, while on the other
hand, an appreciable entanglement should be found during a not too short time, ideally
limited only by Γγ . Moreover, the cavity-dot coupling g is essentially a fixed parameter
determined during chip fabrication, which implies that the width of the avoided crossing
can be tuned only within a narrow range via the driving frequency and the amplitude.
Therefore, it is desirable that the results do not depend too sensitively on g. Given this
low flexibility, suggestions for more promising SAW shapes are particularly welcome.
3.6 Analysis of the parameter space
To analyze the performance of each wave form in a more systematic way, we employ two
figures of merit. The first one is the maximal concurrence C, reached during a time T/4
centered at the avoided crossing as function of g and δ0, depicted in Fig. 3.4. For all
frequencies and pulse shapes considered, the concurrence can reach values up to C ≈ 0.8.
However, the basic sinusoidal wave at 1 GHz yields this value only in a small range of
the coupling g, which requires a precise fabrication process. Since, as discussed above,
for 3 and 5 GHz, the required amplitudes of the order 1 meV are difficult to achieve, the
more elaborate pulse shapes are clearly preferable. For all three composed pulses, the
plots of the concurrence maximum behave very similar. The common feature of all three
is the rather steep slope of the detuning δ(t) close to the center of the avoided crossing,
as it can be appreciated in the lower panels of Fig. 3.3. This suggests that the main
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Figure 3.5: Persistence of the entanglement, i.e., time during which the concurrence
exceeds the threshold value set by C > 1/2. All parameters, wave forms, and the
contour lines marking the maximum of the concurrence are as in Fig. 3.4.
effect of the higher-order Fourier components is to augment the sweep velocity at the
crossing.
Our second figure of merit is the persistence time τ of the entanglement defined as
the time during which C > 1/2. This quantifier is depicted in Fig. 3.5. The contour
lines enable a comparison with the results shown in Fig. 3.4. This reveals that a large
maximum does not necessarily coincide with long persistence. This is in particular the
case for the sinusoidal pulses with higher frequencies (panels (b) and (c)). Nevertheless,
there exist regimes where both the entanglement maximum and the persistence are
rather favorable and where τ practically reaches its theoretical limit, which is the cavity
lifetime ~/Γγ = 26 ps. As for the maximum, the plot for the sine wave with 3 GHz and
the ones for the composed pulses (panels (d)–(f)) look similar. However, the former
has the disadvantage of being experimentally more demanding. Interestingly enough, in
two regimes, albeit small, pure sine waves yield surprisingly long entanglement duration:
First, for 1 GHz in the regime δ0 ≈ −1 meV, g & 10µeV, where, however, the maximum
is rather low. Second, for 5 GHz, we witness in panel (f) at g ≈ 25µeV some islands
with τ & 20 ps. Combining the two criteria of large maximum C and long persistence,
we can conclude that for an experimental realization, the quantum dot-cavity coupling
g should be in the range 20–50µeV.
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3.7 Summary and Outlook
The theoretical study of this chapter demonstrates the experimental feasibility of en-
tanglement generation in a semiconductor quantum dot–nanocavity system by a SAW-
gated LZ-transition. Using exclusively experimentally demonstrated, state of the art
system parameters, we find high levels of entanglement corresponding to a concur-
rence of C > 0.8. Its persistence is mainly limited by the photon loss from the cavity.
This dominant dephasing mechanism arises from the moderate quality factor of such
semiconductor-based cavities. An extension of this scheme to Fourier-synthesized SAW
waveforms promises two significant advantages over a single-frequency sinusoidal drive.
First, our model predicts, for square and sawtooth pulses, a large value of concurrence
over the system-limited timescales for a broad range of g and δ0. The second advan-
tage lies in the experimental implementation: The complexity to achieve a sufficiently
large modulation amplitude of 1 meV increases significantly with increasing SAW fre-
quency, in particular for modulation frequencies of the order 3 GHz and larger. In order
to generate Fourier-synthesized waveforms also higher harmonics with frequency larger
than 1 GHz are needed, however, already small amplitudes are sufficient to create pulses
with a considerably steeper slope. Moreover, the fundamental SAW period in the ex-
periment remains constant at 1 ns which facilitates the synchronisation with the optical
initialization and the measurement of the entanglement. The latter can be implemented,
e.g., by extending existing schemes based on reflectivity spectroscopy [122] using short
(< 1 ps) and broadband laser pulses as a function of time during the acoustic cycle.
Moreover, since the system is initialized in the exciton state, i.e., in the lower branch
of the avoided crossing, any signal from the upper branch detected the loss spectrum
provides a fingerprint of the LZ-transition.
Another possible application of SAW based modulation schemes could be the con-
trolled generation of photons by adiabatic following. Here, smaller SAW frequencies
< 1GHz are sufficient to coherently transfer the excitation from the quantum dot to the
cavity. The incoherent exponential decay out of the cavity then usually releases single
photon with a Lorentzian spectral distribution. Using different tailored SAW pulses al-
lows one to control the population in the cavity, and therefore to shape the wave packet
of the released photons.
Finally we note, that the results of our theoretical study can be directly transferred
to other types of semiconductor cavities, most notably Bragg-type microcavities [133]
which are SAW-compatible [134]. In addition, amongst the broad variety of control tech-
niques, electrical tuning of the quantum dot transition via the quantum confined stark
effect [123, 135–137] could be an alternative approach to realize the required Gigahertz
frequencies.
Chapter 4
Qubit interference at avoided
level crossings
In the previous chapter, we considered a quantum system with a periodically modulated
detuning. Since the amplitude of the modulation was sufficiently large, the driving
could be linearized near an avoided crossing and the dynamics of the system could be
qualitatively described in term of Landau Zener transitions. Because the lifetime of an
excitation (the photon) in the system was shorter than half the driving period, it was
also adequate to restrict to a single transition, since the excitation was lost before the
crossing was reached a second time.
In general, however, sweeping the detuning with an ac-field, results in a series of
avoided crossings, so that the wavefunction splits and recombines repeatedly—the quan-
tum mechanical analogue of a Mach-Zehnder interferometer [20]. The resulting Landau-
Zener-Stu¨ckelberg-Majorana (LZSM) interference patterns, have been demonstrated in
various experiments with solid-state qubits [25–27,29–32].
To observe LZSM patterns with an adequate resolution the system has be coherent,
to some extent. Environmental fluctuations and dissipation will, in general, spoil the
system’s coherence, and therefore reduce the contrast of the interference pattern. From a
different perspective, this enables to employ LZSM interferometry as a tool to determine
the dephasing time of a qubit. The analysis of the interference pattern may be performed
in “real space”, i.e. as a function of detuning and amplitude [31], or in Fourier space [34].
The latter type of analysis is based on the observation that the Fourier transform of
LZSM patterns exhibit arc structures with a characteristic decay [33]. By comparing
measured and computed patterns for a qubit, one can determine the inhomogeneous
broadening as well as the faster decoherence induced by substrate phonons [34]. Since
this procedure takes considerable numerical effort, analytic knowledge about the patterns
in Fourier space simplifies the analysis considerably.
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In this chapter, we address two questions beyond related previous studies: the role
of the system-bath coupling and influence of the driving shape. As a model system we
employ a two-level system driven by a periodic force and coupled to an environment
of harmonic oscillators. We calculate LZSM interference patterns in the steady state
and analyses them in real and Fourier space. In Sec. 4.2, we introduce the Floquet-
Bloch-Redfield formalism which provides our numerical solutions. Section 4.3 is devoted
to the LZSM pattern in real space which is governed by the coupling operator to the
bath. In Sec. 4.4 we discuss the Fourier transform of the LZSM patterns exhibiting
characteristic arc structure that decay exponentially. Moreover, we determine the decay
of the arcs as a function of the bath parameters. Finally, in Sec. 4.5 we investigate
LZSM patterns with general periodic driving and derive an analytic description of the
corresponding structures in Fourier space. We start with an introduction to the theory of
LZSM Interference. The results of this chapter have been published previously in [138].
4.1 Periodic sweeping through an avoided crossing
Let us consider a two level system with a time-dependent level splitting ε(t) and the
tunnel coupling ∆ between the level. This system is described by the Hamiltonian
H(t) =
~ε(t)
2
σz +
~∆
2
σx
1, (4.1)
having the energy eigenvalues
E±(t) = ±~
√
ε(t)2 + ∆2, (4.2)
and the eigenstates |±〉. The time-dependent level splitting is assumed to vary periodi-
cally in time, according to
ε(t) = 0 +Af(t), (4.3)
where 0 is a static detuning and f(t) = f(t + T ) a periodic driving function. At this
point, we assume that the driving is of the form
f(t) = cos(Ωt). (4.4)
Figure 4.1(a) shows the spectrum of the Hamiltonian (4.1) for A = 0 as function of the
static detuning 0, forming an avoided crossing. Here, the dashed lines correspond to
the diabatic state |↑〉 and |↓〉, i.e. the eigenstates of the Hamiltonian (4.1) with ∆ = 0.
Switching on the driving (symbolized by the green line) with A > 0 will sweep the
1 Note that this Hamiltonian can be mapped onto: H(t) = ~ε(t)
2
σx− ~∆2 σz, by applying a pi/2 rotation
around the y-axis. With a driving of the from Eq. (4.4) this Hamiltonian describes a two-level atom
driven by a laser field [20].
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Figure 4.1: Periodic sweeping through an avoided level crossing: (a) shows the energy
spectrum without driving as a function of the static detuning 0. The red and blue line
are the system eigenenergies given by (4.2), the corresponding eigenstates are also called
adiabatic states. The black dashed lines show the energies of the diabatic states, i.e.
eigenstates of the uncoupled system. The green line symbolizes the driving. (b) shows
the time evolution of the spectrum as a function of time. The system passes through an
avoided crossing at times t1 and t2. Between the avoided crossing it gains a dynamical
phase φd1,2. Parameter: ∆/Ω = 0.2, A/Ω = 1.
qubit periodically through the avoided crossing. This leads to a series of successive non-
adiabatic transitions, whenever the diabatic states cross. The probability for a single
transition can be approximated by the Landau-Zener formula (compare with discussions
in Sec. 3.3 and Appendix B) [20]
PLZ = exp
(−pi∆2
2AΩ
)
. (4.5)
Note that, in contrast to the last section, here, we express the system in the adiabatic
basis. If the amplitude A is large as compared to the width of the crossing region,
the system evolves adiabatically between two consecutive transitions at times t1 and t2,
however, it will gain a dynamical phase [20] (see, Fig. 4.1 (b)):
φd1,2 =
1
2
∫ t2
t1
√
ε(t)2 + ∆2 dt. (4.6)
Because of this phase, the wave functions belonging to the states with energies E+ and
E− interfere at the avoided crossing at t2. This may increase the probability to undergo
a Landau-Zener transition (constructive interference) or may diminish it (destructive
interference).
4.1.1 Double passage
Before we discuss the general case, let us discuss the situation where we sweep through
the avoided crossing exactly two times. This situation is depicted in Fig. 4.1, and an
analog to a Mach-Zehnder interferometer [139,140] in optics [25] (see Fig. 4.2). The first
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Beamsplitter
Mirror
Detector 1
Detector 2
Figure 4.2: The Mach Zehnder interferometer: A light beam hits a 50:50 beamsplitter
and gets divided into two beams. These beams get reflected by a mirror an pass
a second beamsplitter, where they interfere. Depending on the optical path length
the two beams enter the second beamsplitter with a phase difference, determining the
intensity detected with detector 1 and 2.
transition at time t1 divides the qubit wavefunction into two parts (one part is in the
state |+〉, the other in |−〉), and plays the role of the first beamsplitter in Fig. 4.2. The
probability to be either in state |+〉 or in state |−〉 after the transition is given in terms
of the Landau-Zener formula, Eq. (4.5) and can be expressed using the S-Matrix [20]
SLZ =
(√
1− PLZ e−iϕSt −
√
PLZ√
PLZ
√
1− PLZ eiϕSt
)
, (4.7)
where we used the adiabatic eigenstates as a basis. In Eq. (4.7) an additional phase
ϕS, called the Stokes phase, is appearing (see [20] and references therein for the precise
expression). This phase can be interpreted as a geometric phase and is related to the
Berry phase [141].
After the first transition, the system evolves adiabatically until it approaches the
second avoided crossing. Like a propagating light beam the qubit wavefunction gains a
phase during its free evolution. This is described by the matrix
Ut2,t1 =
(
exp(−iφd1,2) 0
0 exp(iφd1,2)
)
. (4.8)
The effect of the second transition is again described by Eq. (4.7). Starting in the ground
state |−〉 after the second transition the system is in the state:
|Ψ2〉 = SLZ Ut2,t1 SLZ |−〉 , with |−〉 =
(
0
1
)
. (4.9)
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Figure 4.3: Time evolution of periodically driven qubit. The plot shows the prob-
ability to be in the excited state. For A  ∆ and A  Ω the qubit undergoes a
series of well separated LZ-transitions, and interferes constructively (red solid line) or
destructively (blue dashed line) at the transitions. Parameters: A/Ω = 15, ∆/Ω = 0.8,
0/Ω = 1 (constructive), and, respectively, 0/Ω = 0.5 (destructive). The green dot-
ted line shows P+(t) for A/Ω = 3, ∆/Ω = 0.8 and 0/Ω = 0.3. Results obtained by
numerical integration of the Schro¨dinger equation with Hamiltonian (4.1).
It follows, that the probability P+ = |〈+|Ψ2〉|2 to be in the excited state |+〉 = (1, 0)T
after sweeping twice through the crossing is given by
P+ = 4PLZ(1− PLZ) sin2(ΦSt), (4.10)
where ΦSt = φ
d
1,2 + ϕS is the so-called Stu¨ckelberg phase [17, 20]. The corresponding
Stu¨ckelberg oscillations have been observed experimentally, for example in the microwave
excitation of Rydberg atoms [142]. While for destructive interference Eq. (4.10) vanishes,
for constructive interference we have P+ = 4PLZ(1 − PLZ), i.e. the probability is twice
as large as one would expect for two successive transition without interference [20].
4.1.2 Multiple transitions
Sweeping through an avoided crossing many times induces multiple LZ-transition and
may lead to a complex dynamics. In Fig. 4.3, we plot the probability to be in the
excited state P+(t) = |〈+|Ψ(t)〉|2 as a function of time, where |Ψ(t)〉 is the solution of
the Schro¨dinger equation with the initial state |−〉 and the Hamiltonian (4.1). If the
amplitude A is large as compared to the width of the avoided crossing, the dynamics
can be described as a series of separated transition, and is well approximated by a
generalisation of the model2 presented in the last subsection [20]. The red solid and
the blue dashed line in Fig. 4.3 depict the special cases of constructive (red solid) and,
destructive interference (blue dashed), respectively, at the avoided crossing. While in
2Also called “adiabatic impulse model” in the literature.
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the latter cases one can clearly distinguish between the individual transitions, for general
parameters this is no longer possible (green dotted line).
In order to derive an analytical expression for the systems time evolution, we trans-
form the Hamiltonian, Eq. (4.1), to a rotating frame by applying the unitary transfor-
mation [20,143,144]:
Ur(t) = exp
(
− i
2~
V (t)
)
, (4.11)
with the operator
V (t) =
∫ t
0
dt′ A cos(Ωt′)σz =
A
Ω
sin(Ωt)σz. (4.12)
Using the identity
eix sin(t) =
∞∑
n=−∞
Jn(x)e
int, (4.13)
with Jn(x) being the nth Bessel function of the first kind [145], this yields the trans-
formed Hamiltonian:
Hr =
∞∑
n=−∞
∆n
2
(
e−inΩtσ+ + einΩtσ−
)
+
0
2
σz, (4.14)
with σ± = σx ± iσy and the renormalized tunnel matrix element
∆n = Jn
( A
~Ω
)
∆. (4.15)
In order to eliminate the time dependence of Eq. (4.14) we apply a second transformation
Uk(t) = exp(ikΩt/2) and assume that we are close to a k-photon resonance, where
kΩ ≈
√
20 + ∆
2 ≈ |0|. If the coupling ∆ is sufficiently weak, we can adopt a RWA,
supposing that in the vicinity of the resonance δn = nΩ− 0 ≈ 0 the rapidly oscillating
term with n 6= k can be neglected (compare with the discussion after Eq. (3.5)). This
leads to the effective Hamiltonian:
Heffn =
δn
2
σz +
∆n
2
σx. (4.16)
Hence, we have converted the Hamiltonian to a form that is time independent. Note that
in Eq. (4.16), the renormalized tunnel coupling ∆n is appearing, i.e., the original coupling
constant ∆ is multiplied by the Bessel function Jn(A/~Ω). At certain values of A/~Ω the
Bessel function vanishes and the tunneling gets suppressed. This phenomenon is called
coherent destruction of tunneling [146]. From Eq. (4.16) the Schro¨dinger equation can
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Figure 4.4: Landau-Zener-Stu¨ckelberg-Majorana interference pattern: The excited
state population P+(0, A), given by Eq. (4.18), as a function of amplitude A and
static detuning 0. Parameters: ∆/Ω = 0.5.
be solved readily to yield the excited state probability [20]
P
(n)
+ (t) =
1
2
∆2n
δ2n + ∆
2
n
(
1− cos(Ω(n)t)), (4.17)
with Ω(n) =
√
δ2n + ∆
2
n. Averaging over the period 2pi/Ω
(n), and summing up all n-
photon resonances leads to
P+(0, A) =
1
2
∑
n
∆2n
δ2n + ∆
2
n
. (4.18)
The notation of Eq. (4.18) already indicates that the excited state probability is a
function of the static detuning 0 and the amplitude A. Indeed, in many experiments
with solid state qubits these parameter can be controlled to a high degree [25–27,29–32].
Figure 4.4 shows P+(0, A). One observes an interference pattern called Landau-Zener-
Su¨ckelberg-Majorana (LZSM) interference pattern with several peaks restricted to an
area where A < 0, because the amplitude of the driving must exceed the detuning in
order to induce transitions. The peaks appear when δn = 0 and hence can be interpreted
as multi-photon resonances. At certain values of A, where the Bessel functions Jn
vanish, these resonances are suppressed because of coherent destruction of tunneling (as
discussed above).
Hitherto, we considered a closed system. As already mentioned in the previous chap-
ter, this often is a deficient approximation, especially if one is dealing with solid state
qubits, at long times beyond the coherence time. In order to take into account environ-
mental effects, one may describe the system dynamics in terms of a master equation as
in Sec. 3.4, however, if the system is driven by a strong external field, the driving affects
the system–bath coupling and complicates the solution of the master equation [22]. In
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order to overcome this issue, we use the fact, that the system is driven by a periodic
force and empoly Floquet theory to derive a Floquet-Redfield master equation in the
next section.
4.2 Bloch-Redfield equation and Floquet theory
Symmetry is one of the deepest concepts in modern physics and symmetry considerations
are often at the beginning of a theoretical analysis, or allow to simplify a complex
problem. For example, in condensed matter physics the periodicity of the lattice, i.e.
its (discrete) translation symmetry, allows to write the electron wavefuction in terms
of Bloch waves, and gives rise to the electronic band structure. In periodically time-
dependent system an analogous approach, called Floquet theory, applies which we will
use in the following to derive a master equation for a periodically driven quantum system
in contact with an environment.
4.2.1 Floquet theory
Consider the Schro¨dinger equation written in the homogeneous form(
H(t)− i~ ∂
∂t
)
|Ψ(t)〉 = 0 (4.19)
with the time-dependent Hamiltonian H(t) obeying the discrete time translation sym-
metry
H(t) = H(t+ T ), T =
2pi
Ω
. (4.20)
The symmetry operator ST : t→ t+ T , which translates a given state by one period T ,
commutes with H(t)− i~ ∂∂t , and hence the eigenstates of ST are, up to a phase factor,
also solution of the Schro¨dinger equation (4.19). One has
ST |Ψ(t)〉 = |Ψ(t+ T )〉 = eiΦ |Ψ(t)〉 (4.21)
Using the “plane wave” ansatz
|Ψ(t)〉 = e−iεt/~ |Φ(t)〉 , with ε = ~Φ/T, (4.22)
one effectively separates the timescales, where the long time behavior is dominated
by the phase factor with the quasi-energy ε and the dynamics within one period T is
determined by the Floquet states |φ(t)〉 which obey
|Φ(t)〉 = |Φ(t+ T )〉 . (4.23)
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The previous reasoning can be summed up in the Floquet theorem stating that the
Scro¨dinger equation (4.19) possesses a complete set of solutions [22,147,148]
|Ψα(t)〉 = e−iεαt/~ |Φα(t)〉 with |Φα(t)〉 = |Φα(t+ T )〉 , (4.24)
Thus, its general solution can be expressed as the superposition
|Ψ(t)〉 =
∑
α
cαe
−iεαt/~ |Φα(t)〉 , (4.25)
where the coefficients cα = 〈Φα(0) | Ψ(0)〉 depend on the initial condition. Note that
Floquet states |Φα(t)〉 are in general no solutions of the Schro¨dinger equation. With the
Floquet operator
H(t) = H(t)− i~ ∂
∂t
, (4.26)
one finds the eigenvalue equation
H(t) |Φα(t)〉 = εα |Φα(t)〉 . (4.27)
Hence, one obtains the solution of Eq. (4.25) by solving Eq. (4.27). Moreover, from
Eq. (4.27) one derives that
ε(n)α = εα + n~Ω, (4.28)
with n = 0,±1,±2, . . . , also solve Eq. (4.27). The quasi-energies εα hence belongs to a
whole class of solutions and it is sufficient to restrict on the quasi-energies within one
Brillouin zone E−~Ω/2 < εα < E+~Ω/2, for any E. Owing their time periodicity, the
Floquet states |Φα(t)〉 can be expressed as Fourier series
|Φα(t)〉 =
∑
k
e−ikΩt |cα,k〉 , (4.29)
with
|cα,k〉 = 1
T
∫ T
0
dt eikΩt |Φα(t)〉 . (4.30)
4.2.1.1 Floquet theory in Sambe space
The postulates of quantum mechanics tell us that the state |Ψ(t)〉 is an element of
a Hilbert space R. For the Floquet operator (4.26) it is convenient to introduce the
composite Hilbert space R⊗T [149], sometimes also called Sambe space, where R is the
space of square integrable functions on configuration space and T the space of T -periodic
function. On R there exists a countable complete set {|n〉} of orthonormal states with
〈n|n′〉 = δn,n′ ,
∑
n
|n〉 〈n| = 1. (4.31)
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Accordingly, we define on T the inner product
(u, v) =
1
T
∫ T
0
dt u∗(t)v(t). (4.32)
From Fourier analysis it follows that the functions exp(ikΩt), with k = 0,±1,±2 form
an orthonormal basis of T . Consequently, on the composite Hilbert space R ⊗ T the
inner product then is given by
〈〈Φα|Φβ〉〉 = 1
T
∫ T
0
dt〈Φα(t)|Φβ(t)〉 = δα,β, (4.33)
where we introduced the notation |Φβ〉〉 for the elements of R ⊗ T . An orthonormal
basis of R⊗ T is defined by the set of states {|Φkn〉〉} with
〈t|Φkn〉〉 = eikΩt |n〉 . (4.34)
4.2.1.2 Numerical approach – Method of Floquet matrix
Except for some special cases (see e.g. [22,148]), exactly solvable quantum systems with
explicit time dependence are scarce. Therefore, one generally has to invoke numeri-
cal methods. Here, Floquet theory can be a powerful and elegant tool to numerically
determine the dynamics of a given system. The literature describes different computa-
tional methods for the determination of the Floquet states |Φα(t)〉 and the quasi-energies
εα [22,148]. Here, we employ the Floquet matrix method which is based on solving the
eigenvalue equation Eq. (4.27). Starting with a general time-periodic Hamiltonian writ-
ten as Fourier series,
H(t) = H0 +
∞∑
l=0
Al sin(Ωt+ ϕl)Hl, (4.35)
We transform the eigenvalue equation (4.27) to in Sambe space, where it reads
∑
n′,k′
Hkk′nn′ Φk
′
n′,α = εα Φ
k
n,α. (4.36)
Here, we introduced the Floquet matrix
Hkk′nn′ =
(〈n|H0 ∣∣n′〉+k~Ωδn,n′)δk,k′+ ∞∑
l=1
Al
2i
〈n|Hl
∣∣n′〉 (eiϕlδk,k′+l−e−iϕlδk,k′−l), (4.37)
with eigenstates
Φkn,α = 〈〈Φkn | Φα〉〉 = 〈n | cα,k〉. (4.38)
Hence, by solving Eq. (4.36) one finds the Fourier coefficients |cα,k〉 and is able to
reconstruct the Floquet states in terms of Eq. (4.29). Together with the eigenvalues εα,
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the solution of the Schro¨dinger equation can readily be found. As basis states |n〉 for
the Hilbert space R, one usually employs the eigenstates of the undriven Hamiltonian
H0. Note that dimension of the Sambe space and therefore of the Floquet matrix (4.37)
is infinite. Thus, one has to cut the Sambe space index k at a certain value kmax. This
is justified because the coefficients of |cα,k〉 vanish for large k. In general, kmax has
to be chosen ∝ max{A/~Ω, δE0/~Ω}, where δE0 is the typical energy splitting of the
Hamiltonian H0. Additionally kmax may depend on the number of Fourier coefficients
Al required for H(t).
4.2.2 Floquet-Redfield master equation
The effect of the environment on the system dynamics is represented using the system-
bath model (3.9), where the environment is described by a infinite sum of harmonic
oscillators. Here, H(t) is given by the system Hamiltonian (4.1). Moreover, we assume
the system-bath coupling
HSB =
1
2
X
∑
ν
~λν(a†ν + aν), (4.39)
where ~λν are the system-oscillator coupling energies. For the qubit operator X which
couples to the bath, we consider σx and σz as well as a linear combination of the two.
According to their orientation on the Bloch sphere with respect to the driving, we refer
to the coupling as transverse (σx) and longitudinal (σz), respectively. Following the
approximation steps of Sec. 3.4, we arrive, mutatis mutandis, at the Markovian master
equation (3.18) for the density matrix ρ in the interaction picture
d
dt
ρ˜S(t) = − i~
∫ ∞
0
ds trB[H˜SB(t), [H˜SB(t− s), ρ˜S(t)⊗ ρB]. (4.40)
Introducing the spectral density J(ω) = pi
∑
ν |λν |2δ(ω − ων), and the symmetric and
the antisymmetric bath correlation functions
S(τ) = 1
2
〈{B(τ), B(0)}〉eq
=
1
pi
∫ ∞
0
dωJ(ω)coth(~ωβ/2) cos(ωτ), (4.41)
A(τ) = 1
2
〈[B(τ), B(0)]〉eq
=
1
pi
∫ ∞
0
dωJ(ω) sin(ωτ), (4.42)
respectively, with the collective bath coordinate
B(t) =
∑
ν
λν{a†ν exp(iωνt) + aν exp(−iωνt)} (4.43)
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and 〈. . . 〉eq being the average with respect to the thermal equilibrium of the environment,
Eq. (4.40) yields
d
dt
ρ = − i
~
[H(t), ρ]− 1
4
∫ ∞
0
dτ
(
S(τ)[X, [X˜(t− τ, t), ρ]] +A(τ)[X, {X˜(t− τ, t), ρ}]
)
.
(4.44)
where {A,B} = AB + BA denotes the anti-commutator and X˜(t′, t) is a shorthand
notation for U †t,t′XUt,t′ , with U being the propagator for the coherent qubit dynamics.
In order to solve Eq. (4.44) numerically, we express it in the basis of Floquet states
|Φα(t)〉. This yields
d
dt
ραβ(t) = − i~(εα − εβ)ραβ(t) +
∑
α′β′,k
e−ikΩtD(k)αβ,α′β′ρα′β′(t), (4.45)
with ραβ(t) = 〈Φα(t)| ρ |Φβ(t)〉, and the kth Fourier component of the dissipative super-
operator
D(k)αβ,α′β′ =
∑
k′
(Nαα′,k′ +Nββ′,k′−k)Xαα′,k′Xβ′β,k−k′ (4.46)
+ δβ,β′
∑
k′,β′′
Nβ′′α′,k−k′Xαβ′′,k′Xβ′′α′,k−k′
+ δα,α′
∑
k′,α′
Nα′′β′,k′−kXβ′α′′,k−k′Xα′′β,k′ .
In Eq. (4.46) we assumed a Ohmic spectral density
J(ω) =
1
2
piαω (4.47)
with the dimensionless dissipation parameter α. Moreover, we use the thermal coeffi-
cients
Nαβ,k = N(εα − εβ + k~Ω) with N(ω) = αωnth(ω), (4.48)
and the bosonic thermal occupation number nth(ω) = (e
β~ω − 1)−1. Finally, we intro-
duced the transition matrix elements
Xαβ,k =
1
T
∫ T
0
dt eikΩt〈Φα(t)|X|Φβ(t)〉 =
∑
n
〈cα,n|X |cβ,n+k〉 . (4.49)
In the long-time limit, the system relaxes to a steady state which obeys the time-
periodicity of the driving, ρ∞(t) = ρ∞(t + T ). Hence we can write the density matrix
as Fourier decomposition
ρ∞(t) =
∑
k
e−ikΩtρ(k) (4.50)
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Since for periodic driving also the systems Liouville operator L(t) is periodic, we can
also expand it as a Fourier series so that the Liouville equation can be expressed as
d
dt
ρ(t) =
∑
k
e−ikΩt Lk ρ(t). (4.51)
Together with Eq.(4.50) this yields the steady state condition
− i~kΩρ(k) =
∑
k′
L(k−k′)ρ(k′), (4.52)
which can be written in matrix form:
−i~NΩρ(N)
...
0
...
i~NΩρ(−N)

=

L(0) . . . L(N) . . . L(2N)
...
. . .
...
. . .
...
L(N) . . . L(0) . . . L(−N)
...
. . .
...
. . .
...
L(−2N) . . . L(−N) . . . L(0)


−i~NΩρ(N)
...
0
...
i~NΩρ(−N)

. (4.53)
Comparing Eq. (4.52) with Eq. (4.45), one recognizes that the Fourier components L(k)
can be computed in the Floquet basis, and its matrix elements are
L(k)αβ,α′β′ =

−i(εα′ − εβ′)δα,α′δβ,β′ +D(0)αβ,α′β′ , for k = 0
D(k)αβ,α′β′ , else
(4.54)
Plugging Eq. (4.54) into Eq. (4.52) directly leads to
− i~kΩρ(k)αβ =
∑
α′,β′,k′
L(k−k′)αβ,α′β′ρ(k
′)
α′β′ . (4.55)
In Eq. (4.53), we truncate the system of equations (4.55) at k = N . In practice, at
least in our studies, numerical convergence was already obtained for N ≤ 5 i.e., for
truncation at the fifth sideband, even when the Floquet states may contain many more
relevant sidebands. Setting N = 0 reproduces the so called moderate rotating wave
approximation (RWA) [150] which is valid when dissipative effects are relevant only on
time scales much larger than one period T of the driving. Note that in contrast to
Eq. (4.45), the master equation in moderate RWA
d
dt
ραβ(t) =
∑
α′β′
L(0)αβ,α′β′ρα′β′(t), (4.56)
is in general not invariant under shifts of the Brillouin zone, because, εα → εδ = εα+n~Ω
does in general not imply L(0)αβ,α′β′ = L(0)δβ,α′β′ . This can lead to artefacts which also reflect
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themselves in the steady state solution. Alternatively, one can additionally perform the
full rotating wave approximation and set
εα − εβ = εα′ − εβ′ (4.57)
which, for a non-degenerate spectrum, is fulfilled if (α, β) = (α′, β′) or (α, α′) = (β, β′).
Thus, it leads to a decoupling of diagonal and off-diagonal elements and the master
equation becomes
ρ˙αα(t) =
∑
α′
Lαα,α′α′ρα′α′ (4.58)
ρ˙αβ(t) = Lαβ,αβραβ(t), α 6= β. (4.59)
In full RWA, the master equation is again invariant under shifts of the Brillouin zone,
despite that this approximation is even more restrictive than the moderate RWA [150].
In contrast to the previous equations, it can be written in Lindblad form (compare
Sec. 3.4.1) where the Lindblad operators Γαβ(t) = |Φα(t)〉 〈Φβ(t)| act as shift operators
for Floquet states [150, 151]. From Eq. (4.58) and Eqs. (4.59) it follows that in the
steady state, the density matrix is diagonal in the Floquet basis. Moreover, in full
RWA the stationary state will not depend on the dissipation strength α. For vanishing
temperature one will always end up in the Floquet states with the lowest energy.
4.3 Steady State LZSM patterns
4.3.1 Numerical results
In Section 4.1, we considered the average probability to be in the excited state starting
in the initial state |−〉. In the presence of a heat bath, the system state in the long-time
limit typically relaxes to a unique steady state which is independent of the initial state.
Therefore, we consider time averages of observables such as populations when the system
has reached its steady state. We define
Pex(0, A) :=
1
T
∫ T
0
dt 〈+|ρ∞(t)|+〉, (4.60)
where ρ∞(t) is the periodic long-time solution of the master equation. Thus, Pex directly
relates to the Fourier coefficients in Floquet basis, ρ
(k)
αβ . Alternatively, we could evaluate
the probability to be in one of diabatic states, i.e., the eigenstates of the uncoupled
Hamiltonian. Since in the vast part of the parameter space considered, the qubit is
strongly biased, i.e., ∆ |0|, the choice is of minor practical relevance.
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Figure 4.5: Non-equilibrium population Pex as a function of the detuning 0 and the
driving amplitude A for f(t) = cos(Ωt). The qubit-bath coupling Hint is determined by
X = σx (a)–(c) and X = σz (d) –(f), while ∆ = 0.5Ω. Moreover, we consider different
bath coupling strength α and temperatures 1/β. (a), (d): α = 10−3, 1/β = 0.1~Ω, (b),
(e): α = 0.05, 1/β = 0.1~Ω and (c), (f): α = 10−3, 1/β = 2~Ω.
Let us first consider the transverse coupling (X = σx). The resulting pattern
(Fig. 4.5(a)-(c))3 is characterized by resonance islands which, as a function of the de-
tuning 0, are Lorentzians. As a function of the amplitude A, their shape follows ap-
proximately the squares of Bessel functions. Qualitatively, the patterns resemble the
one without dissipation in Fig. 4.4. This behavior was also predicted for the current
through ac-gated double quantum dots [34, 143]. Moreover, it has been observed with
good resolution in various experiments [25,27,28,30,33,34].
If the bath couples longitudinally with respect to the driving, i.e., when both the ac
field and the environment enter via σz, the pattern changes qualitatively. As it can be
appreciated in Fig. 4.5(d)-(f), the Lorentzian peaks turn into a triangular structures.
This kind of bath coupling should be relevant for a charge qubit in a Cooper-pair box
driven by an ac gate voltage, while being sensitive to environmental charge fluctua-
tions. The LZSM pattern for such a case has been measured in Ref. [26] and indeed
exhibits some similarity with Fig. 4.5(a)-(c). Recent experiments [152] have obtained
such triangular patterns with much higher resolution.
A quantitative analysis of the peaks for longitudinal coupling (cf. Fig. 4.6) reveals that
the maxima are shifted towards smaller 0. Moreover, the maximal value of Pex exceeds
the value of 0.5, implying population inversion in a two-level system. Physically, this can
be explained by the observation that for longitudinal coupling the driving and the bath
couple to the same coordinate. Hence, driving and bath can corporate and it is possible
to excite a virtual state with n~Ω > 0 from which one decays to |+〉. If this process
3The differences between these plots are discussed below.
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is faster than the decay to the ground state, the population can be inverted [153–155].
This also explains the shift of the maxima towards smaller 0.
In order to study the effect of the bath temperature and the coupling strength we
consider different values of dissipation strength α and temperature 1/β. Therefore, we
compare the patterns with rather small values of α and 1/β (Figs. 4.5 (a),(d)) with
patterns where either the coupling α is increased (Figs. 4.5(b),(e)), or the temperature
1/β (Figs. 4.5(c),(f)).
While for increasing α and transverse bath coupling the pattern gets washed out
distinctly (Fig. 4.5(b)), the pattern with longitudinal coupling almost stays unchanged
(Fig. 4.5(e)). This also suggests that in the latter case the pattern not only gets damped
out by the environmental fluctuations, but is a result of the interplay between driving
and dissipation.
On the other hand, for increasing temperature (Fig. 4.5(c),(f)) both patterns get
washed out. Interestingly, the pattern with transverse bath coupling 4.5(c) seems to
be less sensitive to an increasing by temperature than the pattern with longitudinal
coupling 4.5(f). Here, the peak structure vanishes almost completely, however, the
residual excited state population is not going to zero, but is striving towards Pex = 0.5.
This stems from the fact that for X = σz the bath induces transitions between the
eigenstates, when the Hamiltonian is dominated by ∆σx, i.e. between |±〉 ≈ |↑〉 ± |↓〉.
Most of the time, however, the Hamiltonian is dominated by (0 +A cos(Ωt))σz, so that
the excited state coincides with a diabatic state |+〉 = |↑〉 or, |+〉 = |↓〉, respectively,
depending on t. As a consequence, the bath propels the system a state ≈ |↑〉 + |↓〉,
corresponding to an average excited state population Pex = 0.5.
4.3.2 Analysis of the resonance peaks
To analyse the peak structure of the interference patterns quantitatively, it is useful to
plot horizontal cuts, i.e., to fix the amplitude A and plot Pex as a function of 0 (see
Fig. 4.6). The plot reveals that the peaks for transverse coupling indeed are Lorentzians.
For longitudinal coupling, the peaks are anti-symmetric. Moreover, we witness a trian-
gular shaped background with a roughly linear decays in |0| while being practically
independent of the tunneling ∆. Our aim is to explain these features within the Bloch
equations for the qubit derived in Appendix C. We restrict the discussion to the limit
of very low temperatures for which the interference pattern is most pronounced.
4.3.2.1 Lorentzian peaks for the transverse coupling via σx
An analytic expression for the resonance peaks can be found within an approximation
scheme for close-to-resonant excitation [20, 143]. For a bath coupling via σx, the calcu-
lation follows the one in [20]. We sketch it briefly, so that we can later highlight the
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Figure 4.6: (Color online) Non-equilibrium population Pex shown in Fig. 4.5 as a
function of the detuning 0 for the driving amplitude A = 10Ω. (a) Comparison between
numerical result with σx coupling obtained with the Bloch-Redfield master equation
(solid red) and the analytical solution (4.62) for the resonances with n = 7, 8 (dotted
blue). (b) Comparison between numerical result with σz coupling (dashed black) and
the analytical solution (4.67) for n=2,3 (dotted blue). (c) Numerical results for σx and
σz coupling plotted together with the analytical result for the off-resonant background
predicted by Eq. (4.65).
differences to the case of a bath coupling via σz.
Embarking with the master equation (4.44), we consider the limit 0  ∆ and assume
that the driving frequency is close to resonance, i.e., nΩ = (20 + ∆
2)1/2 ≈ 0. In this
regime the tunneling contribution proportional to ∆ represents a perturbation to the
free dynamics governed by 12{0 +Af(t)}σz. In order to capture the coherent dynamics
in large part, we apply the unitary transformation, Eq. (4.11), and average over one
period of the driving, leading to the effective Hamiltonian (4.16). The corresponding
equation of motion for the Bloch vector ~s = (〈σx〉, 〈σy〉, 〈σz〉)T with 〈. . .〉 = tr{. . . ρS}
reads ~˙s = ~Beff × ~s, where ~Beff = (∆n, 0,−δn)T .
For the dissipative dynamics, we distinguish two limiting cases. First, during the stage
at which the qubit passes through the crossing, the tunneling term ∆σx/2 dominates
in the Hamiltonian (4.1), while the qubit-bath coupling essentially commutes with the
Hamiltonian. Thus, it induces pure dephasing but no decay. Since for an Ohmic bath,
the dephasing rate (C.7) is proportional to the temperature, it can be neglected in the
limit under consideration.
For most of the time, however, the qubit Hamiltonian is dominated by the term
proportional to σz, so that the bath causes transitions between the eigenstates Heff. We
describe them by the Bloch equation (C.4) which together with the effective coherent
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dynamics reads
~˙s =

−Γ/2 −δn 0
δn −Γ/2 ∆n
0 −∆n −Γ
~s−

0
0
Γ
 . (4.61)
Notice that since we are only interested in the stationary state, we can ignore possible
driving-induced renormalizations of the decay rates [156] and treat Γ as phenomenolog-
ical parameter. Nevertheless, we like to stress that our numerical treatment captures
this renormalization. The steady state ~s(∞) is easily obtained by matrix inversion and
provides the non-equilibrium population
P (x)n =
1
2
(sz + 1) =
1
2
∆2n/2
(0 − nΩ)2 + ∆2n/2 + Γ2/4
. (4.62)
While this expression holds close to the nth resonance, it vanishes far-off. Therefore,
the global picture is simply given by the sum of the contributions of all resonances and
reads
P (x)ex =
∑
n
P (x)n . (4.63)
Such expressions have been found not only for non-equilibrium populations of driven
qubits [20,33] but also for the dc current through double quantum dots [34,143].
In Fig. 4.6(a), we compare the numerically computed interference pattern for the σx
coupling with the analytical solution (4.62) at various resonances. While close to the
resonances, i.e. for δn  ∆, the agreement is almost perfect, we observe small deviations
between the resonances which mainly stem from the off-resonant background which gets
more pronounced for small 0. In the following, we derive an analytical formula for this
background.
4.3.2.2 Off-resonant background
We start our considerations by noticing that at low temperatures, the dissipative dy-
namics is mainly a decay towards the qubit ground state. Since for small tunneling ∆
and large amplitude A, the (adiabatic) qubit levels form avoided crossings, the states |↓〉
and |↑〉 take turns in having lower energy, cf. dotted lines in Fig. 4.1. Within an adia-
batic description, we employ the Bloch equation (C.4) and replace the -dependent rate
by its instantaneous value to obtain for the z-component of the Bloch vector ~s = tr(~σρ)
the equation of motion
s˙z = −Γ[(t)]sz − piα(t), (4.64)
where (t) = 0 + Af(t). If the decay is sufficiently slow, we can replace the time-
dependent coefficients by their time averages (t) = 0 and Γ¯ ≡ Γ[(t)] ≈ α(2A+ 20/A),
where the latter results from a Taylor expansion in 0/A. Then, the steady state solution
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sz = piα0/Γ¯ corresponds to the non-equilibrium population
Pbg =
1
2
− pi0A
4A2 + 220
. (4.65)
The dashed-dotted line in Fig. 4.6(c) shows that this estimate indeed describes the trian-
gular shaped background rather well which, in turn, confirms the underlying adiabatic
picture.
4.3.2.3 Anti-symmetric resonances for the longitudinal coupling via σz
For longitudinal coupling, the situation is complementary to the transverse case. Outside
the crossing, the bath couples to a good quantum number of the qubit and, thus, creates
pure dephasing negligible at low temperatures. Therefore, dissipative transitions are
only induced close to the crossing, and we obtain the corresponding Bloch equations by
cyclic permutation of the dissipative terms in Eq. (4.61) which yields
~˙s =

−Γ −δn 0
δn −Γ/2 ∆n
0 −∆n −Γ/2
~s−

Γ
0
0
 . (4.66)
Its stationary solution provides the non-equilibrium population
P (z)n =
1
2
+
(0 − nΩ)∆n
(0 − nΩ)2 + 2∆2n + Γ2/2
. (4.67)
Since now the qubit decay occurs only during the short stages when the levels cross, the
phenomenological rate Γ is expected to be considerably smaller than for σx coupling.
In Fig. 4.6(b), we compare the numerically computed interference pattern obtained
with σz coupling with the analytical solution (4.67) for n = 2, 3. Again, close to a
resonance the analytics and the numerical solution agree rather well. Far from resonance,
however, expression (4.67) decays only slowly and, the global picture is beyond the simple
summation of all P
(z)
n . Exactly on the nth resonance, i.e., for 0 = nΩ, the second term
of Eq. (4.67) vanishes and, hence, the excitation probability becomes P
(z)
ex = 1/2, for all
n.
4.3.2.4 Coupling via σy
A bath coupling via the Pauli matrix σy can induce dissipative transitions between the
eigenstates of σx and those of σz. Therefore, the corresponding Bloch equation is a
combination of Eqs. (4.61) and (4.66). However, we focus in this work on parameter
regimes in which the avoided crossings are well separated, i.e., in which the tunnel
coupling ∆ is small such that for most of the time the qubit Hamiltonian is dominated
Chapter 3 64
0
5
10
−5 0 5
A
/Ω
Ô0/Ω
(a)
−5 0 5
Ô0/Ω
(b)
−5 0 5
Ô0/Ω
0
0.5
1
(c)
Figure 4.7: Steady state LZSM pattern with general bath coupling defined as in
Eq. (4.68) for the mixing angles (a) θ/pi = 0.03, (b) θ/pi = 0.1 and (c) θ/pi = 0.3. All
other parameters as in Fig. 4.5 (a),(d).
by the detuning ∝ σz. Thus, dissipation will be mainly of the form (4.61). Consequently,
a bath coupling via σy should yield by and large the non-equilibrium population given
in Eq. (4.62), i.e., P
(y)
n ≈ P (x)n .
In order to confirm this conjecture, we have computed the stationary state for the
parameters used in Fig. 4.5 and found that the result is practically indistinguishable
from Figs. 4.5(a) and 4.6(a) (not shown). Accordingly, we find that the normalized
overlap with the pattern for σx coupling assumes the value r = 0.996.
4.3.3 General bath coupling
As a generalization we also considered the coupling via the operator
X = σx cos θ + σz sin θ. (4.68)
The mixing angle θ varies from 0 to pi/2, where the limits θ = 0 and θ = pi/2 correspond
to the transverse and the longitudinal case. This model captures, e.g., a superconducting
charge qubit that interacts capacitively as well as inductively with the environmental
circuitry. In Fig. 4.7 we plot the resulting interference pattern for different angles θ.
Increasing θ leads to a transition from a pattern as in Fig. 4.5(a) to a pattern as in
Fig. 4.5(d). One observes, that for 0 < 0 this transition proceeds faster as for 0 > 0
leading to an asymmetry in the pattern. This can be understood by noticing that the
bath coupling operator (4.68) is in general not invariant (unless θ is a multiple of pi)
under 0 → −0, i.e., a transformation U = exp(−ipiσx) corresponding to a rotation of
pi around the x axis.
It is also intriguing to see which dissipative influence dominates the LZSM interfer-
ence. For this purpose, we define the normalized overlap between the pattern for σx
coupling and the pattern for the coupling operator in Eq. (4.68) as
rx(θ) =
(P xex|PXex )√
(P xex|P xex)(PXex |PXex )
, (4.69)
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where (P,Q) =
∫
d dAP (, A)Q(, A) denotes the inner product between two real func-
tions in -A space. For σz coupling we define rz(θ) accordingly. Obviously, their limits
are rx(0) = 1 = rz(pi/2).
The result shown in Fig. 4.8 reveals that upon increasing θ from θ = 0, i.e., aug-
menting the influence of σz, the pattern remains close to the one of Fig. 4.5(a). By
contrast, the pattern for σz coupling is more sensitive to a small admixture of σx. Thus,
unless the bath coupling via σz is much larger, we find the “usual” interference pattern
of Fig. 4.5(a). This is consistent with the fact that in most experiments, one indeed
finds such a LZSM pattern with Lorentzians [25, 27, 28, 33]. Notice ,however, that this
reasoning does not necessarily apply to LZSM patterns for the average current through
open double quantum dots [30,34], because there the dominating incoherent dynamics is
the electron tunneling between the quantum dots and the leads. Moreover, the Hilbert
space for a transport setup is larger since it must comprise states with different electron
number.
4.4 Patterns in Fourier space
Fourier theory is a reliable tool for analysing and processing data, signals and images,
and applying the Fourier transform to a certain set of data often reveals important
information and hidden structures. Therefore, it seems natural to consider the Fourier
transform of LZSM patterns
W (τ, τA) :=
∫
d0
2pi
dA
2pi
e−i0τe−iAτAPex(0, A). (4.70)
Indeed, this Fourier transform of LZSM patterns has been studied experimentally [29]
as well as theoretically [33]. There, one observed characteristic “lemon shaped” arcs
which can be connected with the dynamical phase of the qubit [33]. In Fig. 4.9, we plot
the W (τ, τA) obtained by a numerical Fast Fourier transform (FFT) algorithm [157] to
P
(x)
ex obtained from the analytical formula (4.81). The resulting structure is generic for
LZSM patterns and can also be observed for patterns with longitudinal bath coupling
X = σz. As we will discuss later, the arcs decay exponentially in Fourier space, with a
decay rate that can be connected with the decoherence rate of the qubit [33, 34]. This
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Figure 4.9: Fourier transform of a LZSM pattern defined in Eq. (4.70). Pex was
calculation using the analytical solution (4.63) with parameter ∆ = 0.5Ω, Γ = 0.001Ω.
The black dashed line shows the analytical prediction (4.81) for structure in Fourier
space.
opens the possibility to use LZSM interference as a tool to measure decoherence. For
this purpose, it desirable to know the analytical form of the arcs. This will be provided
in the following.
4.4.1 Stationary phase calculation
As a first attempt which will prove useful for symmetric drivings f(t) = f(−t), we
follow the arguments of [33]. Assuming that the coupling ∆ is small. the dynamical
phase between two LZ-transition (4.6) of the system is
φd1,2(0, A) = 0(t2 − t1) +A[F (t2)− F (t1)], (4.71)
where we explicitly stressed the 0 and A dependence of the phase, and introduced
F (t) =
∫ t
0
f(t′)dt′. (4.72)
In a semi-classical description, the LZSM- interference contrast is a periodic function of
the dynamical phase, i.e.,
Pex(0, A) = e
iφd1,2(0,A)P0, (4.73)
with P0 being a constant. In Fourier space this leads to
W (τ, τA) =
∫
d0
2pi
dA
2pi
e−i0τe−iAτAeiφ
d
1,2(0,A)P0 (4.74)
=
∫
d0
2pi
dA
2pi
eiφ˜(0,A)P0, (4.75)
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with the phase
φ˜(0, A) = 0[(t2 − t1)− τ] +A[(F (t2)− F (t1))− τA]. (4.76)
The integrals in Eq. (4.74) contain rapidly oscillating terms in 0 and A which will
average out and do not contribute to W (τ, τA). The main contribution will come from
terms where the phase φ˜(0, A) vanishes. This leads to the stationary-phase conditions
∂φ˜(0, A)
∂0
!
= 0,
∂φ˜(0, A)
∂A
!
= 0, (4.77)
from which directly follow the conditions
τ = (t2 − t1), τA = F (t2)− F (t1). (4.78)
Using that here f(t) = cos(Ωt), or F (t) = (1/Ω) sin(Ωt), respectively, one can employ
the identity
sin(θ1)− sin(θ2) = 2 sin
(θ2 − θ1
2
)
cos
(θ2 + θ2
2
)
(4.79)
to find
τA = 2 sin
(Ωτ
2
)
cos
(Ω(t2 + t1)
2
)
. (4.80)
Since t2 and t1 are solution of 0 = Af(t) while f(t) is a symmetric function with one
maximum and one minimum per period, it follows that t2 = −t1 + T and we obtain
τA = ±2F
(τ
2
)
. (4.81)
Note that a similar calculation can performed also for a phase shifted driving with
f(t) = cos(Ωt+ϕ0), or even a general periodic driving as long as two condition are met:
1. The driving possesses only one maximum and one minimum per period,
2. The driving is symmetric (up to a phase shift ϕ0): f(t+ ϕ0) = f(−t+ ϕ0).
Alternatively, to the derivation presented in the this subsection, Eq. (4.81) can be derived
from the analytical solution (4.63). This approach can be generalized beyond symmetric
driving and gives a description of the Fourier transformed pattern for any periodic
driving, as we will discuss later. Plotting the solution Eq. (4.81) together with the result
obtain by a numerical FFT algorithm in Fig. 4.9 shows that at least the “fundamental”
arcs are described accurately. Additionally, one observes “higher order” arcs obeying
the phenomenological equation [34]
τA = ±2k
Ω
sin
(Ωτ + 2pik′
2k
)
, (4.82)
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Figure 4.10: Fourier transform of the interference pattern, W (τ, τA) along the prin-
cipal arc τA = 2F (τ/2) for (a) X = σx and (b) X = σy. Parameter ∆ = 0.5 and
α = 0.05. The symbols show numerical results for different temperatures 1/β, while
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with k = 1, 2, 3, . . . , k′ = 0, 1, 2, 3, . . . , and k′ < k. Their emergence will be explained
below.
4.4.2 Decay of the arc structures
Commonly, resonances, like the LZSM resonances, are of Lorentzian shape, which usually
is a direct consequence of an exponential decay process. Hence, it is not surprising
also that the LZSM pattern with transverse bath coupling exhibits peaks which are
Lorentzian in 0 direction. The Fourier transform of the LZSM pattern can be considered
as transformation from the energy domain back to the time domain, and may reproduce
the exponential decay. Indeed, theoretical investigations using a simple dephasing model
[33] suggest that the arcs in Fourier space (cf. Fig. 4.9), obeying the analytical form
Eq. (4.81), decay exponentially with an decay rate Γ2 = 1/T2 corresponding to the
decoherence rate,4 of the qubit. Hence, LZSM interferometry is a promising tool to
measure decoherence. Admittedly, the decay in Fourier space in general will also depend
on other, possibly uncontrollable quantities, however, ofter it might be still possible to
determine ,e.g., dimensionless dissipation strength α, by comparing the decay of the arc
structure of measured LZSM patterns with theoretical data [34].
The underlying analysis requires that the decay is noticeably influenced by α and by
the temperature. Therefore, we like to explore numerically, whether such a dependence
can be found also for the present spin-boson model. In Sec. 4.3.1, we observed that the
steady state interference patterns with different bath coupling respond quite differently
to a change in dissipation strength and temperature. Hence, it might be interesting
to see how the corresponding Fourier transformed patterns decay. Figure 4.10 shows
this decay along one arc (black dashed line in Fig. 4.9) for transverse (panel (a)) and
4The decoherence rate can be defined as the rate with which the off-diagonal elements of the density
matrix decay. Accordingly, also the entanglement [e.g. quantified by the concurrence Eq. (3.3)] between
the system and e.g. an other qubit will decay with this rate, see e.g. Ref. [4] Chapter 3.
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longitudinal (panel (b)) bath coupling. In panel (a) it can be appreciated that in the
vicinity of τ ≈ T/4, the Fourier amplitude decays exponentially, W (τ) ∝ exp(−λτ).
This implies that there the decay can be characterized by only one parameter, namely
the rate λ which we will determine within a numerical fit procedure.
For longitudinal bath coupling (panel (b)) the behavior is quite different, but never-
theless one can locate regions where the decay is exponential (between T/2 and 3T/2),
so that we can determine a decay constant λ. The central question is then whether λ ex-
hibits a clear α dependence, in particular in the regime of low temperatures T . ~Ω/kB
and small tunneling ∆ . ~Ω, in which most LZSM patterns have been measured. Fig-
ures 3.4(a) and 3.4(b) show the decay rate as a function of the dissipation strength
and the temperature, respectively. For longitudinal bath coupling, the rate exhibits a
rather weak parameter dependence. A possible reason for this is that dissipative decays
happen mainly during the short stages when the levels cross. Therefore, the effective
decoherence rate is always much smaller than the “natural” width of the asymmetric
peaks given by ∆n, cf. Fig. 4.6(a) and Eq. (4.67). At first sight, this weak parameter
dependence seems not in accordance with the LZSM patterns for open quantum dots
with a bath coupling via σz [34]. Notice, however, that the open double quantum dot
used there is beyond the present model. First, the description of electron transport
requires one to take more states and different electron numbers into account, especially
when also spin effects play a role. Second, there the dot-lead coupling is responsible for
the main dissipative effects, while the bath coupling represents a perturbation and does
not influence the qualitative behavior.
For the transverse bath coupling via σx, by contrast, λ grows significantly and mono-
tonically with the dissipation strength α, a feature that is essential for the fixing of α
from measured data. The behavior as a function of the temperature is more involved
and even non-monotonic. For very low temperatures, the decay rate starts with a value
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λ ≈ 0.4Ω, followed by a steep increase until the thermal energy matches the photon
energy, kBT ≈ ~Ω. Then a slow decay sets in which lasts until eventually the range of
exponential decay becomes so small that the fitting procedure is no longer reasonable.
4.5 LZSM patterns with general driving
The aim of this section is to investigate LZSM interference for general periodic driving,
i.e. we consider the Hamiltonian (4.1) with
f(t) = f(t+ T ). (4.83)
In our numerical examples, we consider besides the specific examples
f1(t) = cos(Ωt) + 0.1 cos(3Ωt), (4.84a)
f2(t) = cos(Ωt) + cos(2Ωt), (4.84b)
f3(t) = sin(Ωt) + sin(2Ωt), (4.84c)
where f1 and f2 are symmetric functions, i.e., they obey f(t0 + t) = f(t0 − t) for t0 = 0
and for t0 = T/2. By contrast, f3(t0 + t) = −f3(t0 − t) is anti-symmetric. While f1
modifies the pure cosine driving only slightly, the other two shapes are qualitatively
different because they possess several maxima and minima per driving period. As we
discuss below in Sec. 4.4 this has consequences for the structures observed in Fourier
space, see Fig. 4.12(g)–(i).
To give a first impression of our results, we depict in Figs. 4.12(d)–(f) the LZSM
interference patterns for the driving shapes in Eq. (4.84) and transverse qubit-bath
coupling. All three patterns exhibit resonance peaks whenever the detuning 0 matches
with a multiple of the driving frequency. As discussed above, significant non-equilibrium
population requires that the amplitude is large enough to reach the avoided level crossing,
which is the case for min[f(t)] < 0/A < max[f(t)]. The peaks depend strongly on the
amplitude and may even vanish. Comparing panels (d)–(f), we can conclude that the
patterns look qualitatively the same, despite the rather different driving shapes which
are visible in the adiabatic energies of the qubit Hamiltonian (4.1) depicted in panels
(a)–(c). The main differences stem from the fact that the harmonics with frequency 2Ω
may change the maximum and the minimum value of f(t) and, thus, affect the above
condition for significant excitations. For the driving shape f2, this condition depends
on the sign of 0, which explains the asymmetry of the pattern in panel (e), which was
also observed in [158].
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Figure 4.12: [(a)–(c)] Adiabatic energies E±(t) (red and blue solid lines) of the Hamil-
tonian (??) in units of ~Ω for vanishing static detuning, 0 = 0, and the driving shapes
f1(t)–f3(t) in Eq. (4.84). The dashed black line marks the integral of the driving, F (t),
in units of 1/Ω. [(d)–(f)] Resulting non-equilibrium populations in 0-A space. [(g)–(i)]
2D Fourier transform W (τ, τA) of the interference patterns, defined in Eq. (4.70). The
dashed lines in the upper half plane mark the analytic expressions for the arc struc-
ture derived in Sec. 4.4. The patterns are computed with the stationary solution of
the Bloch-Redfield master equation for the tunnel matrix element ∆ = 0.5Ω, dissipa-
tion strength α = 10−3, temperature kBT = 1/β = 0.1~Ω, and transverse qubit-bath
coupling, i.e., X = σx in Eq. (??).
4.5.1 Interference pattern in Fourier space
The interference patterns in real space depend only weakly on the shape of the driving,
while qubit-bath coupling has a strong influence. The 2D Fourier transform of these
pattern (Figs. 4.12(g)–(i)) provide a complementary picture in which the shape of the
driving dominates. For the symmetric driving functions f1 and f2, we find a pronounced
arc structure at τA = 2F (τ/2) and τA = 2F (τ/2 + T/2), cf. the dashed black lines in
panels (a) and (b). They can be explained within the stationary-phase treatment of the
LZSM interference in Sec. 4.4.1 and have been measured in [29]. However, there emerge
several features that are beyond. Most significantly, in panel (i) we find that for the
anti-symmetric driving with f3, the structure is different from the corresponding F (τ/2)
depicted by the dashed line in panel (c). Moreover, the driving f2 yields additional arcs
close to the origin. As discussed before, there also emerge higher-order replica of the
arcs which have been found both experimentally [33,34] and theoretically [34].
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For an analytical approach to the arc structure, we assume a system bath coupling via
X = σx and. follow the lines of Sec. 4.3.2.1. We first transform the system Hamiltonian
by means of Ur(t) = exp{−iφ(t)σz/2} with the time-dependent phase φ(t) = nΩt +
AF (t), where
F (t) =
∫ t
0
dt′ f(t′). (4.85)
This constitutes a straightforward generalization of the above treatment. In order to
derive an effective Hamiltonian of the form (4.16) we introduce the renormalized coupling
∆n(A) =
∆
T
∫ T
0
dt einΩt−iAF (t). (4.86)
The latter obviously is the nth Fourier coefficient of ∆ exp{−iAF (t)}, a property that
will prove useful. This generalizes the result for purely harmonic driving, ∆n = ∆Jn(A/Ω)
with the nth order Bessel function of the first kind, to arbitrary but periodic shapes f(t).
With this we are able to derive the generalization of the non-equilibrium population
Eq. (4.63) and obtain
P (x)ex =
1
2
∑
n
∆2n/2
(0 − nΩ)2 + ∆2n/2 + Γ2/4
. (4.87)
Except for the re-defined ∆n, all quantities are as above. To derive an expression for
the structures in Fourier space, we apply the Fourier transform (4.70), where 0-integral
can be evaluated readily to yield
W (τ, τA) =
1
4pi
∫
dA e−iAτA
∑
n
∆2n
Γ∗n
e−inΩτe−Γ
∗
n|τ|, (4.88)
with the resonance width Γ∗n = (∆2n/2 + Γ2/4)1/2.
4.5.1.1 Overdamped limit
The remaining A-integral in (4.88) can be evaluated directly in the over-damped limit
Γ ∆ in which Γ∗n ≈ Γ/2 and, thus,
W (τ, τA) =
1
2piΓ
∫
dAe−iAτA
∑
n
∆2ne
−inΩτ . (4.89)
Focusing on the range of small τ, we have neglected the last exponential in Eq. (4.88).
To proceed, we evaluate the sum
∑
n
∆n ·∆ne−inΩτ , (4.90)
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Figure 4.13: Determination of the “non-generic” arcs for the driving shapes f2 (a)
and f3 (b). The color code in the lower panels depicts G(t, τ), while the horizontal
dashed lines mark the generic solutions of Eq. (4.96) at multiples of T/2. The solid
lines represent numerical solutions of Eq. (4.96). Significant contributions to W (τ, τA)
are determined by the solutions of the transcendental equations (4.96) and (4.97), i.e.
the cuts of G(t, τ) along the solid and dashed lines. Projecting these solutions on the
τ axis (hinted by vertical dotted lines) results in the arc structures plotted in the upper
panels and in Figs. 4.12(h) and 4.12(i).
where the two factors are easily identified as the nth Fourier coefficients of exp{−iAF (t)}
and exp{−iAF (t+τ)}, respectively, cf. the definition of ∆n in Eq. (4.86). Thus, expres-
sion (4.90) represents the inner product of these exponentials. According to Parseval’s
theorem ( [159] p. 156), it can be written in the time domain to read
1
T
∫ T
0
dt eiAF (t)e−iAF (t+τ). (4.91)
We symmetrize the integrand via the substitution t → t − τ/2 and perform the A-
integration to obtain
W (τ, τA) =
1
T
∫ T
0
dt δ(τA −G(t, τ)) (4.92)
=
1
T
∑
ti
1
|g(ti, τ)| , (4.93)
where
G(t, τ) = F (t+ τ/2)− F (t− τ/2), (4.94)
g(t, τ) = f(t+ τ/2)− f(t− τ/2). (4.95)
The sum in Eq. (4.93) has to be taken over all times ti that fulfill τA = G(ti, τ).
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Expressions (4.92) and (4.93) allow us to extract the arc structure by the following
reasoning. On the one hand, the argument of the delta-function in Eq. (4.92) specifies
the times ti that contribute to the integral. On the other hand, the most significant
contributions to W stem from regions where the denominator in Eq. (4.93) vanishes.
Thus, the structure is determined by the conditions
0 = g(t, τ), (4.96)
τA = G(t, τ), (4.97)
which describe one-dimensional manifolds in the Fourier space (τ, τA). They correspond
to the arcs in Figs. 4.12(g)–(i). Practically, the arc structure is obtained in the following
way. One determines from g(ti, τ) = 0 all zeros ti(τ) and inserts them into Eq. (4.97)
which yields relations of the type τ
(i)
A (τ). Obviously, τA = τ = t = 0 is a trivial solution
for any driving shape f(t). Thus, the Fourier transformed of all LZSM patterns exhibits
a peak at the origin and, owing to the periodicity of the driving, at multiples of T .
Two generic arcs can be found analytically if the driving obeys time-reversal sym-
metry, f(t− ts) = f(−t− ts) (without loss of generality, we henceforth assume ts = 0).
Then Eq. (4.96) possesses the solutions t1 = 0 and, owing to the T -periodicity of f ,
t2 = T/2. They provide the arcs
τ
(1)
A = 2F (τ/2), (4.98)
τ
(2)
A = 2F (τ/2 + T/2), (4.99)
which are in agreement with those found within the stationary-phase treatment of
Sec. 4.4.1 and [33], see Eq. (4.81).
If a symmetric driving f has only one minimum and one maximum per period, such
as f1 or f(t) = cos(Ωt), t1 and t2 are the only roots of Eq. (4.96). Then the arc structure
for symmetric driving can be obtained fully analytically. This fact is of practical use if
one employs LZSM interference to determine decoherence properties of a qubit via the
arc decay [34]. In all other cases, i.e., when f is not symmetric or if it possesses more
than two minima/maxima per period, we have to solve Eq. (4.96) numerically to obtain
also “non-generic” arcs. For the symmetric driving f2, this leads to the ellipse-shaped
solutions sketched in the lower panel of Fig. 4.13(a). Upon reducing the harmonic with
frequency 2Ω, they shrink and eventually vanish. Together with the generic solution,
we obtain the structure shown in the upper panel of Fig. 4.13(a). In particular, there
is a region in which the arc splits into two branches. This prediction is quantitatively
confirmed by the numerical solution of the full problem shown in Fig. 4.12(h).
If f is not time-reversal symmetric, we generally have to determine all ti numerically.
For the driving shape f3, this procedure is visualized in Fig. 4.13(b), where the solid lines
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in the lower panel depict the zeros of g(t, τ) which define two independent manifolds
ti(τ) and those related by the time shift t → t + T . The corresponding arc structure
shown in the upper panel agrees with the one obtained numerically which is shown in
Fig. 4.12(i).
4.5.1.2 Weak dissipation and arcs of higher order
In the limit of weak dissipation, Γ  ∆n, the resonance width in Eq. (4.88) becomes
Γ∗n = |∆n|/
√
2, so that we have to evaluate the Fourier transform of
∑
n |∆n(A)|. This
represents a rather difficult task and, thus, we only discuss its implications on a quali-
tative level.
A main effect of the cusps stemming from the absolute value is the emergence of higher
harmonics, cf. the Fourier transform of expressions such as | cos(Ωt)|. Accordingly, in
the Fourier transform of our interference patterns, we find arcs of higher order as can be
appreciated in Figs. 4.12(g)–(i). To be specific, the arcs given by Eqs. (4.98) and (4.99)
are generalized to (c.f. Eq. (4.82))
τA = 2kF (τ/2k + k
′T/2k), (4.100)
where k = 1, 2, 3, . . . and k′ = 0, 1, . . . , 2k−1. This prediction agrees with our numerical
findings shown in Figs. 4.12(g) and 4.12(h). From a theoretical point of view, it is inter-
esting to see that arcs of higher order are found already within a two-level description,
i.e., within the most basic model for LZSM interference. Thus, their emergence does not
require the consideration of further levels or non-linearities.
4.6 Summary and Outlook
We have developed a comprehensive picture of LZSM interference for a two level sys-
tem in contact with a bosonic environment and thereby extended previous results to
arbitrary periodic driving shapes and a general qubit-bath coupling. The central quan-
tity of interest was the time-averaged steady state population of the excited state of
the undriven qubit. For its numerical computation, we derived a Bloch-Redfield master
equation decomposed into the Floquet states of the driven qubit, where we avoided any
rotating-wave approximation even in its moderate form. Thus, our long-time solution
contained the full information about the coherences.
The interference patterns in “real space”, i.e., as a function of the detuning and the
driving amplitude, turned out to be strongly influenced by the qubit operator that cou-
ples to the environmental degrees of freedom. By contrast, the shape of the driving
is of minor relevance. In particular, we found that for a bath coupling that is trans-
verse with respect to the driving, the resonances are Lorentzians, while they possess an
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anti-symmetric structure in the longitudinal case. By a mapping the time-dependent
problem to an effective static Hamiltonian, we have obtained Bloch equations which
yield expressions for the LZSM patterns in agreement with the numerical results. As a
further feature, the LZSM pattern exhibits a triangular background which can be ex-
plained within an adiabatic approximation for the full time-dependent Bloch equations.
Moreover, in the presence of both a transverse and a longitudinal bath coupling, the
influence of the transverse coupling prevails.
The Fourier transform of the LZSM patterns provide a complementary picture. This
representation of the interference pattern is dominated by the shape of the driving man-
ifest in the arc structure. The solution of our effective Bloch equations allowed us to
generalize knowledge about these arcs. For a driving with time-reversal symmetry, they
are given by the integral of the driving. In addition, they may develop side branches
which can be explained within our analytical approach, but their determination requires
the moderate effort of numerically solving a transcendental equation. The same numer-
ical procedure also serves for the case of asymmetric driving.
A promising application of LZSM interferometry is the fixing of dissipative parameters
by comparing the arc decay for experimental and theoretical data. Analysing the arc
decay for different bath couplings, we found that for transverse bath coupling, the decay
rate increases significantly with dissipation strength and temperature, unless the thermal
energy exceeds the energy quantum of the driving. Thus, in particular for predominantly
transverse coupling and low temperatures, LZSM interference represents a useful tool for
analyzing decoherence properties. For purely longitudinal bath coupling, by contrast,
the arc decay depends only weakly on dissipation.
Our investigation reveals that already the LZSM pattern of a qubit is quite intriguing.
It may become even more involved for Landau-Zener scenarios with three or more lev-
els [160,161] which are relevant when spin effects enter [162] or for a qubit that couples to
additional degrees of freedom such as, e.g., an exciton in a photonic crystal with a cou-
pling modulated by a surface-acoustic wave (compare Chap. 3). LZSM interferometry
for such setups represents an emerging field of investigation.
Chapter 5
Conclusion
Driven quantum systems bear a variety of intriguing phenomena, while at the same time,
a time-dependent interaction with a quantum system is often mandatory, if one whats
to control its dynamics. Because solid-state quantum systems give the opportunity
to tune parameters within a range inaccessible with, e.g. atomic systems, they offer
an auspicious playground for investigating the physics of driven quantum systems and
testing novel control schemes. Since the interaction with their environment is in general
not negligible, one has to consider them as open system. On the one hand, this induces
dissipation and noise in the system, leading to decoherence. One the other hand, the
interplay between driving and dissipation can engender new effects, worth to investigate.
This motivated us to adress three specific problems:
In the first part (Chapter 2), we propose to study quantum work fluctuations of a
parametrically driven oscillator using superconducting circuits. Therefore, we employ
a novel method based on Ramsey interferometry which uses an ancilla qubit to read
out the characteristic function of work. In order to apply this method to a standard
circuit QED setup, a line resonator coupled to a Cooper pair box, we extend it to a two
qubit scheme and derive an effective Hamiltonian for the situation where the resonator
frequency is much smaller than the splitting of the qubit. We present results for a closed
system, where we numerically simulate the experimental test of the quantum Crooks
fluctuation theorem, and argue that the presented scheme allows to test fluctuation
relations even for open systems with arbitrary strong interaction with an environment.
The presented scheme is not fixed to a specific setup and can be transferred to other
more involved experimental arrangements.
The second part of this thesis (Chapter 3), focuses on the generation of entanglement
between a self-assembled quantum dot and a photonic crystal nanocavity using surface
acoustic waves (SAW). Here, we show for realistic experimental parameters that it is
possible to implement entangling gates based on Landau-Zener transitions by modulating
the cavity frequency with a SAW. In order to include the main sources of decoherence,
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we derive a master equation describing photon loss, and incoherent decay of a quantum
dot exciton. A systematic analysis of the parameter space reveals the optimal driving
parameters and shows that the maximal entanglement, as well as its lifetime, can be
improved by employing Fourier synthesised SAW pulses. Our calculations show that the
fundamental limit of this scheme is the photon lifetime in the cavity.
The third part of this thesis (Chapter 4), is devoted to the periodically driven spin-
boson model, where a driven two-level system is interacting with environment mod-
eled as an infinite ensamble of harmonic oscillators. If the driving modulates the level
splitting of the two-level system, its dynamics can be interpreted as a succession of
Landau-Zener transition, induced whenever the level splitting vanishes. Because be-
tween the transitions the system gains a dynamical phase, the qubit interferes with itself
at the transitions, producing a characteristic interference pattern, called Landau-Zener-
Stu¨ckelberg-Majorana (LZSM) pattern. As we show, this patterns sensitively depends
on the details of the system bath coupling. If the driving and the bath couple to the
same coordinate (longitudinal system-bath coupling), the pattern changes qualitatively
and bath-induced population inversion emerges. Our numerical calculations, based on
a Floquet-Markov master equation, are supported by analytical results, obtained from
effective time-independent Bloch equations. Considering general periodic driving pro-
tocols, we show that, while the “real space” LZSM patterns only weakly depend on the
shape of the driving, their Fourier transform exhibits periodic structures which reflect
the driving shape. These structures decay in Fourier space, where the decay rate may
be used to determine details about the system-bath coupling. This requires that the
decay rate depends on the temperature and the system-bath coupling strength. We
show numerically that, while for system-bath coupling longitudinal to the driving the
decay rate depends rather weakly on the bath parameters, for transversal coupling it
depends linearly on the system-bath coupling. Moreover, we observe a clear temperature
dependence for low temperatures. Hence, in the latter case LZSM-interferometry could
be employed to quantify decoherence.
The results presented in this thesis give an impression of the richness of the field of
driven open quantum systems, reaching from state “engineering” to fundamental prob-
lems in quantum thermodynamics. However, we only investigated small parts of this
field. It is expected that the technical progress, especially in the field of engineered
quantum systems, will bring about new experiments and intriguing effects that pose
further theoretical challenges. Here, profound knowledge about the interplay between
the time-dependent modulation of a quantum system and its interaction with the en-
vironment will be inalienable, in order to effectively control these systems and evade
unwanted effects coming from the environmental fluctuations.
Appendix A
Derivation of the soft mode
Hamiltonian H ′S+A
In this appendix, we derive the soft mode Hamiltonian (2.44) following mutatis mutandis,
the derivation of the dispersive Hamiltonian presented by Schleich [163]. Our starting
point is the Rabi Hamiltonian, Eq. (2.39). For simplicity we do not include the time
dependence of ε. In the interaction picture the qubit-oscillator coupling reads [163]:
H˜Rabi(t) = ~g(σ+a†ei∆t + σ−a†e−i∆t + σ−ae−iΓt + σ+aeiΓt), (A.1)
where ∆ = ε− ω, Γ = ε+ ω and σ−, σ+ are the qubit rising and lowering operators. In
the interaction picture, H˜Rabi(t) is the generator of the dynamics
Ut,0 = T exp
(
− i
~
∫ t
0
dt′H˜Rabi(t′)
)
' 1− i
~
∫ t
0
dt′H˜Rabi(t′)− 1~2
∫ t
0
dt′H˜Rabi(t′)
∫ t′
0
dt′′H˜Rabi(t′′). (A.2)
Plugging Eq. (A.1) into (A.2), the first order term reads∫ t
0
dt′H˜Rabi(t′) = ~g
(
σ+a
ei∆t − 1
i∆
+ σ−a†
e−i∆t − 1
−i∆ (A.3)
+ σ−a
e−iΓt − 1
−iΓ + σ+a
† eiΓt − 1
iΓ
)
.
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This can be used the to calculate the second order term∫ t
0
dt′H˜Rabi(t′)
∫ t′
0
dt′′H˜Rabi(t′′)
= ~2g2
∫ t
0
dt′
(
σ+σ−aa†
1− ei∆t′
−i∆ + σ+σ−a
2 e
i(∆−Γ)t′ − e−i∆t′
−iΓ
+σ−σ+a†a
1− e−i∆t′
i∆
+ σ−σ+a†2
e−i(∆−Γ)t′ − e−i∆t′
iΓ
+σ−σ+a2
ei(∆−Γ)t′ − e−iΓt′
i∆
+ σ−σ+aa†
1− e−iΓt′
iΓ
+σ+σ−a†2
e−i(∆−Γ)t′ − eiΓt′
−i∆ + σ+σ−a
†a
1− e−iΓt′
−iΓ
)
.
(A.4)
Recalling that the oscillator is slow compared to the qubit, for times short compared to
the oscillator’s period we can employ the approximation e±i(∆−Γ)t′ = e−±2iωt′ ' 1. In
performing the integration, we neglect the fast oscillating terms of frequency Γ,∆ ' ε
to obtain
1
~2
∫ t
0
dt′H˜Rabi(t′)
∫ t′
0
dt′′H˜Rabi(t′′) ' ig
2
ε
(a† + a)2σzt, (A.5)
where we used σ+σ− − σ−σ+ = σz. Note that the first order term, Eq. (A.4), contains
either fast oscillating contributions or non relevant constant terms. Therefore it can be
neglected at once. We thus get:
Ut,0 ' 1− ig2ε (a† + a)2σzt ' exp
(
−ig2ε (a† + a)2σzt
)
(A.6)
namely H˜S+A(t) ' ~g2ε (a† + a)2σz. Going back to the Schro¨dingier picture, we finally
arrive at HS+A ' ~εσz/2 + ~(ωa†a+ 1/2) + ~g2(a† + a)2σz/ε.
Appendix B
Derivation of the Landau-Zener
formula
In this appendix, we derive the famous Landau-Zener Formula used in Eqs. (3.6) and
(4.5). This formula was derived in 1932 by Landau [15], Zener [16], Stu¨ckelberg [17] and
Majorana [18] independently. Their aim was to study non-adiabatic energy transfer in
atomic or molecular collisions, where the nuclear motion can be treated classically. This
leads to the semi-classical model Hamiltonian
H(t) =
1
2
(
vt ∆
∆ −vt
)
(B.1)
with the corresponding Schro¨dinger equation
i~
d
dt
(
a(t)
b(t)
)
=
1
2
(
vt ∆
∆ −vt
)(
a(t)
b(t)
)
(B.2)
describing a two level system with linear time-dependent level splitting vt and tunnel
coupling ∆. Since the Landau-Zener Hamiltonian (B.1) is dominated by the diagonal
terms for t → ±∞ tunneling is only expected in the crossing region, where |vt| < ∆.
Starting in and initial state a(−∞) = 1, b(−∞) = 0 two questions arise. First, one could
ask what is the time evolution governed by Eq. (4.7), and second one could be interested
in the probability |a(∞)|2 to stay in the initial state. According to the Landau-Zener
formula this probability is given by
PLZ = exp
(
pi∆2
2~v
)
. (B.3)
Zener derives Eq. (B.3) by mapping the differential equations for a(t) and b(t) on Weber’s
equation and solving it exactly. Finally he takes the limit t → ∞. This derivation,
however, is rather tedious. In their works Zener, as well as Stu¨ckelberg cite the work
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of Landau who derives the transition probability in the perturbative limit and with
an error of 2pi [16, 164]. Alternatively, Majorana solves the problem rather elegant by
expressing the solution as generalized Laplace transform and applying the method of
steepest decent [165]. Given its importance, the Landau-Zener Formula was re-derived
several times, for example by Wittig [164], who developed a simple derivation based on
contour integration, bypassing the exact solution of the Schro¨dinger equation (see also
[166]). Here, we employ the ansatz of Kayanuma [167], who uses a formal perturbative
expansion in the spirit of quantum scattering theory. The presented calculation, however,
follows the arguments of Rojo [168], who uses essentially the same ansatz as Kayanuma,
but a slightly different calculation. We start with a transformation to the interaction
picture
H¯(t) = U(t)H(t)U †(t) =
1
2
(
0 ∆e−ivt2/2~
∆eivt
2/2~ 0
)
,
(
a¯(t)
b¯(t)
)
= U(t)
(
a(t)
b(t)
)
(B.4)
using the unitary transformation
U(t) = exp
(
i
vt2
2~
σz
)
. (B.5)
The formal solution to the Landau-Zener problem is then given by(
a¯(∞)
b¯(∞)
)
= U∞,−∞
(
a¯(−∞)
b¯(−∞)
)
, (B.6)
with the time evolution operator
Ut,t′ = T exp
(
− i
~
∫ t
t′
dt H¯(t)
)
(B.7)
and the time-ordered exponential
T exp
(
− i
~
∫ ∞
−∞
dt H¯(t)
)
= 1− i
~
∫ ∞
−∞
dt H¯(t)− 1
~2
∫ ∞
−∞
dt1 H¯(t1)
∫ t1
−∞
dt2 H¯(t2) + . . . .
(B.8)
Note that even powers of H¯ only have diagonal entries, whereas as the odd powers have
off diagonal terms. Hence, in order to compute a(∞) it suffices to consider even powers
in (B.8). We obtain
a¯(∞) =
∞∑
n=0
(
−i∆
2
)2n
A2n (B.9)
with,
A2n =
∫ ∞
−∞
dt1
∫ t1
−∞
dt2 . . .
∫ t2n−1
−∞
dtt2n exp
[ iv
2
2n∑
j=0
(−1)jt2j
]
. (B.10)
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The time ordered exponentials in Eq. (B.10) can be written using the Heaviside step
function Θ(t), yielding
A2n =
∫ ∞
−∞
dt1 . . . dt2n Θ(t1−t2)Θ(t2−t3) . . .Θ(t2n−1−t2n) exp
[ iv
2
2n∑
j=0
(−1)jt2j
]
. (B.11)
The Heaviside function has the integral representation
Θ(t) = lim
→0+
1
2pii
∫ ∞
−∞
dω
eiωt
ω + i
. (B.12)
Inserting Eq. (B.12) into Eq. (B.11), completing the squares and evaluating the Gaussian
integrals leads to
A2n = lim
→0+
1
(2pii)2n−1
(√
2pi
~v
)2n ∫ ∞
−∞
dω1 . . . dω2n−1 (B.13)
× 1
ω1 + i
eiω2(ω1−ω3)
ω2 + i
1
ω3 + i
eiω2(ω3−ω5)
ω4 + i
. . .
1
ω2n−1 + i
,
where we used that 2n is a even number. The integrals over even ωk can be carried out
using Eq. (B.12). This gives
A2n = lim
→0+
1
(2pii)n
(√
2pi
~v
)2n ∫ ∞
−∞
dω1 . . . dωn (B.14)
× 1
ω1 + i
Θ(ω1 − ω2) 1
ω2 + i
Θ(ω2 − ω3) . . . 1
ωn + i
,
where we relabeled the odd indices. Eq. (B.14) can be interpreted as time ordered
integrals of the function 1/(ω + i). Since the integrals are invariant under arbitrary
permutations of the variables ωk, one can write
A2n = lim
→0+
(2pi
~v
)n 1
n!
(
1
2pii
∫ ∞
−∞
dω
1
ω + i
)n
=
1
n!
(2pi
~v
)n
. (B.15)
Substituting Eq. (B.15) into the formal perturbation series (B.9) we obtain
|a¯(∞)|2 = |a(∞)|2 = exp
(−pi∆2
2~v
)
, (B.16)
what proves the Landau Zener formula Eq. (B.3). In this derivation, we calculated the
transition probability between diabatic states, i.e., in the eigenstates of the uncoupled
qubit. For t→ ±∞, however, diabatic states and adiabatic states (eigenstates of the full
Hamiltonian) coincide. Therefore, Eq. (B.3) can also be interpreted as the probability
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to undergo a non-adiabatic transition by sweeping through the avoided crossing [20].
The ansatz used in this derivation has also been used to generalize the Landau-Zener
formula to the situation where the qubit couples to one or several (also infinitely many)
harmonic oscillators, see [19,169,170].
Appendix C
Bloch equations
In this appendix, we derive Bloch equations for an open two-level system. We start from
the master equation (4.44). and notice that for the Ohmic spectral density J(ω) = 2piαω,
the anti-symmetric bath correlation function (4.42) becomes A(τ) = 2piαδ′(τ). This has
for the τ -integral in Eq. (4.44) the consequence that the Heisenberg operator X˜ turns
into its time-derivative evaluated at τ = 0. Thus it can be expressed by the commutator
i[H,X] and we obtain
ρ˙ = −i[H, ρ]− 1
4
[X,Q, ρ]] +
piα
4
[X, {[H,X], ρ}], (C.1)
where the second term depends on the coherent qubit dynamics via the operator
Q =
1
2
∫ +∞
−∞
dτ S(τ)X˜(−τ). (C.2)
Since all analytical results of the main paper can be mapped by a permutation of the
Pauli matrices to a qubit in its eigenbasis with a qubit-bath coupling via either X = σx
or X = σz, we consider the Hamiltonian
H =
E
2
σz. (C.3)
For X = σx, the Heisenberg operator in Eq. (C.2) reads σ˜x(−τ) = σx cos(Eτ) −
σy sin(Eτ). With this expressions at hand, it is straightforward to evaluate the operator
Q and to map the master equation (C.1) to an equation of motion for the Bloch vector
~s = tr(~σρ). After some algebra and a rotating-wave approximation, we find the Bloch
equation
d
dt
~s =

−Γ/2 E 0
−E −Γ/2 0
0 0 −Γ
~s+

0
0
piαE
 , (C.4)
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where the rate
Γ = piαE coth(βE/2) (C.5)
depends on the qubit splitting and at low temperatures, kT  E, it becomes Γ = piα|E|.
For σz coupling, the Heisenberg operator of the bath coupling is time independent,
σ˜z(−τ) = σz, so that the τ -integral yields the Fourier transform of the symmetric
spectral density at zero frequency. Moreover, the last term of the master equation (C.1)
vanishes. Accordingly, the Bloch equation is homogeneous and reads
d
dt
~s =

−Γϕ E 0
−E −Γϕ 0
0 0 0
~s, (C.6)
where the dephasing rate
Γϕ = 4piαkT (C.7)
vanishes in the zero-temperature limit. Notice that the z-component of the Bloch vector
is conserved.
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