We consider the following problem that arises in assembly planning: given an assembly, identify a subassembly that can be removed as a rigid object without disturbing the rest of the assembly. This is the assembly partitioning problem. Speci cally, we consider planar assemblies of simple polygons and subassembly removal paths consisting of a single nite translation followed by a translation to in nity. Such paths are typical of the capabilities of simple actuators in xed automation and other high-volume assembly machines. We present a polynomial-time algorithm to identify such a subassembly and removal path. We discuss extending the algorithm to 3D, other types of motions typical in non-robotic automated assembly, and motions consisting of more than two translations.
Introduction
Fixed automation or special-purpose assembly machines can achieve very high throughput, often down to cycle times of one product per second for synchronous assembly machines and similar systems, and even faster for xed automation. For this reason, they are often chosen over general-purpose robots for assembly of high-volume products. However, designing such an assembly system for a given product is a complex process, often requiring eight months or more from the time prototype parts are available 3]. Reducing this lead time would allow faster time-to-market with lower cost for many high-volume products.
Work on this paper by the rst author has been supported by a grant from the Stanford Integrated Manufacturing Association (SIMA), by NSF/ARPA Grant IRI-9306544, and by NSF Grant CCR-9215219. This research was performed while the second author was at Stanford University, and has been supported by the Stanford Integrated Manufacturing Association (SIMA). This paper generalizes assembly planning techniques originally developed for robotic and generalpurpose assembly to apply to motions consisting of two translations, which are typical of high-volume assembly systems. Such systems use simple actuators and mechanical drive systems to produce motions having a few degrees of freedom. For instance, a standard module for the Bodine Model 64 synchronous assembly machine produces motions that acquire a part, translate it to an intermediate point, then insert it. Pick-andplace machines composed of two linear actuators also produce two-translation motions.
The assembly operations required by industrial products are almost exclusively monotone two-handed, meaning that each operation places a part or rigid subassembly into its nal position relative to another subassembly. A sequence of assembly operations that builds a product from its individual parts is an assembly sequence. If such a sequence of monotone twohanded operations exists for a product, then we say the product is monotone two-handed. For example, the assembly in Figure 1 (a) can be assembled by a monotone two-handed assembly sequence involving only translations (the two small parts are placed together then inserted into the larger), while the assembly in Figure 1(b) cannot. In the rest of this paper, we only consider monotone two-handed assembly sequences. We also restrict our attention to assemblies of rigid parts.
Since the most constraints on assembly are present in the assembled state, assembly sequences are often generated in reverse. Then assembly sequencing is reduced to the partitioning problem: given an assembly, determine a proper subset of the parts that can be removed (as a single rigid object) without disturbing the other parts. Recursing on the resulting two subassemblies generates an assembly sequence.
Past work has shown that when a disassembly motion may consist of any number of translations, the This paper generalizes the non-directional blocking graph (or NDBG) of 13] to motions consisting of multiple translations. We consider the following problem: given a planar assembly of simple polygons, identify a subassembly that can be removed as a rigid object by a motion consisting of a nite translation followed by a translation to in nity. We present an algorithm that solves this problem in O(n 2 N 6 ) time, where n is the number of parts in the assembly and N is the total number of vertices of the polygons. We have extended this algorithm to partitioning assemblies with a small number k > 2 of translations. For lack of space, we do not present the latter algorithm here; see 6] for more detail.
The rest of the paper is organized as follows. In Section 2 we describe the NDBG and give other background. Section 3 gives the algorithm to partition an assembly of polygons with two translations, and Section 4 analyzes its computational complexity. Section 5 brie y considers paths of more than two translations. Finally, Section 6 discusses extending the algorithm to three dimensions, and considers other simple motions typical of high-volume assembly that would yield to a similar approach.
Background
Consider an assembly A of non-overlapping objects. The objects are the parts of the assembly, and any subset of them is a subassembly. In general, we wish to identify a proper subassembly S A that can be completely separated from AnS (the rest of the assembly) by a collision-free rigid motion along a continuous path t. Now consider which subassemblies of A could follow a given rigid motion t. Since a subassembly occupies space equal to the union of its parts, the motion t causes a collision between a subassembly S and A n S if and only if t causes a collision between some part in S and some part in A n S.
Let S be a subassembly removable along t. If a part Q moved along t collides with another part P (left stationary), then we say that P blocks Q along t. If P blocks Q, then either P must be in the moved subassembly S or Q must not be in S. The set of constraints on membership in S can be represented with a blocking graph 13]. The blocking graph of A for motion t, written G A (t), is a directed graph with a node for each part of A and an arc from node Q to node P exactly when Q is blocked by P along t. A subassembly S can be removed with rigid motion t if and only if no arcs in G A (t) connect nodes in S to nodes in AnS. Such a subassembly exists exactly when G A (t) is not strongly connected. 1 When G A (t) is not strongly connected, one of its strong components is a subassembly that can follow t without collision. Figure 2 shows an assembly and the blocking graphs for two motions, one a translation up to the right, and the other a translation to the left then upward. 2 For instance, part B collides with part C when translated up right, so the constraint B ! C is present in the corresponding blocking graph. The blocking graph of the up-right translation is strongly connected, and in fact no subassembly can be removed along that path. For the two-step motion, the blocking graph is not strongly connected. Instead, there are no outgoing arcs from fB; Cg to fAg, so B and C may be removed rigidly in a motion to the left then upward.
For translational paths in two dimensions, a path is a continuous mapping t : 0; 1) ! (x; y), where t(0) = (0; 0) and each point (x; y) on the path is considered a relative o set from a part's initial position in the assembly. The set of o sets of a part Q that collide with part P is given by the con guration-obstacle (or C-obstacle) P Q, i.e., the Minkowski sum of P and ?Q 9]. Hence part P blocks Q along a path t exactly when t intersects P Q. To nd the collisions between all pairs of parts for a single motion, all pairwise C-obstacles P Q can be computed. When the 1 A strongly connected component (or strong component) of a directed graph is a maximal subset of nodes such that for any pair of nodes (n 1 ; n 2 ) in this subset, a path connects n 1 to n 2 . A graph is strongly connected if it consists of one strong component. 2 The techniques of this paper apply equally well to more \normal" assemblies, with parts in contact. To simplify the presentation, however, we use examples such as those in gure 2. 
Partitioning with Two Translations
Given an assembly A of simple polygons, we wish to determine whether any subassembly S of A can be completely separated from the subassembly AnS by a nite translation of S followed by an in nite translation of S. We describe a rigid motion consisting of two translations by a triple t = (x; y; ), where (x; y) is the displacement caused by the rst translation, and is the direction of the second (in nite) translation.
To solve the problem, we partition the (x; y; )-space of possible motions into cells such that the blocking graph G A (t) is xed for all motions t in a cell. Then by checking the blocking graph for each cell for strong connectedness, we can determine whether a subassembly can be removed along motions in that cell. If all blocking graphs are strongly connected, no subassembly can be removed by a two-translation path.
The next subsection derives the constraints arising from the rst translation (x; y), and subsection 3.2 derives the constraints arising from a second translation given by . Then in subsection 3.3 we combine these sets of constraints to obtain the nal three-dimensional arrangement, i.e., the subdivision of the (x; y; )-space.
The First Translation
Consider rst the constraints on subassemblies that can follow the rst translation (x; y) without collision, as x and y vary. The origin of the plane represents the null translation (0; 0), and we wish to calculate the critical curves in the space of motions (x; y) at which the blocking graph for the rst translation changes.
As mentioned above, for any two parts P and Q, the set of placements of Q for which Q intersects P is the polygonal C-obstacle C = P Q. Part P blocks Q for translations (x; y) that intersect C. Let the central shadow of a region R, written S C (R), be the set of points (x; y) such that the line segment from (0; 0) to (x; y) intersects R. Each edge on the boundary of a central shadow S C (R) is either a portion of an edge of R or a ray extended from a vertex of R. The edges of the central shadow S C (P Q) are critical curves for the rst translation: the arc Q ! P is present in blocking graphs for exactly those motions (x; y) 2 int(S C (P Q)) ending inside the shadow. Figure 3b shows the C-obstacle and resulting central shadow of the two polygons in gure 3a.
We now superimpose the central shadows S C (P i P j ) for all pairs of parts (P i ; P j ). The boundary edges of the shadows determine a subdivision of the plane into regions (an arrangement of segments), such that for all points (x; y) inside each region, the blocking graph G A ((x; y)) is xed. We denote the set of line segments making up this arrangement by S 1 . Figure 4 shows the C-obstacles (dashed lines) and the boundaries of the corresponding central shadows 
The Second Translation
We now concentrate on the second, in nite translation. Such a translation is in fact a translation along a ray, and it can be speci ed by three parameters (x; y; ), where (x; y) is the starting point of the ray and is its direction. We wish to partition the (x; y; )-space into cells such that the blocking graph for a motion along a ray is xed for all the rays represented by the points in a cell. Note that, for the moment, we ignore the e ect of the rst translation on this subdivision.
We will de ne a collection of critical surfaces that induce the desired subdivision. We start by xing a direction 0 and considering a two-dimensional crosssection of the three-dimensional space (x; y; ), at 0 . At the xed 0 , the critical curves are de ned similar to the subdivision of the rst translation. Let theshadow of a region R, written S (R), be the set of points (x; y) such that the ray (x; y; ) intersects R. As with central shadows, each edge on the boundary of a -shadow S (R) is either a portion of an edge of R or a ray extended from a vertex of R. Then the blocking graph for a ray (x; y; 0 ) contains the edge Q ! P exactly when (x; y) 2 int(S (P Q)). The collection of critical curves that determine the subdivision of the 0 -cross-section are the boundaries of the 0 -shadows of the C-obstacles. Figure 3c shows the C-obstacle and resultingshadow of the two polygons in gure 3a for the direction of motion 0 = 90 .
To get the three-dimensional critical surfaces, we let vary, and let the boundaries of the -shadows vary accordingly. The collection of critical surfaces is de ned to be the union of the -shadow boundaries for all 2 0; 2 ). We denote this set of critical surfaces by S 2 . The surfaces in S 2 partition the space (x; y; ) into non-critical cells such that for all innite translations (x; y; ) inside each cell, the blocking graph G A ((x; y; )) is xed. Figure 5 shows the boundaries of the -shadows for the assembly of Figure 2 , and the resulting arrangement, for the upward translation = 90 .
Combining the Two Translations
As stated in the beginning of this section, the triple (x; y; ) can represent not only the second in nite translation, but in fact the two translations. A point (x 0 ; y 0 ; 0 ) represents a path of a subassembly that starts at the origin, moves to the point (x 0 ; y 0 ) along a straight line segment, and then moves to in nity along a ray in the 0 direction. We already have the set S 2 of constraint surfaces that subdivides the space (x; y; ) into non-critical cells, and we now re ne this subdivision according to the constraints induced by the rst translation. Since the rst translation is una ected by the value of , we extend each segment in the rst arrangement S 1 into a vertical \wall" (in the direction) in the (x; y; )-space. We will denote this collection of vertical walls, extended from S 1 , by S 1 .
Thus we have completed the subdivision of the space (x; y; ) into non-critical cells, such that for any twotranslation path t = (x; y; ) in each cell the set of blocking constraints G A (t) is xed. Finally, to nd a subassembly that can be partitioned with two translations (if one exists), we proceed as follows. We compute the subdivision of the (x; y; )-space by the surfaces in S 1 S 2 . For each cell produced by the algorithm, we compute the blocking graph G A (t) corresponding to a representative path t for that cell. We check each blocking graph for strong connectedness: if G A (t) is not strongly connected, then we output one of its strong components and the motion t as a solution. If all blocking graphs are strongly connected, then the assembly cannot be partitioned with two translations.
The blocking graphs for all cells in the arrangement can be computed incrementally in the following way. We begin by choosing a point t 0 = (x 0 ; y 0 ; 0 ) in some cell c 0 of the arrangement; the blocking graph G A (t 0 ) can be easily computed by checking for inclusion of (x 0 ; y 0 ) in the central shadows and 0 -shadows of the pairwise C-obstacles. We then perform a systematic traversal of the arrangement, at each step moving from a cell to one of its neighbors. When we step through a critical surface, we either add or remove the constraint corresponding to that surface, depending on whether we are entering a shadow or leaving it. What is the time complexity of this algorithm? We present here a summary of the analysis; see 6] for a more detailed discussion. To simplify the presentation, we rst assume that each part has at most some xed number of vertices. We then give a re ned analysis below.
Initial Analysis
Let the assembly A have n polygonal parts, each of constant maximumcomplexity. To determine the complexity (number of cells) in the arrangement of surfaces in (x; y; )-space, consider rst the number of surfaces in the set S 1 (generated by the rst translation). Since each part has a constant number of vertices, the C- Now consider the surfaces in the set S 2 generated by the second translation. To simplify the analysis, we will consider a superset of this collection. Namely, for every C-obstacle C, we will consider the surfaces traced by the set of all the segments underlying the Cobstacle C as varies, together with the ruled surfaces traced by rays in the +180 direction extended from vertices of C. This set is clearly a superset of the surfaces in S 2 .
Again, the number of surfaces induced by each Cobstacle is bounded by a constant. Since there are O(n 2 ) C-obstacles (one for every pair of original parts), we conclude that S 2 consists of O(n 2 ) critical surfaces.
The surfaces (or more precisely, surface patches) in S 1 and S 2 are clearly algebraic of bounded degree. It is well known that the maximum number of cells in a 3D arrangement induced by m such surfaces is O(m 3 ) (see, e.g., 4, 5, 11]). Since there are O(n 2 ) surfaces in each of S 1 and S 2 , the maximum number of cells in the subdivision of (x; y; )-space is O(n 6 ).
The algorithm requires that we visit all cells in the arrangement, at each step moving from a cell to one of its neighbors. This can be done in time very close to linear in the number of cells in the arrangement, i.e. roughly O(n 6 ) time, with a simple spatial sweep algorithm 2] (the algorithm in 2] incurs an extra polylogarithmic factor, which is negligible here due to other steps of our algorithm).
The blocking graph for the initial cell in the traversal can be computed by comparing the point (x 0 ; y 0 ; 0 ) to each shadow, that is in time O(n 2 ). Then as each cell boundary is traversed to generate the next blocking graph, at most a constant number of constraints is added or removed at each step, 3 so all the blocking graphs can be computed in time proportional to the size of the arrangement, i.e., in time O(n 6 ). Strong connectedness can be checked in time linear in the size of the graph, which in this case is bounded by n 2 . Since O(n 6 ) blocking graphs must be checked, this last step dominates the running time of the algorithm. We now have the following theorem. Theorem 4.1 Given a planar assembly consisting of n disjoint simple polygons, each having at most some constant number of vertices, it can be determined in O(n 8 ) time whether there is a subassembly that can be removed along a path consisting of a single nite translation followed by a translation to in nity. The algorithm outputs both the labels of the parts in the removable subassembly and the speci cations of the path.
Re ned Analysis
In this subsection we introduce another parameter into the analysis of the running time of our algorithm, and also indicate several points where the algorithm may be improved.
Let the assembly A we wish to partition consist of n parts (as before) and let N be the total number of vertices of all the parts together. Denote the number of vertices of part P i 2 A, by n i . While the Minkowski sum of two polygons P i P j may have complexity O(n 2 i n 2 j ), the collection of segments underlying all these edges may have at most O(n i n j ) segments| one for every vertex of one part and edge of the other 4 .
Hence in both sets S 1 and S 2 of the analysis in this section, the overall number of surfaces is
Therefore the number of cells in the arrangement of (x; y; )-space is O(N 6 ), and the time to compute it is roughly the same. The blocking graph for each cell in the arrangement must be checked for strong connectedness, giving us the following theorem. Theorem 4.2 Given a planar assembly consisting of n disjoint simple polygons, having a total of N vertices, it can be determined in O(n 2 N 6 ) time whether there is a subassembly that can be removed along a path consisting of a single nite translation followed by a translation to in nity. The algorithm outputs both the removable subassembly and the path.
Finally, in related work Khanna, Motwani, and Wilson have shown the following: given a directed graph with n nodes, and a \long" (compared to n) sequence of edge insertions and deletions to that graph, the strong connectedness of all resulting graphs can be determined in amortized time O(n 1:38 ) per graph 8]. They group the sequence of graphs into phases and pre-process the common sub-graph for each phase. The method applies directly to checking the long sequence of blocking graphs in the above algorithm, thus reducing the running time to O(n 1:38 N 6 ).
Multiple Translations
In 6] we consider partitioning an assembly along a path consisting of a small number k of translations m 1 ; m 2 ; : : :; m k . There are 2k ? 1 degrees of freedom in specifying the path t. Two parameters (x i ; y i ) specify the endpoint of each of the rst k ? 1 moves, and one parameter speci es the direction of the last (innite) move. Hence we examine the k-translation problem in a (2k ? 1)-dimensional space with coordinates (x 1 ; y 1 ; : : :; x k?1 ; y k?1 ; ). The resulting partitioning algorithm is polynomial in the complexity of the assembly, but exponential in the number of translations k allowed. We refer the reader to 6] for details.
Discussion
The above result builds on two existing concepts: the concept of the NDBG 13] and the \interference diagram" 10]. Previously, NDBGs were studied only for simple types of motions, and thus yielded either a subset or superset of the possible assembly operations, while it was not clear how to use the interference diagram e ciently in order to solve the partitioning problem. Notably, the algorithm above encodes exactly the type of motions executed by 2-axis linear actuators and some other common types of assembly automation. Hence this paper is a step in showing the full generality of the NDBG approach.
The major open problem that this paper raises is to improve the running time of the algorithms presented in it. Some possible directions for improvement are suggested in 6]. A related question, which applies to other instances of the NDBG framework as well, is the following: We compute a collection of n(n ? 1) C-obstacles. However, this collection of C-obstacles is induced by only n parts. Can we exploit this fact to improve the running time of our algorithm, or of other algorithms that deal with the NDBG? We are currently investigating this question.
Of practical importance is the extension of our algorithm to polyhedral assemblies and motions in three dimensions. In 3D, the rst nite translation (x; y; z) would be followed by an in nite translation in a direction given by two angles ( ; ). The C-obstacle P i P j is a polyhedron with O(n i n j ) planes supporting its faces, and central shadows and ( ; )-shadows can be de ned as in the 2D case. Thus the 5D space of motions will be divided into cells by a number of surfaces generated by these C-obstacles as and vary, with a blocking graph for each cell, and so on. While polynomial, the running time of such an algorithm may be rather high in the worst case.
A similar methodology might be applied to other simple motions performed by high-speed assembly machines. For instance, many such machines only perform horizontal and vertical motions. In this case (in 3D, with the orientation of the assembly given), a horizontal staging motion at angle is followed by a vertical insertion of length z, resulting in a 2D space of motions.
Another common assembly mechanism rotates a part from its feeding position to an intermediate point, then inserts the part vertically. The important parameters de ning such a motion are the length z of the vertical insertion and the center (x; y) of planar rotation. One additional point must be addressed, however: only rotation centers (x; y) that completely remove the subassembly are valid, and the valid rotation centers might vary depending on the subassembly. This deserves further investigation.
