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Prefacio 
En este trabajo se estudian dos problemas diferentes pero ligados por una idea 
común: las soluciones autosemejantes; de sobra es conocida la importancia de 
dichas soluciones en el estudio del comportamiento asintótico de soluciones 
de ecuaciones de difusión no lineal. Las dos ecuaciones tratadas están sujetas 
a una invariancia bajo rotaciones y bajo ciertos cambios de escala, lo cual 
nos sugiere introducir unas nuevas variables (variables autosemejantes) en 
las cuales el problema se reduce a estudiar estados estacionarios (que en las 
variables originales dan lugar a las llamadas soluciones autosemejantes) y al 
estudio de la convergencia a dichos estados estacionarios. Sin embargo, la 
diferencia entre los problemas tratados nos llevará a emplear técnicas muy 
distintas en su estudio. Por ello dividimos este trabajo en dos partes, cada 
una con una numeración, una introducción y una bibliografía independientes. 
La primera parte del trabajo estará dedicada al estudio de una cuación de 
difusión rápida con absorción fuerte, la cual presenta el fenómeno de extinción 
en tiempo finito. Constmiremos soluciones autosemejantes y demostraremos 
que dichas soluciones dan el comportamiento de las soluciones generales pa- 
ra tiempos cercanos al tiempo de extinción. La mayor dificultad w n  que 
nos encontraremos será la construcción de u n  funcional de Lyapunov; dicho 
funcional nos permitirá obtener estimaciones que son fundamentales para 
nuestro trabajo. 
En la segunda parte construiremos soluciones fuente (con dato inicial 
una delta de Dirac) para la ecuación de los thin-film (o de las películas 
delgadas) en dimensión d 2 2. Estudiaremos el rango de existencia y uni- 
cidad (O < n < 3) de dichas soluciones y obtendremos su comportamiento 
asintótico en la interfase o frontera libre. Dichas soluciones fuente tendrán 
una forma autosemejante y darán, en dimensiones d = 1,2,3, el compor- 
tamiento asintótiw de las soluciones para tiempos grandes. En este caso, 
los problemas que se nos plantean son problemas de ecuaciones diferenciales 
ordinarias. 
iii 
La numeración de los resultados, capítulos y formulas es, como hemos 
dicho antes, totalmente independiente. Dentro de cada parte la numeración 
de las formulas vendrá dada por el número de capítulo, el numero de sección 
y su número de orden dentro de la sección; así, (4.1.10) hace referencia a la 
formula 10 de la sección 1 del capítulo 4. En todo el trabajo las constantes 
"no importantesn se denotarán por C, pudiendo, en cada caso, haber variado 
su valor, pero siempre serán positivas. Los teoremas, lemas, corolarios, ... se 
numeran de igual forma, con excepción de los resultados principales de cada 
parte, que denotaremos como teorema A, teorema B, etc. 
Por último, en estas líneas me gustaría mostrar mi agradecimiento a todas 
aquellas personas que me han apoyado durante estos años; sin vosotros esto 
hubiera sido mucho menos divertido. 
En primer lugar a Juan Luis y a Paco, mis maestros, quienes en todo 
momento me han dedicado de forma generosa su tiempo y sabiduría, tanto 
en el aspecto científico como en el personal. 
A Juan Ramón, por su esfuerzo en la lectura y comentarios sobre esta 
memoria. 
A Ana y Alicia (Aa), mis "inseparables" compañeras de despacho, con las 
que he tenido la suerte de arreglar el mundo una infinidad de veces. 
A mis otros compañeros de despacho, Cherna, Dani, Enrique y Pablo, los 
cuales han aguantado estoicamente mis apariciones (o invasiones) por "mi 
otro despachon. 
A Lola, Fernando, Omar y Guillermo, siempre dispuestos a escuchar y 
discutir todas las dudas sobre los problemas que aparecen en este trabajo. 
A Sonia, por animarme en todo momento y por estar siempre ahí. 
A toda la gente del departamento, en especial a Sonsoles y ese café tan 
rico que hace. He disfrutado mucho estos años intentando probar teoremas 
y dando mis clases, pero también de tantos buenos desayunos, de no menos 
juergas y de discusiones tan absurdas como agradables. 
Parte 1 
Comportamiento cerca del 
tiempo de extinción para una 
ecuación de difusión rápida con 
absorción 
Capítulo 1 
Introducción 
En esta parte de la memoria estudiaremos la ecuación del calor no lineal 
donde u($, t) es una función escalar definida para x E W y t > O y los 
parámetros m y p verifican O < m , p  < 1. Esta ecuación describe un modelo 
de difusión rápida con absorción no lineal y constituye un ejemplo de ecuación 
de evolución no lineal de tipo parabólico. Escrita en forma más general, 
aparece como 
U: = V. (k(u)V u) - c(u)u, 
para -(u) y C(U) funciones cualesquiera. 
La referencia clásica a este tipo de ecuaciones corresponde a tomar k(u) 
1 y c(u) = O, es decir, la ecuación del calor, ut = Au, que se utiliza para 
describir procesos de transmisión de calor y difusión de sustancias. 
Son numerosas las situaciones físicas donde aparece de forma natural el 
modelo de difusión no lineal. Analicemos una de ellas dada por King en 1988, 
ver [Ki], que corresponde al caso c(u) r O y describe la difusión de impurezas 
en silicio. En el modelo supondremos que las impurezas se presentan en dos 
estados, como átomos móviles (con concentración c) y como celdas inmóviles 
(con concentración c'), cada una de las cuales contienen átomos. La reacción 
entre los dos tipos de impurezas vendrá dada por 
n átomos Una celda. 
En este modelo supondremos que dicha reacción alcanza un equilibrio, es 
decir 
c ' = K - P ,  
4 UNA ECUACIÓN DE D I F U S I ~ N  RÁPIDA CON ABSORCIÓN 
con K constante. Y que la redistribución de átomos móviles se rige por una 
difusión lineal con constante de difusión D, es decir 
a 
-(c + c') = DAc. at 
Ahora bien, si suponemos que la concentración de las celdas inmóviles es 
mucho mayor que la de los átomos móviles, d » c, podemos escribir la 
ecuación anterior como 
Mediante un cambio de escala se puede reemplazar la constante & por 1, 
obteniendo así la ecuación de difusión rápida 
Esta ecuación aparece en otras muchas situaciones; la más frecuente se 
refiere a la propagación del calor. Cuando c(u) = up-' se ilega a la ecuación 
para describir procesos de propagación térmica con absorción, ver [Ka2, 
SGKM]. Entonces u representa la temperatura, (um), la difusión y el 
término -uP representa la absorción de calor por el medio. 
En el caso en que las funciones k(u) = =um-' y c(u) = uP-' dependan 
de forma potencial de la solución u(x, t), aparecen distintas propiedades en 
función de los parámetros m y p. 
En el caso de difusión rápida o difusión lineal, si el efecto de la absorción 
no es muy fuerte, p 2 1, nos encontramos con una propiedad de positividad 
semejante a la de la ecuación del calor. 
Para el caso de difusión lenta, correspondiente a m > 1, nos encontramos 
con una propiedad común para todos los grados de absorción, la propiedad 
de velocidad de propagación finita, es decir, si la solución u(x, t) se anula 
inicialmente fuera de un región acotada, también se anula fuera de una región 
acotada para cualquier tiempo posterior. 
Este hecho contrasta fuertemente con lo que ocurre con la ecuación del ca- 
lor, donde se tiene una propiedad de velocidad de propagación infinita. Según 
esto, vemos que la propiedad de positividad característica de la ecuación del 
calor se pierde si m > 1, apareciendo distintas propiedades en función de la 
relación entre m y p. 
Para el grado de absorción correspondiente al rango de parámetros p 2 
m > 1, nos encontramos con cierta propiedad de positividad aunque más 
débil que en caso de la ecuación del calor, y que establece que la solución 
u(x,t) llegará a cubrir todo el espacio. Más concretamente, 
Vx E ltd, 3T(x) < oo tal que Vt 2 T(x), u(x,t) > 0. 
Por otro lado, si fijamos el rango de parámetros 1 < p < m, el efecto 
de la absorción, con más influencia que antes, se hace notar provocando un 
fenómeno de localización: para todo tiempo t > O, la solución u(x, t) quedará 
confinada en una región del espacio. Más concretamente 
Independientemente de que la difusión sea rápida, lenta o lineal, si acen- 
tuamos aún más el efecto de la absorción, p < 1, aparecen fenómenos de 
extinción y la solución u(x,t) se anula en tiempo finito. Más concretamente, 
existe un tiempo T > O tal que 
Los problemas de existencia y unicidad de soluciones para la ecuación del 
calor no lineal con absorción han sido muy estudiados para diferentes rangos 
de los exponentes m y p. Citaremos, sin ánimo de completitud, los trabajos 
de Kersner [Ke], Bertsch [Ber] y Kalashnikov [Ka2] para el caso m 2 1 y el 
trabajo de Borelli y Ughi [BU] para el caso m < 1. 
En cuanto al comportamiento asintótico de las soluciones en el caso de 
difusión lenta o lineal (m 2 1) se presentan varios casos dependiendo de la 
relación entre p y m. Como referencias globales citaremos los trabajos de 
Galaktionov et al. [SGKM] y el trabajo d e  Vázquez M. 
En el caso en que p > m + 2 la absorción es mucho más débil que la 
difusión y obtenemos un fenómeno de simplificación asintótica; la solución se 
comporta como una solución de la ecuación de difusión pura. Ver [GaVe, KU] 
Cuando m < p < m + 2, existe una única solución muy singular (en 
inglés, Very Singular Solution), ver [BPT, KV], la cual da el comportamiento 
asintótico de la solución, cf. [KP]. 
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En el caso 1 < p < m obtenemos que la solución evoluciona hacia un 
perfil en forma de Umesa". Es decir, existe un conjunto acotado tal que la 
solución se comporta como la solución plana, cf. [BNP] (se puede ver como 
una simplificación asintótica hacia la ecuación de absorción pura); por otro 
lado existe una solución autosemejante que da el comportamiento en el borde 
de la mesa, cf. [ChV]. 
Si p 5 1 aparecen fenómenos de extinción en tiempo finito, ver [HVe, 
GV2, GV3, GSV1, GSV2]. 
Existen tres casos límite, p = 1, p = m y p = m + 2. En el caso 
p = m $ 2  obtenemos que la solución se comporta como una solución de la 
ecuación de difusión pura sujeta a una contracción en u y en x, ver [GVl]. 
El caso p = m, se espera un comportamiento a un perfil en forma de 'mesa", 
cf. [BNP, Chwv], la cual se hace infinitamente grande. El caso p = 1 se 
transforma mediante un simple cambio de escala en el tiempo en la ecuación 
de difusión pura. 
Nosotros estamos interesados en el caso de difusión rápida, m < 1, que 
ha sido tratado para p 2 1 en [PJl, PJ2, Le]. Desde el punto de vista del 
comportamiento asintótico, no presenta cambios con respecto al caso m 2 1; 
este estudio lo veremos más adelante. 
Así pues, en esta parte de la memoria, completaremos, en el caso unidi- 
mensional, el cuadrante m,p > 0, con el estudio de la ecuación de difusión 
rápida, O < m < 1, con absorción fuerte, O < p < 1. Más concretamente, 
trataremos el problema de Cauchy 
U, = (um), - UP en R x (O, T) 
u(z, 0) = uo(x) 
Exigiremos al dato inicial uo(z) que sea continuo, no negativo, simétrico, 
decreciente para z > O y con soporte compacto. Estas condiciones no son 
óptimas y podrán ser mejoradas dependiendo de la relación entre m y p. 
Como comentamos anteriormente, por ser p < 1 este problema presenta 
la propiedad de eztinción en tiempo finito. Denotaremos por T al tiempo de 
extinción y por E al conjunto de extinción, definido como 
E = {S E : existen sucesiones zn + x , t ,  + T tales que U(%,, tn) > o). 
Diversas propiedades de la ecuación (1.0.1) con respecto a los parámetros 
m y p nos obligarán a estudiar tres casos: 
e O < m < p < 1, en el que se verifica la propiedad de positzüidad 
(semejante a la ecuación del calor); por tanto E = R, 
O < p < m < 1, en el que tenemos las propiedades de velocidad de 
propagac;ón fiBita y localización, cf. [Be]; además, E = {O), 
e O < m = p < 1, como caso crítico entre ambos. 
La existencia y unicidad ha sido estudiada por Borelli y Ughi en [BU], por 
lo que centraremos nuestro estudio en el comportamiento cerca del tiempo 
de extinción. 
Para dicho estudio, precisaremos una serie de estimaciones a priori. De 
bid0 a esto, dedicaremos el capítulo 2 a conseguirlas. 
Por otra parte, es conocido en la teoría de ecuaciones en derivadas par- 
ciales no lineales de tipo parabólico, que muchas propiedades de la ecuación 
se deducen por la existencia de un tipo apropiado de soluciones autosemejan- 
tes, [Bar2]. Por lo que dedicaremos el capítulo 3 a la construcción de dichas 
soluciones, ya que como veremos darán el comportamiento cerca del tiempo 
de extinción. 
En el caso de extinción en tiempo finito, las soluciones autosemejantes 
tienen la forma 
(1.0.2) U(x, t) = (T - t)=F(x (T - t)@). 
Una muestra de la importancia de estas soluciones es que podemos probar 
la propiedad de extinción en tiempo ñnito, mediante comparación con la 
familia de soluciones autosemejantes 
A esta familia de soluciones la llamaremos soluciones planas. 
Los valores de los exponentes de autosemejanza a y p se obtienen au- 
tomáticarnente del hecho de que la función U(x, t) es una solución de (1.0.1) 
y vienen dados por 
Por otro lado el perfil de autosemejanza F = F(6) satisface la ecuación 
diferencial ordinaria 
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donde la nueva variable 6 viene dada por 
Puede notarse que la ecuación de los perfiles admite como solución la 
constante 
-a - (1 - p ) l l ( l - ~ ) ,  a , = a  
que corresponde al perfil de la solución plana (1.0.3). 
Teorema A Eziste un perfil autosemejante simétrico, no negativo, decre- 
ciente para 6 > O y que satisface 
lim F(6) = 0. 
IEI+w 
Además, en el caso p = m este perfil es único, cuando p < m tiene soporte 
compacto y para p 2 m es estrictamente positivo. 
En los capítulos 5, 6 y 7 demostraremos que el comportamiento de las 
soluciones de la ecuación (1.0.1) cerca del tiempo de extinción viene dado 
por el tipo de soluciones autosemejantes dadas en el teorema A. 
Para el estudio del comportamiento de soluciones cerca del tiempo de 
extinción, será conveniente introducir ciertas variables reescaladas 
En las nueva variables, la función reescalada 
verifica la ecuación 
para todo [ E W y T > O ,  con dato inicial 
Como el nuevo tiempo T tiende a infinito cuando t tiende a T, el estudio 
del comportamiento cerca del tiempo de extinción queda sustituido, en las 
nuevas variables, por el estudio del comportamiento asintótico del problema 
(1.0.4)-(1.0.5). 
Un punto importante en este estudio, es la construcción de una función de 
Lyapunov apropiada, que nos permitirá obtener estimaciones de la función 
f y nos ayudará a identificar su limite cuando T 4 w. En el capítulo 4 
construiremos una función de Lyapunov para un problema más general. 
El hecho de sólo haber demostrado unicidad en el teorema A para el caso 
p = m, nos plantea un problema a la hora de identificar el límite de la órbita 
( f ( 6 ,  T )  : T > ro l .  Por lo que introduciremos el conjunto w-límite de una 
solución del problema (1.0.4)-(1.0.5). Dicho conjunto se define como 
w(f0) = {g (O  2 O ,  g E C(R) : 37;- tal que, cuando rj + w,  
f (., r j )  + g(.)  uniformemente sobre compactos de R) 
Una vez introducido el concepto de w-límite, estamos en disposición de 
presentar el segundo resultado importante de esta parte de la memoria. 
Teorema B Supongamos que la función fo(6) satisface las siguientes pro- 
piedades: es una función continua, no negativa, simétríca, decreciente para 
6 > O y con soporte compacto. Sea f ( 6 , ~ )  la solución del problema (1.0.4)- 
(1.0.5). Entonces su conjunto w-límite está formado por los perfiles autose- 
mejantes construidos en el teorema A. Más concretamente, 
F(6) : F es un perfil autosemejante simétrico, 
no negativo y decreciente para > O 
Nota. Debido a las distintas propiedades de la ecuación (1.0.4) en función 
de los parámetros m y p, las condiciones pedidas en el teorema B al dato 
inicial fo(()  no son óptimas. De hecho el teorema es cierto para una clase 
mayor de datos iniciales. 
Por último, me gustaría hacer mención al problema de blow-up 
donde los parámetros m y p son mayor& que 1. En principio es un problema 
diferente, pero que guarda una cierta 'simetrían con el nuestro. 
Existen soluciones autosemejantes que satisfacen las condiciones del teo- 
rema A. En este caso, tienen la forma 
Dichas soluciones tienen soporte compacto en el caso en que p 2 m y 
tienen soporte no compacto para p < m. Justo lo contrario de lo que ocurre 
en el problema de extinción (de ahí que hayamos hablado de Usimetrían). 
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Además, tanto las técnicas desarrolladas para la construcción de las solu- 
ciones autosemejantes como las utilizadas para el estudio del comportamiento 
de las soluciones cerca del tiempo de explosión, son muy parejas a las em- 
pleadas en esta parte de la memoria. 
Citemos para este tipo de problemas de blow-up los trabajos de Galaktie 
nov [Gal, Ga2, Gd], destacando [SGKM] como referencia imprescindible. 
Capitulo 2 
Sobre un problema de difusión 
rápida con absorción fuerte 
En este capítulo estudiaremos algunas propiedades sobre el problema de 
Cauchy 
(2.0.1) u, = (um),, - up R x R+ 
con parámetros O < m,p < 1. 
Lo primero de todo es dar un concepto de solución: diremos que una 
función u(x,t) continua y no negativa es una solución generalizada si para 
todo O < to < ti y s o  < xi se verifica 
donde p(s,t) E c:;:(QT) es una función arbitraria que se anula para z = xo 
y S = 21. 
Estudios sobre la existencia, unicidad y propiedades de soluciones gene 
ralizadas han sido tratadas por Borelli y Ughi en [BU]. 
Por otra parte, el hecho de que los coeficientes de difusión y absorción 
sean singulares en los puntos donde la solución se anula, provoca dos tipos de 
comportamiento, dependiendo de cuál de los dos coeficientes 'explote más 
- . - 
rápidamenten. Más concretamente: 
Lema 2.0.1 Si O < m < p, la solución de1 problema (2.0.1) es positiva en el 
dominio QT = ((2, t )  : x E R, O < t < T). Por otro lado, si p < m, se verifica 
la propiedad de velocidad de propagación finita 
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Demostración. Para el caso crítico, p = m, tenemos la estimación a prioori 
que se deduce gracias a un argumento de homogeneidad estudiado por Bénilan 
y Crandall [BC]. Ahora bien, si realizamos el cambio, a tiempo fijo t > 0 ,  
g(x) = um(x, t ) ,  tenemos que la función g(x) verifica la siguiente desigualdad 
Como m < 1, el segundo miembro de la desigualdad es una función Lipschitz- 
continua de g y podemos aplicar el principio del máximo, cf. Fr], para 
concluir que la función g(x)  no se anula en ningún punto, salvo que sea 
idénticamente cero. 
Para el caso p > m ,  tenemos que la solución de 
con X > O suficientemente grande, es una subsolución del problema (2.0.1). 
Entonces, por comparación obtenemos que u(x, t )  no se anula, a no ser que 
u(.,  t )  O. 
Por otro lado, para el caso p < m, en [HV] Herrero y Vázquez probaron 
la existencia de travelling waves con soporte compacto. De donde se puede 
deducir, por comparación, que se verifica la propiedad de velocidad de pro- 
pagación finita. Esta propiedad también ha sido probada por Bernis en [Be], 
donde también se demuestra que en este rango de parámetros se verifica la 
propiedad de localización. 
De hecho, en el caso en que O < p < m, ocurre un fenómeno de wmpacti- 
fieación instantánea del soporte. Más concretamente, se verifica el siguiente 
resultado: 
Lema 2.0.2 Si el dato inicial U D ( % )  es continuo, no negativo y 
uo(x) + O cuando 1x1 -t m, 
entonces, el soporte de u(.,  t )  es acotado para todo t > O, incluso si en tiempo 
cero no lo es. 
Este resultado ha sido probado por Borelli y Ughi en [BU], para el rango 
de parámetros O < p < m < 1. En el caso de difusión lenta o lineal (m 2 1) 
Evans y Knerr en [EK] prueban el mismo fenómeno para el caso O < p < 1. 
Una consecuencia inmediata del lema 2.0.1 es: 
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Corolario 2.0.3 En el caso p 2 m el conjunto de extinción E es toda la 
recta. 
En el resto del capítulo nos vamos a dedicar a obtener estimaciones a 
ptiotipara la ecuación (2.0.1). 
Lema 2.0.4 Si para algún r > O la función uo(x) satisface 
entonces, para cada tiempo t ,  u(-,  t )  es acotada en R. 
Demostración. Tenemos que la ecuación sin absorción 
u: = 
satisface el resultado, ver [HP]. Además, las soluciones del problema sin 
absorción son supersoluciones para el problema con absorción. Por tanto, 
por comparación, obtenemos el resultado deseado. 
Lema 2.0.5 Existe una constante a. = ( 1  - p)ll(l-~) tal que 
IIu(~,t)llm I a*(T - t)". 
Demostración. Supongamos que existe un tiempo to tal que 
max u(., to) < a,(T - t o y  , 
rER 
y sea M dicho máximo. Definimos una constante Ti de tal manera que se 
verifica que 
M = a,(T1 - to)". 
En resumen, a tiempo to, tenemos la siguiente cadena de desigualdades 
u(., to) 5 a,(T1 - to)" < a,(T - tO)". 
Por tanto, aplicando el principio de comparación, tenemos que 
"(5, t )  5 a,(T1 - t)" < a,(T - t)" para todo t 2 to, 
de donde se deduce que u(x, t) se extingue en tiempo T" 5 T' < T ,  lo cual 
contradice el hecho de que T sea el tiempo de extinción de u(%, t). O 
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Lema 2.0.6 Para toda solución acotada del ~roblerna (2.0.1) deñnida en el 
dominio W x (O,T), tenemos que 
donde la constante X > O depende de m,p, T y I[uollm. 
Demostración. Consideremos dos funciones h(x,t) y k(u,t)  > O que 
satisfacen la identidad 
hk = (um),. 
Vamos a estudiar la ecuación que satisface la función h(x, t). Si derivamos 
la igualdad anterior con respecto a x y con respecto a t obtenemos que 
htk + h ( k u t  + k+) = m(m - ~ ) u ~ - ~ u , u t  + mum-'u,t . 
Además, escribiendo la ecuación (2.0.1) en términos de p y k, 
y derivándola con respecto a x, tenemos que 
Por Ultimo, por como hemos definido h y k ,  
Juntándolo todo, vemos que la función h(x, t )  satisface una ecuación de la 
forma 
htk = L(h) 
donde 
L(h) = mum-'kh,, + khh, (2h - ( 1  - m ) ; )  
Definimos la función k(x, t) como 
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por tanto la función h viene dada por 
(U(~-P)~')~& para p # m, 
h(x, t) = 
Como las funciones k(u, t) y u(z, t) son positivas, la ecuación que satisface h 
es parabólica. Ahora bien, la función constante z(x, t) z 1 es una supersolu- 
ción 
y como u(x, t) es acotada para todo t 2 to > O, podemos elegir X de forma 
Por otro lado, podemos elegir to suficientemente pequeño como para que 
la función h satisfaga 
h(x,to) < 1. 
Entonces, aplicando el principio del máximo concluimos que la función 
El hecho de que h(x, 1) 2 -1 viene dado inmediatamente por simetría. 
Por como hemos definido las funciones h y k y la estimación conseguida 
para h, el teorema queda probado. 
Nota. Este tipo de estimaciones para ecuaciones de difusión-absorción que 
tienen la forma (2.0.1) fueron dadas por Kalashnikov, cf. [Kal] en donde se 
considera el caso m > 1. En esta última prueba hemos seguido un método 
dado por Bénilan, 6. [Ben]. Con las soluciones autosemejantes, que con* 
truiremos m& adelante, se puede comprobar que los exponentes obtenidos 
son óptimos. 
Capítulo 3 
Soluciones autosemejantes 
En este capítulo estudiaremos el comportamiento de soluciones simétricas de 
tipo autosemejante, 
Al imponer que U(x, t )  sea una solución obtenemos que los exponentes 
de autosemejanza a y B vienen dados por 
y que el perfil F debe satisfacer la ecuación 
donde la nueva variable independiente es .$ = x(T - t ) P .  En el resto del 
capítulo trabajaremos, no con la función F, sino w n  la función g = P. 
Escribiendo la ecuación de los perfiles en términos de g obtenemos 
(3.0.2) +,B~(~A) '  $agh - gs = O. 
De la hipótesis de simetría obtenemos que la derivada de la función g se 
anula en el origen. Por tanto, si dejamos como parámetro libre la altura de 
g en el origen, podremos plantear un problema de valores iniciales para la  
ecuación (3.0.2). 
Todo este capítulo lo dedicaremos al estudio, dependiendo del parámetro 
libre go, del problema de valores iniciales 
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con el fin de demostrar el siguiente teorema, que traducido a la función F, 
es equivalente al teorema A. 
Teorema A' Existe una solución no negativa del problema (3.0.3) que sa- 
tisface 
gf 5 O y lim g(t) = 0. ltl-t- 
Además, si p = m esta solución es única, en el rango p < m dicha solución 
tiene soporte compacto y es estrictamente positiva en el easo p > m. 
Obsérvese que el problema (3.0.3) admite dos soluciones constantes, la 
trivial g = O y la constante 
correspondiente a la solución plana (1.0.3). 
Para demmtrar este teorema usaremos un método de disparo, con pará- 
metro go > O. Definimos los conjuntos: 
A+ = {go : la solución g es monótona decreciente en (O, to) 
con g(to) = 0 Y d(6) # O). 
A- = {go : la función g(E) tiene un punto de mínimo positivo) U {c,}. 
A = {go : la solución g es no negativa y monótona decreciente}. 
Estos conjuntos son disjuntos y su unión es todo W+. Entonces, si demos- 
tramos que tanto A+ como A- son conjuntos abiertos y no vacíos, obtendre- 
mos, por ser la semirecta (O, w) conexa, que el conjunto A es un cerrado no 
vacío. 
El hecho de que el signo del parámetro /3 varíe dependiendo de los paráme- 
tros m y p nos obliga a estudiar tres casos distintos: 
El caso conservativo, que corresponde a /3 = 0. 
e El caso disipativo, que corresponde a /3 > 0. 
e El caso reactivo, que corresponde a /3 < 0. 
Llamamos así a los distintos casos debido a que si multiplicamos la ecua- 
ción (3.0.2) por g' e integramos entre t1 y tz, obtenemos la ecuación de 
energía 
(3.0.4) 
en donde la energía viene definida por 
Nótese que la función V ( s )  es negativa en el intervalo O < s < d y positiva 
para s > c', con la constante c' = c'(m,p) > q. Y que V alcanza el mínimo, 
V,, para s = G. 
3.1 Sobre un problema de valor inicial 
En esta sección estudiaremos las propiedades de unicidad y dependencia con- 
tinua de las soluciones con respecto a las datos iniciales para la ecuación 
con valores iniciales en el punto to 1 O 
Por teoría general sabemos que si go > O, localmente existe una única 
solución que depende continuamente de los datos iniciales. Por tanto estu- 
diaremos el caso en que go = O. 
Lema 3.1.1 Existe una única solución, g ( 0 ,  de la ecuación (3.1.1) con datos 
iniciales 
g(t0)  = 0 g'(t0) = d. 
Demostración. Supongamos d < O. Por continuidad, la función g ( t )  es 
positiva en un entorno a la izquierda del punto to .  
Integrando dos veces la ecuación (3.0.3) entre e y to ,  obtenemos la igual- 
dad 
Definimos la función z(fl como 
20 UNA ECUACIÓN DE DIFUSIÓN RÁPIDA CON A B S O R C I ~ N  
Entonces, en términos de la función z(<), la igualdad anterior se escribe como 
Nótese que al ser z(tO) = Id1 > O, la potencia es Lipschitz en un entorno 
de [O. Consideremos el operador integral Tu(t) igual al miembro derecho de 
la última igualdad y definido en 
Por un lado, para S suficientemente pequeña tenemos que T(S8.k) c SJ,k, ya 
1 + -(to - t ) ("+p) fm( ld l  + k)"fm I Id1 + k , 
2 
y también 
Por otro lado, sean vi([)  y vz(() dos funciones de y sea 
Entonces tenemos que 
ITu,(O - Tw(t)I I (Lto(f0 - O l f m  + la - BIL(t0 - t)( 1+m)/m+ 
donde las constantes L y L' son las constantes de Lipschítz. Por tanto to- 
mando S suficientemente pequeña, el operador integral es una contracción y 
aplicando el teorema del punto fijo de Banach concluimos que tiene un Único 
punto fijo en SJSk. Lo que implica que localmente a la izquierda del punto t o  
existe una única solución para la ecuación (3.1.1). 
La existencia y unicidad de la solución a la derecha del punto (0, o supo- 
niendo que d > O, se demuestra siguiendo un razonamiento análogo. 0 
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Lema 3.1.2 En el caso p > m, la única solución de la ecuación (3.1.1) con 
datos iniciales 
d to )  = 0 s'(t0) = o, 
es la solución trivial, g = 0.  
Demostración. Supongamos que existe una solución positiva en un entor- 
no a la derecha de 50. Como el sistema es disipativo y la energía E, es cero 
en el punto 50, tenemos que para todo E > f0, 
Por otro lado, por continuidad la función g(() es creciente en un entorno 
a la derecha de (O. Por tanto, integrando la desigualdad anterior se llega 
fácilmente a contradicción. 
Supongamos ahora que existe una solución positiva en un entorno a la 
izquierda del punto [o en el cual la funcíón g(t) es decreciente. Integrando 
la ecuación (3.1.1) entre ( y obtenemos que 
Como la función g(() es decreciente y acotada en [t, (O], tenemos que 
de donde integrando llegamos a contradicción. 
Por la simetría de la ecuación (3.1.1), tampoco existe una solución nega- 
tiva. 
Lema 3.1.3 En el casop < m, en un entorno de (0 existe una única solución 
positiva (excepto en el punto to) de la ecuación (3.1.1) con datos iniciales 
Demostración. La demostración la haremos para un entorno a la izquierda 
de 6. Al igual que en los lemas anteriores la demostración a la derecha de 
[O se hace siguiendo un razonamiento análogo. 
Como primer paso veremos que de existir una solución positiva, ésta 
verifica que 
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Como el sistema es reactivo y la energía en {o es cero, tenemos que la 
energía es negativa en todo el intervalo [O, to). Por tanto se verifica la desi- 
gualdad 
de donde integrando obtenemos la cota superior 
Por otra parte, 
Por tanto, para 6 suficientemente cerca de se verifica 
e integrando obtenemos la cota inferior 
Nos queda por ver que ambas cotas tienen la misma constante. Para eUo 
definimos 
L = lim inf 9(t) 
E+& (Eo - t)2m/(m-~) ' 
y aplicamos la regla de L'Hspital, con lo que obtenemos la siguiente cadena 
de desigualdades 
Por tanto, 
. . 
Por otro lado, de la cota superior se deduce la desigualdad contraria. Con 
lo que tenemos que 
mlím-P) 
+ P )  
Para demostrar la existencia y unicidad, actuaremos como en ai caso en 
que g'(60) # O. Integrando la ecuación dos veces entre 6 y (0, obtenemos la 
igualdad 
Haciendo el cambio de variable 
la igualdad anterior, en términos de la función z ( t ) ,  se escribe como 
Definimos el operador integral T,(t) como el segundo miembro de la 
última igualdad y consideramos el conjunto 
Al igual que en el caso en que g'(t0) # O tenemos que para S suficientemente 
pequeña se verifica que T(S6,k) c 
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Consideremos dos funciones zl(E) y zz(6) pertenecientes a Ss,k y sea 
Y ( E )  = sup Izi ( S )  - zz(s)l. 
*€[EL01 
Estudiemos el valor absoluto de las distintas integrales que aparecen al 
restar las ecuaciones de T,, y T,: 
donde L es la constante Lipschitz de la potencia 5. Acotando de la misma 
manera, tenemos que 
Para la siguiente integral, tendremos que afinar un poco más las acota- 
ciones y en vez de usar que la potencia $ es Lipschitz en un entorno de &, 
(nótese que z(&) # O), usaremos el teorema del valor medio, que nos dice 
que 
con s(t) una función intermedia entre zl(t) y zz(t). Con lo cual, cuando t 
tiende a (0 
Así pues, para t suficientemente cerca de to, tenemos que s(t) > K - 6. Por 
tanto, para t suficientemente cerca de 6 (6 pequeña), tenemos que 
Entances, reuniendo todas las estimaciones de las distintas integrales, 
obtenemos que 
Por tanto, tomando 5 suficientemente cerca de [o, el operador integral es 
una contracción y aplicando el teorema del punto fijo de Banach concluimos 
que tiene un único punto fijo. Lo que implica que localmente a la  izquierda 
del punto ,fo existe una única solución par,a la ecuación (3.1.1). • 
Gracias a estos resultados de unicidad obtenemos la dependencia continua 
de la soluciones con respecto a los datos iniciales, ver, por ejemplo, [Ha] 
(teorema 2.1, pg. 94). Más concretamente, tenemos demostrado el siguiente 
resultado. 
Lema 3.1.4 Sea g una solución de (3.0.3) tal que en un conjunto compacto 
K = [O, t1] se verifica 
(g(O)" + ( d ( t ) ) V  0 
para todo E K. Entonces, la función g(t) y su derivada g'(0 dependen 
continuamente del parámetrogo en el compacto K. 
Como consecuencia inmediata de este resultado, obtenemos los dos si- 
guientes corolarios. 
Corolario 3.1.5 El conjunto Af es abierto. 
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Demostración. Sea go E A+, y consideremos la sucesión gk(0) que con- 
verge a go cuando k tiende a infinito. 
Por definición de A+, existe un punto t1 < oo para el cual la solución 
g(E) se anula con pendiente distinta de cero. Por tanto, si tomamos 6 su- 
ficientemente pequeño tal que g(El + 6 )  < O y consideramos el compacto 
K = [O, ( 1  + 61, tenemos por el resultado anterior que para k suficientemente 
grande ~ ~ 
!Jk(<l+ $6) < 0 7 
de donde se deduce que gk(0) E A+, por lo que el conjunto es abierto. 
Corolario 3.1.6 EI conjunto A-\{&) es abierto- 
Demostración. Sea go E A-, go # &, y consideremos la sucesión gk(0) 
que converge a go cuando k tiende a infinito. 
Por definición de A-, existe un punto El < m para el cual la solución g(()  
tiene un punto de mínimo positivo. Por tanto si tomamos 6 suficientemente 
pequeño tal que g'((l+ 6) > O y consideramos el compacto K = [O,& + 4, 
tenemos por el resultado anterior que para k suficientemente grande 
de donde se deduce que gk(0) E A-, por lo que el conjunto es abierto. O 
3.2 El caso conservativo, p = m 
Al ser p = m, se anula el factor de expansión, /?, y por tanto no tenemos 
ningún cambio de escala en espacio, ( = x ,  y la autosemejanza es una sepa- 
ración de variables. 
U(x,t) = (T - t ) = F ( x ) .  
Como el sistema es conservativo tenemos que dada una constante E mayor 
que Vmin , la función g satisface la ecuación diferencial ordinaria 
y por integración obtenemos la formula serniexplícita 
donde el signo depende de si la solución es creciente o decreciente. 
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Teorema 3.2.1 La solución del problema de valores iniciales (3.0.3) verifica 
que 
Si go <- c' la solución es positiva y periódica. 
Sigo > c' la solución cambia de signo en un punto finito xo que depende 
de la energía inicial de la solución. 
Si g~ = c' la solución, Gi(x), es positiva, monótona decreciente y tiende 
a cero cuando x tiende a infinito. 
En la siguiente gráfica representamos el plano de fases asociado a la ecua- 
ción (3.0.3). La solución más importante para nosotros es la solución Gl(x), 
correspondiente a la órbita homoclínica en la figura 1. Es muy fácil ver que 
su comportamiento para z tendiendo a m es 
G1 (2) - e-" 
Figura 1 
El lado izquierdo de la figura 1 corresponde a incluir valores negativos de 
g en la forma antisimétrica habitual para la ecuación (3.0.2) 
g" + +(Ylgl(l-m)/mg - g = o .  
Que correspondería a la ecuación (1.0.1) extendida de la forma 
Ut = (Iulm-'u), - lulm-'u. 
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3.3 Caso disipativo, m < p 
3.3.1 Estudio de A- 
Lema 3.3.1 El intervalo (0,c.I E A-. 
Demostración. Si g~ E (O,  G) tenemos que el punto 6 = O es un punto de 
mínimo positivo. Por otro lado, por definición el punto c. pertenece a A- O 
3.3.2 Estudio de A+ 
Para el estudio del conjunto A+ vamos a necesitar trabajar con valores nega- 
tivos de la solución del problema (3.0.3), por lo que consideraremos su forma 
antisimétrica, es decir, consideraremos el problema 
con su correspondiente ecuación de energía 
donde la energía Ég viene definida por 
Para tratar el comportamiento de las soluciones con go grande, trabaja- 
remos con una nueva ecuación, que consiste en quitar el Último término a la 
ecuación del problema (3.3.1), es decir la ecuación 
Lema 3.3.2 Sea w una solución de la ecuación (3.3.4), con condiciones ini- 
ciales w(0)  = wo > O y wl(0) = O. Entonces w se anula en un punto finito. 
Demostración. 
1. Para todo wo > O ,  la solución w es una versión reescalada de la solución 
w l ,  la cual tiene dato inicial, wl(0)  = 1. Si realizamos el cambio de 
escala 
w = kwl(AE) con k%Az = 1, 
la ecuación queda invariante y w(0) = k.  
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2. Supongamos que w es estrictamente positiva. Integrando la ecuación 
(3.3.4) entre O y 6 obtenemos 
Como p < a, tenemos que w t ( t )  < O. Además, para todo C$ > to 
tenemos que 
e integrando entre 60 y obtenemos que 
Pero esto contradice que la función w ( O  sea positiva. Por tanto, debe 
existir un punto < w donde w se anule. 
Sea g la solución de (3.3.1), con dato go = k2/('-"'). Definamos la función 
gk como 
gk(8  = k- 21(1-m)g(t/k).  
Entonces, haciendo tender k a infinito, se verifica el siguiente resultado. 
Lema 3.3.3 La función gk(O converge a w ( 8 .  Donde w ( t )  es solución de 
la ecuación (3.3.41, con condiciones iniciales w(0) = 1 y wt(0) = 0. 
Demostración. La función gk(t) verifica la ecuación diferencial 
y las condicíones iniciales gk(0) = 1 y &(O) = 0. 
Multiplicando la ecuación diferencial por gk, podemos encontrar su ecua- 
ción de energía y aplicando el hecho de que esta energía es una función 
decreciente, se obtiene que 
Entonces, aplicando el teorema de Ascoli-Arzelá, 
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uniformemente sobre wmpactos. Por otro lado, en el lema anterior hemos 
demostrado que w se anula en un punto to < cm w n  wr(t0) < O. Entonces, 
para k suficientemente grande y para 6 > O suficientemente pequeño 
Por tanto la función gk se anula en O < t < to + 6. Pero, si la función gk 
se anula en un punto el, por construcción, la función g se anula en el punto 
Cllk. O 
3.3.3 Demostración del teorema A' 
Para demostrar el teorema A, nos falta ver que existe una solución, w n  dato 
en A, que tiende a cero. 
Como (O, G] E A-, el conjunto A+ esta acotado inferiormente y podemos 
definir 
g0 = inf (A+). 
Consideramos la solución g(()  con dato inicial go. Del lema 3.1.2 y del 
hecho de que el conjunto A+ es abierto se deduce que la función g(e) es 
estrictamente positiva. Por otro lado, gracias a la dependencia continua con 
respecto a los datos iniciales tenemos que la función g ( t )  es decreciente. Por 
tanto go E A. 
Ahora bien, la energía de las soluciones con dato inicial en A+ es positiva 
para todo punto menor o igual que su punto de corte. Por tanto, obtenemos 
de la dependencia continua con respecto a los datos iniciales, que la energía 
de la solución g ( t )  es no negativa, de donde se obtiene que g no puede tender 
a c , y  
lim g(O = 0. 
f-t- 
Con lo que, para este caso, el teorema A' queda demostrado. 
En la siguiente figura representamos el comportamiento de la función 
g(E) para diferentes valores de go. La línea diswntinua representa la solución 
c~ns.truida y las líneas punteadas son las soluciones explícitas c, y la solución 
singular 
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Figura 2 
En el siguiente resultado, veremos que es precisamente la solución singu- 
lar, dada en (3.3.5), la que da el comportamiento en infinito para la solución 
que hemos construido. Más concretamente 
Lema 3.3.4 Sea g una solución positiva y monótona decreciente de la ecua- 
ción (3.3.1) que satisface las condiciones de contorno 
g'(0) = O  . lim g(5) = 0. 
E-tm 
Entonces, cuando 5 + m, g se comporta como 
Demostración. Como la energía es un función monótona, existe su límite 
cuando 5 tiende a infinito; y como g + O tenemos que también existe el limite 
de g'; siendo el único posible cero. Entonces E,(() + O. Como el sistema es 
disipativo se verifica que 
Esto implica que, 
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cuando [ -+ w; e integrando entre 5 e infinito obtenemos la cota superior 
Para g 
do 5 G ( t ) ( l t  4 1 ) ) .  
Por otro lado, si integramos la ecuación entre [ e w obtenemos 
Ahora bien, utilizando las estimaciones obtenidas para g y g' 
Por tanto podemos simplificar la ecuación anterior, obteniendo 
Nótese que la función G([)  es una solución exacta para esta ecuación. 
Entonces, la cota inferior la obtenemos por comparación con G([). 
3.4 Caso reactivo, p < m 
3.4.1 Estudio de A+ 
Lema 3.4.1 EJ intervdo [c', w)  E A+ 
Demostración. Como el sistema es reactivo y E,(O) > O ,  tenemos que 
E,([) > O para todo [ > 0. 
Por tanto, la función no puede tener puntos de mínimo, ya que en dichos 
puntos la energía es negativa. Tampoco puede ser positiva, puesto que al ser 
monótona debería tender en infinito, a c. o a cero, pero entonces la energía 
tendería a un número menor o igual que cero. 
3.4.2 Estudio de A- 
Lema 3.4.2 Para b suficientementepequeño, e1 intervalo (O,  &+6) pertenece 
a1 conjunto A-. 
Demostración. Si go E (O, G )  tenemos que el punto cero es un punto de 
mínimo positivo, por tanto (O,&) E A-. 
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Para probar que (c., c. + 6) E A- seguiremos los argumentos utilizados 
en [SGKM] para un problema de blow-up. 
Estudiemos la linearización de la ecuación (3.0.3) entorno de C. El pro- 
blema lineal asociado es el siguiente: 
IPI (1-m)/m y b - 1 - P (p-m)/m con a =  -c, C* 
m m Si realizamos el cambio en la variable independiente 
la ecuación lineal se transforma en la ecuación hipergeométrica 
con condiciones iniciales 
Si tomamos el dato inicial @'(O) = O, podemos escribir la solución como 
una serie de Kummer, ver [BE]. En el caso en que 
con K entero, la  función @ es un polinomio de grado K. Además, tiene 
exactamente K ceros en r]  > O, cf. [BE]. Esta igualdad se cumple si 
También es sabido que, para todo mK+l < m < m K  la función tiene 
K + 1 ceros en r]  > 0, ver [BE]. En nuestro caso, O < p < m < 1, entonces 
para que se verifique la desigualdad anterior, K 2 2. 
Por tanto, si tomamos g(0) = c. + 6, con 6 suficientemente pequeña, 
obtenemos que la solución del problema no lineal corta, como poco dos veces, 
el nivel c.. De donde se deduce que go E A-. • 
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3.4.3 Demostración del teorema A' 
Una vez demostrado que el conjunto A es no vacío, estudiemos algunas de 
las propiedades de la soluciones, g([) ,  con dato inicial go E A. 
Al ser g una función no negativa y decreciente, se deduce que existe su 
límite cuando e + w. Por otro lado, al ser la energía una función creciente 
también existe su limite cuando [ -i m. Por tanto existe el límite de g'; 
además dicho límite ha de ser cero. 
Como el sistema es reactivo, se deduce inmediatamente que la función 
g(E) tiende a cero cuando [ + w. En efecto, si suponemos que tiende a G, 
tenemos que 
E,(O + V ( G )  = E,,, 
lo cual contradice que el sistema sea reactivo. 
Debido a la propiedad de compactificación instantánea del soporte, dada 
en el lema 2.0.2, la función g( [ )  tiene soporte compacto. Como en todo este 
capítulo estamos utilizando técnicas de ecuaciones diferenciales ordinarias, 
daremos una prueba de este hecho basado en dichas técnicas. Más wncreta- 
mente demostraremos el siguiente resultado: 
Lema 3.4.3 Toda solución no negativa de la ecuación (3.0.3) que satisfaga 
la condición 
lim g([ )  = O ,  
E+= 
tiene soporte compacto. 
Demostración. Supongamos que la función g([ )  es estrictamente positiva 
para todo > O. Como g + O tenemos que para suficientemente grande 
S < G en ( [O,  m), 
además, como los puntos de máximo de una solución han de estar por encima 
del nivel C, tenemos que 
Además, wmo vimos anteriormente 
gf -+ O cuando + m. 
Veamos que término "mandan en la ecuación (3.0.3) cuando [ es grande. Al 
ser p < 1, el término elm sobre el término g'lm. Para ver que elm 
u mandan también sobre el término ~ ( ~ ' 1 ~ ) '  veremos que 
~ ( ~ 1 1 m ) '  lim = O .  
€+m gplm 
Primero, del hecho de que tanto g como g' tienden a cero cuando [ tiende 
a infinito se deduce que la energía E, tiende a cero, y como el sistema es 
reactivo, debe ser negativa, de donde se obtiene la siguiente desigualdad: 
Por otro lado, escribiendo la ecuación (3.0.3) en su forma divergencia 
se observa que para 6 suficientemente grande la función g' - p[gllm es cre. 
ciente y negativa, por tanto es acotada y existe su límite cuando [ tiende a 
infinito. Como g' + O se deduce que 
tg1Im -+ K < m. 
Veamos que K = O. Si por contradicción imponemos que K # O, entonces 
para 6 suficientemente grande 
Por tanto #lm no es integrable cerca de infinito. Ahora bien, integrando la 
ecuación (3.4.1) obtenemos que para 6 » 1 
lo que contradice que gplm sea no integrable cerca de infinito. Por tanto, 
tg'lm -+O cuando 6 -+ m 
Mejoraremos esta última estimación, mediante un método iterativo. De 
la integración de la ecuación (3.4.1) hemos obtenido que 
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Supongamos ahora que 
para algún y 2 0. Como la solución g es decreciente en (eo, m), tenemos que 
para E suficientemente grande se verifica 
De donde se deduce que 
~ / m  < c ~ l - ( - i f  WP, es - 
por otra parte 
-$ 5 c g@+m)/zm ( - ~ [ - í - i + l ) W m ) / ~ p  
Ahora bien, si definimos 
tenemos que 71 > 7 y que 
así pues hemos mejorado el exponente de decaimiento. Entonces iterando 
este proceso un número finito de veces podemos cubrir cualquier exponente. 
Por tanto tenemos que para todo 7 2 O 
xg7 + O cuando e 4 m. 
De esto se deduce que entre los términos ((gilm)' y umandan el 
término s p l r n ,  ya que 
(g"-"'l"(-g') 
lim < lim {g(~-p-")/2" = 0. 
LPIm - <+m C-t- 
Por tanto, para suficientemente grande tenemos que 
Integrando esta Última desigualdad, obtenemos que para 6 suficientemen- 
t e  grande la función g(6) es no acotada, lo cual es una contradicción. O 
En la siguiente figura representamos el comportamiento de la función g ( t )  
para diferentes valores del parámetro go. La línea discontinua representa la 
- 
solución construida. 
Figura 3 
Se deduce del lema 3.1.3 que las soluciones con dato go E A cerca de su 
frontera se comportan como 
Capítulo 4 
Construcción de la función de 
Lyapunov 
En este capítulo vamos a construir, formalmente, una función de Lyapunov 
siguiendo la técnica utilizada por Galaktionov, [Ga2], en el problema de blow 
UP 
ut = (urn), + up 
u(., O )  = uo(x) 
en el rango de parámetros p > m > 1. Esta técnica está basada en un trabajo 
de Zelenyak, [Ze]. A estos trabajos hacemos referencia para los detalles. 
Consideremos el ~roblema 
con a(v)  2 a. > O (esta restricción se debe a que dividiremos por la función 
a(.))- 
Definimos la función de Lyapunov como 
imponiendo que sea no creciente a lo largo de las órbitas {v(x,  t )  : t > to). 
Por cálculo explícito, tenemos que 
Integrando por partes el Último término 
(@- + <Pwvz + @,,,,,,u,,) vt dx. 
'Jt Finalmente, como u, = - - b, obtenemos que 
a 
Por tanto, suponiendo que @ y p son suficientemente regulares como para 
hacer todos los cálculos anteriores, podemos definirlas como las soluciones 
del sistema lineal de ecuaciones diferenciales 
De donde se obtiene, para p(x, u, w), la ecuación lineal de primer orden 
la cual se resuelve fácilmente por el método de las características: 
Las tres primeras igualdades nos Ueva a estudiar la ecuación diferencial 
con ciertas condiciones iniciales 
Llamaremos <S(%; so ,  vo, wo) a la solución de este último problema. Entonces, 
podemos escribir la curva característica que pasa por el punto (xOi VO, wO) 
como 
v(x) = 4(x; %O, Vo, wo) > w(x) = 4yx; 20, Vo, wo) . 
Tomaremos s o  = O. Ahora bien, a lo largo de la curva característica podemos 
calcular la función p, obteniendo 
donde p(0, vo, wo) es una función regular arbitraria (la tomaremos igual 1). 
Por otro lado, la función b, la calculamos a lo largo de la característica que 
une los puntos ( O ,  vo, W O )  y ( x ,  u, w) ,  es decir, 
Estos cálculos generan una función global p(x,v, w )  si la ecuación #' $ 
b(x,  +,+') = O tiene una solución tal que d(0) = vo, +'(O) = wo, 4 ( x )  = v y 
# (x )  = 20. 
Por otro lado, la función Q> viene dada por 
Como se puede observar de las definiciones de @(%,u, w)  y de p(x,v,w), 
la regulaiidad de estas funciones está muy ligada a la regularidad de 
4 ( x ;  xO, vo, wo), tanto en la variable independiente x como con respecto a los 
parámetros xo, vo y WO. 
Capítulo 5 
Comportamiento cerca del 
tiempo de extinción, caso p = m 
En este capítulo estudiaremos el comportamiento cerca del tiempo de extin- 
ción de una solución no negativa del problema de Cauchy 
ut = (um),, - u" en W x ( O ,  T )  
u(., O )  = %(x) .  
Sobre el dato inicial uo(x) impondremos las siguientes condiciones: uo(x) es 
una función continua, no negativa, simétrica, decreciente para x > 0, que 
tiende a cero cuando 1x1 -+ w y además ur(x) E H1(R). 
Demostraremos que estas soluciones convergen a la solución autoseme- 
jante 
U(X,  t )  = (T - t)aGi(x), 
construida en el capítulo 3. Más concretamente 
Teorema B1 Cuando t se aprozima al'tiempo de eztinción T ,  tenemos que 
con convergencia uniforme para x E R. 
5.1 Cambio de escala 
Para estudiar el comportamiento cerca del tiempo de extinción introducire- 
mos el siguiente cambio de escala 
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donde el exponente a es el exponente de autosemejanza. 
Como T -i oo cuando t -i T, el problema del comportamiento de u(x, t )  
cerca del tiempo de extinción queda reducido al estudio del comportamiento 
asintótico del problema de Cauchy 
f t = ( f m ) z z + a f - f m  e n R x W +  
f (S, O) = T-"%(x). 
Por comodidad, trabajaremos con la función v = f"', que transforma el 
problema anterior en el problema 
1 
(5.1.1) (VA)* = u, + - v en R x R+ 
v(x, O) = T--uT(x). 
Obsérvese que los perfiles autosemejantes construidos en el capítulo 3 son 
las soluciones estacionarias del problema (5.1.1). 
En cuanto al dato inicial, la función vo es continua, no negativa, simétrica, 
decreciente para ( > O, tiende a cero cuando 1x1 -i oo y pertenece al espacio 
H1(R). 
5.2 Estimaciones 
En esta sección deduciremos estimaciones que aseguren la compacidad de las 
órbitas, siempre teniendo en cuenta las propiedades de vo. 
Para obtener estas estimaciones utilizaremos la técnica de comparación 
de intersecciones. Será útil revisar la definición. 
Definición Dadas u(%, t) y v(x, t) soluciones del problema (5.1.1) definimos 
el número de intersecciones N(u,  v. t )  entre u v v como el número de cambios 
. ,  . ,  
de signo de la función f(.) = u(.,t) - u(-,t). 
El resultado fundamental que usaremos dice que el número de intersec- 
ciones es una función no creciente de t, ver [St, Sa, Ma]. 
Lema 5.2.1 Existe una constante C = C(vo), tal quela solución v satisface 
la estimación 
c* I Ilv(.,t)lloJ 5 c. 
Demostración. La cota inferior es una consecuencia inmediata de la 
estimación a pn'ori dada en el lema 2.0.5. 
Para probar la cota superior seguiremos las ideas dadas en [Gal] para 
un problema de blow-up. Compararemos la solución con los perfiles auto- 
semejantes construidos en el capítulo anterior, en particular con los perfiles 
que cambian de signo. Consideramos la familia g, de perfiles autosemeiantes 
tales que 
tiene un máximo en x = O y cumple que gr(0) = L > IIvo(x)llooi 
g,(x) es positiva en (-r, r), 
Aplicando el hecho de que N(g,, u,  T) es una función decreciente de T, 
tenemos que para todo T 
N(g,,v,?-) 2 2 .  
1. N(g,, u, TO) = O es imposible, pues esto significaría que 
Volviendo a las variables originales, (2, t), tendríamos dos soluciones 
de (5.0.1) que satisfm'an 
G(x, t) = (T - to)ugrA(x) < (T - to)"v$ x, - log 1 - - . ( (3) 
Pero entonces, para e suficientemente pequeño 
Ahora bien, considerando la ecuación (5.0.1) en el intervalo [-r, r] con 
condiciones Dirichlet homogéneas y t > to, por comparación tendriamos 
que 
G,(x, t)  < u(x, t)  en [-r, r] x (to, T). 
Por tanto el tiempo de extinción de u sería mayor que T, lo cual es una 
contradicción. 
2. N(g?,v,~o) = 1 es imposible, pues g es de soporte compacto y v(.,to) 
es positiva. 
Entonces, la única posibilidad es que N(g,,v,r) = 2 para todo T > 0. 
Pero teniendo en cuenta que g,(f r)  < v ( f  r, T), se deduce de forma evidente 
que 
v(037) < g m ,  
46 UNA ECUACIÓN DE DIFUSIÓN RÁPIDA CON ABSORCIÓN 
y por tanto, la función v(z, T) es acotada. O 
Por otro lado, se sigue de la estimación a priori dada en el lema 2.0.6 que 
Esta estimación y las obtenidas para v en el lema anterior, implican que 
la función v(E, T) es también Holder continua en T, ver [Gil, [Ka2]. Podemos 
entonces establecer el siguiente resultado. 
Lema 5.2.2 La órbita {v(x,T), T > 70) de una solución es compacta en el 
siguiente sentido: para cada sucesión {rj) -+ w la familia {v(x,T~ + S ) )  es 
compacta en Lgc(Rf : C(R)). 
El siguiente resultado nos proporcionará un control sobre los conjuntos 
de nivel de la solución v(x, T). 
Lema 5.2.3 Si c > -& entonces existe una constante C tal que 
p{z ER:v(. ,T)> C} < C, 
donde p denota la medida de Lebesgue en IR. 
Demostración. Supongamos que existe una sucesión {rj) -+ w tal que 
Como la órbita es compacta, tenemos que 
lim v(x, T + rj) = h(z, T) 
7j+OJ 
uniformemente en compactos, con h ( x , ~ )  solución de (5.1.1). 
Por otro lado, del principio fuerte del máximo, cf. [Fr], tenemos que la 
función v(.,rj) es decreciente para z > O. Por tanto, 
h(x, 0) 2 c. 
Consideremos el problema (5.1.1) con dato inicial ú(z, 0) = c. Si reescri- 
bimos el problema en las variables originales ( x ,  t), tenemos que 
Ü ( ~ ,  O)= ~ a ~ l l m  = 1 a l l m  (TI c* . 
Por tanto, la solución viene dada por 
ü(x, t)  = (T' - t)"cilm, 
, la cual se anula en tiempo T' = T ( C / G ) ( ' - ~ ) ~ ~  > T. Esto implica, volviendo 
a las variables reescaladas, que la solución ú(x, T) diverge cuando T -+ w 
y por comparación, ~ ( z , T )  también lo hará. Entonces, por dependencia 
continua, la órbita original es no acotada, obteniéndose una contradicción. 
O 
COMPORTAMIENTO CERCA DEL TIEMPO DE EXTINCI~N,  CASO p = m 47 
5.3 Función de Lyapunov 
Debido a la forma de la ecuación (5.1.1), la construcción de la función de 
Lyapunov es mucho más sencilla que la dada en el capítulo anterior. Bas- 
t a  multiplicar por u, e integrar en todo R. Así, definimos la función de 
Lyapunov como 
que es no creciente sobre las órbitas. Es fácil ver que 
(Nótese que estas funciones coinciden con las obtenidas en el capítulo 4). Por 
definición, tenemos que para todo O < r1 < i, 
Por como está definida L,, tenemos la cota inferior 
y debido a las estimaciones y al control de los conjuntos de nivel de v estu- 
diados en la sección anterior (lemas 5.2.1 y 5.2.3), obtenemos que existe una 
constante independiente de T tal que 
Por otro lado, la función L, es no creciente y el dato inicial u,- pertenece 
al espacio H1(R). Entonces, 
De todas estas acotaciones se deduce, de forma inmediata, el siguiente 
resultado. 
Lema 5.3.1 Para todo tiempo T > TI se verifica la acotación 
donde la constante C es independiente de T .  
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5.4 Paso al límite. Demostración del teorema 
B1 
Usando el resultado de compacidad de las órbitas (lema 5.2.2), dada una 
sucesión arbitraria ~j -+ w, podremos pasar al límite sobre conjuntos wm- 
pactos (para alguna subsucesión) y tendremos que cuando rj + w, 
v ( x , ~ j  + S) 4 h(s,s), 
donde la función h(x, S) es solución del problema (5.1.1). 
Lema 5.4.1 La función h(x,s) es una solucíón estacionaria de (5.1.1). 
Demostración. Por comodidad, vamos a definir 7 = (1 $ m)/2m. Gracias 
al resultado obtenido en la sección anterior tenemos que dado s > O se verifica 
cuando rj tiende a infinito (uniformemente para s < m). Por tanto, la 
sucesión hT(x,s) = vV(x, ~j + S) wnverge en el espacio LW([O,T] : La(W)) 
para todo T > O a la función límite hq(x); la cual no depende de s, por lo 
que ha de ser una solución estacionaria de (5.1.1). • 
5.4.1 Identificación del límite 
Por cómo hemos elegido el dato inicial vo, tenemos que para cada tiempo 
T > O, la función u(-, T) es positiva, simétrica y decreciente en x > 0. 
En la sección anterior vimos que la órbita {v(z,t) : t 2 t o )  converge a 
una solución estacionaria y la única solución estacionaria positiva, simétrica 
y decreciente en x > O, es la función Gi(x) constmida en el capítulo anterior. 
Por tanto, tenemos que cuando T + m, 
Volviendo a las variables originales, se pmeba el teorema B1. 
Capítulo 6 
Comportamiento cerca del 
tiempo de extinción, caso 
m < p. 
Para estudiar el comportamiento cerca del tiempo de extinción, es conve- 
niente introducir las variables reescaladas 
En las nuevas variables la función reescalada 
f (E, T )  = (T - t)-OLu(t(T - t)-', t )  
verifica la ecuación 
para todo E E W y T > O. Como en el caso crítico (p = m), introducimos la 
función u = f" que verifica la ecuación 
para todo E R y r > O. Además toma el dato inicial 
En este caso, al dato inicial a ( x )  le exigiremos que verifique las siguientes 
propiedades: que sea una función continua, no negativa, simétrica, decrecien- 
te para x  > O y con soporte compacto. Entonces, por definición, la función 
uo(E) satisface las mismas propiedades. 
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Teorema B2 Dada vo(E) que satisfaga las hipótesis anteTiores, tenemos 
que el w-límite esta incluido en el conjunto de soluciones estacionarias cons- 
truidas en el capítulo 3. Es decir, 
g = g/Z) : g(. )  es una solución estacionaria de (6.0.1), 
4 ~ 0 )  C 
la cual es positiva y tiende a O cuando 1 [ 1  -+ m 
Nota. En este caso, no podemos decir que el w-límite este formado por 
un solo elemento, ya que en el capítulo 3 no demostramos la unicidad del 
perfil autosemejante con dato inicial en el conjunto A. 
6.1 Estimaciones 
Como en caso p = m, para tener un control de la órbita necesitamos el 
siguiente resultado: 
Lema 6.1.1 La solución de la ecuación (6.0.1) con dato inicial vo satisface: 
La órbita u(., T ) ,  con T > 70, es compacta en Lm(R+ : C(W)), y 
Demostración. Los dos primeros puntos son consecuencia de las estima- 
ciones a priori y de la comparación de intersecciones. Ver el caso p = m para 
los detalles. 
Para probar el tercer punto, compararemos la solución con la supersolu- 
ción 
2m(m + P) l l ( ~ - m )  ( Z  - to ) -Zml (~ -m)  
para [o > 0 elegido adecuadamente. Como el dato inicial tiene soporte 
compacto, existe L > O con u,([) = O en 6 2 L. Tomamos [O > O tal que 
g(L) = c, y por comparación obtenemos que todo tiempo T > O y todo 
Z > Zo 
.(Z>.) < 3(0. 
Entonces, para todo T > O el conjunto { E  : U(-, T )  > c*} C [-L, L]. O 
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6.2 Función de Lyapunov 
Al construir la función de Lyapunov, siguiendo los cálculos del capítulo 4, 
tenemos que la función p(t, v, vc) viene dada en términos de la curva carac- 
terística que une los puntos (O,vo, wo) y (E,v,ve). En este caso, nos encon- 
tramos con el problema de la existencia de perfiles autosemejantes que son 
singulares, por lo que consideraremos la ecuación aproximada 
donde los coeficientes vienen dados por 
y b(t, v, w; M) lo corregimos para v > M; de tal forma que la curva carac- 
terística 4([; 60, vo, wo, M) sea una función acotada que depende continua- 
mente de los parámetros vo y wo. Por ejemplo, podemos tomar la función 
G" 
Entonces podemos justificar todos los cálculos realizados en el capítulo 
4 y construir las funciones @(E, u, w;  M) y p(t, v, w; M), que vendrán dadas 
Por 
Por otro lado, en la sección anterior vimos que la órbita del problema de 
evolución original está globalmente acotada, por tanto si en los problemas 
aproximados elegimos M0 suficientemente grande (mayor que la cota de la 
órbita del problema original), tenemos que la solución del problema original 
es una solución del problema aproximado. Por tanto utilizaremos la función 
@(t, u, w; Mo) como función de Lyapunov para nuestro problema original. 
Debido a las propiedades de la función d(t; 60, vo, wo, M,) y a cómo están 
definidas las funciones p(6, v, w; Mo) y @(E, u, w; Mo), podemos deducir, de 
forma inmediata, el siguiente resultado: 
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2. Para todo (6, u, w) acotado las funciones @((,u, w; M) y p(6, u, w; M)  
están uniformemente acotadas. 
6.3 Paso al limite. Demostración del teorema 
B2 
Una vez construida la función de Lyapunov, estamos en condiciones de de- 
mostrar el siguiente resultado. 
Lema 6.3.1 Para todo tiempo T > r1 se verifica la acotación 
Demostración. Por la acotación obtenida antes para la función 
p(6, u, ve; Mo), tenemos la siguiente cadena de desigualdades 
= LV(ri; Mo) - Lv(r; Mo). 
Por otro lado, de la definición de la función CD((,v,v<, Mo) y gracias al 
control que obtuvimos en la sección anterior para los conjuntos de nivel de 
la órbita u(., T), tenemos que 
Le(?; Mo) = j, @(C, v, ve; Mo) dx 
Ahora bien, por las condiciones impuestas al dato inicial, v0(6, y el hecho 
de que la función L,,(T; Mo) sea decreciente sobre las órbitas, se deduce la 
desigualdad 
LV(~ i ;  Mo) < Lv(O; Mo) < C. 
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Entonces, juntando todas las desigualdades, concluimos el resultado de- 
seado. O 
Gracias al último resultado y a la compacidad de las órbitas, demostrada 
en la sección anterior, podemos repetir el mismo argumento dado para el 
caso crítico, p = m, y deducir que uniformemente sobre compactos la órbita 
converge a una solución estacionaria de la  ecuación (6.0.1). 
Por otro lado la solución u(., r )  es una función positiva y decreciente para 
( > O y las únicas soluciones estacionarias que verifican estas propiedades son 
las construidas en el capítulo 3. Este último hecho termina la demostración 
del teorema B2. 
Capítulo 7 
Comportamiento cerca del 
punto de extinción, caso p < m 
Como en los casos anteriores, para estudiar el comportamiento cerca del 
punto de extinción introducimos las nuevas variables 
y la función reescalada 
f (E, T) = (T - t)-"u([(T - t)lPl, t). 
De nuevo, trabajaremos, no con la función f(E, r),  sino con la función 
v = f m ,  que verifica. la ecuación 
(7.0.1) ( 1  vm)7 - VE< - m - vm 1 l ~ l t ( ~ % <  t- 'm- E 
y que toma como dato inicial 
Al dato inicial uo(x) le impondremos que sea una función continua, no 
negativa, simétrica, decreciente para x > O y de soporte compacto. Nótese 
que estas propiedades las hereda la función ~ ~ ( 8 .  
Al igual que en el caso p > m, en el capitulo 3 no hemos podido demostrar 
la unicidad del perfil autosemejante, por lo que no podemos identificar el 
límite de las órbitas (más que en casos particulares). Lo que sí podemos 
hacer es dar un resultado en función del w-límite. 
Teorema B3 Dada vo(() satisfaciendo las hipótesis anteriores, tenemos 
que el w-limite está incluido en el conjunto de soluciones estacionarias, es 
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deci~, 
g = : g(.) es una solución estacionaria de (7.0.1), 
la cual es positiva, decreciente para > O y 
tiende a O cuando IEl + co 
7.1 Estimaciones 
Como en los casos anteriores, necesitamos tener un control sobre la solución 
v(E, 7). 
Lema 7.1.1 La solución, u([, T), de la ecuación (7.0.1) con dato inícial vo, 
verifica: 
c < IIv(E>r)llm < C> 
la órbita u([, T) es compacta en Lm(W+ : C(W)), 
e p{( : u(., T) > d) < C. 
Demostración. La demostración es exactamente la misma que en el caso 
p = m, al cual hacemos referencia. O 
7.2 Función de Lyapunov 
En este caso, al intentar construir la función de Lyapunov, nos encontramos 
con el problema de la no unicidad de la función 4(E; Eo, O, O); definida en el 
capítulo 4 como la solución del problema de valor inicial 
Dicha no unicidad nos impide definir bien la curva característica que 
pasa por un punto de la forma (Eo, 0,O); y por tanto no podemos construir 
la función p(C, u, w). 
Por otro lado, el problema (7.2.1) tiene unicidad si imponemos a la función 
4([) la condición'extra de positividad en un entorno de 6. Ver lema 3.1.3. 
Por tanto, si definimos las curvas características que parten de puntos 
de la forma (Eo, 0,O) como la única solución positiva del problema (7.2.1), 
obtenemos el siguiente resultado: 
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Lema 7.2.1 Para todo O 5 < m, O < vo < co y -co < wo < cm existe 
una única curva característica 4(t; 6,  vo, wo) acotada en [O, Eo]. Además, la 
función 141 es continua con respecto a los parámetros (Eo, vo, wo). 
Demostración. El hecho de ser acotada se debe a que el sistema es 
disipativo (nótese que disparamos hacia atrás). Por otro lado, si la curva 
. característica pasa por un punto de la forma (E, O, O), al haber elegido la 
solución positiva perdemos la dependencia continua de la función 4 con res- 
pecto a los parámetros ((o, vo, wo), pero debido a la simetría de la ecuación 
(7.2.1) la función 141 si conserva la dependencia continua con respecto a los 
parámetros. O 
Gracias a este resultado obtenemos que las funciones @ ( E ,  u, w) y p(t, u, w) 
son lo suficientemente regulares como para realizar los cálculos del capítulo 
4. En este caso, dichas funciones vienen dadas por 
Además, tenemos que verifican las siguientes acotaciones. 
Lema 7.2.2 Para todo O < 6 < m, O 5 v 5 m y w, se tienen las siguientes 
estimaciones: 
exP (-C2) 1 P(E, v,w) S1 
para toda c > c. 
7.3 Paso al límite. Demostración del teorema 
B3 
Con las acotaciones obtenidas en la sección anterior, es fácil ver que la función 
v(t, T) satisface la siguiente propiedad: 
Lema 7.3.1 Para todo tiempo T > TI y para todo 'l > O se verifica que 
Demostración. De las acotaciones obtenidas para la función P( ( ,  u, u€) se 
sigue la siguiente desigualdad: 
Ahora bien, la función L,,(T) es decreciente y por cómo hemos tomado el 
dato inicial vo((), podemos afirmar que 
Por otro lado, de las desigualdades obtenidas para @ y del control sobre 
los conjuntos de nivel de la función v((,T), se concluye que 
Por tanto, juntando todas estas desigualdades, se obtiene el resultado 
deseado. O 
Gracias a esta cota y a la compacidad de las órbitas, podemos repetir el 
argumento usado en los otros casos, y concluir que la órbita {u((,T) : T > TI) 
converge uniformemente sobre compactos a una solución estacionaria de la 
ecuación (7.0.1). 
Por otro lado la solución u(.,?) es una función no negativa y decreciente 
para ( > O; pero las únicas soluciones estacionarias que verifican estas p r e  
piedades son las construidas en el capítulo 3. Con lo cual, el teorema B3 
queda demostrado. 
7.3.1 Identacación del limite: un caso particular 
En el capítulo 3 vimos que el conjunto A es un conjunto compacto. Por 
tanto podemos definir gm,(() y g,,(t) como las soluciones de (3.0.3) con 
. . .  dato inicial gm,(0) = min A y gm,(0) = max A. 
Por otro lado, si al dato inicial vo(() le imponemos que sea una función 
continua, no negativa, simétrica, decreciente para ( > O, de soporte wmpac- 
to, que vo(0) < gm:,,(0) y tal que el número de cortes en el intervalo (0, m) 
con gm,(() sea uno, tenemos que se verifica el siguiente resultado: 
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Teorema 7.3.2 Sea vo(E) verificando las condiciones antes mencionadas. 
Entonces, cuando T + w, 
~ ( 6 ,  T) + gmin(l) 
uniformemente sobre conjuntos compactos. 
Demostración. Como el número de cortes entre dos soluciones es una 
función no creciente y las dos soluciones, en variables (x, t), tienen el mismo 
tiempo de extinción, tenemos que para todo tiempo T 
(Nótese que el número de cortes es 2 por simetría). Pero entonces tenemos 
que para todo tiempo T > O se verifica que 
Por otro lado, sabemos que el w-límite de vo está formado por los perfiles 
con dato inicial g, E A. Pero debido a la desigualdad anterior el único perfil 
posible es g, por tanto tenemos que cuando T + w 
uniformemente sobre compactos. O 
Evidentemente tenemos un resultado análogo para g,.,. 
Teorema 7.3.3 Sea vo(E) una función continua, no negativa, simétrica, de- 
creciente en E > 0, con soporte compacto, que vo(0) > gm,(0) y tal que 
N(v0, g,, O) = 2. Entonces, se verSca que para T 4 w 
uniformemente sobre compactos. 
7.4 Comportamiento de la interfase 
En esta sección daremos una prueba de la propiedad de localización pa- 
ra nuestro problema en variables reescaladas. Esta propiedad, traducida a 
variables ( x ,  t) nos da la velocidad de la frontera libre o interfase; más con- 
cretamente, diría que 
De donde se deduce de forma inmediata que E = {O) (recordemos que E es 
el conjunto de extinción). 
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Teorema 7.4.1 Sea vo(t) una función continua, no negativa, simétrica, de- 
creciente para ( > O y de soporte wmpacto. Entonces existe O < t0 < co tal 
que, para T suficientemente grande, 
Demostración. La idea es comparar la función u((, T) con la solución del 
problema 
el cual sabemos que tiene una única solución positiva a la izquierda de t o  
(ver lema 3.1.3) y a la derecha de 50 la prolongamos por cero. Además, al 
ser el sistema disipativo (estamos disparando hacia atrás) obtenemos que la 
función 4 es positiva en [O, tO) y sus puntos críticos están cada vez más cerca 
del nivel q. 
En la sección anterior hemos visto que si el dato inicial verificalas hipótesis 
del teorema, el conjunto W-límiteestá formado por los periiles autosemejantes 
construidos en el capítulo 3, con dato inicial g50 E A. 
Por otra parte, vimos en el capítulo 3 que el conjunto A es wmpacto. 
Además, tenemos dependencia continua del perfil con respecto al dato inicial. 
Por tanto, el conjunto de puntos de corte de los perfiles con dato inicial en 
A es acotado. Entonces, podemos definir el punto tl < w como el supremo 
del conjunto de puntos de corte de los perfiles con dato inicial en A. 
Nota. Si existiera una sucesión de periiles cuyo soporte tendiera a i d -  
nito, el periil límite tendría como soporte toda la recta. Por tanto volviendo 
a variables (z , t )  tendríamos una solución que tiene en todo tiempo a to- 
da la recta como soporte; esto contradice la propiedad de compactificación 
instantánea del soporte dada por Borelli y Ughi en [BU]. 
Por otra parte, como v(.,r) es decreciente para 6 > O (ver [Fr]) y los 
soportes de todas las funciones de su w-límite están uniformemente~tados, 
tenemos que existe 70 suficientemente grande, tal que para todo T > TO 
Consideremos ahora las soluciones de (7.4.1) con to tan grande corno para 
que q5(tl) > %. Nótese que dicha solución existe, ya que los puntos críticos 
se acercan al nivel c.
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Entonces podemos aplicar el principio del máximo y concluir que 
t T) < 0 en [ti, (01 x l ~ o ,  m) . 
De donde, por simetría se deduce que, para todo T > TO, 
SOP u(., 7) c (-60, 60) . 
Con lo que se termina la demostración. 
Apéndice A 
El caso p > - 1 
En este apéndice realizaremos un estudio del comportamiento asintótico del 
problema de Cauchy 
ut = (um), - up 
en el rango de parámetros O < m < 1 y p 2 1. Al dato inicial uO(x) 
le impondremos que sea h a  función continua, no negativa y de soporte 
compacto. 
En este caso, p 2 1, perdemos la propiedad de extinción en tiempo fi- 
nito. Por tanto, reemplazamos el estudio cerca del tiempo de extinción por 
el del comportamiento asintótico para tiempo grande. Este comportamien- 
to depende de la competencia entre el término de difusión y el término de 
absorción, apareciendo cuatro rangos diferentes: 
Esta misma división ocurre para el caso de difusión lenta, m > 1. 
Teorema A.O.l Para p = 1 y t suficientemente grande, la solución se com- 
porta como 
2 
Demostración. Definamos la función 
que satisface la ecuación 
vt = e('-m)' ("m), 
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Redefiniendo el tiempo como d~ = e(l-m)tdt, obtenemos que v(x, T) satisface 
la ecuación de difusión rápida 
Es un hecho conocido que cuando el tiempo tiende a inñnito, V(X,T) 
converge a la solución fundamental de la ecuación de difusión rápida, dada 
por Zel'dovivh y Kompaneets [ZK] y Barenblatt [Barl] y que tiene la fórmula 
explícita 
donde la constante a > O, depende del dato inicial. Por tanto, cuando T 
tiende a infinito el factor de decaimiento para v es 
de donde se concluye el resultado deseado para u(x,t). O 
Nota. El factor de decaimiento en el caso lineal p = m = 1 es u = 
O (exp-' t-'1'). 
Los casos 1 < p < m + 2 y p > m + 2 han sido tratados en [PJl], donde 
tratan datos más generales. En el caso 1 < p < m + 2 existe una solución 
muy singular, es decir, una solución con las siguientes propiedades: 
lim W(x, t) & = +m para todo r > 0. L,<? 
Para los detalles de la existencia de dicha solución ver [PJ2], [Le]. Esta 
solución nos dará el comportamiento asintótico de las soluciones. Más con- 
cretamente. 
Teorema A.0.2 Para 1 < p < m + 2 y t tendiendo a infinito, la solución 
u(%, t )  verifica: 
t~lb-l)U(x, t )  + w(~-@-m)lN~-l) ,  t )
uniformemente en los conjuntos {z E R : 1x1 _< at@-m)12@-1)}. Por tanto, el 
factor de decaimiento de u(z, t )  es del orden de t-l/('-~). 
En el caso, p > m +2, ocurre un fenómeno de simplificación asintótica, es 
decir, u(x, t )  converge a una solución de la ecuación sin absorción, cf. [PJl]. 
Teorema A.0.3 Para p > m + 2 y t tendiendo a infinito, la solución u(x, t) 
verifica que 
tll(m+l)I~(x,t) -&(x,t)l + O 
uniformemente en los conjuntos {x E R : 1x1 5 ~t l l (~+ ' ) ) ,  donde la función 
Eo(x,t) es la solución fundamental de la ecuación de difusión rápida, con 
masa Q dada por 
Nos queda por estudiar el caso crítico, p = m + 2. En este caso, u(%, t) 
converge a una solución de la ecuación de difusión rápida sujeta a una con- 
tracción en u y en x, debida al efecto del término de absorción. Ver [GV3], 
para el caso de difusión lenta, m > 1. 
Teorema A.0.4 Para p = m + 2 y t tendiendo a infinito, se verifica que 
y u(x, t) se comporta como 
U(x, t) N (t Iog t)-ll(m+l)~(xt-ll(m+')(log t)-('-m)l'(m+l); =), 
donde F(s; a) es el perñi de la solución fundamental de la ecuación de difusión 
rápida y viene dado por 
Demostración. Introducimos l'as variables reescaladas 
En las nuevas variables la función reescalada 
s(5, .) = ((T + t) log(T + t)) l/(m+l) U(X, t) 
verifica una ecuación de la forma 
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en donde el operador A(g) viene dado por 
que corresponde a la ecuación de difusión rápida, reescalada sin el término 
logarítmico. Por otro lado, el operador B(g) viene dado por 
y lo interpretaremos como una pequeña perturbación. 
El introducir un factor logarítmico en el cambio de escala nos permitirá 
obtener estimaciones de la solución g(t,r). Al igual que en el caso m > 1, cf. 
[GP], construimos una iubsolución g y una supersolución ü para el problema 
en las variables originales (x,t). Dichas sub y supersolución vienen dadas 
D O I  
donde C = ((1 + (1 - m)/210g(~))-', T > 1 y a > 2('")/('+"'). 
donde 4(t) = (b - 1/ log(T + t))'j2, T > e2/('-"1 y b > 1+2/ log(T). Usando 
estas funciones es fácil ver que existen dos constantes a- y a+ tales que 
F(5; a-) 1 4 6 , ~ )  1F e ;  a+). 
Entonces, nos encontramos en condiciones de aplicar el razonamiento da- 
do en [GV3] y obtener el resultado deseado. 13 
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Parte 11 
Soluciones Fuente para la 
ecuación de los thin-films 
Capítulo 1 
Introducción 
En esta parte de la memoria estudiaremos la existencia y unicidad de solu- 
ciones fuente para la ecuación de los thin-film, 
para todo x E IRd, t  > O y n > O. Por solución fuente entenderemos una 
solución no negativa que cuando t  tiende a O satisface que 
donde 6 denota la masa de Dirac y M es una constante positiva. La con- 
vergencia la entenderemos en el sentido débil estrella de las medidas; más 
concretamente, la solución fuente verifica que 
L d  
h(x, t ) p ( x )  dx -+ M p ( 0 )  cuando t + O+ 
para toda función p E Cc(Rd). Además, le exigiremos que verifique la con- 
vergencia puntual 
h(x, t )  -+ O cuando t + O+ 
para todo x # 0.  
La regularidad que exigiremos a la solución fuente es que la función h(x,  t) 
sea C' para todo x E Wd y todo t > O .  Esta regularidad C' implica que el 
ángulo de contacto en la frontera libre es nulo. En el apéndice A considerare- 
mos soluciones con una regularidad menor, soluciones continuas y soluciones 
con discontinuidades tipo salto, las cuales han sido tratadas en el caso d = 2 
y n = 3 por Tanner [Tan], Starov [Sta] y Brenner y Bertozzi [BB]. 
El estudio de soluciones fuente en el caso unidimensional ha sido tratado 
en [BPW] por Bernís, Peletier y Williams. El objetivo de esta parte de la 
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memoria es extender los resultados obtenidos en dimensión uno a cualquier 
otra dimensión. 
Esta ecuación modeliza el movimiento de una gota "delgada" de aceite 
sobre una superficie plana. Analicemos esto con más detalle: supongamos 
que tenemos una gota de un fluido muy viscoso sobre una superficie plana. 
Para fijar notación, tomaremos la dirección y como la dirección perpendicular 
a la superficie. 
Nuestro modelo es un caso limite de la teoría de fluidos newtonianos 
incompresibles, cuyo movimiento se rige por la ecuación de continuidad 
y por las ecuaciones de Navier-Stokes 
donde Ü es el campo de velocidades, p es la presión, p la densidad y ,U la 
viscosidad. La primera simplificación que haremos será suponer que la altura 
de nuestra gota depende sólo de una variable espacial, es decir, h = h(x, t). 
Al no depender la altura de la gota de la variable z dicha A a b l e  no jugará 
ningún papel. Otra simplificación que haremos será la de suponer que 
a2vl De donde deducimos que p sólo depende de (S, t) y podremos despreciar -
8x2 
a2v1 frente a - 
ay2 ' 
Como la dirección z no juega ningún papel, trabajaremos con un campo 
de velocidades ü = (vi, 712) al que impondremos que cumpla condiciones en los 
puntos donde y = O y donde y = h(x,t). En la dirección x le impondremos 
condiciones de no deslizamiento, es decir, 
v l=O p a r a y = O y p a r a y = h ;  
y en la dirección y le impondremos que 
v2=O paray=O, 
a h  
v2 = - at para y =  h.  
' .  Por otra parte, debido a la alta viscosidad de la gota, podemos despreciar 
la derivada material en las ecuaciones de Navier-Stokes y trabajar con las 
ecuaciones de Stokes 
V p  = pAÜ. 
Pero teniendo en cuenta las condiciones sobre p y las segundas derivadas de 
V I ,  las ecuaciones de Stokes se escribirán 
Integrando en y dos veces y teniendo en cuenta las condiciones de no desli- 
zamiento, obtenemos que 
Por otro lado, integrando la ecuación de continuidad respecto a y entre O 
y h(x, t) y teniendo en cuenta la expresión obtenida para vl  y las condiciones 
que verifica vz obtenemos la ecuación 
que es la ecuación de Reynolds de la teoría de lubricación en el caso particular 
en que h = h(x, t) depende sólo de una variable espacial, ver [Pan, TK]. 
Si suponemos que el movimiento de la gota viene dado por la acción de 
la gravedad, tenemos que p = gh y la ecuación de Reynolds se traduce en la . 
ecuación de los medios porosos 
la cual ha sido muy tratada en la literatura. Hacemos referencia al trabajo 
de Vázquez va] para un desarrollo matemático sobre dicha ecuación. 
Si suponemos que el movimiento lo provoca la tensión superficial de la 
gota, tenemos que 
p = - u K ,  
en donde u  es el coeficiente de tensión superficial y K  es la curvatura de la 
gota. Una hipótesis generalmente aceptada es la de identificar la curvatura 
con h,,. Por tanto la ecuación de Reynolds se escribe, en este caso, 
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La constante 0/12p la podemos normalizar a 1 mediante un simple cambio 
de escala, obteniendo así la ecuación (1.0.1) en dimensión uno. 
Este modelo presenta problemas cuando la altura de la gota ea pequeña. 
Por ejemplo, Dussan y Davis en [DD] notaron que la condición de no desliza- 
miento implica que si la gota tiene ángulo de contacto no nulo, la energía de 
disipación se hace inñnita en la línea de contado. Debido a estos problemas 
muchos autores introducen condiciones de deslizamiento, lo que reemplaza la 
función h3 por la función Clh3 $ CZhP con O < p < 3, (normalmente se toma 
p = l ó p = 2 ) .  
La ecuación (1.0.1) aparece en otras muchas situaciones físicas. Por ejem- 
plo, supongamos que tenemos un fluido muy viscoso en una celda de Hele- 
Shaw, el cual pasa por una estrechez de anchura 2h. Entonces, el flujo del 
fluido por dicha estrechez viene dado por la ecuación (1.0.1) con exponente 
n = 1, ver [GPS, CDGKSZ, DGKZ]. 
Como guías en la literatura física sobre este modelo citemos, sin ánimo 
de completitud, los trabajos de Bernis [Berl], Bertozzi [Bzl], Bertozzi et al 
[BBDK], Levich [Lev], Greenspan [Gre] y el suruey de De Gemes [Gen]. 
En cuanto a la teoría matemática de la ecuación (1.0.1), ver [BF, BBD, 
BP, Ber2, Ber3] para el caso unidimensional y [Gru, EG, DGG, BDGG] para 
dimensiones superiores. La teoría de existencia de soluciones fuente necesita 
un estudio aparte, debido a que la masa de Dirac es más singular que los 
datos iniciales considerados en los trabajos antes citados. 
En vista de la estructura en forma divergencia de la ecuación (1.0.1) es 
natural exigir a las soluciones fuente que verifiquen una ley de conservación 
de masa, es decir, que para todo tiempo se satisfaga la igualdad 
Una propiedad importante de la ecuación (1.0.1) es la invariancia bajo 
rotaciones y bajo un cierto grupo de cambios de escala. Esto nos sugiere, ver 
por ejemplo [BC] o [Bar], que la solución tipo fuente sea una función radial 
de tipo autosemejante, que en este caso tiene la forma 
h(x, t) = t-* f (r) r = lxlt-@, 
Al imponer que h(x, t) sea una solución de la ecuación (1.0.1), obtenemos 
que 
Para quitar la dependencia en tiempo en la ecuación anterior tomamos 
e 
Esta igualdad y la propiedad de conservación de masa nos determinan los 
exponentes de autosemejanza: 
Por otro lado, teniendo en cuenta la relación entre a y P y que 
obtenemos que 
Nótese que rd-' es un factor integrante para el miembro izquierdo de la igual- 
dad. Por tanto, tenemos que el perñl f (r)  satisface la ecuación diferencial 
ordinaria 
d 1 (rd-'f"(Ar f)')' = B(r f )  , r > o.  
Por otra parte, la función h(x, t )  se puede escribir como 
rd h(x, t )  = - f ( r )  . 
lxld 
Por tanto, debido a la convergencia puntual exigida a la solución fuente, si 
x # O y hacemos tender t a cero, obtenemos que cuando r tiende a infinito, ' 
Por último, la conservación de masa, escrita en términos del perfil f (r) ,  
nos da la igualdad 
wd lm rd-l f ( r )  dr = M ,  
en donde wd denota el área de la esfera unidad en Rd. 
Agrupando todas estas propiedades del perfil, tenemos que f ( r )  es una 
solución del problema 
(1.0.2) (rd-'f"(&f Y)' = P(T d f )  r r > 0 ,  
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(1.0.3) rd f (r) + O cuando r + m ,  
Nótese que para el caso n = 1 existe una solución explícita, dada por 
donde  da^+^ = Md(2 + d)'(4 + d)'. En dimensión 1 esta fórmula fue enwn- 
trada por Smyth y Hili [SH]. Lamentablemente, para n # 1 las soluciones 
que construiremos no tienen una fórmula explícita. 
En cuanto a la regularidad de f(r), le exigiremos que verifique las siguien- 
tes hipótesis: 
(Hl) f (r) es una función C1 para todo r > O y C3 donde f(r) > 0. 
(H2) fn(A,f)' tiene una extensión C' a todo (O, m). 
(H3) f(r) es C' en r = O. Además ft(0) = O. 
El hecho de pedir al perfil autosemejante una regularidad C1 (R) se debe a 
que, como veremos en el teorema C, no existen soluciones C ( W ) .  La hipótesis 
(H2) la imponemos para que la ecuación tenga sentido en los puntos donde 
f (r) = O. Por último, la hipótesis (H3) es importante para el resultado de 
unicidad. El hecho de que f'(0) = O es debido a que buscamos una solución 
fuente h(x,t) que sea una función C'(Rd x (O, m)) y radialmente simétrica. 
Como veremos en el capítulo 2, trabajaremos wn una versión integrada 
de la ecuación del perfil, que tiene la forma 
y por tanto 
(A,f)'=Brfl-" cuando f > 0 .  
Como mencionamos anteriormente, en esta parte de la memoria extende- 
remos a cualquier dimensión los resultados obtenidos por Bemis, Peletier y 
Wiliiams, PPW], en el caso unidimensional. Más wncretamente demostra- 
remos los siguientes resultados: 
Teorema A Paran 2 3 no eziste solución de (1.0.2)-(1.0.9) que verifique 
las hipótesis (H1)-(H2). 
Dedicaremos el capítulo 2 a la demostración de este teorema. 
Teorema B Para O < n < 3, existe una única solución no negativa de 
(1.0.2)-(1.0.4) que satisface (H1)-(H3). Esta solución tiene soporte compacto 
[O, a] y es estrictamente positiva y decreciente en O 5 r < a. 
A partir de estos teoremas se deduce que, bajo las hipótesis (H1)-(H3), 
existe una única solución fuente no negativa de tipo autosemejante para todo 
O < n < 3 y que no existe para n 2 3. En el caso O < n < 3, la solución 
fuente h(x, t) verifica que 
Por tanto, la superficie 1x1 = ata es la interfase o frontera libre y separa las 
regiones donde h > O y donde h = O. En particular, se deduce que la solución 
fuente tiene velocidad de propagación finita. 
En el siguiente teorema estableceremos el comportamiento de f(r)  cerca 
de la frontera libre. Dicho comportamiento es totalmente análogo al caso 
unidimensional, ver [BPW]. 
Teorema C Sea f(r) la solución descrtta en el teorema B. Ezisten cons- 
tantes positivas B1, Ba y B3 tales que 
1. Si O < n < 312, entonces 
f (r) - Bl(a - r)' cuando r + a-. 
2. Si n = 312, entonces 
3. Si 312 < n < 3, entonces 
f (r) - B3(a - r)3/n cuando r + a-. 
Como consecuencia inmediata de este resultado se obtiene la no existencia 
de una solución fuente con regularidad C2(Rd x (0, m)). Efectivamente, si 
suponemos que h E C2(Wd x (0, m)), el perfil verificaría cerca de la frontera 
libre que fl'(a) = O y por tanto 
lo que contradice el teorema C. 
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Dedicaremos el capítulo 4 a la demostración de los teoremas B y C. Las 
técnicas utilizadas en estas demostraciones requieren reducir el problema 
(1.0.2)-(1.0.4) a un problema de contorno en el intervalo (0, l),  enunciar 
un principio del máximo y construir la función de Green asociada a dicho 
problema de contorno. A esto dedicaremos el capítulo 3. En particular, en 
este capítulo demostraremos que la solución fuente tiene soporte compacto 
[O, a] y que es positiva en [O, a). 
En el capítulo 5 estudiaremos el caso crítico n = 3 como caso Iímiteentre 
los rangos de existencia y no existencia. En particular demostraremos el 
siguiente resultado: 
Teorema D Sea f, la solución de (1.0.2)-(1.0.4) con ezponente n y sea a, 
la longitud de su soporte. Entonces se  verifica que, cuando n tiende a 3, 
3. h,(x,t) + Md(x) para todo tiempo t > 0. 
Por último mencionar que, en dimensión 1, la solución del problema de 
Cauchy obtenida por Bernis en [Ber2] tiene el mismo comportamiento asintó- 
t iw  (cuando t + co) que la solución fuente (en el caso O < n < 3), en el 
sentido de que los soportes de ambas soluciones se expanden con la misma 
potencia; las normas U>@), con 1 < p 5 w decaen con la misma potencia 
y la norma L2(R) de u,(.,t) también decae con la misma potencia. Un 
resultado similar ha sido probado en dimensiones 2 y 3 por Bertsch et al. en 
[BDGG] para el caso 8 < n < 2. En particular demuestran que tanto los 
soportes como la norma L2(Rd) de V u(t) tienen el mismo "comportamiento" 
potencial; en cuanto a las normas Lp(Rd) aparecen restricciones: para d = 2, 
decaen con la misma potencia si 1 < p < w y para d = 3 si 1 < p < 6 (para 
soluciones generales no se conocen estimaciones para el resto de las normas 
DI- 
Capítulo 2 
No existencia: caso n > 3 
En este capítulo demostraremos el Teorema A. De hecho demostraremos un 
resultado más fuerte. Pero primero veamos qué ocurre al integrar la ecuación 
(1.0.2). 
Lema 2.0.1 Bajo las hipótesis (H1)-(H2) toda solución no negativa de 
(1.0.2)-(1.0.3) verifica, para todo r > O, la ecuación 
y por tanto, para todo r > O con f (r) > 0, 
Demostración. Integrando la ecuación (1.0.2) obtenemos que 
con K la constante de integración. Supongamos que K # O; entonces de 
(1.0.3) se deduce que 
lim rd-'f"(Ar f)' = K , 
r+m 
lo cual implica que 
lim rd-'(Arf)' = f w , 
r-tm 
en donde el signo del limite viene dado por el signo de la constante K. De esta 
úitima igualdad se deduce que para r suficientemente grande (A, f)' tiene el 
mismo signo que K. Por lo que existe el límite cuando r tiende a infinito de 
A, f. Si dicho límite es cero, aplicando la regla de l'H6pital tenemos que 
lim rd-'Arf = f w 
r-tm d # 2 ,  
lim log(r)Ar f = f w d = 2 ,  
r-tm 
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y por tanto 
lim rd-'a, f = f m.  
r+m 
Nótese que si el límite de A,f es distinto de cero la última igualdad es 
evidente. Pero esto nos dice que 
d-l 1 1 lim(r f ) = f m ,  
r+m 
lo que implica que 
d-l 1 l i m r  f = & m .  
r+m 
Y esto contradice que rdf O, ya que aplicando la regla de I'H6pital 
tenemos que 
lim rdfl f' = 0.  
r+m 
Lema  2.0.2 Sea la función f (r) E C3(a, b) verificando que 
en el intervalo (a, b), con O 5 a < b 5 m. Entonces existen los límites cuando 
r tiende a b de las funciones siguientes: 
Demostración. Como (A, f)' > O, tenemos que A, f es monótona, de 
donde se deduce que existe su límite y que como mucho se anula una vez; 
por tanto, para r suficientemente cerca de b, Ar f tiene signo constante. Pero 
como 
tenemos que para r suficientemente cerca de b, la función rd-'f' es monótona 
y por tanto existe su límite. Por otro lado, como mucho se anula dos veces en 
el intervalo (a, b). Entonces, para r suficientemente cerca de b, f' tiene signo 
constante. De donde se deduce que cuando r está cerca de b, f es monótona 
y por tanto existe su límite. O 
Teorema 2.0.3 Supongamos que n 2 3 y sea ro > O tal que f (ro) > 0, con 
f (r) solución de 
(Arf)' = pr f l-n 
en un entorno de ro. Entonces podemos extender la solución f (r) a toda la 
semirrecta Iro, m). Además, se verifica que 
NO EXISTENCIA: CASO n 2 3 
1. f ( r )  > O para todo r 2 ro, 
2. f(r) -i w cuando r -i w. 
Demostración. 
1. Supongamos que existe b < w tal que la solución tiene un interva- 
lo maxirnal de existencia [ro, b). Como b < w y (A, f)' es positivo, 
podemos aplicar el lema anterior para asegurar que existen los límites 
f (b-) y j'(bd). Si suponemos que f (b-) = C ,  los teoremas clásicos de 
extensión de soluciones nos darían que se puede extender la solución 
a un intervalo de la forma (b, b + 6 )  lo que contradice que el intervalo 
[ro, b) sea maxirnal. Así pues, tenemos que 
El caso f (b - )  = w se puede descartar, ya que entonces la función 
(Ar f)' sería acotada en [ro, b), e integrando se llegaría a contradicción. 
Supongamos ahora que f (b-) = O. Esto implica que -m < P(b-)  5 0;  
f'(b-) 5 O porque la función f ( r )  > O cerca de b y f l (b- )  > -w porque 
(A, f)' > O cerca de b. Por tanto, f'(bd) es finito y en un entorno a la 
izquierda de b se verifica que f ( r )  5 C(b - r) .  Entonces 
de donde, integrando dos veces y usando de nuevo que (rd-'f')' = 
rd-' A, f, obtenemos que 
( Cllog(b-r)l s i n  = 3. 
Lo que contradice el que fl(b-) sea acotada. Esta contradicción de- 
muestra el teorema, excepto el punto 2. 
2. Dado que f > O en [ro, m) obtenemos que 
de donde se deduce del lema anterior que existen los límites cuando 
r -i m de las funciones A, f ,  rd-'f' y f. 
84 LA ECUACIÓN DE LOS THIN-FILMS 
Supongamos ahora que 
lim f(r)= L ~ < w .  
r-im 
Entonces, de la ecuación que satisface f obtenemos que 
De donde se deduce que 
lo que implica que, para r 2 rl, 
Integrando esta Última desigualdad obtenemos 
Por tanto, 
lim fl(r) = m .  
r+m 
Obteniéndose una contradicción con el hecho de que Lo < m. 
Capítulo 3 
Sobre un problema de contorno 
En este capítulo reduciremos el problema (1.0.2)-(1.0.4) al problema de con- 
torno 
y estudiaremos algunas de sus propiedades. En particular veremos un prin- 
cipio del máximo y construiremos la función de Green asociada. 
Nótese que dicho problema es singular en r = O y en el caso n > 1 
también lo es en r = 1. A la singularidad en el origen le dedicaremos la 
primera sección de este capítulo. 
3.1 Sobre la singularidad del laplaciano en el 
origen 
Primero recordaremos ciertas propiedades del laplaciano que nos serán de 
utilidad: 
2. Si u E C2 en r = O y ul(0) = O, entonces 
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4. Si u E C3 en r = O y u'(0) = O, entonces 
d + l  lim (A+)' = -u'"(O). 
r-+O+ 2 
En los dos siguientes resultados resolveremos algunas dificultades que nos 
encontraremos más adelante, relacionadas con la singularidad del laplaciano 
en el origen. 
Lema 3.1.1 Sea 6 una constante positiva y supongamos que u E C1[O, 6] fl 
C3(0, 6), que uf(0) = O y que 
iim (Aru)' 
r+O+ 
existe y es hi to .  Entonces u E C? en r = 0. 
Demostración. Es suficiente demostrar que u" y u"' tienen límite cuando 
r tiende a cero, ya que su continuidad viene dada por la regla de 1'Hopital. 
La idea es escribir u' en términos del A,u. Definimos las funciones $(r) 
Y como 
(Aru)' = $(TI Aru = cp(r), 
y las extendemos por continuidad al punto r = O. Por tanto en r = O $ es 
continua y cp es C'; además, $ =y'. 
Por otro lado, al ser u'(0) = O, podemos integrar la igualdad anterior, 
obteniendo que 
l [ sd-lcp(s) ds. u'(.) = - 
rd-l o 
Derivando esta expresión 
Entonces, haciendo tender r + 0, 
Por tanto u E P[O, 61. Si volvemos a derivar obtenemos que 
SOBREUN PROBLEMADECONTORNO 
P(0) Sumando y restando (d - 1)- y haciendo tender r + 0, 
r 
lim us(r) = $(O) - (d - 1) lim ~ ( r )  - d o )  
r +O r+O P 
Por lo tanto u E C3[0, 6] y concluimos la prueba. 
Consideremos el problema de valor inicial: 
Haliar una función u E G3[0, 6] 
(Aru)' = rg(u) en r > O 
u(0) = a, ul(0) = 0, u"(0) = 7 
con a > O y 7 números cualesquiera. 
Lema 3.1.2 Supongamos que g(s) es Lipschitz continua en un entorno de 
s = a. Entonces existe S > O tal que el problema de valor inicial anterior 
tiene una úníca solución. Si además g(s) es Cm en un entorno de s = a, 
entonces Ia solución es Cm en un entorno de r = O y u(33 = O para todo 
número impar j 2 1. 
Demostración. Integrando la ecuación del problema de valor inicial o b t e  
nemos que 
rr 
lo que implica que 
Volviendo a integrar, 
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Integrando una vez más y calculando las integrales dobles 
con la función H(r, S) dada por 
- S2 S2(rd-2 - 
H(r,s) = - 2d parad # 2 ,  d(d - 2)rd-2 
r2 - s2 1 H(r,s)=--- 4 parad = 2 .  
Definimos el conjunto 
S ~ = { V E C [ O , ~ ] : V ( O ) = ~ ~ ~ - ~ ~ I V I ~ + ~ O ) .  
Sea q0 > O tal que la función g es Lipschitz continua en (a - 70, a + m). 
Definimos el siguiente operador integral: Tu : C[O, s] +-+ C[O, s]
Nuestro objetivo es aplicar el teorema del punto fijo de Banach, para lo cual 
tenemos que ver que existe un 6 tal que T(Ss) c Ss y que el operador T es 
una contracción en S&. 
1. Derivando T,(r) obtenemos que 
(nótese que H(r,r) =, 0). Como v(s) E SS tenemos que g(v(s)) 5 K, 
con K independiente de v y de 6. Así pues, 
Entonces integrando se deduce que 
en donde C(6) decrece con 6. Por tanto, tomando 6 suficientemente 
pequeño, T(Ss) c Ss. 
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2. Sean vi y v2 dos funciones pertenecientes al conjunto SS. Tenemos que 
IThd - Th2)l 5 4 sIH(r, s)llg(v1(s)) - g(v2))l 
Ahora bien, la función g(s) es Lipschitz continua en (a - 70, a + 70) y 
las funciones vi y v2 pertenecen a Ss; por tanto Ig(vl(s)) - g(va))l 5 
Clvl(s) - v2(s)l. Por otro lado, H(r,s) es acotada en el conjunto { O  < 
~ . .  
s < r < 6) .  A& que si 6 es suficientemente pequeño, 
con constante C < 1 .  
Por tanto, podemos aplicar el teorema del punto fijo de Banach para concluir 
que existe un único punto fijo u del operador integral T,. 
Por otro lado, tenemos que 
lim Tu(r)-  T"(0) = O = limT:(r) , 
r+O l. r-iO 
y por tanto Tu E C1[O, S ] .  
Dicho punto fijo es una solución de nuestro problema de valor inicial, ya 
que es una función C1[O, 4, ut(0) = O; y como u(r) = a > O,  podemos aplicar 
el lema anterior para concluir que u E C3[0, 4. Por otro lado, derivando la 
expresión integral de u(r) obtenemos que 
Aplicando la regla de 1'HGpital se deduce que ut"(0) = 0. 
Supongamos ahora que g(s) es Cm en un entorno de s = a. Derivando 
la expresión de uttt(r) llegamos a que 
Haciendo tender r a cero y aplicando la regla de 19H6pital, 
lirn u(9(r) = -(d - 2)g(a) + (d - l)(d + 1 )  3 
r+ü d + 2  = = g ( f f )  - 
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Por tanto u E C4[0, b ] .  Con esta información y utilizando el desarrollo de 
Taylor de g(u(s)) en el origen, tenemos que 
En donde, si suponemos que u E Ca[O, b] con a 2 4, tenemos que la función 
F E Ca-'[O, 61 y la función $ E Ca-4[0, 4. Por tanto los términos no inte- 
grales no nos van a causar ningún problema al derivar. Por otro lado, los 
términos integrales que nos aparecen en la derivada j-&sima son de la forma 
Así que, aplicando la regla de 19H6pital, el límite cuando r tiende a cero es 
finito si d + 5 - (d + 1 + j )  5 O, lo que implica que j 5 4. 
Podemos entonces deducir que u es C8 en r = O y que 
La función Fl E C1[O, b]  y aumenta su regularidad cuando aumenta la regula- 
ridad de u(r). Por otro lado, la función $(S) E C4[0, S] por lo que, aplicando 
su desarrollo de Taylor en s = O y repitiendo el mismo argumento se conclu- 
ye que u E C'2[0,b]. Un argumento de inducción nos permite concluir que 
u E CW[O,S]. 
Por otra parte, si en la fórmula integral (3.1.2) para la función u(r) rea- 
lizamos el cambio de variable t = s/r obtenemos 
donde 
Nótese que 
1 
U(~-)(O) = / t ~ ( t )  (r4g(u(rt)))(jM) (O) dt . 
o 
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Ahora bien, como ul(0) = O tenemos que 
(p's(u(rt)))(j'4' (O) = Cg(u(rt))(j)(~) = Cg'(a)u(j)(o). 
Por otro lado, sabemos que ul(0) = ul"(0) = 0; por tanto aplicando la re- 
currencia, obtenemos que d i l ( ~ )  = O para todo número impar j, lo que 
concluye la prueba. O 
3.2 Reducción a un problema de contorno 
Primero veamos algunas propiedades del perfil f(r), solución de (1.0.2)- 
(1.0.4). 
Lema 3.2.1 Para todo r o  > O, la función f(r) se anula en algún punto del 
intervalo (ro, m). 
Demostración. Supongamos que f (r) > O en un intervalo [ro, m),  para 
algún ro > O. Sabemos que en los puntos donde f > O 
y por el lema 2.0.2 los siguientes limites existen: 
lirn A, f (r) = Lz lim rd-' fr(r) = LI . 
r 3 m  r-fm 
Como rd f + O cuando r + m ,  aplicando la regla de lYH6pital obtenemos 
que 
-1 O = lirn rd f = - lirn rd+' f r  
r+m d r-tm 
de donde se deduce que Ll = O. Por otro lado, si suponemos que La # O 
tenemos que 
(rd-' f ')r -+ 03 , 
lo que implica que Li \= m, obteniéndose una contradicción. Así pues, 
L1 = Lz = O. Por tanto, para r > ro la función A, f es creciente y negativa y 
rd-' fl(r) es decreciente y positiva. De donde se deduce que f(r) es creciente 
y negativa; lo que contradice el hecho de que la función f (r) sea positiva. 
Lema 3.2.2 Sea ro 2 O tal que f (ro) = O. Entonces f (r) = O para todo 
r 2 7.0. 
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Demostración. Supongamos que existe un primer punto rl > ro  en el cual 
f se anula. Como f es una función C1 no negativa (en el caso en que r o  = O 
usamos la condición f(0) = O) tenemos que 
Por otro lado, aplicando el teorema de Rolle, tenemos que rd-'f' se anula en 
un punto del intervalo (ro,r1) y A, f en dos puntos del intervalo (r0,rl). Pero 
A, f es creciente, por tanto idénticamente nulo, lo que implica que rd-'f' es 
constantemente cero; esto es, f es cero en todo el intervalo [ro, ri]. • 
De estos dos últimos lemas se puede concluir de forma inmediata el si- 
guiente resultado: 
Lema 3.2.3 La función f(r) tiene soporte compacto [O, a] y f(r) > O para 
r E [O,a). 
Lema 3.2.4 f (r) es una función C3[0, a). 
Demostración. Por el lema anterior, f(r)  > O en O 5 r < a; y en estos 
puntos f verifica la ecuación (A, f)' = /3rf1-". Por tanto, para O < r < a la 
regularidad C3 es evidente. El hecho de que f es C3 en r = O es consecuencia 
de ser positiva y del lema 3.1.1. O 
Reuniendo estos resultados y restringiéndonos al soporte de f ,  ésta es 
solución del problema: 
I Hallar a > O y una función f (r) tal que f E C3[0, a) f~ C1[O, a], f > O en [O, a)  
(3.2.1) (A, f)' = Br f l-n en (0, a)  
( ' ( 0 )  = ,(a) = fJ(a) = o Ud [ rd-1 f (T) dr = M. 
Recíprocamente, si una solución de este problema la extendemos por cero 
en r > a, obtenemos una solución de (1.0.2)-(1.0.4). 
Proposición 3.2.5 Sea f una solución de (1.0.2)-(1.0.4) y sea h(x,t) la 
solución fuente correspondiente al f.  Entonces h(x,t) es una función 
Cm en x = O, para todo t > 0. 
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Demostración. Por la equivalencia entre el problema (1.0.2)-(1.0.4) y el 
problema (3.2.1) y por el lema 3.1.2 tenemos que el perfil f es Cm en r = O 
y f(j)(0) = O para todo número impar j. Esto implica que la función rgdial 
h(x,  t) es Cm en r = O, para todo tiempo t > 0. • 
Por otro lado, el problema (3.2.1) es una versión reescalada del problema 
(3.0.1). Efectivamente, si (f, a)  es una solución de (3.2.1), la función 
u )  = c f ( a )  con cna4P = 1 
es una solución de (3.0.1). Recíprocamente, si u(r) es una solución de (3.0.1) 
y definimos a y c como 
entonces 
es una solución de (3.2.1). 
3.3 Principio del máximo. Función de Green 
Teorema 3.3.1 (Principio del máximo) .Sea u E C3[0, b) n C1[O, b] tal 
que verifica las condiciones de contorno 
con b una constante positiva. Supongamos que u satisface que (A,u)' 2 O en 
(O, b) y que u $ O. Entonces, 
u > O en [O, b) , 
u' < O en (O, b), 
u1'(0) < O y u1I(b-) > 0. 
Demostración. Al ser A,u una función no decreciente, existe el limite 
A u ( b ) .  Supongamos que A,u tiene signo constante. Esto implicaría que 
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rd-'u1 es monótona; como se anula en O y b, tiene que ser idénticamente nula; 
por tanto, u O en [O,  b]. Esta contradicción demuestra que 
A,u(O+) = dutl(0) < O A,u(b-) = u"(b-) > 0 .  
Además, como A,u es no decreciente, tenemos que existen O < rl 5 r2 < b 
tales que ( < O  e n O < r < r l ,  
De esto se deduce que la función rd-'u' es decreciente en ( O ,  r l ) ,  constante 
en [rl, rz] y creciente en (rl,  b]. Ahora bien, se anula en O y en b. Por tanto, 
u' < O en ( O ,  b). Por otro lado, u se anula en b y es decreciente; por tanto es 
positiva en [O,  b). O 
Consideremos la función de Green asociada al problema de contorno 
(3.01) Por comodidad, para la función de Green G = G(r,t) utilizaremos 
la notación d - 1  G1 = - A,G= GJJ+  
r 
G1. 
ar 
Con esta notación la función de Green satisface el problema de contorno 
Este problema se puede resolver explícitamente y las fórmulas de G y G1 
vienen dadas por 
t2-td 1- td  
-- r2 s i r s t  2(d-2) 2d 
Para d # 2 G(r, t )  = 
- 
td td td p - d  
+-r2+ si r 2 t. 2(d - 2) 2d d(d - 2) 
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Lema 3.3.2 La función de Green veriñca las siguientes propiedades: 
2. GJ(r, t )  < O para todo r, t E (0,l). 
3. G(r, t) 5 C(l - t) y IGJ(r,t)l < C(1- t) para todo r,t E [O, 11. 
4. lim G(t,t) 1 
t-ti- (1 - t ) 2  = 2 ' 
5. 1' t G ( ~ ,  t) dt > c ~ ( I -  r13 para todo r E [O, 4. 
1 6 [ t ~ ( r , t ) d t  = - 
d + 2  
r2G(r, r) para todo r E [O, 11. 
Demostración. La propiedad (2) se deduce de la fórmula de G y (1) es 
consecuencia de que G(l, t) = 0. 
Teniendo en cuenta que 1 - td < C(1- t), obtenemos de la formula de G' 
que (3) se verifica para G' y,por integración se cumple para G. 
Por otro lado, aplicando la regla de L'H6pital obtenemos (4) y teniendo 
en cuenta que cuando r 5 t, G(r, t) 2 G(t,t) tenemos que 
lo cual demuestra (5). 
Finalmente, por la formula de G tenemos que para t 5 r, G(r, t) = tdh(r), 
y por tanto 
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El problema lineal asociado a la función G(r, t )  es 
Lema 3.3.3 Sea ~ ( r )  E C[O, 11. Entonces el problema anterior tiene una 
única solución C3[0, 11. Además, v(r) verifica que 
v(j) = ~ ( j ) ( r ,  t )  cp(t) dt, j = 0,1,2. I' 
Demostración. Debido a la singularidad del laplaciano radial en r = O 
este lema no se deduce inmediatamente de la teoría general. Pero gracias 
al hecho de que vl(0) = O podemos 'matar" dicha singularidad y seguir una 
prueba similar a la de la teoría general. Consideremos la función 
Nótese que G(r, t )  E C1 ( [O ,  11 x [O ,  11); por tanto, 
Por otro lado, si definimos Gl(r, t )  = G(r, t )  para todo r 5 t y G2(r, t )  = 
G(r, t )  para todo r 2 t ,  tenemos que 
En donde los términos no integrales se anulan por la continuidad de G1(r,t). 
Por tanto, 
A,u(r) = (rd-lulY ?d-i = 1' ArG'(t-, ,t)p(t) dt . 
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Si como antes dividimos la integral en dos partes y derivamos, obtenemos 
que 
@.u)' = A ~ G z ( ~ ,  r)p(r) + [ ( 4 ~ ~ ) ' ( r , t ) ~ ( t )  o 
(4Gi)'(r, t)p(t) dt - A S i  (r, r)cp(r). 
Ahora bien, por construcción de la función G(r, t) tenemos que (A,Gi)' = 
(4Gz)' = O y (A,Gz - ArGi)(r,r) = 1. Así que 
Además, u(r) verifica las condiciones de contorno, ya que la función G(r, t) 
las verifica. 
Por otro lado, si consideramos dos soluciones vl y vz y dekimos w = vi - 
vz obtenemos que w(r) es solución del problema de contorno con la  función 
p(r) O. Entonces, A,w es constante. Ahora bien, wl(0) = wl(l)  = O y 
aplicando el teorema de Rolle tenemos que existe un punto ro E (O, 1) tal 
que A,w(ro) = O. Por tanto la función rd-'wl es constante en (0, l) ,  pero se 
anula en r = 1, con lo cual es idénticamente cero. Lo que implica que w(r) es 
constante, pero también se anula en r = 1. Entonces w(r) ZE O y la unicidad 
queda probada. O 
* 
Capitulo 4 
El caso O < n < 3 
En este capítulo estudiaremos la existencia, unicidad y comportamiento cerca 
de la frontera libre del problema (3.0.1). Para este estudio, desempeñará un 
papel fundamental el principio del máximo y la construcción de la función 
de Green vistas en el capítulo anterior. 
Recordemos el problema (3.0.1) 
4.1 Existencia de soluciones 
En esta sección demostraremos la parte de existencia del teorema B. De 
acuerdo a lo visto en el capítulo 3, la existenciade una solución fuente vendrá 
dada por la existencia de una solución del problema (3.0.1). 
Teorema 4.1.1 Si O < n < 3, el problema (3.0.1) tiene solución u que 
verifica que 
u(j) = ~ ( j ) ( r ,  t) t ~ ' - ~ ( t )  dt, j = 0,l. 1' 
Además, se tienen las siguientes estimaciones: 
u(.) 5 c Iur(r)I 5 c. 
En donde las constantes Cl y Cz no dependen del parámetro n. 
Para demostrar este resultado, tendremos que plantear unos problemas 
aproximados, para los cuales demostraremos existencia de soluciones. Conse 
guiremos estimaciones para estas soluciones que nos permitan pasar al límite 
y reconoceremos dicho límite como una solución de nuestro problema original. 
Los problemas aproximados 
Consideremos los problemas aproximados 
u E e[O,  11, U > o en [O, 1] 
en donde k denota una constante positiva. 
Lema 4.1.2 Para todo n > O el problema anterior tiene al menos una solu- 
ción que verifica que 
Demostración. Para esta prueba utilizaremos el teorema del punto fijo 
de Schauder. Consideremos el espacio de las funciones continuas en [O, 11 y 
sea S el conjunto convexo definido en C[O, 11 como 
donde K es una constante positiva que determinaremos más adelante. In- 
troduciremos un operador no lineal T tal que a cada v E C[0,1] le asocia 
w = T(v) solución del problema 
Nótese que este problema es del tipo de los estudiados en el lema 3.3.3 
(basta con considerar la función wk(r) - 111.). Por tanto existe una única 
solución que verifica 
Lo primero que vamos a ver es que T(S) C S. El hecho de que u 2 l /k 
viene dado por el principio del máximo, visto en el capítulo anterior, aplicado 
a la función wk(r) - l/k. Por otro lado, aplicando la fórmula anterior con 
j = O y la estimación G(r, t) 5 C(l - t) conseguida en el capítulo anterior, 
obtenemos 
i l+Ckl-% s i n > l ,  
Por tanto, tomando K suficientemente grande, T(S) c S. Nótese que si nos 
restringimos al caso O < n 5 1, podemos elegir K independientemente de k. 
Por otro lado, si aplicamos la fórmula (4.1.1) con j = O se deduce que el 
operador T es continuo. Si la aplicarnos con j = 1 y teniendo en cuenta la 
estimación IG1(r, t)l 5 C(l-  t) llegamos a que 
Por tanto T es acotado en el espacio C1[O, 11, de donde se deduce que es 
relativamente compacto en C[O, 11. 
Entonces podemos utilizar el teoremadel punto fijo de Schauder y concluir 
que el operador T tiene un punto fijo en el conjunto S, es decir, que 
3uk E S tal que T(uk) = U&. 
Dicho punto fijo es una solución del problema aproximado. 
Por otro lado, gracias a las cotas de G(r, t)  y Gr(r, t) tenemos que 
Entonces, podemos aplicar el teorema de la convergencia dominada para 
pasar al límite en (4.1.1), obteniendo las formulas requeridas para uk y u;. 
O 
Estimaciones 
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Lema 4.1.3 Sea O < n < 3. Entonces la solución uk(r) del problema apro- 
ximado verifica que 
Demostración. Por el principio del máximo, la función uk es decreciente. 
Por tanto, tenemos que para O < n < 1, 
uk(r) 2 u:-"(r) tG(r, t )  dt,' L 
y para n > 1 que 
r l  
uk(r) 2 ukn(r) tG(r, t )  dt . 1 - 
Aplicando las propiedades de la función de Green dadas en el lema 3.3.2, 
se obtienen de fonna inmediata las cotas inferiores. Nótese que la dependen- 
cia en n de las constantes es C(n) = C'In; este hecho nos será de utilidad 
cuando estudiemos el caso n = 3. 
Por otro lado, aplicando las propiedades de la función de Green y las 
cotas inferiores, obtenemos que, para 1 < n < 3, 
Como n < 3, tenemos que 1 $3(1- n)/n > -1 y las integrales anteriores 
convergen, obteniéndose las cotas superiores. 
Para el caso O < n < 1, la cota superior para uk se deduce del hecho de 
que en la demostración de existencia de los problemas aproximados podíamos 
elegir K independiente de k y por tanto uk < K. La estimación de la derivada 
se obtiene de forma inmediata, ya que 
Paso al límite 
Finalmente, pasaremos al límite en los problemas aproximados. Por las 
estimaciones superiores obtenidas para ub y u; sabemos que existe una sub- 
sucesión {u,) de {ub) tal que 
u + u uniformemente en [O, 11. 
De las estimaciones inferiores tenemos que u > O en [O, 1). Entonces, 
uniformemente sobre conjuntos compactos de [O, 1). Pero también sabemos 
que 
(Arum)' + (&U)' 
en el sentido de las distribuciones. Entonces, por la unicidad del límite 
tenemos que u verifica la ecuación 
(A,u)' = en (O, 1). 
Por otro lado, de la estimaciones de u, y de las propiedades de la función 
de Green obtenemos que, para j = 0,1, 
Teniendo en cuenta que 1 + 3(1- n)/n > -1 y usando el teorema de la 
convergencia dominada, obtenemos que la función u satisface 
De donde se deduce que u(r) verifica las condiciones de contorno 
ya que la función G(r, t) las verifica. 
Para ver que u(r) verifica las estimaciones requeridas, se sigue el mismo 
razonamiento que en el caso de uk. 
Reuniendo todas las propiedades de u(r) tenemos demostrado el teorema 
de existencia 4.1.1 y con ello, la parte de existencia del teorema B. 
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4.2 Unicidad de soluciones 
En esta sección completaremos la demostración del teorema B, dando una 
prueba de unicidad para el problema (3.0.1), que, como vimos en el capítulo 
3, es equivalente a probar la unicidad de la solución fuente. 
Teorema 4.2.1 Si O < n 5 1, la solución del problema (3.0.1) es única. 
~ e m o s t r a c i ó n .  Primero reduciremos el problema (3.0.1) al problema 
( Hallar a > O y una función v ( r )  tales que 
I v E 0 [ 0 ,  a )  n C1[O, 11, v > O en [O, a )  , 
mediante el cambio de escala 
1 
~ ( r )  = c -u(ra), con c = u(0) y a = (u(0))n/4 
Supongamos que (vl ,al)  y (u2, a,) son dos soluciones distintas. Por la 
unicidad del problema de valor inicial (ver lema 3.1.2), tenemos que, sin. 
pérdida de generalidad, 
ví(0) > vZ(0). 
Definimos la función w = vi - vz. Por las condiciones de contorno sabemos 
y por tanto, w es positiva en un entorno de r = O. Supongamos que existe un 
primer punto rl tal que w(rl)  = O. Por el teorema de Rolle existe rz E (O,  r l )  
tal que w1(r2) = O. Entonces, w verifica que para r E (O, r2) 
El hecho de que (A,w)< > O se debe a que la función t + tl-" es creciente. 
Aplicando el principio del máximo a la función w(r)  - w(r2) obtenemos 
que w' < O en (O, rz). Pero la función w se anula en r = O ,  lo cual contradice 
que w > O en (0,r2). Por tanto, las funciones vl y vz no se cortan y a2 < al. 
Por otro lado, A,w es creciente en (O,az) y es positivo en r = O. Esto 
implica que la función rd-'w' es creciente en (O,  a,). Por tanto, ra-'wl > O en 
d-1 r d l r  (O ,  az). Ahora bien, a, w (az) = a,- vl(az), que es negativo por el principio 
del máximo. Esta contradicción concluye la demostración. D 
EL CASO O < n < 3  105 
Teorema 4.2.2 Si 1 5 n < 3, la solución del problema (3.0.1) es única. 
Demostración. Consideremos dos soluciones, u y u, del problema (3.0.1) 
y sea w = u - v .  Entonces, w verifica las condiciones de contorno 
w1(0) = w(1) = wl( l )  = o. 
Como la función t + tl-" es decreciente, tenemos que 
T ~ w ( A ~ w ) '  = - v ' -~)w 2 0. 
Por otro lado, la función rdw(A,w)' verifica la igualdad 
Por tanto, la función 
d - 1  
es no creciente. Teniendo en cuenta que A,w = wl' + w', podemos 
r 
reescribir h como 
h(r)  = rd-' rww'l - m' - 
Nótese que h(0) = O .  Como h es no creciente, los siguientes límites 
existen: 
lim h(r) = lim w(r)wU(r) = L. 
r-fl r-fl 
Si suponemos que L # O, tenemos que, para r cerca de 1, ww" 2 C .  Por otro 
lado, se deduce de las condiciones de contorno que w = o(1-  r ) .  Reuniendo 
estas dos desigualdades, n 
para r cerca de 1; pero esto contradice la continuidad de w'. 
En resumen, la función h es no creciente y se anula en los puntos r = O 
y r = 1,  de donde se deduce que h(r) E O. Entonces 
Pero como rdw(Arw)' 5 O se deduce que ambos términos son nulos. Por tanto 
w O .  Pero w(1) = 0, por lo que w r O, lo cual termina la demostración. 
O 
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4.3 Comportamiento cerca de la frontera li- 
bre 
En esta sección demostraremos el Teorema C, de acuerdo con la equiva- 
lencia de problemas vista en el capítulo 3. 
Teorema 4.3.1 Sea u la solución del problema (3.0.1). 
1. Si O < n < 312, entonces O < ~"(1- )  < m y 
1 
u(r) N S.~ll(l-)  (1 - rl2 cuando r + 1- 
2. Si n = 312, entonces 
3. Si 312 < n < 3, entonces 
u(r) N B ( l -  T)~/" cuando r + 1-, 
con la constante dada por 
Para esta demostración necesitaremos el siguiente resultado: 
Lema 4.3.2 1. Si O < n < 312, entonces ut'(l-) es hito. 
2. Si n = 312, entonces u"(r) = O(l log(l - r)l) cuando r + 1-. 
3. Si 312 < n < 3, entonces u(j)(r) = o((1 - r)3/n-j) cuando r t 1-, 
j =0,1,2. 
Demostración. Para el caso O < n 5 1 tenemos que 
(A,u)r = tu1- 5 c. 
Integrando entre 112 y 1 obtenemos que 
u"(1) = A,u(l) 5 c. 
En el caso n > 1, las estimaciones para u conseguidas en la sección 4.1 nos 
dicen que 
U(.) 2 C ( 1 -  r)3/n. 
Por tanto, 
(A,u)) = O ( (1  - r)-3+3/n) . 
Nótese que -3 + 3 / n  > -1 (= -1, < -1) si n < 3/2 (= 3/2, > 3/2), 
Por tanto, por integración, obtenemos el resultado deseado. 
Demostración del teorema 4.3.1. Para el caso O < n < 3/2, tenemos del 
lema anterior que ~ " ( 1 - )  < oo y por el principio del máximo que utf(l-) > 0. 
Integrando obtenemos el resultado deseado. 
En el caso 312 5 n < 3 reduciremos el problema (3.0.1) a otro tratado por 
Taliaferro en [Tal]. Consideremos la función u como variable independiente 
(esto es posible gracias a que u' < O )  y la función y = (u')' como variable 
dependiente. En este contexto r = r (u )  denota la función inversa de u(r). 
Entonces, tenemos que 
r -+ 1- sii u -+ O+; y -+ O si u -+ O+, 
ft 1 ay  1 a2y u ( r )  = -- 2 au7 utIt(r) = --m 2 - au2' 
De donde y(u) verifica la ecuación 
con 
d - lun-i -- a y  ‘4d - 1)  un-^ 
au r2 
Esta función y(u) verifica que 
y(u) > O en (O, 1) y que ~ ( 0 )  = O .  
Para poder aplicar los resultados de Taliafeno [Tal] necesitamos 'conocer 
cómo se comporta la función @(u) cuando u esta cerca de cero. 
Analicemos la función @: claramente 
u"- '~ ' /~  -+ O cuando u + O+. 
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Por otro lado, del lema anterior tenemos que 
un-'(r)ui'(r) t O cuando r + 1- , 
que es equivalente a que 
un-'* -+ O cuando u t O+.  du 
Entonces, @ N 2ulen. Por tanto, aplicando los resultados de Taliaferro 
tenemos que 
1. Para n = 312 
- 3'13 u (1.6 (k) '13 cuando u t O. 
2. Para 312 < n < 3 
y(u) N A U ~ ( ~ - " ) / ~  cuando u t O, 
en donde la constante A viene dada por 
Para determinar el comportamiento de u(r) cerca de r = 1, neoesitamos 
resolver el problema de valor inicial 
Dividiendo la ecuación por ,& e integrando entre r y 1, obtenemos que 
Nótese que, gracias a cómo se comporta la función y(u) cerca de cero, estas 
integrales convergen. Sustituyendo dicho comportamiento obtenemos que 
De la regla de 17H6pital se deduce que 
Por tanto, 
( 1  - r )  cuando u -+ 0. 
Estudiemos como se comporta log (a) cuando u -+ O. De la igualdad 
anterior se deduce que 
Iim log = o ,  
U+O K ( l  - r)2 
3213 
donde K = -. Esta expresión la podemos reescribir como 4 
iim (iog(u) + 10g [oog (;))-2f3] - log(1- r p )  = ~ o g ( ~ ) .  
u+o 
Sacando factor común log(u) y teniendo en cuenta que log(u) -+ -m 
cuando u -+ O, obtenemos que 
Por otro lado, cuando u -+ 0, 
De donde se deduce que 
- log(u) - - log(1- r)' . 
Y entonces u(r) verifica 
u(.) - (:)'l3 (1 - rl2 (lag (L))'~ 1-r cuando r + l .  
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2. Para 3/2 < n < 3 
Por otro lado. 
Por tanto, 
Capítulo 5 
E1 caso crítico: n = 3 
En este capítulo estudiaremos el límite del problema (3.0.1) cuando n + 3, 
como caso límite entre las regiones de existencia y no existencia de soluciones 
fuente, con el objetivo de dar una prueba al teorema D. 
Empezaremos enunciando un resultado que se obtiene de forma trivial 
(integrando por partes) pero que nos será de gran utilidad. 
Lema 5.0.1 Sea q(t) un función (?[O, 1) í l  C1[O, 11 tal que 
Entonces q(t) verifica la igualdad 
Lema 5.0.2 Sea un la solución del problema (3.0.1) con exponente n. En- 
tonces, cuando n tiende a 3 tenemos que 
Demostración. Supongamos que 
Debido al comportamiento cerca de la frontera libre, dado en el teorema 
C, se verifica que 
(1 - ) A ( )  + O cuando r -+ 1. 
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Por tanto, tenemos que la función u, satisface las condiciones del lema an- 
terior. Entonces, 
Por otro lado, de la fórmula obtenida para un y de las propiedades de la 
función de Green, obtenemos la siguiente estimación: 
De la desigualdad (5.0.1) obtenemos que la segunda integral es acotada; 
y para la primera integral tenemos que 
donde la Ultima desigualdad se debe a que u, es decreciente. Ahora bien, 
por Im estimaciones obtenidas para u, sabemos que si n > 1, 
Así que la primera integral también es acotada. 
Una vez demostrado que luk] es acotada, podemos integrar entre r  y 1, 
obteniendo que 
un 5 C(l - r ) .  
Pero entonces 
l td+'(l + t) dt -, 
" 2 4 cn-l<l- t)n-2 
cuando n -+ 3, lo que contradice que 1, sea acotada. 
Definamos la renormalización de la solución fuente h ( x ,  t )  
t) = ~ ( G x ,  t) - 
Nótese que 
Escrita esta renormalización en términos de la función u,, 
Las constantes a, y c, verifican las relaciones 
Definamos la función 
Nótese que sop(Fn) = [O, 11 y que, gracias a la conservación de masa, Fn(r) 
verifica la igualdad 
De las relaciones que verifican a, y c, tenemos que 
Nótese que Qn + oo cuando n + 3. Por otro lado, para j = 0,l tenemos 
que 
Para la última desigualdad hemos utilizado las estimaciones obtenidas para 
la función de Green y su derivada. En la demostración del lema 5.0.2 vimos 
que la primera integral es acotada. Para tratar la segunda integral, usaremos 
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el hecho de que un verifica las condiciones del lema 5.0.1 y por tanto 
De donde se deduce que tanto Fn(r) como Fn(r) están acotadas indepen- 
dientemente de n. Por tanto, el teorema de Ascoli-Arcela nos garantiza la 
existencia de una sucesión tal que 
F )  +F )  uniformemente en [O, 11. 
En donde F 2 O y F 5 O en [O, 11. Además, esta función F ( r )  verifica el 
siguiente resultado: 
Lema 5.0.3 
(ArF)' = O en (O, 1) 
F ( r )  > O en (O, 1)  
d-'F(r)dr = M .  F ( l )  = O  wdJo r 
Por tanto, 
F ( r )  = d(d + 2)M (1  - r2)+ . 
2wa 
Demostración. De la convergencia uniforme de F,, en [O, 11 tenemos que 
F ( l )  = 0, que 
en el sentido de las distribuciones. Pero 
Por tanto la distribución (A,F)' es no negativa; ea decir, es una medida (posi- 
blemente no acotada). Pero en dimensión uno, la primitiva de una medida es 
una función de variación acotada. En nuestro caso, A,F será una función de 
variación acotada en cada compacto de (O, 1). Entonces (rd-'F1)' = rd-lArF 
es también una función de variación acotada y por tanto su primitiva es una 
función continua. Así pues, la función F E C1(O, 1). 
Supongamos que existe un primer punto b E (0,l) tal que F(b) = 0. 
Como F1 E C1(O, 1) y F 5 O tenemos que F > O en [O,b) y F1(b) = 0. 
Nótese que b > O, si no contradecimos que S,' rd-'F(r) dr = M. 
De la convergencia uniforme de F, y de la positividad de F en [O, b) se 
deduce que 
rF,'--" (A,Fn)' = --t O 
Qn 
uniformemente sobre conjuntos compactos de [O, b). Por otro lado, teníamos 
que 
(A? Fn)' -t (Ar F)' 
en el sentido de las distribuciones. Entonces, por la unicidad del límite 
tenemos que 
(A,F)' = O en (O, b) . 
De donde se deduce que 
con 4(r)  = r2-d si d > 2 y $(r) = log(r) si d = 2. Para determinar las 
constantes, observemos que 
1. La función F(r)  es acotada, por tanto C3 = 0. 
2. F1(b) = O implica que C2 = 0. 
3. F(b) = O implica que Cl = 0. 
Por tanto la función F(r) ea positiva en todo el intervalo [O, 1). Repitiendo 
el proceso realizado en [O, b) en el intervalo [O, l), tenemos que 
Por último, la función F(r) satisface wd S,' rd-'F(r) dr = M; por tanto, 
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Demostración del teorema D. Nótese que al escribir H,(z,t) en fun- 
ción de F, obtenemos que 
H,(z, t) = t-dPn ~,(r) , 
y por el Último lema, haciendo tender n a 3 tenemos que 
Por otro lado el perñl autosemejante f,(r) verifica la ley de conservación de 
masa [ rd-l dr = M, 
que, reescrita en términos de u, nos dice que 
Aplicando el lema 5.0.2 se deduce que 
a,, + O cuando n + 3. 
Por otro lado, sabemos que el perfil f,(r) es no mien te .  Por tanto, de 
la ley de consenmción de la masa obtenemos que 
wd M l 7 fn(0) a: 
de donde se deduce que 
f,(O) -+ w cuando n + 3. 
Si escribimos los resultados obtenidos para f, en Grminos de la solución 
fuente h,(s,t) obtenemos que para cada tiempo t fijo 
De donde se deduce que la función fuente converge a una delta de Dirac, ya 
que para toda función p(x) E C,(!Rd) tenemos que 
Entonces para n suficientemente próximo a 3, tenemos que 1x1 5 si y como 
la función p(r) es continua, Ip(x) - p(0)I < €2. Por tanto, 
l Entonces, para cada tiempo t > O 
! hn(x, t )  -+ M6(x). 
Lo que concluye wn la demostración del Teorema D. 
Apéndice A 
Soluciones menos regulares 
En la literatura referente a los thinf;lm también se consideran soluciones con 
ángulo de wntacto en la frontera libre no nulo. Evidentemente estas solucie 
nes no son C', pero sí continuas. Uno de los objetivos de este apéndice es ver 
cuándo existen este tipo de soluciones que tengan la forma autosemejante 
h(z, t )  = t-d* f (r) r = Izlt- o 1 
@ =  ,,,. 
En este caso, la función reescalada 
u(.) = cf (ar) ."a4@ = 1 
satisface el problema de contorno 
(A,u)' = m'-" en ('41) 
u'(0) = u(1) = o ul(l) = -e. 
Teorema A.O.l Existe una única solución fuente wn ángulo de contacto 
no nulo si y sólo si O < n < 3. Además, en e1 caso O < n < 3 el ángulo de 
contacto ha de ser finito, 0 < co . 
Demostración. El hecho de que el ángdo de contado tenga que ser finito 
se deduce del hecho de que u(r) es positiva. Ya que al ser positiva 
E integrando llegamos a que 
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lo que implica que ul(l) > -m. 
Una vez visto que ul(l) es finita, tenemos que, cerca de 1-,  u satisface 
que 
u - e(i - T ) .  
Por tanto, 
( A ~ U ) I  - e(i - ~ ) l - ~ ,  
y mediante integración llegamos a que 
(rd-'u1)' - C(1 - r)2-n. 
Entonces, si n 2 3, ul(l) = -m. Por tanto, no existe solución para n 2 3. 
Para el caso O < n < 3, siguiendo el mismo razonamiento que en el 
capítulo 4 podemos construir las soluciones 
en donde G(r, t) es la función de Green definida en el capítulo 3. 
La unicidad de dichas soluciones se demuestra igual que la unicidad en el 
caso de ángulo de contado cero. ~3 
Otro tipo de soluciones tratadas en la literatura son las soluciones con dis- 
continuidades tipo salto. Recordemos los problemas aproximados utilizados 
para la prueba de existencia dada en el capítulo 4, 1 (A.u)' =  TU'-^ en (0 , l )  
o - u l l  u )  ( ) = O  u ( l ) = l / k .  
Para cada k > O este problema tiene una única solución uk(r), para todo 
n > O. La existencia de uk(r) la vimos en al capítulo 4 y la unicidad se 
obtiene igual que en el caso en que la solución se ande en r = 1. 
Si extendemos la solución uk(r) por cero para todo r > 1, obtenemos para 
todo n > O la solución fuente dada por 
en donde las constantes c y a satisfacen 
Evidentemente, dicha solución fuente es discontinua en la frontera libre. 
En el caso d = 2 y n = 3 estas soluciones fuente coinciden con las encontradas 
por Tanner [Tan] y por Starov [Sta]. 
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