ABSTRACT To deal with the problem where each instance is associated with multiple labels, a lot of multi-label learning algorithms have been developed in recent years. Some approaches have been proposed to select label-specific features to utilize discriminate features for multi-label classification. Although label correlation has been considered in learning label-specific features, the critical correlation among instances was less taken into account. In this paper, we proposed a new approach called multi-label learning with label-specific features using correlation information (LSF-CI) to learn label-specific features for each label with the consideration of both correlation information in label space and correlation information in feature space. In the LSF-CI, the instance correlation in feature space is computed by a probabilistic neighborhood graph model, and label correlation in label space is computed by cosine similarity. For multi-label data, the LSF-CI has the capability to select Label-specific features for each label as well as classify an unseen instance into a set of relevant labels. To validate the effectiveness of LSF-CI, we conducted comprehensive experiments on eight multi-label datasets. The experimental results demonstrate that the LSF-CI is capable of selecting compact label-specific features, and achieving a competitive performance in comparison with the performances of the existing multi-label learning approaches.
I. INTRODUCTION
In general, traditional machine learning algorithms, which are named as single-label learning algorithms, aim to search correlated class labels for unseen instances. Different from the single-label dataset in which learning algorithms only predict a single class label for each unseen instance, a multi-label instance in the multi-label dataset may belong to multiple class labels simultaneously. Thus, the target of a multi-label learning algorithm is to predict a correlated label set for an unseen multi-label instance. Multi-label learning algorithms have been applied in a number of domains, such as information retrieval [1] , image recognition [2] , clinical data analysis [3] , [4] and biological informatics [5] and so on. In information retrieval, a document may contain several topics [1] . In image recognition, different parts of an image may be related to different labels [2] . In clinical data analysis, a patient may be afflicted with more than one chronical disease simultaneously [3] , [4] .
Similar to single-label data, multi-label data encounter the curse of dimensionality as well, which increases computing complexity, degrades the classification performance, etc. In past decades, a large number of feature selection approaches have been proposed for single label data to remove redundant or irrelevant features to reduce the dimension of feature space. However, most of feature selection approaches are unable to handle multi-label data effectively.
Currently, it is challenging for multi-label learning algorithms to reduce the dimension of feature space. In some multi-label learning applications, the dimension of feature space may be quite high, which affects the performance of multi-label classification. For example, the bag-of-words model collects word in a text included in the corpus as the text's features and counts occurrence frequency of each feature as its value. The dimension of features will be very high if the number of words in the text is huge. Therefore, it is essential to eliminate the redundant features. Firstly, the feature space dimension reduction can reduce the computing cost of the multi-label learning algorithm. Secondly, in the case that only a small number of features is available to train the classification model, feature space dimension reduction is capable of keeping or improving the predictive performance of the multi-label learning algorithm.
Recently, feature space dimension reduction for multi-label data arises more attention. For multi-label data, the simplest way is to transform the multi-label problem into multiple single-label problems, and then evaluate each feature subset according to the dependency between the feature subset and each newly transformed single-label [2] . Although this approach is easy and practical, it selects features without consideration of label correlation which is very information in the multi-label data. Furthermore, a lot of new produced labels would increase learning difficulties. As a result, a lot of feature selection approaches have been developed to handle multi-label data by measuring dependency between each feature and all labels [7] - [11] .
It is not a simple task to build a feature selection approach for multi-label data because of some current challenges. At first, different from traditional single-label data in which the class labels are independent, labels in multi-label data are correlated and interdependent. For instance, in information retrieval, ''election'' documents and ''political'' documents are more relevant than ''sports'' documents. In clinical data analysis, ''hyperlipoidemia'' disease and ''diabetes'' disease are more relevant than ''pneumonia'' disease. Secondly, the interaction among features greatly promotes to discover the shared space between each pair of labels. Take information retrieval to illustrate again, relevant terms like ''government'', ''party'' and ''constitution'' could be beneficial to discriminate ''election'' documents and ''political'' documents from all kinds of documents. Moreover, the laboratory testing items like ''blood glucose'', ''urine ketone'' and ''glycosylated hemoglobin (HbA1c)'' could be helpful to distinguish ''diabetes'' patients.
For multi-label data, most classical feature selection methods are devoted to discovering a global feature subset for all labels to reduce the feature dimensionality. However, each label might be determined by its specific features, while global feature subset may not contain label specific features of each label. Thus, for each label, selecting label specific features can provide more helpful information. In [12] , LIFT was proposed to construct label specific features. The first step is to cluster positive instances and negative instances of each label and record the centers of clusters. Then the second step is to compute the distances of the new coming instance and every cluster center of a label and use those distances as label specific features. This approach can be applied as a transformation approach of feature space, but it not considers label correlation. Huang et al. [13] proposed Learning Label Specific Features (LLSF) to discover label specific features for each label. They supposed that each label is only related to some specific features from original features, and those specific features have the capability to distinguish the corresponding label. Labels are generally related to each other in multi-label data. Based on the assumption that two class label share more specific features if they more related, LLSF integrates label correlation into label specific feature learning process. LLSF can not only learn label specific features for multi-label data, but also predict possible relevant label(s) for an unseen multi-label instance. Although LLSF takes the label correlation into account in constructing a label specific feature learning model, LLSF not considers the correlation among instances.
In [14] , there is an assumption that if two instances are related in feature space, it implies those two instances is possible to share related label subsets. Motivated by this assumption, Multi-Label Learning with Label Specific Features using Correlation Information (LSF-CI) is proposed to learn label specific features for each label with consideration of label correlation in label space and instance correlation in feature space simultaneously. In LSF-CI, the instance correlation in feature space is computed by probabilistic neighborhood graph model, and label correlation in label space is computed by cosine similarity. After that, LSF-CI exploits instance correlation and label correlation to induce label specific feature leaning and selects label specific features discriminative to their corresponding labels. For multi-label data, LSF-CI is able to select label specific feature for each label as well as predict a relevant label set to an unseen instance. To verify the effectiveness of LSF-CI, we conducted comprehensive experiments on eight multi-label datasets. Furthermore, multi-label learning approaches using label specific features such as LIFT and LLSF and other two traditional multi-label learning approaches were compared to LSF-CI. The experimental results demonstrate that LSF-CI has the capability to select compact label specific features, and achieving competitive performance in comparison with performances of the existing multi-label learning approaches.
II. RELATED WORK
This section introduces the related work of multi-label learning algorithms and multi-label feature selection approaches.
A. MULTI-LABEL LEARNING ALGORITHMS
For the purposed to deal with multi-label learning problems in various domains, a lot of multi-label learning algorithms have been developed recently. For multi-label data, existing multi-label learning algorithms can be divided into two categories, namely problem transformation and algorithm adaption [15] . The classical problem transformation algorithms include Binary Relevance (BR) [2] , Label Power set (LP) [16] and Pruned Problem Transformation (PPT) [17] and so forth. On the other hand, algorithm adaption approaches improve traditional single-label classification algorithms, such as Support Vector Machine (SVM) [18] , decision tree [19] , deep neural network [20] , etc., to process multi-label data directly. Typical algorithm adaption approaches contain Multi-label Lazy Learning algorithm (ML-kNN) [21] and Back Propagation for Multi-label Learning (BP-MLL) [22] . In some cases, the classification performance of the algorithm adaption algorithm is unsatisfactory due to the limitation of the traditional single-label classification algorithm. In addition, most multi-label learning algorithms less consider the characteristics of multi-label data.
B. MULTI-LABEL FEATURE SELECTION APPROACHES
Dimensionality reduction of feature space is one of the important problems of multi-label classification nowadays [23] . For multi-label data, a great many approaches have been proposed to reduce the dimensionality of feature space. Those approaches have been concluded into two categories. One is feature selection, and the other is feature transformation. Feature selection aims to select a feature subset in which each feature effects on label classification. In many application domains, such as text recognition [24] and chemometrics [25] , feature selection techniques have been applied successfully. Unlike feature selection, the target of feature transformation is to seek a new feature representation with low dimensionality to replace the original feature with high dimensionality, namely, object the features into a new space instead of preserving original features. We mainly focus on multi-label feature selection approaches where selected features are interpretive.
For multi-label learning, feature selection approaches fall into two types: transformation-based approaches and direct approaches [26] . Problem transformation approaches transform a multi-label instance into multiple single-label instances, then exploit a classical single-label feature selection approach like Filter method, Wrapper method or Embedded method directly. RelieF and mutual information are usually used to measure the importance of each feature by single-label feature selection [27] - [29] . In [30] , binary relevance is applied to transform multi-label data to single-label data firstly and then features related to each label are selected according to RelieF and information gain. To handle multilabel data, Reyes et al. [31] proposed three extended versions of RelieF algorithm. One extended version named PPT-RelieF uses pruned problem transformation to change the multi-label data into single-label data. The reminder extended versions named RRelieF and RRElieF-ML adapt standard RelieF algorithm to handle multi-label data directly. Problem transformation approaches usually ignore label correlation, or produce a large number of new labels which reduce the effectiveness of the multi-label feature selection approach. Direct feature selection called adapt feature selection improve traditional single-label feature selection approaches to achieve feature selection in multi-label data directly [32] - [34] . In [35] , a multi-label feature selection based on Graph-Margin is proposed to utilize graph to represent multi-label data and measure features based on large margin theory. Lee and Kim [36] achieved feature selection on multi-label data by maximizing mutual information between selected features and labels. To evaluate the importance of each feature, Lin et al. [9] proposed a heuristic evaluation criterion that not only considers the dependency between selected features and labels but also considers redundancy between selected features and candidate features. Considering not all labels depend on each other, Li et al. [11] proposed a granular multi-label feature selection based on mutual information. In this approach, granulation method is applied to classify label into several information granules, then the sum of correlation between features and each label in target granule is maximized to the approximate dependency between features and target granule, at last max-dependency and min-redundancy feature subset is selected.
In multi-label learning, each class label might be determined by its own specific features. Zhang and Wu [12] proposed a strategy using label specific features for multi-label classification. For each label, LIFT firstly performs cluster statistic on its positive instances and negative instances and store cluster centers. After that, Euclidean distances between an inputting instance and cluster centers in the feature space are used as the new features of this instance. LIFT can be regarded as a feature space transformation approach, but this approach not takes label correlation into account. Assuming that each label is correlated to a relevant feature subset selected from original features, Huang et al. [13] proposed Learning Label Specific Features (LLSF) to learn label specific feature for each label. Label specific features are relevant and discriminative to their corresponding labels. For multi-label data, the intrinsic label correlation might be beneficial to improve the performance of multi-label feature selection approaches. Based on the assumption that two strongly correlated labels share more label specific features than two weakly correlated or uncorrelated labels, LLSF integrates label correlation into learning label specific features for multi-label learning. Aiming at using different feature subsets to classify different class labels, LLSF not only can be used as a multi-label feature selection approach but also can be used as a multi-label classification algorithm. However, LLSF not considers the influence of feature interaction for multi-label feature selection. Intuitively, two instances are strongly correlated in feature space are possible to share similar label sets. Hence, Multi-Label Learning with Label Specific Features using Correlation Information (LSF-CI) is proposed to learn label specific features for each label with consideration of label correlation and interaction among features simultaneously. Furthermore, LSF-CI is capable of predicting possible labels for unseen instances.
III. THE PROPOSED APPROACH
In the section, we present how to build the model of learning label specific features by integrating label correlation and interaction among features into the model. Finally, the accelerated approximal optimization method is introduced to learn the model.
A. PRELIMINARIES
In a multi-label dataset, n instances construct the training instance matrix X=[x 1 , · · · , x n ] ∈ R d×n , where the feature vector of the i-th instance is denoted as
. . y l } be the label set with l labels, and the label vector of the i-th instance is denoted as y i = [y i1 , · · · y ij ] ∈ {0, 1} l , where y ij = 1 represents the instance x i belongs class label y j , otherwise y ij = 0 represent x i not belongs class label y j . Then, the label matrix is denoted as Y = [y 1 , y 2 , · · · y n ] T ∈ R n×l . By using given multi-label dataset, the target is to learn a coefficient matrix W = [W 1 , W 2 , ..., W l ] ∈ R d×l for multi-label learning algorithm. Furthermore, the multi-label feature selection can be guided by the values of elements of the coefficient matrix W .
B. LEARNING LABEL SPECIFIC FEATURES
It assumes that each class label is correlated with some specific features from original feature space, where those features are discriminative to their corresponding labels. For each class label, its corresponding specific features are spare, which is different from the original feature space. Line regression can be used to build the learning model of label specific features. The advantage of 1 norm is to produce the spare matrix, which makes some elements of W change into 0. Therefore, 1 norm has been added into the objective function to learn spare label specific feature matrix. The objection function is formulated as
where
T indicates the feature coefficient vector of the label y i , i.e. the i-th column of the coefficient matrix W ; The parameter γ > 0 controls the sparsity of coefficient matrix W . W ji = 0, 1 ≤ j ≤ l denotes the j-th feature is not helpful to discriminate the i-th label, so that the nonzero elements of W i are regarded as the label specific features of the label y i . After selecting the label specific features, the number of label specific features would be smaller than that of original features, which achieves the goal of reducing feature dimensionality. The intrinsic label correlation plays an important role in learning multi-label data. The features discriminative to one label might be discriminative to another label if these two labels are strongly correlated. In contrast, if two labels are weakly correlated or uncorrelated, the features discriminative to one label might not be discriminative to another label. In a word, two correlated labels share more label specific features than weakly correlated or uncorrelated ones.
In LLSF, the label specific features of the i-th label are determined by the nonzero elements of coefficient vector W i , 1 < i < l. Thus, the similarity between coefficient vector W i and W j might be high if the label y i is strongly correlated with the label y j , otherwise, the similarity might be low. After considering the label correlation, the objection function can be redefined as
where R i,j = 1 − C i,j , and C i,j represents the similarity value between label y i and label y j , and C ∈ R l×l denotes the label similarity matrix. Cosine similarity is one of the classical and effective methods to compute the similarity. Therefore, cosine similarity is utilized to compute the label similarity matrix. According to the property of trace, at last, the objection function can be rewritten as
, R ∈ R l×l and α > 0 control the contribution of label correlation to learn coefficient matrix W .
C. INCORPORATING INSTANCE SIMILARITY
The proposed LSF-CI not only considers information from label space but also considers information from feature space to learn the coefficient matrix. Incorporating the interaction between samples and labels into the objection function can enhance the locality of label correlation in similar samples. Consequently, a regularization term (W ) incorporating similarity between each pair of labels has been added into the objection function as follows
where parameter β > 0 controls the contribution of instance correlation to learn coefficient matrix W . In the original feature space, the instance similarity computed by common similarity methods is not appropriate due to the noisy and redundant features, which would hamper learning the coefficient matrix. As a consequence, the k-nearest neighbors graph model is applied to create instance similarity matrix. In the graph, each node corresponds to each instance, and the weight of edges between nodes represents the similarities of instances. The method to calculate k-nearest neighbors graph S is formulated as
where S ij denotes the similarity between instance x i and instance x j , kNN (x j ) is the k nearest neighbors of x j based on Euclidean distance, and x i ∈ kNN (x j ) represents x i is one of the neighbors of x j . For simplicity, (5) only considers 0 or 1 weight. In [14] , there is an assumption that if two instances are related in feature space, it implies those two instances are possible to share related label subsets. Accordingly, the local influence of related labels is similar to all similar instances. Namely, two similar instances would be related to strongly correlated labels. In a word, if two instances are strongly correlated in original feature space, their corresponding predictive labels achieved by the coefficient matrix might be similar. In consequence, the regularization term (W ) can be defined as
where L = A − S is the graph Laplacian matrix of k-nearest neighbors graph S, and A ii = n j=1 S ij is a diagonal matrix.
According to the regularization term (W ), the final objection function can be constructed as
D. ACCELERATED PROXIMAL GRADIENT
The objection function deduced by section C is a convex optimization problem. Although it is seen to be an easy problem, it is trivial to optimize this objection function effectively due to 1 norm. Motivated by [13] , the accelerated proximal gradient method is used to deal with the optimization problem as well. The convex optimization problem is usually categorized into two parts by the accelerated proximal gradient method. It can be formulated as 
where L f is Lipschitz constant. It is difficult to minimize the g(W ), so that the target of proximal gradient algorithms is to minimize a separable quadratic approximation of g(W ), which is defined aŝ
, the process of seeking the coefficient matrix W can be shown as
For the final objection function (4), the corresponding g(W ) and h(W ) in accelerated proximal gradient algorithm are as follows
As a consequence, the optimization problem of the coefficient matrix W can be formulated as
Lin et al. [37] showed that for a sequence b k satisfying 
where S ε [·] denotes the soft-thresholding operator. It can be defined as
where w ij is an element of the coefficient matrix W , and ε > 0. According to (7) , the ∇f (W ) is calculated by
Given W 1 and W 2 , we obtain
where 
Algorithm 2 Test of LSF-CI
Input: X test ∈ R d×m : testing data matrix, W ∈ R d×l : model coefficient matrix, τ : threshold. Output:Ŷ test ∈ R m×l : predictive label matrix; S test ∈ R m×l : score matrix.
In conclusion, the Lipschitz constant is calculated as
The pseudo code of learning label specific features using correlation information is given in Algorithm 1. After learning the coefficient matrix, a given threshold τ is used to obtain the predictive results for a testing data X test by sign(S test − τ ), where S test = X T test W . Algorithm 2 illustrates the procedure of the test of LSF-CI.
E. COMPLEXITY ANALYSIS
For simplicity, the complexity analysis of the optimization parts is listed in this section. The matrices applied to learn label specific features are X ∈ R d×n , Y ∈ R n×l , W ∈ R d×l , R ∈ R l×l and L ∈ R n×n , where n denotes the number of instance, d denotes the number of original features, and the l denotes the number of labels.
In the initialization step, the complexity of initializing model coefficient matrix is O(nd 2 + nd + ndl + d 3 + d 2 l). In step 2, the calculation of label correlation by cosine similarity needs O(nl 2 ). Then, in step 3, the calculation of label correlation using k-nearest neighbors graph needs O(n 2 d).
To calculate the gradient of f (W ) in step 7, it needs a complexity of O(nd
IV. EXPERIMENTS
To verify the performance of our proposed LSF-CI, five wellestablished approaches for multi-label learning and feature selection have been compared with LSF-CI. We performed the experiments on eight real-world multi-label datasets. Before analyzing the experimental results, the experimental setting, evaluation metrics and comparative algorithms are introduced briefly.
A. DATASETS
In order to evaluate the performance of LSF-CI, we performed experiments on eight real-world multi-label datasets [38] , and the characteristics of the experimental datasets are shown in TABLE 1. For each dataset, the number of instances is denoted as N, the number of features is denoted as D, and the number of labels is denoted as L. In addition, ''Card.'' denotes cardinality representing the average value of labels belonging to instances. In the experimental datasets, the laboratory test results were collected from Haikou People's Hospital in Hainan province, China [39] . The laboratory test results are from 655 patients, and these patients were diagnosed as a least one of diseases including coronary illness, diabetes mellitus type 2, hyperlipemia, anemia, hyperuricemia, chronic kidney disease and cerebral ischemic stroke. Therefore, the laboratory results can be utilized as a multi-label dataset, where 278 testing items and five fundamental states including gender, age, height, weight and body temperature were viewed as features, and seven diseases were regarded as labels. Before using this dataset to train the multi-label learning model, data were standardized by zero-mean normalization. For simplicity, the dataset of laboratory test results is shown as LT Results in the following contents.
B. EVALUATION METRICS
A variety of evaluation metrics are applied to evaluate the performances of different multi-label feature selection and learning approaches. Given a test dataset
, where the real label set of the instance x i is represented as y i ∈ {0, 1} l , and the predictive label set of the instance x i VOLUME 7, 2019 obtained by a multi-label learning approach is represented aŝ y i ∈ {0, 1} l .
Hamming Loss measures the average difference between the real label set and the predictive label set obtained by multi-label learning approach. For example, for a testing instance, Hamming Loss would statistic its real labels that were not predicted by multi-label learning and its predictive labels that were not in its real labels. (20) where the value of [[y ij =ŷ ij ]] is 1 when y ij =ŷ ij . Exact-Match measures the number of instances which real label set is exactly matched with predictive label set.
where the value of [[y ij =ŷ ij ]] is 1 when y ij =ŷ ij . F1-Measure considers precision and recall of each instance simultaneously.
where p i is the precision of instance x i , and r i is the recall of instance x i . Macro-F1 considers the precision and recall of each instance.
Micro-F1 regards every element of the label vector as a separate sample without consideration of label distribution.
The smaller value of Hamming Loss indicates the better performance of multi-label leaning approach, whereas the larger values of the reminder evaluation metrics indicates the better performance of multi-label leaning approach.
C. COMPARATIVE ALGORITMS
Binary Relevance (BR) [2] : a baseline multi-label learning approach transforming multi-label learning problem into L single-label learning problems. For each label, a linear SVM is applied as the binary classifier, and instances belonging to this label are regarded as positive instances, then the reminder instances are regarded as negative instances.
ML-kNN [21] : a well-known multi-label approach. ML-kNN statistics the k nearest neighbors of an unseen instance in the training data, and applies maximum a posterior rule to predict the possible labels for this instance. The number of nearest neighbors k was set to 10 in our experiments.
LIFT [12] : a local feature space dimension reduction approach. Based on cluster analysis, label specific features are selected. The ratio parameter was set as 0.1 in the experiments.
LLSF [13] : a local feature space dimension reduction approach which considers the label correlation in selecting label specific features. The parameter α and γ were searched in {2 −10 , 2 −9 , . . . , 2 9 , 2 10 }, η was search in {0.1, 1, 10}, and τ was set to 0.5.
LSF-CI: The proposed approach in this paper, which performs multi-label classification after learning label specific features for each label. The searching scales of parameter α, γ and η were same as LLSF, and τ was set to 0.5 as well. Moreover, the additional parameter β was searched in {2 −12 , 2 −11 , . . . , 2 11 , 2 12 }. For k-nearest neighbors graph, the number of k-nearest neighbors was 10.
For fair comparisons, both in BR and LIFT, the base binary classifier was a linear SVM (LIBSVM) [40] .
D. EXPERIMENTAL RESULTS
To evaluate the success of LSF-CI in selecting label specific features, we collected the selected features from all experimental datasets. For each dataset, Fig.1 shows the average ratio of the number of label specific features to the number of original features. It can be seen that the feature space dimension of each dataset was reduced by selecting label specific features. On Genbase and LT Results, the size of features was significantly reduced. Furthermore, the detailed ratios of label specific features of all labels on Genbase and LT Results have been shown in Fig.2 and Fig.3 respectively. We can know that each label was only associated with some relevant features from original features. There is an assumption that two strongly correlated labels share more label specific features than two weakly correlated or uncorrelated labels. In LSF-CI, the nonzero elements of W i are regarded as the label specific features of label y i . The similarity between coefficient vector W i and W j might be high if the label y i is strongly correlated with the label y j . We calculated the affinity matrix of label matrix and the affinity matrix of the learned coefficient matrix using cosine similarity. The affinity matrices on Genbase are shown in Fig.4 and Fig.5 , where the warmed color represents the larger label correlation. We can find that the affinity matrix of label matrix and the affinity matrix of learned coefficient matrix are surprisingly consistent, which illustrates if the similarity between label y i and label y j is high, correspondingly the similarity between label W i and label W j is high. This experimental result validates the assumption of label correlation.
Next, we compare the classification performances of five multi-label learning algorithms. In the experiments, the five-fold cross validation method was applied to evaluate the performances of multi-label learning approaches. The comparison results in five evaluation metrics are shown in TABLE 2 to TABLE 6. The best result is highlighted in boldface in each column of tables. Both BR and ML-kNN performed better in Hamming Loss. After that, the performance of LIFT was best in Hamming Loss, which means the success of feature space dimension reduction in multi-label classification. Nevertheless, LLSF and LSF-CI worked worse in Hamming Loss. It could be caused by that LLSF and LSF-CI incline to optimize Exact-Match, which would damage the performance in Hamming Loss. However, the performance of LIFT in other four evaluation metrics is unsatisfactory, showing that the selected features by LIFT not enough to handle multi-label learning problem. Except in Hamming Loss, LLSF ranks at the second in other four evaluation metrics, which demonstrates that label correlation is important for selecting label specific features. Furthermore, LSF-CI not only significantly outperforms than BR, ML-kNN and LIFT in Exact-Match, F1 measure, Macro-F1 and Micro-F1, but also performs statistically better than the second-ranked LLSF according to all evaluation metrics. It reveals that the effectiveness of LSF-CI and the effectiveness of using a robust loss function by considering label correlation and instance correlation together.
V. CONCLUSION
For multi-label data, multi-label learning with label specific features using correlation information (LSF-CI) is proposed in this paper. Assuming that two instances are related in feature space then those two instances is possible to share related label subsets, LSF-CI learns label specific features for each label with consideration of label correlation and interaction among features simultaneously. In LSF-CI, the instance correlation in feature space is computed by probabilistic neighborhood graph model, and label correlation in label space is computed by cosine similarity. After that, LSF-CI exploits instance correlation and label correlation to induce label specific feature leaning and selects label specific features discriminative to their corresponding labels.
For multi-label data, LSF-CI is able to select label specific features for each label as well as predict a relevant label set to an unseen instance. To verify the effectiveness of LSF-CI, we conducted comprehensive experiments on eight multi-label datasets. Furthermore, multi-label learning approaches using label specific features such as LIFT and LLSF and other two traditional multi-label learning approaches were compared to LSF-CI. The experimental results demonstrate that LSF-CI has the capability to select compact label specific features, and achieving competitive performance in comparison with performances of the existing multi-label learning approaches. In the further, we will focus on how to improve the leaning efficiency of selecting label specific features in multi-label data with high-dimensional feature space and label space. 
