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Abstract
In this paper, classical perturbations against a stationary solution of the nonlinear
Schro¨dinger equation with the general form of nonlinearity are examined. It is shown
that in order to obtain correct (in particular, conserved over time) nonzero expressions
for the basic integrals of motion of a perturbation, it is necessary to consider nonlinear
equations of motion for the perturbations. It is also shown that, despite the nonlinearity
of the perturbations, the additivity property is valid for the integrals of motion of different
nonlinear modes forming the perturbation.
1 Introduction
Usually, the additivity property is valid for the integrals of motion of different dynamical sys-
tems if these systems do not interact with each other, which follows from the additivity of their
Lagrangians [1]. Apart from this obvious case, the additivity property in a dynamical system is
also connected with linearity of the corresponding equations of motion, as a consequence of the
linear superposition principle. Although nothing forbids the emergence of such an additivity in
nonlinear systems, such cases seem to be rather rare. As an explicit example of the additivity
of energy in a nonlinear system, though in a somewhat specific form, one can recall paper [2],
in which the nonlinear Schro¨dinger equation with logarithmic nonlinearity was examined.
In this paper, another example of the additivity property in nonlinear systems is presented.
In order to demonstrate the effect, the basic integrals of motion are calculated for the nonlinear
classical perturbations against a stationary solution of the nonlinear Schro¨dinger equation.
These integrals of motion, which are the particle number, energy and momentum, as well as
the corresponding equations of motion for the perturbations, are considered up to the quadratic
order in the perturbations. Using the standard methods of perturbation theory, the integrals
of motion are calculated up to the quadratic order in the corresponding expansion parameter,
including the nonlinear corrections. Surprisingly, it turns out that the additivity property is
valid for the integrals of motion of different nonlinear modes, forming the perturbation against a
stationary background solution. But even more surprising is that the use of nonlinear equations
of motion for the perturbations is necessary for obtaining correct (in particular, conserved over
1
time) expressions for the integrals of motion even in the quadratic order in the corresponding
expansion parameter (i.e., in the lowest order providing nonzero values of these integrals of
motion) and for the validity of the additivity property for these integrals of motion.
Although analogous effects are expected to exist in different nonlinear theories, the choice
of the nonlinear Schro¨dinger equation for the presentation is motivated by its broad presence
in various areas of physics. For example, one can recall the theory of Bose-Einstein condensate
(the Gross–Pitaevskii equation [3, 4], see also reviews [5, 6]); nonlinear optics [7]; astrophysics
and cosmology [8–10]; etc. (see also reviews [11–13]).
2 Setup and equations of motion for the perturbations
Let us consider the nonlinear Schro¨dinger equation in dimensionless variables
i
∂Ψ
∂t
= −∆Ψ + V (~x)Ψ + F (Ψ∗Ψ)Ψ, (1)
where V (~x) is the external potential, ∆ =
d∑
l=1
∂2l and d ≥ 1. It is well known that one can define
the integrals of motion for this system, which are conserved over time if equation (1) holds. In
particular, these are the particle number (norm)
N =
∫
Ψ∗Ψ ddx
(although the system is supposed to be classical, in what follows I will use the standard term
“particle number”) and the energy (Hamiltonian) of the system
E =
∫  d∑
l=1
∂lΨ
∗∂lΨ+ VΨ
∗Ψ+
Ψ∗Ψ∫
0
F (s)ds

 ddx.
If V (~x) ≡ 0, the momentum defined as
Pl =
i
2
∫
(Ψ∂lΨ
∗ −Ψ∗∂lΨ) ddx,
where l = 1, ..., d, is also conserved over time.
Suppose we have a stationary solution to equation (1) of the form
Ψ0(t, ~x) = e
−iωtf(~x), (2)
where f(~x) 6≡ 0. Without loss of generality, we can set the function f(~x) to be real. In order
to simplify the subsequent analysis and ensure the finiteness of the particle number and energy
of the stationary solution (for example, if f(~x) ≡ const 6= 0), one can put the system into a
“box” of a finite size if necessary.
Now we consider a small perturbation against this background solution such that
Ψ(t, ~x) = e−iωt (f(~x) + αϕ(t, ~x)) . (3)
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Here α≪ 1 is real and ϕ(t, ~x) is supposed to be of the order of f(~x). Usually, the perturbations
against stationary solutions of the nonlinear Schro¨dinger equation are considered in the linear
order in the perturbations. Contrary to this standard approach, let us obtain the equation of
motion for the perturbation ϕ up to the quadratic order in ϕ. The corresponding equation of
motion takes the form
i
∂ϕ
∂t
= −∆ϕ + (V + U − ω)ϕ+ fW (ϕ+ ϕ∗) + α (W (ϕ2 + 2ϕ∗ϕ) + J(ϕ+ ϕ∗)2) , (4)
where
U(~x) = F
(
f 2(~x)
)
, W (~x) =
dF (s)
ds
∣∣∣∣
s=f2(~x)
f(~x), J(~x) =
1
2
d2F (s)
ds2
∣∣∣∣
s=f2(~x)
f 3(~x).
A solution to equation (4) can be represented as a series in the small expansion parameter α.
However, since equation (4) is valid up to the linear order in α (the terms of the higher orders
are omitted), it does not make sense to consider terms of the second order in α and higher
in the perturbation. Thus, I take the following ansatz for the perturbation (to simplify the
analysis, below I will consider only the oscillation modes1):
2Re(ϕ) =
∑
n
(
ξne
−iγnt + ξ∗ne
iγnt
)
+ αχ+ + α
∑
n
(
ψ+,ne
−2iγnt + ψ∗+,ne
2iγnt
)
+α
∑
n,k;n<k
(
̺+,nke
−i(γn+γk)t + ̺∗+,nke
i(γn+γk)t + θ+,nke
−i(γn−γk)t + θ∗+,nke
i(γn−γk)t
)
, (5)
2iIm(ϕ) =
∑
n
(
ηne
−iγnt − η∗neiγnt
)
+ αχ− + α
∑
n
(
ψ−,ne
−2iγnt − ψ∗
−,ne
2iγnt
)
+α
∑
n,k;n<k
(
̺−,nke
−i(γn+γk)t − ̺∗
−,nke
i(γn+γk)t + θ−,nke
−i(γn−γk)t − θ∗
−,nke
i(γn−γk)t
)
. (6)
Here ξn(~x), ηn(~x), χ−(~x), ψ±,n(~x), ̺±,nk(~x), θ±,nk(~x) are complex functions, χ+(~x) is a real
function. Without loss of generality one can set γn > 0. At this step I also suppose that γn 6= γk
for n 6= k. One can see that the terms of the zero order in α represent the standard form of a
perturbation composed from the oscillation modes in the case of the linear approximation [5].
For simplicity, here I suppose that the spectrum of the modes is discrete. However, the modes
from the continuous spectrum, if exist, can be easily taken into account: the simplest way to
do it is to put the system into a “box” of a finite size.
Substituting (5) and (6) into equation (4) and keeping the terms up to the linear order in
α, one can get the following set of equations:
Lˆ1ξn = γnηn, (7)
Lˆ2ηn = γnξn, (8)
Lˆ1χ+,n = −W (3ξ∗nξn + η∗nηn)− 4Jξ∗nξn, (9)
Lˆ2χ−,n = −W (ξ∗nηn − η∗nξn) , (10)
1In order not to deal with exponentially growing modes, one can consider only classically stable background
solutions. If f(~x) is spherically symmetric, falls off to zero rapidly enough and has no nodes, such background
solutions can be selected using the Vakhitov-Kolokolov stability criterion established in [14, 15].
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Lˆ1ψ+,n = 2γnψ−,n −W
(
3
2
ξ2n −
1
2
η2n
)
− 2Jξ2n, (11)
Lˆ2ψ−,n = 2γnψ+,n −Wξnηn, (12)
Lˆ1̺+,nk = (γn + γk)̺−,nk −W (3ξnξk − ηnηk)− 4Jξnξk, (13)
Lˆ2̺−,nk = (γn + γk)̺+,nk −W (ξnηk + ηnξk) , (14)
Lˆ1θ+,nk = (γn − γk)θ−,nk −W (3ξnξ∗k + ηnη∗k)− 4Jξnξ∗k, (15)
Lˆ2θ−,nk = (γn − γk)θ+,nk −W (ηnξ∗k − ξnη∗k) , (16)
where χ+ =
∑
n
χ+,n, χ− =
∑
n
χ−,n and
Lˆ2 = −∆+ V + U − ω, Lˆ1 = Lˆ2 + 2fW. (17)
A nonlinear mode can be characterized by the frequency γn and the functions ξn, ηn, which
are solutions to linear equations (7), (8). Indeed, if there were a single mode in (5) and (6),
there would be only equations (7)–(12), whereas formally the nonlinear corrections χ±,n, ψ±,n
can be expressed through the functions ξn, ηn with the help of equations (9)–(12). All the other
functions describe the interactions of different modes due to the nonlinearity of the theory.
3 Integrals of motion of the perturbations
Now let us define the particle number, the energy and the momentum of the perturbation as
Np = N [Ψ(t, ~x)]−N [Ψ0(t, ~x)], Ep = E[Ψ(t, ~x)]− E[Ψ0(t, ~x)], Pp,l = Pl[Ψ(t, ~x)],
where Ψ(t, ~x) is defined by (3). Expanding E[Ψ(t, ~x)] up to the second order in α (again, since
equation (4) is valid up to the linear order in α, it does not make sense to consider terms of the
higher orders in α; this point will be discussed below) and using equation of motion (4) when
deriving Ep, after some algebra one can get (the expressions for Np and Pp,l are exact)
Np = α
∫
ddx (f(ϕ+ ϕ∗) + αϕ∗ϕ) , (18)
Ep = ωNp +
iα2
2
∫
ddx
(
ϕ∗
∂ϕ
∂t
− ∂ϕ
∗
∂t
ϕ
)
, (19)
Pp,l = iα
∫
(∂lf(ϕ− ϕ∗)− αϕ∗∂lϕ) ddx. (20)
3.1 Particle number
Let us substitute (5) and (6) into (18) and keep the terms up to the second order in α. The
result looks as follows
Np = α
∑
n
[
e−iγnt
∫
fξnd
dx+ c.c.
]
+ α2
∫ (
fχ+ +
1
2
∑
n
(ξnξ
∗
n + ηnη
∗
n)
)
ddx
+ α2
∑
n
[
e−2iγnt
∫ (
fψ+,n +
1
4
(ξ2n − η2n)
)
ddx+ c.c.
]
4
+ α2
∑
n,k;n<k
[
e−i(γn+γk)t
∫ (
f̺+,nk +
1
2
(ξnξk − ηnηk)
)
ddx+ c.c.
]
+ α2
∑
n,k;n<k
[
e−i(γn−γk)t
∫ (
fθ+,nk +
1
2
(ξnξ
∗
k + ηnη
∗
k)
)
ddx+ c.c.
]
. (21)
It turns out that all terms in the square brackets, i.e., the terms, which explicitly depend on
time, vanish. For the term linear in α this can be shown by multiplying equation (8) by f ,
integrating over the space and using the facts that γn 6= 0 and Lˆ2f = 0 (the latter equation is
just equation (1) for background solution (2)). As for the other terms, the detailed calculations
can be found in Appendix A. Thus, for the particle number of perturbation (5), (6) we get
Np = α
2
∑
n
∫ (
fχ+,n +
1
2
(ξnξ
∗
n + ηnη
∗
n)
)
ddx, (22)
which is just the sum of the particle numbers Nnp of each nonlinear mode. The first term in the
brackets of (22) originates from the nonlinear (∼ α) part of the solution for the perturbation
ϕ, but comes from the terms of (18) that are linear in ϕ and ϕ∗; whereas the other terms in
the brackets of (22) originate from the linear part of the solution for the perturbation ϕ, but
come from the term of (18) that is quadratic in |ϕ|.
An important part of the derivation is the assumption γn 6= γk for n 6= k. But what if we
have two modes such that γn = γk = γ for ξn 6≡ cξk, ηn 6≡ cηk, where c is a constant, i.e.,
different modes of the same frequency? In this case one gets in (22) ξn + ξk instead of a single
ξ and ηn + ηk instead of a single η. There is a good reason to believe that the corresponding
overlap integrals in (22) are equal to zero, i.e.,
Nn+kp [ξn + ξk, ηn + ηk, γ] = N
n
p [ξn, ηn, γ] +N
k
p [ξk, ηk, γ].
In order to show it, I will use the standard trick and modify “by hands” the function W (~x)→
W(ǫ)(~x) =W (~x)+ǫ δW (~x), where δW (~x) is chosen in such a way that it removes the degeneracy
of the modes
γn → γ(ǫ)n = γ + ǫ δγn, γk → γ(ǫ)k = γ + ǫ δγk,
where δγn 6= δγk. Of course, the functions ξn, ξk and ηn, ηk (as well as the functions χ+,n, χ+,k,
which are expressed through ξn, ηn and ξk, ηk by means of equation (9)) also turn out to be
modified as ξn, ξk → ξ(ǫ)n , ξ(ǫ)k and ηn, ηk → η(ǫ)n , η(ǫ)k . In this case γ(ǫ)n 6= γ(ǫ)k and, according to the
results presented above (the modification of the function W does not change the operator L2,
so the necessary equation L2f = 0 remains intact, see Appendix A), the corresponding overlap
terms vanish, so we are left with
Nnp [ξ
(ǫ)
n , η
(ǫ)
n , γ
(ǫ)
n ] +N
k
p [ξ
(ǫ)
k , η
(ǫ)
k , γ
(ǫ)
k ].
In the limit ǫ→ 0 we still get
Nnp [ξn, ηn, γ] +N
k
p [ξk, ηk, γ]
without any cross terms. Analogous reasonings can be applied to the cases of energy and
momentum (with some modifications for the latter), which will be discussed below.
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It is not necessary to solve equation (9) for each n. If we multiply equation (9) by df
dω
,
integrate the result over the space and use the fact that Lˆ1
df
dω
= f (which can be obtained by
differentiating the equation Lˆ2f = 0 with respect to ω), we will obtain for (22)
Np = α
2
∑
n
∫ (
1
2
(ξ∗nξn + η
∗
nηn)−
df
dω
W (3ξ∗nξn + η
∗
nηn)− 4
df
dω
Jξ∗nξn
)
ddx, (23)
which formally depends only on ξn and ηn. Note that the sign of N
n
p is not definite in the
general case.
3.2 Energy
Now I turn to the energy of perturbation (5), (6). Substituting it into (19) and keeping the
terms up to the second order in α, one gets
Ep = ωNp +
α2
2
∑
n
(
γn
∫
(ξnη
∗
n + ξ
∗
nηn) d
dx
)
+
α2
4
∑
n,k
n<k
[
e−i(γn+γk)t(γn − γk)
∫
(ηnξk − ηkξn) ddx+ c.c
]
+
α2
4
∑
n,k
n<k
[
e−i(γn−γk)t(γn + γk)
∫
(ηnξ
∗
k + η
∗
kξn) d
dx+ c.c
]
. (24)
Again, all the time-dependent terms in (24) vanish, see Appendix B for details. Thus, one
obtains
Ep =
∑
n
(
ωNnp +
α2
2
γn
∫
(ξnη
∗
n + ξ
∗
nηn) d
dx
)
, (25)
which is also just the sum of the energies Enp of each nonlinear mode.
Although the particle number of each mode is nonzero in the general case, it is possible to
create a nonlinear perturbation in the processes which do not change the total particle number
of the system. Indeed, such a process may look like modification of the initial background
solution and creation of the perturbation against this new background solution such that
N [Ψω+∆ω0 (t, ~x)] +Np(ω +∆ω) = N [Ψ
ω
0 (t, ~x)]. (26)
Since Np ∼ α2, the change of the frequency ω of the background solution is such that ∆ω ∼ α2,
so we can use Np(ω +∆ω) ≈ Np(ω) (as well as Ep(ω +∆ω) ≈ Ep(ω)) with the same accuracy.
Then, for the total energy we can write
E[Ψω+∆ω0 (t, ~x)] + Ep(ω +∆ω) ≈ E[Ψω0 (t, ~x)] + ∆ω
dE[Ψω0 (t, ~x)]
dω
+ Ep(ω)
= E[Ψω0 (t, ~x)] + ∆ω ω
dN [Ψω0 (t, ~x)]
dω
+ Ep(ω) ≈ E[Ψω0 (t, ~x)] + ω∆N + Ep(ω),
where we have used the relation [11]
dE[Ψω0 (t, ~x)]
dω
= ω
dN [Ψω0 (t, ~x)]
dω
,
6
which holds for any background configuration (2). According to (26), ∆N ≈ −Np(ω). Thus,
using (25), we obtain for the total energy of the final configuration
E[Ψω0 (t, ~x)] +
α2
2
∑
n
(
γn
∫
(ξnη
∗
n + ξ
∗
nηn) d
dx
)
. (27)
That is, in the processes conserving the particle number the part ωNp of the perturbation
energy Ep is connected with the background solution: if ωNp > 0, then the energy ωNp is
released by the background solution; if ωNp < 0, then the energy |ωNp| is absorbed by the
background solution.
3.3 Momentum
As for the momentum of the perturbation, we get
Pp,l = iα
∑
n
[
e−iγnt
∫
∂lfηnd
dx− c.c.
]
+ iα2
∫ (
∂lfχ− − 1
2
∑
n
(
ξ∗n∂lηn − ξn∂lη∗n
))
ddx
+ iα2
∫
ddx
∑
n
[
e−2iγn
(
∂lfψ−,n − 1
2
ξn∂lηn
)
− c.c.
]
+ iα2
∑
n,k
n<k
[
e−i(γn+γk)t
∫ (
∂lf̺−,nk − 1
2
(ξk∂lηn + ξn∂lηk)
)
ddx− c.c.
]
+ iα2
∑
n,k
n<k
[
e−i(γn−γk)t
∫ (
∂lfθ−,nk − 1
2
(ξ∗k∂lηn − ξn∂lη∗k)
)
ddx− c.c.
]
. (28)
Let V (~x) ≡ 0. Then, all the time-dependent terms in the latter formula (i.e., the terms in the
square brackets) vanish. For the term linear in α this can be shown by multiplying equation (7)
by ∂lf , integrating over the space and using the facts that γn 6= 0 and Lˆ1∂lf = 0 if V (~x) ≡ 0
(the latter equation can be obtained by differentiating the equation Lˆ2f = 0 with V (~x) ≡ 0
with respect to xl). As for the other time-dependent terms, the detailed calculations can be
found in Appendix C. Thus, one obtains2
Pp,l = iα
2
∑
n
∫ (
∂lfχ−,n − 1
2
(
ξ∗n∂lηn − ξn∂lη∗n
))
ddx. (29)
Again, the total momentum of the perturbation is the sum of the momenta of each nonlinear
mode.
As in the case of the particle number, it is not necessary to solve equation (10) for each n.
If f(~x) 6≡ const, for the given f(~x) one can solve once the equation
Lˆ2gl = ∂lf. (30)
2In order to deal with the modes such that γn = γk = γ for ξn 6≡ cξk, ηn 6≡ cηk, where c is a constant (see the
discussion in Subsection 3.1), one should modify “by hands” the functions W (~x)→W(ǫ)(~x) = W (~x) + ǫ δW (~x)
and U(~x) → U(ǫ)(~x) = U(~x) + ǫ δU(~x) in such a way that δU ≡ −2fδW . In this case, the necessary equation
Lˆ1∂lf = 0 remains intact, see Appendix C.
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Then, multiplying equation (10) by gl(~x), integrating the result over the space and using equa-
tion (30), we get for (29)
Pp,l = −iα2
∑
n
∫ (
1
2
(ξ∗n∂lηn − ξn∂lη∗n) + glW (ξ∗nηn − η∗nξn)
)
ddx, (31)
which formally depends only on ξn and ηn.
3.4 Small discussion
One can see that though perturbation (5), (6) satisfies the set of equations (7)–(16), which fol-
lows from nonlinear equation of motion (4), and contains explicit terms describing the nonlinear
corrections (the terms with χ±,n and ψ±,n) and the interaction between different modes (the
terms with ̺±,nk and θ±,nk), the resulting expressions for the particle number, energy and mo-
mentum of the perturbation do not contain any terms describing interaction between different
modes. That is, the total particle number, energy and momentum of the nonlinear perturba-
tion, at least up to the quadratic order in the expansion parameter α, are just the exact sums
of the corresponding expressions for each of the nonlinear mode itself, which is nothing but a
manifestation of the additivity property. In fact, it means that there is no physical interaction
between different nonlinear modes up to the quadratic order in the expansion parameter α.
However, the terms with ψ±,n, ̺±,nk and θ±,nk in (5), (6) are very important. Suppose we
take just the linear approximation for the perturbation. In this case we will get formulas (21)
and (28) without the nonlinear corrections, and in the general case the time-dependent terms
will not vanish. The latter implies not only the absence of the additivity effect described above,
but also non-conservation over time of the particle number, energy and momentum, which will
be explicitly demonstrated in the next section. The origin of this non-conservation is trivial.
Indeed, the integrals of motion are conserved over time if the equation of motion is fulfilled; thus,
if the equation of motion for the perturbations is linear, one can expect that the corresponding
integrals of motion are conserved only in the linear order in the perturbations (in fact, for the
oscillation modes they are equal to zero in this approximation) and it is incorrect to consider
expressions which are quadratic in the perturbations. Thus, the use of the nonlinear equation
of motion for the perturbation results not only in the additivity of the integrals of motion
of different nonlinear modes, but also ensures the conservation over time of these integrals of
motion and provides their correct (recall the contributions of χ±,n in equations (22) and (29))
nonzero values up to the quadratic order in the expansion parameter α. The latter is important
even without any reference to the additivity effect, but for obtaining the correct values of the
basic physical characteristics of just a single oscillation mode.
Note that if f(~x) ≡ const, then the time-dependent terms in equations (22) and (29) may
vanish even if the equation of motion for the perturbations is linear (i.e., if there are no terms
with χ±,n, ψ±,n, ̺±,nk and θ±,nk in equations (22) and (29)). This happens when a perturbation
consists of just the plane waves ∼ e±i(γnt−~kn~x). However, the contributions of the terms with
χ+,n, which are of the same order as the other time-independent terms ∼ α2, are missed in such
a case. This example will be discussed in the next section.
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4 Explicit examples
4.1 Logarithmic nonlinearity
In the present subsection, let us study the perturbations in the model with logarithmic non-
linearity and without external potential, which was proposed and examined in [2]. I will not
derive the full expressions for the integrals of motion of perturbations in this model — the
aim of this example is to show that without the nonlinear corrections, the integrals of motion
calculated up to the quadratic order in perturbations indeed are not conserved over time in the
general case.
Let V (~x) ≡ 0 and
F (Ψ∗Ψ) = − ln (Ψ∗Ψ) . (32)
Stationary solution, corresponding to this form of nonlinearity, has the form
Ψ(t, ~x) = e−iωtAe−
~x2
2 , ω = d− ln(A2),
where A is a real constant. Equations (7) and (8) for the linear mode take the form(−∆+ ~x2 − 2− d) ξn = γnηn,(−∆+ ~x2 − d) ηn = γnξn.
It is clear that solutions to these equations have the form
ξnˆ(~x) = YnˆGnˆ(~x), ηnˆ(~x) = ZnˆGnˆ(~x), (33)
with (−∆+ ~x2)Gnˆ = λnˆGnˆ, λnˆ = d+ 2(n1 + ... + nd),
where nˆ = {n1, ..., nd}, n1,...,d = 0, 1, 2, ..., d, the subscript nˆ is used instead of the subscript n,
and the coefficients Ynˆ, Znˆ satisfy the system of equations
(λnˆ − 2− d)Ynˆ − γnˆZnˆ = 0, (34)
− γnˆYnˆ + (λnˆ − d)Znˆ = 0. (35)
The functions Gnˆ(~x) = Gn1(x1)×Gn2(x2)× ... ×Gnd(xd) in (33) can be taken to be real. For
n1 + ...+ nd > 1, equations (34) and (35) result in [2]
γnˆ = 2
√
(n1 + ... + nd − 1)(n1 + ... + nd)
and
Ynˆ = Znˆ
√
n1 + ... + nd
n1 + ...+ nd − 1 . (36)
Let us take a single mode with γnˆ 6= 0. Now let us consider formula (21), but without the
nonlinear corrections (from here and below, the corresponding expressions will be denoted as
N ′ nˆp instead of N
nˆ
p ). For a single mode one gets
N ′
nˆ
p =
α2
2
∫
(ξnˆξ
∗
nˆ + ηnˆη
∗
nˆ) d
dx+
α2
4
[
e−2iγnˆt
∫
(ξ2nˆ − η2nˆ)ddx+ c.c.
]
. (37)
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Using (33) and (36), we arrive at∫
(ξ2nˆ − η2nˆ)ddx =
Z2nˆ
n1 + ... + nd − 1
∫
G2nˆ(~x)d
dx 6= 0.
Thus, the time-dependent terms in (37) do not vanish. Consequently, without the nonlinear
corrections energy (24) of even a single mode also is not conserved over time. This example
explicitly demonstrates that in the general case the integrals of motion calculated up to the
quadratic order in perturbations indeed are not conserved over time if only the linear part of
the perturbation is taken into account.
4.2 The Gross–Pitaevskii equation
Now we turn to a much more physically motivated example. Let us consider the Gross–
Pitaevskii equation
i
∂Ψ
∂t
= −∆Ψ + g|Ψ|2Ψ, (38)
where d = 3 and g > 0. In particular, this equation provides an approximate description of
a nonideal Bose gas at low temperatures. However, here I will consider it just as the classical
equation of motion of a nonlinear dynamical system.
For a spatially uniform case, the stationary solution takes the standard form
Ψ0(t, ~x) = e
−iωt
√
ω
g
(39)
with ω > 0. For simplicity, let us suppose that the volume of the system is finite. The particle
number and the energy, corresponding to solution (39), look as follows:
N0 =
ω
g
L3, E0 =
ω2
2g
L3 =
g
2L3
N20 , (40)
where L3 is the volume of the system.
Let us take the linear part of the perturbation in the form of a superposition of the plane
waves
ϕlin(t, ~x) =
1√
L3
∑
j
(
aje
−i(γjt−~kj~x) + bje
i(γj t−~kj~x)
)
(41)
with periodic boundary conditions, where aj and bj are complex coefficients. Linearized equa-
tions of motion (7) and (8) for perturbation (41) reduce to the system of equations
(~k2j + ω − γj)aj + ωb∗j = 0, (42)
ωaj + (~k
2
j + ω + γj)b
∗
j = 0, . (43)
As expected, this system of equations leads to the famous Bogolyubov dispersion law [16]
γj =
√
~k2j (2ω +
~k2j ). (44)
10
Using equations (23), (25), (31) and (42)–(44), after some algebra we can obtain (in what
follows, for simplicity I will omit the small parameter α that was used previously)
N jp = −(aj + b∗j )(a∗j + bj) = −
|~kj|√
2ω + ~k2j
n˜j < 0, (45)
Ejp = ωN
j
p + γj(a
∗
jaj − b∗jbj) = ωN jp + γjn˜j , (46)
~P jp =
~kj(a
∗
jaj − b∗jbj) = ~kjn˜j , (47)
where a∗jaj − b∗jbj = n˜j > 0 for ~kj 6= 0. In quantum theory, n˜j corresponds to the number of
quasi-particles with the momentum ~kj. The energy of a single mode E
j
p can be rewritten as
Ejp = γjn˜j
ω + ~k2j
2ω + ~k2j
=
√
ω
2
|~P jp |
1 +
~k2j
ω√
1 +
~k2j
2ω
≥
√
ω
2
|~P jp | ≥ 0. (48)
For small ~kj, the mode has the phonon-like spectrum.
Thus, for the total energy of the system E = E0+
∑
j
Ejp and its total momentum
~P we can
write with the same accuracy (because |Np| =
∑
j
|N jp | ≪ N0)
E =
g
2L3
N2 +
∑
j
γjn˜j, (49)
~P =
∑
j
~kjn˜j, (50)
where N = N0+Np < N0. As in the quantum theory [16], here the term ωNp is formally incor-
porated into the energy of the ground state g
2L3
N2. According to formula (27), the difference
between the total energy of the final configuration and the energy of the initial configuration
in the processes which conserve the total particle number is just∑
j
γjn˜j.
As was noted at the end of the previous section, the time-dependent terms in equations
(22) and (29) vanish even without the nonlinear corrections χ±,n, ψ±,n, ̺±,nk and θ±,nk if a
perturbation consists of just the plane waves. Indeed, for perturbation (41) we get formulas
(47), (49) and (50). However, instead of the particle number of the mode N jp defined by (45),
we obtain
N ′
j
p = a
∗
jaj + b
∗
jbj > 0,
which leads to N = N0 +
∑
j
N ′
j
p > N0. For |~kj| ≪
√
2ω
N ′
j
p ≃
√
ω
2
n˜j
1
|~kj|
.
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5 Conclusion
In the present paper, perturbations against a stationary solution of the nonlinear Schro¨dinger
equation with the general form of nonlinearity are examined. It is shown that the use of
nonlinear equations of motion for the perturbations is necessary for obtaining correct and
conserved over time nonzero expressions for the integrals of motion even in the quadratic order
in the corresponding expansion parameter, as well as for the validity of the additivity property
for these integrals of motion. As a demonstration of these results, two explicit examples, —
the case of logarithmic nonlinearity and the Gross–Pitaevskii equation, are considered.
Finally, one may assume (however, at the moment I do not have a rigorous mathematical
proof for this assumption) that the additivity property survives at higher orders of perturba-
tion theory: the overlap integrals between different modes may appear only together with the
corresponding time-dependent exponential factors, which should vanish because the particle
number, energy and momentum are conserved over time.
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Appendix A
1. Let us take equation (12), multiply it by f and integrate the result over the space. Using
the fact that Lˆ2f = 0, we get
2γn
∫
fψ+,nd
dx =
∫
fWξnηnd
dx. (51)
Then, using equations (7) and (8), we get∫ (
ηnLˆ1ξn − ξnLˆ2ηn
)
ddx = γn
∫ (
η2n − ξ2n
)
ddx. (52)
From definition (17) it follows that∫ (
ηnLˆ1ξn − ξnLˆ2ηn
)
ddx = 2
∫
fWξnηn d
dx. (53)
Finally, combining relations (51)–(53) and using the fact that γn 6= 0, we obtain∫ (
fψ+,n +
1
4
(
ξ2n − η2n
))
ddx = 0.
2. Let us take equation (14), multiply it by f and integrate the result over the space. Using
the fact that Lˆ2f = 0, we get
(γn + γk)
∫
f̺+,nk d
dx =
∫
fW (ξnηk + ηnξk) d
dx. (54)
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Then, using equations (7), (8), we get∫ (
ηkLˆ1ξn − ξnLˆ2ηk
)
ddx =
∫
(γnηkηn − γkξnξk)ddx,
From definition (17) it follows that∫ (
ηkLˆ1ξn − ξnLˆ2ηk
)
ddx = 2
∫
fWξnηk d
dx,
leading to
2
∫
fWξnηk d
dx =
∫
(γnηnηk − γkξnξk) ddx. (55)
Analogously, we get
2
∫
fWξkηn d
dx =
∫
(γkηnηk − γnξnξk) ddx. (56)
Summing up relations (55) and (56), we obtain∫
fW (ξnηk + ξkηn)d
dx =
γn + γk
2
∫
(ηnηk − ξnξk) ddx. (57)
Finally, combining relations (54), (57) and using the fact that γn + γk 6= 0, we arrive at∫ (
f̺+,nk +
1
2
(ξnξk − ηnηk)
)
ddx = 0.
3. Let us take equation (16), multiply it by f and integrate the result over the space. Using
the fact that Lˆ2f = 0, we get
(γn − γk)
∫
fθ+,nk d
dx =
∫
fW (ηnξ
∗
k − ξnη∗k) ddx. (58)
Then, using equations (7), (8), we get∫ (
ηnLˆ1ξ
∗
k − ξ∗kLˆ2ηn
)
ddx =
∫
(γkηnη
∗
k − γnξ∗kξn)ddx.
From definition (17) it follows that∫ (
ηnLˆ1ξ
∗
k − ξ∗kLˆ2ηn
)
ddx = 2
∫
fWξ∗kηn d
dx.
leading to
2
∫
fWξ∗kηn d
dx =
∫
(γkηnη
∗
k − γnξnξ∗k) ddx. (59)
Analogously, we get
2
∫
fWξnη
∗
k d
dx =
∫
(γnηnη
∗
k − γkξnξ∗k) ddx. (60)
Subtracting (60) from (59), we obtain∫
fW (ξ∗kηn − ξnη∗k)ddx =
γk − γn
2
∫
(ηnη
∗
k + ξnξ
∗
k) d
dx. (61)
Finally, combining relations (58), (61) and using the fact that γn − γk 6= 0, we arrive at∫ (
fθ+,nk +
1
2
(ξnξ
∗
k + ηnη
∗
k)
)
ddx = 0.
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Appendix B
1. Using equation (7), one can get∫
γkξnηk d
dx =
∫
ξkLˆ1ξnd
dx =
∫
γnξkηn d
dx,
leading to ∫
(γnηnξk − γkηkξn) ddx = 0. (62)
Analogously, using equation (8), one can get∫
(γnηkξn − γkηnξk) ddx = 0. (63)
By subtracting (63) from (62) and using the fact that γn + γk 6= 0, we obtain∫
(ηnξk − ηkξn) ddx = 0.
Actually, relations (62) and (63) lead to a more stringent condition∫
ηnξkd
dx = 0
for γn 6= γk.
2. Analogously, we can get ∫
(γnηnξ
∗
k − γkη∗kξn) ddx = 0 (64)
and ∫
(γnη
∗
kξn − γkηnξ∗k) ddx = 0. (65)
By adding (64) to (65) and using the fact that γn − γk 6= 0, we obtain∫
(ηnξ
∗
k + η
∗
kξn) d
dx = 0.
Appendix C
All the calculations presented below are valid only for V (~x) ≡ 0.
First, we take equation (7) and differentiate it with respect to xl. We get
Lˆ1∂lξn + 2∂lf (3W + 4J) ξn = γn∂lηn. (66)
Second, we take equation (8) and differentiate it with respect to xl. We get
Lˆ2∂lηn + 2∂lfWηn = γn∂lξn. (67)
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1. Let us take equation (11), multiply it by ∂lf and integrate the result over the space.
Using the fact that Lˆ1∂lf = 0, we get
2γn
∫
∂lfψ−,nd
dx =
∫
∂lf
(
W
(
3
2
ξ2n −
1
2
η2n
)
+ 2Jξ2n
)
ddx. (68)
Now we take equation (66), multiply it by ξn, integrate the result over the space and
apply equation (7). We get
γn
∫
ξn∂lηnd
dx =
∫
∂lf
(
3Wξ2n + 4Jξ
2
n
)
ddx. (69)
Then we take equation (67), multiply it by ηn, integrate the result over the space and
apply equation (8). We get
γn
∫
ξn∂lηnd
dx = −
∫
∂lfWη
2
n d
dx. (70)
Substituting relations (69) and (70) into (68) and using the fact that γn 6= 0, we arrive at∫ (
∂lfψ−,n − 1
2
ξn∂lηn
)
ddx = 0.
2. Let us take equation (13), multiply it by ∂lf and integrate the result over the space.
Using the fact that Lˆ1∂lf = 0, we get
(γn + γk)
∫
∂lf̺−,nkd
dx =
∫
∂lf (W (3ξnξk − ηnηk) + 4Jξnξk) ddx. (71)
Now we take equation (66), multiply it by ξk, integrate the result over the space and
apply equation (7). We get
γn
∫
ξk∂lηnd
dx+ γk
∫
ξn∂lηkd
dx = 2
∫
∂lf (3Wξnξk + 4Jξnξk) d
dx. (72)
Then we take equation (67), multiply it by ηk, integrate the result over the space and
apply equation (8). We get
γk
∫
ξk∂lηnd
dx+ γn
∫
ξn∂lηkd
dx = −2
∫
∂lfWηnηk d
dx. (73)
Substituting relations (72) and (73) into (71) and using the fact that γn + γn 6= 0, we
arrive at ∫ (
∂lf̺−,nk − 1
2
(ξk∂lηn + ξn∂lηk)
)
ddx = 0.
3. Let us take equation (15), multiply it by ∂lf and integrate the result over the space.
Using the fact that Lˆ1∂lf = 0, we get
(γn − γk)
∫
∂lfθ−,nkd
dx =
∫
∂lf (W (3ξnξ
∗
k + ηnη
∗
k) + 4Jξnξ
∗
k) d
dx. (74)
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Now we take equation (66), multiply it by ξ∗k, integrate the result over the space and
apply the complex conjugate of equation (7). We get
γn
∫
ξ∗k∂lηnd
dx+ γk
∫
ξn∂lη
∗
kd
dx = 2
∫
∂lf (3Wξnξ
∗
k + 4Jξnξ
∗
k) d
dx. (75)
Then we take equation (67), multiply it by η∗k, integrate the result over the space and
apply the complex conjugate of equation (8). We get
γk
∫
ξ∗k∂lηnd
dx+ γn
∫
ξn∂lη
∗
kd
dx = −2
∫
∂lfWηnη
∗
k d
dx. (76)
Substituting relations (75) and (76) into (74) and using the fact that γn + γn 6= 0, we
arrive at ∫ (
∂lfθ−,nk − 1
2
(ξ∗k∂lηn − ξn∂lη∗k)
)
ddx = 0.
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