Abstract. We consider the set S(n, 0) of monic complex polynomials of degree n ≥ 2 having all their zeros in the closed unit disk and vanishing at 0. For p ∈ S(n, 0) we let |p| 0 denote the distance from the origin to the zero set of p ′ . We determine all 0-maximal polynomials of degree n, that is, all polynomials p ∈ S(n, 0) such that |p| 0 ≥ |q| 0 for any q ∈ S(n, 0). Using a second order variational method we then show that although some of these polynomials are inextensible, they are not necessarily locally maximal for Sendov's conjecture. This invalidates the recently claimed proofs of the conjectures of Sendov and Smale and shows that the method used in these proofs can only lead to (already known) partial results. In the second part of the paper we obtain a characterization of the critical points of a complex polynomial by means of multivariate majorization relations. We also propose an operator theoretical approach to Sendov's conjecture, which we formulate in terms of the spectral variation of a normal operator and its compression to the orthogonal complement of a trace vector. Using a theorem of Gauss-Lucas type for normal operators, we relate the problem of locating the critical points of complex polynomials to the more general problem of describing the relationships between the spectra of normal matrices and the spectra of their principal submatrices.
Introduction
Let S n be the set of all monic complex polynomials of degree n ≥ 2 having all their zeros in the closed unit diskD. If p ∈ S n and a ∈ Z(p) then the Gauss-Lucas theorem implies that (a + 2D) ∩ Z(p ′ ) = ∅, where Z(p) and Z(p ′ ) denote the zero sets of p and p ′ , respectively. In 1958 Sendov conjectured that this result may be substantially improved in the following way: Conjecture 1. If p ∈ S n and a ∈ Z(p) then (a +D) ∩ Z(p ′ ) = ∅.
Sendov's conjecture is widely regarded as one of the main challenges in the analytic theory of polynomials. Numerous attempts to verify this conjecture have led to over 80 papers, but have met with limited success. We refer to [13] , [20] and [21] for surveys of the results on Sendov's conjecture and related questions.
The set P n of monic complex polynomials of degree n may be viewed as a metric space by identifying it with the quotient of C n by the action of the symmetric group on n elements Σ n . Indeed, let τ : C n → C n /Σ n denote the orbit map. Let further p(z) = n i=1 (z − z i ) and q(z) = n i=1 (z − ζ i ) be arbitrary polynomials in P n and set ∆(p, q) = min
Then ∆ is a distance function on P n which induces a structure of compact metric space on the set S n = {p ∈ P n : ∆(p, z n ) ≤ 1} = τ (D n ). Conjecture 1 is therefore an extremum problem in the closed unit ball in P n for the function d given by
|z − w|.
Note that d(p) is the same as the so-called directed (or oriented) Hausdorff distance from Z(p) to Z(p ′ ) (cf. [20] ). Since d is obviously a continuous function it follows by compactness that there exists p ∈ S n such that d(p) = sup q∈Sn d(q). A polynomial with this property is called extremal for Sendov's conjecture. In 1972 Phelps and Rodriguez proposed the following strengthened form of Sendov's conjecture (cf. [12] ):
Conjecture 2. If p ∈ S n is extremal for Sendov's conjecture then p(z) = z n + e iθ for some θ ∈ R.
A proof of Conjecture 2 and thereby of Sendov's conjecture was recently claimed in [17] . There are currently eight different versions of [17] , which we shall refer to as [17, vk] , 1 ≤ k ≤ 8. The method employed in loc. cit. consists in studying the dynamics of the zeros of the derivative of a polynomial in S n under certain perturbations of the zeros of the polynomial itself. Using these perturbations, a notion of extensible polynomial is defined and what is actually claimed in [17, v1-v2] is that a polynomial in S n is extensible unless it vanishes only on the unit circle. If true, such a result would imply that the polynomials in Conjecture 2 are not only all the extremal polynomials for Sendov's conjecture but also that they are in fact all the local maxima for the function d. The arguments used in [17, v1-v2] were subsequently modified or replaced by completely new ones in [17, v3-v8] . Keeping track of so many changes and versions is both time-consuming and technically challenging. Unfortunately, this development has been rather confusing and has led some to believe that Schmieder's proof is correct or that his method would eventually work after some minor adjustments. The first main objective of this paper is to show that this is most definitely not the case. In section 1 we make a detailed analysis of first order variational methods in general and Schmieder's method in particular. We produce concrete counterexamples to the main claims in all eight versions of [17] (see Theorem 1.2 and Propositions 1.2-1.4). Moreover, in sections 1.3 and 2.2 we show that Schmieder's approach -or indeed any approach based exclusively on first order variational methods -cannot be successful. We also argue that all eight versions of the proof of Smale's mean value conjecture claimed in [18] fail for similar reasons (section 1.4) .
In spite of the failure of Schmieder's approach, variational methods remain a natural way of dealing with Sendov's conjecture. The relatively few properties which are known to hold for locally maximal or indeed even extremal polynomials were all deduced by using such methods (see [1] , [8] , [9] , [19] ). In this spirit, Miller proposed a slightly more general extremal problem in [8] and [9] . Let β ∈D and denote by S(n, β) the set of all polynomials in S n which have at least one zero at β. For α ∈ C and p ∈ S(n, β) let |p| α = min w∈Z(p ′ ) |α − w| and define the α-critical circle to be the circle with center α and radius |p| α . If p ∈ S(n, β) is such that |p| α ≥ |q| α for any q ∈ S(n, β) then p is said to be maximal with respect to α in S(n, β). For the sake of simplicity, maximal polynomials with respect to α in S(n, α), α ∈D, will be called α-maximal throughout this paper. A compactness argument similar to the one used for Conjecture 1 shows that maximal polynomials do exist for any α ∈ C and β ∈D (cf. [8, Proposition 2.3] For results pertaining to Miller's conjecture we refer to [1] , [8] , [9] and [19] . The relevance of α-maximal polynomials in this context is quite clear. As shown in [8, Proposition 2.4] , if p ∈ S n is an extremal polynomial for Sendov's conjecture then there exists α ∈ Z(p) such that p is α-maximal and |p| α = d(p).À priori there may exist α ∈D such that if p is an α-maximal polynomial then |p| α < d(p). The α-maximal polynomials that satisfy |p| α = d(p) are particularly interesting not only because all extremal polynomials are necessarily of this type -as already mentioned above -but also because they may provide potential candidates for local maxima for the function d. It has been known for quite some time now that if |α| = 1 then z n − α n is the only α-maximal polynomial (cf. [15] ). Moreover, this polynomial was shown to be a local maximum for d ( [10] , [27] ). These are in fact all the examples of α-maximal polynomials known so far, as no such polynomials were found explicitly for |α| < 1. In section 2.1 we determine all 0-maximal polynomials (Theorem 2.1) and study their properties. It turns out that all these polynomials satisfy Miller's conjecture as well as the relation |p| 0 = d(p). We next consider a special class of 0-maximal polynomials, namely rotations of the polynomial p(z) = z n + z. If n ≥ 4 then p is locally maximal for a large class of variations of its zeros (Proposition 1.3). Furthermore, p is locally maximal for the restriction of the function d to S(n, 0) and it is also inextensible with respect to 0. These properties and the symmetrical distribution of the zeros and critical points of p seem to suggest that if n ≥ 4 then p and its rotations could in fact be locally maximal for Sendov's conjecture. The discussion in section 1 shows that first order variational methods are not enough for deciding whether this is true or not. In section 2.2 we use a second order variational method to prove that -contrary to what one might expect from the aforementioned properties -the polynomial p is not locally maximal for Sendov's conjecture. Indeed, Theorems 2.3 and 2.4 show that if n = 4 or 5 then p is a kind of inflection point for the function d. We conjecture that the same is actually true for all degrees and also that polynomials of the form z n + e iθ , θ ∈ R, are in fact all the local maxima for d (Conjecture 4). These results complement those obtained in section 1 and show quite clearly that the methods used in [17] cannot provide successful ways of dealing with Sendov's conjecture in its full generality.
So far, almost all the results on Sendov's conjecture and related questions were obtained by analytical arguments. As pointed out in [1] , the fact that d • τ fails to be a (logarithmically) plurisubharmonic function in the polydiskD n accounts for many of the difficulties in studying locally maximal polynomials for Sendov's conjecture. On the other hand, the geometrical information contained in the Gauss-Lucas theorem is hardly sufficient for dealing with Conjectures 1 and 2. This is mainly because of the implicit nature of the relations between the zeros and critical points of complex polynomials. Describing these relations geometrically and as explicitly as possible would be helpful for a great many questions in the analytic theory of polynomials. In section 3 we propose an operator theoretical interpretation and approach to Conjectures 1 and 2 (Conjecture 5). Moreover, we show that these conjectures may be viewed as part of the more general problem of describing the relationships between the spectra of normal matrices and the spectra of their principal submatrices (Problem 3). We also give a geometrical characterization of the critical points of complex polynomials by means of multivariate majorization relations. These results use a combination of operator theoretical tools and methods of majorization theory. Such methods were the key to Pereira's recent solutions to the 1947 conjecture of de Bruijn and Springer and the 1986 conjecture of Schoenberg. Similar ideas were used by Malamud in [6] , where he not only proved these same two conjectures -independently and almost at the same time as Pereira -but he also obtained a remarkable generalization of the de Bruijn-Springer conjecture (see section 3.2). The methods of [6] and [11] seem to be particularly well suited for studying extremal problems for which the loci of the zeros of extremal polynomials are (conjectured to be) lines in the complex plane. We believe that the results and the setting developed in section 3 should prove useful for investigating the "spectral form" of Sendov's conjecture (Conjecture 5) as well as geometrical properties of the spectra of normal matrices and their degeneracy one principal submatrices (Problem 3).
First order variational methods and the conjectures of Sendov and Smale
Variational methods are a natural approach to both Sendov's conjecture and Smale's mean value conjecture. As a matter of fact, most of the results concerning the general cases of these conjectures were obtained by such methods (see, e. g., [1] , [8] , [9] , [10] , [19] , [25] , [26] , [27] ). In this section we make a detailed analysis of the proofs of these two conjectures that were recently claimed by Schmieder in [17] and [18] . In particular, we show that all sixteen versions of [17] and [18] are incorrect and also that Schmieder's approach -or indeed any approach based exclusively on first order variational methods -cannot be successful.
1.1. Some inextensible polynomials. The notion of extensible polynomial introduced in [17, v1-v2] amounts to a solvability condition for a certain system of inequalities. This system is linear in the generic case when both the polynomial and its derivative have only simple zeros. The main claim in [17, v1-v2] is that a polynomial in S n is extensible unless it vanishes only on the unit circle. In this section we produce counterexamples to this claim for all degrees in the generic case. We also show that in most of the non-generic cases the system of inequalities mentioned above is not linear. Thus, as it stands in [17, v1-v2] , the notion of extensible polynomial is not well defined in these non-generic cases.
Although the following definition of local maximality may seem obvious, it is actually quite different from the one used in [17] . Definition 1.1. A polynomial p ∈ S n is called locally maximal for Sendov's conjecture if it is a local maximum for the function d, i. e., if there exists ε > 0 such that for any q ∈ S n satisfying ∆(q, p) < ε one has d(q) ≤ d(p).
For p ∈ S n we shall use the following notations:
Let h 1 , . . . , h n ∈D, t ∈ [0, 1[, and set
Note that q ∈ S n , z i (0) = z i , 1 ≤ i ≤ n, and w j (0) = w j , 1 ≤ j ≤ n − 
where
,
The notation b i (w j ) was used in [17, v1-v2] . The coefficients b i (w j ) were subsequently denoted by a * i (w j ) in [17, v3-v5] . From Proposition 1.1 we see that if there exist h 1 , . . . , h n ∈D such that
for all small t > 0 and thus p cannot be a local maximum for d. Define the following r × n matrix: 5) and set h = (h 1 , . . . , h n ). Then (1.4) may be written as
From the above discussion one concludes that if system (1.6) has a solution h ∈ C n then the polynomial p cannot be a local maximum for the function d. and that by a rotation we may assume that p(z) = z 3 − z. Let t ∈ [0, 1] and set
Then q t ∈ S 3 and elementary computations show that for all small t > 0 one has
which proves the lemma.
Remark 1.2. In section 2.2 we shall construct explicit examples of inextensible polynomials of degree greater than three which are not local maxima for d.
The main claim in [17, v1-v2 ] is as follows:
If n ≥ 4 then the polynomial p is extensible with respect to its zero a unless p vanishes only on the unit circle.
If true, Claim 1 would imply that the polynomials in Conjecture 2 are not only all the extremal polynomials for Sendov's conjecture but also that they are in fact all the local maxima for the function d. The following theorem shows that Claim 1 is actually false. Proof. It is enough to prove the statement for the polynomial p(z) = z n − z since z n + e iθ z = e −inα p(e iα z), where α = π−θ n−1 . Recall the notations of (1.1) and set
Note that |p| 0 = d(p) and r = n − 1, so that the matrix B(p) defined in (1.5) is actually a (n − 1) × n matrix. Proposition 1.1 and elementary computations yield
Using the fact that for z ∈ C \ Z(p ′ ) one has the well-known identities
which shows that B(p) is positively singular. By Theorem 1.1 the polynomial p(z) = z n − z cannot be extensible with respect to its zero z 1 = 0.
In order to explain why the proof of Claim 1 given in [17, v1-v2 ] fails let us recall (1.1) and the notations of Proposition 1.1 and define the following r × n matrix:
In [17, v2, Lemma 4] The proof of Claim 1 given in section 6 of [17, v2] is based on the following claim, which is a much stronger version of Lemma 1.2.
Claim 2. If n ≥ 4 and the polynomial p is inextensible with respect to its zero a then A(p) is positively singular.
Claim 2 is a crucial step in section 6 of [17, v2] since all the arguments used in loc. cit. rely heavily on various properties of A(p). As we shall now explain, Claim 2 is false. Indeed, the polynomials in Theorem 1.2 show that Lemma 1.2 cannot hold without the assumption that p does not vanish on the unit circle:
Then the polynomial p is inextensible with respect to 0 and A(p) is not positively singular.
The first part of the statement in Proposition 1.2 was proved in Theorem 1.2. As we shall see below, the second part of this statement is a consequence of the following more general result: Theorem 1.3. Let the polynomial p be as in (1.1) . Assume that p satisfies (1.3) and define the following (n − 1) × (n − 1) matrix:
Then det(C(p)) = 0.
For the proof of Theorem 1.3 we need [1, Lemma 2.1], which we restate as follows:
If the polynomial p is as in (1.1) and has only simple zeros then there exist neighborhoods U, V ⊂ C n of the points u = (a, w 1 , . . . , w n−1 ) and (a, z 2 , . . . , z n ), respectively, such that
is an analytic function, where ζ 2 , . . . , ζ n are the (simple) zeros different from α of the polynomial n z α n−1 j=1 (w − ω j )dw and ζ 1 = ζ 1 (α, ω 1 , . . . , ω n−1 ) ≡ α. Remark 1.3. We note for later purposes that if the polynomial p is as in (1.1) and satisfies (1.3) then it follows from Lemma 1.3 and the inverse function theorem that the functions ω 1 , . . . , ω n−1 are locally analytic in ζ 1 , ζ 2 , . . . , ζ n and one has
where v = (z 1 , z 2 , . . . , z n ). Using these identities one can easily compute the coefficients a i (w j ) in Proposition 1.1.
Proof of Theorem 1.3. Note first that since p satisfies (1.3) we may choose the neighborhoods U and V in Lemma 1.3 such that if (α, ω 1 , . . . , ω n−1 ) ∈ U then the points ω 1 , . . . , ω n−1 are distinct and the map U ∋ (α,
By partial differentiation we obtain
where u = (a, w 1 , w 2 , . . . , w n−1 ). Moreover, by [1, Lemma 2.3] one has
Thus, if we set
and define the (n − 1)
, where I n−1 is the (n − 1) × (n − 1) identity matrix. This implies that det(C(p)) = 0, which proves the theorem. 2
Proof of Proposition 1.2. As in the proof of Theorem 1.2, we may assume without loss of generality that p(z) = z n − z. Note that for this polynomial the entries α ij = a j (w i ) of the (n − 1) × n matrix A(p) were already computed in the proof of Theorem 1.2. Let A ′ (p) denote the (n − 1) × (n − 1) matrix which is obtained from A(p) by deleting the first column. If A(p) were positively singular then the same would have to be true for A ′ (p). But this is impossible since p satisfies (1.3) and by Theorem 1.3 one has
Therefore A(p) cannot be positively singular. 2
1.2.
Multiple critical points on the critical circle. Having explained some of the weaknesses of the arguments in [17, v1-v2] in the generic case, let us now examine how these arguments are affected if assumption (1.3) is removed. We use the same notations as in (1.1)-(1.2). For the sake of simplicity, we assume that p has only simple zeros, r ≥ 2, and w 1 = w 2 = . . . = w r .
(1.8)
Thus, the only zero of p ′ that lies on the a-critical circle of p is w 1 with multiplicity r ≥ 2. Let (h 1 , . . . , h n ) ∈D n and set
Note that c = 0 and that there exists a closed thin set Ω ⊂D n such that
are well defined for 1 ≤ k ≤ r and (h 1 , . . . , h n ) ∈D n \ Ω. In sections 3-5 of [17, v1-v2] it is shown that if (h 1 , . . . , h n ) ∈D n \ Ω then there exist ε > 0 and distinct curves w 1j (t), 1 ≤ j ≤ r, t ∈ ]0, ε], such that ∂q(z, t, h 1 , . . . , h n ) ∂z
As in Proposition 1.1 and (1.5), the coefficients of the linear terms in the first-order Taylor expansions of |w 1j (t) − z 1 (t)|, 1 ≤ j ≤ r, are viewed as the entries of an
However, these entries will now depend on the parameters h 1 , . . . , h n . Indeed, the computations in [17, v1-v2 ] (cf., e. g., formula (11) in [17, v1-v2] ) show that
(1.11) Remark 1.4. The error that initially appeared in formula (11) of [17, v1-v2] was later corrected in formula (20) of [17, v3-v4] and formula (15) of [17, v5] .
From (1.9)-(1.11) one can see that in this case system (1.6) is not linear, so that Theorem 1.1 can no longer be used. This invalidates the proof given in [17, v1-v2, section 6] for non-generic cases since the arguments which are used in loc. cit. are based on the assumption that system (1.6) is linear and they rely heavily on Theorem 1.1. For the same reasons, the word "linear" should be removed from Definition 2 in [17, v1-v2, section 5] if one would still like to have a notion of extensible polynomial which is at least properly defined in non-generic cases.
First order approximations of the critical points: further drawbacks.
The arguments used in [17, v1-v2] were subsequently modified or replaced by completely new ones in [17, v3-v8] . Keeping track of so many changes and versions is both time-consuming and technically challenging. Unfortunately, this development has been rather confusing and has led some to believe that Schmieder's proof is correct or that his method would eventually work after some minor adjustments. This is most definitely not the case, as we shall now explain.
First of all, as we already saw in the previous sections, the notion of inextensible polynomial which was implicitly defined in [17, v1-v2 ] is much weaker than the notion of locally maximal polynomial for Sendov's conjecture (see Definition 1.1). In [17, v3-v7 , Definition 2] Schmieder tries to make these two notions synonymous by using a new definition of local maximality. However, this new definition is still quite different from the actual definition of local maximality which was given in Definition 1.1. As a matter of fact, it is ambiguously formulated and inaccurate on several points. For instance, the words "decreasing" and "increasing" in this definition should be interchanged. Moreover, as it stands in [17, v3-v7 ], Definition 2 is valid only in the generic case when the polynomial p has no multiple critical points on the critical circle. Finally, this definition is inadequate in that it does not allow arbitrary variations of the zeros of p. Indeed, it only allows variations of the type described in (1.2). These variations are too restrictive since boundary zeros are always sent to boundary zeros (as is well known, locally maximal polynomials must have at least two zeros on the unit circle (cf., e. g., [12] )).
Let us now examine the arguments used in [17, v3-v8] .
Versions 3-5 of [17] . One of the main claims in [17, v3-v5] is Theorem 1, which asserts that if a polynomial p has a multiple critical point ζ on the critical circle and if p(ζ) = 0 then p cannot be locally maximal unless all its zeros lie on the unit circle. However, the proof of Theorem 1 given in [17, v3-v5] is not valid. Indeed, a crucial part of this proof is contained in the paragraph starting with "For such h we investigate the sign of the expressions F 1l (t) ..." that immediately precedes Theorem 1. This paragraph contains several erroneous arguments: for instance, the conditions "F 1l (t) ≤ 0 for all −ε < t < ε and all such l" are clearly wrong and should be replaced by "min 1≤l≤σ k F 1l (t) ≤ 0 for all −ε < t < ε". This invalidates the concluding argument which basically says that if p is locally maximal then
Another major objection to the arguments used in [17, v3-v5] is that these are based on a criterion for local maximality ([17, v3-v4, Lemma 2]) which is incorrect. Indeed, this criterion essentially claims that a polynomial p with simple critical points on the critical circle is locally maximal if and only if system (1.6) is not solvable or, equivalently, if and only if the matrix B(p) defined in (1.5) is positively singular (cf. Theorem 1.1). This amounts to saying that p is locally maximal if and only if it is inextensible in the sense of Definition 1.2. The example given in Lemma 1.1 shows that this is definitely wrong. As one can see from Proposition 1.1, if t > 0 is sufficiently small and the polynomial q is as in (1.2) then the best one can say is that if p is inextensible then
. If anything, this shows that if p is inextensible then first order approximations of the critical points of p -like those used in all versions of [17] -are not enough for deciding whether p is locally maximal or not. To do this one has to use higher order approximations of the critical points (see section 2.2 below). Thus, the correct version of Lemma 2 in [17, v3-v4] should be stated as the following necessary criterion for local maximality: if a polynomial p with simple critical points on the critical circle is locally maximal then its associated matrix B(p) is positively singular. As mentioned in section 1.1, this criterion has already been used in [8] . Note also that a somewhat more flexible necessary criterion for local maximality was obtained in [1] (the latter criterion imposes no conditions on the critical points and assumes only that p has simple zeros on the unit circle).
Versions 6-8 of [17] . The main claim of [17, v6-v8] is Theorem 1, which may be formulated as follows: Claim 3. Let p ∈ S n and z 1 ∈ D be such that p(z 1 ) = 0. Then there exist a complex number w 0 with |w 0 | = 1 and p * ∈ S n such that p * (w 0 ) = 0 and
The proof of Claim 3 given in [17, v6-v7 ] is quite different from the one given in [17, v8] . In [17, v6-v7] Schmieder considers an arbitrary polynomial p(z) = (z − z 1 )r(z) ∈ S n such that d(p) = |p| z1 = min ω∈Z(p ′ ) |z 1 − ω| and he defines the following perturbations of p(z):
A careful examination shows that if true, the local arguments used in section 3 of [17, v6] and section 2 of [17, v7] would actually imply that the following claim must be valid as well.
Claim 4.
There exists h ∈ ∂D such that for all sufficiently small t > 0 one has
We shall now construct counterexamples to Claim 4 for each degree n ≥ 4. To do this, recall the notations used in the proof of Theorem 1.2 and let
(1.12)
Let further κ be a fixed positive number and (ε 1 , . . . , ε n ) ∈ C n be such that |ε j | ≤ |ε 1 | 1+κ for 2 ≤ j ≤ n and set
Using the notations in (1.12)-(1.13) we can show the following result:
We assume that these are labeled so that ω k (0, . . . , 0) = w k , 1 ≤ k ≤ n − 1. It follows from (1.12) that if ε 1 = 0 then there exists j ∈ {1, . . . , n − 1} such that
Now using Remark 1.3 with v = (0, z 2 , . . . , z n ) and the computations in the proof of Theorem 1.2 together with the assumption that |ε i | ≤ |ε 1 | 1+κ for 2 ≤ i ≤ n we get
(1.15)
From (1.14)-(1.15) and the inequality n + 1 > nd(p) it follows that for n ≥ 4 and small |ε 1 | one has
which proves the proposition.
Clearly, Proposition 1.3 contradicts Claim 4 and so it invalidates the results of [17, v6-v7] .
In [17, v8] Schmieder uses a modified variational method and replaces the local arguments of [17, v6-v7] with some global arguments. Given a polynomial p(z) = (z − z 1 )q(z) ∈ S n he considers the one-parameter family of polynomials Q(z; u) = (z − u)q(z), where u ∈D, (1.16) and studies the Riemann surface R that consists of the critical points of Q when u varies inD (that is, the zeros of the equation ∂ ∂z Q(z; u) = 0 for u ∈D). Note that the compact manifold R contains at most 2(n − 1) branch points. A close examination of sections 2 and 3 of [17, v8] shows that if valid, the arguments used in the proof of Claim 3 given in loc. cit. would actually imply that the following claim -which is a much stronger statement than Claim 3 -is also true.
Proof. Let w 0 ∈ C be such that |w 0 | = 1 and set z 1 = 0 and q(z)
(1.17)
Since |w 0 | = 1 and Z(q) = {e 
From (1.17) and (1.18) we see that in order to prove the proposition it is enough to show that sin (π/2(n − 1)) sin(π/n)
Numerical checking shows that (1.19) is true for n = 5, 6, 7 or 8, and so we may assume that n ≥ 9. Since 0 < π 2(n −
The sequence 2 1 − 1 n − n 1 n−1 is clearly increasing for n ≥ 2, so that
whenever n ≥ 9. This implies that the right-hand side of (1.20) is always less than 1 n 1 n−1 if n ≥ 9, which proves (1.19).
Let us finally note that the condition |w 0 | = 1 is never really used in sections 2 and 3 of [17, v8] , which is quite strange. Indeed, the "blowing up and pulling back" technique used in loc. cit. is in fact a kind of projectivization method for which no assumption on w 0 other than |w 0 | ≤ 1 seems to be necessary. Proposition 1.4 shows quite clearly that such arguments cannot be valid. Remark 1.5. We have pointed out only some of the most serious (actually, irreparable) errors in [17, v1-v8] . However, several other technical or conceptual mistakes appear in loc. cit. For instance, Lemma 3 in [17, v3] is contradicted by the polynomials p 1 (z) = (z − 1) n and p 2 (z) = (z + 1) n or indeed any sufficiently small perturbations of these polynomials. Also, the identity "log(ρ (Q(·, t) )) = log |ζ k (t) − z 1 (t)|" -which is consistently used in [17, v6-v8] -is definitely wrong and should be replaced by "log(ρ(Q(·, t))) = min k log |ζ k (t) − z 1 (t)|".
Conclusion.
The failure of the method proposed in [17] is mainly due to the fact that the local arguments used in loc. cit. are based on first order approximations of the critical points of a polynomial. As we already explained, such arguments lead only to necessary conditions that do not usually provide enough information for deciding whether a given polynomial is locally maximal for Sendov's conjecture or not. This is hardly surprising since it is actually a common feature of most non-trivial extremal problems, which often require higher order approximations. A real-valued C 1 -function f of one real variable such that f ′ vanishes at a point where f does not have a local maximum is arguably the simplest example that comes to mind in this context. In section 2.2 we shall construct explicit examples of polynomials for which second order approximations of their critical points are in fact the only way to prove that they are not locally maximal for Sendov's conjecture. It is therefore highly unlikely that the approach proposed in [17] could be made into a successful method for dealing with Sendov's conjecture in its full generality. 
Reviews of the results known so far on Smale's mean value conjecture and related questions have appeared in [13] , [16] and [21] . A proof of this conjecture was recently claimed in [18] . The variational method used in loc. cit. is the same as the one that was used in [17] for Sendov's conjecture. A notion of extensible polynomial similar to the one defined in [17] is introduced and it is claimed that p is extensible unless all the roots of p other than 0 have the same absolute value. Unfortunately, the proof given in [18] relies upon the same erroneous or insufficient arguments as those described above in the case of Sendov's conjecture. Indeed, a close examination shows that except for some minor changes, the arguments used in [18, v1-v3] , [18, v4-v5] , [18, v6-v7] and [18, v8] are pretty much the same as those used in [17, v1-v2] , [17, v3-v5] , [17, v6-v7] and [17, v8] , respectively. Thus, the proofs of Smale's mean value conjecture claimed in [18, v1-v8] are not valid. For the same reasons, one may safely say that there is hardly any chance that the approach proposed in loc. cit. could be made into a successful method for dealing with Smale's mean value conjecture in its full generality.
On a different note, we would like to mention an interesting recent preprint of Tyson ([26] ) where counterexamples to Tischler's strong form of Smale's mean value conjecture (cf. [25] ) were constructed for each degree n ≥ 5.
0-maximal polynomials, second order variational methods, and local maxima for Sendov's conjecture
The polynomials z n − α n with |α| = 1 are the only concrete examples of α-maximal polynomials known so far. As pointed out in the introduction, these are also the only known examples of local maxima for Sendov's conjecture. In this section we first give a complete description of 0-maximal polynomials of arbitrary degree. We then use a second order variational method to show that -despite all appearances -these polynomials are not necessarily locally maximal for Sendov's conjecture. We conjecture that polynomials with the latter property must in fact be α-maximal with |α| = 1 (Conjecture 4 below).
2.1. Classification of 0-maximal polynomials. In this section we determine all 0-maximal polynomials and study some of their properties. We start with a few preliminary results, the first of which is well known from the theory of self-inversive polynomials:
If all the zeros of p lie on the unit circle then a k a 0 = a n a n−k , 0 ≤ k ≤ n − 1.
From Lemma 2.1 we deduce the following result.
Lemma 2.2. Let q be a complex polynomial of degree n ≥ 2 and α ∈ Z(q). If R > 0 is such that |w − α| = R for any w ∈ Z(q ′ ) then
for all z ∈ C, that is,
Proof. By assumption, the polynomial
is of degree at least one and has all its zeros on the unit circle. The identities in (2.1) follow by applying Lemma 2.1 to the polynomial q ′ (α + Rz).
We shall also need the following lemma.
Lemma 2.3. If n is an integer greater than two then
Proof. The assertion is trivially true for n = 3 and we may therefore assume that n ≥ 4. Note that
is a continuously differentiable function which satisfies f (n − 1 − x) + f (x) = 0, so that f n−1 2 = 0. It is then easily seen that the lemma is in fact equivalent to the following statement:
In order to prove (2.2) we set
It follows that −1 < x − < n−1 2 < x + < n, where
which shows that the function f is increasing on (x − , x + ) and it is decreasing on both (−1, x − ) and (x + , n). It is not difficult to prove that
and also that
which together with the identity x + + x − = n − 1 show that
Moreover, the inequality
implies that
From (2.3)-(2.5) we deduce that (2.2) must be true, which proves the lemma.
We are now ready to prove the main result of this section:
Theorem 2.1. The 0-maximal polynomials of degree n ≥ 2 are given by: (i) z 2m + e iθ z if n = 2m and m ≥ 1, where θ ∈ R. (ii) z 2m+1 + λe iθ z m+1 + e i2θ z if n = 2m + 1 and m ≥ 1, where λ, θ ∈ R and |λ| ≤ 2 √ 2m+1 m+1 . Proof. Let p be a 0-maximal polynomial. Since p ∈ S(n, 0), we may write
By comparing p with the polynomial q(z) := z n − z ∈ S(n, 0) we get
, which combined with the identity
Since |z i | ≤ 1 for 1 ≤ i ≤ n − 1 we deduce that
It follows in particular that
for some θ ∈ R. From (2.6) and Lemma 2.1 applied to the polynomial z −1 p(z) we get a n−k = e −i2θ a k+1 , 1 ≤ k ≤ n − 2, while (2.6) and Lemma 2.2 applied to the polynomial p with α = 0 and R = 1 n 1 n−1 imply that
Thus n
and then by Lemma 2.3 we get that a k = 0 for 2 ≤ k ≤ n − 1 if n is even. Let now n = 2m + 1, m ≥ 1. In this case Lemma 2.3 and (2.8) imply that a k = 0 for 2 ≤ k ≤ n − 1, k = m + 1, so that
where θ is as in (2.7). From (2.6) and (2.9) we obtain
Note that by Newton's identities one has actually that
We deduce from the last two formulas that a m+1 = e i2θ a m+1 , which together with (2.9) implies that the polynomial p must be of the form
An elementary computation shows that if θ, s, t ∈ R with t > 0 then the roots of the equation x 2 + se iθ x + te i2θ = 0 cannot have the same absolute value unless s 2 ≤ 4t. By (2.6) all the zeros of the polynomial
have the same absolute value. Using the substitution x = z m and the abovementioned result on second degree equations we see that this cannot happen unless |λ| ≤ n−1 whenever p ∈ S(n, 0), which we actually conjecture to be true. Note that the best estimate known so far for p ∈ S(n, 0) is d(p) < 1 (see [13, Theorem 7.3.6] ). Remark 2.3. It is not difficult to see that that max p∈S(n,1) |p| 1 = 1 (cf. [15] ). On the other hand, Theorem 2.1 shows that max p∈S(n,0) |p| 0 increases to 1 as n → ∞. It would be interesting to know whether there exist α ∈ D and c ∈ (0, 1) such that max p∈S(n,α) |p| α ≤ c for any n ≥ 1.
To end this section let us point out that Theorem 2.1 solves in fact the following more general extremal problem concerning the distribution of zeros and critical points of complex polynomials: Problem 1. Let n ≥ 2, a ∈ C, and R > 0. Find the largest constant ρ := ρ(a, n, R) with the property that for any complex polynomial p of degree n satisfying p(a) = 0 and min w∈Z(p ′ ) |w − a| ≥ R one has max z∈Z(p) |z − a| ≥ ρ.
It is easy to see that ρ is invariant under translations in the complex plane so that it does not depend on a. Moreover, the Gauss-Lucas theorem clearly implies that ρ > R. On the other hand, by considering p(z)
we see that ρ ≤ Rn 
2.2. Second order approximations of the critical points and local maxima for Sendov's conjecture. As shown in Lemma 1.1, the polynomial z 3 + z and its rotations are inextensible with respect to 0 but they are not local maxima for the function d. On the other hand, all the properties of the polynomial p(z) = z n + z that we discussed so far seem to suggest that if n ≥ 4 then p and its rotations could in fact be locally maximal for Sendov's conjecture. Indeed, Theorem 2.1 combined with the fact that |p| ζ < |p| 0 = d(p) for ζ ∈ Z(p) \ {0} implies that the polynomial p is locally maximal for the restriction of the function d to S(n, 0). Moreover, p is locally maximal for variations such as those described in Proposition 1.3. In addition to that, the zeros of p and its critical points are symmetrically distributed and satisfy Conjecture 3. Finally, by Theorem 1.2 the polynomial p is inextensible with respect to 0. We shall now use a second order variational method to show that -contrary to what one might expect from the aforementioned propertiesthe polynomial p is not locally maximal for Sendov's conjecture. (The discussion in section 1 clearly shows that first order variational methods are not enough for deciding whether p is a local maximum for d or not.) Theorems 2.3 and 2.4 below show that if n = 4 or 5 then p is a kind of inflection point for the function d. We conjecture that the same is actually true for all degrees (Remark 2.4) and also that polynomials of the form z n + e iθ , θ ∈ R, are in fact all the local maxima for the function d (Conjecture 4). These results complement those obtained in section 1 and show quite clearly that the methods used in [17] cannot provide successful ways of dealing with Sendov's conjecture in its full generality.
Let a ∈ [0, 1] and set
(2.10)
We use the quantities in (2.10) in order to construct certain continuous deformations of the polynomial z 4 +z. For sufficiently small a > 0 these perturbations give rise to a one-parameter family of polynomials in S 4 with the following interesting property: Theorem 2.3. Let ζ(a) be as in (2.10) and define the polynomial
Then for all sufficiently small a > 0 one has ∆(p a , z 4 + z) = O(a) and
In particular, the polynomial z 4 + z is not locally maximal for Sendov's conjecture.
Proof. Let us first describe the steps we took in order to arrive at the quantities in (2.10) and the one-parameter family of polynomials defined in (2.11). We start by introducing six real parameters which we denote by x i , y i , 1 ≤ i ≤ 3, and we define the auxiliary polynomials
The idea is now to investigate whether the parameters x i and y i , 1 ≤ i ≤ 3, may be chosen so that the following conditions are satisfied:
(i) x 3 ≥ 0 and y 3 > 0;
(ii) for all sufficiently small a > 0 one has
where P ′ a (z; x 1 , x 2 , x 3 ) denotes the derivative of P a (z; x 1 , x 2 , x 3 ) with respect to z. To do this, we expand the coefficients of P ′ a (z; x 1 , x 2 , x 3 ) and Q a (z; y 1 , y 2 , y 3 ) into their MacLaurin series so as to get second order approximations of these coefficients (with an error of O(a 3 )). Letb j (a; x 1 , x 2 , x 3 ), 1 ≤ j ≤ 3, andc k (a; y 1 , y 2 , y 3 ), 0 ≤ k ≤ 2, be the resulting second degree MacLaurin polynomials in the variable a for the coefficients b j (a; x 1 , x 2 , x 3 ), 1 ≤ j ≤ 3, and c k (a; y 1 , y 2 , y 3 ), 0 ≤ k ≤ 2, respectively. Then we may write x 2 , x 3 , y 1 , y 2 , y 3 )a n , 0 ≤ m ≤ 2, (2.13)
where d mn (x 1 , x 2 , x 3 , y 1 , y 2 , y 3 ), 0 ≤ m, n ≤ 2, are real polynomials in the variables x 1 , x 2 , x 3 , y 1 , y 2 , y 3 . Clearly, any solution (x 1 , x 2 , x 3 , y 1 , y 2 , y 3 ) ∈ R 6 to the system of polynomial equations
that satisfies x 3 ≥ 0 and y 3 > 0 will also satisfy conditions (i) and (ii) above. It turns out that if we let x 3 = 0 then system (2.14) may be reduced to a system of five linear equations in the variables x 1 , x 2 , y 1 , y 2 , y 3 which admits a unique solution.
We arrive in this way at the following solution to system (2.14):
where r, α 1 and α 2 are as in (2.10). Henceforth we assume that the values of the parameters x 1 , x 2 , x 3 , y 1 , y 2 , y 3 are those listed in (2.15). In particular, this implies that P a (z; x 1 , x 2 , x 3 ) is the same as the polynomial p a (z) given in (2.11). Note that by (2.10) one has ∆(p a , z 4 + z) = O(a) for all small positive a. To simplify the notations, the zeros of the polynomial Q a (z; y 1 , y 2 , y 3 ) will be denoted by ω 1 (a), ω 2 (a) and ω 2 (a), respectively. Then (2.12) and (2.15) imply that
It is now practically clear that the desired conclusion should follow from the Newton-Raphson algorithm. We check this in a rigorous way by using the following simple observation.
Proof. If R(w) = 0 there is nothing to prove. Otherwise, we let z 1 , . . . , z d denote the zeros of R. Then
Let w 1 (a), w 2 (a) and w 3 (a) denote the critical points of the polynomial p a (z). Since p a (z) → z 4 + z as a → 0, we may label these critical points so that w 1 (a) ∈ R, ℑ(w 2 (a)) > 0 and w 3 (a) = w 2 (a) if a is positive and sufficiently small. A straightforward computation shows that
which combined with Lemma 2.4 and condition (ii) implies that
The theorem is now a consequence of (2.16).
As one may expect, the second order variational method that we used in the proof of Theorem 2.3 works even in more general cases. However, for higher degrees the procedure described above requires an increasingly large amount of computations. Tedious as they may be when done by hand, for small degrees these computations become relatively easy if one uses for instance a Maple computer program. Indeed, such a program has considerably simplified our task in the course of proving Theorem 2.3 and it also allowed us to obtain a similar result for the polynomial z 5 + z. In order to formulate this result we need to introduce some additional notations: let a ∈ [0, 1] and set
We use these quantities in order to define the following one-parameter families of polynomials:
Our next result is an analogue of Theorem 2.3 for the polynomial z 5 + z. Its proof is similar to that of Theorem 2.3 and is therefore omitted. 
. In particular, the polynomial z 5 + z is not locally maximal for Sendov's conjecture. 2
Remark 2.4. In view of Lemma 1.1 and Theorems 2.3-2.4 it seems reasonable to conjecture that polynomials of the form z n + z or, more generally, the 0-maximal polynomials of degree n ≥ 2 given in Theorem 2.1 are not local maxima for the function d. One could for instance try to find an algorithmic proof of this conjecture based on the second order variational method that we just described. However, we believe that the results of this section are enough to emphasize both the limitations of what can be achieved through first order variational methods and the necessity of using higher order approximations when dealing with problems such as Sendov's conjecture. In particular, these results reinforce our earlier statement that methods such as those used in [17] and [18] can only lead to already known partial results and are unlikely to be successful in the general case.
As we already pointed out in the introduction, the fact that the function d • τ fails to be (logarithmically) plurisubharmonic in the polydiskD n accounts for many of the difficulties in studying locally maximal polynomials for Sendov's conjecture. Nevertheless, determining all such polynomials is a natural and interesting question. The polynomials in Conjecture 2 (i. e., the polynomials which are conjectured to be extremal for Sendov's conjecture) are the only examples of local maxima for the function d known so far (cf. [10] and [27] ). We propose the following stronger version of Conjecture 2:
Conjecture 4. Let p ∈ S n . Then p is locally maximal for Sendov's conjecture if and only if p(z) = z n + e iθ for some θ ∈ R.
To the best of our knowledge, Conjecture 4 has not been stated explicitly in the literature. As one can see from the discussion in sections 1 and 2, any approach based on local variational methods that were to confirm Conjecture 2 would also have to confirm Conjecture 4.
Differentiators of normal operators, majorization, and the geometry of polynomials
The results known so far on Sendov's conjecture and related questions were almost exclusively obtained by analytical arguments. In this section we propose an operator theoretical approach to Conjectures 1 and 2 and show that these may be viewed as part of the more general problem of describing the relationships between the spectra of normal matrices and the spectra of their principal submatrices. We also give a geometrical characterization of the critical points of complex polynomials by means of multivariate majorization relations.
3.1. Sendov's conjecture and spectral variations of normal operators and their compressions. Let H be a n-dimensional complex Hilbert space with (unitarily invariant) scalar product ·,· and identity operator I H ∈ L(H), where L(H) is the set of all linear operators on H. We may view the spectrum Eig(A) of an operator A ∈ L(H) as the multiset whose elements are the eigenvalues of A, each eigenvalue occurring as many times as its algebraic multiplicity. The spectral radius of A is then given by ρ(A) = max z∈Eig(A) |z|. Let K be a subspace of H, A ∈ L(H) and B ∈ L(K). Following [5] (see also [16] ), we define the spectral variation s(A, B) of A and B to be the directed Hausdorff distance from Eig(A) to Eig(B), that is,
It was shown in [11, Theorem 1.11 ] that any A ∈ L(H) has a so-called trace vector, i. e., a vector v that satisfies v * A k v = 1 n tr(A k ) for any non-negative integer k. It is not difficult to see that if A ∈ L(H) is normal (i. e., AA * = A * A) and (e 1 , . . . , e n ) is an orthonormal basis of H consisting of eigenvectors for A then v n := 1 √ n (e 1 + . . . + e n ) is a trace vector of A. Let P denote the orthoprojection on the subspace K := v ⊥ n of H and define the P -compression of A to be the operator
). Then one can show the following result.
Proposition 3.1. Let A ∈ L(H) be a normal operator with spectrum Eig(A) = {z 1 , . . . , z n } and let A ′ be as above. Then
for any z / ∈ Eig(A).
Proof. Let (v 1 , . . . , v n−1 ) be an orthonormal basis of K. Then the matrix representation of A ′ in the basis (v 1 , . . . , v n−1 ) is given by the (n − 1) × (n − 1) upper left-hand principal submatrix of the matrix representation of A in the orthonormal basis (v 1 , . . . , v n−1 , v n ) of H. For any z / ∈ Eig(A) the (n, n) entry of the matrix representation of the (normal) operator (A − zI H ) −1 in the basis (v 1 , . . . , v n−1 , v n ) is given on the one hand by
On the other hand, by Cramer's rule the (n, n) entry of the matrix representation of (A − zI H ) −1 in the basis (v 1 , . . . , v n−1 , v n ) of H is given by the cofactor of the (n, n) entry of the matrix representation of (A − zI H ) in the same basis. Thus
Remark 3.1. The P -compression A ′ of the normal operator A is not necessarily normal itself. As it was shown in [11, Proposition 3.4] , this occurs if and only if the eigenvalues of A are collinear complex numbers.
By Proposition 3.1, up to a factor − 1 n the characteristic polynomial of the Pcompression A ′ of A coincides with the derivative of the characteristic polynomial of A. For this reason, the orthoprojection P is called a differentiator of A (cf. [4] and [11, Definition 1.3] ). Clearly, for any complex polynomial p(z) of degree n ≥ 2 there exists a normal operator A ∈ L(H) such that the characteristic polynomial of A is (−1) n p(z). Indeed, if p(z) = n i=1 (z − z i ) then one may just consider an operator whose matrix representation in a given orthonormal basis of H is diag(z 1 , . . . , z n ). We deduce that Conjectures 1 and 2 can be formulated exclusively in terms of the spectra of a normal operator and its compression to the orthogonal complement of a trace vector: Note that by the results of [2] we know that Conjecture 5 is true for normal operators on a complex Hilbert space of dimension n ≤ 8. A natural question that arises in this context is whether there exists an analogue of Conjecture 5 for the directed Hausdorff distance from Eig(A ′ ) to Eig(A). The following theorem gives a complete answer to the latter question. Proof. It is geometrically clear that min z∈N |w − z| 2 ≤ max z∈N |z| 2 − |w| 2 for any w ∈ M . This implies that if 0 = w ∈ M then min z∈N |w − z| < max z∈N |z|.
A characterization of trace vectors and differentiators of arbitrary operators on finite-dimensional Hilbert spaces was given in [11, Theorem 2.5] . Using this characterization we can strengthen Proposition 3.1 in the following way: Proposition 3.2. Let A ∈ L(H) be a normal operator with spectrum Eig(A) = {z 1 , . . . , z n } and let (e 1 , . . . , e n ) be an orthonormal basis of H consisting of eigenvectors for A. Set
where η = exp 
Proof. It is easy to check that (v 1 , . . . , v n ) is an orthonormal basis of H. The same computations as in the proof of Proposition 3.1 show that one the one hand
and on the other hand 2.5] this is the same as saying that the vectors v i , 1 ≤ i ≤ n, are trace vectors of the operator A.
The following consequence of Proposition 3.2 should prove useful for studying the geometry of the zeros and critical points of complex polynomials by operator theoretical methods.
Corollary 3.1. Let p be a monic complex polynomial of degree n ≥ 2. Then there exists a normal n × n complex matrix A with the following properties:
where A [i] denotes the degeneracy one principal submatrix of A which is obtained by deleting the i-th row and i-th column from A.
Proof. Let p(z) = n i=1 (z − z i ) and consider the operator A whose matrix representation in a given orthonormal basis (e 1 , . . . , e n ) of H is B = diag(z 1 , . . . , z n ). Define the following unitary n × n matrix: The results that we have just presented make use of the ideas developed by Davis in [4] and Pereira in [11] . In conjunction with methods of majorization theory, the operator theoretical tools introduced in [11] were the key to Pereira's main results, namely some beautiful solutions to the 1947 conjecture of de Bruijn and Springer and the 1986 conjecture of Schoenberg. Similar ideas were used by Malamud in [6] , where he not only proved these same two conjectures -independently and almost at the same time as Pereira -but he also obtained a remarkable generalization of the de Bruijn-Springer conjecture (see section 3.2 below). The methods used in [6] and [11] seem to be particularly well suited for studying extremal problems for which the loci of the zeros of extremal polynomials are (conjectured to be) lines in the complex plane (cf. Remark 3.1). Notwithstanding, the ideas of [6] and [11] are a new and powerful approach to the study of the geometry of polynomials. We believe that the results and the setting developed in this section should prove useful for investigating Conjecture 5, that is, Sendov's conjecture formulated in terms of normal operators.
3.2.
Majorization and a characterization of the critical points of complex polynomials. Although useful in many contexts, the geometrical information contained in the Gauss-Lucas theorem is hardly sufficient for dealing with problems such as Sendov's conjecture. This is mainly because of the implicit nature of the relations between the zeros and the critical points, which actually accounts for many of the difficulties in studying the geometry of polynomials. Describing these relations geometrically and as explicitly as possible would be helpful for a great many questions in the analytic theory of polynomials. Indeed, most of these questions relate in various ways to the following fundamental problem: Problem 2. Let z 1 , . . . , z n and w 1 , . . . , w n−1 be 2n − 1 points in the complex plane, where n ≥ 2. Find necessary and sufficient geometric conditions in order for w 1 , . . . , w n−1 to be the critical points of the polynomial
Naturally, there may be several possible ways of answering Problem 2 depending on the context in which one places this problem and the approach that one uses. In this section we build on the results of [6] in order to give an answer to Problem 2 in terms of majorization, which is a fundamental concept in the theory of inequalities as well as matrix analysis and operator theory (see [7] ).
Let us start with the following definition. The following theorem is a fundamental result in the theory of multivariate majorization which is originally due to Sherman ([22] ). If X and Y consist of complex numbers then one defines the majorization relation X ≺ Y , when appropriate, by identifying C with R 2 in the above theorem.
Remark 3.2. If m = n then Birkhoff's theorem ( [7, Theorem A.2] ) implies that the majorization relation ≺ defines a partial ordering on the set of unordered ntuples of vectors in R k . The case k = 1 and m = n is originally due to Schur and to Hardy, Littlewood and Pólya and is often referred to as classical majorization. We refer to [7] for further details, including a discussion of the geometrical meaning of classical majorization.
Remark 3.3. Surprisingly, Theorem 3.2 was long assumed to be an open problem and it does not appear in [7] , which is the definite reference on majorization theory. This may explain why Sherman's result has been rediscovered several times.
Any geometric description of the critical points of a complex polynomial is rooted in, and so it should also reflect, some algebraic characterization of these points. One such algebraic characterization is given by the following lemma. The implication (i) ⇒ (iv) with k = 1 and α = 0 was originally conjectured by de Bruijn and Springer in [3] and is in itself a powerful generalization of the GaussLucas theorem (see also [11, Theorem 5.4 ] for a proof of the de Bruijn-Springer conjecture). Unlike classical majorization, the geometrical meaning of multivariate majorization -in our case, majorization in R 2 -is not yet fully understood. In view of the remarkable achievements of [6] and [11] , further clarifying the geometrical information encoded in Theorem 3.3 should prove very useful for studying the geometry of polynomials in general and Problem 2 and Sendov's conjecture in particular.
3.3. The spectra of principal submatrices of normal matrices. It is interesting to note that the method used in the proof of Proposition 3.1 leads actually to an analogue of the Gauss-Lucas theorem for normal matrices. Indeed, let n ≥ 2 and let A be a normal n × n complex matrix with spectrum Eig(A) = {z 1 , . . . , z n }. As in section 3.1, for 1 ≤ i ≤ n we denote by A [i] the degeneracy one principal submatrix of A obtained by deleting the i-th row and i-th column from A. Let I n be the n × n identity matrix and (u 1 , . . . , u n ) be the standard basis of C n viewed as a complex Hilbert space with standard scalar product. Now fix an orthonormal basis (e 1 , . . . , e n ) of C n consisting of eigenvectors for A. Using the same arguments as in the proof of Proposition 3.1 we get the following theorem of Gauss-Lucas type for normal matrices: 
