I N T R O D U C T I O N
Gamma rhythms in neocortex are generated in response to sensory input. They facilitate synchronous activity between both local and distal brain regions, with this synchrony closely associated with object recognition and short-term memory (Miltner et al. 1999; Rodriguez et al. 1999) . The mechanism of synchrony associated with gamma rhythms was previously shown to depend on reciprocal synaptic connectivity between active neuronal networks (Traub et al. 1998 ). Reciprocal connectivity is widespread within the neocortex as a whole and also locally within subregions of nonneocortical structures such as hippocampus. However, no such reciprocal connections exist between areas CA3 and CA1 of hippocampus, begging the question: What role do gamma rhythms play, if any, in controlling the temporal pattern of CA1 outputs?
Rhythmic activity at gamma frequencies represents one of the primary working modes of the hippocampal formation. In vivo, gamma rhythms (30 -80 Hz) are seen in dentate gyrus local field potentials where they appear to be projected from the entorhinal cortex (Chrobak et al. 2000) . In the hippocampus proper, gamma rhythms are generated in area CA3 Fisahn et al. 1998 ) and unit activity in subpopulations of neurons (termed cell assemblies) occurred synchronously at gamma frequencies (Harris et al. 2003) . However, during active exploration CA1 principal neuron activity is phased by theta-frequency rhythms, with mean firing rates in the beta band (15-20 Hz) (Huxter et al. 2003) .
Hippocampal gamma rhythms are generated by the synchronous output of fast-spiking interneurons providing a phasic membrane potential change in principal cells at gamma frequencies (Fisahn et al. 1998; Whittington et al. 1995) . Such activity occurs during periods of tonic excitation of interneurons or when interneurons are activated phasically by compound excitatory synaptic potentials from networks of gapjunctionally connected principal cells . The interneurons involved provide mainly perisomatically targeted trains of inhibitory postsynaptic potentials to pyramidal cells (Gillies et al. 2002; Mann et al. 2005) and consist predominantly of basket cells (Gloveli et al. 2005b; Hajos et al. 2004) . In area CA1 these interneurons receive inputs from both feedforward pathways from area CA3 and feedback pathways from local CA1 pyramids (Sik et al. 1995) . In contrast, horizontal CA1 interneurons, in particular oriens-lacunosum moleculare cells, receive predominantly local CA1 input (Ali and Thomson 1998; Blasco-Ibanez and Freund 1995) and do not fire at gamma frequencies. Instead they provide theta-frequency inhibition to distal dendrites of principal cells (Gillies et al. 2002; Gloveli et al. 2005a; Maccaferri and McBain 1996) , even when receiving the same gamma-frequency network drive that produces a gamma-frequency output in basket cells (Whittington and Traub 2003) .
In vitro hippocampal studies demonstrated a link between gamma oscillations and beta oscillations associated with enhancement of recurrent excitatory synaptic potentials in reciprocally connected networks within area CA1 (Whittington et al. 1997) . These studies revealed that interneuron-mediated gamma-frequency oscillations persisted during the population beta oscillation, with principal cell spiking occurring only on every second or third period of this underlying gamma oscillation in a manner dependent on principal cell AHP amplitude and duration (termed missed-beat beta; Traub et al. 1999 ). This pattern of missed beats of an underlying gamma rhythm could also be generated by enhanced output from perisomatic targeting interneurons in a synaptic plasticity-dependent manner in computer simulations of hippocampal networks (Bibbig et al. 2002) .
This particular pattern of principal cell recruitment by interneurons (involving missed beats of an underlying gamma rhythm) was shown to have a number of properties relevant to formation of cell assemblies in the temporal domain. First, beta-frequency oscillations of the missed-beat type are able to establish synchrony in discrete, active brain regions over greater distances than gamma rhythms alone (Kopell et al. 2000; von Stein et al. 1999) . Second, different degrees of excitatory drive between two active, oscillating regions generate beta rhythms, with the principal cells in the two regions being recruited on alternate underlying gamma periods, resulting in two temporally separate principal cell assemblies (Olufsen et al. 2003) .
These previous studies relied on generation of gamma rhythms directly within CA1 (a highly reciprocally connected region). We therefore sought to establish whether transitions from gamma to beta rhythms in area CA1 could occur when the system was driven in a more physiologically relevant manner by nonreciprocal inputs from the CA3 gamma-generating circuit. Changes in frequency of oscillating networks are well established in central pattern generating circuits (CPGs) in response to neuromodulation, particularly by 5-hydroxytryptamine (5-HT; Zhong et al. 1989) . The hippocampus receives serotoninergic inputs from raphe neurons, with discharges temporally coordinated with hippocampal rhythms (Kocsis et al. 2006) . We therefore used 5-HT, which increases CA1 pyramidal cell excitability as defined by spike rates for a given membrane potential (Colino and Halliwell 1987) , to investigate the frequency component of any relationship between CA3 gamma rhythms and CA1 network-response states.
M E T H O D S

Slice methods
Transverse hippocampal slices (450 m) were prepared from adult Sprague-Dawley rats, anesthetized with inhaled isoflurane, immediately followed by an intramuscular (im) injection of ketamine (Ն100 mg kg Ϫ1 ) and xylazine (Ն10 mg kg Ϫ1 ). Animals were intracardically perfused with about 50 ml of modified artificial cerebrospinal fluid (ACSF), composed of (in mM): sucrose (252), KCl (3), NaH 2 PO 4 (1.25), NaHCO 3 (24), MgSO 4 (2), CaCl 2 (2), and glucose (10). All salts were obtained from BDH (Poole, UK). The brain was removed and submerged in cold (4 -5°C) ACSF during dissection. Horizontal slices were cut and then transferred to either a holding chamber or directly to a recording chamber. Here, they were maintained at 34°C at the interface between ACSF [composition (in mM): NaCl (126), KCl (3), NaH 2 PO 4 (1.25), NaHCO 3 (24), MgSO 4 (2), CaCl 2 (2), and glucose (10)] and warm, moist carbogen gas (95% O 2 -5% CO 2 ).
Drugs
All drugs, bath applied at known concentrations [DHPG, (S)-3,5-dihydroxyphenylglycine, 20 -100 M; NBQX, 2,3-dioxo-6-nitro- 
Recording, data acquisition, and analysis
Extracellular recording electrodes were pulled from borosilicate glass (Harvard Apparatus, Kent, UK) filled with ACSF and had resistances in the range of 2-5 M⍀. Peak frequency and power values were obtained from power spectra generated with Fourier analysis in the Axograph software package (Axon Instruments). All values are given as means Ϯ SE if the data sets were normally distributed; otherwise, data are presented as medians (interquartile range). Power spectra were constructed off-line from digitized data (digitization frequency: 10 kHz) using a 60-s epoch of recorded activity. Intracellular recordings from CA1 pyramidal cells and interneurons (nine "vertical" cells with dendritic arbors passing through the CA1 strata: eight basket cells, one bistratified cell; ten "horizontal" cells with dendritic arbors in stratum oriens: five oriens lacunosum moleculare interneurons, five oriens interneurons) were obtained with KCH 3 SO 4 -filled electrodes (resistance: 70 -130 M⍀). During recording cells were filled with biocytin for post hoc reconstruction. The temporal profiles of both excitatory and inhibitory postsynaptic potentials (EPSPs and IPSPs, respectively) were taken by off-line averaging of 50 consecutive synaptic periods of activity (temporally aligned to the peak membrane potential change in each period) in each slice. EPSPs/IPSPs were automatically detected off-line using the eventdetection routine in Axograph (Axon Instruments). Data are presented as grand averages pooled from five slices. Spike-frequency histograms were generated using Axograph software. Normally distributed data were compared using a standard paired t-test. Nonnormally distributed data were compared using a standard rank-sum (Mann-Whitney) test. Phase differences between CA3 and CA1 fields were calculated using a windowed cross-correlation function (200 ms) shifted at 100-ms intervals across the data set. Average phase difference was quantified as the temporal shift of the central peak in the cross-correlograms (resolution: 1 ms) and plotted against time.
Simulation methods
GENERAL NETWORK STRUCTURE. The computer program used for the present study was adapted from a program used to study persistent gamma oscillations in area CA3 of the hippocampal slice . Briefly, we constructed a network model of hippocampal area CA1 consisting of the following components: 1) 3,072 pyramidal cells, each of them modeled as multicompartmental neurons with 64 somatodendritic and 10 axonal compartments; these pyramidal cells were organized in a 96 ϫ 32 array; and 2) 384 interneurons (46 somatodendritic, five axonal compartments) organized in a 96 ϫ 4 array and consisting of the following classes: 288 interneurons with dendritic trees oriented vertically across all laminae (vertical interneurons)-96 basket cells, 96 axo-axonic cells, 96 bistratified cellsand 96 horizontal interneurons (olm cells) with a dendritic tree confined to stratum oriens. STRUCTURE OF PYRAMIDAL CELLS AND INTERNEURONS. Pyramidal cell models contained the following active conductances: an inactivating Na ϩ conductance g Na , a persistent Na ϩ conductance g NA(P) , g K(DR) (delayed rectifier), a high-voltage-activated noninactivating g Ca , a voltage-and Ca 2ϩ -dependent fast K ϩ conductance g K(C) , a slow Ca 2ϩ -dependent afterhyperpolarization (AHP) conductance g K(AHP) , and a transient inactivating K ϩ conductance g K(A) . These conductances were distributed nonuniformly over the membrane as in Traub et al. (2000) . R m was 100 k⍀/cm 2 over the soma/dendritic membrane. Inhibitory interneurons were modeled like those in Traub and Miles (1995) For EPSPs, reversal potential was 60 mV positive to the resting potential; for IPSPs, it was 15 mV negative to the resting potential. The condition for eliciting a postsynaptic conductance was that the membrane potential in the most distal axonal segment of the presynaptic cell be depolarized by 70 mV from rest and that there was no spike during the last 4 ms.
In addition to chemical synapses we also simulated electrical synaptic interactions. Gap junctions were modeled between the axons of pyramidal cells [fourth axonal compartment of the respective cells-modeled exactly as that in Traub et al. (2000) ] and between proximal dendrites of interneurons. Unitary conductance between pyramidal cell axons was 4.2 nS; unitary conductance between interneuron dendrites was 1.84 nS. Noise was present in the system in the form of ectopic spikes generated in the most distal axonal segment. Ectopic spike rate was on average two per second per pyramidal cell axon and one per 5 s per interneuronal axon. The action of DHPG in the bath was modeled with chronically reduced AHP conductances, g K(AHP) , and with small tonic input currents to pyramidal cells and interneurons. The addition of 5-HT to the bath already containing DHPG was modeled by increasing the excitability, here by increasing the tonic drive to pyramidal cells by about 2 mV.
Input "from area CA3": 83% (5/6) of the vertical interneurons and 10% of the pyramidal cells received a rhythmic 40-Hz input "from area CA3," modeled as EPSCs onto their proximal dendrites. c in te
with ϭ 2 ms. c max ϭ c in /e ϭ 1.5 nS for pyramidal cells; c max ϭ c in /e ϭ 3.6 nS for interneurons. Horizontal interneurons, like those in the real hippocampus, did not receive any rhythmic input "from area CA3." Pyramidal cell axons conducted at 0.5 mm/ms; interneuron axons conducted at 0.2 mm/ms. Rhythmic input arrived across the pyramidal cell and interneuron arrays with a 0.5 mm/ms conduction delay, i.e., it arrived at one end 3.84 ms later than at the other end.
DATA ANALYSIS AND COMPUTING ISSUES. Code was written in Fortran augmented with parallel instructions to run on an e1350 Linux Cluster. A typical 3.5-s simulation took about 6 h on six nodes (12 processors) of the 82-node cluster. (For further details on the code, contact andrea.bibbig@downstate.edu.) The database consists of Ͼ900 preliminary simulations followed by 60 further simulations performed once the basic parameter set had been chosen. Power spectra were constructed for the last 3.4 s out of 3.5 s per run using a fast Fourier transform (FFT) algorithm. Spike-timing histograms were constructed from firing times of 96 neurons of the respective population, i.e., 96 pyramidal cells or all the 96 basket or olm cells. The spike timing for Fig. 6 was triggered relative to the start of each gamma or beta beat, respectively.
R E S U L T S
Serotonin-induced CA1 beta rhythms
Bath application of DHPG (20 M) generated a persistent population gamma rhythm in area CA1 (n ϭ 35). Peak frequency, recorded in stratum pyramidale, was 33 (30 -34) Hz and peak power was 162 (43-209) V 2 . The oscillation recorded in area CA1 was projected from area CA3. Surgical separation of area CA3 from area CA1 abolished all gamma activity in area CA1 (data not shown; Fisahn et al. 1998) . In this control condition (DHPG-induced gamma oscillation) multiple simultaneous extracellular recordings revealed activity only in the gamma band in CA3 strata pyramidale and radiatum and CA1 stratum radiatum (Fig. 1) . However, in CA1 stratum pyramidale a small, additional peak in the spectra was seen at 20 ( (Fig. 1) . The residual gamma-frequency activity seen in area CA1 after 5-HT application was slightly but significantly shifted in frequency from 33 to 36 Hz (P Ͻ 0.005, n ϭ 35) and significantly reduced in power (P Ͻ 0.05). No change in CA3 spectral content was seen (P Ͼ 0.05, n ϭ 35, Fig. 1 ). Again, separation of area CA3 from area CA1 abolished all CA1 rhythmic activity. To further test whether the continued CA3 gammafrequency input was essential for generating this CA1 beta rhythm we recorded from CA1 minislices. At a higher concentration of DHPG (100 M) CA1 minislices showed a field potential oscillation with a faster frequency than that in the intact slice (45 Ϯ 1 Hz compared with 33 Hz when driven by CA3, P Ͻ 0.05, n ϭ 11). However, bath application of 5-HT (20 M) did not generate any beta-frequency rhythm in any minislice tested (Fig. 1C) . To test whether the generation of beta-frequency oscillations was caused by a general increase in CA1 excitability we pressure-ejected small volumes of ACSF containing 20 mM potassium ions onto stratum pyramidale midway along area CA1. A transient depression, followed by elevation in peak power, was seen but no significant change in frequency of field oscillation was seen (control frequency 36 Ϯ 1 Hz, after potassium ion concentration increase 36 Ϯ 1 Hz, n ϭ 5, P Ͼ 0.5, Fig. 1D ). To test whether the effect was mediated by general excitability increases caused by 5-HT we used the 5-HT2A/C receptor agonist 1-(2,5-dimethoxy-4-iodophenyl)-2-aminopropane (DOI, 20 M) (Lee et al. 1999; Luttgen et al. 2004) . DOI failed to cause a significant change in peak field oscillation frequency in area CA1 in all slices tested (n ϭ 5, P Ͼ 0.5, Fig. 1E ). Because neither general increases in excitability nor selective 5-HT2A/C-mediated excitation caused the transition we examined in more detail the behavior of principal cells and interneurons.
The role of CA1 principal cell outputs
The generation of a beta-frequency population oscillation was accompanied by an increase in mean firing rates of CA1 pyramidal cells. During DHPG-induced gamma rhythms mean spike rates were 0 (zero to two) spike/s. This significantly increased to five (three to nine) spikes/s during beta rhythms seen during application of 5-HT (P Ͻ 0.05, n ϭ 11, Fig. 2A ). The power of CA1 field beta rhythms was positively correlated with the firing rate of CA1 principal cells (R 2 ϭ 0.675, Fig.  2A ). 5-HT also caused a significant, but modest depolarization (Ϫ62 Ϯ 1 to Ϫ58 Ϯ 1 mV, P Ͻ 0.05, n ϭ 11) but no significant change in input resistance (56 Ϯ 3 vs. 62 Ϯ 4 M⍀, P Ͼ 0.05, n ϭ 11). The depolarization in mean membrane potential was accompanied by an increase in mean EPSP amplitudes recorded at Ϫ70 mV in CA1 pyramidal cells (from 2.1 Ϯ 0.1 to 4.1 Ϯ 0.1 mV, P Ͻ 0.001, n ϭ 10, Fig. 2A ). To further analyze the relationship between firing rate of CA1 pyramidal cells and beta power we constructed a realistic model of area CA1 made to oscillate by a fixed 40-Hz frequency of concurrent inputs to model interneurons with dendrites extending into stratum radiatum and to principal cell apical dendrites to mimic a constant gamma-frequency drive from area CA3. The ratio of excitatory drive to principal cells and interneurons was 0.42. Using this model we varied only the baseline firing rate of principal cells by changing their tonic drive. This manipulation alone resulted in a positive correlation between firing rate and population beta power (Fig. 2B ).
FIG. 1. 5-Hydroxytryptamine (5-HT) transforms hippocampal population gamma into a predominantly beta rhythm in area CA1 only. A: metabotropic glutamate receptor activation generates a population gamma rhythm in areas CA3 and CA1. Example traces show field potential recordings from stratum pyramidale in each area. Pooled spectra show frequency components of the field data (n ϭ 5, 60-s epochs). Data are normalized to the peak power in each area. B: bath application of 5-HT (20 M) does not change the pattern of population gamma rhythm generated in area CA3 but transforms the CA1 rhythm into a predominantly beta-frequency oscillation. Example traces are field potentials from stratum pyramidale in each area. Pooled spectra from 60-s epochs from 5 representative slices show the clear frequency separation between each area generated by 5-HT. Scale bars: 0.2 mV, 100 ms. C: lack of effect of 5-HT on gamma rhythms in CA1 minislices. Data show pooled power spectra (n ϭ 5) from CA1 stratum pyramidale in (S)-3,5-dihydroxyphenylglycine (DHPG, gray line) and DHPG ϩ 5-HT (black line), normalized to peak power. D: lack of significant effect of elevated extracellular potassium on gamma-frequency rhythms in area CA1. Artificial cerebrospinal fluid (ACSF) containing 20 mM potassium ions was pressure ejected onto area CA1 stratum pyramidale. Data show power spectra (n ϭ 5, 60-s epochs, normalized to peak power) taken before (gray line) and after (black line) potassium elevation. E: lack of significant effect of the 5-HT2A/C agonist 1-(2,5-dimethoxy-4-iodophenyl)-2-aminopropane (DOI, 20 M) on CA1 gamma frequency. Data shown as pooled power spectra (n ϭ 5) before (gray line) and after (black line) bath application of DOI. FIG. 2. Transition to beta frequency is associated with an increase in CA1 pyramidal cell spike output. Ai: data from experiments illustrating the change in CA1 pyramidal cell spiking on bath application of 5-HT. Example traces show somatic recordings from the same pyramid recorded during population gamma (DHPG alone) and beta (DHPG ϩ 5-HT) rhythms. Recordings are illustrated at rmp (Ϫ62 mV in DHPG, Ϫ57 mV in DHPG ϩ 5-HT) to show spike rate change and also at Ϫ70 mV to show the change in excitatory postsynaptic potential (EPSP) amplitude in the 2 conditions (spikes and EPSPs not recorded in parallel). Aii: graph shows pooled data from 11 experiments before (circles) and after (squares) 5-HT bath application, illustrating the relationship between CA1 pyramid spiking and field beta generation. Asterisks show the data points from which the 2 example traces were taken. B: model data showing the interrelationship between population beta-frequency rhythm and CA1 pyramidal cell output for a constant, phasic gamma input. Only the tonic drive to CA1 pyramids was changed, resulting in increased spike rates. Graph shows data from simulations in which mean spike rate was varied from 0 to 18 s
Ϫ1
The role of CA1 interneurons
The pattern of increased principal cell outputs and recurrent excitation was previously shown to lead to beta rhythms (Whittington et al. 1997) . However, in this case principal cell spike rates were very high: Action potentials were generated in each principal cell on nearly all periods of the field potential rhythm. The process causing principal cells to fire, on average, only on every other period of underlying inhibition-based gamma oscillation (missed beats) was mediated by a recovery of AHP after stimulus-induced transient metabotropic glutamate receptor activation. Because DHPG was present throughout the experiments in the present study this mechanism could not be responsible here. However, computer simulations predicted that a similar phenomenon may also occur with enhanced perisomatic inhibition onto principal cells (Bibbig et al. 2002) . We therefore looked for changes in interneuron output associated with beta-frequency generation.
A large proportion of CA1 stratum radiatum and pyramidale interneurons receive excitatory input from area CA3 (Frotscher et al. 1984) , whereas slow spiking stratum oriens interneurons receive mainly local excitation from CA1 pyramidal neurons (Blasco-Ibanez and Freund 1995) . Thus by comparing the excitatory inputs to these two subtypes of interneuron, we were able to investigate the relative roles of feedforward (from the CA3 gamma-rhythm generator) and local feedback activation of CA1 interneurons in beta-rhythm generation.
Using the model of the CA1 network driven by a CA3 gamma-frequency input we compared the pattern of interneuron spiking in conditions that generated either a CA1 gamma output or a predominantly CA1 beta-frequency output. Four subtypes of interneuron were used in the model. Basket cells, axo-axonic cells, and bistratified cells were modeled with "vertical" dendritic arbors and could be excited by the feedforward CA3 input and feedback input from local CA1 pyramidal cells. Stratum oriens-lacunosum moleculare interneurons (olm cells) were modeled with horizontal dendrites and could be excited only by feedback input from local CA1 pyramids. Again, we used a "CA3" 40-Hz gamma feedforward drive to the model CA1 network and induced population beta rhythms in the CA1 model only by increasing pyramidal cell firing rates.
Fast-spiking interneurons receiving both local feedback excitation and the 40-Hz feedforward drive continued to generate action potentials on each period of the feedforward drive. However, because feedback excitation increased as a result of the increase in output from CA1 pyramids, the interneurons began to generate more spike doublets per gamma period. The incidence of spike doublets correlated with the degree of population beta rhythm produced (incidence during population gamma was 0.14 per interneuron per driven gamma period, during beta 0.33 per cell per driven gamma period). The mean interspike interval for doublet generation was 7.5 ms. Increasing the absolute refractory period of these interneurons to 20 ms, thus abolishing doublet generation, had no effect on gamma-rhythm generation but abolished the population beta rhythm (data not shown). In contrast, horizontal stratum oriens interneurons, receiving only feedback excitation, almost never generated doublets during either gamma-or beta-frequency network oscillation. Thus the model predicted that CA1 beta rhythms occurred as a consequence of doublet spiking, specifically in interneurons receiving both feedforward excitation from area CA3 and feedback excitation from local CA1 pyramids.
To test this prediction in the hippocampal slice preparation we recorded from two main types of CA1 interneuron: 1) fast-spiking interneurons with cell bodies in stratum pyramidale and with vertically oriented dendritic arbors and 2) slowspiking interneurons with cell bodies in distal stratum oriens and horizontally oriented dendrites within stratum oriens (see Gloveli et al. 2005) . Recordings from CA1 stratum pyramidale fast-spiking interneurons during control field gamma oscillations revealed action potential generation at a modal frequency matching the field gamma oscillation (31 Ϯ 4 Hz, n ϭ 8, Fig.  3 ). This modal frequency of output was unchanged after induction of beta frequency field oscillations. However, in all fast-spiking neurons tested a significant increase in the generation of multiple spikes per period of concurrent field oscillation was seen. During CA1 gamma rhythms the incidence of spike doublets was 0.05 Ϯ 0.01 per period. During field beta rhythms the doublet incidence was 0.45 Ϯ 0.07 per period (P Ͻ 0.05, n ϭ 8). Spike-time histograms revealed a long interspike interval per period (7 Ϯ 2 ms). Post hoc anatomical reconstruction revealed that all eight of these interneurons were basket cells (e.g., Fig. 3) .
In contrast to the change in outputs from basket cells, slow-spiking oriens interneurons generated theta-frequency outputs during field gamma oscillations (8 Ϯ 3 Hz, n ϭ 10, Fig. 4 ) as previously reported (Gillies et al. 2002) . No doublets at all were seen during either gamma or beta field potential rhythms but an increase in overall firing rate was seen accompanying enhanced field beta rhythms (16 Ϯ 5 Hz, P Ͻ 0.05), as illustrated in spike-interval histograms (Fig. 4) . Post hoc anatomical reconstruction revealed that five of these neurons were stratum oriens-lacunosum moleculare neurons and five stratum oriens neurons with both axons and dendrites arranged horizontally within stratum oriens.
This expression of a beta-frequency population rhythm and increased incidence of doublet firing in basket cells were accompanied by changes in the pattern of inhibitory postsynaptic potentials in CA1 pyramidal neurons. During control gamma-frequency field oscillations rhythmic trains of somatic IPSPs were seen at 33 Ϯ 1 Hz (n ϭ 9, Fig. 5A ). Amplitudes showed a single modal distribution with mean 6.4 Ϯ 0.1 mV (at membrane potential of Ϫ30 mV). During field beta oscillations the pattern of IPSPs in pyramidal cells was changed. IPSP traces (taken at membrane potential of Ϫ30 mV) showed two peaks in the power spectra. A large peak at beta frequencies (18 Ϯ 1 Hz, n ϭ 9) occurred along with a smaller peak at gamma frequencies (35 Ϯ 1 Hz, n ϭ 9, Fig. 5A ). IPSP amplitudes were seen to vary between two modal values at 10.2 and 4.6 mV. A similar pattern of changes in IPSC inputs to model CA1 pyramids was seen in conditions generating a large population beta-frequency rhythm (Fig. 5B) . The profile of the inhibitory input to principal cells revealed a distinct change in the temporal pattern in a comparison of behavior during field gamma and enhanced beta rhythms. During gamma rhythms, averaged IPSP profiles for consecutive periods were remarkably stereotyped (Fig. 5C ). During enhanced field beta rhythms an alternating pattern of large and small compound IPSPs was seen. The larger compound IPSPs that occurred temporally correlated with the large positive-going deflections on the beta-frequency field potential.
Relative spike timings
To establish whether the enhancement of beta-frequency population rhythms changed the pattern of spike timings in area CA1, spike-incidence histograms were constructed with reference to the concurrently recorded field rhythm. During CA1 field gamma rhythms, basket cells were most likely to generate a single action potential 5 ms before the peak in the field potential (Fig. 6B) . Pyramidal spiking occurred with a unimodal distribution of incidences with peak 3 ms before peak field positivity, indicating that, on average, pyramidal cells generate outputs after the local feedforward interneurons. Horizontal interneuron spikes were seen most frequently at the same time as peak firing probability for pyramidal cells (Fig. 6,  A and C) .
During CA1 stratum pyramidale field beta rhythms the spike-timing profiles of all three cell types changed. Basket cells continued to generate a predominantly gamma-frequency output. However, outputs timed around the peak field positivity in the beta rhythm consisted primarily of doublets (see above), whereas the spikes timed midway between adjacent field peak positivities occurred as singlets (Fig. 6B) . Pyramidal cells demonstrated a complex, multimodal distribution of spike incidences with a much broader window of opportunity for spike generation in general. The highest probability of spiking was seen over a broad range of times around the peak positivity of the beta field potential. Within this range peaks were seen 7 and 3 ms before field positivity and 2 ms afterward. Pyramidal cells were also able to generate spikes midway between adjacent field beta peak positivities on some periods, reflecting the persistence of the feedforward gamma rhythm from area CA3 (Fig. 6A ). Horizontal cell spiking was similar to pyramidal cell spiking during enhanced field beta rhythms. However, the peak probability of spike generation occurred midway between adjacent beta-frequency peak field positivities and multiple modal peaks occurred time-locked to the basket cell doublets, suggesting spike generation on the rebound from basket cell inhibition (Rotstein et al. 2005) .
Consequences for CA3-CA1 temporal relationships
Because 5-HT induced a frequency differential between areas CA3 and CA1 we examined the consequences for the FIG. 3. Increased CA1 basket cell doublet incidence is associated with population beta rhythms. A: example traces showing basket cell (illustrated) spiking behavior during population gamma activity (DHPG alone) and beta activity (DHPG ϩ 5-HT). Data from a basket cell in the model are shown on the right for comparison. Note the increase in doublet spikes. Scale bars: 20 mV, 100 ms. B: pooled interspike interval (ISI) histograms during experimental gamma (black line) and beta (red line) population rhythms illustrating both the maintenance of a gamma-frequency output from these cells during the population beta rhythm and also the appearance of doublets demonstrated by the additional peak at short ISIs. Intervals were pooled from 60-s data epochs from n ϭ 8 basket cells. C: average EPSP profile for basket cells during population gamma (black) and beta (red) rhythms. Cells were held at Ϫ70 mV with hyperpolarizing current injection. Compound EPSPs from 10 consecutive periods were averaged, with respect to maximum peak, for each cell and this average was meaned across n ϭ 8 cells using the time at EPSP maximum amplitude as the reference point. Note the lack of change in peak EPSP average amplitude but the presence of an additional, smaller component to the compound EPSP occurring with the same latency as the second spike in doublets. 2817 GAMMA-AND BETA-FREQUENCY OSCILLATIONS relative timing of population activity in the two subregions. When gamma rhythms alone were seen in both areas crosscorrelations revealed a robust phase difference, with CA1 lagging 2 Ϯ 1 ms (n ϭ 5) behind CA3. With beta rhythms occurring in CA1 stratum pyramidale the average phase relationship changed to 1 Ϯ 2 ms (n ϭ 5, P Ͼ 0.05, Fig. 7A ). Although not significant per se, this change was associated with epochs of activity in which area CA1 lead area CA3-something never previously seen when both areas expressed gamma rhythms (Fig. 7B) . Examination of individual, nonaveraged periods of oscillation showed a broader distribution of peak CA1 field potentials with respect to fields in area CA3 (Fig. 7C) . Examining the data in this manner further demonstrated the presence of events in which area CA1 was able to lead area CA3 and appeared to correspond with the broader distribution of CA1 pyramidal cell spike probabilities phase advanced to those seen in area CA3 (cf. Fig. 6A ; see DISCUS-SION).
D I S C U S S I O N
Gamma-frequency oscillations in hippocampal field potentials originate in area CA3 (Chrobak et al. 2000; Fisahn et al. 1998 ). In the absence of external inputs to area CA1, or neuromodulatory cues, the present study demonstrates that the gamma-frequency population output from area CA3 results in a very low output from area CA1 modulated at the CA3 gamma frequency. In this state interneurons in the CA1 local circuit provide two distinct, coexistent patterns of input to principal cells: perisomatic compartments receive gamma-frequency inhibition and distal dendritic compartments receive theta-frequency inhibition (Gillies et al. 2002; Whittington and Traub 2003) . However, under the influence of 5-HT, a greater degree of principal cell output was seen. The resulting population beta rhythm was associated with a change in general profile of CA3-CA1 dynamics and the convergence of output frequencies of both formerly gamma-generating perisomatic-targeting interneurons and formerly theta-generating dendritic-targeting interneurons. Neuromodulation-induced changes in frequency for rhythm-generating circuits in invertebrates (CPGs) were previously well characterized (Marder and Eisen 1984) . Increases in excitability of constitutent cells is accompanied by decreases in frequency (Harris-Warrick and Marder 1991; Straub and Benjamin 2001) and involve a change in the behavior of local circuit interneurons (Yeoman et al. 1996) .
Beta-frequency oscillations, in general, are associated with learning in a variety of brain regions and are enhanced, along FIG. 4. Horizontal CA1 stratum oriens interneurons have increased firing rates during beta rhythms. A: example traces showing horizontal cell-spiking behavior during population gamma activity (DHPG alone) and beta activity (DHPG ϩ 5-HT). Data from a stratum oriens cell in the model are shown on the right for comparison. Note the increase in spike rates but the absence of spike doublets. Scale bars: 20 mV, 100 ms. B: pooled ISI histograms during experimental gamma (black line) and beta (red line) population rhythms illustrating the decrease in ISI during the population beta rhythm. Intervals were pooled from 60-s data epochs from n ϭ 8 horizontal cells. C: average EPSP profile for horizontal cells during population gamma (black) and beta (red) rhythms. Cells were held at Ϫ70 mV with hyperpolarizing current injection. Compound EPSPs from 10 consecutive periods were averaged, with respect to peak, for each cell and this average was meaned across n ϭ 8 cells using the time at EPSP maximum amplitude as the reference point. Note the increase in peak EPSP average amplitude but the absence of the additional, smaller component to the compound EPSP seen with basket cells.
with certain measures of memory formation and recall by increased serotoninergic neuromodulation (Harrell and Allan 2003; Richter-Levin and Segal 1996; Sarnyai et al. 2000; Siepmann et al. 2003) . Working memory of motor and auditory tasks is accompanied by an increase in functional coupling at beta frequencies (Peterson and Thaut 2002; Serrien et al. 2003) . Visual short-term memory maintenance generates synchrony specifically in the beta-frequency range (Rols et al. 2001 ) and persistent beta-frequency oscillations were suggested to be associated with a continuous rehearsal process (Tallon-Baudry et al. 1999 ). In addition, beta-frequency oscillations were previously implicated in novelty detection for auditory stimuli (Haenschel et al. 2000) . In rodent in vivo studies olfactory learning is associated with a twofold increase in beta power in the olfactory bulb (Ravel et al. 2003) .
The modeling data demonstrated that beta rhythms may be generated solely by an increase in excitability of principal cells in areas receiving gamma-frequency input. The data obtained with serotonin certainly appear to be consistent with this prediction, with overall increases in excitability of principal cells and interneurons (using potassium pressure ejection) failing to enhance the rhythm. However, neuromodulation by 5-HT has many complex facets. We previously showed that 5-HT1A receptor activation does not generate beta rhythms (Whittington et al. 2001) and general excitation by 5-HT2 receptors also did not produce a transition to beta-frequency population rhythms (Fig. 1) . Of the many other subtypes of 5-HT receptor, 5-HT3 receptors were specifically implicated in changing interneuron excitability (McMahon and Kauer 1997) and blockade of these receptors in vivo changes hippocampal theta frequency, although no effects on beta rhythms were reported (Staubli and Xu 1995) . Although the present data suggest that interneuron-specific excitation may not be sufficient to generate a beta rhythm we cannot rule out a possible role for the many other serotoninergic receptor subtypes in this phenomenon. It is also interesting to note that the frequency FIG. 5. Altered interneuron outputs change pyramidal cell somatic inhibition during population beta rhythms. A: example traces from a CA1 pyramidal neuron held at Ϫ30 mV showing the change in pattern of inhibitory postsynaptic potential (IPSP) trains before and after potentiation of the beta rhythm with 5-HT. Note the overall increase in amplitude of IPSPs and the appearance of runs of large IPSPs separated by small IPSPs. Scale bars: 5 mV, 100 ms. Graph shows pooled spectra (n ϭ 5 pyramids) of 60-s epochs of IPSP trains recorded at Ϫ30 mV. Note the appearance of a prominent beta-frequency peak and the reduction in the power at gamma frequencies. B: example traces showing differences in pyramidal cell ␥-aminobutyric acid type A (GABA A ) conductance between conditions generating population gamma and beta rhythms. Note the traces show conductance, whereas experimental data show potential change. Scale bars: 50 nS, 100 ms. C: averaged traces showing the mean temporal pattern of IPSP occurrence. Top traces: CA1 stratum pyramidale field recordings. Bottom traces: concurrently recorded IPSP trains at Ϫ30 mV. Data were taken from 10 consecutive gamma or gamma/beta periods and averaged with reference to the peak positivity in the field potential (arrows). These averages were combined into a global average (n ϭ 5 cells) in each case. Note the continued presence of a partial gamma periodicity in both field and IPSP recordings during the enhanced population beta rhythm (DHPG ϩ 5-HT). Scale bars (field): 0.1 mV (IPSP) 5 mV, 30 ms. change was associated with an enhancement of EPSPs in CA1 pyramids. It is not clear at present whether this has a causal or casual relationship to the enhanced CA1 pyramidal cell output. Further work is required to establish whether this aspect of the effects of serotoninergic neuromodulation has a synaptic plasticity component.
In previous models of transition from gamma to beta rhythms in area CA1 two areas within CA1 were required to be active and plasticity of recurrent connectivity between them was essential. In addition, the enhancement in recurrent excitation had to be accompanied by an increase in pyramidal cell AHP amplitude to precipitate a beta rhythm. No such change in AHP was seen in the present study. However, enhanced GABAergic inhibitory synaptic potentials could subserve the role played by enhanced AHPs in generating beta-frequency population rhythms in area CA1 (Bibbig et al. 2002) . Two possibly interdependent increases in inhibition were seen to accompany the beta rhythm here.
First basket cell outputs increased dramatically in conditions supporting beta rhythms. These cells continued to generate outputs at the gamma frequency paced by area CA3 inputs, but fired double spikes on roughly every other period (i.e., at beta frequencies). The resulting increase in somatic inhibition at beta frequencies in CA1 pyramids correlated with the increase in pyramidal cell spike rates. Basket cells may receive excitatory synaptic inputs from both feedforward inputs from area CA3 and also feedback inputs from local CA1 pyramids (Frotscher et al. 1984; Sik et al. 1995) . The profile of excitatory inputs seen in these cells suggested that the enhanced output was caused entirely by the additional input received from local CA1 pyramids. Profiles consisted of two components: an initial component timed corresponding to the CA3 feedforward input during CA1 gamma rhythms, but corresponding to the local CA1 input during CA1 beta rhythms, and a second component timed to correspond best with the CA3 feedforward input during beta rhythms. Three lines of evidence suggest that the initial component of the EPSP came from local CA1 feedback connections: First, the CA1 pyramid spike-timing probabilities during beta rhythms showed a broader distribution-extending to more phase-advanced times (Fig. 6A) . Second, cross-correlograms between CA3 and CA1 fields revealed a small additional component to the central peak, indicating the presence of epochs during which area CA1 led CA3 (Fig. 7A) . Finally, separating area CA1 from area CA3 revealed that the fundamental network gamma frequency in the two areas was different, with area CA1 having a faster intrinsic network frequency than that of area CA3 (Fig. 1 ), leading to a mean period shortening in CA1 (compared with CA3) of about 8 ms (45 vs. 33 Hz) , approximately the separation time between the two EPSP components seen during CA1 beta rhythms in basket cells.
This dual excitation led to temporal summation of synaptic inputs and an increase in spike doublet generation. In CA1 pyramids these spike doublets generated significantly larger FIG. 6. Spike-timing probabilities reveal basket cell doublets and a broader temporal distribution of pyramidal cell spike timings. Spike-timing probabilities from experimental data are presented as bar graphs showing probability per 1-ms-wide bin and derived from 60-s epochs of data, one epoch per "n" per cell type. Spike-timing patterns calculated from model data are superimposed as line graphs and scaled to fit the peak experimental probability in 2 gamma periods or one beta period. A: pattern of spike timing in CA1 pyramidal cells. Mean stratum pyramidale field potentials are shown averaged relative to the peak positivity for the gamma (left) and enhanced beta (right) conditions. Note the broader distribution of spike timings around the peak field positivity and the reduced probability of spike firing one gamma period on from this reference point. B: during gamma rhythms basket cells fire mainly at the time of peak negativity in the stratum pyramidale field, with a smaller probability of spiking about 6 ms later corresponding to the low rate of spike doublet generation in this condition. Note that with the rhythm driven by phasic inputs from CA3, basket cell firing probability peaks slightly before pyramidal cell spiking. During beta rhythms doublet firing is dramatically increased and cells continue to generate firing at gamma frequencies. C: horizontal neurons show peak probabilities narrowly distributed around the peak firing for pyramidal cells. During enhanced beta rhythms horizontal cells may discharge on either of the 2 underlying gamma periods, with a bimodal distribution of spiking on the second gamma period of the field beta rhythm.
somatic IPSPs, effectively reducing the probability of CA1 pyramids to generate spikes on each consecutive CA3 gammafrequency input (beat skipping; see INTRODUCTION) . The dependency of this pattern of spiking on both feedforward and feedback inputs may also explain why area CA3 continued to generate gamma rhythms. In the DHPG model of gamma rhythms (and also the carbachol and kainate models) area CA3 constitutes the source of the gamma rhythm. No activity is seen in dentate gyrus and all activity in CA1 is abolished by separation of CA1 from CA3. Thus even in the presence of serotonin, no feedforward input is present in CA3 to combine with local excitation of basket cells to generate the above pattern of doublets in this subregion.
Second, an increase in the frequency of horizontal interneuronal outputs was seen. Modal output frequency doubled from theta to beta frequencies. During population gamma rhythms in area CA1 these interneurons generated a theta-frequency output (Gillies et al. 2002; Gloveli et al. 2005b ). In the presence of serotonin the output increased to beta frequencies concurrently with a large increase in mean amplitude of excitatory synaptic input. Because these neurons receive the majority of their synaptic inputs from local CA1 pyramids (and not area CA3) this enhanced excitatory input appeared to be caused by the enhanced spiking rates of CA1 pyramids. Excitatory synaptic input to oriens interneurons is facilitated considerably (Ali and Thomson 1998) and long-term potentiation of these inputs was observed (Perez et al. 2001) .
In vivo, serotonin receptor agonists inhibit hippocampal theta rhythms (Hirose et al. 1990 ) and beta-frequency outputs are seen in horizontal cells in anesthetized animals (Klausberger et al. 2003) . The greater frequency of output from horizontal cells may also be related to the increase in output from basket cells. Oriens-lacunosum moleculare interneurons, in particular, possess I h conductance (Maccaferri and McBain 1996) that may be enhanced by repetitive basket cell inhibitory potentials leading to spiking on the rebound from IPSP recovery (Rotstein et al. 2005 ). The present data are consistent with this mechanism because the peak probability of horizontal cell spiking was seen on the rebound from the large IPSPs temporally correlated with peak positivity in the beta-frequency population potential.
The present findings indicate that the frequencies expressed in CA1 local circuits were dependent on the degree of spiking in CA1 pyramids and that this is under control of the serotoninergic neuromodulatory system. With sparse firing, area CA1 output is strongly under the control of perisomatic inhibition driven by CA3 population gamma rhythms. However, excitatory inputs from CA3 to CA1 pyramids are gated at theta frequencies generated by distal dendrite-targeting interneurons. Thus a frequency mismatch between the gating of dendritic inputs and somatic outputs exists in these principal cells. In conditions where CA1 principal cells generate a higher degree of spiking (in this case under serotoninergic modulation), this frequency mismatch collapses. The greatest influence on pyramidal cell membrane potential of both perisomatic and distal dendritic targeting interneurons was at beta frequencies, permitting a greater degree of integration between excitatory input and output (somatic spiking).
In summary, nonreciprocally projected gamma rhythms influence target areas predominantly by feedforward activation of local basket cells, resulting in very low recruitment rates for target area principal cells. However, during neuromodulatory excitation, target region principal cells can be recruited. In this case the combination of feedforward and feedback excitation of interneurons serves to transfer the projected gamma rhythm into a population beta rhythm. Thus the "division of labor" proposed for interneuron subtypes in local circuit oscillating networks appears to be highly labile-being dependent on neuromodulatory cues and the degree of afferent input. Conditions may exist for all cortical networks where multiple concurrent frequencies collapse, resulting in a common mode of oscillation in which all interneuron subtypes participate.
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We thank R. Traub for providing code and for constant support. FIG. 7. CA1 beta rhythms alter the dynamic relationship between hippocampal subfields. A: pooled cross-correlograms (60-s epochs, n ϭ 5) of CA3 stratum pyramidale vs. CA1 stratum pyramidale field potentials. i: average cross-correlation profile during DHPG-induced gamma rhythms. A small but robust delay between CA3 and CA1 population gamma rhythm is seen. ii: average cross-correlation profile during DHPG ϩ 5-HT-induced gamma/beta rhythms. Modal central peak still shows a small delay between CA3 and CA1 but additional peaks indicate that CA1 may lead CA3 for a proportion of periods of the population rhythm. B: average phase plots for comparison between CA3 and CA1 stratum pyramidale field potentials. Phase lag/lead was quantified as the temporal shift in central peak of the windowed crosscorrelation. Note the robust phase delay between CA3 and CA1 during gamma rhythms (i) is transformed into a more erratic temporal relationship with mean zero-phase delay during beta rhythms (ii). Brief lacunae in the data set from the beta rhythm (Bii) occur when the analysis program failed to detect a clear central peak. C: examples of CA3/CA1 field potentials during individual periods of oscillation. Traces were recorded concurrently and aligned to the peak positivity in the CA3 stratum pyramidale field. i: traces showing the range of temporal relationships between CA3 and CA1 during gamma rhythms. Note the robust phase lag in the bottom CA1 traces. ii: traces illustrating the range of temporal relationships between CA3 (gamma) and active CA1 periods. Note the more erratic phase relationship and the occurrence of occasional leading peaks in area CA1. Scale bars: 0.1 mV, 25 ms.
