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Cette thèse présente une stratégie de commande qui assure la stabilité exponentielle de 
l'erreur de suivi dans l'espace des articulations virtuelles d'une classe de systèmes 
mécaniques formés d'une chaîne de corps rigides tenninée par une poutre flexible. Étant 
donné que les espaces des articulations et de travail des manipulateurs flexibles sont liés 
par des relations cinématique et dynamique, les articulations virtuelles sont définies de 
façon à être liées à l'espace de travail par une simple relation cinématique. Ainsi, lorsque 
cette cinématique est non singulière, la trajectoire désirée peut facilement être 
transformée d'un espace à l'autre. Le suivi d'une trajectoire dans l'espace des articulations 
virtuelles est dors équivalent a son suivi dans l'espace de travail. Pour obtenir ce suivi, la 
trajectoire désirée est dabord transformée de I'espace des articulations virtuelles à celui 
des articulations et des variables de déformation. Parce que le système est à non-minimum 
de phase dans I'espace des articulations virtuelles, cette transformation nécessite la 
résolution d'une équation différentielle non linéaire et instable qui est obtenue par une 
méthode itérative basée sur une intégration causale-anticausaie. Le contrôleur est ensuite 
formé d'une loi de commande linéarisante, par rapport aux articulations, suivie de deux 
retours d'état linéaires invariants. Dans ce contexte, une étude basée sur le théorème de 
passivité, sur la stabilité des systèmes hiérarchiques et sur les systèmes d'inégalités 
matricielles linéaires permet de calculer les gains du contrdeur qui assurent la stabilité 
exponentielle et un amortissement souhaitable des erreurs de suivi dans l'espace des 
articulations, des variables de déformation et des articdations virtuelles. 
Ensuite, étant donné la sensibilité du système par rapport aux incertitudes de la charge, la 
structure de commande proposée est modifiée de façon à assurer la robustesse du suivi. 
Ces modincations sont obtenues par un ajustement des paramètres des lois de commande 
basé sur une adaptation indirecte et une étude de robustesse utilisant le principe des 
applications gardiennes. 
Des simulations permettent de comparer la structure de commande proposée avec 
certaines autres rencontrées dans la littérature. Les résultats obtenus avec la structure de 
commande proposée sont plus intéressants puisque cette méthode permet de faire 
converger rapidement les erreurs de suivi à zéro avec des efforts de commande plus 
faibles sans vibration de l'outil. 
vii 
This thesis presents a control strategy which ensures the exponential stability of the 
tracking error in the virtud joint space of a class of mechanicd systems made up of ngid 
links that form a chah which ends with a flexible beam. The virtual joints are defined so 
as to be related kinematically to the workspace. Thus, when the inverse kinematics is 
non-singular, trajectory tracking in the Whial joint space is equivdent to trajectory 
tracking in the workspace. The method proposed caiis for the transformation of the 
trajectory fiom the v h a i  joint space to the joint and deformation space. Because it is a 
non-minimum phase system in the virtuai joint space, this transformation, which involves 
the dynamics of the flexible part, can be solved using a causal-anticausal iterative 
approach. The controller is then designed using an input-output feedback linearization 
scheme, with regard to the joints, and two iinear control laws with regard to the joint and 
to the deformation variable tracking errors. Analysis based on the passivity theorem, 
hierarchicai systems stability and Linear Matrix Inequalities then allows one to calculate 
the controller gains which ensure that the tracking errors in the virtual joint space are well 
damped and exponentialy stable. Since the system is sensitive to the load uncertainties, 
the proposed controiler is modified to ensure the robustness of the tracking error. The 
control law parameters are then adjusted according to an indirect adaptive control law. 
Moreover, an additional robustness analysis mua be considered using guardian and semi- 
guardian maps. AU the proposed control laws are illustrated by means of simulations. 
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CHAPITRIEI 
INTRODUCTION 
Depuis la fin des années soixante-- les méthodes de commande assurant la précision 
des manipulateurs robotiques ont extrêmement évoluées. En effet plusieurs algorithmes 
de commandes adaptatives et robustes assurant la stabilité de l'erreur de suivi de 
trajectoires dans l'espace de travail ont été proposés. Ainsi, plusieurs tâches qui étaient 
anciennement réservées à l'homme, peuvent maintenant être confiées à des robots. Entre 
autres les manipulateurs d'aujourd'hui peuvent non seulement transporter des pièces d'un 
point à un autre, mais ils peuvent également découper, souder, polir et même peindre 
avec une habileté qui dépasse souvent ceile de l'homme. Malgré cela, durant toutes ces 
années, un problème est demeuré omniprésent: les manipulateurs robotiques sont très 
massifs; c'est-à-dire que leur charge utile est tres petite comparée à leur propre poids. À 
titre d'exemple, la charge utile d'un manipulateur robotique SI0 fabriqué par la 
compagnie GMF est de 10 Kg tandis que sa propre masse est d'environ 200 Kg. En fait, 
on estime que la charge utile d'un robot ne dépasse guère 10% de sa propre masse 
(Kopacek et al., 1988). Ce problème est particulièrement important lorsque le 
manipulateur doit être régulièrement transporté d'un point à un autre. Par exemple, les 
manipulateurs dotés d'une base mobile peuvent être appelés à se déplacer régulièrement. 
Les véhicules spatiaux, telle la navette Colombia, sont également soumis à des contraintes 
de masse qui sont extrêmement sévères. Le rapport entre la masse d'un manipulateur et sa 
charge peut également prendre une grande importance dans certaines applications 
particulières pour lesquelles on exige que le dernier membre du robot soit tres long. En 
effet dans ce cas, le dernier membre doit être très massif de façon à ce qu'il ne se déforme 
pas sous l'effet des forces d'accélération et de gravité. A cause de cela, les autres 
membres du manipulateur doivent être extrêmement massifs et les actionneus nécessaires 
pour déplacer cet ensemble de corps doivent être d'une puissance démesurée. 
En générai, les problèmes soulevés dans le paragraphe précédent peuvent être 
grandement réduits lorsque les membres du manipulateur sont plus délicats et qu'ils sont 
fabriqués à partir de matériaux plus légers. On ne peut dors plus supposer que les 
membres du robot sont rigides. En effet dans ce cas, les membres se déforment sous 
l'effet des forces d'accélération et de gravité. Ces manipulateurs pour lesquels l'hypothèse 
de rigidité des membres n'est plus acceptable sont communément appelés robots flexibles 
ou manipulateurs flexibles. Par contre, les manipulateurs conventionnels pour lesquels 
I'hypothèse de rigidité des membres est viable peuvent être appelés robots rigides ou 
manipulateurs rigides. Finalement, une troisième catégorie de manipulateurs pour 
lesquels l'hypothèse de rigidité des articulations n'est pas acceptable peuvent être 
dénommés robots élastiques ou manipulateurs élastiques ou encore, manipulateurs 
avec articulations élastiques. 
Depuis te début des années quatre-vingt, plusieurs chercheurs se sont intéressés au 
problème de la modélisation et du contrôle des manipulateurs rigides, flexibles et 
élastiques. Malheureusement, les recherches dans le domaine des robots flexibles ont 
évoluées de façon beaucoup moins marquée que ceiles effectuées dans le domaine des 
robots rigides et élastiques. En fait, la plupart de ces recherches portent sur le suivi de 
trajectoires dans l'espace des articulations des manipulateurs flexibles. Ainsi, le suivi de 
trajectoires dans l'espace de travail est un domaine pour lequel il existe peu de solutions. 
La robustesse de la stabilité de l'erreur de suivi est un sujet qui est également très mal 
couvert par la littérature. Le lecteur peut constater cela en consultant la revue de la 
littérature présentée à la section suivante. Le travail présenté dans cette thèse porte donc 
essentiellement sur une stmcture de commande qui assure la stabilité de l'erreur de suivi 
de trajectoires dans l'espace de travail d'une classe de manipulateurs dont le dernier 
membre est flexible. Cette méthode de contrôle permet égaiement d'assurer la robustesse 
du système par repport à l'incertitude de sa charge. EUe permet finalement d'obtenir une 
vitesse de convergence souhaitable des erreurs de suivi. 
L'intérêt que suscite cette recherche peut se rencontrer dans plusieurs applications telles 
que: la robotique spatiale qui requière une minimisation de la masse du manipulateur; les 
robots de décapage d'avion qui utilisent un membre principal d'une longueur de plusieurs 
mètres; les girafes d'entretien qui utilisent égaiement un très long membre pour manipuler 
les objets en hauteur et d'autre applications nécessitant une faible masse ou une très 
grande porté. 
1.1 Revue de la littérature 
Depuis plusieurs années, la nécessité de tenir compte du modèle nonlinéaire des 
manipulateurs robotiques lors de la conception d'algorithmes de commande qui assure la 
stabilité du système a été mise en évidence à plusieurs reprises (Spong et Vidyasagar, 
1989). Cette nécessité est particulièrement importante lorsque le manipulateur comporte 
plusieurs degrés de liberté et des act io~eurs à entraînement direct. Étant donné que le 
modèle dynamique des manipulateurs flexibles est tout aussi nonlinéaire que celui des 
manipulateurs rigides, nous avons ciblé la revue de la littérature sur la commande 
nonlinéaire des robots flexibles. Le lecteur intéressé par les algorithmes de commande 
basés sur la théorie des systèmes linéaires pourra tout de même consulter les quelques 
références suivantes: (Book et ai., 1975 ; Balas, 1978 ; Cannon et Schitz, 1984 ; Hastings 
et Book, 1987 ; Dancose et al., 1989 ; Wells et al., 1990 ; Chen et Yang, 1993). De façon 
générale, le problème de la commande noniinéaire des manipulateurs flexibles peut être 
divisé en quatre panies: 
la régulation dans l'espace des articulations; 
le suivi de trajectoires dans l'espace des artidations; 
le suivi de trajectoires dans l'espace de travail; 
la mesure et l'estimation des variables d'état associées a la déformation. 
Dans les sections qui suivent, chacun de ces aspects de la littérature sera brièvement revu 
et commenté. 
1.1.1 Régulation dans l'espace des articulations 
Le problème de régulation dans l'espace des articulations consiste à définir une loi de 
commande de façon à ce que les articulations du manipulateur se stabilisent à une 
position désirée. Pour les manipulateurs rigides, Arimoto (Spong et Vidyasagar, 1989) 
démontre qu'une commande PD accompagnée d'un terme servant à compenser la gravité 
suffit pour assurer la stabilité asymptotique globale de l'erreur de position. Pour arriver à 
ce résultat, il utilise la théorie de Lyapunov et la propriété très connue d'antisyrnétne 
associée au modèle dynamique des manipulateurs rigides. Dans le contexte des 
manipulateurs flexibles, Yuan et al. (1993) font ressortir la même propriété d'antisymétne 
et ils obtiennent le même résultat q u ' h o t o .  Cependant, la convergence de l'erreur est 
assurée par l'amortissement naturel des membres flexibles. Cet amortissement étant 
généralement faible, certains auteurs proposent différentes approches pour accélérer la 
décroissance de l'erreur. Par exemple, Chevallereau et Aoustin (1992) proposent une loi 
de commande qui minimise l'erreur entre une dynamique linéaire désirée et la dynamique 
du manipulateur. Malheureusement, le faible amortissement de la flexibilité n'est pas le 
seul inconvénient qui est associé à la loi de commande proposée par Yuan et al. (1993). 
En effet, il peut arriver que le terme de gravité ne soit pas bien connu. Pour surmonter 
cette difficulté, il est alors possible d'utiliser une méthode itérative d'estimation du terme 
de gravité (De Luca et Panrieri, 1993). 
1.1.2 Suivi de trajectoires dans ['espace des articulations 
Le problème de suivi de trajectoires dans l'espace des articulations consiste a définir une 
loi de commande de façon à ce que les articulations du manipulateur suivent une 
trajectoire désirée. Pour les manipulateurs flexibles, cette loi de commande doit du même 
coup assurer une déformation bornée durant le suivi. Ce problème de suivi peut être 
abordé par différentes approches: les commandes utilisant la théorie des perturbations 
singulières; la linéarisation par retour d'état et finalement, les commandes adaptatives et 
robustes. 
1.1.2.1 Perturbations singulières 
La méthode des perturbations singulières est utilisée por ~r séparer un systèrn e dynamique 
en une partie évoluant lentement et une autre partie évoluant rapidement. Évidement plus 
le facteur de perturbation est petit, plus l'approximation est valable. Cette approche est 
également à la base de la commande composite qui permet un corrtrôle indépendant des 
parties lentes et rapides d'un système à i'aide d'une même variable de commande 
(Kokotovic, 1984). Pour les manipulateurs flexibles, la plus petite constante de rigidité 
des membres flexibles est habituellement utilisée pour définir le facteur de perturbation 
(Siciliano et Book, 1988; Aousrin et Chevailereau, 1993). Avec cette approche, la loi de 
commande associée à la partie rigide est un couple pré-calculé conventionnel (Spong et 
Vidyasagar, 1989) tandis que la loi de commande associée à la partie rapide est un retour 
d'état linéaire. L'intérêt de cette approche réside dans le fait qu'eue consiste en une 
généralisation de la commande des manipulateurs flexibles et rigides. En effet, lorsque les 
membres deviennent rigides, le facteur de perturbation tend vers zéro et la commande 
devient celle d'un robot rigide. D'un autre côté le désavantage de cette approche vient de 
ce que l'erreur entre la dynamique réeiie et celle approximée par la méthode des 
perturbations singulières est d'ordre un par rapport au paramètre de perturbation. A cause 
de cela I'erreur de suivi et la déformation ne convergent pas nécessairement vers zéro. 
Pour améliorer cette situation, l'approche des variétés (manifolds) rapide et lente 
(Kokotovic, 1985) peut être utilisée. Dans ce cas, la variété lente est obtenue en 
solutionnant une équation aux dérivées partielies. Pour les manipulateurs flexibles, cette 
solution ne peut être trouvée analytiquement parce que I'kquation aux dérivées partielles 
du système est nonlinéaire. Pour cette raison, la commande et la variété lente peuvent être 
approxirnées par une série de puissance du facteur de perturbation (Kokotovic, 1985). 
Dans ce contexte, Siciliano et al. (1986a) obtiennent une approximation d'ordre un de la 
variété lente pour un manipulateur flexible à un degré de Liberté. Malgré que cette 
approximation soit supérieure, l'exactitude du suivi et la convergence vers zéro de la 
déformation ne peuvent être assurées. En fait, il n'est pas surprenant que l'on ne puisse 
garantir la stabüité asymptotique de I'erreur de suivi et de la déformation. En effet, 
intuitivement, le mouvement des articulations est engendré par une accélération qui doit 
certainement causer une déformation des membres flexibles. Il n'est donc pas 
envisageable de suivre une trajectoire qui varie et d'espérer que la déformation devienne 
nulle. 
1.1.2.2 La linéarisation par retour d'état 
Contrairement à la méthode des perturbations singulières, la linéansation par retour d'état 
(Isidori, 1989) est une méthode exacte. A cause de cela, elle a connue beaucoup de 
succès pour la commande des manipulateurs rigides et élastiques (Spong et Vidyasagar, 
1989). En effet, pour ces deux classes de manipulateurs, la dynamique du système peut 
être complètement linéarisée par une première loi de commande et l'erreur de suivi peut 
facilement être stabilisée à l'aide d'une seconde loi de commande. Malheureusement, pour 
les manipulateurs à membrures flexibles, la dynamique ne peut être complètement 
linéarisée (Wang et Vidyasagar, 199 la). En fait, eUe ne peut être linéarisée que par 
rapport a une certaine variable à commander. Dans le cas qui nous intéresse, la 
linéarisation par retour d'état peut être considérée par rapport aux articulations (De 
Schutter et al., 1988 ; De Luca et Siciliano, 1989). La dynamique obtenue se divise alors 
en deux parties: la dynamique des articulations qui est linéaire et la dynamique de 
déformation qui est nonlinéaire. Une seconde loi de commande peut alors être utilisée 
pour stabiliser la dynamique de l'erreur. À ce moment, il est nécessaire que le système soit 
à minimum de phase pour que la déformation soit bornée durant le suivi (Sastry et Isidori, 
1989). Pour que cette condition soit satisfaite, la dynamique des zéros (Isidori, 1989), 
déhie  comme celle correspondant à une sortie nulle, doit être asymptotiquement stable. 
Cette condition est en général vérifiée lorsque l'on considère une linéarisation par rapport 
aux articulations (De Luca et Siciliano, 1989). La linéarisation par retour d'état résout 
donc assez bien le problème de suivi de trajectoires dans i'espace des articulations. Une 
étude expérimentale réalisée par Aoustin et ai. (1994) montre d'ailleurs assez bien 
l'efficacité et la précision de cette approche comparée aux méthodes de commande 
linéaire et de commande utilisant l'approche des perturbations singulières. 
1.1.2.3 Les commandes adaptatives et robustes 
Plusieurs auteurs ont appliqué des commandes adaptatives sur des modèles linéarisés sans 
tenir compte des nonlinéarités du système. Étant donné l'objectif du travail, nous ne 
citons que les références rencontrées à ce sujet (Siciliano et al., 1986b ; Hwang et 
Eltimsahy, 1991 ; Wu et Cetinkunt, 1992). Considérons donc les méthodes de 
commandes adaptatives nonlinéaires. D'abord, Slotine et Li (1987) ont proposé une 
approche relativement simple pour résoudre le problème de la commande adaptative 
directe des manipulateurs rigides. En effet, en se basant sur l'idée de la commande par 
mode de glissement, ils définissent une fonction s de façon à ce que si s=O, la dynamique 
des erreurs de suivi de position et de vitesse converge vers zéro. Puis, ils trouvent une loi 
de commande et une loi d'adaptation qui stabilisent la dynamique décrite par la fonction S. 
De nombreux auteurs ont par la suite tenté d'appliquer ce principe aux manipulateurs 
flexibles. Ainsi, Pham et al. (1993) définissent la fonction s de façon a ce que si s=O, 
l'erreur de suivi et la déformation convergent vers zéro. Le problème dans ce cas est que 
la dérivée de la fonction de Lyapunov, utilisée pour l'étude de la stabilité, est formée d'un 
terme négatif et d'un terme qui peut être négatif ou positif selon l'état du système. Les 
auteurs considèrent alors que le terme non défini est néghgeable devant le terme négatif. 
À notre avis, cette hypothèse est inacceptable puisque, dans certains cas, le terme non 
défini peut rendre la dérivée positive. Dans le même contexte, Yang et al. (1994; 1995) 
proposent une loi de commande pour résoudre ce problème. Cependant, cette dernière 
comporte un terme qui e a  divisé par la nome de S. Par conséquent lorsque s tend vers 
zéro la commande tend vers I'infxni. Pour corriger cette situation, les auteurs suggèrent 
d'ajouter une petite constante à la norme de s de façon a borner la division. Cette 
suggestion résout le problème de la loi de commande mais elle détruit complètement la 
preuve de stabilité. Dans ce contexte, lorsque la trajectoire désirée varie, I'objectif visé 
par Pham et al. (1993) ainsi que par Yang et al. (1994) (1995) (Le. convergence vers 
zéro de l'erreur de suivi et de la déformation) devient irréalisable. Récemment, Lammerts 
et ai. (1995) ont proposé une autre approche pour surmonter ce problème. Iis ont choisi 
une fonction s qui est telle que si &, les erreurs de suivi des articulations et de 
déformation convergent vers zéro. L'objectif n'est donc pas de faire converger la 
déformation vers zéro mais plutôt vers une trajectoire désirée de défom;ition. Cette 
trajectoire désirée de déformation est fonction des variables d'état du système de façon à 
être compatible avec le mouvement du manipulateur. Eiie doit donc être calculée, en 
ligne, en même temps que la loi de commande. Avec cette approche, Lammerts et al. 
(1995) démontrent que l'erreur de suivi est asymptotiquement stable et que la 
déformation est bornée. Le problème de la commande adaptative directe associée au suivi 
de trajectoires dans l'espace des articulations est donc relativement bien couvert. 
La littérature rencontrée sur le sujet de la commande adaptative indirecte concerne 
presqu'essentieiiement l'estimation des fréquences modales associées à la déformation. 
Ces fréquences modales sont utilisées pour calibrer des filtres coupes bandes appliqués au 
signal de commande (Singer et Seering, 1990). De cette façon, les composantes 
fréquentieiles qui seraient susceptibles d'exciter la déformation sont pratiquement 
éliminées. Pour les manipulateurs flexibles à un degré de liberté, Tzes et Yurkovich 
(1993) proposent l'utilisation d'une méthode fréquentieile d'estimation. Cette méthode 
consiste à appliquer une transformée de Fourier rapide sur une séquence d'entrées-sorties 
et à identifier la réponse fréquentieiie à raide d'un algorithme moindre carré standard 
(Franklin et al., 1990). Cette méthode a également été appliquée pour commander un 
manipulateur flexible a deux degrés de liberté (Khorrami et al., 1995). Dans ce cas, la 
commande est réalisée en utilisant la méthode des perturbations singulières, puis 
l'estimation des fréquences modales ainsi que le filtrage des signaux de commande sont 
réalisés selon l'approche présentée dans Tzes et Yurkovich (1993). Dans un autre ordre 
d'idée, Tornambè (1992) propose une approche différente pour estimer les constantes de 
rigidité associées à un manipulateur flexible. Sa stratégie consiste à augmenter l'espace 
d'état du système en considérant les paramétres a estimer comme des variables d'état 
supplémentaires. Ces variables sont ensuite estimées en utilisant un observateur d'état 
nonlinéaire (Krener et Respondek, 1985 ; Nicosia et al., 1989). Cette approche a 
l'avantage de permettre l'étude de la stabilité du système de commande et de l'observateur 
de façon indépendante grâce à la théorie des perturbations singulières. Récemment, une 
approche de commande adaptative composite a été proposée par Lin et Yeh (1996). 
Cette approche est basée sur une adaptation de la partie lente du système décomposé par 
la méthode des perturbations singulières. L'avantage de cette méthode est que l'estimation 
des paramètres permet de compenser, en ligne, la déformation des membres flexibles qui 
est estimée par l'approche quasi-statique qui consiste à négliger la dynamique de la partie 
flexible du système (Meiffer et Gebler, 1988). 
Les méthodes de commandes par mode de glissement et de commandes robustes 
nonlinéaires (DeCado et al., 1988) appliquées aux manipulateurs flexibles ont également 
suscité l'intérêt de quelques auteurs. Entre autres, Yeung et Chen (1989) suggèrent une 
commande par mode de glissement pour exécuter le suivi de trajectoires désirées dans 
l'espace des articulations d'un manipulateur flexible noniinéaire à un degré de liberté. Pour 
ce faire, ils définissent une fonction de glissement formée par les erreurs de suivi des 
articulations et les variable d'état de déformation. Cette fonction de glissement est telle 
qu'en négligeant certains termes quadratiques de vitesse, la loi de commande utilisée pour 
stabiliser la fonction de glissement assure du même coup la stabilité de l'erreur de suivi et 
de la déformation. Évidemment, l'avantage de cette approche est la robustesse par 
rapport aux perturbations reproductibles causées par les incertitudes du modèle. De façon 
similaire, Alunni et al. (1991) utilisent une commande par mode de glissement pour 
assurer le suivi de trajectoires des articulations d'un manipulateur comportant un membre 
rigide et un membre flexible. Cependant, ces auteurs négligent complètement la 
dynamique associée aux forces centrifuges et de Coriolis. Dans un autre ordre d'idée, 
Nathan et Singh (1991) définissent une fonction de glissement formée seulement par les 
erreurs de suivi des articulations. Avec cette approche, ils assurent le suivi de la 
trajectoire des articulations sans se préoccuper de la déformation. Puis, lorsque la 
trajectoire désirée constante est atteinte, les auteurs proposent d'ajouter une commande 
qui stabilise la déformation sans perturber la position des articulations. Les désavantages 
de cette approche sont les suivants: la trajectoire désirée des articulations doit tendre vers 
une constante lorsque le temps tend vers l'infini et la déformation des membres n'est pas 
atténuée durant la première phase de l'algorithme de commande. 
1.1.3 Suivi de trajectoires dans l'espace de travail 
Le problème de suivi de trajectoires dans l'espace de travail consiste à définir une loi de 
commande de façon a ce que l'outil du manipulateur suive une trajectoire désirée. Pour 
les manipulateurs flexibles, cette loi de commande doit en même temps garantir que la 
déformation est bornée durant le suivi. 
Pour ies manipulateurs rigides, le suivi dans l'espace de travail est équivalent au suivi dans 
I'espace des articulations à condition que la cinématique soit non singulière. En effet, il 
s'agit d'utiliser la cinématique inverse pour transformer la trajectoire désirée de I'espace de 
travail à l'espace des artidations. On peut dors considérer une commande qui assure le 
suivi de la trajectoire désirée des articulations. Pour les manipulateurs flexibles, le 
problème est Mirent  puisque l'espace des articulations et l'espace de travail sont non 
seulement liés par une transformation cinématique mais également par la dynamique de la 
déformation. Pour éviter cette relation dynamique, on définit généralement un ensemble 
de variables qui sont liées à l'espace de travail seulement par une relation cinématique. Si 
l'on suppose que la déformation des membres est faible, ces variables que nous désignons 
pour l'instant par articulations virtuelles sont une combinaison linéaire des variables 
d'articulations et des variables de déformation (Asada et Tokumaru, 1990 ; Wang et 
Vidyasagar, 199 la  ; Zhao et Chen, 1993 ; Lucibello et Di Benedetto, 1993). Ainsi, le 
suivi dans l'espace de travail est équivalent au suivi dans l'espace des articulations 
virtuelles à condition que la cinématique inverse qui lie ces espaces existe. 
1.1.3.1 Inversion du modèle dynamique 
Une première approche pour effectuer un suivi de trajectoires consiste à utiliser l'inverse 
du modèle dynamique comme élément clé d'une loi de commande linéaire. Même si cette 
approche est intuitivement correcte, il n'en demeure pas moins que dans ce cas, la stabilité 
asymptotique de I'erreur de suivi peut être cificile à démontrer. En plus de cela, parce 
que les actionneurs et les capteurs utilisés pour mesurer la déformation ne sont pas 
localisés aux mêmes endroits le système est à non-minimum de phase (Isidori, 1989). 
L'inverse de la dynamique du système est par conséquent instable. 
Pour contourner cette difliculté, Bayo (1988) propose d'inverser le modèle dynamique 
d'un manipulateur flexible à l'aide d'une méthode fiéquentielle itérative. Quoique générale, 
cette méthode est très exigeante au point de vue des calculs. Pour Asada et Tokumaru 
(1990) le modèle inverse d'un manipulateur planaire peut être obtenu de façon 
approximative en exprimant la dynamique par rapport aux articulations virtuelles. Ils 
démontrent alors que chaque entrée du système peut être obtenue de façon indépendante. 
Suite à cela, Kwon et Book (1990) proposent une solution temporelle pour inverser le 
modèle dynamique linéaire d'un manipulateur flexible à un degré de liberté. Cette 
méthode consiste d'abord à transformer le système de façon à séparer les parties stable et 
instable, puis, à intégrer la partie stable de façon causale en partant de la condition initiale 
et la partie instable de façon anticausale en partant de la condition finale. Xia et Menq 
(1993) utilisent également cette approche, de façon approximative, pour réaliser un suivi 
de trajectoires dans l'espace de travail d'un manipulateur composé de deux membres 
flexibles. Récemment, Chen (1993) propose une généralisation de la méthode de Kwon et 
Book (1990) pour une classe de systèmes nonlinéaires à non-minimum de phase. Se 
basant sur le principe de linéarisation par retour d'état, Chen (1993) démontre que 
l'inverse du système peut être obtenu en solutionnant un problème de conditions aux 
limites associé à la dynamique non-observable du système. I1 obtient la solution de cette 
équation de façon itérative en cherchant la solution du système linéarisé autour de la 
solution obtenue a l'étape précédente. Quoique générale, cette approche soufie de 
plusieurs inconvénients. D'abord, il n'existe aucune étude de convergence de la procédure 
itérative. Puis, la méthode est valable seulement si la trajectoire désirée de sorties 
converge vers zéro lorsque le temps converge vers l'infini. Enfin, les calculs mis en cause 
à chaque itération sont extrêmement laborieux. Malgré cela, Zhao et Chen (1993) 
utilisent cette approche pour obtenir un suivi de trajectoires dans l'espace des 
articulations virtuelles d'un manipulateur comportant deux membres flexibles. Les 
résultats qu'ils obtiennent sont très intéressants mais il n'y a aucune preuve de stabilité de 
l'erreur de suivi. 
1.1.3.2 Linéarisation par retour d'état 
En utilisant une linéarisation par retour d'état, Shgh et Schy (1986) démontrent que la 
stabilité asymptotique de l'erreur de suivi et de la déformation peut être assurée pour une 
classe de manipulateurs flexibles si on considère que le manipulateur est muni d'un 
actionneur pouvant agir directement sur l'outil. Évidement, cette considération n'est pas 
réalisable. Par ailleurs, De Luca et Siciliano (1 989) ainsi que Madhavan et Singh ( 1 99 1 ) 
étudient le problème de la stabilité de la dynamique des zéros (i.e. la traduction littérale 
de "zero dynamics") par rapport au choix des variables à linéariser. Lorsque les variables 
choisies sont les articulations vimieiles, la dynamique des zéros est instable. Le suivi de 
trajectoires des articulations vïrtutelles engendre alors une dynamique non observable non 
bomée. D'un autre côte, si les variabIes a iinéariser sont les articulations, le suivi de 
trajectoires des articulations engendre une dynamique non-observable bornée. Les 
auteurs suggerent donc de f&e un compromis entre ces deux choix de façon à ce que la 
dynamique des zéros soit à la limite de la stabilité. Le suivi dans I'espace des articulations 
virtuelles peut alors être approxirné tout en garantissant une dynamique non-observable 
bomée. Dans le même ordre d'idées, Yin (1993) applique ce principe pour obtenir un 
suivi de trajectoires directement dans l'espace de travail sans avoir recours à l'espace des 
articulations virtuelles. Évidement, le problème avec ce type d'approche vient de ce que le 
suivi n'est pas exact. Pour surmonter ce problème, Lucibello et Di Benedetto (1993) 
proposent une approche ayant pour but d'obtenir un suivi exact de la trajectoire de sorties 
(articulations wtuelies) tout en garantissant une dynamique non observable bomée. Cette 
approche consiste d'abord a trouver une trajectoire de déformation désirée bomée 
correspondant à la trajectoire désirée des articulations vutuelles. Ensuite, l'approche 
consiste à appliquer une première loi de commande qui linéarise la dynamique du système 
par rapport à l'espace des articulations virtuelles et une seconde loi de commande qui 
stabilise localement la dynamique des erreurs de suivi des articulations virtuelles et de 
déformation. Cette approche pennet ainsi d'assurer la stabilité asymptotique locale de 
I'eneur de suivi des articulations virtuelles ainsi qu'une déformation bornée. En fait, dans 
ce cas, la recherche d'une trajectoire désirée de déformation correspondant à la trajectoire 
désirée des articulations virtuelles équivaut à trouver l'inverse du modèle dynamique du 
système. À cet effet, Lucibelio et Di Benedetto (1993) et Lucibello (1989) proposent 
plusieurs méthodes. Bien qu'intéressantes, ces méthodes ne s'appliquent qu'à des 
manipulateurs et des trajectoires spécifiques. Récemment, une approche pour rendre la 
stabilité de l'erreur de suivi robuste par rapport à des incertitudes pararnétnques a été 
proposée. Cette approche est basée sur I'hypothèse que l'incertitude des paramètres du 
système est relativement faible de sorte que l'erreur de suivi demeure bomée. Un 
mécanisme d'estimation des paramètres est alors ajouté pour permettre une mise à jour 
continue de la loi de commande et de la trajectoire désirée de déformation (Lucibello et 
Belleza, 1996). Encore une fois, cette approche n'assure qu'une stabilité locale des 
erreurs de suivi et d'estimation et elle ne s'applique qu'à des manipulateurs et des 
trajectoires très spécifiques. 
1.1.4 Mesure et estimation des variabies d'état associés à la déformation 
Plusieurs approches utilisant la théorie de la commande nonlinéaire nécessitent la 
connaiusance de toutes les variables d'état du système. Or, les variables d'état associées à 
la déformation ne peuvent être mesurées si le modèle dynamique du manipulateur est 
obtenu à partir de la méthode des modes assumés (Book, 1984). Ces variables d'état ne 
sont en f ~ t  carrément pas des variables physiques. Les quantités mesurables sont le plus 
souvent des fonctions de ces variables d'état. Par exemple, la position de l'extrémité d'un 
membre flexible peut être mesurée à l'aide d'un capteur optique @e Luca et al., 1990 ; 
Cannon et Schitz, 1984) tandis que la déflexion peut être mesurée à i'aide de jauges de 
contraintes (Aoustin et al., 1994 ; Hadings et Book, 1987; Yuan et al., 1993). Dans ce 
contexte, les variables d'état pourront généralement être obtenues à l'aide d'un 
observateur d'état nonlinéaire. 
À cet effet, Wang et Vidyasagar (199 1 b) utilisent le principe d'observateurs nonlinéaires 
proposé par Krener et Respondek (1985). Cette approche consiste à trouver une 
transformation difféomorphe telle que la partie nonlinéaire de la dynamique transformée 
soit uniquement fonction de l'entrée et de la sortie. Un observateur linéaire peut alors être 
utilisé pour obtenir une estimation des variables d'état dans l'espace transformé. II suffit 
finalement d'utiliser la transformation pour obtenir l'estimation des variables d'état de 
déformation dans l'espace original. Une autre approche proposée par Nicosia et al. (1989) 
consiste à utiliser le p ~ c i p e  de pseudo-iinéarisation. Cette méthode est plus simple et elle 
permet d'obtenir une approximation de premier ordre de l'observateur de Krener et 
Respondek (1985). 
1.2 Problématique et méthodologie 
Comme nous l'avons déjà mentionné, le but de ce travail est de proposer une stratégie de 
commande qui assure la stabilité de l'erreur de suivi de trajectoires dans l'espace de travail 
d'une classe de manipulateurs dont le dernier membre est flexible. Cette approche doit en 
plus assurer la robustesse du système par rapport à l'incertitude de la charge. Elle doit 
également permettre une vitesse de convergence souhaitable des erreurs de suivi. 
Selon la revue de la littérature présentée à la section 1.1, nous savons que le suivi de 
trajectoires dans l'espace des articulations peut être obtenu à l'aide d'une linéarisation par 
retour d'état. La dynamique interne est dors habituellement bomée puisque le système est 
à minimum de phase. Cette stratégie n'apparaît cependant pas d'une grande utilité puisque 
l'espace de travail et l'espace des articulations sont liés par des relations cinématique et 
dynamique. La cinématique inverse seule ne peut donc seMr à transformer la trajectoire 
désirée de l'espace de travail à l'espace des articulations. Le suivi peut alors être considéré 
directement par rapport a l'espace de travail ou par rapport à un espace d'articulations 
Wtuelles défini de façon à être lié à l'espace de travail par une relation cinématique. Pour 
obtenir ce suivi, une linéarisation par retour d'état peut également être utilisée. 
Malheureusement, le système est alors à non-minimum de phase et cela implique une 
dynamique interne non bomée. Pour contourner ce problème, un suivi approximatif 
assurant la stabilité de la dynamique interne peut être obtenu si on considère une 
linéarisation par retour d'état par rapport à un compromis entre les articulations et les 
articulations virtuelles. Il est également possible d'obtenir un suivi exact qui assure la 
stabilité du système et une dynamique interne bomée. Malheureusement, cette approche 
n'assure qu'une stabilité locale et elle ne s'applique qu'à des manipulateurs et des 
trajectoires très spécifiques. 
La stratégie de commande que nous proposons concerne une classe importante de 
manipulateurs dont le dernier membre est flexible. La définition de cette classe est 
primordiale pour déduire certaines propriétés qui sont essentielles pour prouver le bon 
fonctionnement du système. L'approche que nous proposons se divise en quatres étapes: 
1. La première étape consiste à transformer la trajectoire désirée de l'espace de travail à 
l'espace des articulations virtuelles. Si on suppose que la cinématique qui lie ces deux 
espaces est non-singulière, cette transformation est fort simple. 
2. La deuxième étape consiste a transformer la trajectoire désirée de l'espace des 
articulations Wtuelles a l'espace des articulations et des variables de déformation. 
Cette transformation est, d'une certaine façon, inspirée de l'approche quasi-statique 
(PfeEer et Gebler, 1988) puisqu'eile consiste à corriger la trajectoire désirée des 
articulations de façon à tenir compte de la flexibilité de la poutre. Cependant, 
contrairement a la méthode quasi-statique, nous verrons qu'avec l'approche 
proposée, la dynamique de la flexibilité n'est pas négligée et la stabilité exponentielle 
est garantie. Pour obtenir cette transformation, une équation différentielle 
nonlinéaire et instable doit être solutionnée. La méthode d'intégration causale- 
anticausale, proposée par Kwon et Book (1994) pour inverser le modèle linéaire d'un 
manipulateur flexible, est alors utilisée de façon itérative. 
3. Cette étape consiste a définir un ensemble de lois de commande qui assure la stabilité 
des erreurs de suivi. Une première loi de commande est d'abord utilisée pour 
iinéariser le système par rapport aux artidations (partie rigide). Une seconde loi de 
commande permet ensuite de stabiliser l'erreur de suivi de la partie rigide à 
l'exception de la dernière articulation. F iement ,  une troisième loi de commande est 
définie dans le but de stabiliser l'erreur de suivi de la partie flexible incluant la 
dernière articulation. Cette stabilisation est relativement complexe pour trois raisons: 
i) une seule variable de commande est disponible pour assurer le suivi de trajectoires 
de la dernière articulation et de toutes les variables de déformation; ii) le système est 
fortement nonlinéaire et couplé avec la partie rigide; iii) si la partie nonlinéaire est 
considérée comme une perturbation, celle-ci n'est pas reproductible par rentrée. 
Notre stratégie consiste dors à utiliser, judicieusement, les propriétés du modèle, le 
théorème de passivité, l'étude de stabilité des systèmes hiérarchiques et la méthode 
des Inégalités Matricielles Linéaires (IML) pour calculer les gains du système qui 
assurent la stabilité exponentielle et une vitesse de convergence souhaitable des 
erreurs. 
4. La dernière étape consiste à modifier les lois de commande proposées à l'étape 3 de 
façon à assurer la robustesse du système face aux incertitudes de la charge. Pour 
obtenir cette robustesse, une commande adaptative indirecte est utilisée. Une étude 
de robustesse basée sur les applications gardiennes doit alors être considérée pour 
ajuster les paramètres des lois de commande de façon à assurer une dynamique 
interne robustement bornée. Un mécanisme de mise à jour de la transformation de la 
trajectoire désirée doit également être ajouté pour tenir compte des variations des 
paramètres estimés du système. 
1.3 Originalité 
Pour bien dégager les aspects de ce travail qui ont été apportés par l'auteur de ceux qui 
ont été puisés dans la Littérature, nous avons regroupé de façon succincte, toutes les 
parties du travail qui sont à notre meilleure connaissance des contributions. La liste de ces 
contributions se dresse comme suit: 
1. Plusieurs propriétés du modèle dynamique d'une classe de manipulateurs flexibles 
formés d'une chahe de corps rigides et terminés par une poutre flexible sont 
démontrées dans le second chapitre. 
2. Une méthode itérative pour transformer les trajectoires désirées de I'espace des 
articulations Whielles à I'espace des variables de déformation et des articulations est 
proposée au chapitre XII. Une étude de convergence de cette procédure itérative est 
égaiement présentée. 
3 .  Grâce aux propriétés du modèle dynamique, la limite de stabilité de la dynamique 
interne associée à une linéarisation par retour d'état par rapport à un compromis 
entre les articulations et les articulations virtuelles est obtenue par une procédure 
simplifiée. 
4. Une nouvelle approche pour assurer la stabilité des erreurs de suivi de trajectoires 
dans I'espace de travail est proposée au chapitre IV. Cette approche permet non 
seulement d'assurer la stabilité du système mais également d'obtenir un 
amortissement soufiaitable des erreurs de suivi et une minimisation du module des 
valeurs propres de la partie héaire du système. 
5 .  Une approche pour assurer la robustesse de la stabilité des erreurs par rapport à 
l'incertitude de la charge est finalement proposée au chapitre V. Cette approche 
utilise un mécanisme d'adaptation indirecte similaire a ceux utilisés pour la 
commande des manipulateurs rigides. I1 doit cependant être accompagné d'une étude 
de robustesse additionnelie qui permet d'ajuster les paramètres de la loi de commande 
de façon à assurer une dynamique interne bornée de façon robuste. 
1.4 Organisation de la thèse 
Le chapitre II est d'abord consacré à une brève description des deux principales méthodes 
de modélisation des manipulateurs flexibles: la méthode des modes assumés et celle des 
éléments finis. On y présente ensuite la définition de la classe de manipulateurs flexibles 
considérée dans cette étude et les propriétés s'y rattachant. Cette classe de manipulateurs 
est principalement caractérisée par une chaîne de corps rigides terminée par une poutre 
flexible. Un exemple de modélisation d'un manipulateur formé d'un membre rigide et d'un 
dernier membre flexible y est finalement présenté. 
Le chapitre III est consacré aux transformations de la trajectoire désirée de l'espace de 
travail à l'espace des articulations virtuelles puis de l'espace des articulations virtuelles à 
celui des articulations et des variables de déformation. Parce que les espaces de travail et 
des articulations des manipulateurs flexibles sont liés par des relations cinématique et 
dynamique, les articuiations Whieiîes sont d'abord définies de façon à être liées à l'espace 
de travail par une simple relation cinématique. Une première transformation de l'espace de 
travail à I'espace des articulation virtuelles est alors obtenue a partir de la cinématique du 
système. La deuxième transformation, de I'espace des articulations Whieiies a celui des 
articulations et des variables de déformation, est ensuite obtenue en solutionnant une 
équation différentielle nonlinéaire et instable. La solution de cette équation est d'abord 
approximée à l'aide de la méthode quasi-statique. Elle est ensuite obtenue de façon exacte 
grâce a une procédure itérative proposée. Une analyse de convergence de cette procédure 
itérative y est également présentée. Le chapitre se tennine enfin par un exemple de 
transformation de trajectoire désirée. 
Le chapitre IV est d'abord consacré à la linéarisation par retour d'état et a la stabilité de la 
dynamique interne du système. Le dilemme entre la précision du suivi de trajectoires 
dans l'espace des articulations Wtueiles et la stabilité de la dynamique interne du système 
y est d'abord souligné. La simulation d'une loi de commande qui Iinéarise le système par 
rapport a un compromis entre les articulations réelles et virtuelles y est ensuite présentée. 
Le reste du chapitre est consacré à la structure de commande proposée. Cette structure 
de commande consiste en une héarisation par retour d'état par rapport aux miculations 
suivie de deux lois de commande linéaires invariantes. Une étude de stabiIité basée sur le 
théorème de passivité et sur la stabilité des systèmes hiérarchiques permet alors de 
prouver l'existence d'un ensemble de gains qui stabilisent les erreurs de suivi dans l'espace 
des articulations, des variables de déformation et des articulations virtuelles. Une 
formulation du problème sous forme d'Inégalité Matricielle Linéaire (IML) permet ensuite 
de trouver les gains des lois de commande qui optimisent le temps de réponse du système 
et qui minimisent i'amplitude des valeurs propres de la partie linéaire du système. Des 
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simulations de l'approche proposée y sont également présentées et comparées de façon à 
en évaluer les performances. 
Le chapitre V est finalement consacré a la robustific ation d es lois de commande 
présentées au chapitre IV. La robustification de la iinéarisation par retour d'état par 
rapport à un compromis entre les articuiations réelles et virtuelles, est d'abord basée sur le 
principe d'une loi de commande adaptative indirecte. Elle nécessite cependant une étude 
de robustesse supplémentaire qui permet d'ajuster les gains de la loi de commande de 
façon à assurer la stabilité de la dynamique interne du système. Cette étude est 
principalement basée sur le principe des applications gardiennes et semi-gardiennes. Une 
simulation de cette loi de commande est ensuite présentée dans le but d'en évaluer les 
performances. La robustification de la svucture de commande proposée est ensuite 
développée. La loi de commande est une fois de plus basée sur une adaptation indirecte et 
nécessite une étude de robustesse additionnelle basée sur le principe des applications 
gardiennes. Un mécanisme utilisé pour réévduer la trajectoire désirée selon i'évolution 
des paramètre estimés y est également présenté. Ce mécanisme permet d'assurer une 
convergence vers zéro des erreurs de suivi. Le chapitre se termine finalement par des 
simulations qui permettent d'évaluer et de comparer les performances du système de 
commande proposé. 
CEUPITRE LI 
MODÉLISATION DES MANIPULA'IXURS FLEXIBLES 
2.1 Introduction 
Lorsque l'on désire commander un système dynamique, il faut tout d'abord obtenir son 
modèle mathématique. A cause de la flexibilité de leurs membres, les manipulateurs 
flexibles sont des systèmes qui peuvent être modélisés de façon exacte par i'entremise 
d'équations aux dérivées partielles (Benati et Morro, 1994; Piedboeuf. 1989). Mais parce 
que la plupart des algorithmes de commande sont développés pour des systèmes 
comportant uniquement des équations différentielles ordinaires, il existe plusieurs 
méthodes d'approximation utilisées pour modéliser les manipulateurs flexibles. Parmi ces 
méthodes, la modélisation par éléments finis (Meirovitch, 1975; Theodore et Ghasal, 
1995) et la modélisation à l'aide des modes assumés (Book, 1984 ; Piedboeuf, 1992) sont 
sans aucun doute les plus populaires. Souvent, lorsque la modélisation est obtenue dans 
un objectif de commande, on utilise la méthode des modes assumés. En effet, malgré que 
cette approche soit difficilement applicable sur des manipulateurs constitués de plusieurs 
membres flexibles agencés de façon complexe, elle permet d'obtenir des modèles 
relativement précis et peu coûteux au point de vue du temps de calcul. En contrepartie, la 
méthode des éléments finis peut offrir une très grande précision pour la modélisation de 
manipulateurs extrêmement complexes. Les modèles obtenus sont cependant très coûteux 
au niveau du temps de calcul (Kopacek et al., 1988 ; Hohenbichler et al.. 1988). 
Étant donné que cette thèse ne vise pas essentiellement la modélisation des manipulateurs 
flexibles, ce chapitre n'a pas comme objectif de présenter une description complète et 
exhaustive de ce sujet. Il se veut cependant d'un grand intérêt pour bien définir la classe 
de manipulateurs flexibles considérée dans cette étude et les propriétés du modèle 
dynamique s'y rattachant. Dans cette optique, les deux premières sections seront 
consacrées a une brève description de la modélisation par la méthode des modes assumés 
et par la méthode des éléments finis. A la section suivante, la classe de manipulateurs 
flexibles considérée dans cette étude sera décrite. Plusieurs propriétés spécifiques à cette 
classe seront ensuite démontrées en regard avec les hypothèses de modélisation. 
Finalement, le chapitre se terminera par un exemple de modélisation d'un manipulateur 
formé d'un membre rigide et d'un membre flexible. 
2.2 Méthode des modes assumés 
La méthode des modes assumés (Book, 1984 ; Piedboeuf, 1992) est basée sur l'hypothèse 
que la déformation de chaque membre flexible peut être modélisée par une somme de 
coordonnées généralisées ne dépendant que du temps pondérées par des fonctions de 
forme ne dépendant que de l'espace. Selon cette hypothèse, le modèle dynamique du 
système peut être obtenu en utilisant la méthode de Lagrange. Cette méthode consiste à 
calculer les énergies cinétique et potentielle et à remplacer leurs expressions dans 
l'équation dEuler-Lagrange. Le principal avantage de cette approche est qu'elle n'exige 
pas que les fonctions de forme solutionnent l'équation différentielle et les conditions aux 
frontières naturelles associées aux membrures flexibles (Moroveich, 1967). En effet, d'une 
part le théorème d'expansion modale nous indique que les fonctions propres du système 
flexible peuvent être exprimées sous la forme d'une somme de fonctions orthogonales 
quelconques. D'autre part, les conditions aux frontières naturelles des membrures flexibles 
sont implicitement respectées lors du calcul des énergies. Les fonctions de forme doivent 
donc être au moins admissibles: elles doivent respecter les conditions aux frontières 
géométriques. Par le fait même les fonctions de forme sont beaucoup moins difficiles à 
obtenir que les fonctions propres. Eues ont en plus l'avantage de respecter certaines 
propriétés d'orthogonalités qui simplifient le modèle dynamique obtenu. Malgré cela, la 
principale dificulté de cette méthode est d'obtenir les fonctions de forme admissibles qui 
respectent exactement les conditions aux ffontières géométriques. Pour cette raison, il 
existe plusieurs choix de fonctions de forme approximatives. Ces différentes catégories de 
fonctions sont principalement caractérisées par leurs conditions aux frontières simplifiées. 
À titre d'exemple, les f d o n s  de forme de type poutre encastrée-libre sans charge 
(Piedboeuf, 1989) sont des plus utilisées à cause de leur grande simplicité. Ces dernières 
sont en fait les fonctions propres d'une poutre d'Euler-Bernoulli encastrée à une extrémité 
et libre à l'autre. Une variante de ces fonctions de forme, qui sont aussi très populaire, 
sont ceiles de type poutre encastrée-charge (Piedboeuf, 1989). Ces dernières sont les 
fonctions propres d'une poutre d'Euler-Bernoulli encastrée à une extrémité et munie d'une 
charge à l'autre extrémité. Ces fonctions de forme sont relativement précises lorsque 
I'inertie du pivot1 du membre flexible est beaucoup plus grande que I'inertie du membre 
sans le pivot. Cette particularité survient habituellement lorsque les actionneurs sont 
munis de réducteurs harmoniques. En effet dans ce cas, I'inertie du pivot transformé du 
côté basse vitesse est approximativement égale à I'inertie du rotor de I'actiomeur divisé 
par le carré de la réduction. Parce que les engrenages harmoniques ofient généralement 
des réductions de l'ordre de 1/50 a 1/200, l'inertie du pivot transformée du côté basse 
vitesse peut être très élevée. L'approximation peut donc être relativement valable. Les 
fonctions propres d'une poutre d'Euier-Bemouili attachée aux deux extrémités peuvent 
également servir de fonctions de forme. Elles offrent l'avantage de simplifier l'inversion du 
modèle dynamique du manipulateur (Assada et Tokumam, 1990). 
Lorsque les membres flexibles sont munis d'actionneurs rotoïdes, les fonctions de forme 
énumérées jusqu'à présent ne tiennent pas compte du pivotement de la base du membre. 
Pour tenir compte de cet aspect, qui prend toute son importance lorsque les actiomeurs 
sont à entraînement direct, les fonctions de forme de type pseudo-encastre et pseudo- 
attaché peuvent être utilisées (Beilezza et al., 1990 ; Piedboeuf. 1989). En plus de tenir 
compte du pivotement de la base, ces fonctions de forme tiennent compte de la charge. 
Eues permettent également de démontrer l'invariance des fonctions de forme par rapport 
au choix des repères utiiisés pour la modélisation. Ces fonctions de forme ont d'ailleurs 
été validées de façon expérimentale par plusieurs auteurs (Bellezza et al., 1990 ; De Luca 
et al., 1990). 
2.3 Modélisation par éléments finis 
La modélisation par éléments finis (Meirovitch, 1975; Theodore et Ghasal, 1995) est 
basée sur une discrétisation spatiale des membres flexibles. Tout comme la méthode des 
modes assumés, cette discrétisation fait ressortir la déformation des membres comme une 
somme de coordonnées généralisées pondérées par des fonctions de forme. Les fonctions 
de forme et les coordonnées généralisées sont cependant de nature très différentes. En 
effet les fonctions de forme servent d'interpolation entre les différents noeuds de la 
discrétisation de chacun des membres tandis que les coordonnées généralisées servent à 
caractériser le déplacement et i'onentation de chaque noeud. Avec la méthode des modes 
assumés, les fonctions de forme sont plutôt définies pour toute la longueur de chaque 
membre et les coordonnées généralisées servent seulement à pondérer les différentes 
fonctions de forme. En général, on associe six coordomees généralisées pour chaque 
noeud de la discrétisation: trois pour la translation et trois pour la rotation. Les fonctions 
de forme sont alors définies pour assurer la continuité spatiale et I'équihbre des forces aux 
noeuds de discrétisation. Dans la majorité des cas, des polynômes sont utilisés comme 
fonctions de forme (Meirovitch, 1975). Une fois que les fonctions de forme sont 
correctement définies, les énergies cinétique et potentielle peuvent être calculées de la 
même façon que pour la méthode des modes assumés. il s'agit alors d'appliquer l'équation 
d'Euler-Lagrange pour obtenir le modèle dynamique du système. Mise à part la définition 
des fondons de forme et des coordonnées généralisées, la méthode des éléments finis est 
donc tout à fait similaire à celle des modes assumés. L'avantage de cette approche, 
comparée à la méthode des modes assumés, est que le choix des fonctions de forme n'est 
pas lié à la géométrie des membres et a leur agencement. On peut par conséquent 
modéliser des manipulateurs très complexes par une procédure relativement simple et 
unifiée. D'un autre côté, le désavantage, qui devient extrêmement important lorsque la 
modélisation est obtenue dans un objectif de commande, est que pour obtenir une 
précision comparable, la méthode des éIéments finis exige la plupart du temps une 
quantité plus importante de coordonnées généralisées. Elle n'a pas non plus l'avantage 
associé à la propriété d'orthogonalité des fonctions de forme. Le modèle dynamique 
obtenu avec cette approche est donc souvent beaucoup plus complexe que celui obtenu 
avec la méthode des modes assumés (Kopacek et al., 1988 ; Hohenbichler et al., 1988). Il 
est toute fois possible d'allier plusieurs avantages de la méthode des éléments finis et de la 
méthode des modes assumés. Il s'agit pour cela de discrétiser les membres flexibles par 
éléments finis en considérant des fonctions d'interpolation cubiques. Le nombre de 
coordonnées généralisées utilisées pour décrire le mouvement de chaque noeud peut alors 
être divisé par deux si on impose la continuité des fonctions d'interpolation de leurs 
dérivées premières et de leurs dérivées secondes (Dancose et al., 1989). 
2.4 Classe de manipulateurs flexibles 
L'étude présentée dans cette thèse est valide pour une classe de systèmes formés de deux 
parties: une chaine de p corps rigides d'une part et une poutre flexible comportant une 
charge à son extrémité d'autre part. Comme l'indique la figure 2.1 les corps @-1) et p de 
la partie rigide sont Liés par une articulation rotoïde. Cette articulation est fixée sur le 
corps @- 1 ) d'une part et au centre de masse du corps p d'autre part. Puis, l'extrémité sans 
charge de la poutre flexible est également fixée au centre de masse du corps p. 
Partie rigide Partie flexible .......................................................................................................................................................................... 
déformation 
articulation 
corps p-1 Co'ps p 
Figure 2.1 Classe de systèmes mécaniques. 
Dans les sections qui suivent, nous verrons que cette classe de systèmes est 
particulièrement intéressante parce que la dynamique de la partie flexible respecte 
plusieurs propriétés qui facilitent le contrôle. Ces propriétés ne sont malheureusement pas 
vérifiées si on considère une classe de systèmes différente de celle décrite dans cette 
seaion (i-e. systèmes comportant un ou plusieurs corps flexibles qui ne sont pas 
nécessairement situés à l'extrémité de la chake). D'auîre part, le fait de considérer le 
dernier corps comme flexible est intuitivement justifiable puisque c'est lui qui comporte la 
plus petite charge à son extrémité. Il peut donc être fabriqué de façon plus délicate et à 
partir de matériaux plus légers. En fait, la plupart des manipulateurs, qu'ils soient flexibles 
ou rigides, comportent des membres plus délicats à leurs extrémités. Même les humains 
sont dotés de cette caractéristique. 
Cette classe de systèmes mécaniques peut non seulement inclure la plupart des 
manipulateurs dont le dernier membre est flexible mais également d'autres types de 
systèmes mécaniques tels que: 
1. un manipulateur dont le dernier membre est flexible combiné a une base mobile; 
2. un véhicule spatial combiné à un manipulateur dont le dernier membre est flexible. 
2.4.1 Hypothèse de modélisation 
Pour permettre une meilleure caractérisation de la classe de systèmes considérée, nous 
allons maintenant énumérer les hypothèses de modélisation des parties rigide et flexible 
du système. 
Hypothèse 2.1 : Tartes les contraintes mécaniques de la pmtie rigide sont honolomes. 
Hypothèse 2.2: Un actionneur muni d'unfrottement visqueux est associé à chacune des 
n, Coordonnées Généralisées de la partie Rigide (CGR)2. 
Hypothèse 2.3: La masse par unité de longueur de la poutre flexible (p) est constante 
et le modèle de la p m e  reqecte les hypothèses d'Euler-Bemtou[i: i) les sections 
restent plmes et peqpendiiculaires a ['me neutre; ii) le cisaillement di a l'effort 
tranchant est négligeablee; zzij l'inertie de rotation dune section est négligeable. 
Hypothèse 2.4: Seule la flexbiiité &ns le plm orthogod a l'me de l'articulation 
rotoide liant les tops p et p 1 est considérée. 
Hypothèse 2.5: La flexibilité peut être approxime pin- une somme de nefonctions de 
fonne d é p e h t  uniquement de l'espace pondérées p m  des Coordonnées Généralisées 
Flexibles (CGF)' d é p e h t  uniquement atr temps. Les f ~ i o n s  de fonne ainsi que 
leurs dérivées première et seconde doivent en plus être linéairement i n d e p e h t e s  entre 
elles. 
Hypothèse 2.6: L 'amortissement interne de la poutre flexible respecte le modèle de 
Voigt-Kelvin (Piedboeu- 1989) de sorte qu'il prenne la fume dfrn frottement linéaire 
invarimt proportionnel aux vitesses des CGF. 
2 ~ a n s  un contcxtt dc robotique. Ics CGR sont simplanan les dculations du manipulauur. Par annrr. daas un camxh plus gknéral, 
a aamyme peut daigner autre chose qu'unc articulation 
3~ CGF sont Ics cootdornria gtnallùtts qui xrvcnt à d b c r  Pivolution de la Moimation de la poutre flexibtc par rapport au 
ttmps 
Hypothèse 2.7: La défornation de la poutre est faible de sorte que i) la cinématique de 
la &formation est appronmée à l'ordre un et ii) l'énergie cinétique associée aux 
termes qu&atiques & Pem'bilité est négligeable lors clIr calcul des tennes centrrfges 
de Coriolis et de rigdte. 
Hypothèse 2.8 : Le centre de masse de la charge est fixé à l'extrémité libre de la p i t r e  
flexible. 
Remarque 2.1 : La plupart des mrta»s négligent l'énergie cinétique associée awc tennes 
quadratiques de déjomatzon lors de la modélisution a5i manipulateur flexible. Cette 
qproximation engenrlie un problème important: la matrice de masse n'esr pas toujours 
&finie positive. Pour éviter ce problème. il s'agrt de négliger les termes pidatiques de 
déformation uniquement pour le calcul des tennes centrfiges, de Coriolis et de rigidité. 
Cette particularité est soulignée par I'hypothese 2.7 qui sous-entend. que les tennes 
quadratiques de défornation ne sont pas négligés pour le calcul de b matrice de masse. 
m 
L 
D'autres auteurs ont défini des classes de systèmes mécaniques similaires à celle-ci. Par 
exemple, Wang et Vidyasagar (199 1 a) ont défini une classe de manipulateurs comportant 
trois articulations et un dernier membre flexible. La grande différence entre la classe 
définie par ces auteurs et la nôtre réside principalement dans l'hypothèse de flexibilité du 
demier membre. En effet, pour éviter que le dernier membre ne se déforme sous i'effet de 
la gravité, ils supposent que la flexibilité se situe dans le plan orthogonal à I'axe de 
rotation de la première articulation plutôt que dans celui qui est orthogonal B i'axe de la 
demière articulation. ils supposent également que le manipulateur comporte au plus trois 
articulations et que ses deux derniers membres forment un plan horizontal. Dans notre 
cas, il n l  a pas de restriction sur le nombre d'articulations ni sur l'agencement des 
membres rigides entre eux. 
Voyons maintenant comment cette classe de systèmes peut être modélisée. Selon 
l'hypothèse 2.5, la déformation du membre flexible peut s'exprimer sous la forme 
ou 4, est la fonction de forme associée à la CGF q ,  et ne est le nombre de CGF considéré. 
Les hypothèses 2.1 et 2.5 nous permettent ainsi d'utiliser la méthode des modes assumés 
ou la méthode des éléments finis pour obtenir le modèle dynamique du système. II suffit 
pour cela de choisir des fonctions de forme appropriées, de calculer les énergies du 
système et d'appliquer l'équation d'Euler-Lagrange pour chaque coordonnée généralisée. 
Selon les hypothèses 2.2 et 2.6, le modèle dynamique est par conséquent obtenu en 
développant les relations suivantes: 
où L est le Lagrangien, q, est la CGR et f, ainsi que f, sont respectivement les 
coefficients de frottement associés aux vitesses des CGR et des CGF. Finalement, T, est 
la iième force généralisée de la partie rigide. Le développement des relations (2.2) et (2.3) 
nous conduit à un modèle dynamique de la forme suivante (Yuan et al., 1993; Theodore 
T 
oii q = [q, - - . q, q, ...cl, ] est le vecteur des coordonnées généralisées, M est la matrice 
des inerties, V est la matrice des forces centrifuges et de Coriolis, F = ding(F, F,), Fr est 
la matrice des forces de fiottement de la partie rigide qui est diagonale non négative, F, 
est la matrice des forces de fiottement de la partie flexible, K = diag(O,, , K,), K, est la 
matrice de rigidité, G est le vecteur des forces de gravité et Br = [1 O] est une matrice 
qui caractérise le couplage entre les actionneurs et la dynamique. De façon plus 
spécifique, la dynamique peut être réexprimée en une partie rigide et une partie flexible 
de la façon suivante: 
Mr(q)4r +Mm(q)qe +Y,(q*B)dr +Vm(q,B)Ie + 4 4 r  +Gr(q) =' ( 2 . 9  
Mn (qMr + +M,)9* + V, (4, 414, + Y.  ( 4 3  414, + F.B. + K s q e  + Ge (4) = Q (2.6) 
où les indices re et er indiquent le couplage entre la dynamique de la partie rigide et celle 
de la partie flexible. Finalement, la dynamique de la partie flexible donnée par la relation 
(2.6) peut être réécrite sous la forme suivante: 
' M L ( ~ ) ' C + ' M : ( ~ ' ~ ~  +Me (q)¶e+'V,(q,B)1qr+2V,(q,f 1' Br + V ,  (q14)9, 
+c4, +K,% +G,(q) = 0 (2.7) 
ou Iq, est le vecteur des n,-l premières CGR, 2qr est la dernière CGR qui est en fait 
l'articulation rotoïde qui lie les deux derniers corps de la partie rigide, 'M, est une 
matrice formée des nr-1 premières lignes de la matrice Mm , 'Mm est la dernière ligne de 
1 la matrice Mm , V, est une matrice formée des n;l premières colonnes de la matrice 
V _  et 'Y, est la demière colonne de la matrice V,, . 
2.4.2 Propriétés du modèle 
De façon générale, le modèle dynamique décrit par la relation (2.4) respecte les propriétés 
suivantes. 
Propriété 2.1 : La matrice M(q) est symétrique et definie positive. 
Propriété 2.2: Les matrices M,(q) et M,(q) sont symétriques et définies positives. 
Propriété 2.3: Si on definit la matrice 
alors. les matrices H o ,  HL@ et HE(@ sont symétrrtrrques et (IIéflnies positives. 
Propriété 2.4: La matrice Ke est symétrique et dé!nie positive. 
Preuve des propriétés 2.1 à 2.4: La propriété 2.1 découle de ce que l'énergie cinétique 
est une forme quadratique des dérivées des CGR et des CGF et de ce que l'énergie 
potentielle dépend seulement des CGR et des CGF (Spong et Vidyasagar, 1989, p. 141). 
Passons aux propriétés 2.2 et 2.3. D'abord, la symétrie et la positivité de Mr(q) et de 
Me@) sont une conséquence directe de celies de M(q) (Golub et Van Loan, 1989). Puis, 
de la même façon, la symétrie et la positivité de H(q) sont une conséquence directe de 
celles de M(q) et la symétrie et la positivité des matrices Hr(q) et H,(q) sont une 
conséquence directe de celles de H(q). Considérons maintenant la Propriété 2.4. Au 
paragraphe 2.4.2.1, nous verrons que les éléments de la matrice de rigidité Re sont donnés 
Par 
kU = EI, &b, " w o ,  " ( x W  
K, est donc syrnéîrique. Puis, parce que selon l'hypothèse 2.6, les dérivées secondes des 
fonctions de forme sont linéairement indépendantes entre elles, Ke est définie positive 
(Chen, 1984, p. 171). - 
Dans un contexte moins général pour lequel on suppose que toutes les hypothèses 2.1 à 
2.8 s o a  vérifiées, il est possible de faire ressortir plusieurs autres propriétés associées à 
la partie flexible du modèle dynamique donnée par la relation (2.7). Pour ce faire, 
trouvons d'abord le modèle dynamique associé à cette partie de la dynamique du système. 
2.4.2.1 Modélisation de la partie flexible 
Sachant que le Lagrangien du système peut s'exprimer sous la forme suivante: 
P 
où L, est le Lagrangien du corps rigide et Le est le Lagrangien de la poutre flexible, 
il est clair que L, est indépendant de qe et de & .  Par conséquent, la relation (2.3) peut 
être réexprimée de la façon suivante: 
i = l... 
- 
où Le = K g  - Ue , K g  et Ue sont respectivement l'énergie cinétique et l'énergie potentielle 
de la poutre flexible. Nous nous référons maintenant à la figure 2.2 pour obtenir les 
énergies cinétique et potentielle de la poutre. Selon les hypothèses 2.3 et 2.8, l'énergie 
cinétique de la poutre flexible est donnée par 
où Ove(x,)  est la vitesse de l'origine du repère (e) par rapport au repère {O)  en fonction 
de x, @C2,(xP) est la mesure relative au repère (e} de la vitesse anguiaire du repère (e) 
par rapport au repère ( O }  en fonction de x ,  p est la masse par unité de longueur de la 
poutre flexibIe, 1 est sa longueur et m, ainsi que 1' sont respectivement la masse et la 
matrice d'inertie de la charge. 
. . .  CI' "..... 
repère inemel -.. 
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Figure 2.2 Cinématique de la poutre flexible. 
En observant la figure 2.2, nous obtenons les relations cinématiques suivantes: 
O ~ e ( ~ p ) = O P p l + ~ i  OR "w,) ( 2 .  IO) 
0 v e ( x P )  = z[O~p-i+p-~~ d P - ~ ( x p ) ~ O ~ p I + p ~  P-JPe(~pbp-PR '-%e(xp) 
où Op,, est la position de l'origine du repère ( p l )  exprimée dans le repère (O), O p ,  ( x , )  
est la position de I'origine du repère {e) exprimée dans le repère {O} en fonaion de x, 
P-1 
T 
p e ( x p )  = [c2xP - s 2 p ( x P )  s2xp + c 2 ~ ( x p )  O] est la position de l'origine du repère 
(e) exprimée dans le repère @-1) en fonction de x,, y@,) est la déformation de la poutre 
O en fonction de x,, c2 = ~os(~q,) ,  s2 = sin('q,), et ,, R est la matrice de rotation servant 
à projeter un vecteur exprimé dans le repère @-l } dans le repère ( O } .  Ensuite, en 
utilisant une propriété des vitesses angulaires (Craig, 1989, p. l63), nous obtenons 
O 
va ( ~ ~ l = ~ v ~ ~  + ) p ~ ~  P - ~ e  ( x p  b p - ; R  P-'A ( x , )  
%(xp )=p-~~[yl + 4 p l ~ p - I )  ( x ,  )] 
" - l C l p ,  ainsi que plvp-, sont respectivement les mesures relatives au repère @-1)  des 
vitesses angulaire et linéaire du repère @-1) par rapport au repère ( O }  et J,('q,.) ainsi 
que J&) sont respectivement les matrices jacobiennes associées aux vitesses linéaire 
et angulaire P ' ~ p - l  et "R,, . De façon similaire, nous obtenons 
e n ,  ( x , )  = ( 2 ~ , .  + fi' (X, ) ) î . + p - f ~ ~  ( X p ) p - l  
'WX,) = (*q,. + fii ( ~ , ) ) t + p - f ~ ~  ( x ) J , ( ' ~ , . )  '4,. (2.12) 
où (.)' indique la dérivée partielie par rapport à xp et où p>(xp) est la matrice de rotation 
servant à projeter un vecteur exprimé dans le repère {e} dans le repère @- I } en fonction 
de x,. Selon l'hypothèse 2.7, cette matrice de rotation est approximée par 
En remplaçant (2.11) et (2.12) dans (2.9) et en utilisant la relation (2. l ) ,  nous obtenons 
l'énergie cinétique de la poutre flexible qui est donnée par la relation suivante: 
1 "r 5 
+? X  me,, - Qb. tom, (0)qe,qef [( ~ , ~ ~ , + ~ q . ) ~  + ((cJ, + s2 J , ) ~ # . ) ~ ]  
t=I ,=1 
t=I ,=1 
où Ko est une partie de l'énergie cinétique qui est indépendante de qe et de qe,, 
=Jv(Iqr),  [ J .  J: J:S = J&), d iag (~ , ,~J J=~ , ,  
Pour plus de détails concernant le calcul de l'énergie cinétique, le lecteur peut consulter 
l'annexe A. En se référant une fois de plus à la figure 2.2, nous obtenons l'énergie 
potentieiie de la poutre flexible qui est donnée par 
où U,, est l'énergie potentielle de référence, E est le module d'élasticité de Young de la 
poutre, I, est le moment d'aire d'une section de la poutre et g est le vecteur de gravité 
exprimé dans le repere(0). En remplaçant (2.10) et (2.1) dans (2.1 7), on obtient 
où Uo est une partie de l'énergie potentielle qui est indépendante de qe et 
k, = ma /j, " (x)4JJ " (x W .  (2.19) 
En remplaçant (2.13) et (2.18) dans (2.8) et en prenant soin de négliger les termes 
quadratiques de déformation pour le calcul des termes centrifuges, de Coriolis et de 
rigidité (hypothèse 2.7), on obtient la dynamique de la partie flexible du système qui est 
alors donnée par 
nt ne 
+ f C k , q ,  +[s2 -c2 01,-PRTgv, = O  , pour i = l  ... n, (2.20) 
j= 1 j= 1 
En considérant l'égalité terme à terme entre les relations (2.20) et (2.7), les propriétés 
suivantes sont déduites. 
Propriété 2.5: La matrice Me(@) est constante et elle dépend de façon aDne des 
parmètres m, et 1,. 
Propriété 2.6: La matrice 'Mm(@ est indépenabte de q* et elle peut toujours 
s'eqrimer sous la fonne suivante: 
lM,(q) = MX1qr) + Mdlqr) + MJ1qr) coi2qr)  
Propriété 2.7: La matrice 2M,(q) est constante et elle dépend de façon @ne des 
paramèPes m, et 1,. 
Propriété 2.8: Les matrices Y ,  (q,q) et x ( q , q )  sont nulles. 
Propriété 2.9: La matrice ' ~ , ( q , 4 )  est idpen&nte  de q, de ge et de '& et peut 
1 - a  1.6 Propriété 2.10: L'éguIité Kr (q,, gr ) q, - 1 I - b  t -a V ,  (q,, q, ) q, est vérifiée 
V 'q;, '4; €!Rn? 
Propriété 2.1 1: Le vecteur Ge(@ est indépendLIllt de q, et il peut toujours s'exprimer 
sous la f m e  suivante: 
Ge (q) = 'l('qr W 'gr  + G J q ,  c0i2qr 
Preuve des propriétés 2.5 à 2.1 1 : Du fait que J ,  et ,-PR ne dépendent que de I q , ,  les 
propriétés 2.5, 2.6, 2.7 et 2.1 1 se déduisent par simple inspection. Pour ce qui est des 
propriétés 2.8 et 2.9, l'égalité entre (2.20) et (2.7) nous permet d'écrire: 
I r -  
4 r  (qr 
[ ' K ( q 3 q )  Y r ( q > q )  Y ( Q > ~ ) ]  24r (2.22) 
Pour que cette égalité soit vraie, les matrices Y ,  (q,q) et 2 ~ ( q , 4 )  doivent être nulles et 
la matrice 'tr(q,q) doit être indépendante de q,, de 4, et de 2qr. À cause de cela, nous 
avons 
Parce que y (4,) est symétrique, il est clair que la propriété 2.10 est vérifiée. Ensuite, 
pour prouver la propriété 2.9, remplaçons c,s, = tsin(2 'q,) et ci - < = c o i 2  'q,) dans 
la relation (2.2 1). y (4,) peut alors s'exprimer sous la forme suivante 
En remplaçant (2.24) dans (2.23), nous obtenons le résultat escompté. 
Remarque 2.2: En observant la relation (2.13), il apparaît clairement que les 
propriétés 2.5 à 2.1 1 sont invariantes a Z'eHet de négliger où de ne pas négliger 
l'énergie cinétique associée aux termes qudatiiques de défornation pour le calcul de la 
matrice de masse. Rappelons toutefois que ces ternes quadiatiques ne sont par négligés 
h le seul but d'assurer la positivité de la matrice de marre en tout temps (Propriété 
2.1 ). 0 
2.4.2.2 Modélisation de l'amortissement 
Selon l'hypothèse 2.6, l'amortissement interne de la poutre flexible doit respecter le 
modèle de Voigt-Kelvin (PiedBoeuf, 1989). De façon générale cette modélisation est 
appropriée seulement pour certains matériaux qui sont caractérisés par un amortissement 
très faible (e-g. l'aluminium). D'autre part, l'amortissement élevé qui caractérise certains 
autres matériaux se modélise de façon plus appropriée en utilisant les dérivées 
fraaionnaires (PiedBoeuf, 1989). Malheureusement ce type d'amortissement rend le 
modèle beaucoup plus complexe de sorte que la stratégie de commande proposée dans 
cette thèse n'est pas applicable. Pour cette raison, nous sommes contraint à utiliser des 
matériaux de faible amortissement. Nous verrons cependant qu'avec l'approche proposée, 
un amortissement a d ,  n'augmentant d'aucune façon la complexité du système de 
commande, sera ajouté pour surmonter ce problème. Ainsi, l'hypothèse 2.6 nous permet 
d'obtenir les coefficients de la matrice de frottement Fe qui sont donnés par (PiedBoeuf, 
1989): 
où est le coefficient d'amortissement interne qui est fonction du matériel utilisé. 
Dans les chapitres qui suivent, les propriétés démontrées dans cette section seront 
essentielies pour prouver la stabilité des erreurs de suivi de trajectoires et la convergence 
des algorithmes de calcul des trajectoires désirées. Voyons maintenant un exemple de 
modélisation d'un manipulateur appartenant à la classe de systèmes mécaniques 
caractérisée par les hypothèses 2.1 à 2.8. 
2.5 Exemple de modélisation d'un manipulateur flexible 
Dans cette section, le modèle dynamique du manipulateur flexible illustré par la figure 2.3 
sera développé. Ce manipulateur planaire est formé d'un premier membre rigide et d'un 
dernier membre flexible en aluminium 6061-T6. Il comporte une charge dont le centre de 
gravité est fixé à l'extrémité du membre flexible. Aussi, ce manipulateur est dans un plan 
vertical de sorte que la force de gravité terrestre iduence ses mouvements et la 
déformation de son membre flexible. Dans les chapitres qui suivent, tous les exemples de 
simulation seront réalisés pour ce modèle de manipulateur flexible. 
Section du membre flexible 
Figure 2.3 Manipulateur flexible. 
Pour obtenir le modèle dynamique de ce manipulateur, considérons d'abord sa 
cinématique. Selon la figure 2.3, la position du repère (2) par rapport à la base est 
donnée par 
où s, = sin('q,), cl = cos('q,) et 1, est la longueur du premier membre. De même, la 
position du repère ( e )  par rappon à la base est donnée par 
où s2 = ~ i n ( ~ q ,  ), c, = ~os(~q , ) ,  s12 = sin('g+*q,), cl, = ~os('q,+~q, ) et p(x2 ) est la 
déformation du membre flexible donnée par la relation (2.1). Ainsi, la vitesse linéaire du 
repère (2) par rapport à la base est donnée par 
r - - 
et la vitesse héaire du repere (e} par rapport à la base est donnée par 
Finalement, la vitesse angulaire du repère {2} par rapport à la base projetée dans le 
repere (2) est donnée par 
2 1 
o2 = qr + =qr (2.30) 
Parce que l'on suppose que la déformation est faible, la vitesse angulaire du repère (e} 
par rapport à la base projetée dans le repère (e} est donnée par 
' O  Jx,) = 'qr + 2& + bt(x2) (2.3 1) 
Obtenons maintenant les énergies du système. D'abord, selon l'hypothèse 2.3, l'énergie 
cinétique est donnée par 
O T O  4 0  T K = ['$ I ,  + m, v2 v2 + 1, $ + g (x)Ove (r)& 2 
+mcOvf ( ï ~ ) o v e  (4 ) + 4'0: (4 11 (2.32) 
où 1, est l'inertie totale du premier membre de son pivot et du stator de l'actiomeur du 
second membre par rapport à l'axe î,, p est la masse par unité de longueur du membre 
flexible, I2 est sa longueur, m, est la masse du pivot du second membre, 1, est son inertie 
par rapport a î,, m, est la masse de la charge et 1, est son inertie par rapport à son centre 
de masse. En remplaçant les relations (2.28), (2.29), (2.30) et (2.31) dans l'expression 
(2.32), nous obtenons 
Ensuite, en remplaçant y par la relation (2.1) nous obtenons 
et ou 4 = pL, est la masse du membre flexible seul. Trouvons maintenant l'énergie 
potentielle du système. En accord avec la figure 2.3, nous obtenons 
ou U, est l'énergie potentielle maximale, ml est la masse totale du premier membre 
incluant son pivot et le stator de Fadonneur du second membre, ( est la distance entre 
l'axe i, et le centre de masse du premier membre incluant son pivot et le stator de 
l'actionneur du second membre, g = [g O]' est le vecteur d'accélération gravitationnelle, 
E est le module de Young du membre flexible et I, est le moment d'aire d'une section du 
membre flexible par rapport à I'axe 2,. En remplaçant les relations (2.1 ), (2.26) et (2.27) 
dans l'expression de l'énergie potentielle, nous avons 
Selon les Hypothèses 2.1, 2.2 et 2.6, le modèle dynamique peut maintenant être obtenu 
en remplaçant les expressions (2.34) et (2.39) dans les équations de Lagrange suivantes: 
où, selon les relations (2.25) et (2.40), feu = qeke,, et 5, est le coefficient d'amonissement 
interne du membre flexible. Selon l'hypothèse 2.7 les termes quadratiques de déformation 
doivent être négligés pour le calcul des termes centrifuges, de Coriolis et de rigidité. Le 
modèle dynamique du manipulateur est don donné par 
et pour i = 1 , - - .  ,ne ,  
Pour valider ce modèle, nous l'avons comparé au modèle d'un manipulateur similaire mais 
dans un plan homontal (De Luca et al. 1990). Mis à part le terme de gravité et les termes 
quadratiques de déformation dans la matrice de masse, qui ne sont pas pris en compte 
dans le manipulateur horizontal, les deux modèles s'avèrent identiques à un changement 
de variable près. 
2.5.1 Fonctions de forme 
Le modèle dynamique décrit par la relation (2.43) peut être aussi bien associé à une 
modélisation par élémsnts finis qu'à une modélisation par la méthode des modes assumés. 
En effet, comme nous l'avons déjà mentionné, la distinction entre ces deux approches se 
situe essentiellement dans le choix des fonctions de forme 4, (x) et des CGF. Pour la 
méthode par éléments finis, les fonctions de forme sont des polynômes d'interpolation 
entre les diEérents noeuds de discrétisation et les CGF sont choisies de façon à 
caractériser le déplacement et l'orientation de chaque noeud. Pour la méthode des modes 
assumés, les fonctions de forme sont choisies de façon à respecter les conditions aux 
frontières géométriques de la poutre flexible et les CGF sont utilisées pour pondérer 
chacune des fondons de forme. Les fonctions de forme que nous avons choisies sont 
associées à une modélisation par éléments finis nécessitant environ la moitié des CGF 
requises par l'approche conventionneiie (Dancose et al., 1989). En effet, les coefficients 
des polynômes d'interpolation sont choisis de façon à assurer leur continuité et celle de 
leurs dérivées première et seconde aux noeuds de discrétisation. Les déplacements et les 
flexions aux noeuds de discrétisation sont dors liés de sorte que l'on peut choisir l'une ou 
l'autre de ces quantités comme CGF. Dans ce travail, nous avons choisi les flexions 
comme CGF parce qu'eues sont directement mesurables à partir de jauges de contraintes 
et parce que ce choix engendre généralement une meilleure approximation (Saad et al., 
1997). Ainsi, lorsque l'on considère que le déplacement au noeud de discrétisation situé à 
x, est donné pary, et que sa flexion est donnée par y,' pour i = 1, ..., ne,, alors, le 
déplacement en fonction de x peut s'exprimer de la façon suivante: 
où us(x) est la fonction échelon et ou pi ( X J )  cst le polynôme d'interpolation de 
l'intervalle [x, x,,,] donné par la relation suivante: 
En imposant, pour i = 1, ..., 4 - 2 ,  le déplacement y,,, et la flexion y;:, au point x,+, des 
polynômes p, et p,,, les coefficients des polynômes d'interpolation prennent les valeurs 
suivantes : 
où hi = xi+, - xi. Ensuite, en imposant la continuité des dérivées premières des polynômes 
aux noeuds de dicrétisation 2, ..., ne-1, en imposant un encastrement de la base 
( p(x, , t )  = p' (x ,  , t )  = O )  et en imposant la flexion y, au point x,, du polynôme p.,-, , 
nous obtenons la relation suivante qui lie les déplacements aux flexions: 
r y2 i 
Cette expression permet de réexprimer les coefficients des polynômes d'interpolation, 
donnés par la relation (2.46), de façon à ce qu'ils dépendent seulement des flexions aux 
noeuds de discrétisation. Parce que p(x, t )  est alors linéaire par rapport aux y,' et 
indépendant des yi, les fonctions de forme sont données par la relation suivante: 
del cp,(x)=- pour i = l , . - . ,  ne. (2.48) 
au, 
Les différentes valeurs numériques associées à ces fonctions de forme sont données dans 
le tableau 2.1 pour 4 = 1 et ne= 2. Ces valeurs, qui sont nécessaires pour calculer le 
modèle dynamique du manipulateur, ont été obtenues numériquement à l'aide du logiciel 
MATLAB. Aussi, le tableau 2.2 donne l'ensemble des paramètres physiques nominaux 
du système qui sont, à l'exception de ceux du membre flexible, à peu de chose près, ceux 
d'un robot expérimental de lscole de technologie supérieure (Saad et al., 1994). Nous 
avons choisi ces paramètres dans le seul but de faciliter une éventuelle étude 
expérimentale. Dans les chapitres qui suivent, ce modèle sera régulièrement utilisé pour la 
simulation des algorithmes de commande présentés. Pour toutes ces simulations, par 
souci de simplicité, nous avons choisi de considérer seulement deux modes de vibration 
2.6 Conclusion 
Dans ce chapitre, nous avons brièvement expliqué la modélisation des manipulateurs 
flexibles par la méthode des éléments finis ainsi que par la méthode des modes assumés. 
Nous avons ensuite décrit la classe de manipdateurs considérée dans cette thèse et nous 
avons démontré plusieurs propriétés du modèle dynamique de cette classe de systèmes. 
La dernière section du chapitre a finalement été consacrée a un exemple de modélisation 
d'un manipulateur planaire dont le dernier membre est flexible. Dans le prochain chapitre, 
une approche pour transformer la trajectoire désirée de l'espace de travail à celle des 
CGR et des CGF sera proposée. Une condition suffisante pour assurer la convergence de 
cette procédure itérative sera également présentée. 
Tableau 2.1 Valeurs numériaues associées aux fonctions de forme. 
Tableau 2.2 Paramètres nominaux du manipulateur. 
I I 






I ,  
- 
Longueur du premier membre 
40 kg 
4 
Masse du premier membre 
3-85 kg m2 
t, 
Inertie totale du premier membre 
0.15 m 
f , 
Distance entre la base et le centre de masse du premier membre 
O 
E 
h 1 0.005 m 1 Éoaisseur du membre flexible 
Frottement visqueux associé au premier joint 
O 
P 
Frottement visqueux associé au deuxième joint 
73,l G pa 
I- 1 0.0521 cm4 1 Moment d'aire d'une section du membre flexible 
Module de Young du membre flexible 
0,675 kg / m 
b 
Masse par unité de longueur du membre flexible 
0,05 m 
r, 




Longueur du membre flexible 
0,0075 kg m2 
r 
5 a 
w, 1 0,5 kg 1 Masse de la charge 
Inertie du pivot du membre flexible 
3 kg 
r, 
Masse du pivot du membre flexible 
0.00 1 Coefficient d'amortissement interne du membre flexible 
0 kg m2 Inertie de Ia charge 
CHAPïïRE ILI 
TRANSFORMATIONS DE LA TRAJECTOIRE 
3.1 Introduction 
Rappelons d'abord que l'objectif de ce travail est de proposer une stratégie de commande 
qui assure la stabilité du suivi de trajectoires dans I'espace de travail de la classe de 
manipulateurs flexibles définie au chapitre II. Comme nous l'avons dejà expliqué, les 
espaces de travail et des CGR d'un manipulateur flexible sont liés par des relations 
cinématique et dynamique. La cinématique inverse seule ne peut donc être utilisée pour 
transformer la trajectoire désirée #un espace à l'autre. Pour contourner ce problème 
plusieurs auteurs ont défini des articulations virtuelles qui ont l'avantage d'être liées à 
l'espace de travail par simple cinématique (De Luca et Siciliano. 1989; Asada et 
Tokumaru, 1990). Pour être consistant avec la notation adoptée dans cette thèse, nous 
désignerons les articulations virtuelles par Coordonnées Généralisées Rigides Virtuelles 
(CGRV). Dans ce contexte, si l'on suppose que la cinématique qui lie I'espace de travail à 
I'espace des CGRV est non singulière, la trajectoire désirée peut facilement être 
transformée d'un espace a l'autre. Le suivi de la trajectoire dans I'espace des CGRV est 
alors équivalent au suivi de la trajectoire dans I'espace de travail. La difficulté est que le 
système est à non-minimum de phase par rapport aux CGRV. Pour surmonter cette 
difficulté, nous proposons l'utilisation d'une deuxième transformation de la trajectoire 
désirée de I'espace des CGRV à celle des CGR et des CGF. Cette deuxième 
transformation est beaucoup plus complexe que la première puisqu'elle nécessite la 
solution d'une équation différentielle non linéaire instable. Ce chapitre est donc en grande 
partie consacré à la solution de cette transformation qui est obtenue grâce à une 
procédure itérative basée sur la méthode d'intégration causale-anticausale proposée par 
Kwon et Book (1994). Grâce i sa méthodologie, ce chapitre permet également de 
présenter I'approche quasi-statique comme une approximation de la méthode proposée. 
Le reste du chapitre est organisé de la façon suivante. La deuxième section est consacrée 
à la définition de I'espace des CGRV. La troisième section e n  ensuite destinée à d é f i .  la 
transformation de la trajectoire désirée de I'espace des CGRV à I'espace des CGR et des 
CGF. Cette section présente également une solution approximative de cette 
transformation à I'aide de I'approche quasi-statique et une solution exacte à l'aide de la 
l'approche proposée. Une condition suffisante pour assurer la convergence de la 
procédure proposée y est également présentée. La dernière section est finalement 
consacrée à un exemple de transformation d'une trajectoire désirée. 
3.2 Définition des coordonnées généralisées rigides virtuelles 
Par définition, les CGRV doivent être au même nombre que les CGR. Aussi, elles doivent 
être définies de façon à être liées à I'espace de travail par une relation cinématique. Ainsi, 
parce que la classe de manipulateurs flexibles considérée n'admet que la flexibilité du 
dernier membre, les n,-l premières CGRV sont identiques aux n;l premières CGR. II 
reste donc à définir la dernière CGRV. Selon le schéma de la figure 3.1 la dernière CGRV 
peut être définie par la relation suivante 
2- -2 e- qr + ~ c t a n ( ~ ( 0  1) 
où 2gr est la dernière CGRV et I est la longueur du membre flexible. Selon l'hypothèse 
2.7 et la relation (2. l), 'ifr peut alors être approximée par 
Le vecteur des CGRV est donc approxhé par: 
et le vecteur des vitesses des CGRV par 
(3 .  la) 
(3. lb)  
Figure 3.1 Définition de la dernière CGRV 
3.3 Transformations de la trajectoire désirée 
La première transformation de la trajectoire désirée qui s'applique de l'espace de travail à 
['espace des CGRV s'appuie sur les hypothèses suivantes: 
Hypothèse 3.1: La cinématique qui Ize les espcices de travail et des CGRV est non 
singulière Izsse et bornée. 
Hypothèse 3.2: La trajectoire désirée îhns l'espace de havail est lisse et unrfomément 
bornée. 
Si on considère que l'hypothèse 3.1 est satisfaite, cette transformation est normalement 
très simple à obtenir puisqu'elle invoque uniquement la cinématique inverse du système. 
Si on considère en plus que i'hypothèse 3.2 est satisfaite, la trajectoire désirée dans 
l'espace des CGRV est dors lissel et dormément bornée. Dans le chapitre IV, nous 
verrons que cette caractéristique de la trajectoire désirée est essentielle pour prouver la 
stabilité du système. 
Considérons maintenant la deuxième transformation qui s'applique de l'espace des CGRV 
à l'espace des CGR et des CGF. Pour obtenir cette transformation et pour bien se 
rappeler qu'eue s'applique a la trajectoire désirée, réexprimons la relation (3.1 a) en 
remplaçant toutes les variables par des variables désirées: 
où q,d est le vecteur des CGR désirées, qrd est le vecteur des CGRV désirées et qt est le 
vecteur des CGF désirées. En faisant de même pour (3.1 b), nous obtenons 
6 =% -rg." 
 ans cette th&. on entend par fonction tUse unc foaciion qui cst continuanent dQivable au moins dcux fois. Ca .bus & langage n'a 
d'autre but que de simplifia i'cnbrr. 

méthode quasi-statique peut être utilisée pour trouver une approximation de la solution 
des équations (3.2) et (3.3) .  Il mf5t pour cela de remplacer t et qe par zéro dans ces 
expressions. La solution des relations suivantes 
d 
4: =Z  -he (3.4a) 
4," =ii;" (3.4b) 
d l d  l d l  d 1-d 2 TZ.*d  
geq,d + G # ( ~ ~ ) + ' Y , ( P ~ *  q r  4r+M:(qr)qr+Mm q r  = O  ( 3 - 5 )  
peut alors être obtenue en remplaçant (3.4) dans (3 .5 ) .  En effet la solution de l'expression 
qui suit 
9; = - K ; ' [ G , ( ~  -rq,d)+l~,(q: - rq:,'4,d) l $ , ! + l ~ ; ( P ; d  -rq,d) lZrd+*~: 2f,,d] (3.6) 
est une approximation de la trajectoire désirée dans i'espace des CGF. La trajectoire 
désirée dans l'espace des CGR peut dors être obtenue en remplaçant la trajectoire désirée 
des CGRV et des CGF dans la relation (3.4). Le problème se résume donc à résoudre 
l'expression (3.6). À cet effet, il existe dans la littérature une quantité appréciable de 
méthodes itératives: à titre d'exemple, la méthode du point fixe (Ualil, 1992). 
Comparons maintenant la solution de la transformation obtenue par I'approximation 
quasi-statique avec la solution exacte. Sachant que l'approximation solutionne les 
relations (3.4) et (3.5) et que la solution exacte doit satisfaire les relations (3.2) et (3 .3) ,  
les erreurs de l'approximation peuvent être obtenues en comparant ces équations. Ainsi, 
l'approximation quasi-statique n'est pas solution des relations (3.2) et ( 3 . 3 )  mais plutôt 
Cette formulation sera particulièrement utile lorsque viendra le temps d'analyser la 
stabilité du système. Elle permettra notamment de faire ressortir les erreurs 
d'approximation introduites par la méthode quasi-statique comme une perturbation de la 
dynamique des erreurs de suivi. 
3.3.2 Solution de la transformation par la méthode proposée 
Pour obtenir la solution de la deuxième transformation, il sufiït de résoudre les équations 
(3.2) et (3.3). Pour faciliter les comparaisons entre la méthode proposée et la méthode 
quasi-statique, on peut également considérer que la transformation est solution des 
relations (3.7) et (3.8) avec Pl(t) = P2(2) = O .  Quoi qu'il en soit, pour obtenir cette 
solution, on remplace d'abord l'équation (3.2) dans l'équation ( 3 . 3 )  en supposant que la 
matrice ( M , - ~ M ~  r ) est non singulière. Les propriétés 2.6, 2.9 et 2.1 1 nous permettent 
alon d'obtenir l'équation d'état suivante: 
~ ~ = ~ k ~ + ~ f ~ ( q ; , t )  , q ; = a d  
ou C = I I  O], 
avec 
L'équation différentielie (3.9) possède un ensemble de solutions uniques puisque 
f d(qf , t )  est uniformément bomée et globalement Lipschitz par rapport à qed. En effet 
f (q:, t )  dépend de t par l'entremise de la trajectoire désirée des CGRV qui est supposée 
uniformément bornée et dépend de q,d par l'entremise de fonctions sinusoïdales. La 
trajectoire désirée des CGF peut donc être obtenue en solutiomant cette équation 
différentielle. Cette dernière est maheureusement non linéaire et instable parce que le 
système est à non-minùnurn de phase par rapport aux CGRV Dans ce contexte, la 
méthode causale-anticausale proposée par Kwon et Book (1994) pour les systèmes 
linéaires peut être utilisée de façon itérative pour obtenir une solution bomée de 
I'équation. En effet, la méthode de Kwon et Book (1994) est basée sur le principe qu'il 
existe une transformation de similarité telle que l'équation d'état (3.9) puisse être 
réexprimée sous la forme suivante: 
2. = 3~: + e f (qt ( t ) ,  t )  ( 3 . 1 1 )  
- c i  - - 
x. - 4qd + q, f (9: ( th  t )  (3.12) 
9: = (lrd = c(~F: +c$) (3.13) 
où est une matrice caractérisée uniquement par des valeurs propres à partie réelle 
négative ou nuiie et 4, est une matrice caractérisée uniquement par des valeurs propres à 
partie réelle positive. La solution causale de I'équation dsérentielle (3.1 1 )  est alors 
obtenue en imposant une condition initiale ~ t ( t  ) =X: tandis que la solution anticausale 
de l'équation (3.12) est obtenue en imposant une condition finale E: (f ) = z:. Ainsi, 
Pour faciliter l'intégration par des méthodes numériques, les changements de variables 
t = t, - t et r = t ,  - r' peuvent être appliqués à la relation (3.15) de sorte que 
- . 
.*. (2, ' e - ~ , , ( t 9 - ~ m ) -  -2.1 = e - ~  E: -I,- Bu f d ( q f ( t f  - ~ * ) , t /  - T*)&* (3.16) 
Parce que les équations (3.14) et (3.16) dépendent implicitement de qf , une solution peut 
être obtenue de façon itérative. Cependant, selon la nature de la trajectoire désirée des 
CGRV, la solution recherchée peut être périodique ou non périodique. 
3.3.2.1 Solution non périodique 
Lorsque la trajectoire désirée des CGRV est non périodique, on suppose qu'elle est 
définie dans l'intervalle [to $1 où to est le temps initial et $est le temps final. On impose 
alors des conditions initiales et finales et on utilise les relations (3.14) et (3.16) de façon 
itérative pour trouver une solution bornée de l'équation d'état (3.9). Cette procédure est 
résumée par I'algotithme 3.1. 
Algorithme 3.1 : 
i) Trouver la trun$ormation de szmzIm-zté Q telle que 
où A est donnée à la relation (3.9) q est caracté~isée uniquement pur des valeurs 
propres ù partie réelle négative ou nulle er & est cmaciérisée uniquement par des 
valeurs propres ci partie réelle positive. Cette trrasfoonntzon peut être obtenue par 
diagonafi.wtion dk lu matrice A. 
ii) CalcuZer Zu forme similaire donnée par les équations (3.1 1 )  à (3.13) en utilisunr les 
relations suivantes: 
mi A et B sont données à la relation (3.9). 
iii) Poser k = O, q:(O)  ( t  ) = O et choisir des conditions initiales E: etfinoes F:. 
iv) Calculer, pour t ~ [ t ,  $1, la solution de l'itération k+ 1 à l'aide des rel~ti0n.S 
suivantes: 
~ ; c t + i ~ ( ~ )  = e'r(f-r'B3 fd(qt (k) (z ) ,  5)dz (3.17) 
e -Â"e ' - ; , -  F Y ( " ~ ) ( ~ ~  - = e-Af 'xi  - jo B, f d ( q , d ' k ' ( t f - ~ * ) , î i - 5 ) d f  (3.18) 
, d ( k + ~  ( 2 )  = Cg~y- l )  ( + C~-~-I) ( 2 )  (3.19) 
d ( k + l )  - ~ j ~ d ( k + I )  ( [ )  
4, - (3.20) 
v) Poser k = k + 1 et retourner a l'étape iv. 
Remarque 3.1 : A l'étape 5) de l'algorithme 3.1, des conditions initiales et finafes 
doivent être choisies. En général, les vitesses NlitiaIes et finales des CGF peuvent être 
conridérées comme d e s .  Ce n'est cepenthnt pas le cas des positions initiales et finales 
des CGF. En effet, ces dernières ne peuvent être conndérées comme nulles puisque la 
force de gravité  peu^ occasionner une defornation statique di membre flexible. Ainsi, 
parce que les vitesses initiales et m e s  des CGF sont supposées d e s ,  les positions 
des CGF initiales et findes pewent être déterminées a I'aide de la méthode quasi- 
statique présentée a la section 3.3.1 . 
Voyons maintenant une condition sufisante pour assurer la convergence de l'algorithme 
Proposition 3.1 : Si on suppose que la trajectoire désirée des CGRV est lisse et 
uniformémeni bornée et si on &finit 
oii O-([.]) est la plus grande valeur singulière de [.], alors, lorsque k -+ a, 
I'algorzthme 3.1 fait converger xd(')(t) vers une solution lisse et unijormémenî bornée 
de I'égunlzon dzf/éreentielle (3.9) si les valeurs propres de A et de H ont toutes une partie 
réelle non nulle. 
Remarque 3.2: Selon les conditions de la proposition 3.1, l'algorithme 3.1 converge 
après un nombre infini d'ztérutiom. Pour implanter cet algorithme, il fm&a évidement 
interrompre la procédure après un nombre fini d'itérations ou selon la nonne de la 
dzflérence entre les solutions aux itérations k+ 1 et k 
Pour établir la preuve de la proposition 3.1, il est nécessaire d'utiliser le résultat suivant 
(Boyd et al., 1989) qui donne une façon de vérifier que la norme infuie d'une matrice de 
transfert est plus petite qu'un certain facteur. 
Lemme 3.1: Soit une représentation d'état (A,B,C,O) qant  comme matrice de transJert 
G(s). Dans ce contexte, si y est une constante positive, H est définie par la relation 
(3.21), IIGII, = ,y~,o-[G(s)] et llGIIL =sup,[G(ja) ] ,  W alors, i )  sz les valeurs 
propres de A ont toutes une pmtie réelle négative, y l l ~ I I ,  < 1 si et seulement si H n'a pas 
de valeurs propres ci pmiie réelle d e ;  ii) a les valeurs propres de A n bnt pas de partie 
réelle mile, y 1 1 ~ 1 1  c 1 si et seulement si H n 'a pas de valeurs propres à partie réelle 
Remarque 3.3: La définition de 11611, dzffere légèrement de celle de 11G11,. En effet, 
IIGII, exisie si et seulement si les valeurs propres commQndCIbles et observables de A ont 
une partie réelle negatzve tandis que IIGIIL. existe si et seulement si les valeurs propres 
commandables et observables & A ont une partie réelle non d e  (posztzve ou 
négative). 
Preuve de la proposition 3.1: La preuve de la proposition sera établie a l'aide du 
théorème de contraction (Khalil, 1992, pp. 70). En effet l'algorithme 3.1 peut être vu 
comme une recherche de la solution d'un point fixe de la forme qt = ~ ( ~ , d )  à l'aide de 
q:(k+') = ~ ( q f ( ~ ) )  avec l'application T de L, à L, où de façon générale L, est l'espace des 
vecteurs qui respecte l'inégalité suivante: 
où I l ( . ) ( l p  désigne la norme signal p de (.), I(.)(r)lp désigne sa norme vecteur p et p est un 
entier compris entre 1 et l'infini. Ainsi, la procédure itérative q,d"+" = T ( ~ ~ ~ ( ~ ' )  converge 
vers une solution unique si la condition de contraction suivante 
I I T ( ~ ~ ( ~ )  ) - T ( t f l  )II, < a(tfk) - q.6'') 11,  . a < 1 
est vérifiée. D'abord, nous savons que la solution recherchée concerne seulement 
I'intervaiIe [ I ,  $1. Du point de vue de Fanalyse de convergence, les relations (3.14) et 
(3.15) peuvent donc être substituées par 
où us(t) est la fonction échelon , u,.(t) = 1 si 2 e [t, $1 et udt) = 0 ailleurs et 
f: ( 2 )  = f (t)uT ( 1 )  . Ainsi, les relations (3.19). (3.20), (3 -23) et (3.24) impliquent que 
- - 
T(q,d)(t) = u T ( W [ c s  .AS U-l0 + QJW,)-d  .Y] 
f is ,  parce que les valeurs propres de A ont toutes une partie réelle non nulle, le 
théorème de convolution et le théorème de Parseval nous permettent d'écrire 
I I T ( ~ " '  - ~(q:(")I1~ IGI, Il[f;'" - f?O] l l ,  (3.25) 
IlGl, = s y ~ ,  [ G ( J ~ ) ]  
avec 
-1 - - -1  - 
G ( j o ) = ~ ' [ j o ~ - A I ]  B , + ~ ~ [ j a 1 - A , , ]  Bu= ~ [ j o 1 - A ] - ' B  
Ensuite, de la relation (3.10) et du théorème des accroissements finis ("mean value 
theorem"), nous avons 
I l [ f ~ d ( ~ )  -f~(~)] l l~ < Y 1(4.d(k) -4.6(f'112 (3.26) 
ou y est donnée par la relation (3.22). À p h  des relations (3.25) et (3.26), nous 
obtenons la condition de contraction suivante 
yIIGL., < l (3.27) 
Ainsi, grâce au lemme 3.1, la condition de la proposition 3.1 établit la convergence de 
q,d(l) vers la solution unique de qad dans 4. Mais parce que la solution de I'équation 
différentielle (3.9) est unique dans l'espace des fonctions continues, il s'ensuit que dans 
l'intervalle [ t ,  $1, q,d(k) ne peut que converger dans l'espace des fonctions continues. La 
solution obtenue est donc continue dans l'intervalle [ t ,  $1- Aussi, parce que f (q, , t ) est 
uniformément bomée, l'intégration causale-anticausale assure une solution bornée à 
chaque itération. En particulier, x,dk) et qed(k' sont bornés lorsque k tend vers l'infini. Puis, 
parce que q f ( k )  est continue sur I'intervalle [t, $1 et la trajectoire désirée des CGRV est 
continue par hypothèse, est continue sur l'intervalle [b, $1. Ainsi, selon les relations 
(3.17), (3.18) et (3.19), cela implique que lorsque k tend vers l'infini, x,*(~' tend vers la 
solution unique, continue et bomée de I'équation différentielle (3.9). II reste a prouver 
que la solution obtenue est lisse. Parce que la trajectoire désirée des CGRV est lisse par 
hypothèse, f (q, , t )  est lisse par rapport à t. Selon les relations (3.1 7), (3.1 8), (3.19) et 
d ( k + l )  (3.20), il est donc clair que x, et q:"") sont continûment dérivables une fois de plus 
que q,d'k) dans l'intervalle [to, 1'1. Par induction, puisqu'a l'étape 3) q,d'o' est continue, x,d(*) 
est lisse dans l'intervalle [t,, $1 lorsque k tend vers l'infini. O 
3.3.2.2 Solution périodique 
Lorsque la trajectoire désirée des CGRV est périodique, on considère d'une part que sa 
période est donnée par T= t't, et d'autre part que les valeurs propres de A ont toutes une 
partie réelle non nulle. Il s'agit alors d'imposer une solution périodique a l'équation 
différentielle (3.9). Pour ce faire, on impose des conditions initiales et finales identiques 
dans les relations (3.14) et (3.16). On utilise ensuite ces relations de façon itérative pour 
trouver la solution de l'équation d'état (3.9). Cette procédure est résumée par l'algorithme 
3.2. 
& les conditions initzaïes et jînuIes sont donnéespar les relations suivantes 
Proposition 3.2: Identique à Ia proposition 3.1 muzs en considérant Mgorithme 3.2. 
Preuve de la proposition 3.2: Une fois de plus, la preuve de la proposition sera établie à 
l'aide du théorème de contraction. Cependant, nous considérons l'application 
T: &[t, t , ]  -t 4 [t,  t ,  ] où & [t, tf ] est l'espace des vecteurs qui sont de puissance finie 
dans l'intenrde [t, tf]. Dans ce contexte, nous considérons la norme signal 
qui représente la puissance du vecteur (.). Parce que les valeurs propres de A ont toutes 
une partie réelle non nulle, les valeurs propres de eAr sont certainement toutes différentes 
de 1. A cause de cela, 1 - eAT est non singulière et cela implique que la solution 
d(k+' )  est unique @eo, et Raghavendra, 1980, pp.95) à chaque itération. périodique q, 
Cette solution continue peut donc être obtenue de façon tout à fait équivalente si on 
f d ( k )  et q ; ( k + ~ )  sous forme de séries de Fourier. Dans ce cas, nous savons que 
les vecteurs de coefficients des séries sont Liés par la relation suivante: 
#+I l  = 
n G(nja ) b:' 
où aik+" et bik) sont respectivement les vecteurs de coefficients des séries q:(k+" et f d(k!  
Ainsi, le théorème de Paneval nous permet d'écrire 
qui est similaire à ce que nous avions obtenu à l'expression (3.25). Le reste de la 
démonstration est identique à ce qui a été présenté pour la démonstration de la 
proposition 3.1. 
Ginsi, (l'algorithme 3.1)* ((l'algorithme 3 -2)) nous permet de transformer la trajectoire 
désirée (non périodique) ((périodique)), lisse et uniformément bornée de I'espace des 
CGRV à l'espace des CGF si la condition de convergence de la (proposition 3.1) 
((proposition 3.2)) est satisfaite. Si cette condition n'est pas satisfaite, il suffit de 
considérer des trajectoires désirées impliquant des vitesses et des accélérations plus 
faibles ou tout simplement, un temps final plus grand. Le facteur y, donné par la relation 
(3.22), s'en trouvera alors nécessairement réduit et la condition de convergence pourra 
être satisfaite. 
Une fois la trajectoire désirée dans l'espace des CGF obtenue, il suffit d'utiliser la relation 
(3.2) pour obtenir la trajectoire désirée dans l'espace des CGR. La méthode décrite dans 
cette section permet donc de transformer la trajectoire désirée de l'espace des CGRV a 
I'espace des CGR et des CGF. Les hypothèses 3.1 et 3.2 nous assurent en plus que ces 
trajectoires désirées sont lisses et unformément bornées. Dans la prochaine section, un 
exemple de transformations de trajectoire sera présenté. 
3.4 Exemple de transformations d'une trajectoire désirée 
Dans cette section, la trajectoire désirée illustrée par les figures 3.3 et 3.4 est d'abord 
transformée de l'espace de travail à l'espace des CGRV du manipulateur flexible décrit à 
la section 2.5. Cette trajectoire périodique, qui est formée de quatre polynômes de 
cinquième ordre et de quatre constantes est ensuite transformée, par la méthode quasi- 
statique et la méthode proposée, de I'espace des CGRV a l'espace des CGR et des CGF. 
Au prochain chapitre, cette trajectoire désirée sera régulièrement utilisée pour évaluer les 
performances du système de commande proposée. 
Figure 3.3 Trajectoires désirées de l'outil. 
Figure 3.4 Trajectoire désirée dans Fespace de travail: a) position x (---) et y (-); b) 
vitesse x (-) et y (-). 
3.4.1 Première transformation 
Des figures 2.3 et 3.1 on déduit directement la première transformation (i-e. cinématique 
inverse) qui est donnée par 
où x et y décrivent la position dans l'espace de travail, araan2(y,x) est une fonction arc 
tangente qui tient compte des quatre quadrants, s, ainsi que c2 sont respectivement le 
sinus et le cosinus de 'qr qui sont donnés par 
et J ( q ,  ) est la matrice jacobienne qui est donnée par 
où s1 = sk('q,), c, =  COS('^, ), s,, = sin('~,. +'qr ) et cl, =  COS('^,+^^^ ). En appliquant 
cette transformation à la trajectoire désirée dans l'espace de travail, nous obtenons, à 
i'aide du logiciel MATLAB, la trajectoire désirée dans l'espace des CGRV décrite par la 
figure 3.5. 
Figure 3.5 Trajectoire désirée dans l'espace des CGRV: a) position lqrd (-) et 2q,d (-); 
b) vitesse 'Grd (-) et 2Grd (-)- 
3.4.2 Deuxième transformation 
Comme nous l'avons expliqué à la section 3.3, la deuxième transformation peut être 
obtenue de façon approximative par la méthode quasi-statique, ou bien, de façon exacte 
par la méthode proposée. La condition de convergence de l'algorithme 3.2 doit cependant 
être préalablement vérifiée. Pour ce faire, nous avons d'abord obtenu le facteur y de la 
relation (3.22) qui est donné par 
T 
où v = [v, - v ,  ] , vt est donnée par la relation (2.3 7) et r est définit à la relation 
(3.1). Nous avons ensuite vérifié la condition de convergence qui s'est avérée satisfaite. 
Les deux méthodes ont ensuite été appliquées pour transformer la trajectoire désirée de 
l'espace des CGRV à l'espace des CGR et des CGF. Les résultats de cette transformation, 
obtenus à l'aide du logiciel MATLAB, sont illustrés par les figures 3.6 à 3.9. En 
observant ces figures, on peut remarquer que les CGF désirées ainsi que leurs vitesses ne 
sont pas illustrées. Nous avons plutôt choisi de présenter les graphiques de la déformation 
désirée pd (4 ) = Zn' 4, (4 )qz et de sa vitesse cd (4 ) = Zn' $, (4  )e,d qui ont une 
i=I 1 = 1  
représentation physique beaucoup plus intéressante que les CGF. La figure 3.9 nous 
permet d'ailleurs de constater quiin suivi exact de la trajectoire désirée occasionnera une 
déformation maximale d'environs 6 cm (soit 6% de la longueur du membre flexible). En 
général, on considère qu'une déformation de 10Y0 à 15 % de la longueur du membre 
flexible est acceptable. En comparant les figures 3.7 et 3.9, on peut également 
remarquer, qu'au niveau de la déformation, la trajectoire obtenue avec I'approche quasi- 
statique est relativement proche de celle obtenue avec I'approche proposée. La méthode 
quasi-statique ne permet cependant pas d'obtenir la vitesse de la déformation qui n'est 
visiblement pas négligeable dans ce cas. Au chapitre suivant, des simulations du système 
de commande permettront de mieux apprécier les différences de performance 
relativement aux trajectoires choisies. 
Figure 3.6 Trajectoire désirée dans l'espace des CGR par la méthode quasi-statique: a) 
position 'q. (-) et 'q: (-); b) vitesse '4. (--) et '9: (-). 
Figure 3.7 Trajectoire désirée dans l'espace des CGF par la méthode quasi-statique: a) 
position p d ( 4 ) ;  b) vitesse Gd (4).  
Figure 3.8 Trajectoire désirée dans l'espace des CGR par la méthode proposée: a) 
position 'q,d (--) et 'qf (-); b) vitesse 'q/ (-) et 'q; (-). 
Figure 3.9 Trajectoire désirée dans l'espace de déformation avec la méthode proposée: a) 
position pd (4 ) ; b) vitesse fid (4 ) . 
Dans ce chapitre, nous avons expliqué que pour les manipulateurs flexibles, I'espace de 
travail et l'espace des CGR sont liés non seulement par une relation cinématique mais 
également par la dynamique de la déformation. Pour contourner ce problème, les CGRV 
ont été définies de façon à être liées à I'espace de travail par une simple relation 
cinématique. Ensuite, nous avons considéré le problème de transformer la trajectoire 
désirée de l'espace de travail à I'espace des CGRV, puis, de l'espace des CGRV à I'espace 
des CGR et des CGF. Nous avons w que la première transformation est simple 
puisqu'elle est obtenue en inversant la cinématique du système. Pour ce qui est de la 
deuxième transformation, elle s'avère beaucoup plus complexe puisqu'elle invoque la 
résolution d'une équation différentielle non linéaire et instable. Deux approches de 
solution ont alors été présentées: I'approximation quasi-statique qui consiste a négiiger la 
dynamique de la déformation et la méthode proposée qui consiste à utiliser l'intégration 
causale-anticausale de façon itérative. Une analyse de convergence de la méthode 
proposée a également été présentée. Enfin, le dernier paragraphe du chapitre a été 
consacré à un exemple de transformation dtune trajectoire désirée périodique. Au chapitre 
suivant, une stratégie de commande est proposée pour assurer la stabilité ainsi qu'une 
décroissance exponentielle souhaitable des erreurs de suivi de trajectoires. Cette stratégie 
de commande utilisera la trajectoire désirée dans l'espace des CGR et des CGT. 
CHAPITRE IV 
LOIS DE COMMANDE 
4.1 Introduction 
Dans le chapitre UI, nous avons présenté deux approches pour transformer la trajectoire 
désirée de l'espace des CGRV à l'espace des CGR et de CGF. Dans ce chapitre, nous 
allons proposer une stratégie de commande utilisant les trajectoires désirées dans I'espace 
des CGR et des CGF. Nous verrons que cette stratégie assure la stabilité exponentielle et 
un amortissement souhaitable des erreurs de suivi de la trajectoire dans I'espace des 
CGRV. Cette approche est essentiellement caractérisée par une loi de commande non 
linéaire qui linéarise le système par rapport aux CGR et de deux retours d'état linéaires 
invariants qui stabilisent la dynamique des erreurs de suivi des CGR et des CGF. La 
difficulté est dors de stabiliser la dynamique des erreurs de suivi des CGF et de la 
dernière CGR qui est non iinéaire, variante et couplée avec le reste du système. Dans 
cette optique, nous serons en mesure premièrement de démontrer qu'il existe un 
ensemble de gains du contrôleur qui stabilise le système et deuxièmement d'établir une 
méthode pour calculer ces gains de façon à stabiliser les erreurs dans un temps 
souhaitable. Cette procédure sera basée sur une utilisation particulière de l'étude de 
stabilité des systèmes hiérarchiques, du théorème de passivité et des systèmes d'ML.  
Pour mieux situer l'approche proposée par rapport aux autres rencontrées dans la 
littérature, nous allons d'abord présenter les méthodes connues qui ont le plus de 
similitudes avec celle proposée. Le chapitre est donc organisé de la façon suivante. 
D'abord, la section 4.2 est consacrée à la linéarisation par retour d'états par rapport aux 
CGR, par rapport aux CGRV et par rapport a un compromis entre les CGR et les CGRV. 
Cette section fat  égaiement ressortir le dilemme entre la précision du suivi de trajectoires 
dans l'espace des CGRV et l'instabilité de la dynamique des zéros. La section 4.3 est 
ensuite consacrée à la méthode proposée. Eiie présente d'abord les lois de commandes 
puis, l'étude de stabilité qui permet de calculer les gains du contrôleur qui assurent une 
stabilité exponentielle et un amortissement souhaitable des erreurs de suivi. La démarche 
présentée permet également de prouver que les erreurs obtenues en utilisant la trajectoire 
désirée calculée avec l'approche quasi-statique sont ultimement bornées. Pour chacune 
des méthodes présentées, des résultats de simulation sont donnés en considérant la 
trajectoire désirée obtenue à la fin du chapitre III et le modèle dynamique du 
manipulateur donné à la fin du chapitre II. 
4.2 Linéarisation par retour d'état 
Pour une classe de systèmes mécaniques similaire a celle définie au chapitre II, Wang et 
Vidyasagar (1991) ont montré que la linéarisation par retour d'état de type entrée-état 
n'est pas réalisable. Par contre, la linéarisation de type entrée-sorties par retour d'état est 
réalisable pour plusieurs catégories de sorties (Bigras et ai., 1995a; Lucibello et Di 
Benedetto, 1993; Yim, 1994). En particulier, la linéarisation peut être obtenue en 
considérant comme sortie: le vecteur des CGR (Bigras et al., 1995a; De Schutter et al., 
1988; De Luca et Siciliano, 1989), le vecteur des CGRV (Lucibello et Di Benedetto, 
1993) ou un compromis entre le vecteur des CGR et celui des CGRV (De Luca et 
Siciliano, 1 989). 
Pour unifier le développement des différentes lois de commandes associées à ces 
différents choix de sorties, nous allons utiliser le changement de variable suivant: 
où qr est le vecteur des CGR, qr est le vecteur des CGRV définit par la relation (3.1) et 
q: est un vecteur qui prend une signification ciBerente selon la valeur de a. En effet, 
lorsque a = O, q: est le vecteur des CGR tandis que lorsque a = 1, q; est le vecteur des 
CGRV. Dans le cas ou a est compris entre zéro et un, q: est un vecteur de coordonnées 
généralisées qui sont un compromis entre les CGR et les CGRV. On définit ces 
coordonnées généralisées comme les Coordonnées Généralisées Rigides Virtuelles 
Approximatives (CGRVA). Ainsi, plus a est près de 1, plus les C W A  sont une bonne 
approximation des CGRV. Par contre lorsque a est près de zéro, les CRGVA sont une 
mauvaise approximation des CGRV. 
Trouvons maintenant une loi de commande qui linéarise le système par rapport à la sortie 
défhie par le vecteur q:. Pour obtenir cette Iinéarisation, appliquons d'abord le 
changement de variable décrit par la relation (4.1) à la dynamique du manipulateur 
flexible décrit par les relations (2.5) et (2.6). Les propriétés 2.5, 2.6, 2.7, 2.8, 2.9 et 2.1 1 
nous permettent dors d'obtenir le modèle dynamique suivant: 
~ ; ( q ' ) f :  + ~ i ( q ' ) i j ,  + ~ ( q * , t j ' )  = r (4-2) 
Kr (4')y; + * + o ( ~ * ,  4')  + &#, + K,~, = O (4.3) 
oit 
Pour faciliter l'obtention de la loi de commande linéarisante, nous dons  isoler 
l'accélération des CGF dans la relation (4.3) et la remplacer dans la relation (4.2). Si on 
suppose que la matrice est non singulière (cette hypothèse sera vérifiée un peu plus 
loin), le modèle du manipulateur flexible s'exprime sous la forme suivante: 
[~ : (<r* )  -ML(~*)M:"M:~(Q*)]~: + ~ * ( q * , 4 ' )  
- ~ ( 4 * ) ~ : - ' [ c ( q ' , 4 ' )  +F,& + KA,] = r 
(4-4) 
La loi de commande peut maintenant être facilement déduite en dérivant la sortie q: 
où Û est la nouvelle variable de commande du système. Évidement, cette loi de 
commande exige la connaissance de toutes les variables d'états du système. Dans cette 
thèse, nous supposerons que ces variables sont toutes disponibles. Pour que la loi de 
commande (4.6) puisse correctement linéariser le système, il faut bien sûr que la matrice 
( M: (q ' ) - M: (q' ) M:-' M;' (¶')) soit non singulière. 
Proposition 4.1: La matrice (~ : (q ' )  - ~ ; ( q * )  M:-'~:,(q')) est non singulière si 
est non singulière. 
preuve de la proposition 4.1: Selon la transformation non singulière T définie par la 
relation (4.1 ), 
Grâce à la propriété 2.2, cette matrice est non singulière. Ainsi, parce que M: est non 
singulière par hypothèse, le complément de Schur de w,  qui est justement donné par 
W (4' - MR (4' )K-'M,' (Q' ) , est certainement une matrice non singulière. - iJ 
Aùw, si on suppose que w,  est non singulière, la loi de commande (4.6)  linéarise la 
dynamique décrite par les relations (4.4) et (4.5)  de sorte que 
q; = u' (4.7)  
& = Q(X; ,x,, u*)  = -M:-'[M;~ (q*)u* + 1i;'(~',4') +54, + K,Q,] (4.8) 
T 
OU x: = [qy d 7 l r  et xe = [q: di ]  . La relation (4.7) représente donc la dynamique 
linéarisée du système tandis que la relation (4.8) représente sa dynamique interne ou non 
observable. Le suivi de trajectoires dans l'espace des CGRVA peut alors être obtenu en 
appliquant la seconde loi de commande suivante: 
u ' = ~ ; ~ + K ; ~ ; + K ; ~ ;  
où qy est la trajectoire désirée, qr = qy - q: est le vecteur des erreurs de suivi et Ki 
ainsi que K i  sont des matnces de gains qui doivent être symétriques et définies positives. 
En fait, les matrices de gains Ki ainsi que Ki caractérise entièrement les valeurs propres 
de la dynamique des erreurs de suivi. Cette dynamique peut donc être arbitrairement 
imposée. Le problème est alors de s'assurer que la dynamique interne du système reste 
bornée. Pour ce faire, on s'assure habituellement que le système est a minimum de phase. 
Par définition, le système est à minimum de phase si la dynamique des zéros, obtenue en 
imposant la sortie q: à zéro (Isidori, 1989), est asymptotiquement stable. Pour la 
dynamique interne décrite par la relation (4.8), la dynamique des zéros est donnée par la 
relation suivante: 
qe = Q(0, x,, O) = -K-' [Q, + K,q, + G(- f l q , ) ]  (4.10) 
Maiheureusement, cette condition de stabilité de la dynamique des zéros n'est pas 
sufisante pour garantir une dynamique interne bornée. En effet, dans le cas générai, la 
dynamique interne est bomée si (Sastry et Isidon, 1989): 1 )  la trajectoire désirée xy et le 
vecteur des erreurs de suivi 2: sont uniformément bornés; 2) la dynamique des zéros est 
exponentieiiement stable et 3) Cl(x:,xe ,u') est globalement Lipschitz par rapport à x: et 
x,. En se basant sur ce qui est présenté dans Sastry et Isidon (1989)- nous allons 
maintenant démontrer que pour notre système, il suffit simplement que la dynamique 
décrite par la relation suivante: 
c = -K-' [me +Kael 
soit asymptotiquement stable pour assurer une dynamique interne bomée. Le lecteur 
pourra remarquer que cette proposition est intéressante parce que la dynamique décrite 
par la relation (4.1 1) est linéaire. 
Proposition 4.2 Si on suppose que Za trajectoire désirée xy est unifonnément bornée, 
que son suivi est exponentiellement stable @ce à la loi de commande (4.9) et que les 
conditions initiales x:(t,) sont bornées, alors, la &numique interne décrite par la 
relation (4 .8)  est bomée si la cjlnamique &crite put la relation (4.1 1 )  est 
asymptotiquement stable. 
Preuve de la proposition 4.2: Parce que la dynamique décrite par la relation (4.11) est 
asymptotiquement stable par hypothèse et parce qu'eue est linéaire invariante, nous 
savons que pour toute matrice Q symétrique et définie positive, il existe une matrice P 
symétrique et définie positive teiie que: 
En utilisant la fonction de Lyapunov v = x:P x,, pour étudier la stabilité de la dynamique 
interne décrite par la relation (4.9, nous obtenons 
d'où selon la relation (4.12), nous avons 
Puis, nous savons que x: et u'sont uniformément bornées puisque xy et x;(r,) sont 
uniformément bornées et que le vecteur des erreurs de suivi X,' est exponentiellement 
stable par hypothèse. Les propriétés 2.6, 2.7, 2.9 et 2.11 ainsi que les relations (3.1) et 
(4.3) nous permettent alors d'obtenir 
où a; est une constante positive bornée. Ainsi, des relations (4.13) et (4.14), nous 
obtenons 
2 Y < -a; lx, 1 ,  + 2a;aJx,l ,  
où a; et ai sont respectivement la plus grande et la plus petite valeur propre de P et Q. 
Nous obtenons donc 
La dynamique interne est donc bornée puisque, selon la relation (4.1 S), lxel, décroît en 
fonction du temps lorsque Ixelz 2 a;. i - 
Maintenant que nous avons établi une condition suffisante simple pour garanAtir une 
dynamique interne bornée, nous allons vérifier cette condition pour dinérentes valeurs de 
a correspondant à différentes sorties. 
4.2.1 Linéarisation par rapport aux CGR 
Pour que la linéarisation par retour d'état obtenue par la loi de commande (4.6) soit 
définie par rapport aux CGR, il suffit de choisir a=O. La loi de commande (4.6) prend 
Pour que cette loi de commande soit bien définie, M, doit être non singulière. Cette 
condition est vérifiée grâce a la propriété 2.2. Conséquemment, la proposition 4.1 nous 
assure également que cette loi de commande Iinéarise correctement le système. 
Remarque 4.1: Grâce à la propriété 2.5, fa seule matrice qui doit être inversée h n s  la 
loi de c o m m d e  (4.16) est constante. Cette &mière peut donc être préalablement 
inversée de fupn à ce qu'il n) uzz aucune mairice à irwerser lors de i'impiantation en 
temps réel. Aimi, cette loz commade esti à tarte fin pratique* du même ordre de 
complexzté de caiczt2 qu'une loi de commrmde de Stpe couple pré-caictcfé régulièrement 
utiizsée pour b commande des manipuiàteurs rigides. 
Vérifions maintenant la stabilité de la dynamique décrite par la relation (4.1 1). Pour ce 
faire, il sufnt de choisir la fonction de Lyapunov suivante v = ttjf M,Q, + f qf K,~, de 
sorte que P = -q:cqe. Parce que selon l'hypothèse 2.6, F, est symétrique et définie 
positive, le théorème de Lasaiie nous permet de conclure que la dynamique décrite par la 
relation (4.1 1) est asymptotiquement stable. Grâce à la proposition 4.2, la loi de 
commande (4.6) suivie de la loi de commande (4.9) assurent donc la stabilité 
exponentielle des erreurs de suivi dans I'espace des CGR et une dynamique interne 
bornée. Malheureusement, notre objectif n'est pas d'obtenir le suivi dans l'espace des 
CGR mais plutôt dans I'espace des CGRV. Pour surmonter ce problème, considérons 
maintenant une linéarisation par retour d'état par rapport aux CGRV. 
4.2.2 Linéarisation par rapport aux CGRV 
Pour que la linéarisation par retour d'état obtenue par la loi de commande (4.6) soit 
définie par rapport aux CGRV, il sd5t  de choisir a=l. La dynamique décrite par la 
relation (4.1 1) est dans ce cas habitueliement instable. La dynamique interne est alors non 
bomée. Pour résoudre ce problème, De Luca et Lucibello (1993) proposent 
premièrement de calculer la trajectoire désirée des CGF qui correspond à la trajectoire 
désirée des CGRV et deuxièmement de stabiliser localement les erreurs de suivi des 
CGRV et des CGF. Cette approche ne s'applique cependant qu'à des manipulateurs et des 
trajectoires désirées très spécifiques. 
4.2.3 Linéarisation par rapport aux CGRVA 
Pour que la linéansation par retour d'état soit définie par rapport aux CGRVA, il suffit de 
choisir a entre zéro et un. La matrice M: doit alors être non singulière pour que la loi de 
commande donnée par la relation (4.6) soit bien définie. Grâce à la proposition 4.1, cette 
condition permet également d'assurer que la loi de commande linéarise correctement le 
système. Heureusement, la non singularité de la matrice M: est très facilement vérifiable 
puisque M: = Me -a 'Mn 2r et que M, et 2 ~ L  sont des matrices constantes. 
Ainsi, avec ce choix de sorties, plus a est près de un plus les CGRVA sont semblables 
aux CGRV et plus on se rapproche d'un suivi dans l'espace des CGRV. Le problème est 
que lorsque a est trop près de un. le système est à non-minimum de phase. L'idée que 
plusieurs auteurs ont utilisée pour contourner ce problème est de choisir a de façon à ce 
que la dynamique des zéros soit à la limite de la stabilité (De Luca et Siciliano, 1989; 
Yim, 1994). Avec cette approche, la meilleure approximation du suivi de trajectoire dans 
l'espace des CGRV est obtenue avec une dynamique des zéros asymptotiquement stable. 
La dynamique interne est alors habituellement bornée. En général, la dynamique des zéros 
est non linéaire et sa stabilité peut être dinicilement caractérisée par le paramètre a. Des 
approximations numériques sont alors appliquées pour déterminer a (Yim, 1994). Pour 
notre classe de manipulateurs flexibles, cette procédure est grandement simplifiée grâce a 
la proposition 4.2. En effet, cette proposition établit que la dynamique interne est bornée 
si la dynamique décrite par la relation (4.1 1) est asymptotiquement stable. Or, la 
dynamique décrite par la relation (4.1 1) est linéaire. On peut donc, en quelque itérations, 
trouver une valeur de a qui est relativement proche de la marge de stabilité. De pius, 
nous verrons au chapitre V que cette particularité nous permettra d'assurer une 
dynamique interne robustement bomée par rapport à l'incertitude de la charge. 
4.2.3.1 Simulation de la loi de commande 
Nous d o n s  maintenant simuler la loi de commande décrite par les relations (4.6) et (4.9) 
en considérant le manipulateur flexible de la section 2.5 et la trajectoire désirée de la 
section 3.4. Pour ce faûe, nous avons d'abord trouvé la valeur maximum de a qui assure 
une dynamique interne bomée. Même si cette valeur maximum est 0.93 nous avons choisi 
de fixer a a 0.88 pour assurer une marge de stabilité de 5%. Puis, pour obtenir un temps 
de réponse d'environ 0.5 seconde, nous avons choisi les gains de la loi de commande 
(4.9) de façon à imposer toutes les valeurs propres du système à -10. Nous avons alors 
simulé le système en considérant les conditions initiales suivantes: les vitesses de toutes 
les coordonnées généralisées nulles, les CGF nulles et les CGR fixées de façon a obtenir 
des erreurs de suivi initiales d'une valeur de 0.05 rad (environ 3 degrés). Les résultats de 
cette simulation sont illustrés par les figures 4.1 à 4.3. Des résultats de simulations avec 
un modèle de validation incluant l'effet de raccourcissement de Ia membrure flexible sont 
également présentés a l'annexe C. Même si les erreurs de suivi obtenues ne sont pas 
démesurément grandes, la figure 4.2 nous montre clairement que i'extrémité du membre 
flexible vibre avec une fréquence d'environ 8 Hz. Pour plusieurs applications, cette 
vibration peut être extrêmement indésirable. L'approche proposée à la section suivante 
corrige ce problème et assure une convergence plus rapide des erreurs de suivi. En fat, 
nous verrons que, dans la mesure du possible, la constante de temps associée à la 
décroissance des erreurs pourra être imposée. Cette approche permettra également de 
minimiser l'amplitude maximum des valeurs propres de la partie linéaire du système. 
Ainsi, les hautes fiéquemes de vibration de la poutre flexible, qui ne sont normalement 
pas prises en compte dans la modélisation, seront davantage atténuées. 
xO 
Figure 4.1 Trajectoire désirée (- -) et obtenue (-) dans l'espace de travail. 
Figure 4.2 a) Erreurs de suivi des CGRV 'q,(- -) et *q,(-) et b) déformation p .  
Figure 4.3 a) Effort de commande de la première articulation et b) effort de commande 
de la seconde articulation. 
4.3 Stratégie de commande proposée 
La stratégie de commande proposée dans cette section consiste d'abord à transformer la 
trajectoire désirée de l'espace de travail a l'espace des CGRV puis, de l'espace des CGRV 
a celui des CGR et des CGF. Ces transformations sont décrites en détail à la section 3.3. 
L'objectif est alors de trouver une loi de commande qui stabilise les erreurs de suivi des 
CGR, des CGF et des CGVR. Pour ce faire, une loi de commande qui linéarise le système 
par rapport aux CGR est d'abord considérée parce qu'elle assure aisément une dynamique 
interne bornée. La dynamique linéarisée par rapport aux CGR est alors divisée en deux 
parties: la dynamique des q - 1  premières CGR que nous appelerons p d e  rigide partielle 
(PRP), et la dynamique de la dernière CGR et des CGF que nous appellerons partie 
j7&ble mgmntée (PFA). Même si la dernière CGR n'est pas une variable utilisée pour 
modéliser la flexibilité, nous l'avons regroupé avec les CGF parce que toutes ces 
coordonnés généralisées sont commandées par la même entrée. Dans ce contexte, il est 
fort simple de définir une loi de commande linéaire qui stabilise les erreurs de suivi de la 
PRP. D'autre part la stabilisation des erreurs de suivi de la PFA est plus complexe parce 
que sa dynamique est non linéaire et couplée avec la PRP. Par surcroît, si on considère ce 
couplage comme une perturbation, cette dernière n'est malheureusement pas 
reproductible par rentrée (eue ne satisfait pas le "matching condition"). Les méthodes 
classiques de commande non linéaire robuste (Khalil, 1992) ne peuvent donc être utilisées 
pour stabiliser ce système. Nous verrons toutefois que cette stabilisation peut être assurée 
grâce à une simple loi de commande linéaire. En effet, le théorème de passivité, le 
théorème de stabilité des systèmes hiérarchiques et une formulation du problème sous la 
forme d'ML, nous permettront de calculer les gains de cette loi de commande de façon a 
assurer la stabilité du système et une vitesse de convergence souhaitable des erreurs de 
suivi. En bref, la stratégie de commande proposée est illustrée par la figure 4.4. 
désirée 
de l'outil 
Figure 4.4 Stratégie de commande proposée. 
4.3.1 Lois de commande 
La première loi de commande, qui est donnée par la relation (4.16), linéarise le système 
par rapport aux CGR Le système prend alors la forme donnée par les relations (4.7) et 
(4.8) avec a = O. Selon les relations (4.2) et (4.3), cette dynamique peut être réécrite 
sous la forme suivante: 
1 -  - 1  
4,- 44 (4.18) 
2@r=2u (4.1 9a) 
{, =-~;~[~,f,+K,q,+G,(q~)t~Y,(q,,'4,)'~,+~~~(~,)~u+~~~~u] (4.19b) 
Selon ce qui a été mentionné dans le paragraphe précédent, la relation (4.18) représente 
la dynamique de la PRP tandis que la relation (4.19) représente celle de la PFA. Les 
variables lu et 2u sont donc les nouvelles variables de commande de la PRP et de la PFA. 
Obtenons maintenant la dynamique des erreurs de suivi de la PRP. Pour ce faire, on 
soustrait l'accélération désirée des n;l premières CGR de part et d'autre de la relation 
(4.18). La dynamique des erreun de suivi de la PRP prend alors la forme suivante: 
1 :  - 1  --d-1 
!Ir-4, U (4.20) 
où lqVd est l'accélération désirée des nr- l premières CGR et 'fr=lqrd-lq, est le vecteur des 
erreurs de suivi des accélérations des n;l premières CGR. Les erreurs de suivi de la PRP 
peuvent alors être facilement stabilisées grâce à la loi de commande suivante: 
I i (= lq:  + K,, '4, + KI ,  '4, (4.2 1) 
où lq,d est la trajectoire désirée des n;l premières CGR, l&=lq,d-'qr est le vecteur des 
erreurs de suivi et 4, ainsi que Kl, sont des matrices de gains qui doivent être 
symétriques et définies positives. La P M  peut ainsi être modélisée comme suit: 
- 
x, = A,x, (4.22) 
où le polynôme caractéristique de la matrice A, est Hurwitz et ou x: = [ '4; 'ir]. 
Trouvons maintenant la dynamique des erreurs de suivi de la PFA Pour ce faire, 
soustrayions d'abord I'accélération désirée de la dernière CGR de part et d'autre de la 
relation (4.19a). Puis nous savons que la trajectoire désirée des CGR et des CGF est 
solution de la relation (3.8) dans laquelle la perturbation Pz peut être n d e  ou non nulle. 
En effet, P, est nulle si la transformation de la trajectoire désirée de l'espace des CGRV à 
celle des CGR et des CGF est obtenue par la méthode exacte et non nulle si la 
transformation est obtenue par la méthode quasi-statique. Pour obtenir les erreurs de 
suivi de la partie flexible, nous effectuons donc la différence entre les relations (3.8) et 
(4.19b). La dynamique des erreurs de suivi de la PFA est alors donnée par la relation 
suivante: 
exacte et est définie à la relation 3.8 lorsque la transformation est obtenue par la méthode 
1 d 1 '  quasi-statique. En remplaçant lqr= q, - qr et en utilisant la propriété 2.10, g,(t) peut être 
La perturbation go(') est bornée par rapport a x, uniformément par rappon à t puisqutel1e 
dépend seulement des trois ensembles de variables suivants: 1) la trajectoire désirée qui 
est supposée uniformément bomée; 2) les vecteurs 'qr et '4, qui sont bornés puisque x, 
est exponentiellement stable grâce à la loi de commande (4.21); 3) le scalaire 'qr qui est 
sollicité seulement par l'entremise de fonctions sinusoïdales (propriétés 2.6 , 2.9 et 2.1 1 ) .  
Remarque 4.1 : Dons la relàtion (4.23). la perturbation go ne satisfait pus la condition 
de reproductibilité rmatching condiron'l). Pour cette raison, les méthodes classiques 
de commande robuste non linéaire (KhaU, 1992, p.304) ne peuvent être utilisées pour 
assurer la stabilité uynptotique ch système. 
4.3.2 Stabilité des erreurs de suivi 
Dans les paragraphes qui suivent nous verrons que, malgré la remarque 4.1, la stabilité du 
système peut être assurée avec une décroissance exponentielle des erreurs grâce à une 
simple loi de commande linéaire de la forme suivante: 
2 ~ 2 q r d  + K23 (4.25) 
où '8 est l'accélération désirée de la demière CGR. Mais pour l'instant, nous allons 
démontrer que la matrice de gain K, peut facilement être obtenue de façon à ce que les 
erreurs de suivi soient ultimement bornées. 
Proposition 4.1 : Si fa matrice de gains K2 est choisie de façon à ce que le pol)mhe 
cmactéristipe de (A, - BJCJ soit Hurwitz, alors, la dynamique des erreurs de suivi des 
CGR des CGF et des CGRV est ultimement bomée. 
Preuve de la proposition 4.1: Parce que le polynôme caractéristique de (A, - B&) est 
Hurwitz par hypothèse, la dynamique des erreurs de suivi de la P F 4  donnée par la 
relation (4.23), prend la forme d'un système héaire exponentieiiement stable perturbé par 
go et Pz. Or, go est bornée et, puisque x, est exponentieiiement stable, la bome de go 
devient indépendante de x, lorsque r tend vers 1'infîn.i. La perturbation P, est également 
bornée puisqu'eile est fonction de la trajectoire désirée lorsque la transformation est 
obtenue par la méthode quasi-statique et nulle lorsque la transformation est obtenue par 
la méthode exacte. De façon similaire à la preuve de la proposition 4.2, on peut alors 
démontrer que les erreurs de suivi de la PFA sont ultimemement bornées. Finalement, les 
erreurs de suivi des CGRV et de leurs dérivées sont certainement bornées de la même 
façon puisque selon les relations (3.1) et (3.7), ces erreurs sont une combinaison linéaire 
des CGR, des CGF et de leurs dérivées perturbées par P, qui est nulle ou bornée de la 
même façon que Pz. !l 
La borne ultime des erreurs de suivi dépend d'une part de la perturbation go et d'autre part 
des pemirbations P, et P,. Pour leur part, les perturbations P, et P, ne peuvent 
occasionner une bome ultime démesurée. Eues ne peuvent qu'inciter la bome ultime à 
être proportionnelle aux erreurs de transformation de la trajectoire désirée qui 
surviennent lorsque la méthode quasi-statique est utilisée. D'autre part, la perturbation go, 
qui dépend de la variable d'état 'qr par l'entremise de fonctions sinusoïdales, peut 
déstabiliser localement le système. Même si dans ce cas, les erreurs restent bornées, la 
borne ultime peut être tellement grande que le système apparaisse, à toute fin pratique, 
comme un système instable. À la section 4.3.4, un exemple illustre cette situation. Pour 
surmonter ce problème, nous dons contraindre le choix de la matrice des gains de la loi 
de commande (4.25) de façon a obtenir un système exponentiellement stable perturbé 
seulement par Pl et P,. La borne ultime des erreurs de suivi sera alors proportionnelle aux 
erreurs introduites par la transformation de la trajectoire désirée lorsque la méthode 
quasi-statique sera utilisée et nulle lorsque ce sera la méthode exacte qui sera utilisée. 
Les erreurs de suivi seront alors exponentieliement stables ou, comme l'explique la 
définition 4.1, exponentieliement ultimement bornées. 
Définition 4.1 : Un système est exponentiellement ultimement borné si et seulement si il 
existe a, > O et a, > O telles que le vecteur d'état du syslème reqecte la condition 
suivante : 
lx(?)( 5 a, l ~ ( t , ) [ e - " - ~ ~  '" +% 
ozi x(tJ est la condirion initiale et a, est la bonte ultime. 
Pour obtenir ce résultat, utilisons d'abord les propriétés 2.6, 2.9 et 2.1 1 pour réécrire g&t) 
de la façon suivante: 
et où les fonctions f ;  sont définies à la relation (3.10). Le lecteur pourra remarquer que 
ces fonctions dépendent directement du temps t seulement par l'entremise de la trajectoire 
désirée. Nous d o n s  maintenant réexprimer g, et g, de façon à faire ressortir leurs 
dépendances respectives aux erreurs de suivi des n;l premières CGR (Pm) et de la 
dernière CGR (PFA). Pour ce faire, remplaçons la relation (4.21) dans l'expression 
(4.26b) et utilisons le théorème des accroissements finis ("mean value theorem") pour 
obtenir : 
1 d 1 2  g , ( ~ ,  91) = - ' ~ n ( q ~ ) ( ~ , d ~ i r  +glp1er)+21~(qr9  qr ) qr- '~,(qr , ' i r )  '6 +[a( ' )  
+Q1 (0 sin( hQ, (0 coi2qr + Q, (0 sin(2 'qr) + a (0 'qr )]'& (4.27) 
où x, est défini à la relation (4.22), 
Parce que la relation (4.27) est dérivable partout par rapport à x,, parce qu'elle dépend 
de t seulement par l'entremise de la trajectoire désirée et de (t) et parce que 'qr(t) est 
sollicité seulement par l'entremise de fonctions sinusoïdaies (propriétés 2.6 et 2.9), il est 
clair que pour n'importe quelle constante 9, positive bomée, il existe une constante 
positive bomée 9, t e k  que 
Selon la relation (4.27), il est également clair que 
g1 (OA = 0 (4.28b) 
La relation (4.28) sera très utile pour simplifier l'étude de stabilité de notre système. Mais 
auparavant, nous devons réexprimer g2 de façon à faire ressortir sa dépendance à l'erreur 
de suivi de 'q,. Pour ce faire, nous utilisons de nouveau le théorème des accroissements 
finis ("mean value theorem"). La perturbation g2 prend alors la forme suivante: 
où z(t) E {<(t)lc(t) = a 2q,d ( t )  + (1 -or) 'q, (t); O c a < 1) et où la matrice Q(r) est 
uniformément bomée puisqu'ele dépend de la trajectoire désirée qui est uniformément 
bornée et de z(t) qui intervient seulement par l'entremise de fonctions sinusoïdales. Ainsi, 
su~lQ(t)l, = Y c (4.29b) 
Grâce à la décomposition de la perturbation go, la dynamique décrite par la relation (4.23) 
et la loi de commande (4.25) peut s'exprimer sous la forme suivante: 
4 = 4 x 2 + @ ~ - & g , ( x l , r ) + B 2 4 ( r )  
Y = %  , Y = -g2 ( Y J )  (4.30) 
OC 3 = A, - B2 K, et ë2 = [1 O O]. Intuitivement, la stabilité de ce système est 
indépendante de la perturbation g, parce que x, est exponentiellement stable de sorte que 
g, tend vers zéro lorsque t tend vers l'infini. Notre objectif est alors, non seulement de 
prouver cette déduction intuitive mais également de montrer que la stabilité de ce système 
non linéaire peut être déduite seulement à partir de sa partie linéaire commandable et 
observable. Pour atteindre cet objectx nous considérons une transfomation similaire 
[E: E: xi]' = cx, telle que la dynamique décrite par la relation (4.30) puisse 
prendre la forme suivante (Chen, 1984, p. 204): 
. - -
x, = A& 
où l'indice CO indique la partie commandable et observable, l'indice c5 indique la partie 
commandable et non observable et l'indice E indique la panie non comrnandable. La 
proposition suivante établit alors le résultat cherché. 
Proposition 4.2: Si la trrmsfonnation de la trajectoire désirée est obtenue &partir & la 
méthoclle (exacte) (( qu~~~~-statique )), la dynamique des erreurs de suivi des CGR des 
CGF et des CGRV est (exponentielletnent stable) ((eqonentiellement ul~irnement bornée 
)) pour n'importe quelle condition initiale bornée si et seulement si: i )  dmLF la relation 
(4.30). le polynôme caractéristique de 4 est Hurwitz et ü) la dynamique linéaire 
commandzble et observable extruite des relations (4.3 1 ) à (4.34) et donnée par 
est exponentiellement stable pour n'importe quelle condition initiale bornée. @ 
Pour prouver la proposition 4.2, nous avons besoin du résultat suivant qui pone sur la 
stabilité des systèmes hiérarchiques. 
Lemme 4.1 : Soit le système hiérarchique décrit par la relation suivanîe: 
= f @ J ) +  PIW 
g = f2(~,,W)+ P*W 
= fi(~l,x2,.-.,~,t)+~t(t) (4.36) 
oir les f ;  sont des fonctions continûment dzfférentiables par rqpori à El , X., , X, et t et 
où les p, sont des perturbations. Si on suppose que les d m  conditions suivantes sont 
vérifiées: 
9 f;(O,t)= O, /,(O,O,t)=O, ..-, f,(O,O,~~-,O,t)=O (4.3 7 )  
ii) V9, positive bornée, il existe une constante 9, positive bornée telle que 
alors, si @, = O) (( p, est unijormément bornée)) pour i = 1, - - , t ,  le système hiérarchique 
décrit par la relation (4.3 6 )  est (e~onentieZlement stable) ((erponentiellement 
ultimement borné )) pmr n'importe quelle condition initiale bornée si et seulement si la 
&unnique décrite par la rehtion (4.38) est exponentiellement stable pour n'importe 
quelle condition initiale bornée. 
il = fi(F,,t) , = f2(0,X2,t) . - - - *  Fe = f<(O*O ,..., Xt,t) (4.38) 
df2 (FI r f )  s 8, 3 .--y sup SUP "43o..J a, 1, t.0 1.: g- ... qqpl 
Preuve du lemme 4.1: La preuve du lemme 4.1 est donnée à l'annexe B de cette thèse. 
Quoiqu'adapté pour le contexte de notre étude, ce lemme est similaire au résultat présenté 
dans Vidyasagar (1 993, p.26 1). 
af,(q,~2**--,xJ) 
a[x: g .-. 
Preuve de la proposition 4.2: La proposition 4.2 peut être prouvée en appliquant 
- directement le résultat du lemme 4.1. En effet, en posant 3, = x, , X, = E, , E3 = xm, 
- 
E4 =ZOO, / I (q,1)=4*~, f 2 ( ~ ~ , q , t ) = & q ,  f3(xl,Z.2,X3,1) = A& - B,Q(t)C,% - 
&Q(t)cx2 + ( &(jT,,qx2x37q7t)= & 3 e + & [ ~ 2  + ? 2 ~ 3  
-&Q(~)C~X, - & ~ ( t ) < j ~ ,  -&g, (~ , , t ) ,  p,(t) = p , ( t )  = 0, p,(t) = % ~ , ( t )  et 
p, (t) = && (t), la dynamique décrite par l'équation (4.22) et les équations (4.3 1 )  a 
(4.34) est de la forme de ceiie décrite par la relation (4.36). Les conditions i) et ii) du 
lemme 4.1 sont alors satisfaites grâce aux équations (4.28) et (4.29). Il suffit donc de 
prouver la dynamique décrite par la relation (4.38) est exponentieilement stable si et 
seulement si les conditions i et ii sont satisfaites. D'abord les équations caractéristiques de 
4 et A, sont Hurwitz si et seulement si, dans l'équation (4.38), l'équation 
caractéristique de 2 est Hurwitz. = f, (O,X,, t )  et g4 = f, (O, O,  0,E4, t )  sont donc 
exponentiellement stable si et seulement si la condition i est satisfaite. Aussi, nous savons 
que FI = (X, , t )  est exponentiellement stable grâce à la loi de commande (4.2 1 ) .  
Finalement, parce que = /, (O,O,X,, t )  est la dynamique décrite par la relation (4.35), 
elle est exponentiellement stable pour n'importe quelle condition initiale bomée si et 
seulement si la condition ü est satisfaite. Le lemme 4.1 nous permet donc de conclure 
que si la transformation de la trajectoire désirée est obtenue à partir de la méthode exacte 
(p,(i)=P,(t)=P,(t)=O), les erreurs de suivi des CGR et des CGF sont exponentiellement 
stables pour n'importe quelle condition initiale bomée si et seulement si les conditions de 
la proposition 4.2 sont satisfaites. Puis, il en est de même pour les erreurs de suivi des 
CGRV puisque dans ce cas, selon les relations (3.1) et (3 -7) avec P,(t)=O, les CGRV sont 
une combinaison linéaire des CGR et des CGF. Le lemme 4.1 nous permet également de 
conclure que si la transformation de la trajectoire désirée est obtenue à partir de la 
méthode quasi-statique @,(t),P,(t) et P2(t) sont uniformément bornées), les erreurs de 
suivi des CGR et des CGF sont exponentiellement ultimement bornés pour n'importe 
queue condition initiale bomée si et seulement si les conditions de la proposition 4.2 sont 
satisfaites. Puis, il en est de même pour les erreurs de suivi des CGRV et de leurs 
dérivées puisque dans ce cas, les erreurs des CGRV et de leurs dérivées sont une 
combinaison linéaire des erreurs des CGK des CGF et de leurs dérivées perturbées par 
4 (0 - cl 
La stabilité du système peut maintenant être assurée par une condition suffisante 
beaucoup plus simple si on utilise le théorème de passivité. Une interprétation particulière 
du théorème de passivité est donnée par le lemme suivant. 
Lemme 4.2: Si pour le système décrit par la relcrt'on (4.35). on cullSi&re que G,(s) est 
la matrice de tran#iert correspondant à la représentation d'états (&, , B, , c, O) et y 
est définie par la relation (4.29b). alors. le système décrit par la relation (4.3 5 )  est 
globalement exponentielZernent stable si i) (%, , K, c, O )  est une réalisation minimale 
et 9 Y llGm Il, < 1. El 
Le lemme 4.2 peut également être interprété comme une application spécifique du 
théorème du petit gain. La preuve de ce lemme est donnée sous la forme d'un exemple 
dans Khalil(1992, p.245). Le lecteur pourra cependant remarquer que même si dans cette 
référence, l'auteur parle de stabilité absolue (globale, uniforme et asymptotique), il n'en 
demeure pas moins que les conditions invoquées sont suffisantes pour assurer une 
stabilité exponentielle. Le lecteur pourra également remarquer que contrairement à ce qui 
est présenté dans Khalil, le système décrit par la relation (4.35) n'est pas carré (Le. le 
nombre de sorties n'est pas égal au nombre d'entrées). Cette particularité n'affecte en rien 
le résultat donné par le lemme 4.2. En effet, cette particularité peut être éliminée en 
complétant le système par un vecteur de sorties y, nul de façon à le rendre carré. Les 
conditions du lemme 4.2 ne sont alors modifiées d'aucune façon. 
En appliquant le résultat du lemme 4.2 à la proposition 4.2, nous obtenons la proposition 
suivante qui fournit un moyen très simplifié de vérifier la stabilité du système. 
Proposition 4.3: Si i) ['équation caractéristique de 4 est Hurwi~z et ii) y11q1, < 1 où 
G(s) est la &ce de transfert de la partie linéaire du système décrit par la relation 
(4.30) et y est la constante définie par la relation (4.29b), alors, la dynamique des 
erreurs de suivi des CG& des CGF et des CGRV est (exponentiellement stable) 
((exponentzelIement ultimement bornée )) pour n'importe quelle condition initiale 
bornée si 14 ~am#omuzion de lu trajectoire désirée est obtenue a partir de la méthode 
(exacte) ((quasi-statique)). C! 
Preuve de la proposition 4.3: La première condition de la proposition 4.2 est satisfaite 
puisque l'équation caractéristique de 4 est Hurwitz par hypothèse. Il reste à vérifier la 
stabilité de la dynamique décrite par la relation (4.35). Pour ce faire, il suffit de vérifier les 
hypothèses du lemme 4.2. D'abord, la réalisation associée à la dynamique décrite par la 
relation (4.35) est minimale puisqu'elle est cornrnandable et observable. Puis, parce que la 
matrice de transfert associée à la partie commandable et observable est la même que celle 
du système complet et parce qu'elle est insensible aux transformations de similarité, la 
condition y l l ~ ~ ~ l l _  < 1 est équivaiente à celle de la proposition 4.3. 5 
4.3.3 Optimisation du temps de réponse 
Le problème consiste maintenant à trouver une matrice de gains K2 qui satisfait les 
conditions de stabilité de la proposition 4.3 et qui assure une bonne performance au 
niveau du suivi de la trajectoire (Bigras et al., 1995b). En d'autres termes, si on considère 
que Z est l'ensemble de toutes les matrices de gains K2 qui satisfont les conditions de 
stabilité de la proposition 4.3, l'objectif est de trouver 1Y, E Z de façon à minimiser un 
certain critère de performance. Évidemment, ce problème d'optimisation ne peut être 
résolu que si l'ensemble 5 existe. C'est justement l'objet de la proposition suivante (Bigras 
et al., 1996). 
Proposition 4.4: 11 exiae un ensemble connecté 5 tel que VK2 E E les conditions de in 
proposition 4.3 sont ~ ~ ~ a r a r 1 e s S  
Preuve de la proposition 4.4: D'abord le lemme 3.1 nous indique que les conditions de 
stabilité de la proposition 4.3 équivalent à ce que la matrice 4 possède seulement des 
valeurs propres à parties réelles négatives et à ce que la matrice définie de la même 
façon que la matrice H de la relation (3.21), ne possède pas de valeur propre à partie 
réelle nuiie. Ainsi parce que les valeurs propres de & et de H, sont des fonctions 
continues de 4, il suffit de prouver qu'il existe une matrice de gains particulière qui 
satisfait les conditions de la proposition 4.3 pour prouver l'existence d'un ensemble 
-* connecté . Comme matrice de gains particulière, on choisi 
= [(h,h,) (4, - )  O O] où k, et h, sont des nombres réels ou conjugués 
complexes a parties réelles négatives. Avec ce choix, l'équation caractéristique de 4 
(équations 4.23 et 4.30), est donnée par 
ou AJX) est I'équation caractéristique de la matrice suivante: 
O 
= = 1- 
Parce que les matrices Me, K, et Fe sont symétriques et définies positives, I'équation 
caractéristique de A, est Hurwitz. L'équation caractéristique (4.39) est par conséquent 
Hurwitz. Il s a t  alors de prouver que Y~~GII, c 1. Sachant que 
données par les relations (4.23) et (4.30), il est clair que G(s)=O. En effet, parce que les 
derniers éléments de sont nuls, la matrice 4 est triangulaire par blocs et cela 
implique que [SI - &] est égaiement trianguiaire par blocs. La structure des matrices 
E2 et C2 est alors telle que G(s)=O. A cause de cela, y((ql_ = O < 1. Ainsi, pour chaque 
valeur particulière It, et il existe un ensemble connecté <. L'ensemble connecté total 
E est donc simplement l'union de tous les ensembles Zi . G 
Comme nous l'avons mentionné dans la preuve de la proposition 4.4, la matrice de gains 
K2 = [(h,h,) (-1 - 1 )  O O] satisfait les conditions de stabilité de la proposition 
4.3. Malheureusement, avec un tel choix de gauis, l'amortissement des erreurs de suivi 
des CGF est très similaire à l'amortissement naturel de la poutre flexible. Cet 
amortissement est généralement très faible. En fait, l'hypothèse 2.6 sous entend que 
l'amortissement de la poutre flexible est faible puisque les amortissements élevés ne 
peuvent généralement pas être modélisés de façon adéquate par une relation linéaire 
invariante (PiedBoea 1989). À cause de cela, il convient de choisir la matrice de gains 
4 E de façon a augmenter I'arnortissement, ou préférablement, de façon a diminuer la 
constante de temps associée à la décroissance des erreurs de suivi. En fait, nous savons 
que VK,  E le système est exponentiellement stable (i.e. lx(t)l a a,e-"-b'fT Ix(t0 )l) OU 
exponentiellement ultimement bomé (Définition 4.1). L'objectif est donc de choisir 
& E 2 de façon à réduire, voir même à imposer, la constante de temps r. Pour arriver à 
mieux formuler ce problème d'optimisation, nous allons maintenant caractériser la stabilité 
du système par rapport à la constante de temps associée à la décroissance des erreurs de 
suivi. Pour ce faire, considérons d'abord la définition suivante. 
Définition 4.2: On désigne par (ro-exponentiellement stable) ((ro-exponentiellement 
ultimement borné )) un système qui est (exponentiellement stable) ((exponentiellement 
ultirnernent bomé )) avec une constante de temps infërieure ou égale à r,. 
La proposition suivante fournit dors une condition suffisante pour garantir que le vecteur 
des erreurs de suivi est (7,-exponentiellement stable) ((ro-exponentiellement 
ultimement borné )). 
Proposition 4.5: Si i) les matrices de gains K,,, et K,, associées ù la loi de commande 
(4.2 1 ), sont choisies de façon à ce que le polynôme caractéristique de (A, + 1 / 7, ) soit 
Hunuitz et ii) la matrice de gains K,, ussociée à la lui de cornman& (4.25), est choisie 
de fa~ort à ce que l'équation uv=actéristigue de (4 + 1 / s,) soit Humitz et de fapn à 
par la relation (4.29b), alors, la dynamique des erreurs de suivi des CGR, des CGF et 
des CGR V est ( r ,- exponentiellement stable) (( r ,- exponentiellement ultimement 
bornée)) pour n'importe quelle condition initzale bornée si la transformation de la 
trajectoire désirée est obtenue Li partir de la méthode (exacte) ((quasi-statique)). 
Preuve de la proposition 4.5: En considérant le changement de variables suivant 
X(t) = e('elO)'~Ox(t), souvent utilisé pour assurer une certaine marge de stabilité (Anderson 
et Moore, 90, pp.60), nous obtenons: 
Ix(t)l I e-"'b'"O Ix(t)l. 
II est alors clair que si F(t) est (exponentiellement stable) (exponentiellement ultimement 
bornée)), x(t) est (ro-exponentiellement 
bornée)). En substituant ce changement de 
nous obtenons l'expression suivante: 
% =(A,  + I / ~ , ) T ,  
g2 = (4 4- 11 T~)E~ 
stable) (( r ,- exponentiellement ultimement 
variable dans les relations (4.22) et (4.30), 
façon identique à ce que nous avons obtenu à la relation (4.28), pour n'importe quelie 
constante 9, positive bornée, il existe une constante positive bomée 9, telle que 
Aussi, de la relation (4.29), nous obtenons 
&CY?O = g2W,O. 
Le reste de la preuve est identique aux preuves des propositions 4.2 et 4.3. O 
Parce que les matrices de gains K,, et K,, peuvent très facilement être choisies de façon à 
imposer arbitrairement l'équation caractéristique de (A, + 1 1 r, ) , la proposition 4.5 nous 
permet de formuler notre problème d'optimisation sous la forme suivante: 
Minimiser T, - T: (4.41 a) 
Sujet à: 
où s,d est la constante de temps que l'on souhaite imposer à la décroissance des erreurs et 
où 3, est l'ensemble de toutes les matrices de gains 4 qui sont telles que le polynôme 
caractéristique de (& + 1 / r,) est HUTWitz et que Y 1 1 ~ ~ .  11 < 1. Parce que r, = 
a 
implique que H, = Z, selon des arguments de continuité similaires à ceux de la preuve de 
la proposition 4.4, il est clair qu'il existe r, < m telle que HK0 existe. À cause de cela, la 
solution du problème d'optimisation (4.41) existe toujours. Ce problème peut cependant 
être difficile à résoudre parce que l'ensemble E, n'est pas nécessairement convexe. Pour 
surmonter cette difficulté, nous allons, dans les paragraphes qui suivent, transformer le 
problème d'optimisation décrit par la relation (4.41) sous la forme d ' m .  Le problème 
obtenu pourra alors être résolu grâce au "LM1 Toolbox" du logiciel MATLAB. Pour 
obtenir ce problème transformé, considérons d'abord le résultat suivant (Zhou et 
Khargonekar, 1 98 8). 
Lemme 4.3: Si G(s) est la matrice de trrmsfert c o r r e ~ p o ~ t  à la représentatzon d'état 
(A,B,C,O), alors, les deux énoncés suivants som équivalents: i) l'équation carac~é~stiique 
de A esi Hunviîz et y11q1, < 1 ; ü) il existe une matrice P symétrique et définie positive 
telle que I'inégaliité suivunte est vérifiée: 
PA + A'P + y 2 ~ ~ B ' ~  + C' < O 
ai [. ] < O sipzfie que la matrice [. ] est définie négative. 




4 ( ~ ~  -44 + I I T ~ ) + ( A ~ - ~ ? &  + I I  T , ) ~ P ;  +y24&E:4+CfG < O  
e > O  (4.42b) 
d 
5, - r,  2 O 
où [.] > O s i d e  que la matrice [.] est d é f i e  positive. Pour obtenir les contraintes sous 
la forme dIML, on considère d'abord le changement de variables suivant: 
q1 = -2 / r, (4.43 a) 
q = Pr1 (4.43b) 
y = ml-l (4.43~) 
Le problème d'optimisation (4.42b) peut alors prendre la forme équivalente suivante: 
Minimiser f i l  
Ce problème d'optimisation peut ensuite être transformé sous forme d'IML en utilisant le 
complément de Schur. En effet, i'équivalence suivante (Boyd et al., 1993): 
R > O et Q - SR'S' > O si et seulement si [: :]>O 
où Q et R sont des matrices symétriques, nous permet de transformer notre problème 
d'optimisation sous la forme équivalente suivante: 
Minimiser rli 
Le problème d'optimisation (4.44) est communément désigné par Problème de Valeurs 
Propres Généralisées (PVPG). Il peut facilement être résolu, de façon globale, à l'aide 
du "LM ToolBox" du logiciel MATLAB (Gahinet et al., 1995). Malheureusement, la 
solution de ce PVPG n'est pas toujours unique. Pour cette raison, il peut arriver que la 
matrice de gains 4 obtenue soit telie que certaines valeurs propres de la matrice 4 soit 
suffisamment grandes pour exciter les modes de vibration haute fréquence de la poutre 
flexible. Cette situation est généralement indésirable puisque l'on ne tient pas compte de 
ces modes lors de la modélisation du manipulateur flexible. Pour surmonter cette 
dSculté, il s'agit de contraindre davantage le problème d'optimisation (4.44) de façon à 
limiter l'amplitude des vaieurs propres de 4. Cette spécification additionnelle peut être 
obtenue en contraignant les valeurs propres de 4 dans une région appropriée du plan 
complexe. Le résultat publié dans Childi et Gahinet (1996) permet justement de 
transformer une telle contrainte sous forme d'ML à condition que la région choisie soit 
convexe et symétrique par rapport à l'axe réel. Pour satisfaire nos exigences spécifiques, 
nous choisissons d'utiliser un cercle de rayon r centré a l'origine comme région de 
contrainte. Le résultat spécifique suivant est dors extrait du résultat beaucoup plus 
général donné dans Childi et Gahinet (1996). 
Lemme 4.4: Les valeurs propres de la matrice A sont à l'intérieur d'un cercle de rayon r 
centré a l'origine ah plm complexe si el sedement si il existe une matrzce P symétrique 
et &Bnie positive telle que l ' M  suivante est vérrfiée: 
Griice au lemme 4.4, le changement de variables suivant: 
y2 = <-' 
w, = m;' 
nous permet donc d'obtenir une IML qui est une condition nécessaire et suffisante pour 
que le module des valeurs propres de 4 
-rU, 
AfY,-4W, 
soit inférieur a r. Cette IhdL est donnée par: 
Il suffit maintenant d'ajouter cette nouvelle contrainte au problème d'optimisation (4.44). 
C'est ce que l'on appeile un problème d m  à objectifs multiples. Dans ce cas, même si 
chacune des IML est une condition nécessaire et sufnsante pour l'objectif' qui lui 
correspond, les IML regroupées ne constituent qu'une condition suffisante parce qu'une 
contrainte supplémentaire doit être ajoutée pour préserver la linéarité du système. En fait, 
les relations (4.43) et (4.45) impliquent que 
yq-' = W2Y,Y-I (4.47) 
Parce que cette contrainte détniit la linéarité, on ajoute la contrainte additionnelle 
suivante: 
K = Y ,  (4.48) 
Même si la contrainte (4.48) rétablit la linéarité du système, il n'en demeure pas moins 
qu'eile ajoute un certain degré de conservatisme. Le système d'ML obtenu ne constitue 
donc plus qu'une condition suffisante aux objectifs visés. Malgré cela, le résultat qui suit 
nous permettra d'assurer l'existence de la solution de notre problème à objectifs multiples. 
Proposition 4.6: Si on suppose que r(, et est la solution h probIème (4.44), 
alors. il existe une constante r telle que I'XkiL suivante est satis$azte: 
Preuve de la proposition 4.6: Utilisant le complément de Schur, I'IML (4.49) prend ia 
forme suivante: 
r r  > O  
Parce que la matrice est solution du problème (4.44), elle est définie positive. La 
première partie de l'inégalité (4.50) est donc automatiquement satisfaite. Aussi, il existe 
certainement une valeur de r qui est telle que la deuxième partie de l'inégalité est 
respectée puisque r2 multiplie la partie définie positive de son membre de gauche. 2 
En regard au résultat de la proposition 4.6, notre stratégie d'optimisation est la suivante. 
Parce que notre objectif principal est d'optimiser la constante de temps associée à la 
décroissance des erreurs de suivi, la solution du problème (4.44) est d'abord obtenue. 
Puis, cette solution optunale Y(, Y; et est utilisée comme condition initiale pour 
résoudre le second problème d'optimisation a objectifs multiples suivant: 
Minimiser q 2  
Sujet à: 
(4.5 la) 
L'existence de la solution de ce PVPG est assurée grâce à la Proposition 4.6. 
4.3.4 Simulation du système de commande 
Nous allons maintenant simuler le système de commande proposé. Pour faciliter la 
comparaison des résultats, le robot flexible, la trajectoire désirée ainsi que les conditions 
initiales sont ceux considérés à la section 4.2.2. Pour permettre une bonne analyse des 
performances, nous avons simulé le système dans cinq situations différentes. 
Situation 1: Les gains des lois de commande (4.21) et (4.25) ont d'abord été obtenus de 
façon à imposer toutes les valeurs propres de A, et de & à -10. Puis, le système a été 
simulé en considérant la trajectoire désirée dans l'espace des CGR et des CGF obtenue 
par la méthode exacte (figures 3 -8 et 3 -9). Les résultats de cette simulation sont illustrés 
par la figure 4.5. Comme l'indique la proposition 4.1, la dynamique des erreurs de suivi 
est dors ultimement bornée puisque l'équation caractéristique de & est Hurwitz. 
Comme le témoigne la figure 4.5, la borne ultime est cependant tellement importante que 
le système se comporte, à toutes h s  pratiques, comme un système instable. Cette 
situation désastreuse est causée par une instabilité locale engendrée par la perturbation g, 
de I'équation 4.26, qui rappelons le, provient du couplage non linéaire entre la PFA et la 
PRP. Les résultats obtenus dans cette situation nous permettent donc de constater que ce 
couplage n'est généralement pas négligeable. 
Figure 4.5 Résultats pour la situation 1 : a) erreurs de suivi des CGRV 'q,(- -) et 'qr(-) 
et b) erreur de suivi de la déformation p. 
Situation 2: Les gains des lois de commande (4.21) et (4.25) ont d'abord été obtenus de 
façon a imposer toutes les valeurs propres de A, à -10 et de façon à ce que l'équation 
caractéristique de 4 soit donnée par la relation (4.39) avec h, = A, = - 10. Puis, le 
système a été simulé en considérant la trajectoire désirée dans l'espace des CGR et des 
CGF obtenue par la méthode exacte (figures 3.8 et 3.9). Les résultats de cette simulation 
sont illustrés par les figures 4.6 à 4.8. Comme nous l'avons expliqué a la suite de la 
proposition 4.4, le système est dors exponentiellement stable. Mais en contrepartie, 
I'arnortissement de certaines erreurs de suivi est comparable a I'arnortissement naturel du 
membre flexible. En effet, selon la figure 4.7, les erreurs de suivi convergent en 40 
secondes environ; soit 20 fois la période de la trajectoire désirée. 
Figure 4.6 Résultats pour la situation 2: trajectoire désirée (- -) et obtenue (-) dans 
l'espace de travail. 
Figure 4.7 Résultats pour la situation 2: a) erreurs de suivi des CGRV 'qr(- -) et 'qr(-) 
et b) erreur de suivi de la déformation p 
Figure 4.8 Résultats pour la situation 2: a) effort de commande de la première 
articulation et b) effort de commande de la seconde articulation. 
Situation 3: Les gains de la loi de commande (4.21) ont d'abord été obtenus de façon a 
imposer toutes les valeurs propres de 4 à -10. Les gains de la loi de commande (4.25) 
ont ensuite été obtenus par l'approche présentée à la section 4.3.3. Cette procédure nous 
a permis d'imposer une constante de temps r, = 0.1 seconde et de restreindre I'amplitude 
maximum des valeurs propres de 4 à une valeur optimale inférieure à 8 1. Cette valeur 
est nettement inférieure à la dernière fréquence modale qui a été prise en compte dans le 
modèle du système. En effet, la Eréquence associée au deuxième mode de vibration de la 
poutre flexible est de 198 rad/sec. Le système a halement été simulé en considérant la 
trajectoire désirée dans l'espace des CGR et des CGF obtenue par la méthode quasi- 
statique (figures 3.6 et 3.7). Les résultats de cette simulation sont illustrés par les figures 
4.9 a 4.1 1. Des résultats de simuiations avec un modèle de validation incluant l'effet de 
raccourcissement de la membme flexible sont égaiement présentés à l'annexe C. 
Figure 4.9 Résultats pour la situation 3: Trajectoire désirée (- -) et obtenue (-) dans 
l'espace de travail. 
Comme nous l'avons expliqué à la section 4.3.3, le système est alors 
5,-exponentiellement ultimement borné avec une borne qui est proportiomeile à la 
déficience de la méthode quasi-statique. Le vecteur des erreurs de suivi converge donc à 
I'intérieur de la borne ultime dans 0.5 seconde environ. Malgré le fait que la méthode 
quasi-statique soit généralement imprécise face à des vitesses désirées non négligeables, 
les figures 4.9 et 4.10 nous montrent des erreurs de suivi relativement faibles. En fait, ces 
erreurs sont comparables à celles obtenues avec la loi de commande linéarisante par 
rapport aux CGRVA (figure 4.1 et 4.2). Aussi, l'extrémité du membre flexible ne vibre 
pas et l'effort de commande de la deuxième articulation est plus faible que celui obtenu 
avec la linéarisation par rapport aux CGRVA. 
Situation 4: Cette situation est identique à la situation 3 mise à part la trajectoire désirée 
des CGR et des CGF qui a été obtenue à l'aide de la méthode exacte (figures 3.8 et 3.9) 
plutôt qu'avec I'approche quasi-statique. Les résultats de cette simulation sont illustrés 
par les figures 4.12 à 4.14. Des résultats de simulations avec un modèle de validation 
incluant l'effet de raccourcissement de la membrure flexible sont également présentés à 
I'annexe C. Comme nous l'avons expliqué à la section 4.3.3, le système est alors 
T,-exponentiellement stable. Les erreurs de suivi convergent donc vers zéro dans environ 
0.5 seconde. Le temps de réponse du système est alors environ 100 fois plus petit que 
celui obtenu à la situation 2. Malgré cette diminution appréciable du temps de réponse, 
les figures 4.8 et 4.14 nous montrent des efforts de commande d'amplitudes comparables. 
Figure 4.10 Résultats pour la situation 3: a) erreurs de suivi des CGRV 'qr(- -) et 
2qr (-) et b) erreur de suivi de la déformation p. 
Figure 4.1 1 Résultats pour la situation 3: a) effort de commande de la première 
articulation et b) effort de commande de la seconde articulation. 
Situation 5: 
Cette situation est identique à la situation 4 à l'exception près que la masse de la charge a 
subi une diminution de 50%; c'est-à-dire qu'elle est passée de 0.5 Kg à 0.25 Kg. Les 
résultats de cette simulation sont illustrés par les figures 4.15 à 4.17 qui nous montrent 
clairement la sensibilité du système par rapport à l'incertitude de la charge. 
Figure 4.12 Résultats pour la situation 4: Trajectoire désirée (- -) et obtenue (-) dans 
l'espace de travail. 
Figure 4.13 Résultats pour la situation 4: a) erreurs de suivi des CGRV '%(- -) et 
2& (-) et b) erreur de suivi de la déformation p. 
Figure 4.14 Résultats pour la situation 4: a) effort de commande de la première 
articulation et b) effort de commande de la seconde articulation. 
Figure 4.15 Résultats 








obtenue (-) dans 
Figure 4.16 Résultats pour la situation 5: a) erreurs de suivi des CGRV '%(- -) et 
2qr(-) et b) erreur de suivi de la déformation p 
Figure 4.17 Résultats pour la situation 5: a) effort de commande de la première 
articulation et b) effort de commande de la seconde articulation. 
4.4 Conclusion 
Dans ce chapitre, nous avons proposé une stratégie de command e qui permet d'assurer I 
stabilité du systeme avec une décroissance exponentielle des erreurs selon une constante 
de temps prescrite. Nous avons égaiement expliqué que cette approche permet de 
minimiser l'amplitude maximum des valeurs propres de la partie linéaire du système de 
façon à éviter d'exciter les modes de vibration haute fréquence qui ne sont pas prises en 
compte lors de la modélisation. Préalablement, nous avons présenté la méthode de 
héarisation par retour d'états par rapport à différents choix de sorties. Le dilemme entre 
la précision du suivi et la stabilité de la dynamique des zéros a également été souligné. 
Aussi, des simulations nous ont permis de comparer les différentes approches présentées. 
Elles nous ont permis entre autres de constater que la linéarisation par retour d'états par 
rapport au CGRVA cause une vibration de l'extrémité du membre flexible. Nous avons 
également constater que, pour la stratégie de commande proposée, le couplage entre la 
PFA et la PRP n'est pas négligeable puisqu'il peut déstabiliser localement le système. 
Nous avons égaiement observé que la méthode proposée, de paire avec une trajectoire 
désirée obtenue à l'aide de l'approche quasi-statique, permettent d'obtenir des erreurs de 
suivi relativement faibles sans vibration de l'extrémité du membre flexible. Les résultats 
de simulation de cette approche, de paire avec une trajectoire désirée obtenue a l'aide de 
la méthode exacte, nous ont ensuite permis de confirmer la stabilité exponentielle des 
erreurs de suivi avec un temps de réponse prescrit. Finalement, une simulation de ce 
système avec une diminution de 50% de la masse de sa charge nous a permis d'observer 
sa sensibilité par rapport aux incertitudes. A la lumière de ces résultats, le chapitre V 
présente des modifications des lois de commande qui permettent d'assurer la robustesse 
du système par rapport aux incertitudes de la charge. 
CELAPITRE V 
ROBUSTESSE: DES LOIS DE COMMANDE 
5.1 Introduction 
Au chapitre IV, plusieurs lois de commande qui assurent le suivi de trajectoires dans 
l'espace de travail ont été étudiées. Dans ce chapitre nous allons modifier ces lois de 
commande de façon a rendre le suivi robuste par rapport à l'incertitude de la charge. En 
fait, cette robustesse sera obtenue en ajoutant un mécanisme d'adaptation des lois de 
commande. Ce mécanisme indirect, basé sur une estimation des paramètres, est similaire à 
ceux utilisés pour commander les manipulateurs rigides (Middleton et Goodwin, 1988; Li 
et Slotine, 1989). Cependant, à cause de la flexibilité du dernier membre, cette 
adaptation devra être accompagnée d'une étude de robustesse additionnelle permettant 
d'ajuster les paramètres des lois de commande de façon à assurer une dynamique interne 
robustement bornée. Par surcroît, la transformation de trajectoires étudiée au chapitre III 
et utilisée dans la structure de commande proposée au chapitre IV devra être recalculée, 
en ligne, selon I'évolution des paramètres estimés du système. Lorsque cette mise à jour 
de la trajectoire désirée des CGR et des CGF sera obtenue à l'aide de la méthode exacte, 
la convergence vers zéro des erreurs de suivi sera assurée. 
Le chapitre est organisé de la façon suivante. D'abord, la section 5.2 présente les 
hypothèses concernant les incertitudes du système. La section 5.3 est ensuite vouée à 
exprimer le modèle dynamique sous une forme linéaire en fonction des paramètres 
incertains. L'estimateur de paramètres ainsi que ses caractéristiques sont alors présentées 
à la section 5.4. La section 5.5 est consacrée à la robustification de la loi de commande 
linéarisante par rapport aux CGRVA présentées à la section 4.2.3. Finalement, la section 
5.6 présente les modifications de la stratégie de commande proposée à la section 4.3. Ces 
modifications permettront de rendre le suivi de trajectoire robuste par rapport à 
l'incertitude de la charge. 
5.2 Hypothèses concernant les incertitudes du système 
Pour ne pas rendre le problème insurmontable et pour être consistant avec les hypothèses 
présentées au chapitre II, nous considérons que l'incertitude respecte les hypothèses 
suivant es. 
Hypothèse 5.1: Les zncertiinrdes système concerne uniquement la masse rn, et les 
composmtes principales de I'inerîies I, 1, et 1, Ces incertrrtrtu&s sont constantes et pewent 
s'&primer sous krf tme  mivante: 
O S E ,  ~ m ,  C q ,  
Ir 2 0 ,  
1, t o. 
O 9 I ,  5 rz 5 r: 
- 
où m,, me. II et 7, sont des couzFiantes cornes.  Ces incerîi&s peuvent égaiement 
s'evrirner sous la forme cornpace suiwmte: 
P T = [ m ,  1, 1, I , ] E u ~ '  
où U, est un Wer-cube de dimension opproprzee. 
Hypothèse 5.2: Les fonctions cie funne utilrrées pour moclélwr h flexrexrbiZzfé a5î ciirdenuer 
membre sont imatriantespw rapport à I'nIcerlirlihi& de la chcoge. 
Remarquer que selon l'hypothèse 5.1 les bornes de l'incertitude des parametres 1, et 1, 
n'ont pas à être connues. Cette partidarité vient de ce que la dynamique interne du 
système est indépandante de ces paramètres. Dans les paragraphes qui suivent? nous 
verrons que relativement aux hypothèses 5.1 et 5.2, les gains des lois de commande qui 
stabilisent le système existent et pourront être obtenus par des procédures relativement 
simples. 
5.3 Modèle linéaire en fonction des paramètres incertains 
Selon les hypothèses 2.8, 5.1 et 5.2, le modèle dynamique déah par les relations (2.5) et (2.6) 
peut être réécrit sous une fome Linéaire en fonction des paramètres incertains. Le système 
prend alors la forme suivante: 
Y,(q?Q,q)p + r, = r ( 5 -  1) 
Y,(4,4,q)p + t, = 0 (5  -2) 
où r, et t, sont les parties du système qui sont indépendantes des paramètres incertains 
et p est le vecteur des paramètres incertains qui est donné par 
P' =[4 1, 1, h]  (5.3) 
où m, est la masse de la charge et 1, 1' et I, sont les composantes principales de sa matrice 
d'inertie. Parce que les relations (5.1) et (5.2) sont des fonctions linéaires des paramètres 
incertains, le vecteurp peut être estimé, en ligne, avec la loi de commande. Le problème avec 
l'estimation des paramètres basée sur la relation (5.2) est d'obtenir une mesure des 
accélérations. En effkt, l'accélération est généralement difficile à obtenir de façon précise. Pour 
éliminer ce problème, il est bien WMU que le modèle dynamique décrit par les relations (5.1) 
et (5.2) peut être filtré de part et d'autre par une fonction de transfert de premier ordre de la 
forme suivante ('iddieton et Goodwin, 1988): 
où 5 est une constante qui caractérise la fiéquence de coupure du filtre. Le modèle fltré du 
système s'exprime alors sous la forme suivante: 
K ( q , q ) p + r i  = Tf (5.5) 
IY,(4,q)p+r/ ,  = O  (5.6) 
où rf, r / ,  et r', sont respectivement les quantités r , r, et r, filtrées. Ainsi, le vecteur 
des erreurs de prédiction peut être donné par l'expression qui suit: 
où p = p - p est le vecteur des erreurs d'estimation, est le vecteur des paramètres estimés 
et West le regresseur fihé correspondant à 
Y =  w+:w 
5.4 Estimation des paramètres 
Ii existe une quantité appréciable d'approches permettant d'obtenir une estimation en temps 
réel des paramétres d'un système. Évidemment, ces approches se différencient par des 
propriétés qui peuvent être avantageuses ou désavantageuses selon le contexte d'utilisation. 
Dans cette étude, nous avons opté pour une méthode de moindre carré classique parce que 
ces propriétés nous aiderons a prouver la stabilité du système et parce que les paramétres a 
estimer sont, de toute façon, supposés constants. Cnte méthode est caractérisée par le 
systéme d'équations Mërentieiles suivant: 
j = -çPwTe P<tJ = P o  
P = - g w w T ~  , P(t,,)= p, > O  
où W e a  le régresseur filtré, P est la matrice de gains de I'estimateur et ç est un scalaire 
positif qui permet d'ajuster la vitesse de convergence de l'estimateur. Les caractéristiques 
de cet eha teur  sont énoncées par le Lemme suivant. 
Lemme 5.1: Si on suppose que les paramèaes ci estimer sont comtmlt, alors, I'estimateur 
curactérise p la rehtion (5.8) nais PsMe que: i) est borné et e €4 ; ü) si 
Y =  W + ~ W  est bornée, alors, e EL,, e+O lorsque t + m ,  6 GLIAL,, P + o  
lorsque t + 03. 
Nous dons  maintenant énoncer un autre lemme qui sera, non seulement utilisé pour la 
démonstration du lemme 5.1, mais également pour d'autres résuitats présentés dans ce 
chapitre. 
Lemme 5.2: Soir le système filtré L { y }  = H(s)L{u}  avec y le vecteur de sortie, u le 
vecteur d'entrée, H une matrice de ~casfert  exponentiellement stable et strictement 
propre et L{ } l'opérateur de la t r ~ o m é e  de Laplace. D m  ce contexte: i) si u E L, 
dors y €4 et y+O lorsque t +m; ü) si u =(&)+(&)+(Lm) où (L,) est utilzsé 
pour &signer une fonction qui appartrpartrent à L,,alors, y E EL,. 
La partie i du lemme 5.2 est démontrée dans Li et Slotine (1989) tandis que la partie ü est 
démontrée dans Middleton et Goodwin ( 1  988). 
Preuve du lemme 5.1: La démonstration est Sniilaire à ce qui est présenté dans Middleton et 
Goodwin (1988). En effet, il sufit de choisir la fonction de Lyapunov suivante: 
v = pTp-'p (5.9) 
de sorte que 
T v = -çe e.  (5.10) 
Parce que la fonction v est définie positive et que la fonction Y est définie semi-négative, 
le vecteur p est borné. Puis, selon les relations (5.9) et (5.1 O), 
de sorte que e E 4. Ausi, la relation (5.8) nous indique que P est bornée puisque 
$ P' = - P-'P P' = s W W' de sorte que PA1est monotonement non décroissante et 
bornée vers le bas par 4-' . Supposons maintenant que Y = W + w est bomée de sorte 
que, selon le lemme 5.2, W et w sont bornées. Dans ce cas, la relation (5.8) nous indique 
que e = W p  et e sont bornés et que E 4, 6 E L, puisque P, P, W et w sont bornés 
et que e E &. Il s'ensuit que 
i; = -ZGeTe 
est bomée de sone que v est uniformément continue. Pour cette raison et parce que la 
fonction v est monotonement non croissante ( Y  I O )  et bomée vers le bas de sone qu'elle 
converge lorsque t + m, le Lemme de Barbaiat nous permet de conclure que e + O 
lorsque t + 00. Ainsi, selon la relation (5.8), + O !orsque t + CO puisque W est 
bornée. 3 
Pour les démonstrations à venir, nous devrons utiliser certaines propriétés déduites au chapitre 
2. Ces propriétés seront non seulement utilisées pour le modèle dynamique du système mais 
également pour son modèle estimé. Pour que ces propriétés soient vérifiées en regard avec le 
modèle estimé, nous considérons que l'hypothèse suivante est satisfaite. 
Hypothèse 5.3: L'lgpothése 5.1 est vérifiée pour les pamèires  estimés mQUEm bien que pour 
les vrais paramètres. 
Cette hypothése est souvent vérifi6e sans prendre aucune mesure particulière; c'est-à-dire en 
utilisant I'estimateur de paramètre décrit par la relation (5.8). Il est toutefois possible de 
modifier Iégèrement cet estimateur pour q'il puisse, à coup sûr, assurer le respect de 
11iypothèse 5.3. En effet, la modification proposée dans Goodwin et Mayne (1 987) permet de 
contraindre les paramètres estimés dans un ensemble convexe sans affecter les caractéristiques 
de l'estimateur. 
5.5 Loi de commande linéarisante par rapport aux CGRVA 
Nous dons maintenant reconsidérer la loi de commande présentée a la section 4.3.2. 
Rappelons que cette loi de commande héarise le système par rapport aw CGRVA qui sont 
un compromis entre les CGR et les CGRV. Utilisons d'abord les relations (4.2), (4.3), (5.1) et 
(5.2) ai remplaçant les vrais paramètres par les paramètres estimés pour obtenir le modèle 
estimé suivant: 
M ; ( ~ ( ) Z  + @Jq')tje + q(q',4') = Y,(&tj,q)@ + rd (5.13) 
~ ~ ~ ( ~ * ) ~ + ~ : ~ ~ + ~ ( ~ ' , 4 ~ ) + 4 4 ~ + K ~ q ~ = Y , ( ~ , q , q ) ~ + . r ,  (5.14) 
où le symbole A indique que les paramètres sont remplacés par les paramètres estimés. Les 
relations (5.1), (5.2), (5.13) et (5.14) nous permettent ensuite d'obtenir le modèle dynamique 
sous la forme suivante: 
+ ~ ; ( g ' ) 4 ~  + 8347*,4') + ~, (4 ,4 ,q )@ = r (5.15) 
~ i ~ ( 9 ' ) C  + me +F;'(qm94*) + F,qe + QIe + C(Q,&q)P = O (5.16) 
Si on suppose que la matrice M: est non singulière (cette hypothèse sera vérifiée dans les 
paragraphes qui suivent), l'accélération & peut être isolée de la relation (5.16) et 
remplacée dans la relation (5.15). La dynamique de la partie rigide est alors donnée par la 
5.5.1 Loi de commande modifiée 
La loi de commande décrite par la relation (4.6) peut maintenant être modifiée de façon à tenir 
compte de l'estimation des paramètres. De fàpn similaire à ce qui est présenté dans Li et 
Slotine (1989) pour les manipulateurs rigides, la loi de commande donnée par les 
relations (4.6) et (4.9) est modifiée de la façon suivante: 
avec 5 la fréquence de coupure du filtre décrit par la relation (5.4),1 une constante 
positive qui caractérise la réponse du système et 
s=$+Aij:. (5.22) 
Avec cette loi de commande, la convergence des erreurs de suivi et la stabilité robuste de la 
dynamique interne peuvent être assurées grâce à un choix approprié des constantes 5 et a (la 
f?équence de coupure du filtre et la constante qui caractérise le compromis entre les CGR et 
les CGRV). La proposition suivante formaiise ce résultat (BiWs et ai., 1997a). 
Proposition 5.1: Si i) les hypothèses 5.1 à 5.3 sont vériiées ii) la matrice Mi est non 
singulière de façon robuste; iii) la dynamique décrite par la relation (4.1 1 )  est 
asymptotiquement stable de façon robuste; iv) ktimateur de parmètres utilisé est 
celui décrit par la relation (5.8); v)  la trajectoire désirée des CGR VA est uniformément 
bornée et vi) la fréquence de coupure du filtre décrit par la relaîion (5.4) respecte la 
condifion suivante: 
S'k3 
où @ est défini. plus loin. par la relation (5.43) alors, i)  le vecteur des erreurs de suivi 
des CGRVA 9; et celui des vitesses des CGRVA ainsi que le vecteur des erreurs de 
prédiction e cornergent à zéro lorsque t + m et ii) la dynamique interne est bornée de 
façon robuste. 
Pour prouver la proposition 5.1, nous avons d'abord besoin de la proposition suivante. 
-.-, 
Proposition 5.2: Si la matrice Mi est non singulière, les matrices Mr (q')  et 
-.-1 
Mr (q' )Mn (q' ) M:-' sont bornées. 
Preuve de la proposition 5.2: Selon la propriété 2.1 et la transformation non singulière 
définie par la relation (4. l), la matrice suivante 
ni) = [ 4  HL (q')  1 = M y q ' )  = T M - i ( p q )  K r  (4' g (q ' )  
est non singulière et 
puisque M; est non 
Ogata (1995, p.637) 
(4' ) = l!q (qO)  
H(q') est bornée. 
bornée. Ensuite, selon la proposition 4.1, Mr (q' ) est non singulière 
singulière par hypothèse. Le lemme d'inverse matriciel présenté dans 
Preuve de la proposition 5.1: Les hypothèses i et ii assurent la robustesse de la non 
singularité de la matrice M:. Par le fait même, la proposition 4.1 assure la robustesse de 
la non singularité de la matrice décrite par la relation (5.18). La loi de commande décrite 
par la relation (5.19) appliquée au système décrit par la relation (5.17) nous conduit alors 
à l'équation différentiele suivante: 
S = &(O 16 (5.23) 
où 
-0-1 -.1 
f , ( f )  = Mr (q0)er ( t )  - ~r ( q . 1 ~ ; ~  ( q o ) ~ : ‘ l e e  ( t )  (5.24) 
Dans ce contexte, les hypothèses ü et iv, le lemme 5.1 ainsi que la proposition 5.2 nous 
assurent que f, E 4. Ainsi, le lemme 5.2 et les relations (5.22) et (5.23) nous assurent 
que 4: E L,, Q; E 4 et 4; + O à t + m. L'hypothèse v nous permet donc d'écrire 
4; =(&) (5.25) 
9: = (4) +(Lm) (5.26) 
Les relations (5.22) et (5.23) nous permettent maintenant de réécrire la dynamique 
interne décrite par la relation (4.3) sous la forme suivante: 
Xe = ut + B,(-+ ~ : ~ ( t f ) f ;  + M D ~  (q*)(4fd + G;) + ~ : ( q ~ , f ) )  (5.27) 
~f = [O -M;'] et où le vecteur + K r ( q m ) f ;  peut être réécrit sous la forme suivante: 
Selon les relations (3.1) et (4.3) et les propriétés 2.6 et 2.7, J:'" = / aq; et 
JF = aM:' I % sont bornées puisque q; est borné selon la relation (5.25). Pour arriver 
a prouver la robustesse de la dynamique interne, nous définissons maintenant la 
trajectoire de référence de la dynamique interne de la façon suivante: 
x: = Ac.: + B, (- + ;b [Mir mf,]) (5.29) 
Les conditions initiales associées à l'équation différentielle (5.29) sont considérées comme 
étant nulies. En utilisant la transformée de Laplace, cette expression peut être réécrite 
sous la forme suivante: 
L{X: } = G: w{- t[Kr (qe) f , ( l ) ] }  (5.30) 
où 
G:(s) = s(s1 - A ~ ) - ' B ~  = B~ + A~(SI - A,)-'B, (5.3 1) 
Parce que f, E 4 et q; E La, les relations (3.1) et (4.3), les propriétés 2.6 et 2.7, 
l'hypothèse iii et le lemme 5.2 nous assurent que 
1: 12 
La dynamique des erreurs entre les variables internes et les variables de référence est d o n  
obtenue en utilisant les relations (5.27), (5.28) et (5.29). Cette dynamique est donnée par 
la relation suivante: 
ou f, = x: - x, est le vecteur des erreurs, 
En utilisant les mêmes arguments que Middleton et Goodwin (1988), on peut alors 
Ainsi, la transformée de Laplace nous permet d'écrire la dynamique du vecteur des 
erreurs de vitesses 4, sous la forme suivante: 
6( t )  est une impulsion de Dirac et k(to) est le vecteur des conditions initiales. Selon 
l'hypothèse iii, la relation (5.36) et le lemme 5.2, la relation (5.37) peut être réécrite de la 
façon suivante: 
En appliquant la norme in£inie de part et d'autre de la relation (5 .39)  et en utilisant 
l'inégalité de Schwartz et l'hypothèse 5.1, nous obtenons (Doyle et al., 1992) : 
où I I G ~ ~ ~ ~  est la norme système 2 de G,(s) qui est définie de la façon suivante: 
Aussi, selon la relation ( 5 . 3 9 ,  (Ige,ll, peut être bornée par l'expression suivante: 
où 1 J, (t)l, est la nome matricielle 2 de J,(t). En substituant la relation (5.4 1) dans la 
relation (5.40) nous obtenons l'inégalité suivante: 
Parce que Jj" est bomée, f ,(t)  E 4 et G#(S) est stable (hypothèse iii) et strictement 
propre, la constante 63 existe. La condition de petit gain décrite par l'hypothèse vi nous 
assure donc que le vecteur ie est borné. Du même coup, les relations (5.33), (5.35), 
(5.36) et (5.4 1) ainsi que I'hypothèse iii et le lemme 5.2 nous assurent que le vecteur if 
est borné. Ainsi, selon Ia relation (5.32), 
!Zr = (LI + (4) 
c = ( L m )  + (4) 
d'où 
Le lemme 5.2 nous permet donc de conclure que le vecteur qe est borné de sorte que, 
selon les relations (5.25) et (5.26), 
4' = (Lm) (5.47) 
4' = (L , )+(h )  (5.48) 
Les arguments utilisés par Middleton et Goodwin (1988) nous permettent alors de 
déduire que q' et Q'sont bornés. La dynamique interne et le regresseur Y sont donc 
bornés. Ainsi, le lemme 5.1 nous permet de conclure que e + O lorsque t + m et les 
relations (5.22), (5.23) et (5.24) ainsi que la proposition 5.2 et le lemme 5.2 nous 
pemettent de conclure que 4; + O et 4; + O lorsque t + m. 0 
Remarque 5.1: La codt ion du petit gain décrite par l'hypothèse vi de la proposition 
5.1 peul toujours être arsurée puisp'il nly a aucune autre contrainte associée b la 
fréquence de coupure 5 du filtre passe bas décrit pm la re[ation (5.4). a 
5.5.2 Étude de robustesse: application gardienne 
Grâce à la proposition 5.1, le problème de robustesse est transformé sous une forme 
linéaire simple. En effet, les hypothèses ii et iii de cette proposition nous indiquent que la 
matrice Mi doit être robustement non singulière et que la dynamique décrite par la 
relation (4.1 1)  doit être robustement asymptotiquement stable. La robustesse de la non 
singularité de la matrice Mi peut être facilement vérifiée puisque selon la relation (4.3a) 
et les propriétés 2.5 et 2.7, Mi est une fonction afnne des paramètres incertains rn, et 1,. 
D'autre part, la robustesse de la stabilité de la dynamique décrite par la relation (4.11) 
pourrait être vérifiée grâce à une formulation sous forme d'inégalités matricielles. 
Malheureusement, parce que les paramètres incertains sont supposés constants, les 
inégalités matricielles mises en cause sont non Linéaires et ne peuvent être transformées 
sous forme linéaire qu'en ajoutant un certain degré de conservatisme (Gahi.net et al., 1996; 
Haddad et al., 1991). Ce type d'approche ne vérifie donc que des conditions sutnsantes 
sur la robustesse du système. Or, nous verrons que l'existence d'une solution ne peut être 
assurée que si les conditions de stabilité robuste sont nécessaires et suffisantes. Pour 
cette raison, on choisit plutôt de vérifier la stabilité robuste de la dynamique décrite par la 
relation (4.11) à l'aide de I'approche des applications gardiennes (Saydy et al, 1990). 
Cette approche permet de vérifier faciiement la stabilité généralisée robuste de matrices 
ou de polynômes à condition que leurs dépendances aux paramètres incertains soient sous 
une forme polynomiale. Ainsi, avant de présenter plus en détails l'approche des 
applications gardiennes, nous allons transformer le problème de stabilité de la dynamique 
décrite par la relation (4.11) et le problème de la non singularité de la matrice Mi sous la 
forme d'un seul problème de stabilité d'une matrice avec une dépendance affine des 
paramètres incertains. La proposition suivante présente cette transformation. 
Proposition 5.3: La marrice M; est non singdière et la d j m m i p e  décrite par la 
relation (4.1 1 ) est osymptotiquement stable si et seulement si les valeurs propres de la 
matrice suivante 
ont toutes une partie réelle négative. 
Preuve de la proposition 5.3: D'abord, nous savons que la dynamique décrite par la 
relation (4.11) est asymptotiquement stable si et seulement si les valeurs propres de la 
matrice suivante 
ont toutes une partie réelle négative. Aussi, la matrice A, est visiblement non singulière si 
et seulement si Mi est non singulière. La aabiiité de (4.1 1) et la non singularité de Mi 
sont donc vérifiées si et seulement si les valeurs propres de la matrice A, ont toutes une 
partie réelle négative. Finalement, il est clair que les valeurs propres de A, ont toutes une 
partie réelle négative si et seulement si les valeurs propres de 41, qui est donnée par la 
relation (5.49), ont toutes une partie réeiie négative. 5 
Pour simplifier les explications nous dons  maintenant supposer que le paramètre 1, 
n'admet pas d'incertitude. Cette hypothèse peut facilement être levée en introduisant le 
concept d'application gardiennes biparamétriques (Saydy et al., IWO) .  Avec cette 
hypothèse, l'incertitude de la matrice décrite par la relation (5.49) est paramétrisée de 
façon afnne uniquement par m,. Une application gardienne appropriée peut alors être 
utilisée pour vérifier la stabilité robuste de cette matrice. L'étude de stabilité (d'une 
matrice) ((d'un polynôme)) avec l'approche des applications gardiennes consiste à 
détecter le passage de ses (valeurs propres) ((racines)) par la frontière d'un ensemble de 
stabiiité qui doit être ouvert et qui est généralement symétrique par rapport à l'axe réel du 
plan complexe. Dans notre cas, l'ensemble de stabilité est bien sûr la moitié gauche du 
plan complexe. Plus précisément, i'application gardienne v est définie de façon à être nulle 
si et seulement si au moins une (valeur propre de la matrice) ((racine du polynôme)) est 
sur la frontière de l'ensemble de stabilité. Parce que les (valeurs propres d'une matrice) 
((racines d'un polynôme)) sont des fonctions continues de ses coefficients qui sont 
également des fonctions continues des paramètres incertains par hypothèse, le passage 
des (valeurs propres) ((racines)) par la frontière de l'ensemble de stabilité peut facilement 
être détecté en posant v = O. Dans Saydy et al. (1990), plusieurs applications gardiennes 
correspondant à plusieurs ensembles de stabilité sont disponibles. En particulier, 
l'application gardienne appliquée a la matrice donnée par la relation (5.49) et 
correspondant à l'ensemble de stabilité défini par le demi plan complexe gauche est 
donnée par 
v < h C >  = IUh,) @ qmc)l ( 5 . 5 0 )  
où û3 désigne l'addition de Kronecher d é f i e  de la façon suivante: 
A$ B = ( A @ I ) + ( I @ B )  
et où €3 désigne le produit de Kronecher défini de la façon suivante: 
4iB 42B 
Dans la relation (5.50), &(Amc) est une fonction f i e  de Amc qui peut s'exprimer sous 
la forme suivante: 
A & ~ J  = + ~q A,, (5.5 1) 
où &, est la matrice correspondant à la masse nomuiale m, = (m, + ET,,) 12 et 
Am, €[ - f i c  AHc] est l'incertitude avec WC = (H' -cc)  1 2 .  Les propriétés de 
l'application gardienne décrites par la relation (5.50) nous permettent alors d'obtenir le résultat 
suivant (Saydy et ai., 1990). 
Proposition 5.4: Les valeurs propres de la matrice q ont tartes une partrpartre réelle négative 
V h ,  E [-AHc A&] 9 et seulement si i) les valeurs propres de ont toutes une 
pmtie réelle négative et ii) il n'existe pas de valeurs propres réelles de 
(4, @ zJ' (q, e &, ) dont l'inverse crppartient à I'intende [-mc mc 1.
Les propositions 5.3 et 5.4 nous doment maintenant des conditions nécessaires et 
suffisantes simples pour vérifier la robustesse invoquée par les hypothèses ü et üi de la 
proposition 5.1. Notre objectif est maintenant de manmiser le paramètre a tout en 
s'assurant de la stabilité robuste du système. Rappelons que le paramètre a caractérise les 
CGRVA qui sont un compromis entre les CGR et les CGRV. En maximisant ce 
paramètre, on se trouve donc à minimiser l'erreur d'approximation entre les CGRVA et 
les CGRV et du même coup, les erreurs de suivi dans l'espace de travail. Cet objectif peut 
certainement être atteint puisque L'existence de la solution de ce problème est assuré 
comme I'indique la proposition suivante. 
Proposition 5.5: 12 existe a > O tel que la condition de la proposition 5.4 est satisfaite. 
Preuve de la proposition 5.5: Selon la relation (4.3a), Mi = M, lorsque a = O. Les 
propriétés 2.2, 2.4 et la relation (2.25) nous indiquent alors que Mi, Kr et Fr sont 
symétriques et définies positives de sorte que la dynamique décrite par la relation (4.11) 
est asymptotiquement stable. Par nécessité, les conditions des propositions 5.3 et 5.4 sont 
alors satisfaites. Parce que selon la relation (4.3a), Mi est une fonction continue de a, il 
- 
existe certainement a> O tel que les conditions de la proposition 5.4 sont satisfaites. - 
Pour maximiser le paramètre a, il suffit donc de démarrer avec a = O et de l'augmenter 
graduellement pour autant que les conditions de la proposition 5.4 soient satisfaites. Les 
hypothèses ü et iii de la proposition 5.1 sont alors satisfaites. 
Nous devons finalement choisir le paramètre 5 du filtre décrit par la relation (5.4) de 
façon à ce que la condition de petit gain décnte par l'hypothèse vi de la proposition 5.1 
soit satisfaite. Pour ce faûe, il suffit d'obtenir la constante p décnte par la relation (5.43). 
5.5.3 Estimation de la constante g 
La constante p décrite par la relation (5.43) peut être ditficile à obtenir de façon exacte. 
Pour cette raison, on cherche plutôt à obtenir une estimation 63 telle que p 2 ,p de sorte 
que si l'hypothèse vi de la proposition 5.1 est satisfaite pour g,  elle le sera également 
pour p. Le premier tame de p peut facilement être estimé en regard avec la modèle du 
système. Considérons alors le deuxième terme de p .  Selon les arguments invoqués par la 
preuve de la proposition 5.2, le vecteurf,, donné par la relation (5.24), peut être réécrit 
de la façon suivante: 
& = 4 e r  + K,e, = [1 o]TM-'e 
d'où 
De la relation (5.1 l), nous obtenons ensuite 
Parce que l'énergie cinétique est donée par 
et parce que les vitesses généralisées qi sont indépendantes, choisir q de façon à 
minimiser R est équivalent a choisir q de façon à minimiser les valeurs propres de M. 
Physiquement, il est alors clair que I'énergie cinétique associée à la vitesses généralisée 4, 
est supérieure à I'énergie obtenue en considérant seulement l'inertie du membre i. En 
d'autre termes, l'énergie cinétique associée à 4, est supérieure à ceile obtenue en 
négligeant l'inertie des membres i+l à n. Une estimation conservatrice de l'énergie 
minimale peut alors être obtenue à l'aide d'une matrice de masse M diagonale. Une 
estimation de la valeur propre minimale de M peut donc être aisément obtenue. Le 
troisième terme de g~ peut être estimé grâce à la résolution d'un problème d'IML. En effet 
il s'agit d'utiliser le résultat suivant (Boyd et Barratt, 199 1). 
Lemme 5.3: Si G(s) est la matrice de t r w e r t  c o r r e s p o h t  a la représentation d'état 
(A,B,C,O) et si la matrice symétrique P respecte Z'IML suivante: 
alors, 
Selon les relations (5.27a) et (5.38), la représentation d'état associée à la matrice de 
transfert Ge@) peut prendre la forme suivante (FI & , E-' Ëe O) avec 
Selon la relation (4.3a) et les propriétés 2.5 et 2.7, les matrices 4, & et Ce sont 
indépendantes des paramètres incertains et la matrice E est une fonction affine des 
paramètres incertains m, et 1,. L'ensemble de I'incertitude de m, et I, peut dors être 
divisée en N: parties égales q, = [m, , m,,,]x[l ,  , IV,, ] pour i j  = 1, ..., Ne. Si on définit 
E,, comme étant la matrice E évaluée a rn, et I,, le lemme 5.3 et le fait que E soit une 
fonction f i e  de m, et 1, nous permet d'afiimer que s'il existe une matrice symétrique 4, 
qui respecte llML suivante: 
$e,g + A<,E; + B,B: < O 
alors, 
Si on suppose que la matrice A, est robustement stable (cette hypothèse est préalablement 
vérifiée par I'approche des applications gardiennes expliquée i la section précédente), 
alors, il s'ensuit qu'il existe un entier N, tel que pour i ~ =  1, . .., Ne il existe une matrice P,, 
qui satisfait L'ML (5.52). Ainsi, pour N, suffisamment grand, 
de sorte qu'une surestimation du troisième et dernier terme de @ peut être obtenue. 
5.5.4 SimuIation de la loi de commande 
Nous allons maintenant présenter des résultats de simulation de la loi de commande 
décrite par les relations (5.19) à (5.22) accompagnée de Festirnateur de paramètre décrit 
par la relation (5 3). Pour cette simulation, nous avons considéré le manipulateur flexible 
modélisé à la section 2.5 avec i'incertitude de la charge suivante: m, E [0.25 0,751. Tout 
comme les simulations du chapitre précédent, la trajectoire désirée est celle décrite à la 
section 3.4. Avant de simuler le système, selon l'approche décrite à la section 5.5.2, nous 
avons trouvé la valeur maximum de a qui assure le respect des conditions ü et iii de la 
proposition 5.1. Même si cette valeur maximum est 0,86 nous avons choisi de fixer a à 
0,82 pour assurer une marge de stabilité de 5%. Pour être consistant avec la simulation de 
la section 4.2.3.1, nous avons choisi de fixer h a une valeur de 10. Aussi, les conditions 
initiales de l'estimateur ont été choisies comme suit: P(t,) = 100000, &) = m, = 0.5 
et 5 = 1. La constante p a ensuite été surestimée grâce à l'approche décrite à la section 
5-53. La valeur obtenue étant de 345, nous avons choisi de fixer la Wquence de coupure 
du filtre décrit par la relation (5.4) à 5 = 380 de façon à assurer le respect de la condition 
vi de la proposition 5.1. Le système a ensuite été simulé avec les mêmes conditions 
initiales qu'à la section 4.2.3.1 en considérant dans un premier temps une charge m, = 
0.25 Kg et dans un deuxième temps une charge m, = 0.75 Kg. Les résultats de ces 
simulations sont illustrés par les figures 5.1 à 5.6. Nous n'avons pas cru bon de présenter 
les graphiques de la masse estimée en fonction du temps puisque, dans les deux 
simulations, elle converge très rapidement vers la vraie masse du système. Des résultats 
de simulations avec un modèle de validation incluant l'effet de raccourcissement de la 
membrure flexible sont également présentés à l'annexe C. Les résultats des simulations 
nous montrent des erreurs de suivi qui augmentent considérablement selon la charge du 
système. Les erreurs de suivi obtenues avec la charge maximum sont environ trois fois 
supérieures à celles obtenues avec la charge minimum. Ces résultats sont attribuables à la 
nature approximative des CGRVA. En effet, lorsque la charge augmente, la déformation 
du membre flexible augmente et, par conséquent, la ditférence entre les CGRVA et les 
CGRV augmente. La vibration de l'outil du manipulateur est également beaucoup plus 
présente lorsque la charge du manipulateur est à son maximum. Ce phénomène est 
anribuable à la diminution des fréquences modales du système par rapport à 
l'augmentation de la charge. En effet, lorsque la charge augmente, les fréquences 
modales diminuent et sont ainsi moins atténuées par le filtrage naturel et artificiel 
introduit par la loi de commande. 
Figure 5.1 Trajectoire désirée (- -) et obtenue (-) dans I'espace de travail lorsque 
Figure 5.2 a) Erreurs de suivi des CGRV '%(- -) et 2Zfr(-) et b) déformation p lorsque 
Figure 5.3 a) Effort de commande de la première articulation et b) effort de commande 
de la seconde articulation lorsque mc = 0,25 Kg. 
Figure 5.4 Trajectoire désirée (- -) et obtenue (-) dans l'espace de travail lorsque 
Figure 5.5 a) Erreurs de suivi des CGRV '%(- -) et 'qr(-) et b) déformation p lorsque 
Figure 5.6 a) Effort de commande de la première articulation et b) effort de commande 
de la seconde articulation lorsque m, = 0.75 Kg. 
5.6 Stratégie de commande proposée 
Nous allons maintenant reconsidérer la stratégie de commande présentée à la section 4.3. Pour 
ce faire, réécrivons d'abord le modèle dynamique décrit par les relations (5.15) et (5.16) en 
d'accélérations ii, peut donc être isolé de l'expression (5.55) et substitué dans l'expression 
5.6.1 Modification de la loi de commande 
En se basant sur ce qui est présenté dans Middleton et Goodwin (1988) (Le. une 
commande adaptative indirecte pour les manipulateurs rigides), nous modifions la loi de 
commande donnée par les relations (4.16), (4.21) et (4.25) de la façon suivante: 
.c = S r ( q ) ( u  + w , )  + V : ( ~ , Q ) Q ,  + V n ( q . 4 ) ~ ~  + F , q r  + w, 
T 
x2 = [2ijr 2& Q: q:] est le vecteur des erreurs de suivi de la dernière CGR de sa 
dérivée, des CGF et de leurs dérivées. Finalement, est une constante positive et les 
termes de correction w, et w, sont donnés par les relations suivantes: 
W, = - 1 d M-' ( q ) ) ~ ( d ~ q ) ~  + t ~ ( ~ ~ ' ( q ) & ( ~ ) ~ ~ ' ) ~ . ( ~ ~ q ) ~  (5.60) 
w2 = -+ ~ , ( 4 , q ) j  + $ , ( q ) ~ ; ' q ( ~ , q ) p  (5.6 1) 
Le résultat suivant peut alors être obtenu en se basant sur des arguments très sirdaires à 
ceux invoqués par la preuve de la proposition 5.1. 
Proposition 5.6 Si i) les Srpothèses 5.1 ci 5 -3 sont vérfiées; ii) la matrice de gains K, 
de la loi de commande (5.59) est choisie de façon a auyrer la robustesse de la stabilité 
(Hurwiiz) de la matrice & définie aux relations (4.23) et (4.3 0); üi) l'estimateur de 
paramètres utilisé est celui décrit par la relation (5.8); iv) la trajectoire désirée des 
CGR et des CGF est uniformément bornée et v) la fréquence de coupure dujiltre décrit 
par la relation ( 5  -4) respecte la condition suivante: 
b a  
où g est donnée par la relation suivante 
- - -  
et oir G(s) est la matrice de trrmsfert associée à la représentation d'états (4, B ,C , O), 
B = [O O O - M ; ' ] ~ ,  C = [O 1 O O] et f est donnée par la relation suivante: 
f ( t )  = er ( t )  - M;' e,(t). (5.63) 
alors, i )  les vecteurs des erreurs de suivi '4, et '4, ainsi que le vecteur des erreurs de 
prédiction e et le vecteur f convergent robustement d zéro lorsque le temps tend vers 
l'infini. ü) les vecteurs de variables &étui x,, 'qr et ' j r  sont robustement bornés. 
5.6.2 Mise à jour de la trajectoire désirée 
Comme nous l'avons déjà expliqué au chapitre N, la stratégie de commande proposée 
nécessite une double transformation de la trajectoire désirée. La première transformation 
de l'espace de travail a l'espace des CGRV et la seconde de l'espace des CGRV à celui 
des CGR et des CGF. Parce que la première transformation dépend seulement de la 
cinématique du système, elle n'est pas affectée par l'incertitude de la charge. Par 
opposition, la deuxième transformation est affectée de façon significative par l'incertitude 
de la charge puisqu'elle invoque la dynamique de la partie flexible du système. Pour cette 
raison, la deuxième transformation doit être mise à jour, en ligne, selon l'évolution des 
paramètres estimés. Lorsque cette transformation est obtenue à partir de la méthode 
quasi-statique, elle peut être mise à jour de façon continue. Par contre, lorsque qu'elle est 
obtenue par la méthode exacte, sa mise à jour doit être considérée pour toute la période 
de la trajectoire désirée. En effet l'approche causale-anticausale nécessite l'intégration de 
la partie stable du système à partir des conditions initiales et l'intégration à rebours de la 
partie instable à partir des conditions finales. Pour cette raison, la mise à jour ne peut 
être exécutée de façon continue. Ainsi, les paramètres utilisés pour la mise à jour sont 
définis de la façon suivante: 
P U )  = B(t' ) 
où tg est une fonction en escalier du temps t définie de la façon suivante: 
t *  = £ioor(t / q)q (5.65) 
où floor(x) est le plus grand entier plus petit que x et E est la période de la mise à jour. 
De cette façon, le vecteur de paramètres p prend la valeur du vecteur des paramètres 
estimés au début de chaque mise à jour et demeure constant pour toute sa durée T,. On 
obtient alors la mise à jour de la trajectoire désirée (non périodique) ((périodique)) dans 
i'espace des CGR et des CGF en exécutant (l'algorithme 3.1) ((l'algorithme 3.2)) en 
remplaçant les paramètres p par les paramètres P .  Une condition suflïsante pour la 
convergence robuste de (l'algorithme 3.1) ((l'algorithme 3.2)) est alors donnée par la 
(proposition 5.7) ((proposition 5.8)). 
Proposition 5.7: Si on suppose que la trajectoire désirée des CGRV est lisse et 
unifonnément bornée et si on considére la matrice A dépnze à la relation (3.9) et la 
matrice H défifin pur la relation (3 -2 1 )  avec le facteur y redepnz de la façon suivante: 
alors, lorsque k + m. l'olgodme 3.1 fail converger ~ " ~ ' ( t )  vers une solution lisse et 
uniformément bornée de l'équation dzflérentielle (3.9) pour n'importe quel p E U, si les 
valeurs propres de A et de H ont toutes une partie réelle non M e  V p  E EL$. 
Proposition 5.8: Identique à la proposition 5.7 mais en considérant l'algorithme 3 -2. 
La preuve de la (proposition 5.7) ((proposition 5.8)) invoque les mêmes arguments que 
celle de la (proposition 3.1) ((proposition 3 -2)). 
Remarque 5.2: Parr éviter un bon nombre de calculs en ligne. Iors de I'implmtation ou 
de la simulation de la structure de commade proposée, il sera plus intéresscmf de 
considérer une seule itération de (I'algorithme 3.1) ((l'algorithme 3.2) pour chacune 
des mises à jour. Parce que généralement les paramètres estimés convergent vers des 
valeurs constantes, cette mod~fication n 'Mectera par signzficatzvement la convergence 
de I'algorithe . 
5.6.3 Conditions de robustesse du SUM de trajectoires 
De façon similaire à ce qui est présenté au chapitre IV, le suivi de trajectoire dans l'espace 
des CGRV est obtenu par la loi de commande décrite par les reiations (5.58) a (5.61). 
Cependant, pour assurer la robustesse du suivi, la trajectoire désirée devra être 
transformée en ligne de I'espace des CGRV a celui des CGR et des CGF selon la 
procédure de mise à jour décrite a la section 5.6.2. La convergence des erreurs de suivi 
pourra dors être assurée sous réserve de respecter certaines conditions présentées par la 
proposition suivante (Bigras et al, 199%). 
Proposition 5.9: Si i) les hypothèses de la proposition 5.6 sont vénfiees; ii) le vecteur 
des pmmnèhes estimés @ converge lorsque t + m; iii) la trajectoire désirée (non 
périudique)(@ériodrgue)) dzm I'espace des CGR et des CGF est obtenue et mise à jour 
selon la procédure décrite à b section 5.6.2 et les hpothèses de la (proposition 
5.8) ((proposition 5 -9)) sont vérrfées ; iv) la matrice de gains K, est choisie de façon à 
ce que la condition suivante soit vérzfée de façon robuste: 
m 2 I L  < l 
-1 - 
où ( ) = ( S I - )  4. est définie an relations (4.23) et (4.30), 
& =[O O O - M ; ~ ] ~ ,  C2= [ O  1 O O]' et p est défini par la relation (5.75). 
alors, 
i) si h irajectoire &rée est mzse b jour par h méthode quasi-statique, lorsque t -, oo, 
les variables d'état sont robustement bornées avec une borne qui est proportionnelle aux 
erreurs de ironsfonnation introduites par la méthode quasi-statique; 
ii) si Zu trajectoire désirée est mise ù jour par Zu méthode exacte, les erreurs de suivi 
ckar l ' e q c e  des CGRV et les erreurs de suivi ckmr l'espace des CGR et des CGF 
convergent robustement vers zéro lorsque t + m. 
Preuve de la proposition 5.9: La dynamique des erreurs de suivi des CGR et des CGF 
peut être obtenue à partir des relations (5.55), (5.56), (5.57), (5.58), (5.59), (5.60) et 
(5.61). Cette dynamique est donnée par la relation suivante: 
i2 = %x2 + i & y(t) + & ' f ( t )  + Eio ( r )  + %i3 ( t )  + ge ( t )  (5.67) 
(5.68) 
&(O = * l@(qr) Y - ;et (5.69) 
d l - d  1 - d  d --d r(t,p) = 44: + Q,d + Ge(qFb1Y,(qr9 qr )  4, + haq, )q, 
' f et 'f sont respectivement les n,-1 première lignes et la dernière ligne du vecteur f 
A 
défini par la relation (5.63), 4 est donnée par la relation (4.30) en remplaçant les 
paramètres p par les paramètres estimés j ,  6 = [O O O -2;'IT et 
T & = [O 1 O -'k~;'] . Rappelons que le vecteur de perturbation P, défini à la 
relation (3.8), est nui si la mise à jour de la trajectoire désirée est obtenue par la méthode 
exacte et il est proportionnel aux erreurs de transformation si la mise à jour est obtenue 
par la méthode quasi-statique. De la même façon qu'à la section 4.3.2 (relation 4-26}, le 
vecteur de perturbation go peut se décomposer en deux parties de la façon suivante: 
go (O = (0 + g2 ( t )  (5.70) 
paramètres estimés j .  Parce que selon la proposition 5.6, les variables d'état sont 
bornées, le théorème des accroissements finis nous permet d'obtenir les deux inégalités 
oii a, pour i = 0, .. ., 6 est une constante positive bornée et où 
Ainsi, la proposition 5.6, le lemme 5.1 et l'hypothèse ü nous permettent d'obtenir la 
relation suivante: 
(t)I2 + O lorsque t + m 
Nous définissons maintenant le changement de variables suivant: 
de sorte que la dynamique décrite par la relation (5.67) prenne la forme suivante 
Selon la proposition 5.6, la relation (5.69), la relation (5.76) et le lemme 5.1, 
Iii4(t)12 < a,le(t)l, lorsque t -, (5.80) 
n n 
Aussi, les matrices 4, B, et & peuvent être réécrites sous la forme suivante 
où X est la quantité X dans laquelle le vecteur de paramètres p est remplacé par p' et 
AX = x -  de sorte que, selon l'hypothèse ii, 
la, + O lorsque t + (5.83) 
En substituant la relation (5.8 1) dans la relation (5.78) et en utilisant la relation (5.74) 
nous obtenons 
Grâce à la proposition 5.6 et aux relations (5.69), (5.80) et (5.83), nous obtenons 
ltinégaiité suivante : 
La dynamique décrite par la relation (5.84) est alors de la même forme que celle décrite 
par la relation (4.30). Ainsi, parce que selon l'hypothèse i, p' E U,, les hypothèses i et iv 
nous assurent que & est stable (Hurwitz) et que ~ I G ; ( I  < 1. Les mêmes arguments 
Q 
que ceux utilisés pour démontrer la proposition 4.3 nous permettent alors de prouver que 
si la mise à jour de la trajectoire désirée est obtenue par la méthode (exacte) ((quasi- 
statique)), (X, + O lorsque t + 0 3 )  ((% est bornée proportionnellement aux erreurs 
introduites par l'approximation quasi-statique lorsque t + a)). La proposition 5.6 et les 
relations (5 -69) et (5.77) nous assurent alors que x, + E, lorsque t + a . Les 
conclusions i et ii de la proposition 5.9 sont alors confirmées puisque, selon les relations 
(3.1) et (3.7), les erreurs de suivi des CGRV et de leurs dérivées sont une combinaison 
linéaire des erreurs de suivi des CGR des CGF et de leurs dérivées perturbées par le 
vecteur P, qui est (nul) ((proportionnel aux erreurs de transformation)) lonque la mise a 
jour de la trajectoire désirée est obtenue par la méthode (exacte) ((quasi-statique)). 5 
5.6.4 Étude de robustesse: applications gardienne et semi-gardienne 
Le problème consiste maintenant à étudier les conditions de robustesse invoquées par les 
propositions 5.6, (5.7) ((5.8)) et 5.9. D'abord, il est à noter que la condition v de la 
proposition 5.6 peut facilement être confirmée en dernier iieu. La confirmation de cette 
hypothèse sera donc présentée à la section suivante. Le lemme 4.3 peut alors être utilisé 
pour transformer les conditions des propositions (5.7) ((5.8)) et 5.9 sous forme 
d'inégalités matricielles. Maheureusement, ces inégalités sont non linéaires et ne peuvent 
être transformées sous forme Linéaire qu'en ajoutant un certain degré de conservatisme 
(Gahinet et al., 1996; Haddad et al., 1991). Pour cette raison, nous utiliserons plutôt 
l'approche des applications gardiennes et semi-gardiennes pour l'étude de ces conditions 
de robustesse. La nécessité des conditions obtenues par les applications gardienne et 
semi-gardienne nous permettra alors de démontrer l'existence des gains de la loi de 
commande qui stabilise les erreurs de suivi avec une amortissement souhaitable. 
Pour atteindre cet objectif transformons d'abord les hypothèses ii de la proposition 5.6 et 
iv de la proposition 5.9 sous la fonne d'un problème de stabilité généralisée (Saydy et al. 
1990). Pour ce faire, utilisons le lemme 3.1 de façon à obtenir la proposition suivante. 
Proposition 5.10: Les hypothèes ii de hproposition 5.6 et iv de la proposition 5.9 sont 
confinnées si et seulement si: i) les valeurs propres de & ont tartes une partie réelle 
négaiive V p  E U, et ii) les valeurs propres de 
ont toutes une partie réelle non d e  V p  E Clp. 
Les hypothèses de la proposition 5.10 sont alors de la même forme que celles de la 
proposition (5.7) ((5.8)) qui peuvent être vérifiées grâce à une démarche tout à fait 
similaire à celle décrite dans les paragraphes suivants. Si les conditions de la proposition 
(5.7) ((5.8)) ne sont pas satisfaites, il nifnra de considérer des trajectoires désirées 
impliquant des vitesses et des accélérations plus faibles ou tout simplement, un temps 
final plus grand. Le facteur y de la relation (5.66) s'en trouvera alors nécessairement 
réduit de sorte que les conditions de convergence robuste pourront être satisfaites. 
Considérons donc le problème qui consiste à vérifier les conditions de robustesse de la 
proposition 5.10. Pour simplifier les explications nous allons supposer que le paramètre 1, 
n'admet pas d'incertitude. Les conditions de robustesse seront alors parmetrisées 
seulement par la masse m,. Remarquer que l'incertitude de I peut être réintroduite par 
une utilisation appropriée des tests de positivité de polynômes multivariables décrits dans 
Walach et Zeheb (1 980). 
Les conditions de robustesse de la proposition 5.10 peuvent être étudiées à l'aide 
d'applications gardienne et semi-gardienne. Comme nous l'avons expliqué à la section 
5.5 -3, l'application gardienne v doit être définie de façon a être nulle si et seulement si au 
moins une (valeurs propre de la matrice considérée) ((racine du polynôme considéré)) 
pour l'étude de stabilité est nir la ffontière de son ensemble de stabilité. Parce que les 
(valeurs propres d'une matrice) ((racines d'un polynôme)) sont des fonctions continues de 
ses coefficients qui sont également des fonctions continues des paramètres incertains par 
hypothèse, le passage des (valeurs propres) ((racines)) par la frontière de l'ensemble de 
stabilité peut facilement être détecté en posant v = O. Malheureusement, pour plusieurs 
ensembles de stabilité, il s'avère impossible de trouver une application gardienne. Pour 
plusieurs de ces ensembles il est toutefois possible d'obtenir une application semi- 
gardienne. L'application serni-gardienne doit être définie de la même façon que 
l'application gardienne excepté qu'elle peut être nulle même si aucune (valeur propre) 
((racine)) est sur la frontière de l'ensemble de stabilité. L'ensemble des zéros de 
l'application semi-gardienne pour lesquels il n l  a pas de (valeur propre) ((racine)) sur la 
frontière de stabilité est alors désigné par "blind pe" .  
Parce que la matrice R, définie par la relation (5.87) est hamihonieme (valeurs propres 
symétriques par rapport à Faxe imaginaire), il n'existe, à notre connaissance, aucune 
application gardienne correspondant à son ensemble de stabilité (tout le plan complexe a 
l'exception de l'axe imaginaire). Par surcroît, les matrices 4 et R- ne sont pas 
caractérisées par une dépendance pôlynomide des paramètres incertains. Pour 
m o n t e r  cette difficulté, nous dons  transformer les conditions de la proposition 5.10 
sous une forme polynomiale. Parce que, Vm, 2 O, la matrice M, est définie positive 
(propriété 2), lorsque mc r O, les racines des polynômes caractéristiques de 4 et H, 
sont identiques aux racines des polynômes suivants: 
Au (h,mc = I E a ~  - ~'4 
Puis, parce que la matrice E. est réelle et hadtonieme, ces valeurs propres sont 
symétriques par rapport aux axes réel et imaginaire. Lorsque mc 2 O, le polynôme décrit 
par la relation (5.89) peut donc s'exprimer sous la forme suivante: 
où A, est la ieme racine de Ph. Ainsi, lorsque m, 2 O ,  les racines du polynôme décrit par la 
relation (5 .89 )  ont toutes une partie réelle non nulle si et seulement si le polynôme défini 
comme suit 
U k m J  = P,(s3~)12=-,.  (5.91) 
n'a pas de racine réeiie positive. Parce que, selon l'hypothèse 5.1, m, > tn, 2 O, la 
transformation du problème de robustesse est synthétisée par la proposition suivante. 
Proposition 5.1 1 : Les conditiom de Ia proposition 5 .1  0 sont vénfiés si et seulement si 
Vmc E [rn_, , FEc]. les racines du polynôme (5 .88 )  ont toutes une partie réelle négative et 
le polynôme (5.9 1 ) n'a pas de racine réelle positive. 
Des applications gardienne et semi-gardienne peuvent alors être utilisées pour vérifier la 
stabilité robuste des polynômes (5 .88 )  et (5  -9 1). En effet, l'application gardienne 
appliquée au polynôme (5.88) et correspondant à l'ensemble de stabilité formé par le 
demi-plan complexe gauche est donnée par (Saydy et al., 1990): 
~ ~ ( 4 )  = ~ ( A J I  (5.92) 
où 1[-11 est le déterminant de la matrice [.], 
A. (k, mc ) = a. (m, ) + a, (m, )A! +- +ana (mc )h". est le polynôme défini par la relation 
(5.88) et H(A,) est la matrice de HurWtz qui est définie de la façon suivante: 
Aussi, l'application semi-gardienne appliquée au polynôme (5.91) et correspondant à 
l'ensemble de stabilité formé par tout le plan complexe à l'exception de I'axe réel positif 
est donnée par (Saydy et al. 1990): 
'h (mc)  = I B ( A ~ ( ~ , ~ ~ ) , A ~  ( ~ 7 ~ ~  ) ) I A ~ ( O , ~ ~  (5 .93)  
où est la dérivée partielle de A,, par rapport à h et B(P, ( h ) , ~ ,  (A)) est le Bezousian 
avec P une matrice de permutation, 
p ( h )  = pi,, + pi&+--+p,hna, &(A) = hntpi(X') et 
Parce que, selon les propriétés 2.5 et 2.7 et les relations (4.23), (4.30) et (5.87), les 
polynômes (5.88) et (5 -9 1) ont une dépendance poiynomiale du paramètre incertain m, 
les applications gardienne (5.92) et semi-gardienne (5.93) sont des polynômes en m,. 
Pour cette raison, les propriétés des applications gardiennes et semi-gardiennes (Saydy et 
al., 1990) nous permettent d'obtenir la proposition suivante. 
Proposition 5.12: Les conditions de Ia proposition 5 .1  1 sont satisfaites si et seulement si 
i) il existe une valeur nominale m, E [a, E, ] telle que les racines du polynôme (5.88)  
ont toutes une purtie réelle négative et le polynôme (5.91) n'a pas de racine réelle 
positive ü) va n'a pas de racine réelle appartenant a l'intervalle [ E , , ~ c ]  et iii) les 
racines de v, qui sont dans I'intervalle [ E ~ ,  mc] sont des "b lind qat ". 
La proposition 5.12 établit donc des conditions relativement simples pour vérifier la 
robustesse du système. Il s'agit maintenant de choisir la matrice de gains K2 de façon à 
satisfaire ces conditions. Pour ce faire, nous proposons de choisir la matrice de gains K, 
de façon à ce que l'équation caractéristique de a, donnée par les relations (4.23) et 
(4.30) en remplaçant la masse rn, par sa valeur nominale m ,  soit donnée par la relation 
où X, et h, sont des valeurs propres appartenant au demi-plan complexe gauche et où le 
polynôme A, (X, q) est donné par la relation suivante: 
où A, (X,O) est l'équation caractéristique de la matrice nominaie 
r o  I I  
et Md est la matrice Me dans laquelle le paramètre m, est remplacé par le paramètre 
nominal m,. Ainsi, a, et 5,  sont respectivement la ième fiéquence modale et le ième 
facteur d'amortissement du membre flexible terminé par la charge nominale m,. Dans ce 
contexte, q est l'amortissement additionnel que l'on souhaite imposer au système. Notre 
objectif est donc le suivant : 
Minimiser q d - q  
Sujet à: 
iId-qdO 
Respecter Les conditions de la proposition 5.12 
où qd est le facteur d'amortissement additionnel désiré. Selon la proposition suivante, la 
solution de ce problème d'optimisation existe. 
Proposition 5.13: 11 existe q > O tel que les condilom de robustesse de la proposition 
5.1 2 sont ~an~sfuites~ 
Preuve de la proposition 5.13: La matrice de gains Il; = [(h,h, ) -(h, + A,) O O] 
est telle que l'équation caractéristique de &, est donnée par la relation (5.94) avec 1 = 0. 
Les arguments invoqués lors de la preuve de la proposition 4.4 nous permettent alors de 
déduire que le polynôme caractéristique de & est H&tz et que 41G21/ rn = O < 1. Les 
hypothèses ii de la proposition 5.6 et iv de la proposition 5.9 sont alors satisfaites. Par 
nécessité, les hypothèses des propositions 5.10, 5.1 1 et 5.12 sont donc satisfaites. Ainsi, 
parce que les applications gardienne et semi-gardienne décrites par les relations (5.92) et 
(5 .93)  sont des fonctions continues de q, il existe certainement q > 0 telle que les 
hypothèses de la proposition 5.12 sont satisfaites. C 8 1 ii 
Une approximation de la solution du problème (5.97) peut donc être obtenue en quelques 
itérations. En effet, il suffit de démarrer avec q = qd et de le diminuer graduellement 
jusqu'à ce que les conditions de la proposition 5.12 soient satisfaites. Les hypothèses ii de 
la proposition 5.6 et iv de la proposition 5.9 sont alors satisfaites. 
Nous devons finalement choisir le paramètre 6 du filtre décrit par la relation (5.4) de 
façon a ce que la condition du petit gain décrite par l'hypothèse v de la proposition 5.6 
soit satisfaite. Pour ce faire, il suffit d'obtenir la constante p décrite par la relation (5.62). 
5.6.5 Estimation de la constante g 
Les deux premiers termes de la constante p décrite par la relation (5.62) peuvent être 
surestimés de façon tout à fait similaire à ce qui est présenté à la section 5.5.3. Le dernier 
terme doit cependant être surestimé par une méthode légèrement diffërente de celle déjà 
- - -  
présentée. Pour surestimer la norme 11qh, la représentation d'état (A,, B , c , O) définie à 
- - 
la relation (5 -62) peut d'abord s'exprimer sous la forme suivante (FI 4, Ki B, c ,O). 
Grâce aux propriétés 2.5 et 2.7, les matrices E et 4 sont alors des fonctions affines des 
paramêtres m, et 1, tandis que les matrices B et C sont indépendantes de m, et 4. 
Divisons maintenant l'ensemble de l'incertitude des paramètres m, et 1, en N: parties 
égales q, = [m, , m,,, ] x [ I ,  , I,,, ] pour i j  = 1, . . . , N,. Le lemme 5.3 nous permet alors 
d'afhner que s'il existe des matrices symétriques P,,, Q, et Q, telles que L'inégalité 
matricielle suivante: 
E ~ X  + & R , E ~  + ËBT + r n : ~  +CQ] < O 
e, > O 
est vérifiée v {m, ,l: } E qJ ,dalors, 
Parce que l'inégalité matricielle (5.98) est non linéaire par rapport aux paramètres 
incertains, on peut difficilement o b t e ~  sa solution. Le lemme suivant nous permettra 
toutefois d'ajouter des contraintes qui rendrons l'inégalité facile à résoudre (Gahinet et al., 
1996). 
Lemme 5.4:s. on considère F ( p )  une fonction q u d a t i p e  de la forme suivante: 
qrri respecte la propriété & multiconvexite suivante: 
- d 2 ~  2 F = -  2 O pour i = 1, ..., n, 
ap,2 
- 
où F,, et sont des motrices symétriques et air 
négative V p  E U si et sedement si elle es! définie semi-négative 
Si on définit E, comme étant la matrice E évaluée à nt, et I,, le lemme 5.4 et le fait que E 
et 4 soient des fonctions f i e s  de rn, et 1, nous permettent d'affirmer que s'il existe des 
alors, 
Si on suppose que la matrice & est robustement stable (cette hypothèse est 
préalablement vérifiée par l'approche gardienne expliquée a la section précédente), alors, 
il s'ensuit qu'il existe un entier N, tel que pour i p l ,  . , , il existe des matrices 
symétriques P,,, Q, et Q, qui satisfont L'IML (5.99). Ainsi, pour N, suffisamment grand, 
de sorte qu'une surestimation du troisième et dernier terme de p peut être obtenue. 
5.6.6 Simulations de la loi de commande 
Nous alions maintenant présenter des résultats de simulations de la loi de commande 
décrite par les relations (5.19) à (5.22) accompagnée de l'estimateur de paramètres décrit 
par la relation (5.8). Pour ces simulations, nous avons considéré le manipulateur flexible 
modélisé a la section 2.5 avec l'incertitude de la charge suivante: m, E [O, 25 0,751 . Tout 
comme pour les simulations précédentes, la trajectoire désirée est celle décrite à la section 
3.4. Pour permettre de comparer les résultats de simulations de cette section avec ceux 
obtenus à la section 5.5.4, nous avons considéré les mêmes conditions initiales et les 
mêmes paramètres pour l'estimateur décrit par la relation (5.8). Pour la même raison, 
nous avons h é  le paramètre h associé à la relation (5.59) à une valeur de 10. Ensuite, 
selon l'approche gardienne décrite a la section 5.6.4, nous avons vérifié les conditions de 
la proposition 5.8. Ces conditions de robustesse de la mise à jour de la trajectoire désirée 
dans l'espace des CGR et des CGF se sont avérées satisfaites. Ensuite, selon la procédure 
décrite à la section 5.6.4, nous avons trouvé la solution approximative du problème 
d'optimisation (5.97) pour différentes valeurs de h, et h, associées à l'équation 
caractéristique (5.94). Toutes les manipulations symbo tiques nécessaires pour exécuter 
cette procédure ont été obtenues à l'aide du logiciel symbolique MAPLE. Les solutions 
obtenues pour qd = 0,7 sont données dans le tableau 5.1. Pour obtenir le facteur 
d'amortissement adStionne1 désiré, nous avons donc choisi la matrice de gains K, 
correspondant à 7c,= h, = 90 et q = 0,70. La constante g a ensuite été surestimée grâce à 
l'approche décrite à la section 5.6.5. La valeur obtenue étant de 45, nous avons choisi de 
fixer la fréquence de coupure du filtre décrit par la relation (5.4) à 6 = 50 de façon à 
assurer le respect de la condition v de la proposition 5. 1. Le système a ensuite été simulé 
pour quatre situations différentes. 
Tableau 5.1 Amortissement additionnel. 
Situation 1: Le système a été simulé avec une charge m, = 0,25 Kg en considérant une 
mise à jour de la trajectoire désirée obtenue à partir de la méthode quasi-statique à toute 
les 0,5 seconde. Les résultats de cette simulation sont illustrés par les figures 5.7 à 5 -9. 
Dans toutes les simulations qui suivent, nous n'avons pas cm bon de présenter les 
graphiques de la masse estimée en fonction du temps puisquielle converge très rapidement 
vers la vraie masse du système. Des résultats de simulations avec un modèle de validation 
incluant l'effet de raccourcissement de la membrure flexible sont également présentés à 
i'annexe C. Les figures 5.7 et 5.8 nous indiquent que les erreurs de suivi obtenues avec la 
mise à jour quasi-statique sont comparables à celles obtenues à la section 5.5.4 avec la 
héarisation par retour d'état par rapport aux CGRVA. La vibration de l'extrémité du 
membre flexible est cependant pratiquement nulle avec rapproche proposée avec une 
mise à jour quasi-statique tandis qu'elie est relativement importante pour la iinéarisation 
par rapport aux CGRVA. Aussi, les figures 5.3 et 5.9 nous montrent des efforts de 
commande supérieurs avec la linéarisation par rapport aux CGRVA qu'avec l'approche 
proposée avec une mise a jour quasi-statique. 
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Figure 5.7 Résultats pour la situation 1: trajectoire désirée (- -) et obtenue (-) dans 
i'espace de travail. 
Figure 5.8 Résultats pour la situation 1 : a) erreurs de suivi des CGRV 'q,(- -) et 2qr(-) 
et b) erreur de suivi de la déformation p. 
a) 
Figure 5.9 Résultats pour la situation 1: a) effort de commande de la première 
articulation et b) effort de commande de la seconde articulation. 
Situation 2: Le système a été simulé avec une charge m, = 0,75 Kg en considérant une 
mise à jour de la trajectoire désirée obtenue à partir de la méthode quasi-statique à toute 
les 0,5 seconde. Les résultats de cette simulation sont illustrés par les figures 5.10 à 5.12. 
Des résultats de simulations avec un modèle de validation incluant l'effet de 
raccourcissement de la membrure flexible sont également présentés à l'annexe C. 
Évidement, les erreurs de suivi et les efforts de commande sont dans ce cas plus 
importants que dans la situation 1 à cause de l'augmentation de la charge. Ces erreurs 
sont une fois de plus approximativement comparables à celles obtenues avec la 
linéarisation par rapport aux CGRVA. 
Figure 5.10 Résultats pour la situation 2: trajectoire désirée (- -) et obtenue (-) dans 
l'espace de travail. 
Situation 3: Le système a été simulé avec une charge rn, = 0,25 Kg en considérant une 
mise à jour de la trajectoire désirée obtenue à partir de la méthode exacte à toutes les 0,5 
seconde. Les résultats de cette simulation sont illustrés par les figures 5.13 à 5.1 5. Des 
résultats de simulations avec un modèle de validation incluant l'effet de raccourcissement 
de la membrure flexible sont également présentés à I'annexe C. Les figures 5.13 et 5.14 
confirment la convergence vers zéro des erreurs de suivi. Ces figures nous montrent 
également un amortissement relativement rapide des erreurs de suivi. Finalement, malgré 
la convergence à zéro des erreurs de suivi, la figure 5.15 nous montre des efforts 
comparables à ceux obtenus avec la mise à jour quasi-statique. 
Figure 5.11 Résultats pour la situation 2: a) erreurs de suivi des CGRV 'q,(- -) et 
'Zjr (-) et b) erreur de suivi de la déformation p . 
Figure 5.12 Résultats pour la situation 2: a) effort de commande de la première 
articulation et b) effort de commande de la seconde articulation. 
Figure 5.13 Résultats pour la situation 3: trajectoire désirée (- -) et obtenue (-) dans 
l'espace de travail. 
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Figure 5.14 Résultats pour la situation 3: a) erreurs de suivi des CGRV 'q,(- -) et 
'qr(-) et b) erreur de suivi de la déformation p. 
Figure 5.15 Résultats pour la situation 3: a) effort de  commande de la première 
articulation et b) effort de commande de la seconde articulation. 
Situation 4: Le système a été simulé avec une charge m, = 0,75 Kg en considérant une 
mise à jour de la trajectoire désirée obtenue à partir de la méthode exacte à toutes les 0,s 
seconde. Les résultats de cette simulation sont illustrés par les figures 5.16 à 5.18. Des 
résultats de simulations avec un modèle de validation incluant l'effet de raccourcissement 
de la membrure flexible sont également présentés à l'annexe C. Malgré l'augmentation 
substantielle de la charge, les erreurs de suivi convergent vers zéro avec un temps de 
réponse comparable à celui correspondant à une charge de 0,25 Kg. En effet, selon les 
figures 5.14 et 5.17 le temps de réponse est environ 1 seconde dans les deux cas. 
Figure 5.16 Résultats pour la situation 4: trajectoire désirée (- -) et obtenue (-) dans 
l'espace de travail. 
Figure 5.17 Résultats pour la situation 4: a) erreurs de suivi des CGRV 'q,(- -) et 
2qr (-) et b) erreur de suivi de la déformation p. 
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Figure 5.18 Résultats pour la situation 4: a) effort de commande de la première 
articulation et b) effort de commande de la seconde articulation. 
5.7 Conclusion 
Dans ce chapitre, nous avons modifié les lois de commande présentées au chapitre IV de 
façon à rendre le système robuste face aux incertitudes de la charge. Nous avons vu que 
cette robustesse pouvait être obtenue en partie grâce à un processus d'adaptation 
indirecte. Nous avons également montré que la robustesse de la dynamique interne du 
système pouvait être obtenue par un choix approprié des paramètres du contrôleur. Deux 
procédures de calcul des paramètres basées sur le principe des applications gardiennes et 
sur le théorème du petit gain ont été présentées: une pour les paramètres de la loi de 
commande qui linéarise le système par rapport aux CGRVA et l'autre pour ceux de la loi 
de commande proposée. Les deux stratégies de commande ont ensuite été comparées au 
moyen de simulations. La loi de commande proposée de pair avec la mise à jour de la 
trajectoire désirée par l'approche quasi-statique ofie  des erreurs de suivi comparables a 
celles obtenues avec la loi de commande iinéarisante par rapport aux CGRVA. La loi de 
commande proposée ne fait cependant pas vibrer l'extrémité du membre flexible comme le 
fait la Iuiéarisation par retour d'état des CGRVA. Finalement, même si la loi de 
commande proposée de pair avec une mise à jour de la trajectoire désirée par la méthode 
exacte exige plus de calculs, eue est nettement plus intéressante puisqu'eile assure une 
convergence relativement rapide des erreurs de suivi vers zéro. 
CEIAPITRE VI 
CONCLUSION 
6.1 Résumé, limitations et apports de la thèse 
Cette thèse poursuivait deux objectifs principaux: i) proposer une stmcture de commande 
permettant d'assurer la stabilité du suivi de trajectoires dans l'espace de travail d'une 
classe de manipulateurs flexibles; ii) modifier la structure de commande proposée de 
façon a assurer la robustesse du suivi par rapport à l'incertitude de la charge. Aussi, un 
objectif secondaire consistait à comparer l'approche proposée avec d'autres méthodes 
rencontrées dans la littérature. 
Pour atteindre les objectifs visés, nous avons d'abord, au moyen d'hypothèses. caractérisé 
la classe de manipulateurs flexibles considérée. Notamment, nous avons supposé que 
seule le dernier membre du manipulateur est flexible. Nous avons également supposé que 
le centre de masse de la charge du manipulateur est fucé à l'extrémité du membre flexible. 
Ces hypothèses nous ont permis de démontrer plusieurs propriétés importantes du modèle 
dynamique du système. 
Parce que les espaces de travail et des CGR sont liés par des relations cinématique et 
dynamique, les CGRV ont été définies de façon à être liées à l'espace de travail par une 
simple relation cinématique. La trajectoire désirée pouvait alors être facilement 
transformée de l'espace de travail à celui des CGRV. Nous avons ensuite proposé une 
méthode itérative, basée sur une intégration causale-anticausale, pour transformer la 
trajectoire désirée de l'espace des CGRV à celui des CGR et des CGF. Les conditions de 
convergence de cet algorithme ont été démontrées un utilisant le théorème de 
contraction. Aussi l'algorithme proposé a été comparé avec la méthode approximative 
quasi-statique qui consiste à négliger la dynamique de la panie flexible du système pour 
obtenir les CGF correspondant aux CGRV. Nous avons constaté que la méthode quasi- 
statique donne des approximations acceptables des CGR et des CGF; en particulier 
lorsque les vitesses désirées sont faibles. Elle ne permet cependant pas d'obtenir les 
vitesses et les accélérations des CGR et des CGF. 
Une structure de commande permettant d'assurer la stabilité du suivi a ensuite été 
proposée. Avec cette structure, une première loi de commande linéarise le système par 
rapport aux CGR et deux retours d'état linéaires invariants servent a stabiliser les erreurs 
de suivi dans I'espace des CGR et des CGF. Parce que les CGR et les CGF désirées ainsi 
que leurs dérivées sont obtenues par la transformation de la trajectoire désirée des 
CGRV, la stabilité dans I'espace des CGRV est du même coup assurée. Nous avons 
ensuite expliqué que les gains du retour d'état de la PRP sont faciles à obtenir puisque 
cene partie du système est linéarisée par la première loi de commande. Les gains du 
retour d'état de la PFA sont cependant beaucoup plus complexes à calculer puisque cette 
partie du système est non linéaire et perturbée par la PRP; il s'agit de la dynamique 
interne du système. Nous avons alors démontré que les gains qui assurent la stabiiité de la 
partie linéaire de la PRP assurent du même coup des erreurs de suivi bornées. Cet 
ensemble de gains peut cependant déstabiliser localement le système de sorte que la borne 
des erreurs puissent devenir démesurée. En se basant sur le théorème de passivité, sur la 
stabilité des systèmes hiérarchiques et sur les systèmes d'ML,, nous avons donc proposé 
une approche pour calcuier les gains de façon à assurer la stabilité du système avec, si 
possible, une décroissance prescrite des erreurs de suivi. Ainsi, dans le pire des cas, 
lorsque la constante de temps ne peut atteindre la valeur souhaitée, les gains sont 
automatiquement ajustés de façon à minimiser le temps de réponse du système. Les gains 
obtenus permettent également de minimiser l'amplitude des valeurs propres de la partie 
linéaire du système de façon à éviter d'exciter les modes de vibration haute fréquence qui 
ne sont pas pris en compte lors de la modélisation. Lorsque la trajectoire désirée des 
CGR et des CGF est obtenue à partir de la méthode quasi-statique les erreurs de suivi 
sont alors bornées proportionnellement aux erreurs d'approximation de la transformation 
de la trajectoire. Par des simulations, nous avons constaté que les erreurs obtenues sont 
comparables à celies obtenues avec une des approches rencontrées dans la littérature: la 
linéarkation par retour d'état par rapport à un compromis entre les CGR et les CGRV. 
La structure de commande proposée ne fait cependant pas vibrer l'extrémité du membre 
flexible comme le fait la linéarisation par rapport aux CGRVA. De plus, lorsque la 
trajectoire désirée des CGR et des CGF est obtenue à partir de la méthode itérative 
proposée, la structure de commande proposée assure la stabilité exponentielle des 
erreurs de suivi. Le calcul approprié des gains permet donc, sans nécessiter d'efforts de 
commande supplémentaires, de stabiliser rapidement les erreurs de suivi à zéro. En fait, 
les efforts de commande obtenus sont nettement inférieurs à ceux requis par la 
linéarisation par retour d'état par rapport aux CGRVA. 
La demière partie de la thèse consistait à rendre la structure de commande proposée et la 
linéarisation par retour d'état par rapport aux CGRVA robuste face a l'incertitude de la 
charge. Des hypothèses sur les incertitudes du modèle ont alors été ajoutées. 
Notamment, nous avons supposé que les fonctions de forme utilisées pour modéliser la 
flexibiiité sont invariantes par rapport aux incertitudes. Cette hypothèse additionnelle 
nous à permis d'exprimer le système sous une forme linéaire par rapport aux paramètres 
incertains. Une commande adaptative indirecte, similaire à celies utilisées pour 
commander les manipulateurs rigides, a donc pu être utilisée pour assurer la stabilité du 
système. Une étude de robustesse supplémentaire, basée sur l'approche des applications 
gardiennes, a cependant dû être considérée pour nous permettre d'ajuster les paramètres 
des lois de commande de façon à assurer la stabilité de la dynamique interne. Pour cette 
étude de robustesse, nous avons supposé que seule la masse de la charge est incertaine. 
Un mécanisme de mise à jour des trajectoires désirées dans l'espace des CGR et des CGF 
a finalement dû être ajouté pour tenir compte des variations des paramètres estimés. Nous 
avons alors démontré que les erreurs de suivi convergent à zéro si la mise à jour est 
obtenue avec la méthode proposée et sont bornées si la mise à jour est obtenue par la 
méthode quasi-statique. Nous avons également expliqué comment l'amortissement de la 
partie linéaire du système pouvait, si possible, être fixé à une valeur prescrite ou dans le 
pire des cas maximisé. Finalement, des simulations nous ont permis de comparer les trois 
approches. Une fois de plus, les erreurs de suivi obtenues avec l'approche proposée de 
pair avec une mise à jour quasi-statique sont comparables avec celles obtenues avec la 
linéarisation par rapport aux CGRVA. L'approche proposée ne fait cependant pas vibrer 
l'extrémité du membre flexible. Évidemment l'approche proposée avec la mise à jour 
proposée est plus intéressante parce qu'elle assure une convergence vers zéro des erreurs 
de suivi. Elle est cependant plus exigeante au point de vue des caiculs en ligne. En effet, 
la mise a jour par la méthode proposée exige de recalculer toute la trajectoire désirée 
tandis que la mise à jour quasi-statique exige seulement de recalculer la trajectoire désirée 
au temps Z. La linéarisation par retour d'état par rapport aux CGRVA n'exige pour sa 
part aucune mise à jour de la trajectoire. En contrepartie, la linéarisation par rapport aux 
CGK utilisée dans la structure de commande proposée, est grandement simplifiée par 
rapport à la linéarisation par rapport aux CGRVA. 
6.2 Recommandations 
Pour une application nécessitant que l'outil d'un manipulateur, dont le dernier membre es? 
flexible, suive une trajectoire désirée dans l'espace de travail, il pourrait exister plusieurs 
choix de stratégies de contrôle. En effet, à la lumière des résultats que nous avons 
obtenus, nous serions tenté de faire les recommandations suivantes: 
1. Si les trajectoires que doit suivre l'outil du manipulateur sont lentes et que 
l'amortissement naturel du membre flexible est faible, nous pensons que la structure 
de commande proposée avec une transformation de la trajectoire désirée selon 
I'approche quasi-statique serait appropriée. 
2. Si les trajectoires que doit suivre l'outil du manipulateur invoquent des vitesses non 
négligeables (comparables ou supérieures à celles utilisées pour les simulations 
présentées dans cette thèse) et que l'amortissement naturel du membre flexible est 
faible, nous suggérons d'utiliser la structure de commande proposée avec une 
transformation de la trajectoire désirée selon l'approche proposée. 
3. Si l'amortissement naturel du membre flexible est important, nous suggérons d'utiliser 
la linéarisation par retour d'état par rapport aux CGRVA. Cette structure de 
commande, plus simple que la structure proposée, permettra dors d'obtenir un suivi 
approximatif satisfaisant avec une atténuation considérable de la vibration de 
l'extrémité du membre flexible. 
6.3 Travaux futurs 
Dans cette thèse, plusieurs problèmes importants ont été soulevés. Premièrement, la 
méthode proposée ne s'applique qu'à une classe de manipulateurs dont le dernier membre 
est flexible. Il serait intéressant de généraliser l'approche pour une classe de manipulateurs 
comportant plusieurs membres flexibles. Une structure hiérarchique permettrait peut être 
cette généralisation. Il s'agirait dans ce cas de stabiliser d'abord la dynamique du dernier 
membre flexible et de son articulation en supposant que le reste du système converge de 
façon appropriée; puis de stabiliser l'avant dernier membre flexible de la même façon et 
ainsi de suite. 
Il serait également intéressant de trouver une approche qui permettrait d'ajuster les gains 
du contrôleur par l'approche des M L  de façon a prendre en compte les critères de 
robustesse étudiés au chapitre V. On pourrait alors facilement ajouter des incertitudes 
paramétriques au système. 
Une autre avenue de recherche serait d'étudier la possibilité d'appliquer la méthode 
proposée dans le cadre d'un contrôle hybride de la force et de la position. En fait, la 
flexibilité des membres du manipulateur pourrait, dans ce cas, être un avantage pour 
rendre le système plus robuste face aux incertitudes de la surface de contact. 
Fuialement, une implantation de la méthode proposée serait fort souhaitable pour évaluer 
son efficacité dans un contexte réel. L'utilisation d'un microprocesseur dédié aux 
traitement numérique des signaux serait probablement de mise pour réaliser la loi de 
commande, l'estimation des paramètres et la mise à jour de la trajectoire désirée en temps 
réel. 
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ANNEXE A 
Calcul de ['énergie cinétique 
Cette annexe présente les détails du calcul de I'énergie cinétique de la poutre flexible. 
Selon la relation (2.9) nous savons que cette énergie est donnée par la relation suivante: 
Nous allons maintenant décomposer l'équation (A. 1) de façon à simplifier les calculs. 
D'abord, la relation (2.1 1) nous permet d'écrire 
Puis, grâce à l'hypothèse 2.8, la matrice d'inertie de la charge peut s'exprimer sous la 
forme diagonale suivante: I, = diag(I,, 1, ,IV ). La relation (2.12) prend alors la forme 
En remplaçant (A.2) et (A.8) dans (A. 1). on obtient 
(A. 12) 
1 
6 = p ~ ~ , ( x p ) d x p + m c k , ( l )  pour i =  1 ,  ... ,5 (A. 13) 
et où &, et 6 sont données par les relations (Ag), (A- 10) et (A. 1 1). Nous allons 
maintenant considérer le calcul de chaque terme de la relation (A. 12). 
Calcul du terme 6 : 
Selon les relations (A.3) et (2. I ) ,  ce terme est indépendant de q, et de qe. il est donc tout 
à fait inutile de le calculer puisque, de toute façon, il disparaîtra lors du développement de 
l'équation dynamique donnée par la relation (2.8). 
Cdcui du terme & : 
Calculons d'abord 4(xp).  Sachant que 
si on définit [J: J: J; 1' = J,('qr) , nous obtenons 
~ ( ~ L l ( ' q ~ ) ' g ~ )  P-h(xp)= 
O 
En remplaçant (A. 15) dans (A-4) , on obtient 
k , (x , )  = X ;  'Q:[J;J~ + S:J:J( + C;JJJ~ - ~ s ~ c ~ J ~ T J ~ ] ' ~ ~  
+2x,, l(xp) ' q : [ s , c , ( ~ f ~ ,  - J:J,) - (4 - S: )J :J , ] '~ ,  




Finalement, en remplaçant (A .  16) dans (A. 13) puis en utilisant la relation (2. l), on obtient 
(A. 1 7) 
où k, est indépendant de q, et de Q,. 
Calcul du terme & : 
Calculons d'abord 4(xp). De la relation (A 14), on déduit que 
-[ 
-s2xp '4, -cZ~(xp)  *4r -sZfi(xp) 
2 -  
p ' ~ . ( ~ p )  - c2xp e - M x p )  '4, +c2k(x,) 
O 
Puis, en remplaçant (A. 18) dans (AS), on obtient 
1 (A. 18) 
2 2 - 2  
k j ( x p )  = xp q r  + ~ 2 ( x p ) + 2 x p ~ ( x p )  + 2 (xP)  (A. 19) 
En remplaçant (A. 19) dans (A. 13) puis en utilisant la relation (2. l), on obtient finalement 
où & est indépendant de q, et de q, 
Caicul du terme % : 
Calculons d'abord k&). Si on pose [J: 4 J : ] ~  = J,('q,) et qu'on remplace la 
relation (A. 15) dans la relation (Ad), on obtient 
k4 (x ,  ) = 21: 2Qr J6 l#r + 2xp '#:[s2 ( J: - J: J , )  + c2 ( J: J, - J: J~)]'Q~ 
En remplaçant (A.2 1) dans (A. 13) puis en utilisant la relation (2.11, on obtient halement 
où ka est indépendant de q, et de 4,. 
Calcul du terme k; : 
Calculons d'abord k&). En remplaçant (A 18) dans (A7), on obtient 
1 (A.23) O 
En remplaçant (A23) dans (A. 13) puis en utilisant la relation (3.1), on obtient donc 
- - "r 'C 
k, = k, -2 'tjr[cJI +sJ2] %&qm +2[-3JI +c2J2] 'qrCvr&, (A.24) 
i=1 1= l 
où k, est indépendant de q, et de 4,. 
Calcul du terme & : 
Ce terme est obtenu directement en remplaçant (3.1) dans (A.9) de sorte que 
r = l  )=I 
où & est indépendant de qe et de 4. 
Calcul du terme k; : 
Selon la relation (3.1 S), nous avons 
(A. 26) 
Ensuite, en remplaçant ( k 2 6 )  dans (A 1 O), on obtient 
La relation (2.1) nous permet donc d'obtenir 
où km est indépendant de q, et de 4,. 
Calcul du terme 6 : 
En remplaçant (A.26) dans (A. I 1) on obtient 
& = 2(2q, + $( l ) ) l ,  J~ '4, 
Puis, selon la relation (2.1), nous avons 
i=I 
où &, est indépendant de qs et de 4,. 
Enfin, l'énergie cinétique donnée par la relation (2.13) est obtenue en remplaçant les 
relations (A. 17), (A20), (A.22), (k24 ) ,  (A.25), (A27) et (A.28) dans la relation (A. 12). 
ANNEXE B 
Démonstration du Iernrne 6.1 
Cette annexe présente la démonstration du lemme 6.1. Cette démonstration est fortement 
inspirée de la démonstration du lemme sur la stabilité exponentielle des systèmes 
hiérarchiques (Vidyasagar, 1 993, p. 26 1 ) . 
Nécessité: Supposons d'abord que les hypothèses i) et ii) sont satisfaites et que pour 
p, = û avec J = 1,-.!, le système décrit par la relation (4.36) est exponentieliement stable 
pour n'importe quelies conditions initiales bornées. En partiCUIier, lorsque 
~ ' ( t , ) = [ x ~ ( t , )  --• x : ( t , , ) ] = [ ~  - - O  xf, - - O], il est clair que selon l'hypothèse i), 
f, = J ; ( O , - - -  ,F, ,-,Et , t )  est exponentieiiement stable. Le système décrit par la relation 
(4.38) est donc forcément exponentiellement stable puisque i peut prendre n'importe 
quelles valeurs comprises entre 1 et t . Il en est de même lorsque le système est 
exponentieiiement ultimement borné puisque l'on peut toujours choisir en particulier p, = 
O pour j = 1,---,!. 
Suffisance: D'abord, nous savons que, par hypothèse, F1 = f ,  (El J) est 
exponentieliement stable et a f ,  (5, t) lal e n  bornée pour n'importe quelle F1 bornée. Le 
théorème converse nous permet alors d'affirmer qu'il existe une fonction vl(F1,t) 
continûment dserentiable qui respecte les conditions suivantes (Vidyasagar, 1 993, 
p.246): 
ciiI"lI: V~(~~XI~) < c121f11: (B.2) 
Ainsi, en dérivant v, le long de la trajectoire décrite par x,, nous obtenons 
Puis, en utilisant les relations (B.2), (B.3) et (B.4), nous obtenons 
On considère ensuite le changement de variable w, = fi de sorte que 
En intégrant cette équation, nous trouvons 
w,(t) 5 e - f , ( t - ~ ~ )  w1(tO) + - e-il"-" lp(r)(, dr 
Puis, selon la relation (B.2), nous obtenons 
Ainsi, 
ou 
Aussi, par hypothèse, la dynamique décrite par g2 = fZ (O,%, t )  est exponentieiiement 
stable et la matrice jacobienne de f, (O,X, , t )  est bomée pour n'importe quelle bomée. 
Le théorème converse nous permet alors d'afnnner qu'il existe une fonction v, (X, , t )  
continûment différentiable qui respecte les conditions suivantes (Vidyasagar, 1993, 
p.246): 
~ ~ , l ~ ~ 1 :  5 v ~ < E ~  ,O 5 c&4: (B - 6) 
Si on dérive la fonction de Lyapunov v ( E t )  le long de la trajectoire décrite par 
f, = fi (XI , X2 , t)  + pz (t), nous obtenons, 
En utilisant la condition 3) et les relations (B.7) et (B.8), nous avons 
2 
+2 i2 - ~ 2 3 1 ~ 2 1 ~  + 2 4 / % 1 ~ 1 ~ 2 ( t &  f c 2 4 S ~ ( ~ 2 1 2 1 f t ( 2  
En considérant le changement de variable w, = fi, nous obtenons 
En solutionnant cette équation différentielle, nous trouvons 
ou 
y 2  = Cl3 ' Cl2 
En remplaçant (B. 5 )  dans (B.9), nous obtenons ensuite 
Puis, en utilisant la relation (B.6), nous obtenons 
7 
Ainsi, 
De façon similaire, par induction, on peut déterminer l'inégalité suivante: 
IfR (4, e-y*"-" ' (~nI  l q ( t 0  1, + Pn2 (4, II* +. +P& 0 0  11,) + Bno (B. 1 1) 
Ainsi à partir des reiàtiom (B. 5),  (B. 1 0) et (B. 1 1 ), nous obtenons 
O . . . O 
e - -  pne- i2U- to)  . . . O 
~ ~ ~ ~ - i t ( t - t o )  
Nous avons donc 
Selon la définition (4. I), le système est alors exponentiellement ultimement bomé lorsque 
Po est uniformément bomé et exponentiellement stable lorsque Po = O .  Il se trouve 
justement que selon les relations (B. 5) et (B. 1 O), Po = O si et seulement si p, = p, = . . . = 
p, = O et Bo est uniformément bomé si et seulement si p, , p, , . . . , pl sont uniformément 
bornés. 
ANNEXE C 
Simulation avec un modèle incluant l'effet de raccourcissement 
Dans cette annexe, les différents contrôleurs étudiés dans cette thèse sont validés sur un 
modèle incluant plusieurs termes de couplage entre les parties rigide et flexible qui ont été 
négligés lors du développement des contrôleurs. À notre meilleure connaissance. ces 
termes sont négligés dans la majorité des publications qui concernent la commande des 
manipulateurs flexibles. Us proviennent de la prise en compte de la cinématique à l'ordre 
deux de la déformation (Piedboeuf. 1992). Cette dernière permet d'inclure l'effet de 
raccourcissement de la membrure flexible. 
C.1 Cinématique a l'ordre deux 
Si on divise la membmre flexible en éléments infinités décimaux, la déformation de 
chaque élément peut être projetée dans le repère de la base du membre. Selon la figure 
2.2, en faisant l'intégrale de tous ces éléments, on obtient la position du membre flexible 
projeté dans le repère @) en fonction de xp (Piedboeuf, 1992): - - 
où :R(x) est la matrice de projection suivante: 
cos(ul (x)) sin(ul (x)) 
- sin(ur (x)) cos(ul (x)) 1 
La matrice de projection :R(x) peut être approximée à l'ordre n en retenant les n+l 
premiers termes de sa série de Taylor. Lorsque l'approximation est à l'ordre un, la 
position du membre en fonction de x, devient celle que nous avons considérée au 
chapitre II: 
tandis qu'avec l'approximation à l'ordre deux, la position en fonction de x, devient: 
La ciBirence entre l'approximation à l'ordre un et celle à l'ordre deux est le terme 
i joxp '2 (c)& qui caractérise le raccourcissement de la membnire. 
Afin de valider l'efficacité de la stratégie de commande proposée, nous avons repris la 
plupart des simulations considérées dans les différents chapitres de cette thèse en 
remplaçant le modèle de simulation du manipulateur par un modèle incluant l'effet de 
raccourcissement de la membrure flexible. Ce modèle, plus conforme à la réalité que celui 
utilisé pour développer les lois de commande nous a été fourni par Monsieur Jean-Claude 
Piedboeuf de l'Agence spatiale canadienne. La fonction MATLAB (compilée) de ce 
modèle a été générée de façon automatique à I'aide du programme symbolique 
SYMOFROS (Piedboeuf, 1996a; Piedboeuf, 1996b). 
De façon à faciliter la comparaison des résultats obtenus du modèle de validation avec 
ceux obtenus du modèle utilisé pour développer les lois de commande? la légende des 
figures suivantes fait toujours mention, entre parenthèses, de la figure associée aux 
résultats de simulation obtenus avec le modèle n'incluant pas le terme de 
raccourcissement. Les situations simulées, étant déjà décrites dans les chapitres de cette 
thèse, ne sont pas réexpliquées dans cette annexe. 
Les résultats obtenus nous montrent que la iinéarisation par retour d'état par rapport aux 
CGRVA est significativement affectée par la dinérence entre le modèle de validation et 
celui utilisé pour développer la loi de commande. En fait, dans le contrôleur non robuste, 
le facteur a (compromis entre les CGR et les CGRV) obtenu lors de l'analyse a dû être 
légèrement réduit pour assurer la stabilité du système. Il est passé de 0.88 à 0.85. Les 
erreurs de suivi obtenues avec le modèle de validation sont alors nettement supérieures à 
celles obtenues avec le modèle utilisé pour développer la loi de commande. CGae 
dégradation peut s'expliquer par le fait que cette méthode consiste à augmenter le facteur 
a jusqu'à la limite de stabilité de la dynamique interne du système. Le système possède 
donc une marge de stabilité très mince qui peut facilement être fianchie lorsque le modèle 
est perturbé. 
Pour la structure de commande proposée, on remarque que même si le modèle de 
simulation ne correspond pas exactement au modèle utilisé pour développer les lois de 
commande, le système réagit bien; en particulier avec le contrôleur robuste. On peut 
cependant noter que la méthode de commande proposée de pair avec la transformation 
quasi-statique donne des résultats presque identiques dans les deux cas tandis que 
l'utilisation de la transformation exacte est d'avantage affectée par l'inexactitude du 
modèle. On peut expliquer cette différence par le fait que la méthode quasi-statique est 
basée sur une approximation du modèle utilisé pour développer les lois de commande 
tandis que l'approche exacte est basée sur l'exactitude de ce modèle. Il n'en demeure pas 
moins que la structure de commande proposée de pair avec la transformation exacte 
donne des erreurs de suivi nettement plus petites qu'avec la transformation quasi-statique. 
Figure C.1 Trajectoire désirée(- -) et obtenue (-) dans l'espace de travail avec la 
méthode de linéarisation par retour d'état par rappon aux CGRVA (Figure 4.1). 
Figure C.2 a) Erreur de suivi des CGRV 1 (- -) et 2(-) et b) déformation obtenue avec 
la méthode de linéarisation par retour d'état par rapport aux CGRVA (Figure 4.2). 
Figure C.3 a) Effort de commande de la première articuiation et b) effort de commande 
de la seconde articulation obtenue avec la méthode de linéarisation par retour d'état par 
rapport aux CGRVA (Figure 4.3) .  
Figure C.4 Trajectoire désirée (- -) et obtenue (-) dans l'espace de travail avec la 
méthode proposée de pair avec la transformation quasi-statique (Figure 4.9). 
Figure CS a) Erreur de suivi des CGRV 1(- -) et 2(-) et b) erreur de suivi de 
déformation obtenue avec la méthode proposée de pair avec la transformation quasi- 
statique (Figure 4.1 0). 
Figure C.6 a) EEon de commande de la première articulation et b) effort de commande 
de la seconde articulation obtenue avec la méthode proposée de pair avec la 
transformation quasi-statique (Figure 4.1 1). 
Figure C.7 Trajectoire désirée (- -) et obtenue (-) dans l'espace de travail avec la 
méthode proposée de pair avec la transformation exacte (Figure 4.12). 
s S 
Figure C.8 a) Erreur de suivi des CGRV 1(- -) et 2(-) et b) erreur de suivi de 
déformation obtenue avec la méthode proposée de pair avec la transformation exacte 
(Figure 4.13). 
Figure C.9 a) Effon de commande de la première articulation et b) effort de commande 
de la seconde articulation obtenue avec la méthode proposée de pair avec la 
transformation exacte (Figure 4.14). 
OS 
Figure C.10 Trajectoire désirée(- -) et obtenue (-) dans i'espace de travail avec la 
méthode de linéarisation par retour d'état robuste par rapport aux CGRVA avec 
m, = 0.25 Kg (Figure 5.1). 
Figure C.11 a) Erreur de suivi des CGRV 1(- -) et 2(-) et b) déformation obtenue avec 
la méthode de linéarkation par retour d'état robuste par rapport aux CGRVA avec 
m, = 0.25 Kg (Figure 5.2).  
Figure C.12 a) Effort de commande de la première articulation et b) effort de commande 
de la seconde articulation obtenue avec la méthode de linéarisation par retour d'état 
robuste par rapport aux CGRVA avec m, = 0.25 Kg (Figure 5.3). 
Figure C. 13 Trajectoire désirée(- -) et obtenue (-) dans I'espace de travail avec I 
méthode de linéarisation par retour d'état robuste par rapport aux CGRVA avec 
m, = 0.75 Kg (Figure 5.4). 
a 1 
Figure C.14 a) Erreur de suivi des CGRV 1(- -) et 2(-) et b) déformation obtenue avec 
la méthode de linéansation par retour d'état robuste par rapport aux CGRVA avec 
m, = 0.75 Kg (Figure 5.5 ) .  
Figure C.15 a) Effort de commande de la première articulation et b) effort de commande 
de la seconde articulation obtenue avec la méthode de linéarisation par retour d'état 
robuste par rapport aux CGRVA avec rn, = 0.75 Kg (Figure 5 -6 ) .  
I I r 
Figure C.16 Trajectoire désirée(- -) et obtenue (-) dans l'espace de travail avec la 
méthode proposée robuste de pair avec la transformation quasi-statique avec mC=O.25Kg 
(Figure 5.7). 
Figure C l 7  a) Erreur de suivi des CGRV 1(- -) et 2(-) et b) erreur de suivi de 
déformation obtenue avec la méthode proposée robuste de pair avec la transformation 
quasi-statique avec m, = 0.25 K g  (Figure 5.8). 
Figure C.18 a) Effort de commande de la première articulation et b) effort de commande 
de la seconde articulation obtenue avec la méthode proposée robuste de pair avec la 
transformation quasi-statique avec m, = 0.25 Kg (Figure 5.9). 
Figure C.19 Trajectoire désirée(- -) et obtenue (-) dans l'espace de travail avec la 
méthode proposée robuste de pair avec la transformation quasi-statique avec mC=0.75Kg 
(Figure 5.1  0). 
Figure C.20 a) Erreur de suivi des CGRV 1(- -) et 2(-) et b) erreur de suivi de 
déformation obtenue avec la méthode proposée robuste de pair avec la transformation 
quasi-statique avec m, = 0.75 Kg (Figure 5.1 1 ) .  
Figure C.21 a) Effort de commande de la première articulation et b) effort de commande 
de la seconde articulation obtenue avec la méthode proposée robuste de pair avec la 
transformation quasi-statique avec m, = 0.75 Kg (Figure 5.12). 
Figure C.22 Trajectoire désirée(- -) et obtenue (-) dans l'espace de travail avec la 
méthode proposée robuste de pair avec la transformation exacte avec m, = 0.25 Kg 
(Figure 5.13). 
Figure C-23 a) Erreur de suivi des CGRV 1(- -) et 2(-) et b) erreur de suivi de 
déformation obtenue avec la méthode proposée robuste de pair avec la transformation 
exacte avec m, = 0.25 Kg (Figure 5.14). 
Figure C.24 a) Effort de commande de la première articulation et b) effort de commande 
de la seconde articulation obtenue avec la méthode proposée robuste de pair avec la 
transfomation exacte avec m, = 0.25 Kg (Figure 5.15).  
Figure C.25 Trajectoire désirée(- -) et obtenue (-) dans l'espace de travail avec la 
méthode proposée robuste de pair avec la transformation exacte avec rnc = 0.75 Kg 
(Figure 5.1 6). 
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Figure C.26 a) Erreur de suivi des CGRV l(- -) et 2(-) et b) erreur de suivi de 
déformation obtenue avec la méthode proposée robuste de pair avec la transformation 
exacte avec m, = 0.75 Kg (Figure 5.1 7). 
Figure C.27 a) Effort de commande de la première articulation et b) effort de commande 
de la seconde articulation obtenue avec la méthode proposée robuste de pair avec la 
transformation exacte avec m, = 0.75 Kg  (Figure 5 .1  8). 
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