Purpose. Body worn inertial sensors could be used to assess rehabilitation of patients with impaired upper limb motor control by detecting and classifying how many times particular arm movements (exercises) are made during normal activities. We present a systematic exploration to determine such a system.
Introduction
Advances in Wireless Sensor Networks (WSN) and Information and Communication Technology (ICT) are playing a key role in a wide array of applications such as remote health monitoring, human computer interaction and sports medicine using various forms of low-cost, body-worn, miniaturised inertial sensors that are capable of capturing kinematic data [1, 2] . The information extracted from such data can for example be used to produce a quantitative measure of a physical activity or a qualitative measure such as the classification of the type of activity, depending on the application area [3] [4] [5] . In healthcare, concerns regarding an ever increasing ageing population and their associated healthcare costs, particularly those related to the treatment of chronic arthritis, cardiovascular or neurodegenerative diseases have prompted an interest in telemedicine based systems that make possible rehabilitation within the home environment [3, 4, 6] . Wireless monitoring of various body parts is also being extensively used in a wide range of sporting activities [7] . Furthermore wireless sensing networks form a core part of ubiquitous computing and in particular, wireless body area networks (WBANs) are being developed as controllers for intelligent social user interfaces (ISUIs) [8, 9] . The use of wearable inertial sensors coupled with the advantages of wireless communication has become an integral part of many such applications.
From the long-term system operation perspective, when implementing a wireless body area network that comprises a number of various sensors, it is essential to select data analysis algorithms that are computationally of low complexity.
The main reason is that in such a wearable system the data analysis primarily needs to be carried out at the sensor node, which has been shown to yield a more energy efficient solution compared to the more conventional continuous data transmission based remote monitoring approach [6] . Since the sensors are likely to be battery powered and because energy consumption is proportional to the computational complexity of the data processing algorithm used, the use of high-complexity algorithms (although they may be more 'accurate') will drain the battery faster, defying the objective of long-term monitoring.
In principle there are three steps for activity recognition using inertial sensors: 1) data capture by appropriate sensor;
2) segmentation of the captured data to identify the beginning and end of an activity and 3) recognition of the activity using appropriate classification techniques. Although the final two steps are in practise interrelated, individually they pose significant research challenges owing to the possible qualitative non-uniqueness of an activity pattern exhibited by an individual subject. Therefore these are treated as two individual research problems: event detection and activity recognition. In this paper we concentrate only on the second research problem, activity recognition, on the assumption that the start and stop time of the target activity is known. Sensor-based human activity recognition involves two phases -training a model with a given set of observations and evaluating the trained model with new sets of observations (testing).
In this paper we describe a systematic exploration to recognise four fundamental movements of the upper limb, that are associated with basic activities of daily living, using data collected from inertial sensors attached to the limb proximal to the wrist and elbow. These positions were chosen with respect to the arm movements being investigated, which were (along with examples of their daily occurrence): extension/flexion of the forearm (reach out and retrieve object); rotation of the forearm about the elbow (lift cup to mouth); rotation of the arm about the shoulder in the horizontal plane (reaching out for an object sideways); and rotation of the arm about the mediolateral axis (opening a door or using a key. Our aim was to investigate the appropriate data analysis and classification schemes to enable consistent and accurate detection of these basic arm movements using the minimum number of inertial sensors located at these two positions, with particular attention to developing a robust training model accounting for temporal and intersubject variability. The detection and classification of particular arm movements (e.g. prescribed exercises) can over time provide a measure of arm rehabilitation progress in remote health monitoring applications, especially in neurodegenerative pathologies such as stroke or cerebral palsy. Enumerating occurrences of these movements over time can act as an indicator of rehabilitation progress since the frequency of these movements is more likely to increase as the motor functionality of the patient improves.
For this investigation, experiments were performed with 18 healthy subjects (age range 24 to 50, male and female, both left and right arm dominant) each completing the four tasks 20 times. From the kinematic data collected, 10 features were computed and used as the inputs for a number of different classification algorithms to determine the best combination of sensor type, features and classification algorithm to correctly identify each of the tasks. Our results show that under certain conditions, a tri-axial accelerometer or a tri-axial rate gyroscope placed near the wrist or elbow can independently recognise all four tasks performed by an individual.
The remainder of this paper is organized as follows. Section 2 presents a brief background study on human activity recognition and identifies the motivation for this research. The experimental protocol is discussed in Section 3 whilst Section 4 describes the data processing and feature extraction techniques. The classification methodologies used in our work are detailed in Section 5 and the analysis of the experimental results is provided in Section 6. Conclusions are drawn in Section 7.
Background
Human activity recognition in natural settings is an active research area that has been applied widely in the field of chronic disease management and rehabilitation [10] [11] [12] [13] [14] . Various types of wearable sensors have been used for activity recognition such as accelerometers, gyroscopes and magnetometers [5, [13] [14] . Radio-frequency identification (RFID) has also been used to monitor the movement of objects within the home environment that are typically encountered during daily living [15] . Another approach being used is fusing data from vision systems and inertial sensors to complement each other. This approach is, however, mainly restricted to indoor activities within a defined region under the un-hindered surveillance of the vision system. Furthermore, the use of high complexity image processing algorithms can result in slower analysis which can be particularly challenging if real-time information gathering is required [12] .
Analysis of collected data is generally performed using statistical signal processing involving the primary steps of feature extraction, feature selection and classification [16] . In terms of classification, a review of the literature shows that different machine learning techniques have been used depending on the application area, e.g. Support Vector
Machines (SVM) [10, 13] , Decision Trees (DT) [3, 10] , Naive Bayes (NB) [10] , Multi-Layer Perceptron (MLP) [11] , Artificial Neural Networks (ANN) [3] , or a combination of these techniques [12] . The accuracy of any classification technique will depend on the system requirements covering important areas -type of activities, number of activities, type of sensors, number of sensors, placement of sensors [17] , multiple sensor fusion, etc.
Very little work has been reported in terms of activity recognition for elementary limb movements. By comparison, the majority of the published research on human activity recognition has been devoted to monitoring simple, gross, dynamic movements, such as sleeping, sitting, standing, cycling, running etc. [5] and monitoring of gestures involved during opening or closing curtains [18] and feeding motion [19] . However, it is not clear whether in these studies critical aspects such as optimising sensor selection and placement or the use of low-complexity data processing and classification techniques had taken priority. Further, an aspect which has not been investigated are the differences prevalent among individuals performing the same activities, which is essential considering the variability inherent within a subject population due to physical factors such as age, sex, body shape, etc. [20] .
This therefore motivated us to make a thorough investigation on the basic requirements of a sensor-based arm activity recognition system which included selecting the best sensor type, investigating the effect of sensor location and determining the best sensor signals. This methodology was used to develop training models based on:
• a generalized approach where movement data is collected from a group of subjects and evaluated with a 'leave-one-subject-out' validation process,
• a personalized approach where data is collected from individual subjects and evaluated using a 10-fold cross validation process.
Experimental Protocol
In this investigation, experiments were performed at the University of Southampton (UoS) with 18 healthy subjects (age range 24 to 50, male and female, both left and right arm dominant) each completing the four movements 20 times.
Experiments were performed within an open laboratory under the supervision of the research team.
Movement Selection
We selected four elementary types of arm movement that might typically be used during daily activities, these are:
• Movement A -Reach and retrieve an object monitoring extension and flexion of the forearm.
• Movement B -Lift cup to mouth and return to table focusing on rotation of the forearm about the elbow.
• Movement C -Reach out for an object sideways by swinging arm 90° in horizontal plane and return.
• Movement D -Rotate wrist with arm fully extended through 90° and return.
In principle, these simple movements also resemble task numbers 8, 9, 1 and 15 respectively of the standard Wolf Motor Function Test (WMFT); an established clinical assessment method for testing the functional ability of mild to moderate stroke patients [21] [22] [23] .
All of the tasks were performed by the subjects in a seated position in the laboratory. Each subject performed 20 trials of each task separated into four groups of five repetitions with each group of trials being separated by approximately three minutes. This was done to avoid the generation and collection of unrepresentative data due to fatigue and/or boredom, as well as the effects of unconscious self-learning of the activities. The subjects were generally encouraged to perform the tasks in a natural way, as they would normally do when extending, lifting, bending or turning the arm during daily activities. In addition, there were no restrictions on the various physical factors of the experiment such as the seating position, height of the chair, distance between the chair and the table, position of the objects on the table and the time required to complete the tasks. Un-constraining the experiment in this manner helps to generate a wider range of variability in the data paving the way for a robust arm movement classification system.
Sensor Selection and Placement
The commercially available Shimmer 9DoF wireless kinematic sensor module, consisting of mutually orthogonal triaxial accelerometers, rate gyroscopes and magnetometers, were used as the sensing platform (cf. Fig. 1 ) [24] . Two positions on the dorsal side of the dominant arm (forearm proximal to the wrist, and upper arm proximal to the elbow) were used as the sensing positions and were chosen as those locations were likely to produce the largest sensor responses to the arm movements being investigated. The XY plane of the sensor module was in contact with the dorsal side of the forearm, the X-axis points toward the hand and the Z-axis points away from the dorsal aspect. The Shimmer sensors were attached to the arm using elastic straps, providing an intimate, secure, yet un-constraining hold. The Shimmer sensors have an internal 2 gigabyte data storage capacity (smart card) as well as low power radio communication capabilities (Bluetooth and IEEE 802.15.4) allowing both long-term data acquisition and real-time monitoring for experimental purposes. The Shimmer sensor module weighs 27g and measures 53 x 32 x 19 mm, thereby posing minimal obtrusion and discomfort for use over long periods [24] . For our experiments we only use the tri-axial accelerometer and the tri-axial rate gyroscope; we chose not to use the magnetometer since this can be affected by the presence of ferromagnetic materials which are expected to be present in the natural environment (e.g. cooker, wheelchair, etc.) [25] . Sensor data is collected at a rate of 50 Hz, deemed sufficient for assessing habitual limb movement which is on the higher side compared to assessing holistic activity as in [10, 11] . The accelerometer and gyroscope ranges are selected at ± 1.5g and ± 500 o /sec respectively. The sensors transmit kinematic data along with a time stamp to a host computer using the Bluetooth wireless standard. Data from multiple streaming sensor modules is synchronised with respect to their individual time stamps and each activity performed by a subject is marked to record the start and end of the task during the trial.
Data Processing and Feature Extraction
The key steps involved in our data processing are illustrated in Fig. 2 and described in detail in the following sections. Acquisition & Pre-processing -The captured data is first pre-processed to get rid of any inherent noise and artefacts generally associated with the data acquisition process. The raw sensor data is low-pass filtered with a 3rd order Butterworth filter having a cut-off frequency of 12 Hz to attenuate the high frequency noise components. The resultant data is passed through a high-pass 3rd order Butterworth filter having a cut-off frequency of 0.1 Hz which attenuates the low frequency artefacts introduced in the data due to physical effects such as drift [10] . The filter order and cut-off frequency values were experimentally determined using Matlab.
Data Mining -The two Shimmer 9DoF sensor modules transmit data in real-time from a total of 12 individual sensors [(3 x accelerometers and 3 x gyroscopes) x 2 positions], providing a wealth of data from which to search for characterising patterns. Because one of our aims of this study is to determine which sensor position plays an important role in classifying arm movements, we also generate fused data signals that represent the modulus of the total acceleration or total rate of rotation experienced by these individual limb segments, as given by Eqn. 
We further create fused signals, based on an a priori consideration of the expected trajectory of the subject's arm in relation to the sensor position on the arm and the orientation of the sensor axes when performing the required tasks. For example, Table 1 lists the specific accelerometer -gyroscope combinations that are expected to be the most active for each task as a function of their location on the arm. There are 3 unique sensor combinations for the wrist and 2 for the elbow to potentially identify the four tasks. Fusion of these signals takes the simple form of multiplying together the pre-processed data from the appropriate sensor combinations, thus creating 5 unique signals. We do not consider fusing data from different sensor nodes because we aim to find the minimum number of sensor locations. 
Feature Extraction -Although each of the sensors exhibits signal patterns that are distinctive for each of the arm movements and which may be recognisable to the human eye, in order for a machine to recognise these patterns a set of characterising features need to be extracted from the signals. Typical feature sets for human activity recognition include statistical functions, time and/or frequency domain features, as well as heuristic features [10] .
In this investigation, we consider 10 time-domain features as follows: 1) standard deviation, 2) root mean square each of the wrist and elbow sensor modules, as well as from the five fused data signals described above in Table I .
Feature Selection -The most common multi-class feature ranking/selection algorithms in the field of human activity recognition are the RELIEF algorithm [28, 29] and the Clamping technique [11, [30] [31] , though both of these are computationally intensive. Accordingly, we choose not to use these algorithms due to our objective of utilising only low-complexity analysis algorithms. We normalize the extracted features and then follow the Wrapper approach using the sequential forward selection technique which selects various feature vector combinations to test for the minimal classification error probability and is computationally simple [32] . Therefore, depending on the purpose of our investigations, we select the best features for a given classification algorithm from: a). individual X, Y, Z data streams from each accelerometer and gyroscope placed on the wrist and elbow (a total of 120 features), b). modulus signals M a and M g from the wrist and elbow (a total of 40 features) and c). 3 fused signals from the wrist and 2 fused signals from the elbow (a total of 50 features). This process helps in feature reduction since we only select the optimal number of features thereby reducing the computational load and helps in achieving the best possible classification accuracy.
However the number of optimal features depends strongly on the employed classification algorithm. Therefore we made a thorough exploration in this respect and the corresponding results are shown in Section 6.
Movement Classification Methodology
Although there are several well-known classification techniques used for human activity recognition, from the perspective of low/moderate computational complexity and to satisfy our own requirements we restrict our study to three different classifiers -Linear Discriminant Analysis (LDA), Quadratic Discriminant Analysis (QDA) and SVM.
SVM is a very popular technique in machine learning community and generally produces high accuracy rates with moderate computational complexity (depending on the number of support vectors used) [11, 16] . In principle it is a binary classifier but has been extended to handle multiple classes using the 'one versus all' or the 'one versus one' scheme [33] . However both of these methods can be computationally intensive depending on the number of target classes. Hence we used the toolbox LIBSVM which is a library for SVM that is efficient for multi-class classification [34] . Overall (average) correct classification or accuracy is generally used to measure the performance of a binary classifier which might not always be applicable for multi-class classification because of possible dissimilar classification rates of different classes affecting the overall performance measure. Hence we measure the sensitivity of a given class from the confusion matrix N following the scheme proposed in [35] . The sensitivity S of class i estimates the number of patterns correctly predicted to be in class i with respect to the total number of patterns in class i [35] :
where, i = 1…c and c is the total number of classes. The diagonal and the off-diagonal elements of the confusion matrix correspond to correctly classified and misclassified patterns respectively. C ij represents the number of times that the patterns are predicted to be in class j when they really belong to class i. A sample confusion matrix N is shown in Fig 3. This example shows near perfect classification since all diagonal elements approach unity and all off-diagonal elements approach zero. The sensitivity (S) of a class (i) can be calculated from the confusion matrix as follows: Given the huge degree of inter-person/temporal variability for the same movement within the human population, and in particular, for people undergoing rehabilitation, the classifier needs to be robust enough to identify the same type of movements in the presence of large scale variability. Therefore the strategic choice of training the classifier is of utmost importance and hence the target classifier was developed using two types of approaches: generalized and personalized.
Generalized approach
The fundamental assumption behind this approach is that if a pool of data encompassing large variability of a particular type of movement from a population is used to train a classifier then it would be able to successfully identify that particular type of movement for a single subject as there is very high probability that the characteristics of the movement of that subject is already embedded within the training dataset. To test this hypothesis, as shown in Fig. 4, we perform a 'Leave-one-subject-out' validation methodology wherein we leave one subject out of the training data set. 
Personalized approach
In contrast to the generalized classification methodology, the basic hypothesis in the personalized approach is that the movement patterns have characteristic associations with specific subjects which may not be possible to capture in a generalized scenario. Personalized approach is a further testimony to the fact that each person undergoing any sort of rehabilitation will have different forms and levels of impairment and thus would be prescribed different exercises which would pertain to classifying individual movements. Therefore, a classifier based on the training set of the movement data of a subject (in a person-centric way) may yield more accurate classification results for that specific subject. The main steps for developing the personalized classification strategy are shown in Fig 5 . To test this hypothesis in our experiment five subjects were asked to perform the same four movements 120 times each under the same experimental conditions. The collected dataset from a subject is labelled as the training database specific to that particular subject and 10 runs of 10-fold cross validation are carried out on the data collected for each subject.
The cross-validation process creates 10 segments of the data sample (120 samples for each task) with each segment having 12 samples. In each run of the stipulated 10 runs, one segment is used as the testing set while the rest of the 9 segments are used as the training set. The whole process is repeated for each subject as shown in Fig 5 and for each of the 12 individual sensor signals and 9 fused data signals.
Results
The classification results (sensitivity for each arm movement recognised) of the Generalized approach using the individual sensor data, their moduli and the fused data for each of the learning algorithms LDA, QDA and SVM for the wrist and elbow are presented in Fig. 6 and Fig. 7 respectively. The sensitivity for each movement using the individual sensor signals for both the accelerometer and the gyroscope placed on the wrist and elbow is better than the modulus and the fused signals. The sensitivities and number of features for classification in each case are presented in Table II . Table II 
Conclusion
In this paper we have made a systematic exploration regarding developing a training model based on a group of subjects doing similar movements and in a subject specific manner to cater to inter-subject variability and verify the model using cross validation methodologies with attention on the selection of sensor type and position, and appropriate classification strategies for detecting four fundamental types of upper limb movements that are used in daily life activities. We show that a tri-axial accelerometer or tri-axial rate gyroscope placed near the wrist or elbow can independently classify all four movements with sensitivity in the range 92-100% when a small set of features (6-10) is extracted from the data from individual sensors and a Personalized learning approach is adopted in conjunction with the LDA classifier algorithm. Therefore any of these two types of sensor or locating positions can be used for the target classification.
For the Generalized approach, the accelerometer and the gyroscope placed on the wrist can classify all the four tasks with accuracy in the range 83-96% when data from individual sensors is used with LDA as the learning algorithm.
However, the number of features required to achieve it is on the higher side (12-18) as compared to the Personalized approach which implies higher computational complexity involved in feature computation. This can be partly explained by the fact that the classifier requires more feature-specific information to cater to the wider variability inherent in the Generalized database as compared to the Personalized approach where generally there is a high degree of repeatability in the tasks performed by each individual subject and hence can be represented by fewer features.
By comparison, when we consider the modulus of the accelerometer and gyroscope signals, or the fused signals we achieve lower recognition rate. This is due in part to the fact that when we consider individual sensor signals we retain any bipolar information present in the raw data, whereas the generation of a modulus signal creates, by definition, only unipolar data. Using all the individual sensor signals, rather than a single processed signal (i.e. moduli or fused), provides the classifier an opportunity to select from a wider pool of features and hence the recognition rate for the tasks is reflected in the higher sensitivity achieved.
We further found that LDA gives comparable results when compared with more computationally intensive classification methods such as QDA and SVM. Therefore from the system realization point of view, being of low computational complexity LDA is a better choice when the training dataset is chosen in a personalized way. The methodology described can be used in remote healthcare systems in a resource constrained environment such as homebase rehabilitation of stroke patients. Typically, stroke patients are encouraged to perform particular exercises during normal daily life that are targeted at improving their specific impairments. Hence, a remote system that employs activity recognition as described here would be capable of detecting and recording the occurrences of such exercises (arm movements), and the analysis of their number and quality over time will provide a measure of rehabilitative progress.
