. We investigate existence, uniqueness and regularity for solutions of rough parabolic equations of the form
classical PDE techniques such as energy estimates and maximum principles, our contribution can be seen as an attempt to extend Krylov's analytic approach [ ] to the RPDE context. One of the key concepts we will use here is that of an "unbounded rough driver", as introduced by Bailleul and Gubinelli in [ ]. More specifically, we will introduce a notion of "differential rough driver", which is a particular case of the former (see Definition . ). We will also provide a natural, intrinsic notion of geometricity for differential rough drivers. As investigated in Section A, geometric differential rough drivers display remarkable algebraic properties. In particular, they are simultaneously symmetric, closed and renormalizable in the sense of [ , definitions . , . & . ] . In contrast with the previous works [ , , ], we will be able to consider these objects "as such", in the sense that we will not refer to any (geometric) finite-dimensional rough path. This observation, which can be seen as one of our main contributions, allows us to (hopefully) improve the clarity of the presentation, but also to gain generality in the statements.
Stochastic parabolicity and criticality. In contrast with the recent developments on rough parabolic equations [ , , , , , , ] , the noise term in ( . ) is finite-dimensional, so that in appearance ( . ) does not fall into the category of "singular PDEs". However, difficulties arise from the fact that the operation u → b · ∇u is unbounded, a side effect of which is that the low time-regularity of solutions implies in turn low space-regularity, as can be seen by the scaling properties of the equation. In fact, in the case when H = 1/2 and c = 0, the transform (t, x) → (λ 2 t, λx) leaves the equation invariant (at least formally, using the scaling properties of the Brownian Motion). Leaving aside mathematical rigor, this indicates that the regularity of the left hand hand side matches that of the right hand side, and hence in general ( . ) cannot be considered as a perturbation of a heat equation at small scales. In this sense, the equation ( . ) is "not really parabolic" and the use of semigroups and variation of constants formulae is irrelevant (we nevertheless refer to the recent work [ ] in a similar context). We also point out that the scaling invariance of ( . ) indicates that it is "critical" in the sense given in [ , Section ], and this is the case regardless of the space dimension d.
To illustrate these difficulties, let for simplicity d = 1, H = 1/2, let b be a constant and set c = 0. Assume for a moment that the symbol "⋆" in ( . ) stands for Itô integration. Computing (formally) the Itô Formula for the square of the L 2 -norm of the solution, one sees that the correction term is given by´R d b 2 (∂ x u) 2 , which dangerously competes with the conservative term −2´R d (∂ x u) 2 brought by the Laplacian. In particular, the usual technique to obtain an a priori estimate for u fails unless 1/2b 2 < 1, which is known as the strong parabolicity assumption. This condition is in fact necessary to ensure well-posedness as can be seen by taking the spatial Fourier Transform in the equation (we refer the reader to [ , Section III. ] ). If on the other hand ( . ) is understood in the Stratonovitch sense, the latter problem disappears, and this is to be related to the fact that a Stratonovitch equation satisfies a "standard" chain rule of the form d(F (u)) = F ′ (u) • du ( . ) (meaning in particular that no correction term of the above form appears). Besides introducing a new functional framework for ( . ), our main objective in this paper is to investigate the chain rule ( . ), which will be systematically addressed in the transport-noise case (see the next paragraph), assuming "geometricity of the driving noise" (in the sense that the geometricity is understood at the level of the differential rough driver, see Definition . ). In the stochastic setting the geometricity assumption essentially means that ( . ) should be understood in the Stratonovitch sense. Though this assumption will be essential in the above analysis, we point out that ( . ) can always be translated in terms of an equivalent Stratonovitch equation. If strong parabolicity is assumed, it is straightforward that this corrected equation is still of the form ( . ) given above, and hence our main results still apply in this practical case.
Generalization: solvability and Itô Formula. In this paper, we introduce a generalization of ( . ), written in the form
where the unknown u t (x) is seen as a path with values in the Lebesgue space L p (R d ), for some p ∈ [1, ∞]. Here B denotes a geometric, differential rough driver, formally:
for given coefficients (σ i ) 1≤i≤d , ρ, which are sufficiently regular with respect to x. According to the usual rough paths terminology, B is in fact an enhancement of a continuous path b : [0, T ] → D 1 where D 1 is the space of differential operators of order one (endowed with an appropriate family of semi-norms). This means that the value of the coefficients in ( . ) is not sufficient to fully characterize the meaning of ( . ), and additional information -essentially yielding a "prescribed value" for the ill-defined iterated integral˜s <r 1 <r 2 <t dB r 1 • dB r 2 -is needed. Throughout the paper, we will assume that b has bounded 1/α-variation for some α > 1/3, covering in particular ( . ) with H > 1/3. The symbols "d" in ( . ) indicate that the equation ( . ) should be understood in terms of a suitable rough integration map, which is well-defined for paths u : [0, T ] → L p that are controlled by B (this notion will be introduced in Section ). Concerning the left hand side of ( . ), we will assume throughout the paper that A t is a time-dependent family of elliptic operators on divergence form
whith coefficients a ij being possibly discontinuous but bounded above and below (see assumption . ), while the free term f will be an element of the Sobolev space L 2 (0, T ; H −1 ). Our first main achievement is to prove well-posedness for ( . ) in the case where B is geometric, hence generalizing the results of [ ]. This will be done in Section .
Next, we will address the problem of writing an Itô formula for solutions of ( . ), where in addition of geometricity, we will assume that B is "transport-like", that is:
(see Definition . for a formal definition). The problem of writing a chain rule for ( . ) arises in a very natural way when studying the well-posedness of ( . ), as illustrated by the previous paragraph and the search for an energy estimate (this corresponds to the choice F (z) = z 2 in ( . )). In the stochastic setting, we mention the works of Krylov in [ , ] , where specific care is given for the case F (z) = |z| p , p ≥ 2. (We also refer to [ ], in the case of space-time white noise.) The justification that a chain rule holds is also useful to establish comparison principles, where the corresponding choice of function would typically be F (z) = z ± (or a suitable regularized version thereof). Under the assumption ( . ), we will prove that a chain rule like ( . ) holds for any F ∈ C 2 (R, R) with F (0) = F ′ (0) = 0. Concretely, we will see that d(F (u)) − F ′ (u)(A t u + f )dt = dB(F (u)) ( . ) (see Theorem . for a precise statement). We point out that, because of the lack of spaceregularity of solutions, the formula ( . ) is by no means trivial. In particular, the solution u does not satisfy the hypotheses of [ , Proposition . ] in general, see Remark . . In some sense, ( . ) can be seen as a parabolic analogue to the renormalization property for transport equations in Sobolev spaces, in the sense of Di Perna and Lions [ ] (see also [ , ] ). This result will be applied in particular to obtain a weak maximum principle for an appropriate subclass of problems of the form ( . ), as will be stated in Theorem . .
Due to the relative length of this paper, and since this drastically complicates the algebra, the treatment of the general Itô Formula in the geometric case (e.g. taking ρ = 0 in ( . )), will be addressed in detail in a future work. Similarly, we could have considered more general operators A (for instance adding a perturbation b i (t, x)∂ i u + c(t, x)u with integrability conditions on b, c, see [ ]) and addressed more general boundary problems, but we chose to restrict to the above scenario for the sake of simplicity.
where |γ| := γ 1 + · · · + γ d and N k := |γ|≤|k| |γ|. The norm of an element f ∈ W k,p is defined as the infimum of the L p -norms over every possible antiderivative of f, that is: 
where n denotes the outward unit vector associated to ∂U. As is well known, for p = ∞ and k ∈ N 0 we have (W k,p 0 (U)) * ≃ W −k,p ′ where 1/p + 1/p ′ = 1. It should be observed however that for p = 1 the conventions ( . )-( . ) lead only to the relation
and that this embedding is not surjective.
In the sequel, we call a scale any graded family of topological vector spaces of the form (E k , | · | k ) k∈I with I ⊂ Z such that E k is continuously embedded into E k−1 , for each k ∈ I. In the context of ( . ), we do not need the set I to be infinite in general. In fact, the set
will be sufficient for our purposes. Our framework is somewhat similar as that of a Gelfand triple V ֒→ H ≡ H ′ ֒→ V ′ , except more spaces are needed. The latter picture also suffers the fact that in R d , there is of course no order between L p and L q for different values of p, q. This will be circumvented by considering the Fréchet spaces W k,p loc , and H k loc , which are defined as usual through the property "u ∈ W k,p loc ⇔ u ∈ W k,p (K), ∀K ⊂⊂ R d " (and similarly for H k loc ).
For 0 ≤ s ≤ t ≤ T and f = f r (x) we use the notation
, and for simplicity we will sometimes write f L r (L q ) as a synonym for f L r (0,T ;L q ) . Furthermore, the space of continuous functions with values in a Fréchet space (E, Γ) will be denoted by C(0, T ; E). It is equipped with the family of semi-norms f C(0,T ;E),γ := sup r∈I γ(f r ), for any semi-norm γ ∈ Γ of E.
Controls and p-variation spaces. We will denote by ∆, ∆ 2 the simplices
If E is a vector space and g : [0, T ] → E, we define a two-parameter element δg as
Similarly, we define another operationδ by letting, for any g : ∆ → E,δg be the quantitỹ
and we recall that Kerδ = Imδ. As usual in the framework of controlled paths, we will omit the symbol˜on the second operation, and write abusively δ as a synonym forδ. We call control on I any superadditive map ω :
(Note that the property ( . ) implies in particular that ω(t, t) = 0 for any t ∈ [0, T ].) We will call ω regular if in addition ω is continuous. All the controls considered in this paper satisfy this property. If E is equipped with a family of semi-norms Γ, and α > 0, we denote by V α 1 (0, T ; E) the set of paths g : [0, T ] → E admitting left and right limits with respect to each of the variables, and such that for each γ ∈ Γ, there exist a regular control ω γ :
for every (s, t) ∈ ∆. Similarly, we denote by V α 2 (0, T ; E) the set of 2-index maps g : ∆ → E such that g tt = 0 for every t ∈ [0, T ] and
for all (s, t) ∈ ∆, and some family of regular controls ω γ . Note that g ∈ V α 1 (0, T ; E) if and only if δg ∈ V α 2 (0, T ; E). If (E, | · | E ) is a Banach space, one defines a semi-norm · V α 2 on V α 2 (0, T ; E) by taking the infimum of ω(0, T ) α over every possible control ω such that ( . ) holds. Alternatively, it is equivalently defined as the q-variation of g with q := 1 α . Namely, for 0 ≤ s ≤ t ≤ T, denoting by C s,t (g) := {ω : ∆ s,t → R + control s.t. ( . ) holds}, we have the property
where we define P s,t as the set of partitions of [s, t] , that is P s,t := π ∈ 2 [s,t] , # π < ∞ , and where the notation "(t i , t i+1 ) ∈ π" is a shorthand for "{t i , t i+1 } ⊂ π, such that t i < t i+1 ." We point out that the equality · V α = · V α has been investigated in [ ].
By V α 2,loc (0, T ; E) we denote the space of maps g : ∆ → E such that there exists a countable covering {I k } k of I satisfying g ∈ V α 2 (I k ; E) for any k. We also define the set V 1+ 2 (0, T ; E) of "negligible remainders" as
and similarly for V 1+ 2,loc (0, T ; E).
. . Differential rough drivers. Before we give the formal definition of a differential rough driver, let us quickly explain our approach in order to solve ( . ).
For simplicity, let A = 0 and assume that f is smooth. Let b : [0, T ] → D 1 be α-Hölder with α > 1/3. Integrating formally ( . ) in time, we have
and thus
where we introduce the two-index map B = (B 1 , B 2 ) defined as
and where the smallness of the term o(t − s) in ( . ) is justified by the fact that one expects any "reasonable" solution to satisfy an estimate of the form
Note that when α > 1/2, the latter quantities are canonically defined via Riemann-Stieltjes integration, according to an immediate generalization of Young Theorem [ ]. This is in contrast with the case α ≤ 1/2, where ( . ) does not make sense in general. Indeed, while the definition of B 1 st seems not problematic for b continuous (just let B 1 := δb), this is no longer true for the second component since it involves a limiting operation. (If b(n) → b uniformly on [0, T ], the limit˜s <r 1 <r 2 <t db(n)db(n) will typically depend on the approximating sequence {b(n), n ∈ N}, if there exists any limit at all.) If there is such an object however, we expect it to satisfy the so-called Chen's relation
which reflects the linearity of the integral, and its additivity with respect to the domain of integration. An essential insight of rough paths theory is that, assuming that B 2 st is given with the property ( . ) (together with an appropriate analytic condition of the form ( . )), then one can simply define the solution u to ( . ) by the expansion ( . ). Following Davie's interpretation of rough differential equations [ ], we will therefore say that u is a solution to ( . ) if ( . ) holds. Since we have no requirement on the remainder o(t − s) in ( . ) other than smallness in time (in a suitable Sobolev space), the fact that the above expansion is sufficient to fully caracterize the solution u is not completely obvious. It is in fact a consequence of the "Sewing Lemma". For the reader's convenience, we will recall a version of this lemma in infinite dimensions, see Section .
The above picture is nothing but a "non-commutative analogue" of the usual rough paths theory. Namely, one subtitutes real numbers -in which the coordinates of a path x : [0, T ] → R m live -with operators (which are non-commutative objects), and we further let m = 1 (the case of b : [0, T ] → (D 1 ) m with m > 1 could be relevant in the case of systems, but we will not discuss this generalization here). We refer for instance to the works [ , ] (see also [ , Section ]) for similar generalizations. Recall that a continuous, m-dimensional, 1/α-rough path is a pair
such that Chen's relations hold, namely:
Roughy speaking, the relations ( . ) indicate that X 1,µ st has the form x µ t − x µ s ≡´t s dx µ r for some path x : [0, T ] → R m (determined up to a constant by X 1 ) while X 2,µν st should be thought of as a prescribed value for the (generally ill-defined) iterated integral˜s <r 1 <r 2 <t dx ν dx µ . If x is smooth, there is a canonical lift of x to a rough path S 2 (x) ≡ (X 1 , X 2 ), and it is indeed defined as
By definition, the set of geometric rough paths corresponds to the closure (with respect to the rough paths metric) of the canonical lifts S 2 (x) when x is smooth. We refer the reader to the monographs [ , , ] for a thorough introduction to geometric rough paths.
A useful notion is that of an unbounded rough driver. It was first introduced in [ ], in the context of transport equations. In this paper however, we chose to focus on unbounded rough drivers that are given by differential operators, in contrast with the presentation given in the previous works [ , ] . We chose logically to call such objects "differential rough drivers". In the sequel we will denote by
It is easily seen that
In addition we have the property that D 1 • D 1 ⊂ D 2 , Definition . (differential rough driver). Let α > 1/3. A pair of 2-index maps B ≡ (B 1 , B 2 ) is called a differential rough driver of regularity α if and only if (RD ) B i takes values in D i for i = 1, 2, and there exists a regular control ω B :
for every (s, t) ∈ ∆, any i ∈ {1, 2} and k such that −3 ≤ k − i ≤ k ≤ 3. (RD ) Chen's relations hold true, namely, for every (s, θ, t) ∈ ∆ 2 , we have
Regarding the definition of D i , for i = 1, 2, it is easily seen that any differential rough driver can be extended to a family of differential operators B p over the scale (W k,p ) k∈I , for any p ∈ [1, ∞]. For the sake of simplicity we will abuse notation and use the same symbol B for every such extension.
Let (E k ) k∈I be a scale such that there exists p ∈ [1, ∞] with the property that E k ֒→ W k,p for each k ∈ I. We will say that B is a differential rough driver with respect to the scale (E k ) k∈I if it is a differential rough driver such that the following holds (RD *) B maps the scale (E k ) into itself, namely:
Example . . Let m ∈ N and consider a continuous rough path (X 1,µ , X 2,µν ) 1≤µ,ν≤m with values in R m , and with finite 1/α-variation such that α ∈ (1/3, 1/2]. Consider σ ∈ W 3,∞ (R d ; R m×d ) and ρ ∈ W 2,∞ (R d , R m ), and for (s, t) ∈ ∆, i = 1, 2, define B ≡ (B 1 , B 2 ) as:
for every (s, t) ∈ ∆. Then, B is easily seen to fulfill the properties (RD )-(RD ).
Note that, if b : [0, T ] → D 1 is a continuous path with finite variation (with respect to the operator norm topology of ∩ 3 k=−2 L (H k , H k−1 )), one can always define the canonical lift B ≡ (B 1 , B 2 ) := S 2 (b) as the differential rough driver given by
The latter integral is well-defined in the sense of Riemann-Stieltjes, in the space D 2 endowed with the operator norm of ∩ 3 k=−1 L (H k , H k−2 ). This observation leads us naturally to the following definition.
Definition . (Geometric differential rough driver). Let p ∈ [1, ∞]. Given a differential rough driver B with regularity α > 1/3, we will say that B is geometric if there exists a sequence of paths b(n) ∈ C 1 (0, T ; D 1 ), n ≥ 0, such that letting B(n) := S 2 (b(n)) we have
. Notion of solution. Our ansatz is an equation of the form
while g, as well as the unknown v, are by assumption bounded paths from [0, T ] to L p . We are ultimately interested in the case where the drift depends itself on the solution, and where g = v, but for pedagogical purposes we shall state our definitions in this more general setting.
The following notion of solution was introduced in [ ], see also [ ].
Definition . (Weak solution). Let T > 0, α ∈ (1/3, 1/2] and fix q ∈ [1, ∞]. Assume that we are given f ∈ L 1 (0, T ; (W 1,q ) * ) and that g is a path such that g ∈ L ∞ (0, T ; (L q ) * ). A mapping v : [0, T ] → (L q ) * is called a weak solution to the rough PDE ( . ), with respect to the scale of test functions (W k,q ) k∈N , if v belongs to L ∞ (0, T ; (L q ) * ) and is such that for every φ ∈ W 3,q , and every (s, t) ∈ ∆ :
for some v ♮ ∈ V 1+ 2,loc (0, T ; (W 3,q ) * ). Though the notion of weak solution fulfills the minimal requirement under which remainder estimates (see Proposition . ) are possible, it is somehow too general for the scope of this paper. Due to the parabolic nature of the problem we are addressing in the present work, it is indeed expected that solutions live in a "better space" than just L ∞ (0, T ; (L q ) * ). This motivates the introduction of the following.
Definition . (L p -solution). Letting p, p ′ ∈ [1, ∞] so that 1/p + 1/p ′ = 1, we will say that v is an L p -solution of ( . ) if it is a weak solution with respect to the scale of test functions (W k,p ′ ) k∈N 0 , and such that moreover
Similarly, we will say that v is an L p loc -solution (or, letting U ⊂ R d , an "L p (U) solution") if it fulfills the above properties, where each occurence of the Sobolev spaces in the space-like variable is replaced by its local counterpart.
We will now make some further assumptions on B.
. . Transport-like drivers. For a geometric rough path (X 1,µ , X 2,µν ) 1≤µ,ν≤m it is well-known that the symmetric part of X 2 is expressed in terms of X 1 , as follows
and every (s, t) ∈ ∆ (it suffices to use an approximating sequence and to observe that the symmetric part is continuous with respect to the topology of uniform convergence, see [ ]). Imposing in turn ( . ) yields the possibility of approximating (X 1 , X 2 ) by a sequence of absolutely continuous paths, so that a geometric rough path is alternatively defined as a couple (X µ , A µν ) 1≤µ,ν≤m where the last component is called the Levy area and corresponds to the antisymmetric tensor:
Now, consider (B 1 , B 2 ) as in Example . , and assume moroever that ρ = 0. Obviously, B 1 satisfies the first order Leibniz rule
for all (s, t) ∈ ∆, and φ, ψ ∈ C ∞ c , Concerning the second component, if we denote by V µ := σ µ · ∇ for µ = 1, . . . , m, we have on the other hand:
where we have used the geometricity of X, and denoted by A its Lévy area, namely the antisymmetric matrix corresponding to A µν := 1/2(X 2,µν − X 2,νµ ). Now, because of the symmetry in µ and ν of the last summand in ( . ), the summation against A µν vanishes, yielding the formula
This observation motivates the following.
Definition . . Let B be a geometric differential rough driver of regularity α > 1/3. We will say that B is transport-like if it satisfies the relations ( . ) and ( . ) for any (s, t) ∈ ∆ and φ, ψ ∈ C ∞ c . Remark . . Transport-like drivers are geometric by definition. In general, the question arises whether the conditions ( . )-( . ) imply the geometricity of B. We conjecture that the answer is yes, however due to the academic nature of this question, we prefer to address it in a future work.
Remark . . For B defined as in Example . , the antisymmetry of the Lévy Area gives the relation
where, interestingly enough, one recognizes the Lie Bracket
In particular we see that the second term above is a differential operator of first order only (in contrast with B 2 ).
In general for a differential rough driver B, we can introduce the "bracket"
by analogy with the bracket [X] st := X 2 st − 1 2 (X 1 st ) 2 of a one-dimensional, 2-step rough path X. In contrast with what is encountered in the classical theory, note that the bracket does not vanish in general for B geometric, which is a side effect of the non-commutativity of the algebra of differential operators. However, if B is transport-like, elementary computations using ( . ) show that for any φ, ψ ∈ C ∞ c :
showing that L takes values in the space of derivationsḊ 1 . In particular, unless B 1 st is an element of D 0 , we see that L st has strictly lower order than B 2 st , which can be seen as a non-commutative counterpart of the fact that [X] = 0 for a real-valued, geometric rough path X.
Remark . . If B denotes a differential rough driver, let L be its "bracket" as defined in ( . ). By definition of L, we have
To give a concrete example, consider a filtered probability space (Ω, A, {F t , t ∈ [0, T ]}), let W : Ω × [0, T ] → R be a Brownian motion, and fix V ∈ D 1 \ D 0 . Define the (random) differential rough driver B Itô = B(ω) by B Itô,1 st := (W t − W s )V and, observing that a.s.
showing that L ∈ D 2 \ D 1 , almost surely. In particular, B is not transport-like by Remark . . Moreover, with the notation ( . ) we have l st (φ, ψ) = (t − s)(V φ)(V ψ).
. . Assumptions on the coefficients and main results. In the whole paper, we consider a second order differential operator of the form
and where we will assume the following.
Assumption . . We have a = (a ij ) 1≤i,j≤d ∈ L ∞ ([0, T ]×R d ; R d×d ), and there exists a coercivity constant ϑ > 0 such that for a.e.
Before we state our main result, we shall first define a set of "admissible" functions F : R → R, namely such that there is an Itô Formula for F (u). We let
With this definition, we have the following.
Theorem . (Itô Formula) . Let A and B such that the assumptions . and . hold, and assume in addition that B is transport-like, see Definition . . Let u be an L 2 -solution of ( . ). For every F ∈ C 2 adm it holds the chain rule
in the sense that the path [0, T ] → L 1 , t → F (u t ) is an L 1 -solution to the above equation. More explicitly, we have for any φ ∈ W 3,∞ :
Remark . . As already mentioned in the introduction, the chain rule ( . ) is highly non-trivial for Nemystkii operations of the above form, no matter how smooth F : R → R is as a function. As a matter of fact, the rough integralˆt
is not even well-defined a priori for an L 2 -solution u of ( . ), and this is so regardless of the regularity of F.
To wit, note that the expression ( . ), implicitly appeals to a enhancement of u : [0, T ] → L 2 , as a rough path u = (u 1 , u 2 ) In particular, we aim to find a topological vector space K such that L 2 is continuously embedded in K and such that u i : [0, T ] 2 → K ⊗i , for i = 1, 2. Leaving aside the question of the choice of tensor product for K ⊗2 (and whether a sense can be given to the rough integral u 2 st ≡´t s δu sr ⊗ du r in K ⊗2 ), we see that K must be chosen such that
For an L 2 -solution u, we only expect that δu ∈ V α 2 (0, T ; H −1 ) (see Section ), and hence the condition ( . ) imposes that H −1 ֒→ K. In particular, this requires that the nonlinear operator
be of class C 1 , which is cleary not the case of any smooth function F . Consider now p ≥ 2, and for R > 0 let F R be a suitable truncation of the function F (z) := |x| p , such that F R ∈ C 2 adm and F R → F in C 2 , as R → ∞. Assuming that u lies in the space
, it is a simple exercise to show that it holds at the limit:
with a given f ∈ L p (0, T ; W −1,p ) (possibly depending on u itself). The question whether an Itô Formula of the form ( . ) holds is particulary relevant for applications. Such statement is possible, even though no strong ellipticity condition enters into consideration here. There is however a "price to pay", for one needs to assume that u : [0, T ] × R d is a continuous mapping.
Then, we have in the L 1 -sense:
To be more concrete we now give some by-products of our results. Consider B ≡ (B 1 , B 2 ) as in Example . with ρ = 0 and where (X 1,µ , X 2,µν ) 1≤µ,ν≤m is geometric. It is easily seen that B is a geometric differential rough driver with respect to the scale (W k,∞ 0 (D)) k∈I . This allows us to investigate the following homogeneous Dirichlet problem on D :
But first, we need a suitable notion of solution for ( . ). Definition . . We will say that u solves the Dirichlet problem ( . ), if and only if u is an L 2 (D)-solution to the equation du = Audt + dBu, in the sense of Definition . , and such that in addition u ∈ L 2 (0, T ; W 1,2 0 (D)).
( . )
We have the following.
Theorem . (weak maximum principle for ( . )). Assume that D ⊂ R d is open, bounded, and has a smooth boundary ∂D. Let A, B 1 , B 2 , be subject to the above conditions. Assume moreover that
and
There exists a unique solution u ∈ C(0, T ;
and we have the following maximum principle for u:
. C . . Some useful results. For pedagogical purposes, we first recall some elements of Rough Path Theory from the point of view adopted in [ ] (for the "classical" approach we also refer to [ ]). The main problem addressed by this theory is, roughly speaking, to give a meaning to incremental equations of the form
where ∆ ∋ (s, t) → H st is a "jet" associated to the quantity one wishes to integrate. A concrete example is given by the Riemmann-Stieljes integral´t s H ≡´t s f r dX r where f and X are α-Hölder with α > 1/2, an associated first order approximation of which is provided by the jet
The exact value of´t s f dX is then obtained by taking the limit of (t i ,t i+1 )∈π H t i t i+1 over partitions π ⊂ [0, T ] whose mesh size goes to 0. If in addition the integrand f is itself expressed as an integral against X, say δf st :=´t s gdX for some g ∈ C 1 , then a much better approximation of the former integral is generally provided by the jet
as easily seen by Taylor formula. In general when α ≤ 1/2, the first choice ( . ) leads to an undefined exact value for´t s H, which naturally leads us to investigate generalizations of ( . ). In particular, if X is endowed with an enhancement to a rough path (X 1 , X 2 ), the expression ( . ) still makes sense, provided one replaces the iterated integral´δXdX by its postulated value X 2 . In fact, the Sewing Lemma (which for the reader's convenience will be stated below) asserts in particular that if α > 1/3, then there is a unique couple (u, u 
We have in fact
where Λ is called the Sewing Map and is a linear, continuous operation. In general, if (H st ) is such that (δH sθt ) belongs to the domain of Λ, then the equation ( . ) is meaningful if understood as the equality u t − u s = H st − Λ st (δH), and this is consistent with the usual Riemann-Stieljes integration.
The following result, which is of fundamental importance in this paper, summarizes what we discussed above.
uniformly as (s, θ, t) ∈ ∆ 2 .
Then, there exists a continuous linear map Λ :
and such that for every γ, a γ > 1 there is a constant C(a γ ) > 0 so that for any h ∈ Z 1+ (0, T ; E) :
where ω h,γ is any regular control satisfying ( . ). In addition, Λ is unique in the class of linear mappings fulfilling the properties ( . )-( . ).
Proof.
A proof of the Sewing Lemma in a Banach space can be found e.g. in [ ]. The extension to Fréchet spaces is straightforward (a proof can be found in [ , Appendix A ]).
Besides rough integration, one of the main tools that we shall use in this paper is a Gronwalltype argument which is well-adapted to incremental equations of the form ( . ). We will extensively make use of the following version of this result, whose proof is due to [ ].
Lemma . (Rough Gronwall). Let G : [0, T ] → R + be a path such that there exist constants κ, L > 0, a regular control ω, and a superadditive map ϕ with:
for every (s, t) ∈ ∆ under the smallness condition ω(s, t) ≤ L.
Then, there exists a constant τ κ,L > 0 such that
. . The space of controlled paths. In this paragraph we consider a smooth domain U ⊂ R d and we fix p, p ′ ∈ [1, ∞] so that 1/p + 1/p ′ = 1. For notational simplicity, we will omit the domain of integrability and denote by L p = L p (U), W k,p = W k,p (U), and so on. In the remainder of the section, we will assume that B ≡ (B 1 , B 2 ) is a differential rough driver of regularity α > 1/3 .
verifies
(notice the loss of a space-derivative in the above). Abusively, we call g ′ "the Gubinelli derivative" of g, though g ′ could be non-unique in principle (at least without any further assumption on B, see Remark . below). Whenever k ≥ 0, and y ∈ V kα 2 (0, T ; W −k,p ), we shall use the notations
−k (0, T ), which are motivated by the fact that for y as above the quantity ω(s, t) := y
Having Proposition . in mind, the following definition provides a "natural" Banach space framework that comes with ( . ).
Furthermore, equipped with the norm
(Indeed, it is sufficient in this case to apply Proposition . to the 'jet' H st := B 1 st g s + B 2 st g ′ s , and then to observe that (s, t) →´t s f r + H st − Λ st δH is necessarily the increment of some function u.) In the case where g ′ = g, for simplicity we shall abbreviate ( . ) as
Testing ( . ) against any φ ∈ W 3,p ′ , one sees in particular that u = π D α,p B (f ; g) implies the relation
in the sense of Definition . .
Remark . . It is natural to ask under which condition one can have uniqueness of a representation u = π D α,p B (f, g), which relates the Doob-Meyer decomposition Theorem for semi-martingales. Such uniqueness is certainly not true in general because our definition of a differential rough driver could accomodate that ofḂ :=Ẋ∂ x , where X ∈ C ∞ (0, T ; R) and for simplicity we let d = 1. Indeed, in this case one can arbitrarily choose g = 0 for any u and alternatively represent
. In the finite-dimensional case however (for instance replacing B by a rough path of 1/α-finite variation with values in R), the decomposition ( . ) is indeed unique in the case where X is truly rough i.e. when there exists a dense set of times t ∈ [0, T ] such that
The situation here is different in the sense that assuming B = Xσ · ∇ with X as in ( . ) does not guarantee uniqueness of the couple (f, g) in ( . ). To wit, assume that d = 2, and let B as above with σ = (0, 1). If (f, g) satisfy ( . ), then it is immediately seen that any path of the form t → g t (x, y) +g t (x) where∈V α (0, T ; L 2 (R)) is a function of the first variable only, will also satisfy ( . ). In this counterexample, one sees that the space-like variable plays an important role in the discussion, and that if one really wants to have some kind of Doob-Meyer decomposition, then some "non-degeneracy" assumptions on the differential operator σ · ∇ are in order. Let us now formulate a natural sufficient condition under which uniqueness of the Gubinelli derivative holds.
Assume that we are given a differential rough driver B, with the property that there exists γ ∈ [2α, 3α), such that the following H 2 -coercivity assumption holds:
for some λ > 0, independently of ϕ in H 2 , and for each (s, t) ∈ ∆ ∩ D 2 , where we are given some dense subset D of [0, T ]. Denote by B 1, † st the adjoint of B 1 st with respect to the H 1 -inner product. Then, by the Lax-Milgram Theorem, the operator
and by symmetry one obtains a similar bound on T st , seen this time as an operator from H −2 into itself.
If (f s , g s ) is a candidate for the above decomposition and if
is as in ( . ), one infers from the above discussion and the definition of R u :
Assuming for simplicity that all the above controls are proportional to t − s one sees by letting t n ց s, t n ∈ D, that
Hence, g s is in this case uniquely determined by the relation
from which it follows that f is unique as well, proving our claim.
Example . . Let d = 1, and consider a 1-dimensional, α-Hölder rough path (X 1 , X 2 ) ∈ C α (0, T ; R) such that for some I as above it holds
where we are given some constant γ ∈ [α, 2α) (this implies in particular true roughness for X, in the sense of ( . )). Moreover, let σ ∈ W 3,∞ and ρ ∈ W 2,∞ be bounded below, namely such that there exist constants σ, ρ > 0 with the property that σ(x) ≥ σ and ρ(x) ≥ ρ, for almost every x ∈ R d . Then, it is easily seen that ( . ) holds with the differential rough driver B given by Example . , where λ = λ(c, σ, ρ) > 0.
. . Remainder estimates. Conversely, starting from the relation ( . ) for some g ∈ L ∞ (0, T ; L p ), one would like to know whether (u, g) belongs to D α,p , and obtain an estimate of (u, u ′ ) in this space in terms of f and g. This is made possible by the following result.
In
Before we proceed to the proof of Proposition . , let us observe the following. There exists a family (J η ) η∈(0,1) of bounded linear maps J η ∈ L W k,p , W k,p , η ∈ (0, 1), k ∈ Z being arbitrary, such that:
Indeed, in the case when U ≡ R d and p ∈ [1, ∞] it suffices to consider for instance J η f := η −d ρ( · η ) * f, where ρ is a radially symmetric, smooth function integrating to one. Remark . . If U is a smooth, compactly supported domain and k ≥ 0, we can as well define J η : W k,p 0 (U) → W k,p 0 (U) by the same convolution operation, composed first with multiplication by a cut-off function Θ η (x). As observed in [ ], the cutoff is needed to circumvent the fact that convolution with ρ(·/η)η −d necessarily increases the support of an element. When k < 0 we can always identify W k,p with a subspace of (W −k,p ′ 0 ) * and obtain similar estimates by duality. For further details about this procedure, we refer the reader to the appendix in [ ].
Remark . . When p ∈ (1, ∞), it is possible to work with fractional powers and obtain similar estimates on the scale (H s,p ) s∈R consisting of the Bessel Potential spaces (these are defined by interpolation, see for instance [ ]). It is indeed sufficient in this case to define J η as a Fourier cut-off. If U is a smooth bounded domain, one can alternatively let
where ∆ denotes the Dirichlet Laplacian on U.
From now on, we shall refer to (J η ) η∈(0,1) as a family of smoothing operators.
With this observation at hand, we can now proceed to the proof of the above lemma.
Proof of Proposition . . Note that
Using ( . )-( . ), we can interpolate these two different expressions for R g , by writing
θt δg sθ , from which we immediately infer, thanks to the continuity of the Sewing map Λ (see Proposition . ):
Now, since ( . ) is true for arbitrary η ∈ (0, 1), we can choose η := λω B (s, t) α for some λ > 0 big enough. We obtain from ( . ):
This shows the claimed property.
In general, for an equation of the form
we would like to obtain an estimate on the W −3,p -norm of the remainder v ♮ :
, explicitly in terms of f L 1 (0,T ;W −1,p ) and v L ∞ (L p ) only. The following result says that this is indeed possible, even considering drifts terms f that take values in W −2,p .
has locally finite 1 3α -variation. Moreover, there are constants C, L > 0 depending only on α, such that for each (s, t) ∈ ∆ subject to the smallness condition
Proof. The main idea goes back to [ ], where a similar -though slighlty different -statement was shown. See also [ , Proposition . ] . By definition of a weak solution, there exists some z ∈ (1, 3α] such that v ♮ has finite 1/zvariation, namely:
Making use of Chen's relations ( . ), and of the right inverse property of Λ (see Proposition ( . ) . Taking the W −3,p -norm and then using ( . ), we obtain
so that the problem boils down to estimating the term δv
−1 (s, t). To obtain such an estimate, we proceed as in the proof of Proposition . , writing
where J η , η ∈ (0, 1), denotes a family of smoothing operators. Making use of the properties ( . )-( . ) we obtain
by definition of the control ω z . Going back to ( . ) and making the choice
for some parameter λ > 0 (to be fixed later), we obtain the inequality
Observe further that in ( . ), η must belong to the interval (0, 1) by definition of a family of smoothing operators, which will always be true if (s, t) ∈ ∆ is chosen so that ω B (s, t) < L := λ −1/α . If we fix λ > 0 sufficiently large so that
C Λ,z being the norm of the Sewing Map, this leads to the smallness assumption:
Now, applying Proposition . and using ( . ), we see that for any (s, t)
By [ , p. ] , the above right hand side is a control, hence we infer from the property ( . ) that
which shows that for any z ∈ (1, 3α]
Letting now z = 3α yields the inequality ( . ).
From the latter proposition we deduce the following.
Corollary . . Let v be as in Proposition . and suppose that α ∈ (1/3, 1/2]. There is constant L depending on B, α and f in L 1 (0, T ; W −2,p ) such that for ω(s, t) ≤ L,
for ω B (s, t) +´t s |f r | W −2,p dr ≤ L. As a consequence, if f ∈ L 1 (0, T ; W −2,p ), we have
Proof. Writing as before that δv = (id −J η )δv + J η (´f dr + B 1 v + B 2 v + v ♮ ), and then using ( . )-( . ), we have
Combining with Proposition . , this gives
in ( . ), we obtain the estimate
and the conclusion follows by the observation that 1 − α ≥ α.
. T H α,p B
This section is devoted to the definition of a natural functional setting for rough partial differential equations of the form ( . ). In a second part, we will address the problem of obtaining an explicit equation for the product of two elements u ∈ L ∞ (L p ) and v ∈ L ∞ (L p ′ ), where 1/p+1/p ′ = 1 and such that du = f dt+dBu while dv = gdt+dBv on [0, T ]×R d , where B is a geometric, differential rough driver (here we consider f and g as given distributions). If B is transport-like, we expect that uv solves the problem
which is guessed by applying formally [ , Proposition . ] on the square map, and then polarizing. The first and second order "Leibniz rules" ( . ),( . ), are of course, crucially used here. In general, when B is only geometric, we will obtain a similar relation.
. . A natural Banach space setting. Let p ∈ [1, ∞], fix a domain U ⊂ R d , and consider a differential rough driver B of regularity α > 1/3. We define a space H α,p B ([0, T ] × U) as follows:
where we recall notation ( . ) and where, for simplicity, we shall from now on abuse notation by writing "u ∈ D α,p B " provided (u, u) ∈ D α,p B . As before, in the case when U = R d we omit to indicate the domain, and we define local versions H α,p B,loc of these spaces by the property
which, considering a sequence of compacts K n ↑ R d and the family of seminorms u H α,p B ([0,T ]×Kn) , makes H α,p B,loc a Fréchet space. Given u and B as above, we point out that if f is such that u = π D α,p B (f, u), then f is uniquely determined by u and B, as can be immediately seen by Proposition . . Therefore the definition of the norm · H α,p B in ( . ) is not ambiguous. As an important consequence of Proposition . , Proposition . and Corollary . , we have that for u ∈ H α,p B :
where we recall that R u stands for (s, t) → δu st − B 1 st u s . Note that ( . ) comes with a "twist", because the last property does not mean that the couple (δu(n), R u(n) ) converges with respect to the weak topology of V α (0, T ; W −1,p ) × V α (0, T ; W −2,p ) (which is not easily manipulated). However, this will not be an obstacle in practice, as illustrated by the next Lemma.
Recall that, given a a measurable space (M, Σ, µ) so that µ(M) < ∞ a family F ⊂ L 1 (µ) is said to be equi-integrable if the following holds: for all ǫ > 0, there exists δ(ǫ) > 0 so that for
As is well-known, the Dunford-Pettis Theorem (see e.g. [ ]) asserts that a bounded family F ⊂ L 1 (M) is relatively weakly compact if and only if F is equi-integrable and bounded.
Lemma . (H α,p B -weak stability)
. Fix an open set U ⊂ R d , let p ∈ (1, ∞] and consider a family {B(n), n ∈ N} ∪ {B} of differential rough drivers such that ρ α (B(n) 
for some constant C > 0, independent of n ∈ N.
Furthermore, in the case p = 1, a similar conclusion holds if in addition {v(n), f(n), n ∈ N} is equi-integrable where f i (n) ∈ L p (L p (U)), i = 0, . . . d, is such that dv(n) = ∂ i f i (n)dt + dB(n)v(n), and we adopt the convention that ∂ 0 = id . Now, let f (n) ∈ L p (W −1,p ) such that dv(n) = f (n)dt + dBv(n) for each n ∈ N. Testing the equation against φ ∈ W 3,p ′ (U) then yields for every (s, t) ∈ ∆ :
where v ♮ st (n) ∈ V 1+ 2 (0, T ; W −3,p (U)) denotes the remainder term, which is explicitly given by
We now show that v belongs to H α,p B . In ( . ), the left hand side converges towards δv st , φ − [B 1 st +B 2 st ]v s , φ −´t s f r , φ dr, for any (s, t) ∈ ∆, as an obvious consequence of ( . ) and ( . ). Concerning the remainder term, it converges to some element v ♮ , φ ∈ V 3α ′ 2 (0, T ; R) for any α ′ < α, as a consequence of ( . ) together with the continuity of the sewing map Λ. Using the convergence of B(n) and Proposition . , we see that v ♮ defined below is actually an element of V 3α (0, T ; W −3,p ). By ( . ), we obtain as well that (δv, with 1/p + 1/p ′ = 1. If B is geometric, it seems natural to expect that the pointwise product uv belongs to H α,1 Q for some (possibly new) differential rough driver Q. The main result of this section gives a justification of this intuition, by showing that an "integration by parts formula" (or simply product formula) for uv is satisfied. Reiterating the product formula will ultimately allow us to prove the chain rule for polynomials of elements u ∈ H α,2 B that are are locally bounded, and then to conclude by a density argument (this last step is however not trivial, see Section ). Notice that this approach is somewhat similar to the proof of the finite-dimensional Itô formula given for instance in [ ].
In what follows, we consider a fixed open set D ⊂ R d .
Proposition . (General product formula). Let B be a geometric, differential rough driver of regularity α ∈ (1/3, 1/2], fix p, p ′ ∈ [1, ∞] with 1/p + 1/p ′ = 1, and consider two ele-
in the L 1 -sense (see Definition . ), with the convention that ∂ 0 = id . Assume furthermore that for i = 0, . . . , d, the pointwise products ∂ i u(·)g i (·−a) and f i (·−a)∂ i v(·) are in L 1 (0, T ; L 1 (D)), for any a ∈ R d with |a| ≤ 1. Then, the following holds:
where M denotes the multiplicative part of B (in the sense of Definition A. ), is itself a differential rough driver. (ii) The pointwise product uv belongs to H α,1 Q (D) and is an L 1 (D)-solution of
Regarding the definition of the spaces H α,p B,loc , we have the following immediate consequence of Proposition . . Corollary . . Let B be as in Proposition . , and suppose further that B is transport-like, see Definition . . Fix p, p ′ ∈ [1, ∞] so that 1/p + 1/p ′ = 1, and let u ∈ H α,p B,loc be such that ( . ) (II) In the case where p = 2 and u belongs to L ∞ loc , then for each n ∈ N 0 we have u n ∈ H α,1 B,loc , and moreover:
. A similar conclusion as that of Corollary . holds if B is only assumed geometric. In this case, it is easily seen by induction that for every n ∈ N :
Before we proceed to the proof of Proposition . , we need to introduce some additional notation. In what follows, we fix a bounded, open set D ′ ⊂ D, such that
:
Notation . . For k ∈ I ⊂ Z we define a linear, one-to-one transform T ǫ , by the formula
(Ω D ′ ) with its extension by 0 outside its support, we have a one-to-one mapping T ǫ : W k,p 0 (Ω D ′ 1 ) → W k,p 0 (Ω D ′ ǫ ). Before we make sense of the product u(x)v(x) as an element of H α,1 B ([0, T ] × D ′ ), an intermediate step is to show that their tensor product Π(x, y) := u(x)v(y) belongs to a similar space, for a well-chosen differential rough driver Γ(B).
Proposition . . Consider u, v as in Proposition . . Define
where Γ(B) denotes the differential rough driver given for (s, t) ∈ ∆ by
(the fact that this is indeed a differential rough driver will be seen in Appendix A). Moreover the mapping r ∈ I → f r ⊗ v r + u r ⊗ g r , is Bochner integrable in the space W −1,1 (Ω D ′ 1 ), and Π is an
Proof of Proposition . . The proof is based on the algebraic identity
where Λ st Ξ denotes the Sewing Map applied to the 3-parameter family
Using the definition of the spaces H α,p B , it is indeed easily checked that the r.h.s. of ( . ) belongs to the space V 2 (0, T ; W −3,1 (Ω D ′ 1 )), thus showing ( . ). As a consequence of ( . ), this also implies that Π belongs to H α,1 Γ(B) (Ω D ′ 1 ). For details, we refer to [ , Section ]. Before we proceed to the proof of the main result, let us observe that if a ∈ W −k,p ′ and b ∈ W k,p , then the product ab has a well-defined meaning as an element of ab ∈ W −1,1 (it suffices to write a in terms of its antiderivatives, and to integrate by parts). Moreover, if a, b are measurable, then the adjoint of T ǫ is given by the formula
Now, in the general case where a ∈ W −k,p ′ is not measurable, it is easily seen that ( . ) is still meaningful. This will be useful in the sequel.
We can now turn to the proof of the main result.
Proof of Proposition . . First note that in Proposition . , the domain Ω D ′ 1 can be replaced by Ω D ′ ǫ for any ǫ > 0, yielding a similar conclusion. In particular, for any ǫ ∈ (0, 1), the restriction of Π = u ⊗ v to Ω D ′ ǫ belongs to the space H α,1 Γ(B) (Ω D ′ ǫ ) and is an L 1 (Ω D ′ ǫ )-solution of ( . ), where we further let f := ∂ i f i , and g := ∂ i g i . Similarly, the Bochner integral which defines the drift term
, and letting for (s, t) ∈ ∆ :
we end up with the following equation in L 1 (Ω D ′ 1 ) :
Moreover, by continuity of the transform T ǫ , it is clear that Π ǫ belongs to H α,1 Γ(B) (Ω D ′ 1 ). We will now address the proof of Proposition . into steps.
Step : uniform bound on the drift. If Φ ∈ W 1,∞ 0 (Ω D ′ 1 ) and (s, t) ∈ ∆, we have by definition of D ǫ :
Fix r ∈ [s, t] such that u ≡ u r belongs to W 1,p , and letΦ(
Making use of ( . ), we have for the first term in ( . ):
where in the above expression, ∂ + denotes derivation with respect to the variable x + . Hence, we have
where for simplicity we denote by
(Note that, by assumption, the right hand side in ( . ) is finite.) Doing similar computations for the second term, and then integrating in time, we end up with the estimate
ǫ is a regular control since positive linear combinations of controls are controls).
Step : convergence of the remainder term. For a.e. r ∈ [s, t], it is straightforward that we have the inequality
. Therefore, by Theorem A. together with Proposition . we obtain the following bound on the remainder Π ǫ,
. ) for every (s, t) ∈ ∆ such that ω B (s, t) ≤ L for some L(α) > 0, and every ǫ ∈ (0, 1). Fix
and for (s, t) as above, denote by ℓ ǫ st the element of W −3,1 (D ′ ) defined as
By definition of ℓ ǫ and the estimate ( . ), we deduce that ℓ ǫ is uniformly bounded in V 3α 2,loc (0, T ; W −3,1 w (D ′ )). Proceeding as in the proof of Lemma . , we infer the existence of ℓ ∈ V 3α 2,loc (0, T ; (W 3,∞ 0 (D ′ )) * ) and ǫ n ց 0 such that for any α ′ < α and every φ ∈ W 3,∞ 0 (D ′ )
which in particular implies convergence in the C(∆; R)-sense. It remains to show that ℓ st belongs to W −3,1 (D ′ ) for any (s, t) ∈ ∆. In ( . ), substitute D ′ with any K ⊂ D ′ and then take the limit as ǫ → 0. This yields
( . ) This implies that |ℓ st | (W 3,∞ 0 (K)) * goes to 0, as |K| → 0. As is well-known (see e.g. [ , Proposition . . p. & Proposition . . p. ] ) this implies that ℓ is an element of the subspace W −3,1 (D ′ ). This proves the claimed property.
Step : passage to the limit in the equation Fix any φ ∈ W 3,∞ (D) with compact support in D ′ , and test all the terms in ( . ) against
Using again Theorem A. and dominated convergence, we have uv) , φ , by definition of Q, where we have made use of the relation (A. ). Similarly, using (A. ), it is seen that
( . ) and also that δΠ ǫ st , Φ → δ(uv) st , φ . Using the previous step, we thus obtain
for every (s, t) ∈ such that ω B (s, t) ≤ L. The equation ( . ) holds for any open and bounded D ′ ⊂ D with positive distance from D. Thus, it remains true for D itself, which shows that uv is an L 1 (D)-solution of ( . ). It remains to show that Q is a differential rough driver, for which it suffices to check that Chen's relations ( . ) hold. But these are an immediate consequence of (A. ) and the linearity of δ, since:
for (s, θ, t) ∈ ∆ 2 . This shows that Q is a differential rough driver. Finally, thanks to Corollary . , we further see that uv is controlled by Q, and thus it belongs to H α,1 Q,loc . This achieves the proof of (ii) and the proposition. Remark . . If B is not geometric, its bracket L (see ( . )) is generally not first order. Interstingly enough, this gives a new interpretation of the usual stochastic parabolicity assumption, in the context of an equation driven by a Brownian Motion. Indeed, using the notations of Remark ( . ), we see that ( . ) must be generally changed for
The latter competes with the term −2ϑ˜[ s,t]×D |∇u| 2 dxdr, which is brought by the elliptic part of the equation. In particular, the usual technique to obtain the energy estimate on u fails, unless the coefficients of V are taken small with respect to ϑ. This illustrates the importance of the geometricity assumption in our results.
. P
In this section we investigate existence, uniqueness and stability for parabolic rough partial differential equations of the form
where f belongs to the space L 2 (0, T ; H −1 ). This generalizes the case treated in [ ] (with b = c = 0). We have the following.
Theorem . (Solvability in the energy space). Let f ∈ L 2 (0, T ; H −1 ), fix u 0 ∈ L 2 and consider a geometric, differential rough driver B with regularity α ∈ (1/3, 1/2]. There exists a unique L 2 -solution u = u(u 0 , f ; B) to ( . ), and it belongs to the space H α,2 B (R d ). Moreover, the solution map is continuous in the following sense (C ) for every (u 0 , f ) ∈ L 2 × L 2 (H −1 ), the map B → u(u 0 , f ; B) is continuous from the set of geometric differential rough drivers (endowed with the distance ρ α , see ( . )) into the weak spaces H α ′ ,2 B,w for any α ′ < α, see ( . )-( . ).
B is continuous, with respect to the strong topologies.
Proof of Theorem . . The proof essentially follows the lines of [ ] but since our assumptions on B are more general, we provide a complete proof.
Step : Bounds on the drift term. Consider an L 2 -solution u ∈ H α,2 B of the equation ( . ). Applying Proposition . with u = v, we have that u 2 ∈ H α,1 Q where Q is the shifted differential rough driver defined in ( . ). Moreover, u 2 solves in the L 1 -sense:
We want to test against φ = 1, and then apply Rough Gronwall, but for this we need first an estimate on u 2,♮ , which itself follows from Proposition . , together with the estimate on the drift. The analysis of the linear part of the drift leads to the estimate:
whereas for the free term, considering anti-derivatives, we find
Step : Energy inequality and application to uniqueness. Letting ω D (s, t) be the sum of the right hand sides in ( . ) and ( . ), one can then apply Proposition . to obtain
for every (s, t) ∈ ∆ with ω B (s, t) ≤ L for some absolute constant L > 0.
Next, one can take φ = 1 ∈ W 3,∞ in ( . ), so that by Assumption . it holds for every s, t as above:
Making use of Young Inequality f L 2 (s,t;L 2 ) ∇u L 2 (s,t;L 2 ) ≤ 1 2ǫ f 2 L 2 (s,t;L 2 ) + ǫ 2 ∇u 2 L 2 (s,t;L 2 ) for a sufficiently small ǫ(ϑ) > 0, the first term in the right hand side can be absorbed to the left. Hence, taking L smaller if necessary, we infer that for any (s, t) ∈ ∆ with ω B (s, t) ≤ L, it holds the incremental inequality
. By Lemma . , we deduce the estimate
The uniqueness is now straightforward, because the difference v ≡ u 1 − u 2 of two L 2 -solutions to ( . ) must be an L 2 -solution of ( . ), with f = 0 and v 0 = 0, hence yielding from ( . ) that v = 0.
Step : Existence. Existence and continuity rely mostly on the stability result shown in Lemma . , together with the fact that B is geometric. It should be noted that the latter assumption is essential.
Consider a sequence B(n) → B as in Definition . . and assume without loss of generality that each B(n) is transport-like (it is sufficient to regularize the leading order coefficients). By standard results on parabolic equations, there exists a unique u(n) in the energy space L ∞ (L 2 ) ∩ L 2 (H 1 ), solving ( . ) in the sense of distributions.
Using moreover the fact that B(n) = S 2 (b(n)), it is easily deduced from ( . ) that u(n) is an L 2 -solution of ( . ), in the sense of Definition . . Consequently, the previous analysis shows that we have a uniform bound u(n) 2 L ∞ (0,T ;L 2 ) + ∇u(n) 2 L 2 (0,T ;H 1 ) ≤ C ϑ, a L ∞ , f L 2 (0,T ;H −1 ) , |u 0 | L 2 , T . As a straightforward consequence of this, we obtain as well the uniform estimate
for another such constant C ′ . By Lemma . we see that {u(n), n ∈ N} has a (possibly nonunique) limit point u ∈ H α,2 B such that u(n k ) → u in H α ′ ,2 B,w for any α ′ < α, and where n k ր ∞. In particular, each of the terms in the equation on u(n k ) converges to the expected quantities associated to the limit u. This shows the claimed existence.
Step : Stability . We can now repeat the argument of Step with any sequence B(n) of geometric, differential rough drivers (e.g. not necessarily defined as a canonical lift S 2 (b(n))). This will imply the convergence of a subsequence u(n k ) → uH α ′ ,2 B . From the uniqueness part, there can be at most one such limit u, and therefore every subsequence of u(n) converges to u. This implies the convergence of the full sequence, for the topology of H α ′ ,2 B,w , for any α ′ < α, and the claimed continuity (C ).
To show (C ), note that if u and v are L 2 -solutions of
Therefore, the strong continuity of the solution map with respect to (u 0 , f ) follows from the estimate ( . ), together with Proposition . and the equivalence of norms ( . ).
. A H α,1
B,loc
Let B be transport-like. In Section we have seen in particular that for any bounded element u ∈ H α,2 B,loc satisfying ( . ), then u m belongs to the space H α,1 B,loc , for every m ∈ N 0 , and moreover du m = mu m−1 f dt + dB(u m ) (L 1 loc -sense). By linearity we obtain the chain rule for polynomials, that is:
In this section we are more generally interested in the algebra generated by one element u ∈ H α,2 B,loc ∩L ∞ , that is, roughly speaking, the smallest Banach space A [u] ֒→ H α,1 B,loc containing the polynomials a m u m . The first step in the proof of Theorem . is to show that an Itô Formula for analytic functions of the solution (a property that is not fulfilled by the mapping R → R, F (z) := |z| p when p / ∈ 2N 0 ).
. . Holomorphic Itô Formulae. We need first to introduce some notation.
Notation . . Given u ∈ H α,2 B,loc ∩ L ∞ , we denote by
a m u m , for some n ≥ 0 and (a m ) ∈ C n .
From Leibniz formula, it is clear that
where the infimum is taken over every possible polynomial with complex coefficients such that P (u) = v, and from now on, given P ≡ 0≤m≤n a m X m , we adopt the notation
It is easy to show with the definition ( . ) that · defines a norm on P [u] . As a matter of fact, (P[u] , · ) is a complex normed algebra, in the sense that the norm satisfies the submultiplicativity property vw ≤ v w . (In particular, its completion A [u] defined below is a Banach Algebra, but this property will not be used in the paper.)
We have the following result.
Lemma . (Holomorphic Itô Formula in the bounded case).
The following assertions are true.
(P ) There is a topological embedding (P[u], · ) ֒→ H α,1 B,loc ; (P ) The completion of (P[u], · ) is the Banach algebra
where Hol(0, u L ∞ ) is the space of functions wich are holomorphic on the open ball B(0, u L ∞ ) ⊂ C and continuous onB(0, u L ∞ ). The latter space is endowed with the norm
In particular, for any F ∈ Hol(0, u L ∞ ) we have F (u) ∈ H α,1 B and it holds in L 1 : dF (u) = F ′ (u)f dt + dB(F (u)),
Proof of Lemma . . Proof of (P ). Let K ⊂⊂ R d , and fix v ≡ P (u) ∈ P [u] . We aim to evaluate the H α,1 B (K)-norm of P (u), and estimate it in terms of the quantity v . Elementary computations yield for the drift
where M := u L ∞ , and we shall also denote by E s,t := ∇u 2 L 2 (s,t;L 2 ) . Proposition . then yields
On the other hand, estimating directly P (u) and ∇(P (u)) in L 1 (L 1 (K)), it is immediate that
Adding ( . )-( . ), and using Corollary . , we see that there exists a constant C > 0 depending only on the quantities T, |K|, |f | L 2 (H −1 ) and ∇u L 2 (L 2 ) ) > 0, so that for every P ∈ C[X] :
Taking the infimum over all P such that P (u) = v, this yields the claimed topological embedding.
Proof of (P ). To prove that (P[u], · ) ֒→ A [u] holds, consider a Cauchy sequence v n := Q n (u) ≡ a (n) m u m in P [u] . In particular the sequence {|Q n |(M), n ∈ N} is bounded, namely there exists C > 0 such that for every n ≥ 0
hence the sequence {b (n) , n ≥ 0} ⊂ ℓ 1 defined for each n ≥ 0 as b (n) := (a (n) m M m ) m≥0 is bounded. Since ℓ 1 is the dual space of c 0 , there is a weak-* limit b ∈ ℓ 1 for some subsequence (b (n k ) ) k≥0 implying in particular the convergence of each coordinate. In particular, for every fixed m 0 ≥ 0, we have
from which we infer, using Fatou Lemma:
Next, define F (z) := m∈N 0 a m z m , and observe that F is holomorphic inside its domain of absolute convergence, which by ( . ) contains the closed ballB(0, M). We have F (u) ∈ A [u]
and dominated convergence implies that v n − F (u) ≡ m≥0 |a (n) m − a m |M m → 0. This shows the claimed embedding.
Conversely, let F ≡ m∈N 0 a m z m ∈ Hol(0, M) and consider the family of polynomials P n (z) := n m=0 a m z m , n ∈ N, where for simplicity we let a m := F (m) (0)/m!, m ≥ 0. With the definition ( . ), we have
since by assumption the radius of convergence of F is greater than or equal to M ≡ u L ∞ . By the embedding shown in (P ), this also implies convergence of P n (u) towards some v in H α,1 B , which by identification of the limits is equal a.e. to F (u). The definition of the norm · H α,1 B implies that one can take the limit in each of the terms in the equation on P n (u), hence showing that the claimed equation holds on F (u). This shows the opposite inclusion, and ends the proof of Lemma . .
Having Lemma . at hand, we can now proceed further by showing an Itô Formula for analytic functions of a continuous (but not necessarily bounded) solution.
Corollary . (Holomorphic Itô Formula in the continuous case). Let u ∈ H α,2 B,loc ∩ C([0, T ] × R d ), be an L 2 loc -solution of ( . ), for some f ∈ L 2 (H −1 loc ) and some u 0 ∈ L 2 loc . Let U be an open set of the complex plane containing the real line, and let F : U → C be analytic.
Then, F (u) belongs to H α,1 B,loc and moreover:
in the L 1 loc -sense. Proof. We will proceed by a localization argument. Fix K ⊂⊂ R d , let M K := u L ∞ ([0,T ]×K) and consider ρ > 0 such that
Next, denote by τ the modulus of continuity of u : [0, T ] × K → R evaluated at ρ/2, in the sense that max(|t − s|, |x − y|) ≤ τ implies |u(t, x) − u(s, y)| ≤ ρ/2. Let I ρ := ⌈ T τ ⌉ and let {x j , j = 1, . . . J ρ } ⊂ K be a finite set such that ∪ Jρ j=1 B(x j , τ ) ⊃ K, each point x j being distinct from the others. Consider a family of smooth, compactly supported functions χ j , j = 1, . . . J ρ such that 1 B(x j ,τ ) ≤ χ j ≤ 1 B(x j , 3 2 τ ) . Furthermore, for i, j as above, denote by u ij := u(iτ, x j ).
Fix now i ∈ {0, . . . , I ρ }. For each n ≥ 0, there exists a polynomial P i n (X) with degree less than or equal to nJ ρ , such that
(To prove the existence of P i n it suffices to invert a linear system, which can be done canonically provided the values (u ij , j ≤ J ρ )'s are distinct.)
Having this definition at hand, we let for any 1 ≤ j ≤ J ρ :
.
Then, for any φ ∈ W 3,∞ 0 (K) and (s, t) ∈ ∆ [iτ,(i+1)τ ) , we see that it holds
, hence from Lemma . together with ( . ), we infer that
This shows in particular that ( . ) holds with respect to the scale W k,∞ ([iτ, (i + 1)τ ) × K; C), k ≥ 0, for each K ⊂⊂ R d , and each i ∈ {0, . . . , I ρ }. Since our notion of solution is also local in time, the claim follows.
We can now proceed to the proof of the main result of this section.
. . proof of Theorem . . The function F : z → |z| p /(p(p − 1)) being singular at z = 0, we define, for n ∈ N :
which is holomorphic inside the domain U n := {z ∈ C, |Im(z)| < 1 n }. Letting v(n) := F n (u) and making use of Corollary . , we see that
holds in L 1 loc , where we further let for K ⊂⊂ R d and φ ∈ W 1,∞ 0 (K),
For K as above, we have the uniform estimatê t s |h r (n)| W −1,p dr (ess sup r∈ [s,t] |u r | p−2 L p (K) ) f L 2 (s,t;W −1,p (K)) ∇u L 2 (s,t;L p (K)) + (ess sup r∈ [s,t] |u r | p−1 L p (K) ) f L 2 (s,t;W −1,p (K)) , for any (s, t) ∈ ∆.
Using now Proposition . together with Corollary . , we see that the family {v(n), n ∈ N 0 } is bounded in H α,1 loc , hence it is pre-compact by Lemma . . On the other hand, we clearly have v(n) → |u| p , almost everywhere. By dominated convergence we can take the limit in each of the terms, yielding
. This demonstrates that ( . ) holds in L p loc . To show that the equation holds in L p , it suffices to consider a sequence φ n ∈ W 3,∞ 0 (R d ) and φ ∈ W 3,∞ such that φ n → φ. Testing the equation against φ n , and then using that u ∈ L ∞ (L p ), u ∈ L p (W 1,p ) ⊂ L 2 (W 1,p ) and f ∈ L 2 (W −1,p ), we can eventually take the limit as n → ∞. This finishes the proof of Theorem . .
. B
In this section, we go back to our parabolic setting and investigate boundedness of solutions for RPDEs of the form
where the free term f will be subject to additional conditions, see Assumption . , and A fulfills Assumption . . We now recall a classical interpolation inequality, the proof of which can be found in [ ].
Proposition . . For every f in the space L ∞ (0, T ; L 2 ) ∩ L 2 (0, T ; W 1,2 ), then f belongs to L ρ (0, T ; L σ ) for every ρ, σ such that
( . )
In addition, there exists a constant C ρ,σ > 0 (not depending on f in the above space) such that f L ρ (0,T ;L σ ) ≤ C ρ,σ ∇f L 2 (0,T ;L 2 ) + ess sup
then it holds the inequality
. . Moser Iteration. Recall the basic idea of Moser's iteration principle. If u ∈ L ∞ (0, T ; L 2 )∩ L 2 (0, T ; H 1 ) solves a parabolic equation of the form ( . ) where the coefficients are smooth enough then its iterated powers are, roughly speaking, solutions of a similar PDE. To illustrate the argument, let us first consider the simple case where A = ∆, f = 0, and u is an L 2 -solution of ( . ). For κ ≥ 2, we define the map v := u κ/2 . After some computations, we see that formally:
In particular, it is easily seen that the drift term D (κ) is uniformly bounded as κ becomes arbitrarily large: we have in fact
. Testing ( . ) against φ = 1, and then estimating the remainder v 2,♮ , 1 by the W −3,1 -norm as in Proposition . , it follows thanks to the Rough Gronwall Lemma that
for a constant C depending on α, ω B , T, but not on the parameter κ ≥ 2. Now, a classical result states that
for any σ-finite measure space (X, M, µ) and every f ∈ L ∞ such that f ∈ L q for some q ∈ [1, ∞). Therefore, taking the κ-th root of ( . ) and sending κ to infinity yields an a priori estimate for the L ∞ -norm of u. In turn, this proves the boundedness of any solution with bounded intial datum.
The general case follows basically the same ideas, namely for any κ ≥ 2 it is possible find a bound for v := u κ/2 in the energy space, depending on known quantities. Thanks to ( . ), we will then obtain a recursive relation between different moments of u. The conclusion will be obtained by the following iteration lemma, whose proof is immediate by induction and therefore omitted.
Lemma . (Recursive argument) . Assume that we are given a sequence of numbers Φ n , n ≥ 0, and positive constants ǫ, γ, and τ ≥ 1, such that for all n ≥ 1 :
Then, the following estimate holds: for any n ≥ 0 we have
Using this basic fact, together with an approximation argument, we will show that a sufficiently large class of non-degenerate parabolic equations have solutions u ∈ H α,2 B that are bounded. We need now to consider a more restrictive class of free terms.
Assumption . . We assume that
where the exponents r ∈ (1, ∞] and q ∈ (1 ∨ d 2 , ∞) are subject to the conditions
Remark . . For instance, using Sobolev embeddings, it is easily checked that Assumption .
is fulfilled for f ∈ L r (0, T ; L q ), where r and q are subject to ( . ).
Proposition . . Let Assumption . hold, suppose that u 0 ∈ L 2 ∩ L ∞ , and assume that u is the solution of ( . ) given by Theorem . . Then, u is bounded. Furthermore, we have the estimate
where the above constant depends on the indicated quantities, but not on u in the space H α,2 B . . . Preliminary discussion. Consider u ∈ H α,2 B ∩ L ∞ , L 2 -solution of ( . ). Our purpose in the present paragraph is to set up the iteration argument, in order to apply Lemma . . Let κ ≥ 2, and assume moreover that u : [0, T ] × R d → R is continuous. We have by Theorem . :
in the L 1 -sense. Hence, assume from now on that ( . ) holds, and define v := |u| κ/2 .
we have the following identities:
Hence denoting by (f i ) any antiderivative of f, and by v 2,♮ := u κ,♮ , it holds for every φ ∈ W 3,∞ that
Testing the drift against φ ∈ W 1,∞ with |φ| W 1,∞ ≤ 1, and making use of the estimates
Whence, letting ρ 0 := 2r/(r − 1) and σ 0 := 2q/(q − 1), we infer that
We now let φ = 1 in ( . ) and transfer to the left hand side the negative term. For |t − s| small enough, this yields
where the above implicit constant depends on ϑ. Therefore, by Proposition . and ( . ), we get
( . ) Using the interpolation inequality ( . ), the first term in the right hand side of ( . ) is estimated as follows
where ǫ > 0 is arbitrary (note that both terms above are control functions). We proceed similarly for the third term, writing
For t ∈ [0, T ], define G t := v 2 L ∞ (0,t;L 2 ) +´t 0 |∇v| 2 L 2 dr, and fix ǫ > 0 sufficiently small (depending on r, q only). Absorbing to the left in ( . ), we end up with the estimate
for any |t − s| small enough. Applying Lemma . , we obtain the bound
where the above constant γ > 0 depends on the quantities r, q, ϑ, T, f M , ω B and α but not on κ, neither on v in C(L 2 ) ∩ L 2 (H 1 ).
We now want to apply Lemma . . To this end, let ǫ > 0 be such that
which means in particular that the exponents ρ := ρ 0 (1 + ǫ), σ := σ 0 (1 + ǫ) satisfy the condition ( . ).
Let n ≥ 1. In ( . ), making the substitution κ := κ n = 2(1 + ǫ) n , we obtain
where to obtain the first estimate we have used the interpolation inequality ( . ) on |u| (1+ǫ) n . Otherwise stated, if one defines the sequence Φ n := u (1+ǫ) n L ρ(1+ǫ) n (L σ(1+ǫ) n ) + 1 , n ≥ 0, then the estimate ( . ) shows that for any n ≥ 1 :
where the constant γ > 0 depends only upon the quantities ϑ, r, q, a L ∞ , f M , ω B , and α. Applying now ( . ), this yields for every n ∈ N 0 :
for another constant C > 0 as above. Having this at hand, we can now proceed to the proof of Proposition . .
. . Proof of Proposition . . Consider an approximating sequence B(n) = S 2 (b(n)) as in Definition . . By the classical PDE theory, if we denote by u(n) the corresponding weak solution (i.e. in the sense of distributions) of
then u(n) is well defined and unique in the class L ∞ (L 2 ) ∩ L 2 (H 1 ). It is easily seen that in fact, u(n) ∈ H α,2 B and is an L 2 -solution of du(n) = (Au(n) + f )dt + dB(n)u(n) Indeed, writing the integral form of ( . ), then adding and subtracting u s (n) in the integrand, we have
and the claim follows by direct evaluation of R u(n) in V 2α 2 (0, T ; H −2 ) (details are left to the reader).
Moreover, for f as in ( . ), it is known that u(n) is continuous, as a mapping from [0, T ] × R d to R (it is even γ-Hölder for some γ > 0 depending on the data, see for instance [ , Chapter ]).
As a consequence, using Corollary . the map v(n) := |u(n)| κ/2 is an L 1 -solution to ( . ) where B has been replaced by B(n). Consequently, the analysis made in the above paragraph ensures that u(n) L ∞ ([0,T ]×R d ) ≤ C, for a constant depending on known quantities but not on n ≥ 0. Using Banach Alaoglu Theorem, the weak- * lower-semicontinuity of the L ∞ norm, and uniqueness of the limit in C(L 2 )∩L 2 (H 1 ) this implies that u satisfies the same estimate. This proves the proposition.
. P T .
In order to prove Theorem . , we first demonstrate that the Itô Formula holds when u is bounded. Approximating our solution by a sequence of bounded elements, we will then show that the latter formula is preserved at the limit, proving the result in the general case.
. . Proof of the Itô Formula when u is bounded. Let u be an L 2 -solution of du = (Au + f )dt + dBu
where f belongs to L 2 (H −1 ), and such that moreover u ∈ H α,2 B ∩ L ∞ . By Lemma . , if P is a polynomial we have in particular P (u) ∈ H α,1 B,loc . Let M := u L ∞ . If one assumes in addition that P ′ (0) = P ′′ (0) = 0, then the inequalities
show that P (u) belongs to L ∞ (L 1 ) and similarly that |∇u||P ′ (u)| is an element of L 1 (L 1 ).
Hence, a direct evaluation shows that for P as above, it holds
Similarly, the drift term D :=´· 0 P ′ (u)(Au + f )dr belongs to L 1 (W −1,1 ) as can be seen by the estimate
Hence, from Proposition . and ( . ), we obtain the following estimate in H α,1 B :
Denote by P adm ([−M, M]) the set of all polynomials as above, equipped with the norm of C 2 adm ,
The estimate ( . ) shows that we have constructed a bounded linear map
, which can therefore be uniquely extended to a mapping
with the same operator norm as ϕ u . Considering any converging sequence P n → F in C 2 adm , and then making use of Lemma . , it is easily checked that a.e., F (u) = u * (F ). This demonstrates in particular that F (u) belongs to H α,1 B and that it solves the equation d(F (u)) = F ′ (u)(Au + f )dt + dB(F (u)) in L 1 , in the sense of Definition . . This shows the claimed Itô formula in the case where u is bounded.
We can now finish the proof of Theorem . .
. . End of the proof of Theorem . . By density one can consider sequences (f (n)) and (u 0 (n)) such that for every n ∈ N 0 :
• f (n) satisfies Assumption . ;
• u 0 (n) is bounded; and such that as n → ∞ :
By Proposition . , the corresponding solution u(n) ∈ H α,2 B is bounded, and moreover, by the continuity shown in Theorem . we have
Moreover, from ( . ), there exists a subsequence (still denoted by u(n) in the sequel) such that
By the intermediate result shown in the above paragraph, if F ∈ C 2 adm , we have F (u(n)) ≡ u(n) * (F ) ∈ H α,1 B , and moreover, for every φ ∈ W 3,∞ :
where (f i (n)) i=0,...,d , denotes any anti-derivative associated with f (n).
As mentioned before, for each n ∈ N, the operator norm of the extended linear map u(n) * , which is defined in ( . ), is the same as that of ϕ u . As a consequence, the estimate ( . ) remains true if the polynomial P is replaced by F. In particular, there is a constant C such that for any n ∈ N :
By Lemma . , we infer that (up to some new extraction)
F (u(n)) → F (u) strongly in C(0, T ; W −1,1 ).
Now, fixing φ ∈ W 3,∞ (R d ), (s, t ∈ ∆), it suffices to check that each term in ( . ) converges to the expected quantity. But using ( . ), ( . ), together with dominated convergence, we havë
Similarly, using ( . ) we havë [s,t] 
Finally, from ( . ), we have that for any (s, t) ∈ ∆ :
while Banach Alaoglu Theorem ensures the existence of a limit F (u) ♮ st for F (u(n)) ♮ st , but this limit is unique from the identification of the limiting equation, and thus belongs to V 2 (0, T ; W −3,1 ) by Proposition . . This finishes the proof of Theorem . .
Remark . . For a domain D ⊂ R d with smooth boundary, elements of W k,p 0 (D) for 0 ≤ k ≤ 3 and p ∈ [1, ∞] are naturally identified in W k,p (R d ) through the embedding map
This operation is of course linear and continuous. In particular, by duality, for every distribution g ∈ W −3,p ′ (R d ), the restriction g| D ≡ ι * D g to a smooth domain D is well defined. . . Proof of the solvability. Identify the test functions W k,p 0 (D) as elements of W k,p (R d ) as in Remark . , and then definẽ
Moreover, letũ 0 := ι D (u 0 ). Concerning the elliptic part, we definẽ
and we letÃ := ∂ i (ã ij ∂ j ·). With these definitions,Ã,B, fulfill the hypotheses of Theorem . so that there exists a unique L 2 -solution u ∈ H α,2
The element v := ι * D (u) is the natural candidate to solve the Dirichlet problem ( . ). In order to check that this is indeed the case, let us remark that w := ι * R d \D (u) is a classical solution to ∂ t w = ∆w on [0, T ] × (R d \ D), w 0 = 0, and hence w = 0. This shows that u is supported in [0, T ] × D. Since on the other hand u belongs to L 2 (H 1 (R d )), this implies that its trace onto
). This shows that v solves the Dirichlet problem ( . ). . . Proof of the maximum principle. The proof uses the so-called Stampacchia truncatures approach. Namely, let us fix a map G ∈ C 1 (R) such that the following properties are satisfied:
G is increasing on (0, ∞), ( . )
Let F ∈ C 2 (R) be defined by
where we denote by M = max(0, ess sup D u 0 ) < ∞.
By Theorem . applied to F (note that u has compact support) the following equation holds:
for some remainder F ♮ ∈ V 1+ (0, T ; W −3,1 ). Next, we arrange the drift term as follows:
Hence, denoting by D :=´· 0 G(u r − M)A r u r dr, we have for each (s, t) ∈ ∆ :
G ′ (u − M)|∇u| 2 dxdr + a L 1 (s,t;W 1,∞ ) F (u) L ∞ (s,t;L 1 ) .
Therefore, testing the equation against φ = 1 and then using Assumption . gives δ(|F | L 1 ) st +¨[ s,t]×D G ′ (u − M)|∇u| 2 dxdr ϑ a L ∞ F L ∞ (s,t;L 1 ) ω B (s, t) α + F L ∞ (s,t;L 1 ) ω B (s, t) α a L 1 (s,t;W 1,∞ ) , ( . ) for any (s, t) such that ω B (s, t) ≤ L(B, ϑ, a L ∞ ). Applying Lemma . , we obtain that F L ∞ (L 1 ) ≤ C ϑ, a L ∞ , a L 1 (W 1,∞ ) , ω B , α |F (u 0 )| L 1 ≡ 0, from which we conclude that u ≤ M a.e.
The proof of the estimate below is similar. Theorem . is now proved.
A A. A :
In the context of transport equations, the property ( . ) is known as renormalization (see e.g. [ ]). Recall that, informally speaking, a renormalized solution of a given PDE is defined as a map u, such that every composition of u with a smooth function is a weak solution to a "similar PDE".
In this appendix, we are going to prove that provided B is geometric, then the family (Γ ǫ (B)) ǫ∈(0,1) as introduced in Proposition . , is uniformly bounded (see Theorem . for a precise statement). This fact, is at the core of the proof of the product formula in Section . A fortiori, it relates to the chain rule stated in Theorem . and the fact that the solutions of ( . ) are "renormalised" in the sense given above.
In what follows, we fix D ′ ⊂ D ⊂ R d as in Section and, recalling Notation . , we will further denote by Ω := Ω D ′ while Ω ǫ := Ω D ′ ǫ . A. . Algebraic preliminaries. We start with a Lemma. Lemma A. . Let B be a geometric differential rough driver. There exists a multiplication operator M 1 st so that the following Leibniz rule holds ) for every φ, ψ ∈ C ∞ c . Similarly, there exists M 2 st so that for φ, ψ as above: where for a differential rough driver B and a function Φ, the brackets simply indicate a pointwise evaluation of the form ≪ B, Φ ≫:= B st [Φ](0) for some fixed pair (s, t) ∈ ∆, and Γ denotes the "co-product"
(for a quick introduction to co-algebras and their applications in analysis, we refer for instance to [ ]). This observation may not seem so surprising, as the set D of differential operators with smooth coefficients is itself endowed with a natural co-algebra structure (precisely encoding Leibniz Formula). The point here is that, in some sense, transport-like drivers "inherit" the co-algebra structure of D, a property that fails for differential rough drivers in general. Indeed, while the family (Γ st (B)) (s,t)∈∆ fulfills the axioms (RD )-(RD ) regardless of the class of differential rough drivers B considered, the property (A. ) however, does not hold in general if B is not transportlike. On the other hand, if B is geometric but not transport-like, then Lemma A. essentially asserts that (A. ) remains true up to a suitable zero order correction term. This fact is what ultimately allows us to form the product of two elements of H α,2 B for B geometric. A. . Renormalization property for geometric differential rough drivers. According to the terminology introduced in [ ], We will now show that any geometric differential rough driver is "renormalizable", more precisely:
Theorem A. (Renormalization property). Let B be a geometric, differential rough driver with regularity α > 1/3.
The differential rough driver Γ(B) defined in (A. ) is renormalizable, by which we mean that for each i ∈ {1, 2} and −3 ≤ k − i ≤ k ≤ 0, the following uniform bounds hold |T −1, * ǫ Γ i st (B)T * ǫ | L (W 1,k (Ω),W 1,k−i (Ω)) ≤ Cω B (s, t) iα (A. )
where C > 0 denotes a constant which is independent of ǫ ∈ (0, 1], while ω B is the regular control introduced in Definition . .
Remark A. . If B is transport-like, it is convenient to introduce the 2-parameter mapping L ≡ (L 1 , L 2 ) defined as ) which which we refer to as the reduced form of B, and whose knowledge is clearly equivalent to that of B. The advantage of considering the above pair instead of B itself is that for a geometric differential rough driver, the bracket L 2 is a first order differential operator, as opposed to B 2 . When B is transport-like, we already saw in Remark . that L 2 has pure order one. The general case follows similarly. Note further that |detDχ| = 2 −d and that √ 2χ is a rotation. By a common abuse of notation, we will denote by ∇ ± the gradient with respect to the new coodinates x + ≡ χ + (x, y) and x − ≡ χ − (x, y). Formally: ∇ ± = ∇ x ± ∇ y .
Proof of Theorem
Step : estimates on the reduced form We first show that for i = 1, 2, and Φ ∈ W k,∞ 0 (Ω) :
where L is the reduced form of B, as introduced in see Remark A. . Fix i ∈ {1, 2}. Since the bracket of a geometric differential rough driver is first order (see Remark A. ), and since this is also the case of L 1 ≡ B 1 , we can always write that L i,⋆ st = T i st +H i st where T ∈ V iα 2 (Ḋ 1 ) has pure order one, while H ∈ V iα 2 (D 0 ) (it suffices to use coefficients). Thus, for any φ, ψ ∈ C ∞ c , (s, t) ∈ ∆ we have L i,⋆ st (φψ) = (T i st φ)ψ + φ(T i st ψ) + H i st φψ . By density, it will be enough to show the claimed bounds on test functions of the form Φ(x, y) = φ( x+y 2 )ψ( x−y 2 ), with φ ∈ W k,∞ , ψ ∈ W k,∞ , where k ∈ {1, 2, 3} and ψ is compactly supported
Denoting by σ ∈ V α 2 (0, T ; (W 4−i,∞ ) d ) the associated family of coefficients, and making use of the new coordinates we have for the first term
and therefore:
Hence, we obtain ess sup
which shows the claimed property for k = 1. For the second term, we have
but from Taylor Formula, it holds for a, b ∈ R d : ) which in turn provides the estimate ess sup
≤ ω B (s, t) iα |Φ| W 1,∞ , since by assumption ψ is supported on the unit ball of R d . This yields the claimed estimate for k = 1.
The estimate for I ǫ 0 when k = 1 is obvious, and therefore left to the reader. In the more general case when k ∈ {2, 3}, it is enough to make use of the commutator identities
The proof adapts immediately from that of [ , Proposition . ] , hence we leave the details to the reader.
Step : uniform estimates on the first component. Recall that B 1 = L 1 by definition of the reduced form. Therefore, letting ) we infer from (A. ) that
(Ω)) ≤ Cω B (s, t) α , for any k ∈ {1, 2, 3}.
Step : uniform estimates on T −1 ǫ Γ 2 (B)T ǫ . Defining Γ 2,ǫ (B) := T ⋆ ǫ Γ 2 (B)(T ⋆ ǫ ) −1 (A. ) and recalling that L 2 := B 2 − 1/2B 1 B 1 , we have the algebraic identity
Otherwise said, we have the formula We can now conclude thanks to (A. ) and
Step , since for k = 0, −1 :
|Γ 2,ǫ (B)| L (W k,1 ,W k−2,1 ) ≤ 1 2 |Γ(B) 1,ǫ | L (W k,1 ,W k−1,1 ) |Γ(B) 1,ǫ | L (W k−1,1 ,W k−2,1 ) + |L ǫ | L (W k,1 ,W k−2,1 ) ≤ Cω B (s, t) 2α , which finishes the proof of Theorem A. .
