We present a detailed investigation of the functioning of microevaporators using numerics and analytical arguments. We first present a way to neatly control stationary gradients of solutes in a microfluidic channel. These gradients display exact exponential or Gaussian shapes depending on a Péclet number ͑Pe͒ that compares the mobility of the solute to the convection in the microevaporator. Then, we focus on the regimes of filling where solutes are continuously accumulated toward the tip of the microevaporator, and we give an analytical description on how they concentrate at the tip of the channel depending on Pe; we also evidence and stress the significant role of transient regimes in the mechanisms at work. Finally, we detail how to use these devices to explore dynamically phase diagrams of multicomponent systems.
I. INTRODUCTION
Exploring the phase diagram of a solution is a common and basic method to evidence the different thermodynamic states of a system. Importantly, the pace and the process of such exploration sometimes reveals out-of-equilibrium features if ever the kinetics plays a determining role. Figure 1͑a͒ helps to understand such ideas for the simple case of two solutes A and B. Here, we sketch a naive phase diagram with one thermodynamic boundary between two different states, and also a metastable zone. Such a situation is actually commonly encountered in many cases of macromolecules in solution. 1 The control of the explored trajectories, as well as the pace at which the phase diagram is explored, are often important. For instance, specific trajectories that decouple the nucleation and the growth kinetics in protein systems are crucial to avoid arrested states and to obtain crystals with a quality suitable for further analysis ͑such as x-ray diffraction for proteomics 1 ͒. Numerous other problematics underline the relevance of the control of a kinetics pathway: formation of surfactants liposomes 2 and mesophases, 3 selection of polymorphs, 4 crystallization of superlattices of nanoparticles, 5 etc. Microfluidics, as a toolbox to manipulate solutions at the nanolitre scale with a neat control over transport phenomena, is often the best candidate to explore phase diagrams in a controlled way, as shown by the numerous works in the field of protein crystallization [6] [7] [8] [9] [10] [11] ͑see Ref. 12 for a recent review͒. Some of these microfluidic methods exploit the fact that water may permeate through parts of the microsystems ͓often made of the elastomeric polydimethylsiloxane ͑PDMS͒, but this is not exclusive 13 ͔, offering thus the possibility to concentrate or to dilute aqueous solutions by controlling their chemical potential. [14] [15] [16] Microevaporation is another original and complementary technique to concentrate aqueous solutions up to dense phases as early recognized in Refs. 17 and 18. Microevaporation, as shown in Fig. 1͑b͒ , consists of dead-end microfluidic channels made of PDMS connected to a reservoir containing dilute aqueous solutions. Spontaneous pervaporation of water through the PDMS matrix ͑permeation across the body of the microsystem followed by evaporation at contact with relatively dry air͒ induces a net flow from the reservoir up to the tip of the microfluidic channels thus concentrating the solutes contained in the reservoir. From a dilute solution of A and B in the reservoir, the two solutes continuously concentrate in the microfluidic channel. This situation corresponds to an exploration of the A-B phase diagram as displayed in Fig. 1͑a͒ . Interestingly, more complex trajectories a͒ Electronic mail: jean-baptiste.salmon-exterieur@eu.rhodia.com. ͑Color online͒ ͑a͒ Typical phase diagram of two solutes A and B: the continuous thick line is a thermodynamic boundary that delimits two different equilibrium states. The dark gray region corresponds to the metastability extent of the system. The arrows correspond to different trajectories starting from dilute solutions, that can be explored thanks to microevaporation. ͑b͒ Sketch of microevaporation: three-dimensional ͑3D͒ view of a dead-end microfluidic channel and its reservoir built in a PDMS block stuck on a glass slide. Water permeates through the PDMS block ͑blue arrows͒, thus inducing a net flow from the reservoir ͑black arrows͒, and thus concentrating the solutes contained in the reservoir at the tip of the microevaporator ͑red dots͒.
as the one also shown in Fig. 1͑a͒ can be obtained when working with an open reservoir, since the concentration of the incoming solutes can be replaced one another over time in the reservoir.
To achieve a better control of the concentration process and get a quantitative description of these trajectories, Leng et al. 19 proposed specific microdevices displayed in Fig. 2 and hereafter called microevaporators. Control of the evaporation is achieved thanks to the presence of a thin membrane of PDMS ͑e Ϸ 10− 50 m͒ on one side of the microevaporator across which mainly the water pervaporates. The pervaporation rate v e = Q e / S through the surface S of the membrane is of the order of 10-20 nm/s for such small thicknesses. Leng et al. showed in that case that the concentration process is well predictable, at least for dilute solutions, by a reduced set of control parameters: the geometrical parameters ͑L 0 and h͒, the pervaporation efficiency ͑Q e ͒, the mobility of the solute, and its concentration in the reservoir C 0 . The same group later applied these microfluidic tools to concentrate surfactants solutions from dilute up to dense and organized mesophases, showing how this technique promotes qualitative and quantitative informations concerning phase diagrams. 20 More recently, Moreau et al. 21 presented a modified geometry of microevaporators that permits to accumulate several different chemical species at a rate that does not depend on their mobility, thus opening up the possibility to explore precisely multicomponent phase diagrams in water.
The aim of the present paper is to provide ready to use formulas for the tool that might seem otherwise complex to manipulate with a quantitative prospect: we first enumerate in detail all the mechanisms at work ͑stationary and continuous regimes of concentration, transient effects, etc.͒ along with the approximations we will require; the goal we achieve is to provide simple and entirely analytical relations to very well approximate the kinetic pathway underwent during the concentration process, that we otherwise calculate numerically.
Such an understanding is a prerequisite to design experiments in the aim of exploring phase diagrams, as sketched in Fig. 1͑a͒ , and we will eventually provide a chart for achieving such a goal.
II. IDEAL MICROEVAPORATORS
To perform a complete description, we now use several hypotheses, and we will refer to them as those of the ideal microevaporators. First, we assume that pervaporation velocity v e is constant and uniform throughout the entire length of the evaporation channel. Second, we deal only with microevaporators consisting of long microchannels of constant width w and height h. Finally, we consider solutes that do not pervaporate through the PDMS matrix, that do not undergo chemical reactions, that are not subject to external fields, and thus neglect gravity. For sake of simplicity, we also only deal with ideal solutions whose solute is described by a single concentration-independent diffusion coefficient ͓D ϵ const.͔ and for which the thermodynamic activity reduces to concentration; as a consequence, there is a priori no coupling between pervaporation, hydrodynamics, and the solute concentration process.
Each of these assumptions may break down at several stages of an experiment. For instance, dense phases are often observed during the concentration of a dilute solution which implies that evaporation is roughly obtruded above it, but also that in the way of creating such a dense phase, concentrated solutions are likely not to be ideal any more, and this possibly at several places of the channel. Schindler and Ajdari 22 described the most general case based on nonequilibrium, irreversible thermodynamics for which there is a coupling between pervaporation, hydrodynamics, and diffusion. They thus provided a general model to extract thermodynamic and kinetic informations from the analysis of experiments, such as the growth velocity and the spatial extent of sequences of dense phases during the concentration process.
However, due to the generality of their work, any temptative analysis of the experiments relies on numerics, which does not convey a simple functioning of microevaporators ready to use "for experimentalists." Our aim is to bridge this gap and to provide simple analytical results to design trajectories in a phase diagram. We will thus focus for sake of simplicity only on ideal microevaporators which are a good guide according to our own experience.
From the above assumptions, mass conservation of water with a sink term leads to
which integrates as 
where we defined e as the evaporation time e = h / v e and V͑X͒ is the average velocity over the slice h ϫ w at position X; this is the velocity field induced by evaporation in the microchannel. e ranges typically between 100 and 1000 s for thin microchannels ͑h =10−50 m͒, and the incoming velocity V 0 in the reservoir region V 0 = ͑L 0 / h͒v e may reach high values for long microevaporators. The total flow rate due to the pervaporation process is given by Q e = V 0 hw = L 0 hw / e and e is thus the times scale for which all the volume of water contained in the microevaporator has pervaporated.
From the above velocity profile, Eq. ͑2͒, we calculate the trajectory of a tracer particle entering the microevaporator at time T = 0 and flowing downstream to obtain X͑T͒ = L 0 exp͑ −T / e ͒.
A. Transport of solutes
For dilute solutions we safely assume that the transport of the solute is described by a two-term flux
where D is the diffusion coefficient of the solute that does not depend on the concentration C. We also assume here that a one-dimensional ͑1D͒ model is satisfactory to describe the concentration process, and we will discuss the range of validity of such assumption in the following. The conservation of the solute ‫ץ‬ t C + ‫ץ‬ X J = 0 yields for X Ͻ L 0
and for X Ͼ L 0
This last equation is equivalent to the one describing sedimentation. Since the solutes do not penetrate the PDMS matrix, the boundary conditions to solve the above equations are J͑X =0͒ = 0 and J͑X ӷ L 0 ͒ = J 0 , where J 0 is the incoming flux from the reservoir. In the above equation for the pervaporation zone ͑i.e.,
the comparison of the diffusive flux −D‫ץ‬ X C to the convective one −XC / e . We define here the Péclet number as
The size P typically ranges from 1 mm for small molecules ͑D Ϸ 10 −9 m 2 / s͒, to a few tens of microns for colloids of radius 200 nm ͑D Ϸ 10 −12 m 2 / s͒. Given the length of the evaporation zone of a microsystem, the rightmost part of Eq. ͑6͒ thus gives a direct way to readily estimate Pe for a given species in solution.
For large Péclet numbers ͑Pe ӷ 1͒, the size of the accumulation box is smaller than the evaporator length ͑L 0 ӷ P͒ and solutes are therefore convected from the reservoir down to the accumulation box of size P at the tip of the microevaporator, where the flux is dominated by diffusion. Mass conservation for the solute implies in this case that the rate of concentration in the accumulation box follows ␦C ␦T
showing how geometrical parameters ͑h , L 0 ͒, pervaporation ͑v e ͒, and mobility ͑D͒ are combined together to control the concentration rate. Note that the microevaporators allow the manipulation of solutions up to dense phases in extremely small volumes, since Pwh ranges roughly from 1 nL for mobile species ͑D ϳ 10 −9 m 2 / s, h =15 m, and w = 100 m͒ down to 50 pL for colloids of radius 200 nm in the same experimental conditions.
For small Péclet numbers ͑Pe Ͻ 1͒, it turns out that the solutes are not confined in the microevaporator zone only but may also extent in the reservoir region ͑X Ͼ L 0 ͒, as indeed suggested by the classical sedimentation length scale P ϳ L 0 / Pe relevant in this case. Actually, for Pe Ͻ 1, the microevaporator becomes inefficient to concentrate solutes and we shall omit this case in the rest of our work.
B. Validity of the 1D approach
In the above model, we assume that a 1D equation is satisfactory to describe the transport process. As a matter of fact, it comes out of an averaging over the height of the channel which may actually be dubious in many cases, especially regarding hydrodynamic dispersion.
Such an assumption is only valid above times scale d ϳ h 2 / D corresponding to the diffusion time over the typical transverse dimensions of the microevaporator. The time scales T Ã of the transit of a tracer from the entrance of the microevaporator down to the accumulation box of size P, is given by
and follows from integration of Eq. ͑2͒ between L 0 and P. This times scale, as emphasized later, plays a crucial role regarding the transient regimes that inevitably occur upon initiating a concentration process, and shall be taken into account. The 1D description is thus valid when
Pe. This last relation is always valid when h Ӷ P = ͱ D e and limits the 1D description to relatively small colloids-for which Brownian diffusion over the height of the channel always homogenizes the concentration faster than the convection transports the solute along the x-axis. For e = 1000 s and h =15 m, D must be smaller than ϳ210 −13 m 2 / s, corresponding to colloids of 1 m in water. Moreover, the transport of the solute along the x-axis should also take into account the dispersion due to the velocity profile through an effective diffusion coefficient ͑see Refs. 23 and 24 for the specific case of Taylor-Aris dispersion in microchannels͒. The case of microevaporation is more complex than the classical Taylor-Aris dispersion since the velocity profile is not constant along the axial direction ͓see Eq. ͑2͔͒. However, as shown above, convection dominates diffusion for X Ͼ P, and the velocity at X = P is relatively small of the order of V͑P͒ = ͱ D / e . An estimation of the Taylor-Aris correction for such velocities would then give an effective axial dispersion of the order of
where takes into account the exact geometry of the microchannel. When h Ͻ P, we will neglect the correction to the dispersion due to the Poiseuille flow and use the thermal diffusion coefficient to describe the transport of the solute in Eq. ͑3͒.
C. Nondimensional model
In the following, we use nondimensional units in order to get a more systematic understanding of the concentration process using numerics, and to offer analytical approximations of the concentration field with time.
We make the above model nondimensional using
The conservation equation now reads
and the nondimensional fluxes are
Nondimensional boundary conditions are now j͑x =0͒ =0 at the tip of the microevaporator and j͑x͒ = −1 in the reservoir for x ӷ 1. Following the above discussions, the natural length scales that appear in the concentration process become p =1/ ͱ Pe for the accumulation box in the microevaporator and 1 / Pe for the sedimentation. Again, Pe Ͼ 1 turns out to be a critical condition for the efficiency of concentration in a microevaporator. This nondimensional form also emphasizes that the concentration process only depends on a unique pa-
2 v e / ͑Dh͒ that takes into account geometrical parameters L 0 , h, the mobility of solutes D and the efficiency of the pervaporation v e , and that can be tuned experimentally on a large range ͑typically from 10 −2 to 10 6 ͒.
D. Numerical computation
The two different length scales involved in the process ͑the accumulation zone p =1/ ͱ Pe and the sedimentation length scale 1 / Pe͒, may vary on a large range with the Péclet number, as compared to the fixed microevaporator length. Different discretization levels of the space coordinate x are therefore required to solve numerically the above ordinary differential equations.
At large Pe numbers, solutes are convected from the reservoir down to the tip of the microevaporator in the box of size p. It is therefore not necessary to solve the equation of evolution of c͑x , t͒ in the reservoir as j͑x Ͼ 1,t͒ = −1. We thus discretize only the microevaporator zone, with n points according to x i = idx with dx =1/ ͑n −1͒ ͑n typically ranges from 100 to 500 points͒. We then apply the classical no-flux boundary condition at i = 1 and we set the flux at the point i = n − 1 to be j͑x =1͒ = −1.
The number of points n shall be large enough to describe finely the accumulation zone, i.e., dx =1/ ͑n −1͒ Ӷ p. For very large Péclet numbers ͑e.g., Pe Ͼ 10 4 ͒, n becomes too large to allow rapid numerical computation. In that case, we only discretize the space coordinate with n points in the range x =0−10p, and with dx =10p / ͑n −1͒. As shown later in the paper, analytical approximations can be found for the concentration field c͑x , t͒ for x ӷ p: indeed, for t Ͼ t 0 = −log͑10p͒ and c͑10p , t͒Ϸ1 / ͑10p͒. We use these approximations to solve numerically the evolution of c͑x , t͒ in the x =0−10p range and for times t Ͼ t 0 .
In the case of small Péclet numbers, solutes may also concentrate in the reservoir region. The natural length scale is now that of sedimentation 1 / Pe. However, for x ӷ 1 +1/ Pe, one expects that the incoming flux is j͑x͒Ϸ−1. We thus choose to solve the equations from x =0 to x Ϸ 1 +10/ Pe, and with the previous boundary condition. We discretize the space coordinate as x i = idx with ͑n −1͒dx =1 ͑n is the number of points in the microevaporator͒, and we chose a total number of points N that follows Ndx Ϸ 1+10Pe. dx does not have to be as small as for the cases of large Pe, since gradients of concentration are expected to be small in the microevaporator for small Péclet numbers. At the point i = n − 1, we assume continuity of the flux and of the concentration.
With all these approximations and helpful numerical tricks, we use the classical fourth-order Runge-Kutta numerical scheme 25 to compute the concentration field c͑x , t͒ at any time and place in the microchannel.
III. STATIONARY REGIMES

A. Stationary gradients depending on the Péclet number
In the above problem, no stationary states exists unless the incoming flux of solutes is set to zero ͑J 0 =0͒, which may sound contradictory but is not.
Indeed, to obtain such a situation, let us imagine the following process: the microdevice is first fed with a constant incoming flux J 0 =−C 0 V 0 from the reservoir at concentration C 0 , for a given period of time ␦T. Water is then substituted with the solute in the reservoir, which actually sets J 0 =0 as C 0 = 0. As the water steadily pervaporates, the induced flow confines the solute trapped in the microdevice until a stationary regime is eventually reached. The total number of molecules of solutes confined in the microdevice is simply given by ␦N = C 0 Q e ␦T.
In the stationary state, convection and diffusion are exactly balanced so that the flux vanishes j͑x͒ = 0. Simple integrations of Eqs. ͑12͒ and ͑13͒ give the stationary profiles
͑14͒
c͑x͒ c͑0͒
͑15͒
where the constant c͑0͒ϵc͑x =0͒ is related to the total number of solute molecules ␦N confined in the device. Figure 3 displays three of these stationary profiles for Pe = 1, 10, and 100. Above Pe Ϸ 10, all the solute is confined in the microevaporator zone, whereas solute is also distributed in the reservoir for smaller Péclet numbers. We define the width p of the accumulation zone as p 
B. Transient regimes: dispersion in the microevaporator
These stationary gradients at high Péclet numbers are useful to reach high concentrations of solute in the small accumulation box starting from a dilute solution. However, it is important now to recasts important effects such as typical filling time, dispersion, etc., especially when keeping in mind the experimental use we want to make of these tools; we therefore precise the experimental procedure and Fig. 4 helps to summarize our approach when considering high Pé-clet numbers.
First, the reservoir contains only pure water. Then, the concentration of solute is imposed at c = 1 in the reservoir for a duration w 0 . Finally the reservoir is filled again with pure water. From a simple integration of Eq. ͑14͒, the Gaussian stationary profile is expected to be
ͪ.
͑16͒
The duration w 0 thus controls the concentration of solutes in the accumulation box. The upper part of Fig. 4 shows how a finite pulse of solute travels from t = 0 downstream until it reaches the tip of the microevaporator and develops the stationary Gaussian profile given in Eq. ͑16͒ at large t. However, until this stationary gradient is reached, it takes a certain time s for the journey of the solute, and a width w s during which the pulse settles in ͓Fig. 4͑b͔͒. It is therefore important to estimate both s and w s . For clarity, we split the trip of the solute into two parts: from the reservoir to the entrance of the microevaporator and from this entrance down to the tip of the capillary. Note that in this work, the term reservoir takes an unconventional meaning and actually consists of a microchannel of length r that connects the inlet of the microdevice to the microevaporator.
Let us thus first consider the reservoir region, located between x =1+r and x = 1. In the case of an infinitely short pulse c͑x =1+r , t͒ = ␦͑t͒, where ␦͑t͒ is the Dirac function and it follows from Eq. ͑11͒ that the concentration profile reads c͑x,t͒ = ͱ 1 4͑t͒
͑17͒
with
which is a classical result of convection-diffusion equations.
As displayed in Fig. 5͑a͒ , the pulse thus travels the reservoir during the transit time r, where r is the length of the reservoir, and widens by diffusion up to = ͱ r / Pe when entering the microevaporator. Let us now consider a pulse of concentration c͑x =1,t͒ = ␦͑t͒ that enters the microevaporator. Interestingly, the dispersion due to diffusion in the linear velocity profile in the microevaporator is not a classical result. However, we show The microevaporator is in the x =0−1 range, and the reservoir lies at x =1 + r. ͑b͒ Temporal representation of the pulse emitted at time t = 0 in the reservoir c͑x =1+r , t͒w, ͑w 0 is its temporal width͒, and typical response c͑x =0,t͒ at the tip of the microevaporator occurring after a transient time s . w s is the temporal width of that response.
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from Eq. ͑10͒ that the concentration profile also follows a Gaussian shape described by Eq. ͑17͒ but with
this result being valid only for x 0 ͑t͒ − ͑t͒ Ͼ 0. Figure 5͑b͒ displays such profiles as well as the corresponding width and mean position x 0 against time. The mean position x 0 ͑t͒ of the pulse follows an exponentially slowing down trajectory, as expected from the linear velocity profile ͓Eq. ͑2͔͒. More strikingly, the concentration profile widens until an asymptotic width 2 ϳ 1 / ͑2Pe͒ is reached. At the time
the pulse is entering the accumulation box of size p =1/ ͱ Pe, and its width is of the order of Ϸ 1 / ͱ 2Pe, i.e., about the size of the accumulation box itself. Equation ͑17͒ is thus not valid to describe the evolution of the concentration profile after Ã . However, the stationary Gaussian shape given by Eq. ͑16͒ will be reached on a time scale of the order of 1, i.e., the times scale of diffusion over p. To summarize, a pulse entering the microevaporator at time t = 0 reaches in the accumulation box at time Ã and widens up to a width ϳ p. The expected stationary gradient is then reached by diffusion on a time scale of the order of 1.
From the previous considerations, it is now possible to estimate s and w s , see again Fig. 5͑a͒ . s is simply given by the traveling time in the microdevice, i.e.,
and thus depends on the length of the reservoir region but also on the Péclet number. w s is then simply given by the dispersions both in the reservoir and in the microevaporator, i.e.,
We recall again that the concentration in the evaporator in the stationary state is given by Eq. ͑16͒ and that the expected mean concentration in the accumulation box is thus c = ͱ Pew 0 . The transient time s + w s to reach this steady concentration is roughly given by the previous equations. Such relations should guide the experiments when using such regimes of functioning of microevaporator for exploring phase diagrams for instance.
IV. CONTINUOUS FILLING REGIMES
We now turn to the regimes of filling, where the incoming flux J 0 is constant and solutes concentrate continuously in the microdevice.
A. Asymptotic flux
In that situation and after a transient regime, the flux reaches a stationary state for which ‫ץ‬ t j͑x , t͒ = 0. Simple integrations of the conservation equations give in that case 100, and the incoming flux j e as a function of Pe. For Pe Ͼ 10, the incoming flux is almost equal to unity: all the solute is convected from the reservoir and enters the microevaporator where it accumulates. The rate of concentration in the microevaporator is simply given by the conservation equation ‫ץ‬ t c + ‫ץ‬ x j͑x͒ = 0, and at long time scales Figure 7 presents the rate of concentration ‫ץ‬ t c at x = 0 against the Péclet number Pe. Below Pe Ͻ 1 the rate of concentration is small and is well-approximated by ‫ץ‬ t c͑x =0͒ϷPe: the solute is slowly accumulated both in the microevaporator and the reservoir. For larger Péclet numbers, the microdevice starts being efficient: the solute concentrates at the tip of microevaporator in the accumulation zone of width p =1/ ͱ Pe, and at a rate Ϸ ͱ 2Pe / .
B. Large Péclet regime and the hyperbolic ramp
For Pe Ͼ 10 the microevaporator is efficient to confine the solute in the accumulation box of width p =1/ ͱ Pe, and to concentrate it linearly in time at a rate proportional to ͱ Pe. In that range of Péclet numbers, the flux is wellapproximated by j͑x͒ = −erf͑ ͱ Pe / 2x͒ and one can integrate the relation ͓Eq. ͑26͔͒ to obtain the concentration profiles at long time scales c͑x,t͒ ϳ ͱ
where R͑x͒ comes from the integration. For x ӷ p, the flux is dominated by convection so that ‫ץ‬ t c Ϸ 0 and R͑x͒Ϸ1 / x: this is the so-called hyperbolic ramp.
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Figure 8 depicts such an analytical scenario in the asymptotic regime, i.e., at long time scales and for large Péclet numbers, as well as the corresponding numerical simulations. This figure shows a good agreement with the numerical simulations especially for long time scales. Indeed, we do not know R͑x͒ in the accumulation zone x Ͻ p but this term has a negligible contribution at long time scales. For intermediate times, this term may be relevant as can be seen by the discrepancies between our numerical results and the approximation at times t Ͻ 10.
To get a better approximation of the concentration field even at moderate t, transient regimes have to be taken into account.
C. Transient regimes for large Péclet
The previous asymptotic regimes are reached after a transient-which is actually of significant importance for experiments-and Eq. ͑27͒ may not always represent correctly the concentration field c͑x , t͒. The characteristic times scale of that transient, Ã , is the time required for the solute to pass through the hyperbolic ramp and to feed the accumulation region of size p =1/ ͱ Pe, as previously introduced in Eq. ͑22͒.
Ã can also be seen as the time scale for the establishment of the hyperbolic ramp. Indeed for x Ͼ p, the evolution of the concentration follows roughly ‫ץ‬ t c = x‫ץ‬ x c + c since diffusive fluxes can be neglected in this zone. Therefore, c͑x , t͒ = exp͑t͒, when c͑x , t͒ Ͻ 1 / x and c͑x , t͒ =1/ x for t Ͼ log͑1 / x͒. At x = p, the stationary concentration is reached at t = Ã = log͑Pe͒ / 2. For t Ӷ Ã , the solute has undergone a mild concentration only and gradients of concentration can be neglected; therefore ‫ץ‬ t c Ϸ c and the solute follows an exponential increase in the concentration c Ϸ exp͑t͒. This transient regime is independent of the Péclet number, and is of prime interest when dealing with large Péclet number. Indeed, at the end of the transient regime t Ϸ Ã , i.e., when the hyperbolic ramp is well-established, the concentration in the accumulation box is roughly given by exp͑ Ã ͒Ϸ ͱ Pe and reaches high values in the case of large Pe.
At larger time scales, the rate of concentration is given by Eq. ͑26͒. We thus suggest an analytical approximation for c͑x , t͒ in the accumulation region for x Ͻ p c͑x,t͒ = exp͑t͒ for t Ͻ Ã , ͑28͒
and for t Ͼ 
͑29͒
Concerning the hyperbolic region, x Ͼ p, the expected behavior is c͑x,t͒ = exp͑t͒ for t Ͻ − log͑x͒, 
V. APPLICATION TO PHASE DIAGRAM SCREENING
We finally present how to use microevaporators in order to design experiments aiming at exploring quantitatively the phase diagram of a solution.
Indeed, we recognize in the previous results that the microevaporators do concentrate any solution at a given rate, up to dense states; we may thus access to the state of the solution against time, that is here concentration ͓Eqs. ͑28͒-͑31͔͒. This unique equivalence between time and concentration is of course limited to the cases we specified before, but nevertheless provides a good guide to relate quantitatively time and concentration. We thus anticipate that it is possible to design a specific trajectory in a phase diagram, and then to estimate the boundary of the first phase transition which is monitored using the time-concentration equivalence.
Moreover, kinetic effects often play an important role for phase transition, as it is well-known for instance in the field of macromolecular crystallization. 1 It is rather easy using microevaporators to tune the rate of concentration, and thus the rate of the exploration in the phase diagram, for instance by simply varying their lengths or the concentration in the reservoir.
To illustrate these points more precisely, we will focus on a typical ternary system: two solutes A and B in water with distinct diffusion coefficients D A =10 −10 and D B =10 −9 m 2 / s, these values being close to those of a small protein and a salt, respectively. Here, we set a typical evaporation time to e = 1000 s, which can actually be controlled in the microdevice fabrication process via the thickness of the evaporation membrane for instance and be calibrated. The sizes of the accumulation boxes are in that case P A = ͱ D A e Ϸ 300 m and P B = ͱ D B e Ϸ 1 mm. We now choose to design microevaporators with three lengths ͑yet connected to a same reservoir͒ so as to have Péclet numbers always larger that 10 ͓Eq. ͑6͔͒, say L 0 = 4, 8, and 12 mm. The Péclet numbers are Pe B = 16, 64, and 144 for the most mobile specie B and Pe A = 160, 640, and 1440 for the solute A. These three microevaporators will therefore concentrate the two solutes at different rates that correspond to different kinetic trajectories in the phase diagram and we will use the approximations derived previously to determine the trajectories of the mixture.
First, it is useful to work in the asymptotic regime of filling far away from the transient regime. Since A is the less mobile solute, this regime is reached for t Ͼ A Ã = log͑Pe A ͒ / 2 which ranges between 2.5 and 3.6 only due to the weak logarithmic dependence. Above A Ã , the concentrations of solute A and B at the tip of the microevaporator at x = 0 are well-approximated by Eq. ͑29͒ and the trajectory in the phase diagram is thus given for t Ͼ A Ã by
where
The slope of this trajectory only depends on the ratio of the diffusion coefficients since Pe A / Pe B = D B / D A . Note however that for each length of microevaporator, each trajectory has its own offset as ⌬ Ã remains a ͑logarithmic and thus weak͒ function of the length. Figure  10͑a͒ displays the trajectories in the phase diagram using nondimensional units computed from the numerical simulations as well as the above analytical approximations, showing a nice agreement.
We now reintroduce real units. When entering the linear regime of filling, i.e., at t = A Ã , the concentrations at the tip of and thus depend strongly on the concentration ratio of the solution in the reservoir. In all the cases, the initial concentrations are chosen fairly small so to reach the asymptotic regime still at small concentration ͑below the expected phase transition͒. More precisely, Fig. 10͑b͒ displays a snapshot at a given time, that evidences that the three different microevaporators explore the phase diagram at a different pace. The offsets between the three trajectories are actually small compared to the role of the ratio ͑C A 0 / C B 0 ͒, and it is due to the logarithmic dependence of the transient times with the Péclet number. The exploration of the phase diagram at different velocities may unveil kinetic aspects of the transition, as illustrated on Fig. 10͑b͒ where a thermodynamic boundary is shown as well as a metastable zone.
VI. CONCLUSIONS
We proposed a simple analytical description of microevaporators, these microdevices that were initially developed to evaporate solutions on the nanolitre scale. The core of our theory is given by a set of three equations ͓Eqs. ͑28͒-͑31͔͒ written in a nondimensional form. In this theory, we reach an extremely good agreement with numerics and recognize the role of a two-stage behavior in the concentration process; we thus identify a typical time scale for the transient regime which plays a significant role for understanding the mechanisms at work in the microdevice.
Despite a number of limitations in the use we can make of this theory, we believe that the strength of our results lies in its simplicity. To be quite pragmatic, we eventually give a road map for using the device in order to explore quantitatively a phase diagram of a multicomponent system. It requires to reintroduce real units in order to assess the effect of each parameter on the kinetic pathway followed during the concentration process. Indeed, one of the important issues that comes out of this road map is the effect of kinetics which can be systematically studied with the device. It might help unveil important effects that occur during for instance macromolecular crystallization.
Finally, we recall that there is a large number of trajectories and strategies that can be followed using microevaporators ͓i.e., Fig. 1͑a͔͒ and that the device works at very small volume ͑V ϳ nL͒, which also may be significant for studying nucleation events that occur at a rateϰ V. ͑b͒ Snapshot of the trajectories in the phase diagram ͑in real units͒, the squares indicate the concentrations at the time of the snapshot ͑t =20͒. The trajectories are simply calculated from those shown in ͑a͒ for three ratios of concentration ͑see text͒. For each ratio of concentration, the three trajectories corresponding to the three length scales allow to explore the phase transition at a given pace. The continuous thick line corresponds to a thermodynamic boundary condition and the thin line to a metastable limit, thus illustrating the relevance of exploring such phase diagram at different velocities.
