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A linear-scaling scheme for estimating the electronic energy, gradients, and Hessian of a large
molecule at ab initio level of theory based on fragment set cardinality is presented. With this
proposition, a general, cardinality-guided molecular tailoring approach CG-MTA for ab initio
geometry optimization of large molecules is implemented. The method employs energy gradients
extracted from fragment wave functions, enabling computations otherwise impractical on PC
hardware. Further, the method is readily amenable to large scale coarse-grain parallelization with
minimal communication among nodes, resulting in a near-linear speedup. CG-MTA is applied for
density-functional-theory-based geometry optimization of a variety of molecules including
-tocopherol, taxol, -cyclodextrin, and two conformations of polyglycine. In the tests performed,
energy and gradient estimates obtained from CG-MTA during optimization runs show an excellent
agreement with those obtained from actual computation. Accuracy of the Hessian obtained
employing CG-MTA provides good hope for the application of Hessian-based geometry
optimization to large molecules. © 2006 American Institute of Physics. DOI: 10.1063/1.2339019I. INTRODUCTION
The computational power and storage have been driven
by Moore’s law1 in the past few decades, and would prob-
ably continue to do so for a few more decades. With readily
available processing power, a computational scientist can
routinely apply ab initio theories for attempting solutions of
many challenging problems in chemistry, physics, and biol-
ogy. However, the formidable computational complexity of
these methods2–5 is a major bottleneck towards applying
them to larger chemical or biological systems. For a system
with N basis functions, though the complexity is theoretically
ON4 for the Hartree-Fock HF method and going up to
ON7 for correlated methods, it has been well known that
only ON2 integrals are significant for a very large
molecule.6 In consequence, even with huge computational
resources, practical applications of conventionally coded ab
initio methods are plausible only for the systems containing
fewer than 100 atoms at a sufficiently reliable level of theory
and basis.
In an attempt to reduce the CPU and memory require-
ments of ab initio methods, linear-scaling divide-and-
conquer DC-type algorithms have had a fair amount of suc-
cess in computing one-electron properties and in structure
determination.7–21 Yang and Lee8 reported one of the earliest
attempts in applying DC-type methodology for geometry op-
timization with density functional theory DFT. Although
the results obtained by them were reported to be close to the
actual computations when applied to small molecules like a
-tetrapeptide comprising of glycine, there was no apparent
advantage in terms of CPU time when compared to the cor-
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have developed and employed their adjustable density matrix
approximation ADMA to various classes of polypeptides
for determining one-electron properties. Using molecular
fractionation with conjugate caps MFCC approach, devel-
oped by Li et al.18 and later extended by Chen et al.,22 the
estimations of HF, Møller-Plesset second order perturbation
MP2, and B3LYP energies with maximum error of up to a
few millihartrees have been demonstrated. However, most of
the systems reported by the previous researchers are either
small or linear except for the case of crambin molecule.23
Although the geometry optimization of crambin molecule
appears to be one of the largest ab initio calculation being
carried out so far, we find that there are still sufficient com-
putational bottlenecks that need to be overcome for a routine
application of these methods to biologically interesting sys-
tems. In the previous works,11–15 our group has indepen-
dently developed a molecular tailoring approach MTA and
has applied it for the computation of one-electron properties
such as electron density and electrostatic potential of many
large nonlinear molecules such as silicalite, ibuprofen clus-
ter, and many others. As an initial attempt towards applying
MTA for geometry optimization, a small albumin binding
protein of 851 atoms was partially optimized at the HF/6-
31G level using relatively inexpensive and distributed PC
resources.
15
In an almost parallel, independent development, Ki-
taura’s group have developed a similar fragment-based strat-
egy termed fragment molecular orbital FMO method which
has been incorporated into the GAMESS package.19,20,24–27
Komeiji et al. have also applied FMO to molecular dynamics
simulations.28 However, the FMO technique has been largely
tested and applied for single point energy evaluation of large
molecules, obtaining binding/interaction energies of protein
© 2006 American Institute of Physics09-1
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on lysozyme, a protein with about 2000 atoms at HF/4-31G
level has also been reported using the FMO method by Na-
kano et al.19 and Kitaura et al.20 A computational time of
four days with a cluster of 18 Pentium III computers was
reported for this investigation. The largest of the FMO en-
abled calculation, which has recently been reported,24 is on
20881 atom photosynthetic protein at RHF/6-31Gd level
of theory using a huge computing power of 600 CPUs. A few
systems have also been subjected to geometry optimization,
predominantly within the FMO-HF framework. On the con-
trary, MTA scheme presented here as cardinality-guided
MTA CG-MTA, apart from being used for geometry opti-
mization to obtain electronic energy and its derivatives, has
earlier been shown to be useful for obtaining the density
matrix12–15 and one-electron properties of molecule. The CG-
MTA scheme is now being applied to geometry optimization
at HF, B3LYP, and MP2 level theories. We present detailed
comparisons with the actual run as well as sequential and
parallelization benchmarks against actual geometry optimi-
zation run. The default parallelization scheme used in CG-
MTA is designed for a loosely connected heterogeneous clus-
ters of PCs and is described later in Sec. II.
There has also been growing interest in developing
methods for geometry optimization of large molecules. Of
these, the ONIOM our own n-layered integrated molecular
orbital and molecular mechanics Refs. 29–31 method,
which is available through a popular ab initio package,29
GAUSSIAN 03, has been extensively used in recent years.
These “semi” ab initio methods usually apply a lower level
of theory in the outer region of the molecule and a suffi-
ciently higher level in the region of interest or activity, thus
considerably reducing the computational cost. This method
has been extensively used by Wieczorek and Dannenberg32
to demonstrate the stability and cooperative interactions due
to H bonds of  strands,  helices, and 310 helices of poly-
alanine.
In the present paper, a new version of MTA, viz, CG-
MTA is developed and applied within the DFT framework
employing the B3LYP functional33 for geometry optimiza-
tion. We first employ our strategy to simple systems such as
-tocopherol and later extend it to more intricate molecules
such as taxol and cyclodextrin containing several noncova-
lent interactions. The method is also applied to two confor-
mations of polyglycines. Comparison of timings, electronic
energies, and gradients with the actual computations is re-
ported wherever possible. Distributed and parallel implemen-
tation of CG-MTA is also presented, which clearly brings out
the ease with which grid-enabled ab initio computations
could be achieved. For the sake of comparison, a few results
at HF and MP2 levels of theory are also included. However,
the methodology presented is general and may be employed
at any level of theory.
II. METHODOLOGY
The technique involved in MTA is fundamentally that of
a divide-and-conquer approach, wherein the parent system is
broken down into a series of overlapping fragments. Instead
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ecule, only smaller subsystems fragments are subjected to
computation. Our earlier work on MTA has largely concen-
trated on the estimation of one-electron properties, and its
accuracy and efficiency have been demonstrated in the
literature.11–15 For applying MTA to optimization of large
molecules,14,15 the fragmentation scheme has been consider-
ably modified for tracking the spatial nature of the molecule
by placing spheres of appropriate dimension along the mo-
lecular skeleton to represent the initial fragments. These ini-
tial fragments are then merged according to their proximity
and overlap and adhering to certain minimum and maximum
sizes with connectivity constraints. Effective implementation
of MTA for geometry optimization requires a quantitative
definition of the quality of a given fragmentation scheme.
This is done by defining the R goodness of an atom Ai in
fragment Fi, which is taken to be the maximum radius of the
sphere centered on Ai such that all the atoms within this
sphere are also included in Fi. As an example refer to Fig. 1,
in which an atom marked 39 appears in two fragments, A and
B the highlighted portion of the molecular skeleton repre-
sents the atoms in the respective fragments. The maximum
radius of the sphere that can be drawn from the nuclear po-
sition of atom 39 in fragment A such that all the atoms that
fall within this sphere are also a part of fragment A is 4 Å.
Similarly, for fragment B this value is 2 Å. Now, the R good-
ness of atom 39 is taken to be the maximum of these two,
i.e., 4 Å as in fragment A. Next, the minimum of R goodness
of all the atoms in the parent molecule is taken to be the R
goodness of a fragmentation scheme. A higher R goodness
FIG. 1. The R goodness of atom 39 in fragment A is 4 Å while in fragment
B it is 2 Å, and hence the atom 39 is best represented in fragment A with an
R goodness of 4 Å. The portion of the molecule that is a part of the mol-
ecule is displayed in a ball and stick model, while the rest of the portion is
displayed as a stick model.with comparatively lower number of atoms per fragment is
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goodness.14,15 The gist of the fragmentation method is a gen-
eral and automated scheme that allows obtaining better esti-
mates of the chemical environment of the supermolecule by
appropriately adjusting the R-goodness value in the fragmen-
tation procedure.
As the actual energy of the whole molecule is never
evaluated throughout the minimization procedure, there must
be some way to quantitatively assess the lowering of the
energy of the whole system. For this purpose, we define frag-
ment ensemble energy Efi, which is merely a summation
of fragment energies as a parameter that mimics the lowering
of total energy E of the system quite well.14,15 It is very
interesting to note that the variation in this parameter during
the optimization cycles qualitatively reflects the changes in
the total energy of the system. However, for a quick but yet
quantitatively more accurate estimation of the total energy,
the earlier MTA Ref. 15 needs to be modified. This is
achieved in the present work by obtaining a total energy
estimate based on adjusting the cardinality i.e., the number
of elements in a set of the fragments and their overlaps,
hence the name CG-MTA. In the current context, the number
of atoms and bonds refers to the cardinality of a fragment.
From the set inclusion and exclusion principle,34 the cardi-
nality of a union of N sets can be derived from the summa-
tion of cardinalities of individual sets minus the cardinalities
of the intersecting parts. In a similar spirit, the energy equa-
tion as well as the equations for derivatives, as described
below, is written in a manner that preserves the count of
atoms and bonds in the parent system.
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molecular formula is C29O2H50 -tocopherol. The auto-
mated fragmentation process briefly described above is pro-
vided with coordinates of the parent molecule, the desired
R-goodness value, and the maximum allowed fragment size.
While R goodness ensures that each atom has at least the
goodness specified in the input, the maximum fragment size
constraint ensures that the fragments do not cross a specified
size limit possibly restricted by the hardware resources
available to handle the largest subsystem. For this example
Fig. 2, we choose an R-goodness value of 4.8 a.u. with a
maximum size constraint of 55 atoms. Based on this minimal
input the fragmentation process14,15 generates a set of main
overlapping fragments, which in this case resulted into two
fragments: C16H33 f1 and C20O2H31 f2. After this process
is complete, the intersections are evaluated and recorded
along with a sign to indicate additive or subtractive contri-
bution to the energy or gradient expression. The overlap-
ping fragment in this case turns out to be C7H14 f1 f2,
which needs to be subtracted as it is a binary overlap.
Dummy hydrogens are then added to satisfy the valencies of
the cut bonds. Summing up, stoichiometrically the supermo-
lecular formula could be constructed as Fig. 3A
C29O2H50Þ C16H33 + C20O2H31 − C7H14. 1
Using the above fragmentation pattern, the energy can now
be estimated as
A f1 f2 f1f2
FIG. 2. A flow chart of automated
fragmentation scheme, along with rep-
resentative schematics of fragmenta-
tion process acting on -tocopherol.E = E + E − E . 2
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binary overlaps. In general, for a nonlinear chemical system,
it is but common to have ternary or higher overlaps. One
such situation is schematically depicted using a Venn dia-
gram in Fig. 3B with a total of six fragments, seven binary-
and two ternary overlaps. The energy expression for this sys-
tem could be written as
EA = 
i=1
6
Efi − Ef1f2 − Ef1f3 − Ef2f6 − Ef3f6 − Ef3f4
− Ef4f5 − Ef5f6 − Ef1f2f6 + Ef1f3f6. 3
Generalizing the above expression for k fragments, one ob-
tains
EA = Efi − Efif j + ¯ + − 1k−1  Efif j¯fk.
4
Downloaded 04 Mar 2010 to 150.203.243.33. Redistribution subject toUsing the above expression for energy, the gradients can
now be estimated as
EA
X
= E
fi
X
fi −
Efif j
X
fif j
+ ¯ + − 1k−1  E
fif j¯fk
X
fif j¯fk . 5
Note that in the above equation, X
fi refers to the nuclear
coordinates of atom  in fragment f i, whereas Xfif j refers to
the coordinates of the overlap fragment f i f j, etc. For com-
putation of the Hessian matrix, a similar expression could be
written as
Hab = Habfi − Habfif j
+ ¯ + − 1k−1 H fif j¯fk. 6
FIG. 3. A Venn diagrammatic repre-
sentation of fragments and its over-
laps. A Actual fragments of
-tocopherol and the corresponding
overlapping fragment. B Schematic
representation of a general case with
secondary and ternary overlapping
fragments. ab
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similar to the one proposed by Deev and Collins21 and Chen
et al.22 However, the energy along with its first and second
derivatives evaluation scheme presented here is general and
can be applied to any nonlinear system. CG-MTA also takes
into account the effect of weak interactions such as hydro-
gen bonding and C–H.. interaction by using R goodness
to quantify the goodness of a fragmentation scheme, which is
evidently missing in earlier works.21,22 For systems with
charge centers, the above expression still holds true. How-
ever, it is important to explicitly account for interactions be-
tween charge centers if these moieties are not included as a
part of a single fragment. The automated fragmentation rou-
tine detects fragments with charge centers, and provides an
option to add extra fragments centered at these places to
cater to charged fragment-fragment interaction. Further, the
expression in the form presented here could easily be trans-
lated into an efficient and automated computer code by clev-
erly employing a simple lexicographical combination gen-
erator see, for instance, Ref. 35. Ideally, the cardinality
expression once formed can be used throughout the optimi-
zation cycle. But it may also happen that during the optimi-
zation cycle, due to a drop in the R-goodness value, it would
be required to refragment the parent system, in which case
the cardinality expression is recalculated.
The automated fragmentation process generates frag-
ment subsystems that have cut bonds. To satisfy their valen-
cies hydrogen atoms are added. The positions of these atoms
are generated with standard bond distances for the connected
“real” atom positions.12 During an optimization cycle, these
positions are recalculated based on the changed coordinates
of the actual atoms. However, no effort is made to individu-
ally optimize the position of these dummy atoms as their
effect is essentially canceled out by a similar dummy atom in
the adjoining fragment.
The desirability of applying a parallel code for
fragmentation-based methods has been noted earlier,17,21 but
none have reported the implementation of actual test cases.
In this paper, we use a parallelization strategy similar to our
earlier work,15 with a few exceptions as noted below. In the
default distributed mode of MTA run, the computational
framework is arranged in the form of one originating client,
and one or more compute nodes also called compute serv-
ers with possibly varying computing speeds and storage
availability. The originating client does the job of fragment-
ing the supermolecule into small fragments and then sched-
uling the jobs on available compute nodes. The scheduling
mechanism addresses important issues in a distributed net-
work such as varying degree of computational power or the
possibility of one or more nodes failing during job execution.
If a tightly parallel system is available, then the distributed
algorithm takes advantage of this and executes fragment jobs
using GAMESS parallelization option on a virtual cluster Fig.
4, thus allowing maximum utilization of computing re-
sources. This is especially useful when the number of frag-
ments is far less than the number of available nodes, in
which case a set of tightly coupled nodes behave as a single
compute server on which a GAMESS parallel fragment job is
executed see scheme 1 of Fig. 4. One of the crucial aspects
Downloaded 04 Mar 2010 to 150.203.243.33. Redistribution subject toof achieving scalability for a parallel algorithm is to evenly
distribute the job on available compute nodes with proper
synchronization. On a homogeneous setup of nodes, this is
trivially achieved by evenly splitting the workload for an
embarrassingly parallelizable algorithm such as CG-MTA.
For a heterogeneous setup, wherein the computing powers of
individual nodes differ and are not generally known a priori,
a different strategy needs to be exploited. In its current form,
the distributed version of CG-MTA algorithm performs auto-
matic load balancing by lazy scheduling of the fragment self-
consistent-field SCF calculations on the compute nodes
available in the network.14,15 This means that initially a set of
n fragment jobs of the total M is sent to independent nodes.
The node which finishes first is sent the next n+1th frag-
ment job, and so on. This late distribution of work among
compute node allows for near optimum utilization of hetero-
geneous computing power. In essence, a faster node may
handle computation of two fragments in, say, time T,
whereas at the same time, a slower node may compute only
a single fragment job. Another key aspect of a distributed
setup is fault tolerance. In any given distributed setup, there
is a chance that one or more nodes may fail because of some
unknown reasons power failure, network errors, etc.. A
good algorithm should take care of such unpredictability and
reconfigure itself at runtime so as to continue working with-
out disruption of the ongoing process. The current imple-
mentation of CG-MTA takes into account such situations by
performing a heartbeat operation, whereby periodic keep-
alive packets are sent from the originating client to all the
nodes participating in a computational process note that the
participating nodes can also be dynamically added at run-
time. In case a compute node stops responding to the peri-
odic check it is kept in a list of inactive nodes, and the
current running fragment job is transferred to other active
FIG. 4. Two different schemes of distributed CG-MTA run, for tightly
coupled parallel architecture. One square is indicative of one compute node.
Scheme 1 creates virtual clusters two nodes each in the figure and executes
a number of fragment jobs in parallel. Scheme 2 executes one fragment at a
time, but uses all the available processors six in the figure for each of these
tasks.nonbusy nodes. The nodes in the inactive list are checked
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back into the active list if they are found to be functional.
This mechanism of load distribution also allows for a clean
way to dynamically attach/detach compute nodes as per re-
quirements at runtime. Another scenario scheme 2 in Fig. 4
is to run all the fragment jobs sequentially, but on a shared
memory architecture using default GAMESS parallelization.
This is useful if the fragments are large and individually take
up a fair amount of computational resources. The distributed
version implemented in the CG-MTA has some similarity to
the way the DIVCON program is parallelized36 in that both of
these algorithms use the “divide-and-conquer” technique.
But the algorithm and implementation differs in a major way
in that our implementation is targeted towards loosely
coupled distributed machines with potentially varying degree
of computational power and reliability. Also, because of the
nature of CG-MTA there is no need for data replication
which potentially allows for easy scaling over a large num-
ber of nodes.
This algorithm has been implemented in FORTRAN 90,
and the code is linked to a locally modified version of
GAMESS.37 Though the earlier discussion refers to the aspects
of our implementation of CG-MTA algorithm in GAMESS, the
TABLE II. Energy/gradient evaluation of some mole
tion path using CG-MTA and its comparison with the
System contractionsa
level/basis
Actual
Gmax,Grms
-tocopherol 889 −1284.926 15
B3LYP/6-31+ +Gd , p 0.000 49, 0.000 18
Taxol 1185 −2927.896 60
B3LYP/6-31Gd , p 0.003 04, 0.000 51
-cyclodextrin 1480 −4883.546 09
B3LYP/6-31Gd , p 0.001 66, 0.000 42
Extended polyglycine 1610 −4406.503 87
B3LYP/6-31Gd , p 0.001 92, 0.000 47
-helix polyglycine 1610 −4406.586 52
B3LYP/6-31Gd , p 0.041 28, 0.004 36
aThe molecular formulae of the molecules are -toc
C48O40H80, extended polyglycine C43O21N21H67,
bGmax and Grms represent maximum and rms energy
cRatio of time taken for actual single point run to th
TABLE I. Energy and gradient comparison at various
-tocopherol at B3LYP/STO-3G level of theory.
Iteration
Energy a.u.
CG-MTA Actual CG
1 −1269.175 29 −1269.175 29 0.032 1
30 −1269.196 34 −1269.196 33 0.000 7
60 −1269.196 58 −1269.196 58 0.000 3
90 −1269.196 65 −1269.196 65 0.000 0
aThe values in parentheses indicate maximum and rm
bTimings on four 2.8 GHz PIV with 1 Gbytes RAMwith goodness values between 4–5 and 2–3.5 Å, respecti
Downloaded 04 Mar 2010 to 150.203.243.33. Redistribution subject toalgorithm per se is generic and can be easily implemented
within the framework of any other ab initio code such as
GAUSSIAN 03. Also the parallelization strategy is general
enough for easy integration with either a loosely distributed
network of computers or tightly coupled shared memory
systems.
III. RESULTS AND DISCUSSION
In order to assess the quality of energy and gradients
during CG-MTA optimization, we first examine the perfor-
mance of a complete optimization of a moderately large mol-
ecule, viz., -tocopherol C29O2H50 at minimal basis set,
and compare it with the corresponding actual run. A near
parallel path taken during the CG-MTA run, with a time
saving of nearly 40% even for a small molecule like
-tocopherol clearly is quite impressive Table I. The maxi-
mum dynamic memory required during CG-MTA optimiza-
tion was 50 Mbytes as compared to 66 Mbytes during actual
calculation. This gap in memory requirements is expected to
increase with increasing size of the molecule bringing out a
different dimension of advantage in terms of considerably
lesser memory requirements for CG-MTA runs. This is
at a random single point geometry on the optimiza-
l computed energies and gradients all values in a.u..
CG-MTA Gmax,Grmsb
Tr
c4–5 g Å 2–3.5 g Å
−1284.926 12 −1284.926 09 4.2, 5.2
.000 47, 0.000 10 0.000 39, 0.000 08
−2927.896 52 −2927.897 39 2.3, 3.1
.002 52, 0.000 43 0.007 99, 0.001 42
−4883.545 67 −4883.535 45 3.1, 4.8
.001 50, 0.000 31 0.002 72, 0.000 47
−4406.503 44 −4406.501 42 4.8, 6.4
.001 67, 0.000 35 0.002 08, 0.000 41
−4406.574 42 −4406.531 26 2.8, 4.1
.042 46, 0.004 31 0.043 86, 0.004 31
rol C29O2H50, taxol C47O14NH51, -cyclodextrin
-helix polyglycine C43O21N21H67.
ents in a.u., respectively.
en for CG-MTA run using a fragmentation scheme
es of actual and CG-MTA-based optimization run for
Gradients a.u.a Time minb
Actual CG-MTA Actual
07 77 0.032 10, 0.007 77 12 20
00 21 0.000 79, 0.000 21 377 599
00 11 0.000 29, 0.000 09 739 1214
00 03 0.000 13, 0.000 04 1120 1815
dients, respectively.
.cules
actua
0
0
0
0
0
ophe
and 
gradi
at takstag
-MTA
0, 0.0
7, 0.0
2, 0.0
9, 0.0
s gra
eachvely.
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+Gd , p level for -tocopherol, the maximum dynamic re-
quirements for actual computation is about 700 Mbytes. At
the same time, a maximum of only 250 Mbytes of dynamic
memory is required for CG-MTA run, a clear saving of about
65% of the total memory requirement.
A comparison of final geometry parameters obtained
from CG-MTA run and actual calculation indicates a maxi-
mum deviation of 1.3710−4 Å, 0.004°, and 0.149° in bond
lengths, bond angles, and dihedral angles, respectively. This
brings out the accuracy of CG-MTA in predicting structures.
The energy and gradient values obtained from CG-MTA also
match extremely well with their actual counterparts at every
stage of optimization Table I.
To test the accuracy of energy and gradients for other
levels of theory and with different R-goodness values, a se-
ries of tests were performed, some of which are summarized
in Table II. It is observed that, on average, energy evaluated
using CG-MTA is able to match the total energy correct to
two to three significant places after the decimal point. Energy
evaluation using fragmentation schemes with various R
goodness indicates that typically a goodness of 3–4 Å is
TABLE III. Energy and gradients both in a.u. of ini
run.
System
Na ,Nc ,Nfc
a
Initial geometr
Energy Gmax
-tocopherol
81 889 500
−1284.925 62 0.006 79
Taxol
113 1185 715
−2927.836 39 0.628 0
-cyclodextrin
168 1480 485
−4883.343 70 0.178 12
Extended polyglycine
152 1610 485
−4606.414 30 0.032 60
-helix polyglycine
152 1610 485
−4606.454 50 0.047 40
aNa, Nc, and Nfc denote number of atoms in parent mo
number of basis functions of largest fragment,
FIG. 5. Scaling of distributed CG-MTA code in terms of CPU time taken for
-cyclodextrin, extended polyglycine, and -polyglycine at B3LYP/6-
31Gd , p level of theory runs on 2, 4, 8, and 16 Pentium IV processors 2.8
GHz with 2 Gbyte RAM each. The speedup is calculated as ratio of clock
time required on one processor to that on N processors.B3LYP/6-31G+ + d , p are performed at B3LYP/6-31G
Downloaded 04 Mar 2010 to 150.203.243.33. Redistribution subject toenough to obtain energy estimates correct to a few millihar-
trees. For systems that have large steric hindrance such as
-helix polyglycine, better R-goodness values 5–6 Å are
required to obtain good quantitative agreement with the ac-
tual energies.
Extending our method to a correlated level of theory,
viz., MP2, we have also performed a test calculation on taxol
at 6-31Gd and 6-31Gd , p levels of theory with the energy
values being −2920.608 93 and −2921.024 03 a.u., respec-
tively. Actual MP2/6-31Gd energy at the former geometry
was −2920.606 23 a.u., a difference of about 3.7 millihartree
from the estimated energy. A similar actual calculation could
not be performed at the 6-31Gd , p basis on the same hard-
ware because of memory restriction, fortifying our earlier
claim of enabling certain calculations otherwise impossible
on the currently popular PC hardware.
In order to probe the suitability of CG-MTA for Hessian-
based optimization of large molecules, a simple test calcula-
tion on -tocopherol at HF/STO-3G has been performed.
The CG-MTA-based Hessian is computed from Eq. 6. The
maximum error in the estimated Hessian was 9.810−4 a.u.
While the actual Hessian computation took around 140 min,
CG-MTA-based estimation took merely 50 min on a single
Pentium IV with 2 Gbyte random access memory RAM.
The most striking advantage of CG-MTA was that the maxi-
mum amount of memory required was about 25% of the
memory required to perform the full calculation. A Hessian
thus obtained may be used during the optimization stages as
an alternative to the estimated Hessian guess provided by ab
initio packages. Using the Hessian within CG-MTA, it also
becomes easier to obtain the vibrational frequencies of a
large molecule with comparatively less hardware resources.
In fact, in the tests performed, we were able to obtain all the
vibrational frequencies of -tocopherol at HF/STO-3G cor-
rect to all integer places.
A few tests were performed to demonstrate the scalabil-
ity of distributed implementation scheme 2 in Fig. 4 of
CG-MTA algorithm Fig. 5. From the tests performed on
-cyclodextrin, -helix, and extended polyglycine at
B3LYP/6-31Gd , p level on 2, 4, 8, and 16 CPUs, a near-
d final molecular geometries from B3LYP CG-MTA
Final geometry
Grms Energy Gmax Grms
.000 76 −1284.926 12 0.000 47 0.000 10
.013 20 −2927.897 56 0.002 64 0.000 70
.018 91 −4883.556 09 0.000 47 0.000 14
.014 90 −4406.507 37 0.000 86 0.000 25
.012 40 −4406.577 92 0.002 93 0.000 43
e, number of basis functions in parent molecule, and
ctively. All calculations except -tocopherol attial an
y
0
0
0
0
0
lecul
resped , p level of theory.
 AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
104109-8 Ganesh et al. J. Chem. Phys. 125, 104109 2006linear scaling is observed. Further, the time required for com-
munication of compute servers with the originating nodes is
minimal not exceeding 1 min in general for all the cases
reported as compared to typical times of 10–60 min re-
quired for fragment calculation. Thus, the distributed imple-
mentation of CG-MTA could even be used over a very
loosely connected network without drastically affecting the
overall performance.
Initial and final energies as well as gradients of a few
geometries Table III and Fig. 6 are indicative of the
strength of using CG-MTA-based structure determination
even for intricate three-dimensional 3D structures like
-cyclodextrin and -helical glycine. A few of the optimiza-
tion runs reported here have been performed on a 16 proces-
sor Power-5 machine, taking a maximum CPU time of
4 days per job in shared mode for full geometry convergence
all gradients numerically less than 510−4 a.u.. Not all
geometries reported here are run till full convergence, but are
run sufficiently to demonstrate the use of CG-MTA for large
scale calculations.
FIG. 6. Final CG-MTA optimized geometries. A -cyclodextrin B
-helix glycine C 1prb albumin binding protein. D A system with two
charge centers NH3
+CH2CONH6CH2COO−. See text for details.To bring out the scalability of CG-MTA algorithm for
Downloaded 04 Mar 2010 to 150.203.243.33. Redistribution subject tolarger systems, it was applied to an albumin binding protein
Protein Data Bank PDB ID: 1prb, Fig. 6C with 4635
basis functions at HF/3-21G level of theory. A fragmentation
scheme with R-goodness value of 3.0 Å and 15 main frag-
ments were used for this calculation. The largest fragment
had 628 basis functions, i.e., about 1 /7 of that for the com-
plete molecule. In terms of memory requirements this trans-
lates into about 2 Gbytes for the whole molecule as com-
pared to a maximum of merely 400 Mbytes for CG-MTA
calculation. Hence, the actual calculation was not at all pos-
sible, whereas the CG-MTA job ran effortlessly on a single
Pentium IV with 1 Gbyte RAM Table IV. The final geom-
etry obtained from HF run, was later subjected to a few runs
at B3LYP level to demonstrate the ability of the algorithm to
handle such systems. The systematic lowering of energy and
gradients in Table IV clearly brings out the suitability of
CG-MTA for handling large systems.
Though the current algorithm is not specifically designed
to take into account the systems with one or more charge
centers, we demonstrate with a small test calculation on
NH3
+CH2CONH6CH2COO− Table V, Fig. 6D how such
systems could be handled within CG-MTA. It is to be noted
here that while performing SCF of fragments, appropriate
charges +1 and −1 are added to the fragments which have
charge imbalance. An initial test run without adding the
fragment-fragment interaction results in a geometry which,
when compared with actual calculation, indicates a maxi-
mum deviation of 2.610−3 Å, 0.35°, and 0.09° in bond
lengths, bond angles, and dihedral angles, respectively. How-
ever, the energy difference between the estimated CG-MTA
and the actual calculation turns out to be quite large at
16.6 kcal mol−1. To account for this, an extra fragment is
added as indicated in Sec. II, with addition of the following
two-body correction term in the energy and similar for gra-
dient expression:
2E = + Eij − Ei − Ej . 7
The above correction is similar to the one proposed by Deev
and Collins21 and Chen et al.22 However, instead of calculat-
ing the Eij from scratch, the patched density matrix38 ob-
TABLE IV. Partial geometry optimization of 851 atom protein PDB ID:
1prb at HF/3-21G, followed by a few steps at B3LYP/3-21G with 4635
basis functions.
Iteration Energy a.u. Gradients a.u.a Time min.
HF/3-21G
1 −20 162.811 13 0.140 24, 0.0011 43 633b
30 −20 163.836 49 0.014 06, 0.001 45 11 422b
50 −20 164.047 92 0.009 32, 0.001 30 17 653b
B3LYP/3-21G
1 −20 275.787 06 0.046 04, 0.009 24 342c
3 −20 275.934 97 0.036 61, 0.002 89 1000c
6 −20 276.011 31 0.011 71, 0.001 17 2050c
aThe values in parentheses indicate maximum and rms gradients, respec-
tively.
bTimings on one 2.8 GHz PIV with 1 Gbyte RAM.
cTimings on 16 2.8 GHz PIV with 1 Gbyte RAM.tained from calculations of Ei and Ej is provided for faster
 AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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energy at the final geometry is −1523.642 81 a.u., which is in
error by only about 2.4 kcal mol−1 as against around
16.6 kcal mol−1 when disconnected charged moieties are not
considered as an extra fragment.
It is known that in vacuum a system like the one men-
tioned in the above model calculation will fold from two
ends with charge centers, possibly resulting into a proton
transfer. However, as the optimizer gets stuck in a local
minima such a phenomenon is not observed in our test cal-
culation as well as the actual one.
To check the applicability of CG-MTA to such situa-
tions, we took yet another model system
NH3
+CH219COO−, Fig. 7 with a slightly bent conformer
and ran an AM1 calculation using CG-MTA for estimating
energy and gradients, along with a parallel actual computa-
tion. The AM1 Table VI and later a calculation at HF/6
-31Gd both resulted in a loop structure Fig. 7 in actual as
well as CG-MTA calculations. This provides a clear indica-
tion of CG-MTA-based optimization working in line with the
actual calculation even when charge centers are present. Fur-
ther, it is well known39 in the literature that ab initio calcu-
lations using flexible basis sets lead to the result that zwitte-
rionic form is not energy minimum, to which our result
confirms. An extension of the current approach to continuum
models thus seems worthwhile and will be followed up in
future work. It will be of interest to check the stability of the
TABLE V. Energy and gradient comparison at various
a zwitterionic system NH3
+CH2CONH6CH2COO−
Iteration
Energy a.u.
CG-MTA Actual
1 −1523.611 16 −1523.638 3
40 −1523.620 15 −1523.646 6
−1523.646 61b
aThe values in parentheses indicate maximum and rm
bActual single point energy at this geometry.
FIG. 7. Changes in geometry of NH3+CH219COO− during CG-MTA opti-
mization at AM1 level of theory. See text for details.
Downloaded 04 Mar 2010 to 150.203.243.33. Redistribution subject tozwitterionic form vis-a-vis that of the charge neutral system
using such a treatment.
IV. CONCLUDING REMARKS
In this paper, a general linear-scaling scheme for esti-
mating energy and its derivatives for large molecules at ab
initio level by ensuring correct atom and bond cardinality of
the supermolecular fragments is proposed. This method,
termed as cardinality-guided molecular tailoring approach
CG-MTA, is applied for geometry optimization of a variety
of molecules with varying degrees of complexity. Analysis of
energy, gradients, and Hessian obtained from CG-MTA
shows excellent agreement with the corresponding actual
calculations. Further, the CG-MTA geometry optimization
path is seen to closely mimic the one followed by actual
calculation. This brings out the potential of CG-MTA for
reliable optimization of large molecules at ab initio level of
theory. Molecules such as -cyclodextrin, polyglycine, and
1prb, which are otherwise very difficult to optimize on a
PC-class machine, could easily be handled using CG-MTA.
Apart from the evident time advantage, substantial savings in
terms of memory requirements allow otherwise impossible
calculations to be performed on commodity PC hardware.
An initial attempt towards obtaining Hessian of energy
using CG-MTA indicates generally a good agreement with
the actual calculation, paving the way towards applying
Hessian-based optimization as well as vibrational frequency
calculations of large molecules in the future. The other ad-
vantage of the present algorithm is that it is relatively easy to
run it over a distributed computing framework, utilizing the
computing power as and when needed for handling large
chemical systems. The nature of the algorithm is such that
the communication time between the originating and the
compute nodes is minimal, and hence even a simple ethernet
network will not affect the overall performance of the dis-
tributed code. Though most of the optimization calculations
performed by CG-MTA calculation have taken the maximum
gradient norm below 5.010−4, it may be noted that values
of 1.010−3 a.u. are currently an accepted norm for such
large molecular systems.40 In the end, CG-MTA is not spe-
cifically developed for handling systems with many charge
centers, but we have discussed a scheme in which we are
able to obtain sufficiently good geometries in comparison to
the actual run.
Encouraged by the CG-MTA geometry optimization re-
es of actual and CG-MTA-based optimization run for
F/6-31Gd , p level of theory.
Gradients a.u.a
CG-MTA Actual
0.028 48, 0.008 99 0.027 83, 0.008 81
0.000 41, 0.000 11 0.000 34, 0.000 08
dients, respectively.stag
at H
9
8
s grasults reported in the present work, we envisage applications
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large molecular systems and clusters. In particular, we fore-
see large potential for applying our methodology to the
implementation of large scale and scalable ab initio molecu-
lar dynamics simulations. This opens up new avenues for
addressing yet unsolved problems such as folding of biomol-
ecules, motifs of interacting molecules in molecular crystals,
etc. These investigations are actively being pursued in our
laboratory.
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