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Re´sume´ – Cet article montre une utilisation de la Turbo TCQ – technique utilise´e habituellement pour le codage de source –
aﬁn de construire des codes correcteurs adapte´s aux canaux avec information adjacente. Nous en faisons une mise en œuvre en
l’appliquant au tatouage robuste d’images. Les re´sultats montrent d’excellentes performances, comparables a` l’e´tat de l’art, tout
en conservant une complexite´ mesure´e a` la fois lors de la phase d’insertion et d’extraction.
Abstract – This article shows how to use Turbo TCQ – an algorithm initialy designed for source coding purpose – to design
error correcting codes for channels with side information at the encoder. We then apply it for robust image watermarking. Results
show good performance, similar to state of the art, but with limited complexity both at the embedding and extraction phases.
Introduction
Depuis quelques anne´es, la recherche en tatouage (wa-
termarking) est fortement inﬂuence´e les principes du sche´ma
de Costa [1], qui permettent – en the´orie – de construire
un code dont les performances ne de´pendent pas du si-
gnal hoˆte a` marquer. Les travaux pre´sente´s ici montrent
une mise en pratique de ces principes, via l’utilisation de
la Turbo TCQ. En en faisant une utilisation de´tourne´e,
nous montrons comment construire un code correcteur
adapte´ au proble`me de communication que repre´sente le
marquage de donne´es multime´dia.
Dans la premie`re partie, nous revenons sur la notion
d’information d’adjacente dans les canaux de communi-
cation, puis sur les re´sultats de Costa. Dans la section
suivante, les techniques de quantiﬁcation pour le tatouage
sont aborde´es et nous de´crivons plus particulie`rement la
Turbo TCQ. Les sections 3 et 4 montrent un exemple de
mise en pratique (le tatouage robuste d’images) et pre´-
sentent les re´sultats que nous obtenons face a` des attaques
communes.
1 Information adjacente et sche´ma
de Costa
Nous conside´rons un canal gaussien avec une contrainte
d’e´mission. Un signal w est e´mis avec une e´nergie limite´e
de´ﬁnie par
1
n
n∑
i=1
w[i]2 ≤ P .
Le canal de communication est perturbe´ par un bruit z
mode´lise´ par une variable ale´atoire suivant une loi Nor-
male Z ∼ N (0, N). La capacite´ du canal – c’est-a`-dire le
nombre de bits utiles par symbole w[i] e´mis – est donne´e
par la formule
C =
1
2
log
[
1 +
P
N
]
.
Si le canal est perturbe´ par deux sources de bruit inde´pen-
dantes, naturellement, la variance des deux bruits s’ajoute
et diminue d’autant la capacite´ C. Nous retrouvons ce type
de perturbations dans le cadre du tatouage1 : une marque
w est ajoute´e a` un signal hoˆte x, et le tout est perturbe´
par une attaque z. La capacite´ de la marque serait donc
limite´e par N (e´nergie de l’attaque) et par Q (e´nergie du
signal hoˆte).
Ne´anmoins, la perturbation x pre´sente la particularite´
d’eˆtre parfaitement connue au moment de l’e´mission de
w. Cet e´tat initial du canal est une information adjacente.
En 1983, Costa [1] a de´montre´ qu’elle n’avait aucune in-
ﬂuence sur la capacite´ du canal. Cela ouvrit des perspec-
tives importantes pour la proble´matique du tatouage, car
on entrevit la possibilite´ de construire un sche´ma dont
les performances de´pendraient uniquement de l’attaque et
pas du tout du signal hoˆte2.
Pour atteindre la capacite´, Costa propose dans son ar-
ticle un sche´ma the´orique base´ sur la construction d’un
dictionnaire surjectif, puis sur une technique d’e´mission
consistant a` diriger l’information adjacente vers le mot de
code, plutoˆt que de simplement l’ajouter. Il y a donc un
codage informe´ et une e´mission informe´e, spe´ciﬁques aux
canaux avec information adjacente. Dans la suite de cet
article, nous proposons un codage adapte´ s’appuyant sur
des techniques de quantiﬁcation, et une me´thode d’e´mis-
sion prenant en compte des crite`res perceptuels pour mi-
nimiser l’impact du tatouage sur la qualite´ des documents
1C’est un mode`le tre`s simpliﬁe´, les signaux rencontre´s e´tant ra-
rement simplement gaussiens.
2Si l’on reste dans une mode´lisation par canal gaussien classique
du proble`me du tatouage, l’e´nergie du signal limite tre`s fortement
les performances car P << Q du fait des contraintes d’invisibilite´.
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Fig. 1 – Principes de la Turbo TCQ : deux TCQ fonc-
tionnent en paralle`le sur des versions entrelace´es d’un
meˆme signal
marque´s.
2 Codes correcteurs base´s sur la
quantification
La quantiﬁcation est une technique populaire pour cons-
truire des codes pour canaux avec information adjacente.
Le plus connu est le sche´ma de Costa scalaire (SCS) [2],
qui utilise la quantiﬁcation scalaire de x pour encoder un
message.
2.1 Principes de la Turbo TCQ
La Turbo TCQ (Trellis Coded Quantization) [3] est une
technique de codage de source reprenant les approches ite´-
ratives que l’on retrouve applique´es dans les codes correc-
teurs. Le quantiﬁcateur est compose´ de deux treillis pa-
ralle`les, comme montre´ sur la ﬁgure 1. Un premier treillis
prend en entre´e le signal a` quantiﬁer, tandis que le second
travaille sur une version entrelace´e. Les me´triques a pos-
teriori issues premier quantiﬁcateur servent de me´triques
a priori au quantiﬁcateur paralle`le. Le processus est ite´re´
jusqu’a` ce que les sorties convergent.
Nous utilisons cette technique pour construire un code
adapte´ aux canaux avec information adjacente. L’enco-
dage consiste a` quantiﬁer x en forc¸ant les transitions des
treillis pour qu’elles correspondent au message a` encoder.
De cette fac¸on, nous nous assurons que le mot de code
obtenu u appartient bien a` Um, sous-ensemble des mots
de codes qui correspondent au message m. Le de´codage
reprend le meˆme principe, mais avec en laissant toutes les
transitions libres.
2.2 E´mission informe´e
Comme de´ja` vu dans la section 1, le sche´ma de Costa
comprend en plus d’un dictionnaire adapte´ une technique
d’e´mission informe´e. L’information adjacente est dirige´e
vers le mot de code, par l’introduction d’un parame`tre α :
w = α (u − x) . (1)
Nous reprenons α = P/(P +N), comme de´ﬁni par Costa.
Les expe´riences montrent que cette formule donne les meil-
leurs re´sultats. Les performances du code montrent un
gain important aux techniques plus classiques (SCS, QIM
et TCQ simple). Pour un rendement de 1/1 (un bit inse´re´
par e´chantillon de x), nous obtenons un gain de 5,5 dB
par rapport au SCS. L’utilisation du principe Turbo fait
gagner 3,5 dB (voir la ﬁgure 2).
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Fig. 2 – Probabilite´s d’erreur par bit pour un rendement
d’un bit par e´le´ment hoˆte marque´
3 Application au tatouage robuste
d’images
Dans cette section, nous appliquons le code correcteur
base´ sur la Turbo TCQ pour construire un sche´ma de ta-
touage d’images robuste. Nos choix ont e´te´ essentiellement
dicte´s par ceux pre´sente´s dans l’article de Miller et al. [4],
qui de´crit une technique de tatouage tre`s performante ba-
se´e sur les principes informe´s vus dans la section 1. Nous
reprenons ainsi le meˆme domaine d’insertion (et le meˆme
choix de coeﬃcients) et la meˆme capacite´ (un bit utile par
bloc marque´). L’image hoˆte en niveaux de gris est passe´e
dans le domaine DCT en blocs 8 × 8. Pour chacun des
blocs, douze coeﬃcients sont se´lectionne´s : le coeﬃcient
AC est e´vite´, et nous gardons les douze coeﬃcients sui-
vants dans l’ordre zigzag.
Le rendement de notre code est de 1/1 (un bit utile par
e´chantillon du signal hoˆte). Pour re´duire ce rendement,
nous utilisons une projection : les douze e´chantillons DCT
sont projete´s sur un vecteur pseudo-ale´atoire3 (compose´
de +1 et de −1) aﬁn de former une valeur unique. L’en-
semble des valeurs obtenues par projection (une valeur par
bloc DCT) forme le signal x :
x[i] =
12∑
j=1
X[i, j]×G[i, j],
avec X les coeﬃcients DCT et G l’ensemble des vecteurs
de projection. Nous pouvons ensuite calculer u (quanti-
ﬁcation de x sous contraintes, comme vu en section 2.1),
puis w par la formule 1. Les coeﬃcients DCT marque´s Y
sont donne´s par la projection inverse :
Y[i, j] = X[i, j] +
w[i]
12
×G[i, j].
Comme le montre cette e´quation, la marque w est re´partie
uniforme´ment sur les coeﬃcients a` marquer. Or, rien ne
nous empeˆche de choisir une autre re´partition. Il est ainsi
possible de prendre en compte une mesure perceptuelle. La
3La ge´ne´ration de ces vecteurs est parame´tre´e par une clef secre`te.
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marque w – initialement calcule´e dans le domaine projete´
– est alors distribue´e sur les coeﬃcients en fonction de
leur importance psychovisuelle. Nous utilisons pour cela
un algorithme classique de water filling. La ponde´ration
perceptuelle choisie est le mode`le de Watson, e´galement
utilise´ dans l’article que nous prenons comme re´fe´rence [4].
L’extraction de la marque reprend les meˆmes e´tapes :
transformation de l’image conside´re´e dans le domaine DCT,
application de la projection puis de´codage de la suite de
valeurs obtenues. La technique est tre`s rapide, car sur un
ordinateur portable classique (type Intel Core Duo a` 2
GHz), l’insertion d’une marque prend 400 ms (ce qui com-
prend la lecture de l’image depuis le disque, la DCT, le
calcul du mode`le de Watson, la Turbo TCQ, l’insertion de
la marque, la DCT inverse et l’enregistrement du ﬁchier)
et l’extraction 200 ms.
4 Re´sultats des tests de robustesse
Le sche´ma est teste´ sur un ensemble de 1200 images en
niveaux de gris de 368 × 240 pixels. Nous inse´rons une
marque de 1380 bits utiles par image (un bit par bloc
DCT). La distorsion d’insertion (parame´tre´e par le pas
de quantiﬁcation ∆ utilise´ dans la Turbo TCQ) est ﬁxe´e
telle que la distance de Watson moyenne entre image d’ori-
gine et image marque´e soit proche de celle de l’article de
re´fe´rence. Sans prise en compte du mode`le de Watson a`
l’insertion, nous obtenons une distance moyenne de 96,84
(contre la moyenne de 101,52 pour [4]), et 31,04 avec prise
en compte (contre 31,6).
La ﬁgure 3(a) montre la robustesse de notre sche´ma
face a` l’ajout de bruit gaussien. Sur les 1200 images, nous
n’avons note´ aucune erreur pour un bruit d’e´cart type jus-
qu’a` 9. Le sche´ma de re´fe´rence n’est plus conside´re´ comme
robuste (plus d’un message extrait sur cinq pre´sente au
moins une erreur) a` partir d’un e´cart type de 7.
La ﬁgure 3(b) pre´sente les re´sultats face a` la compres-
sion JPEG. L’abscisse montre la qualite´ de compression
(plus la valeur est basse, et plus l’image est de´grade´e).
Notre sche´ma reste robuste jusqu’a` un facteur de qualite´
de 23 (celui de re´fe´rence re´siste jusqu’a` 30 dans le cas le
plus favorable).
La ﬁgure 3(c) montre les performances du sche´ma pour
des attaques par ﬂoutage de l’image marque´e. On voit
alors les limites des codes par quantiﬁcation. En eﬀet, le
ﬁltre de ﬂou atte´nue les coeﬃcients DCT, ce qui de´syn-
chronise les pas de quantiﬁcation lors du de´codage. Le
code de´croche rapidement (robuste jusqu’a` 0,6) alors que
le sche´ma de re´fe´rence se comporte bien (robuste jusqu’a`
1,55). Cette faiblesse face aux changements d’e´chelle est
conﬁrme´e par les re´sultats de la ﬁgure 3(d), ou` les pixels
des images marque´es sont multiplie´s par un scalaire. De
part sa conception, le sche´ma de Miller y est quasi insen-
sible, contrairement a` celui propose´ ici.
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Fig. 3 – Re´sultats des tests de robustesse pour 1380 bits
utiles dans des images de dimensions 368× 240 pixels
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Conclusion et perspectives
Cet article a pre´sente´ une mise en pratique simple des
principes de´crits dans l’article de Costa sur les canaux
avec information adjacente. Nous avons montre´ que l’uti-
lisation d’un code correcteur adapte´ au canal du tatouage
et d’une technique d’insertion informe´e permet d’obtenir
d’excellentes performances, a` la fois en termes de capacite´
(plus de 1300 bits dans des imagettes de 368× 240 pixels)
et de robustesse. La technique de codage par treillis que
nous utilisons pre´sente en plus des proprie´te´s inte´ressantes
pour la ste´ganographie [5].
De plus, l’utilisation d’une fonction de projection avant
le code correcteur permet a` la fois de moduler le ren-
dement global du code pour ﬁxer le compromis robus-
tesse/capacite´, et de prendre en compte des ponde´rations
externes pour adapter la marque au document hoˆte (poids
perceptuels, parame`tres issus de la the´orie des jeux, marque
de type PSC, etc.).
Ne´anmoins, l’utilisation de quantiﬁcateurs pour le tatou-
age montre ses limites face aux changements d’e´chelle. Ce
point a e´te´ e´tudie´ pour les sche´mas de type QIM ou SCS,
en proposant des techniques pour estimer le changement
d’e´chelle avant l’extraction [6]. Les solutions issues de ces
travaux pourraient eˆtre directement inte´gre´es dans notre
sche´ma.
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