Abstract. We present a new class of numerical methods for quasilinear parabolic functional differential equations with initial boundary conditions of the Robin type. The numerical methods are difference schemes which are implicit with respect to time variable. We give a complete convergence analysis for the methods and we show that the new methods are considerable better than the explicit schemes. The proof of the stability is based on a comparison technique with nonlinear estimates of the Perron type for given functions with respect to functional variables. Results obtained in the paper can be applied to differential equations with deviated variables and to differential integral problems.
Introduction
Difference schemes for quasilinear parabolic functional differential equations consist in replacing partial derivatives with difference operators. Moreover, because differential equations contain functional variables, some interpolating operators are needed. This leads to functional difference equations which satisfy consistency conditions on classical solutions of original problems. The main task in these considerations is to find difference approximations of functional differential equations which are stable.
From the numerous literature concerning explicit difference methods we mention the papers [1] , [13] , where quasilinear parabolic functional differential equations with initial boundary conditions of the Dirichlet type were considered. Parabolic equations with initial boundary conditions of the Neumann type were investigated in [2] , [14] .
The papers [3] , [5] initiated the theory of implicit difference schemes for quasilinear equations. Initial boundary value problems of the Dirichlet type were investigated in [3] . Numerical treatment of initial boundary value problems of the Neumann type can be found in [5] , [6] . A method of dif-ference inequalities and theorems on recurrent inequalities are used in the investigations of the stability of implicit difference schemes.
Monotone iterative methods and implicit difference schemes for computing approximate solutions to parabolic equations with time delays were studied in [7] - [10] , [15] .
The aim of the paper is to present a new class of numerical methods for quasilinear parabolic functional differential equations with initial boundary conditions of the Robin type. The numerical methods are difference schemes which are implicit with respect to the time variable. We give sufficient conditions for the convergence of the methods and we show by examples that the new methods are considerably better than classical schemes.
The proof of the convergence is based on comparison technique with nonlinear estimates of the Perron type with respect to the functional variables. Now, we formulate our functional differential problems. For any metric spaces X and Y we denote by C(X, Y ) the class of all continuous functions defined on X and taking values in Y . We will use vectorial inequalities with the understanding that the same inequalities hold between their corresponding components. Write
For a function z : Σ → R and for a point (t, x) ∈ E we define a function z (t,x) : B → R by
For (t, x) ∈ E we put
Let M n×n be the class of all n × n matrices with real elements. Write Ξ = E × C(B, R) and suppose that f :
. . , g n ) G : Ξ → R are given functions. We will say that f, g and G : Ξ → R satisfy the condition (V ) if for each (t, x, w) ∈ Ξ andw ∈ C(B, R) such that w(τ, y) =w(τ, y) for (τ, y) ∈ D[t, x], we have f(t, x, w) = f(t, x,w), g(t, x, w) = g(t, x,w) and G(t, x, w) = G(t, x,w). Note that the condition (V ) means that the value of f, g and G at the point (t, x, w) ∈ Ξ depends on (t, x) and on the restriction of w to the set D[t, x] only. Let us denote by z an unknown function of the variables (t, x), x = (x 1 , . . . , x n ). We consider the functional differential equation
where ∂ x z = (∂ x 1 z, . . . , ∂ x n z), ∂ xx z = [∂ x i x j z] i,j=1,...,n . We assume that f, g and G satisfy the condition (V ) and we consider classical solutions of (1.1). Now we formulate initial boundary conditions for (1.1). Write
. . , n and
Suppose that β, γ, Ψ : ∂ 0 E → R, ψ : E 0 → R are given functions. The following initial boundary conditions are associated with (1.1):
..,n exist on E and the functions ∂ t z, ∂ x z, ∂ xx z are continuous on E. We consider solutions of (1.1)-(1.4) of class C * .
For spaces X and Y we denote by F (X, Y ) the class of all functions defined on X and taking values in Y . Solutions of difference functional equations are elements of the space F (E 0.h ∪E h , R). Since equation (1.1) contains the functional variable z (t,x) which is an element of the space C(D[t, x], R), we need an interpolating operator T h : F (B h , R) → C(B, R). For a function z ∈ Σ h → R and for a point (t (r) , x (m) ) ∈ E h we define a function
Let N and Z be the sets of natural numbers and integers, respectively. We define a mesh in R 1+n in the following way. Let h = (h 0 , h), h = (h 1 , . . . , h n ), stand for steps of the mesh. For (r, m) ∈ Z 1+n , m = (m 1 , . . . , m n ) we define nodal points as follows
Let us denote by H the set of all h for which there exist
We consider the difference functional equation corresponding to (1.1).
where the difference operators
..,n are defined in the following way. Let e i = (0, . . . , 0, 1, 0, . . . , 0) ∈ R n with 1 standing on the i−th place.
) ∈ E h we define the sets
The difference operator δ (2) = [δ ij ] i,j=1,...,n , is defined in the following way:
The following initial boundary conditions are associated with (1.5)
Our motivations for the construction of implicit difference schemes are the following. Two type assumptions are needed in theorems on the convergence of the explicit difference methods generated by (1.1)-(1.4). The first type conditions concern regularity of F . The first type concern the regularity of f, g and G. It is assumed that these functions are continuous and bounded on Ξ and satisfy nonlinear estimates of the Perron type with respect to the functional variable. The second type conditions concern the mesh. It is required that difference schemes satisfy the condition
(see [1] , [13] ) where h 0 and (h 1 , . . . , h n ) are steps of the mesh with respect to t and (x 1 , . . . , x n ) respectively. It is clear that strong assumptions on relations between h 0 and (h 1 , . . . , h n ) are required in (1.13). We show that there are difference methods for (1.1)-(1.4) which are convergent and assumption (1.13) is omitted. The authors of the papers [1] - [3] , [5] , [6] have assumed that given functions satisfy the Lipschitz condition or satisfy nonlinear estimates of the Perron type with respect to the functional variable, and these conditions are global. We assume nonlinear estimates of the Perron type and suitable estimates are local with respect to functional variables. It is clear that there are differential equations with deviated variables and differential integral equations such that local estimates of the Perron type hold and global inequalities are not satisfied.
We use in the paper general ideas for finite difference equations which were introduced in the monographs [4] , [11] , [12] .
Solutions of functional differential and difference problems
We first construct estimates of solutions to (1.1)-(1.4). For W ∈ M n×n and x ∈ R n , where W = [w ij ] i,j=1,...,n , x = (x 1 , . . . , x n ), we define
For functions z ∈ C(E 0 ∪E, R), u ∈ F (E 0.h ∪E h , R) we define the semi-norms
. The function ̺ : [0, a] × R + → R + is continuous and it is nondecreasing with respect to both variables and for each η ∈ R + the maximal solution of the Cauchy problem
. The functions f : Ξ → M n×n , g : Ξ → R n , G : Ξ → R are continuous and they satisfy the condition (V ) and 1) the matrix f is symmetric and for (t, x, w) ∈ Ξ we have 
Proof. For ε > 0 we denote by ω(·,η, ε) the right hand maximal solution of the Cauchy problem
The solution ω(·,η, ε) is defined on [0, a] and lim
Suppose by contradiction that assertion (2.5) fails to be true. Then the set
it is clear thatt > 0 and there exists
Then two possibilities can happen, either (i) v(t,x) = ω(t,η, ε) or (ii) v(t,x) = −ω(t,η, ε). Let us consider the first case. We conclude from conditions 3) and 4) of Assumption
On the other handx ∈ (−b, b), hence ∂ x v(t,x) = 0 and n i,j=1
We have that
which contradicts (2.6). The case v(t,x) = −ω(t,η, ε) can be treated in a similar way. Hence Σ + is empty and inequality (2.3) is proved on E. This completes the proof.
is satisfied and functions f, g satisfy the inequality
) and
Lemma 2.1. Suppose that Assumption H[f, g, G] is satisfied and z ∈ F (E 0.h ∪ E h , R) and
where
and S (r,m)
Proof. The above lemma is a consequence of (1.7)-(1.10) and (2.7).
Theorem 2.2. Suppose that Assumption H[f , g, G] is satisfied and h ∈ H and 0 ≤ r ≤ K − 1 is fixed.
Proof. Let us consider the first case. Let µ ∈ Z n be defined by relation
Conversely, suppose that v
We see at once that v
From this we conclude that v (r+1,µ) h ≤ 0, which is impossible. The second case can be treated in a similar way. 5), (1.11), (1.12) .
Proof. Suppose that 0 ≤ r < K is fixed and that the solution u h to problem (1.5), (1.11), (1.12) is given on the set
, −M ≤ m ≤ M exist, and that they are unique. It is sufficient to show that there exists exactly one solution of the system of equations
Consider problem
We conclude from Theorem (2.2), that above problem has exactly one solution, which proves the theorem.
1) for w,w ∈ F (B h , R) we have
where w h is the restriction of w to the set B h .,
are satisfied and v h is a solution of problem (1.5), (1.11), (1.12) and
It is sufficient to show that
where 0 ≤ r ≤ K. From (2.11) we deduce that (2.13) is true for r = 0.
Assuming that ε
. Let us consider the first case. It follows form (2.11) that for (t (r) , x (m) ) ∈ ∂ 0 E h we havẽ
Hence ε (r)
h ≤ ω(t (r) ,η). Suppose that (t (r) , x (m) ) ∈ E h . It follows from (1.6) and (2.8) that
It follows from induction and from condition 1) of
The case ε
can be treated in a similar way. Hence, the proof of (2.13) is completed by induction.
Convergence of difference schemes
Write A = ω(a,η), where ω(·,η) is the maximal solution to (2.1) and
it is nondecreasing with respect to both variables and for each L ≥ 1 the maximal solution of the Cauchy problem
is satisfied and
where (t, x) ∈ E, w,w ∈ K C(B,R) (A). 
is a solution of (1.5), (1.11), (1.12), 2) v : E 0 ∪ E → R is a solution of (1.1)-(1.4) and v is of class C * and v h is restriction of v to the set E 0.h ∪ E h , 3) for α 0 : H → R + the following initial boundary inequalities are satisfied
Proof. Our proof starts with the above observation that
It follows that there are ) ∈ E 0.h ∪ E h , i ≤ r}, 0 ≤ r ≤ K.
We prove that the function ε We have solved numerically problem (4.1-4.3) by using explicit difference schemes for h 0 = 0.001, h 1 = h 2 = 0.004. In this case, condition (1.13) is not satisfied and errors exceeded 44 · 10 15 for t (r) = 0.01.
The results presented in the paper show that there are implicit difference methods for (1.1)-(1.4), which are convergent and the corresponding explicit difference schemes are not convergent. Note that our results are new also in the case of quasilinear differential equations without the functional dependence.
