Abstract-Communication in the presence of bounded timing asynchronism which is known to the receiver but cannot be easily compensated is studied. Examples of such situations include point-to-point communication over inter-symbol interference (ISI) channels and asynchronous wireless networks. In these scenarios, although the receiver may know all the delays, it may not be an easy task for the receiver to compensate the delays as the signals are mixed together. A novel framework called interleave/deinterleave transform (IDT) is proposed to deal with this problem. It is shown that the IDT allows one to design the delays so that quasi-cyclic (QC) codes with a proper shifting constraint can be used accordingly. When used in conjunction with QC codes, IDT provides significantly better performance than existing schemes relying solely on cyclic codes. Two instances of asynchronous physical-layer network coding, namely the integer-forcing equalization for ISI channels and asynchronous compute-and-forward, are then studied where the gap-to-capacity can be bridged for the former and significant gains can be obtained for the later. The proposed IDT can be thought of as a generalization of the interleaving/deinterleaving idea in [1] which allows the use of QC codes thereby substantially increasing the design space.
I. INTRODUCTION
In this paper, asynchronous communication in which the timing uncertainties are bounded and are perfectly known to the receivers but cannot be easily compensated is considered. Canonical examples are asynchronous wireless networks and inter-symbol interference (ISI) channel. Unlike the point-topoint communication, in a network, even the destination nodes have perfect knowledge of timing uncertainties, fully compensating for those uncertainties at the receivers is not an easy task due to the superposition nature of wireless networks. For communication over ISI channels, each tap can be regarded as a delayed version of the transmitted signal and what the receiver observes is the superposition of those taps which cannot be easily separated in the time domain.
Recently, there have been some efforts in the literature trying to deal with such problems for some specific models such as ISI [2] and asynchronous physical-layer network coding (and compute-and-forward (CF) as well) [1] [3] [4] [5] . In both cases, cyclic codes have been suggested for combating the timing uncertainties for these two seemingly different problems [2] [4] . In this paper, we show that cyclic codes are not necessary to deal with asynchronism and that QC codes suffice. In order to equip QC codes with the capability of combating timing uncertainty, we proposed a general framework called interleave/deinterleave transform (IDT) and show that with a slight rate reduction, this transform allows the design of the equivalent timing uncertainty seen at the transform output so a QC code with appropriate shifting constraint can be used. This result is of practical importance as powerful ensembles of QC codes can be easily constructed and low-complexity encoding/decoding algorithms for QC codes exist. The proposed IDT framework can be regarded as a generalization of the scheme in [1] where a pair of interleaver/deinterleaver has been implemented together with convolutional codes.
In the very last stage of the preparation of this paper, we became aware of a very recently posted independent work [6] where an idea similar to [1] has been used together with tail-biting convolutional codes for asynchronous physical-layer network-coding for the two-way relay channel. Our paper differs from [1] and [6] in the following two important ways. Firstly, in contrast to [1] and [6] which considers only convolutional codes and cyclic codes, our generalization permits the use of any QC linear/lattice code, thereby expanding the design space for the codes that can be used with asynchronism. Secondly, the use of QC codes allows us to derive capacity results for channels with asynchronism.
To give concrete examples, we implement the proposed IDT together with QC codes for two instances of asynchronous physical-layer network coding, namely the integer-forcing equalization for ISI channels and asynchronous CF. For the integer-forcing equalization proposed in [2] , we show that our IDT-QC codes achieve the upper bound on information rates presented in [2] which may not be achievable for the cyclic coding scheme proposed therein. For the asynchronous CF case, we show that the proposed IDT-QC codes not only achieve higher rates than the scheme in [5] but also are capable of exploiting another dimension, namely the delay dimension which leads to rates exceeding those achieved in tightly synchronous CF [7] . It is worth noting that the proposed IDT-QC codes are not limited to these two specific examples and can potentially be implemented for many networks with timing uncertainties which cannot be easily compensated.
Throughout the paper, vectors and matrices are written in lowercase boldface and uppercase boldface, respectively. We use * to denote linear convolution. For a vector x, we use x (t) to denote the circularly shifted version of x by t. e.g.,
Moreover, ⊕ and ⊙ are addition and multiplication, respectively, over a finite field whose size is understood from the context.
II. PROPOSED INTERLEAVE/DEINTERLEAVE TRANSFORMED QUASI-CYCLIC CODE
In this paper, even though our ultimate goal is in networks, we start with the point-to-point communication to facilitate the illustration of the proposed IDT transform. Consider a point-to-point communication with additive white Gaussian noise (AWGN) and delay τ ∈ {0, . . . , D max }. The transmitter wishes to send a message w ∈ F K p to the receiver. It first feeds the message into an encoder E N :
N where A is the signal constellation. The transmitted signal x is subject to an input constraint P . The received signal is then given by
where τ ∈ {0, . . . , D max } represents an integer delay and z[n] ∼ N (0, 1). Upon receiving, the receiver then forms an estimate of the messageŵ ∈ F
Throughout the paper, we assume that τ is unknown to the transmitter and known to the receiver and D max is known to both ends. For ISI channel, this assumption can be understood as although the transmitter may not know how many taps we would have, it knows the maximal delay spread D max . For asynchronous communication, this assumption models the scenario where there is only a very loose synchronization mechanism that would control the timing uncertainty to some degree D max .
For the point-to-point communication without memory, one can easily achieve the capacity by using a capacity-achieving code since τ is known and can be easily compensated for. However, as aforementioned, this may not be the case in general. Here, we propose a general framework called IDT which utilizes a pair of interleaver/deinterleaver to transform the received signal into the desired form and then use a QC code for channel coding. We nickname this combination as interleave/deinterleave transformed quasi-cyclic (IDT-QC) codes. Our coding scheme heavily relies on QC codes defined in the following. 
A. IDT-QC Codes
Let C be a (N ′ , K) b-QC linear/lattice code with the design rate R d = r d · log(p) where r d K/N ′ and both r d b ∈ Z and (1 − r d )b ∈ Z. Also, we enforce the generator matrix of this code to be systematic. (See [8] for the discussion of this constraint.) In the proposed IDT-QC codes shown in Fig. 1 , the transmitter maps the message to a codeword c ∈ C via the encoder E. This codeword is modulated by M to form the signalx (when lattice codes instead of linear codes are used, this mapping is ignored.) The signal is then fed intoxx . . .
. . .
. . . . . . Fig. 2 to get a interleaved signalx where the inputoutput relationship is given bȳ
where L N ′ /b is always an integer provided by the QC constraint.
Note that one can write the interleaved codeword as the collection of b sub-blocks as
where each sub-blockx[s] for s ∈ {1, . . . , b}, is of length L. For each of the first r d b sub-blocks, we freeze the D max last positions to be zero. This is possible since the code is systematic and the first r d b blocks correspond to the message part. We then insert cyclic prefix (CP) of length D max for each of the last (1 − r d )b sub-block by appending the last D max symbols to the front. The reason that we choose to freeze symbols instead of inserting CPs for the first r d b sub-blocks will become apparent in Sections III and IV. The overall transmitted signal is given by
where for s ∈ {1, . . . ,
whose last D max symbols are 0, and for s ∈ {r d b + 1, . . . , r d b},
CP with length Dmax
The total length of this signal is N = N ′ + (1 − r d )bD max . At the receiver end, since the receiver knows the timing delay τ and τ ≤ D max , it first discards the CP for each subblock to formȳ. This signalȳ is then fed to a (b, N ′ /b) read row-wise output column-wise deinterleaver to get outputỹ where the input-output relationship is given bỹ
which is then fed into the decoder of the QC code to form an estimate of the message. The actual rate of this IDT-QC code is given by
which tends to R d asymptotically but introduces a rate loss for any finite N ′ . In the following, we show some important properties of the proposed IDT-QC codes which will be the key for using IDT-QC codes for larger networks.
Lemma 2.
If the receiver opts not to compensate the delay τ , the proposed IDT-QC codes transform the received signal into a noisy version of the codeword circularly shifted by b · τ .
Proof: Let us first assume that there is no channel noise. For τ ≤ D max , due to the frozen bits for the first r d b subblocks and the insetion/removal of the CPs for the last (1−r d )b sub-blocks, the linear shift by τ introduced by the channel has been transformed into circular shift of each sub-block by τ . This is written with a slight abuse of notation as
where for s ∈ {1, . . . , b},
is the circularly shifted version ofx[s] by τ positions. One can then verify that the output of the deinterleaver with this input would bex (bτ ) which is corresponding to the codeword c (bτ ) . Therefore, in the presence of channel noise, the received signal would be the noisy signal corresponding to c (bτ ) .
Theorem 3.
There exists a sequence of IDT-QC linear/lattice codes that achieve the capacity of the asynchronous point-topoint AWGN channel.
. . , C L be identical (b, k) linear/lattice codes that can approach the capacity when b → ∞ and k/b fixed. i.e., for a ε > 0, there is a large enough b such that k/b log(p) > C(P, 0) − ε and P (b) e < ε/L. Moreover, in order to make these codes fit into the aforementioned form, the generator matrices of these codes should be systematic. We would like to construct a capacity-achieving IDT-QC codes C for the asynchronous AWGN channel from
Using the fact that C 1 , C 2 , . . . , C L are identical linear/lattice codes, one can see that the collection of such codewords forms a (bL, kL) b-QC code with design rate R d = r d log(p) where
The codeword is then modulated tox, fed into the interleaver to formx, bits-frozen and CP-appended to get x.
The receiver observes a noisy version of the transmitted codeword delayed by τ which can be easily compensated as τ is known by the receiver. It then removes the CP and feeds the signal to the deinterleaver to get a noisy version of the original signal x. The error probability of this IDT-QC code can be union bounded as
and from (6), one has the actual rate given by
Now, letting b go to infinity results in R d → C and
which in turn results in lim L→∞ R a (L) = C which completes the proof.
III. APPLICATION 1: INTEGER-FORCING EQUALIZATION
FOR ISI CHANNELS We consider the point-to-point communication with ISI. Particularly, we focus on time-domain schemes as for applications such as wireless sensor networks which require extremely low-complex devices, the high peak-to-average power ratio problem and the sensitivity to inter-carrier interference may prevent the use of frequency-domain schemes.
Consider a prime number p. The transmitter encodes its message w ∈ F K p to a codeword c ∈ F N p which is then modulated to a pulse amplitude modulation (PAM) constellation with p elements A via a natural mapping M to form the transmitted signal x ∈ A N . This signal is subject to a power constraint P and is sent over an AWGN channel with ISI h = [h 1 , . . . , h dM ] where d M depends on the maximal delay spread and the sampling frequency. The received signal is given by y = h * x + z. We consider a recently proposed linear equalizer called integer-forcing equalizer proposed [2] . This technique first passes y to a linear filter chosen in such a way that the equalized channel impulse responses are forced to be an integer vectors i [i 0 , i 1 , . . . , i Dmax ]. Also, one can easily transform linear convolution into circular convolution. The equalized signal is then given by
where z ′ is the filtered noise. The authors in [2] then proposed using cyclic codes over F p at the transmitter so that ϕ(
• mod p is a codeword of the same cyclic code. Therefore, one can directly decode ϕ(
). This decoded signal is then used to recover x and hence w. However, one of the drawbacks pointed out by the authors themselves is that the channel codes adopted are required to be cyclic codes and hence are not guaranteed to achieve capacity. In what follows, we present how to use the proposed IDT-QC codes for this problem. Since the problem of designing and analyzing integer-forcing equalizers has been well addressed in [2] , in what follows, we assume that the ISI channel has already been integral. i.e., h = i.
A. Using IDT-QC for Point-to-Point Communication with ISI
For the proposed IDT-QC code, the receiver first removes the received signal at the positions where the CP of the first tap's signal should be and feed the output to the deinterleaver. By Lemma 2, the output becomes
where elements inz and those in z ′ have the same distribution. Moreover, since IDT-QC codes adopt b-QC codes for channel coding, everyx (bd) in (14) corresponds to a valid codeword in the underlying QC code. This in turn allows us to directly decodeỹ to a valid codeword ϕ in the same QC code. After this codeword is decoded, one can use the knowledge of frozen bits as the initial conditions for deconvolution to strip out all the message bits (see [8] ).
Theoretically, using the proposed framework allows one to achieve the upper bound on information rates presented in [2] which may not be achievable for the cyclic coding scheme proposed therein. In what follows, we provide some simulation results to demonstrate that the proposed IDT-QC codes outperform cyclic codes even though for the finite-length regime, the proposed IDT-QC codes suffer from a rate loss. It is worth mentioning that in addition to being of independent interest, the integer-forcing equalization for ISI channel will play an important role for using IDT-QC for asynchronous compute-and-forward.
B. Simulation Results
We now provide some simulation results to compare the proposed IDT-QC framework and the cyclic coding scheme proposed in [2] . We consider the dicode channel whose impulse response is I(D) = 1+D; therefore, D max = 1. In order to do so, we construct an binary IDT-QC LDPC code from the AR4JA ensemble [9] with N ′ = 4096, b = 32, K = 3072, and the design rate R d = 0.75. The actual rate of this code is R a = 0.742. For comparison with the scheme in [2] , we also construct a cyclic LDPC code from the ensemble proposed in [10] with N ′ = N = 4095, K = 2703, and the design rate R d = 0.66. Note that for the cyclic coded scheme in [2] , one has to freeze D max bits for initializing the deconvolution. This results in the actual rate R a ≈ R d = 0.66. For the both codes, the decoding algorithm is a message-passing algorithm with at most 200 iterations. Simulation results presented in Fig. 3 show that in spite of having a higher rate, the proposed IDT-QC LDPC code provides roughly 1.1 dB gain when BER is at 10 −5 . This is mainly because the proposed IDT transform enables the use of QC codes where very powerful ensembles such as AR4JA can be easily constructed. Moreover, the conventional scheme in [2] relies solely on the family of cyclic codes which is much smaller than that of QC codes.
IV. APPLICATION 2: ASYNCHRONOUS CF
In this section, we study the CF relay network introduced by Nazer and Gastpar [7] . Particularly, we focus on the asynchronous version. There have been several attempts of using CF to this setting. A convolutional coded scheme has been proposed in [1] to deal with synchronization errors; however, only integer-valued delays are allowed. In [3] , an over-sampling method was proposed and a graph-based decoding algorithm has been proposed specifically for this over-sampling model. This over-sampling method can take real-valued delays but only within one symbol time; thus, results in a stringent timing synchronization. In [5] , frame-level and symbol-level asynchronous CF are considered where the destinations are only able to compute synchronous functions. A very recent work in [4] has successfully applied cyclic codes to this problem so that asynchronous functions are computable and showed through simulation that cyclic codes are able to combat with real-valued delays within one packet time. However we show that we can substantially improve the performance by replacing cyclic codes by the proposed IDT-QC codes.
As shown in Fig. 4 , in a CF network, there are total S source nodes and M ≥ S destination nodes. Each source node s ∈ {1, . . . , S} encodes its message w s ∈ F K p to a codeword c s ∈ F N p . This codeword is then modulated to the transmitted signal x s ∈ A N via a mapping M where A and M have the algebraic structure as those in Section III. The codeword is subject to a power constraint P .
Let τ ms be the delay experienced by the signal from source s to destination m. We will separately consider two cases, namely the frame-level asynchronous CF where τ ms ∈ {0, . . . , D max } and the symbol-level asynchronous CF where τ ms ∈ [0, T ) with T being symbol duration. For the framelevel asynchronous one, the received signal is given by
where h ms ∈ R (or C depending on whether the signal constellation is real or complex) is the channel coefficient between the source node s and destination m, and z m [n] ∼ CN (0, 1).
For the symbol-level asynchronous CF, one has to work with (16) where p(t) is the pulse shaping function and z(t) is a Gaussian process with zero mean and variance 1.
The destination node m is only interested in computing and forwarding a function of the messages. In particular, the CF in [7] confines itself to linear functions of the messages which mimics the behavior of linear network coding. The destination node m chooses {b ms } ∈ F p and computes u m = ⊕ L s=1 b ms w s such that the computation rate at the destination m is maximized. The computed functions together with {b ms } are then forwarded to a central destination which desires all the messages. It is clear that as long as the coefficients {b ms } form a full-rank matrix, the central destination would be able to invert the matrix and obtain all the messages.
In the following, for the sake of simplicity, we will only consider the case where there are only two source nodes and two destination nodes. Moreover, since the focus is synchronization error τ ms , when describing the proposed scheme, we further simplify the model by enforcing h ms = a ms ∈ Z to avoid unnecessary distraction from the self-interference [7] .
A. Using IDT-QC for Frame-Level Asynchronous CF
Each source node adopts a same b-QC code over F p for encoding its message to the codeword c s which is then modulated to the signalx s = M(c s ). It will then be interleaved to formx s and further added frozen bits and appended CPs to form the transmitted signal x s . The length of the CPs is again set to be D max . One difference here is that for a CF network with S source nodes, one has to freeze SD max positions instead of D max positions for each sub-block corresponding to message part. The receiver removes the signal at the positions where the first source node's CP should be and use the property in Lemma 2 to get the deinterleaver output given bỹ
where elements inz and that in z have the same distribution.
Since for a PAM constellation with p elements where p is a prime, the natural mapping M is a ring isomorphism [11] and ϕ M −1 • mod p is the corresponding ring homomorphism, one observes that
where b ms ϕ(a ms ). Since the underlying code we adopt is a b-QC code, c (bτms) s is a codeword and so is b m1 ⊙ c
. The destination can then directly decode the received signal to this codeword.
The computed functions and those coefficients are then forwarded to the central destination and are then further processed to recover all the messages. We now show that such problem with full rank coefficients can be equivalently represented as ISI channel problems in Section III and can be solved by deconvolution if sufficient initial conditions are provided. Since the two representations of QC codes are equivalent, we look at the second representation for the sake of simplicity. i.e., the function computed by the relay m is obtained by feeding f m into the interleaver as
In the D-domain, one has that
Note that mathematically, one can now left-multiply by the inverse of the matrixB to getC. In order to endow this inverse an operational meaning, we note that for every full rank matrixB, one hasB
where det(.) is the determinant and adj(.) is the adjugate. One can then left multiply F with adj(B) to form
One observes that the problem has been converted into two separate ISI channel problems whose impulse responses are integer vectors. Moreover, since each element inB has the range {0, . . . , D max }, each element in det(B) has range {0, . . . , 2D max } (or in general {0, . . . , SD max }.) Therefore, this problem can be solved by deconvolution provided that the transmitter freeze SD max positions for each sub-block belonging to the message part. The actual rate the becomes
which does not affect the asymptotic results. One example is given in the following.
Example 4. Consider a 2-by-2 example over F 2 . Suppose that
We have det(B) = 1 + D 2 , and adj(B) =B Thus, by leftmultiplying adj(B), one has
which are two separate ISI channel problems.
We now present the main theorem of this section whose proof is omitted.
Theorem 5.
Consider the frame asynchronous case where τ ms ∈ {0, . . . , D max }. At relay m, given h m and a m , a computation rate of
is achievable per real dimension.
Remark 6.
One exciting observation here is that the proposed QC-IDT scheme allows one to exploit another dimension, the delay dimension. This is due to the fact that the QC nature of the proposed scheme enables the computation of asynchronous functions in addition to synchronous ones. This may allow one to achieve computation rates surpassing that achieved by tightly synchronous CF [7] with the same channel coefficients.
One can see this from Example 4 that even thoughB sync 1 1 1 1 is not invertible,B, having exactly the same scalar coefficients with those inB sync , is invertible.
B. Using IDT-QC for Symbol-Level Asynchronous CF
We now focus on the symbol-level asynchronous CF. i.e., τ ms ∈ [0, T ) and the continuous-time model is considered. We further assume that the ideal pulse is adopted. Let π m be the permutation operation at the relay m defined by π m (1, . . . , S) = (j 1 , . . . , j S ) such that τ mj1 ≤ . . . ≤ τ mjS . As shown in [8] , one can extract out all the energy by performing S different matched filters and choose the one with the largest power to work with. Note that the sampled output of different matched filters would correspond to different functions. For example, for the S = 2 case, two different matched filters would correspond to c j1 ⊕ c (b) j2 and c j1 ⊕ c j2 , respectively. The corresponding SNR are then given by P mi = P T (τ mji − τ mji−1 ) where τ mj0 = 0 and τ mjS+1 = T . This would result in a computation rate similar to that in Theorem 5 with P replaced by P m = max i∈{1,...,S} P mi .
C. Simulation Results
For the sake of simplicity, we only consider coding over F 2 with binary phase shift keying (BPSK). The channel parameters are set to be h 1 = h 2 = 1 and D max = 5. The exact same codes as those in Section III are used. The actual rates are now 0.685 and 0.658 for the proposed IDT-QC code and the cyclic code, respectively. The decoding algorithm for the both codes is the joint MAP detection and JCF decoding (see [8] ) with 40 outer iterations and 5 inner iterations. In Fig. 5 , BER versus SNR curve is plotted. One can observe that despite of having a higher rate, the proposed IDT-QC LDPC code outperforms the cyclic LDPC code by roughly 1.1 dB when τ = 0, i.e., under perfect synchronization. This is the coding gain offered by the AR4JA code over the cyclic code adopted. When τ = 0.5, the proposed IDT-QC LDPC code provides 1.5 dB gain over the cyclic-LDPC considered.
