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Chapter 1
Introduction
1.1 The exciting physics of transition metal compounds
Transition metal (TM) compounds with partially filled d-shells form an unique class of ma-
terials which has attracted a huge amount of attention. For the TM ions in these systems,
the d-electrons experience competing forces: Coulombic repulsion tends to localize individual
electrons at the atomic lattice sites while hybridization with the ligand p orbitals tends to de-
localize the d-electrons. The electron-electron interactions within the d-shells and the mutual
interplay between spin, charge and orbital degrees of freedom give rise to a wealth of intrigu-
ing properties. These properties include the metal-insulator transition (MIT) [1] and colossal
magnetoresistance [2] as well as various spin, charge and orbital ordering phenomena [3–5].
Another remarkable phenomenon TM compounds exhibit is superconductivity with high critical
temperature in copper oxides [6, 7], which has triggered extensive research activity ever since
its first discovery in the mid 1980’s [6].
In the last several decades, the majority of studies on TM compounds have focused on 3d
electron systems [1]. In insulating 3d TM compounds, the electronic states are reasonably well
localized due to strong Coulomb interactions. The arrangement of the negatively charged lig-
ands around the TM cation affects TM d orbitals differently, leading to a splitting of the five d
energy levels which for a free ion have the same energy. An example is the splitting between
triply degenerate t2g (dxy, dyz and dxz) and doubly degenerate eg (dx2−y2 and dz2) orbital states
in octahedral environments. The degeneracy of such states (both t2g and eg) can be further lifted
in symmetry lower than octahedral or by electron-phonon interactions (e.g., the Jahn-Teller ef-
fect). For lower symmetries, typically the scale of the energy splittings between dxy, dyz and
dxz (dx2−y2 and dz2) levels is ∼0.1 eV (∼1 eV), which is much larger than that of the spin-orbit
coupling (SOC) (∼20 meV) [8]. Therefore, in 3d TM compounds, the orbital angular momentum
is completely quenched and the magnetic ground state can often be reasonably well described
in terms of a spin-only Hamiltonian. The simplest expression for such a Hamiltonian is the
Heisenberg model
HHeis =
∑
i, j
Jij~Si · ~S j, (1.1)
where Jij is the isotropic exchange interaction and ~Si, ~S j are spins at lattice sites indexed by
i and j. There are different kinds of magnetic interactions, such as ferromagnetic (FM), an-
1
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tiferromagnetic (AFM) or combinations of these when there are inequivalent magnetic bonds
or longer-range (beyond nearest-neighbour) interactions. The magnetic interaction depends on
details of the crystal structure and the number of electrons in the d shell [9]. Materials of
intensive investigations are certain low-dimensional TM systems in which the magnetic inter-
action is strong only in one or two directions. In such materials, spin-chain, spin-ladder and
two-dimensional (2D) spin models can be realized. Prominent examples are layered compounds
containing Cu2+ (3d9, S = 1/2) ions, the parent compounds of the high-temperature supercon-
ductors [6]. Remarkable phenomena are also the nontrivial excited states in chain systems with
the same Cu2+ sites, where the spin and charge degrees of freedom are separated [10] or when
an orbiton separates itself from spinons with a substantial dispersion in energy over momentum
[11]. Another example that has attracted considerable attention is the spin-chain system TiPO4
(3d1, S = 1/2), which was proposed to be a non-conventional spin-Peierls (SP) compound with
two successive phase transitions (at Tc1 = 74 K and Tc2 = 111 K), having a SP distortion below
74 K with a dimerization of the Ti-O chains along the c axis [12].
3d TM compounds have been studied for many decades. TM systems with 4d and 5d valence
electrons have recently also attracted a lot of attention. When going to heavier TM elements,
from 3d to 4d and 5d, the d orbitals become more extended and the electronic repulsionU tends
to be progressively weaker. Hence, a concomitant crossover to a weakly correlated electronic
structure is expected. At the same time, the relativistic SOC increases dramatically when going
to heavier elements. Therefore, in some 5d TM systems with strong SOC, the physics can be
drastically different from systems in which SOC acts only as a minor perturbation.
In heavy TM compounds, such as iridates and osmates, the existence of several overlapping
energy scales and competing interactions, including spin-orbit, Coulomb and exchange inter-
actions, offers wide-ranging opportunities for the discovery of novel types of correlated ground
states and novel properties. In particular, the strong SOC provides an interesting platform.
In these systems, the spin (~S) and orbital angular momentum (~L) are entangled, producing an
electronic state characterized by total angular momentum ~J=~S+~L. The recent confirmation of
spin-orbit Jef f =1/2 Mott states in iridates has stimulated extensive research on quantum phe-
nomena [13, 14] in 5d TM materials. For instance, a theoretical study predicts that the Jef f =1/2
Mott states in the honeycomb iridates Na2IrO3 and Li2IrO3 lead to the low-energy quantum
Hamiltonian of the Kitaev model, relevant for quantum computations [15]. Beyond that, SOC
plays a crucial role in achieving topologically nontrivial electronic states. For example, it is
suggested that the honeycomb lattice of Ir ions in Na2IrO3, with complex hopping amplitudes
arising from strong SOC, may lead to a quantum spin-Hall insulator [16]. Close to Ir in the peri-
odic table is Os. There is also extensive research focusing on osmates, which constitute another
rich platform for the search of novel electronic phases. One of the most interesting cases for
osmates is NaOsO3 (5d3, S = 3/2) [17], which experimentally displays a MIT driven by antifer-
romagnetic (AFM) ordering [18]. Another interesting examples are the Ba2YMoO6 and Ba2(Li,
Na)OsO6 double-perovskite systems [19–30] containing d1 metal ions, proposed to be possible
candidates for spin liquid ground states.
It is instructive to consider a schematic phase diagram as shown in Fig.1.1 in terms of the
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Figure 1.1: Schematic phase diagram of d-electron materials in terms of the effective electronic-structure parameters
U /t and λ/t, where U is the on-site Coulomb repulsion, λ is the strength of SOC and t is a nearest-neighbor hopping
amplitude. Adapted from Ref. [31].
relative strength of the effective parameters U /t and λ/t, where t is the hopping amplitude and
λ is the strength of SOC entangling spin and angular momenta. In this phase diagram, two
lines divide the whole space into four quadrants, which are the weak and strong correlation
regions, the weak and strong SOC regimes. At the left side of the diagram are Mott insulators,
band insulators and simple metals. In this region, where SOC is weak (λ/t¿1), the electronic
behavior is dominated either by the interaction between electrons for the case of Mott insulators
(large U /t) or by the interaction of electrons with the periodic lattice potential for band insula-
tors and simple metals (small U /t). When U is comparable to t, an insulating gap is induced in
the valence band structure by electron correlation effects (Coulomb interaction U) and in this
case a conventional MIT occurs. For 5d TM compounds with strong SOC, when U /t¿1, a metal-
lic or semiconducting state at small U may be converted to a topological insulator (TI) or to a
semimetal. TIs are characterized by bulk insulating behavior but protected conducting states
on their edge or surface, due to the combination of spin-orbit interactions and time-reversal
symmetry (TRS). A significant amount of theoretical as well as experimental work has been
performed on TIs over the past years [32–35]. For 5d TM compounds, when both U /t and λ/t
are large, many kinds of exotic electronic and magnetic phases may emerge. Such examples in-
clude the axion insulator [36, 37], Weyl semimetals (WSM) [38–42], quantum spin liquid (QSL)
phases [43–46] etc. The axion insulator, whose surface states are all gapped but the interior
still obeys TRS, may exhibit an exotic quantized magnetoelectric effect [47–49] and is one of the
most interesting quantum phases predicted for three-dimensional TIs [36]. A Weyl semimetal
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is a three-dimensional analogue of graphene, in which the conduction and valence bands cross
near the Fermi energy [50, 51]. A QSL phase is an exotic state for a system of strongly interact-
ing magnetic units in which the magnetically ordered ground state is avoided owing to strong
quantum fluctuations [52, 53]. In the middle of the phase diagram in Fig. 1.1, there is one
region named spin-orbit coupled Mott insulator where the insulating behavior originates from a
subtle interplay of SO interactions and electronic correlations. For example, in the iridate com-
pound Sr2IrO4 [13, 54], without inclusion of SOC, the width of the Ir t2g bands is so large that
local density approximations with a reasonable correlation energy (U) can not account for the
experimentally observed band gap. With inclusion of SOC, the t2g manifold is split, into j = 3/2
and narrow half-filled j = 1/2 bands, and the application of a small U induces a finite Mott-like
gap in the j = 1/2 levels. In such materials, λ and U tend to cooperate in generating insulating
states.
1.2 Ab initio quantum chemistry methods for solids
The main purpose of ab initio simulations is to solve the many-body Schrödinger equation for
getting the total energy and wave-function or the electron density of the system under study,
which normally is the starting point for investigating material properties. There are many
different ab initio approaches. In principle, ab initio approaches can be categorized as wave-
function based methods, for example, quantum chemistry methods and quantum Monte Carlo,
and density functional theory (DFT) based methods.
The most widely used approach for investigating the electronic structure of condensed mat-
ter systems is the DFT within the local density approximation (LDA) or generalized gradient
approximation (GGA) [55]. In the DFT approach, the translational symmetry of the solid is
exploited by means of periodic boundary conditions. The core idea of DFT is that all of the prop-
erties of the investigated system in its ground state can be accessed if the electron density is
known. This drastically reduces the number of electronic variables in solving the Schrödinger
equation, from three times the total number of electrons in a given system to only three, and
therefore reduces the computational cost of DFT calculations as compared with other meth-
ods [56]. DFT has been proved to be very successful in describing a variety of compounds in
condensed matter systems, especially in estimating properties like lattice parameters, elastic
constants, dielectric functions and phonon frequencies of weakly correlated systems within a
few percent of the experimental values [57]. However, the deficiencies of DFT are also well doc-
umented. One prominent example is that DFT meets problems in correctly describing systems
which contain d or f elements where the electrons are strongly correlated [58–60]. Whereas the
electronic structure of pure transition metals (e.g., iron and nickel), in which the 3d electrons
are itinerant, can be described quite well within the GGA, the electronic structure of insulating
TM oxide compounds, in which the 3d electrons undergo localization due to the strong onsite
Coulomb repulsion, are often wrongly predicted to be metallic within the GGA. A well-known
example is NiO: an insulator with the rock salt structure that the GGA predicts to be a metal.
Although some of the limitations of DFT can be to some extent overcome by using various types
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of refinements, such as DFT+dynamical-mean-field theory (DMFT) [59] or the DFT+U approach
[61, 62], the use of parameters like the on-site Coulomb repulsion U restricts the predictive
power.
By contrast, wave-function based quantum chemistry methods, which usually start from
Hartree-Fock (HF) and next consider electron correlation in a systematic manner, provide an
alternative. Such methods have been extensively applied for calculating molecular electronic
structures in the theoretical chemistry community [63]. The difficulty with these wave-function
approaches is that the treatment of large condensed-phase systems is extremely expensive com-
putationally. Therefore, applying quantum chemistry to condensed matter is not straightfor-
ward, but it is something that is becoming increasingly popular. Over the last few decades,
algorithms based on many-body second-order perturbation theory [64–70] and multireference
configuration interaction formalisms [71, 72] have been developed to explicitly treat electron
correlations in solids. A new method based on quantum Monte Carlo, full configuration interac-
tion quantum Monte Carlo (FCIQMC), has been also proposed for solids recently [73].
In order to get a rigorous treatment of electron correlation in crystalline solids, the embed-
ded cluster approach is a very attractive option. Its main idea is to treat explicitly only a small
part of the solid with advanced many-body calculations while the rest of the system is dealt
with at a more approximate level. Many different embedding schemes have been proposed over
the past decades [74, 75]. One of the simplest embedding schemes is point-charge electrostatic
embedding, where the cluster is placed inside a matrix of point charges that is fitted to repro-
duce the effective Madelung potential associated with the solid state environment. The localized
character of valence electrons in TM oxides together with the localized nature of electron cor-
relations [76] makes such an embedded-cluster approach widely applicable. This approach has
been used to provide accurate estimates and predictions for different properties, such as d-d
excitations [77–79], core level spectra [80, 81] and the strengths of magnetic interactions in
many TM oxides with accuracy close to experimental results [82–86]. In more advanced em-
bedding schemes, a more accurate representation of the extended solid-state surroundings can
be achieved by building an effective potential that takes into account interactions beyond basic
electrostatics [74, 75], via prior periodic HF [71, 87–89] or DFT calculations [88, 90–92].
1.3 RIXS spectroscopy
Spectroscopy studies material properties via the interaction between light and matter. By tun-
ing the photon energy, various information can be extracted for the studied system. There are
three spectral ranges of electromagnetic radiation that we are interested in: infrared (IR), opti-
cal till vacuum ultraviolet (VUV) and X-ray range. Photons with energy between approximately
1.24 meV and 1.7 eV are referred to as infrared radiation [93], which can probe the molecular
vibrations, low energy electron transitions and collective magnon excitations. The energy region
from optical till VUV is from 1.7 eV to 124 eV [93]. It allows to detect electron transitions from
valence and inner valence shells. The X-ray domain includes photons with energy between 124
eV and 124 keV [93], which can be divided into soft (124 eV to 1 keV) and hard X-ray (1−10 keV).
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These terms, “soft” and “hard”, are used to quantitatively describe the penetrating ability of the
photons. The X-ray radiation can be used to measure the excitation and ionization of electrons
from core-shell orbitals.
X-ray spectroscopy comprises several well-established experimental techniques and has been
growing with the continuous progress of technology, triggered also by large investments in this
field. Among numerous X-ray techniques, resonant inelastic X-ray scattering (RIXS) is a power-
ful method for the investigation of the electronic properties of materials. With the advent of high
resolution spectrometers, RIXS has been increasingly used in the soft X-ray regime for probing
the low energy excitations of correlated materials. Here the word “resonant” simply means that
the incident photon energy is tuned to a certain absorption edge, resulting in significant res-
onant enhancement of the electronic excitations. In addition, selection of the absorption edge
and polarization can provide useful information on electronic states. For 3d TM compounds, one
can either excite the 2s/2p electrons with photon energy in the range of 400−1000 eV or the
1s electrons with energies of 4−10 keV. In RIXS processes, when a system absorbs an incident
X-ray photon, a core-electron is promoted to an unoccupied orbital, forming a core-excited state.
This is a short-lived intermediate state on femtosecond time scale, which decays to an excited
final state. The shape of RIXS spectra is very sensitive to the excitation energy, photon incident
angle and polarization, which allows one to adjust the experiment to study different phenom-
ena and properties of a given system. Chapter 8 of this thesis refers to theory development
for calculating the RIXS double differential cross section, which can be directly compared with
experimental RIXS spectra.
1.4 Overview of this thesis
To explore the exciting physics of TM compounds, it is essential to identify the ground state, to
quantify the d-shell splittings of TM ions and the different coupling strengths and energy scales.
The purpose of this thesis is to exploit the power of ab initio quantum chemistry methods in
investigating the electronic structure and magnetic properties of crystalline 3d and 4d/5d TM
compounds and for providing reliable estimates for relevant physical quantities. This thesis is
organized as follows:
— In Chapter 2, the many-body quantum chemical methods employed for the study of
strongly correlated systems in this work are outlined.
— In Chapter 3, we report results for the spin-Peierls compound TiPO4 (Ti3+, 3d1), includ-
ing d-d splittings, nearest-neighbor (NN) and next nearest-neighbor (NNN) Heisenberg inter-
actions. The d-d splittings and NN Heisenberg interactions are compared with those extracted
from RIXS experiments.
— In Chapter 4, we explore the electronic structure and magnetic anisotropy of Fe1+ d7 and
Fe2+ d6 species within the Li3N lattice. Our results for the axial magnetic anisotropy are in
excellent agreement with experiment. Moreover, our computational data suggest that the TM
2+ valence state dominates in the very dilute TM:Li3N system, while TM 1+ plays a dominant
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role for large concentrations of TM ions.
— In Chapter 5, the electronic structure and magnetic properties of 4d1 and 5d1 ions in
molybdenum- and osmium-based double-perovskite systems [Ba2YMoO6, Ba2(Li, Na)OsO6] are
discussed. We first provide reliable results for the d-level splittings, t2g−eg and induced by
SOC within the t12g manifold. We further analyse the role of TM d−O p orbital mixing plus the
strength of electron-lattice couplings. Our results demonstrate the subtle interplay of spin-orbit
interactions, covalency and electron-lattice couplings as the major factor in deciding the nature
of the magnetic ground states of 4d and 5d quantum materials.
— In Chapter 6, we present a study of the osmate compound NaOsO3 (Os5+, 5d3). We first
discuss results for the d-level excitations. The calculated two-site magnetic spectrum is then
mapped to an effective Hamiltonian with both isotropic Heisenberg interaction and antisym-
metric Dzyaloshinskii-Moriya (DM) exchange.
— In Chapter 7, we map the magnetic spectrum obtained from quantum chemistry calcula-
tions for face-sharing [Ir2O9] and [Rh2O9] units onto an appropriate effective spin Hamiltonian,
providing estimates for the strengths of the isotropic and anisotropic interactions in such iridate
and rhodate compounds.
— In Chapter 8, we describe a computational scheme for obtaining absolute RIXS intensities.
It is based on ab initio quantum chemistry methods and we apply it to the calculation of Cu2+
d9 L3-edge spectra in KCuF3. A similar scheme is further used for the more complex Ni2+ d8
L3-edge excitations in La2NiO4.
— Finally, a short summary of the whole thesis and an outlook for future research directions
is presented.

Chapter 2
Theory and Methods
Computational physics is a valuable tool that helps us understand fundamental physical prob-
lems by using computers and allows one to investigate the inner structure and properties of
atoms, molecules and solids. One approach is the ab initio calculations, which means in Latin
“from the beginning”. A calculation is said to be ab initio if it relies on basic and established laws
of nature without additional assumptions or special models. A wide range of ab initio methods
are based on solving the Schrödinger equation for a given molecule. Once this equation is solved,
a variety of chemical and physical properties can be determined directly from basic principles
without using experimental data. Of course, such computations are far from trivial. Since the
Schrödinger equation cannot be solved analytically for most systems, approximations have to be
used.
In this chapter, we give a short overview of the quantum mechanical concepts and equations
employed in this work. After comparing briefly the strategies of density functional theory (DFT)
and quantum chemistry methods for investigating of electronic structure, we justify the use
of quantum chemistry methods. The construction of many-electron wave-functions, starting
from the Hartree-Fock (HF) level to multireference configuration interaction (MRCI) methods,
is explained in some detail. A few representative equations for describing relativistic effects
are then introduced. A detailed mathematical description of the various computational methods
described in this chapter can be found in Ref. [63].
2.1 Introduction
The correct description of the electronic energy of a given system requires the wave-function
or at least the electron density associated with a particular quantum state. Various meth-
ods have been developed throughout the years to find approximate solutions for the electronic
Schrödinger equation. In principle, a quantum mechanical calculation classifies as wave-function-
based (WFB) or electron-density-based (EDB) calculation. Computing exact wave-functions or
electron densities is highly desirable, but it is limited in practice to only a small number of
simple systems. Several models that allow the construction of approximate wave-functions and
electron densities have been developed. The approximations used in these models have a hierar-
chical structure which permits the theory to be applied at levels of increasing sophistication and
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accuracy. In practice, if we compare WFB methods and EDB theory, there is no better one than
another for all purposes, and the successful application of a particular one strongly depends on
the physics of the studied system.
In transition metal (TM) compounds the electron-electron interactions play an essential role.
The calculations based on conventional DFT within the local density approximation (LDA) or
generalized gradient approximation (GGA) have difficulties in predicting the correct insulating
ground state (GS) of TM systems. The main reason for these difficulties is that these methods
adopt a mean-field like approach, i.e., the Kohn-Sham scheme [94] to treat electron-electron
interactions [60, 95]. This implies mapping a fully interacting system onto a non-interacting
system whereby the electrons move within an effective, averaged potential. LDA+U [61, 96, 97]
and LDA+DMFT (the LDA results are imported into constructing the lattice Green’s function
and the results are further used to solve the corresponding lattice model within dynamical mean
field theory (DMFT)) [60, 98] are commonly used to account for correlation effects in insulating
TM systems. The LDA+U method treats electronic correlation by adding an on-site Hubbard U
term to the Kohn-Sham Hamiltonian. It is possible to estimate U using the constrained LDA
[99, 100] or the constrained random-phase approximation (cRPA) method [101]. It is worth
pointing out that in LDA+U and LDA+DMFT approaches double counting needs to be avoided.
The double counting arises because LDA does not include all the interactions between strongly
correlated d or f electrons, it captures some portion of them through the Hartree and exchange-
correlation terms. The systematic way of expressing LDA contribution to exchange correlation
energy in the DFT is not given explicitly. It is difficult to identify which part of interactions
entering Hubbard correction (+U) or DMFT is already taken into account through LDA cal-
culations. The expression for the double counting correction in LDA+U or LDA+DMFT is not
rigorous defined. This leads to the problem that some contributions to the interactions are in-
cluded twice in Hubbard correction or DMFT formalisms. Nevertheless, qualitative description
can be obtained also with approximate parameters like Hubbard U and Hund’s coupling JH and
properly accounting for the double counting [60, 102].
Wave-function-based methods provide an alternative route of dealing with electron-electron
interactions. In most of these methods, the HF approximation is used as the starting point
to construct the real space wave-function. The HF method approximates the N-electron wave-
function as a product of N one-electron wave-functions. It is incapable of providing a robust
description of behaviors in which electronic correlation has a major role. Nevertheless, the
HF wave-function can be systematically improved to include electronic correlation effects using
the post-HF quantum chemistry methods. Such an approach has been extensively used in the
molecular chemistry community for several decades [63]. However, for solids, the key problem
has been the development of treatments of electronic correlation having favourable scaling of
the computational cost with the size of the system. It is only recently that algorithms have been
developed to explicitly treat electronic correlations in solids using quantum chemistry meth-
ods [103, 104]. With nowaday computational facilities, computational schemes based on the
MRCI approach and many-body second-order perturbation theory show the ability to describe
electronic correlation also in solid-state systems [71, 77, 105].
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In the remaining part of this chapter, our goal is to briefly explain the basic principles be-
hind the quantum chemistry methods that we employ in our calculations. We first discuss the
approximations used to construct the many-electron correlated wave-function, then introduce
theoretical aspects on relativistic spin-orbit interactions. We further describe the point-charge
(PC) embedding method for cluster calculations.
2.2 Approximations for many-electron correlated system
2.2.1 The Born-Oppenheimer approximation
One of central goals in electronic structure theory is to find an approximate solution to the many-
particle Schrödinger equation. The Hamiltonian of a many-body solid-state system consisting of
nuclei and electrons can be written as:
Htot = −
∑
I
ħ2
2MI
∇2RI −
∑
i
ħ2
2me
∇2ri +
1
2
∑
I 6=J
1
4pi²0
ZIZJ e2
|RI −RJ |
+1
2
∑
i 6= j
1
4pi²0
e2
|ri−r j|
−∑
I,i
1
4pi²0
ZI e2
|RI −ri|
, (2.1)
where the indexes I, J refer to nuclei, i, j refer to electrons, me is the electron mass, MI is the
mass of nucleus I, ZI is the atomic number of nucleus I, RI and r i are positions of the nucleus
and electron, respectively. In Eq.(2.1), the first term is the kinetic energy of the nuclei, the
second term is the kinetic energy of the electrons, the third term is the potential energy coming
from nucleus-nucleus Coulomb interactions, the fourth term is the potential energy concerning
electron-electron Coulomb interactions and the last term is the potential energy concerning
nucleus-electron Coulomb interactions. Everything about the system will be known if one can
solve the above fundamental Schrödinger equation. However, since it is impossible to solve this
equation analytically for most systems, approximations have to be used.
The first approximation to be made is to decouple the electronic and ionic degrees of free-
dom. According to the Born-Oppenheimer (BO) approximation [106, 107], introduced by Born
and Oppenheimer in 1927, since the nuclei are much heavier and move much slower than the
electrons, the movements of nuclei and electrons can be separated. In other words, it is often
reasonable to consider the positions of the nuclei as fixed when we consider the movement of
electrons. Therefore, the total wave-function can be written as:
Ψ({RI }, {ri})=Θ({RI })φ({ri}, {RI }), (2.2)
where Θ({RI }) stands for the wave-function of nuclei for which the positions are fixed and
φ({ri}, {RI }) stands for the corresponding wave-function of the electrons with fixed nuclei po-
sitions.
Now we can consider that the electrons are moving in a static external potential Vext formed
by the nuclei. Thus the corresponding electronic Hamiltonian reads
H =Te+Vee+Vext+Enn, (2.3)
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where Te is the kinetic energy of the electrons, Vee is the electron-electron interaction, Vext is the
electron-nuclei interaction and the last term Enn is the nuclei-nuclei Coulomb interaction which
is a fixed energy in this frozen nuclei approximation (for electronic calculations, the internuclear
distances are treated as constant parameters, and so this term can be omitted). By setting the
fundamental constants ħ=me=|e|=4pi²0=1, the corresponding N-electron Schrödinger equation
and the full electronic Hamiltonian read{
−
N∑
i=1
1
2
∇2i +
1
2
N∑
i 6= j
1
|ri−r j|
−∑
I,i
ZI
|RI −ri|
}
Ψ(r1, . . . ,rN )=EΨ(r1, . . . ,rN ), (2.4)
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N∑
i=1
1
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2
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+∑
I,i
ZI
|RI −ri|
. (2.5)
The wave-function for N electrons in Eq.(2.4) is a function of 3N spatial coordinates (and N spin
coordinates) and its solution is extremely complicated and demanding in case of large systems.
2.2.2 The Hartree-Fock approximation
As indicated in Eq.(2.4), electrons interact with each other by electrostatic repulsion, thus the
wave-function is not strictly separable into parts related to single electrons. One approximation
for getting N-electron wave-functions is given by the HF method [108]. The HF method consists
of approximating the many-electron wave-function by appropriate products of single-electron
wave-functions. The Pauli exclusion principle, which requires the many-electron wave-function
to be antisymmetric with respect to the interchange of the coordinates of any two electrons,
should be also fulfilled:
Ψ(x1, . . . ,xi, . . . ,x j, . . . ,xN )=−Ψ(x1, . . . ,x j, . . . ,xi, . . . ,xN ). (2.6)
Here, we use xi to denote both the spin σi and position ri coordinates. The way to construct
such a product is to use the so called Slater determinant, which can be expressed in terms of a
determinant of a matrix containing the single particle states:
Ψ(x1, . . . ,xN )= 1p
N!

ψ1(x1) ψ2(x1) . . . ψN (x1)
ψ1(x2) ψ2(x2) . . . ψN (x2)
...
...
. . .
...
ψ1(xN ) ψ2(xN ) . . . ψN (xN )

. (2.7)
In Eq.(2.7), 1/
p
N! is a normalizing factor so that
∫ |Ψ|2dτ= 1. It is easy to understand why the
use of this determinant automatically takes into account the Pauli principle: if two electrons are
in the same state, ψi =ψ j, then two columns of the determinant would be equal and thus Ψ=0,
in other words, ψi = ψ j is physically impossible. For the same reason, two electrons with the
same spin can not occupy the same point in space. The antisymmetry property is also easy to
see. If we interchange xi and x j, then two rows of the determinant are interchanged, so that Ψ
changes sign. All physical properties of the system in state Ψ depend only quadratically on Ψ,
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so the physical properties are unaffected by the change of sign caused by the interchange of the
two electrons. Using the Dirac notation, we can write the energy of a given system as
E = 〈Ψ∣∣H∣∣Ψ〉 , (2.8)
where H is give by Eq.(2.5), disregarding the nucleus-nucleus interactions. If the energy is
evaluated in a state of the form (2.7), with orthonormal single electron wave-functions ψ1 . . .
ψN , then the result is:
E =
N∑
i
〈
ψi(xi)
∣∣hˆ∣∣ψi(xi)〉+ 12 N∑i
N∑
j
〈
ψi(xi)
∣∣Jˆi− Kˆ i∣∣ψi(xi)〉 , (2.9)
where the single-particle operator hˆ, Coulomb operator Jˆi and exchange operator Kˆ i are defined
as:
hˆ(xi)=−12∇
2
i +
∑
I
ZI
|XI −xi|
= −1
2
∇2i +Vext(xi), (2.10)
Jˆi
∣∣∣ψ j(x1)〉= 〈ψi(x2)∣∣ 1|r1−r2| ∣∣ψi(x2)〉
∣∣∣ψ j(x1)〉 , (2.11)
Kˆ i
∣∣∣ψ j(x1)〉= 〈ψi(x2)∣∣ 1|r1−r2|
∣∣∣ψ j(x2)〉∣∣ψi(x1)〉 . (2.12)
Then, a Fock operator Fˆ can be defined as:
Fˆ = hˆ+
N∑
i=1
(Jˆi− Kˆ i). (2.13)
The single-particle operator hˆ denotes the single-particle kinetic energy and the Coulomb inter-
action energy between the electrons and the nuclei. The Coulomb operator Jˆ takes into account
the Coulombic repulsion between electrons and the exchange operator Kˆ represents the modifi-
cation of this energy due to the effects of spin correlation.
We should find the wave-function that minimizes the energy E while ensuring that the spin-
orbitals stay orthonormal. This amounts to a problem of optimization under constraints, which
can be solved with the method of Lagrange [109] by defining the following function L,
L=E−∑
i, j
λi, j
[〈
ψi
∣∣∣ψ j〉−δi, j] , (2.14)
where λi, j are the Lagrange multipliers. Taking the derivative of the these equations to impose
δL= 0 leads to the HF equations:
Fˆψi = ²iψi. (2.15)
Here ²i is the energy of spin orbital ψi. Eq.(2.15) is for a single particle, not for all N particles,
and the effects of all the other particles are included in the Fock operator Fˆ.
The HF equations (2.15) appear as being simple but when inserting the precise form of the
different operators, it becomes clear that they are complicated integro-differential equations
that in most practical cases cannot be solved exactly. Therefore, simplified approaches are re-
quired.
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To solve the resulting equations (2.15) numerically, we can express molecular orbitals (MOs)
as a linear combinations of atomic orbitals (LCAO). In this procedure, a set of N basis functions
{χ(r)}, which are simple analytical one-electron Gaussian or Slater type functions, is introduced,
and each spatial wave-function φk(r) is expressed as a linear combination of these basis func-
tions,
φk(r)=
N∑
µ=1
Cµkχµ(r). (2.16)
The solution of the HF equations now requires finding the values of the coefficients {C} in order
to obtain the best expression for the orbitals φk(r). Using matrix notation, the HF equation can
be rewritten in terms of the coefficients {C} as:
FC= SC², (2.17)
where C is the matrix of coefficients {C}, ² is the diagonal matrix of orbital energies, S is the
overlap matrix between two basis functions and F is the Fock matrix, with elements
Sµ′µ =
〈
χµ′(r)
∣∣∣χµ(r)〉 , Fµ′µ = 〈χµ′(r)∣∣∣ Fˆ ∣∣∣χµ(r)〉 . (2.18)
This form of the HF equations is called the Roothan equation and can be solved by diagonalizing
F:
|F−S²| = 0. (2.19)
Such an equation cannot be solved directly because the matrix elements Fµ′µ involve inte-
grals over the Coulomb and exchange operators which themselves depend on the spatial wave-
functions. This means that it can only be solved using a self-consistent procedure: starting from
an initial guess for the orbitals, one generates the Fock matrix then a new set of coefficients {C}
is obtained by solving Eq. (2.17). These coefficients {C} can be used in generating a new set
of orbitals, with which a new Fock matrix is constructed and solved again for an updated {C}
matrix. This procedure is repeated until the orbitals and total energy no longer change within
certain thresholds, at which point the orbitals fulfill the HF equations in Eq. (2.17).
2.2.3 Basis sets
The choice of an appropriate method is not the only factor that influences the accuracy of an ab
initio calculation. As we have seen in Eq.(2.16), the molecular orbitals are generated as an ex-
pansion in a set of simple basis functions. However, a complete basis set means that an infinite
number of functions must be used, which is impossible in actual calculations. The choice of ba-
sis functions is therefore important and the basis functions partly determine the quality of the
wave-function. For instance, it may happen that a basis set with a small number of functions
could give erroneous results regardless of the level of theory employed, whereas using a basis
set with sufficient number of functions may yield qualitatively (or even quantitatively) correct
results already at the multiconfiguration self-consistent field (MCSCF) level of theory. As a gen-
eral rule of thumb, increasing the number of functions in the basis set allows a better description
of the MOs and more accurate calculations. However, not all basis functions contribute equally
2.2. Approximations for many-electron correlated system 15
to the description of the MOs: a reasonably accurate description of MOs can be obtained if the
functions included in the basis set are chosen properly.
There are two types of basis sets functions commonly used in electronic structure calcula-
tions: Slater-type orbitals (STO) [110], which are usually based on spherical harmonic functions
and Gaussian-type orbitals (GTO) [111], which are composed of Gaussian functions or contracted
Gaussian functions.
In this work, we use GTO basis functions. An GTO centered at an atomic nucleus has the
form
χlp(r,θ,φ)=Ylm(θ,φ)rl e−ζr
2
, (2.20)
where Ylm(θ,φ) are spherical harmonics for the angular momentum quantum number l, r is
the distance from the nucleus and ζ are the exponents that are optimized separately for each
element. The central advantage of GTOs is that the product of two Gaussian functions at dif-
ferent centres is equivalent to a single Gaussian function centred at a point between the two
centres. Therefore, two-electron integrals on three and four different atomic centres can be re-
duced to integrals over two different centres. The latter are much easier to compute, leading to
a significant computational speedup. To further speed up calculations, basis sets need to be con-
tracted, i.e., the contracted GTOs (CGTOs) are composed of atomic orbitals that are expressed
as combinations of Gaussian functions
χo =
∑
i
doiχp, (2.21)
with the contraction coefficients doi and the parameters of primitive Gaussian function χp held
fixed during the actual calculation. There are two basic forms of contractions: segmented and
general contraction. In a segmented contraction, a given set of primitive functions is partitioned
into smaller sets of functions that are made into new contracted functions by determining suit-
able coefficients [112]. The Pople/Mc-Lean-Chandler basis sets [113, 114] and the Karlsruhe
basis sets [115, 116] are some of the most popular segmented contracted GTOs. In a general
contraction the primitive functions contribute to all contracted functions, with different contrac-
tion coefficients [112].
Modern contracted basis sets aimed at producing very accurate wave-functions often employ
a general contraction scheme. The atomic natural orbitals (ANO) and correlation consistent
basis sets are of the general contraction type. The idea in ANO type basis sets is to contract a
large primitive GTO set to a fairly small number of contracted GTOs by using natural orbitals
from a correlated calculation on the free atom, typically at the configuration interaction with
singles and doubles (CISD) level [117]. The natural orbitals are those that diagonalize the
density matrix.
We use the correlation-consistent basis sets optimized by Dunning et al. [118] in most of the
calculations in this thesis. The name for these basis sets are commonly abbreviated as aug-cc-
pVmZ:
— aug, meaning “ augmented ”, denotes that the basis set contains diffuse functions, i.e.,
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functions with components at large distances r, which increase the flexibility of the basis
set.
— cc-p, standing for “ correlation consistent polarized”, means that they include increas-
ingly larger shells of polarization functions (d, f ,g,...) with increasing values of m.
— V indicates they are valence-only basis sets, while the core orbitals are each described
by a single function.
— m is the number of functions per valence atomic orbital, corresponding to the number of
contracted Gaussian type functions used to represent the particular GTOs. It is indicated
as “D” (double zeta, m=2), “T” (triple zeta, m=3), “Q” (quadruple zeta, m=4), 5, 6, ...
One advantage of the Dunning basis sets is that they allow for complete basis set (CBS) ex-
trapolation. The basis set used to describe a molecular system should contain a large number of
functions to allow maximal flexibility in optimization and to therefore reach the lowest possible
energy. Although this is impossible in practice, it is possible to estimate the result that would be
obtained with an infinite basis set by performing calculations with cc-pVmZ (or aug-cc-pVmZ)
bases of growing size, then extrapolating the results to m =∞. This can be achieved by fitting
the results for different values of m with an appropriate function, then extrapolating to m =∞
[119, 120].
2.2.4 The electronic correlation energy
Through the single-configuration representation of the wave-function, HF theory makes the fun-
damental approximation that each electron moves in the average electric field created by all of
the other electrons. It ignores the detailed, correlated motion of the electrons as induced by their
instantaneous mutual repulsion. The latter is called dynamical correlation, which can be cap-
tured by the CI method. On the other hand, the non-dynamical correlation is important for sys-
tems where the ground state is well described with more than one configuration. In such cases
the single-configuration HF wave-function is inadequate. This can be corrected by including
additional configurations in the wave-function, which is referred to as the multi-configurational
self-consistent field (MCSCF) method [63].
There is no clear distinction between dynamical correlation and non-dynamical correlation
(or static correlation, in quantum chemical terminology) because both of them require a descrip-
tion beyond a single configuration. It is worth pointing out that in some sense a certain amount
of electronic correlation is already considered within the HF approximation in the electron ex-
change term describing the correlation between electrons with parallel spin. This basic corre-
lation effect prevents two parallel-spin electrons from being found at the same point in space.
Since the single-configuration approximation does not take into account the correlation between
the spatial position of electrons due to their Coulomb repulsion, it leads to a total electronic
energy always above the exact solution of the non-relativistic Schrödinger equation within the
BO approximation. The correlation energy is defined as the difference between the exact non-
relativistic energy and the HF energy of the electronic system, both calculated in full basis set
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[63, 121],
Ecorr =Eexact−EHF . (2.22)
2.2.5 Configuration interaction
The HF method is often used as a first step to more refined approaches that aim at taking the
electronic correlation into account. Solving the HF-Roothaan equations self-consistently will
give us Nb Ê N orthonormal single-electron orbitals. We occupy the N energetically lowest of
those, which results in the HF ground-state wave-function:
Ψ0 = ‖ψaψb · · ·ψlψmψN‖. (2.23)
A singly excited determinant corresponds to a configuration for which a single electron in an
occupied spin orbital ψm has been promoted to a virtual spin orbital ψp:
Ψ
p
m = ‖ψaψb · · ·ψlψn · · ·ψp · · ·ψN‖. (2.24)
A doubly excited determinant is one in which two electrons have been promoted, one from ψm
to ψp and one from ψn to ψq:
Ψ
pq
mn = ‖ψaψb · · ·ψlψo · · ·ψp · · ·ψq · · ·ψN‖. (2.25)
In a similar manner, we can construct other multiply excited determinants. These determinants
are eigenfunctions of the projected spin Sˆz but not of the total spin Sˆ2. However, a linear combi-
nation of the above determinants can be constructed so that they are also eigenfunctions of Sˆ2
[63]. Such a linear combination of Slater determinants having the same spin symmetry is called
a configuration state function (CSF). The exact ground-state wave-function can be expressed as a
linear combination of all possible N-electron Slater determinants with the same spin symmetry
arising from a complete set of orbitals as
Ψ= c0Ψ0+
∑
a,p
cpaΨ
p
a +
∑
ab,pq
cpqabΨ
pq
ab +
∑
abc,pqr
cpqrabcΨ
pqr
abc +·· · , (2.26)
where {c} is the set of expansion coefficients. Equation 2.26 can be written in a simpler form as
Ψ=
L∑
J=1
CJΨJ , (2.27)
where the coefficients CJ are determined variationally by minimizing
EC =
〈
Ψ
∣∣H∣∣Ψ〉〈
Ψ
∣∣Ψ〉 . (2.28)
This minimization is equivalent to solving a set of secular equations
L∑
J=1
(HIJ −ESIJ)CJ = 0 (2.29)
and as usual
HIJ =
〈
ΨI
∣∣H ∣∣ΨJ〉 , SIJ = 〈ΨI ∣∣ΨJ〉 . (2.30)
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The ab initio method in which the wave-function is expressed in the form of Eq. (2.26) is called
configuration interaction (CI). A full CI approach takes into account every possible excitation
of each electron in the total wave-function, and all the CSFs of the appropriate symmetry for
a given finite basis set are used in constructing Ψ. In the case of large number of basis set
functions and large electron systems, the full CI calculations require a prohibitive amount of
resources, hence it is necessary to employ a truncation scheme to keep the computation to a
manageable size. Since the two-electron operator 1/|r1−r2| in Eq.(2.5) cannot affect more than
two electrons, Hamiltonian matrix elements between the HF wave-function Ψ0 and determi-
nants ΨJ that are more than doubly excited are zero. In addition, Hamiltonian matrix elements
between Ψ0 and all singly exited determinants also vanish1. Hence, a widely used approach is
to limit the excited determinants to those that are single and doubly excited with respect to Ψ0.
Therefore this method is denoted as singles and doubles configuration interaction (SDCI):
ΨSDCI = c0Ψ0+
∑
a,p
cpaΨ
p
a +
∑
ab,pq
cpqabΨ
pq
ab . (2.31)
This is justified by the fact that the configurations corresponding to single and double excitations
are those that contribute the most to the dynamical correlation energy, with triple excitations
and beyond requiring more computational resources while only yielding diminishing corrections
[122].
However, SDCI has a particularly unattractive feature, which is the lack of size-consistency.
One of the most popular ways to overcome this problem is the Davidson correction [123], which
estimates the CI energy up to quadruple excitations from the CI energy up to double excitations
by
EQ = (1− c20)(ESDCI −EHF ), (2.32)
where c0 is the coefficient of Ψ0 for the normalized truncated SDCI wave-function in Eq.(2.31),
ESDCI and EHF are the SDCI and HF energies, respectively.
2.2.6 Multiconfiguration self-consistent field (MCSCF) and multireference CI
(MRCI)
The CI method only takes into account excited variations of a single reference configuration,
using the orbitals optimized for this configuration. However, many systems involving degen-
erate or nearly degenerate configurations cannot be accurately described by a single electronic
configuration. Therefore, MCSCF methods are necessary.
The MCSCF method expresses the wave-function as a linear combination of a selected set of
determinants and optimizes both the CI coefficients CJ in Eq.(2.27) and the LCAO expansion
coefficients Cµk in Eq.(2.16) simultaneously in order to minimize the energy. This simultaneous
optimization of both sets of expansion coefficients makes MCSCF calculations computationally
demanding. However, by optimizing Cµk, accurate results can be obtained with the inclusion of
a small number of selected CSFs.
1 Singly excited determinants do have a small effect on the ground state because they have non-zero matrix elements
with doubly excited determinants, which themselves mix with Ψ0.
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The difficulty in setting up an MCSCF calculation is sometimes the selection of the con-
figuration space. The latter can be achieved by the complete active-space self-consistent field
(CASSCF) method [63]. In this approach, the molecular orbitals are divided into three classes:
1. The inactive orbitals, composed of the lowest energy orbitals which are doubly occupied in
all considered configurations.
2. The virtual orbitals of very high energy which are unoccupied in all configurations.
3. The active orbitals, energetically intermediate between the inactive doubly occupied or-
bitals and excited virtual orbitals.
The CSFs included in the CASSCF calculations represent all possible ways of distributing the
active electrons over the active orbitals.
In the multireference configuration interaction (MRCI) approximation, a MCSCF wave-
function is chosen as a reference, from which excited determinants are considered in the subse-
quent CI calculation. Commonly, all single and double excitations from the reference configura-
tions are included, which is referred to as multireference configuration interaction with singles
and doubles (MRSDCI or MRCI(SD)). The wave-function can be written as
ΨMRCISD =
∑
I
CIΦI +
∑
Sa
CsaΦ
a
s +
∑
Pab
CabP Φ
ab
P , (2.33)
where the sum I runs over all selected reference states, a and b denote external orbitals that are
unoccupied in the reference configurations, and S and P stand for internal N−1 and N−2 hole
states, respectively. ΦI , Φas and Φ
ab
P are internal, singly external and doubly external excited
electron configurations, respectively.
For systems which can be well described in MCSCF with one configuration (with weight
much larger than the weights of all other configurations), the determinants defining the MC-
SCF expansion (i.e., a few singly and doubly excited determinants from the HF wave-function),
combined with the single and double excitations in MRCI(SD) lead to the inclusion of most im-
portant determinants up to quadruple excitations. Therefore, the size-inconsistency problem
commonly encountered in single-reference CISD is significantly reduced in MRCI(SD). For sys-
tems involving degenerate or nearly degenerate states, a MCSCF treatment is required even for
obtaining a qualitatively correct description of the electronic structure. By carefully choosing
the configurations that are included in the MCSCF expansion, a large fraction of the correlation
energy can be recovered in the subsequent MRCI.
2.2.7 Perturbational methods
Normally, dynamical correlation is included through MRCI calculations. However, such an ap-
proach has limitations as concerns the size of the systems that can be treated, i.e., the number
of electrons and the basis set dimension. Alternatively, electronic correlation can be captured by
perturbation theory. In perturbative methods, the Hamiltonian operator consists of two parts,
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a zeroth-order H(0) and a perturbation H′. The full Hamiltonian is HBO given by Eq.2.5. The
perturbation is formally defined as
H′ =HBO−H(0) (2.34)
and the second-order correction to the energy is
E(2) =∑
k
〈
Ψ(1)k
∣∣∣H′ ∣∣∣Ψ(0)〉〈Ψ(0)∣∣∣H′ ∣∣∣Ψ(1)k 〉
E(0)−E0k
, (2.35)
where Ψ(1)k is a multiply excited CSF with an expectation value E
0
k=
〈
Ψ(1)k
∣∣∣H(0) ∣∣∣Ψ(1)k 〉. The
most widely used perturbational method is the complete active space second-order perturba-
tional scheme (CASPT2) [124]. The zero-order Hamiltonian H(0) is constructed as the sum
of one-electron Fock operators which reduces to the Møller-Plesset operator [125] in case of a
single-configuration reference wave-function. The first order interacting space is spanned by
an internally contracted expansion of all configurations related to single and double excitations
from the reference CASSCF wave-function Ψ0 [124]. Possible near-degeneracies are assumed to
have been accounted for at the level of the CASSCF method.
A frequent difficulty with CASPT2 calculations is the so-called intruder-state problem. This
happens if the difference between E(0)k (in the configuration space of the first-order wave-function)
and E(0) (in the configuration space of the reference wave-function) becomes very small, i.e.
E(0)k ≈E(0). Then the CASPT2 will not converge or will even blow-up. This problem can be some-
times solved by applying a level shift to E(0)k such that the near degeneracy is avoided [126, 127].
Another perturbational approach, N-electron valence second-order state perturbation theory
(NEVPT2) devised by Angeli and co-workers has the advantage of displaying no intruder states
[128, 129]. CASPT2 and NEVPT2 are both very efficient methods for the description of the
electronic structure of insulating TM-based materials [130, 131].
2.3 Spin-orbit coupling
So far all of the discussion in this chapter has been based on the Schrödinger equation in a
nonrelativistic quantum mechanical framework. Relativistic effects begin to play an important
role in heavy atoms and their compounds. This is due to the fact that the relativistic effects on
energies and on other physical quantities increase with the fourth power of the nuclear charge
Z [132, 133].
Relativistic effects in atoms and molecules may be divided into kinematical effects and ef-
fects of spin-orbit coupling (SOC) [134]. Kinematical effects are caused by electrons moving with
high velocity in the vicinity of a nucleus. Such effects lead to contracted orbitals and contracted
electron density distribution. Connected with this contraction is a lowering of orbital energies
and of the total energy if compared to the nonrelativistic calculations. These kinematical effects
are important for s and p shells, since these shells have appreciable amplitude in the vicinity
of the nucleus. Orbitals with higher angular momentum are hardly directly affected by kine-
matical relativistic effects. The modified shielding of the nuclear charge by the contracted core
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orbitals mainly results in an expansion of the valence d and f orbitals. The relativistic SOC on
the other hand gives rise to subshell splittings due to the interaction between orbital and spin.
The field dealing with relativistic electronic structure theory of atoms and molecules is often
called relativistic quantum chemistry. The latter has been developing rapidly in the last few
decades, and more detailed discussion of relativistic effects can be found in Refs. [132, 134, 135].
Relativistic quantum chemistry calculations are much more expensive than the nonrela-
tivistic analogue. This is due to the fact that in relativistic theory one has to consider for ev-
ery particle also the degrees of freedom for its charge-conjugate particle (the positron in the
case of the electrons of an atom or a molecule) on equal footing. The Dirac equation properly
describes the motion of spin 1/2 particles using a four-component formulation [136, 137]. In
the following, we first discuss briefly the Dirac equation and the Breit-Pauli Hamiltonian that
treats electron-electron interactions and relativistic effects on the same footing, then outline
the Foldy-Wouthuysen transformation, by which the four-component equation is reduced to a
two-component equation for describing the electrons.
The Dirac equation
Work to introduce relativity in the Schrödinger equation has first been started by Klein and
Gordon in 1926. Using the relativistic formulation of the kinetic energy, they have derived a
relativistic Schrödinger-like equation that actually corresponds to the description of spinless
particles [138, 139]. Hence, the Klein-Gordon equation does not include spin degrees of freedom
and cannot be considered as a fully relativistic quantum theory. Dirac proposed the equation
HDiracΨ= (cα ·p+βmc2)Ψ, (2.36)
where p is the momentum operator, α and β are 4×4 matrices, α is written in terms of the three
Pauli 2×2 spin matrices σ, and β in term of a 2×2 unit matrix I,
αx,y,z =
 0 σx,y,z
σx,y,z 0
 , β=
I 0
0 −I
 , (2.37)
σx =
0 1
1 0
 , σy =
0 −i
i 0
 , σz =
1 0
0 −1
 , I=
1 0
0 1
 . (2.38)
The Dirac equation is four-dimensional and the relativistic wave-function consequently contains
four components. It is conventional to write the relativistic wave-function as:
Ψ=

ΨLα
ΨLβ
ΨSα
ΨSβ
 . (2.39)
Here ΨL and ΨS are the large and small components of the wave-function respectively and α
and β indicate the spin functions. For electrons, the large component reduces to the solutions of
the Schrödinger equation and the small component disappears when c→∞ (the non-relativistic
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limit). The small component of the electronic wave-function corresponds to a coupling with the
positronic states.
The Breit-Pauli Hamiltonian
A fully relativistic treatment of more than one particle would have to incorporate many-body
effects into the Dirac equation. The simplest way is to include the potential terms that de-
scribe the nuclear-electron and electron-electron Coulomb interactions. This leads to the Dirac-
Coulomb (DC) Hamiltonian:
HDC =∑
i
HDiraci +
1
2
∑
i 6= j
1
rij
+∑
i,K
1
riK
, (2.40)
where rij denotes the distance between electrons i, j and riK = r i −RK is the position of the
ith electron with respect to nucleus K . A Lorenz invariant2 form of the DC Hamiltonian is the
Bethe-Salpeter equation [140, 141], which is essentially a generalisation of the Dirac equation
for two particles. The Bethe-Salpeter equation is an integro-differential equation and it fea-
tures different time variables for the two particles. An approximate relativistic many-electron
Hamiltonian can be constructed from the Dirac Hamiltonian by adding the Breit term [142]
HBreitij =−
1
r i j
αi ·α j− (αi · rij)(α j · rij)
2r2ij
 , (2.41)
that consists of the leading terms in the series obtained from the Bethe-Salpeter equation. This
Breit Hamiltonian describes other pairwise additive interactions than the standard Coulomb
interaction of electrons i and j, the first term being the magnetic Gaunt term and the second
term representing retardation, i.e., the finite speed of interaction. Then, the Dirac-Coulomb-
Breit Hamiltonian (DCB) including all relativistic effects on the kinetic energy as well as spin-
orbit (SO) interaction is written as
HDCB =∑
i
HDiraci +
1
2
∑
i 6= j
1
rij
+∑
i,K
1
riK
+ 1
2
∑
i 6= j
HBreiti j . (2.42)
Since only positive energy solutions of the Dirac equation are relevant in electronic structure
theory, it would be useful to decouple the positive and negative energy components of Eq.(2.39)
to give a two-component equation for the positive energy solutions. Foldy and Wouthuysen [143]
introduced a systematic procedure, the Foldy-Wouthuysen (FW) transformation, for decoupling
the large and small components by finding a unitary transformation that block-diagonalizes the
four-component Hamiltonian. The FW transformation gives rise to the Pauli Hamiltonian [144]
HPauli =V + p
2
2
− 1
8c2
(p4−∇2V )+ 1
4c2
σ · (∇V ×p). (2.43)
Here the first two terms correspond to the nonrelativistic Hamiltonian. The third and the fourth
terms represent the mass-velocity and Darwin corrections, respectively, also referred to as scalar
relativistic (SR) corrections. The last term is the spin-orbit coupling term. Then the Breit-
Pauli (BP) Hamiltonian is obtained from the DCB Hamiltonian (2.42) for two-electron systems
2Lorentz invariance is required by Einstein’s theory of special relativity.
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through the FW transformation and a generalization of that to N electrons [145, 146]. The
spin-orbit part of the Breit-Pauli Hamiltonian can be written as:
HBPSO =
∑
i
hi+ 12
∑
i 6= j
hij, (2.44)
where the one- and two-electron terms are
hi = 14c2
∑
K
ZK
r3iK
σi · (r iK ×p i), (2.45)
hi j = − 14c2
σi · (r i j×p i)−σ j · (r i j×p j)
r3i j
− 1
2c2
σi · (r i j×p j)−σ j · (r i j×p i)
r3i j
. (2.46)
The one-electron part (2.45) describes the interaction of an electron spin with the potential
produced by the nuclei. The first term in the two-electron part (2.46) is the so called ‘spin-same
orbit’ coupling that describes the interaction of the electron with its own orbital momentum and
the second term is the ‘spin-other orbit’ coupling which describes the interaction of an electron
spin with the orbital momenta of other electrons.
Dealing with the complicated two-electron part (2.46) in the HBPSO Hamiltonian is compu-
tationally quite demanding. In most quantum chemistry packages, e.g., MOLPRO, an efficient
method for the calculation of BP spin-orbit matrix elements is to incorporate two-electron con-
tributions of the spin-orbit operator by means of an effective one-electron Fock operator, in-
stead of taking all two-electron contributions explicitly into account [147, 148]. For instance,
in the spin-orbit treatment of MOLPRO, the full BP spin-orbit operator is used only for MCSCF
wave-functions; for MRCI wave-functions, the full BP operator is used for computing the matrix
elements between internal configurations (no electrons in external orbitals), while for contri-
butions of external configurations a mean-field one-electron Fock operator is employed. It was
shown that this approximation leads to errors of the order of only 1cm−1 [148].
For heavy elements, the effective core potential (ECP) approach is one of the most used ap-
proximate methods in relativistic wave-function based quantum chemistry calculations. ECPs
have two main advantages. On the one hand, ECPs replace core electrons with properly pa-
rameterized potentials, consequently, reduce the number of electrons and basis functions to be
treated and focus the computational effort on the valence electrons. Additionally, ECPs allow
the inclusion of relativistic effects of core electrons without performing a relativistic treatment
explicitly. For example, the ECPs used in this thesis were adjusted in two-component multicon-
figuration calculations, using atomic valence-energy spectra from four-component multiconfigu-
ration Dirac-Hartree-Fock calculations as reference data [149, 150].
2.4 Embedded cluster approach
A very simple picture of certain features of the electronic structure of many solid-state materials
is given by the ionic model. The latter is based on the assumption that the crystal is constructed
24 2. Theory and Methods
from positive and negative ions which have strong attractive interactions. The cluster method
naturally emerges from such an ionic model. Many properties of crystalline solids, for exam-
ple, effects connected with the existence of isolated defects and impurities in a perfect infinite
lattice, molecule–surface interactions, core level excitations, localized electronic states in TM
and rare earth materials, etc., are well suited to be investigated by cluster methods. In cluster
approaches, one considers that a system contains a target region of limited size but which is sur-
rounded by a much larger “inactive” environment. This environment cannot be simply neglected
as it interacts with the target region. Instead, the environment may be approximately described
with less accurate but more affordable means, allowing computationally expensive theories to
be focused on the target region of interest. In TM oxides, the short-range electronic correlations
are important, either intra-atomic correlations, e.g., the so-called Hund’s rule coupling, or corre-
lations among electrons on neighboring sites [151]. With a cluster model the electronic structure
of TM ions and such short-range correlations can be investigated by standard ab initio quantum
chemistry methods.
Over the past decades, various embedding schemes based on both semi-empirical and quan-
tum mechanical electronic-structure methods have been developed to ensure a proper connection
of the cluster with the rest of the solid, see for example reviews [74] and [75]. In the following,
we will first discuss in detail the point charge (PC) embedding scheme that is used in the present
thesis, then briefly introduce the HF-based embedding method.
In the PC embedding approximation, the general strategy is to choose a finite atomic cluster
and embed this cluster in a set of optimized point charges. The latter should reproduce the
electrostatic field in the cluster region arising from ions around the cluster and the rest of the
crystal. For the calculations in this work, we use the method proposed in Ref. [152]. The
algorithm in this method computes the charge of the ions in the PC array so that the direct sum
potential reproduces the Ewald potential. It can be summarized in the following steps [152, 153]:
1. An array of typically 1.0×104 PCs at their crystallographic positions and with formal
charges is generated using 2M×2M×2M cells.
2. The array is divided into three zones, as shown in Fig.2.1. Zone 1 is defined by the atomic
cluster of interest. Zone 2 consists of additional point charges that embed the atomic
cluster spherically. Zone 3 is all other PCs.
3. The Ewald potentials are calculated for all sites in zone 1 and 2. These ions in zone 1 and
2 all have formal ionic charges.
4. A system of linear equations is solved to find the zone 3 charge values that make the zone
1 and zone 2 site potentials exactly equal to their Ewald values and the total charge and
dipole moment equal zero.
5. The solution is checked at a large number of randomly chosen points within zone 1.
The direct sum potential VPC generated at position~r i by PCs can be calculated as a sum over
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Figure 2.1: Schematic representation of the quantum cluster and the point charge array. Adapted from Ref. [154].
the lattice sites
VPC(~r i)=
N∑
j=1
q j∣∣∣~r i−~r j∣∣∣ , (2.47)
where N is the total number of atoms considered and q j refers to the charge located at position
~r j. The Ewald potential VEwald is calculated according to the formulations given in Refs. [152,
155]. Zone 3 consists of PCs whose values are treated as parameters in the fitting procedure
via a system of linear equations. In the latter, the variable is the change of charge (∆q), the ith
equation is written as
N∑
k
qk+∆qk∣∣~r i−~rk∣∣ −VEwald(~r i)= 0, (2.48)
N =N1+N2+N3, ∆qk = 0,kÉN1+N2, (2.49)
qk =

zone 1, 1É kÉN1,
zone 2, N1 < kÉN2,
zone 3, N2 < kÉN
(2.50)
and the four extra equations used to make conservation of charge and dipole moment are given
by
N∑
k
∆qk = 0,
N∑
k
∆qk ·
∣∣∣~rk,x∣∣∣= N∑
k
∆qk ·
∣∣∣~rk,y∣∣∣= N∑
k
∆qk ·
∣∣∣~rk,z∣∣∣= 0, (2.51)
where N1, N2 and N3 are number of atoms in Zone 1, Zone 2 and Zone 3, respectively.
Using 1000 randomly chosen points in the interior of the cluster the result is checked and
the root-mean-square (rms) accuracy is computed
∆rms =

∑Nr
i
[
VEwald(~r i)−VPC(~r i)
]2
Nr

1/2
, (2.52)
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where Nr is the number of randomly chosen points in the cluster, VEwald(~r i) and VPC(~r i) are
the Ewald and direct sum potential at position~r i, respectively. ∆rms is usually < 1µV which is
within the accuracy needed for quantum cluster calculations.
PC embeddings take into account the effect of the long-range electrostatic interactions of
ions in the cluster with the remaining infinite solid. However, at the boundary between the QC
cluster and the classical point-charge region, positive charges located next to the cluster cause
an artificial polarization of electrons in the cluster due to the lack of short-range repulsion effects
of quantum-mechanical nature. We can introduce a buffer region between the charges and the
actual cluster in order to improve such deficiencies. This buffer is usually treated quantum-
mechanically at the lowest level of approximation. One way is to increase the size of the QC
cluster, perform a preliminary HF calculation for the extended cluster and freeze next orbitals
centered at the buffer sites. The buffer sites can be also represented by large-core ECP’s with
no associated valence electrons (referred to as total-ion potentials).
By using prior periodic DFT or HF calculations, a more accurate description of the infinite
surroundings including both short- and long-range interactions can be achieved. A detailed
discussion of DFT-based frozen density embedding can be found in Refs [75, 156]. In the HF
embedding scheme [71, 87, 88, 157, 158], the full system is partitioned into cluster and the em-
bedding parts in real space. The orbital basis entering the post-HF correlation treatment is a
set of projected Wannier functions: localized Wannier orbitals are first obtained from prior peri-
odic HF calculations for the infinite crystal and subsequently projected onto the set of Gaussian
basis functions associated with the atomic sites of the cluster. An effective embedding potential
obtained from the Fock operator in the prior periodic HF calculations is generated for the cho-
sen cluster and models the remaining part of the crystalline lattice. This embedding approach
provides a frozen HF environment for the subsequent QC calculations.
In the present thesis, most of the calculations are performed on clusters containing one or
two TMO6 octahedra (as central active region, zone 1) plus all the NN TMO6 octahedra (corre-
sponding to zone 2) such that all atoms up to the fourth coordination shell of the central TM
ion are included in the clusters. The inclusion of the NN octahedra is essential to account for
short-range Pauli and exchange interactions of electrons in the central region with electrons
distributed around the immediate NN sites. As we shall discuss in several chapters later on,
our computational results obtained this way are in good to excellent agreement with available
experimental data.
Chapter 3
Crystal-field and magnetic excitations in
the spin-Peierls TiPO4 compound
The on-site d-d excitations, the nearest-neighbor (NN) and the next nearest-neighbor (NNN)
Heisenberg exchange couplings of the spin-Peierls (SP) TiPO4 compound are discussed in this
chapter. We start from analyzing the on-site d-level electron configuration by detailed quantum
chemistry (QC) calculations. We find the ground state to be composed of an admixture of dz2 and
dxz orbital character, highly unusual for six-fold coordinated d-metal ions. We further compute
the NN and the NNN Heisenberg exchange interactions J and J2, respectively, and study the
bond-length dependence of J by changing the NN Ti-Ti distance. The computed d-d excitation
energies and the value of J compare very well with resonant inelastic X-ray scattering (RIXS)
experimental data.
3.1 Introduction
Understanding the complex interplay of spin, orbital and lattice degrees of freedom in strongly
correlated electron systems is one of the most challenging tasks in modern solid state physics.
Quasi one-dimensional magnetic systems are of special interest in this regard, displaying very
intriguing effects that emerge from the reduced dimensionality, e.g., increased efficiency in solar
cells where nanowires are functional centres [159], fractionalisation of an electron’s degrees of
freedom into several independent quasiparticles [11, 160, 161], large electron-phonon coupling
due to poor electronic screening and instability towards Peierls-like dimerization [162].
One important manifestation of such an interplay of degrees of freedom is the SP transition,
in which a progressive spin-lattice dimerization occurs in one-dimensional antiferromagnetic
(AFM) Heisenberg chains below a critical temperature. Such dimerization induces a singlet
ground state with a magnetic gap [163]. The first inorganic SP system CuGeO3 was discovered
by Hase et al. about two decades ago. In CuGeO3, the magnetic susceptibility rapidly drops to
a small, constant value with decreasing temperature below the phase-transition temperature
near 14 K [164]. The ratio between the spin gap ∆ and the SP transition temperature 2∆/TSP
corresponds to ∼ 3.5, which can be well described by a conventional SP mechanism based on a
mean-field Barden-Cooper-Schrieffer (BCS) type relation [165]. Most of the prominent exam-
ples of low-dimensional quantum antiferromagnets with exotic magnetic ground states contain
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Figure 3.1: Crystal structure of TiPO4, where the dark-blue and the red polyhedra represent TiO6 octahedra and
PO4 tetrahedra, respectively. The chains of TiO6 octahedra are along the c axis.
Cu2+ (3d9, S =1/2) ions with one hole in the eg orbitals and have been intensively investigated
[166–168]. Compounds of early TM elements with one electron in the 3d shell received less
attention in this context. If we consider a 3d electron in a high-symmetry or only slightly dis-
torted octahedral environment, the partly filled t2g orbitals may exhibit interesting phenomena
due to the higher degeneracy (or near degeneracy) and the relative weakness of the Jahn-Teller
(JT) coupling [169, 170]. Examples of low dimensional 3d1 systems that have attracted special
attention are the compounds containing Ti3+ ions. TiOX (X=Cl, Br) [171–175], which crystal-
lize in the FeOCl-type structure, have been found to be a more complex case of dimer formation
[176, 177] due to the existence of an extended intermediate fluctuation regime for T >TSP with
a ratio 2∆/TSP À 3.5.
Based on magnetic susceptibility, heat capacity and nuclear magnetic resonance (NMR) mea-
surements, Law et al. reported an apparently similar SP scenario in Ti3+ 3d1 TiPO4, with
two successive phase transitions at TSP=74 K and T∗= 111 K. TiPO4 is a structurally one-
dimensional compound which crystallizes in the CrVO4 structure [178]. The Ti3+ ions, carry-
ing S=1/2 spins, are located in axially compressed TiO6 octahedra which share their edges to
form corrugated TiO4 ribbon chains along the c-axis. Each oxygen atom also belongs to a PO4
tetrahedron (see Fig.3.1). Recent studies showed a SP transition with a large ratio 2∆/TSP ∼ 9
[12, 179, 180]. Additionally, a very large difference was found between the magnetic exchange
couplings Jc extracted from magnetic susceptibility and optical Raman scattering [179]. The
large ratio 2∆/TSP and the discrepancy for the magnetic exchange interactions were ascribed
to the coupling of the spin degree of freedom to orbital excitations [179]. In particular, it has
been suggested that the Ti orbital degrees of freedom heavily influence the SP transition. The
unusual behavior was assigned to an orbital crossover scenario, supported by results from a
crystal-field effective model [179] and DFT calculations [180], in which the symmetry of the
ground state occupied orbital changes from dz2−x2 to dxy upon crossing the transition.
In this chapter, we discuss the electronic structure and magnetic interactions of TiPO4 by
means of state of the art QC calculations. In the next section, the computational approach we
employed and other numerical details are described. The nature of the ground state along with
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the calculated d-level excitation energies are presented in Sec.3.2. In Sec.3.3, we discuss the
NN Heisenberg coupling J and its dependence on the Ti-Ti distance and we further compute the
NNN Heisenberg coupling J2. In Sec.3.2 and Sec.3.3, we also compare the results with available
RIXS measurements. At the end of chapter, we give a brief summary of our findings.
3.2 Ti-ion ground-state configuration and d-level excitations
3.2.1 Computational method
To compute the on-site Ti d−d excitations, an embedded cluster consisting of one central TiO6
octahedron, the two NN TiO6 octahedra and the nearby twelve P ions was considered (see
Fig.3.2). The solid-state surroundings were modeled as a large array of point charges fitted
[154] to reproduce the crystal Madelung field in the cluster region. All ab initio calculations
were carried out with the QC package MOLPRO [181], using the Cmcm crystallographic unit cell
proposed for T = 2 K in Ref. [178].
Figure 3.2: The cluster used for the QC calculations in computing the d-level excitations. It consists of a central TiO6
octahedra and two other adjacent octahedra. Ti, O, P ions are shown in dark-blue, brown and red, respectively. The
TiO6 octahedra are shown in light-blue.
We used all-electron Douglas-Kroll (DK) basis sets of triple-zeta quality for the central Ti ion
[182] and all-electron triple-zeta basis sets for the six adjacent O ligands [118], supplemented
with polarization functions. For the Ti NN’s, we employed effective core potentials (ECP’s) [183]
along with triple-zeta valence basis functions [184]; minimal atomic-natural-orbital basis sets
[117] were applied for those O ions coordinating the NN Ti sites but not shared with the central
octahedron. The P species were modeled with large-core ECP’s supplemented with valence basis
functions of double-zeta quality [185].
The step-by-step procedure followed for the calculation of the ground state electron configu-
ration and of the on-site excitations is outlined below:
1. Firstly, a scalar-relativistic1 closed-shell Hartree-Fock (HF) calculation was performed on
the chosen cluster with the restriction that all the orbitals are doubly occupied. The cen-
1Scalar-relativistic effects are included by using DK basis sets and effective core potentials.
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tral Ti and NN Ti ions were considered to have a closed-shell d0 configuration in this
preliminary HF calculation. The resulting HF orbitals can be separated into different
groups by using the Pipek-Mezey localization module [186] implemented in MOLPRO.
2. Next, in a first MCSCF calculation, using the HF orbitals, an active space CAS[3,3] (one
electron in one t2g orbital of each Ti ion, i.e., the central Ti site and two NN Ti sites)
was considered for a high-spin (Stot= 3/2) configuration in order to get singly occupied t2g
orbitals for each Ti ion in the chosen cluster. All other orbitals were also optimized. The
localized MCSCF orbitals can be visualized with the Jmol [187] plotting program and then
reordered into frozen, inactive and active orbital groups for subsequent MCSCF and MRCI
calculations. The 3d orbitals of the central Ti and NN Ti sites were considered as active,
the O 2p orbitals of the central octahedron as inactive2 orbitals. All other doubly occu-
pied orbitals belonging to the TiO6 octahedra and P sites were frozen in the subsequent
CASSCF calculations.
3. In further multiconfiguration calculations, an active space CAS[3, 7] (3 electrons in seven
3d orbitals)3 was considered, in which the NN ground state Ti t2g orbitals were frozen in
the active space.
4. In the subsequent MRCI(SD) calculations, used to capture dynamic correlation effects, the
active orbitals are the central Ti t2g+ eg orbitals and the ground state t2g orbital of each
NN Ti site. The inactive space contains the O 2p orbitals of the central octahedron.
5. SOC gives rise to very tiny effects for the 3d Ti3+ ions we considered here.
3.2.2 Quantum chemistry results versus RIXS data on d−d excitations
QC results and RIXS experimental data for the on-site d−d excitations in TiPO4 are summa-
rized in Table 3.1. Given the C2h point-group symmetry at the Ti site, with the y axis as C2
symmetry element, the dx2−y2 , dxz and dz2 orbitals belong to the Ag irreducible representation,
{dxy, dyz} to Bg. The a and b labels in Table 3.1 are used to distinguish between states implying
the same irreducible representation. In the scalar-relativistic calculations, at the CASSCF and
MRCI levels, for the lower-energy part of the spectrum, the first excitation around 0.4 eV corre-
sponds to the transition between aAg and aBg states, and the next excitation around 0.5 eV is
identified as a transition between the aAg and bAg states. The two higher excited states are at
∼1.7 eV and ∼2.2 eV. Comparing the CASSCF and MRCI numbers, correlation effects brought
by MRCI shift down the excitation energies of the aBg and bBg states by 0.06 eV and 0.17 eV,
respectively, but shift up the excitation energies of the bAg and cAg states by 0.12 eV and 0.21
eV, respectively. The MRCI energy including Davidson corrections rises the relative energies
of all excited states by 0.02−0.04 eV as compared with the MRCI results. While in other TM
oxides [77, 158] it is rather clear that the corrections brought by the CI treatment mainly imply
ligand to TM charge transfer effects, a clear interpretation is not straightforward here.
2These orbitals are doubly occupied but still optimized in the subsequent CASSCF calculation.
3One electron for each Ti ion, five d orbitals for the central Ti ion and one t2g orbital for each NN Ti site.
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Table 3.1: Ti3+ d− d excitation energies in TiPO4 obtained from CASSCF and MRCI calculations as compared to
RIXS experimental results [190]. The MRCI values including Davidson corrections [63, 123] are denoted as CISD(Q).
Notations according to C2h symmetry are used for denoting the states. The composition of the 3d1 wave-functions
at the MCSCF level is also provided. The local coordinate system {x, y, z} and the ground state wave-function are
shown in Fig. 3.2 and Fig. 3.3, respectively.
3d1 states
Relative energies (eV) wave-function composition
CASSCF MRCI CISD(Q) RIXS (normalised weights, %)
aAg 0.00 0.00 0.00 0.00 2 | dx2−y2〉+42 | dxz〉+56 | dz2〉
aBg 0.44 0.38 0.42 0.420 ± 0.02 91.5 | dxy〉+8.5 | dyz〉
bAg 0.45 0.57 0.59 0.533 ± 0.10 27 | dx2−y2〉+48 | dxz〉+25 | dz2〉
bBg 1.87 1.70 1.72 1.75 ± 0.02 8.5 | dxy〉+91.5 | dyz〉
cAg 2.00 2.21 2.24 2.55 ± 0.03 71 | dx2−y2〉+10 | dxz〉+19 | dz2〉
It is seen that the many-body QC calculations yield a ground-state wave-function of mainly
dxz and dz2 character (see Table 3.1). Considering the C2h point-group symmetry with the y
axis as C2 symmetry element at the Ti site, also dx2−y2 can actually mix with dxz and dz2 , which
is indeed found in the QC results (See Fig.3.3). The “stabilisation” of the dxz and dz2 levels as
main “contributors” to the 3d1 ground state of TiPO4 is likely related to the large positive ionic
charge at P sites in the xz plane (defining the shortest Ti-P links) and of Ti nearest-neighbors
along the z axis. Similar kind of electrostatics gives rise to an anomalous sequence of d-electron
levels in 5d oxide compounds with high formal oxidation states [42, 188, 189]. The dxy orbital,
proposed to define the low-T ground state in ref. [179], shows up in our calculations only as an
excited state.
The agreement between RIXS experimental data (see Table 3.1) and the QC calculations is
excellent for the lower-energy part of the d-d excitation spectrum, which provides good support
for the picture we propose here for the electronic structure and ground state of TiPO4. Some
deviations are found however for the higher-energy d−d excitations, an aspect already reported
for the case of Cu d9 oxides [79].
3.3 Heisenberg interaction for nearest-neighbor Ti3+ sites
In order to compute the magnetic interactions between two NN Ti3+ sites, QC calculations were
performed on embedded clusters that include two edge-sharing TiO6 octahedra as magnetically
active units. To accurately describe the charge distribution in the immediate neighborhood, the
two adjacent TiO6 octahedra and the closest fifteen P sites were also incorporated in the actual
cluster (see Fig. 3.3), as for the smaller cluster designed to compute on-site d-d excitations.
To make the analysis of the low-lying magnetic states tractable, the spin couplings with the
adjacent S = 1/2 moments were cut off by replacing the open-shell Ti3+ NNs with closed-shell
Sc3+ species. Such a procedure is very often followed in QC studies on TM systems [191–195]
32 3. Crystal-field and magnetic excitations in the spin-Peierls TiPO4 compound
and allows a straightforward mapping of the ab initio data onto an effective spin model. Another
simple approach is to use effective total ion potentials (TIPs) for the NN Ti sites [196]. The
surrounding solid-state matrix was described as a finite array of point charges fitted to reproduce
the crystal Madelung field in the cluster region.
We used all-electron triple-zeta basis sets of Douglas-Kroll type for the two magnetically
active Ti ions [182], all-electron basis sets of quintuple-zeta quality with polarization functions
for the two bridging ligands, triple-zeta basis functions for the other central O’s, and double-zeta
basis functions for O ligands beyond the two reference octahedra [118]. We further employed two
f polarization functions at each of the two central Ti sites [182]. The P species (P5+ ions) were
modeled by large-core ECP’s supplemented with valence basis functions of double-zeta quality
[185].
Scalar-relativistic restricted HF calculations were first performed to obtain a set of suitable
initial orbitals for the subsequent CASSCF calculations. An active space of two electrons and two
t2g orbitals at the two magnetically active Ti sites (CAS[2,2]) was considered. The self-consistent
field optimization was carried out for an average of the one singlet and one triplet states arising
from the d1α−d1α configuration (dα denotes the orbital character of the ground state). To separate
the orbitals corresponding to the reference fragment from those associated with the NN octahe-
dra into different groups, the Pipek-Mezey orbital localization scheme [186] available in MOLPRO
[181] was used. On top of the CASSCF reference, in the MRCI treatment, the O 2p and Ti 3d
electrons within the central two-octahedra unit were correlated. Additionally, we constructed
truncated CISD wave functions using the difference-dedicated configuration-interaction (DDCI)
methodology [197, 198], with all double excitations from the inactive O 2p orbital space to the
virtual set of orbitals excluded. The MRCI and DDCI were carried out for each spin multiplicity,
singlet or triplet, as one-root calculations. It has been shown that the DDCI treatment predicts
spin coupling parameters in very good agreement with the experimental data in both solid state
ionic insulators [199, 200] and molecular complexes [201, 202].
Since the SOC effect is very tiny for TiPO4, which is already seen for the case of the d-d
Figure 3.3: Ti 3d1 ground-state charge distribution as found by quantum chemistry MCSCF calculations. This
sketch also shows the cluster used for the calculation of the NN magnetic interactions. It consists of a central[
Ti2O10
]
fragement of two edge-sharing TiO6 octahedra and two other adjacent octahedra, see text. Ti, O and P ions
are shown in dark-blue, brown and red, respectively.
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excitations, we did not include SOC in the calculations for the NN magnetic interaction. With-
out considering SOC, the NN exchange between a pair of ions i and j can be described by the
Heisenberg Hamiltonian
Hij = JS˜i · S˜ j, (3.1)
where J is the isotropic exchange interaction, S˜i and S˜ j are spins at lattice sites indexed by i and
j. If we consider a spin 1/2 at each site (Si=S j=1/2), which is the case for Ti3+ ions in TiPO4, the
Heisenberg coupling parameter J is simply the energy splitting between the singlet and triplet
states, i.e., J=ET−ES. The detailed derivation of this relation is given in ref.[203]. This relation
implies that for J < 0, one has ET < ES and ferromagnetic alignment with parallel spins (↑↑) in
the ground state; whereas for J > 0, one has ET > ES and antiferromagnetic alignment with
antiparallel spins (↑↓) in the ground state.
Table 3.2: The Heisenberg coupling parameter J between NN Ti3+ sites in TiPO4 at different levels of approximation
(all values in meV).
ROHF CASSCF MRCI CISD(Q) DDCI
J −9.2 19.5 25.5 30.9 52.4
The Heisenberg coupling parameter J between NN Ti3+ sites in TiPO4 at different levels of
approximation [ROHF, CASSCF, MRCI, CISD(Q) and DDCI] is provided in Table 3.2. The ROHF
approximation accounts for only direct exchange, since no intersite excitations are allowed. The
value computed for J within the ROHF approximation, −9.2 meV, is comparable with that com-
puted for square-lattice 3d9 Cu oxides [204]. In the CASSCF approximation, intersite d0α−d2α
excitations are accounted for (dα denotes the orbital character of the ground state). The CASSCF
J, 19.5 meV, is much smaller than the CASSCF J’s in layered 3d9 cuprates [204–207]. For the
MRCI result, which includes as well additional TM t2g to {t2g, eg} and charge transfer O 2p to
Ti 3d virtual states, J is 25.5 meV, about 31% larger as compared to the CASSCF value. With
Davidson correction included on top of the MRCI(SD) treatment, J is enhanced up to 31 meV.
For the DDCI treatment, which eliminates all the double excitations from the inactive O 2p
orbitals to the virtual orbitals, J is 52.4 meV, about 70% larger than the CISD(Q) J.
The order of magnitude of the magnetic exchange interaction J is within a range of 30−60
meV, based on the energy scale of the spin excitations measured by RIXS experiments [190].
The good agreement between DDCI and RIXS for the strength of the NN J gives strong support
for the Ti d1 ground state configuration (admixture of dxz and dz2 orbital character) that we
propose for TiPO4.
Having in mind possible charge redistribution effects and the modulation of the NN ex-
change couplings at the SP transition, we investigated by additional calculations the essential
changes induced by moderately modifying the intersite Ti-Ti bond-length. The computations
were carried out such that all atomic positions within the reference unit of two edge-sharing
TiO6 octahedra and within the surroundings solid-state embedding were kept as in the “homo-
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Table 3.3: Dependence of the Heisenberg coupling parameter J on the Ti-Ti distance d(Ti-Ti) between
NN Ti3+ sites in TiPO4 at different levels of approximation (all values in meV).
d(Ti-Ti)(Å)
J
ROHF CASSCF MRCI CISD(Q) DDCI
3.060,−3% −14.3 36.7 46.9 55.9 94.1
3.092,−2% −12.5 30.0 39.1 47.2 84.2
3.123,−1% −10.8 24.3 32.0 38.8 70.0
3.139,−0.5% −10.0 21.8 28.8 35.1 63.7
3.155, 0% * −9.2 19.5 25.5 30.9 52.4
3.171, 0.5% −8.6 17.5 23.4 28.6 52.0
3.187, 1.0% −8.0 15.6 21.0 25.8 47.7
3.218, 2.0% −6.9 12.3 16.8 20.8 39.0
3.250, 3.0% −5.9 9.7 13.4 16.7 31.8
* Corresponding to the data in Table 3.2.
geneous” Cmcm crystal structure determined by Glaum et al.[178], except for the Ti ions of the
reference two-octahedra block (see Fig. 3.3). The latter were shifted to achieve either shorter
or longer Ti-Ti bonds. The dependence of the Heisenberg coupling parameter J on the Ti-Ti
distance d(Ti-Ti) is listed in Table 3.3. The calculated DDCI difference J′ − J′′ between the
Heisenberg coupling parameters corresponding to shorter (J′) and elongated (J′′) Ti-Ti links is
≈10 meV for bond-length alternation of ±0.5% and a 20 meV for ±1%, indicating a very strong
sensitivity of the intersite exchange on this interatomic distance. However, even for bond-length
alternation of ±3%, there is no significant charge redistribution among the Ti 3d orbitals (within
0.02 of an electronic charge). This shows that the scenario of an orbital crossover is unlikely, as
the ground state found in our ab initio computations is robust against SP-like modification of
the Ti-Ti distances. The unusually strong dependence of the magnetic exchange coupling J on
the Ti-Ti bond-length is related to having the Ti dz2–O py – Ti dz2 path available for inter-
site superexchange, which maximizes the metal 3d–ligand 2p orbital overlap for edge-sharing
octahedra (see Fig. 3.3 for a sketch of the ground-state Ti 3d charge distribution).
3.4 Heisenberg interaction for next nearest-neighbor Ti3+ sites
For better insight into the magnetic interactions in TiPO4, we carried out a study of the NNN
interaction between Ti3+ sites. In order to get access to the NNN magnetic interactions, three-
center clusters are needed. The QC calculations were thus performed on embedded clusters
including three edge-sharing TiO6 octahedra as magnetically active units. The two adjacent
TiO6 octahdra and the closest eighteen P sites were also incorporated in the actual cluster, as
shown in Fig.3.4. The Ti3+ ions of the two adjacent octahedra were modeled as closed-shell Sc3+
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Figure 3.4: The cluster used in computing the NNN interaction between Ti3+ sites. It consists of a central
[
Ti3O14
]
fragement of three edge-sharing TiO6 octahedra and two other adjacent octahedra. Ti, O and P ions are shown in
dark-blue, brown and red, respectively.
species. The solid-state surroundings were described as a finite array of point charges. The basis
sets used in these calculations are similar to the calculations for the NN Heisenberg interaction.
The finite set of Slater determinants was defined in the CASSCF treatment in terms of three
electrons and three Ti t2g orbitals for the three reference TiO6 octahedra. The self-consistent
field optimization was performed for an average of two doublet and one quartet states arising
from the d1α− d1α− d1α configuration (dα denotes the orbital character of the ground state). In
the MRCI and DDCI treatments, the bridging O 2p and the Ti 3d electrons within the central
three-octahedra unit were correlated.4
Considering only isotropic interaction parameters, the effective spin Hamiltonian between
three TM sites reads
Hthree = J1(S˜1 · S˜2+ S˜2 · S˜3)+ J2S˜1 · S˜3, (3.2)
where J1 is the NN isotropic Heisenberg interaction, J2 is the NNN isotropic Heisenberg in-
teraction between S˜1 and S˜3. For a spin S=1/2 at each site (S1=S2=S3=1/2), J1 and J2 can be
extracted from the differences between the energy eigenvalues of the quartet and two doublet
states:
J1 = 23(EQ −EDu ), J2 = J1+ (EDu −EDg ). (3.3)
In this equation, J > 0 and J < 0 indicate antiferromagnetic and ferromagnetic interactions,
respectively. A similar approach has been applied in earlier research for the cupric oxide [209].
The QC results for J1 and J2 at different levels of approximation [CASSCF, MRCI, CISD(Q)
and DDCI] are listed in Table 3.4. The NN Heisenberg coupling parameters J1 obtained from
three-center clusters are consistent with the J′1 obtained from two-center clusters. For the lat-
ter, only the bridging O 2p and the Ti 3d electrons within the central two-octahedra unit were
correlated to obtain the MRCI and DDCI results presented in Table 3.4. The NNN Heisenberg
4Due to limitations concerning the size of the active and inactive orbital spaces in the MOLPRO program, it is not
possbile to correlate all the O 2p and Ti 3d electrons within the central three-octahedra unit in the MRCI treatment.
A new internally contracted MRCI code [208] is now available (named as MRCIC) without the existing limitation
of having a maximum of 32 correlated orbitals as compared to the earlier MRCI code, however, this method is
implemented only for single-state calculations.
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coupling parameter J2 is very tiny as compared with the NN coupling J1 at all these approxima-
tion levels listed in Table 3.4. This indicates that the dominant magnetic interaction in TiPO4
is the NN Heisenberg coupling.
Table 3.4: The Heisenberg coupling parameters J1, J2 obtained from a three-octahedra cluster and the J′1 obtained
from a two-octahedra cluster in TiPO4 at different levels of approximation (all values in meV). The bridging O 2p
and the Ti 3d electrons within the central two-octahedra unit were correlated in the MRCI and DDCI treatments.
Relative energies (meV)
CASSCF MRCI CISD(Q) DDCI
Stot=1/2
EDu 0.0 0.00 0.00 0.00
EDg 17.91 23.81 28.06 37.90
Stot=1 EQ 26.86 35.74 42.03 56.97
J1, J2 17.91, −0.003 23.83, 0.018 28.02, −0.04 37.98, 0.08
J′1 18.10 26.06 30.72 37.40
3.5 Conclusions
In summary, we have employed ab initio QC methods to investigate the ground state, the d-
level excitations and the Heisenberg magnetic interactions in the quasi one-dimensional TiPO4
compound. We show that the ground state wave-function displays a highly unusual admixture
of dxz and dz2 orbital character, which is different from earlier research indicating that the
ground state wave-function implies the occupation of the dxy orbital in the low temperature
phase [179]. Having the dxz and dz2 orbitals as main contributors to the 3d1 ground state
configuration of TiPO4 is related to the large positive ionic charge at P sites in the xz plane
(defining the shortest Ti-P links) and of Ti nearest-neighbours along the z axis. The energies of
the Ti 3d levels and of the NN Heisenberg magnetic coupling constant J (∼ 52 meV) obtained
from QC calculations are compared with available RIXS experimental data. Good agreement
is found between theory and experiment. Moreover, the calculations suggest that the intersite
exchange is very sensitive to the Ti−Ti interatomic distance, a finding which is relevant in the
context of the SP-transition physics. The large magnetic exchange J and the huge variation of
J when varying the intra-chain Ti−Ti distances seem to be related to having the Ti dz2−O py−
Ti dz2 path available for intersite superexchange. The latter maximizes the TM 3d− ligand 2p
orbital overlap for edge-sharing octahedra. Further, it turns out that the energy scale of the
NNN Heisenberg interaction J2 is very tiny as compared with that of the NN J and that the
dominant magnetic interaction in TiPO4 is the NN Heisenberg coupling.
Chapter 4
Magnetic anisotropy of Fe ions within the
Li3N lattice
In this chapter, we investigate the electronic structure and magnetic anisotropy of Fe ions
placed within the Li3N lattice. We provide ab initio results of many-body quantum chemistry
(QC) calculations for both Fe1+ d7 and Fe2+ d6 species at a Li lattice site. A remarkably large
magnetic anisotropy energy of 305 K (26 meV) is computed for divalent Fe2+ d6 substitutes at
Li-ion sites with D6h point-group symmetry. This is similar to values calculated by the same
approach and confirmed experimentally for linearly coordinated monovalent Fe1+ d7 species,
remarkably large in the research area of single-molecule magnets.
4.1 Introduction
Single molecule magnets (SMMs), or molecular nanomagnets, are polynuclear metal complexes
whose structures consist of magnetic clusters of exchange-coupled transition-metal ions sur-
rounded by a shell of ligands. One of the most important aspects for technological applications
of SMMs is the magnetic bistability. The latter refers to the existence of two stable electronic
states under the same external conditions such as temperature, pressure or other external per-
turbations. The bistability in SMMs is related to the spin orientation of a given electronic state
(MS components). SMMs can be modeled through double-well potentials, with the levels Sm=±S
having the lowest energy and a potential barrier in between, as illustrated in Fig.4.1. Below a
certain ‘blocking’ temperature, the system can be trapped in one of those states having spin
projection +m or −m and exhibit magnetic hysteresis. Such effects have only been observed at
rather low temperatures so far but intensive work is going on to identify systems with supe-
rior properties in this regard: higher blocking temperatures, longer relaxation times and larger
coercivity fields. An impelling idea is realizing regular, stable arrays of such molecules for high-
density data storage [211], provided that the associated blocking temperatures and relaxation
times are appropriately optimized.
SMM physics was first pointed out by Sessoli et al. for a Mn12 complex, in 1993 [212]. Since
Large part of this chapter is published in Nanoscale 9, 10596 (2017) [210].
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Figure 4.1: Schematic representation of the energy landscape of a SMM with a total spin S=10. Magnetization
reversal can occur via quantum tunnelling between energy levels (dashed arrows) when the energy levels in the
two wells are in resonance. Phonon absorption (solid arrows) can also excite the magnetic state up to the top of the
potential energy barrier with the quantum number M=0 and phonon emission descends the spin to the second well
[211].
then the field advanced dramatically, with dozens of new SMMs being reported, either d-metal
or f -metal based. As concerns their specific magnetic properties, the most remarkable are nowa-
days the Tb3+ and Dy3+ SMMs with N3−2 ligand bridges [213, 214], some lanthanide single-ion
magnets with high-symmetry environment [215], the fullerene-encapsulated f -electron SMMs
[216], one-dimensional chains of the endofullerene Dy2ScN@C80 packed inside single-walled car-
bon nanotubes [217] and the linear Fe1+ complexes [218]. Interestingly, SMM-like behaviour has
been also identified recently for linearly coordinated Fe-ion substitutes within the solid-state
matrix of Li3N [219]. The latter findings [218, 219] open new research avenues in this field
because, due to the well known ‘orbital quenching’ issue in transition-metal (TM) compounds,
mononuclear d-metal ions have been rarely considered as good candidates to achieving first rate
SMM characteristics.
The electronic structure and magnetic anisotropy of Fe ions placed within the Li3N lattice
(the crystal structure is shown in Fig.4.2(a)) have been investigated on the theoretical side by
calculations based on density functional theory (DFT) [220–223]. A Fe1+ d7 valence electron
configuration has been assumed in the DFT studies [221–223] but diffraction [224, 225] and
X-ray absorption experiments on TM centers within the Li3N matrix suggest 2+ valence states
for d-metal ions in such an environment [226]. In this chapter we provide unbiased ab ini-
tio results of many-body QC calculations for both Fe1+ d7 and Fe2+ d6 species at a Li lattice
site. The computed Fe1+ d7 excitation spectrum indicates an axial magnetic anisotropy of 31
meV for linear N-Fe-N coordination, in agreement with experimental results for relatively large
amount of Fe cation substitution [219, 227]. What is more, the calculated magnetic anisotropy
reaches values of similar magnitude for Fe2+ d6, 26.3 meV (i.e., 305 K), if the overall lattice
symmetry is not broken by vacancies in the immediate neighborhood. This is related to an
unexpected d1z2d
1.5
xy d
1.5
x2−y2d
1
yzd
1
zx ground-state configuration in which due to subtle many-body
effects one electron is removed from the ‘deeper’ dz2 level [221–223], as compared to the Fe1+
d2z2d
1.5
xy d
1.5
x2−y2d
1
yzd
1
zx ground state. With a vacant nearest-neighbor (NN) Li site — which ensures
charge neutrality and coincides with a Li3−2x TM2+x N picture [226] for the substitution process
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Figure 4.2: a) Crystal structure of Li3N, with Li2N honeycomb layers separated by Li-1b sites. The crystallographic
unit cell is indicated as a red polyhedron. b) Configuration of nearby sites around a Fe cation at the 1b crystallo-
graphic position in Li3N. These sites define the fragment treated at the all-electron quantum mechanical level in our
calculations. The extended solid-state surroundings are modeled as a large array of point charges, depicted here as
small grey spheres. A similar type of linear coordination of the Fe ion (Fe1+ d7) is found in certain molecular systems
[218].
— the interaction between the d1z2d
1.5
xy d
1.5
x2−y2d
1
yzd
1
zx and d
2
z2d
1
xyd
1
x2−y2d
1
yzd
1
zx states, arising from
breaking the symmetry around the Fe2+ ion, reduces the magnetic anisotropy to ≈15 meV. The
latter number provides an explanation for the strong reduction of the magnetic anisotropy ob-
served experimentally in the very dilute system [227] and support for the Li3−2x TM2+x N model
[226] at very small concentrations of TM centers. Corroborated with earlier experimental results
[226, 227], our computational data can therefore reconcile the Li3−x TM1+x N and Li3−2x TM2+x N
cation-substitution models, suggesting that due to finite concentration of Li-ion vacancies the
TM 2+ valence state dominates in the very dilute TM:Li3N system while TM 1+ plays a domi-
nant role at large concentrations of TM species. Most importantly, our findings draw attention to
the very large magnetic anisotropy associated with the Fe2+ d1z2d
1.5
xy d
1.5
x2−y2d
1
yzd
1
zx configuration
in full D6h symmetry, analogous to Fe1+ values discussed in Refs. [218, 219].
4.2 Fe1+ d7 ions at Li3N lattice sites
We focus on cation substitution at linearly coordinated 1b Li sites, since that is the geomet-
rical configuration maximizing the single-ion magnetic anisotropy [218, 221]. The many-body
QC calculations were performed on [FeN2Li14]9+ clusters as depicted in Fig.4.2(b), using the
room-temperature lattice parameters reported in Ref. [228]. We utilized the quantum chemistry
package MOLPRO [181]. To compute the magnetic anisotropy and the on-site d–d excitation
spectrum, an embedded cluster consisting of one central Fe ion, the two NN NLi6 hexagonal pla-
quettes and the nearby two Li sites on the z axis was considered. The solid-state surroundings
were modeled as a finite array of point charges fitted [154] to reproduce the crystal Madelung
field in the cluster region [229]. We applied all-electron Douglas-Kroll basis sets of triple-zeta
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Table 4.1: 3d-shell energy levels for a Fe1+ ion at the Li 1b crystallographic position in Li3N; unless otherwise
specified, units of eV are used. All 3d7 S=3/2 and the few lowest S=1/2 states are listed. The spin-orbit calculations
provide three main groups of Kramers doublets: between 0 and 100 meV, at 1.1–1.2 eV and from 1.75 eV onwards.
Fe1+ 3d7 splittings CASSCF MRCI MRCI+SOC
4E2g (a21ge
3
2ge
2
1g) 0 0 0, 30, 62, 96 meV
4E1g (a21ge
2
2ge
3
1g) 0.91 1.09 1.11 – 1.16
a4E1g (a11ge
3
2ge
3
1g) 1.50 1.78 1.75
a4A2g (a11ge
4
2ge
2
1g, a
1
1ge
2
2ge
4
1g) 1.67 1.87 |
a2E2g (a21ge
3
2ge
2
1g) 2.23 2.05 |
2E1g (a21ge
4
2ge
1
1g) 2.25 2.11 |
b 2E2g (a21ge
3
2ge
2
1g) 2.29 2.11 |
2E1g (a21ge
3
2ge
2
1g) 2.50 2.35 2.41
b 4E1g (a11ge
3
2ge
3
1g) 2.69 2.70
b 4A2g (a11ge
4
2ge
2
1g, a
1
1ge
2
2ge
4
1g) 3.27 3.28
quality for the central Fe ion [182] and all-electron triple-zeta basis sets for the two NN nitrogen
ligands and the Li species [118], supplemented with polarization functions.
In a first step, the orbitals were optimized for an average of all d7 high-spin (S=3/2) states
using the multiconfigurational complete-active-space self-consistent-field method (CASSCF), with
an active space of five 3d orbitals at the Fe site and seven electrons for the Fe1+ d7 valence con-
figuration. This ensures a balanced description of all d7 electron configurations: a21ge
3
2ge
2
1g,
a21ge
2
2ge
3
1g, a
1
1ge
3
2ge
3
1g, a
1
1ge
4
2ge
2
1g and a
1
1ge
2
2ge
4
1g, where dz2 belongs to the A1g irreducible rep-
resentation, {dxy,dx2−y2} to E2g and {dyz,dzx} to E1g, for D6h point-group symmetry. Following
the CASSCF calculation, multireference configuration-interaction (MRCI) computations with
single and double excitations were performed [63, 230]. Spin-orbit couplings were subsequently
accounted for according to the procedure described in Ref. [148]. We allowed relaxation of the
N-Fe-N bonds, i.e., for the two nitrogen ions adjacent to the Fe cation we determined the z-axis
positions which minimize the total energy while fixing all other lattice coordinates as in the un-
mingled Li3N crystal. At the MRCI levels, the ‘relaxed’ Fe1+-N bond lengths are 1.92 Å, slightly
shorter than the experimental Li-N distances along the z axis [228].
Relative energies describing the excitation spectrum of the Fe1+ 3d7 center are provided in
Table 4.1. The a and b labels in Table 4.1 are used in order to distinguish between states im-
plying the same electron configuration, irreducible representation and spin multiplicity. In the
scalar-relativistic calculations, at both CASSCF and MRCI levels, the lowest electron configura-
tion is 4E2g (a21ge
3
2ge
2
1g), the same as for the linear iron(I) complex reported in Ref.[218]. Com-
paring the CASSCF and MRCI numbers, the corrections brought by the CI treatment increase
the excitation energies of the spin-quartet states by 0.01 – 0.3 eV and decrease the excitation
energies of the spin-doublet states by 0.14 – 0.18 eV. In the MRCI + SOC computational frame,
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we predict three main sets of excited states: low-lying excited states related to the magnetic
anisotropy of the (S=3/2, L=2) a21ge32ge21g configuration in the range of .100 meV, high-spin
e2g to e1g excitations at 1.1–1.2 eV and a multitude of crystal-field excitations from 1.75 eV
onwards. The spin-orbit treatment was carried out in terms of all S=3/2 quartets and those
doublets with MRCI relative energies of less than 2.5 eV. The lowest excited state, defining the
magnetic anisotropy energy, lies in this case at 29.9 meV. If the orbitals are optimized just for
the a21ge
3
2ge
2
1g ground-state configuration, this particular excitation energy changes to 31.1 meV.
4.3 Fe2+ d6 ions at Li3N lattice sites
The observation that a finite amount of vacant Li sites would necessarily require a higher ion-
ized state for some of the TM centers [226, 231] makes the Fe2+ d6 valence electron configuration
worth investigating (according to a Li3−x−2yFe1+x Fe2+y N picture). To retain overall charge neu-
trality of the cluster in Fig.4.2(b), we compensated the larger, 2+ valence state of the Fe ion by
adding one (negative) electronic charge to the nearby crystalline surroundings. In particular, we
equally distributed this elementary negative charge over the six closest Li 1b sites within the
xy plane. This way, the D6h point-group symmetry at the Fe site is preserved. The results are
summarized in Table 4.2. The very surprising result for the Fe2+ d6 ion is that the computed
ground-state electron configuration defies a simple diagram of single-electron levels according to
which, from the Fe1+ a21ge
3
2ge
2
1g ‘reference’, removal of one additional electron yields a a
2
1ge
2
2ge
2
1g
orbital occupation [222, 223]. Instead, the QC calculations indicate that 3d-shell Coulomb in-
teractions are such that it is energetically more favorable to remove one electron from the apical
a1g dz2 orbital rather than further depleting the ‘in-plane’ e2g ’s, dxy and dx2−y2 (see Fig.4.3).
An important detail here is that there are no negatively charged ions in the plane within which
the lobes of the latter lie while the former points to anions with formal 3− charges. Conse-
quently, the 3d6 ground-state configuration is a11ge
3
2ge
2
1g according to our calculations, with an
occupation of the eg levels that provides again a large angular momentum (L=2) and strong
axial anisotropy. Using orbitals optimized for an average of all S=2 d6 states, the magnetic
anisotropy energy comes as 26.3 meV in the d6 spin-orbit MRCI calculation (see Table 4.2); the
same value, 26.3 meV, is obtained with orbitals optimized just for the lowest two quintet states.
Fe
z
e32g
d7
e32g (L = 2)
∆Eaxialaniso = 305 K
d6
Figure 4.3: Schematic representation of an Fe centre with linear coordination for d7 and d6 electron configurations.
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Table 4.2: 3d-shell energy levels for a Fe2+ ion at the Li 1b crystallographic position in Li3N; unless otherwise
specified, units of eV are used. All 3d6 S = 2 and the lowest S = 1 and S = 0 states are listed. The spin-orbit
calculations provide four main groups of excited states: up to ≈105 meV, 180–200 meV, 1.2–1.3 eV and from 1.8 eV
onwards.
Fe2+ 3d6 splittings CASSCF MRCI MRCI+SOC
5E2g (a11ge
3
2ge
2
1g) 0 0 0, 26, 52, 78, 104 meV
5A1g (a21ge
2
2ge
2
1g) 0.26 0.14 0.18 – 0.19
5E1g (a11ge
2
2ge
3
1g) 1.09 1.18 1.21 – 1.26
a3E1g (a21ge
3
2ge
1
1g) 2.31 1.84 1.84
b 3E1g (a21ge
3
2ge
1
1g) 2.37 1.89 |
a3E2g (a11ge
3
2ge
2
1g) 2.58 2.38 |
b 3E2g (a11ge
3
2ge
2
1g) 2.74 2.55 |
3A2g (a11ge
3
2ge
2
1g) 2.81 2.55 |
1A1g (a21ge
4
2g ) 3.34 2.77 2.83
That is 305 K, room-temperature energy scale.
Also for these computations, we considered all the high-spin (S=2) states in the spin-orbit
treatment but only the spin triplets and singlets with MRCI relative energies of less than 2.8
eV. As for the Fe1+ d7 ion, the different mJ states associated with the ground-state configuration
cover an energy window extending up to ≈100 meV. The first crystal-field excitation, however,
implies here an energy scale of only ≈200 meV; that is the 5E2g (a11ge32ge21g) to 5A1g (a21ge22ge21g)
transition. Other excited states lie in the energy range of 1.2–1.3 eV and from 1.8 eV onwards.
All these results correspond to ‘relaxed’ Fe2+-N bonds of 1.88 Å. Significant shortening of the
N-TM-N bonds has been also inferred from extended x-ray absorption fine structure (EXAFS)
measurements on TM ions embedded within the solid-state Li3N matrix [226].
An additional set of calculations was then performed with one of the NN Li ions at a 2c
crystallographic position explicitly removed from the cluster described by QC methods. This
also preserves overall charge neutrality, according to the Li3−2x TM2+x N model of Muller-Bouvet
et al. [226]. The symmetry being lower with such a Li vacant site, the a11ge
3
2ge
2
1g and a
2
1ge
2
2ge
2
1g
configurations, in particular, can interact and admix. As a result, the low-energy part of the
MRCI spectrum displays now a richer structure: with orbitals optimized in the prior CASSCF
step just for the a11ge
3
2ge
2
1g and a
2
1ge
2
2ge
2
1g configurations and maximum spin multiplicity, the
relative energies of the spin-orbit MRCI states are 0 (two states), 15, 17, 23, 81, 84, 86 and 94
(again as a doublet) meV. In other words, the magnetic anisotropy energy of the Fe2+ d6 ion is
reduced from ∆d
6
D6h
=26 meV in D6h symmetry to ∆d6Cs =15 meV when the symmetry is broken
by creating a vacancy at a NN Li site. Analysis of the spin-orbit wave-functions shows that
these effects imply admixture(s) of the a21ge
2
2ge
2
1g components of only tenths of 1% to the low-
lying a11ge
3
2ge
2
1g states. Obviously, the more complicated structure of the spectrum in the lower-
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symmetry case is related to having slightly different degrees of a11ge
3
2ge
2
1g – a
2
1ge
2
2ge
2
1g admixture
for different spin-orbit eigenvectors. The relaxed Fe-N bond lengths are in both cases, without
and with a Li-ion vacancy, 1.88 Å. According to experimental investigations [224, 225], the Li-ion
vacancies mainly occur within the Li2N planes.
4.4 Discussion
Our computational results for the magnetic anisotropies of Fe1+ d7 and Fe2+ d6 centers within
the solid-state matrix of Li3N find strong support in recent experimental data on Li3−x−2yFe1+x Fe2+y N,
that indicate magnetic anisotropy energies ∆x→0=13 meV in the very dilute case and ∆xÀy=27
meV for high concentration of Fe [227]. These drastic variations in the measurements can be as-
signed to the presence of a finite amount of Li-ion vacancies. An intrinsic load of vacant Li sites
has been indeed found experimentally for Li3N, in the range of ∼1% [232], which suggests that
for keeping overall charge neutrality Fe ions in the immediate neighborhood of such vacancies
might adopt a Fe2+ d6 configuration. The reason no connection has been made so far between
these variations of the magnetic properties and the possible predominance of Fe2+ d6 species in
the very dilute case is the fact that the d6 ground-state configuration is usually associated for
linear coordination with a d2z2d
1
xyd
1
x2−y2d
1
yzd
1
zx orbital occupation [221–223] for which single-ion
anisotropy can only occur through weaker, second-order SOC’s. The good agreement between our
MRCI value ∆d
6
Cs
=15 meV and the experimentally derived ∆x→0=13 meV makes therefore plau-
sible the scenario in which the magnetic properties in the dilute regime are mainly determined
by Fe2+ d6 (a11ge
3
2ge
2
1g) ions with broken-symmetry nearby surroundings. Additional support is
provided by the good agreement between the MRCI result ∆d
7
D6h
=30 meV (see Table 4.1) and the
experimental estimate ∆xÀy=27 meV at large concentrations of Fe.
Resonant inelastic x-ray scattering (RIXS) measurements on the Fe:Li3N system might
throw fresh light on the problem. The high resolution achieved nowadays in RIXS should allow
to directly verify our prediction of a distinct peak at 0.15–0.20 eV for the Fe2+ d6 electron config-
uration. According to our computational results, the position of these crystal-field excited states
is about the same in D6h symmetry (see Table 4.2) and when the symmetry is broken by creat-
ing a Li vacancy next to the Fe2+ d6 center. That post-CASSCF quantum chemistry calculations
can describe the RIXS d–d excitation spectra with very good accuracy has been convincingly
shown already for TM ions in a variety of environments [233–236]. Another experimental tech-
nique capable of verifying the existence of Fe2+ d6 ions in Fe:Li3N is Mössbauer spectroscopy. In
addition to stimulating further experimental investigations, our computational data define the
frame for subsequent model-Hamiltonian constructions for addressing the magnetodynamics of
this system [237]. Aspects which remain to be clarified is the role of spin-phonon couplings in
under-barrier spin relaxation [237] but also the occurrence of clustering effects among the Fe-ion
substitutes and of sizable magnetic exchange between proximate Fe sites.
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4.5 Conclusion
To summarize, our ab initio data put into the spotlight the linearly coordinated Fe2+ d6 ion
as candidate for viable SMM behaviour. The calculated magnetic anisotropy splitting of 26.3
meV (i.e., 305 K) in D6h symmetry compares favorably to values measured (28 meV [218] and
27–37 meV [219, 227]) or computed by similar theoretical methods (26 meV [218]) for Fe1+ d7
species with linear coordination, remarkable large in the research area of SMMs. This sub-
stantial spin-reversal energy barrier of the Fe2+ ion is associated with a a11ge
3
2ge
2
1g ground-state
electron configuration, not anticipated by earlier DFT calculations for TM species in such an en-
vironment [221–223] and made possible through a subtle interplay between ligand/crystal-field
splittings and on-site Coulomb interactions. The effects we point out here warrant more de-
tailed investigations of both iron(I) and iron(II) complexes with linear or quasilinear two-ligand
coordination. For iron(II), engineering of the 5E2g – 5A1g splitting towards larger values would
allow large magnetic anisotropy barriers also for symmetries much lower than D6h.
Chapter 5
Electronic structure and magnetic
properties of 4d1/5d1 double-perovskites
The electronic structure and magnetic properties of d1 ions in molybdenum- and osmium-
based double-perovskites are addressed in this chapter by ab initio many-body quantum chem-
istry (QC) calculations. Our results demonstrate the subtle interplay of spin-orbit interactions,
covalency and electron-lattice couplings as the major factor in deciding the nature of the mag-
netic ground states of 4d and 5d quantum materials. Cation charge imbalance in the double-
perovskite structure is further shown to allow a fine tuning of the gap between the t2g and eg
levels, an effect of much potential in the context of orbital engineering in such systems.
5.1 Introduction
A defining feature of d-electron systems is the presence of sizable electron correlations, also
referred to as Mott-Hubbard physics. The latter has been traditionally associated with first-
series (3d) transition-metal (TM) oxides. But recently one more ingredient entered the TM-oxide
‘Mottness’ paradigm — large spin-orbit couplings (SOCs) in 4d and 5d quantum materials [13,
31]. It turns out that for specific t2g-shell electron configurations, a strong SOC can effectively
augment the effect of Hubbard correlations [13]: although the 4d and 5d orbitals are relatively
extended objects and the Coulomb repulsive interactions are weakened as compared with the
more compact 3d states, the spin-orbit-induced level splittings can become large enough to break
apart the ‘nonrelativistic’ t2g bands into sets of well-separated, significantly narrower subbands
for which even a modest Hubbard U acting on the respective Wannier orbitals can then open
up a finite Mott-Hubbard-like gap [13]. On top of that, SOC additionally reshuffles the intersite
superexchange [15]. The surprisingly large anisotropic magnetic interactions that come into
play via the strong SOCs in iridates [189, 239–243], for example, are responsible for an exotic
assortment of novel magnetic ground states and excitations [31, 239, 244].
In case of large t2g–eg splittings, the spin-orbit-coupled t12g and t
5
2g electron configurations
can be in first approximation viewed as ‘complementary’: in the simplest picture, the d-shell
Large part of this chapter is published in npj Quantum Materials 1, 16029 (2016) [238].
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Figure 5.1: (a) Illustration of the octahedral geometry of a Ir4+ or Os7+ ion. (b) Splitting of the Ir4+ 5d levels by
octahedral crystal field and SOC into jef f = 1/2 and jef f = 3/2 levels, with a jef f = 1/2 ground state. (c) Splitting of
the Os7+ 5d levels by octahedral crystal field and SOC into jef f = 3/2 and jef f = 1/2 levels, with a jef f = 3/2 ground
state.
manifold can be shrunk to the set of j=1/2 and j=3/2 relativistic levels, with a j=3/2 ground
state for the TM t12g configuration and a j=1/2 ground state for t52g [245–247], as illustrated in
Fig.5.1. Although strongly spin-orbit-coupled t52g oxides and halides — iridates, rhodates and
ruthenates, in particular — have generated substantial experimental and theoretical investiga-
tions in recent years, much of the properties of 5d and 4d t12g systems remain to large extent
unexplored.
From textbook arguments [245–247], the t12g j=3/2 quadruplet should be characterized by
a vanishing magnetic moment in cubic symmetry, due to perfect cancellation of the spin and
angular momentum contributions. But this assertion leaves unexplained the wide variety of
magnetic properties recently found in 4d1 and 5d1 cubic oxide compounds [19–22, 27–29, 248].
Ba2YMoO6, e.g., develops no magnetic order despite a Curie-Weiss temperature of ≈–200 K [20,
248] and features complex magnetic dynamics that persists down to the mK range, possibly due
to either a valence-bond-glass [19] or spin-liquid [21] ground state. Also Ba2NaOsO6 displays an
antiferromagnetic Curie-Weiss temperature [27, 28] but orders ferromagnetically below 7 K [29],
whereas Ba2LiOsO6 is a spin-flop antiferromagnet [29]. A summary of some of the properties of
these compounds is presented in Table 5.1.
In this chapter, we carry out a detailed ab initio investigation of the Mo5+ 4d1 and Os7+ 5d1
relativistic electronic structure in the double-perovskite compounds Ba2YMoO6, Ba2LiOsO6 and
Ba2NaOsO6. In addition to providing reliable results for the energy scale of the d-level split-
tings, t2g–eg and induced by SOC within the t12g manifold, we analyse the role of TM d – O p or-
bital mixing plus the strength of electron-lattice couplings. It is found that strong metal d – O p
hybridization generates a finite magnetic moment even for perfectly cubic environment around
the TM site, providing ab initio support to the phenomenological covalency factor introduced
in this context by Stevens [249]. The TM d1 magnetic moment is further enhanced by tetrag-
onal distortions, against which the octahedral oxygen cage is unstable. Although additional
investigations are needed for clarifying the role of intersite cooperative couplings [250, 251], our
calculations emphasize the high sensitivity of the effective magnetic moments to both metal-
ligand covalency effects and local JT physics. The material dependence for the ratio among the
strengths of the spin-orbit interaction, the JT coupling parameter and the effective covalency
factor that we compute here provide new perspectives for future studies addressing the role of
intersite interactions on the double-perovskite face centered cubic (fcc) lattice.
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Table 5.1: Representative double-perovskites in which the magnetic ions have a d1 electron configuration. ΘCW and
µef f are the Curie-Weiss temperature and effective magnetic moment, respectively. This table is reproduced from
Ref. [31].
Compound 4d1/5d1
Electron
ΘCW (K)
µef f (µB) Magnetic References
configuration transition
Ba2YMoO6 Mo5+ 4d1 −91∼ −219 1.34 ∼ 1.72 PM down to 2 K [19–23, 248]
Ba2NaOsO6 Os7+ 5d1 ∼ −10 ∼ 0.6 FM Tc= 6.8 K [28]
Ba2LiOsO6 Os7+ 5d1 −40.5 0.733 AFM Tc ∼ 8 K [27]
5.2 Structural details of double-perovskites
Structurally, ordered double-perovskites with chemical formula A2BB′O6 are derived from the
usual perovskites ABO3 by selectively replacing half of the B ions with another species, denoted
as B′ (see Fig.5.2(a)). There are many such compounds with nonmagnetic B and B′ sites occupied
by 4d and/or 5d TM elements with d1 or d2 configuration (Re6+, Os7+ and Mo5+ for d1; Re5+ and
Os6+ for d2) [19–29, 248, 252, 253]. Because of the difference in the valence charges and ionic
radii between the B and B′ ions, the magnetic B′ ions form an fcc lattice structure with very
little intersite disorder and a lattice constant twice that of the original cubic cell. Moreover, the
large separation of the TM B′ ions in this structure (see Fig.5.2(b)) suppresses electron hopping
(a) (b)
Figure 5.2: (a) The crystal structure of an ordered double-perovskite A2BB′O6. (b) The same structure, showing the
geometrically frustrated fcc lattice of B sites as edge-sharing tetrahedra. Two dxy orbitals on nearest-neighbor B
sites are shown, with the intermediate px, py orbitals involved in their exchange path. A sites are not shown. Figure
taken from Ref. [31].
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and promotes Mott-insulating behavior.
At room temperature, Ba2YMoO6 and Ba2MOsO6 (M=Li, Na) have cubic double-perovskite
structure, space group Fm3¯m [27]. Ba2YMoO6, with a lattice parameter a=8.392 Å at 297.8 K,
shows no distortion from cubic symmetry even at 2.8 K [20]. At 293 K the lattice parameters for
Ba2LiOsO6 and Ba2NaOsO6 are a=8.105 Å and a=8.287 Å [27], respectively.
5.3 4d/5d-shell excitations
QC calculations were performed on embedded clusters made of one reference MnO6/OsO6 octa-
hedron. The closest Y/Li/Na and Ba cations around the reference [MnO6]/[OsO6] fragment were
also included in the actual cluster, as in the sketch shown in Fig.5.3(b). The farther solid-state
surroundings were modeled as a finite array of point charges fitted to reproduce the crystal
Madelung field in the cluster region [154, 229]. Crystallographic data as derived in Ref. [20]
for Ba2YMoO6 and in Ref. [27] for Ba2LiOsO6 and Ba2NaOsO6 were employed. All ab initio
calculations were carried out with the quantum chemistry package MOLPRO [181].
We used effective core potentials (ECP’s), valence basis functions of triple-zeta quality, and
two f polarization functions for the reference Mo/Os ions [149, 254] for which the d-shell ex-
citations are explicitly computed. All-electron triple-zeta basis sets supplemented with two d
polarization functions [118] were applied for each of the six adjacent O ligands. The eight Ba
nearest neighbors were in each case modeled by Ba2+ ‘total-ion’ pseudopotentials (TIP’s) supple-
mented with a single s function [255]. For Ba2YMoO6, the six nearby Y sites were described by
ECP’s and valence basis functions of double-zeta quality [254]. In Ba2LiOsO6 and Ba2NaOsO6,
we employed TIP’s for the six nearest Li and Na cations and sets of one s and one p functions
(a) (b)
Mn/Os
Y/Na/Li
O
Ba
Figure 5.3: (a) Sketch of the atomic positions in a cubic double-perovskite compound, Ba2BB′O6. B stands here for
either Y, Na or Li (site at the center of a dark-blue octahedron); B′ is either Mo or Os (site at the center of a light-
green octahedron). O ions are shown as small red spheres while the Ba sites are the larger blue spheres. (b) Sketch
of the cluster used for the calculation of the d-level splittings. It consists of a central [MnO6]/[OsO6] fragment and
the closest Y/Na/Li and Ba cations.
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[256].
For the CASSCF calculations of the d-shell splittings, we used active spaces of either three
(t2g) or five (t2g plus eg) orbitals. The CASSCF optimizations were carried out for an average of
either the 2T2g(t12g) or
2T2g(t12g) +
2E2g(e1g) eigenfunctions of the scalar relativistic Hamiltonian.
The Pipek-Mezey localization module [186] available in MOLPRO was employed for separating
the TM d and O 2p valence orbitals into different groups, i.e., centered either at sites of the
central octahedron or at farther sites. All O 2p and Mo/Os 4d/5d electrons on the reference
TM O6 octahedron were correlated in the MRCI treatment. The latter was performed with single
and double substitutions with respect to the CASSCF reference, as described in Ref. [230, 257].
The spin-orbit treatment was carried out according to the procedure described in Ref. [148].
There is no first-order SO interaction within the eg manifold since the orbital angular mo-
mentum is completely quenched within this subspace. On the other hand, the SO interaction
within the t2g manifold removes the three-fold degeneracy. Provided that a large crystal field
splitting separates the eg and t2g levels, one can treat the t2g manifold as having an effective
orbital angular momentum l˜ = 1. These
∣∣∣l˜,ml〉 states in the t2g-orbital basis can be written as
[246] ∣∣1,1〉 = 1p
2
(−|dyz〉+ i|dxz〉),∣∣1,0〉 = dxy,∣∣1,−1〉 = 1p
2
(|dyz〉+ i|dxz〉).
(5.1)
Within the LS-coupling scheme, one finds three Kramers doublets [258] with effective total an-
gular momenta j˜ =1/2 (m j = ±1/2), j˜ =3/2 (m j = ±1/2, ±3/2). The j˜ =1/2 doublet is higher in
energy as compared to the quartet j˜ =3/2 states. The energy difference between these SO j˜ =1/2
and j˜ =3/2 states is 3λ/2, where λ is the SOC strength. Each
∣∣∣ j˜,m j〉 wave-function can be
derived in the d-orbital basis using Eqs.(5.1) and the Clebsch-Gordan coefficients as
∣∣∣∣12, 12
〉
= 1p
3
(∣∣∣∣dyz,−12
〉
+ i
∣∣∣∣dzx,−12
〉
+
∣∣∣∣dxy, 12
〉)
,∣∣∣∣12,−12
〉
= 1p
3
(∣∣∣∣dyz, 12
〉
− i
∣∣∣∣dzx, 12
〉
−
∣∣∣∣dxy,−12
〉)
,∣∣∣∣32, 12
〉
= 1p
6
(∣∣∣∣dyz,−12
〉
+ i
∣∣∣∣dzx,−12
〉
−2
∣∣∣∣dxy, 12
〉)
,∣∣∣∣32,−12
〉
= 1p
6
(
−
∣∣∣∣dyz, 12
〉
+ i
∣∣∣∣dzx, 12
〉
−2
∣∣∣∣dxy,−12
〉)
,∣∣∣∣32, 32
〉
= 1p
2
(∣∣∣∣dyz, 12
〉
+ i
∣∣∣∣dzx, 12
〉)
,∣∣∣∣32,−32
〉
= 1p
2
(
−
∣∣∣∣dyz,−12
〉
+ i
∣∣∣∣dzx,−12
〉)
.
(5.2)
In the following sections, we first investigate the essential features of the electronic structure
of the cubic lattice configuration, without accounting for electron-lattice couplings.
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5.3.1 Mo5+ 4d-shell splittings in cubic Ba2YMoO6
Results for the Mo5+ 4d-shell splittings (∆3/2→1/2 and ∆t2g→eg ) and ‘static’ g∥ factors are listed
in Table 5.2. At the CASSCF and MRCI levels, the crystal field splitting between t2g and eg
(∆t2g→eg ) is around ∼4.6 eV. By comparing the CASSCF and MRCI results, with the inclusion
of correlation effects brought by MRCI, the e1g states shift to lower energy by 0.29 eV. However,
with the inclusion of SO interactions, the excitation energies of the e1g states increase by 0.05
eV in both CASSCF and MRCI. The strength of the SOC parameter can be derived from the
splitting ∆3/2→1/2 as λ= 23∆CASSCF3/2→1/2 = 89 meV, which is somewhat smaller than earlier estimates
of 99 meV for Mo5+ impurities in SrTiO3 [259].
The g-factors were computed following the prescription of Bolvin [260] and Vancoillie [261].
It maps the matrix elements (ME’s) of the ab initio Zeemen Hamiltonian
Hz =−~ˆµ ·~h=µB
(
~ˆL+ ge ~ˆS
)
·~h (5.3)
onto the ME’s of the model pseudospin Hamiltonian
Hs =µB~h · ¯¯g · ~˜S, (5.4)
where ~ˆµ, ~ˆL, ~ˆS and ~˜S are magnetic moment, orbital angular-momentum, spin and pseudospin
operators, respectively.
For a Kramers doublet ground state {ψ,ψ¯}, the Abragam-Bleaney tensor [246] G= ggT can
be expressed in matrix form as
Gkl = 2
∑
u,v=ψ,ψ¯
〈
u|Lˆk+ geSˆk|v
〉〈
v|Lˆ l + geSˆl |u
〉
= ∑
m=x,y,z
(
Λkm+ ge
∑
km
)(
Λlm+ ge
∑
lm
)
,
(5.5)
where ge is the free-electron g factor and the ¯¯Λ and ¯¯
∑
tensors are defined by
Λkx = 2Re[〈ψ¯|Lˆk|ψ〉],
∑
kx = 2Re[〈ψ¯|Sˆk|ψ〉],
Λky = 2Im[〈ψ¯|Lˆk|ψ〉],
∑
ky = 2Im[〈ψ¯|Sˆk|ψ〉],
Λkz = 2[〈ψ|Lˆk|ψ〉],
∑
kz = 2[〈ψ|Sˆk|ψ〉].
(5.6)
Table 5.2: Mo5+ 4d-shell splittings ( j=3/2 to j=1/2 and t2g– eg) and ‘static’ g∥ factors in cubic Ba2YMoO6. Only the
4d t2g orbitals were active in the CASSCF calculation for computing ∆3/2→1/2; all five 4d orbitals were active in the
calculations for g∥ and ∆t2g→eg . For the latter, values including SOC are provided within parentheses. All energies
in eV.
Mo 4d1 electronic structure CASSCF MRCI
∆3/2→1/2 0.133 0.130
∆t2g→eg 4.75 (4.80) 4.46 (4.51)
g∥ 0.18 0.20
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The ME’s of Lˆk (k= x, y, z) were extracted from the MOLPRO outputs, while the ME’s of Sˆk were
derived using the conventional expressions for the generalized Pauli matrices:(
Sˆz
)
MM′
=MδMM′ ,(
Sˆx
)
MM′
= 1
2
√
(S+M)(S−M+1)δM−1,M′
+ 1
2
√
(S−M)(S+M+1)δM+1,M′ ,(
Sˆy
)
MM′
=− i
2
√
(S+M)(S−M+1)δM−1,M′
+ i
2
√
(S−M)(S+M+1)δM+1,M′ .
(5.7)
¯¯G is next diagonalized and the g-factors were calculated as the positive square roots of the three
eigenvalues of G, i.e., gxx > 0, g yy > 0 and gzz > 0. The corresponding eigenvectors specify the
rotation matrix to the main magnetic axes. In case of cubic double-perovskite compounds, the
magnetic X , Y and Z axes are along these three C4 axes, with gzz(g∥)> gxx = g yy = 0.
A most interesting finding is that despite the cubic environment the QC calculations yield a
nonvanishing magnetic moment and a finite g-factor (see Table 5.2). This obviously does not fit
the nonmagnetic j=3/2 quartet ground state assumed to arise in standard textbooks on crystal-
field theory [246, 247] from exact cancellation between the spin and the orbital moments. At a
qualitative level, it has been argued by Stevens [249] that finite g-factor values can in fact occur
for j = 3/2 ions due to TM-O covalency on the TM O6 octahedron. For better insight into the
nature of such effects, we therefore performed a simple numerical experiment in which the six
ligands coordinating the reference Mo5+ 4d1 ion are replaced by −2 point charges with no atomic
basis functions. In that additional set of computations the magnetic moment and the g-factor do
vanish, in agreement with the purely ionic picture of Kotani, Abragam and Bleaney [245, 246].
This shows that one tuning knob for switching magnetism on is indeed the TM 4d – O 2p orbital
hybridization. The latter is strong for high ionisation states such as Mo5+ (as the tails of the 4d-
like valence orbitals indicate in the case the nearest-neighbor ligands are provided with atomic
basis sets, see Fig.5.4(a)), gives rise to partial quenching of the orbital moment and makes that
the exact cancellation between the spin and the orbital moments no longer holds.
5.3.2 Os7+ 5d-shell splittings in cubic Ba2LiOsO6 and Ba2NaOsO6
Results for the Os7+ 5d-shell splittings (∆3/2→1/2 and ∆t2g→eg ) and ‘static’ g∥ factors are listed in
Table 5.3. These Os7+ 5d-shell splittings show very similar features to the Mo5+ 4d-shell split-
tings in cubic Ba2YMoO6. The SO wave-functions indicate that the ground state is the j˜ = 3/2
quartet, separated from the higher-lying j˜ = 1/2 state by at least 0.5 eV by both CASSCF+SOC
and MRCI+SOC calculations.
The TM 5d – O 2p orbital hybridization effect is even stronger for the formally Os7+ ion in
Ba2LiOsO6 and Ba2NaOsO6 as compared with that for Mo5+ in Ba2YMoO6. As shown in Table
5.3, g∥ factors as large as 0.4 are computed in this case. The QC results also allow us to estimate
the strength of the effective Os7+ 5d1 SOC constant, with λ= 23∆CASSCF3/2→1/2 =387 meV, lower than
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Table 5.3: Os7+ 5d-shell splittings ( j= 3/2 to j= 1/2 and t2g– eg) and ‘static’ g∥ factors in cubic Ba2LiOsO6 and
Ba2NaOsO6. Only the 5d t2g orbitals were active in the CASSCF calculation for computing ∆3/2→1/2; all five 5d
orbitals were active in the calculations for g∥ and ∆t2g→eg . For the latter, values including SOC are provided within
parentheses. All energies in eV.
Os 5d1 electronic structure CASSCF MRCI
Ba2LiOsO6 :
∆3/2→1/2 0.58 0.56
∆t2g→eg 6.17 (6.44) 5.95 (6.21)
g∥ 0.39 0.40
Ba2NaOsO6 :
∆3/2→1/2 0.58 0.57
∆t2g→eg 6.41 (6.68) 6.19 (6.45)
g∥ 0.31 0.40
λ=468 meV in tetravalent 5d5 iridates [262].
5.4 Effect of covalency and vibronic couplings on magnetic prop-
erties
As the t12g electron configuration is susceptible to JT effects, we carried out further investiga-
tions on the stability of an ideal TM O6 octahedron against tetragonal (z-axis) distortions. In
these calculations, the coordinates of the two oxygen ions on the z-axis are varied while keeping
all other lattice coordinates unchanged, as illustrated in Fig.5.4(b). A total-energy profile for
specified geometric configurations is provided in Fig. 5.4(c) for an embedded MoO6 octahedron.
It is seen that the minimum corresponds to about 3% tetragonal compression, as compared to
the cubic octahedron of the Fm3m crystalline structure [20]. As expected, the magnetic moment
rapidly increases in the presence of distortions, as illustrated in Table 5.4 and Fig. 5.4(d).
Depending on further details related to the strength of the intersite couplings among ‘JT
centers’, static deformations away from cubic symmetry may be realized in some systems, as
observed for example in the Re6+ 5d1 double-perovskite Sr2MgReO6 [25] and rare-earth molib-
dates [263, 264]. If the local JT couplings and intersite interactions are relatively weak, one may
be left on the other hand in a dynamic JT regime, as earlier pointed out for the particular t12g
configuration by, e.g., Kahn and Kettle [265]. The relevant vibrational modes that couple to the
2T2g(t12g) electronic term are those of Eg symmetry [(3z
2−r2)- and (x2−y2)-like]. From the quan-
tum chemistry calculations, we find that the potential-energy well is significantly shallower for
these normal coordinates, as compared to z-axis-only compression. The value we computed for
the Mo5+ ion in Ba2YMoO6, ≈40 meV, is comparable to the estimate made in the 1970’s for Mo5+
t12g impurity ions within the SrTiO3 matrix, ≈60 meV [266]. For the osmates, the depth of this
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Figure 5.4: (a) Mo 4d t2g function as obtained by CASSCF calculations. The tails at the nearest-neighbor O sites
have substantial weight. (b) TM t2g splittings in cubic (left) and tetragonal (right) symmetry; δ1=0 and δ2=∆3/2→1/2
for cubic octahedra. (c) Ground-state energy of Ba2YMoO6 as function of z-axis tetragonal distortion, MRCI results
both with and without spin-orbit coupling. (d) Variation of the Mo 4d1 magnetic moment (µ‖) and g factor (g‖) with
the amount of z-axis tetragonal distortion, MRCI results including spin-orbit interactions.
potential well is much reduced, with EJT values in the range of 10–15 meV by spin–orbit MRCI
calculations (Table 5.5).
The vibronic model of Kahn and Kettle [265] provides specific expressions for the g-factors.
In particular, g∥ can be parametrized as [265]
g∥ = 2(1−kcovkvib) , (5.8)
Table 5.4: Mo5+ t12g electronic structure with ‘static’ tetragonal squeezing of the reference MoO6 octahedron. Only
the t12g configuration was considered in the reference CASSCF. ∆t2g is t2g tetragonal splitting without SOC, δ1
and δ2 are excitation energies within the t12g manifold with SOC accounted for (δ1=0 and δ2=∆3/2→1/2 for cubic
octahedra). MRCI results, all energies in eV.
MoO6 flattening 0.5% 1.5% 3% 5%
∆t2g 0.02 0.07 0.15 0.27
δ1 0.02 0.05 0.12 0.24
δ2 0.14 0.17 0.23 0.33
µ∥ (µB) 0.24 0.55 0.75 0.89
g∥ (kvib=1) 0.50 1.09 1.55 1.80
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Table 5.5: TM g∥ factors using the Kahn-Kettle vibronic model [265] and ab initio estimates for λ, kcov and EJT.
x=3EJT/2h¯ω, ρ=3λ/2h¯ω, h¯ω is set to 70 meV [22, 267], and g∥=2(1−kcovkvib).
EJT x ρ kvib kcov g∥
Mo5+ 4d1, Ba2YMoO6 40 0.86 1.90 0.74 0.90 0.66
Os7+ 5d1, Ba2LiOsO6 10 0.21 8.29 0.98 0.80 0.44
Os7+ 5d1, Ba2NaOsO6 15 0.32 8.29 0.97 0.80 0.45
where kcov is Stevens’ covalency factor [249] and
kvib = exp[−x/(1+ρ)] . (5.9)
The parameters x and ρ are defined as [265] x=3EJT/2h¯ω and ρ=3λ/2h¯ω, where h¯ω is the Eg-
mode vibrational energy and g⊥=0 by symmetry [246, 249, 265]. Recent infrared transmission
spectra indicate that h¯ω≈560 cm−1 ≈70 meV for the bond stretching phonons [22, 267]. The
kvib parameter can be interpreted as a factor arising from a reduction of the orbital angular
momentum. The effective parameter kcov we can easily evaluate from the static g∥ values ob-
tained in the MRCI spin-orbit treatment (see Table 5.2 and Table 5.3) if vibronic interactions
are neglected (kvib=1 for ‘frozen’ cubic octahedra), with kcov≡1−gMRCI∥ /2. This yields covalency
reduction factors of 0.90 for Ba2YMoO6 and 0.80 for the osmates.
Estimates for g∥ are provided in Table 5.5, using the Kahn-Kettle vibronic model and the
QC results for λ, kcov and EJT. It is seen that a large ρ/x ratio (i.e., large λ/EJT) makes that
g∥ is generated mostly through covalency effects in the osmates, with minor contributions from
vibronic couplings. On the other hand, the small ρ/x ratio in Ba2YMoO6 gives rise to a strong
enhancement of g∥ through vibronic effects, with a factor of nearly 4 between (1−kcovkvib) and
(1−kcov). In the Kahn-Kettle frame, we thus find that the TM magnetic moment is mainly
due to vibronic effects in Ba2YMoO6 and predominantly to strong covalency in Ba2LiOsO6 and
Ba2NaOsO6.
5.5 Discussion
Experimentally, the measured magnetic moments are indeed significantly smaller in Ba2LiOsO6
and Ba2NaOsO6 [28, 29] as compared to Ba2YMoO6 [20, 22, 248, 266]. With regard to the es-
timates we make here for g∥, possible sources of errors concern the accuracy of the calculated
EJT when using the experimental crystal structure as reference and correlation and polarisation
effects beyond a single TM O6 octahedron [268, 269]. The latter effects would only increase EJT.
With respect to the former aspect, it was found that by advanced QC calculations the lattice
constants of TM oxides can be computed with deviations of less than 0.5% from the measured
values [268], which implies rather small corrections to EJT. Interestingly, recent findings of
additional phonon modes at low temperatures [22] indicate static distortions of the MoO6 oc-
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tahedra in Ba2YMoO6 and indeed a rather large EJT. Using lattice structures optimized by
density functional calculations, Iwahara et al. [270] found somewhat different results for the
EJT effective parameters. Valuable experimental data that can be directly compared to these
calculations would be the results of electron spin resonance measurements of the g factor.
It is also worth pointing out that using the Kahn-Kettle model even a EJT of 75 meV, five to
seven times larger than the values computed by MRCI for the osmates (see Table 5.5), still yields
a rather moderate g∥ factor of 0.65 for the Os 5d1 ion. Such g∥ factors of 0.4–0.6 compare quite
well with the low-temperature magnetic moment derived from magnetization and muon spin
relaxation measurements on Ba2NaOsO6, ≈0.2µB [28, 29]. For the Mo 4d1 ion in Ba2YMoO6,
the computed g∥ factor is much more sensitive to variations of EJT — increasing EJT from, e.g.,
40 to 200 meV enhances g∥ of Eq.5.8 from ≈0.6 to ≈1.6.
One other remarkable prediction of Kahn and Kettle [265] is that the splitting of the j=3/2
and j=1/2 states is increased through vibronic couplings, by a factor
γ= 1+ x 3+ρ
3(ρ2−1) . (5.10)
This effect turns out to be small in the osmates, given the small x and large ρ in those com-
pounds. But we compute a strong modification of the j = 3/2 to j = 1/2 excitation energy for
Ba2YMoO6, from about 0.13 eV in the absence of vibronic interactions (see Table 5.2) to ≈0.20
eV with JT effects included (EJT = 40 meV). Experimentally the situation can be clarified by
direct resonant inelastic X-ray scattering (RIXS) measurements on Ba2YMoO6. High-resolution
RIXS measurements could also address the occurrence of static distortions at low temperatures,
suggested for Ba2YMoO6 on the basis of extra phonon modes in the low-T infrared transmis-
sion spectra [22] and for Ba2NaOsO6 from the integrated entropy through the magnetic phase
transition at ∼ 7 K [28]. According to the MRCI data in Table 5.4, a reduction by 0.5–1.5% of
the interatomic distances on one set of O–Mo–O links already gives a splitting of 20–50 meV of
the low-lying spin–orbit states. Splittings of this size should be accessible with last-generation
RIXS apparatus.
Also of interest is an experimental confirmation of the unusually large t2g–eg gap we predict
in the double-perovskite heptavalent osmates, &6 eV (see Table 5.3). According to the results
of additional computations we carried out, the source of this exceptional d-level splitting is the
stabilization of the Os t2g states due to the large effective charge (formally 7+) at the nearest-
neighbor Os sites. The latter are situated on the axes along which the lobes of the t2g orbitals
are oriented; in contrast, the lobes of the eg functions point towards the monovalent species
(Li1+ or Na1+). For example, test CASSCF calculations in which the size of the point charges
placed at the 12 Os and 6 alkaline-ion nearest-neighbor sites are modified from the formal ionic
values 7+ and 1+ (12×7+6×1=90) to 5+ and 5+ (12×5+6×5=90) show a reduction of about 2
eV of the t2g–eg level splitting. Similar effects, with relative shifts and even inversion of the
d-electron energy levels due to charge imbalance at nearby cation sites, were recently evidenced
in Sr2RhO4 and Sr2IrO4 [189, 262], the rare-earth 227 iridates R2Ir2O7 [271] and Cd2Os2O7
[191]. The mechanism has not been thoroughly explored so far experimentally but seems to
hold much potential in the context of orbital engineering in TM compounds.
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5.6 Conclusions
To summarize, it is well known that nominal orbital degeneracy gives rise in 3d TM oxides to
subtle couplings between the electronic and lattice degrees of freedom and very rich physics.
Here we resolve the effect of electron-lattice interactions on the magnetic properties of heav-
ier, 4d and 5d TM ions with a formally degenerate t12g electron configuration in the double-
perovskite materials Ba2YMoO6, Ba2LiOsO6 and Ba2NaOsO6. In particular, by using advanced
QC electronic-structure calculations, we reconcile the notion of a nonmagnetic spin-orbit-coupled
t12g j=3/2 ground state put forward by Kotani, Abragam, Bleaney and others [245–247] with
the variety of magnetic properties recently observed in 4d1 and 5d1 double-perovskites. Our
analysis shows that the sizable magnetic moments and g-factors found experimentally are due
to strong TM d – ligand p hybridization and dynamic JT effects, providing new perspectives on
the interplay between metal-ligand interactions and SOCs in TM oxides. It also suggests the
possible theoretical frame for addressing the remarkably rich magnetic properties of d1 double-
perovskites [19, 21, 28, 29, 31] in particular. Over the last two decades, vibronic couplings have
unjustifiably received low attention in the case of these intriguing materials.
Chapter 6
Magnetic interactions in the 5d3
perovskite NaOsO3
In this chapter, using many-body quantum chemistry (QC) calculations, we address magnetic
exchange interactions in the S=3/2 orthorhombic perovskite NaOsO3, which hosts a metal-
insulator transition (MIT) driven by antiferromagnetic ordering. We first investigate the on-
site d− d excitations in NaOsO3, and further map the calculated two-site magnetic spectrum
onto model Hamiltonians including both isotropic Heisenberg and anisotropic Dzyaloshinskii-
Moriya (DM) interactions. We find antiferromagnetic (AFM) nearest-neighbor (NN) Heisenberg
exchange interactions Jac = 24.4 meV and Jb = 20.9 meV, around twice larger than the J pro-
posed by analyzing the magnon excitation spectra of Ref. [272]. The magnitudes of the single-ion
anisotropy and DM vectors are 2 meV and 2.5 meV, respectively. Our QC results provide useful
information for more detailed investigations of the magnetic properties of NaOsO3.
6.1 Introduction
5d transition-metal oxides (TMOs), having comparable scales for the kinetic energy, on-site
Coulomb repulsion and spin-orbit coupling (SOC), provide an excellent platform for the emer-
gence of properties beyond those possible in 3d-based materials [31, 33]. Extensive research
has been focused on unconventional spin-orbit physics in various 5d systems. Of particular in-
terest in this regard are the 5d5 iridates. In iridates, the subtle interplay between spin-orbit
interactions and sizable electron correlations gives rise to large anisotropic interactions and
magnetic moments [13, 15, 243, 273–277]. Due to the strong SOC, these magnetic moments
are described as effective j≈1/2 entities [13, 15] and the effective anisotropic exchange param-
eters are orders of magnitude larger than in 3d TMOs [240, 243, 278–282]. For instance, in
the square-lattice system Sr2IrO4, the prevailing anisotropy is the antisymmetric coupling, i.e.,
the Dzyaloshinskii-Moriya (DM) interaction, which is as large as ∼15 meV [15, 189, 283, 284],
while in honeycomb Na2IrO3 the symmetric anisotropic exchange defines the dominant contri-
bution to the effective spin Hamiltonian [15, 242, 243]. In addition to the insulating jef f ≈ 1/2
ground state in 5d5 iridates, questions abound concerning the effects of SOC and the strength
of magnetic interactions in other 5d TMOs.
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The 5d3 osmates present a particularly intriguing puzzle. Considering a d3 ion in an oc-
tahedral environment, the octahedral crystal field splits the d levels into a lower-lying triply
degenerate t2g and a higher-lying doubly degenerate eg group of levels. The three electrons
occupying the t2g levels form a S = 3/2 state, orbital singlet, thus there is no orbital angular
momentum. In such case the SOC enters only as a perturbation [285]. Yet there is clear experi-
mental evidence that SOC has considerable influence in 5d3 TMOs. This has been demonstrated
by the observation of large spin gaps in their magnetic excitation spectra [272, 286–288]. One
of the most intensively studied materials is the perovskite NaOsO3, which has been proposed to
be an example of Slater insulator [17, 18, 272, 289–291]. First-principles calculations within the
local density approximation with Hubbard U corrections (LDA+U method) suggest that AFM
interactions are important to opening up the insulating gap [17], whilst the SOC plays a minor
role. Du et al. [289] performed calculations within the local spin density approximation (LSDA)
and also determined that the inclusion of SOC only slightly perturbed the band structure. By
using neutron and X-ray scattering, it has been established that NaOsO3 has G-type AFM order,
with Os ions coupled antiferromagnetically with all of their nearest neighbors and spins of Os
ions oriented along the c axis [18], as shown in Fig. 6.1. The MIT at TMIT=410 K occurs concomi-
tant with the onset of long-range commensurate 3D AFM order [17, 18, 289–291]. The magnetic
exchange interactions directly probed by resonant inelastic X-ray scattering (RIXS) show a dis-
persive and strongly gapped (58 meV) excitation, which was modeled within a minimal effective
Hamiltonian with single-ion anisotropy (SIA) and Heisenberg exchange (NN Jac=Jb=13.9 meV)
[272]. It should be noted that in NaOsO3 one would expect a non-zero DM vector [292], as the
oxygen anion mediating the superexchange between two Os sites does not sit at an inversion
centre.
In this study we provide results of many-body QC calculations for NaOsO3. We describe
the local Os5+ 5d3 multiplet structure, the 5d3 zero-field splitting (ZFS) and also determine the
parameters of the effective NN spin Hamiltonian, i.e., NN Heisenberg exchange and the DM
interaction.
6.2 Os 5d-shell excitations
The general formula of a perovskite is ABO3. The most idealized structure implies cubic Pm3¯m
symmetry. In this structure, the A cation sits on the corners of a cube, the smaller B cation
sits at the centre of the cube and is octahedrally coordinated to oxygen ions located at the face
centers. NaOsO3 exists in the orthorhombic Pnma space group [17], with lattice parameters
a = 5.384 Å, b = 7.580 Å and c = 5.328 Å. The orthorhombic distortion arises as a result of a
concerted rotation of the OsO6 octahedra in the ac plane, coupled with a tilting about the b axis
(see Fig.6.1(a)).
To determine the Os5+ 5d-shell electronic structure, an embedded cluster consisting of one
central OsO6 octahedron, the six NN OsO6 octahedra and the nearby eight Na ions was con-
sidered in our QC study. The solid-state surroundings were modeled as a large array of point
charges fitted [154] to reproduce the crystal Madelung field in the cluster region. We used ef-
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Table 6.1: MRCI and MRCI+SOC relative energies (eV) for the Os5+ 5d3 multiplet structure in NaOsO3. Notations
for Oh symmetry are used. Each MRCI+SOC value stands for a spin-orbit doublet. For the 4T states, only the lowest
and highest components are shown.
5d3 splittings MRCI MRCI+SOC(×2) Exp. [272]
4A2 (t32g) 0.00 0.00; 3.8×10−3
2E (t32g) 1.48; 1.48 1.50; 1.52
2T1 (t32g) 1.57; 1.58; 1.58 1.67; 1.68; 1.81 1.0−1.7
2T2 (t32g) 2.31; 2.31; 2.32 2.66; 2.84; 2.86
4T2 (t22ge
1
g) 5.00; 5.02; 5.04 5.11 ... 5.38
4T1 (t22ge
1
g) 5.72; 5.76; 5.78 6.03 ... 6.33 3.5−4.8
4T1 (t12ge
2
g) 10.14; 10.15; 10.19 10.44 ... 10.91
fective core potentials (ECP’s) along with tripe-zeta valence basis sets for the central Os ion
[149] and all-electron triple-zeta basis sets for the six adjacent O ligands [118], supplemented
with polarization functions. For the Os NN’s, we employed ECP’s: each Os5+ ion was treated
as a pseudo phosphorus (P5+) ion [293]. The core potential consists of a [Xe]4 f 14 closed-shell
and three additional electrons occupying the 5dxy, 5dyz and 5dxz orbitals, while the 5dz2 and
5dx2−y2 orbitals are kept empty. A 2s2p2d basis set was optimized for this ECP’s and the MOL-
PRO input is given in Table 6.5. All-electron double-zeta basis sets [118] were applied for those O
ions coordinating the NN Os sites but not shared with the central octahedron. The eight nearest
Na cations were modeled by total-ion potentials supplemented with one s function [256]. For the
complete active space self-consistent field (CASSCF) calculations, we used an active space of five
orbitals (the t2g and eg orbitals at the central Os site) and three electrons. The self-consistent-
field (SCF) optimization was carried out for an average of ten quartet and eight doublet states
associated with this manifold. The Pipek-Mezey localization module [186] available in MOLPRO
was employed for separating the Os 5d and O 2p valence orbitals into different groups, i.e.,
centered either at sites of the central octahedron or at NN octahedra. In following multirefer-
ence configuration-interaction (MRCI) computations [230, 294], the O 2p and Os 5d electrons
at the central octahedron were correlated, with single and double substitutions with respect to
the CASSCF reference. The MRCI treatment was performed for the quartet and doublet multi-
plicities as ten- and eight-root calculations, respectively. All these states entered the spin-orbit
treatment, in both CASSCF and MRCI. The spin-orbit treatment was carried out according to
the procedure described in Ref. [148]. All QC calculations were performed with the MOLPRO
package [181]. Crystallographic data as derived in Ref. [17] were employed.
From simple considerations based on ligand-field theory (LFT), the orbital ground state (GS)
for a d3 ion in octahedral coordination is a singlet. According to our QC calculations, the lowest
electron configuration indeed is 4A2(t32g) if SOC is not included; see Table 6.1. We use here the
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Table 6.2: Relative energies (eV) at the MRCI and MRCI+SOC level of theory for the Os5+ 5d3 multiplet structure
in NaOsO3, as obtained in additional calculations where the NN Os5+ ions are explicitly modeled as open-shell Os5+
t32g ions. Notations for Oh symmetry are used. Each MRCI+SOC value stands for a spin-orbit doublet. For the
4T
states, only the lowest and highest components are shown.
5d3 splittings MRCI MRCI+SOC(×2) Exp. [272]
4A2 (t32g) 0.00 0.00; 5.5×10−3
2E (t32g) 1.51; 1.51 1.41; 1.52
2T1 (t32g) 1.63; 1.63; 1.65 1.65; 1.66; 1.78 1.0−1.7
2T2 (t32g) 2.44; 2.47; 2.49 2.64; 2.76; 2.86
4T2 (t22ge
1
g) 4.50; 4.52; 4.52 4.54 ... 4.84
4T1 (t22ge
1
g) 5.31; 5.32; 5.40 5.41 ... 5.73 3.5−4.8
4T1 (t12ge
2
g) 9.23; 9.26; 9.30 9.28 ... 9.81
more convenient notations associated to Oh symmetry, although the calculations were performed
for the actual experimental geometry, with lower point-group symmetry. The components of the
4A2 GS term can interact via SOC with higher-lying T2 terms and for noncubic axial systems
further split into two Kramers doublets with ms=±1/2 and ms=±3/2, respectively [295, 296]. The
MRCI+SOC data in Table 6.1 show that the ZFS of the 4A2 multiplet is 3.8 meV. A first estimate
of the SIA parameter is then |A| ≈ 1.9 meV, much larger than for 3d ions in similar coordination
[295, 296]. The t32g excited states
2E, 2T1 and 2T2 occur in the energy region 1.5−3.0 eV. The
t2g − eg transitions associated with quartet states are located in two different energy windows,
i.e., t32g − t22ge1g transitions from 5.1 to 6.4 eV and t32g − t12ge2g transitions from 10.4 to 11.0 eV.
These d−d transitions in NaOsO3 are analogous to those of the 5d3 pyrochlore Cd2Os2O7 [191],
since both Os ions have similar octahedral environment. A better description of the states in the
energy window from 1.5 to 11.0 eV is expected to be achieved by accounting for configurational
mixing implying higher-lying t3−n2g e
n
g and charge-transfer d
4L (L denotes an O 2p hole) states.
Modeling the NN Os ions
One additional set of calculations was carried out having all six NN Os sites modeled as
Os5+ species with open-shell 5d3 configurations. In these extra calculations, ECP’s along with
double-zeta valence basis sets were applied for the NN Os ions [149]. The CASSCF calculations
were performed in two steps. In the first step, all 21 Os t2g orbitals, i.e., three t2g orbitals of
the central Os site plus eighteen t2g orbitals of the NN Os sites, and 21 Os 5d electrons were
considered as active (CAS[21, 21]). All these Os 5d orbitals and the 2p orbitals of oxygens be-
longing to the central octahedron were optimized for the high-spin Stot = 21/2 state. Appropriate
changes were further operated for the optimized orbital set to remove the NN Os t2g orbitals
from explicit treatment by means of a level shift in order to calculate the on-site d− d excita-
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Figure 6.1: (a) Distorted crystal structure of NaOsO3, space group Pnma. There is a doubling along the b axis due
to tilting of the OsO6 octahedra. The red and yellow spheres indicate oxygen and Na atoms, respectively. (b) The
G-type AFM order is shown schematically. For clarity only the Os ions are represented. The NN exchange paths Jac
and Jc are shown. The choice of the local coordinate system {x, y, z} is discussed in the text.
tions for the central Os ion in the average field of the NN Os t2g orbitals. All five 5d orbitals
and three electrons of the central Os ion were considered to be active (CAS[3,5]). The calculated
Os 5d-shell excitations are given in Table 6.2.
The Os5+ 5d3 multiplet structure computed by modeling the NN Os sites as Os5+ t32g ions
(see Table 6.2) display the same sequence of electronic states as Table 6.1. The MRCI+SOC SIA
parameter is 2.75 meV, about 45% larger than the SIA parameter estimated in Table 6.1. The
t2g−t2g transitions are located in the energy region 1.4−2.9 eV, similar with the results in Table
6.1. The t32g− t22ge1g and t32g− t12ge2g transitions associated with quartet states occur from 4.5 to
5.7 eV and 9.3 to 9.8 eV, respectively, 0.6−1.1 eV lower as compared to the results in Table 6.1.
6.3 Magnetic couplings and Dzyaloshinskii-Moriya interaction
To determine the NN magnetic couplings, we carried out many-body QC calculations for larger
embedded clusters. To accurately describe the charge distribution in the immediate neighbor-
hood of the two central OsO6 octahedra, the ten adjacent octahedra and the closest 12 Na sites
were also incorporated in the actual cluster. It is worth pointing out that there are two different
Os-O-Os bond angles (θ1 and θ2) in NaOsO3 [17]: θ1= 155.2◦ for the NN exchange path Jac with
a Os-Os bond length d1(Os-Os) = 3.787 Å and θ2= 153.9◦ for the NN exchange path Jb with a
Os-Os bond length d2(Os-Os) = 3.790 Å, as shown in Fig. 6.1(b). Different embedded clusters
were constructed for these two different bond angles. The basis functions of the central Os sites,
NN Os sites and nearest Na sites used here were the same as for those used in computing the
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Table 6.3: Relative energies (meV) of the singlet, triplet, quintet and septet states for two NN Os 5d3 sites with
different Os-O-Os bond angles (θ1 and θ2) in NaOsO3. The energy of the singlet is taken as reference for each angle.
ROHF MCSCF MRCI MRCI+SOC
θ1=155.2◦, d(Os1−Os2)=3.787Å:
Stot=0 0.00 0.00 0.00 0.00
Stot=1 −9.28 14.23 24.41 24.4, 24.4, 24.7
Stot=2 −27.84 42.76 73.39 73.6, 73.6, 73.8, 73.8, 73.9
Stot=3 −55.65 85.57 146.57 147.0, 147.0, 147.2, 147.2, 147.3, 147.3, 147.4
θ2=153.9◦, d(Os1−Os2)=3.790Å:
Stot=0 0.00 0.00 0.00 0.00
Stot=1 −8.73 11.83 20.89 20.9, 20.9, 21.2
Stot=2 −26.13 35.58 62.69 62.9, 62.9, 63.1, 63.1, 63.2
Stot=3 −52.09 71.32 125.41 125.8, 125.8, 126.0, 126.0, 126.2, 126.2, 126.2
Os 5d-shell excitations presented in Table 6.1 (see Section 6.2). For the O ligand bridging the
two magnetically active Os sites, we employed quintuple-zeta valence basis sets and four po-
larization d functions [118]. All-electron tripe-zeta basis sets [118] were used for the other O
ions located at the two central OsO6 octahedra. For farther ligands in our cluster, we applied
minimal atomic-natural-orbital basis sets [297].
Multiconfiguration wave-functions were first generated by state-averaged MCSCF optimiza-
tions for the lowest singlet, triplet, quintet and septet states for this [Os2O11] fragment. Those
configuration state functions give rise in the spin-orbit calculations to sixteen spin-orbit states.
For each spin multiplicity, the MCSCF active space was defined by the set of six Os t2g orbitals
accommodating a total number of six electrons. We then further accounted for single and double
excitations from the Os t2g and bridging O 2p orbitals on top of the MCSCF reference wave-
functions. To derive the magnitude of direct exchange, we additionally performed restricted
open-shell Hartree-Fock (ROHF) calculations [63].
Results for two NN Os 5d3 sites at different levels of approximation are shown in Table
6.3. We note that, without SOC, the energy splittings between the different spin states follow
the sequence J, 3J and 6J, which can be fitted to the Heisenberg-Dirac-van Vleck (HDVV)
Hamiltonian Hˆ=Ji jS˜i · S˜j (Ji j is the isotropic AFM exchange constant between spins S˜i and S˜j)
[298]. A first estimate by MRCI gives Jac ≈ 24 meV and Jb ≈ 21 meV.
Non-Heisenberg terms can be further obtained from spin-orbit calculations within the man-
ifold defined by the lowest singlet, triplet, quintet and septet spin states for the two Os t32g sites.
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Table 6.4: Intersite isotropic Heisenberg coupling parameters J and DM vectors extracted from the MRCI+SOC
calculations for different Os-O-Os bond angles (θ1 and θ2) in NaOsO3 (all values in meV).
θ1=155.2◦: J1 24.4
D1 (D1x, D1 y, D1z) (0, −1.83, 1.96)
θ2=153.9◦: J2 20.9
D2 (D2x, D2 y, D2z) (2.12, 0, -1.41)
Including SOCs does not bring significant corrections to the effective Heisenberg superexchange.
However, the spin-orbit interactions lift the degeneracy of the initial spin multiplets and bring
in antisymmetric contributions. To describe the latter, we adopt a two-site effective Hamiltonian
Hmod containing, in addition to the Heisenberg term, a DM antisymmetric exchange contribu-
tion and a biquadratic term:
H
i j
mod = JS˜i · S˜j+D · S˜i× S˜j+K(S˜i · S˜j)
2, (6.1)
where S˜i, S˜j are pseudospin-3/2 operators, J is the isotropic Heisenberg coupling, D is the an-
tisymmetric DM exchange vector and K is the non-Heisenberg biquadratic coupling parameter.
The local coordinate system {x, y, z} is defined in Fig. 6.1(b), with the x axis along the NN
Jac exchange path and the y axis along the NN Jc exchange path. The Hmod Hamiltonian is
then compared with the ab initio 16×16 effective matrix Hef f derived from the MRCI+SOC cal-
culations (see more details in Table 6.6, Table 6.7 and Table 6.8). We found perfect one-to-one
correspondence between the two sets of matrix elements and could easily extract the numerical
parameters J, D and K . The magnitude of K is smaller than 0.01 meV, thus the biquadratic
coupling can be ignored in further analysis. The corresponding parameters J and D are listed
in Table 6.4.
In a recent study by S. Calder et al. [272], RIXS was used to directly probe magnetic exchange
interactions: a dispersive and strongly gapped (∼58 meV) excitation was observed and described
within a minimal model Hamiltonian with NN Heisenberg exchange (Jac=Jb=13.9 meV) and a
spin-orbit induced anisotropic term, i.e., either symmetric exchange anisotropy (1.4 meV) or SIA
(4 meV). Interestingly, the Jac and Jb computed from spin-orbit MRCI calculations are about
76% and 50% larger, respectively, as compared to the results reported from the RIXS experiment
[272]. The puzzling aspect is that QC calculations based on either configuration-interaction tech-
niques or second-order perturbation theory always underestimate the experimentally derived J
coupling constants and are able to reproduce the latter with accuracy better than 20% in insu-
lating 3d-metal oxides [82–86, 299]. It has been also shown that accurate J’s [300] and d− d
excitation energies [240, 300–302] can indeed be computed for 5d oxides such as the iridates.
The QC results we discuss here should therefore stimulate further detailed analysis in order to
clarify the magnitude of the NN Heisenberg couplings in NaOsO3.
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6.4 Summary
In this chapter, we employ ab initio many-body QC methods to study the on-site d−d excitations
in NaOsO3. We further map the calculated two-site magnetic spectrum onto model Hamiltoni-
ans including both isotropic Heisenberg and anisotropic DM interactions. We find AFM NN
Heisenberg exchange interactions of Jac = 24.4 and Jb = 20.9 meV, almost twice larger than the
NN J derived in Ref. [272] from RIXS data. The magnitudes of the SIA and DM vectors are in
the range of 2 meV and 2.5 meV, respectively. According to the QC results, the dominant mag-
netic interaction in NaOsO3 is the AFM NN Heisenberg exchange. The magnetic couplings we
compute here motivate more detailed investigations of the adiabatic magnon spectra in NaOsO3.
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Table 6.5: The MOLPRO input for the ECP’s of the NN Os5+ ions used in QC calculations [293].
ecp,P,10,3;
1;2,1.,0.;
2;1,1.00,5.;3,1.00,5.*1.00;
2;1,0.82,5.;3,0.82,5.*0.82;
2;1,0.50,5.;3,0.50,5.*0.50;
s,P,0.610,0.180;
p,P,0.750,0.166;
d,P,0.644,0.118;
Table 6.6: Matrix elements of the spin Hamiltonian in the coupled basis |Stot,M totS 〉 for H
i j
mod= JS˜i · S˜j+D · S˜i× S˜j+
K(S˜i · S˜j)2, S˜i,j= 32 .
H
i j
mod |3,−3〉 |3,−2〉 |3,−1〉 |3, 0〉 |3, 1〉 |3, 2〉 |3, 3〉
〈3, −3| 94J+ 8116K 0 0 0 0 0 0
〈3, −2| 0 94J+ 8116K 0 0 0 0 0
〈3, −1| 0 0 94J+ 8116K 0 0 0 0
〈3, 0| 0 0 0 94J+ 8116K 0 0 0
〈3, 1| 0 0 0 0 94J+ 8116K 0 0
〈3, 2| 0 0 0 0 0 94J+ 8116K 0
〈3, 3| 0 0 0 0 0 0 94J+ 8116K
〈2, −2| 32
√
3
2 (dy+ idx) i 32dz 32p10 (dy− idx) 0 0 0 0
〈2, −1| 0 32 (dy+ idx) i3
√
2
5dz
3
2
√
3
10 (dy− idx) 0 0 0
〈2, 0| 0 0 32
√
3
5 (dy+ idx) i 92p5dz
3
2
√
3
5 (dy− idx) 0 0
〈2, 1| 0 0 0 32
√
3
10 (dy+ idx) i3
√
2
5dz
3
2 (dy− idx) 0
〈2, 2| 0 0 0 0 3
2
p
10
(dy+ idx) i 32dz 32
√
3
2 (dy− idx)
〈1, −1| 0 0 0 0 0 0 0
〈1, 0| 0 0 0 0 0 0 0
〈1, 1| 0 0 0 0 0 0 0
〈0, 0| 0 0 0 0 0 0 0
H
i j
mod |2,−2〉 |2,−1〉 |2,0〉 |2,1〉 |2,2〉 |1,−1〉 |1,0〉 |1,1〉 |0,0〉
〈3, −3| 32
√
3
2 (dy− idx) 0 0 0 0 0 0 0 0
〈3, −2| −32 idz 32 (dy− idx) 0 0 0 0 0 0 0
〈3, −1| 3
2
p
10
(dy+ idx) −i3
√
2
5dz
3
2
√
3
5 (dy− idx) 0 0 0 0 0 0
〈3, 0| 0 32
√
3
10 (dy+ idx) −i 92p5dz
3
2
√
3
10 (dy− idx) 0 0 0 0 0
〈3, 1| 0 0 32
√
3
5 (dy+ idx) −i3
√
2
5dz
3
2
p
10
(dy− idx) 0 0 0 0
〈3, 2| 0 0 0 32 (dy+ idx) −i 32dz 0 0 0 0
〈3, 3| 0 0 0 0 32
√
3
2 (dy+ idx) 0 0 0 0
〈2, −2| −34J+ 916K 0 0 0 0 2
√
3
5 (dy− idx) 0 0 0
〈2, −1| 0 −34J+ 916K 0 0 0 −i2
√
3
5dz
√
6
5 (dy− idx) 0 0
〈2, 0| 0 0 −34J+ 916K 0 0
√
2
5 (dy+ idx) −i 4p5dz
√
2
5 (dy− idx) 0
〈2, 1| 0 0 0 −34J+ 916K 0 0
√
6
5 (dy+ idx) −i2
√
3
5dz 0
〈2, 2| 0 0 0 0 −34J+ 916K 0 0 2
√
3
5 (dy+ idx) 0
〈1, −1| 2
√
3
5 (dy+ idx) i2
√
3
5dz
√
2
5 (dy− idx) 0 0 −114 J+ 12116 K 0 0 12
√
5
2 (dy− idx)
〈1, 0| 0
√
6
5 (dy+ idx) i 4p5dz
√
6
5 (dy− idx) 0 0 −114 J+ 12116 K 0 −i 12
p
5dz
〈1, 1| 0 0
√
2
5 (dy+ idx) i2
√
3
5dz 2
√
3
5 (dy− idx) 0 0 −114 J+ 12116 K 12
√
5
2 (dy+ idx)
〈0, 0| 0 0 0 0 0 12
√
5
2 (dy+ idx) i 12
p
5dz 12
√
5
2 (dy− idx) −154 J+ 22516 K
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Table 6.7: Effective interaction matrix in the coupled basis |Stot,MtotS 〉, obtained from two-site MRCI+SOC calcula-
tions for an Os-O-Os bond angle θ1=155.2◦ (all values in meV).
H
i j
ef f |3,−3〉 |3,−2〉 |3,−1〉 |3, 0〉 |3, 1〉 |3, 2〉 |3, 3〉
〈3, −3| 146.953 0 0 0 0 0 0
〈3, −2| 0 146.953 0 0 0 0 0
〈3, −1| 0 0 146.953 0 0 0 0
〈3, 0| 0 0 0 146.953 0 0 0
〈3, 1| 0 0 0 0 146.953 0 0
〈3, 2| 0 0 0 0 0 146.953 0
〈3, 3| 0 0 0 0 0 0 146.953
〈2, −2| −3.362 2.947i −0.868 0 0 0 0
〈2, −1| 0 −2.745 3.728i −1.503 0 0 0
〈2, 0| 0 0 −2.126 3.954i −2.126 0 0
〈2, 1| 0 0 0 −1.503 3.728i −2.745 0
〈2, 2| 0 0 0 0 −0.868 2.947i −3.362
〈1, −1| 0 0 0 0 0 0 0
〈1, 0| 0 0 0 0 0 0 0
〈1, 1| 0 0 0 0 0 0 0
〈0, 0| 0 0 0 0 0 0 0
H
i j
ef f |2,−2〉 |2,−1〉 |2,0〉 |2,1〉 |2,2〉 |1,−1〉 |1,0〉 |1,1〉 |0,0〉
〈3, −3| −3.362 0 0 0 0 0 0 0 0
〈3, −2| −2.947i −2.745 0 0 0 0 0 0 0
〈3, −1| −0.868 −3.728i −2.126 0 0 0 0 0 0
〈3, 0| 0 −1.503 −3.954i −1.503 0 0 0 0 0
〈3, 1| 0 0 −2.126 −3.728i −0.868 0 0 0 0
〈3, 2| 0 0 0 −2.745 −2.947i 0 0 0 0
〈3, 3| 0 0 0 0 −3.362 0 0 0 0
〈2, −2| 73.774 0 0 0 0 −2.877 0 0 0
〈2, −1| 0 73.774 0 0 0 −3.078i −2.034 0 0
〈2, 0| 0 0 73.775 0 0 −1.175 −3.553i −1.175 0
〈2, 1| 0 0 0 73.774 0 0 −2.034 −3.078i 0
〈2, 2| 0 0 0 0 73.774 0 0 −2.877 0
〈1, −1| −2.877 3.078i −1.175 0 0 24.789 0 0 −1.477
〈1, 0| 0 −2.034 3.554i −2.034 0 0 24.789 0 −2.230i
〈1, 1| 0 0 −1.175 3.078i −2.877 0 0 24.789 −1.477
〈0, 0| 0 0 0 0 0 −1.477 2.230i −1.477 0.382
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Table 6.8: Effective interaction matrix in the coupled basis |Stot,MtotS 〉, obtained from two-site MRCI+SOC calcula-
tions for an Os-O-Os bond angle θ2=153.9◦ (all values in meV).
H
i j
ef f |3,−3〉 |3,−2〉 |3,−1〉 |3, 0〉 |3, 1〉 |3, 2〉 |3, 3〉
〈3, −3| 125.808 0 0 0 0 0 0
〈3, −2| 0 125.808 0 0 0 0 0
〈3, −1| 0 0 125.808 0 0 0 0
〈3, 0| 0 0 0 125.808 0 0 0
〈3, 1| 0 0 0 0 125.808 0 0
〈3, 2| 0 0 0 0 0 125 .808 0
〈3, 3| 0 0 0 0 0 0 125.808
〈2, −2| 3.895i −2.117i −1.006i 0 0 0 0
〈2, −1| 0 3.180i −2.677i −1.742i 0 0 0
〈2, 0| 0 0 2.463i −2.840i −2.463i 0 0
〈2, 1| 0 0 0 1.742i −2.677i −3.181i 0
〈2, 2| 0 0 0 0 1.006i −2.117i −3.895i
〈1, −1| 0 0 0 0 0 0 0
〈1, 0| 0 0 0 0 0 0 0
〈1, 1| 0 0 0 0 0 0 0
〈0, 0| 0 0 0 0 0 0 0
H
i j
ef f |2,−2〉 |2,−1〉 |2,0〉 |2,1〉 |2,2〉 |1,−1〉 |1,0〉 |1,1〉 |0,0〉
〈3, −3| −3.895i 0 0 0 0 0 0 0 0
〈3, −2| 2.117i −3.180i 0 0 0 0 0 0 0
〈3, −1| 1.006i 2.677i −2.464i 0 0 0 0 0 0
〈3, 0| 0 1.742i 2.840i −1.742i 0 0 0 0 0
〈3, 1| 0 0 2.464i 2.678i −1.006i 0 0 0 0
〈3, 2| 0 0 0 3.180i 2.118i 0 0 0 0
〈3, 3| 0 0 0 0 3.895i 0 0 0 0
〈2, −2| 63.094 0 0 0 0 3.330i 0 0 0
〈2, −1| 0 63.094 0 0 0 −2.222i 2.355i 0 0
〈2, 0| 0 0 63.094 0 0 −1.360i −2.566i 1.360i 0
〈2, 1| 0 0 0 63.094 0 0 −2.355i −2.222i 0
〈2, 2| 0 0 0 0 63.094 0 0 −3.330i 0
〈1, −1| −3.330i 2.222i 1.360i 0 0 21.303 0 0 1.707i
〈1, 0| 0 −2.355i 2.566i 2.355i 0 0 21.300 0 −1.614i
〈1, 1| 0 0 −1.360i 2.222i 3.330i 0 0 21.300 −1.707i
〈0, 0| 0 0 0 0 0 −1.707i 1.614i 1.707i 0.403

Chapter 7
Superexchange interactions between
spin-orbit-coupled j'1/2 ions in oxides
with face-sharing ligand octahedra
In this chapter, using ab initio wave-function-based calculations, we provide valuable insights
with regard to the magnetic exchange in 5d and 4d oxides with face-sharing ligand octahedra,
BaIrO3 and BaRhO3. Surprisingly strong antiferromagnetic Heisenberg interactions as large
as 400 meV are computed for idealized iridate structures with 90◦ Ir-O-Ir bond angles and in
the range of 125 meV for angles of 80◦ as measured experimentally in BaIrO3. These estimates
exceed the values derived so far for corner-sharing and edge-sharing systems and motivate more
detailed experimental investigations of quantum magnets with extended 5d/4d orbitals and
networks of face-sharing ligand cages. The strong electron-lattice couplings evidenced by our
calculations suggest rich phase diagrams as function of strain and pressure, a research direction
with much potential for materials of this type.
7.1 Introduction
The interest in the preparation and characterization of 5d oxides and halides goes back to the
1950’s but some of the major implications of having a strong spin-orbit coupling (SOC), at least
for certain 5dn electron configurations, have been only recently realized. The work of Kim et
al. on the square-lattice 5d5 iridate Sr2IrO4 [13, 273], for example, led to the concept of a spin-
orbit driven (Mott-like) insulator while Jackeli and Khaliullin [239] brought to the forefront of
oxide research the honeycomb 5d5 iridates, as possible hosts for Kitaev physics [303] and novel
magnetic ground states and excitations [304]. Both types of these iridate structures – square
and honeycomb lattices – have been the topic of extensive investigations in recent years. The
honeycomb compounds display edge-sharing ligand octahedra and advanced electronic-structure
calculations indicate that the Kitaev exchange is indeed the largest intersite magnetic coupling
[242, 243]. Remarkably large anisotropic interactions were also found for corner-sharing ligand
cages in Sr2IrO4, in that case of Dzyaloshinskii-Moriya type, with strengths in the range of
10–15 meV [189, 239].
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In contrast to the cases of corner- and edge-sharing coordination, little is known with respect
to the magnitude of the effective coupling constants for adjacent octahedra connected through
a O3 facet. Representative materials of the latter type are the canted antiferromagnet BaIrO3
[305–310], the putative spin-liquid Ba3InIr2O9 [311], the spin-gapped system Ba3BiIr2O9 [312],
BaRhO3 [313] and BaCoO3 [314]. Here we provide ab initio results with regard to the strength
of facet-mediated superexchange for IrO6 (RhO6) octahedra as found in the 5d (4d) t52g system
BaIrO3 (BaRhO3). We predict remarkably large antiferromagnetic (AFM) Heisenberg interac-
tions in the range of 100 meV for Ir-O-Ir angles of about 80◦ as found experimentally in BaIrO3
[313]. Moreover, for bond angles &85◦ the Heisenberg J even exceeds 200 meV in our simu-
lations. So strong AFM superexchange has been found so far only in one-dimensional corner-
sharing cuprates [315, 316]. Our findings point to a picture of unusually large, AFM couplings
within the face-sharing octahedral units of BaIrO3. The strong dependence on bond angles of the
effective magnetic interactions further resonates with available experimental data on BaIrO3
[306, 309, 317–319] and Ba3BiIr2O3 [312], that indicate subtle interplay between the electronic
and lattice degrees of freedom in these compounds.
7.2 Material model
BaIrO3 features a distorted hexagonal structure with both face-sharing and corner-sharing IrO6
octahedra [320]. Those connected by one single ligand form honeycomb-like planes; the linkage
of adjacent honeycomb layers is ensured by inter-layer Ir ions, located such that blocks of three
face-sharing octahedra are formed along the c axis, see Fig. 7.1(a). Since for any pair of nearest-
neighbor (NN) octahedra the actual point-group symmetry is very low, we focus in our study on
an idealized material model displaying D3h symmetry: [Ir2O9]10− units as depicted in Fig. 7.1(b)
around which we additionally considered, for keeping overall charge neutrality, three Ba sites
within the plane of the median O3 facet and two extra Ba ions along the z axis. Although
this material model is somewhat oversimplified, it should rather well describe the essential
short-range electron interactions, as confirmed by similar investigations of edge-sharing 5d5
compounds [243].
One feature of 5d transition-metal (TM) ions is that their valence orbitals are much more
diffuse as compared to first-series TM species. The ligand field is therefore more effectively
felt and for instance the Ir4+ ions tend to adopt low-spin t52g configurations. The more extended
nature of the 5d functions further gives rise to large intersite hoppings and large superexchange,
as in e.g. Sr2IrO4 [189, 239] and CaIrO3 [321]. Under strong octahedral crystal fields (CFs) and
spin-orbit interactions, with one single unpaired electron (S=1/2) in the t2g manifold (orbital
angular momentum L=1), the 5d5 (4d5) valence electron configuration of Ir4+ (Rh4+) in BaIrO3
(BaRhO3) yields an effective j=1/2 Kramers-doublet ground state [239, 246]. Deviations from a
perfect cubic environment may lead to some degree of admixture between the j=1/2 and lower-
lying j=3/2 spin-orbit states [246].
To estimate the strengths of the exchange interactions in BaIrO3 and BaRhO3, both isotropic
and anisotropic, we here employ many-body ab initio techniques from wave-function-based quan-
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Figure 7.1: (a) Crystal structure of BaIrO3, with both face-sharing and corner-sharing IrO6 octahedra. Ba atoms are
shown as large green spheres. (b) Material model used for the calculation of magnetic interactions between two NN
TM sites with face-sharing connectivity of the O octahedra. The point-group symmetry is D3h.
tum chemistry (QC), then map the magnetic spectrum obtained in the QC calculations onto an
appropriate effective spin Hamiltonian. The form of the latter is dictated by the symmetry of
the material model employed in the QC simulations.
7.3 Magnetic interactions
For the idealized M2O9 cluster (M=Ir, Rh) of face-sharing octahedra (Fig. 7.1(b)) the overall
symmetry is D3h. Each particular superexchange path Mi-On-M j (n = 1,2,3) implies a finite
Dzyaloshinskii-Moriya (DM) vector Dnij, since there is no inversion center for the M2O9 unit.
However, given the D3h symmetry, these DM vectors lie within the plane of the O3-facet and are
related to each other through rotations around the C3 axis. This yields a vanishing DM coupling
Dij =
∑
nDnij = 0. For a pair of NN 1/2 pseudospins S˜i and S˜j with this type of linkage, the most
general bilinear spin Hamiltonian can be then cast in the form
Hi j = Ji jS˜i · S˜j+ S˜i ·Γi j · S˜j, (7.1)
where Ji j is the isotropic Heisenberg exchange and Γi j is a symmetric traceless second-rank
tensor that describes the symmetric exchange anisotropy. Considering the three-fold rotational
symmetry around the M-M link, it is convenient to have one of the coordinates along the line
defined by the two M sites. We therefore use the local frame indicated in Fig. 7.1(b), with both Ir
ions on the z axis. In this coordinate system the ¯¯Γ tensor is diagonal and, for symmetry reasons,
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can be written as
¯¯Γ=

Γ 0 0
0 Γ 0
0 0 −2Γ
 . (7.2)
The eigenstates of such a two-site S˜=1/2 system are the singlet |ΨS〉= (|↑↓〉− |↓↑〉)/
p
2 and the
three triplet components |Ψ1〉= (|↑↓〉+ |↓↑〉)/
p
2, |Ψ2〉= (|↑↑〉+ |↓↓〉)/
p
2, |Ψ3〉= (|↑↑〉− |↓↓〉)/
p
2. The
corresponding eigenvalues are
ES =−
3
4
J, E1 = 14J−
1
2
Γ,
E2 = 14J+Γ, E3 =
1
4
J− 1
2
Γ.
(7.3)
Expression (7.1) can be then simplified to
Hi j = J¯S˜i · S˜j+ Γ¯S˜zi S˜zj , (7.4)
where J¯ ≡ J+Γ and Γ¯≡−3Γ.
Energy-consistent relativistic pseudopotentials were used for the Ir [149] and Rh [254] ions.
For the Ir/Rh sites, the valence orbitals were described by basis sets of tripe-zeta quality sup-
plemented with two f polarization functions [149, 254]. For the ligand O’s bridging the two
magnetically active Ir (Rh) ions, quintuple-zeta valence basis sets and four d polarization func-
tions were applied [118]. The other O’s were modeled by triple-zeta valence basis sets [118].
The five Ba ions were modeled by Ba2+ ‘total-ion’ pseudopotentials (TIP’s) supplemented with a
single s function [255]. We used interatomic distances as derived by E. Stitzer et al. [313]. All
computations were performed with the MOLPRO quantum chemistry package [181].
The first step in the actual QC calculations is defining a relevant set of Slater determinants
in the prior complete-active-space self-consistent-field (CASSCF) treatment [63]. For two IrO6
(RhO6) octahedra, an optimal choice is having five electrons and three (t2g) orbitals at each of the
two magnetically active Ir (Rh) sites. The self-consistent-field optimization was carried out for
an average of the lowest nine singlet and lowest nine triplet states associated with this manifold.
Subsequent multireference configuration-interaction (MRCI) computations were performed for
each spin multiplicity, either singlet or triplet, as nine-root calculations. All these states entered
the spin-orbit treatment [148], in both CASSCF and MRCI. Within the group of 36 spin-orbit
eigenvectors associated with the t52g−t52g manifold, the lowest-lying four “magnetic” states are
separated by a significant energy gap from the other 32 states. The latter correspond to on-site
j≈ 3/2 to j≈ 1/2 transition and are therefore left aside in the actual mapping procedure. In
other words, given the strong SOC and large j≈ 3/2 to j≈ 1/2 excitation energies, the initial
36×36 problem can be smoothly mapped onto a 4×4 construction as defined by the effective
Hamiltonian (7.1).
In the MRCI treatment, single and double excitations from the six Ir (Rh) t2g orbitals and
from the 2p shells of the bridging O ligand sites were taken into account. The Pipek-Mezey lo-
calization module [186] available in MOLPRO was employed for separating the metal 5d (4d) and
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O 2p valence orbitals into different groups. To derive the magnitude of the direct exchange, we
additionally performed calculations in which the active space is again defined by ten electrons
and six orbitals but intersite t2g−t2g excitations are forbidden by restricting to maximum five
the number of electrons per TM site. We refer to these results as rAS (restricted active space,
maximum one hole per site).
The mapping of the ab initio QC data onto the effective spin model defined by Eq. (7.1) im-
plies the lowest four spin-orbit states associated with the different possible couplings of two NN
pseudospins-1/2. In order to safely identify the singlet and triplet components, we also consider
the Zeeman coupling
HˆZ = ∑
l=A,B
µB(Ll +geSl) ·H, (7.5)
where Ll and Sl are angular-momentum and spin operators at a given Ir/Rh site, while ge and
µB stand for the free-electron Lande´ factor and Bohr magneton, respectively. Each of the re-
sulting matrix element computed at the QC level is assimilated to the corresponding matrix
element of the effective spin Hamiltonian. This one-to-one correspondence between ab initio
and effective-model matrix elements enables a clear assignment of each magnetically active
spin-orbit CASSCF/MRCI state and determination of all couplings constants.
[Ir2O9] unit
Effective magnetic couplings for Ir2O9 fragments of two face-sharing IrO6 octahedra are
listed in Table 7.1, for an Ir-Ir interatomic distance d0 = 2.63 Å and ligand coordinates that
provide Ir-O-Ir angles θ0=80◦. These structural parameters, obtained by averaging the bond
lengths and bond angles in the experimentally determined lattice configuration of BaIrO3 [313]
correspond to slightly elongated octahedra. For cubic (undistorted) octahedra, θc=70.52◦. Re-
sults at three different levels of approximation are shown: spin-orbit rAS (rAS+SOC), CASSCF
(CAS+SOC) and MRCI (CI+SOC). The rAS data account for only direct d−d exchange. For
d0 = 2.63 Å and θ0 = 80◦, the rAS J¯ is −14.9 meV while the anisotropic Γ¯ is −0.7 meV when
including SOC. The magnitude of the ferromagnetic (FM) rAS J¯ is similar to that computed
Table 7.1: Energy splittings for the lowest four spin-orbit states of two face-sharing NN IrO6 octahedra and the
corresponding effective coupling constants at different levels of approximation, for d0 = 2.63 Å and θ0 = 80◦ (all
values in meV). The J values without SOC by rAS, CAS and CI are −1.2, 27.4 and 35.4 meV, respectively.
rAS+SOC CAS+SOC CI+SOC
ΨS=(|↑↓〉− |↓↑〉)/
p
2 15.2 0.0 0.0
Ψ2=(|↑↑〉+ |↓↓〉)/
p
2 0.4 72.0 123.3
Ψ3=(|↑↑〉− |↓↓〉)/
p
2 0.0 74.0 126.5
Ψ1=(|↑↓〉+ |↓↑〉)/
p
2 0.0 74.0 126.5
J¯, Γ¯ −14.9, −0.7 72.0, 4.1 123.3, 6.3
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in square-lattice 3d9 Cu oxides [205, 206, 322, 323] and in the corner-sharing iridate Ba2IrO4
[324]. The anisotropic Γ¯ is also FM at the rAS level and its magnitude is slightly larger as com-
pared with the AFM rAS Γ¯ of the corner-sharing iridate Ba2IrO4 [324]. By CASSCF and MRCI,
the singlet ΨS becomes the ground state, well below the “triplet” components Ψ1, Ψ2 and Ψ3.
This indicates that the AF Heisenberg exchange J¯ (J¯>0) defines now the largest energy scale.
In the CASSCF approximation, only t2g−t2g intersite excitations are accounted for, i.e., t62g−t42g
configurations. The J¯ value extracted by CAS+SOC, 72 meV, is twice as large as compared,
e.g., to the CASSCF J’s in layered 3d9 cuprates [205, 206, 322, 323] and in the corner-sharing
iridate Ba2IrO4 [324]. In the configuration-interaction treatment, which includes TM t2g to eg
and charge-transfer O 2p to Ir 5d excitations as well, J¯ is 123.3 meV, about 70% larger as com-
pared to the CAS+SOC result. By accounting for correlation effects, the symmetric anisotropic
coupling Γ¯ is also significantly enlarged, from −0.7 meV by rAS+SOC to 6.3 meV by spin-orbit
MRCI.
In the case of face-sharing ligand octahedra, the TM ions often form dimers, trimers or
chains [313]. This type of low-dimensional packing usually results in sizable distortions of the
ligand cages. It is known that the effective spin interactions are strongly dependent on struc-
tural details such as bond angles [325–328] and bond lengths [329]. For better insight into the
dependence of the NN magnetic couplings on such structural parameters, we performed addi-
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Figure 7.2: Dependence on structural details of the NN effective magnetic couplings for Ir2O9 and Rh2O9 fragments
of face-sharing octahedra, spin-orbit MRCI results. (a, c) Variations as function of the Ir-O-Ir bond angle θ and Rh-
O-Rh bond angle θ′ when fixing the Ir-Ir distance to d0=2.63 Å and the Rh-Rh distance to d′0=2.58 Å . Ligands are
radially displaced in planes perpendicular to the z axis. Curves were drawn as a guide to the eye; a simple fit is not
possible for Γ¯ in the case of 4d magnetic sites. (b, d) Variations as function of the TM-TM interatomic distance when
keeping unchanged the positions of the ligands. The latter are at distances of r0=1.57 Å (Ir2O9) and r′0=1.54 Å
(Rh2O9) from the z axis.
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Table 7.2: Energy splittings for the lowest four spin-orbit states and the corresponding effective coupling constants
for variable Ir-O-Ir angle, MRCI+SOC results (meV). The NN Ir-Ir distance is d0=2.63 Å. The Ir-O-Ir angle θ is listed
for each geometry; distances between Ir and the bridging O’s, d(Ir-O), are provided within brackets.
70.5◦(2.27Å) 75◦(2.16Å) 80◦(2.04Å) 85◦(1.94Å) 90◦(1.86Å)
ΨS 0.0 0.0 0.0 0.0 0.0
Ψ2 58.2 73.9 123.3 225.8 417.5
Ψ1 73.4 81.8 126.5 226.9 418.5
Ψ3 73.4 81.8 126.5 226.9 418.5
J¯, Γ¯ 58.2, 30.3 73.9, 15.9 123.3, 6.3 225.8, 2.1 417.5, 2.0
tional calculations for distorted geometries with all ligands pushed closer to (or farther from) the
Ir-Ir axis, which therefore yields larger (or smaller) Ir-O-Ir bond angles while keeping the over-
all D3h point-group symmetry. The resulting MRCI+SOC data are provided in Table 7.2. The
overall trends for the magnetic couplings J¯ and Γ¯ are illustrated graphically in Fig. 7.2(a). It is
seen that the angle dependence for both J¯ and Γ¯ can be rather well reproduced with parabolic
curves (one exception is the Γ¯’s presented in Fig.7.2(c) for Rh2O9 fragments). The Heisenberg J¯
displays a steep increase with larger angle, i.e., from 58 meV at 70.5◦ to 417 meV at 90◦. On the
other hand, the anisotropic coupling Γ¯ shows a rapid decrease, from a remarkably large value of
30 meV at 70.5◦ to 2 meV at 90◦.
We further analyzed the dependence on the Ir-Ir interatomic distance d(Ir-Ir) of the magnetic
interactions. In this set of calculations, the distance between the O ligands and the z axis (along
the Ir-Ir bond) was fixed to 1.57 Å, while d(Ir-Ir) was either increased or reduced by up to 5%
with respect to the reference Ir-Ir separation d=d0=2.63 Å. As shown in Fig. 7.2(b) (see also
(a) (b)
Figure 7.3: Natural orbitals of a1g (a) and epig (b) type for a Ir2O9 fragment of face-sharing octahedra, as obtained by
CASSCF calculations. The former have strong σ-type overlap.
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Table 7.7), both J¯ and Γ¯ have again pronounced parabolic dependence on d(Ir-Ir). In contrast to
the variations as function of angle displayed in Fig. 7.2(a), here J¯ and Γ¯ follow the same trend.
More specifically, both J¯ and Γ¯ rapidly increase with decreasing d(Ir-Ir).
We also performed calculations in which the six O ligands not shared by the Ir ions were
displaced as well along the z axis, such that each Ir site remains in the center of the octahedron.
We found that the differences between the J¯ values obtained from these computations and the
corresponding J¯’s in Fig. 7.2(b) are rather small, not more than 15%.
The face-sharing linkage and additional distortions applied to the two-octahedra clusters
split the t2g levels into a1g and epig components. For all Ir2O9 units considered here, we find that
the a1g sublevels lie at lower energy and that the t2g hole has epig character without SOC. The
a1g orbitals belonging to NN sites have substantial direct overlap [see Fig 7.3(a)], much larger
than in the case of epig orbitals [see Fig 7.3(b)]. The rather small AFM Heisenberg J derived from
the calculations without SOC (see caption of Table 7.1) is therefore the result of (relatively) weak
direct exchange involving the higher-lying epig states. By accounting for spin-orbit interactions,
however, the Heisenberg J is enhanced to impressive values that are up to three times larger
than the results obtained without SOC (72 vs 27 meV at the CASSCF level, 123 vs 35 meV by
MRCI, see Table 7.1). This strong increase of the Heisenberg J is the consequence of mixing a1g
character to the spin-orbit ground-state wave-function.
[Rh2O9] unit
In order to make an informative comparison between 5d and 4d oxides, we also performed
calculations for the effective magnetic couplings on [Rh2O9] fragments consisting of two face-
sharing RhO6 octahedra, with a Rh-Rh interatomic distance d′0 = 2.58 Å and Rh-O-Rh bond
angles θ′0=80◦. As for the material model of face-sharing 5d5 octahedra, the structural param-
eters of the Rh2O9 cluster were chosen according to the average bond lengths and bond angles
of the BaRhO3 compound. We used in this regard the crystallographic data reported in Ref.
[313]. QC results are presented in Table 7.3. Interestingly, the J¯ value obtained by spin-orbit
rAS is the same as for the Ir2O9 cluster (Table 7.1). However, the J¯’s obtained by CAS+SOC and
Table 7.3: Energy splittings for the lowest four spin-orbit states of two face-sharing NN RhO6 octahedra and the
corresponding effective coupling constants at different levels of approximation, for d′0=2.58 Å and θ′0=80◦ (all in
meV). The J values without SOC by rAS, CAS and CI are −0.9, 19.0 and 29.4 meV, respectively.
rAS+SOC CAS+SOC CI+SOC
ΨS=(|↑↓〉− |↓↑〉)/
p
2 16.0 0.0 0.0
Ψ3=(|↑↑〉− |↓↓〉)/
p
2 0.0 25.4 54.0
Ψ1=(|↑↓〉+ |↓↑〉)/
p
2 0.0 25.4 54.0
Ψ2=(|↑↑〉+ |↓↓〉)/
p
2 1.1 26.5 55.5
J¯, Γ¯ −14.9,−2.3 26.5,−2.2 55.5,−2.8
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Table 7.4: Energy splittings and the corresponding effective coupling constants for variable Rh-O-Rh angle,
MRCI+SOC results (meV). The NN Rh-Rh distance is 2.58 Å. The Rh-O-Rh angle θ′ is listed for each geometry;
distances between Rh and the bridging O’s, d(Rh-O), are provided within brackets.
70.5◦(2.23Å) 75◦(2.12Å) 80◦(2.04Å) 85◦(1.91Å) 90◦(1.82Å)
ΨS 0.0 0.0 0.0 0.0 0.0
Ψ3 3.7 15.0 54.0 135.7 173.4
Ψ1 3.7 15.0 54.0 135.7 173.4
Ψ2 1.5 15.2 55.5 137.8 164.0
J¯, Γ¯ 1.5, 4.4 15.2,−0.4 55.5,−2.8 137.8,−4.3 164.0, 18.8
CI+SOC are significantly smaller as compared with those in Table 7.1. Still, J¯ remains much
larger than the magnetic couplings in the edge-sharing 4d5 compounds Li2RhO3 and α-RuCl3
[326, 327].
Energy splittings within the group of the four low-lying d5− d5 states and the resulting
effective coupling constants for different Rh-O-Rh angles are listed in Table 7.4. Furthermore,
the dependence of J¯ and Γ¯ on the Rh-O-Rh bond angles and on the Rh-Rh interatomic distances
are illustrated in Fig. 7.2(c) and Fig. 7.2(d), respectively (for more details, see Table 7.8 and
Table 7.9). As indicated in Fig. 7.2(c), J¯ displays nearly linear behavior with variable angle,
increasing from 1.5 meV at 70.5◦ to 164 meV at 90◦. Γ¯ changes sign from AFM to FM coupling
close to 75◦, with a minimum of −6 meV at 85◦, and then changes back to AFM values for
larger angles. On the other hand, with variable d(Rh-Rh) [Fig. 7.2(d)], Γ¯ is always FM, with a
minimum of −2.8 meV at 2.56 Å, and J¯ features a similar trend as for Ir sites in Fig. 7.2(b).
7.4 Discussion
We analyze in more detail in this section the relative values of the different contributions to
intersite exchange, i.e., direct t2g−t2g exchange, t2g−t2g electron/hole hopping and indirect hop-
ping via the bridging oxygens. In first place, it is clear that a systematically small portion of FM
potential exchange to the overall J¯ is here of secondary importance. The contribution coming
from direct hopping can be straightforwardly estimated from the CASSCF J since only intersite
M(t2g)–M(t2g) excitation processes (t62g–t
4
2g polar configurations) are taken into account at the
CASSCF level. In the CI treatment, superexchange paths including the bridging-ligand 2p and
TM eg orbitals are also added on top of direct hopping, providing a more comprising description
of intersite exchange mechanisms. In the case of BaIrO3, for instance, when the Ir-O-Ir bond
angle is 80◦, the exchange calculated at the CASSCF level (without SOC), J = 27.4 meV, is al-
ready 77% of the CI result, 35.4 meV (see Table 7.1). While this fraction is significantly reduced
if the Ir-O-Ir bond angle is modified towards 90◦ (see Table 7.6), indicating that the d− p− d
superexchange contribution starts to rise as a result of shorter Ir-O bonds, the data computed
for 80◦ bond angles show that, given the large direct-hopping integrals, the direct AFM d−d
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Table 7.5: Angle dependence of the trigonal CF splitting ∆t (eV) obtained from MRCI calculations for Ir2O9 and
Rh2O9 fragments of face-sharing octahedra. The a1g level is for all angles the lowest in energy.
θ/θ′ ∆Irt ∆
Rh
t
70.5 −0.86 −0.69
75 −0.89 −0.67
80 −0.71 −0.53
85 −0.43 −0.29
90 −0.20 −0.10
superexchange may surpass the d−p−d superexchange. The two mechanisms should be consid-
ered in any case on equal footing for high-quality estimates. In the context of recent discussions
on the role of the various types of intersite exchange [330, 331], our QC data provide a more
quantitative picture on the different contributions.
Given the facet-sharing geometry, the direct d−d electron/hole hopping between a1g orbitals
is considerable. This hopping interferes with the indirect hopping via the bridging-oxygen O3
group, providing a total transfer integral t. Since the exchange coupling J is mainly controlled
by the square of t (J ∼ t2/U , where U is the on-site Coulomb repulsion), a large J¯ value of
up to ≈400 meV (see Table 7.6 and 7.7) is not surprising. Both the direct (∼tdd) and indirect
(∼tdpd) transfer processes can occur trough the epig and a1g channels independently. The transfer
integrals of the epig and a1g channels, te and ta, contribute to the total transfer integral t with
different weights. The corresponding channel weights are controlled by the ratio ∆t/λ, with λ
being the spin-orbit coupling, 0.47 eV for Ir and 0.15 eV for Rh [262]; the dependence of the
trigonal splitting ∆t on bond angles is illustrated in Table 7.5.
The different terms entering the total transfer integral t are expected to behave differently
when varying the geometry of the M-O3-M structure. The large direct overlap between two NN
a1g orbitals suggests that the direct hopping tdda contributes significantly to ta, as evidenced
in Fig. 7.3. In contrast, the epig orbitals are tilted with respect to the z axis, thus giving rise to
weaker direct overlap and more significant d−p−d couplings (see Fig.7.3(b)), i.e., a more impor-
tant role of tdpde in te. It is the interplay between these processes, d−d and d− p−d superex-
change, that is mainly responsible for the strong variations as function of bond angles and bond
lengths. From a wider perspective, it is clear that the equilibrium geometrical configuration
and the associated J value depend on interactions and degrees of freedom that also involve the
extended crystalline surroundings. An interesting aspect to be considered is inter-site couplings
within the entire M3O12 block of three face-sharing octahedra along the c axis (see Fig.7.1(a)).
One question concerns the possibility of cooperative M−M dimerization as driving force for the
charge density wave observed in BaIrO3 [306]. Two-site bond formation on three-center units
with a spin 1/2 at each magnetic site and long-range ordering of these ‘dimers’ has been earlier
7.5. Conclusions 79
proposed in, e.g., the quasi-1D system NaV2O5 [85, 195].
7.5 Conclusions
To summarize, we employ QC methods to provide valuable insights on the effective magnetic
interactions in 5d and 4d oxides with face-sharing oxygen octahedra, BaIrO3 and BaRhO3. The
same methodology has previously been used to derive magnetic coupling constants in good agree-
ment with experimental estimates in the perovskite iridate CaIrO3 [321, 332], in square-lattice
Ba2IrO4 [277] and Sr2IrO4 [189], and in pyrochlore iridates [328]. The large AFM Heisenberg
interactions computed here for face-sharing octahedra are remarkable since they exceed the
values computed so far for corner-sharing [277, 321, 322, 333] and edge-sharing systems [325].
One peculiar exception with regard to edge-sharing 4d5 NN ligand cages is RuCl3 under high
pressure [334], where a strong stabilization of the singlet state is also found for certain Ru−Ru
bonds. The present findings on face-sharing octahedra as encountered in BaIrO3 and BaRhO3
and recent results on RuCl3 [334] only provide additional motivation for even more detailed
electronic-structure calculations on both edge- and face-sharing compounds, with main focus
on the subtle interplay among strong spin-orbit interactions, direct d− d orbital overlap and
bonding, and couplings to the lattice degrees of freedom.
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Table 7.6: Energy splittings for the lowest four spin-orbit states of two face-sharing NN IrO6 octahedra and the
corresponding effective coupling constants obtained from rAS+SOC, CAS+SOC and MRCI+SOC calculations. For
each geometry the Ir-Ir distance was fixed to 2.63Å. For θ=90◦, for instance, the J values without SOC by rAS, CAS
and CI are 0.04, 64.7 and 116.4 meV, respectively. Distances between Ir sites and the bridging O’s, d(Ir-O), are
provided within brackets. The data are presented as complementary to those in Table 7.2 (all values in meV).
θ, d(Ir-O) rAS+SOC CASSCF+SOC MRCI+SOC
70.5◦ (2.27Å):
ΨS 9.9 0.0 0.0
Ψ2 0.0 24.8 58.2
Ψ1 0.5 34.9 73.4
Ψ3 0.5 34.9 73.4
J¯, Γ¯ −9.9, 1.1 24.8, 20.3 58.2, 30.3
75◦ (2.16Å):
ΨS 12.8 0.0 0.0
Ψ2 0.0 36.3 73.9
Ψ1 0.0 41.6 81.8
Ψ3 0.0 41.6 81.8
J¯, Γ¯ −12.8, 0.0 36.3, 10.5 73.9, 15.9
80◦ (2.04Å):
ΨS 15.2 0.0 0.0
Ψ2 0.4 72.0 123.3
Ψ1 0.0 74.0 126.5
Ψ3 0.0 74.0 126.5
J¯, Γ¯ −14.9, −0.7 72.0, 4.1 123.3, 6.3
85◦ (1.94Å):
ΨS 16.2 0.0 0.0
Ψ2 0.3 149.4 225.8
Ψ1 0.0 150.1 226.9
Ψ3 0.0 150.1 226.9
J¯, Γ¯ −15.9, −0.6 149.4, 1.3 225.8, 2.1
90◦ (1.86Å):
ΨS 17.0 0.0 0.0
Ψ2 0.0 293.6 417.5
Ψ1 0.3 294.2 418.5
Ψ3 0.3 294.2 418.5
J¯, Γ¯ −17.0, 0.7 293.6, 1.2 417.5, 2.0
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Table 7.7: Energy splittings for the lowest four spin-orbit states of two face-sharing NN IrO6 octahedra and the
corresponding effective coupling constants obtained from rAS+SOC, CAS+SOC and MRCI+SOC calculations. The
relative distances from the O ligands to the z axis were fixed to 1.57 Å. The data are presented as complementary to
those in Fig. 7.2(b) (all values in meV).
d(Ir-Ir) rAS+SOC CASSCF+SOC MRCI+SOC
2.50Å:
ΨS 22.0 0.0 0.0
Ψ2 0.5 188.6 329.7
Ψ1 0.0 198.1 345.0
Ψ3 0.0 198.1 345.0
J¯, Γ¯ −21.5 −0.93 188.6, 18.9 329.7, 30.5
2.56Å:
ΨS 18.3 0.0 0.0
Ψ2 0.4 106.7 187.2
Ψ1 0.0 111.2 194.3
Ψ3 0.0 111.2 194.3
J¯, Γ¯ −17.9, −0.8 106.7, 8.9 187.2, 14.2
2.63Å:
ΨS 15.2 0.0 0.0
Ψ2 0.4 72.0 123.3
Ψ1 0.0 74.0 126.5
Ψ3 0.0 74.0 126.5
J¯, Γ¯ −14.9, −0.7 72.0, 4.1 123.3, 6.3
2.69Å:
ΨS 12.6 0.0 0.0
Ψ2 0.3 54.7 90.5
Ψ1 0.0 55.5 91.7
Ψ3 0.0 55.5 91.7
J¯, Γ¯ −12.4, −0.54 54.7, 1.7 90.5, 2.2
2.76Å:
ΨS 10.4 0.0 0.0
Ψ2 0.2 44.5 72.1
Ψ1 0.0 44.8 72.4
Ψ3 0.0 44.8 72.4
J¯, Γ¯ −10.3, −0.4 44.5, 0.6 72.1, 0.5
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Table 7.8: Energy splittings for the lowest four spin-orbit states of two face-sharing NN RhO6 octahedra and the
corresponding effective coupling constants obtained from rAS+SOC, CAS+SOC and MRCI+SOC calculations. For
each geometry the Rh-Rh distance was fixed to 2.58 Å . Distances between Rh sites and the bridging O’s, d(Rh-O),
are provided within brackets. The data are presented as complementary to those in Table 7.4 (all values in meV).
θ, d(Rh-O) rAS+SOC CASSCF+SOC MRCI+SOC
70.5◦ (2.23Å):
ΨS 10.4 6.5 0.0
Ψ3 0.0 1.0 3.7
Ψ1 0.0 1.0 3.7
Ψ2 0.6 0.0 1.5
J¯, Γ¯ −9.9 −1.1 −6.5, 2.0 1.5, 4.4
75◦ (2.12Å):
ΨS 13.3 0.0 0.0
Ψ3 0.0 0.1 15.0
Ψ1 0.0 0.1 15.0
Ψ2 0.8 0.4 15.2
J¯, Γ¯ −12.5, −1.7 0.4, −0.6 15.2, −0.4
80◦ (2.06Å):
ΨS 16.0 0.0 0.0
Ψ3 0.0 25.4 54.0
Ψ1 0.0 25.4 54.0
Ψ2 1.1 26.5 55.5
J¯, Γ¯ −14.9, −2.3 26.5, −2.2 55.5, −2.8
85◦ (1.91Å):
ΨS 17.7 0.0 0.0
Ψ3 0.0 82.4 135.7
Ψ1 0.0 82.4 135.7
Ψ2 1.3 84.0 137.8
J¯, Γ¯ −16.4, −2.6 84.0, −3.2 137.8, −4.3
90◦ (1.82Å):
ΨS 16.5 0.0 0.0
Ψ3 0.0 165.4 173.4
Ψ1 0.0 165.4 173.4
Ψ2 0.9 190.5 164.0
J¯, Γ¯ −15.6, −1.8 190.5, −50.2 164.0, 18.8
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Table 7.9: Energy splittings for the lowest four spin-orbit states of two face-sharing NN RhO6 octahedra and the
corresponding effective coupling constants obtained from rAS+SOC, CAS+SOC and MRCI+SOC calculations. The
relative distances from the O ligands to the z axis are fixed to 1.54 Å. The data are presented as complementary to
those in Fig. 7.2(d) (all values in meV).
d(Rh-Rh) rAS+SOC CASSCF+SOC MRCI+SOC
2.45Å:
ΨS 22.0 0.0 0.0
Ψ3 0.0 49.5 157.6
Ψ1 0.0 49.5 157.6
Ψ2 1.6 50.0 158.1
J¯, Γ¯ −20.4 −3.2 50.0, −1.1 158.1, −1.1
2.51Å:
ΨS 18.8 0.0 0.0
Ψ3 0.0 30.1 73.2
Ψ1 0.0 30.1 73.2
Ψ2 1.4 31.1 74.5
J¯, Γ¯ −17.5, −2.7 31.1, −2.1 74.5, −2.5
2.58Å:
ΨS 16.0 0.0 0.0
Ψ3 0.0 25.4 54.0
Ψ1 0.0 25.4 54.0
Ψ2 1.1 26.5 55.5
J¯, Γ¯ −14.9, −2.3 26.5, −2.2 55.5, −2.8
2.64Å:
ΨS 13.6 0.0 0.0
Ψ3 0.0 23.8 47.0
Ψ1 0.0 23.8 47.0
Ψ2 1.0 24.7 48.3
J¯, Γ¯ −12.6, −1.9 24.7, −2.0 48.3, −2.6
2.71Å:
ΨS 11.5 0.0 0.0
Ψ3 0.0 22.6 42.6
Ψ1 0.0 22.6 42.6
Ψ2 0.8 23.5 43.7
J¯, Γ¯ −10.7, −1.6 23.5, −1.7 43.7, −2.2

Chapter 8
Ab initio computation of resonant
inelastic X-ray scattering spectra for
d-ions in solids
In this chapter, we discuss ways to describe the readjustment of the charge distribution in the
‘vicinity’ of an excited electron for the modeling of resonant inelastic X-ray scattering (RIXS).
We test to this end a nonorthogonal configuration-interaction type of approach, based on per-
forming separate self-consistent field (SCF) optimizations for different electron configurations.
We apply this methodology to the computation of X-ray absorption (XA) and RIXS excitations
and cross sections of Cu2+ 3d9 ions in KCuF3 and Ni2+ 3d8 ions in La2NiO4. We discuss in
this context ways to consider orbital ordering effects (alternately occupied dx2−z2 and dy2−z2 or-
bitals) in KCuF3. For the more complex Ni2+ 3d8 configuration in the nickelate La2NiO4, trends
found experimentally for the incoming-photon incident-angle and polarization dependence are
well reproduced.
8.1 Introduction
RIXS is a fast developing experimental technique in which X-ray photons are scattered inelas-
tically off matter. It is a second order photon-in-photon-out process, in which the incoming
photon excites a core electron that consequently decays by the emission of an outgoing pho-
ton. "Inelastic" means here that the energy of the outgoing photon is lower than the energy
of the incoming photon. The energy loss is transferred to intrinsic excitations of the material
under study. RIXS can measure a diversity of different elementary excitations in correlated elec-
tron systems [335, 336], for example, dispersive magnetic modes [337, 338], orbital excitations
[11, 339, 340] and phonons [341, 342]. Photon sources deliver many orders of magnitude more
particles per second in a much smaller spot than, for instance, neutron sources [335] and the
interaction between photons and matter is relatively strong compared to the neutron-matter in-
teraction. These features make RIXS possible on very small volume samples, thin films, surfaces
and nano-objects, in addition to bulk single crystal or powder samples [335].
There has been a large number of RIXS-related publications on strongly correlated materi-
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als. It has been proved that RIXS is a powerful tool to probe the interplay between charge, spin,
orbital and lattice degrees of freedom. In the RIXS process, the system absorbs a high-energy
X-ray photon, leading to a creation of an excited intermediate state that has a core-hole, from
which the system relaxes radiatively. These intermediate states are transient and strongly per-
turbed with respect to the ground state of the system. The presence of short-lived intermediate
states in the resonant process is one significant complication as concerns the theoretical model-
ing of RIXS. Another aspect is that the intermediate electron configuration determines all the
transition probabilities from the initial to the final state. Therefore considering all intermedi-
ate states in theoretical modeling is of crucial importance for computing the scattering cross
sections of the different excitations and for the interpretation of RIXS spectra.
In previous theoretical RIXS studies, methods based on model-Hamiltonian [335, 336, 343–
350] and ab initio wave-function-based quantum chemistry (QC) [235, 351–354] have been
used to compute full RIXS spectra for correlated d-electron open-shell systems, in order to ad-
dress either the d-shell multiplet structure [235, 348–352] or Mott-Hubbard physics [343–347].
However, in these earlier theoretical studies the valence-shell charge relaxation in response
to the creation of a core-hole in the intermediate RIXS states is either missing or described
just phenomenologically. Recently, Maganas et al. [355] developed a protocol for the calcula-
tion of valence-to-core (VtC) RIXS [alternatively referred to as VtC resonant X-ray emission
scattering (RXES)] spectra based on restricted open-shell configuration interaction with singles
(ROCIS) and its parameterized version based on a density functional theory (DFT) ground-
state determinant ROCIS/DFT [356, 357]. A recent work by Bogdanov et al. [236] proposed
a multireference configuration-interaction-type of methodology for the ab initio calculation of
transition-metal (TM) L-edge excitations in solids and tested this computational scheme for the
more convenient case of a Cu2+ 3d9 ion in Li2CuO2. The idea is to carry out nonorthogonal
configuration-interaction calculations based on independent SCF optimizations for the many-
body wave-functions describing the reference dn and core-hole 2p5dn+1 configurations. In this
chapter, using the same methodology discussed in Ref. [236], we perform calculations on KCuF3,
a strongly correlated d-electron system with cooperative Jahn-Teller (JT) distortions, comment-
ing on orbital ordering effects in computing RIXS spectra. Afterwards, we carry out compu-
tations on La2NiO4 (Ni2+ d8), having more than one single hole in the initial configuration of
the valence 3d shell, and further compare the calculated RIXS cross section with experimental
RIXS spectra.
8.2 Resonant inelastic X-ray scattering (RIXS)
8.2.1 RIXS process
In a typical RIXS experiment, an incident photon beam is shone on the sample and the scattered
radiation is collected. The scattering process is illustrated in Fig.8.1. The incident X-ray energy
is chosen to resonate with one of the absorption edges of the system, i.e., the energy required to
scatter off a core electron to an excited state above the Fermi level. The incident and scattered
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Figure 8.1: Simple illustration of a RIXS experiment. An incident photon beam with energy ħωk, momentum k and
polarization ² is shone on the sample and the scattered photons are collected under a fixed direction. The RIXS cross
section is measured as a function of the scattered photon energy ħωk′ , momentum k′ and polarization ²′. A finite
energy ħω=ħωk−ħωk′ and momentum q=k−k′ are transferred to the system.
radiation momenta are different, thus a finite momentum ~q=~k−~k′ is transferred to the system.
The photon momentum is comparable with the crystal momentum of solid state electrons for
typical X-ray energies used in RIXS, therefore the transferred momentum ~q can be mapped into
the Brillouin zone of the system. For this reason, RIXS can also probe the momentum dispersion
of elementary excitations.
To illustrate the essential processes in a RIXS experiment, we choose a copper-oxide material
(Cu2+ 3d9) as a typical example. The electronic configuration of Cu2+ is 1s22s22p63s23p63d9,
with a partially filled 3d valence shell. One can tune the incident photon energy to resonate with
the copper K , L or M absorption edge, and in each case the incident photon promotes a different
type of core electron into an empty valence orbital. The copper K-edge transition 1s→ 4p is
around 9000 eV, in the hard X-ray regime. The L2,3 edge 2p→ 3d (∼ 900 eV) and M2,3 edge
3p→ 3d (∼ 80 eV) transitions are in soft X-ray regime [335]. After absorbing a X-ray photon,
the system is in a highly unstable state, with a hole deep in the electronic core. It therefore
quickly decays from such an intermediate state, for instance, via an Auger process, in which
an electron of the Cu2+ ion fills the core-hole while another electron is simultaneously emitted
[335].
8.2.2 Direct and indirect RIXS
In the RIXS process, the transition to the final state can be either direct or indirect [358, 359].
For direct RIXS, the incident photon promotes a core electron into an unoccupied state slightly
above the Fermi level. Subsequently an electron from an occupied valence state slightly below
the Fermi level decays and annihilates the core-hole, as indicated in Fig.8.2(a). In this case,
the system is left into an excited state induced by the electron-photon interaction. One example
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Figure 8.2: In both direct and indirect scattering processes, a valence excitation with momentum ħk′−ħk and energy
ħωk−ħωk′ is created. (a) In the direct scattering process, the incident photon excites a core electron into a low-lying
unoccuiped state of the valence band. Afterwards, the empty core state is filled by an electron from the occupied
states with the emission of a photon. (b) In an indirect scattering process, the incident photon excites an electron
from a deep-lying core level into an unoccupied state far above the Fermi level. The photoelectron subsequently
decays leaving behind an excitation in the valence band. This figure is reproduced from Ref. [335].
for such transitions is the TM L-edge, i.e., an initial dipole transition 2p→ 3d and subsequent
3d→ 2p decay.
In an indirect RIXS process, the incident photon promotes a core electron into an unoccupied
state several electron volts above the Fermi level. After that, this excited electron decays to fill
the core-hole. If there is no any additional interaction, inelastic scattering process cannot occur
since the the final state coincides with the initial state of the system. But in the intermediate
state a core-hole is present: the core-hole and the excited electron are strongly interacting with
each other and with the valence electrons of the system. In particular, the core-hole Coulomb
interaction, usually described as a core-hole potential Uc, dominates the intermediate state dy-
namics and can produce an excitation in the valence band of the system. In this way, the system
is left into an excited sate, which is not induced by the electron-photon interaction, but is indi-
rectly produced by the core-hole potential, as indicated in Fig.8.2(b). One such example is RIXS
at the TM K-edge (1s→ 4p → 1s transitions).
8.3 Interaction of light and matter
To develop the theory of RIXS, we need to derive the Hamiltonian that describes the interaction
of the incident X-ray beam with the electrons in a system. Assuming a system with fixed nuclei,
the total Hamiltonian can be written as:
H =Hf ield+Hel +H′, (8.1)
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where Hf ield describes the quantized electromagnetic field, Hel is the electronic part and H′
represents the interaction between electromagnetic and electronic fields. The general form of
the latter term H′ [360] can be written as:
H′ = e
2
2mec2
∑
j
[
A(~r j)
]2− e
mec
∑
j
A(~r j) ·~p j
− eħ
mec
∑
j
~σ j ·
[
~∇×A(~r j)
]
− eħ
2(mec)2
e2
c2
∑
j
~σ j ·
[
A˙(~r j)×A(~r j)
]
, (8.2)
where A(~r j) is the vector potential at position~r j, ~pj and~σj are the momentum and spin operators
acting on an electron, respectively, while e, me, c, ħ are fundamental constants. The vector
potential A(~r j) can be expanded in a set of plane waves:
A(~r j)=
∑
~k²
√
2piħc2
ω~kν
(
~²~k²a~k²e
i~k·~r j +~²∗~k²a
†
~k²
e−i~k·~r j
)
, (8.3)
where ν is the volume of system and a~k² (a
†
~k²
) is the annihilation (creation) operator of a photon
with wave vector~k, energy ħω~k and polarization ² = {σ,pi} with the corresponding unit polariza-
tion vector~²~k² (~²
∗
~k²
). The operator for A(~r j) is linear in the annihilation operator a~k² and creation
operator a†
~k²
. When it acts on a state
∣∣nk〉, it can either destroy or create a photon in that state.
Absorption corresponds to the former. Scattering involves the destruction of a photon in one
state
∣∣nk〉 and the creation of a new photon in a state ∣∣nk′〉.
In Eq.(8.2), the two terms of H′ that contribute to the first order amplitude are the ones
proportional to
[
A(~r j)
]2
and ~σ j ·
[
A˙(~r j)×A(~r j)
]
. The latter is smaller than the former by a factor
ħω~k/mec2 ¿ 1 (mec2 ∼ 0.511 MeV, so ħω~k/mec2 ∼ 0.02 for 10 keV X-rays) [335]. The term
[
A(~r j)
]2
in fact contributes to the Bragg peaks and non-resonant scattering processes [335, 360]. The
magnetic term with~σ j ·
[
~∇×A(~r j)
]
and the nonmagnetic term with A(~r j)·~p j in Eq.(8.2) contribute
to the second order amplitude, which becomes large when ħω~k matches a resonance energy of
the system. The magnetic term gives a dipole transition of order (~k ·~r)ħ|~k|, and the nonmagnetic
term can induce a dipole transition of the order |~p| = ħ|~k|, thus the ratio between these two terms
can be estimated as |~k||~r| [335]. Assuming |~r| ∼ na0/Z, with the principal quantum number n,
the Bohr radius a0 and atomic number Z, such ratios for e.g. the Cu-L edge and Ni-L edge are
estimated to be 2.8×10−3 and 2.6×10−3, respectively. In the RIXS process, it is the second order
amplitude that dominates the scattering [335]. Thus the dominant contribution to resonant
absorption and scattering is given by the nonmagnetic (optical transition) part of H′, i.e., A(~r j) ·
~p j. Therefore we continue by keeping only the nonmagnetic terms in the following.
Using the expansion in Eq.(8.3), the nonmagnetic terms of A(~r j) ·~p j can be rewritten as:
H′op =
∑
j,~k²
e
me
√
2piħ
ω~kν
(
~²~k²a~k²e
i~k·~r j +~²∗~k²a
†
~k²
e−i~k·~r j
)
·~p j. (8.4)
The matrix elements (MEs) for the absorption of one photon characterized by ~k and ², which
would decrease the number of such photons n~k² by one
(
n~k²− 1
)
and excite the electronic system
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from state
∣∣a〉 to state ∣∣b〉, can be expressed as:
〈
b;n~k²−1
∣∣∣H′op ∣∣∣a;n~k²〉 = N∑
j=1
e
me
√
2piħ
ω~kν
〈
b;n~k²−1
∣∣∣(~²~k² ·~pj)a~k²ei~k·~r j ∣∣∣a;n~k²〉
=
N∑
j=1
e
me
√
2piħ
ω~kν
〈
b
∣∣(~²~k² ·~pj)ei~k·~r j ∣∣a〉 ·〈n~k²−1∣∣∣a~k² ∣∣∣n~k²〉 . (8.5)
With the electric dipole approximation, we have:
ei~k·~r j = 1+ i~k ·~r j+· · · ≈ 1. (8.6)
The annihilation and creation operators have the properties:
a~k² |n〉 =
p
n |n−1〉 , a†
~k²
|n〉 =
p
n+1 |n+1〉 . (8.7)
The Fourier transform of the momentum in quantum mechanics is the position operator:〈
b~k²
∣∣∣~pj ∣∣∣a~k²〉= imeω~k〈b~k²∣∣∣~r j ∣∣∣a~k²〉 . (8.8)
Using Eq.(8.6), Eq.(8.7) and Eq.(8.8), the Eq.(8.5) reduces to:
〈
b;n~k²−1
∣∣∣H′op ∣∣∣a;n~k²〉 = N∑
j=1
ie
√
2piħω~k
ν
〈
b
∣∣(~²~k² ·~r j)∣∣a〉 ·〈0∣∣a~k² ∣∣1〉
= ie
√
2piħω~k
ν
〈
b
∣∣(~²~k² · ~R)∣∣a〉 , (8.9)
where we introduced the total position operator ~R = ∑ j~r j and assumed that the radiation is
incoherent, i.e., every photon can be dealt with individually, with the number of photons in a
mode n~k² =1.
8.4 Absorption and scattering cross-sections
8.4.1 X-ray absorption cross section
We consider here the case of resonance, when an electron is excited from a core level but does
not leave the solid. The interaction between sample and the incident radiation is given by
the Hamiltonian H′op in Eq.8.4, which defines transitions between the initial
∣∣i〉 and final ∣∣ f 〉
states. The transition probability per unit time, W , between
∣∣i〉 and ∣∣ f 〉 is given in first-order
perturbation theory by Fermi’s golden rule as:
W = 2piħ
∣∣∣〈 f ∣∣H′op ∣∣i〉∣∣∣2ρ(Ef ), (8.10)
where the initial
∣∣i〉 and final ∣∣ f 〉 states are eigenfunctions of the total Hamiltonian in Eq.(8.1),
with the total energy conserved E i−E f = 0, and ρ(Ef ) is the density of states, defined such that
ρ(Ef )dEf is the number of final states with energy in the interval dEf centered around Ef .
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When a photon~k² is absorbed, the electronic system is excited from the ground state
∣∣gs〉 to
a core-hole state
∣∣ch〉 with the density of states defined by the delta function δ(Egs+ħω~k−Ech).
Substituting the MEs of absorption [Eq.(8.9)] into Eq.(8.10), we have
W~k² =
2pi
ħ
∣∣∣〈ch∣∣H′op ∣∣gs〉∣∣∣2×δ(Egs+ħω~k−Ech)
= 4pi
2αcħω~k
ν
∣∣∣〈ch∣∣~²~k² · ~R ∣∣gs〉∣∣∣2×δ(Egs+ħω~k−Ech), (8.11)
where α = e2/(ħc) ≈ 1/137 is the fine structure constant. Considering the ratio between the
transition probability per unit time given by Eq.(8.11) and the incident flux Φ0 (the number
of photons per second per unit area, Φ0 = c/ν), we get the expression for the absorption cross
section:
σ~k² =
W~k²
Φ0
= 4pi2αħω~k
∣∣∣〈ch∣∣~²~k² · ~R ∣∣gs〉∣∣∣2×δ(Egs+ħω~k−Ech). (8.12)
The next question is how to define the δ(Egs+ħω~k−Ech) function in Eq.(8.12) explicitly. The
excited state
∣∣ch〉 is a short-lived state and tends to decay via various channels. The possible
decay channels are: (1) direct X-ray emission; (2) fluorescent X-ray emission when an electron
from the outer shell fills the core-hole level creating an outgoing photon; (3) the two-electron
Auger process where one electron fills the core-hole while another electron is simultaneously
emitted [335]. These decay processes give rise to a finite lifetime broadening of the core-hole
state, which is approximated by introducing a damping force in time-dependent perturbation
theory [361, 362]. We can therefore replace the δ-function in Eq.(8.12) by a Lorentzian [362] of
full width at half maximum (FWHM) Γch1, in order to account for the finite lifetime of the final
states. Thus, the expression of XA cross section, involving summation over all possible initial
and core-hole states, is
σXA~k,²
= 4pi2αħω²
∑
j
1
ggs
∑
l
∣∣∣∣〈Ψlc?∣∣∣~²~k² · ~R ∣∣∣Ψ jgs〉
∣∣∣∣2
× Γc? /2pi
(Egs+ħω−Elc?)2+ (Γc?)2/4
, (8.13)
where ħω is the energy of the incoming photons, Γc? is the lifetime for the core-hole state and
ggs indicates the degeneracy of the ground state.
From Eq.(8.13), we can see that σXA
~k,²
depends on energy, polarization, the propagation direc-
tion of the incoming X-rays and also on the nature of the ground state and excited states.
8.4.2 RIXS double differential cross section
The dominant part of the electron-radiation interaction Hamiltonian H′op in Eq.8.4 includes only
terms that create or annihilate a single photon. To obtain resonant scattering terms, one has to
take the expansion at least to the second-order. The scattering transition probability in second-
1Γch = ħWtot|ch〉 is a parameter related to the total transition probability per unit time from the
∣∣ch〉 state and usually
is estimated from experiment [363, 364].
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Volume V
kiΦ0 = c/V
dkf
kf
∆Ω
k2f∆Ω
Figure 8.3: Illustration of the differential scattering cross-section. The integration is over the values of kf accessible
within the solid angle element ∆Ω. Figure is reproduced from Ref. [365].
order perturbation theory is given by
W = 2piħ
∣∣∣∣∣∣〈 f ∣∣H′op ∣∣i〉+∑N
〈
f
∣∣H′op |n〉〈n|H′op ∣∣i〉
E i−En
∣∣∣∣∣∣
2
ρ(Ef ), (8.14)
where
∣∣i〉, |n〉 and ∣∣ f 〉 are initial, intermediate and final states, respectively. ρ(Ef ) is the density
of final states. The sum is over all possible intermediate states. The first-order term
〈
f
∣∣H′op ∣∣i〉
vanishes within the dipole approximation, according to the form of Eq.(8.4). Therefore, we ignore
this term in the following.
Here we use the standard method to derive the density of states ρ(Ef ), where it is assumed
that the X-rays and sample occupy a box of volume V . The scattering process involves absorption
of a single photon with known energy, momentum and polarization {ħω, ~k, ²} and emission
of another photon characterized by the parameters {ħω′, ~k′,²′}. We apply periodic boundary
conditions to the X-ray wave-functions and the uniform density of states is V /(2pi)3. The density
of states with energy Ef is equal to the number of states with wave vectors between k f and
k f +dk f . Therefore we have
ρ(Ef )=
( V
8pi3
)
k2f dkf∆Ω, (8.15)
where kf and the solid angle element ∆Ω are indicated in Fig.8.3. Since Ef = ħkf c = ħω′, it
follows that
k2f dkf =
1
ħ2c2E
2
f dkf =
ω′2
ħc3 dħω
′. (8.16)
ρ(Ef )=
( V
8pi3
)ω′2
ħc3 dħω
′∆Ω. (8.17)
The double differential cross section is obtained by substituting the MEs (8.9) and the den-
sity of states (8.17) into the expression of the transition rate (8.14), and further dividing the
transition rate by the incident flux (Φ0 = c/V ). The restriction on resonant inelastic scattering
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events is introduced by including a delta function δ(Egs+ħω−Ef s−ħω′) in Eq.(8.14). Thus the
form of the Kramers-Heisenberg dispersion formula [366] is:
d2σ~k,²
dΩdħω′ =
α2ħ2
c2
ωω′3
∣∣∣∣∣∣∑ch
〈
f s
∣∣~²′ · ~R ∣∣ch〉〈ch∣∣~² · ~R ∣∣gs〉
Egs+ħω−Ech
∣∣∣∣∣∣
2
×δ(Egs+ħω−Ef s−ħω′). (8.18)
Finite lifetimes for the excited core-hole states and final states are further introduced and they
are characterized by natural breadths Γch and Γf s, respectively. The summation should be made
over all available final states and the possible degeneracy of the ground state. The expression
for the RIXS double differential cross section that we used in our calculations is:
d2σ~k,²
dΩdħω′ =
α2ħ2
c2
ωω′3×∑
gs
1
ggs
∑
f s
∣∣∣∣∣∣∑ch
〈
f s
∣∣~²′ · ~R ∣∣ch〉〈ch∣∣~² · ~R ∣∣gs〉
Egs+ħω−Ech+ iΓch/2
∣∣∣∣∣∣
2
× Γfs/2pi
(Egs+ħω−Efs−ħω′)2+Γ2fs/4
, (8.19)
where the imaginary component iΓch is added to account for the lifetime of the intermediate
state.
8.5 Cu2+ d9 L3-edge RIXS spectra
The perovskite KCuF3 has attracted significant theoretical and experimental interest since the
1960s, given the strong coupling among the charge, orbital and spin degrees of freedom [367,
368] and effectively one-dimensional magnetic properties [369]. The crystal structure of KCuF3
is made up of distorted CuF6 octahedra, arranged in such a way as to give an almost equal
Cu-Cu distance along the three principal axes of the pseudocubic perovskite cell with lattice
parameters a = b = 8.28 Å and c = 7.85 Å [370]. The octahedral symmetry is broken well above
room temperature by JT cooperative distortions [368, 371]: CuF6 octahedra that are adjacent in
the ab-plane are alternately elongated along either the a- or b-axis. The degeneracy of the Cu eg
levels in an ideal perovskite lattice is therefore lifted, the ground state implying alternate hole
occupation of the 3dx2−z2 and 3dy2−z2 orbitals (orbital ordering effect), as shown in Fig.8.4(a).
In this section, we compute the Cu2+ d9 L3-edge RIXS spectra in KCuF3 using QC methods
and discuss the way to consider orbital ordering effects.
8.5.1 Computational scheme for Cu2+ d9 L-edge excitations
QC calculations were performed on an embedded cluster made of one CuF6 octahedron. Crystal-
lographic data as reported in Ref. [370] were employed to construct the cluster and the embed-
ding potential. The latter corresponds to a finite array of point charges fitted to reproduce the
crystal Madelung field in the cluster region [152]. For the Cu ion, we used all-electron triple-zeta
Douglas-Kroll basis sets with diffuse functions and weighted core-valence sets (aug-cc-pwCVTZ-
DK [372]) to capture core-valence correlation effects. For the six F ligands, all-electron double-
zeta Douglas-Kroll basis sets with diffuse functions (aug-cc-pVDZ-DK) [373] were used.
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Cu2+ 3d9 valence-excited states. To access the on-site Cu2+ 3d9 valence-excited states,
we used an active space of five 3d orbitals (t2g and eg) and nine electrons in the complete
active space self-consistent field (CASSCF) [63] calculations. The SCF optimization was carried
out for an average of all five doublet states associated with this manifold. The Pipek-Mezey
localization module[186] available in MOLPRO was employed for localizing the Cu and F orbitals.
On top of the CASSCF reference, the multireference configuration-interaction (MRCI) [230, 257]
expansion additionally includes single and double excitations from the Cu 2s,2p,3s,3p,3d shells
and the 2p orbitals of the F ligands. All five valence-excited doublet states entered the spin-orbit
calculations, both at the CASSCF and MRCI levels. Spin-orbit (SO) effects were accounted for
by diagonalizing the Breit-Pauli SO matrix in the basis of correlated scalar-relativistic states
[148]. Corresponding d-d excitation energies at different levels of approximation are presented
in Table 8.1.
Cu2+ 2p53d10 core-hole states. For the intermediate 2p53d10 core-hole states, the CASSCF
treatment was performed in terms of fifteen electrons and five Cu 3d orbitals plus three Cu 2p
orbitals while freezing these Cu 2p orbitals (with the occupation restriction of having maximum
five electrons) in the active space. The SCF optimization was carried out for an average of three
doublet states associated with the 2p53d10 configuration. Appropriate changes were operated in
the subsequent MRCI treatment such that the Cu 2p orbitals have at most five 2p electrons for
internal and semi-internal substitutions. The Cu 2s,2p,3s,3p,3d shells and F 2p shells were
correlated. The MRCI was performed as three-root calculation; these three core-hole states fur-
ther entered the spin-orbit calculations. Computed 2p63d9 → 2p53d10 excitation energies at
different levels of approximation are listed in Table 8.1.
Dipole transition matrix elements. The individual SCF optimizations of the valence-
excited and core-hole states leads to sets of nonorthogonal orbitals. The MRCI dipole transition
matrix elements between wave-functions expressed in terms of such nonorthogonal orbitals for
the 3d9 and 2p5d10 groups of states (i.e., five valence-excited and three core-hole states) were
derived according to the procedure described in Ref. [374].
The scattering geometry used in our computation is shown in Fig.8.4(c). The beam hits the
sample surface at an incident angle θ and the outgoing beam is collected at an angle Ω. The
scattering angle 180◦−Ω is fixed at 146◦. The momentum q transferred to the sample due to the
scattering process and its projection onto the sample ab-plane qa and c axis qc are also shown.
It should be noted that, for a fixed Ω, q is fixed, but qa and qc can be easily changed in both
magnitude and direction in reciprocal space by rotating the sample around an axis perpendicular
or parallel to the scattering plane (SP). According to the scattering geometry in Fig.8.4(c), we
define here the SP as parallel to the c axis and achieve different values of qc by changing the
incident angle θ. With such notations,∣∣q∣∣= ∣∣∣~kin−~kout∣∣∣= 2× ∣∣∣~kin∣∣∣×cos(Ω2
)
, (8.20)
∣∣qc∣∣= ∣∣q∣∣×sin(θ+ Ω2
)
,
∣∣qa∣∣= ∣∣q∣∣×cos(θ+ Ω2
)
, (8.21)
where ~kin (~kout) is the momentum carried by ingoing (outgoing) photons and we assume
∣∣∣~kin∣∣∣ ≈
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∣∣∣~kout∣∣∣. The incoming light is linearly polarized, either perpendicular to the SP (σ polarization) or
within the SP (pi polarization). For the outgoing radiation, we carry out a summation over the
two independent polarization directions.
For the analysis of the QC wave-functions, we use a local coordinate frame {x,y,z} with x,
y and z axes as indicated in Fig.8.4(b), which is the same with the frame defined in Fig.8.4(c).
The rotation of the σ, pi and pi′ (introduced as outgoing pi polarization) vectors as function of the
angle θ is described by the following geometrical relations:
~Dσ = ~D y,
~Dpi = ~Dx sinθ+~Dz cosθ,
~Dpi′ = ~Dx sin
(
θ+Ω)+~Dz cos(θ+Ω),
(8.22)
where ~Dkl² =
〈
Ψkfs
∣∣∣ e ·~R ∣∣∣Ψlc?〉 stands for dipole transition matrix elements. The expression for the
XA cross section in Eq.(8.13) changes then to
IXAS(ħω,²,θ)= 4pi2αħω∑
j
1
ggs
∑
l
∣∣∣∣〈Ψlc?∣∣∣~D² ∣∣∣Ψ jgs〉∣∣∣∣2
× Γc? /2pi
(E jgs+ħω−Elc?)2+ (Γc?)2/4
. (8.23)
The RIXS double differential cross section can be computed according to Eq.(8.19) by summing
a
b
c
a
Cu
F
K
b
x/a
y/b
z/c
Cu
F
c
c/z
b/y
a/x
~ω
~ω′
σ
pi
q qa
qc
θ
Ω
Figure 8.4: (a): Crystal structure and a possible orbital pattern in KCuF3. The hole in the Cu 3d shell alternately
occupies dx2−z2 and dy2−z2 orbitals. (b): The [CuF6] cluster used in the QC calculations. (c): The RIXS scattering
geometry used in our computation. Linearly polarized X-rays with energy ħω hit the surface (assumed to be parallel
to the ab-plane) of the sample at an incident angle θ and the outgoing beam with energy ħ′ω is collected at the
angle Ω. The SP is here the crystallographic (010) plane (and can be adjusted by rotating the cluster around the z
axis). The incident angle θ can be changed whereas the angle Ω is fixed as 34◦. The projection of the transferred
momentum q onto the ab-plane qa and on the c axis qc are also shown.
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Table 8.1: Relative energies for Cu2+ 3d9 and 2p53d10 states in KCuF3; units of eV are used. The Jahn-Teller
distortions occur within the xy plane. Each MRCI+SOC value stands for a spin-orbit Kramers doublet.
Hole orbital CASSCF MRCI MRCI+SOC Exp.a
dx2−z2 0.00 0.00 0.00 0.00
dy2 0.76 0.82 0.79 0.71–1.02
dxz 0.82 0.89 0.88 1.05–1.15
dxy 0.98 1.05 1.09 1.21–1.37
dyz 1.08 1.16 1.23 1.34–1.46
p3/2 940.50; 940.54 939.18; 939.21 932.46; 932.52 –
p1/2 940.60 939.28 952.74 –
a Optical absorption results reported in Ref. [375]. The two numbers correspond to the onsets
and the maxima of the absorption bands, respectively.
over the outgoing polarization directions:
IRIXS(ħω,ħω′,²,θ)=
d2σRIXS
~k,²
dΩ′dħω′ =
α2ħ2
e4c2
ωω′3
∑
²′
∑
j
1
ggs
∑
k
∣∣∣∣∣∣∣
∑
l
〈
Ψkfs
∣∣∣~D²′ ∣∣∣Ψlc?〉〈Ψlc?∣∣∣~D² ∣∣∣Ψ jgs〉
E jgs+ħω−Elc? + (iΓc?/2)
∣∣∣∣∣∣∣
2
× Γfs/2pi
(E jgs+ħω−Ekfs−ħω′)2+ (Γfs)2/4
. (8.24)
The natural widths Γc? and Γfs are here set to 1 eV and 0.16 eV, respectively, typical values for
Cu L-edge RIXS [335, 339].
8.5.2 Results and discussion
The d-d excitation energies from optical spectra of KCuF3 [375] are compared with QC cal-
culations in Table 8.1. The CASSCF and MRCI d-level splittings are very similar with those
obtained by using a more elaborated Hartree-Fock (HF) embedding [79]. In Table 8.1, the MRCI
treatment brings corrections of 0.06−0.08 eV to the CASSCF splittings, somewhat smaller than
for other cuprates discussed in Ref. [79]. This is related to the more ionic character of the Cu-F
bond in KCuF3 and smaller degree of Cu 3d and F 2p orbital mixing [79]. The MRCI results
tend to slightly underestimate the values corresponding to the maxima of the experimental ab-
sorption peaks [375], by 0.23−0.28 eV.
According to the relative energies of Cu2+ core-hole 2p53d10 states obtained from MRCI+SOC
calculations in Table 8.1, the 2p5 j = 3/2 quartet and j = 1/2 doublet are separated by ∼20 eV.
The Cu L3- and L2-edges are at ∼932.5 and ∼952.7 eV, respectively.
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Figure 8.5: Calculated (MRCI+SOC) RIXS double differential cross sections with σ- and pi-polarizations at different
transferred momenta qc (incident angle θ) for Cu2+ d9 ions in KCuF3. (a,b,c,d): RIXS spectra computed by defining
the SP as (010), (100), (110) and (11¯0), respectively.
By setting the energy of the incident photons at the Cu L3-edge (932.5 eV), the RIXS in-
tensities for σ- and pi-polarizations at different transferred momenta qc (incident angle θ) can
be computed. We use the scattering geometry shown in Fig.8.4(c) but adjust the SP as being
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either the crystallographic (010) or (110) plane by rotating the cluster around the z axis [see
Fig. 8.4(b)]. In order to account for the different orientation of the 3d hole orbitals on adjacent
Cu sites [3dy2−z2 and 3dz2−x2 , see Fig. 8.4(a)], we rotate the cluster around the z axis by 90◦.
In our case, after 90◦ rotation around the z axis, the SP’s (010) and (110) change to (100) and
(11¯0), respectively. The computed RIXS spectra for such different SP’s are presented in Fig.
8.5. These spectra [Fig. 8.5(a) and Fig. 8.5(b)], obtained by defining the SP’s either as (010)
and (100), reveal significantly different features. In particular, the intensities for σ-polarization
computed for the (100) plane are weaker as compared to those for the (010) plane. Differences
are also obvious between the intensities for pi-polarization, i.e., the intensity of the excitation
peak at ∼1.1 eV for the (100) plane is much stronger than that for the (010) plane and with θ
changing from 79◦ to ∼121◦ the intensities for all excitation peaks when having a (010) SP are
much weaker as compared to those for a (100) SP. On the other hand, with the same θ for either
σ- or pi-polarization, the intensities computed for the (110) and (11¯0) SP’s are identical.
8.6 Ni2+ d8 L3-edge RIXS spectra
In recent years, La2NiO4 has been extensively investigated because of its structural similarity
with the high-Tc superconductor La2CuO4. In both systems, the transition-metal-oxide planes,
NiO2 or CuO2, can be doped with hole-like charge carriers resulting in a large number of differ-
ent structural and electronic phases, in particular the superconducting phase in the case of the
cuprate [376–380]. For RIXS processes, the Ni2+ d8 configuration, with more than one single
hole in the initial configuration of the valence 3d shell, also involves more intermediate (thirty
core-hole states) and final states (twenty-five valence states), as compared to the case of the
Cu2+ d9 configuration (three core-hole states, five valence states). We apply here the method-
ology described in Section 8.5 to address the Ni2+ L-edge 2p→ 3d excitations in La2NiO4 and
compute the Ni2+ d8 L3-edge RIXS spectra.
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Figure 8.6: (a): Schematic representation of the orthorhombic La2NiO4 structure. (b): The [NiO6] cluster used in
QC calculations. (c): RIXS experimental scattering geometry. Linearly polarized X-rays with energy ħω are incident
upon the sample. The scattered photons (ħω′) are collected at 2β=130◦ and measured as a function of final energy.
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Table 8.2: 3d-shell energy levels for a Ni2+ 3d8 ion in La2NiO4; unless otherwise specified, units of eV are used. All
3d8 valence-excited states are listed. Notations corresponding to D4h point-group symmetry are used to label the
various states. For brevity, notations as in Oh symmetry are used for the 3d orbitals. Energies relative to the 3B1g
ground state are given. For all the high-spin states, only the lowest and highest SO components are given. The RIXS
experimental data are taken from Ref. [338].
Ni2+ 3d8 splittings CASSCF MRCI MRCI+SOC Exp.
3B1g (t62ge
2
g) 0.00 0.00 0.00 – 0.00 0.00
3Eg (t52ge
3
g) 0.72 0.77 0.72 – 0.84 1.06
3B2g (t52ge
3
g) 1.18 1.30 1.28 – 1.30
3A2g (t52ge
3
g, t
4
2ge
4
g) 1.40 1.47 1.44 – 1.48 1.61
1A1g (t62ge
2
g) 1.88 1.70 1.70
3Eg (t42ge
4
g, t
5
2ge
3
g) 1.64 1.79 1.78 – 1.85 2.29
1B1g (t62ge
2
g) 2.08 1.98 2.04
1Eg (t52ge
3
g) 2.71 2.67 2.67; 2.67 2.93
1B2g (t52ge
3
g) 3.08 3.11 3.08
3A2g (t42ge
4
g, t
5
2ge
3
g) 3.09 3.11 3.12 – 3.14 3.35
1A2g (t52ge
3
g) 3.49 3.30 3.32
3Eg (t52ge
3
g, t
4
2ge
4
g) 3.42 3.43 3.42 – 3.49 3.80
1A1g (t62ge
2
g, t
4
2ge
4
g) 3.66 3.52 3.57 –
1Eg (t52ge
3
g, t
4
2ge
4
g) 4.14 4.05 4.07; 4.07 –
1A1g (t42ge
4
g, t
6
2ge
2
g) 4.43 4.38 4.40 –
1Eg (t42ge
4
g, t
5
2ge
3
g) 4.54 4.49 4.50; 4.50 –
1B1g (t42ge
4
g) 4.55 4.52 4.54 –
1B2g (t42ge
4
g) 4.69 4.65 4.66 –
1A1g (t42ge
4
g, t
6
2ge
2
g) 7.76 7.63 7.65 –
8.6.1 Computational scheme for Ni2+ d8 L-edge excitations
QC calculations were carried out on one NiO6 octahedron as depicted in Fig.8.6(b), using the
crystal structure data reported in Ref. [381]. The farther solid-state surroundings were modeled
as a finite array of point charges fitted to reproduce the crystal Madelung field in the cluster
region [152]. For the Ni ion, we used all-electron triple-zeta Douglas-Kroll basis sets with dif-
fuse functions and weighted core-valence sets aug-cc-pwCVTZ-DK [372] to capture core-valence
correlation effects. For the six O ligands, all-electron double-zeta Douglas-Kroll basis sets with
diffuse functions aug-cc-pVDZ-DK [373] were used. All ab initio calculations were carried out
with the QC package MOLPRO [181].
3d8 valence-excited states. To access the Ni2+ 3d8 on-site valence-excited states, we
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Table 8.3: 3d-shell energy levels for a Ni2+ 3d8 ion in La2NiO4, obtained from QC calculations in which the SCF
optimization was performed for an average of the lowest one triplet and two singlet t62ge
2
g states (all values in eV).
The RIXS experimental data are taken from Ref. [338].
Ni2+ 3d8 splittings CASSCF MRCI MRCI+SOC Exp.
3B1g (t62ge
2
g) 0.00 0.00 0.00 – 0.00 0.00
3Eg (t52ge
3
g) 1.06 1.01 0.96 – 1.07 1.06
3B2g (t52ge
3
g) 1.63 1.61 1.60 – 1.62 1.61
3A2g (t52ge
3
g, t
4
2ge
4
g) 1.96 1.85 1.86 – 1.91
1A1g (t62ge
2
g) 2.07 1.77 1.72
3Eg (t42ge
4
g, t
5
2ge
3
g) 2.28 2.22 2.21 – 2.32 2.29
1B1g (t62ge
2
g) 2.29 2.06 2. 06
1Eg (t52ge
3
g) 3.30 3.01 3.02; 3.02 2.93
1B2g (t52ge
3
g) 3.79 3.55 3.57 3.35
3A2g (t42ge
4
g, t
5
2ge
3
g) 3.90 3.61 3.63 – 3.64
1A2g (t52ge
3
g) 3.91 3.64 3.65 3.80
1A1g (t62ge
2
g, t
4
2ge
4
g) 4.01 3.74 3.76
used an active space of five 3d orbitals (t2g and eg) and eight electrons in the CASSCF [63]
calculations. The SCF optimization was carried out for an average of ten triplet and fifteen
singlet states associated with this manifold. The Pipek-Mezey localization module [186] avail-
able in MOLPRO was employed for localizing the Ni and O orbitals. On top of the CASSCF
reference, the MRCI [230, 257] expansion additionally includes single and double excitations
from the Ni 2s,2p,3s,3p,3d shells and the 2p shells of the O ligands. All these valence-excited
states entered the spin-orbit calculations, both at the CASSCF and MRCI levels. SO effects
were accounted for by diagonalizing the Breit-Pauli SO matrix in the basis of correlated scalar-
relativistic states [148]. Corresponding d-d excitation energies at different levels of approxima-
tion are presented in Table 8.2.
We also carried out a set of calculations in which the SCF optimization of the valence-excited
states was performed for an average of the lowest one triplet and two singlet t62ge
2
g states. The
MRCI treatment was performed for both spin multiplicities, triplet and singlet, as eight- and
seven-root calculations, respectively; these MRCI states were further considered in the spin-
orbit calculations. Computed on-site d−d excitation energies at different levels of approximation
are provided in Table 8.3. More discussion and comparison with experimental data are provided
in section 8.6.2.
2p53d9 core-hole states. For the intermediate 2p53d9 core-hole states, the CASSCF treat-
ment was performed in terms of fourteen electrons and five Ni 3d orbitals plus three Ni 2p
orbitals while freezing these Ni 2p orbitals (with the occupation restriction of having maximum
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Table 8.4: Relative energies (eV) for Ni2+ 2p53d9 states in La2NiO4. The numbers of states included in the spin-orbit
treatments, i.e., singlet (S) and triplet (T), for 2p63d8 and 2p53d9 configurations are given in the first column.
States considered CAS+SOCa MRCI+SOCa Experiment
2p63d8(10T, 15S)
856.2 855.0
854.0b2p
53d9(15T, 15S)
2p6t62ge
2
g(1T) 855.0 853.6
2p5t62ge
3
g(6T)
a The relative energy is the energy difference between the lowest energies of the SO components asso-
ciated with the 2p63d8 and 2p53d9 configurations.
b This energy was measured as the maximum intensity of the L3-edge XAS [338].
five electrons) in the active space. The SCF optimization was carried out for an average of fifteen
triplet states associated with the 2p53d9 configurations. On top of the CASSCF reference, in or-
der to exclude the 2p63d8 valence-excited states, appropriate changes were further operated in
the subsequent MRCI treatment such that the Ni 2p orbitals have at most five 2p electrons
for internal and semi-internal substitutions in the case of the Ni 2p53d9 configuration. The
electrons of the Ni 2s,2p,3s,3p,3d shells and of the O 2p shells were correlated. The MRCI
was performed for each spin multiplicity, triplet or singlet, as fifteen-root calculation. All these
core-hole states entered the spin-orbit calculations.
Here we also performed additional calculations in which the SCF optimization of the valence-
excited 2p63d8 and core-hole 2p53d9 configurations were carried out for the triplet 3B1g (t62ge
2
g)
state and six triplet states associated with the 2p5t62ge
3
g configuration, respectively. In such
calculations, the MRCI treatment was performed for both spin multiplicities, triplet and singlet,
as one- and six-root calculations, respectively; all these states further entered the spin-orbit
calculations. Computed p3/2p6d9→p5d10 excitation energies at different levels of approximation
are listed in Table 8.4.
Dipole transition matrix elements. The dipole transition matrix elements between wave-
functions expressed in terms of such nonorthogonal orbitals were derived according to the pro-
cedure described in Ref. [374].
The Ni L3-edge RIXS measurements of La2NiO4 were performed by Fabbris et al. [338] in
Brookhaven National Laboratory. The experimental scattering geometry and the polarizations
are specified in Fig.8.6(c). Linearly polarized X-rays were incident at an angle (θ) with the sam-
ple plane. The latter has a c axis surface normal. The scattering angle between the incoming
and outgoing light beams was fixed to α=180◦−2β=50◦, while the incident angle θ was varied
from 20◦ to 120◦. The incoming light was linearly polarized, either perpendicular to the scat-
tering plane (σ polarization) or within the scattering plane (pi polarization). For the outgoing
radiation, we carried out a summation over the two independent polarization directions.
For the analysis of the QC wave-functions, we use a local coordinate frame {x,y,z} with x, y
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Figure 8.7: Calculated (MRCI+SOC) XA spectra for σ- and pi-polarizations with different incident angles θ for a Ni2+
d8 ion in La2NiO4. The L3-edge incident energy for RIXS is chosen as the maximum XAS intensity, as shown by the
red dashed line (∼855.5 eV).
and z along the a, b and c axes of the La2NiO4 unit cell, respectively. The rotation of the σ, pi
and pi′ (introduced as outgoing pi polarization) vectors as function of the angle θ is described by
the following geometrical relations:
~Dσ = ~D y,
~Dpi = ~Dx sinθ+~Dz cosθ,
~Dpi′ = ~Dx sin
(
θ+α)+~Dz cos(θ+α),
(8.25)
where ~Dkl² =
〈
Ψkfs
∣∣∣ e · ~R ∣∣∣Ψlc?〉 stands for dipole transition matrix elements.
The expressions for the XA cross section and the RIXS double differential cross section are
the same as Eq.8.23 and Eq.8.24. The natural widths Γc? and Γfs are here set as 0.4 eV and 0.15
eV, respectively, typical values for Ni L-edge RIXS [382, 383].
8.6.2 Results and discussion
In Table 8.4, with all 3d8 valence-excited and 2p63d9 core-hole states considered, the p3/2
2p63d9 → 2p53d10 excitation energy as computed at the CAS+SOC level overestimates by about
2.2 eV the experimental result. The MRCI+SOC treatment yields corrections of ∼1.2 eV, which
brings the ab initio value within 1.0 eV of the measured p3/2 XA edge. For the results in which
the 3B1g (t62ge
2
g) ground state and the six triplet states associated with the 2p
5t62ge
3
g configu-
ration were explicitly optimized, the p3/2 excitation energies decrease by 1.2 eV and 1.4 eV in
CAS+SOC and MRCI+SOC, respectively, as compared to these of the former set of calculations.
The calculated XA spectrum is presented in Fig.8.7. Inelastic scattering features are at
incident photon energies of 854− 860 and 872− 877 eV, which are the Ni L3- and L2-edges,
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Figure 8.8: Ni d8 L3-edge RIXS spectra in La2NiO4. (a): Experimental data and QC results compared for σ- and
pi-polarizations at an incident angle θ=20◦. (b): The experimental data and QC results compared for pi-polarization
at incident angles θ=20◦, 40◦, 60◦, 80◦, 100◦, 120◦.
respectively. The 2p core-hole states in La2NiO4 are split by approximately 18 eV due to SOC.
The effect of SOC is on the other hand fairly small for the Ni 3d8 valence states and brings only
tiny corrections to those relative energies. Experimentally, the L3-edge energy was set to the
maximum intensity of the L3 XAS [338]. Similarly, we set the L3-edge incident energy (∼855.5
eV) at the maximum XA intensity, as shown in Fig.8.7.
By setting the incident photon energy at the Ni L3-edge (855.5 eV), the RIXS intensities
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Figure 8.9: Theoretical I(Einc, Eloss) RIXS plots for La2NiO4 using the geometrical setup employed in the measure-
ments.
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for σ- and pi-polarizations at different incident angles θ were computed. Fig.8.8 shows the ab
initio results for full Ni L3-edge RIXS spectra along with experimental data. When changing
the incident angle θ, the evolution of the RIXS intensities is different for each of the main peaks,
which is also apparent from the I(Einc, Eloss) plots in Fig.8.9. Regarding the RIXS intensities
for pi-polarization at different incident angles θ, the QC data agree well with the experiment,
with all major trends well reproduced. The intensities of the two peaks in the range of 0.5 – 1.5
eV, in particular, clearly display distinct behavior with increasing angle θ – while the excitation
peak at about 0.8 eV first loses spectral weight then slightly increases (for the experimental
spectra the intensity of this excitation peak first increases with θ changing from 20◦ to 40◦),
the one at about 1.3 eV acquires more intensity then slightly decreases. With regard to peak
positions, the agreement with the experimental data is within 0.3 eV for the first excitation peak
(3Eg, t52ge
3
g). The second excitation peak has to do with the
3B2g(t52ge
3
g),
3A2g(t42ge
4
g, t
5
2ge
3
g) and
1A1g (t62ge
2
g) states. On the computational side, this excitation peak is slightly split apart at low
incident angles (θ = 20◦,40◦) but not strongly enough to be resolved as two individual peaks in
experiment. For the third excitation peak around 2.2 eV in experiment, the MRCI calculations
underestimate the relative energy by 0.4 eV. It should be noted that Ni 3d to O 2p charge-
transfer (CT) states are not included explicitly in these calculations, since it is computationally
more demanding to accurately model both the valence-excited and CT than only the valence-
excited states, and accordingly RIXS features from CT states are absent in the calculated RIXS
maps in Fig.8.9.
For the results of on-site d− d excitations presented in Table 8.3, in which the one triplet
and two singlet states associated with the t62ge
2
g configuration were explicitly optimized, the
agreement of MRCI with the RIXS experimental results is within ∼ 0.2 eV. In particular, within
the energy region up to 2.3 eV, the agreement between MRCI and experimental results is sig-
nificantly improved as compared to the results presented in Table 8.2. At first sight, it may
be surprising that the better agreement with experiment is obtained for optimizing the states
associated with the ground state (t62ge
2
g) configuration. The use of the state-average SCF opti-
mization only for the low excited states associated with the ground state (t62ge
2
g) configuration
(with large weight for ground state configuration), yields more suitable orbitals to represent
ground state, leading to a stabilization of energy of ground state and large d−d excitation en-
ergies.
It is seen that at 20◦ incident angle, for the third excitation peak in Fig.8.8(a), the intensities
with σ-polarization have predominant spectral weight in the RIXS experiment. However, the
σ- and pi-polarization intensities are similar for the ab initio results. In order to address these
different dichroism features between the RIXS experiment and ab initio results, we computed
L3-edge RIXS spectra of each spin-orbit coupled component associated with the 3B1g (t62ge
2
g)
ground state. The compositions of the spin-orbit eigenvectors for these three components on the
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Figure 8.10: (a) The experimental RIXS spectra for σ- and pi-polarizations at the incident angle θ=20◦. (b), (c) and
(d): Calculated (MRCI+SOC) RIXS spectra for σ- and pi-polarization at the incident angle θ=20◦ for each spin-orbit
coupled 3B1g component, φ1, φ2 and φ3 (see text).
basis of spin z-projection (sz) obtained from the MRCI+SOC calculations are:
φ1 ≈ 98.25%
∣∣∣3B1g, sz = 0〉+ 0.84% ∣∣∣3Eg, sz = 1〉 + 0.84% ∣∣∣3Eg, sz =−1〉 ,
φ2 ≈ 31.48%
∣∣∣3B1g, sz = 1〉+ 67.19% ∣∣∣3B1g, sz =−1〉+ 0.89% ∣∣∣3Eg, sz = 0〉 , (8.26)
φ3 ≈ 67.19%
∣∣∣3B1g, sz = 1〉+ 31.48% ∣∣∣3B1g, sz =−1〉+ 0.89% ∣∣∣3Eg, sz = 0〉 ,
where φ2 and φ3 have the same energy and the energy difference between φ1 and φ2 (φ3) is
Eφ2,φ3 −Eφ1 = 2.1 meV. The disentangled L3-edge RIXS spectra for each spin-orbit coupled com-
ponent φ1, φ2 and φ3 with σ- and pi-polarizations at the incident angle θ=20◦ are shown in
Fig.8.10. It is apparent that, for the third excitation peak, the computed RIXS spectrum for
component φ1 has a very similar dichroism feature with that of experiment, i.e., the intensities
of σ-polarization are predominant. Therefore, we argue that this dichroism feature revealed
from the RIXS experiment provides information on the spin orientation in the actual material.
In our ab initio calculations, the dipole transition matrix elements are absolute values, not
just relative estimates as in semi-empirical schemes. The theoretical plots presented in Fig.8.5,
Fig.8.8 and Fig.8.9 are based on such absolute values. With the absolute cross section, one can
quantify specific ‘scattering properties’ of the material, e.g. how many photons of particular
energy and polarization will be scattered by a given atomic site in a given direction [236].
8.7 Conclusions
In 3d TM compounds, the on-site d− d transitions and L-edge 2p→ 3d transitions are rela-
tively localized excitations, for which the number of electrons in the system is conserved and
the longer-range polarization effects are not very important. In such case, many-body schemes
based on relatively small clusters are able to describe the ‘local’ multiplet structure and repro-
duce the major features of RIXS spectra. We use a multireference configuration-interaction-type
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of methodology for the ab initio calculation of TM L-edge excitations of Cu2+ 3d9 ions in KCuF3
and Ni2+ 3d8 ions in La2NiO4. For the more convenient case of Cu2+ 3d9 ions in KCuF3, we
discuss the way to consider orbital ordering effects (alternately occupied 3dx2−z2 and 3dy2−z2
orbitals) in computing RIXS spectra. For the case of Ni2+ 3d8 ions in La2NiO4, which has more
than one single hole in the initial configuration of the valence 3d shell and also has more in-
termediate 2p53d9 and final 2p63d8 states in the RIXS process as compared with the Cu2+ 3d9
ion, the RIXS spectra obtained with our computational scheme show good agreement with ex-
perimental data, for both excitation energies and polarization- and angle- dependent intensities.
Chapter 9
Summary and outlook
This thesis focuses on the theoretical investigation of the electronic structure and magnetic
interactions present in 3d and 4d/5d transition metal (TM) compounds. We use many-body
quantum chemistry (QC) methods that provide a theoretical frame for the rigorous construction
and systematic improvement of correlated N-electron wave-functions. A summary of the results
discussed in this thesis and an outlook for future work are provided in the following.
In Chapter 3 we compute d−d transitions fully ab initio and assign excitation peaks of ex-
perimental spectra measured in spin-Peierls (SP) TiPO4 compound. In this material we find
that the d1 ground state is composed of an admixture of dz2 and dxz orbital character, which is
related to the large positive ionic charge at P sites in the xz plane (defining the shortest Ti-P
links) and of Ti nearest-neighbors (NN) along the z axis, see also Fig. 3.1. Such results on TiPO4
confirm for the 1D case cation charge-imbalance effects earlier evidenced in 2D [189, 262] and
3D [191, 271] systems. In addition, the magnitude of the NN Heisenberg magnetic coupling
calculated by QC methods compares well with resonant inelastic X-ray scattering (RIXS) exper-
imental data. We further demonstrate that the intersite exchange is very sensitive to the Ti-Ti
interatomic distance, which is relevant in the context of SP physics in TiPO4. In our ab ini-
tio calculations, due to the limitations of currently available computational resources, we only
computed the NN and next-nearest-neighbor (NNN) intrachain superexchange interaction (the
chain is defined by TiO6 octahedra along the c axis, see Fig. 3.1), while another puzzling aspect
is the strength and type of the interchain superexchange interaction.
In Chapter 4, we have studied the magnetic anisotropy of Fe ions within the Li3N lattice.
The calculated magnetic anisotropy splitting of 26.3 meV for Fe2+ d6 ions in D6h symmetry
compares favorably to values measured or computed by similar theoretical methods for Fe1+ d7
species with linear coordination. This substantial spin-reversal energy barrier of the Fe2+ ion is
associated with a a11ge
3
2ge
2
1g ground-state electron configuration. Our study therefore puts into
the spotlight the linearly coordinated Fe2+ d6 ion as candidate for viable SMM behavior. One in-
teresting aspect of future work on Fe ions within the Li3N lattice is superexchange interactions
between individual Fe ions that substitute the Li-1b sites. In particular, how large and which
sign are the Fe-Fe magnetic couplings for different types of units, for instance, the magnetic
couplings between the Fe ions bridged by one N ion along the c axis or between the NN Fe ions
in the ab plane (see Fig. 4.2(a)). Another interesting aspect is to substitute the Li-1b sites in
the Li3N matrix by other TM species, such as Mn, Co and Ni [219] or even 4d/5d TM elements.
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Of particular interests in this aspect are to investigate variations of the magnitude of magnetic
anisotropy and the d−d excitation energies, the effect of having a vacancy at the Li site nearby
the TM ion, as caused by different substituted TM species.
In Chapter 5 we address the effect of electron-lattice interactions on the magnetic proper-
ties of 4d and 5d TM ions with a formally degenerate t12g electron configuration in the double-
perovskite (DP) materials Ba2YMoO6, Ba2LiOsO6 and Ba2NaOsO6. Our analysis indicates that
the sizable magnetic moments and g-factors found experimentally are due to both strong TM d
− ligand p hybridization and dynamic Jahn-Teller effects. Our results also point out that cation
charge imbalance in the DP structure allows a fine tuning of the gap between the t2g and eg
levels. The mechanism has not been explored so far experimentally but seems to hold much
potential in the context of orbital engineering in TM compounds.
In Chapter 6 we report a study of magnetic exchange interactions in the S=3/2 orthorhombic
perovskite NaOsO3. We mapped the ab initio QC results onto model Hamiltonians including
both isotropic Heisenberg interactions and anisotropic Dzyaloshinskii- Moriya (DM) exchange.
We found antiferromagnetic (AFM) NN Heisenberg exchange interactions of Jac=24.4 meV and
Jb=20.9 meV, twice larger than the J extracted from the magnon excitation spectra reported in
Ref. [272]. The QC results motivate further experimental measurements or theoretical analysis
to clarify the magnitude of the NN Heisenberg couplings and more detailed investigations of the
adiabatic magnon spectra in NaOsO3.
In Chapter 7 we provide valuable insights on the effective magnetic interactions in 5d and
4d oxides with face-sharing oxygen octahedra, BaIrO3 and BaRhO3, for different bond-angles
and bond-lengths. The large AFM Heisenberg interactions computed here emphasize the subtle
interplay among strong spin-orbit interactions, direct intersite orbital overlap and orbital bond-
ing, and couplings to the lattice degrees of freedom in face-sharing compounds. For future work,
one interesting question is what if there are unpaired electrons localized on dimers of the Ir/Rh
atoms. One example is Ba3InIr2O9, where mixed-valence Ir2O9 with Ir4.5+ are formed, sharing
one unpaired electron per dimer [311]. Such mixed-valence dimers with an unpaired electron
delocalized between the two Ir4.5+ ions are very different from the conventional dimers formed
by two magnetic ions holding one unpaired electron each. More recently, the mixed-valence
iridates have attracted much attention since they are proposed as a promising playground for
unexplored electronic states and new regimes of anisotropic exchange interactions [311].
In Chapter 8 we apply a computational scheme for computing intensities as measured in
X-ray absorption and RIXS experiments. We take into account the readjustment of the charge
distribution in the ‘vicinity’ of an excited electron for the modeling of RIXS. For L3-edge spectra
of Cu2+ 3d9 ions in KCuF3, we discuss the way to consider orbital ordering effects (alternately
occupied dx2−z2 and dy2−z2 orbitals). For L3-edge spectra of Ni2+ 3d8 ions in La2NiO4, the com-
puted spectra reproduce trends found experimentally for the incoming-photon incident-angle
and polarization dependence. For future studies, one aspect is to carry out more involved calcu-
lations using the same computational scheme for arbitrary electron configuration of the valence
3d-shell (dn) in TM compounds. Another aspect is to perform investigations with the similar
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computational procedure on 5d TM materials.
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