The time to suppression of HIV-1 viremia to below the limit of detection of standard clinical assays is an important prognostic indicator for patients on highly active antiretroviral therapy (HAART). Recent clinical trials of the integrase inhibitor raltegravir have demonstrated more rapid viral decay than previously seen with reverse transcriptase (RT) or protease inhibitor-based regimens. Because of the therapeutic importance of drugs that target different steps in the virus life cycle, it is imperative to consider whether viral dynamics are affected by the stage of the viral life cycle at which an antiretroviral drug acts. We use a mathematical model to investigate the effects of various drug classes on the dynamics of HIV-1 decay and show that the stage at which a drug acts affects the dynamics of viral decay. We find that the drug class acting latest in the viral life cycle dictates the dynamics of HIV-1 decay. In general, we find that the later in the life cycle an inhibitor acts, the more rapid the decay in viremia, and we illustrate this by comparing the effect of RT and integrase inhibitors on viral dynamics. We conclude that the rapid decay observed in patients on integrase-inhibitor-containing regimens is not necessarily an indication of greater drug efficacy but rather an expected consequence of the fact that this drug acts later in the life cycle. We propose that clinically observed viral decay rates for HAART regimens should be evaluated in the context of the drug classes that are represented.
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highly active antiretroviral therapy ͉ integrase inhibitor ͉ viral decay ͉ viral dynamics ͉ raltegravir E arly studies of viral dynamics in patients on antiretroviral therapy revealed the decay characteristics of free virus and the turnover of virus-producing cells in HIV-1-infected individuals (1) (2) (3) (4) . As a result of these and subsequent clinical studies (5, 6) , combination antiretroviral therapy quickly became the standard of care for treatment of HIV-1 infection. This therapy, termed highly active antiretroviral therapy (HAART), can reduce viremia to below the clinical limit of detection (Ͻ50 HIV-1 RNA copies/ml) in adherent patients (7) .
Upon initiation of HAART, viremia decays with at least three phases (1) (2) (3) 7) . The first phase reflects the decay of productively infected CD4 ϩ T lymphoblasts, whereas the second phase results from the decay of chronically infected cells, possibly macrophages or CD4
ϩ T cells in a lower state of activation (3, (8) (9) (10) (11) ). An extremely slow third phase of decay occurs after the viral load drops below the limit of detection of clinical assays and is believed to be due to release of virus from latently infected resting CD4 ϩ T cells that become activated (7, 9, (12) (13) (14) (15) and from some other unidentified source (16) .
Over the years, HAART has been refined based on clinical data (17) . New classes of antiretroviral drugs, including those acting at different stages of the viral life cycle, are being introduced (18, 19) , and it is important to understand the effects that these drugs will have on the decay of viral load. Raltegravir (MK-0518), a promising integrase inhibitor, provides an excellent example (18) . Patients taking a raltegravir-based HAART regimen have a faster time to suppression of viremia than patients taking a HAART regimen based on the potent nonnucleoside reverse transcriptase (RT) inhibitor efavirenz (20, 45) . Because the rate of viral-load decay is used as a measure of the effectiveness of antiretroviral drugs and drug regimens (21) (22) (23) , this observation suggests that raltegravir may be an even more effective drug than efavirenz, a drug that is the mainstay of the recommended initial HAART regimen. However, an analysis of viral dynamics in the presence of the different drug classes is required before such a conclusion can be drawn.
Here, we describe a model of HIV-1 dynamics based on previous models (3, 8, (24) (25) (26) (27) , but which incorporates the effects of drugs acting at different stages in the viral life cycle on the first-and second-phase decay rates of plasma virus. Our model predicts that the stage in the life cycle at which different drugs act (e.g., RT vs. integrase inhibitors) will affect the observed decay rates of viremia independent of drug efficacy. Because viral decay rates have been used to assess the efficacy of HAART regimens (21) (22) (23) , these results have wide implications.
Results

Development of a Mathematical
Model of Viral Dynamics. To examine whether inhibition at different stages of the viral life cycle results in different decay characteristics of HIV-1 viremia, we construct a mathematical model of host cell and viral dynamics based on well established models (3, 8, (24) (25) (26) (27) . Our model (Fig. 1 ) considers two populations of target cells, the CD4 ϩ T lymphoblasts (T), which produce most of the plasma virus (28) and are responsible for first-phase decay, and the cells responsible for second-phase decay. The latter may be macrophages, CD4 ϩ T cells in a lower state of activation or another cell type, but for convenience, they are designated here as M cells. Each of these cell types can be in an uninfected state (T U , M U ), an early stage of infection (T 1 , M 1 ), or a late stage of infection (T 2 , M 2 ). We do not a priori specify a particular point in the virus life cycle that distinguishes early-stageinfected cells from late-stage-infected cells. Thus, our model and its solutions are general and may be used to compare the viral dynamics caused by any two drugs acting at different stages of the viral life cycle. Below, we first develop the general model, and then we compare different pairs of drugs. For each comparison, we define the boundary between the early and the late stages, such that the drug acting latest in the viral life cycle prevents transition from the early to the late stage. Consequently, we must make parameter choices about the duration of early and late stages in the context of the specific two drugs we are comparing.
All production of CD4 ϩ T lymphoblasts (e.g., by activation of resting CD4 ϩ T cells and thymic or homeostatic production) is reflected by a zero-order rate constant, T , and production of M cells is similarly reflected by zero-order constant M . Free virus infects CD4
ϩ T lymphoblasts to produce early-stage-infected lymphoblasts at a rate controlled by the constant ␤ T , which represents the viral infectivity. ϩ T lymphoblasts die with rates ␦ T 1 and ␦ T 2 , respectively. We do not make any assumptions about how these cells die [e.g., from cytotoxic T lymphocyte (CTL) response or the cytopathic effects of viral proteins]. We assume only that infected cells die at the specified constant death rates. Other models of HIV dynamics have included an explicit role for CTL killing (27) . However, in our analysis, the mechanism of cell death is not critical; only the time scale on which infected cells die matters to our results. Uninfected CD4 ϩ T lymphoblasts can be lost by conversion into nonpermissive resting T cells or by cell death. Resting T cells cannot be productively infected by HIV-1 and are therefore irrelevant for our model. We therefore incorporate all loss of uninfected CD4 ϩ T lymphoblasts under the rate constant ␦ T U . Similarly, we represent loss of second-phase target cells (M cells) with the rate constant ␦ M U and the death rate constants of early-and late-stage-infected M cells as
Even though we do not specify at this point what the two stages of infection are, we assume that only cells in the late stage (T 2 , M 2 ) produce free virus (V) with production rates of N T and N M . We believe this assumption is reasonable, because virus production is typically the last stage of the viral life cycle. Nevertheless, the model may easily be changed to accommodate virus production by earlystage-infected cells as well.
Our model is defined by a system of seven ordinary differential equations:
Parameter values were chosen to be consistent with previously reported measurements and are discussed under ''Parameter choices'' in supporting information (SI) Text. In the following, we analyze how the first-and second-phase decay rates of HIV-1 viremia will differ for drugs that reduce either ␤ or k.
To obtain explicit solutions for the dynamics of infected cells and free virus after a drug is given (i.e., a complete block in at least one critical process of the viral life cycle), we make several simplifying assumptions. First, because first-phase decay is governed by decay of virus-producing infected CD4 ϩ T lymphoblasts (T 2 cells in our model) and insignificantly affected by chronically infected cells (8, 24) , we ignore infected M cells for analysis of the first-phase decay rate. Because free virions have a high turnover rate (3, 24, 29) and are made by late-stage infected CD4 ϩ T lymphoblasts (T 2 ), their dynamics closely resemble those of T 2 cells. Inclusion of the decay of free virions results in a slight ''shoulder'' in the decay curve for plasma virus, lasting only for Ϸ1/c or Ϸ1 h (3, 8, 24, 30) . After that time, the decay of plasma virus parallels the decay of T 2 cells. Therefore, we also remove the explicit representation of free virions from our model and instead represent them with T 2 cells. Thus, the rate of infection is represented as a nonlinear term (␤T U T 2 ) proportional to both the target (uninfected) CD4 ϩ T lymphoblasts and the late-stage-infected CD4 ϩ T lymphoblasts (31) . Second, we assume that T U changes slowly compared with T 1 or T 2 in the setting of HAART (8) . Therefore, we can substitute the pretherapy steady-state value of target cells (T U ) for T U in Eqs. 1 and 2 (substitution of the posttherapy value of T U does not change our calculations). These simplifications allow us to reduce our model to a system of two linear ordinary differential equations:
With the initial conditions that T 1 and T 2 are at their pretherapy steady-state levels (T 1 and T 2 , respectively), and under the assumption that either k T or ␤ T or both are zero, we find that
, and late-stage-infected M cells (M2). The death rates of these cell are represented by ␦T U , ␦T 1 , ␦T 2 , ␦M U , ␦M 1 , and ␦ M2, respectively. kT and kM define the rates at which T1 transition to T2 and M1 transition to M2, respectively. Free virus (V) is cleared at a rate c and produced by T 2 with a burst size of NT and by M 2 with burst size NM. T and M represent CD4 ϩ T lymphoblast and M cell production. ␤T and ␤M reflect virus infectivity with respect to CD4 ϩ T lymphoblasts and M cells.
where
Eq. 8 describes the dynamics of the late-stage-infected CD4 ϩ T cells at time t after one or more drugs have completely blocked at least one critical process of the viral life cycle (i.e., 100% drug efficacy at k T , ␤ T , or both). The drug-specific solutions are obtained by setting k T , ␤ T , or both equal to zero, depending on the drug or drugs that are given. Although both V and T 2 are rapidly changing, the time scale on which T 2 decays is much slower than the time scale on which V decays. Therefore, T 2 is in a quasisteady state relative to V during the first-phase decay of viremia, and we can approximate that V(t) ϭ N T T 2 (t)/c. Implicit in our calculations is the assumption that the death rate of infected cells is not affected by any variation in CTL number, which may occur after initiation of HAART (32) . Whether CTL number varies significantly over the time scale that we are concerned with (i.e., 4 weeks) remains an open question (32) .
To understand how inhibition of viral replication by drugs acting at k T vs. ␤ T affects the decay of viremia, we assume complete suppression of viral replication by the drugs. By setting Eq. 3 equal to zero, we see that the pretherapy steady-state values of T 1 and T 2 , T 1 and T 2 respectively, are related by the expression
We consider three cases for V(t) ϭ N T T 2 (t)/c:
Inhibition of viral replication by blocking the transition from
In this case, viremia decays according to a strict exponential decay with a rate of ␦ T 2 .
2. Inhibition of viral replication by blocking new infection events. In this case, ␤ T . Here, V(t) is reduced to:
[10]
In this case, viremia asymptotically decays as an exponential decay with a decay rate equal to the smaller of ␦ T 2 or ␦ T 1 after an initial shoulder phase that lasts for a period of 1 over the greater of
3. Inhibition of viral replication by two drugs, one of which stops new infection events and the other of which blocks the transition of from T 1 to T 2 . In this situation, ␤ T ϭ 0 and k T ϭ 0. V(t) is reduced to Eq. 9:
Clearly, the equations for cases 1 and 2 are different. In case 1, which represents inhibition at an intermediate or late stage in the virus life cycle, the first-phase decay of viremia is governed entirely by the death rate of T 2 . This is a reasonable finding, because, without the further generation of virus-producing cells, the firstphase decay of the viremia should reflect the decay of the remaining virus-producing cells. In case 2, which represents inhibition of early stages of infection, the first-phase decay of viremia reflects the decay of virus-producing cells and the decay of early-stage-infected CD4 ϩ T lymphoblasts and the time it takes for these cells to become virus-producing cells, as reflected by the rate constant k T . The precise behavior of the first-phase decay of viremia, as reflected by Eq. 8, depends on the relative magnitudes of ␦ T 1 , ␦ T 2 , and k T , although the decay rate asymptotically reaches the smaller of (␦ T 1 ϩ k T ) or ␦ T 2 . Based on the behavior described in cases 1 and 2, there are two possible scenarios that may occur depending on the relative magnitudes of ␦ T 1 , ␦ T 2 , and k T (Table 1) . If the decay rate of viremia increases when inhibition occurs at k T compared with ␤ T , then that suggests 
from which we can show (similar to our analysis above) that the decay of free virus released by M cells may be expressed as
for k M ϭ 0 and ␤ M ϭ 0, respectively. Eqs. 11 and 12 have behaviors corresponding to cases 1-3 and Table 1 described above.
Effects of an Integrase Inhibitor on the First-and Second-Phase Decay.
Recent clinical trials of the integrase inhibitor raltegravir have demonstrated very promising results, with patients on a raltegravirbased HAART regimen exhibiting a decreased time to suppression of viremia to Ͻ50 copies/ml (20, 45) . In patients on a raltegravirbased HAART regimen, preliminary reports suggest unique viral 
Decay rate Increases No change ''Shoulder'' length Decreases Decreases dynamics including a slightly faster first-phase decay rate and reduced contribution of the second-phase decay to viremia. We emphasize that the decay dynamics on raltegravir are not yet well understood. However, because the preliminary data from the raltegravir trials are so striking and might suggest a greater efficacy of this class of drugs, it is important to determine whether the unique decay dynamics and the decreased time to suppression of viremia in patients treated with an integrase inhibitor could be a consequence of the stage in the viral life cycle that is affected. The most recent clinical trials have compared raltegravir on the background of the nucleoside/nucleotide analogue RT inhibitors (NRTI) tenofovir and 3TC to efavirenz on the same background (20, 45) . In the setting of complete suppression of viral replication by the integrase inhibitor raltegravir, the decay kinetics will be determined by raltegravir (the drug acting latest in the viral life cycle; case 3 above). By assuming complete suppression of viral replication by efavirenz alone or in combination with NRTIs (which act at the same stage in the viral life cycle), we use our model to directly compare HAART regimens where the final inhibited stage of the viral life cycle is at reverse transcription vs. integration of the HIV-1 genome. Because integrase inhibitors act at a later point in the viral cycle than do RT inhibitors, we distinguish early-and late-stage-infected cells by integration of HIV-1 into the host genome. Therefore, for this comparison of RT inhibitors vs. integrase inhibitors, we assume that T 1 represents infected CD4 ϩ T lymphoblasts before integration, whereas T 2 represents infected lymphoblasts after integration. In this context, k T represents the average rate at which infected lymphoblasts complete integration. Furthermore, ␦ T 1 represents the death rate of infected lymphoblasts before integration, and ␦ T 2 represents the death rate of infected lymphoblasts containing an integrated HIV-1 genome.
From Eqs. 9 and 10, we see that decay depends on the relative values of k T , ␦ T 1 , and ␦ T 2 . If we assume that raltegravir blocks viral replication by reducing k T to zero, then viremia will decay according to Eq. 9 as
Therefore, the model predicts that raltegravir would cause viremia to demonstrate a first phase of decay that reflects the death rate of infected CD4 ϩ T lymphoblasts with an integrated HIV-1 genome. As discussed above, RT inhibitors act early in the life cycle, and for this analysis, we can consider they prevent the establishment of infection by reducing ␤ to zero. In the presence of RT inhibitors, viremia will decay according to Eq. 10. However, the behavior of Eq. 10 depends on the relative magnitude of ␦ T 2 compared with k T ϩ ␦ T 1 ( Table 1) . Examination of data from recent clinical trials suggests that the first-phase decay rate is slightly faster in the presence of raltegravir compared with efavirenz (45) . This observation and our model therefore suggest that (Table 1) . Infected lymphoblasts that do not contain integrated HIV-1 DNA have limited ability to express viral genes and are less likely to be susceptible to CTL and viral cytopathic effects, whereas infected lymphoblasts with integrated HIV-1 DNA express viral genes are therefore more susceptible to CTL killing and the cytopathic effects of such viral proteins as gag, vpr, nef, and env, suggesting that ␦ T 2 Ͼ ␦ T 1 . Although the process of integration is in general rapid in infected CD4 ϩ T cell lymphoblasts, this process is not efficient in the sense that many integrated proviruses are not replication-competent (33) (34) (35) . This inefficiency may be reflected in a low value for k T , where k T represents the rate of integration events leading to productively infected cells. Therefore, it is reasonable that ␦ T 2 Ͼ ␦ T 1 ϩ k T , and indeed we can simulate first-phase decay dynamics of viremia that resemble those observed in raltegravir clinical trials using parameters meeting the criterion ␦ T 2 Ͼ ␦ T 1 ϩ k T (Fig. 2A ). Although our model also predicts a slight shoulder in the decay of viremia with the RT inhibitor, which is not present with an integrase inhibitor, the time scale of this shoulder (1/␦ T 2 ) is very short and does not contribute to the observed viral dynamics as much as the actual first-phase exponential decay rate. The finding that the first-phase decay extends further with a raltegravir-based HAART regimen suggests that raltegravir decreases the contribution of infected M cells to viremia. However, the clinical data show that second-phase rate of decay is not different between a raltegravir-based compared with an efavirenz-based HAART regimen (45) . We can use our model to gain some insight into the origin and dynamics of the second-phase decay of viremia.
If the rate of the second-phase decay does not differ when infection is blocked at the integration step vs. the RT step, then from Eqs. 11 and 12, we can conclude that (Table 1) . Thus, in the long term, viremia decays exponentially in the presence of RT or integrase inhibitor with rate ␦ M 2 , which is approximately equal to Ϫln(2)/14 days) ϭ Ϫ0.0495 day Ϫ1 . This is consistent with idea that the second phase of decay represents chronically infected cells that are less sensitive to the cytopathic effects of the virus (9, 36) .
From raltegravir clinical trials and our model predictions, the cellular source of the second-phase decay of viremia must have the property that
Several candidates for the cellular source of the second-phase decay have been proposed. The two primary candidates are infected macrophages and resting CD4 ϩ T cells in a state of preintegration latency. In HIV-1-infected macrophages, which decay slowly and are resistant to the cytopathic effects of HIV-1 gene expression (i.e., small ␦ M 2 ), the time from infection to integration and subsequent HIV-1 gene expression (Ϸ1/k M ) is on the order of 3 days (37, 38), corresponding to k M ϭ 1/3 day Ϫ1 . Therefore, macrophages meet our inferred criteria that
for the cellular source of the second-phase decay (Fig. 2B) . In any event, the cellular source of the second-phase decay of viremia has a reduced contribution to viremia in the presence of an integrase inhibitor compared with an RT inhibitor, because no virus is ever produced by the subset of infected cells that are beyond reverse transcription but before integration (M 1 cells).
In the presence of an RT inhibitor, these cells would have produced virus and therefore delayed the decay of viremia on the order of 1/(␦ M 1 ϩ k M ) before reaching an exponential decay. In contrast, infected resting CD4 ϩ T cells with unintegrated HIV-1 DNA produce virus only after activation and then would be expected to have a rapid decay rate (39) . From our previously reported work on the kinetic properties of these cells (39) , it is clear that
ϩ T cells in the state of preintegration latency. If the second-phase decay originated from resting CD4 ϩ T cells in a state of preintegration latency, we would have expected that patients taking the integrase inhibitor raltegravir would exhibit a faster second-phase viral decay rate than patients on efavirenz (Table 1) . Finally, although our analysis suggests that infected macrophages demonstrate kinetics of infection that are consistent with experimental observations of the second-phase decay, we emphasize that our analysis cannot be used to establish that macrophages produce the second-phase decay of viremia.
Combining our findings for the first-and second-phase decay dynamics with parameter choices that we inferred from previously observed viral dynamics, we find viral dynamics that resemble those observed in integrase inhibitor trials (Fig. 2C ). From case 3 described above, these result extends to any HAART regimen composed of RT and/or protease inhibitors compared with one that is based on an integrase inhibitor. These simulations demonstrate that the clinically observed viral dynamics and decreased time to suppression of viremia to Ͻ50 copies/ml upon treatment with a raltegravir-vs. efavirenz-based HAART regimen may be explained by the faster average death rate of infected CD4 ϩ T lymphoblasts that have progressed beyond HIV-1 integration compared with the death rate of infected CD4 ϩ T lymphoblasts that have progressed beyond reverse transcription along with raltegravir's ability to eliminate the ''shoulder'' phase delay of infected M cells. More importantly, the results of our simulations demonstrate that antiretroviral drugs acting at different stages of the life cycle (e.g., RT inhibitor compared with integrase inhibitor) may cause different decay rates of viremia without any difference in ability to suppress viral replication.
Discussion
Mathematical modeling of HIV-1 viral dynamics has offered many insights into the pathogenesis and treatment of HIV-1 (1, 2, 8, 14, 24, 25, 27, 30, (40) (41) (42) (43) . In addition to providing a theoretical basis for clinical observations of steady-state viremia, these studies have also provided a framework for evaluation of the performance of HAART regimens. In particular, modeling has been useful in explaining the three observed phases of decay of viremia after the initiation of HAART. Because mathematical models suggest that the rates of decay may be faster in the presence of greater suppression of viral replication, drug regimens that maximize these decay rates are sought in clinical trials.
A number of new antiretroviral drugs target different stages of the viral life cycle. In addition to RT and protease inhibitors, entry inhibitors, fusions inhibitors, integrase inhibitors, and maturation inhibitors have been investigated in the last few years (44) . As new drugs go through the clinical trial process, it is important to understand whether an observed difference in the decay dynamics between drugs acting at different stages of the viral life cycle is due to differences in drug efficacy. In this article, we present a mathematical model that reflects different stages of the viral life cycle in infected CD4 ϩ T lymphoblasts and infected virus producing M cells. We explicitly model two stages in the viral life cycle that are not specified a priori but are determined by the drug comparison that will be performed. Previous work has demonstrated how the presence of multiple discrete stages in the viral life cycle within infected cells can lead to more complex viral dynamics than a simple exponential decay (25) . Our results support these findings, in that our simulations also show how decay of infected cells may cause a shoulder phase in the decay of viremia. Our model incorporates only one early and one late stage of the viral life cycle in infected cells, although these stages could be further divided into arbitrarily more stages reflecting different processes in the viral life cycle. For short-lived infected CD4 ϩ T cells, models incorporating additional stages of the viral life cycle, such as a virus-producing stage (27) , can be reduced to a two-stage model because of the short time scales of the stages not immediately relevant to our analysis. In general, addition of more stages of the viral life cycle to the model complicates the predicted viral dynamics but does not change the results, namely that only stages in the viral life cycle after the latest-acting drug affect the decay of viremia, that the asymptotic exponential decay is determined by the slowest-decaying of these stages, and that the shape of the shoulder phase before the asymptotic decay is influenced by the number and individual decay rates of all these stages (SI Text). Therefore, our results would not qualitatively change with incorporation of more stages of the viral life cycle into the model. However, because our model includes only two stages of the viral life cycle, it is limited in its ability to predict the exact shape of the viral load decay curve, an issue that is common to every model of HIV-1 viral dynamics that does not incorporate multiple stages of the viral life cycle.
With our model, we are able to separately analyze the first-and second-phase decay dynamics of viremia to understand how drugs acting at different stages of the viral life cycle affect these decay dynamics. In doing so, we assume complete suppression of viral replication by the drugs, i.e., each drug has 100% efficacy, regardless of which stage of the viral life cycle is inhibited. Although we do not study the complex viral dynamics that may result from rapid expansion of T lymphoblasts, which compensates for the effects of drugs during incomplete suppression of viral replication (27) , we do develop a clear understanding of how drugs acting at different stages of the viral life cycle may differentially affect viral dynamics. Interestingly, we find that the decay rates that characterize the first and second phases of decay of viremia are affected by where in the viral life cycle a drug acts. Our model predicts that the maximum attainable decay rates for the different phases of decay could come from drugs that block viral replication at late phases of the viral life cycle. Using previously reported information on the kinetics of the HIV-1 life cycle in infected CD4 ϩ T lymphoblasts and other cell types such as macrophages, we have shown that the reported differences in the viral decay between raltegravir-and efavirenzbased regimens (20, 45) could easily be due to the stage in the viral life cycle at which each respective drug acts rather than differences in the degree of suppression of viral replication. Although the analysis and interpretation of raltegravir trial data are ongoing, our analysis of the current interpretations of the raltegravir data is a timely reminder that enhanced suppression of viral replication is not the only mechanism through which the time to suppression of viremia to Ͻ50 copies/ml may be decreased. In fact, we have explicitly described how the decay dynamics of the different phases of viral decay may change depending on the kinetic properties of infected CD4 ϩ T lymphoblasts and infected M cells.
Based on the results presented above, we predict that future drugs acting at later stages of the HIV-1 life cycle may be capable of producing even faster decay rates than the most potent protease, RT, or integrase inhibitors. In particular, assembly and maturation inhibitors that prevent release of any viral particles from infected cells may cause viremia to decay with a rate equal to the clearance rate of free virus (although maturation inhibitors that allow release of noninfectious viral particles will exhibit the same viral dynamics as protease inhibitors). These decay dynamics will be a consequence of the stage in the viral life cycle at which these drugs act and not drug efficacy.
In the past, the time to suppression of viremia has been identified as an important prognostic indicator for patient performance on HAART (22, 23) . Our results show that the stage in the HIV-1 life cycle at which a drug acts may affect the observed decay dynamics. Nonetheless, we do not discount the evidence that observed viral decay rates have prognostic value. Clearly, suppression will take longer in patients taking drugs that produce suboptimal suppression of viral replication. We do, however, propose that the observed viral decay rates must be viewed in the context of the drugs in the HAART regimen. Before the advent of integrase inhibitors, all available antiretroviral drugs acted at relatively early stages in the HIV-1 life cycle, so that viral decay dynamics were not significantly different. In this situation, comparing viral decay rates across all HAART regimens may have been appropriate as an indicator of drug efficacy. However, as drugs that act later in the HIV-1 life cycle are introduced, we predict that each drug class will have a maximum viral decay rate which occurs at 100% suppression of viral replication, and which will correspond to the decay rates of virus-producing cells beyond the block in replication produced by each drug class. Furthermore, the maximum potential viral decay rate of a HAART regimen will be dictated by the drug in the regimen that acts furthest in the HIV-1 life cycle. Therefore, we believe that the clinically observed viral decays produced by HAART must be evaluated in the context of the drugs in the regimen, especially as antiretroviral drugs become increasingly potent, thus likely reducing viral replication to inconsequential levels. These results are also applicable to chemotherapeutic treatment and subsequent decay of other pathogenic agents. Therefore, we believe that the principles proposed in this article should be considered in any clinical setting where the dynamics of a pathogenic agent are used as a marker for treatment efficacy.
Methods
Model Simulations. All simulations and calculations were performed with Matlab Version 7.2.0.232 (The MathWorks). In particular, simulations were generated by solving Eqs. 1-7 with the standard Matlab ODE suite of programs.
