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ABSTRACT:
It has been well established that energy can be saved in heating or cooling buildings if com-
fortable temperatures are maintained only when people are present. Many systems have been
developed which use timers to control temperature settings according to people's daily cycles,
but these often require excessive interaction with the user.
This thesis presents a novel application of machine learning concepts to enable a system
to automatically learn and predict people's behavior patterns. With sensors to detect the
presence of people in different parts of a building, the predictive ability is used to anticipate
where people will be so as to accomodate for the delay between the time the temperature
setting is changed and the time the desired temperature is finally obtained. Since the system
learns behavior patterns automatically, it requires very little user interaction to do a good
job of saving energy and maintaining user comfort.
A computer simulation of this system has been developed and tested on genuine behavior
data. Results from these tests show that the system can save from two to three times the
energy saved with night setback alone while providing very reasonable comfort levels as well.
Thesis Supervisor: Edward Fredkin
Title: Professor of Electrical Engineering and Computer Science
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1. INTRODUCTION
A wide variety of automatic temperature control systems have been available for homes
and industry for quite some time. These systems range from simple thermostat controls to
sophisticated computerized timing systems. In all systems there is a trade-off between energy
consumption and user comfort. Occasionally, this trade-off may be altered by reducing energy
consumption while still maintaining user comfort, but this generally involves greater system
complexity. Such complexity is often self defeating because it makes the system more difficult
to use due to unwieldy human interface requirements. I am proposing a control system which
uses learning to tune itself to the user's behavior patterns. This permits significant energy
savings with a minimal sacrifice to user comfort and allows the user interface to remain fairly
simple.
Simple thermostat controls offer a good level of user comfort, but can be fairly wasteful
of energy. These systems may either be manually set to maintain a desired temperature or
they may be turned off entirely. If the system is not turned off or the temperature set back
when people are not present, then energy may be wasted heating or cooling unoccupied space.
If a conscientious user turns down the temperature setting when he knows he will not be
present, he will have to endure a period of discomfort after turning the setting back up when
he returns.
Systems which can be programmed to regulate temperature according to the time of
day and the day of the week can make a noticeable improvement in energy consumption
over standard thermostats. This is because these systems can be made to take advantage of
times when no heat is needed without requiring constant user interaction. A programmed
thermostat can be set to automatically turn down the temperature setting at night when
people are sleeping and in the daytime when people are at work. The savings that can result
from such a scheme have been hown to be fairly significant [Nelson and MacArthur,78]
[Beckey and Nelson,8L]. Furthermore, if people's behavior patterls are sufficiently regular,
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then these systems can be set to turn up the temperature setting before people arrive so that
the proper temperature has been reached when people need it. The difficulty these systems
have is that human behavior is not completely dependent on the time of day. This makes
it hard for people to accurately anticipate their behavior patterns since they cannot account
for the many irregularities that might occur. Furthermore, many people do not wish to spend
the effort required to obtain optimal settings for their personal needs. Without this effort,
much of the potential benefit from these systems is lost.
There is potential for even greater savings if programmable thermostats could be used
in conjunction with a zoning system [Tobias,75]. This would allow specific zones to be heated
only when they are used, reducing the amount of energy wasted on heating areas that are
rarely used. Unfortunately, when we add more zones to a programmable thermostat system,
we make the interface problems much worse. Not only would the user have many more timers
to set, but the patterns that he had to anticipate would be much more complicated and
irregular.
It is clear that temperature control systems can be significantly improved by providing
thermostats with advance knowledge of when various areas in a building will or will not
be occupied. This would allow thermostat settings to automatically be turned up before
areas are occupied and turned back down when areas are vacated, providing people with an
ideal temperature upon entry and still minimizing the energy wasted on empty space. For
such systems to be truly useful, however, it it is necessary to obtain this knowledge with a
minimum amount of user interaction. A partial solution to this problem may be obtained
through the use of people sensing devices such as common burglar alarms which could tell the
system which zones are occupied at any given time without the need for user interaction. This
solution is insufficient for two reasons. First, it fails to provide the desired advance warning.
This means that although energy can be saved on all unoccupied zones, people would always
have to endure a period of discomifort if they should enter any area tt had not been recently
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used. A second problem is that a control system that relies only on the presence of people
to make its temperature settings will cycle every time people enter and leave the controlled
area. If this cycling occurs frequently, it can be both wasteful of energy and detrimental
to the heating or cooling unit [Bonne,Janssen,Nelson,and Torborg,76]. It is the goal of my
predictive learning control system to provide both the needed advance warning and the short
term stability to improve comfort and to reduce unnecessary cycling in a system using people
sensors. This will be done by predicting near term future behavior by learning from past
observed behavior patterns.
Before we may actually predict future behavior from a knowledge of past behavior, we
must consider the reasonable assumptions that may be made about human behavior patterns
that permit such prediction. One assumption is that people tend to engage in certain time
dependent activities. Whether it be sleeping, eating, or going to work, people often have
definite time constraints for the things they do. Another assumption is that people have many
sequential behavior patterns as well. Someone who always takes a shower in the morning
before going to the kitchen for breakfast exhibits a perfect example of this type of pattern.
Knowledge of a sequential pattern like this should enable us to get a better estimate of
when the kitchen will be occupied by observing when the bathroom was first entered. Other
sequential patterns may be envisioned based on the typical duration of various activities and
the interaction between several individuals. A final assumption is that behavior patterns will
repeat, though not necessarily on a day to day basis. This means, for example, that what
happens on a work day may be different from what happens on a weekend, but most work days
will be similar, and certain weekends will be similar to one another as well. More specifically,
we may consider each individual as having a repertoire of many classes of behavior patterns
from which he chooses one on any particular day. The choice of behavior class on a given
day should have a certain degree of regularity. This choice may be related to behavior on
the previous (lay, the previouls week, or it nmay have some more obscure periodicity.
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Because most of the information my system needs will be supplied by the people detection
units, the user interface requirements for my system can be extremely simple. The major
requirements of my system will be an input for temperature settings, an input of the user's
subjective preference for comfort versus efficiency, and a method for the user to inform the
system about special days such as holidays and vacations. The comfort versus efficiency
control will serve to bias whatever prediction errors the system makes either toward those
that have the temperature setting turned up more often than needed, or toward those that
have it turned down too often. In the extremes, this will cause the system to operate either
as a standard thermostat, or as a system depending solely on people sensors. The special day
information will allow the system to anticipate unusual behavior patterns. This information
will be simple to obtain since the user will only have to provide a date and an arbitrary name
if he wishes to input a special day to the system. This task is made even simpler by the fact
that the manufacturer can initialize the system with a knowledge of all legal holidays. Since
the information requirements of this system are limited and at a level that the user can easily
understand, the interface problem of timed thermostats is overcome.
The system discussed in this thesis is intended to be easily implemented at a reasonable
cost. There are several factors which should make this possible. First, the system employs
classification procedures which form generalizations from daily patterns, thereby reducing
the amount of memory required. Second, even though the algorithm I use is computationally
intensive, the problem requires very little speed since the time between important events is
on the order of many minutes. Without a speed requirement, the entire job could be handled
by a fairly inexpensive microprocessor. This leads to the final point which is that the cost of
the microprocessors and memory that would be needed for the implementation of this system
is still falling rapidly. Already, microprocessors are available complete with memory and
interface circuitry all on a single chip. Since the price of these devices is dropping so quickly,
it is important to realize that powerful software provides the key for taking advantage of
9
this tremendous resource. With the cost of computational power continuously falling, and
the cost of energy continuously rising, it is clear that the cost effectiveness of any advanced
temperature control system will depend more on its ability to conserve energy than on its
computational requirements.
The learning control system I have designed consists of three main parts. The first is
a method for obtaining a probabilistic representation from the behavior patterns of a given
day such that if these patterns were to be repeated, an accurate prediction of which areas in
a building should be regulated could be obtained. The second part of my system is a method
for classifying days according to similarities in their probabilistic representations. This allows
similar days to be grouped into a single class, and permits the compression of data from many
days into a simple, compact form. The third part is a method for predicting which class to
use in the decision process on an upcoming day, combined with a technique for altering that
prediction should it prove to be a poor one. This involves periodic analysis of the sequence
of classes, analysis of interrelationships between classes, as well as analysis of relationships
between classes and user specified special days such as holidays and vacations.
The system I have developed employs several different ideas about learning. A low level
probabilistic form of learning is used to interpret basic behavior patterns. Some special aspects
of my use of this method are the implementation of a dynamically adjusted weight factor
which maintains the proper tradeoff of comfort versus savings, and the use of the probabilistic
representation as a classification vehicle. At a higher level, a learning system is used to predict
sequences of classes. This system learns with the aid of knowledge that is provided by the
programmer and by the user of the system. When combined, these two approaches to learning
result in an effective and versatile predictive learning system.
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2. THE DECISION FUNCTION
The decision to set the thermostat up or down in a zone can be based on probabilistic
considerations. The two key influencing factors in these considerations are the time of day
and the occupancy patterns of the recent past. The time of day is important because many
activities are completely time dependent. For activities which depend more on the involve-
ment in other activities beforehand, it is likely that the occupancy patterns of the recent past
will have the most significance. If a probabilistic relationship between these factors and the
decision choices can be obtained, then a useful decision algorithm can be derived.
For any given time of day, it is possible to determine the a priori probability that the
thermostat should be set up at that time. This probability is based on the number of occasions
that the higher setting has been required at the given time on previous days. In addition to this,
knowledge of the recent occupancy patterns for each zone will also be available. Using infor-
mation accumulated from past experience, it is possible to estimate the probability of seeing
the recently observed patterns given that the thermostat must indeed be set up. Combining
this probability with the a priori probability, we obtain the likelihood that the thermostat
should be set up. When this likelihood is compared with the likelihood that the thermostat
should be set back, an appropriate choice of action can be made. This decision method is
very appropriate for formulation as a maximum likelihood decision algorithm [Minsky and
Selfridge,60] [Papert,61] [Minsky and Papert,69] [Edwards,72].
In this technique, we must define a set of binary partial predicates or evidence factors
Xil which are statistically independent for each possible decision type Fj. In this particular
problem, there are only two decision types of concern:
Fl = The decision to turn up the thermostat because people are present or will be soon.
F2 = The decision to turn down the thermostat because no need is expected.
Note that we assume here, as we will for the remainder of this discussion, that we are dealing
with only a heating problem. This is done merely to simplify the description of the problem,
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and it should remain clear that everything that applies to heating will apply to cooling as
well.
I have chosen to use a set of evidence factors which are based on the past 24 hours of
observed behavior in each zone. All we may know about past behavior will be whether or
not each zone was occupied by one or more people at a given time, and even this data will
quantized into short time slices to simplify machine representation. The quantization will be
performed such that occupation of a zone is registered during a given time slice only if the
zone is in fact occupied for more than a fixed percentage of that time. Each evidence factor
i,l then, is associated with a particular zone and a time slice which occurred a fixed number
of time quanta prior to the present time, where the i subscript refers to the number of time
quanta and the I subscript refers to the zone. An evidence factor is assigned a value of "1"
or "O" depending on whether or not its associated zone was occupied during its associated
time slice. Thus, 04,1 will have a value of "1" if zone 4 was occupied 1 time slice prior to the
present time, and 46,3 will have a value of "O" if zone 3 was unoccupied 6 time slices prior
to the present time. Note that since each i,j is defined in terms of time slices relative to the
present, their values will be changing with time.
Since this algorithm theoretically requires the evidence factors to be independent over
both decision types Fl and F2, we must at least convince ourselves that they are approximately
independent for the problem at hand. For the independence assumption to be valid, it is
necessary that the knowledge that certain zones have been occupied by one or more people
during past time slices does not provide any new information about which other zones might
have been occupied given that we already know the decision type. The decision type alone can
provide a great deal of information about what the evidence factor values would probably be,
but if we then learn the value of one of the evidence factors, this should tell us nothing new
about the values of the other evidence factors. If, for example, occutpancy of one zone always
meant that. another zone had to be unocclpiedl, the correspondinlg evidence factors would
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not be independent. Since knowing either of these evidence factors would indicate the value
of the other factor exactly, the only way that one could claim independence of the factors
would be if this information could be determined entirely from the decision class alone.
There are several reasons why the evidence factors used in my system will be reasonably
independent. First, the total number of people in a building is not fixed. This means that at
any time a zone can become occupied or unoccupied by a new arrival or departure, with no
dependence on what is happening in the other zones. Second, it is possible for one or more
people to occupy an arbitrary number of zones during a single time slice of the day. Many
people can occupy a single zone during a time slice, or one person can occupy several zones
during a time slice if he moves between zones. This clearly implies that the occupancy status
of any given zone should tell us very little about the occupancy status of the other zones
regardless of the total number of occupants in the building. Although these points do not
guarantee independence, they do indicate that the assumption is an acceptable approximation.
Now that we have defined the evidence factors Oi,t, we may establish a method for making
a maximum likelihood choice between decision types F and F2.
First we define the following:
P,k = P(Fj I k);
Pi,l,j = P(Oi, -= 1 I Fj);
qi,l,j = P(i,l = 0 I Fj) = 1 - Pi,l,j
Where P(Fj I k) is the a priori probability that Fj is the correct decision type at a given time
of the day denoted by k. For the given time slice k, and a corresponding set of evidence
factors, we can decide whether the temperature should be set up or down depending on which
j maximizes the expression:
Pl,k IH Pi,i,j II qi,,j
i ,l==- 4Qi,l=o
If j = I maximizes the expression, then decision type F1 is chosen and the temperature
setting should be turned up. If j 2 maximizes the expression, then decision type F is
13
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chosen and the temperature setting should be turned down. This choice is still not final since
there will be a cost factor which may modify it.
This maximum likelihood decision algorithm can be understood in terms of a choice
based on the probabilities for F1 and F2 given the state of all the pattern features, and the
time slice k. We may formulate these probabilities as follows:
P(Fj I k) P(, I Fj)
P(Fj I and k) P(, IFj) +P( IF2 )
where is the state vector for all i,lj. Thus, we have:
P( Fj) = P(O ..A3A02A022A . I Fj)
Now, if the i,l components are all independent, then we may simplify this expression to
P( I Fj) = P(bl,l I Fj) P(01, 2 I Fj) P(01,3 I Fj) P(0, 1 I Fj) P(0, 2 I Fj)
In order to compare P(Fi 14 and k) with P(F2 I $b and k) we may compute them both ex-
plicitly from the formulas above (only one of these terms actually needs to be computed since
F1 and F2 are mutually exclusive and collectively exhaustive), or we may simply compare
the numerator P(F1 I k)P(4 I F1) with the numerator P(F2 I k)P(( I F2) to see which is larger.
The maximum likelihood decision method is equivalent to this latter comparison, using the
independence assumption to simplify the P(4 I Fj) terms. This method is computationally
efficient since it allows a direct comparison between the sum of the logarithms of the P(Oi,l F1 )
terms with that of the P(Oi,l I F2) terms.
As a simple example of the decision mechanism, we may examine a hypothetical home
with only 3 zones and with the day quantized into six hour time slices. The actual algo-
rithm uses much smaller time slices, but the principles of this example still apply. A typical
occupancy history taken over three days mright appear as follows:
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DAY I DAY 2 DAY 3
ZONE 3 
ZONE 2
ZONE 
k= 1 2 3 4 1 2 3 4 1 2 3 4
The shaded regions represent time slices during which the corresponding zones are occupied
for more than one hour. The first time slice covers the time period between midnight and 6
AM, the second goes from 6 AM to noon, the third from noon to 6 PM, and the fourth time
slice goes from 6 PM to midnight. In the patterns shown, we might consider zone 3 to be the
bedroom, zone 2 to be the living room, and zone 1 to be the kitchen. Other rooms such as
nearby bathrooms and hallways may be associated with each zone as well. The first of these
patterns would then correspond to a day in which someone sleeps sometime between midnight
and noon, spends at least an hour in the kitchen between the hours of 6 AM and noon, goes
out in the afternoon, and comes back sometime after 6 PM and stays in the living room until
about midnight. Note how more than one zone has been counted as occupied during a single
time slice since a person has apparently spent at least an hour in several zones during the six
hour period. This would be seen if shorter time slices had been used as well.
Suppose we were controlling the temperature for zone 2. Suppose also, for explanation
purposes, that the time constant for heating zone 2 is six hours. Now assume that we are
just starting day 2. Since our evidence factors bi,l depend on the past 24 hours of occupancy,
we must use data from day I to make our choice between F1 and F2. The matrix of evidence
factors will be as follows:
I I 00
0 0 0 1
0 1 00
4 3 2 1
i
Oi, for time slice k =-1 of day 2.
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Six hours later, we reach the beginning of time slice k = 2 of day 2, and again we must decide
whether the temperature should be turned up or down. This time though, the past 24 hours
consist of the first time slice of day 2 and the last three time slices of day 1. This gives us a
new evidence factor matrix as shown:
3
1 2
1
1 0 0 1
0 0 1 0
1 0 0 1I 432~~~~~~~~~~~~~~~~~~~~~~1
4 3 2 1
i
Note that we are essentially shifting
length. The evidence factor matrices
3
1 2
3
1 2
1
0 0 1 1
0 1 0 0
0 0 1 0
4 3 2 1
i
0 1 1 0
1 O O O
O 1 O O
i,l for time slice k = 2 of day 2.
a fixed length feature grid over a pattern of indefinite
for time slices 3 and 4 of day 2 will be as follows:
. i,t for time slice k = 3 of day 2.
_. bi,l for time slice k- = 4 of day 2.
4 3 2 1
i
Assuming that we already know the values of P,k, Pi,l,j, and qi,i,j, we can see how a
choice between F1 and F2 can be made at the beginning of each time slice of day 2 using the
above evidence factor matrices and the maximum likelihood decision rule. The P-,k term in the
decision rule represents the a priori probability that the temperature in a given zone should be
turned up or down during time slice k. This term completely ignores behavior characteristics
of the recent past, and is intended to represent people's tendencies to consistently be in the
given zone at certain times of the day. On the other hand, the Pi,.,j and qi,,,j terms are based
entirely on the recent past. These terms are itcended to help idelltify behavior patterns that
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are only weakly related to the exact time of day, but still have a great deal of regularity in
terms of zone transitions and duration. If, for example, a person tends to come home from
work in the evenings anywhere from 6 PM to 8PM, but once home he has a consistent pattern
of going first into the bedroom and then into the kitchen, then the important criterion for
heating the kitchen will be that the bedroom is occupied rather than the precise time of day.
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3. ESTIMATION OF PARAMETERS
Now that a prediction technique has been established, we face the problem of determining
the values of the parameters P,k, Pi,l,j, and qi,l,j such that the predictor will be effective.
First we will discuss how these parameters are evaluated for a single day, then, a method for
classification of days which will allow the merger of data from similar days will be discussed.
From a Bayesian point of view, it is useful to treat the unknown parameters k, Pi,,j,
and qi,l,j as random variables [Drake,67] [Lindley,72]. Then, with the proper data from a
given day and the day preceding it, we can estimate both the probability density functions
and the expected values for these random variables. The expected values of the parameters
may then be used directly by the decision algorithm on future days of the same class. Because
we are only interested in some general properties of these random variables, we want to
represent them with probability density functions which are easily parameterizable from the
available data. A good choice for this is the Beta PDF defined as:
Bp(Po I mo, no) = C(mo, no)Po-'(1 - Po)no-mo- 1 no > l
0 < Po < 
where: C(mo, no) -= P)n-1(1 - Po)n O- - m 1- - dPo
This PDF is selected because it conveniently has an expected value of Po equal to mo/no,
and because it is useful in a method for classifying days.
Next, we must concern ourselves with how the raw data from a given day will be processed
to obtain the desired parameters. As discussed earlier, the raw data will consist of a simple
quantized occupancy history from every zone. The processing for each zone is independent
of the others except that this raw data must be shared between them.
The first processing that is performed on the raw data for each zone is to decide which
decision type F or 1F should have been chosen at the beginning of each time slice for the
18
day. The decision type is definitely F1 for time slices when the zone was occupied, but it is
also F1 for time slices that precede an occupation of a zone by less than the time required to
warm up the zone. All other time slices belong to the decision type F2. Using the occupancy
patterns from the previous discussion, the time slices when the temperature should have been
turned up either because of actual occupancy or expected occupancy may be seen below.
DAY 1 DAY 2 DAY 3
ZONE 3
ZONE 2
ZONE 1
k 1 2 3 4 1 2 3 4 1 2 3 4
Here, the shaded regions represent times when the temperature should have been turned
up. Note that because of the exaggerated six hour heating time constant that we are using
in this example, each zone that was occupied during a particular time slice had to be heated
during the time slice directly preceding the occupied period. In reality, the heating time
constants are much shorter, but so are the time slices. Hence, the actual effect of the time
constant is very similar to what is shown, although on a much shorter time scale.
From these heating patterns alone, we may estimate Pk = P(Fj k). To do this, we
begin with an initial estimate of each Pk at 0.5 using m0 = I and no = 2 in the Beta PDF.
In this way, we start with a value of Pj,k that gives us the minimum information about the
behavior patterns, and a Beta PDF that gives us the minimum information about P ,k. We
then update each pk for each time slice k by setting each no to 3, and incrementing mo to 2
for each Pi,k whose time slice k is decision type F1, and each P' k whose time slice k is decision
type F2. Note that pk = 1 - pik for each k, so we can actually get by with only keeping
track of p',k.
Let us proceed with an example of how the PJ,k terms are to be estimated given the above
heating patterns. For this example, we will start with day 2, assuming that we have no prior
19
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knowledge about what the patterns should be like. First, we shall examine the p',k terms for
zone 2. Initially, as stated above, all p' k terms will start out at a value of 1. The first time
slice of the second day is decision type F2 for zone 2 since there is no need for the temperature
to be turned up in that zone during that period. Thus, the parameter pj will be updated
to the value with the denominator incremented once for one trial, and the numerator left
unchanged because of a failure to find decision type F1 on that trial. Similarly, the parameter
P,2 will also be updated to . The parameters pl,3 and pl,4 will both be updated to the value
2, with the denominator incremented once for one trial, and the numerator incremented once
because the decision type was Fl. On the following day, the same procedure could be used
to give a value of i to parameters p,, and p',2, while giving a value of to parameters pl,3
and pl, 4. Note how the effect of the initial bias diminishes as more information is obtained.
The parameters Pi,l,j, and qi,l,j are estimated only over time slices corresponding to their
associated decision types j rather than over all time slices. As we have seen earlier, there is
a matrix of evidence factors i,l for each time slice of the day. Therefore, for the two sets of
time slices consisting of F1 type time slices and F 2 type time slices, there are two sets of i,j
matrices. The Pitj,l values are estimated from the set of i,lj matrices associated with the F1
type time slices, and the Pi,,2 values are estimated from the set of i,l matrices associated
with the ?F type time slices. The estimation is performed as follows:
For any given Pi,l,j, start with an initial estimate of its Beta PDF using
parameters mo = 1, and no = 2. As with the variable P kJ these parameters
represent the minimum possible information state. Now, out of the U samples
for the evidence factors 0i,l that are associated with decision type Fj, only V
of these will be ones. We may consider these V ones as V successes out of U
trials when dealing with pi,t,j, and therefore increment no} by U and mo by
V. This will give a new expected v:lue for Pi,I,j of: ' +2 Each Pi ,j term
is evaluated in this mrianlier to obtain a pi,.lI matrix and a li.ly. matrix. It is
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not necessary to determine the qi,l,j values since qi,t,j = 1 - Pi,l,j.
Continuing the previous example, we can consider how the pi,l,j parameters will be
affected by the given occupancy patterns. We shall first consider the Pi,l,j parameters per-
taining to the pattern for zone 2 on the second day. The first two time slices in zone 2 of the
second day are of decision type F2 since the temperature should have been set back during
these periods. Therefore, the parameters Pi,i,l will be unaffected by the information from the
first two time slices, and only the Pi,1,2 parameters will be changed. If we look back at the
values of Oi,j for time slice k = 1 of day 2, we find that only 01,2, 03,1, 3,3, andl4,3 are equal
to 1, and the rest are equal to zero. As a result of the first time slice then, the parameters
P1,2,2, P3,1,2, P3,3,2, and P4,3,2 will each have their denominators and numerators incremented
by 1, while the other Pi,1,2 parameters will have only their denominators incremented. Thus,
the parameters that correspond to features that showed positive occupancy will all become i,
and the parameters corresponding to features that showed negative occupancy will all become
3. This is of course assuming that they all started at the initial lowest information state of
2. These changes can be most clearly understood from the parameter matrices shown below:
Pi,l,l parameters Pi,1,2 parameters
3
1 2
I
4 3 2 1 4 3 2 1
i i
On time slice 2 of the second day, the decision type in zone 2 is again F2, so again only
the Pi,l,2 parameters will be changed. Now, however, the feature array has been shifted in
time, and so the parameter changes will be different. This time, the parameters Pl,1,2, P1,3,2,
P2,2,2, P4.1.2, and P4,3,2 will have both their numerators and denominators incremented by 1,
and the remaining parameters will only have their denominators incremented. The resulting
parameters are shown below.
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Pi,l,l parameters Pi,1,2 parameters
4321 II i I I
4 3 2 1
i
4 3 2
i
1
On time slice 3 of the second day, the decision type in zone 2 is F1, so now the Pi,l,l
parameters will be updated, and the Pi,1,2 will be left as they are. The parameters P1,3,1,
P2,1,1, P2,3,1, P3,2,1 will be incremented by 1 in both the numerator and the denominator, and
the others will only be incremented in the denominator. The new matrices from this step are
shown below.
3
1
Pi,l,l parameters
j I I i
I 1i I I 
4 3 2 I
Pi,l,2 parameters
4 3 2 1
i4 4 4
1 . i 
4 4 4 4
i
On the last time slice of the second day, the decision type in zone 2 is again F1, and the
pi,j,l parameters will be updated once more. The resulting parameter arrays from these final
updates are shown below.
Pi,l,l parameters
1 2 a i
4 4 4
2 - I 1
4 2 2 1
-14 4 14 _4
4 3
i
2 I
Pi,1,2 parameters
4 3 2
i
1
These are the final Pi,l,j parameter arrays for the second day. These two matrices in
conjunction with a matrix of the P',k terms calculated earlier form the complete set of prob-
ability parameters that define a class for zone 2. Similar parameter arrays will be obtained
for the other two zones using the same procedure. EIach zone develops its own group of
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4 4 4 4
4 4 2 2
4 4 4_4
3
I
3 2 1 2
4 4 4 4 
I2 a a
4 4 4
4 4 4 4
classes, and the groups remain completely independent of one another in all respects. The
complete definition of a class will consist of these parameter arrays, some terms relating to
the weight factor, some error statistics and bounds used for classification purposes, and a set
of confidence factors for the voting system which is used for selecting the class on a new day.
Now that we have generated the parameter arrays for first class for zone 2, we can see how
this information will be used in the maximum likelihood decision algorithm to predict what
the correct heating pattern should be on day 3. Normally, there will be a variety of classes
to choose from at the beginning of a new day, and it will be the duty of the class prediction
algorithm to select the correct class to use. For the purpose of this example, however, we
will assume that the parameter array set we have just derived forms the only existing class
for zone 2. To make a prediction of whether the temperature setting should be turned up or
turned down in zone 2 for the duration of the first time slice of day 3, we compare the Pi,,l
parameters with the Pi,,2 parameters when they are applied to the occupancy pattern of day
2. We may begin by evaluating the expression:
Pi,l I ' P , qi,l, l
ki,=l 4ia=o
In this case, only 01,2, 03,3, 04,1, and 04,3 are equal to 1, and the remaining occupancy features
are equal to zero. This means that the above expression may be transformed into the following:
Pi,l X (P1,2,1 X P4,1,1 X p3,3,1 X P4,3,1)
X (1- P1,1,1) X (1- P1,3,1) X (1- P2,1,1) X (1- P2,2,1)
X (1- P2,3,1) X (1- P3,2,1) X (1- P3,1,1) X (1- P4,2,1)
In this expression, each qitl term has been replaced by its equivalent (1 - Pi,t,l) form. Now,
by simply plugging in the proper value for ptL1, and the appropriate values from the Pi,l,l
parameter array, we obtain the following score in favor of turning the temperature up:
X (1 X I X 2 X t)
( - ) ( - ) x (l ) X (- )
X ( 1 ,x ) ( I 1 ( ) ( ) .I x 
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We must now compare this result with the value we obtain from the expression
P2,! II Pi,1,2 I qi,1,2
~i,l=l i,jl=o
For this computation, we have the same feature matrix as before, but we are using the
Pi,,2 parameter matrix instead of the Pi,I,l parameter matrix and we use P 1,l instead of p'11.
Recalling that P2,k = 1-Pi,k for all time slices k, the score in favor of turning the temperature
down is: (- )x (9 x i x i x ])
x (1- ) x (- ) x (1 - 2) x (1 - = 1.2 X 10-3
Since the score in favor of turning the temperature down is higher than the score in favor
of turning it up, the decision will be to turn down the temperature setting for the first time
slice of day 3.
Once the first time slice of day 3 is complete, it will be necessary to decide how to set
the temperature for the second time slice. At this time, the occupancy features S1,3, 4b2,2, and
04,3 will be equal to 1, and the remaining features will be equal to zero. The expression for
the score in favor of turning the setting up will therefore be:
P1,2 X (P1,3,1 X P2,2,1 X P4,3,1)
X (1-Pl,l,l) X (1-P,2,1) X (1-P2,1,1) X (1-P2,3,1)
X (1- P3,1,1) X (1- P3,2,1) X (1- P3,3,1) X (1- P4,1,1) X (1- P4,2,1)
By plugging in the appropriate numbers, we obtain:
i x (d x x 1)
X (1- ) x (1- 1) X (1- 2) x (1- )
X(I - ) X (1-2) X (1- 2) X (--1) X (1-- 2) = 3.4 X 10- 5
When we plug in the corresponding values from the Pi,1,2 parameter array, we: obtain:
(1- 1) (2 X i X 3a)
X (1- 2) X (1- 2 ) X (- ) X (1-- )
X (1- -2) X (1- ) X (--) X (1- ) X (1-) = 1.2 X 10 - 3
Again, the score in favor of turning the temperature down is larger than the score in favor
of turning it up, so the temperature will remain turned down during the second time slice of
day 3.
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When predicting the proper temperature setting for the third time slice, the occupancy
features 1i,i1, 01,3, 02,3, and 03,2 will' be equal to 1, and the remaining features will be equal
to zero. The expression for the score in favor of turning the setting up will therefore be:
Pi,3 X (P1,1,1 X PI,3,1 X P2,3,1 X P3,2,1)
X (1 - P1,2,1) X (1 - P2,1,1) X (1 - P2,2,1) X (1 - P3,1,1)
X (1- P3,3,1) X (1- P4,1,1) X (1- P4,2,1) X (1- P4,3,1)
By plugging in the appropriate numbers, we obtain:
X X 2 X x 2) x 
X(1-- ) (1-- )X(1- )X (1 - i)--= 6.2 X 10-4
When we plug in the corresponding values from the Pi,1,2 parameter array, we obtain:
(1- ) X ( X X X i)
x (1- 2) x (1- ) x (1- 2) )
X (1-) X (1 2) X (1--¼) X (1-3) = 2.3 10- 5
This time, the decision will be to turn up the temperature setting since the score in favor of
this decision is greater than the score opposing it.
At the beginning of the last time slice of the third day, the occupancy features 2,1,
02,3, 03,3, and 4,2 will be equal to 1, and the remaining features will be equal to zero. The
expression for the score in favor of turning the setting up will therefore be:
Pi, 4 X (P2,1,1 X P2,3,1 X P3,3,1 X P4,2,1)
X (1-Pl,,1) X (1-P,2, ) X (1-P,3,1) X (1-P2,2,1)
X (1 - P3,1,1) X (1 - P3,2,1) X (1 - P4,1,1) X (1 - P4,3,1)
By plugging in the appropriate numbers, we obtain:
23 ( x X i X I)
( - 4 x (-1) X 2) (1- )
X ( _ ) X 2) ( 1- ) X ( X 1-) =1 .9 X 10- 3
When we plug in the corresponding values from the Pil,2 parameter array, we obtain:
(1 - ,) X ( X 1 X 2 X I)
x (1 2) x(1-) ) (- I1) x (1- 
x (- X (1 i) . (- J) 7.6 X 10--"
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Once more, the decision will be to keep the temperature setting turned up, since this is clearly
favored in the likelihood analysis.
As we see from this example, the maximum likelihood estimation did a perfect job of
predicting when the temperature had to be turned up, and when it had to be turned down.
This is primarily due to the fact that the patterns for the different days were so similar to
one another. With wider variations in the patterns, a single set of parameter arrays cannot
be expected to deal with all the possible interrelationships. This is why there is a need for
multiple classes.
For the sake of accuracy, it is important to point out some of the differences between this
example and the actual system I have implemented. First, one important difference is the
use of a weight factor to bias the decision. This factor is is a dynamically variable parameter
which is multiplied with the Pi,l,l parameters to bias the final decision one way or the other.
The purpose of this factor is to balance the errors that the system makes according to the
user's preferences for comfort and conserving energy. If the factor is greater than 1, we can
see that a greater number of close decisions will be biased toward keeping the temperature
turned up. If the factor is less than 1, these close decisions will be biased toward keeping the
temperature turned down. The details of this cost factor will be discussed more thoroughly
later.
Another important difference between the example above and the actual system is that
in my system I divide the day into four distinct time segments. The segments are then
subdivided into time slices like those in the example. Each segment has its own distinct set
of classes which are independent from the classes used in other segments just as they are
independent from the classes used for other zones. The reason the day needs to be divided into
segments is that a single behavior sequence may have entirely different meanings at different
times of the day. For example, when someone goes from the bedroom to the kitchen in the
morning, they are likely to be having breakfast, and will probably be leaving for work soon
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thereafter. On the other hand, if that same person goes from the bedroom to the kitchen in
the evening, it is doubtful that they will be leaving the house afterwards. Thus, by having
sets of classes that are only relevant at certain intervals during the day, the system has a
better chance of extracting consistent patterns of movement between zones. By having four
segments, there can be separate classes for the early morning hours between midnight and
6 AM, awakening hours between 6 AM and noon, working hours between noon and 6 PM,
and evening hours between 6 PM and midnight. The only disadvantage of having the day
segmented is that the class prediction system must make a selection four times a day for each
zone rather than only once a day for each zone. This increases the chances that sometime
during the day, an incorrect class will be chosen. This problem is dealt with by attempting
to recognize an incorrect choice as quickly as possible, and by adjusting the weight factor of
the decision function to minimize the potential loss due to an incorrect class selection.
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4. THE COST FACTOR
Since we can never expect people's behavior to be perfectly regular, we can never expect
a system which uses regularity as a basis for predictions to be perfectly accurate. There are
two types of mistakes that my system can make - those which cause users to be physically
uncomfortable because they move into zones where they are not expected, and those which
cause energy to be wasted because people fail to show up when they are expected. It is
important that the user be capable of influencing the balance between these two types of errors
according to his personal priorities on comfort and saving energy. It is also very important
that the user be capable of exercising his influence in a very simple and understandable
manner.
To deal with this problem, my system allows the user to directly input what I call a
relative cost factor. The relative cost factor is a parameter which represents the relationship
between the user's subjective cost of physical discomfort and the monetary cost of wasted
energy. This parameter can be translated directly into the preferred ratio of the two different
types of errors. A relative cost of 2 to 1 states that physical discomfort is twice as expensive
subjectively as wasted energy. This may be translated into the statement that two errors on
the side of wasting energy may be equivalent to only one error on the side of user discomfort.
It is intended for the system to bias its decision process such that whatever the average
number of errors per day may be, the proportion of waste errors to discomfort errors will be
maintained at the ratio specified by the relative cost factor. This way, if the relative cost
is at the comfort extreme, the user will obtain performance nearly equivalent to a standard
thermostat. Only in situations where the system is absolutely sure that a zone will be un-
occupied will it consider turning the temperature setting down. On the other hand, if the
relative cost is at the energy conservation extreme, it will function similar to a system which
relies solely on people sensors to decide where to keep the temperature turned up. This will
cause somne disconifort when people first enter unoccupied zones, but it will maintain comfort
28
once zones are occupied. A zone which has people coming in and out of it need not cause any
discomfort since there can be a delay between the time someone leaves a zone and the time
the temperature is actually set back.
The most appropriate way to bias the decision function in favor of one type of error over
another is by using a weight factor in the maximum likelihood algorithm. This factor is used
to scale one side of the decision formula, thereby biasing the decision for or against that side
depending on whether the factor is greater or less than one. The new form of the decision
function becomes:
IF: weight factor X P1 l q,,l > P2,k U Pi,1,2 qi,1,2
i1=1 0i,il=O i,1=1 oil=
THEN: Turn the temperature setting to the comfort level.
OTHERWISE: Turn the setting to the conservation level.
This weight factor is not the same as the relative cost factor since its value says nothing
about the ratio at which the two types of errors will occur. The error ratio depends upon
all the parameters in the class representation, and how they interact with the typical day
to day irregularities in behavior. With the appropriate feedback, this weight factor can be
automatically adjusted to a level which yields the desired average error ratio.
The feedback applied to the weight factor is obtained by comparing the relative cost
ratio with the actual ratio of errors. When the two different types of errors are scaled by the
relative cost ratio, the difference between the scaled values is taken to obtain a positive or
negative change score. If this score is positive, then the weight factor should be increased,
and if it is negative, then the weight factor should be decreased. To determine how much the
weight factor should be changed, the change score is multiplied by a gain factor.
The gain factor is needed because it is important that the weight factor reach an ap-
propriate level as quickly as possible. The gain factor serves to multiply the small change
score to a level where it will make a significant change in the weight factor. However, the
significance of a change in the weight factor depends on how close the weight factor is to its
optimal valge. Thereforg, the gain factor cannot sitnlply be a preset conistlant, it must vary
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dynamically, increasing when the weight factor is far from a correct setting, and decreasing
when the weight factor appears to be close to an optimal setting.
One way to determine whether or not the weight factor is near an optimal setting is
to observe oscillations in the change score over consecutive days. If a given setting of the
weight factor causes an excessive number of waste errors on one day, and then, after being
changed to compensate for this error, it causes an excessive number of discomfort errors on
the next day, then the weight factor was probably changed too much the first time. To
avoid overcompensating for this excessive change by another excessive change, the gain factor
should be reduced before the next change is made. On the other hand, if the ratio of waste
errors to comfort errors is consistently larger or smaller than the relative cost ratio, then the
weight factor is not being changed fast enough. In cases like this, where the sign of the change
score is the same on two consecutive days, the gain factor will be increased.
An important exception to these rules occurs when there are very few errors. In such
cases, the errors may be small enough to indicate that the weight factor is very close to a
desirable level. It is then best to set the change score to zero to insure that the weight factor is
not altered. I have chosen to make this exception when there are no occurrences of the most
costly error type, and the occurrences of the other error type are less than the proportion
that is allowed with one occurrence of the most costly error type. Here, the most costly error
type is specified by whether the relative cost is greater or less than one. If, for example,
the relative cost is 2 to 1, then comfort errors are the most costly. The weight factor would
remain unchanged in this case if there were no comfort errors, and no more than two waste
errors. If, on the other hand, the relative cost is I to 3, then waste errors are the most costly.
In this case, the weight factor would remain unchanged if there were no waste errors, and no
more than three cold errors.
The relative cost seems sufficiently intuitive to allow it to be directly adjusted by the
user. The user need not know aythlinlg about the actual value of the relative c:ost to be able
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to simply turn a knob in one direction if he finds himself uncomfortable far too often, and in
another direction if he is satisfied with the comfort but would like to save more energy. Special
care must be taken, however, to insure that a change in the relative cost adjustment causes
an immediate change in performance. Each time a user changes the relative cost setting, the
proper weight factors will have to be recomputed immediately. This may easily be done if
several weeks of past behavior patterns are saved in memory. Then, if the relative cost is
changed, the past data can be reprocessed to give new values for the weight factors. This
computation should only be done after a person is sure where they want the new setting
to be. It would certainly not be appropriate to begin this lengthy computation at the first
movement of the setting. Instead, there must be a delay of a few minutes between the time
that the setting was last changed and the time that the recomputation begins.
If this recomputation is not done, the user will never be able to obtain satisfactory
performance from the system. Long delays between the changing of a setting and the final
attainment of the desired performance would be sure to cause a great deal of confusion and
frustration. Users who were not satisfied with the level of comfort would turn the knob a
little to favor comfort. Then, when they found themselves uncomfortable on the following
day, they would turn the knob even further. After several days, the knob would probably
be turned much farther in the comfort direction than was necessary, and the weight factor
would just be reaching a level corresponding to the first adjustment. Another week later, and
the weight factor will be biased toward making waste errors far more often than necessary.
When the user realizes the degree of excessive waste, he will start turning the knob in the
other direction. Again, the delay will probably cause him to turn it too far. As we can see,
it is doubtful that this process would ever end, so there is no choice but to perform the
recomputation.
With the relative cost factor implemented as described, the system will have a very
powerful interface mechanism. All a user has to do is turn a dial, and lie will be able to save
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money. If he wants to save money, he knows that he will have to sacrifice some comfort to
do so, and if he gets tired of walking into cold rooms, he knows he will have to spend a little
more money to get them heated sooner. Thus, in a very short amount of time, the user should
be able to find the setting which minimizes the energy costs and still provides an acceptable
level of comfort.
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5. CLASSIFICATION OF DAYS
Knowing only how to estimate the parameters P',k and Pi,1,j for a particular day does
not always allow us to obtain general pattern representations. Behavior patterns on different
days can be tremendously different, and we cannot expect a single set of parameters to be
able to perform well on them all. To solve this problem, a method is needed for separating
data from days that are significantly different while at the same time, combining data from
days that are similar so as to improve the estimates of their parameters. This leads to the
classification of days.
When considering the classification of days, it is important to determine a useful basis for
classification. I have taken a functional point of view in this respect. Since our main reason
for classifying days is that different events in different days will require different decisions
to be made, it makes sense to classify days according to the functions which make these
decisions. In this case, all of the decision making knowledge for any given day is contained
in the PDFs for Py,k and Pi,l,j. Therefore, only days for which these PDFs are similar should
be placed in the same class.
Using this approach, after a day has ended and the PDFs for 'p' and pi,,,j have been
computed, these parameters are compared with those of all currently established classes. Also
at this time, each class is evaluated on how well it would have performed had it been used
for prediction on that day. This performance can be compared with statistics from previous
days to make sure it is reasonable. If no class can pass the acceptability test for the new
day, then a new class must be generated consisting only of the data from the one day. If
any class should pass the acceptability test, then the new day will be classified as the class
whose probability parameters matched it best. This class will then be augmented with the
data from that day. Note that this method allows the system to generate a new class on the
first day it sees, and then generate additional classes only as they are needed.
Since nenmory space is not infinite, the system will eventually run out of space for new
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classes. This problem can be solved by merging classes that are very similar, by eliminating
old unused classes, or by forcing new days into existing classes even when the acceptability
tests fail. I have chosen the latter of these options for dealing with memory limitations in my
simulation. This may not be the best method to use, but definitely the simplest to implement,
and since I rarely run into any memory problems on my simulations, this is what I use. I limit
the maximum number of classes that any single room day-segment may have to four. This is
a totally arbitrary limitation, but I felt it was best to limit this number to a reasonably small
value because the class sequence prediction algorithm will work better with fewer classes to
choose from. As it turned out in my final tests, there was rarely a need for even four classes
for any of the room day-segments.
Classification of a day-segment for a given room is based on several criteria. First, there
are two tests to see whether or not a new class has to be generated, then if no new class is
to be generated the best classification has to be determined. The two tests which determine
whether or not a new class needs to be generated are called the acceptability tests. These tests
are intended to limit the growth of classes as much as possible, while still allowing extremely
deviant events to have their own classifications. This goal is best achieved if we prohibit
the establishment of a new class if any of the existing classes should happen to give good
performance during the new day-segment or match well with the parameters of the new day-
segment. Performance is measured by an error score, and similarity of parameters is measured
by a distance score.
5.1 The Error Score
One heating time constant after a day-segment is complete, the hypothetical performance
of all existing classes during that day-segment is easy to determine. I say "hypothetical"
because it is not necessary for a class to have actually been used during the day segment for
its performance score to be calculated. Instead, each existing class may be run on the data
for the past day-segment as if it had actually been used to control the teml)erature during
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that period. Each class will make a certain number of errors when it is run for the given day-
segment. These errors will be of two types. One type is to have the temperature turned up
when it should have been turned down, and the other type is to have the temperature turned
down when it should have been turned up. We can label these two types of errors as "waste
errors" and "cold errors" respectively, since the first type will cause energy to be wasted, and
the second type will cause the user to be uncomfortably cold for a short time. It is important
to note that a failure to turn up the temperature in the current day-segment in anticipation
of occupancy in the following day-segment is an error of the latter type. Since an error of
this type occurring on the last time slice of the current day-segment can only be detected
one heating time constant after the following day-segment has begun, the cumulative errors
for the current day-segment cannot be evaluated until this time.
The errors resulting for each class can be checked against certain bounds associated with
each class to determine whether or not they are within acceptable limits. The bounds that
are used to check validity are based on the past errors that a class has produced when it was
actually used. Each time a class is used, the number of incidences of both types of errors
are recorded. The data base allows the storage of the cumulative number of incidences of
each type of error as well as the cumulative square of these incidences. Since the number of
times each class has been used is also known, it is possible to determine the average number
of errors that may be expected in a single day, as well as the standard deviation for this
number. However, before this information can be used to check the acceptability of new error
results, some additional processing must be performed.
It is not reasonable to simply compare the two different types of errors separately to
determine the acceptability of a class on a new day segment. If, for instance, a particular
class averaged 10 waste errors but only 1 cold error each time it was correctly used, it is not
clear whether or not a new day will fit acceptably into that class if the class yields no waste
errors anid 2 cold errors. The soluition to this problem is to colmbirne the two types of errors
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in such a way that their relative significance is taken into account. Fortunately, the relative
cost factor, an indicator of the user's preference for comfort or money, is a direct measure
of the relative significance of these errors. This factor then, provides a key to combining the
errors into a single score.
An error score is obtained by adding the two types of errors together with one type
scaled down according to the size of the relative cost factor. The choice of which type of
error to scale down depends on whether the relative cost factor is greater or less than one. If
the relative cost factor is greater than one, this means that errors which cause discomfort are
more costly to the user than errors which waste energy. A relative cost factor which is less
than one implies that errors which waste energy are more costly to the user than errors which
cause discomfort. In terms of the defined error types, this would mean that waste errors are
more costly than cold errors. Scaling of the errors is performed by reducing the value of the
least significant error type by an amount proportional to the relative cost ratio. Thus, if the
relative cost factor is 2.0, then cold errors have the most significance, so waste errors are
scaled down by a factor of two. On the other hand, if the relative cost factor is 0.5, then
waste errors are the most significant, and so cold errors are scaled down by a factor of two
(1/0.5). Once the appropriate scaling has been performed, the errors may be added to obtain
the final error score.
The upper bound for an error score obtained on a new day must be determined from
statistical properties of past errors that have been accepted for a class. Sufficient information
is stored each time the classification of a new day is established to allow the calculation of the
average number of errors per day as well as the mean squared error per day for both types of
errors. This facilitates the use of a Gaussian approximation for the errors, and the standard
deviations and means for each type of error may be determined.
This approximation is very useful since it allows a simple acceptability test. If the error
score for any class on a new day is less than one standard deviation froin t e mean error
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score for that class, then the new day is suitable for assignment to one of the existing classes.
This criterion requires special calculation of the standard deviation of the error score from
the standard deviations of the cold and waste errors. This is done by scaling the variances of
the two error types in the same way that the errors themselves are scaled. By doing this, we
may combine the two variances to obtain the variance of the combined error score. Taking
the square root of this variance will give the standard deviation of the error score. The upper
bound is established by adding this standard deviation to the mean error score. One standard
deviation from the mean is a somewhat arbitrary limit, but it is a reasonable one since it will
tend to become more restrictive with time, and not less restrictive.
The size of the bound determines its restrictiveness. If a bound for a class is very small,
then only when the class yields very few errors on a new day will the acceptability test be
satisfied. If a bound for a class is large, then even when the class yields many errors on a
new day, that day might still be a potential member of the given class. Whenever a new
day is accepted into a particular class, the errors made by that class on that day are entered
into the error statistics for the class. If the new errors are within the initial error bound, the
bound should get smaller, or more restrictive.
Since a brand new class has not accumulated any errors, it is important to initialize the
error bound for a new class at a reasonable level. If the proper level for the bound is not
chosen, future days will be either accepted or rejected too readily by the new class. Since the
bound is frequently decreased but rarely increased by errors from accepted new days, it is
important for the initial bound to be the maximum that should be acceptable. I have based
my choice of the bound on the principle that any class, when used at the proper time, should
always perform better than a function which randomly chooses when to turn the temperature
setting up and when to turn it down. By taking a percentage of the errors that such a function
might generate, a reasonable bound may be established.
The iurnber of errors that the random control function would generat, is determined
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from the occupancy pattern that first causes the new class to be generated. This pattern
is used because the class will presumably be used on similar patterns in the future. As an
example, suppose that a particular day-segment is 12 time slices long. Also assume that
during four of these time slices the heat should have been turned up, and on the remaining
eight time slices the heat should have been turned down. The random control function will on
the average have the heat turned up half the time and turned down half the time. Therefore,
during half the time when the heat should be turned up, it will be turned down, and during
half the time when the heat should be turned down, it will be turned up. This means that
on the average, a random control would have produced two cold errors from not having the
heat turned up at the right time, and four waste errors for having the heat turned up when it
wasn't needed. In my system, I take 80 percent of the average random errors to be the initial
maximum bound. The maximum bounds for cold errors and waste errors are kept separate so
that the maximum error score will change appropriately if the relative cost factor is changed.
5.2 The Distance Score
The error bound is not the only criterion for acceptance of a new day into any of the
available classes, there is also a distance measure which is used both for determining accept-
ability, and for finding the best classification for a new day. The distance measure is a
direct comparison of the probabilistic representation that is generated for a new day with
the probabilistic representations of the existing classes. Since each representation consists of
an array of parameters which each correspond to a specific probability density function, the
representation may be characterized by a single point in a multi-dimensional space where there
is a unique dimension for each parameter. When two representations are characterized in this
manner, the geometric distance between them is easy to determine. As a very simple example,
we may consider three representations which consist of only two parameters. Let class A have
the parameters [1/4, 3/4], class B have the parameters [3/4, 1/2], and an unclassified new
day have parameters 11/2, 1/4]. These points are represented in the two-dinmensional graph
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in Figure 1 below: 4 0.5 -
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FIGURE 1: THE DISTANCE SCORE
The distance from the new day to class A would be /(1 -.- )2 + (4 _ = 0.559,
and the distance from the new day to class B would be /( - )2 +( 1)2 = 0.354. The
parameters that are actually used for the distance measure are the P,k, and Pi,L,j terms in
the pattern representation.
By keeping a maximum distance bound with each class, it is possible to determine whether
data for a new day should be accepted into one of the existing classes or a new class should
be generated. If the distance between the new day and each of the existing classes is beyond
the maximum distance bounds corresponding to each class, then there will be reason for
generating an new class. Otherwise, the best classification for the new day will be as the
class which is closest to it. In the above example, provided that the new day lies within the
distance bound of either class A or class B, it will be classified as class B. If the new day lies
within the distance bound of class A, but not that of class B, it will still be classified as class
B since it is closest to B. The reason for this is that if the new day is acceptable for class A, it
must also be acceptable to any class which is closer to it than A. As a result of accepting the
new day as part of class B, the distance bound for class B will be increased so as to insure that
any future occurrence of a day exactly like the one that was just accepted will fall within the
bound. This is to make sure that once a particular type of pattern is accepted into a given
class, it will always be accepted by that class.
The two methods for determining whether a new day may be accepted into one of the
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existing classes or whether a brand new class should be generated have now been described,
but their interaction needs to be explained further. The basic rule I apply for deciding when
to generate a new class is to only do so when the new day does not satisfy either of the two
acceptability tests, and the total number of classes that have been generated is still below
the preset limit. This way, if the new day is within the error bounds or the distance bounds
of any of the existing classes, then it will be accepted. Once it has been decided that no new
class should be generated, the error and distance bounds become irrelevant and the actual
classification is based entirely on the relative distances between the new day and the existing
classes. This approach is intended to minimize the development of new classes as much as
possible while still providing a capability for generating those classes that are essential.
When the first class is first established, the error bound will be set at 80 percent of the
average random error, and the distance bound will be set to zero. If the next day falls within
the error bound, then the class will be augmented with the pattern from that day, and the
distance bound will be increased to the distance between the class and the new pattern. The
errors that were produced by the given class on that day will be added to the cumulative error
statistics of the class. If the next day results in a pattern which causes the class to perform
badly, then the error bound will not be satisfied. If at the same time, this pattern is not
within the distance bound of the existing class, a new class will be established. This new class
will be initialized in the same manner as the first class was. The error bound will of course
be different depending on the actual pattern that caused the new class to be generated. On
the following day, the pattern will first be checked to see if it passes either the error bound
test or the distance bound test. If either test is passed for any of the established classes, then
this will be sufficient to prevent a new class from being generated.
The next step is to determine the classification of the new day. The fact that the error
test was passed only for the second class does not limit the selection to this class alone. Since
a slight change in the weight fac.tor r the first ca:s might have rrade it perform much better
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on the new pattern than the second class ever could, it is necessary to base the classification
entirely on distance. Assuming that the new day is subsequently classified as the first class,
the error statistics will be updated from the new day, and the maximum distance will be
extended to reach the new point. The fact that data which did not pass the error test for the
first class was still entered into the first class will cause the error bound to be increased. Since
there is no control on how much this increase might be, it is important to always maintain
the effective error bound at or below the initial level.
Once a given day has been classified, the selected class must be augmented with the data
from that day. A class is defined by a set of Beta PDFs for the random variables Pjk and
Pi,o,j. Each PDF is represented simply by the two parameters MC and N,. We may recall that
the Beta PDFs for random variables P. k and Pi,lj were also established from the data of the
one day as well. Let these PDFs be characterized by the parameters Md and Nd. All that is
needed to augment the selected class then, is to subtract the bias that was initially inserted
into Md and Nd and add the resulting raw data to MC and N,. Thus:
M(P+1) = M(P) + (d - 1);
N(P+1) = N(P) + (Nd- 2).
It is clear that the process for augmenting classes cannot continue indefinitely without
it consuming an infinite amount of memory. This problem can be avoided if we require that
once Mc reaches a specified limit, we switch to a heuristic estimator of the form:
M(P)N(P'- In! (N(P) + (Nd -2))[M+ P) + (Md - 1) -
M(+)= Mp).
This estimator will keep Mc constant, and only alter Nc.
Using the classification and parameter augmentation procedures described here, several
good things will happen. First, by grouping days which are similar but not identical into the
same class, we will be able to isolate those features that are most relevant to the prediction
problem, and ignore extraneous information. Also, class augmentation serves as a means for
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compressing the pattern information from many days into a single representation, thereby
reducing memory requirements. The ability to have several different representations is still
very important, however, since human behavior is too diverse to be put into a single repre-
sentation. This is what makes the classification algorithm so important, since it must make
the choice of when to compact its representations and when to diversify them.
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6. PREDICTION OF CLASSES
If more than one class exists for a given zone, then it will be necessary to predict which
class to use at the beginning of a new day. A class which works well to predict a particular
behavior pattern will be of little value if that class is not used when it is needed. Fortunately,
there is certain information available to the system which should help in choosing the correct
class. For instance, the system can know about the calendar, various special days, and all of
the past classes that have been used. The designer of the system may also be able to provide
the system with inexact knowledge of how these pieces of information might be related. The
problem then boils down to a matter of using the inexact knowledge to interpret the given
information, and thereby make a reasonable prediction of what to expect in the future.
This problem is of critical importance to work in artificial intelligence since many problems
requiring intelligence involve the assimilation of incomplete data and uncertain knowledge for
making decisions and predictions. In my approach, I have combined the virtues of two estab-
lished techniques in a rather unique way. First, a knowledge base system similar to MYCIN
is used to direct the processing of the available information according to inexact knowledge
of how different pieces of information might be related [Shortliffe and Bunchman,75]. Second,
a learning technique similar to that developed by Samuel in his learning checker player is
used to help bias the influence of each knowledge source [Samuel,59]. This way, the initial
knowledge of the system can be very general since the precise details may be learned from
experience.
In a knowledge base system like MYCIN, the best of a given set of hypotheses is selected
according to the significance of various pieces of evidence in favor or against each hypothesis.
Evidence is obtained from inexact knowledge about the meaning of various elements of raw
data, and the strength of this evidence is included as part of the knowledge. This type of
system transforms directly into the problem of predicting future classes if we formulate a
hypothesis for each candidate class statilg that the associated class is the correct, choice.
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Inexact evidence is then obtained by using general knowledge about people's behavior patterns
to analyze the record of their past behavior. The power of MYCIN to determine the validity
of each hypothesis by combining inexact evidence thus provides a good framework for the
class prediction problem.
The addition of learning to this system is essential because of the extreme diversity in
different people's behavior. Even though a general base of knowledge can be established for
understanding human behavior, the significance of any part of that knowledge for predicting
behavior depends entirely on the individuals involved. Thus, the only way that such a general
base of knowledge can be useful is if the system can learn which parts of its knowledge are
most important merely by observing the behavior of the individuals who use it.
There are many forms of knowledge that might be considered useful for predicting future
classes. We know that some forms of behavior may be fairly regular, repeating on a weekly or
monthly basis, while others revolve around various special occasions. At other times, certain
disruptions in normal behavior may foretell additional disruptions in the near future. Since
classes are used to represent behavior patterns, these types of relationships between different
behavior patterns should be reflected in similar relationships between the various classes.
However, it is not possible to know in advance which classes will be associated in this manner.
Therefore, the knowledge that the system contains can only be in a form which directs the
system to look for such relationships between all classes and identify those classes which are
consistently related.
To deal with the many possible ways that classes might be interrelated, the class predic-
tion system uses independent experts that can vote on which classes are most likely and
least likely to be needed. These experts each represent distinct pieces of knowledge since
they analyze data and make predictions according to their own specific criteria. The experts
begin with only general knowledge, but they are usually capable of gaining more knowledge
with experience. A typical expert will initially know only to look for particular relationships
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within the data, but with time, relationships will be found, and this knowledge will be used
as a basis for making a vote. The vote can thus be considered as a piece of inexact evidence
for the knowledge base system.
Each expert must consider each of the classes available for selection, but they need not
vote on classes which are uncertain. If an expert does vote on a class, it may either vote for
or against that class. There is no limit to the number of classes that a single expert may
vote on. By allowing experts to abstain from voting, they need only vote on a class when the
available evidence for or against that class is strong. This is important because it creates an
implicit confidence threshold which requires that a degree of certainty be reached before a
vote can be made.
When an expert gives a vote for or against a class, this vote must be weighted by a
confidence factor just as inexact evidence is weighted for its reliability in MYCIN. In a stand-
ard knowledge base system, each confidence factor is known in advance and in fact, these
factors represent a significant part of the system's knowledge. In my system, the confidence
factors are all established dynamically. This is done by an external judge which evaluates
the performance of each expert, and assigns appropriate confidence factors accordingly. This
is the key to the learning ability of my system since it automatically finds the best experts
to use for predicting the particular behavior patterns at hand.
The final class prediction is made by combining the confidence factors for each vote in
the same manner that inexact evidence is combined in MYCIN. This method is designed to
combine inexact evidence factors in such a way that positive evidence can only weigh in favor
of a hypothesis however weak that evidence may be, and similarly, negative evidence can
only weigh against a hypothesis. In my system, the set of hypotheses corresponds to the set
of classes that might be used on the upcoming day segment. Once all of the evidence for each
hypothesis has been combined, the best class can be chosen by selecting the one which has
the most evidence in favor of it.
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It is important to note that the concept used for combining evidence factors is very
different from standard probabilistic methods. The approach I use corresponds directly to
the idea of belief and disbelief factors used in MYCIN. In this method, votes in favor of a
class will only increase our belief that the class is the best choice, and votes against a class
will only decrease our belief that the class is the correct choice. This is intended in MYCIN to
accommodate for the way that human experts think about the interaction of various pieces
of evidence, but it also works well in the automatic procedures I have developed. The key
advantage is that it allows the consideration of inexact and interdependent pieces evidence in
a very straightforward manner. If a probabilistic approach were used instead, a vote in favor
of a class with a strength of only 0.1 would end up being equivalent to a vote of strength 0.9
against the class. In addition, any interdependence of evidence factors would have to be dealt
with explicitly. It is not reasonable to use an expert's vote in favor of a class as evidence
against using that class simply because that expert is very unreliable, and it is not always
possible to know in advance which evidence factors will be interdependent. Thus the concept
of belief and disbelief factors provides considerable power and versatility to the system.
Since each hypothesis has its own set of evidence factors both for and against it, these
factors must be combined in a manner which allows an overall comparison between the different
classes. The method I use computes a single certainty score for each hypothesis and then
chooses the hypothesis with the highest certainty score for its prediction. In the computation
of the final certainty scores for the individual hypotheses, cumulative belief and disbelief
factors are first computed separately, and then these factors are combined. The computation
a cumulative belief factor is performed by taking all of the confidence factors of votes in favor
the given hypothesis, and combining them with a function which is similar to a multi-valued
form of a binary "or" function. The cumulative disbelief factors are computed in the same
way, using the confidence factors of votes against the hypothesis rather than those in favor
of it.
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For convenience, we may call the function used to combine confidence factors a "numerical-
or". The numerical-or of two numbers A and B which are both less than or equal to 1 would
be as follows:
(numerical-or A B) = A + (1- A) X B
The interpretation of this function is that if A provides a fixed amount of confidence about
a certain hypothesis, then B can at most only increase that confidence by the amount of
uncertainty remaining after A is known. The actual increase will be a percentage of the
remaining uncertainty which is proportional to the certainty that B provides by itself. Since
the cumulative belief and disbelief factors for a hypothesis should not depend upon the order
in which the evidence factors are combined, it is important that the "numerical-or" function
be symmetrical. This symmetry can be seen when the function is expressed in the following
equivalent form:
(numerical-or A B) = (A + B) - A X B
Thus, it is clear that
(numerical-or A B) = (numerical-or B A)
Once the separate cumulative belief and disbelief factors have been calculated, the com-
putation of the final certainty score is simple. All that needs to be done is to subtract the
value of the disbelief factor from the value of the belief factor. This will yield a certainty
score that is between plus and minus one. If the evidence against a class is stronger than the
evidence in favor of it, then the final certainty score will be negative. If the evidence in favor
of the class is stronger, then it will be positive. With one of these certainty scores associated
with each of the candidate classes, the best choice may easily be obtained by selecting the
class with the highest certainty.
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6.1 The Confidence Factors
Since the confidence factors that correspond to each vote play a key role in the learn-
ing capability of the class predictor, it is important to know how they are evaluated. The
confidence factors can be thought of as representing the level of certainty we may have about
each of the votes that might be made. A simple but unsuccessful method for obtaining
these factors is to update them after each prediction in such a way that they represent an
approximate estimate of the probability that their associated votes will be correct. This
estimate may be maintained by a limited memory estimator which is incremented each time
a correct vote is made, and decremented each time an incorrect vote is made. The standard
form for the estimation procedure is as follows:
If a vote was correct then: new factor = (1 -- e) X old factor + e
If a vote was incorrect then: new factor = (1- e) X old factor
Where e is a constant less than one.
Each confidence factor is initialized at a value of 1/2, and then either increased or decreased
according to the performance of their corresponding expert. This basic scheme is very similar
to that used by Samuel in his learning checker playing program [Samuel,1959].
Despite certain flaws, this method is intuitively satisfying since it will cause a confidence
factor to increase if an expert makes many correct votes for a class, and decrease if the
expert makes many incorrect votes for a class. The fact that the confidence factors have
limited memory is also positive, since this places the greatest emphasis on the most recent
performance. This way, when an expert gets better or worse with time, the confidence factor
will be modified accordingly. Unfortunately, this method is not as ideal as it sounds since it
produces terms that resemble probabilities much more than belief or disbelief factors. The
key problem is that a mediocre expert which makes many predictions and happens to have
a lucky streak can develop a higher confidence factor than a perfect expert which makes
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infrequent predictions but is always correct. This imbalance may cause serious errors because
the perfect expert will be ignored when it is most needed.
An improved method for updating confidence factors is to only modify them for experts
which have been involved in an undesirable outcome. This is the case when either an incorrect
vote is given too much emphasis, or a correct vote is given too little emphasis, resulting in
the selection of an incorrect class. Under this approach, the confidence factors will only be
modified if a final prediction is incorrect. When the class prediction for a day segment turns
out to be correct, then none of the confidence factors should be modified since they can be
considered to have been at the proper relative levels. This scheme will tend to give the most
emphasis to those experts that are crucial to accurate decision making.
As an example, suppose we have three experts, and have only to decide between two
different classes. Suppose also that class I will always occur on weekdays, and class 2 will
always occur on weekends. Now, assume that the experts are found to vote as follows: Expert
I will always vote for class I on weekdays, but it will abstain from voting on weekends. Expert
2 will vote for class 1 on every day of the week. Expert 3 will vote for class 2 on every day
of the week. Now we may determine what would happen under the first method described
by assigning reliability factors according to the probability of success of each expert. The
probability of success for a vote in favor of class I by expert 1 is 1.0 since each time it makes
this vote it is correct. The probability of success of vote in favor of class by expert 2 is 5/7
since this expert is correct only five out of the seven times it votes. Similarly, the probability
of success of a vote in favor of class 2 by expert 3 is 2/7. When the votes on a weekday
are tallied, class 1 easily wins as it should. Unfortunately, when the votes for a weekend are
tallied, class 1 still wins because expert 2 has a higher confidence factor than expert 3. This
should not be allowed to happen because experts 2 and 3 are not supplying any valuable
information at all. To make a decision on the basis of which of the two experts have been
luckiest is not desirable in this case. The proper weiighting of' these experts would be to give
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the highest weight to expert 1 since it seems to recognize a difference between weekdays and
weekends, and the lowest weight to expert 2 since whenever it is not making a redundant vote
it is actually making a harmful one. It should be clear that the improved updating method
produces this desired result.
An additional improvement to the updating procedure is a method to account for the
cost of choosing an incorrect class. Whenever an expert makes a vote on a particular class,
there is always the chance that the vote will be incorrect. If an incorrect vote results in the
wrong class being selected for a new day, then there is a good chance that more errors will
be made than would have been made with the correct class. It is also true that some classes,
even though they may not be ideal, may be better suited than others to provide reasonable
performance on the new day. It is therefore desirable to bias the selection of classes toward
those which would be most likely to provide reasonable performance even when they are not
the best choice. This biasing may be reflected directly in the confidence scores for each of the
experts. If an expert incorrectly votes in favor of the wrong class, or against the correct class,
then the confidence factor for future votes of that type by that expert must be diminished
in proportion to the severity of the error. On the other hand, if an expert makes a correct
vote, but the final selection is not the same because of votes from the other experts, then
confidence in this expert must be increased in proportion to the difference in error between
the class that was actually selected, and the class that should have been selected.
It is possible to deal with cost considerations directly in the procedure for updating
confidence scores. As mentioned earlier, confidence scores are only modified if the combined
votes yield a final prediction which is incorrect. When this happens, there will be two types
of correct votes, and two types of incorrect votes. The correct votes will be those in favor of
the proper class as well as those against any other class. The incorrect votes will be all those
against the proper class, and all those in favor of any other class. The confidence factors
corresponding to the correct votes will be increased according to the forllmula:
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new factor = old factor X (1 - c) + e
And the confidence factors corresponding to the incorrect votes will be decreased according
to the formula:
new factor = old factor X (1- e)
The only difference between these formulas and the those described earlier is that the size of
e will depend on the severity of the errors.
If an extremely costly mistake has been made, will be made large, causing a large
change in the confidence factors for both the correct and the incorrect votes that have been
made. The maximum value allowed for e is 0.5, and the minimum value is zero. This is to
insure that a single change in a confidence factor does not entirely ignore its previous value.
When dealing with a vote that was made on a class that was not the correct class, the value
assigned to e is determined by the ratio between the distance scores of the correct class and
the class that had been voted on. When dealing with a vote that was made on the correct
class, the value of e is determined by the ratio between the distance scores of the correct class
and the class that was actually used. Recall that the distance score for a class is a measure
in difference between the parameters for that class and the parameters that are generated
from the new pattern. This distance score does not provide a direct measure of the errors a
class would produce on the new pattern, but it does indicate this indirectly since the error
score tends to increase with the distance score. In spite of this, the distance measure actually
works better than the error score for scaling since it is insensitive to fluctuations in the
weight factor of the decision function.
The formulas used to determine e are as follows:
If the confidence factor being changed is for a vote on an incorrect. class then:
The distance score for the correct class
The distance score for the class that was voted on
If the confidence factor bteir!g changed is for a vote on the correct class then:
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=0-.5 x (1- The The distance score for the correct class
The distance score for the class that was actually used
The distance scores in these formulas are the same as those used to determine the the best
classification for the occupancy pattern of a new day. This distance score reflects the cost of a
mistake in the sense that an incorrect class which has a distance score that is much larger than
the distance score for the correct class is likely to yield many more errors than the correct
class. On the other hand, if a new pattern lies right between the correct class and another
class in parameter space, there will be no severe penalty on a vote for the other class since
the choice was so close. By using this score to scale the modification of confidence factors,
any prediction errors should be most likely to involve classes which are nearly equivalent to
the correct class, and errors involving classes which are extremely different from the correct
class should be rare. This way, the resulting errors in temperature control should be small
even in the event that an incorrect class is used.
6.2 Control of the Class Predictor
There are certain special control procedures that are needed for the class predictor to
function properly. These procedures are primarily concerned with choosing the correct defaults
when limited information is available. These defaults are needed when the classes available
for selection are linmited, or when the actual classification of a preceding segment is not known
before a vote has to be made.
When the system is just starting out on the first day, no normal classes will exist yet so
the decision algorithm will have to use a default class called class 0. This class will force the
decision algorithm to either keep the temperature set up for every time slice, or keep it set
down for every time slice depending on the value of the relative cost factor. If the relative cost
factor is greater than one, this means that the user puts a higher priority on comfort than on
saving energy, so the temperature will remain set to the comfort level. If the relative cost is
less than one, the decision algorithm will set the temperature to the lower conservation level,
but the people sensors will still take care of heating zones that are occupied. This approach
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is intended to guarantee either maximum user comfort or maximum energy savings during
the early learning stages, depending on which is most important to the user.
In time, the system will collect pattern data and begin to establish groups of classes
which are exclusive to particular zones of the building and segments of the day. If only one
class has been established for a particular segment and zone, then it will not be necessary
for the predictor to do any voting for that zone. Class 0 will never be chosen when there is
another alternative, so the other class is the only remaining choice. When two or more classes
have been established for a particular zone in the given day segment, then the predictor must
vote on which class to select using its collection of independent voters. These voters include
the periodic predictor and several correlation experts.
One of the correlation experts requires some special control considerations. This is the
"previous segment" expert which tries to correlate the classes occurring on consecutive seg-
ments and predict the class for the upcoming segment based on the class of the previous
segment. The problem with this expert is that it does not have all the information it needs
to make an accurate prediction at the beginning of a segment. This is due to the fact that
the final classification for the previous segment cannot be obtained at the beginning of the
current segment. The correctness of the control decisions made at the end of the previous
segment cannot be evaluated until the first few time slices of the current segment have passed,
and this evaluation is crucial to the classification process. To accommodate for this lack of
information, the class of the previous segment is assumed to be the class that was last in use
when the segment ended. It is reasonable to make this guess since the last class in use will
be the survivor of the self evaluation process. If this guess should turn out to be incorrect,
the vote will have to be redone with the new information. If the overall vote is changed,
then the new class will be used as if it had been selected from the start of the current day
segment. This, of course, will not change any past control decisions, but it will effect the
evaluation of the experts when the current segment is conlmplete and it comes time to modify
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their confidence factors.
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7. THE VOTING EXPERTS
Now we may discuss the details of how the specific voting experts actually work. The ex-
perts that I use may be divided into two main types. The first type is capable of extrapolating
a binary sequence on the basis of various periodic tendencies it finds within the sequence.
This is valuable because the incidence of any given class over the lifetime of the system can
be expressed as a binary sequence with each element of the sequence representing a different
day. A "1" in the sequence can represent the fact that the given class was chosen for the
corresponding day, and a "0" can represent the fact that another class was chosen for that
day. If a class has any periodicity in its occurrence, this expert can find it and use it to guess
when the class will occur again.
The second type of expert is capable of looking for correlations between the use of the
different classes and various events. An event can be any arbitrary feature that the program-
mer wishes to specify. Each expert has its own special feature that it tries to correlate with
the occurrence of different classes. The experts that I used are the following:
1. An expert to correlate the use of each class with the one used a week earlier.
2. An expert to correlate the use of each class with the one used a day earlier.
3. An expert to correlate the use of each class with the one used a segment earlier.
4. An expert to correlate the use of each class with the occurrence of any special days.
These are just a few of the possible correlation type experts that actually could have been
employed.
7.1 The Periodic Expert
As stated earlier, the periodic expert looks at the record of classes that have been used
in the past, and forms a binary sequence for each of the classes. The binary sequence for a
given class will have an element for each day, and an element will be a "1" if that class was
used on the corresponding day and a "0" if not. The periodic predictor is able to take the
binary sequence for a class and make one of three choices regarding its vote for that class
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on the upcoming day segment. The three choices are to vote for the class, against the class,
or to simply abstain from voting. If abstention is chosen, the expert will have no influence
on that class, and its confidence factor associated with that class will be unaffected by later
evaluation procedures. This predictor operates independently on each of the candidate classes.
An understanding of how this predictor works may be obtained through an understanding
of how it looks for periodicities within a binary sequence and uses this to extrapolate the
sequence into the future.
Periodic prediction is a problem common to many disciplines, but as yet it has no universal
solution. Since this problem is so vast, I cannot begin to expect to obtain a perfect predictor,
but at least I can obtain a reasonable one. This is all that is necessary anyway since the
periodic predictor is only one of several experts in my system. In many approaches toward
periodic prediction there is much emphasis on first obtaining a model of the sequence to be
predicted, and then finding various parameters of that model from direct analysis of the
sequence. If the model is valid, it should permit the extension of the sequence once it has the
correct parameters. The model I use for predicting human behavior allows binary sequences of
different periods to overlap in an "inclusive or" fashion to model the effect that interdependent
behavior patterns of different people might have on the class sequence.
Because of this unusual model, I have taken a heuristic approach which tries to analyze
a binary sequence in much the same way that a person might. One approach people might
take when trying to find periodicities in such a sequence is to try to match templates with the
sequence. For instance, if we think a binary sequence might have a period of ten elements,
we could take a template that has a window every ten spaces, and place it over the sequence
to see if each window had the same element in it. In fact, even though the template may not
give good results for each of the possible starting points, we might still be able to extrapolate
the sequence on the basis of those starting points that matched well. Ideally, we would like
to find the fewest number of templates that can accurately describe the sequence.
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The best way to visualize the template matching problem is to consider a binary sequence
such as the following:
111000011000001110000110000-..
Now suppose we had a template made of cardboard that could be placed over this sequence,
and in this template, holes were cut at regular intervals. We can let another binary sequence
1000000100000010000001000000100000...
represent this template if we say that there is cardboard where we see zeros, and holes where
we see ones. The template shown above would be used to test for periodicities of seven. To
use this template to test the sequence given above, we would begin by placing the start of
the template at the start of the sequence and look to see if the elements in all the windows
match. For the sample sequence above, each window would have a one in it so we would save
the hypothesis that the ones in the sequence may have a component with period of seven
and zero displacement. Next, we would displace the template by one element, and again we
would notice that each window of the template had a one in it. This means we would also
save the hypothesis that the ones in the sequence have a component with period of seven and
a displacement of one. We continue to displace the template one step at a time up to one
step less than the period length. When the template is displaced by two steps, we will find
that the first window has a one, the second has a zero, the third has a one, and the fourth has
a zero. This is not a satisfactory match for either the ones or the zeros. When the template
is displaced by three steps, all of the windows will have zeros in them. This will allow us to
hypothesize that the zeros in the sequence may have a period of seven with a. displacement
of three. Using this approach for all templates which can at least cover two elements of the
sequence, we can generate a very large number of hypotheses about the possible periods and
displacements of the sequence elements. The problem then becomes one of obtaining the most
complete description of thle sequence at hand with the fewest number of hypotheses.
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It is important to consider how a description of a sequence may be obtained from a
set of hypotheses of the form discussed above. Since each hypothesis specifies where a set
of ones or zeros may be found at specific positions in a sequence, there must be a way of
combining these hypotheses to obtain a description of all the elements of the sequence. For
example, if the elements from all hypotheses are superimposed upon one another, the original
sequence may be reproduced exactly except in places where no hypothesis could produce a
match. The object however, is not merely to obtain a description of the original sequence,
it is to predict the next element of that sequence as well. This means that we will want the
representation to reflect real periodicities in the sequence as much as possible. Since there are
generally many more hypotheses generated than are actually needed to describe the sequence,
the problem becomes one of selecting the subset hypotheses which is most likely to use the
real periodicities to represent the sequence. If real periodicities do exist, it is most likely that
this subset will be the smallest possible subset that can still give a complete description of
the sequence. This is because each hypothesis can be thought of as containing purely periodic
information about the sequence. When hypotheses of different periods are superimposed upon
one another however, a certain amount of aperiodic information is added, and the periodic
information becomes less significant.
Since the number of possible combinations of hypotheses can become very large for even
a moderate number of hypotheses, it is necessary to use certain heuristic techniques that will
simplify the search for an optimal or nearly optimal subset. This is done in my system through
several different methods. First, all of the components are sorted in order of the shortest period
to the longest period. This helps to find the components which provide the most information
about the sequence since they will have more elements that must fit into the sequence. The
procedure that follows involves an attempt to build a complete representation of the given
sequence by picking components out of this sorted list one at a time until either the repre-
sentation is complete, or none of the remnaiing colmponents can improve the representation.
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The selection of a new component is based primarily on the amount of new information it
provides to the representation. In this case, each element that a component can add that was
previously unspecified constitutes new information. This permits the quantification of new
information simply by counting the number of such elements that are added by a hypothesis.
The search for each new component starts with the smallest period component that is
still unused. The amount of new information provided by each consecutive component in
the sorted list can be computed, and a record of the best match can be maintained. When
we get to components with periods that are so large that the maximum number of elements
that they could match is less than the current high match score, then the search is complete.
The component with the best match can then be added to the representation, and the search
repeated for the next component.
There is a slight complication when there are several components which have equal match
scores. If one of these components is just chosen arbitrarily, it is likely to overlap some of the
elements that the others could have contributed, thereby reducing the value of components
that would have otherwise been of equal value. The problem with this is that there may be a
few components that can fit together with no overlap, and another which overlaps the others
a great deal. If the overlapping component is added first, the other components will no longer
appear useful. On the other hand, if one of the nonoverlapping components is added first, then
the other nonoverlapping components will still be just as useful as before. The net match value
of the given group of components will thus be much higher if the nonoverlapping components
are used first. The components that most commonly fit together without overlapping are
those with the same period. Therefore, when several components are found with equal match
scores, they are first inspected to see if any of them have a common period. If this fails,
they are inspected to see if any of them has a period which matches a period of one of the
components that has already been added to the representation. If any components should
satisfy these conditions, they will be added first. If several new colilponents are found to have
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the same period, they may actually be added to the representation all at the same time since
they will have no effect on each others match scores.
The overall scheme for the periodic expert can be described as a generate and test algo-
rithm. First, all of the possible hypotheses about periodicities in the sequence are generated,
and then, these hypotheses are tested to see which of them provide the best description of
the sequence. The net result is that we end up with a set of hypotheses about what the
predominant periodicities of the sequence might be. The next problem is to use these periodic
hypotheses to extrapolate the sequence. Here, it is important to decide how to combine the
periodic components to make a reasonable extension of the sequence. If for instance, we used
only the components for the ones in the sequence, and we superimposed them on top of one
another, we could extrapolate the result to see all the likely places where ones might occur
later in the sequence. To superimpose the components for the ones, we start with a sequence
that is initially all zeros, and change any element to a one if it corresponds to a one in any
of the components. If this is done, however, there will be a tendency for the extrapolation
to be excessively biased in favor of ones. This is because the components will most likely
have different periods, but have many instances where they overlap within the sequence.
When we extend the sequence, however, there may not be so much overlapping, and the
extended part of the sequence will be filled with many more ones than is appropriate. If we
try superimposing the components which specify positions of the. zeros in the sequence, we
get the same problem, but this time, the result will be biased in favor of zeros.
The solution to this problem is found by combining the components for the ones with the
components for the zeros in a reasonable manner. Within the known portion of the sequence,
there will be no overlapping of the two different types of components. This is because the
components are chosen such that they are completely accurate. Any template which was
found to contain both ones and zeros would not have been selected as a potential candidate.
There is a good chaiice however, that there will be some overlapping of ones and zeroes when
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all the components are extended. It is then necessary to decide what the correct prediction
should be when a certain number of hypotheses predict a zero should fall at a particular point
in the sequence, and another set of hypotheses predict a one should fall at the same point.
The simplest solution is to make a prediction according to whether there are more predictions
for ones, or more predictions for zeros at the point in question. If the hypotheses predicting
ones outnumber the hypotheses predicting zeros, then the final prediction will be a one. If
the hypotheses predicting zeroes outnumber those predicting ones, then the final prediction
will be a zero. If the number of hypotheses in favor of ones and zeros are equal, then no
prediction will be made. These predictions are translated into votes by the periodic expert
by assigning an affirmative vote for the class being analyzed if the prediction is a one and a
negative vote for the class being analyzed if the prediction is a zero. If no prediction is made,
then the expert will have to abstain from voting on that class.
7.2 Correlation Experts
All of the experts that try to use correlations as a basis for prediction use the same
basic correlation functions but look for different features to be correlated. They all try to
predict the upcoming class based on the correlations between the candidate classes and certain
observable events. The set of known events can include things like the class that was used a
week, day, or even just a segment of the day earlier, as well as calendar information such as
the occurrence of user defined special days. If the coincidences of classes and known events
such as these are recorded, then when an event is found to be highly correlated with the
occurrence of a given class, or perhaps the non-occurrence of that class, then every time the
event occurs, it will provide some information about which class to select.
Each correlation expert has its own special incidence matrix for each day segment within
each zone. This is because the sets of candidate classes are grouped in these terms. Since
an expert looks only at events of a single type, the incidence matrix for a given expert only
needs to record the nunliber of times each available class is selected when ally of the events
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of the specified type are also found. For example, suppose we have an expert that tries to
correlate the class selected on each day with the class that was selected the day before. In
this case, the event type is specified by the fact that the expert looks only at relationships
between the present class and the class used one day earlier. The different events of this type
correspond directly to the number of classes that exist for that zone and day segment. To
see what a typical incidence matrix might look like in this case, we can study the following
sequence of three classes:
13113113113123113112123112
The incidence matrix that would result from this sequence for an expert that looks for cor-
relations between consecutive pairs of days is shown below:
1 2 3 Present Class
Class used on 1
the previous day 2
3
This matrix is to be interpreted as follows:
Class 1 has been found to follow itself six times, class 2 one time, and class 3 seven times.
Class 2 has been found to follow class 1 four times, itself zero times, and class 3 zero times.
Class 3 has been found to follow class 1 five times, class 2 two times, and itself zero times.
A very simple way to use this matrix for prediction is first to find the row that corresponds
to the current event, and then find the class which has had the maximum number of incidences
and the class which has had the least. If we wanted to extend the above sequence, for example,
we would look in the row labeled 2 since we want to predict which class will follow class 2
which is at the end of the sequence. Then, we would find the most incidences for class 3 which
had two, and the least incidences for class 2 which had none. The predictor can then use this
information to give a vote in favor of class 3, and against class 2. Tile predictor would have
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6 4 5
1 0 2
7 0 0
to abstain from voting on class 1. This method is equivalent to calculating the probabilities
that each class will occur given a particular class had occurred the day before, and choosing
the classes with the maximum and minimum probabilities for the affirmative and negative
votes respectively. If probabilities were to actually be used, the only difference would be that
each row would be normalized such that the sum of the elements was equal to one. Since
normalizing the elements of a row does not change their relative sizes, the classes with the
maximum or minimum probabilities will be the same as the classes with the maximum or
minimum number of incidences.
This simple scheme is incomplete because, it produces a few subjectively unsatisfying
results. The problem can be seen in the above example when we are trying to predict which
class will follow class 1. Using the scheme explained above, the predictor will vote in favor of
class 1 which has six incidences, and against class 2 which has only four incidences. It seems
completely unreasonable, however, to vote against class 2 when the only times class 2 has
been known to occur have been right after an occurrence of class 1. From this we see that the
simple scheme fails due to the fact that the resulting vote is inappropriately biased against
class 2 only because of its infrequent occurrence in the sequence.
To correct for this problem, we might consider an approach which compensates for the
effect of having one class dominate the correlation prediction simply because it occurs most
often. To do this, each column of the incidence matrix can be normalized to reflect the prob-
ability for each event having occurred given that a particular class is to be used afterwards.
Note that this is calculating the probability of the cause given the effect whereas before we
were looking at the probability of the effect given the cause. After the columns are normalized,
the rows can then be searched for the classes with the highest and lowest probabilities. Where
the classes with highest or lowest probabilities also have the highest or lowest coincidences,
an affirmative or negative vote is justified. If the classes with bounding probabilities do not
also have bounding coincidences, then it 'ill be necessary to abstain froin voting on them.
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Because incidences are to be normalized in rows, and then compared along the columns,
care must be taken to estimate the probabilities in a reasonable manner. If we were to merely
divide each entry in the matrix by the sum of entries in the same column, we would not obtain
a good probability estimate in cases where the total number of incidences in the column are
small. For instance, it would not necessarily be a good estimate in the above example to
say that the the probability of class 1 preceding class 2 is 1, and the probability of classes
2 and 3 preceding class 2 is 0. There is simply too little information available to place such
extreme values on these probabilities. An alternative approach is to start with an a priori
estimate of these probabilities, and use the accumulated information about incidences to bias
these probabilities. This is very similar to the method used to estimate the parameters in the
probabilistic representations for daily behavior patterns. If the a priori probabilities are to
all be 1/2, each probability is computed by adding one to the number of incidences for the
corresponding element in the matrix, and dividing it by two plus the total of all the incidences
in the column of that element. In cases where the set of events are mutually exclusive, these
probabilities must again be normalized such that the sum of all the probabilities in a column
is equal to one.
Using the above example, and assuming that the events are not mutually exclusive even
though they actually are in this case, we would obtain a matrix of probabilities as follows:
1 2 3 Present Class
Class used on 1
the previous day 2
3
Now, if we make the correction for the fact that the events are mutually exclusive since
only one of the three classes can be used on a previous day, we obtain the following matrix
of probabilities:
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16 6 9
16 _ 1
1 2 3 Present Class
Class used on 1I | _ 
the previous day 2 17
Looking at this matrix, we see that the first row has a maximum probability when the
present class is class 2, and a minimum probability when the present class is class 1. The second
row has a maximum probability when the present class is class 3 and minimum probability
when the present class is class 1. Similarly, the third row has a maximum probability when
the present class is class 1, and a minimum probability when the present class is class 3. These
relationships are most easily seen when expressed in a matrix form as follows:
1 2 3 Present Class
Class used on 1
the previous day 2
3
We can compare this with the maximums and minimums along each row of the original
incidence matrix which may also be expressed in matrix form:
1 2 3 Present Class
Class used on 1
the previous day 2
3
The voting algorithm only allows an expert to make a vote for elements where these
two matrices agree. In this case there are only three elements with coinciding maximums or
minimums in both the incidence matrix and the matrix of probabilities. These elements are
shown below:
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min max
min max
max min
max min
min max
max min min
1 2 3 Present Class
Class used on 1
the previous day 2
3
This result seems to satisfy the heuristic need to only allow votes on a class when there
is a definite relationship between it and one of the events. A class should not have a greater
chance of being correlated with any of the given events simply because the total number of
occurrences of the class has been large. In the above example, we see that if we need to predict
which class should follow class 1, no votes can be made. This is because even though class 1
has been found to follow itself most often, class 2 has followed class I every time it has been
used. With this conflict, it is best to abstain from voting.
If we need to predict which class should follow class 2, we can vote in favor of class 3,
but that is all. Class 3 has been found to follow class 2 most often in spite of the fact that this
class 3 has occurred very few times. Even though class 2 has never been found to follow itself,
there have not been enough occurrences of class 2 to justify a vote against this possibility.
If we must predict which class should follow class 3, we may make a vote in favor of
class 1 and against class 3. Classes 2 and 3 have both actually had no incidences after class
3, but since class 3 has occurred more times overall than class 2, there is greater certainty
that class 3 will not follow itself than there is that class 2 will not follow class 3.
When two or more classes are equal in both their probability score and their coincidence
score for a particular event, these classes are considered to be tied, and the expert will be
allowed to make the same vote on each of them. In the above example, when we are con-
sidering classes which should follow class 3, classes 2 and 3 are tied for the minimum number
of coincidences but the probabilities associated with these classes are not equal. As a result,
the two classes are not considered tied, and we are able to choose class 3 for a negative vote
because its l)robability score is the lowest. It is useful to note that a tic can oily occur, and
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it must occur, when the incidences for two classes are equal in a given row and the sum of
the incidences down the columns for these classes equal as well. In other words, a tie exists
when two classes have been found to occur the same number of times after a given event as
well as the same number of times overall.
The above example demonstrated how a vote would be made when the events that are
used as the basis for prediction are mutually exclusive. When these events are not mutually
exclusive, very little is changed except that the second normalization of the probability
matrices is not performed. The only expert in the system which does not use mutually ex-
clusive events is the one that deals with user defined special days. There is actually an expert
for each one of the user defined days, but they all share the same incidence matrix. The only
reason for having unique experts for each day type is so that they may each be evaluated for
reliability independently. The incidence matrix that these experts share has a row for each
of the user defined day types, and a column for each of the classes that might be used on
those days. In other words, the day types are considered to be the events, and the experts
must determine which classes are correlated with these events. Each special day expert is
called upon only when the current date corresponds to its associated day type. When this
happens, the expert or experts use the special day incidence matrix and each make their
predictions according to the incidences that correspond to their associated special day. When
the incidence matrix is to be updated after a day with multiple names, an update is made in
each row that was named for that day.
The incidence matrix that the special day experts share is handled in a different manner
than the incidence matrices for mutually exclusive events. Since the user defined special
days are not mutually exclusive, a single day can be associated with several day names.
When the incidence matrix is updated after the day is complete, the class column will be
selected according to the class that was used on that day, and the incidences for that class
will be augmented in eacb row that corresponds to a name that was used for that day. This
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means that even though a class may have only occurred once, its total updates may still be
greater than one. When the probability matrix is derived from the incidence matrix, it is
not appropriate to approximate each probability by dividing the corresponding incidence by
the total number of updates. Instead, the incidences should be divided by the total number
of times the class has been used. Note that if the events had been mutually exclusive, the
total number of updates for a class would be equal to the total number of times that class
had been used. It is only because the events are not mutually exclusive that this distinction
needs to be made.
As an example of why this is important, suppose that two different user defined names
are always associated with the same dates. Also, suppose that the same class is always used
on these dates. As a result of this, the column in the incidence matrix associated with this
class will have the same number of updates for both of the day names. If the corresponding
probabilities are calculated by the standard method discussed earlier, the individual updates
will be divided by the total number of updates in the column. This will give probabilities of
1/2 for each element. This is not a valid result. Since the day names had both been active
events each time the class was used, the probabilities associated with each of them should
be close to 1. To permit this result to be obtained, it is necessary to keep track of the actual
number of times the class has been used. When this is used instead of the total number of
updates in a column, the result for non mutually exclusive events is much more reasonable,
and the result for mutually exclusive events is unchanged.
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8. SELF EVALUATION
Once the class predictor has made a decision on which class to use in each zone on an
upcoming segment, the decision function will begin to apply the probabilistic parameters
of those classes to determine the proper temperature setting in each zone during the next
time slice. No matter how well the class prediction system performs, it is bound to make
some mistakes since people's behavior patterns are never perfectly regular. Therefore, it
is important that a facility be provided to allow the system to evaluate its performance
incrementally at the end of each time slice to make sure that the initial class predictions were
indeed reasonable.
The only criterion that the system can use to evaluate its performance incrementally is
the number of errors the decision function has made while using the selected classes. The
decision function has the potential for making only two different types of mistakes. It can
decide to have the temperature setting turned up when there is actually no need for it, or
it can decide to have the temperature setting turned down when there really is a need for
it. The need for the temperature setting being turned up must be defined not only as the
immediate occupancy of a zone, but also, as the occupancy of a zone within a time period
shorter than that required to bring the zone to the desired temperature. This brings in a
small complication to any attempt to evaluate current performance since the correctness
of the most recent decisions will be unknown until the appropriate heating time constant
has passed. In other words, if it takes an hour to bring a particular unoccupied zone to a
comfortable temperature, then the correctness of any decision on whether or not to modify
the temperature setting for that zone cannot be evaluated until one hour after the decision is
made. This is not a problem when a zone is occupied. In this case, all-decisions ttiat were made
up to and including the time slice of the most recent occupancy can be evaluated for their
correctness. This is because unoccupied segments may or may not need regulation, depending
on whether there will be an occupancy in the near future, while occupied tirne slices always
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require regulation and always allow specification of the need for regulation in the time slices
preceding them.
With a knowledge of the current errors that have been made while applying the parameters
of a particular class to the behavior patterns of the current day, it is possible to compare
these errors with certain standards to determine whether or not the current performance is
acceptable. The standards that are most convenient to use are obtained from the average
and maximum error information that is stored with each class. This information is the same
as that used in the algorithm for determining the acceptability of a class during the final
classification process. In fact, the same algorithm that is used to compute the final error
acceptability may also be used to evaluate the intermediate acceptability with only a few
modifications.
Modifications to the basic acceptability algorithm are necessary for intermediate evalua-
tion because we have to compare partially accumulated error information with statistics for
the total errors that have accumulated at the end of a day segment. It is therefore necessary
to place limits on the accumulating errors to reflect the likelihood that the chosen class is
correct given the average number of errors that are usually made with that class. To do this,
the maximum allowable error score is reduced according to the number of time slices of the
current day segment that have actually been used in calculating the current errors for the
class.
There are many possible ways to rescale the maximum allowable error score. The more
the error score is reduced, the more likely we are to reject a class that is being used when it
shouldn't. Unfortunately, we are also more likely to reject a class that is being used correctly
but has had most of its errors at the beginning of the day segment. To avoid rejection of
valid classes, I have chosen a scaling function which sets the maximum allowable error to half
its normal level at the beginning of a day segment, linearly increases the scale to unity as
the day segment approaches its halfway point, and holds the scale at unity from the halfway
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point to the end of the day segment.
When the errors for the currently applied class exceed the limit, the class is not im-
mediately rejected. An appropriate replacement must be found first. To find a replacement,
all classes that have not yet been rejected are evaluated just as though they had been selected
at the start of the day segment. Just like the class that was actually used, these other classes
will each have their own current error scores and maximum error limits. Therefore, the best
replacement can be found from the class which has the lowest error score and still does not
exceed its error limit. It is important that the replacement class not exceed its error limit since
it would then be a candidate for rejection immediately after it was chosen. The current class
will not be rejected unless the replacement class has a lower error score. This is to prevent
replacing a class with one that actually performs worse simply because the error bound on
the first was too stringent.
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9. THE DATA BASE
A knowledge of how the data base for my system is organized should provide a better
understanding of how everything works. The actual structures I have used may not be ideal
for a practical implementation of the learning algorithm, but they have provided a very
flexible and efficient framework for development of the system. The learning algorithm was
implemented in the LISP programming language. Although practical implementations of this
algorithm could be written in almost any language, the LISP language and the LISP machine
which runs the language simplified the initial development tremendously. The LISP language
is very useful because it supports a large variety of data structures, and it also permits a
high degree of modularity. The primary structures I use are arrays and property lists. A
property list provides a means for associating attributes with symbols. A symbol may have
an arbitrary number of properties, and each property will have a name and an associated
structure. The fact that LISP allows functions to be written and tested independently is very
helpful in permitting the development of modular and hierarchical programs. This is also of
definite value for program verification.
9.1 General Structure
The data base was implemented as a tree structure of arrays. This is intended to eliminate
the use of global variables as much as possible by assigning each important variable its own
special location in the data structure. This way, references to all elements of the structure
may be made through the single topmost node. Of course, functions are allowed to pass
pointers to intermediate levels of the data structure as arguments to other functions.
Since the same operations have to be performed on many different part;s of the data
base, it has been designed to have many identical sub-structures within the main structure.
Each sub-structure may be constructed as many times it is needed by a single function. For
example, the structures that store the data used to define a class are all identical to one
another. Tl'lis not invls rallouws these struiiturei to be assendbled ;rid(! irlitializd by a single
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function, it also provides a uniform environment for the procedures which operate on the
data within them. This way, the data for any class will be processed in the same way as any
other class. If there is a need to process a certain sub-structure differently than others, the
indicators for this may be stored within the structure itself.
At the highest level of the data structure, the most generally accessed data is stored.
The top node of the data structure is labeled "top-frame" in Figure 2. As shown in the figure,
this node has the following property names: "special-days", "current-day-names", "saved-
day-names", "thermo-model", "day-segments", and "seg-elements". This node evaluates to
an array containing the highest nodes of sub-structures which carry all of the data relevant
to the individual zones.
The purpose of each property of the "top-frame" node is somewhat described by its
name. As seen in Figure 3, the "special-days" property is actually a three dimensional array
which is used to store all of the names of special days, and all of the dates that might be
associated with them. The names are stored along one dimension of this array, and the dates
are stored along the other. The third dimension is used to store the day, month, and year
separately. The "current-day-names" property is a one dimensional array which is used to
store all the special day names that correspond to the current date. Rather than actually
storing the names in this array, only their index in the special-days array needs to be saved.
The leader of the current-day-names array is used to store the current date. The "saved-day-
names" property is also an array, and it is exactly the same as the current-day-names array.
This array is used to save the special day names that were used on the previous day. This
is necessary for the correct operation of the book keeping procedures of the class prediction
algorithm. The "thermo-model" property is a structure which stores the parameters used for
modeling the thermal transients and energy loss for the entire building. The "day-segment"
property is a variable to indicate the number of segments each day will be divided into. This
provides important iforriiation about how the system will behave as as as about the lower
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(3-D array)
levels of the data base. The "seg-elements" property is a variable to indicate the number of
time slices that will be within each segment.
As seen in Figure 2, the top nodes of the sub-structures for the individual zones are
symbols. each symbol evaluates to the zone number of the zone it represents, and has three
properties. The property names belonging to these nodes are "zone-model", "new-day", and
"class-frame-set". The "zone-model" property of the zone node is a structure which is used to
model the thermal transients and energy loss within the given zone. This is equivalent to the
structure associated with the "thermo-model" property of the "top-frame" node. The zone-
model structures are needed to model a building with perfect isolation between zones, and the
thermo-model structure is needed to model a building with no isolation between zones. The
"new-day" property of the zone node is an array which I shall call a "parameter-array-set".
The parameter-array-set contains all the parameters needed to define a pattern class. The
parameter-array-set associated with the "new-day" property represents only the behavior
pattern observed on the most recent day segment. When the most recent day segment is being
classified, this parameter-array-set is compared with the parameter-array-set of each existing
class for that day segment. If a new class is created, the new-day parameter-array-set is
directly transferred down to the level of the other classes. The "class-frame-set" property is an
array which has an element for each segment of the day. These elements may be called "class-
frames" since they each contain all the class information associated with their corresponding
day segment.
A "class-frame", shown in Figure 4, is an array which contains the parameter-array-sets
of all the classes that belong to the particular zone and day segment grouping. In addition,
the leader of a "class-frame" array contains several structures which are common to all of the
existing classes within the array. One of these structures is called the "class-sequence-array",
and the others may each be called "relation-arrays". There is one relation-array for each of
the correlation experts of the class sequence predictor. Only one relation-array is needed,
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FIGURE 4: SUB-STRUCTURES FOR CLASS RELATED DATA
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however, for all of the special day experts. The class-sequence-array is merely a record of the
final classifications that were made on each day for the given day segment. This information
is necessary for the proper functioning of the periodic predictor, and for keeping the relation-
arrays correctly updated. The leader of the class-sequence-array is used to store the currently
selected class, and the number of times the class selection is changed due to poor performance
when the associated day segment is in progress. The relation-arrays are two dimensional
arrays used to correlate particular events with the classes within the class-frame. Each row of
a relation-array corresponds to a particular event, and each column corresponds to one of the
classes in the class-frame. The number of times that each class has been found to correspond
to each event is recorded in the corresponding row and column of the array. The details of
this procedure have been discussed in the section on the voting experts.
The "parameter-array-set" is an array which contains the probabilistic representation
for a single class as well as other class specific information. This array and its components
are shown in Figures 5 and 6. The probabilistic representation consists of three arrays, two
which are called "parameter-arrays", and one which is called the "occupancy-array". The
"on" parameter-array contains the pi,,l, parameters which weight the evidence in favor of
having the temperature set at comfort levels, and the "off" parameter array contains the Pi,,2
parameters which weight the evidence in favor of having the temperature set at levels which
will conserve energy. The "occupancy-array" contains the P,k: parameters which represent
the a priori probabilities of the zone needing heat at different times. In the leader of the
occupancy-array, all of the special information for the class is stored. This includes the weight
factor, the user specified relative cost, the last change and damping for the relative cost, and
a cumulative record of the cold errors and waste errors that have occurred each time the
class has been used. The squares of these errors are also stored for later computation of the
standard deviations, along with the maximum allowable cold errors and waste errors and the
maximum distance score to allow proper acceptability testing. \W'hen the class has actually
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been selected on a particular day, the current cold errors and waste errors are stored and
updated on each time slice, and an index of how many time slices have been processed in
the evaluation of the current errors is maintained. A "full-p" flag is stored to tell the class
augmenting procedures that the class has had its maximum allowable number of updates,
and that the modified updating procedure must be used hereafter.
Additional structures stored in the parameter-array-set are the "temperature-control-
array", the "voting-array", and the "log-parameter-arrays". The temperature-control-array
stores a record of the output that the decision function would have produced had the associated
class been used on the current day segment. This information is used by the intermediate self
evaluation function and the final classification function to compare the classes on the basis
of their performance even if they were not actually used.
The "voting-array" is composed of an array of four one dimensional arrays. These one
dimensional arrays are used to store the votes that are made by each of the experts of the class
prediction system along with the confidence factors for each vote. One of these arrays is used
to save all the votes in favor of the associated class, and one is for all the votes against the
associated class. The third array stores reliability factors for each of the experts should they
make a positive vote, and the fourth array stores reliability factors for each of the experts
should they make a negative vote. Note that independent reliability factors are used for the
positive and negative votes for each expert for each class within each day segment. The leader
of the voting-array is used to keep track of when a class was actually used by the decision
function during a given day segment. This is primarily needed to insure that a class does not
have to be reconsidered once it has been rejected due to excessive errors.
For the sake of increasing computational speed, the parameter-array-set also stores
logarithmic representations of the parameter arrays. These are the "log-parameter-array-
pairs". The logarithmic representations are composed within two pairs of arrays. One pair is
derived frorn the "on" parameter-array, and the other is derived from the "o'I" parameter-
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array. As previously stated, the arrays of "on" parameters and "off' parameters along with
the time occupancy parameters are sufficient for use in the maximum likelihood decision
algorithm. However, multiplying these parameters together as required by the algorithm can
easily produce floating point numbers whose exponents are too large. To get around this
problem, the logarithms of the parameters are computed and added together. Although only
the Pi,l,j parameters and not the qi,l,j parameters need to be stored in the parameter arrays,
the qi,l,j terms must be determined in order to perform the maximum likelihood computation.
When the parameter arrays are put into their logarithmic form, it is necessary to save the
logarithms of both the Pi,l,j and the qi,l,j parameters since it is not easy to get one from
the other once they are in logarithmic form. This is why two pairs of arrays are used in
the logarithmic representation. The first element of each pair stores the logarithm of the
Pi,l,j terms, and the second element of each pair stores the logarithm of the qi,l,j terms. The
advantage of saving the logarithmic representation of a class is that the logarithms, which
are essential in the maximum likelihood computation, only need to be recomputed when the
class they represent is augmented with new data.
9.2 Memory Requirements
From a practical viewpoint, we may wish to consider the amount of memory that this data
base might require. The main consumers of memory will be those sub-structures which occur
frequently, and which store many floating point numbers. The primary consumers of memory
in the structures I have described are the parameter-arrays, the time-occupancy-arrays, and
the relation-arrays. If each floating point number consumes one word of memory, then the
total number of words used for the parameter-arrays may be determined by multiplying the
size of a single parameter-array by two since there are two parameter-arrays for each class,
and then by the total number of classes per class-frame, the total number of segments per
day, and finally, the total number of zones. In a typical application, the day might be divided
into four segments, and -IS half hour time slic,s. There might typically be four zones, and we
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may limit the total number of classes within each class-frame to four as well. Since the size
of a parameter-array will then be 4 X 48, or 192 words, the total memory used by all of the
parameter arrays will be: 192 X 2 X 4 X 4 X 4 = 24, 576 words.
The memory used by the time-occupancy-arrays is determined in a similar manner from
the size of each array multiplied by the number of classes per zone, the number of segments,
and the number of zones. In a typical case, this will be: 48 X 4 X 4 X 4 = 3, 072 words.
The memory used by the relation-arrays is equal to the size of the relation-arrays times
the number of experts, the number of segments, and the number of zones. With 5 by 5 relation
arrays, and four experts, this will be: 25 X 4 X 4 X 4 = 1, 600 words. Thus, the total
memory used for these structures will be 29,248 words. The actual memory required by the
data base will of course be larger, but this figure gives a reasonable approximation of what
will be needed.
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10. THE CONTROL STRUCTURE
The control structure of the simulator is intended to make the performance as realistic
as possible. In particular, even though the raw data must be supplied in advance in order
to run a simulation of many consecutive days, the program must deal with this data as if it
were receiving information one time slice at a time. Much care must be taken to be sure that
the program only accesses data that would normally be available in a real situation. To do
this properly, it is necessary that certain special operations be performed at different phases
of the day.
There are three main control phases which occur during each of the four segments of
a day. In the first phase, the system uses an initial prediction of which class to use for
temperature regulation, but it has no way to evaluate its performance. Next, the system will
reach a point where it has sufficient information to evaluate and classify the behavior patterns
of the previous segment. This phase involves the majority of the bookkeeping procedures
which add to the system's knowledge of past human behavior and its own performance. The
third phase involves self evaluation at each time step to verify that the correct classes are
being used in the decision process.
In the first phase, which is at the start of each segment of the day, there are some special
tasks which must be performed only at the beginning of a new day. In particular, there is
some processing that needs to be done with the date of the new day. The actual date may
be obtained either fromn the raw data itself, or from an internal calendar function which can
provide the correct date if the date of the previous day is known. The date of a new day must
be compared with all the dates in the special-days array to determine all of the special day
names that are associated with that date. Whenever there is a rnmatch between the current
date and a date stored in the speciai-days array, a number representing the special day name
associated with the current date is placed on the current-day-names array. Before this is
done, hokever, the coilternts of t, current-(l.iy-names array is s;aved onto tle saved-day-
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names array because the special day names from the previous day will be needed later. The
current-day-names array will then be loaded with a number for each of the special names
that are associated with the current date. Each number is actually a reference to the special-
days array, so there is a one to one correspondence between each number and each name.
If the new day is also the very first day in the sequence, a structure called the heat-on-
array will be generated from the occupancy data of the new day. This array contains the
ideal control pattern that the decision algorithm should produce. It indicates whether the
temperature setting in each zone should be turned up or down for the duration of each time
slice. Recall that the temperature should be set up during and before periods of occupation,
and set down all other times. The number of time slices for which the temperature must be
set up before a zone is occupied is determined from the heat time constant. The heat-on-array
is used by the evaluation functions that determine how many errors the decision algorithm is
making at any given time. Since this array contains advance knowledge of what the predictor
should be doing, access to it is controlled carefully to insure that only information which
would be available to a real time system is used in the simulator.
Regardless of whether a segment is at the beginning or in the middle of a day, there
are several tasks which are always performed during the first phase. Before any temperature
control decisions can be made, the class prediction algorithm must choose the pattern classes
that will be used in each zone during the new segment. The class prediction algorithm will
need to know the classifications for the patterns in each zone during the previous segment,
but this information will not be available yet. Because of this, the prediction system will have
to assume that the last classes that were used for prediction in the previous segment will be
the same as the final classifications. If this assumption is incorrect, it will have to be rectified
in the second phase. With all of the pattern classes for the new segment predicted, the system
will proceed to use these classes in the decision algorithm to specify the temperature setting
for the inext time slice. 'rlllis will continue mritil the duration of the heatilwg title constanit hlas
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passed since the beginning of the segment. Once this time has elapsed, it will be possible to
accurately evaluate the performance of the system during the previous segment.
When the system's performance during the previous segment can be evaluated, the second
phase of operation will begin. This evaluation cannot be done earlier because the first few
time slices of the current segment are needed to determine what the proper control decisions
should have been at the end of the previous segment. As mentioned earlier, this is due to
the delaying effect of the heat time constant. The second phase thus begins with the final
classification of the patterns for each zone of the previous segment. The errors that would
have been produced by each existing class for a zone are compared with the limiting values.
The distances between each class and the new pattern are also compared with the current
maximums. If both of these acceptability tests should fail for a given zone, a new class is
established for that zone using the new pattern. Otherwise, class whose parameters are most
similar to those of the new pattern will be augmented with the parameters from that pattern.
When an existing class is augmented with a new pattern, there are several bookkeeping
procedures that are invoked. First, the maximum distance score of the selected class must be
increased if the distance between the class and the new pattern is greater than the previous
maximum. Then, the selected class is augmented with the parameters of the new day segment,
and the weight factor for the class is adjusted according to the number and type of errors
that would have been made by the class had it been applied throughout the entire segment.
This factor is changed so as to help maintain the relative cost ratio specified by the user.
Should the final classification be different from the class that was originally predicted at the
beginning of the previous segment, the weight factor of that class which was predicted will
also be adjusted. This is to reduce the amount of harm that can be done by a bad prediction,
although it reduces the performance quality of correct predictions as a consequence. The
certainty factors associated with each of the voting experts in the class prediction algorithm
will be updated for each of the classes according to the correctness of each vote that was
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made. Other historical details such as the average error scores, and the squared error scores
for the augmented class are also updated at this time. Also, the name of the selected class is
added to the class sequence list and the class-relation arrays of the corresponding zone are
updated. Since this is the key information that was missing in the first phase, it is possible
that the class prediction algorithm will need to correct its prediction of the current class.
This will only be necessary however, if any of the classes that were actually in use at the
end of the previous segment were not the same as those obtained in the final classification
process.
If a new class is created during the second phase, then most of the above procedures
will not be needed. The maximum distance score is initialized at zero and the weight factor
is also initialized at zero. The weight factor of the class that had been predicted will not
be disturbed and the certainty factors for the experts in the class prediction algorithm will
remain unchanged because there was no way for the correct class to have been predicted.
The error scores for the new class cannot be computed, but the initial error bounds may be
computed from the occupancy pattern that formed the new class. It will also be possible to
update the class sequence list and the class-relation arrays at this time.
In the third phase of operation, the system will continue to control the temperature
setting at the beginning of each time slice, but it will now be able to evaluate its intermediate
performance as well. If the system is on the first segment of a new day, then the heat-
on-array from the previous day may be discarded, and a new one must be generated for
the new day. This array will be used to evaluate performance throughout the entire day.
Intermediate performance evaluation is intended to insure that the current classes being used
for the decision algorithm are valid in the sense that they are not producing ar unreasonable
number of errors. The acceptable level of errors is determined front a function which scales the
maximum error limit for an entire segment according to the actual proportion o)f the segment
that has elapsed. If' a class is found to be prodtlcing an excessively large number of errors,
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the system will look for a class that would have had fewer errors in the same situation and
begin using that class instead of the one that was originally selected. This process continues
until the temperature has been set for the last time slice of the current day segment. When
the next segment begins, the system returns to the first phase of operation, and the class
prediction algorithm chooses a new set of parameter array classes for temperature control.
The control structure is implemented with several levels of nested loops. The topmost
loop steps down the list of arrays containing the occupancy data for individual days. The next
level steps through the four segments of each day, and the third level steps through the time
slices of the current day segment. The lowest level loop executes the processing for each zone
one at a time. The first three loops are needed to divide time into periods that require similar
processing, and the innermost loop is needed to deal with the independent processing required
by each zone. The three phases of operation are implemented by a conditional statements
within the innermost loop that branch to various operations according to the state of the
different loops.
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11. HUMAN INTERFACE
One of the primary goals of my system is to provide a very simple and understandable
human interface which will permit effective performance without a great deal of effort on
the user's part. This is currently a problem with timed thermostats since performance is
directly related to the accuracy and detail provided by the timer settings, yet the user is
required to provide this accuracy and detail himself. For instance, if a timer is used that only
has day and night settings, and no facility for handling different days of the week, then the
system will perform poorly if the user's behavior changes on different days of the week. This
performance can be improved if the timer allows different settings for each day of the week,
but significantly more effort is required on the part of the user. The added versatility can
therefore result in improved performance only if the user is willing to spend the extra time
and effort needed to obtain reasonable settings.
Because of the increase in complexity of timed thermostats as they make more provisions
for improved performance, much effort has been spent to make these devices as simple to
use as possible. There are several important features that are employed to simplify user
interaction. First, it is desirable to minimize the total number of buttons while still making
the function of each button very clear to the user. For instance, when it is necessary for the
user to enter a temperature setting, rather than having ten buttons for a decimal entry, two
buttons can be used. Pushing one button can cause a displayed setting to be increased, and
pushing the other button can cause the displayed setting to be decreased. If either button is
held down for more than a brief moment, the setting can continue to change in the desired
direction until the button is released. It is even possible to have the rate of change increase
as the button is held down for a longer period of time since this implies that a large change
in the setting is desired.
This simple entry method need not be used only for numerical entry. Other uses may
be for selecting variouts features or options. ' he two button sys;tein can be used to search
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through a list of menu items, with a third button to allow the user to indicate when the
desired item has been found. Menus provide a very simple and yet versatile -user interface.
A menu system can allow the selection between an almost unlimited set of options, all with
a very limited set of buttons. The only problem is that as the set of options gets larger, the
time required to find the desired option will also get larger if the number of buttons is not
increased. Additional buttons can be added in a useful way by permitting the user to select
between mutually exclusive items at one time. In other words, it is possible to allow the user
to first select a set of options that he is concerned with, and then allow him to select an item
within that set by providing a button for each item. The advantage of this is that the same
buttons are used for each set of options, so the user is essentially just changing the labels of
these buttons along with their effective function.
By automatically dealing with the problem of deciding what the temperature should be
at different times of the day, the interface requirements of my system can be tremendously
simplified over a comparable timed thermostat. My system also permits an interface which
is much more responsive to the way people think about their heating or cooling needs. The
system is intended to deal with people on a very fundamental level by allowing them to
directly express their desire for comfort and their desire to save money. These two factors,
after all, are the primary issues of concern when considering any heating or cooling system.
People may find it hard to anticipate their own behavior patterns, but they should have no
problem deciding when they are unhappy with the comfort their system provides, or the
amount of energy it is consuming.
There are several interface features that my system will require. I will first discuss what
these features are and why they are needed, and then I will discuss how these features might
best be implemented in a properly human engineered device. There are seven different types
of information that a user may provide to my system to customize it to his personal needs.
lhis information is listed below:
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1. The normal comfort temperature
2. The desired setback temperature when a zone is unoccupied
3. An indication of the user's desire to save money over his need for comfort
4. Names of special days and their corresponding dates
5. The desired temperature for night time setback
6. Times for temperature setback at night
7. A setting to force the system into a standard thermostat mode
The normal comfort temperature of a zone is simply the temperature that the user wants
to have in that zone whenever he is present. This corresponds to the temperature setting on
most standard thermostats. It is important to provide some numerical scale for the tempera-
ture setting even though all the user really thinks about is whether he is hot or cold because
there is always the possibility that one user might undo a change that had just been made
by another user. The user who made the first change might then get upset at the system
because the change he made never took effect, not knowing that someone else had tampered
with his setting. If a user makes a choice on a fixed temperature scale, he can easily see if
his setting has been changed by someone else, and the users can then deal with the problem
of conflicting comfort requirements between themselves.
There is always a disadvantage to having users set their desired temperature directly
since some people often turn the setting to an extreme when they are uncomfortable, expecting
to obtain their desired temperature much faster that way. This usually does not provide
comfort any faster than if the correct setting had been made since most heating or cooling
systems will work at full capacity until the setting has been reached, regardless of how far the
setting is from the actual temperature. Instead, some additional discomfort and waste will
result because the actual temperature will often go beyond the desired set point before the
user decides to turn it back to normal. With a properly engineered interface, this behavior
can be discouraged while still retaining the advantages of allowing direct temperature setting.
The desired setback temperature for a zone when it is unoccupied should also be under
direct user control. This temperature setting will be used whenever the decision function
deternincs that tile temprlcat ure sllould be turned down i an unoccupied zone. It, is important
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for this parameter to be under user control since the user may want strict limits on the amount
of temperature variation allowed in certain zones, or, the user may wish to limit the amount
of discomfort he will experience should he walk into a zone when he was not expected.
The user's desire to save money is a very important quantity for the system to know.
Since very few individuals are completely predictable, there will always have to be a balance
between mistakes that cause discomfort, and mistakes that cause energy to be wasted. If
the system maintained comfortable temperatures all the time, then the user would not be
uncomfortable, but no money would be saved. On the other hand, if the system regulated
temperature only when it sensed the presence of people, a great deal of money could be
saved, but users would have to be uncomfortable each time they entered an unoccupied room.
My system is capable of finding a balance between these two extremes, but exactly where
that balance should be depends entirely upon the user's preferences. By allowing the user to
express his desire to save money, with the implicit understanding that saving money may
sacrifice comfort, the system should be able to find a level of performance which maximizes
the user's overall satisfaction. This must be done by interpreting the user's preferences into
the relative cost factor.
A facility which allows users to inform the system about any unusual days that can be
anticipated in advance will help the system deal with irregular variations in their behavior.
To maintain all the aspects of very simple interaction that have been developed thus far, it
is important that this facility does not require the user to provide an excessive amount of
information. For instance, it would be inappropriate to require the user to tell the system
exactly what will happen on an unusual day since this would place an undesirable burden on
the user, and on top of that, the user might not even know what to expect on that day. If
instead, the ruser is allowed to give a particular type of unusual day any name he likes, such
as "vacation" or "holiday", and is then asked to provide only the dates on which this day
type will occur, the system slioill(1 be able to build an association between the d(ay type, and
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the behavior patterns which have occurred on the corresponding dates.
A special temperature setting for night time setback must be provided because people
generally need less heat when they are sleeping. The prediction system I use would not be
useful for turning the temperature down when people are asleep because it has no way to
tell when they are actually sleeping. Since the system senses the presence of people, it knows
that it must provide a comfortable temperature. If the system were to operate as if no one
was present, it could allow the temperature to reach levels that are uncomfortable even for a
sleeping person. What is needed therefore, is a special temperature setting just for sleeping
people. This setting is used instead of the normal setting at certain hours of the day. Other
zones which are unoccupied when people are sleeping will have their temperatures turned
down to their unoccupied settings. These settings may deviate from comfortable temperatures
much more than the sleep setting allowing much greater savings
With a special sleep temperature setting, it will be necessary for the user to be able to
inform the system when to use this setting. This information can be provided with simple
start and stop times similar to those used in standard timed thermostats. This timing will
not be so crucial as to cause difficulty to the user since a sleep temperature setting is usually
not so different from normal that it would cause great discomfort to a person who was not
actually sleeping. Also, if a person is sleeping at unusual hours, the temperature will be kept
at the normal level, causing a slight loss of energy, but no loss in comfort.
An alternative to having the user input time settings for sleeping hours is to have a
bed sensor which detects when someone is in bed. This sensor could be used to turn the
temperature to the sleep setting whenever someone was actually sleeping. The only problem
with this is that there is a good chance that the sensor could make mistakes if people are
only sitting on the bed or if heavy objects are placed on the bed.
The feature for allowing the user to switch the mode of the system from the energy
conserving predictive mode to the standard thermostat mode is merely a failsafe to insure
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that the user is not completely at the mercy of the automatic mechanism. This facility
may be especially useful when the system is first installed, because when the system is first
learning new behavior patterns, it is likely to make many mistakes. Rather than being forced
to endure these mistakes, a user may prefer to simply have a standard thermostat until the
performance has improved. An important implication of this is that the system will need to
provide the user with some indication of how well it is performing. Without this indication,
the user would have no way of knowing when it would be appropriate to switch from the
standard thermostat mode to the predictive mode.
Below, in Figure 7, is an example of what a simple interface might look like for my system.
It has an alpha-numeric display for indicating temperature settings, the actual temperature,
the current mode of the system, and various prompts for special day input.
FIGURE 7: THE SIMPLE USER INTERFACE
The "savings control" dial will allow the user to directly input the relative cost factor.
The user, however, need not have any understanding of how the relative cost factor is used
to be able to operate this dial properly. All the user really needs to know is that turning the
knob one way will guarantee comfort with the performance of a standard thermostat, and
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turning it the other way will minimize expenses with the performance of a people sensing
thermostat. It should then be easy for the user to select a point between these two extremes
that will give him the greatest satisfaction.
The temperature settings may be changed by the "forward" and "back" buttons. A
means to select which of the three possible settings are being adjusted is provided by the
"select" button. The "forward" and "back" buttons will be for increasing or decreasing the
selected temperature setting. When the "forward" button is pushed, the setting in the display
will increase by just one degree. If the button is held down, the setting will begin to increase
automatically until the button is released. The "back" button will work the same way except
that it will cause the displayed temperature to decrease. A short time after either of the
buttons are released, the choice will become permanent. The problem with users who set the
temperature far beyond their actual needs in hopes of making the system respond faster to
their request can be slightly reduced if an indicator is provided to inform the user that the
system is operating at full capacity.
There are several ways that the user might be able to input special day names and their
corresponding dates. One way is to provide alpha-numeric entry by slewing through the
alphabet one letter at a time, using the "forward" and "back" buttons to move forward and
backward through the alphabet, and the "set" button to indicate when the correct letter has
been found. The "set" button may be pressed twice to indicate that the name is complete.
It might be simpler though, if the system merely had numbers for each special day, and the
user wrote the names that correspond to these numbers on an external note pad. The special
days are common to all zones, and therefore only need to be entered once if each interface
node shares its information with the others.
A good way for dates of the special days to be entered is also needed. On occasion, the
user will need to see all the dates that correspond to a special day namne. The entry of dates
can be performed by having the systenm ask for rioiith, day, and year one at a time. The
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two button method discussed for temperature entry can be used here to enter numbers that
correspond to month, day, and year. The system should be able to check the validity of any
entry against a calendar, and ask the user to try again if there is an error. The user should
be able to easily specify things like "every monday", or "July 4, any year", or "The first of
every month" without having to make entries for each exact date that correspond to these
statements.
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12. A THERMAL MODEL
The results I have obtained are difficult to evaluate in their raw form. These results
show where the prediction algorithm does well, and where it makes mistakes, but they do not
provide a clear indication of the amount of savings the system can provide, or the amount
of discomfort that the user will experience when mistakes are made. To obtain this informa-
tion, we must estimate what the temperatures in the house will be at different times, and
determine how long the user must withstand uncomfortable temperatures, and how long the
room temperatures can be maintained at a low level to save energy.
We can approximate the amount of discomfort a person experiences at any given time
as being proportional to the difference in the actual temperature and the desired tempera-
ture. Of course, this is not entirely accurate since the real discomfort people experience is
highly dependent on what they are doing at the time. Physical activity and clothing play
a very important part in the comfort of an individual at different temperature levels, but
the available information does not allow these factors to be taken into account. People are
also known to be easily satisfied within a range of room temperatures, but it is simplest to
consider any deviation from the setpoint as a comfort error since small deviations within
the comfort region will not figure significantly into this computation anyway [Egan,1975].
Using this approximation, the total discomfort experienced in a given day can be determined
from the cumulative degree-minutes of discomfort. This would be equivalent to the difference
between the actual temperature and the desired temperature in a zone integrated over the
periods that the zone is occupied.
To do a perfect job of estimating energy savings, it would be necessary to carefully model
the house and its surroundings, taking into account all sources of heat generation and heat
loss, hourly changes in weather conditions, and all of the thermal properties of the structure
under consideration. Since facilities and data for such a simnulation are not available, I have
had to sinmlify myv sirull;tiuin tremlendoully. To rmt:ke sure my sinllitiction is reasonlaile,
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I have tried to make assumptions that agree fairly well with results that have been obtained
from more detailed simulations.
Using graphic results from Honeywell simulations for the thermal properties of a house,
I have been able to develop a simple program which can approximate these results fairly
accurately [Nelson and MacArthur,78]. Using the same test conditions as they did, I was able
to obtain the result that day-night setback achieves 2.1 times the savings of night setback
alone. Since this agrees very well with the result they obtained with a much more detailed
simulation, I believe my simulation will produce valid results for tests using different setback
times determined by the prediction algorithm.
A special complication that makes my simulation different from the Honeywell model is
the fact that I have divided the house into zones. The use of a zoned house requires that special
care be taken when accounting for errors. First, to make the savings results comparable to
those for a single zone building, the savings for each zone must be averaged. Also, we must
be careful not to credit a person with more degree minutes of discomfort than he actually
would experience. This can happen if a person spends time in several zones during a single
time slice. If someone spends more than a given amount of time in a zone, they are counted
as having occupied that zone during the entire period. If a person spends 10 minutes in a
zone, he will be considered to have been in that zone for 30 minutes since that is the length of
the time period. It would not be correct, however, to credit a person who spent 10 minutes in
each of three zones that were each 5 degrees too cold with a total of 5 X 30 degree-minutes
of discomfort (450 degree-minutes), when in reality the person only experienced 150 degree-
minutes of discomfort. The solution to this problem is to divide the total degree-minutes
accumulated by a person for a given period by the number of zones that they occupied during
that period.
Special consideration also needs to be made to account for the fact that a multiple zoned
systerm cannot have complete thermal isolation between zones. Thle simple niodel I have used
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does not account for this because it was derived from a single zone system. To get around
this problem and still be able to produce reasonable results, I study the performance of the
system for the two extremes of coupling between zones. If we assume zero coupling between
zones, this would be equivalent to having perfect insulation between zones. This is clearly
unrealistic, but it gives a lower bound on the amount of energy that will be used for a given
heating pattern. If we assume complete coupling between zones, this would be equivalent
to having no insulation at all between zones. This too is unrealistic, but it gives an upper
bound on the amount of energy that will be used. When we apply the complete coupling
assumption, we essentially transform a multi-zoned system back into a single zone system
since heating any single zone will force all of the others to be heated as well.
12.1 Details of the Model
To construct a simple model of the thermal properties of a house, I formulated a set
heuristic rules for temperature variations based on the simple equivalent electric circuit model
shown in Figure 8, and data from a detailed model that was studied at Honeywell. The circuit
model I used consists of two interconnected capacitors, Ca, and Cw. Capacitor Ca represented
the heat capacity of the internal air of the house, and C, represented the heat capacity of
the outer walls. These capacitors were connected to resistors R 1, R 2, and R 3. Resistor R1
connects Ca to Cw, and represents the thermal conductivity between the indoor air and the
wall. Resistor R2 connects Ca to a node which represents the outside air temperature. This
resistor represents the direct thermal conductivity between the inside air and the outside air
which might result from leakage such as the airflow through cracks and windows. Resistor
R3 connects C,,, to the outside air node. This represents the thermal conductivity between
the wall and the outside air.
In this circuit model, voltages at the different nodes represent temperatures;, and currents
represent heat flow. The outside air is modeled as a voltage source, which in this model was
held constant to simulate a ;onstait outdoor temperature. For simplicity, thi heat input is
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FIGURE 8: ELECTRIC EQUIVALENT CIRCUIT FOR THE THERMAL MODEL
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modeled as a ramp voltage input at the node for the inside air. A constant current input
would actually be more accurate here, but the simplification is close enough to real results
that it is acceptable.
Since we may expect the leakage loss through R 2 to be negligible, it is reasonable to
approximate the overall heat loss to be proportional to the current flowing through R3 which
is equivalent to the heat flow from the outer wall to the outside air. This means that the
heat loss should be proportional to the temperature differential between the outer wall and
the outside air. This observation is confirmed fairly well by results from Honeywell simula-
tions. The model also tells us that for any given inside air temperature, the steady state wall
temperature should be specified by the voltage divider formed by resistors R 1, and R3. As a
result, the steady state wall temperature is specified by the equation:
wall temperature = R X (inside temp - outside temp) + outside temp
R1 -+ R3
In studying the simple circuit model in conjunction with the graphic results from more
detailed simulations, three time constants are suggested. One time constant is needed for
the rise of the wall temperature when the indoor air temperature has been increased by the
heating system, one time constant is needed for the fall in air temperature towards the wall
temperature once the heater has been turned off, and one time constant is needed for the
fall of the wall temperature when the air temperature is falling. When the wall temperature
is rising or falling, it should exponentially approach the steady state temperature specified
by the indoor and outdoor temperatures. The falling rate, however, should be slightly slower
than the rising rate due to the additional heat capacity of the indoor air. This leads to the
first two time constants. If the wall temperature could somehow be held constant, the indoor
air temperature would be seen to fall exponentially to that temperature. This leads to the
third time constant. As stated earlier, the indoor air temperature is approximated as rising
at a constant rate when the heat is on so there is no need for a fourth time constant.
Temperature changes are calculated using these exponllential approxinlatiions over short
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time steps. Since the time constant for the falling air temperature is considerably shorter than
the time constant for the falling wall temperature, the wall temperature is first approximated
as being constant during the time step, and the change in air temperature is calculated using
the formula:
new temp = current temp + (objective temp - current temp)(l - exp(--))r
In this formula, the objective temperature for the indoor air is equal to the wall temperature.
Once the new air temperature is calculated, the average air temperature is approximated by
taking the average of the old and new air temperatures. This average is then used to determine
the objective wall temperature through the equation for the steady state wall temperature.
The new wall temperature may then be calculated using the same formula above with a
different value of r to correspond to the time constant for cooling the wall.
Some special care must be taken when the indoor temperature reaches either the upper
or lower set points. If the above calculations should have the indoor temperature exceeding
either of these limits within a single time step, then some compensation must be made to
eliminate this overshoot. In my model, if the calculated new temperature for the indoor air
should exceed a set point, it is reset to that set point to simulate a change. in action of the
heater. The only problem with this is that it complicates the calculation of the average room
temperature. The average of the old temperature and the new temperature is nc longer a valid
approximation because there will be a period during the time slice where the temperature
had actually been constant. To correct for this problem, the average must be computed in
two sections of time. The first section will be the time when the temperature is changing, and
the second section will be the time when the temperature is held constant at the set point.
The average temperature for the first section will be the average of the old temperature and
the set point temperature. The average temperature for the second section will simply be the
set point temperature itself. The final average must be determined from a weighted average
of the first two averages. fThe weighting will be according to the relative durations of the
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corresponding time sections.
As shown in Figure 9 below, the indoor air temperature was rising from the old tempera-
ture to some new temperature, until time t when the upper set point was reached. Then,
from time tl to t2, the temperature remained at the set point. The length of the time interval
to to tl relative to the interval to to t2 may be approximated by the relative temperature
difference between the set point and the old temp, and the new temp and the old temp. This
will provide the proper weighting to obtain the average temperature during the interval to
to t2.
new temp
set point
old temp
temperature
FIGURE 9: AVERAGE TEMPERATURE CALCULATION
The average temperature will be computed as follows:
Tr,, X ave temp 1 + (1 - Trel) X ave temp 2
average temp -
2
where:
set point - old temp
ave temp 1 =
ave temp 2 = set point
set point- old temp
new temp - old temp
The graphs in Figure 10 show a comparison between my model, and the Honeywell
model. They appear to be sufficiently similar to justify my model as a means to obtaining
a reasonable approximation of the energy consumption and comfort levels for an arbitrary
heating pattern.
103
TEST COYT7OS:
M-INEJkO-lS LOCATlOw-1O% OiOUN lU iACE
- 5 S Pd NSULATION WAJLS
hI ISULATION CEILING
-!01F O'OR TEMPERATURE CONSTANT)
-WO OCU0JANCY
-hO SO.AR LOAD
s 0 THERMOSTATIC CONTROL- NO SETSACK
SP.AZ* A T.WMPERATURE
504 Zi i 4 6 e6'~L 108111 I 2 OR 12WiLL
MIDNIGHT NOON
NIGHT SETBACK CONTROL (10M - 6M)
SPlAL AIR TEMPERATURE
ItD R&C T=wlirAtURE l tRoR .J.
SURcACE TMhPE!RTURE OF ISD510 PARTITION
4 lb a IU IZ
NOON
Z 4 6
Ili OF DST
Graphs from Honwywell's detailed thermal model of a house.
© Honeywell Inc., 1977 Copied with permission from Honeywell
/ air temperature
i , * ·
wall temperature
~~~~~~~~~. . .. ·
DaY's cue seings: 3468.28s0 - Days cun disconfort: 158.0.sO
. .air temperature
.I -- 'wall temperature
Day's cum saulngs: 7420.56s0 Days cum disconfort: 380.0s
Graphs from my simplified model.
Fr(AIE 10: COMPARSON OF RIESUITS FRO MNY MO1.)E., WIT TIl IIONEYWEI L MO)I
104
s0
70
&so
II NGHT 8 O 12
DvJ
-i .i --
L
^|9^ effi PS t"~f t" ^. - _ - - - .- -
. 1
t!
I -.
Another test I have used to verify the validity of my model is to compare the relative energy
savings that it predicts for different heating patterns with the savings that the Honeywell
model predicts for the same patterns. As obtained in my model, 7420.56 degree-minutes of
savings are obtained from day-night setback as opposed to only 3468.28 degree-minutes of
savings from night setback alone. This means that day-night setback achieved 2.140 times
the savings of night setback in my model. In the Honeywell model, 14.54% is saved by day-
night setback, and 6.78% is saved by night setback alone. Thus, the Honeywell model shows
that day-night setback saved 2.145 times the energy that was saved with only night setback.
The agreement between these figures for relative savings is very convincing evidence that my
model is reasonable. This data also provides a useful means for determining the percent of
energy savings from the figures for savings in degree-minutes..
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13. FUTURE DIRECTIONS
The predictive learning control system that has been described in this thesis has potential
usefulness in many situations where pattern directed prediction is needed. There are also
many modifications that can be made to the basic algorithm that should enhance performance
in the temperature control application as well as many others. One of the keys to better
performance should be the addition of more knowledge in the form of additional rules for the
class prediction algorithm and additional pattern features for use by the decision function.
13.1 Improvements
In the control system that has been discussed thus far, predictions are always made on
the basis of patterns, and these patterns are always of the form of past occupancy records
from the zones within a building. It is important to recognize that the algorithm is not limited
to only using this type of information as patterns, it is merely that this past behavior was
thought to have a great deal of value for making predictions about future behavior. There
are of course many other sources of information that might have a great deal of value in
predicting future behavior. For example, the use of particular lights or appliances may be
associated with certain common tasks that people perform. Knowledge of when these items
are being used can provide helpful information to the system about the types of behavior
to expect. Other useful information might be obtained from the status of various door locks
within the building, as well as the open or closed state of doors, the settings of burglar alarms
if there are any, and the use of various pieces of furniture such as beds and chairs.
If implemented properly, these features will serve the same purpose as occupancy in-
formation in the system's predictive function, except that unlike occupancy, the features
themselves will only be sensed, and not predicted by the system. This is an important
distinction because the system must use past occupancy data to predict what the proper
temperature settings should be, but these settings are directly related to future occupancy.
If other features are use(d to pfe(lict tenperalure settirgs, the settings will have no direct
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relationship to the future states of those features. The system does not have to worry about
when certain doors are likely to be open or closed, or when various appliances will be used,
it merely notices when these things happen, and predicts occupancy behavior accordingly.
The inclusion of these extra pattern features in my system would actually be quite simple.
In the basic system, predictions are made on the basis of an array of binary features. It
happens that these features have been chosen to be associated directly with the occupancy
of the different zones at different times with respect to the present. To include other features
in this system, all that is needed is to add extra rows in the pattern array in the same way
that we would add additional rows for new zones. Provided a feature is binary, the elements
of a new row will contain the values of the feature at various times from the present just as
the standard row contains the state of occupancy of its corresponding zone at various times
from the present. It is important to note that in this format, a feature is used under the
assumption that it has some time relational value in predicting behavior patterns. In other
words, we expect any feature that is used to somehow be correlated with future behavior. If
this is not true, no extreme harm will be done, but the system may take time to determine
for itself that no relationship exists.
An example of a typical feature might be the state of a lock on a main door to a home.
This feature would be highly correlated with future behavior since the door may only be
locked when people are away or sleeping. This feature could be dealt with in just the same
way that occupancy for a particular zone is handled. Just as we record when a zone was
or was not occupied at certain times from the present, we would record when the lock was
secured or open at certain times from the present.
Some special consideration might be required for certain features if full advantage is to
be taken of their predictive value. An important example of this is in the use of alarm clock
settings. An alarm clock setting should be very useful for predicting the beginning of normal
morning behavior patterns since these patterns are often initiated by the activation of the
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alarm. The reason that special consideration should be given an alarm setting is that the
sounding of the alarm will result in immediate behavioral changes, so if the predictor reacts
only to the actual sounding, then it may not have sufficient time to deal with the changes that
will take place soon afterwards. For example, if a person always wakes up to an alarm and
goes directly into the bathroom, then the system will not have sufficient advance warning to
heat the bathroom before it is used. There is really no reason not to have the proper advance
warning in this case, since the time the alarm would actually go off could be determined when
the alarm was set. A properly chosen alarm clock feature will take advantage of the facts
that behavior may be highly correlated with the sounding of the alarm, and that the exact
time of the sounding may be known well in. advance of its actual occurrence. A simple way
to do this is to have a feature which signifies an alarm sounding one time constant before it
actually occurs. This is not at all hard to do because of the advance knowledge of when the
alarm will go off. It will allow the system to take full advantage of the correlation between the
alarm and behavior patterns because it will know about the alarm before the corresponding
behavior changes occur.
The feature arrays for three consecutive days for a house with three zones, a lock sensor,
and an alarm clock monitor would appear as follows:
DAY I DAY 2 DAY 3
ROOM 3
ROOM 2
ROOM I
LOCK
ALARM
k- 1 2 3 4 1 2 3 4 1 2 3 4
The rows for the different zones are the same as they were in an earlier example, with dark
squares indicating times during the day when the zones where occupied. Two rows have been
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added, one for the lock data, and one for the alarm data. In the row for the lock data, each
dark square indicates a time when the lock was secured, and each light square indicates a
time when the lock was open. In the row for the alarm data, there is a single dark square one
time constant before each time that the alarm will go off. The arrays have been drawn this
way to emphasize that dark squares in the alarm and lock rows are treated by the predictor
in the nearly same way as the dark squares in the rows for the different zones. The only
difference is that the predictor does not need to predict what will happen in the lock and
alarm rows, it only uses this information to influence its prediction of what will happen in
the other rows.
Another useful modification to the algorithm described in this thesis might be a facility
for the system to choose between different temperature settings depending on the certainty
of its predictions. This way, even if the predictor does not expect someone to be present,
the temperature can be slightly increased just in case that prediction is wrong. This way, if
the prediction is indeed wrong, people will not suffer as much discomfort as they would if
the temperature had not been raised. If the prediction was incorrect, there would of course
be some energy wasted from the temperature increase. Thus, the amount of alteration of
the temperature from the value specified by the predictor must be dependent both on the
reliability of the prediction, and the cost of a mistake to the user. One possible way to
determine the reliability of a prediction is to look at an error score for the class that made
the prediction. This score would have to be based on the past errors that the class has made
in each time slice it was used.
The system I have proposed is designed to place fairly low requirements on the people
sensing devices that are used. The sensors my system uses only need to detect the presence
of people in various zones, and they do not have to detect how many people are in each zone,
or who is in the different zones, or even the exact times that people move from one zone
to another. It is conceivable, however, that sensors could be made to trace individuals, and
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know exactly where they are at any given time. If, for example, each individual had his own
personal transponder that continuously transmitted a unique code, it would not be difficult
for sensors to pick up these signals and determine who was present by deciphering the code.
If this type of sensor system were used, many significant changes could be made in
my system which would improve its performance, but it is likely that an entirely different
approach might do better. The main modification to my system would be to have a separate
predicting database for each individual. This way, overlapping behavior patterns which result
from two or more people being in the same zone at the same time can be separated from
one another, and the probabilistic patterns for each individual can be determined. Another
modification to my system would be to permit personalization of all temperature settings.
Since the system always knows where each individual is, and also is capable of making a
prediction of where they each will be in the near future, the system should be able to make
sure that the temperature in each zone is at a level that is most desirable to the particular
occupants at any given time.
Sensors that can differentiate between individuals may allow the use of algorithms that
are potentially more powerful than the one proposed in this thesis. If we know the sequence
of zones that an individual goes through the course of a day, it is likely that we may be able
to build up a repertoire of sub-sequences that the person uses at certain times of the day. For
instance, the procedure of going from the bedroom to the bathroom, back to the bedroom,
and then into the kitchen might be a common sub-sequence of room changes that a certain
individual goes through on most mornings. A system which knows about this sub-sequence
merely has to synchronize what it knows about the timing for each zone with the observed
behavior to obtain a reasonable prediction of what the person will do next. This form of
analysis is not possible when patterns are indistinguishably overlapping one another.
A very important area for future work on this system will be to actually construct a
working prototype and test its performance in a real home. This is essential if the effectiveness
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of the human interface is to be demonstrated, and is also very important because the evalua-
tion criterion is very subjective. Only by having people use the system can we ascertain their
ability to easily communicate their needs to the system, and only by having people live under
the conditions created by the system can we determine their sensitivity to the inevitable
errors that will be made.
In an actual implementation of my system, it would be very important to find a suitable
people sensing device. This device would have to be able to sense the presence of people no
matter what they are doing. This requirement poses a problem for some standard burglar
alarm sensors since they commonly sense particular actions such as the interruption of a light
beam or the disturbance of an ultrasonic or microwave field by people's motions. When people
are not moving, the sensors may not be able to tell that anyone is present. This problem
may be solved by having an array of different types of sensors ranging anywhere from simple
microphones to sensitive scent detectors. Sensors must be selected which can complement the
ability of others to detect the presence of a person. Ideally, in situations where one sensor
will fail, another sensor should be able to take over.
A more appropriate approach would be to have an intelligent sensing system which uses
certain basic knowledge about people to fill in gaps left by the sensors. This would include
knowledge about the conservation of people, the restlessness of people, and the connectivity
of zones. By conservation of people, I mean that people cannot simply disappear form a
zone, they must physically move out through one of the available exits. Since sensors can
easily detect this motion, It will be possible for the system to know that someone is in a zone
even though it can't sense them simply because it hasn't seen them leave. A knowledge of
the connectivity of the different zones can also be used in conjunction with this principle to
permit the system to deduce that when it suddenly senses activity in a previously unoccupied
zone, that a person must have come from one of the connected zones. This can be very useful
information to one of the adjoining zones if it is trying to decide whether o not someone
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has left. The fact that people cannot remain perfectly stationary or quiet for extremely long
periods of time can also be useful to make sure the system does not easily mistake an empty
zone for being occupied. If no activity is sensed for an extended period of time, the system
can automatically assume that no one is present.
The key advantage to this approach is that it allows a system to be constructed from
very inexpensive parts. Both the sensory and the computing equipment would cost very little.
Inexpensive and unreliable sensors such as microphones could easily provide fairly reasonable
performance. Also, the computing power needed for this problem would not be difficult to
obtain since inexpensive microprocessors could handle all of the computational load. This is
just another example of how money can be saved by taking full advantage of cheap computing
resources.
13.2 Other Applications
My algorithm is almost directly applicable to controlling lighting just as it controls heat-
ing or cooling systems. In a lighting system, it is not sufficient to provide light only where
people are at any exact moment and to switch lights the instant anyone moves form one
zone to another. If this were done, people would become very annoyed with the constant
flashing of lights whenever they moved anywhere. A good way to get around this problem
is to anticipate where people will be in the near future, and have lights turned on for them
before they get there. If the anticipation is incorrect, then some energy will be wasted, but on
the average, energy will probably be saved since people often leave lights on in empty rooms
only because they think they might be returning later. My system is perfectly suited for
this problem, because it will not only provide the advance notice to allow lights to be turned
on in the right zones, but it also allows the user to express his preference for lighting which
tends to follow his motions closely and conserve a maximum amount of energy, or lighting
which tends to be on more often than it is really needed, insuring comfortable movement
between zones, but, using more energy. The tradeoff here is the same as that in a heating or
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cooling system. Errors which arise from a desire to conserve energy will cause discomfort, and
errors which arise from a desire to maintain comfort will cause some energy to be wasted. If a
person walks into a room where he was not expected, the only discomfort he will experience
is that the lights will flash on. If, on the other hand, the no one ever shows up in a zone that
is expected to be occupied, the lights will be on needlessly, and hence some energy will be
wasted.
I believe that there are many other potential applications of the work that I have done.
The overall concept of the system I have developed can be useful in many areas where pattern
based prediction is needed. This is especially true if the details of the patterns are not known
very well in advance, requiring learning to take place as the patterns are observed. It is likely
that careful human analysis of patterns would work better in situations where it is possible,
but in many situations, it is not practical for this to be done. My system takes a tremendous
load away from the human users, with only a small sacrifice to performance. If the features
provided by the zone occupancy data are changed, and the predictor output as well as the
performance feedback are changed, the system takes on a very general character.
My learning system has four basic classes of inputs, and single class of output. One
class of input is the pattern feature class, which in the heating control problem consists of
all the occupancy information that is used for each prediction. Another class of input is the
knowledge input which consists of the information that the user provides about special days.
This is knowledge input because it lets the user communicate high level information to the
system when certain unusual events may occur. A third class of input is a relative cost input.
This is an input that lets the user specify the relative significance of the two types of errors
the system can make. The fourth class of input is the performance input. This input lets
the system know what it should have predicted so that it can evaluate its own performance,
and learn from experience. The single output that the prediction system must produce is the
prediction itself. In the thermostat implementation, that output also serves a control function
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in the sense that when the system predicts that someone will be entering a zone within the
next time constant, the temperature setting for that zone is changed appropriately.
The reason I have described the inputs and outputs of my system in terms of several
general classes is only to point out that the particular details of what I have used as inputs
and outputs for the thermostat implementation are not so important as the classes of inputs
and outputs themselves. Other applications may require completely different pattern features
than I have used, different types of knowledge, different means of determining the proper
weighting of errors, and a different definition of what constitutes an error. Also, the predictive
output may be used in a variety of different ways to either influence a decision or directly
perform some control function.
In retrospect, the portion of the system that is used for class prediction is probably the
most powerful component of the learning algorithm. The power of this algorithm comes from
the fact that it can deal with high level knowledge in the same way that an expert system
does, but it adds to this knowledge through learning as well. The knowledge in the system
comes through the design of the voting experts. Each expert is capable of incorporating many
forms of high level knowledge. In most of the experts I used, the knowledge was expressed
in the form of rules for the kinds of correlations to look for. For example, the expert that
looked for correlations between classes used on each day and the classes used a week earlier
actually represented the knowledge that people tend to have weekly periodicities in their
behavior. The advantage of this approach is that it allows the consideration of any such
hypothesis since the value of each hypothesis is determined through learning, where learning
is achieved by the appropriate automatic adjustment of the confidence factors for each expert.
Furthermore, confidence factors are adjusted and combined in such a way that the result is
fairly insensitive to the fact that some experts may not be independent. For example, if there
are two identical experts in the system, their confidence factors will eventually be adjusted
such that their combined vote has no more influence than one of them could have had if it
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were alone. The extension of this learning approach to other applications might prove to be
very interesting.
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14. APPENDIX: A SAMPLE TEST
This section shows a sample of a typical simulation run from my system. At the beginning
of a simulation run, the program is supplied with behavior pattern data, and a number which
represents the thermal time constant in minutes for each zone. The behavior pattern data
is supplied in the form of a list of two-dimensional binary arrays, each array containing the
quantized occupancy history for a single day. The ones or zeros in a given row of one of these
arrays represent occupancy or vacancy of a zone at different times of the day. In order to
properly demonstrate the validity of my algorithm, it was essential that genuine behavior
data be obtained, since any manufactured data would be certain to reflect the biases designed
into this system.
The raw data for the simulation was obtained from an apartment with a single occupant,
and this apartment was divided into four separate zones. The first zone was the living room
area, the second zone was the kitchen and dining room area, the third zone was a dressing
room and bathroom area, and the fourth zone was the bedroom. The subject recorded her
movement throughout the apartment to an accuracy of plus or minus ten minutes. This was
done by making marks on a time line that was constructed for each day. The raw data was
then quantized into half hour time slices, with any zone which had an occupant for more
than ten minutes credited with occupancy for the entire duration of the corresponding time
slice. As a result of this quantization, it is not unusual to find several zones occupied by one
person during a single time slice. This happens when the person is moving frequently from
one zone to another, so it is proper to have each zone heated in such cases.
The only other information the system needs is a list of user defined special days and their
corresponding dates. The system obtains this information through a special query routine.
This prograin asks the user about any special days, and checks entries against an internal
calendar to make sure each date is valid. If the input is reasonable, it loads the data into
its appropriate position in the three dimension.al special-days arriay. If there is anything un-
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reasonable about the input, the system will ask the user to try again. This method allows the
user to input data and examine the contents of the data base without requiring him to have
any knowledge of structure of the data base. The combination of a high level user interface
with special precautions to test the input for validity insures the integrity of the special day
data. Even though the precise details of the user interaction would be much different in any
practical implementation, the importance of this high level interaction still remains.
The subject used in this test had some very diverse behavior patterns. She was working
as well as going to school part time at night. On a working day, she would typically get up
around six, and leave for work around eight. If there was no school on that day, she could
be home anywhere between three and six. On a school day, she would rarely be home before
ten. On weekends or days off from work, she would frequently be at home studying at the
dining room table.
During the middle of the data collection, a major change in behavior occurred due
to a change in the subject's school schedule. Initially, the subject had evening classes on
Wednesdays and Thursdays. Then, on Between May 21, and June 1, there was a break between
semesters. From June 1 on, the subject had evening classes on Mondays and Thursdays. Due
to the fact that the system could be given the name "school day" as a name for a special day,
and that it could be told well in advance which days were school days, this major disruption
in behavior caused only a brief disturbance in performance. The only reason for any change
in performance at all was the fact that prior to the behavior disruption, the system had
now way of knowing the significance of the "school day" name. The expert which made its
prediction on the basis of the patterns observed the previous week was just as reliable as the
special day expert until the first semester was over. At this point, the weekly :Regularity was
broken, so those experts which made their predictions on this basis lost some influence, while
the expert for school days gained some influence. If there were to be another change in the
school schedule in the future, the altered influence of these experts should provide improved
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performance.
There are several details of the following results that need to be explained before they
can be completely understood. First, at the beginning of each day, the date is printed, and
any special names that should correspond to the date are printed beside it. Below the date,
the pattern to be predicted is printed as an array of ones and zeros. In this format, each row
represents a particular zone of the apartment, and each column represents one of the half
hour time slices. The pattern begins and ends at midnight. Each "1" in the pattern indicates
that the corresponding zone was occupied during that time slice. Each "O" indicates that the
zone was unoccupied.
Below the pattern to be predicted, we see a similar array which displays the performance
of the decision algorithm. In addition to the ones and zeros seen before, this uses three other
symbols as well. These are the tilde "-", the underline " ", and the asterisk " * ". These
additional symbols are used to indicate errors made by the decision algorithm. The tilde is
used at times when the heat was turned up when it was not needed. This symbol represents
what has previously been called "waste errors". The underline and asterisk both represent
times when the heat was turned down when it should have been turned up. The difference is
that the underline corresponds to times when the heat should have been turned up because
an unoccupied zone needed pre-heating, and the asterisk corresponds to an error that was
made in an already occupied zone. It is important to note that from a comfort standpoint the
asterisk carries much less significance than the underline. This is because the people sensors
insure that an unoccupied zone will be heated, regardless of what the decision function says.
Next to each row of the performance display, the total degree-minutes of energy savings,
and the total degree-minutes of discomfort are displayed for the corresponding zone. These
figures are obtained from running the thermal model of the house on the heating pattern
for each zone, assuming complete isolation of zones. The amount of energy savings shown is
relative to the amount that would have to be used to keep the temperature at the comfort
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level throughout the entire day. The degree-minutes of discomfort are determined from the
difference in the current comfort temperature and the actual zone temperature. Note that
the a correction is made here for moments when more that one zone is occupied during a
single time slice.
The models all used an air temperature rise time of one degree every three minutes.
The time constant for rising wall temperature was 140 minutes, and the time constant for
falling wall temperature was 150 minutes. The comfort temperature setting was 70 degrees
Farenheight, and the normal setback temperature was 60 degrees Farenheight. The night
setback temperature for occupied zones was also 60 degrees, and the night setback period
was from midnight to 6 AM. During the night setback period, the comfort temperature is
redefined as the night setpoint. Thus, discomfort is only counted if the subject goes into a
zone which is colder than this setpoint. Since a 70 degree comfort temperature is required
in any occupied zone as soon as the night setback period is over, the temperature must be
turned up in advance to avoid any discomfort. In this case, the temperature was turned up
at 5:30 to provide the proper time for heating.
Below the performance display, we see a summary of the comfort and savings results.
The savings figures are averaged, and translated into the percent savings using a constant
derived from comparison of my model with the Honeywell model. The discomfort figures
are totaled to give the total discomfort in degree-minutes for the day. Savings and comfort
figures are also shown for the model which simulates no isolation between zones. This model
was run in the same way as the zone models except it was considered unoccupied only if each
zone was unoccupied, and it was unheated only if each zone was unheated. As a result, we
see that with no isolation, there is greater comfort, but less energy is saved.
Finally, the output shows the performance of the class prediction algorithm. There are
three matrices shown. One displays the predicted classes, one shows the classes that were
last used during each day segment, and one shows the final classifications. Each matrix has
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four rows and four columns. The rows correspond to the different zones, and the columns
correspond to the different day segments. The classes for the first six hours are in the first
column, the classes for the next six hours are in the second column, and so fourth. The
matrix of predicted classes shows the selections of the class prediction algorithm obtained at
the beginning of each segment. The matrix of last classes used shows which classes were in
use at the completion of each segment. If a class that was initially predicted is rejected by
the self evaluation algorithm, there will be a difference between the predicted class and the
last class used. The final classification matrix shows the results of the pattern classification
procedure. If the class predictor is doing its job properly, the predicted classes will be the
same as the final classifications. In studying these results, it is important to note that the
system is started with no past experience so it performs poorly at first, but improves over
time.
14.1 Summary of Resllts
These two months of results may be summarized as follows:
The average percent savings per day with maximum isolation was: 10.76%
The average percent savings per day with minimum isolation was: 6.70%
The average discomfort per day with maximum isolation was: 98.9 degree-minutes
The average discomfort per day with minimum isolation was: 11.5 degree-minutes
Since the savings from night setback alone for the subject in this test was only 3.7%, my
system will provide anywhere from 1.8 to 2.9 times the savings of night setback with an
average discomfort of only 11.5 to 98.9 degree-minutes per day. This discomfort is almost
negligible when we consider that it is equivalent to only one to ten minutes at a temperature
ten degrees below the comfort setting.
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(test-run kaw-day-list 59.)
OK, get to work 11
Do you want to input a special day? No
Present date: 4/22/1981 school day
Pattern to be predicted:
i000000000000110000000000000000000000000000011100
o000000000000001000000000000000000000000001100000i
10000000000000111000000000000000000000000011100001
111111111111010000000000000000000000000001100011
Performance:
I -------- -1111 --------------------------- 11111--I Savings: 1906 Discomfort: 0
------------111--------------------- 1111 I Savings: 1906 Discomfort: 0
I-----------11111-------------11111---------- Savings: 1906 Discomfort: O
I11111111111111-----------------------1111-11111 Savings: 1906 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 3.7% Total discomfort degree minutes: 0
Minimum Isolation of Zones
Average Percent Savings: 3.7% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
0 0 0 o o 0 0 0o
0 0 0 0 0 0 0 0
10 0 0 0 I 0 0 O
0 0 0 o o 0 0 0o
Final Classifications:
I1 1 1 1 i
I1 1 1 1 I
I 1 1 1 1
I 1 1 1 I
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Present date: 4/23/1981 school day
Pattern to be predicted:
I000000000000110000000000000000000000000000000111
1000000000000100100000000000000000000000000000000I
[000000000000011100000000000000000000000000001100[
1111111111111100000000000000000000000000000001100I
Performance:
00000000001111000000000000000000000000000--111111 Savings: 8582 Discomfort: 0
0000000000-111'0000000000000000000000-- 00000 Savings: 7945 Discomfort: 50
00000000000_11110000000000000000000000 ... 11**001 Savings: 7684 Discomfort: 0
11111111111111-0000000000000000000000000---1111111 Savings: 8175 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 15.9% Total discomfort degree minutes: 50
Minimum Isolation of Zones
Average Percent Savings: 14.4% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
1 1 1 I 1 1 1
1 1 1 11 I1 1 1
1i 1 1 I 1 I 1 1 i I1 1 1 1 1 11 1 1 I I
Final Classifications:
1 1 1 2 I
1i 1 1 1 1
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Present date: 4/24/1981
Pattern to be predicted:
11000000000001100000000000000010000000000000000001
I000000000000101000000000000001000111011111111111I
000000000000111100000000000001000100100000010000
1111111111111100000000000000000111000000000000001
Performance:
1*0000000001111--00000000000 *000000000000 . . . .- I Savings: 8397 Discomfort: 50
10000000000 111--0000000000 *0 *11_**11111*1111 Savings: 7489 Discomfort: 204
10000000000-1111-00000000000*0 11000111 Savings: 7164 Discomfort: 163
11111111111111--0000000000000 *1---00000----1111 Savings: 6908 Discomfort: 150
Maximum Isolation of Zones
Average Percent Savings: 14.7% Total discomfort degree minutes: 566
Minimum Isolation of Zones
Average Percent Savings: 10.1% Total discomfort degree minutes: 150
Predicted Classes: Last Classes Used:
I1 1 1 1 1 1 1 1 111l 11 i l 1 0 01
l 1 1 I I1 1 0 1i
I111 1l l 1 0 1
Final Classifications:
1 1 1 1 1
1 1 2 3
I 1 2 1
Il 1 2 1
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Present date: 4/25/1981
Pattern to be predicted:
1000000000000000000000000000111111111000000000000I
10000000000000100000011001001000000000000000000001
10000000000000000000011100000000010000000000001
11111111111111011111110011111000000000000000000001
Performance:
I000000000--------0000000-1111111111100000000000-I Savings: 5656 Discomfort: 0
1000000000--111---- *1111111--000000------------- Savings: 3444 Discomfort: 28
I000000000---111---_ *11 .... 000 *0000 . ....0-I Savings: 4017 Discomfort: 77
I11111111111111111***1111111*--0000000000000000--I Savings: 5211 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 9.0% Total discomfort degree minutes: 105
Minimum Isolation of Zones
Average Percent Savings: 4.4% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
1 1 1 1 1 l 1 1 1i
I 11 1 I i 1 0 1 1 
I 1 1 1 I 1 1 0 1 1 
I 1 1 1 I 11 0 1 1 1
Final Classifications:
I1 1 1 1 I
Il 2 1 3
1 2 1 1
1 2 1 1
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Present date: 4/26/1981
Pattern to be predicted:
I000000000000000000000100011100000000110000000111I
I000000011000000000000100010011111111000000000100I
[001100001100000000000010000111000000010000000000
1001111110111111111111011110010000011110000000000
Performance:
I-------------------111-11111 … .11**0 ----111111 Savings: 3660 Discomfort: 0
I-0-1_**---------1 11-_11 11111 111- 11111 Savings: 2352 Discomfort: 6
I1111--1_*1 --------- 11-0 111… - 1_*00000000001 Savings: 3941 Discomfort: 38
111111111111111111111111111 *000 1**0 … -------- 11 Savings: 4546 Discomfort: 71
Maximum Isolation of Zones
Average Percent Savings: 7.1% Total discomfort degree minutes: 115
Minimum Isolation of Zones
Average Percent Savings: 4.3% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
I i 1 1 I I 1 1 0 !
I 1 i 1 0 1 1 1i
I 1 1 i i 1 1 1 ii 
1 21  1 1 1 0
Final Classifications:
2 1 1 2
2 2 1 2
2 2 2 1
I 1 2 2
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Present date: 4/27/1981
Pattern to be predicted:
1100000000000000000000000000000000100lOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOlOOOOOOOOOO
i110000000000000000001011100000111011111111111000
000000000000000000000000111000000000001100001100
10111111111111111111111100000000000000000000001I
Performance:
1
------- 0 -------- 000-00 ------- 111 0000000_ *11 Savings: 4105 Discomfort: 75
11 ----------- 0000 _ 111111111***11 11 Savings: 3520 Discomfort: 75
-------------- . 0000000_ 1110---000000 *--1111--1 Savings: 7517 Discomfort: 150
111111111111111111111111 -------- 00000000000000 *1 Savings: 4753 Discomfort: 75
Maximum Isolation of Zones
Average Percent Savings: 9.7% Total discomfort degree minutes: 375
Minimum Isolation of Zones
Average Percent Savings: 4.3% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
I 1 1 1 I I 1 1 1 2 
1 2 1 3 1 1 1 31
1 2 1 1 1 1 1 2 1 01
i 1 1 2 1 I 1 1 1 2
Final Classifications:
2 1 1 2
12 2 3 2
13 2 2 1
1 2 2 2
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Present date: 4/28/1981
Pattern to be predicted:
I0000000000000000000000000000000000000000000000001
I000000000000110000000000000011100111001111101111I
1000o000000001011000000000000110000000100000001101
111111111111110000000000000000011100000000110000I
Performance:
I00000000000000000000000000--000000000000 ------ I Savings: 9499 Discomfort: 0
1-000000000**--0000000-0_ *11111111111111111111 Savings: 4763 Discomfort: 125
10000000000_111*1~000000000 **000011100 ~ ~~1111 I Savings: 5961 Discomfort: 75
l111111111111-----00000O00- *11000-----111~111 Savings: 6527 Discomfort: 75
Maximum Isolation of Zones
Average Percent Savings: 13.1% Total discomfort degree minutes: 275
Minimum Isolation of Zones
Average Percent Savings: 7.2% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
2 1 1 1 1 2 1 1 122 131 213 3
1 2 1 1 I1 1 1 1
1 1 2 I1 1 2 2
Final Classifications:
2 1 1 1
2 Z 2 3
3 2 1 1
1 1 2 1
127
Present date: 4/29/1981 school day
Pattern to be predicted:
I000000000000000000000000000011011111100000111111I
1000000000000001000110000000010000000000001100000 I
I0000000000000000000110000000000001100000000010001
1111111111111111111000000000001110000000000000001 
Performance:
I0000000000---000000000000--11111111**'000-111111 Savings: 5993 Discomfort: 52
-00000000000000000-----111-1111--0011*0000000--- Savings: 3839 Discomfort: 0
I0000000000-------1111--000000001111-000000*0001 Savings: 5250 Discomfort: 75
11111111111111111**00000000-1_**1.----000000000_111 Savings: 5428 Discomfort: 23
Maximum Isolation of Zones
Average Percent Savings: 10.0% Total discomfort degree minutes: 150
Minimum Isolation of Zones
Average Percent Savings: 4.4% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
I 1 1 11 I 1 1 2
2 2 1 21 12 2 1 2
3 2 2 1 13 2 2 1
1 1 1 1 2 1
Final Classifications:
1 1 1 2 
1 2 1 1 I
1 2 1 1
1 2 2 1
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Present date: 4/30/1981 school day
Pattern to be predicted:
10000000000000000000000000000000000000000000000001
10000000000110000000000000000000000000000000 0100
111111100000110000000000000000000000000000000001001
Performance:
I0000000000000000000000000000000000000 .------ Savings: 8805 Discomfort: 0
00000000_1111~0000000000-----00000000 ----- ***l Savings: 7637 Discomfort: 21
1-000000001111-00000000000 .------------- 111- Savings: 6436 Discomfort: 0
I111111111111 ----- 0000000-------- 0--0000- 111111 Savings: 5243 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 13.8% Total discomfort degree minutes: 21
Minimum Isolation of Zones
Average Percent Savings: 6.6% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
2 1 1 1 12 1 1 1
1 2 1 1 1 2 1 2
1 2 2 1 I 1 2 2 1I
1 1 2 1 1 1 2 1
Final Classifications:
2 1 1 1
2 2 1 1
3 2 1 1
Il 1 1 1 
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Present date: 5/1/1981
Pattern to be predicted:
[000000000000010000000000000000000000001100000000I
1000000000000100000000000000000001000100111111111
0000000000000110000000000000000010001000000000001
I 1l OOO OOOOOOOOOOO0000000000001111000000000000I
Performance:
000000000011*00000000000000000000001111 ----
0 --------- 111---00000000 ---- 00 *11111111111111]
]0000000000~1111~00000000000000 * 11100 --------
1111111111111.-----000000000000 *111000000-- ..1
Savings: 7871
Savings: 5079
Savings: 6329
Savings: 6562
Discomfort: 0
Discomfort: 45
Discomfort: 50
Discomfort: 50
Maximum Isolation of Zones
Average Percent Savings: 12.7% Total discomfort degree minutes: 145
Minimum Isolation of Zones
Average Percent Savings: 7.8% Total discomfort degree minutes: 121
Predicted Classes:
I 1 1 1 1
12 2 1 3 
1 2 1 1 
I 1 2 1 1 
Last Classes Used:
I 1 1 1 1
12 2 2 31
1 2 1 1 
1 1 2 1 
Final Classifications:
1
1
1
1
1 1 1 I
1 2 3 I
1 2 1 
1 2 1 I
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Present date: 5/2/1981
Pattern to be predicted:
[000000000000000000000110000000001111000000000000
I100000000000000000011111111111111110000111111111
I000000000000000000011000000000001111111100000000I
I011111111111111111111110000000001111000000000000I
Performance:
100000000000---00000000 1------- 111111- 000000000[
1*000000000 -------. 1111l**111111111110 1llllll]00000000000 ------ 1111 --------- 111111*** ------- I11111111111111111***1*---0001111110000000000 _
Savings: 4725 Discomfort: 50
Savings: 2398 Discomfort: 0
Savings: 2375 Discomfort: 0
Savings: 4430 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 6.8% Total discomfort degree minutes: 50
Minimum Isolation of Zones
Average Percent Savings: 4.4% Total discomfort degree minutes: 0
Predicted Classes:
I I 1I 1 1
1 1 1 2 1I 1 1 1 1
1 1 2 1 
Last Classes Used:
I 1 0 1 1 
1 1 1 2 1
1 1 1 0 1
I 1 0 2 1
Final Classifications:
I 1 1 2 I
1 2 3 2 I
1 2 1 2 I
1 2 2 2 1
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Present date: 5/3/1981
Pattern to be predicted:
1000000000000000110000000000000000000111111000000)
)000000000000000110000111100011011111111110111110
1000000000000000000000000000000011000111110000000j
11111111111111111011111001111000110000000000000111
Performance:
1-000000000000 _*1 -------------- 1111***1 ------ Savings: 4783 Discomfort: 50
0000000000--0 _*1-111111~11111111111***1111111 Savings: 2900 Discomfort: 50
1----00000-00000 ------------1111-11111**00----- Savings: 3495 Discomfort: 0
11111111111111111111111***1~1111---00000000_*11 Savings: 5218 Discomfort: 75
Maximum Isolation of Zones
Average Percent Savings: 8.0% Total discomfort degree minutes: 175
Minimum Isolation of Zones
Average Percent Savings: 4.3% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
2 1 11 12 0 1 0
2 2 2 11 1 2 1 1 2
1 2 1 1 2 1 1
1 1 2 1 I 1 1 1 2
Final Classifications:
2 2 1 2
2 2 3 2
3 2 1 2
1 2 1 2
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Present date: 5/4/1981
Pattern to be predicted:
o000000000000100000000000000000011011100000000011I
[000000000000100000000000000000110011101111111100I
I000000000000011000000000000000100011101100000000[
1111111111111000000000000000000101111100000000000
Performance:
10000000000 1--00000000000000_ *11111------ 1111
[0000000000_11---000000000000 _*111111111111111 
[000000000001_1-00000000000-111-1111111--'0 --- I
111111111111---000000000~000111111110000 11I
Savings: 6305
Savings: 5426
Savings: 5028
Savings: 6550
Discomfort: 150
Discomfort: 50
Discomfort: 60
Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 11.4% Total discomfort degree minutes: 260
Minimum Isolation of Zones
Average Percent Savings: 8.4% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
2 1 1 1 
2 2 1 31
3 2 1 1I
1 1 2 21
2 1 0 1 
2 2 2 3 
3 1 1 1 
1 1 2 2
Final Classifications:
12 2 1 1
1 2 2 2 3 
1 3 2 1 1 
I1i 2 2 1 
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Present date: 5/5/1981
Pattern to be predicted:
10000000000000110000000000000001110000111100001111
1000000000000010000000000000000101001100001111100I
1000000000000011000000000000000001000000000000000I
I1111111111111000000000000000000011100000000000001
Performance:
100000000---1111--00000000000_1111--111111--111111 Savings: 4941 Discomfort: 0
100000000---111-000000000---- _*111111-1111111 I Savings: 4567 Discomfort: 40
1000000000-1111100000000000---111------000 -----01 Savings: 5011 Discomfort: 0
11111111111111-00000000000000--11111~0000000---111 Savings: 6854 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 10.5% Total discomfort degree minutes: 40
Minimum Isolation of Zones
Average Percent Savings: 7.1% Total discomfort degree minutes: 0
Predicted Classes:
12 1 1 1i
12 2 1 31
1 2 1 1 
1 1 2 1 
Last Classes Used:
12 1 1 1 
12 2 2 3 
1 2 1 1 
1 1 2 1 
Final Classifications:
2 1 1 1
1 2 2 1 I
1 2 1 1 I
1 2 2 1 I
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Present date: 5/6/1981 school day
Pattern to be predicted:
o000000000000010000000000000000000000000000000000
I000000000000110000000000000000000000000000111110I
1000000000000001000000000000000000000000000110000I
111111111111100ooo0000000000000oo00000000000ooooo01
Performance:
10000000000-111----000000000000---000 … -------- I Savings: 5411 Discomfort: 0
I000000000-1111-000000000----00000000-0-11111111 Savings: 6099 Discomfort: 0
I000000000---111-0000000000000 --------- 111---- Savings: 5652 Discomfort: 0
11111111111111--0000000000000--------0000 11-1111 Savings: 6741 Discomfort: 49
Maximum Isolation of Zones
Average Percent Savings: 11.7% Total discomfort degree minutes: 49
Minimum Isolation of Zones
Average Percent Savings: 6.5% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
I 1i 1 i I I 1 i 1 i
1 211 i 1 1 2 1 1
1 2 1 1 1 1 2 1 1
I1121 1 1 2 2
Final Classifications:
2 1 1 1
1 2 1 1
1 2 1 1
1i 1 1 1 1
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Present date: 5/7/1981 school day
Pattern to be predicted:
[000000000000110000000000000000000000000000000011
I000000000000100000000000000000000000000000000110I
I0000000000000110000000000000000000000000000001101
1111111111111000000000000000000000000000000000111I
Performance:
I0OOOOO000000001111---00000000000000000000000------ 11111 Savings: 6407 Discomfort: 0
1000000000-111--000000000---0000000000000--- 1111-1 Savings: 6909 Discomfort: 0
I0000000000~1111~00000000000000 -------- 0 111*0 i Savings: 5538 Discomfort: 0
1111111111111~---0000O0000000000000000000000000000000000---111111 Savings: 8515 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 13.4% Total discomfort degree minutes: 0
Minimum Isolation of Zones
Average Percent Savings: 7.5% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
I1 1 1 Il 1 1 1
1 2 1 1 1 2 1 1
1 2 1 1 1 2 1 1
1 1 1 11 1 1 1 1
Final Classifications:
II 1 1 1 1
Il1 1 1 1 1
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Present date: 5/8/1981
Pattern to be predicted:
[0000000000001100000000000000111000000010000000111
1000000000000111100000000000011110011111111111100
)0000000000000111000000000000001000111110000000001
i111111111111100000000000000000111111111000000000I
Performance:
1000000000-1111---000000000 *11---.11-----11111 Savings: 4819 Discomfort: 75
O000000001111110000000000_*11111111111111111 I Savings: 5212 Discomfort: 75
000000000--11111~00000000000_11~111111*000 . 001 Savings: 5536 Discomfort: 0
1111111111111-000000000000011111111*** . .....111 Savings: 5697 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 10.4% Total discomfort degree minutes: 150
Minimum Isolation of Zones
Average Percent Savings: 9.1% Total discomfort degree minutes: 150
Predicted Classes: Last Classes Used:
I1 1 1 1 1 0 1
I1 1 2 31 1 1 3 3
1 1 1 1 I 1 1 1 1
1 1 2 1 I 1 1 2 0I
Final Classifications:
1 1 1 1
1 1 2 3
1 1 2 1
1 1 2 3
137
Present date: 5/9/1981
Pattern to be predicted:
OOOOOOOOOOOOOOOOOOOOOOOOOOOO000000000000000001100000000000000000000O00110000
1000000000000000001111111111111111111101111101111 I
I0000000000000000000000000000000000000010000000001
I1111111111111111100000000000000000000000000000000
Performance:
l0000000000-----11110000000 -------------1111----I Savings: 3564 Discomfort: 0
1000000000 ------ 1111***1**11111111111111111111111 Savings: 2225 Discomfort: 0
1000000000-----------000000----------111 I Savings: 4002 Discomfort: 0
11111111111111111--000000000000------000000----111 Savings: 5530 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 7.5% Total discomfort degree minutes: 0
Minimum Isolation of Zones
Average Percent Savings: 4.4% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
1 1 1 1 I 1 1 1 11
1 1 3 21 1 0 3 2
Ii 1 1 1 1 2 1 1
1 2 2 2 1 2 2 2
Final Classifications:
2 2 1 2
1 2 3 2
1 2 1 2
1 2 2 2
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Present date: 5/10/1981
Pattern to be predicted:
I0000000000000000000000000000000000000000000001101
10000000000000000101111111111111111111111111110001
t0000000000000000111111000000000001110000000000001
1111111111111111100111100000000000000000000000001
Performance:
100000000000 --- 00000000 .---------.- 00 - 1111-
I0000000000 ---- 1111111111****1111111111**1111111---I
1000000000---.1111***1--000 --- 11111 --- 00000000
1111111111111111111***1~0000000--.000000-111
Savings: 4088
Savings: 2193
Savings: 3134
Savings: 4807
Discomfort: 0
Discomfort: 0
Discomfort: 0
Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 7.0% Total discomfort degree minutes: 0
Minimum Isolation of Zones
Average Percent Savings: 4.3% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
2 2 1 1 1
12 2 2 21
13 2 1 2 
I 1 2 2 
2 2 1 1 
2 2 1 2 
3 0 1 2 
1 0 2 2 
Final Classifications:
12 2 1 2 I
12 2 3 2
13 2 1 2 
1 2 2 2 
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Present date: 5/11/1981
Pattern to be predicted:
]000000000001100000000000000000000000000000001110
[000000000001100000000000000000011001111111111000I
I000000000000011000000000000000011000000000000011[
1111111111111000000000000000000011110000000000001I
Performance:
I000000000_111--0000000000------- 00011111
10000000001111-------0000-----11*1111111111111---
1000000000--111100000000000---1111 --------- 11**
111111111111----00000000-0--11111-000000---1111
Savings: 4841
Savings: 2780
Savings: 6258
Savings: 5323
Discomfort: 0
Discomfort: 0
Discomfort: 0
Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 9.4% Total discomfort degree minutes: 0
Minimum Isolation of Zones
Average Percent Savings: 5.4% Total discomfort degree minutes: 0
Predicted Classes:
1 2 2 1 1 I
1 2 2 3 3 1
1 3 2 1 1 I
1 1 2 11
Last Classes Used:
12 2 1 1 
1 2 2 2 3 1
i 3 2 1 1 I
1 1 1 2 1 I
Final Classifications:
2 2 1 1 I
2 2 2 3 I
3 2 1 1 I
1 2 2 1 I
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Present date: 65/12/1981
Pattern to be predicted:
)000000000000000000000000000000000000001100000011)
)000000000000010000000000000000001101101100111100
)0000000000000011000000000000000011000011111001101
1111111111111100000000000000000001111001100000000I
Performance:
°0000000 - ------- 0 0000 000---0000 11111 Savings: 6276 Discomfort: 38
I00000000---111-----00000---000 *111*_*111****001 Savings: 4058 Discomfort: 55
1000000000---1111-00000000000--1111--11111111111-1 Savings: 4645 Discomfort: 0
]1111111111111 ---- 0000000000--111111 *1000000_11 Savings: 5573 Discomfort: 13
Maximum Isolation of Zones
Average Percent Savings: 10.1% Total discomfort degree minutes: 105
Minimum Isolation of Zones
Average Percent Savings: 6.1% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
2 1 1 1 12 1 1 2
1 2 1 11 2 2 2
1 2 1 1 1 2 1 1
1 2 2 11 1 1 2 3
Final Classifications:
I 2 2 3
1 2 1 1
1 2 2 3I12231
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Present date: 5/13/1981 school day
Pattern to be predicted:
000000000000000000000000000000000000000ooooooooooooooooooooooooooooooooooooooooooooooo0000000001
I00000000001100000000000000000000000000001100000I
o000000000001100000000000000000000000000011111111
111111111111000000000000000000000000000000001000000I
Performance:
10000000000ioooooooooo ----- 00000000000000000000--ooo Savings: 7968 Discomfort: 0
100000000 11---000000000 -------0000000_111 ------ Savings: 6332 Discomfort: 0
000000000_111---00000000000000--------11111111111 Savings: 5459 Discomfort: 0
I11111111111------000000-000000000000000_10---111 Savings: 8651 Discomfort: 50
Maximum Isolation of Zones
Average Percent Savings: 13.9% Total discomfort degree minutes: 50
Minimum Isolation of Zones
Average Percent Savings: 7.1% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
I 1 1 1 1 1 1 1 1
1 2 3 1 12 2 1 1
1 2 1 11 11 2 1 1
1 2 11 1 1 3
Final Classifications:
1 1 1 1
1 2 1 1
1i 2 1 1
1 1 1 1 1
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Present date: 5/14/1981 school day
Pattern to be predicted:
[000000000000100000000000000000000000000000000111I
0000000000001010000000000000000000000000000011100
I000000000000111000000000000000000000000000011100
111111111111000000000000000000000000000000011100I
Performance:
[00000000--111---00000000000000000000000000111111 Savings: 8471 Discomfort: O
J0000000---11111000000000---000000000000-11111- Savings: 7215 Discomfort: 
100000000--11111-00000000000000000000 -----11111- Savings: 6936 Discomfort: 
1111111111111---000000000000000000000000001111111I Savings: 8926 Discomfort: 
Maximum Isolation of Zones
Average Percent Savings: 15.5% Total discomfort degree minutes: 0
Minimum Isolaticn of Zones
Average Percent Savings: 11.6% Total discomfort degree minutes: O
Predicted Classes: Last Classes Used:
1 1 1 1 1 1 1 1 1
1 2 1 1 1 2 1 1
1 2 1 1 1 2 1 1
1 1 1 I 1 1 1 1 
Final Classifications:
Il 1 1 1 
Il 1 1 1 
Il 1 1 1 
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Present date: 5/15/1981
Pattern to be predicted:
[0000000000000000000000000000000000000000000000001
I000000000000110000000000000000011100011111111111I
10000000000000110000000000000000011000000000000001
1111111111111000000000000000000001111110000000000
Performance:
I000000000---.---- 00000000000000000000---000------ I
I00000000--1111--00000000000-1111111111111111**I
I000000000--111100000000000000 _*1 ------------ 111
[111111111111---000000000000---1111110 00000011i
Savings: 8129
Savings: 5032
Savings: 6120
Savings: 6178
Discomfort: 0
Discomfort: 0
Discomfort: 50
Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 12.5% Total discomfort degree minutes: 50
Minimum Isolation of Zones
Average Percent Savings: 9.5% Total discomfort degree minutes: 0
Predicted Classes:
I 1 1 1 1 1
I1 1 2 3 1
1 1 1 1 1
1l 1 2 2
Last Classes Used:
I1 1 1 1 1
1 i 1 2 3 1
I1 1 2 1I
1 1 1 2 3 1
Final Classifications:
I 1 1 1 1 1
I1 1 2 3 I
1 1 1 2 1 I
i 1 1 2 3 I
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Present date: 5/16/1981
Pattern to be predicted:
10000000000000000001000001110000000000000001110001
1000000000000000011111111111111111110011111000111]
100000000000000011000000000000000000100000000000]
]1111111111111111110000000000000000000000000000000
Performance:
]0000000000 ------ 11*000_*11 --------- 00-11111 i]000000000 ----- 111111***111111111111111 111111
1*00000~~0000~~1111-00000000 ------ 11*0000000000
1111111111111111**--~ 0 ----000000000000 0000000 11
Savings: 3658
Savings: 2218
Savings: 5331
Savings: 6834
Discomfort: 61
Discomfort: 0
Discomfort: 0
Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 8.8% Total discomfort degree minutes: 61
Minimum Isolation of Zones
Average Percent Savings: 4.3% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
1 1 1 
1 3 2 1
1 1 1 1
1 2 2 1
111~~~~~~~
I 1 1 1 1
1 2 3 2
12 1 1 1 
I 1 2 2 2
Final Classifications:
I1 1 1 2
} 1 2 3 2 1
1 2 1 2 1
l1 2 2 2 i
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1
1
1
1
Present date: 5/17/1981
Pattern to be predicted:
[000000000000000010000011110000000000000000100000[
1000000000000000011111100011101111100011111111111I
[0000000000000000110000000000100000101100001100001
111111111111111111000000000000000000000000100000
Performance:
100000000------111---1_*111 -------- 000111 .. I
1000000000 ----- 11111111 111111111111111111-O 11
I00000000 ------ 1111~~000000_11---1111110 ** ---- 1
[111111111111111111--000000000000 ---- 0000_ *--O
Savings: 2742
Savings: 2193
Savings: 5187
Savings: 6567
Discomfort: 20
Discomfort: 0
Discomfort: 16
Discomfort: 38
Maximum Isolation of Zones
Average Percent Savings: 8.2% Total discomfort degree minutes: 74
Minimum Isolation of Zones
Average Percent Savings: 4.3% Total discomfort degree minutes: 0
Predicted Classes:
2
2
3
1
Last Classes Used:
1 1 2 
2 3 2 
2 1 2 
2 2 2 1
2
2
3
1
0 1 2 
2 3 2 
2 1 0 
2 2 3 
Final Classifications:
12 2 1 2 i
1 2 2 3 2 i
1 3 2 1 2 i
1 2 2 2 I
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I
I
I
I
I
I
I
i
Present date: 5/18/1981
Pattern to be predicted:
1000000000000010000000000000000000000000000001100
1000000000000100000000000000000001100111111100111I
1000000000000001100000000000000001100000000011000
I111111111111100000000000000000001111000000000000I
Performance:
10000000000-111--0000000000000000000000000000000_111 Savings: 8459 Discomfort: 0
10000000000111-------0000---- 1111111111111111 1*[ Savings: 2780 Discomfort: 0
10000000000--1111-000000000000-1111 ---- 01111---I Savings: 5118 Discomfort: 0
11111111111111 --- 000000000000-1111110000000---111 Savings: 7349 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 11.6% Total discomfort degree minutes: 0
Minimum Isolation of Zones
Average Percent Savings: 5.4% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
2 2 1 1 I 1 2 2 1 1 
2 2 331 12 2 2 31
3 2 1 i 13 2 1 1
I 2 2 1 I I 1 2 2 1
Final Classifications:
2 2 1 1
2 2 2 3
3 2 1 1
1 2 2 3
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Present date: 5/19/1981
Pattern to be predicted:
000000000000110000000000001100110000000000001100 
[000000000000100000000000000110111111111111110011I
[00000000000001100000000000011000000000000000000
I11111111111110000000000000111100000000000000000I
Performance:
I00000000001111 ---- 00000_ 11111 ---- 000001111 Savings: 5005 Discomfort: 150
I000000000-111 -----0000000_ *11111**1**111111_**l Savings: 4101 Discomfort: 54
[000000000--1111-000000000 _*1------ 00000--..001 Savings: 5452 Discomfort: 38
I1111111111111---000000000_ 111 -----0000------ 11 Savings: 5805 Discomfort: 38
Maximum Isolation of Zones
Average Percent Savings: 10.0% Total discomfort degree minutes: 279
Minimum Isolation of Zones
Average Percent Savings: 6.9% Total discomfort degree minutes: 150
Predicted Classes:
I 1 1 1 1
I1 I 2 2 2 1
I 1 2 1 1 1
I 1 2 2 2 
Last Classes Used:
I 1 0 1 1
1i 2 1 2 
1 2 0 1 
1 1 2 0 2 1
Final Classifications:
I 1 1 1 1 I
1 i 2 3 3 I
I 1 2 1 1 1
1 i 2 2 3 I
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Present date: 5/20/1981 school day
Pattern to be predicted:
10000000000001100000000000000000000000000000001101
1000000000000100000000000000000000000000001111001 I
I000000000000011000000000000000000000000001111100
1111111111111100000000000000000000000000000110000
Performance:
1000000000-1111---0000000.--.----000000000000-1111- Savings: 6232 Discomfort: 0
]00000000-111 -----000000----0000000000011111111* Savings: 5729 Discomfort: 0
00000000-- 111100000000000 ----------- 001111111--I Savings: 5764 Discomfort: 0
11111111111111-000000000 ---- 000000000000 11-111 Savings: 7404 Discomfort: 50
Maximum Isolation of Zones
Average Percent Savings: 12.3% Total discomfort degree minutes: 50
Minimum Isolation of Zones
Average Percent Savings: 6.8% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
1 1 1 1 1 1 1 1 I
1 21 1 1 2 1 1
1 21 1 1 2 1 1
1 1 1 11 I 1 1 1 2
Final Classifications:
2 2 1 1
2 2 1 1
3 2 1 1
1 2 2 1
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Present date: 5/21/1981
Pattern to be predicted:
school day
I0000000000001000000000000000000000000000000000111
10000000000001000000000000000000000000000000001001
I000000000000111000000000000000000000000000000100
1111111111111000000000000000000000000000000000100I
Performance:
I00000000111----0000000000000000000000000001111 Savings: 8468 Discomfort: 0
100000000-~111--000000000---000000000000 
----111-I Savings: 7263 Discomfort: 0
I000000000-11111-0000000000000 --- 00000 ----111111 Savings: 6004 Discomfort: 0
1111111111111--0000000000000000000000000000 111I Savings: 9243 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 15.2% Total discomfort degree minutes: 0
Minimum Isolation of Zones
Average Percent Savings: 9.0% Total discomfort degree minutes: 0
Predicted Classes:
I 1 1 1 1 1
I 1 2 1 1 I
I 1 2 1 1 1
I 1 1 1 1 1
Last Classes Used:
I 1 1 1 1
1 2 1 1 
1 2 1 1 
I 1 1 1 1 1
Final Classifications:
i 1 1 1 1
I 1 1 1 1
I 1 1 1 1
1 1 1 1 1
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Present date: 5/22/1981
Pattern to be predicted:
I000000000000010000000000000000000000011111011111O
10000000000001000000000000000000110111111111100001
11100000000011100000000000000010001111100000011I
1001111111111000000000000000000001111111100000000I
Performance:
0000000000111 0000000000000000111---0000000000000000-1111 1 Savings: 7262 Discomfort: 0
1000000000-111.---000000000000111111111111111---01 Savings: 5232 Discomfort: 0
1***00 ---- 0 11--1000000000000 *1111111 . .111'* Savings: 5889 Discomfort: 150
1111111111111 ----00000000000---1111111111000000--I Savings: 5786 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 11.8% Total discomfort degree minutes: 150
Minimum Isolation of Zones
Average Percent Savings: 8.9% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
1 2 3 1 1 2 3
1 1 1 1 I 1 2 1 2 1
1 1 2 3 1 1 2 3
Final Classifications:
Il3 1 1 1 
1 1 2 3
1 1 2 1
1 1 2 3Ill1lIlZ31
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Present date: 5/23/1981
Pattern to be predicted:
0000000000000oooooooooooooo0111110oooooooooooooooooo01000000000111
00000000000000000011111i000000010110000000011111I
I0000000000000000001111100000000100000000000110001
I00011111111111111111o1110000000100000000000O1000O
Performance:
**1 ------------ 11111**0 ----- 111---000000 *111l Savings: 3513 Discomfort: 38
1000000000----- .1111111-0000111111 ---.- 11111*I Savings: 3232 Discomfort: 0
1000000000-------111111*-00000_11----00000.*1 Savings: 4274 Discomfort: 5B
-I1111111111111111111**1-0000000*---.0000_. 1-001 Savings: 5355 Discomfort: 98
Maximum Isolation of Zones
Average Percent Savings: 8.0% Total discomfort degree minutes: 186
Minimum Isolation of Zones
Average Percent Savings: 4.3% Total discomfort degree minutes: O
Predicted Classes: Last Classes Used:
I I 1 0 1 1 2
1 1 3 2 1 13 2
I 1 1 1 1 1 0 1 1
1 2 2 21 I 0 o 1 3
Final Classifications:
3 2 1 2
1 2 3 2
1 3 1 1
12 3 3 41 41
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Present date: 5/24/1981
Pattern to be predicted:
[000000000000000000000111111111111110110000000110[
[110000000000000000000101111011111110111111111111I
[000000000000000000000111100000000011110000000110I
100111111111111111111101100000000001110000000110I
Performance:
000000000000 -------1_*111111111111-1110001111- Savings: 3429 Discomfort: 6
1'*000000000--------11111***111111111111111111111 Savings: 2210 Discomfort: 0
100000000000--------11111*00000-111111 . . . 111*01 Savings: 3496 Discomfort: 0
1_11111111111111111111111*00000000 **'0----11111 Savings: 5400 Discomfort: 75
Maximum Isolation of Zones
Average Percent Savings: 7.1% Total discomfort degree minutes: 81
Minimum Isolation of Zones
Average Percent Savings: 4.3% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
2 2 1 1 2 1 1 1122 321 122 1 2132 121 132 1 211222 102 231
Final Classifications:
2 2 1 2
2 2 3 2
3 2 1 2
1 2 4 2
153
Present date: 5/25/1981
Pattern to be predicted:
0000000000000001100000000oo00000000011110000000001
I000000000000000011000001100000000101111010011111I
o000000000000000000110000000000000o11111101100000
1111111111111111111100000000000000001111000000000I
Performance:
O000000000----1111--0000 .---------_**** -- -----I Savings: 3147 Discomfort: 11
[0000000000--001111---11**0-----_111111111111 Savings: 2715 Discomfort: 8
0000000000 ----- _*100000 ----- 11111***1111--0001 Savings: 3677 Discomfort: 35
1*111111111111111111~~00000000----111***~00000l Savings: 4329 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 6.8% Total discomfort degree minutes: 54
Minimum Isolation of Zones
Average Percent Savings: 4.3% Total discomfort degree minutes: O
Predicted Classes: Last Classes Used:
12 2 11 1 2 1 0
2 3 2 1 2 2 2 2
13 2 1 1 3 3 1 2
1 2 2 2 1 0 2 2 3
Final Classifications:
12 2 1 2
2 2 3 2
3 2 1 2
3 2 2 3
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Present date: 5/26/1981
Pattern to be predicted:
I0000000000000000000000000000000000011100110000001
000000000000100000000000000000011001110011111100
1000000000000011000000000000000000101111111000001I
[111111111111100000000000000000000110000011000011I
Performance:
000000000000 ------- 00000000000000_*111111------ I Savings: 6083 Discomfort: 50
1000000000011* -----000000 -----11111111111111111-01 Savings: 3325 Discomfort: 0
1---000000_00111--0000000000000-11111111111---1111 Savings: 6181 Discomfort: 0
1111111111111 -- 00000000 - 1111 1_**1111 Savings: 5281 Discomfort: 5
Maximum Isolation of Zones
Average Percent Savings: 10.2% Total discomfort degree minutes: 55
Minimum Isolation of Zones
Average Percent Savings: 5.9% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
I 1 1 i I 1 1 I
2 2 3 3 12 2 3 3
1 2 1 1 1 2 1 1
1 2 2 3 1 1 2 0
Final Classifications:
2 2 1 1
12 2 2 3
3 2 1 1
1 2 2 3
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Present date: 5/27/1981
Pattern to be predicted:
[0000000000000000000000000000000000001110000000001
I000000000001110000000000000000000011001100001111 I
I100000000000011000000000000000000010001111110000
I111111111111000000000000000000000010000110010110I
Performance:
000000000 ---------- 000000000000000_ 111---------I Savings: 6146 Discomfort: 150
100000000-11111-000000000-0000000 _*1 1--11*** I Savings: 6999 Discomfort: 89
I*0000000---1111-0000000000000----11111111111....I Savings: 4979 Discomfort: 0
1111111111111 ----00000000000…..1110 **_11111 Savings: 5232 Discomfort: 54
Maximum Isolation of Zones
Average Percent Savings: 11.4% Total discomfort degree minutes: 294
Minimum Isolation of Zones
Average Percent Savings: 6.6% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
1 2 1 1 I 1 2 1 
1 2 1 1 1 2 2 2
1 2 1 1 1 I1 2 1 1
1 2 2 1 I1 2 2 2
Final Classifications:
l 2 2 3
1 2 1 1
Il 2 2 3
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Present date: 5/28/1981
Pattern to be predicted:
0000000000001100000000000000000000000000000000001
I0000000000011000000000000000000000000 11011
[000000000000011000000000000000000000000000011011
I11111111111000000000000000000000000000 11111I
Performance:
100000000--1111-000000000000000000000---00 . ..I Savings: 7665 Discomfort: 0
100000000-1111--000000000-00000000000000--11111111 Savings: 7737 Discomfort: 0
[00000000---1111000000000000000 ---------- 11111111 Savings: 5767 Discomfort: 0
1111111111111-000000000000000000000000000-11111111 Savings: 8963 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 14.8% Total discomfort degree minutes: 0
Minimum Isolation of Zones
Average Percent Savings: 10.6% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
I1 1 1 1 I 1 1 1 1 I
1 1 1 1 1 1 1 1 1 1 II1 1 1 1 I I 1 1 1 1i
1 1 1 I 1 1 1 1 I
Final Classifications:
1 2 1 1II111
157
Present date: 5/29/1981
Pattern to be predicted:
]0000000000001100000000000000000011100000000111101
1000000000000100000000000000000111000011000000000o
000000000000111100000000000000110000000011100000O
I111111111111000000000000000000110011110010000011I
Performance:
1000000000-1111--0000000000000000*1------ 111111-11 Savings: 6257 Discomfort: 75
100000000--111---00000000000011111--1111 …----001 Savings: 5317 Discomfort: 0
000000000-111110000000000001111 ----- 1_*11 --- 01 Savings: 5039 Discomfort: 10
111111111111--0000000000000-1111111**_*00011111 Savings: 6193 Discomfort: 23
Maximum Isolation of Zones
Average Percent Savings: 11.2% Total discomfort degree minutes: 108
Minimum Isolation of Zones
Average Percent Savings: 9.3% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
Ii 1 I I I1 1 0 1
1 1 2 3 I 1 2 2
1 1 2 1 1 1 2 1
I 1 2 1 1 1 2 3
Final Classifications:
1 1 1 1 1
1 1 2 3
1 1 2 1
1 1 2 3
158
Present date: 5/30/1981
Pattern to be predicted:
[000000000000000000011110000111111000000000000
1000000000000000000010011111100000000000000000011I
o000000000000000000010000000000000011000o000001100
1111111111111111111110000000000001100000000000000I
Performance:
100000000---------11111*0-11111111---00000 ------ I Savings: 2933 Discomfort: 0
10000000 --------- 111111'1111 ------------- 11111 Savings: 2722 Discomfort: 0
100000000 -------- *----00------1111000000 **0l Savings: 4306 Discomfort: 175
I11111111111111**111100000000--1_11--00000… .il111 Savings: 4938 Discomfort: 19
Maximum Isolation of Zones
Average Percent Savings: 7.3% Total discomfort degree minutes: 194
Minimum Isolation of Zones
Average Percent Savings: 4.3% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
1 1 1 I I 1 2 1 1
1 2 3 2 1 2 3 2
1 2 1 1 1 3 1 2
J1 1 2 2 I 2 2 2
Final Classifications:
I 1 1 2
1 2 1 2
1 2 1 1
1 3 4 2
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Present date: 5/31/1981
Pattern to be predicted:
]000000000000000000010000000000000000011111111111
[000000000000000010000000001000001111000000000000
I00000000000000000000000000000011100000000000001111011000000001
11111111111111111o0000000000000000111010000000000
Performance:
000000000000ooooooooooo-----1_0000--------0-11111111111 Savings: 3473 Discomfort: 28
OOO00000000----111 --- 00111---11-1_111 … . . ... 01 Savings: 2453 Discomfort: 6
I0000000000 ---- 111110000000000-11111111… 1111 Savings: 5295 Discomfort: 0
111111111111111111---00000 ----00 _*111_*0----00-111 Savings: 4227 Discomfort: 46
Maximum Isolation of Zones
Average Percent Savings: 7.6% Total discomfort degree minutes: 80
Minimum Isolation of Zones
Average Percent Savings: 4.7% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
12 2 1 2 2 2 1 2 
12 2 1 2 1 1 2 2 3 2 
13 21 1 1 3 2 1 1 
1 2 1 2 1 1 2 2 3 
Final Classifications:
12 2 1 1
12 2 2 2
1 12 2 1
1 1 2 3 1
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Present date: 6/1/1981 school day
Pattern to be predicted:
o0000000000000000000000000000000000000000000000001
I000000000000100000000000000000000000000000001111
000000000000111000000000000000000000000000001100
111111111111000000000000000000000000000000000000001100
Performance:
-00000000000 --------. 00 0000000000000000 - I Savings: 7267 Discomfort: 
00000000--111-000000000000----------000---1111111 Savings: 5648 Discomfort: 
1-00000000011111-0000000000000 ----------- 1111--I Savings: 5215 Discomfort: 
1111111111111 -------000000000000000000000-1111111 Savings: 7137 Discomfort: 
Maximum Isolation of Zones
Average Percent Savings: 12.4% Total discomfort degree minutes: O
Minimum Isolation of Zones
Average Percent Savings: 6.9% Total discomfort degree minutes: O
Predicted Classes: Last Classes Used:
1 2 1 I I1 2 1 1
2 2 3 1 2 2 3 1
1 2 1 21 1 2 1 2
1 3 1 1 1 1 1 1
Final Classifications:
3 1 1 1
2 2 1 1
3 2 1 1
2 1 1 1
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Present date: 6/2/1981
Pattern to be predicted:
000000000000000000000000000000000000000ooooooooooooo0000000001
0000000000001100000000000000010011010111111111 
000000000000011100000000000001001111000000011000ooooooo
1111111111111000000000000000001111111110000000001I
Performance:
I0000000000 ------ 000000000000000000-------------- I
100000000--1111--0ooooo000000000_1111111111111111**
1000000000--111100000000000 *111111---1111--11111111
1111111111111----0000000000011111111111-0000001111
Savings: 7090
Savings: 5041
Savings: 5219
Savings: 5773
Discomfort: 0
Discomfort: 0
Discomfort: 50
Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 11.3% Total discomfort degree minutes: 50
Minimum Isolation of Zones
Average Percent Savings: 9.2% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
2 1 1
1 2 2 3 
1 2 1 1 
1 2 2 3 
2 1 1 1
1 2 2 3 
1 2 2 1
1 2 2 3 
Final Classifications:
I 1 1 1 I
I1 1 2 3 I
1 1 2 1 I
1I 1 2 3 I
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I
I
I
I
I
I
I
I
Present date: 6/3/1981
Pattern to be predicted
school day
[0000000000000000000000000000000000000000000000001
[000000001101100000000000000000000000000000000111
[000000000000111000000000000000000000000000001100
1111111111111000000000000000000000000000000000000
Performance:
000000000 -----00000000000000 ------ 000000000 ---- I Savings: 7285 Discomfort: 0
100000000-1111---00000000---0000000000000----111111 Savings: 6630 Discomfort: 0
1000000000-11111-000000000000--------00----1111- I Savings: 5172 Discomfort: 0
1111111111111--0000000000----0000000000000… .il111 Savings: 8050 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 13.3% Total discomfort degree minutes: 0
Minimum Isolation of Zones
Average Percent Savings: 8.1% Total discomfort degree minutes: 0
Predicted Classes:
I 1 1 1 
I1I 2 1 1 1
I1 1 1 1 1I
Last Classes Used:
I I 1 1 1 1
I 1 2 1 1 1
I 1 2 1 1 I
1 1  1 1
Final Classifications:
I 1 1 1 1 I
I1 2 1 1 I
I 1 2 1 1 I
I 1 2 1 1 I
163
Present date: 6/4/1981
Pattern to be predicted:
I0000000000000000000000000000000000000000000000001
000000000001100000000000000000011011111110011011 
o000000000000011000000000000000001000000000011000
I111111111111000000000000000000001110000000011111I
Performance:
1000000000------0000000000000000000000000000-----I Savings: 9336 Discomfort: 0
10000000001111---00000000 ----0 1111**1111'*_11 Savings: 4794 Discomfort: 117
1000000000--1111-00000000000000_11 .---00-~1111- I Savings: 5983 Discomfort: 0
1111111111111---000000000000000 *11-000000_11111 Savings: 7845 Discomfort: 50
Maximum Isolation of Zones
Average Percent Savings: 13.7% Total discomfort degree minutes: 167
Minimum Isolation of Zones
Average Percent Savings: 8.8% Total discomfort degree minutes: 109
Predicted Classes: Last Classes Used:
I1 1 1 ' I I 1 1 1 
1 2 1 1 1 2 2 3
1 2 1 1 1 II 2 1 1
2 1 1 I 1 2 2 1
Final Classifications:
I 1 1 1 
I 1 2 3
1 1 2 1
1 1 2 3
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Present date: 6/5/1981
Pattern to be predicted:
o000000000000000000000000000000000000000000000011I
1000000000000000000000000000001110111100111111100I
1000000000000011000000000000001100001111000000001
1111111111111110000000000000000111100000000000000I
Performance:
1000000000-----0000000000000000------00000--11111 Savings: 7862 Discomfort: 0
10000000--------00000000000-1111111111111111111--I Savings: 4838 Discomfort: 0
100000000---1111-0000000000--1111--111111 -------- Savings: 4558 Discomfort: 0
1111111111111110000000000000-111111----00000 --- I Savings: 6430 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 11.6% Total discomfort degree minutes: 0
Minimum Isolation of Zones
Average Percent Savings: 8.7% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
I1 1 1 11 1 1 1 1 1 1
I 1 3 3 1 1 3 3 
I 1 1 1 I I 1 1 1
1 1 2 31 1 1 2 3
Final Classifications:
1 2 2 3
1 2 1 1
1 2 2 311 231
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Present date: 6/6/1981
Pattern to be predicted:
1110000000000000000000000000000000000000000111001
[00000000000000001111111110000001110100011100001I
[0000000000000000000000011110000011101011000100111
1001111111111111100000001100000000011100000000000I
Performance:
I***-000°00---0°00000 …0------------ 00 *11-- Savings: 5593 Discomfort: 51
[000000000-----11111111111 11*1*011111 11 Savings: 2263 Discomfort: 0
000000000---------00 ****---111111_*111 1 Savings: 2949 Discomfort: 88
111111111111111-0000 **0000000_111*00--------11 Savings: 5827 Discomfort: 50
Maximum Isolation of Zones
Average Percent Savings: 8.1% Total discomfort degree minutes: 189
Minimum Isolation of Zones
Average Percent Savings: 4.3% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
1 1 I I 1 3 1 1 2
1 2 1 2 1 0 2 2
i 2 1 i 1 1 2 0 01
1 2 2 1 I1 2 2 3
Final Classifications:
3 2 1 2
1 2 3 2
1 2 1 2
1 2 2 21 2 1
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Present date: 6/7/1981
Pattern to be predicted:
0000000000000000000000000000000000000000111111
I110000000000000010011100110000000000001001000011I
I000000000000000000001101100000000000001110000001
1011111111111111111110000110000000000000001000001
Performance:
OOOOOOOOO-00000000000000 ----------- 0 11111111 - Savings: 3151 Discomfort: 0
I**0 ----------- 1111111111*0-------00111111-11111 Savings: 2430 Discomfort: 0
1-0000000----------11*11**00 --------- 0*11 … ---- I Savings: 2762 Discomfort: 58
111111111111111111111--11**0 ----- 000000 *---1111 Savings: 3671 Discomfort: 38
Maximum Isolation of Zones
Average Percent Savings: 5.9% Total discomfort degree minutes: 96
Minimum Isolation of Zones
Average Percent Savings: 4.3% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
2 2 1 1 1 2 2 1 1
2 2 3 2 1 I 0 2 1 2
3 2 1 1 3 3 0 2
1 2 2 21 I 2 1 3 
Final Classifications:
2 2 1 2
2 2 1 2
3 2 1 2
1 2 1 4
167
Present date: 6/8/1981
Pattern to be predicted:
school day
°I000000000000000000000000000000000000000000000000
1000000000001100000000000000000000000000000001101I
10000000000001110000000000000000000000000000011101
I111111111111000000oo 0000000000000000000000001100I
Performance:
000000000ooooooo_111--oooooo00000oo00ooooooo0000000000oooo111111------- I
1000000000011111-0000000000000 ---.----.-----111111
1111111111111 ----- 00000000000000000000000--111111I
Savings: 8914
Savings: 7138
Savings: 5260
Savings: 7845
Discomfort: 0
Discomfort: 0
Discomfort: 
Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 14.3% Total discomfort
Minimum Isolation of Zones
Average Percent Savings: 8.2% Total discomfort
Predicted Classes:
12 2 1 1 
12 2 1 1
1 3 2 1 1 1
I1 1 1 1 
degree minutes: 0
degree minutes: 0
Last Classes Used:
12 2 1 1 
2 2 1 1 1
13 2 1 1 
1 1 1 1
Final Classifications:
12 1 1 1
12 2 1 1
13 2 1 1 II 1 1 1 I
168
Present date: 6/9/1981
Pattern to be predicted:
[0000000000000000000000000000000000000000000000001
1000000000001100000000000000000111001111111111111I
I100000000001111000000000000000001000000000000000
1111111111111000000000000000000001110000000000000I
Performance:
1000000000 ----- 0000000000000000000000~~000 - -I Savings: 8608 Discomfort: 0
100000000-1111--000000000000011111111111 111111 Savings: 5685 Discomfort: 0
1*0000 -- 111111-000000000000--111 …-------------I Savings: 4968 Discomfort: 0
I111111111111--000000000000 ---- 11111 ---- 00000-111 Savings: 6026 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 12.4% Total discomfort degree minutes: 0
Minimum Isolation of Zones
Average Percent Savings: 8.7% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
2 1 11 12 1 1 1
1 2 2 31 1 1 2 2 3
3 2 2 1 I 1 2 2 1
1 1 2 31 1 1 2 3
Final Classifications:
Il 1 1 1 I
1 1 2 3
Il 1 2 1
1 1 2 3
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Present date: 6/10/1981 school day
Pattern to be predicted:
[000000000000000000000000000000000000000000001
1100000000000100000000000000000000000000000001111
10000000000001110000000000000000000000000000011101
I111111111111000000000000000000000000000000001110I
Performance:
1000000000 ----- 0000000000000000000000000000000- Savings: 9776 Discomfort: 0
100 ------ 111---00000000---00000000000000-1111111 Savings: 6840 Discomfort: 0
1000000000-11111-000000000000---------00- ~11111- Savings: 5148 Discomfort: 
1111111111111--0000000000--000000000000-000111111 Savings: 8352 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 14.8% Total discomfort degree minutes: 0
Minimum Isolation of Zones
Average Percent Savings: 8.0% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
I 1 1 I I i 1 1 1
2 1 0 2 1 1
1 2 1 1 I1 2 1 1
I1 1131 1 1 31
Final Classifications:
1 1 1 
1 2 1 1
1 2 1 1
1 2 2 1
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Present date: 6/11/1981
Pattern to be predicted:
[0000000000000000000000000000000000000000000000001
1000000000001110000000000000000000010110011111011
[000000000000111000000000000000000010111010000110
I111111111111000000000000000000000011001010000000I
Performance:
1000000000-----000000000000000000000000000000---- Savings: 10754 Discomfort: 0
100000000-11111--00000000--00----1111111111111111 Savings: 4706 Discomfort: 0
100000-----11111-000000000000 ---- 111111111~~1111 Savings: 5017 Discomfort: 0
111111111111-000000000000000000 *1111_*000--11I Savings: 8010 Discomfort: 61
Maximum Isolation of Zones
Average Percent Savings: 14.0% Total discomfort degree minutes: 61
Minimum Isolation of Zones
Average Percent Savings: 8.4% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
2 1 1 1 I2 1 1 1
1 22 31 1 2 2 3
3 2 2 1 13 2 2 1
1 11 3 1 I1 1 4 3
Final Classifications:
1 1 2 3
1 1 2 1 I
1 1 2 3
171
Present date: 6/12/1981
Pattern to be predicted:
10000000000000000000000000000000000000000111111001
I000000000000100000000000000000110011110110000011 
[0000000000001110000000000000001100110111000001001
1111111111111100000000000000000111111011100000000o
Performance:
1000000000-----00000000000000000000--00__*111110 Savings: 8826 Discomfort: 75
100000000--111---00000000---0 *1111111111---1111 Savings: 4482 Discomfort: 41
1000000000-11111--00000000000_ 11111*11 1111101 Savings: 5160 Discomfort: 50
I1111111111111-----0000000000_1111111111*0000----I Savings: 5437 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 11.7% Total discomfort degree minutes: 166
Minimum Isolation of Zones
Average Percent Savings: 7.1% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
I 111 1 1 1 2
1 21 3 1 2 3 3
I 2 1 1 I1 2 1 1
1 2 2 31 I 1 2 3
Final Classifications:
I 1 1 1 I
1l 2 2 3
1 2 1 1
1 2 2 3
172
Present date: 6/13/1981
Pattern to be predicted:
1000000000000000000oooooooooooooooooo11110000000000000oooooooooooooooo0oooooooo
110000000000000010000011111111111111111101111111I
o000000000000000000001000000000000110000110000000
1001111111111111111100000000010000000000000000000I
Performance:
0000000000------11111110… ---- ---------------- I Savings: 2909
**0 …......0-111---1111'**111111111111111111111111 Savings: 2370
I000000000---------11*---000-0-1111-0 _ *1… ----001 Savings: 3374
11111111111111111111-000000_ *------- 0000000 .. I Savings: 5185
Discomfort: 0
Discomfort: 0
Discomfort: 32
Discomfort: 75
Maximum Isolation of Zones
Average Percent Savings: 6.8% Total discomfort degree minutes: 107
Minimum Isolation of Zones
Average Percent Savings: 4.3% Total discomfort degree minutes: 0
Predicted Classes:
I 1 2 1 1
1 2 3 2 
1 2 1 1 
1 2 2 2 
Last Classes Used:
I1 2 1 1
10 2 1 21
I 1 3 1 2 
1 1 2 1 21
Final Classifications:
1 3 2 1 2 I
3 2 3 2 1
I 1 3 1 2 1
12 3 3 2 I
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Present date: 6/14/1981
Pattern to be predicted:
i0000000000000000000000001000000000000000000000001
11000000000000oooooooooooooo0011111001011011111110011111111111
10000000000000000110000011100000000111100001000101Ioo oooooooooooooooooooooooooooiooooioooiao
1001111111111111111000001001100000000000000000000I
Performance:
looooooooooo000-------o 00 1 . ..- ... 0-o-------I Savings: 3292 Discomfort: 54
**0-00000000--1111111111111111 11111111111 1111 Savings: 2448 Discomfort: 0
1000000000000--1111---_ 11------111111--111-1_*0O Savings: 3297 Discomfort: 25
1111111111111111111--0 *1111--------00000000-111 Savings: 4223 Discomfort: 25
Maximum Isolation of Zones
Average Percent Savings: 6.5% Total discomfort degree minutes: 103
Minimum Isolation of Zones
Average Percent Savings: 4.3% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
1 2 1 12 2 1 1
2 2 3 21 13 2 3 2
3 2 1 21 13 2 1 2
1 2 12 1 2 1 2
Final Classifications:
2 2 1 2
2 2 3 2
3 2 1 2
3 2 1 2
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Present date: 6/15/1981 school day
Pattern to be predicted:
[0000000000000000000000000000000000000000000000001
000000000000000000000000000000000000000000000111
[000000000000011000000000000000000000000000000111
11111111111111oooooo0000000000000000000000000000000110
Performance:
000000000 ----- 0000000000000000000000000000000000 Savings: 9362 Discomfort: 0
000000000 ---------- 00000-----------000000-111111 Savings: 3860 Discomfort: 0
10000000000-1111--00000000000 -------------- 111111 Savings: 4964 Discomfort: 0
11111111111111----000000 ---- 0000000000 .. .1111 - Savings: 6117 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 11.9% Total discomfort degree minutes: 0
Minimum Isolation of Zones
Average Percent Savings: 5.9% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
21 1 1 2 1 1 I1
2 2 3 i 2 2 1 1
3 2 1 1 3 2 1 1
1 1 1 3 1 1 1 3
Final Classifications:
2 2 1 1
2 2 1 1
3 2 1 1
3 2 2 1
175
Present date: 6/16/1981
Pattern to be predicted:
[000000000000000000000000000000011000000000000000[
[000000000000001111111111110111111111101011110011I
110000000000000110001010000000010010000011000010
100111111111111100000000001110000000011111001110
Performance:
- -- 000000000000-0000 ------- 00000--- Savings: 7484 Discomfort: 50
10000000000--111111****11**_111111111*_1111111111I Savings: 2594 Discomfort: 16
[**0 ---------1111-1_*110000 *111~0 _*1~111 I Savings: 3533 Discomfort: 71
111111111111111--0000000 *1--0000 _*111111*1111 Savings: 5282 Discomfort: 150
Maximum Isolation of Zones
Average Percent Savings: 9.3% Total discomfort degree minutes: 287
Minimum Isolation of Zones
Average Percent Savings: 4.3% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
i1 1 1 1 " I I 1 0 1i
1 1 2 3 1 0 1 3
12 21 0 0 1 2
I1 1 2 3 1 1 1 3
Final Classifications:
I 1 1 2
I 1 3 2
2 1 2 2
1 1 2 2
176
Present date: 6/17/1981 school day
Pattern to be predicted:
o0000000000000000000000000000000000000000000000001
1000000000000100000000000000000000000000000001111
1000000000000011000000000000000000000000000001110
1111111111110000000000000000000000000000000000I
Performance:
I-00000000---0000000000000000000000000000000000001 Savings: 10607 Discomfort: 0
10000000000111----000000--0000000000000--1111111 Savings: 6462 Discomfort: 0
-I000000000-1111-00000000 .--------------- 1111111 Savings: 4042 Discomfort: 0
11111111111111---00000000-0000000000000000 . ..11 Savings: 7754 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 14.1% Total discomfort degree minutes: 0
Minimum Isolation of Zones
Average Percent Savings: 6.5% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
I1 1 1 1 1 1 1 1
1 2 1 11 1 2 1 1
1 2 1 i I- I 1 2 1 1 I
1 1 1 I 1 1 1 
Final Classifications:
2 2 1 1
2 2 1 1 
3 2 1 1
3 2 1 3
177
Present date: 6/18/1981
Pattern to be predicted:
!0000000000000000000000000000000000000000000000111
1000000000000100000000000000000000000000000001101I
[100000000000111000000000000000000000000000011110
101111111111100iiii000000000000000000000oo0000000
Performance:
i0000000000--00000000000000000000000000000000 *11 Savings: 11872 Discomfort: 76
1000000000-111----000000000000---------000-111111 Savings: 5639 Discomfort: 0
1*000000000 111--000000000000 ----------- 111111-I Savings: 5198 Discomfort: 75
1111111111111---000000000000------------0000-111 Savings: 5906 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 14.0% Total discomfort degree minutes: 160
Minimum Isolation of Zones
Average Percent Savings: 8.6% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
111 1 1 1 2
1 1 2 1 I 11 2 1
1 1 2 1 12 1 2 1
1 2  3 1 1 2 3
Final Classifications:
I 1 1 1
1 1 2 1 I
il 1 1 1 1
178
Present date: 6/19/1981
Pattern to be predicted:
I000000000000000000000000000000000000000000111110
OOOOOOO1000000000001111000000000000001oo110011111ooooI
1000000000000111000000000000001100000000000000001
/11111111111100000000000000001111110000000000000
Performance:
000000000---0000000000000000000000000000-11111- Savings: 10793 Discomfort: 75
100000000-111111-000000000000_111111111111111--111 Savings: 5115 Discomfort: 0
I000000000-11111-00000000000 11-------00-----1111 Savings: 5401 Discomfort: 50
I111111111111---0000000000001111111----000000---l Savings: 6272 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 13.5% Total discomfort degree minutes: 125
Minimum Isolation of Zones
Average Percent Savings: 9.7% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
1 1 11 I 1 1 I  I 1 1 i 1
1 2 2 3 1 1 2 3
i 2 1 i 1 2 1 1
I 1 2 3 1 I 1 1 2 3
Final Classifications:
I 1 1 1 I
I 1 2 3
1 1 2 1
1 1 2 3
179
Present date: 6/20/1981
Pattern to be predicted:
I000000000000000000000000000000000000000011100000i
ii111oooooooooo00000000001101100001111101101001100000110111
000000000000000001110000111000000000011010110000o
1000111111111111110100000000001001111000000000100
Performance:
1000000000~--00 … ------ 00 -------000000011111 … I Savings: 4643 Discomfort: 0
****0000000 1111100 111111111100*11 ~  11-- 111 Savings: 3673 Discomfort: 192
1000000000------11111000 *1--------1_**11111-...I Savings: 3168 Discomfort: 67
IS11111111111111111100000---11111**11000000011111 Savings: 4836 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 8.0% Total discomfort degree minutes: 259
Minimum Isolation of Zones
Average Percent Savings: 4.7% Total discomfort degree minutes: 45
Predicted Classes: Last Classes Used:
1 2 1 1 1 I 1 2 1 1i
1 22 3 2 1 13 1 3 21
1 2 1 1 1 1 1 2 0 21
1 3 1 21 11 3 0 21
Final Classifications:
13 2 1 2
13 2 3 2
1 2 1 2
2 3 3 2
180
Present date: 6/21/1981
Pattern to be predicted:
o000000000000000000000000000000000000000000000110
1000000000000000011100100000110110111111111100001I
o000000000000000000001100000010011100000110001100
111111111111111111101100100000011100000000000011000
Performance:
0000000000 ---------- 000-0000000---0 ------ 11**-I Savings: 4202 Discomfort: 0
100000000 ------11111111-0-111111111111111111--111 Savings: 2262 Discomfort: 0
1000000000 --- *-----1_**-00_111111~ 11111111 l Savings: 2836 Discomfort: 52
111111111111111111111_*---- *11--0000000-1111-111 Savings: 4241 Discomfort: 21
Maximum Isolation of Zones
Average Percent Savings: 6.6% Total discomfort degree minutes: 73
Minimum Isolation of Zones
Average Percent Savings: 4.3% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
2 2 1 2 2 2 1 1
1 2 2 3321 12 2
3 2 12 1 13 0 1 2
1 2 22  2 1 1 2
Final Classifications:
2 2 1 2
2 2 3 2
3 2 1 2
3 2 3 2
181
Present date: 6/22/1981 school day
Pattern to be predicted:
I0000000000000000000000000000000000000000000000001
0000000000001100000000000000000000000000000001111
I000000000000011000000000000000000000000000000111I
I111111111111000000000000000000000000000000000111I
Performance:
1000000000 ------ 0000000000000000000000000000 - -I Savings: 8717 Discomfort: 0
100000000--1111---0000000 -------. 000000---111111 Savings: 4508 Discomfort: 0
1000000000--1111-000000000 ----------------- 111111 Savings: 4182 Discomfort: 0
1111111111111---000000000--0---------000000-111111 Savings: 5298 Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 11.1% Total discomfort degree minutes: 0
Minimum Isolation of Zones
Average Percent Savings: 7.1% Total discomfort degree minutes: 0
Predicted Classes: Last Classes Used:
1 2 1 1I 1 2 2 1 1 I
12 2 3 1 1 2 2 1 1i
13 2 1 1 13 2 1 1i
1 2 1 1 1 1 1 2 11
Final Classifications:
12 2 1 1
12 2 1 1 1
13 2 1 1 1
13 2 1 1
182
Present date: 6/23/1981
Pattern to be predicted:
[000000000000000000000000000000000000000000011111[
{000000000000101000000000000001101100000000000001I
I000000000000111000000000000000110000111100100001[
I111111111111000000000000000000111011100111110001I
Performance:
1000000000---00000000000000000000000000001111111[
[00000000--11111-00000000000_111111 .------ 111
{000000 ---- 11111 0000000000001111--111111111 111
[111111111111---00000000000-111111111111****111
Savings: 10025
Savings: 5186
Savings: 4941
Savings: 4998
Discomfort: 0
Discomfort: 0
Discomfort: 0
Discomfort: 0
Maximum Isolation of Zones
Average Percent Savings: 12.3% Total discomfort degree minutes: 0
Average Percent Savings: 8.7%
Minimum Isolation of Zones
Total discomfort degree minutes: 0
183
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