Introduction
To extend (1), we consider a weighting of families as follows. For a fixed real p ∈ (0, 1), define the p-weight of F ⊂ 2
[n] by 
24
We believe that the extremal configurations for Theorem 1 are unique, that is, 
32
The following example shows that this stability result cannot be extended, as is, to 33 families satisfying just one of (i) or (ii). 
In Section 2 we prove Theorem 3 and then Theorem 1, and then observe several other 20 consequences of Theorem 3. We also contrast the asymptotic behavior of the maximum p-
21
weight of IU(r 1 , 1 ) families in the cases that p = 1/2 and otherwise. Theorem 2 depends 22 on our main result about k-uniform families, so is proved at the end of Section 4. 
The k-uniform variation

24
Our second main result deals with k-uniform families-we consider the maximum size of k-uniform IU(r 1 ,
. The 2-wise case, r = = 2, follows from the Erdős-Ko-Rado theorem [6] (cf. Lemma 9 for a generalized version). That is, if F ⊂
The extremal configurations are unique (up to isomorphism) unless n = 2k. They are
for n < 2k, and its complement family for n > 2k. Theorem 5 in Section 2 can 26 be seen as a p-weight version of (2).
27
Engel and Gronau showed the following in [5] . Let r ≥ 4, ≥ 4 and
then |F| ≤
By constructions similar to those in Example 2, one can show that 2 the condition (3) is necessary. The 3-wise case is more difficult, and the following is
with equality holding iff
Our main result is an extension of these results for large n.
6
Theorem 4. Let r, ≥ 3. There exists some n 0 such that for all n > n 0 the following
. Equality holds
Again, the following example shows that the stability part of the theorem cannot constructions.
13
Example 4. Construct an IU(r 1 ,
Standard bounds on deviations of the hypergeometric distribution (see [14]), give for fixed
14 p = k/n that |F n |/ ( n−2 k−1 ) → 1 as n → ∞ if (r − 2)/(r − 1) < p ≤ (r − 1)/r. Similarly 15 one can also construct an IU(r 1 , 1 ) family G n with | ∪ G n | = n and | ∩ G n | ≥ 1,
and with
For the 4-wise case, the following is also known [25] .
for n > n 0 with equality holding iff F ∼ = F 0 (2n, n, t).
19
In Section 3 we prepare some tools to prove Theorem 4. We prove Theorem 4 in
20
Section 4, and then use it to prove Theorem 2. 
Extending the Kleitman inequality
22
Proof of Theorem 3. Induction on n.
By the induction hypothesis, the RHS is
as desired.
where ' * ' indicates the empty restriction. Combining (4) with f 1/2 (n, 2 1 , * ) = 1/2, we
. In fact, this was the idea for proving (1) in [16] . Similarly, One can also consider the behaviour of
, and let F k be the subfamily of all k element sets. Then by (2) we have
As n → ∞, we have
On the other hand,
11
Thus we have f p (2 1 , 2 1 ) = p for p < 1/2. The proof for the case p > 1/2 is similar.
12
We forgo the details, but a similar proof would show that
is not a continuous function of p at p ∈ {1/ , (r − 1)/r}.
13
Problem 2. Find conditions on n, r, , t, s, p so that 
Tools 8
In this section we present some tools that will be used in the proof of Theorem 4.
9
The
One can easily verify that 14 Now we introduce Frankl's random walk method. Associate
with the set of n-
correspond to the 16 n-step walk in which the i-th step is one unit up if i ∈ F and one unit right otherwise.
17
Roughly speaking, shifting a set F moves the corresponding walk up and to the left,
18
as is demonstrated in Figure 1 . The bold line is the walk corresponding to the set The main idea behind the random walk method is that a walk in a shifted I(r t ) family and
Proof. Let > 0 be given. First assume that n is even. The idea of the proof is as follows. All walks from (0, 0) to (n − k, k) hit the line L 0 : x + y = n/2 after n/2 steps. Most of them hit L 0 near the center point c = (
). We will choose constants and define 'near the center' C n ⊂ L 0 so that
and
Thus the number of walks that hit L 1 and L 2 is at most
be the number of walks from (0, 0) to (n − k, k) which cross L 0 at the point (n/2 − j, j), namely, let
.
Then a variant of the central limit theorem gives
Choose c > 0 so that the above quantity is more than 1 − /4, and choose n 1 so that
have (6) for n > n 1 .
5
Now we look at the walks that do hit C n . Since α 3,z is a continuous function of z around p, we can choose δ > 0 so that
holds for all z with |z −p| < δ. Choose n 2 so that 2c/ √ n 2 < δ. For j ∈ J n and n > n 2 , we
That is, if j ∈ J n and z = 2j/n, then |z − p| < δ.
8
Now we choose n 3 from Lemma 7 so that for all n, j, z with n > n 3 , z = j/(n/2) and |z − p| < δ, the following holds: the number of walks from (0, 0) to (n/2 − j, j) that hit L 1 is ≤ α t 3,z , and the number of walks from (n/2 − j, j) to (n − k, k) that hit L 2 is ≤ α s 3,1−z . Finally choose n sufficiently large, i.e., n > n 0 := max{n 1 , n 2 , n 3 }. Then, letting z = 2j/n, we have
. By (8) we get
where we used
. This gives (7), and this completes the proof for 9 the case that n is even.
10
If n is odd, we use the line x + y = (n + 1)/2 instead of x + y = n/2 to define C n .
11
The rest of the proof is almost identical.
12
With a more careful choice of constants, one can prove Lemma 8 not only for p ≤ 1/2 13 but also for p < 2/3. Moreover, one can extend Lemma 8 to r ≥ 4 and p ≤ (r −1)/(r +1).
14
The number of walks in this case is at most (α 
Extending the Engel-Gronau inequality 1
Let 0 < p < 1 and q = 1 − p be fixed. Let k = pn. We will frequently use the fact
We also use the following version 
then equality holds iff F ∼ = F 0 (n, k, 1).
7
Proof of Theorem 4. Let r, ≥ 3, and n and k be integers satisfying (3). Let F ⊂ ) with equality holding iff
, and this is 13 case (ii). Since F is U( 1 ) and n−1 + 1 ≤ k, Lemma 9 gives the desired inequality.
14 So, we may assume that F is IU((r − 1) 
. Now our family F is I(2 2 ) and therefore L = {2, 3, . . . , k − 1}-intersecting.
21
Thus we have |F| ≤
for p ≤ 0.3 as needed.
22
Now we consider the case that 0.
) ,
,
) . In particular, for i, j ∈ {0, 1}, we have
, Proof. Suppose, to the contrary, that there are
Then, by the shiftedness, we have F s ∈ F for s = 1, 2 where
) .
shiftedness, we have F s ∈ F for s = 1, 2 where 
, which is 
, and L corresponds to L : y = 2x + 1. Now we apply Lemma 7 to the complement of F. Namely, we count the number of walks from (x , y ) = (0, 0) to
which is less than 0.8
So we may assume that G 1j is I(2 1 ). Recall that G 1j is a subfamily of
and that G 0j is I(2 1 ) subfamily of
. Thus, for i, j ∈ {0, 1}, Lemma 9 gives
Therefore we have
f ij = f 00 + f 01 + f 10 + f 11 < p(1 + pq 2 + p 2 q + p 
The RHS is less than 0.9 for 0.3 ≤ p ≤ 1/2. This completes the proof of Theorem 4. we may assume that F is IU((r − 1) 2 , ( − 1) 2 ).
6
Let > 0 be given. Then we can choose δ > 0 small enough and n 0 large enough so that the following three conditions hold for all n > n 0 : showed that for all > 0, f n < 0.9pq + 2 for large enough n. Thus lim n→∞ f n ≤ 0.9pq,
10
and so f n ≤ 0.9pq must hold for all n. 
