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ABSTRACT 
 
Fully convolutional networks (FCNs) have been recently used for feature extraction and classification 
in image and speech recognition, where their inputs have been raw signal or other complicated features. 
Persian signature verification is done using conventional convolutional neural networks (CNNs). In this 
paper, we propose to use FCN for learning a robust feature extraction from the raw signature images. FCN 
can be considered as a variant of CNN where its fully connected layers are replaced with a global pooling 
layer. In the proposed manner, FCN inputs are raw signature images and convolution filter size is fixed. 
Recognition accuracy on UTSig database, shows that FCN with a global average pooling outperforms CNN. 
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1. INTRODUCTION 
  
Signature is a biometric characteristic that is used in person authentication [1]. Automatic signature verification is 
an interesting area of research, since biometric authentication is more trustable alternative to password based security 
systems. Biometric authentication is widely being used as it is relatively hard to be forgotten, stolen, or guessed [2]. 
Numerous biometric features have been studied and proved useful, including biological characteristics such as fingerprint, 
face, iris, and retina pattern or behavioral traits such as signature and speech [2-4]. 
Signature authentication can be considered as a low cost biometric system where awareness and uniqueness of 
person is necessary [2]. There are two main research fields in this area: signature recognition (or identification) and 
signature verification. The signature recognition involves on identifying the author of a signature when a signature 
database is searched to find the identity of a given signer. While signature verification defines the process of testing a 
signature to decide whether a particular signature truly belongs to a person or not. In this case, the output is either 
accepting the signature as valid or rejecting it as a forgery one [2,5]. 
Signature verification systems are classified either online or offline depending on the data acquisition method and 
involved application. Usually, online signature verification systems present a better performance than the offline 
signatures verification systems. In the online approach, the signature is captured using a special input device and the 
system uses the signature as well as the dynamic information obtained during the signing process (pen's position, 
inclination). However, in online signature verification system, the presence of the signer is required at both times of 
obtaining the reference signature and the verification process which is not welcomed by many applications. Consequently, 
offline verification methods have more practical application areas than the former. The offline approach only uses the 
digitalized image of a signature extracted from a document called static information. Therefore, it does not require any 
special processing devices. On the other hand, preprocessing is more difficult and time consuming in offline systems due 
to unavailability of the dynamic information [2,5,6]. 
Various techniques have already been applied in signature verification such as fuzzy logic [7], geometric features 
[8, 9], global characteristics [10], genetic algorithms [11], neural networks [12-14], hidden Markov models [15], discrete 
wavelet transform (DWT) and image fusion [16], dynamic time warping-based segmentation and Multivariate 
autoregressive model [17], convolutional neural networks (CNNs) and its variants [2,18], support vector machine (SVM) 
classifier and fixed-point arithmetic [19]. Clearly, most of researches in offline signature verification are involved in 
feature extraction.  
Persian signatures are different from other nation signatures, since people usually do not use text in it and they 
draw a shape as their signature. Even if they use text in their signature, mostly it is in Persian which is so hard to distinguish 
using machine learning approaches. Persian signature verification has been done using DWT and image fusion, SVM 
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classifier and fixed-point arithmetic, dynamic time warping-based segmentation and Multivariate autoregressive model 
and convolutional neural networks [2,16,17,19,20].  
Convolutional neural networks can be considered as a kind of the standard neural networks consisting 
of alternating convolution and pooling layers [21].  CNNs can be compared to fully connected deep neural networks 
(DNNs) due to its two main properties. First, CNNs have much fewer connections and parameters due to the local-
connectivity and shared-filter architecture in the convolution layers. Second, pooling at a local region results in 
generalization using a form of translation invariance [21]. 
There are many researches on feature extraction using CNNs for speech recognition, image processing and 
signature verification [2,21,22]. Fully convolutional networks (FCNs), without fully connected layers, have been 
successfully applied to other fields like speech and image processing [23-25]. 
In this paper, we propose to use fully convolutional neural network for extracting robust features from the signature 
image.  
Remainder of this paper is organized as follows. Section 2 introduces CNN briefly. Section 3 includes our proposed 
method.  Section 4 contains our experimental results. Finally, we give our conclusion in Section 5. 
 
2. CONVOLUTIONAL NEURAL NETWORK 
2.1 Architecture 
      The standard Convolutional Neural Network consists of three essential parts: first two parts are alternating 
convolution and pooling layers, and the third one is fully connected layers on top of the last pooling layer. 
2.2 Convolution Layer 
       In order to have an obvious observation about the convolution and pooling layers operations, a simple 
network architecture, borrowed from [26], have been shown in Figure. 1. A convolution layer is assumed to be fed with 
a t×f signal where t and f are the input image dimensions [27]. The convolution layer is composed of n neurons, which 
each neuron can be considered as a filter [21,25-27]. Each filter (kernel), numbered with j, has an m×r (called filter size) 
matrix of parameters replicated across the entire input space. This matrix is convolved with the input (I) and eventually 
produces a feature map of size (t-m+1)×(f-r+1), where m<=t and r<=f, which can be shown as: 
𝑜(𝑡−𝑚+1)×(𝑓−𝑟+1)
(𝑙,𝑗)
= 𝑘𝑚×𝑟
(𝑙,𝑗)
∗ 𝐼𝑡×𝑓
𝑙 + 𝑏1×1
(𝑙,𝑗)
 ,  (1) 
Where 𝑜(𝑙,𝑗) denotes j-th output of l-th layer, 𝑘(𝑙,𝑗) denotes the kernel weights of j-th neuron in l-th layer, 𝑏(𝑙,𝑗)is the bias 
of j-th neuron in l-th layer, and * indicates convolution operator [21]. As a result of convolution operation, kernel weights 
are shared among whole input features for each neuron [21,25-27]. 
This weight sharing reduces the number of network learned weights compared to the standard fully connected 
neural networks. On the other hand, it models local correlations in the input signal. It can also improve model robustness 
and reduce overfitting as each weight is learned from multiple frequency bands and time spaces in the input instead of 
just from one single location [21,25-27]. 
 
2.3 Pooling layer 
After the convolution layer, a pooling layer is added to compute a lower resolution representation of 
the convolution layer feature maps through sub-sampling from different positions within a specified window. 
Several pooling strategies have been proposed, the best known pooling strategies are: average pooling and max pooling 
[21,26]. 
Max pooling is the most popular pooling strategy, which outputs the maximum value within each specified 
window [2,21,25-27]. Also, if the maximization function is replaced with an average function, the pooling strategy turns 
 
Fig. 1. The operation of convolution and pooling layers [27]. 
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to average pooling [26]. Max pooling has been shown to give improvements in performance in image processing tasks 
compared to the average pooling [21,25]. 
Max pooling aims to handle variability and slight shifts that are common in image signal due to additive and 
channel noise [27]. As a result, it outputs a lower resolution of convolution feature maps and causes generalization [21]. 
Pooling can be used with or without overlap. Overlapped pooling has not produced a clear performance gain. So, using a 
pooling size of p × q (without overlap), there will be n neurons containing 
t−m+1
p
×
f−r+1
q
 feature maps [21,27].  
Often, the convolution or pooling layer has been followed by a non-linear activation function such as Sigmoid 
or ReLU [2,21,25-27]. 
2.4 Fully Connected Layers 
One or more fully connected hidden layers have been added to the top of the final pooling layer in order 
to combine the features across all frequency bands before feeding to the output layer [25]. 
2.5 Fully Convolutional Networks 
Standard deep convolutional neural networks usually use fully connected layers of high dimensions (at least 512) 
on the top of the final pooling layer, leading to a very high number of parameters. It has been shown that most of the 
learning occurs in the convolutional layers, so convolutional neural networks without any fully connected layer could be 
effective. By removing fully connected layers, the CNN is forced to learn good representation in the convolution layers, 
which potentially leading to better generalization [21,23,24]. 
 
 
3. PROPOSED METHOD 
As mentioned earlier, CNN has been used for Persian signature verification, where its input has been raw image 
of signature [2]. In this paper, we use fully convolutional network for extracting the features and classification. In this 
manner, a signature image is fed into the fully convolutional network where we expect that its output represents the 
decision on real signature or a forgery one. The common parameters and layers are considered like CNN structure in [2]. 
The proposed FCN is shown in Figure 2. 
 
 
Fig. 2. Block diagram of proposed FNN for signature verification. 
 
3.1 Pooling type 
For regular pooling layers (on top of each convolution layer), like [2] max pooling is used. However, in order to 
preserve information in the last convolution feature maps, average pooling is used for the last pooling layer which is 
rather than fully connected layers. 
3.2 Filter and Pooling sizes 
Equivalent filter size for the convolution layers and pooling size for pooling layers on top of each convolution 
layer is selected based on [2]. Instead of fully connected layers, a single global average pooling layer, which reduces each 
output feature map from previous layer to one value, is added on top of last convolution layer and its outputs are fed into 
the classification layer. Consequently, the number of learning features are reduced and full advantages of convolution 
layers are consumed. 
 
4 EXPERIMENTS AND RESULTS 
 
4.1 Experimental setup 
Experiments have been performed on UTSig [19] database. Training and testing data are selected like setup 1 in 
[19]. Since CNN needs a large amount of data, we have changed the number of selected images. In this way, training data 
is achieved by separating 25 randomly selected genuine samples of each person and 25 randomly selected simple forgery 
samples of each. 
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Testing data is created using 2 remaining genuine samples, along with remaining simple, skilled and opposite-
hand forgeries. 
All signature images are resized to 270 × 360. No further preprocessing is done since CNN is shown to be a good 
feature extractor. We have used stochastic gradient descent and mini-batch size of 128 for CNN and FCN training. The 
learning rate is equal to 0.001. The number of epochs have been selected equal to 100 which have been shown the best 
performance in our experiments. More epochs caused over fitting. 
4.2 Results of CNN and FCN 
Persian signature verification using baseline CNN is done on different dataset which is not in access and is not a 
sufficient amount to train and test DNN. As a result, a CNN exactly like [2] is trained and tested on UTSig and is compared 
with our proposed FCN and the results have been compared in Table 1. 
For decision-based criteria, we calculate false acceptance rate (FAR) (i.e. the percent of forged samples that are 
incorrectly accepted), false rejection rate (FRR) (i.e. the percent of genuine samples that are incorrectly rejected), and 
accuracy (i.e. the percent of forged and genuine samples that are correctly labeled). As can be seen from Table 1, FCN 
has a better performance comparing with CNN. 
4.3 Comparison between FCN and SVM 
In order to evaluate overall systems, we have compared our results with the results of SVM from [19] in Table 2. 
As can be seen from Table 2 SVM performed better than FCN in FAR criteria even though in FRR criteria FCN performed 
so much better.  
 
Table 1. Results of accuracy, FAR and 
FRR for CNN and FCN. 
Model Accuracy FAR FRR 
CNN 65.06 37.83 29.69 
FCN 76.71 27.47 15.72 
 
 
Table 2. Results of FAR and FRR 
for FCN and SVM. 
Model FAR FRR 
FCN 27.47 15.72 
SVM 21.29 39.27 
 
5 CONCLUSION 
In this paper, we proposed to use FCN for feature extraction and classification from signature images. Although, 
CNN has been used for this purpose, fully connected layers in CNN are believed to prevent convolution layers from 
learning good representation. Therefore, we have used FCN where CNN fully connected layer is replaced with global 
average pooling. The experimental results show that FCN using a global average pooling outperforms CNN and is 
comparable with SVM method for extracting robust features from offline signature images and also classification. 
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