ABSTRACT
INTRODUCTION
The aeromechanical design of horizontal axis wind turbines (HAWT's) is a complex multidisciplinary task that requires consideration of a very large number of operating regimes due to the extreme variability of the environmental conditions on time scales ranging from seconds (e.g.wind gusts) to months (e.g.seasonal wind variations). Modern industrial design still relies on low-fidelity and/or semi-empirical computational tools such as blade element momentum theory (BEMT), stall and dynamic inflow models [1] . The main advantage of these techniques is their high computational speed. Their main drawback is that they heavily rely on the existence and availability of high-quality airfoil data. Thus, new HAWT configurations cannot be assessed with confidence by means of these methods. Conversely, the use of high-fidelity computational aerodynamics tools such as Navier-Stokes (NS) solvers in an integrated aeromechanical analysis and design system has the potential of overcoming the aforementioned constraint. These solvers enable one to analyze the unsteady aerodynamic and aeroelastic response of prospective new turbine configurations to challanging off-design conditions. Several outstanding examples of the predictive capabilities of NS solvers for HAWT aerodynamics have been published [2] [3] [4] .
The main drawback of NS solvers is their computational cost, which is substantially higher than that of low-fidelity systems even when massive parallel computing is adopted. Accurate time-dependent simulations of HAWT flows may still take several days, whereas the same engineering problem could be solved within a few hours using BEMT-based systems.
Several fundamental HAWT unsteady aerodynamic problems can be viewed as periodic. This is the case of stall-induced vibrations and the yawed wind regime, which occurs when the freestream wind velocity is not orthogonal to the turbine rotor. The yawed wind problem is one for which the underlying assumptions of BEMT-based systems are particularly weak, and a more reliable analysis of which would therefore benefit from the use of unsteady NS solvers. A time-resolved time-domain (TD) NS simulation of this problem requires a long wallclock time due to the fact that several rotor revolutions have to be simulated before a periodic state is achieved, and a time-resolved solution requires about 1000 physical time steps per revolution [5] . Fortunately, the wallclock time required by the TD NS prediction of unsteady periodic flows can be dramatically reduced by using a frequency-domain (FD) formulation and solution of the governing unsteady equations. The harmonic balance (HB) NS technology for the solution of unsteady periodic flows [6] is one of the most promising FD NS methods. The HB NS technology has been applied to the prediction of the periodic flow associated with flutter and forced response of turbomachinery blades [6] [7] [8] , and various vibratory motion modes of aircraft configurations [9] [10] [11] .
For this type of application, it has been observed that the use of the HB NS approach for the calculation of periodic flows can lead to a reduction of the wallclock time varying between one and two orders of magnitude with respect to conventional TD NS analyses.
Another successful and computationally effective FD approach to the solution of unsteady periodic flows is the nonlinear frequencydomain (NLFD) method [12] [13] [14] . The NLFD technology has also been applied to the simulation of the periodic flow past rotorcraft blades [15] . Several other FD methods have been developed in the past years, among which a one-harmonic FD technique for the calculation of periodic turbomachinery flows [16] , which bears some resemblance to the HB approach of [6] , but differs from it in that the calculation of the zeroth harmonic (mean state) is decoupled from that of the first harmonic representing the sought unsteady flow component. Numerous examples of the application of the HB and NLFD technologies to periodic flows of engineering interest exist, but a thorough review of all existing FD methods and their application is beyond the scope of this report. This paper focuses on the development and application of the HB NS technology for the analysis of periodic wind turbine flows, such as that caused by the yawed wind condition. One of the main differences between HAWT flows and the other aerodynamic problems for which the HB NS method has been used thus far is that the flow speeds observed in wind turbine flows are typically in the incompressible range (Mach number well below 0.3), though future large off-shore turbines are likely to operate at the border between the incompressible and compressible regimes. A NS solver for HAWT aerodynamics could therefore be based either on the incompressible formulation or the compressible formulation augmented with low-speed preconditioning (LSP) [17, 18] . One of the advantages of choosing the compressible formulation with LSP is the capability of this approach to perform aeroacoustic analyses. This paper presents the mathematical and numerical theory behind the implementation of a time-and frequency-domain multigrid (MG) compressible NS solver based on the HB technology and featuring an optimized LSP method. It also discusses an important numerical stability problem that may be encountered when solving the HB NS equations with explicit solvers such as the MG iteration based on the Runge-Kutta smoother, and it proposes a robust and elegant solution for suppressing such an instability. Then, a simple kinematic model enabling one to determine the two-dimensional (2D) time-dependent freestream conditions observed by the blade sections of a HAWT in yawed wind is presented. Finally, the effectiveness of the HB NS solver with LSP is demonstrated by computing the periodic unsteady flow past two sections of a HAWT blade in yawed wind using both the TD and the HB solvers. The TD and HB results are compared in terms of accuracy and wallclock time required for their calculation. To the best of the authors' knowledge, this is the first reported development of the NS HB technology with LSP and its application to wind turbine unsteady aerodynamics.
GOVERNING EQUATIONS

Time-domain formulation
Internal and external viscous flows can be computed by solving the NS equations, which are a system of N pde nonlinear partial differential equations (PDE's) obtained by imposing the conservation of mass, momentum and energy over a control volume. For 2D laminar flows N pde = 4 because the momentum equation has only two scalar components. Given a control volume C with boundary S, the Arbitrary Lagrangian-Eulerian (ALE) integral form of the 2D TD NS equation is:
The array U of conservative flow variables is defined as:
where the superscript ′ denotes the transpose operator, and ρ, u, v and ε are respectively the flow density, the x− and y−component of the flow velocity vector v, and the total energy per unit mass. The definition of the total energy is ε = e + (u 2 + v 2 )/2, where e denotes the internal energy per unit mass. The generalized inviscid flux vector Φ i is:
where E i and F i are respectively the x− and y−components of Φ i , and are given by:
The vector v b is the velocity of the boundary S, and the flux term −v b U is its contribution to the overall flux balance, which is nonzero only in the case of unsteady problems with moving boundaries. The symbol p denotes the static pressure and the symbol H denotes the total enthalpy per unit mass, the expression of which is H = ε + p/ρ. The generalized viscous flux vector Φ v is:
where E v and F v are respectively the x− and y−components of Φ v , and are given by:
The scalars q x and q y are the Cartesian components of the heat flux vector q = −k∇T , where k is the thermal conductivity, and T is the static temperature. The scalars τ xx , τ xy and τ yy are the Cartesian components of the stress tensor τ. Such tensor depends on the divergence of the flow velocity vector v, and the strain tensor s = (∇v + ∇v T )/2. For a Newtonian fluid one has τ = 2µ[s − 1/3(∇ · v)I], where µ is the dynamic viscosity.
Harmonic balance formulation
The HB formulation of the NS equations assumes that the fundamental frequency ω of the sought periodic flow field is known.
Denoting by u and h respectively the volume and surface integral of Eqn. (1), one can approximate both variables by means of the following truncated Fourier series, in which the retained number of harmonics N H is a user-given parameter:
Inserting expansions (4) and (5) into Eqn. (1), and 'balancing' or matching harmonics of the same order results in a system of [N pde × (2N H + 1)] PDE's, the matrix-vector form of which is:
] ′ , and matrix A is defined as:
where the symbol ⊗ detones the Kronecker tensor product, I N eqs denotes the identity matrix of size (N eqs ) 2 , N eqs = N pde , and blocks J l have size (2N pde ) 2 . Writing explicitly the equations of system (6), one finds that the unknown harmonic componentsû are coupled by the harmonic residualsĥ, whereas no coupling occurs through the first term of the equation, since matrix A is block diagonal. As pointed out in [6] , however, the computational cost of the HB system (6) grows cubically with the number of retained harmonics N H , and the analytical derivation of the equations becomes extremely complex when dealing with the turbulence models required for high Reynolds number flows.
To alleviate these problems, it has been noted that an alternative formulation of the HB equations is obtained by reconstructing the Fourier coefficients of the volume integralû of the conservation variables and the surface integralĥ of the fluxes from the knowledge of the temporal behavior of u(t) and h(t) at 2N H + 1 equally spaced points over one period. Such points are defined by:
In view of these definitions, expansions (4) and (5) 
Computing the inverse of relationships (9) , inserting these latter into Eqn. (6) , and premultiplying Eqn. (6) by F
−1
H yields the system:
in which
Inserting the integral definitions of u and h into Eqn. (10) leads to the so called high-dimensional harmonic balance formulation [19] of the NS equations:
where
′ , and similar expressions hold for C H and S H . Moving from the time-to the frequency-domain, the number of PDE's increases from N pde to [N pde × (2N H + 1)]. Despite the fact that the number of PDE's to be solved has increased, the HB approach allows one to compute unsteady periodic flows at a substabtially lower computational cost with respect to the time-domain approach.
CFD SOLVER
Space discretization
The structured multi-block finite volume cell-centered parallel CFD code COSA [18, 20, 21] solves the integral form of both the TD conservation laws (system (1)) and the HB conservation laws (system (12)) making use of a second order upwind scheme. The discretization of the convective fluxes is based on Van Leer's MUSCL extrapolations and Roe's flux-difference splitting. Denoting by n the normal of the face of a grid cell, and dS the area of such face, the numerical approximation to the continuous convective flux
Here the superscript * , the subscript f , and the subscripts L and R denote numerical approximation, face value, and value extrapolated from the left and from the right, respectively. The numerical dissipation depends on the generalized flux Jacobian ∂Φ i, f /∂U and the flow state discontinuity across the cell face, defined by δU
The discretization of the viscous fluxes is based on second order centered finite-differences. The Cartesian derivatives of the flow velocity components are computed with the chain rule, using the derivatives of such components with respect to the local generalized curvilinear coordinates associated with the grid lines, and the grid metrics.
Integration of time-domain equations
The physical time-derivative of system (1) is discretized with a second-order backward finite-difference. The set of nonlinear algebraic equations resulting from the space-and time-discretization of system (1) is then solved with an explicit approach based on the use of a fictitiuos time-derivative (Jameson's dual-time-stepping [22] ). The discretization of the physical time-derivative of the unknown flow state by means of a second order backward finite difference, and the introduction of the derivative with respect to the fictitious time τ yield the equation:
The to. Note that V is independent of the physical time-level (denoted by the superscripts n + 1,n and n − 1) because in this report only rigid-body grid motion is considered. The symbol ∆t indicates the user-given physical time-step. Equation (14) can thus be viewed as a system of (N pde × N cell ) ordinary differential equations (ODE's) in which the unknown is Q n+1 , the flow state at time-level n + 1.
The calculation of Q n+1 is performed iteratively by discretizing the fictitious time-derivative (dQ n+1 /dτ) of Eqn. (14) with a four-stage Runge-Kutta (RK) scheme, and marching the equations in pseudo-time until a steady state is achieved. Such steady state is the flow solution for the physical time being considered. The convergence rate is then greatly enhanced by means of local time-stepping (LTS), variable-coefficient central implicit residual smoothing (IRS) and a full-approximation scheme multigrid (MG) algorithm.
This solution procedure may become unstable when the physical time-step ∆t is significantly smaller than the pseudo-time-step ∆τ.
This instability was reported in [23] ,and thoroughly investigated by Melson et al. [24] . The latter study elegantly solved the stability problem by treating implicitly the Q n+1 term of the physical time-derivative within the RK integration process. This strategy has also been implemented in COSA, as summarized below. The residual R g is split into the contribution depending on the Q n+1 term of the physical time-derivative, and a term R d equal to the difference of R g and the aforesaid Q n+1 term:
where g(Q n , Q n−1 ) = −2Q n + 0.5Q n−1 . This equation can also be written as:
Discretising the fictitious time-derivative of Eqn. (14) with a multi-stage RK scheme, introducing the decomposition of R g provided by Eqn. (16), and considering the Q n+1 term at stage k rather than at stage (k − 1) yields the following modified RK algorithm:
where k varies between 1 and the number of RK stages NS, α k is the k th RK coefficient, β = 1.5∆τ/∆t, l is the RK cycle counter, and
. The stability analysis of [24] shows that the stability of algorithm (17) no longer depends on the ratio ∆τ/∆t.
However this formulation is still unsuitable when IRS and MG are also used, because both acceleration techniques have to be applied to a residual term that vanishes at convergence, and this is not the case of R d . The solution is to introduce the residual R g which does vanish at convergence. Given that:
the IRS-MG-tailored counterpart of algorithm (17) is:
where L IRS denotes the IRS operator, and f MG is the MG forcing function, which is nonzero when the smoother (18) is used on a coarse level after a restriction step [25] . Note that the matrix multiplying W k at the second line of algorithm (18) is diagonal, and this implies that for each grid cell the N pde unknowns can be updated without an actual matrix inversion.
Integration of harmonic balance equations
At the differential level, the only difference between system (1) and system (12) is that the physical time-derivative of the former system is replaced by a volumetric source term proportional to ω in the latter. The set of nonlinear algebraic equations resulting from the space-discretization of system (12) is thus solved with the same technique used for steady problems [20] , namely the four-stage RK smoother accelerated by LTS, IRS and MG. The introduction of the derivative with respect to the fictitious time τ yields the equation:
The array Q H is made up of (2N H + 1) flow states referring to the physical times defined by Eqn. (8) . Therefore, one has (11), and the matrix A appearing herein is defined by Eqn. (7) where
Equation (19) Although no rigorous stability analysis has been carried out yet, the authors have found that this explicit MG solution procedure of the HB equations may become numerically unstable for certain type of aerodynamic problems. More specifically, a numerical instability of the HB MG iteration has been encountered in the solution of the transonic flow problems with the COSA solver reported in [9] . It is the authors' view that this instability is the FD counterpart of the TD one, discussed in the preceding subsection. In the TD framework, the instability may occur when the physical time-step ∆t is significantly smaller than the pseudo-time step ∆τ. With transonic flows, for example, this may occur in the supersonic region upstream of a shock. In the HB context, the equivalent physical time-step ∆t is given by ∆t = 2π/ω/(2N H + 1). In order to stabilize the RK-IRS-MG iteration used to solve the HB equations for all flow regimes, a stabilization procedure similar to that proposed by [24] has been successfully implemented and tested in the COSA solver. To the best of the authors' knowledge, this is the first reported study on the use of this method for the solution of the HB Euler and NS equations.
The stability problem is removed by treating implicitly the source term of Eqn. (20) 
where β H = ω∆τ and the other symbols have been defined in the preceding subsection. This formulation is still unsuitable when IRS and MG are also used, because both acceleration techniques have to be applied to a residual term that vanishes at convergence, and this is not the case of R Φ,H . The solution is to introduce the residual R g,H which instead vanishes at convergence. The IRS-MG-tailored counterpart of algorithm (21) is:
where the HB MG forcing function is defined as (22) is not diagonal. For each grid cell, the update of the [N pde × (2N H + 1)] unknowns requires the inversion of one
. Such overhead results in the computational cost of the HB analysis growing in a moderately superlinear fashion with respect to N H . Despite this feature, however, the computational cost of the HB analysis remains competitive with that of the TD analysis.
As an example, the transonic flow studies performed with the COSA solver based on algorithm (22) and reported in [9] show that the HB analysis can predict the periodic body forces acting on a pitching airfoil with extremely small errors with respect to the TD analysis, but requiring a CPU-time about one order of magnitude smaller. These HB transonic flow analyses failed to converge when the standard rather than the stabilized RK algorithm (22) was used.
It has been observed that the use of an explicit approach to integrate the HB NS equations requires the introduction of an additional constraint on the size of the local time-step used to pseudo-time-march the solution for stability reasons [8] . Such constraint depends on the fundamental frequency ω and the number of complex harmonics N H , and becomes more stringent as either parameter increases. In this circumstance, the number of MG iterations required for convergence would increase as N H increases. The use of the stabilization presented herein, on the other hand, removes this additional constraint, thus making the convergence rate more independent of N H .
When using an explicit integration method, however, the convergence rate of explicit HB solvers may still show a certain degree of dependence on N H for flow problems with significant nonlinearities. This is because one of the factors on which the convergence rate of iterative solvers depends is the features of the overall Jacobian (e.g.condition number, degree of non-normality and diagonal dominance) of the HB NS equations, made up of the sum of the standard flux Jacobian of the steady NS equations and the term ωV H D. The last term is an antisymmetric matrix, the size and magnitude of which grow with N H and ω respectively. Its main effect is to reduce the diagonal dominance and increase the non-normality of the HB Jacobian with respect to that of the Jacobian of the steady equations. A reduction of the diagonal dominance impairs the convergence rate of iterative stationary linear smoothers such as the Gauss-Seidel and the symmetric successive over-relaxation iterations. The effect of N H and ω on the diagonal dominance of the HB Jacobian of the HB equations is analyzed in reference [7] , which also uses a robust preconditioned Krylov subspace solver to greatly reduce the dependence of the computational cost of an implicit HB solver on these two parameters. A significant level of non-normality of the HB Jacobian may result in numerical transients during which significant reductions of the convergence properties of linear smoothers (including the RK iteration) with respect to the theoretical expectation are experienced [26] . These observations refer to the case in which the standard nonstabilized integration of the HB equations is used. When the stabilized integration is used, however, the non-normality characteristics of the linear operator corresonding to the iteration (22) may differ from those of the standard HB Jacobian. This mathematical aspect is still under investigation. For these reasons, it is expected that the convergence rate of the presented MG HB solver will be fairly close to that of the associated steady problem, and independent of N H for problems with low level of flow nonlinearity. For problems with significant nonlinearities, however, the convergence rate of the HB solver may worsen with respect to that of the steady state when N H is increased because of the significant contribution of the higher harmonics to the non-normality of the overall HB Jacobian.
When solving the HB equations with an implicit approach, the HB source term has to be treated implicitly for stability reasons [10, 11] . This constraint may require substantial code extensions if the HB solver is built around an existing code. It may also yield very large memory usage for storing the Jacobian associated with all (2N H + 1) flow states if a Krylov-subspace method with approximate Jacobianbased preconditioning is used for the solution of the linear systems arising at each step of Newton's method. One possible solution is to use an iterative stationary linear block-solver such as block-Jacobi to solve the linear systems, as this allows one to treat separately the Jacobians associated with each flow snapshot during the integration [10] . An alternative solution to simplify the development of the HB technology around an existing implicit solver is the treatment of the HB source term presented in [27] .
LOW-SPEED PRECONDITIONING
In the case of low-speed flows, a large disparity between the convective and acoustic eigenvalues of the flux Jacobian ∂Φ i, f /∂U exists. This results in unbalanced amounts of numerical dissipation, and this occurrence spoils the accuracy of the solution. When using explicit time-marching methods, the local time-step also depends on the eigenvalues of the flux Jacobian, and a large disparity between convective and acoustic speeds substantially impairs the convergence rate of the solver. These problems are circumvented by using low-speed preconditioning [17] .
In the case of time-dependent problems, the pseudo-time derivative of Eqn. (14) is premultiplied by a preconditioning matrix (Γ c ) −1 .
This results in a rescaling of the eigenvalues of the flux Jacobian which restores the correct levels of numerical dissipation and allows one to maintain high convergence rates even with low-speed problems. The preconditioner Γ c used by COSA is that proposed in [17] , where its expression can be found. The matrix Γ c depends on a parameter M p . The choice M p = 1 yields no preconditioning. For low-speed flows, the parameter M p is:
where M is the actual local Mach number, M pg is a cut-off value based on the local pressure gradient [28, 29] , M vis is a cut-off value based on the cell Reynolds number (also called Peclet number) [30] , M uns is a cut-off value based on the physical time-step ∆t and the characteristic lengths of the domain [17] , and ε is a small cut-off parameter that prevents the preconditioner from becoming singular at stagnation points.
The introduction of preconditioning modifies the artificial dissipation term of the numerical flux provided by Eqn. (13) as follows:
For steady problems, the choice of Eqn. (23) with M uns = 0 to build Γ c and its inverse guarantees both the balance of the numerical dissipation and an optimal convergence rate. For time-dependent problems, however, the use of Eqn. (23) with M uns defined as proposed in [17] usually yields a high convergence rate, but does not guarantee an optimal scaling of the artificial dissipation. This has been observed by the same developers of this preconditioner for time-dependent problems with motionless grids [31] , and more recently confirmed by the authors of this paper for the case of time-dependent problems with moving grids [18] . The latter article also presented a mixed preconditioning strategy to overcome this problem, and demonstrated its effectiveness with a number of time-dependent problems with motionless and moving grids. In essence, mixed preconditioning consists of using the steady preconditioning parameter (i.e.the value of M p obtained from Eqn. (23) after setting M uns = 0) to construct the preconditioner required to calculate the numerical dissipation, and the unsteady preconditioning (i.e.the complete form of Eqn. (23)) to construct the preconditioner needed to compute the preconditioned eigenvalues used in the calculation of the local time-step. The modified numerical flux is thus:
where the subscripts cs and cu respectively denote the use of the steady and unsteady preconditioning parameters to build the precondi- cu , and discretizing this derivative with the multistage RK of choice, is:
The use of the stabilization process of the RK cycle discussed in the previous subsections yields the following stabilized iteration:
The matrix premultiplying W k is block-diagonal, but its blocks are not diagonal because of the preconditioner Γ cu which is not a diagonal operator. Therefore the update process requires the inversion of an (N pde × N pde )-matrix for each cell of the computational domain. The interested reader is referred to [18] for further details on the LSP implementation of the COSA solver.
In the case of frequency-domain problems, the pseudo-time derivative of Eqn. (19) 
The matrix premultiplying W k H is block-diagonal, but its blocks are not diagonal because both the preconditioner Γ c and the matrix D are not diagonal. Each of these N cell blocks has size [(2N H + 1) × N pde ] 2 , and the update process of the whole solution requires the inversion of all such blocks. Due to this feature, the computational cost of HB analyses is moderately superlinear with respect to N H .
All numerical analyses carried out thus far, however, show that the computational speed of the HB analysis remains significantly higher than that of the TD despite the abovesaid overhead.
TWO-DIMENSIONAL YAWED WIND MODELING
In order to define boundary data and motion parameters for the 2D TD and FD analyses presented in the result section, the unsteady flow regime experienced by the airfoils of a HAWT blade in yawed wind has to be defined as a function of the freestream wind speed V f s , the turbine rotational speed ω, the angle δ between V f s and the normal to the rotor plane (yaw angle), the chord c of the airfoil and its distance R from the rotational axis. The left and right plots of perceived by each blade section are respectively:
The 2D simulation of the unsteady flow past the blade airfoil of the HAWT in yawed wind could be performed by using a motionless domain and enforcing the time-dependent freestream velocity defined by conditions (30) 
When using steady farfield boundary conditions, the variability of the inflow state associated with the case of motionless domain is equivalent to and can be replaced by a horizontal sinusoidal motion of the grid. The expression of such motion is:
The moving domain model has been adopted for the analyses presented in the result section, and it could also be used to perform 2D experimental measurements aimed at studying the aerodynamic characteristics of HWAT airfoils in yawed wind. A typical HAWT airfoil twisted by an angle γ is depicted in the left plot of 
VALIDATION
The second order accuracy of the time-discretization for viscous flows has been verified by computing the unsteady laminar vortex shedding behind a cylinder. Several simulations have been performed, each of which has used a physical time-step obtained by halving that of the preceding simulation. The lift and drag forces obtained at a chosen time from each simulation have been used to perform
Richardson's extrapolations, which have confirmed the second order accuracy of the time-discretization [32] . The second order accuracy of the convective flux discretization has been verified by computing the solution of a 2D inviscid test case for which the analytical solution has been determined. The problem has been solved using several grids, which become successively finer by a factor of two in both directions. Analysis of the RMS of the error between the analytical solution and the computed solutions obtained by using these grids have confirmed the second order of the space-discretization [20] . The second order accuracy of the time-and space-discretization of the solver using LSP has also been demonstrated by considering an unsteady test case resulting from the superposition of a uniform low-speed flow and a steady vortex. The analytical solution of this problem has been used to verify the second order accuracy of COSA for this type of problem [18] .
To validate the implementation of the moving grid capabilities of the COSA solver, the unsteady flow field past a pitching flat plate has been considered. The time-dependent angular position of the flat plate varies accordind to ∆θ p sin(ωt), with ∆θ p positive in the clockwise direction. For the case in which the flat plate is aligned with a uniform stream when it takes its mean position (sin(ωt) = 0), an analytical solution of this problem has been provided by Theodorsen [33] . The input parameters of the analysis are ∆θ p , the position of the hinge, the freestream velocity W f s , and the reduced frequency λ, defined as:
In the selected configuration, ∆θ p = 1 o , the hinge is at 25 % chord from the leading edge, the freestream velocity corresponds to a Mach number of 0.001, and λ = 0.1. The TD analysis has been carried out using a 6-block grid with 129 points on each side of the flat plate, 97 points before the leading edge and after the trailing edge and 97 points in the normal direction. The freestream boundaries are placed at about 5 chords from the flat plate, and the minimum distance of the first grid points off the plate surface from the plate itself is 0.5 % of the chord. The period has been discretized with 32 intervals, and the simulation has been run for 2 periods. Choosing a reference temperature of 288 K, one can calculate the Mach number M f s corresponding to W f s . The set of input data used for the 2D unsteady moving-grid simulations of the 2 sections is reported in Table 1 . The airfoil selected for both sections is the NACA0012 airfoil, and the Reynolds number has been set to 1000. The C-grid adopted for all simulations has 321 points along the airfoil, 97 points in the grid cut, and 129 points in the normal-like direction. The farfield boundary is placed at about 20 chords from the airfoil, and the distance of the first grid points off the airfoil surface from the the surface itself is about 0.01 % of the chord. The airfoil and the whole grid are inclined by the twist angle γ on the horizontal direction. In the unsteady simulation, the whole grid undergoes a sinusoidal motion defined by Eqn. (34) . All TD simulations have been performed using 128 time-intervals per period, and running the simulations for 3 periods. The HB analyses for both sections have been performed for N H varying between 1 and 5. The CFL number has been set to 3 for all simulations reported herein. Note that the choice of a relatively thin airfoil with respect to those typically used in HAWT's, and the lack of turbulence modeling, result in the unsteady flows analyzed in the next two subsections not being fully correspondent to those of real HAWT yawed conditions. The main objectives of the following analyses, however, are to a) assess the accuracy and the computational performance of the HB technology being developed against those of the conventional TD technology,
and thus b) demonstrate the suitability of the HB technology with LSP for unsteady periodic flows with the same kinematic patterns of yawed HAWT flows.
Section at 90 % blade height
The lift coefficient c l over one rotor revolution computed by the TD analysis and five HB analysis with N H = 1, . . . 5 is depicted in separation on the upper side of the airfoil occurs.
The convergence histories of the five HB analyses and that of the TD solver for a particular physical time are reported in Fig. 9 . been achieved well before the limit of 3000 MG iterations. An interesting feature is that the convergence histories of all HB analyses are practically superimposed, and thus independent of N H . Figure 9 also reports the convergence history for the steady problem, which differs very little from that of the HB analyses. These convergence data point to the fact that the flow nonlinearity for this problem is fairly small, and therefore neither the contribution of the first harmonic to the HB source term nor that of the higher harmonics are sufficient to significantly affect the spectrum of the linearized operator associated with the integration of the HB equations with respect to that associated with the integration of the steady equations. All these analyses could be performed without the RK stabilization previously discussed, namely using algorithm (28) are not superimposed, and the convergence rate of the HB analyses appears to decrease as N H increases. Figure 14 also reports the convergence history for the steady problem, which shows that the steady solver converges to the required level of convergence using fewer iterations than all HB analyses. A closer inspection of this figure reveals that the asymptotic convergence rate (i.e.the constant slope of the residual curves after the initial numerical transient) of the steady and the HB solver is about the smae. As discussed in the section on the integration of the HB equations, these patterns may be due to a significant nonlinearity of the unsteady flow, which results in a large contribution of the HB source terms to the overall HB Jacobian. Such contribution may increase the non-normality of the HB Jacobian with respect to that of the steady equations, resulting in an initially slower decay of the HB residuals. The analysis of the sectional forces has highlighted that not only the first but also the higher order harmonics contribute to this unsteady flow. Therefore, the non-normality of the HB Jacobian is likely to increase with N H , which may explain the increasing reduction of the initial convergence rate as N H is increased. The higher nonlinearity of the flow field of the 30 percent section with respect to that of the 90 percent section is caused primarily by the higher reduced frequency of the motion of the former section. It is the authors' experience that the abovesaid dependence of the HB convergence rate on N H always increases with the flow nonlinearities. As with the 90 percent blade section, these HB analyses could be performed without the RK stabilization previously discussed, namely using algorithm (28) for the solution update.
It has also been verified that the use of the stabilized integration (29) analyses with respect to the curves of Fig. 14 . The HB speed up parameter is reported in Table 3 of turbulent conditions the inaccuracies due to the lack of LSP become even larger, and they may lead to significantly different stall characteristics of the section [34] . 
CONCLUSIONS
The numerical models underlying the implementation of a novel harmonic balance compressible Navier-Stokes solver with lowspeed preconditioning for wind turbine unsteady aerodynamics have been presented. The integration of both the harmonic balance and the time-domain equations is based on a multigrid iteration using a multi-stage Runge-Kutta smoother, and including local timestepping and implicit residual smoothing for further convergence acceleration. In the framework of the dual-time stepping method used for solving the time-domain problem, the explicit multigrid integration can present a numerical instability when the local pseudotime-step is much larger than the physical time-step. Previous experience of the authors with the harmonic balance solver described in this paper lead one to believe that a numerical instability of similar origin can also arise when using the same multigrid approach for the solution of the harmonic balance equations. Therefore, a novel stabilization procedure for the multigrid integration of the HB NS equations has been designed and presented herein. The harmonic balance solver with low-speed preconditioning is well suited for the analyses of periodic wind turbine flows. The computational performance and the accuracy of the technology being developed have been assessed by computing the flow field past two sections of a horizontal axis wind turbine blade in yawed wind with both the time-and frequency-domain solvers. Results highlight that the harmonic balance solver features accuracies comparable to those of its time-domain counterpart, and yields a reduction of computational costs of about one order of magnitude with respect to the time-domain solver. The aerodynamic analyses presented herein are laminar and two-dimensional. A substantially larger reduction of computational times is expected for the case of periodic turbulent three-dimensional flows. The time-domain analysis of these problems, in fact, is likely to require a higher time-resolution per period and possibly a larger number of cycles before a periodic state is achieved. In these circumstances the benefits of using the harmonic balance technology will be even higher than those reported in this paper. 
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