INTRODUCTION
A thorough search of the literature on relative invariants of homogeneous linear differential equations for the years 1862-1987 has shown us that the most significant contributions are a series of new results we are pleased to present in this paper. The evolution of our subject can be traced through [13-15, 32, 33, 8, 25, 26, 18, 9, 73 , the bibliography in [45, pp. 193-2551 , and the historical information in [48, 44, 16, 49, 36, 371 . Our remarkable new identities in Theorems 4.1 and 4.2 are essential for a satisfactory theory of relative invariants. They were discovered through a careful study in Section 3 of one particular class of nonlinear differential equations.
For any integer m 2 2, we suppose the coefficients c,(z), . . . . c,(z) of the manic mth order homogeneous linear differential equation y'"' + f c,(z) p-') = 0 (1.1)
J=l are meromorphic functions of a complex variable z on a region Q of the complex plane. Our subject is about transformations of (1.1) under substitutions Y=P(z)h z =f(i), (1.2) where p is an analytic function on some subregion U of Sz such that p(z) #O, for each z in U, and z =f([) is a univalent analytic function on some region V of the complex plane such that U = f( V). It is customary to regard (1.2) as the composite of the change of the dependent variable from y to u and the change z =f(i) (1.4) of the independent variable from z to [. First, for any selection of the coefficients c,(z), . . . . c,(z) of (1.1) and any (1. in order to simplify later formulas such as (1.18).
For m > 2 and any meromorphic functions c,(z), c*(z) on some region Q, there are unique meromorphic functions t,,,,(z), . . . . c,,,,,(z) on 0 satisfying Ll,l(Z) = c,(z), L,z(z) = c*(z), (1.8) and the requirement that the differential equation (1.14)
Assuming the coellicients c,(z), . . . . c,(z) of (1.1) are unrestricted, we shall specify relative invariants by introducing (1.12), (1.13), (1.14), (Ml), Bm,,(z) e cj(z) -Cm, jtz)9 obtained when (1.27 ) is substituted for (1.24) in (1.23) . Keeping m fixed and following standard usage, we say that a polynomial (1.23) is a relative invariant for differential equations of the form (1.1) when (1.23) is nonconstant and there is an integer s such that the corresponding polynomial combinations Z(z) of (1.25) and Z**(i) of (1.27) satisfy z**(i) = (Z(f(i)))(f'(i)Y> (1.28) for each Sz, each selection of c,(z), . . . . c,(z) on Q, each substitution (1.2) relative to 52, and each [ in V. An integer s that satisfies (1.28) is necessarily unique and, for reasons given later, is called the weight of (1.23) . When c,(z), . . . . c,(z) are unrestricted and Z(z) is initially given as a polynomial combination of (1.25) having complex coefficients, one can immediately write down a unique polynomial (1.23) such that substitution of (1.25) for (1.24) in (1.23) yields Z(z). Then, Z*(z) and Z**(c) are uniquely specified as before. Using this procedure, we shall establish in Proposition 2.14 that: for m 2 3, (1.20) specifies a relative invariant of weight 3; for m > 4, (1.20) that explicitly specify m -2 algebraically independent relative invariants of respective weights 3,4, . . . . m. This provides a very interesting subject for further research.
Of course, a polynomial (1.23) is a relative invariant if and only lf it is a semi-invariant of both the first and second kinds according to the following definitions. A polynomial (1.23) is said to be a semi-invariant of the first kind when it is nonconstant and Z(z), Z*(z) satisfy Z*(z) = Z(z), for each a, each selection of c,(z), . . . . c,(z) on 8, each substitution (1.2) relative to 52 having f(c) s c, and each z in U. A polynomial (1.23) is said to be a semiinvariant of the second kind when it is nonconstant and there is an integer s such that Z(z), Z**(c) satisfy (1.28) for each Q, each selection of Cl(Z), -.., c,(z) on 52, each substitution (1.2) relative to 52 having p(z) = 1, and each [ in V.
We shall establish in Theorem 2.13 the new result of basic importance that, for m> 3, the expressions H&Z), . . . . H,,,(z) from (1.19) specify m -2 algebraically independent semi-invariants of the first kind. As a considerably improved formulation of an old result, Proposition 2.12 shows that G,,,(z), . . . . G,,,,,(z) from (1.18) specify semi-invariants of the first kind. Clearly, a nonconstant polynomial combination of semi-invariants of the first kind is a semi-invariant of the first kind. Writing wj" + ') for (WY')', we see that the formal derivative of a semi-invariant of the first kind is a semiinvariant of the first kind. Thus, our plan for (1.29) when m > 4 is to start with H,,,(z), . . . . H,,,(z) and to subtract from each of ZZ,,Jz), . . . . H,,,(z) suitable expressions specifying semi-invariants of the first kind so that the resulting Z&z), . . . . Z,,,,,(z) for (1.29) specify semi-invariants of both kinds. This is illustrated in (1.20), ( 1.21), (1.22) .
G.-H. Halphen's contributions in [26, 303 , for which he was awarded the 1880 Grand Prix des Sciences Math&matiques of the Academy of Sciences in Paris, strongly influenced later work on relative invariants. It is noteworthy that we have no need for any of the canonical forms of (1.1) or the corresponding restrictions on the substitutions (1.2) that G.-H. Halphen and others introduced when direct approaches appeared hopelessly difficult. However, the traditional assignment of weights is quite useful for our plan about (1.29) and will be summarized next.
Any nonconstant term of (1.23) can be uniquely written as where y is a nonzero complex number, p is a positive integer, the j, are integers satisfying ldjlbjz< ... dj,dm, and the k, are nonnegative integers such that k, <k, + , whenever 1 < v < ,n and j, = j, + i . Its weight g is defined to be the positive integer g= i (j,+k).
(1.31)
V=l
In agreement with (1.30) and (1.31) for p = 0, the weight of a nonzero constant is defined to be 0. We say that a polynomial (1.23) is isobaric of weight g when it is nonzero and can be expressed as a sum of nonzero terms each of weight g. Of course, a nonzero sum of two isobaric polynomials each of weight g is isobaric of weight g. And, the product of two isobaric polynomials of respective weights g, and g, is isobaric of weight g, + g,. Writing wj UC+ ') for (w!~))', we see that the formal derivative of an isobaric polynomial of weight 'g 2 1 is isobaric of weight g + 1.
The isobaric polynomial wj VC) has weight g = j + k and it specifies cJk'(z), DlcF(z), and D#*(c) through (1.25), (1.26) , and (1.27). For unrestricted c,(z), --., c,(z) and any one of the polynomial combinations a(z)v Btz)3 a~,~(z)~ tm.~(~)v Bm,j(z), Fm,,(Zh Gm,j(z), Hm,,(Z), Zrn,,(z) (1.32) of (1.25) in (1.11) through (1.22) , there is a unique polynomial (1.23) from which it is obtained by substitution of (1.25) for (1.24) in (1.23). And, when nonzero, it is isobaric of weight g, where: for a(z), g = 1; for /3(z), g = 2; for LZ~,~(Z) withl<iandO<j<i+l, g=i-j+l;for tm,,(z), g=j;forB,,j(z) and 3 < j < m, g = j; for F,,,(z), g = j; for G,,,(z) and 2 < j < m, g = j; for ZZ,,, j(z) and 3 < j<m, g=j; for Zm,,(z), g= j.
Simple arguments in [26] or [30] show that: any semi-invariant of the second kind having s as an integer for (1.28) is an isobaric polynomial whose weight g satisfies g = s > 2; and any relative invariant having s as an integer for (1.28) is an isobaric polynomial whose weight g satisfies g=s> 3. Thus, in our plan to obtain Z,,,(z) for (1.29) when 4< j<m, the expressions to be subtracted from H,,,,(z) must specify an isobaric semiinvariant of the first kind having weight j. This is illustrated for j = 4 and j=5 in (1.21) and (1.22) .
For later reference, we let a*(z)v B*tzh afj(z), t%,,(Z)9 BZ,,(z)~ C,(z), G:,,(z), fC,,(z), C,,( Let L(z, y, y', . . . . y'"') and L*(z, v, v', . . . . vCm)) denote the left members of (1.1) and (1.5). Using (1.7), we find that
where c,*(z) in L* is given by (2.5) . This completes the proof. in order to simplify later formulas such as (2.11). And, we let En, E,, E, denote the fields of meromorphic functions defined on Q, U, V, respectively. We use the formula a*(z) E (2cf(z))/(m(m -l)), corresponding to (1.12), as well as (2.12) to obtain (2.9). The formula
corresponds to (1.13). Combining (2.14), (2.13), and (2.12), we express p*(z) in terms of cz(z) and c,(z) on U. Then, we involve (1.13) and (1.12) on U to eliminate c,(z), cl(z) and obtain (2.10). We set n = m -1 and introduce
in terms of a*(z) and /I*(z) on U. When the substitution 
over E,. Now, we consider the identity (4.3) in Theorem 4.1 for our present Q, and the context where E is E, and n = m -1. In particular, (4.4) and (4.20) for (4.19) reduce to (1.14) and (1.11) for (1.9). Restricting the coefficients of our particular (4.3) to U, interpreting this identity as one over E,, and multiplying both of its members by (l/p(z))"+ ', we apply (2.16), (2.17) to obtain n-1 J,*(z) = Ce&)~ *.*, ev?l(z)l (2.22) are related on U through
by means of the m x m matrix P,(z) in (2.6).
Proof. Subtracting (2.11) from (2.5), we use (1.7), (2.8), and the components pi,Jz) of P,(z) to obtain for j = 1, . . . . m. This yields (2.23) and completes the proof. The univalent analytic function f on V in (1.2) maps V onto U. We necessarily have S'(z) #O, for each [ in K Let g be the inverse function for f: It follows that g is a univalent analytic function on U mapping U onto V and satisfying: f( g(z)) = z, for each z in U; g(f(lJ) = c, for each C in V; g'(z) # 0, for each z in U; and
For later reference, we also have
For each u(z) in E, and each [ in V, we have
and (2.30) Applying the calculus of finite differences to (2.32) on lJ, we obtain 
) and L**(c, t, t', . . . . t'")) denote the left members of (1.5) and (1.6). Using (1.5), (1.7), (2.33), (2.34), (2.27), and (1.6), we find that
where t(C) = (oaf)(C). Thus, c,**(C) is given by (2.37). This completes the proof.
The transformation (1.4) uniquely specifies m x m matrices and sm(C) E Cs, j(C)1 (2.38) whose components, for i, j= 1, 2, . . . . m, are the analytic functions on V given by and r,,,
Here, for any integers p and v, a,,, equals 1 when p = v and it equals 0 when p# v. Due to (2.32) and (2. The formulas a*(z) E (2c:(z))/(m(m -1)) and IX**([) G (2c:*(c))/ (m(m-1)) correspond to (1.12). We use them and (2.43) to obtain (2.40). The formulas (2.14) and
for p*(z) on U and j?**(c) on V, correspond to ( (2.46) where t(C) = U(O) = (u~f)(Ll and Q,f *((, t, t', t') = t"t + I'* + a**([) t't + n/?**(()t*. 
where L** = (f'(T))" bz%=,,, " 
I=1
for each c in V. We equate the coefficients of (Dy-Jt({)) in (2.51) and (2.50) to obtain (2.42). This completes the proof. Thus, we have S,(z) = F,,Jz), for all nonnegative integers p. This completes the proof.
The following precise formulation of a classical result will be needed for Proposition 2.14. To deduce G,,,(z) ~0, we combine (1.18) for j= 1 with (1.7) and (1.16). We use (1.18), the analogous formula for G;,,(z) in (1.33), (2.5), (1.7), and (2.57) to obtain = G,,,(z), on U for j= 1, 2, . . . . m. This completes the proof. (z) , . . . . c,(z). And, we have F,,,(z) = 1. Therefore, for j = 3, . . . . m, B&z) in (1.15) and H,,Jz) in (1.19) effectively involve c,(z) but do not involve any coefficient of (1.1) having a subscript greater than j. This yields the last assertion of Theorem 2.13 and completes its proof. 
We as a fundamental system of solutions on V. Therefore, this (1.6) satisfies (2.73). Suppose a substitution (1.2) transforms (1.1) into some (1.6) that satisfies (2.73). Set {= g(z) =f-'( ) z on U. There is an analytic function d(z) on a subregion U, of U such that (b(z))"-' -p(z) on U,. Set e(z) -g(z) i(z) on U,. Since (2.73) shows that (2.75) is a fundamental system of solutions on V,, = g( U,) for this (1.6), (2.74) is a fundamental system of solutions on U, for the corresponding (1.5) and (1.10) is a fundamental system of solutions on UO for ( 1.1). This completes the proof. and (1.9) has a fundamental system of local solutions of the form (1.10). Moreover, they are given by (1.1 1 )-( 1.14).
Proof, Proposition 4.4 shows that ( 1.1 1 )-( 1.14) specify functions having the indicated properties. To establish their uniqueness, we apply Corollary 2.19 with (1.9) in place of (1.1). This completes the proof. Let S,,(Q) denote the subset of 52 such that, for any z0 in 52, z0 belongs to S,,(Q) if and only if z0 is a branch point for some local solution of (3.1). To say that z0 is a movable branch point for the solutions of (3.1) relative to G means that z0 is an interior point of S,,(Q). Similarly, subsets S,(Q), S,,(Q), and S,,,(Q) of 0 are defined and their respective interior points are the movable singularities, movable poles, and movable essential singularities for the solutions of (3.1) relative to 51. Namely, for z,, in !Z?, z0 belongs to S,(Q) or to S,,(Q) or to S,,,(Q), respectively, according to whether z0 is a singular point or a pole or an essential singular point for some local solution of (3.1). For z,, in Q, to say z0 is a singular point for some local solution y,(z) of (3.1) relative to analytic continuation in Q means there is a curve y in C! from the subregion U of Sz on which y,-Jz) is defined to z0 such that uO(z) can be analytically continued from U along y to any point of y except z0 but cannot be analytically continued along y to include zO. In particular,
S,(Q) contains S,,(Q), S,o(Q)T and L(Q).
Naturally, to say the solutions of (3.1) relative to 52 are free of movable branch points, or are free of movable singulal'ities, or are free of movable poles, or are free of movable essential singularities means the corresponding set S,,(Q), or S,(Q), or S,,(Q), or S,,,(Q) has no interior points. As in [ll, pp. 82-831, the dependence of Theorem 3.1 on G? can be removed by observing that each of the relations (3.5), (3.6), (3.7), (3. then Q(z, y, y', y") is expressible as a product of nonzero homogeneous linear polynomials in y, y', y" over some quadratic extension field of E, (e.g., see [ll, p. 863). When a(z) = 0 and either b(z) f 0 or c(z) f 0, we find the condition d(z) = 0 is satisfied if and only if Q(z, y, y', y") is expressible as a product of (b(z) y'+ c(z)y) and some nonzero homogeneous linear polynomial in y, y', y" over E,. Thus, whenever (3.5) is satisfied, the solutions of (3.1) are free of movable singularities. Due to the information about (3.6) in [ 111, it merely remains for us to examine the case a(z) = 0 f d(z).
Suppose ( is univalent on V. Because uo(z) and uo(z) are solutions on V of (3.12) and (3.13), respectively, we obtain 4'(z) = Mz)Muo(z)h for each z in V.
Therefore, a meromorphic solution of (3.11) on V is given by
for each constant K. Let C, C, , C, be circles of positive radii contained in I' such that C, and Cz are disjoint, the center a of C, lies on C, and C, is inside C. Then, for any point s inside Cz, we use (3.9) to see that an analytic solution y,(z) of (3.1) is defined for z inside C1 by where [a, z] denotes the line segment from a to z. Moreover, because 4 is univalent on V, y,(z) can be analytically continued along any curve in V from a that does not contain s.
To show that l/p(s) is an integer for each s inside C2, suppose s0 is a point inside C2 and l/p(s,) is not an integer. Then, there is a neighborhood N(s,) of s0 inside C, such that, for each s in ZV(s,), l/p(s) is not an integer. Hence, for each s in N(s,), s is a branch point for the corresponding local solution y,(z) of (3.1). This contradiction to the absence of movable branch points for the solutions of (3.1) shows that l/p(s) is an integer when s is a point inside C2. Continuity of p(z) inside C2 yields an integer m # 0, 1 such that p(z) = l/m, for each z in 51. Thus, we obtain (3.8).
To complete the proof of Theorem 3.1, we apply Propositions 3.3 and 3.4. LEMMA 3.2. Zf the solutions of (3.1) are free of movable branch points and if the substitution (3.9) is used to transform (3.1) into P(z, w, w') = 0 (3.14) according to Q(z, y, yw, y(w' + w')) = y'P(z, w, w'), then the solutions of (3.14) are free of movable branch points.
Proof
Let S,,(P) be defined for (3.14) just as S,,(Q) was defined for (3.1). Suppose z0 belongs to S,,(P). Then, there is a deleted neighborhood where K,, K, are arbitrary constants. Our freedom in selecting U shows that the only singular points that local solutions of (3.15) may have occur at the poles of a(z) or j?(z). Thus, the solutions of (3.15) are free of movable singularities. Of course, the set of local solutions of (3.15) given by (3.17) for K2 = 1 and arbitrary K, is noncountably infinite. It is also linearly independent by Proposition 5.3. This completes the proof. are free of movable singularities. When m < 0, the solutions of (3.18) are free of movable branch points and movable essential singularities, but have movable poles. And, when m < 0, there is an infinite linearly independent set of meromorphic solutions on U of (3.18).
Prod Let {4(z), IclCz)> b e a fundamental system of analytic solutions on U of un +a(z)u'+ /?(z)u=O (3.19) (e.g., see [ 1, pp. 308-311, 295-2961) . That the substitution y = urn relates (3.18) and (3.19) was noted in [39, p. 38, Eq. (l)]. Thus, the nonzero solutions on U of (3.18) are (3.20) where C,, C2 are constants not both zero. We use (3.20) and our freedom in selecting U to see that any point in S,,(Q) or S,,,(Q) must be a pole of a(z) or b(z). Thus, neither S,,(Q) nor S,,,(Q) has interior points. Similarly, when m > 0, each point of S,(Q) is a pole of a(z) or p(z) and is not an interior point. When m < 0, S,, contains U because each z0 in U specifies constants C, = +(z,,) and C2= -&z,), not both zero, such that the corresponding and, when n > 2, we use the derivation ' of % to define in % H k+I~(Hk)'+wHI,+(k+1)~kwkHl+(k+1)aHk+(k+1)(n-~)PH,~,, for k = 1, 2, . . . . n -1, (4.8) where the rk as well as z. = 1 and r,, = 0 are given in E by T,k=(-$)(t, (n-v)), for k=O, l,..., n. Referring to (4.9), we find nz, -(n -r) z,-, = 0 and T=(r-(r+l)s,)z,w'+*--z,+~w'+*. Moreover, there is an extension field F of E and a derivation ' of F whose restriction to E is the given derivation of E such that: (i) there are two solutions in F of un + cd + pu = 0 (4.21) that are linearly independent over the subfield 'is, of constants in F; (ii) if& $ are any two solutions in F of (4.21) that are linearly independent over Wr, then the set {@-'+':for i=O, 1, . . . . n} (4.22) is linearly independent over GfTF and the solutions in F of !1 + 1 y'"+"+ 1 qn+I,,y(n+'-~J)=() (4.23) /=I are the linear combinations over %'F of (4.22); and, (iii) for any solution u0 in F of (4.21), y,= (~4,)" is a solution of (4.23).
We refer to [31, p. 271 for the existence of an extension field F of E and a derivation ' of F, whose restriction to E is the given derivation of E, such that there are two solutions in F of (4.21) linearly independent over %ZF.
We apply to Q, in ( Thus, each of @-'$', for i = 0, 1, . . . . n, is a linear combination over gF of yo, YI > ***9 y, and is therefore a solution of both (4.23) and (4.24). Proposition 5.2 shows that (4.22) is linearly independent over gF. Thus, the solutions in F of (4.23) and the solutions in F of (4.24) are the linear combinations over SF of (4.22) . Subtracting (4.24) from (4.23), we find that the equation n+l c (?,+l,,-~n,n+I-,)Y(n+'-J)=O j=l has (4.22) as a set of n + 1 linearly independent solutions. This yields (4.20) and completes the proof. Proposition 3.6 motivated our discovery of Theorems 4.1 and 4.2. We first found relations like (4.19) for n = 1, 2, 3, 4, 5 by solving linear algebraic equations for the coefficients of the polynomials R, that produce the indicated factorization. This showed that, when k is minimal, the polynomials R, for (4.19) are unique if and only if 1~ n < 4. When n = 1 or n = 2, minimal k for (4.19) is k = 1 and the R, for k = 1 are unique elements in E. When n = 3 or n = 4, minimal k for (4.19) is k = 2 and the R, for k = 2 are unique homogeneous linear polynomials in y, y', . . . over E. When n > 5, minimal k for (4.19) exceeds 2 and the R, are nonlinear polynomials in y,
' over E that are not unique. In particular, minimal k in (4.19) for n = 5 i'k.'= 3 and addition of Q, Q(i)-(l) Q, QS to the left member of any (4.19) having n = 5 and k = 3 yields a different identity of the same type. in Es2 defined by (1.12), (1.13), (1.14), and ( 1.11) satisfy (1.8) and the requirement that (1.9) has a fundamental system of local solutions of the form (1.10) on some subregion of 8.
Proof: We apply Theorems 4.1 and 4.2 to the situation where E is E,, n =m-1, and a, /I in E are the a(z), j?(z) in E, defined by (1.12), (1.13). Then, (4.4) reduces to (1.14) and the elements (1.11) are the coefficients (4.20) of (4.23) corresponding to (4.3). There are two linearly independent analytic solutions 4(z), $(z) of (4.21) on some subregion U of Q. Therefore, the proof of Theorem 4.2 shows that (4.23), which now coincides with (1.9), has (4.22), or equivalently (l.lO), as a fundamental system of solutions on U.
We set n=m-1 in (4.26) and use (1.12) to deduce ~,.l(z)~a,-l,,-l(Z,,(~)a(z)-cl(z). The important problem of specifying a,,(z), . . . . a,,(z) explicitly in terms of a(z), B(z), and n was considered in [34, Setting n = 2, we see that L, is given by (3.24). For n = 3, we obtain L, = yC4) + 6ay"' + (4a' + 1 la* + lo/?) y" + (a" + 7acl' + 6a3 + 3Oaj? + 10s') y' + (38" + 6a'/? + 15afi' + 18a2j? + 9/?*) y.
Of course, L, is y" + cly' + By. The research in [40, 4, 46] establishes that, for any manic homogeneous linear differential equations M = 0 and N = 0 over E,, there is a unique manic homogeneous linear differential equation P = 0 of least order over En such that y,(z)y2(z) is a local solution of P=O whenever yi(z) is a solution of A4 = 0 on some subregion U of 52 and y*(z) is a solution of N= 0 on U. In terms of fixed a(z), p(z) from E,, let L, be defined by (4.32) and (4.4) for n = 1, 2, 3, . . . . We can easily verify that, for any i, j> 1, ifM= L, and Nz L,, then P-L,+,.
In particular, if h4 E L, and NE L,, then PEL,+~. Of course, (4.4) does not relate directly the coefficients of L n+, to those of L, and L,. Instead, it suggests the difficulty of the general problem in [46] of algorithmically expressing the coefficients for P = 0 in terms of those for A4 = 0 and N = 0.
SEVERAL WRONSKIANS
We assume F is a field of characteristic 0 having a derivation ' and we let %ZF denote its subfield of constants. Given any f, f,, fi, . . . 
