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(Leacock et al. 1998)や(Mihalcea and Moldovan 1999)は対象単語の各語義の特徴を捉
えるために，各語義について単義の類義語を利用する手法を提案している．まず，対象単




























¥cite{iwanami94}を利用する．この辞書は SemEval-2010: Japanese WSD タスクで配布
されたデータで，辞書に記載されたすべての語義に語義 IDが付与されている．本研究では，




















































nwjc2vec はウェブを母集団とした約 258 億語からなる日本語コーパスに対して word2vec 
の CBOW モデルを用いて分散表現を求めており，各単語は 200 次元ベクトルで表現され
ている． 
対象単語の前後 2 単語以内に出現する対象単語を除く各単語に対して，出現単語に対し









て nwjc2vec に分散表現が定義されていれば，その 200 次元ベクトルの分散表現を用いる．
出現単語が存在しない，もしくは単語は存在するが分散表現が定義されていない場合は 200
次元のゼロベクトルを用いる．このように 5 単語の分散表現を素性として利用する． 
 




ルの要素を 1，その他の要素をすべて 0 とする one-hot ベクトルを作成する．前後 2 単語以


















３.３.２ ⑦SVM (Support Vector Machine) 




今回の実験では，Python のライブラリである scikit-learn の LinearSVC を用いて線形
の境界面を学習する．学習時の誤差を最小にするための繰り返しの最大回数はデフォルト





の程度変わるのかを調べるために，2 つのグループと 3.2 節に示した 5 種類の素性，3.3 節

















1 ①   ⑥ 
2 ① ②Ａ  ⑥ 
3 ① ②Ｂ  ⑥ 
4 ① ②Ａ ③Ａ ⑥ 
5 ① ②Ｂ ③Ｂ ⑥ 
6 ①  ③Ａ ⑥ 
7 ①  ③Ｂ ⑥ 
8 ① ②Ａ ⑤Ａ ⑥ 
9 ① ②Ｂ ⑤Ｂ ⑥ 
10 ① ②Ａ ③Ａ ⑦ 
11 ① ②Ｂ ③Ｂ ⑦ 
12  ②Ａ ③Ａ ⑥ 
13  ②Ｂ ③Ｂ ⑥ 
14  ②Ａ ④Ａ ⑥ 
15  ②Ｂ ④Ｂ ⑥ 
16  ②Ａ ④Ａ ⑦ 








本研究における対象単語は，SemEval2010 日本語 WSD タスクデータである対象単語の 50
個を利用する(Okumura, Shirai, Komiya, Yokono, 2010)．また，訓練データとテストデータは
その単語を使用した用例文データを現代日本語書き言葉均衡コーパス(BCCWJ)からそれぞ
れ 50 個用意されている． 
 
５．実験結果 
17 種類の語義曖昧性解消システムに対して，SemEval2010 日本語 WSD タスクデータで
実験を行ったときの平均精度を表 2 に示す．表 2 の結果において，ベースライン素性のみ
を素性とするシステム 1 を用いたときの平均精度は 76.48%で，この素性に分散表現や単義
語フラグを追加した場合の精度と比較することにより，単義語の有効性を分析する．最も
高い分類精度となったのはシステム 9 の基本素性にひらがな 1 文字の単義語を除いた単義
語フラグを用いて単義語フラグ，単義語の one-hot ベクトルを追加した場合であった．この









それ以外ではひらがな 1 文字の単義語を除外した方が高い精度が得られた． 
表 2：各システムに対する語義曖昧性解消の平均精度 
(ひらがな 1文字の単義語を除いた単義語リストによる平均精度は太字で表す)  




















６.１ ひらがな 1 文字の単義語を含めた場合 
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