Green functions for pressure of Stokes systems by Choi, Jongkeun & Dong, Hongjie
ar
X
iv
:1
90
3.
03
83
2v
1 
 [m
ath
.A
P]
  9
 M
ar 
20
19
GREEN FUNCTIONS FOR PRESSURE OF STOKES SYSTEMS
JONGKEUN CHOI AND HONGJIE DONG
Abstract. We study Green functions for the pressure of stationary Stokes
systems in a (possibly unbounded) domain Ω ⊂ Rd, where d ≥ 2. We construct
the Green function when coefficients are merely measurable in one direction
and have Dini mean oscillation in the other directions, and Ω is such that
the divergence equation is solvable there. We also establish global pointwise
bounds for the Green function and its derivatives when coefficients have Dini
mean oscillation and Ω has a C1,Dini boundary. Green functions for the flow
velocity of Stokes systems are also considered.
1. Introduction
We study Green functions and fundamental solutions for stationary Stokes sys-
tems with variable coefficients. Let L be a second order elliptic operator in diver-
gence form
Lu = Dα(A
αβDβu)
acting on column vector valued functions u = (u1, . . . , ud)
⊤ defined on a domain
Ω ⊂ Rd, where d ≥ 2. Unlike elliptic systems, Stokes systems have two types of
Green functions. One is a pair (G,Π) = (G(x, y),Π(x, y)), which we call Green
function for the flow velocity, satisfying

LG(·, y) +∇Π(·, y) = δyI in Ω,
divG(·, y) = 0 in Ω,
G(·, y) = 0 on ∂Ω.
(1.1)
Here, G is a d× d matrix-valued function, Π is a d× 1 vector-valued function, I is
the d× d identity matrix, and δy is the Dirac delta function concentrated at y. For
a more precise definition of the Green function for the flow velocity, see Section 7.
The other one is a pair (G,P) = (G(x, y),P(x, y)), which we call Green function for
the pressure, satisfying (for instance, when |Ω| <∞)

LG(·, y) +∇P(·, y) = 0 in Ω \ {y},
div G(·, y) = δy −
1
|Ω|
in Ω,
G(·, y) = 0 on ∂Ω.
(1.2)
Here, G is a d × 1 vector-valued function and P is a real-valued function. For
a more precise definition of the Green function for the pressure, see Section 2.3.
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An observation is that if there exist Green functions for the flow velocity and the
pressure, then the pair (u, p) given by
u(y) =
∫
Ω
G(x, y)⊤f(x) dx, p(y) = −
∫
Ω
G(x, y) · f(x) dx
is a weak solution of the problem

L∗u+∇p = f in Ω,
div u = 0 in Ω,
u = 0 on ∂Ω,
where L∗ is the adjoint operator of L.
There is a large body of literature concerning Green function for the flow velocity
satisfying (1.1). Regarding the classical Stokes system with the Laplace operator
L = ∆, i.e.,
Aαβ = [δαβδij ]
d
i,j=1 (δij is the usual Kronecker delta symbol),
we refer the reader to Ladyzhenskaya [21], Maz’ya-Plamenevski˘ı [24, 25], and D.
Mitrea-I. Mitrea [27]. In [21], the author provided explicit formulas of fundamental
solutions in R2 and R3. In [24, 25], the authors established pointwise estimates for
the Green function and its derivatives in a piecewise smooth domain in R3. In [27],
the authors proved the existence of the Green function in a Lipschitz domain in
R
d, where d ≥ 2. For further related results on fundamental solutions and Green
functions, one can refer to the book [14] and references therein. See also [26, 28] for
Green functions satisfying mixed boundary conditions in domains in R3 and R2.
Regarding Stokes systems with variable coefficients, i.e.,
Aαβ = [Aαβij (x)]
d
i,j=1,
we refer the reader to [8, 9, 7]. In [8], the authors established the existence and
pointwise bound of the Green function on a bounded C1 domain when d ≥ 3 and
Aαβ have vanishing mean oscillations (VMO). The corresponding results were ob-
tained in [9] in the whole space and a half space when Aαβ are merely measurable
in one direction and have small mean oscillations in the other directions (partially
BMO). In [7], the authors constructed the Green function in a two dimensional
domain when Aαβ are measurable and bounded. They also considered pointwise
bounds of the Green function and its derivatives. For further related results, one
can refer to [17] for the Green function of the Stokes system with oscillating peri-
odic coefficients and [5] for the Green function satisfying the conormal derivative
boundary condition.
In contrast to Green functions for the flow velocity, there are relatively few
results on Green functions for the pressure satisfying (1.2). In particular, we are
not able to find any literature dealing with Green functions for the pressure of the
Stokes system with variable coefficients. Restricted to the Stokes system with the
Laplace operator, we refer the reader to [25], where the authors proved the pointwise
estimate for the Green function (and its derivatives) of the Dirichlet problem in a
three dimensional domain. The corresponding results for the mixed problem were
obtained in [26].
In this paper, we are concerned with both Green functions and fundamental
solutions for the pressure of Stokes systems with variable coefficients. The class of
coefficients Aαβ we consider is called of partially Dini mean oscillation, which means
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that Aαβ are merely measurable in one direction and have Dini mean oscillation in
the other directions; see Definition 2.1. Stokes systems with irregular coefficients
of this type may be used to describe the motion of inhomogeneous fluids with
density dependent viscosity and two or multiple fluids with interfacial boundaries;
see [20, 22, 1, 12].
Let Ω be a (possibly unbounded) domain in Rd satisfying an exterior measure
condition when d = 2, and assume that the divergence equation is solvable in Ω.
We prove that if coefficients are of partially Dini mean oscillation, then there exists
a unique Green function (G,P) for the pressure in Ω. The Green function satisfies
global pointwise bounds
|G(x, y)| ≤ C|x− y|1−d, x 6= y,
|DxG(x, y)| + |P(x, y)| ≤ C|x− y|
−d, x 6= y
(1.3)
if we assume further that coefficients are of Dini mean oscillation in the all directions
and Ω has a C1,Dini boundary. Especially, the fundamental solution (d ≥ 3) and
the Green function (d ≥ 2) in a half space have the global pointwise bounds (1.3)
under a weaker condition that coefficients are of partially Dini mean oscillation.
For further details, see Section 3.
We also deal with the Green function (G,Π) (and the fundamental solution) for
the flow velocity of Stokes system. As mentioned above, its existence and pointwise
bound, i.e.,
|G(x, y)| ≤ C|x− y|2−d, x 6= y,
were obtained in [8, 9] when d ≥ 3. In this paper, we extend the results in [8, 9] by
showing that
|DxG(x, y)| + |Π(x, y)| ≤ C|x− y|
1−d, x 6= y,
under the stronger assumption that the coefficients are of Dini mean oscillation in
a domain having a C1,Dini boundary. Moreover, we verify a symmetric property
of Green functions for the flow velocity and the pressure. For further details, see
Section 7.
The theory regarding the existence and estimates of Green functions for Stokes
systems is closely related to regularity theory of solutions to{
Lu+∇p = f in Ω,
div u = g in Ω.
(1.4)
When dealing with Green functions for the flow velocity in [8, 9, 5], the authors used
L∞ or Cα-estimates of solutions u, which can be obtained from W 1,q-estimates for
the system (1.4). See [8, 13, 12, 6] for W 1,q-regularity results with q ∈ (1,∞). This
approach was introduced by Hofmann-Kim [18] to deal with Green functions and
fundamental solutions for elliptic systems with VMO coefficients. In this paper,
to construct the Green function for the pressure, we utilize L∞-estimates of not
only u but also (Du, p). Thus, we are not able to apply the aforementioned W 1,q-
estimates. Instead, we employ the recent results in [4, 3], where we proved W 1,∞
and C1-estimates for Stokes systems with coefficients having (partially) Dini mean
oscillation. This argument allows us to get pointwise bounds of the Green function
as well as its derivatives.
The remainder of this paper is organized as follows. We introduce some notation
and definitions in the next section. In Section 3, we state the main theorems re-
garding Green functions for the pressure. In Section 4, we present some preliminary
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results, and in Sections 5 and 6, we provide the proofs of the main theorems. We
devote Section 7 to Green functions for the flow velocity. In Appendix, we provide
the proofs of L∞-estimates, which are crucial for proving our main theorems.
2. Preliminaries
In this section, we introduce some notation and definitions used throughout the
paper.
2.1. Notation. We use x = (x1, x
′) to denote a point in the Euclidean space
R
d, where d ≥ 2 and x′ = (x2, . . . , xd) ∈ Rd−1. We also write y = (y1, y′) and
x0 = (x01, x
′
0), etc. Balls in R
d and Rd−1 are defined by
Br(x) = {y ∈ R
d : |x− y| < r}, B′r(x
′) = {y′ ∈ Rd−1 : |x′ − y′| < r}.
Let Ω be a domain in Rd. We write Ωr(x) = Ω ∩Br(x) for all x ∈ Rd and r > 0.
For q ∈ (0,∞], we define
L˜q(Ω) = {u ∈ Lq(Ω) : (u)Ω = 0},
where Lq(Ω) is the set of all measurable functions on Ω that are q-th integrable,
and (u)Ω is the average of u over Ω, i.e.,
(u)Ω =

 –
∫
Ω
u dx =
1
|Ω|
∫
Ω
u dx if |Ω| <∞,
0 if |Ω| =∞.
Note that L˜q(Ω) = Lq(Ω) if |Ω| =∞.
For q ∈ [1,∞], we denote by W 1,q(Ω) the usual Sobolev space and by W 1,q0 (Ω)
the completion of C∞0 (Ω) in W
1,q(Ω), where C∞0 (Ω) is the set of all infinitely
differentiable functions with compact supports in Ω.
For q ∈ [1, d), the space Y 1,q(Ω) is defined as the set of all measurable functions
u on Ω having a finite norm
‖u‖Y 1,q(Ω) = ‖u‖Ldq/(d−q)(Ω) + ‖Du‖Lq(Ω),
and the space Y 1,q0 (Ω) is defined as the completion of C
∞
0 (Ω) in Y
1,q(Ω). Note that
Y 1,q0 (R
d) = Y 1,q(Rd), W 1,q0 (Ω) ⊂ Y
1,q
0 (Ω),
W 1,q0 (Ω) = Y
1,q
0 (Ω) if |Ω| <∞,
and Y 1,20 (Ω) (d ≥ 3) is a Hilbert space with inner product
〈u, v〉 =
∫
Ω
Du ·Dv dx. (2.1)
When d = 2, we denote by Y 1,20 (Ω) the set of all weakly differentiable functions u
on Ω such that ∇u ∈ L2(Ω) and ηu ∈ W 1,20 (Ω) for any η ∈ C
∞
0 (R
2). In this case,
if Ω is a Green domain in R2, i.e.,
{uχΩ : u ∈ C
∞
0 (R
2)} 6⊂W 1,20 (Ω),
then Y 1,20 (Ω) is also a Hilbert space with inner product (2.1) and C
∞
0 (Ω) is a dense
subset of Y 1,20 (Ω). We note that R
2 is not a Green domain, but R2+ is. If |Ω| <∞,
then Ω is a Green domain and W 1,20 (Ω) = Y
1,2
0 (Ω). For more discussions of the
space Y 1,q0 (Ω), see [23, §1.3.4].
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We say that a measurable function ω : [0, a]→ [0,∞) is a Dini function provided
that there are constants c1, c2 > 0 such that
c1ω(t) ≤ ω(s) ≤ c2ω(t) whenever 0 <
t
2
≤ s ≤ t ≤ a
and that ω satisfies the Dini condition∫ a
0
ω(t)
t
dt <∞.
Definition 2.1. Let f ∈ L1loc(Ω).
(a) We say that f is of partially Dini mean oscillation with respect to x′ in the
interior of Ω if there exists a Dini function ω : [0, 1]→ [0,∞) such that for any
x ∈ Ω and r ∈ (0, 1] satisfying B2r(x) ⊂ Ω, we have
–
∫
Br(x)
∣∣∣∣f(y)− –
∫
B′r(x
′)
f(y1, z
′) dz′
∣∣∣∣ dy ≤ ω(r).
(b) We say that f is of Dini mean oscillation in Ω if there exists a Dini function
ω : [0, 1]→ [0,∞) such that for any x ∈ Ω and r ∈ (0, 1], we have
–
∫
Ωr(x)
∣∣∣∣f(y)− –
∫
Ωr(x)
f(z) dz
∣∣∣∣dy ≤ ω(r).
We define a domain with a C1,Dini boundary by locally the graph of a C1 function
whose derivatives are uniformly Dini continuous.
Definition 2.2. Let Ω be a domain in Rd. We say that Ω has a C1,Dini boundary
if there exist a constant R0 ∈ (0, 1] and a Dini function ̺0 : [0, 1] → [0,∞) such
that the following holds: For any x0 = (x01, x
′
0) ∈ ∂Ω, there exist a C
1 function
χ : Rd−1 → R and a coordinate system depending on x0 such that in the new
coordinate system, we have
|∇x′χ(x
′
0)| = 0, ΩR0(x0) = {x ∈ BR0(x0) : x1 > χ(x
′)},
and
̺χ(r) ≤ ̺0(r) for all r ∈ [0, R0],
where ̺χ is the modulus of continuity of ∇x′χ, i.e.,
̺χ(r) = sup
{
|∇x′χ(y
′)−∇x′χ(z
′)| : y′, z′ ∈ Rd−1, |y′ − z′| ≤ r
}
.
2.2. Stokes system. Let L be a strongly elliptic operator of the form
Lu = Dα(A
αβDβu),
where the coefficients Aαβ = Aαβ(x) are d × d matrix-valued functions on Rd
satisfying the strong ellipticity condition, i.e., there is a constant λ ∈ (0, 1] such
that for any x ∈ Rd and ξα ∈ Rd, α ∈ {1, . . . , d}, we have
|Aαβ(x)| ≤ λ−1,
d∑
α,β=1
Aαβ(x)ξβ · ξα ≥ λ
d∑
α=1
|ξα|
2. (2.2)
The adjoint operator L∗ of L is defined by
L∗u = Dα((A
βα)⊤Dβu),
where (Aβα)⊤ is the transpose of Aβα. Note that the coefficients of L∗ also satisfy
the ellipticity condition (2.2) with the same constant λ.
6 J. CHOI AND H. DONG
Let Ω be a domain in Rd. We say that
(u, p) ∈ W 1,1loc (Ω)
d × L1loc(Ω)
is a weak solution of
Lu+∇p = f +Dαfα in Ω
if ∫
Ω
AαβDβu ·Dαφdx+
∫
Ω
p divφdx = −
∫
Ω
f · φdx +
∫
Ω
fα ·Dαφdx
holds for any φ ∈ C∞0 (Ω)
d. Similarly, we say that
(u, p) ∈ W 1,1loc (Ω)
d × L1loc(Ω)
is a weak solution of
L∗u+∇p = f +Dαfα in Ω
if ∫
Ω
AαβDβφ ·Dαu dx+
∫
Ω
p divφdx = −
∫
Ω
f · φdx +
∫
Ω
fα ·Dαφdx
holds for any φ ∈ C∞0 (Ω)
d.
2.3. Green function for the pressure. In this subsection, we state the definition
of a Green function for the pressure. In the definition below, G = G(x, y) is a d× 1
vector-valued function and P = P(x, y) is a real-valued function on Ω× Ω.
Definition 2.3. Let d ≥ 2 and Ω be a domain in Rd. We say that (G,P) is a
Green function for the pressure of L in Ω if it satisfies the following properties.
(a) For any y ∈ Ω and R > 0,
G(·, y) ∈ L1loc(Ω)
d, (1− η)G(·, y) ∈ Y 1,20 (Ω)
d,
where η is a smooth function satisfying η ≡ 1 on BR(y). Moreover,
P(·, y) ∈ Lqloc(Ω) ∩ L
2(Ω \BR(y))
for any q ∈ (0, 1).
(b) For any y ∈ Ω and R > 0, (G(·, y),P(·, y)) satisfies

LG(·, y) +∇P(·, y) = 0 in Ω \BR(y),
div G(·, y) = δy −
1
|Ω|
in Ω,
G(·, y) = 0 on ∂Ω,
(2.3)
where 1|Ω| = 0 if |Ω| =∞.
(c) If (u, p) ∈ Y 1,20 (Ω)
d × L˜2(Ω) is a weak solution of the problem

L∗u+∇p = f in Ω,
div u = g − (g)Ω in Ω,
u = 0 on ∂Ω,
(2.4)
where f ∈ C∞0 (Ω)
d and g ∈ C∞0 (Ω), then for a.e. y ∈ Ω \ supp g, we have
p(y) = −
∫
Ω
G(x, y) · f(x) dx+
∫
Ω
P(x, y)g(x) dx.
The Green function for the adjoint operator L∗ is defined similarly.
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We note that in (2.3), the divergence equation is understood as∫
Ω
G(·, y) · ∇ϕdx = −ϕ(y) + (ϕ)Ω, ∀ϕ ∈ C
∞
0 (Ω).
Since G(·, y) ∈ Y 1,2(Ω \Br(y))d for any r > 0, the above identity implies that
div G(·, y) = −
1
|Ω|
for a.e. x ∈ Ω \ {y}.
We also note that the property (c) in Definition 2.3 together with the unique solv-
ability of the problem (2.4) gives the uniqueness of a Green function. More pre-
cisely, under Assumption 3.1 below, by the solvability result in Lemma 4.1, we get
the uniqueness of a Green function in the sense that if (G˜, P˜) is another Green
function satisfying the properties in Definition 2.3, then for any φ ∈ C∞0 (Ω)
d and
ϕ ∈ C∞0 (Ω), we have∫
Ω
(G(x, y) − G˜(x, y)) · φ(x) dx =
∫
Ω
(P(x, y)− P˜(x, y))ϕ(x) dx = 0
for a.e. y ∈ Ω \ suppϕ.
3. Main results
In this section, we state our main results concerning Green function for the
pressure of Stokes system. For this, we impose the following solvability assumption
of the divergence equation.
Assumption 3.1. There exists a constant K0 > 0 such that the following holds:
For any g ∈ L˜2(Ω), there exists u ∈ Y 1,20 (Ω)
d satisfying
div u = g in Ω, ‖Du‖L2(Ω) ≤ K0‖g‖L2(Ω).
Remark 3.2. It is known that Assumption 3.1 holds in a bounded John domain;
see [2, Theorem 4.1]. Here and throughout the paper, a domain is said to be
bounded if it has finite diameter. Note that a bounded domain Ω having a C1,Dini
boundary as in Definition 2.2 is a John domain as in [2, Definition 2.1] with respect
to (x0, L) = (x0, L)(d,R0, ̺0). Thus by [2, Theorem 4.1], Ω satisfies Assumption
3.1 with K0 = K0(d,R0, ̺0, diam(Ω)).
A simple example of unbounded domain satisfying Assumption 3.1 is the whole
space. Indeed, based on a scaling argument and the existence of solutions to the
divergence equation in a ball, one can verify that Assumption 3.1 holds with K0 =
K0(d) when Ω = R
d and d ≥ 3. By the same reasoning, Assumption 3.1 holds when
Ω = {x = (x1, . . . , xd) ∈ R
d : x1 > 0, x2 > 0, or xd > 0}, d ≥ 2.
Exterior domains with Lipschitz boundary also satisfy the assumption; see [14,
Theorem III.3.6, p. 189].
In the theorem below and throughout the paper, we denote
dy = dist(y, ∂Ω), d
∗
y = min{1, dy}.
Note that dy =∞ if Ω = R
d.
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Theorem 3.3. Let d ≥ 2 and Ω be a domain in Rd. When d = 2, Ω is assumed to
be a Green domain satisfying
|BR(x) \ Ω| ≥ θR
2, ∀x ∈ ∂Ω, ∀R ∈ (0,∞). (3.1)
Suppose that the coefficients Aαβ of L are of partially Dini mean oscillation with
respect to x′ in the interior of Ω satisfying Definition 2.1 (a) with a Dini function
ω = ωA. Then, under Assumption 3.1, there exists a unique Green function (G,P)
for the pressure of L in Ω such that for any y ∈ Ω,
G(·, y) is continuous in Ω \ {y}
and
(G(·, y),P(·, y)) ∈W 1,∞loc (Ω \ {y})
d × L∞loc(Ω \ {y}).
Moreover, for any x, y ∈ Ω with 0 < |x− y| ≤ d∗y/2, we have
|G(x, y)| ≤ C|x − y|1−d, (3.2)
ess sup
B|x−y|/4(x)
(
|DG(·, y)|+ |P(·, y)|
)
≤ C′|x− y|−d, (3.3)
where (C,C′) = (C,C′)(d, λ, ωA,K0) and C depends also on θ when d = 2. The
same results hold if L is replaced with its adjoint operator L∗.
Remark 3.4. From the proof of Theorem 3.3, we get the following estimates for all
y ∈ Ω.
(a) For any R ∈ (0, d∗y], we have that
‖G(·, y)‖Lq∗ (Ω\BR(y)) ≤ CR
−d/2,
‖DG(·, y)‖
L2(Ω\BR(y))
+ ‖P(·, y)‖
L2(Ω\BR(y))
≤ C′R−d/2,
where q∗ = 2d/(d− 2) if d ≥ 3 and q∗ =∞ if d = 2.
(b) We have that∣∣{x ∈ Ω : |G(x, y)| > c0t}∣∣ ≤ Ct−d/(d−1), t ≥ (d∗y)1−d,∣∣{x ∈ Ω : |DxG(x, y)| > t}∣∣+ ∣∣{x ∈ Ω : |P(x, y)| > t}∣∣ ≤ C′t−1, t ≥ (d∗y)−d,
where c0 = 1 if d ≥ 3 and c0 = c0(λ, ωA,K0, θ) > 0 if d = 2.
(c) For any R ∈ (0, d∗y], we have that
‖G(·, y)‖Lq(BR(y)) ≤ CqR
1−d+d/q, ∀ q ∈ (0, d/(d− 1)),
‖DG(·, y)‖Lq(BR(y)) + ‖P(·, y)‖Lq(BR(y)) ≤ C
′
qR
−d+d/q, ∀ q ∈ (0, 1).
In the above, (C,C′) = (C,C′)(d, λ, ωA,K0), (Cq, C
′
q) = (Cq , C
′
q)(d, λ, ωA,K0, q),
and (C,Cq) depends also on θ when d = 2.
Remark 3.5. In Theorem 3.3, if the coefficients Aαβ of L are of Dini mean oscillation
with respect to all the directions in Ω satisfying Definition 2.1 (b), then by Definition
2.3 (b) and (A.4), we see that DG(·, y) and P(·, y) are continuous in Ω\{y}. Hence,
“ ess sup” in (3.3) can be replaced with “ sup ”. Therefore, for any x, y ∈ Ω with
0 < |x− y| ≤ d∗y/2, we have
|DxG(x, y)| + |P(x, y)| ≤ C|x− y|
−d,
where C = C(d, λ, ωA,K0).
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Remark 3.6. In the case when |Ω| < ∞, the condition (3.1) can be replaced with
the condition
|BR(x) \Ω| ≥ θ0R
2, ∀x ∈ ∂Ω, ∀R ∈ (0, 1]. (3.4)
Indeed, (3.1) and (3.4) are equivalent because if (3.4) holds, then (3.1) also holds
with θ = θ(θ0, |Ω|).
In the next theorem, we prove the global pointwise estimates for the Green
function and its derivatives in a domain having a C1,Dini boundary.
Theorem 3.7. Let d ≥ 2 and Ω be a domain in Rd having a C1,Dini boundary as in
Definition 2.2. When d = 2, Ω is assumed to be a Green domain satisfying (3.1).
Suppose that the coefficients Aαβ of L are of Dini mean oscillation in Ω satisfying
Definition 2.1 (b) with a Dini function ω = ωA. Let (G,P) be the Green function
for the pressure of L constructed in Theorem 3.3 under Assumption 3.1. Then for
any y ∈ Ω,
G(·, y) is continuously differentiable in Ω \ {y}
and
P(·, y) is continuous in Ω \ {y}.
Moreover, for any x, y ∈ Ω with 0 < |x− y| ≤ 1, we have
|G(x, y)| ≤ C|x − y|1−d, (3.5)
|DxG(x, y)| + |P(x, y)| ≤ C|x− y|
−d, (3.6)
where C = C(d, λ, ωA,K0, R0, ̺0) and C depends also on θ when d = 2. Further-
more, if (G∗,P∗) is the Green function for the pressure of L∗ in Ω, then for any
y ∈ Ω, there exists a measure zero set Ny ⊂ Ω containing y such that
P(x, y) = P∗(y, x) for all x ∈ Ω \Ny. (3.7)
Remark 3.8. Note that any domain Ω ⊂ Rd having a C1,Dini boundary as in Defi-
nition 2.2 satisfies
|BR(x) \ Ω| ≥ θR
d, ∀x ∈ ∂Ω, ∀R ∈ (0, 1], (3.8)
where θ = θ(d,R0, ̺0). Therefore, by Remark 3.6, the condition (3.1) can be
removed in Theorem 3.7 when d = 2 and |Ω| <∞. In this case, the constant C in
(3.5) and (3.6) also depends on |Ω| instead of θ.
Remark 3.9. Because the Green function satisfies the zero Dirichlet boundary con-
dition, we have a better estimate for G than (3.5) near the boundary of Ω. Indeed,
for any x, y ∈ Ω with 0 < |x− y| ≤ 1, we have
|G(x, y)| ≤ Cmin{dx, |x− y|} · |x− y|
−d,
where C = C(d, λ, ωA,K0, R0, ̺0) and C depends also on θ when d = 2. For further
details, see the proof of Theorem 3.7 in Section 6.
Remark 3.10. From the proof of Theorem 3.7, we get the following estimates for
any y ∈ Ω.
(a) For any R ∈ (0, 1], we have that
‖G(·, y)‖Lq∗ (Ω\BR(y)) ≤ CR
−d/2,
‖DG(·, y)‖L2(Ω\BR(y)) + ‖P(·, y)‖L2(Ω\BR(y)) ≤ C
′R−d/2,
where q∗ = 2d/(d− 2) if d ≥ 3 and q∗ =∞ if d = 2.
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(b) For any t > 0, we have that∣∣{x ∈ Ω : |G(x, y)| > t}∣∣ ≤ Ct−d/(d−1),
∣∣{x ∈ Ω : |DxG(x, y)| > t}∣∣+ ∣∣{x ∈ Ω : |P(x, y)| > t}∣∣ ≤ C′t−1.
(c) For any R ∈ (0, 1], we have that
‖G(·, y)‖Lq(BR(y)) ≤ CqR
1−d+d/q, ∀ q ∈ (0, d/(d− 1)),
‖DG(·, y)‖Lq(BR(y)) + ‖P(·, y)‖Lq(BR(y)) ≤ C
′
qR
−d+d/q, ∀ q ∈ (0, 1).
In the above,
(C,C′) = (C,C′)(d, λ, ωA,K0, R0, ̺0), (Cq, C
′
q) = (Cq, C
′
q)(d, λ, ωA,K0, R0, ̺0, q),
and (C,Cq) depends also on θ when d = 2.
We finish this section with the following theorem, where we extend the results
in Theorem 3.3 up to the boundary in a half space Rd+, defined by
R
d
+ = {x = (x1, x
′) ∈ Rd : x1 > 0, x
′ ∈ Rd−1}, d ≥ 2,
when the measurable direction of the coefficients is perpendicular to the boundary
∂Rd+. For the reader’s convenience and future reference, we present the results
together with the case when Ω = Rd with d ≥ 3.
Definition 3.11. Let f ∈ L1loc(Ω), where Ω = R
d or Rd+. We say that f is of
partially Dini mean oscillation with respect to x′ in Ω if there exists a Dini function
ω : (0, 1]→ [0,∞) such that for any x ∈ Ω and r ∈ (0, 1], we have
–
∫
Ωr(x)
∣∣∣∣f(y)− –
∫
B′r(x
′)
f(y1, z
′) dz′
∣∣∣∣ dy ≤ ω(r).
Theorem 3.12. Let Ω = Rd with d ≥ 3 or Ω = Rd+ with d ≥ 2. Suppose that the
coefficients Aαβ of L are of partially Dini mean oscillation with respect to x′ in Ω
satisfying Definition 3.11 with a Dini function ω = ωA. Then there exists a unique
Green function (G,P) for the pressure of L in Ω such that for any y ∈ Ω and r > 0,
G(·, y) is continuous in Ω \ {y}
and
(G(·, y),P(·, y)) ∈ W 1,∞(Ω \Br(y))
d × L∞(Ω \Br(y)). (3.9)
Moreover, for any x, y ∈ Ω satisfying 0 < |x− y| ≤ 1, we have
|G(x, y)| ≤ Cmin{dx, |x− y|} · |x− y|
−d, (3.10)
ess sup
Ω|x−y|/4(x)
(
|DG(·, y)| + |P(·, y)|
)
≤ C|x− y|−d, (3.11)
where C = C(d, λ, ωA). Furthermore, the same estimates in Remark 3.10 hold with
C = C(d, λ, ωA) and Cq = Cq(d, λ, ωA, q). The same results hold if L is replaced
with its adjoint operator L∗.
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4. Preliminary results
In this section, we prove some preliminary results. We do not impose any regu-
larity assumptions on the coefficients Aαβ of the operator L. The following lemma
concerns the solvability of Stokes system in Y 1,20 (Ω)× L˜
2(Ω).
Lemma 4.1. Let d ≥ 2 and Ω be a domain in Rd. When d = 2, Ω is assumed to
be a Green domain. Suppose that fα ∈ L2(Ω)d, g ∈ L˜2(Ω), and
f ∈
{
L2d/(d+2)(Ω)d if d ≥ 3,
Lq(Ω)2 for some q > 1 with a compact support if d = 2.
Then, under Assumption 3.1, there exists a unique (u, p) ∈ Y 1,20 (Ω)
d × L˜2(Ω) sat-
isfying 

Lu+∇p = f +Dαfα in Ω,
div u = g in Ω,
u = 0 on ∂Ω.
Moreover, we have that for d ≥ 3,
‖Du‖L2(Ω) + ‖p‖L2(Ω) ≤ C
(
‖f‖Lq(Ω) + ‖fα‖L2(Ω) + ‖g‖L2(Ω)
)
, (4.1)
and that for d = 2,
‖Du‖L2(Ω) + ‖p‖L2(Ω) ≤ Cq‖f‖Lq(Ω) + C
(
‖fα‖L2(Ω) + ‖g‖L2(Ω)
)
,
where C = C(d, λ,K0) and Cq = Cq(λ,K0,Ω, supp f, q).
Proof. We only present here the detailed proof of the case when d = 2 and |Ω| =∞
because the others are the same as the proof of [8, Lemma 3.2], where the authors
proved the W 1,2-solvability in a bounded domain.
Let f , fα, and g satisfy the hypothesis of the lemma. Suppose that supp f ⊂
Br0 = Br0(0) for some r0 > 0. Since f has a compact support, we may assume that
q ∈ (1, 2). We define a Hilbert space H(Ω) as the set of all functions u ∈ Y 1,20 (Ω)
2
satisfying div u = 0 in Ω. Let H⊥(Ω) be the orthogonal complement of H(Ω)
in Y 1,20 (Ω)
2 and P be the orthogonal projection from Y 1,20 (Ω)
2 onto H⊥(Ω). By
Assumption 3.1, there exists w ∈ Y 1,20 (Ω)
2 such that
div(Pw) = divw = g in Ω,
and
‖D(Pw)‖L2(Ω) ≤ ‖Dw‖L2(Ω) ≤ K1‖g‖L2(Ω). (4.2)
Now we set
F(φ) = −
∫
Ω
f · φdx+
∫
Ω
fα ·Dαφdx−
∫
Ω
AαβDβ(Pw) ·Dαφdx, φ ∈ H(Ω).
By Ho¨lder’s inequality, the Poincare´ inequality, and [23, Lemma 1.84], we have∣∣∣∣
∫
Ω
f · φdx
∣∣∣∣ ≤ ‖f‖Lq(Ωr0 )∥∥φχBr0 − (φχBr0 )Br0∥∥Lq/(q−1)(Br0)
+ C‖f‖Lq(Ωr0 )‖φ‖L1(Ωr0 )
≤ C‖f‖Lq(Ωr0 )
∥∥D(φχBr0 )∥∥L2q/(3q−2)(Br0 ) + C‖f‖Lq(Ωr0 )‖φ‖L2(Ωr0 )
≤ C0‖f‖Lq(Ωr0)‖Dφ‖L2(Ω),
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where C0 = C0(Ω, Br0 , q). From this together with (4.2), we see that F is a bounded
linear functional on H(Ω) satisfying
|F(φ)| ≤ CM‖Dφ‖L2(Ω), M := C0‖f‖Lq(Ω) + ‖fα‖L2(Ω) + ‖g‖L2(Ω),
where C = C(λ,K1). Thus by the Lax-Milgram theorem, there exists v ∈ H(Ω)
satisfying
‖Dv‖L2(Ω) ≤ CM,
∫
Ω
AαβDβv ·Dαφdx = F(φ), ∀φ ∈ H(Ω).
Therefore, the function u = v + Pw satisfies
div u = g in Ω, ‖Du‖L2(Ω) ≤ CM, (4.3)∫
Ω
AαβDβu ·Dαφdx = −
∫
Ω
f · φdx +
∫
Ω
fα ·Dαφdx, ∀φ ∈ H(Ω). (4.4)
To find p, we set
K(ϕ) = −
∫
Ω
AαβDβu ·Dα(PΦ) dx−
∫
Ω
f · (PΦ) dx+
∫
Ω
fα ·Dα(PΦ) dx,
where ϕ ∈ L2(Ω) and Φ ∈ Y 1,20 (Ω)
2 such that
div(PΦ) = div Φ = ϕ in Ω
and
‖D(PΦ)‖L2(Ω) ≤ ‖DΦ‖L2(Ω) ≤ K1‖ϕ‖L2(Ω).
Then it can be easily seen that K is a bounded linear functional in L2(Ω) with the
estimate
|K(ϕ)| ≤ C(‖Du‖L2(Ω) +M)‖ϕ‖L2(Ω) ≤ CM‖ϕ‖L2(Ω).
Therefore, by the Riesz representation theorem, there exists p ∈ L2(Ω) such that
‖p‖L2(Ω) ≤ CM,
∫
Ω
pϕ dx = K(ϕ), ∀ϕ ∈ L2(Ω).
By the definition of K and P , we have∫
Ω
AαβDβu ·Dαφdx+
∫
Ω
p div φdx = −
∫
Ω
f ·φdx+
∫
Ω
fα ·Dαφdx, ∀φ ∈ H
⊥(Ω).
This together with (4.3) and (4.4) proves the lemma when d = 2. 
In the two dimensional case, the L2-estimate in Lemma 4.1 is not well suited to
proving optimal estimates of Green functions. Hence, instead of the L2-estimate,
we shall use a Lq-estimate for some q > 2 (see Lemma 4.4 below), which is an easy
consequence of the following reverse Ho¨lder’s inequality.
Lemma 4.2. Let Ω be a Green domain in R2 satisfying (3.1). Then, under As-
sumption 3.1, there exists q0 = q0(λ,K0, θ) > 2 such that if (u, p) ∈ Y
1,2
0 (Ω)
d ×
L˜2(Ω) satisfies 

Lu +∇p = Dαfα in Ω,
div u = g in Ω,
u = 0 on ∂Ω,
where fα ∈ Lq0(Ω)2 and g ∈ L˜q0(Ω), then for any x ∈ Ω and R ∈ (0,∞), we have(
|Du|q0 + |p|q0
)1/q0
ΩR/2(x)
≤ C
(
|Du|2 + |p|2
)1/2
ΩR(x)
+ C
(
|fα|
q0 + |g|q0
)1/q0
ΩR(x)
, (4.5)
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where C = C(λ,K0, θ).
Proof. For the proof of the lemma, we refer the reader to that of [12, Lemma 3.8],
where the authors proved the reverse Ho¨lder’s inequality in a bounded Reifenberg
flat domain. The argument in the proof of [12, Lemma 3.8] is general enough to
allow domains to satisfy (3.1) and Assumption 3.1.
We note that our statement is slightly different from that of [12, Lemma 3.8]. In
[12, Lemma 3.8], the exponent q0 ∈ (2, q1) depends also on q1 under the assumption
that the data are q1-th integrable. Indeed, if q1 is sufficiently close to 2, then q0
can be chosen as q1. This follows by using Proposition 4.3 below instead of [12,
Proposition 3.7]. 
Proposition 4.3. Let 1 < q < s, Φ ∈ Lq(Q), and Ψ ∈ Ls(Q) be nonnegative
functions, where Q is a d-dimensional cube. Suppose that
–
∫
BR(x0)
Φq dx ≤ C0
(
–
∫
B8R(x0)
Φ dx
)q
+ –
∫
B8R(x0)
Ψq dx+ δ –
∫
B8R(x0)
Φq dx
for any B8R(x0) ⊂ Q with R ∈ (0, R1], where R1 > 0, C0 > 1, and δ ∈ [0, 1). Then
there exist positive constants ε and C, depending only on d, q, C0, and δ, such that
Φ ∈ Lq0loc(Q) ∀q0 ∈ [q,min{s, q + ε}]
and(
–
∫
BR(x0)
Φq0 dx
)1/q0
≤ C
(
–
∫
B8R(x0)
Φq dx
)1/q
+ C
(
–
∫
B8R(x0)
Ψq0 dx
)1/q0
for any B8R(x0) ⊂ Q with R ∈ (0, R1].
Proof. See, for instance, [15, Ch.V] for the proof of the proposition. 
Lemma 4.4. Let Ω be a Green domain in R2 satisfying (3.1). Let
q0 = q0(λ,K0, θ) > 2
be the constant from Lemma 4.2 under Assumption 3.1. If (u, p) ∈ Y 1,20 (Ω)
d×L˜2(Ω)
satisfies 

Lu+∇p = f +Dαfα in Ω,
div u = g in Ω,
u = 0 on ∂Ω,
(4.6)
where f ∈ L2q0/(2+q0)(Ω)2, fα ∈ Lq0(Ω)2, and g ∈ L˜q0(Ω), then we have
‖Du‖Lq0(Ω) + ‖p‖Lq0(Ω) ≤ C
(
‖f‖L2q0/(2+q0)(Ω) + ‖fα‖Lq0(Ω) + ‖g‖Lq0(Ω)
)
,
where C = C(λ,K0, θ).
Proof. If f ≡ 0, then the lemma follows by letting R → ∞ in (4.5). On the other
hand, if f 6≡ 0, then by the existence of solutions to the divergence equation in
the whole space (see, for instance, [9, Lemma 3.2]), there exist functions Fα ∈
Y 2q0/(2+q0)(Ω)2, α ∈ {1, 2}, satisfying
DαFα = fχΩ in R
2
and
‖Fα‖Lq0(R2) + ‖DFα‖L2q0/(2+q0)(R2) ≤ C‖f‖L2q0/(2+q0)(Ω), (4.7)
where C is an universal constant. Since (u, p) satisfies (4.6) with Dα(Fα + fα) in
place of f+Dαfα, we get the desired estimate from (4.7). The lemma is proved. 
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5. Approximated Green function
Hereafter in the paper, we shall use the following notation.
Notation 5.1. For a given function f , if there is a continuous version of f , that is,
there is a continuous function f˜ such that f˜ = f in the almost everywhere sense,
then we replace f with f˜ and denote the version again by f .
In this section, we assume that the hypotheses in Theorem 3.3 hold. Under these
hypotheses, we shall construct approximated Green functions for the pressure of
the Stokes system. We recall the notation that if |Ω| = ∞, then 1/|Ω| = 0 and
(u)Ω = 0 for any u ∈ Lq(Ω).
Let us fix a smooth function Φ defined on Rd such that
0 ≤ Φ ≤ 2, suppΦ ⊂ B1(0),
∫
Rd
Φ dx = 1.
For y ∈ Ω and ε ∈ (0, 1], we define
Φε,y(x) = ε
−dΦ((x− y)/ε).
By Lemma 4.1, there exists a unique (Gε(·, y),Pε(·, y)) ∈ Y
1,2
0 (Ω)
d×L˜2(Ω) satisfying

LGε(·, y) +∇Pε(·, y) = 0 in Ω,
div Gε(·, y) = Φε,y − (Φε,y)Ω in Ω,
Gε(·, y) = 0 on ∂Ω.
(5.1)
Moreover, using the fact that
‖Φε,y − (Φε,y)Ω‖L2(Ω) ≤ 2‖Φε,y‖L2(Ω) ≤ Cε
−d/2,
we have
‖DGε(·, y)‖L2(Ω) + ‖Pε(·, y)‖L2(Ω) ≤ Cε
−d/2, (5.2)
where C = C(d, λ,K0). Throughout the paper, we call (Gε(·, y),Pε(·, y)) the ap-
proximated Green function for the pressure of L in Ω.
In the lemma below, we prove a L1-estimate for Gε(·, y).
Lemma 5.1. Let y ∈ Ω and ε ∈ (0, 1]. Then for any x ∈ Ω and R ∈ (0, d∗x], we
have
‖Gε(·, y)‖L1(BR(x)) ≤ CR,
where C = C(d, λ, ωA,K0) and C depends also on θ when d = 2.
Proof. We consider the following two cases:
2ε ≤ R and 2ε > R.
i. 2ε ≤ R: Set
f = χBR(x)
(
sgnG1ε (·, y), . . . , sgnG
d
ε (·, y)
)⊤
.
Then by Lemma 4.1, there exists a unique (u, p) ∈ Y 1,20 (Ω)
d× L˜2(Ω) satisfying

L∗u+∇p = −f in Ω,
div u = 0 in Ω,
u = 0 on ∂Ω.
(5.3)
We apply u and Gε(·, y) as test functions to (5.1) and (5.3), respectively, to get∫
Ω
f · Gε(·, y) dx =
∫
Ω
pΦε,y dx,
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which implies that (using ε ≤ R/2)
‖Gε(·, y)‖L1(BR(x)) ≤ ‖p‖L∞(BR/2(y)).
Hence, we get from (A.2) that
‖Gε(·, y)‖L1(BR(x)) ≤ CR
−d
(
‖Du‖L1(BR(y)) + ‖p‖L1(BR(y))
)
+ CR, (5.4)
where C = C(d, λ, ωA). If d ≥ 3, then by (4.1), we have
‖Du‖L2(Ω) + ‖p‖L2(Ω) ≤ CR
(d+2)/2,
where C = C(d, λ,K0). From this together with (5.4) and Ho¨lder’s inequality,
we get the desired estimate. On the other hand, if d = 2, then by Lemma 4.4
applied to (5.3), we have
‖Du‖Lq0(Ω) + ‖p‖Lq0(Ω) ≤ C‖f‖L2q0/(2+q0)(Ω) ≤ CR
(2+q0)/q0 ,
where C = C(λ,K0, θ) and q0 = q0(λ,K0, θ) > 2. Thus, from (5.4) and
Ho¨lder’s inequality, we get the desired estimate.
ii. 2ε > R: If d ≥ 3, then by Ho¨lder’s inequality, the Sobolev inequality, and (5.2),
we have
‖Gε(·, y)‖L1(BR(x)) ≤ CR
(d+2)/2‖Gε(·, y)‖L2d/(d−2)(BR(x))
≤ CR(d+2)/2‖DGε(·, y)‖L2(Ω) ≤ CR
(d+2)/2ε−d/2 ≤ CR,
which gives the desired estimate.
Now we assume d = 2. Let fα ∈ C∞0 (Ω)
2 and g ∈ C∞0 (Ω). Then by Lemma
4.1, there exists a unique (v, π) ∈ Y 1,20 (Ω)
2 × L˜2(Ω) satisfying

L∗v +∇π = Dαfα in Ω,
div v = g − (g)Ω in Ω,
u = 0 on ∂Ω.
(5.5)
We also get from Lemma 4.4 that
‖Dv‖Lq0(Ω) + ‖π‖Lq0(Ω) ≤ C
(
‖fα‖Lq0(Ω) + ‖g‖Lq0(Ω)
)
, (5.6)
where C = C(λ,K0, θ) and q0 = q0(λ,K0, θ) > 2. We test (5.1) and (5.5) with
v and Gε(·, y), respectively, to obtain∫
Ω
(
fα ·DαGε(·, y) + gPε(·, y)
)
dz =
∫
Bε(y)
πΦε,y dz.
Then by Ho¨lder’s inequality, (5.6), and R < 2ε ≤ 2, we have∣∣∣∣
∫
Ω
(
fα ·DαGε(·, y) + gPε(·, y)
)
dz
∣∣∣∣ ≤ ‖Φε,y‖Lq0/(q0−1)(Bε(y))‖π‖Lq0(Ω)
≤ CR−2/q0
(
‖fα‖Lq0(Ω) + ‖g‖Lq0(Ω)
)
.
Since the above inequality holds for all fα ∈ C∞0 (Ω)
2 and g ∈ C∞0 (Ω), we get
‖DGε(·, y)‖Lq0/(q0−1)(Ω) + ‖Pε(·, y)‖Lq0/(q0−1)(Ω) ≤ CR
−2/q0 ,
and thus, we obtain by the Sobolev inequality that
‖Gε(·, y)‖L2q0/(q0−2)(Ω) ≤ CR
−2/q0 .
This together with Ho¨lder’s inequality yields the desired estimate.
The lemma is proved. 
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We establish the following estimates uniformly in ε ∈ (0, 1].
Lemma 5.2. Let y ∈ Ω, ε ∈ (0, 1], R ∈ (0, d∗y], and
q∗ =
2d
d− 2
if d ≥ 3, q∗ =∞ if d = 2.
Then we have
‖Gε(·, y)‖Lq∗ (Ω\BR(y)) ≤ CR
−d/2 (5.7)
and
‖DGε(·, y)‖L2(Ω\BR(y)) + ‖Pε(·, y)‖L2(Ω\BR(y)) ≤ C
′R−d/2, (5.8)
where (C,C′) = (C,C′)(d, λ, ωA,K0) and C depends also on θ when d = 2.
Proof. We first prove the estimate (5.8). If ε > R/2, then (5.8) follows immediately
from (5.2). Now we assume ε ≤ R/2. Set
fα = χΩ\BR(y)DαGε(·, y), g = χΩ\BR(y)Pε(·, y).
Then by Lemma 4.1, there exists a unique (u, p) ∈ Y 1,20 (Ω)
d × L˜2(Ω) satisfying

L∗u+∇p = Dαfα in Ω,
div u = g − (g)Ω in Ω,
u = 0 on ∂Ω.
(5.9)
Moreover, we have
‖Du‖L2(Ω) + ‖p‖L2(Ω)
≤ C
(
‖fα‖L2(Ω) + ‖g‖L2(Ω)
)
≤ C
(
‖DGε(·, y)‖L2(Ω\BR(y)) + ‖Pε(·, y)‖L2(Ω\BR(y))
)
, (5.10)
where C = C(d, λ,K0). Since (u, p) satisfies{
L∗u+∇p = 0 in BR(y),
div u = −(g)Ω in BR(y),
by (A.2) and Ho¨lder’s inequality, we obtain
‖p‖L∞(BR/2(y)) ≤ CR
−d/2
(
‖Du‖L2(Ω) + ‖p‖L2(Ω)
)
+ C|Ω|−1/2‖g‖L2(Ω), (5.11)
where C = C(d, λ, ωA). Combining (5.10) and (5.11), and using R
d ≤ C(d)|Ω|, we
see that
‖p‖L∞(BR/2(y)) ≤ CR
−d/2
(
‖DGε(·, y)‖L2(Ω\BR(y)) + ‖Pε(·, y)‖L2(Ω\BR(y))
)
, (5.12)
where C = C(d, λ, ωA,K0). We apply u and Gε(·, y) as test functions to (5.1) and
(5.9), respectively, to get
‖DGε(·, y)‖
2
L2(Ω\BR(y))
+ ‖Pε(·, y)‖
2
L2(Ω\BR(y))
=
∫
Bε(y)
pΦε,y dx. (5.13)
This together with (5.12) gives (5.8).
We now turn to the proof of (5.7) when d ≥ 3. Let η be a smooth function on
R
d satisfying
0 ≤ η ≤ 1, η ≡ 1 on BR/2(y), supp η ⊂ BR(y), |∇η| ≤ CR
−1.
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Then by the Sobolev inequality, we have
‖(1− η)Gε(·, y)‖L2d/(d−2)(Ω)
≤ C‖D((1− η)Gε(·, y))‖L2(Ω)
≤ C
(
‖DGε(·, y)‖L2(Ω\BR/2(y)) +R
−1‖Gε(·, y)‖L2(BR(y)\BR/2(y))
)
.
Notice from the Poincare´ inequality and Lemma 5.1 that
‖Gε(·, y)‖L2(BR(y)\BR/2(y))
≤
∥∥Gε(·, y)− (Gε(·, y))BR(y)\BR/2(y)∥∥L2(BR(y)\BR/2(y)) + CR−d/2‖Gε(·, y)‖L1(BR(y))
≤ CR‖DGε(·, y)‖L2(BR(y)\BR/2(y)) + CR
−d/2+1,
where C = C(d, λ, ωA,K0). Combining these together and using (5.8), we obtain
‖(1− η)Gε(·, y)‖L2d/(d−2)(Ω) ≤ CR
−d/2,
which implies (5.7) when d ≥ 3.
Next, we prove that (5.7) holds when d = 2. In this case, it suffices to show that
‖Gε(·, y)‖L∞(ΩR/16(x)) ≤ CR
−1, ∀x ∈ Ω \BR(y),
where C = C(λ, ωA,K0, θ). We consider the following two cases:
BR/8(x) ∩ ∂Ω = ∅ and BR/8(x) ∩ ∂Ω 6= ∅.
Hereafter in this proof, we let q0 = q0(λ,K0, θ) > 2 be the constant from Lemma
4.2.
i. BR/8(x) ∩ ∂Ω = ∅: Let ζ be a smooth function on R
2 satisfying
0 ≤ ζ ≤ 1, ζ ≡ 1 on BR/16(x), supp ζ ⊂ BR/8(x), |∇ζ| ≤ CR
−1.
Then the pair (v, π) given by
(v, π) = ζ
(
Gε(·, y)− (Gε(·, y))BR/8(x),Pε(·, y)
)
satisfies 

Lv +∇π = f +Dαfα in BR/8(x),
div v = g in BR/8(x),
v = 0 on ∂BR/8(x),
(5.14)
where
f = AαβDβGε(·, y)Dαζ +∇ζPε(·, y),
fα = A
αβDβζ
(
Gε(·, y)− (Gε(·, y))BR/8(x)
)
,
g = ∇ζ ·
(
Gε(·, y)− (Gε(·, y))BR/8(x)
)
+ ζ
(
Φε,y − (Φε,y)Ω
)
.
Since it holds that
|(Φε,y)Ω| = |Ω|
−1 ≤ CR−2
and
|ζΦε,y| = 0 if ε <
7R
8
, |ζΦε,y | ≤ CR
−2 if ε ≥
7R
8
,
we obtain
|g| ≤ CR−1
∣∣Gε(·, y)− (Gε(·, y))BR/8(x)∣∣+ CR−2.
Using this together with (5.8), Ho¨lder’s inequality, the Poincare´ inequality, and
the fact that
supp ζ ⊂ BR/8(x) ⊂ Ω \BR/2(y),
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one can easily check
‖f‖L2q0/(2+q0)(BR/8(x)) + ‖fα‖Lq0(BR/8(x)) + ‖g‖Lq0(BR/8(x)) ≤ CR
2/q0−2, (5.15)
where C = C(λ, ωA,K0, q0) = C(λ, ωA,K0, θ). Thus by Lemma 4.4 applied to
(5.14), we have
‖Dv‖Lq0(BR/8(x)) ≤ CR
2/q0−2.
Therefore, from the Morrey inequality, Lemma 5.1, and the fact that v ∈
W 1,q0 (BR/8(x))
2, we get
‖Gε(·, y)‖L∞(BR/16(x)) ≤ ‖v‖L∞(BR/8(x)) +
∣∣(Gε(·, y))BR/16(x)∣∣ ≤ CR−1.
ii. BR/8(x) ∩ ∂Ω 6= ∅: We take a point x0 ∈ ∂Ω such that dx = |x − x0| < R/8.
Observe that
BR/8(x) ⊂ BR/4(x0) ⊂ BR/2(x0) ⊂ Ω \B3R/8(y). (5.16)
Let ζ˜ be a smooth function on R2 satisfying
0 ≤ ζ˜ ≤ 1, ζ˜ ≡ 1 on BR/4(x0), supp ζ˜ ⊂ BR/2(x0), |∇ζ˜| ≤ CR
−1.
Then the pair (v˜, π˜) given by
(v˜, π˜) := ζ˜
(
Gε(·, y),Pε(·, y)
)
satisfies 

Lv˜ +∇π˜ = f˜ +Dαf˜α in Ω,
div v˜ = g˜ in Ω,
v = 0 on ∂Ω,
(5.17)
where
f˜ = AαβDβGε(·, y)Dαζ˜ +∇ζ˜Pε(·, y), f˜α = A
αβDβ ζ˜Gε(·, y),
g˜ = ∇ζ˜ · Gε(·, y) + ζ˜
(
Φε,y − (Φε,y)Ω
)
.
Similar to (5.15), by using (5.8), (5.16), Ho¨lder’s inequality, and the following
boundary Poincare´ inequality
‖Gε(·, y)‖Lq0 (ΩR/2(x0)) ≤ C‖DGε(·, y)‖L2q0/(2+q0)(ΩR/2(x0)),
we have
‖f˜‖L2q0/(2+q0)(Ω) + ‖f˜α‖Lq0(Ω) + ‖g˜‖Lq0(Ω) ≤ CR
2/q0−2, (5.18)
where C = C(λ, ωA,K0, θ). Thus by Lemma 4.4 applied to (5.17), we have
‖Dv˜‖Lq0(ΩR/2(x0)) ≤ CR
2/q0−2.
Therefore, we get from the Morrey inequality and v˜(x0) = 0 that
‖Gε(·, y)‖L∞(ΩR/8(x)) ≤ ‖v˜‖L∞(ΩR/2(x0)) ≤ CR
−1.
The lemma is proved. 
From Lemma 5.2, we obtain the following uniform weak type estimates.
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Lemma 5.3. Let y ∈ Ω and ε ∈ (0, 1]. Then we have∣∣{x ∈ Ω : |Gε(x, y)| > c0t}∣∣ ≤ Ct−d/(d−1), t ≥ (d∗y)1−d
and∣∣{x ∈ Ω : |DxGε(x, y)| > t}∣∣+ ∣∣{x ∈ Ω : |Pε(x, y)| > t}∣∣ ≤ C′t−1, t ≥ (d∗y)−d,
where c0 = 1 if d ≥ 3 and c0 = c0(λ, ωA,K0, θ) > 0 if d = 2. In the above,
(C,C′) = (C,C′)(d, λ, ωA,K0) and C depends also on θ when d = 2.
Proof. We only prove the first inequality because the other is the same with obvious
modifications. Let us set
At = {x ∈ Ω : |Gε(x, y)| > c0t}, (5.19)
where c0 is a constant to be chosen below. We consider the following two cases:
d ≥ 3 and d = 2.
i. d ≥ 3: Let c0 = 1 and t ≥ (d∗y)
1−d. Then by (5.7) with R = t−1/(d−1), we have
|At| = |At ∩BR(y)|+ |At \BR(y)|
≤ CRd +
1
t2d/(d−2)
∫
At\BR(y)
|Gε(·, y)|
2d/(d−2) dx ≤ Ct−d/(d−1).
ii. d = 2: Let t ≥ (d∗y)
−1. Then by (5.7) with R = t−1, there exists a constant
c0 = c0(λ, ωA,K0, θ) > 0 such that
‖Gε(·, y)‖L∞(Ω\BR(y)) ≤ c0R
−1.
Therefore, we have
|At| = |At ∩BR(y)| ≤ CR
2 = Ct−2.
The lemma is proved. 
The following lemma is a simple consequence of Lemma 5.3.
Lemma 5.4. Let y ∈ Ω, ε ∈ (0, 1], and R ∈ (0, d∗y]. Then we have
‖Gε(·, y)‖Lq(BR(y)) ≤ CR
1−d+d/q, 0 < q <
d
d− 1
,
and
‖DGε(·, y)‖Lq(BR(y)) + ‖Pε(·, y)‖Lq(BR(y)) ≤ C
′R−d+d/q, 0 < q < 1,
where (C,C′) = (C,C′)(d, λ, ωA,K0) and C depends also on θ when d = 2.
Proof. We only prove the first inequality because the other is the same with obvious
modifications. Let q ∈ (0, d/(d − 1)) and recall the notation (5.19). Then by the
first inequality with t = R−(d−1) in Lemma 5.3, we have∫
BR(y)
|Gε(·, y)|
q dx = q
∫ ∞
0
sq−1
∣∣{x ∈ BR(y) : |Gε(x, y)| > s}∣∣ ds
= c0q
∫ ∞
0
(c0s)
q−1
∣∣{x ∈ BR(y) : |Gε(x, y)| > c0s}∣∣ ds
≤ C
∫ t
0
sq−1|BR(y)| ds+ C
∫ ∞
t
sq−1|As| ds
≤ CRq−dq+d,
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which gives the desired estimate. 
6. Proofs of main theorems
This section is devoted to the proofs of the theorems in Section 3. Through-
out this section, we denote by (Gε(·, y),Pε(·, y)) the approximated Green function
constructed in Section 5.
6.1. Proof of Theorem 3.3. By Lemmas 5.2 and 5.4, the weak compactness
theorem, and a diagonalization process, we easily see that there exist a sequence
{ερ}∞ρ=1 tending to zero and a pair (G(·, y),P(·, y)) such that for any R ∈ (0, d
∗
y],
(1− ηR)Gερ(·, y) ⇀ (1− ηR)G(·, y) weakly in Y
1,2
0 (Ω)
d,
Pερ(·, y) ⇀ P(·, y) weakly in L
2(Ω \BR(y)),
(6.1)
where ηR is any smooth function in R
d satisfying ηR ≡ 1 on BR(y), and that for
fixed q ∈
(
1, dd−1
)
,
Gερ(·, y)⇀ G(·, y) weakly in L
q(Bd∗y (y))
d. (6.2)
Moreover, we obtain the following uniform convergence.
Lemma 6.1. For given compact set K ⊂ Ω \ {y}, there is a subsequence of
{Gερ(·, y)} that converges to G(·, y) uniformly on K.
Proof. Let BR(x) ⊂ Ω \ {y} and 0 < ε < min{d∗y, dist(y,BR(x))}. Note that{
LGε(·, y) +∇Pε(·, y) = 0 in BR(x),
div Gε(·, y) = −|Ω|
−1 in BR(x).
By Lemmas 5.2 and A.1, we see that ‖Gε(·, y)‖W 1,∞(BR/2(x)) ≤ C, where C does
not depend on ε. This implies that {Gε(·, y)} is equicontinuous and uniformly
bounded on BR/2(x). Therefore, we get the desired conclusion from the Arzela´-
Ascoli theorem. 
The pair (G,P) satisfies the estimates in Remark 3.4. Indeed, the estimates in
the assertion (a) are simple consequences of Lemma 5.2 and the weak lower semi-
continuity. Then by following the same steps used in Lemmas 5.3 and 5.4, we see
that (G,P) satisfies the estimates in the assertions (b) and (c).
Now we shall show that (G,P) satisfies the properties (a)–(c) in Definition 2.3
so that it is a Green function for the pressure of L in Ω.
Obviously, (G,P) satisfies the property (a). To verify the property (b), we apply
φ ∈ C∞0 (Ω \Br(y))
d as a test function to (5.1) and use (6.1) to get∫
Ω\Br(y)
AαβDβG(·, y) ·Dαφdx+
∫
Ω\Br(y)
P(·, y) div φdx
= lim
ρ→∞
(∫
Ω\Br(y)
AαβDβGερ(·, y) ·Dαφdx+
∫
Ω\Br(y)
Pερ(·, y) div φdx
)
= 0.
This implies that
LG(·, y) +∇P(·, y) = 0 in Ω \Br(y).
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Similarly, by applying ϕ ∈ C∞0 (Ω) as a test function to the divergence equation in
(5.1), and using (6.1) and (6.2), we have∫
Ω
G(·, y) · ∇ϕdx
=
∫
Bd∗y (y)
G(·, y) · ∇(ζϕ) dx +
∫
Ω\Bd∗y/2(y)
G(·, y) · ∇((1− ζ)ϕ) dx
= − lim
ρ→∞
(∫
Ω
div Gερ(·, y)ζϕ dx +
∫
Ω
div Gερ(·, y)(1− ζ)ϕdx
)
= − lim
ρ→∞
(∫
Ω
Φερ,yϕdx − (Φερ,y)Ω
∫
Ω
ϕdx
)
= −ϕ(y) + –
∫
Ω
ϕdx,
where ζ is a smooth function on Rd satisfying ζ ≡ 1 on Bd∗y/2(y) and supp ζ ⊂
Bd∗y(y). This implies that
div G(·, y) = δy −
1
|Ω|
in Ω,
and thus (G,P) satisfies the property (b). Therefore, by applying Lemma A.1 to
(2.3), G(·, y) is continuous in Ω \ {y} and
(G(·, y),P(·, y)) ∈W 1,∞loc (Ω \ {y})
d × L∞loc(Ω \ {y}).
To verify the property (c) in Definition 2.3, suppose that (u, p) ∈ Y 1,20 (Ω)
d× L˜2(Ω)
is a unique weak solution of (2.4). By testing (2.4) and (5.1) with Gερ(·, y) and u,
respectively, we have∫
Ω
pΦερ,y dx = −
∫
Ω
Gερ(x, y) · f(x) dx+
∫
Ω
Pερ(x, y)g(x) dx. (6.3)
Notice from (6.1) and (6.2) that for any y ∈ Ω \ supp g, the right-hand side of (6.3)
converges to
−
∫
Ω
G(x, y) · f(x) dx +
∫
Ω
P(x, y)g(x) dx as ρ→∞.
On the other hand, the left-hand side of (6.3) converges to p(y) for any y in the
Lebesgue set of p. This implies that (G,P) satisfies the property (c) in Definition
2.3.
To complete the proof of the theorem, it remains to show the estimates (3.2)
and (3.3). Let x, y ∈ Ω with 0 < |x − y| ≤ d∗y/2, and set R = |x − y|/2. Since
(G(·, y),P(·, y)) satisfies

LG(·, y) +∇P(·, y) = 0 in BR(x),
div G(·, y) = −
1
|Ω|
in BR(x),
we obtain by (A.2) and Rd ≤ C|Ω| that
‖DG(·, y)‖L∞(BR/2(x)) + ‖P(·, y)‖L∞(BR/2(x))
≤ CR−d
(
‖DG(·, y)‖L1(BR(x)) + ‖P(·, y)‖L1(BR(x))
)
+ CR−d,
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where C = C(d, λ, ωA). Thus from Ho¨lder’s inequality, BR(x) ⊂ Ω \ BR(y), and
Remark 3.4 (a), we get
‖DG(·, y)‖L∞(BR/2(x)) + ‖P(·, y)‖L∞(BR/2(x))
≤ CR−d/2
(
‖DG(·, y)‖L2(Ω\BR(y)) + ‖P(·, y)‖L2(Ω\BR(y))
)
+ CR−d
≤ CR−d,
where C = C(d, λ, ωA,K0). This implies (3.3). Similarly, by (A.3) and Remark 3.4
(a), we have that
‖G(·, y)‖L∞(BR/2(x))
≤ CR−d‖G(·, y)‖L1(BR/2(x))
+ CR1−d
(
‖DG(·, y)‖L1(BR(x)) + ‖P(·, y)‖L1(BR(x))
)
+ CR1−d
≤ CR1−d/2‖G(·, y)‖Lq∗ (Ω\BR(y))
+ CR1−d/2
(
‖DG(·, y)‖L2(Ω\BR(y)) + ‖P(·, y)‖L2(Ω\BR(y))
)
+ CR1−d
≤ CR1−d,
where C = C(d, λ, ωA,K0) and C depends also on θ when d = 2. This together
with the continuity of G(·, y) in BR/2(x) gives (3.2). The theorem is proved. 
6.2. Proof of Theorem 3.7. Let (G,P) be the Green function for the pressure of
L constructed in Theorem 3.3. Obviously, by Lemma A.2 and Definition 2.3 (b),
we see that
(G(·, y),P(·, y)) ∈ C1(Ω \BR(y))
d × C(Ω \BR(y))
for all y ∈ Ω and R > 0.
We divide the proof into several steps.
Step 1. In this step, we establish various boundary estimates for the approxi-
mated Green function (Gε,Pε). The following lemma is about the L1-estimate for
Gε, which is the counterpart of Lemma 5.1.
Lemma 6.2. Let y ∈ Ω and ε ∈ (0, 1]. Then for any x ∈ Ω and R ∈ (0, 1], we have
‖Gε(·, y)‖L1(ΩR(x)) ≤ CR,
where C = C(d, λ, ωA,K0, R0, ̺0) and C depends also on θ when d = 2.
Proof. Due to the interior estimate in Lemma 5.1, it suffices to consider the case
when dx < R ≤ 1. Moreover, because the proof of Lemma 5.1 still works for 2ε > R,
we only need to prove the lemma with 2ε ≤ R.
Now, we assume that dx < R ≤ 1 and 2ε ≤ R. Let (u, p) ∈ W
1,2
0 (Ω)
d × L˜2(Ω)
be a unique weak solution of the problem

L∗u+∇p = −f in Ω,
div u = 0 in Ω,
u = 0 on ∂Ω,
where f = χΩR(x)
(
sgnG1ε (·, y), . . . , sgnG
d
ε (·, y)
)⊤
. Then by using (A.13) and fol-
lowing the same argument used in deriving (5.4), we have
‖Gε(·, y)‖L1(ΩR(x)) ≤ CR
−d−1‖u‖L1(ΩR(y))
+ CR−d
(
‖Du‖L1(ΩR(y)) + ‖p‖L1(ΩR(y))
)
+ CR,
(6.4)
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where C = C(d, λ, ωA, R0, ̺0). If d ≥ 3, then by Lemma 4.1 and the Sobolev
inequality, we have
‖u‖L2d/(d−2)(Ω) + ‖Du‖L2(Ω) + ‖p‖L2(Ω) ≤ CR
(d+2)/2.
From this together with (6.4) and Ho¨lder’s inequality, we get the desired estimate.
On the other hand, if d = 2, then by using the Morrey inequality and the fact that
Gε(·, y) = 0 on ∂Ω ∩BR(x), we have
‖u‖L∞(ΩR(x)) ≤ CR
1−2/q0‖Du‖Lq0(ΩR(x)),
where q0 = q0(λ,K0, θ) > 2 is the constant from Lemma 4.2. From this together
with Lemma 4.4 and Remark 3.8, we get
R−1+2/q0‖u‖L∞(ΩR(x)) + ‖Du‖Lq0(ΩR(x)) + ‖p‖Lq0(ΩR(x)) ≤ CR
(2+q0)/q0 ,
where C = C(λ,K0, θ). Therefore, by (6.4) and Ho¨lder’s inequality, we obtain the
desired estimate. 
The following lemma is an analog of Lemma 5.2.
Lemma 6.3. Let y ∈ Ω, ε ∈ (0, 1], R ∈ (0, 1], and
q∗ =
2d
d− 2
if d ≥ 3, q∗ =∞ if d = 2.
Then we have
‖Gε(·, y)‖Lq∗ (Ω\BR(y)) ≤ CR
−d/2 (6.5)
and
‖DGε(·, y)‖L2(Ω\BR(y)) + ‖Pε(·, y)‖L2(Ω\BR(y)) ≤ C
′R−d/2, (6.6)
where (C,C′) = (C,C′)(d, λ, ωA,K0, R0, ̺0) and C depends also on θ when d = 2.
Proof. By utilizing Lemma 6.2 and (6.6), and following the same steps as in the
proof of (5.7), one can show that (6.5) holds. Thus we only prove (6.6). Due to
(5.8) in Lemma 5.2, it suffices to consider the case of dy < R ≤ 1.
Let y ∈ Ω, ε ∈ (0, 1], and dy < R ≤ 1. If ε > R/2, then (6.6) follows immediately
from (5.2). Now we assume ε ≤ R/2. Set
fα = χΩ\BR(y)DαGε(·, y), g = χΩ\BR(y)Pε(·, y).
Then by Lemma 4.1, there exists a unique solution (u, p) ∈ Y 1,20 (Ω)
d × L˜2(Ω) of
the problem 

L∗u+∇p = Dαfα in Ω,
div u = g − (g)Ω in Ω,
u = 0 on ∂Ω,
satisfying
‖Du‖L2(Ω) + ‖p‖L2(Ω) ≤ C
(
‖DGε(·, y)‖L2(Ω\BR(y)) + ‖Pε(·, y)‖L2(Ω\BR(y))
)
, (6.7)
where C = C(d, λ,K0). Moreover, it follows from (A.13) that (see (5.11))
‖p‖L∞(ΩR/2(y)) ≤ CR
−d/2−1‖u‖L2(ΩR(y))
+ CR−d/2
(
‖Du‖L2(ΩR(y)) + ‖p‖L2(ΩR(y))
)
+ C|Ω|−1/2‖g‖L2(Ω),
where C = C(d, λ, ωA, R0, ̺0). Hence by using the fact that
Rd ≤ C(d,R0, ̺0)|Ω|, (6.8)
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we have
‖p‖L∞(ΩR/2(y)) ≤ CR
−d/2−1‖u‖L2(ΩR(y))
+ CR−d/2
(
‖Du‖L2(ΩR(y)) + ‖p‖L2(ΩR(y)) + ‖g‖L2(Ω)
)
.
(6.9)
Observe that
‖u‖L2(Ω2R(y)) ≤ CR‖Du‖L2(Ω2R(y)), (6.10)
where C = C(d,R0, ̺0). Indeed, if we take a point y0 ∈ ∂Ω satisfying dy = |y−y0| <
R, then by (3.8) and (BR(y0) \ Ω) ⊂ (B2R(y) \ Ω), we have
|B2R(y) \ Ω| ≥ |BR(y0) \Ω| ≥ θR
d,
where θ = θ(d,R0, ̺0). This together with the boundary Poincare´ inequality (see,
for instance, [16, Eq. (7.45)]) gives (6.10). Combining (6.7), (6.9), and (6.10), we
have
‖p‖L∞(ΩR/2(y)) ≤ CR
−d/2
(
‖DGε(·, y)‖L2(Ω\BR(y)) + ‖Pε(·, y)‖L2(Ω\BR(y))
)
,
where C = C(d, λ, ωA,K0, R0, ̺0). Therefore, by using the identity (see (5.13))
‖DGε(·, y)‖
2
L2(Ω\BR(y))
+ ‖Pε(·, y)‖
2
L2(Ω\BR(y))
=
∫
Ωε(y)
pΦε,y dx,
we conclude (6.6). The lemma is proved. 
Step 2. In this step, we prove the estimates in the theorem and Remarks 3.9 and
3.10. The estimates in the assertion (a) in Remark 3.10 are simple consequences of
Lemma 6.3 and the weak semi-continuity. Then by following the same steps used
in Lemmas 5.3 and 5.4, one can easily obtain the estimates in the assertions (b)
and (c) in Remark 3.10.
To prove (3.5) and (3.6), let x, y ∈ Ω with 0 < |x−y| ≤ 1, and set R = |x−y|/2.
Since (G(·, y),P(·, y)) satisfies

LG(·, y) +∇P(·, y) = 0 in ΩR(x),
div G(·, y) = −
1
|Ω|
in ΩR(x),
G(·, y) = 0 on ∂Ω ∩BR(x),
by (6.8), (A.13), Ho¨lder’s inequality, and the fact that BR(x) ⊂ Ω\BR(y), we have
R−1‖G(·, y)‖L∞(ΩR/2(x)) + ‖DG(·, y)‖L∞(ΩR/2(x)) + ‖P(·, y)‖L∞(ΩR/2(x))
≤ CR−d/2‖G(·, y)‖Lq∗ (Ω\BR(y))
+ CR−d/2
(
‖DG(·, y)‖L2(Ω\BR(y)) + ‖P(·, y)‖L2(Ω\BR(x))
)
+ CR−d,
where q∗ = 2d/(d− 2) if d ≥ 3 and q∗ =∞ if d = 2. Here, the constant C depends
only on d, λ, ωA, K0, R0, and ̺0. From this inequality and Remark 3.10 (a), we
get
R−1‖G(·, y)‖L∞(ΩR/2(x)) + ‖DG(·, y)‖L∞(ΩR/2(x))
+ ‖P(·, y)‖L∞(ΩR/2(x)) ≤ CR
−d,
(6.11)
where C = C(d, λ, ωA,K0, R0, ̺0) and C depends also on |Ω| when d = 2. There-
fore, by the continuity of G(·, y), DG(·, y), and P(·, y), we conclude (3.5) and (3.6).
We now turn to the proof of the estimate in Remark 3.9. Let x, y ∈ Ω with
0 < |x− y| ≤ 1, and set R = |x− y|/2. We assume dx < R/2 and extend G(·, y) by
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zero on Rd \ Ω. Then by taking x0 ∈ ∂Ω such that dx = |x− x0|, and using (6.11)
and G(x0, y) = 0, we have
|G(x, y)| = |G(x, y)− G(x0, y)| ≤ Cdx‖DG(·, y)‖L∞(BR/2(x)) ≤ CdxR
−d.
From this together with (3.5), we get
|G(x, y)| ≤ Cmin{dx, |x− y|/4} · |x− y|
−d,
which yields the estimate in Remark 3.9.
Step 3. In this step, we prove that (3.7) holds. Let (G∗,P∗) be the Green func-
tion for the pressure of the adjoint operator L∗ and (G∗σ,P
∗
σ) be its approximated
Green function. More precisely, for given x ∈ Ω and σ ∈ (0, 1], (G∗σ(·, x),P
∗
σ(·, x)) ∈
Y 1,20 (Ω)
d × L˜2(Ω) is a unique weak solution of the problem

L∗G∗σ(·, x) +∇P
∗
σ(·, x) = 0 in Ω,
div G∗σ(·, x) = Φσ,x − (Φσ,x)Ω in Ω,
G∗σ(·, x) = 0 on ∂Ω,
(6.12)
where Φσ,x is as in Section 5. By proceeding similarly as in the proof of Theorem
3.3, there exists a sequence {στ}∞τ=1 satisfying the natural counterparts of (6.1)
and (6.2).
We first claim that
lim
ρ→∞
Pερ(x, y) = P
∗(y, x) for all x, y ∈ Ω with x 6= y. (6.13)
We apply G∗στ (·, x) and Gερ (·, y) as test functions to (5.1) and (6.12), respectively,
to get ∫
Ω
Pερ(z, y)Φστ ,x(z) dz =
∫
Ω
P∗στ (z, x)Φερ,y(z) dz for any x, y ∈ Ω.
By the continuity of Pερ(·, y), the left-hand side of the above inequality converges to
Pερ(x, y) as τ →∞. On the other hand, by the counterpart of (6.1), the right-hand
side converges to ∫
Ω
P∗(z, x)Φερ,y(z) dz as τ →∞
if x 6= y and 0 < ερ ≤ min{1, |x− y|/2}. Combining these together, we have
Pερ(x, y) =
∫
Ω
P∗(z, x)Φερ,y(z) dz if 0 < ερ ≤ min{1, |x− y|/2},
and thus, from the continuity of P∗(·, x) on Ω \ {x}, we get the claim (6.13).
Next, we claim that
P∗(y, ·) ∈ L1loc(Ω \ {y}) for any y ∈ Ω. (6.14)
Let x, y ∈ Ω with x 6= y, 0 < R ≤ min{1, |x− y|/2}, and ερ ∈ (0, R]. Since it holds
that 

LGερ (·, y) +∇Pερ(·, y) = 0 in ΩR(x),
div Gερ(·, y) = −|Ω|
−1 in ΩR(x),
Gερ(·, y) = 0 on ∂Ω ∩BR(x),
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by using (A.13) and Lemma 6.3, we have
‖Pερ(·, y)‖L∞(ΩR/2(x))
≤ C
(
‖Gερ(·, y)‖W 1,1(ΩR(x)) + ‖Pερ(·, y)‖L1(ΩR(x)) + 1
)
≤ C
(
‖Gερ(·, y)‖W 1,1(Ω\BR(y)) + ‖Pερ(·, y)‖L1(Ω\BR(y)) + 1
)
≤ C.
From this inequality together with (6.13) and the dominated convergence theorem,
we see that P∗(y, ·) ∈ L1(ΩR/2(x)) and
lim
ρ→∞
∫
ΩR/2(x)
Pερ(z, y) dz =
∫
ΩR/2(x)
P∗(y, z) dz <∞. (6.15)
Since P∗(y, ·) ∈ L1(ΩR/2(x)) for all x ∈ Ω \ {y} and 0 < R ≤ min{1, |x− y|/2}, we
get (6.14).
We are ready to complete the proof of (3.7). Fix y ∈ Ω, and let x ∈ Ω \ {y} be a
Lebesgue point of P∗(y, ·). For 0 < R ≤ min{1, |x−y|/2}, we see that (using (6.1))
lim
ρ→∞
∫
ΩR/2(x)
Pερ(z, y) dz =
∫
ΩR/2(x)
P(z, y) dz.
Combining this identity and (6.15), we get
–
∫
ΩR/2(x)
P(z, y) dz = –
∫
ΩR/2(x)
P∗(y, z) dz.
Therefore, by taking R → 0, and using the continuity of P(·, y) on Ω \ {y}, we
concluded that
P(x, y) = P∗(y, x).
This implies (3.7). The theorem is proved. 
6.3. Proof of Theorem 3.12. We only consider the case when Ω = Rd+ with
d ≥ 2. Let (G,P) be the Green function for the pressure of L in Ω constructed
in Theorem 3.3. Then by the same reasoning as in the proof of the estimates in
Remark 3.10 (using Lemma A.4 instead of Lemma A.2), we have the following
estimates for any y ∈ Ω:
(a) For any R ∈ (0, 1], we have that
‖G(·, y)‖Lq∗ (Ω\BR(y)) ≤ CR
−d/2,
‖DG(·, y)‖L2(Ω\BR(y)) + ‖P(·, y)‖L2(Ω\BR(y)) ≤ CR
−d/2,
where q∗ = 2d/(d− 2) if d ≥ 3 and q∗ =∞ if d = 2.
(b) For any t > 0, we have that∣∣{x ∈ Ω : |G(x, y) > t}∣∣ ≤ Ct−d/(d−1),∣∣{x ∈ Ω : |DxG(x, y)| > t}∣∣+ ∣∣{x ∈ Ω : |P(x, y)| > t}∣∣ ≤ Ct−1.
(c) For any R ∈ (0, 1], we have that
‖G(·, y)‖Lq(ΩR(y)) ≤ CqR
1−d+d/q, 0 < q <
d
d− 1
,
‖DG(·, y)‖Lq(ΩR(y)) + ‖P(·, y)‖Lq(ΩR(y)) ≤ CqR
−d+d/q, 0 < q < 1.
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In the above, C = C(d, λ, ωA) and Cq depends also on q. Observe from Definition
2.3 (b) that for any x ∈ Ω and R ∈ (0, 1] satisfying |x − y| ≥ R, (G(·, y),P(·, y))
satisfies 

LG(·, y) +∇P(·, y) = 0 in ΩR(x),
div G(·, y) = 0 in ΩR(x),
G(·, y) = 0 on ∂Ω ∩BR(x).
By Lemma A.4, Ho¨lder’s inequality, and the estimates in (a), we obtain that
R−1‖G(·, y)‖L∞(ΩR/4(x)) + ‖DG(·, y)‖L∞(ΩR/4(x)) + ‖P(·, y)‖L∞(ΩR/4(x))
≤ CR−d/2‖G(·, y)‖Lq∗ (ΩR/4(x))
+ CR−d/2
(
‖DG(·, y)‖L2(ΩR/2(x)) + ‖P(·, y)‖L2(ΩR/2(x))
)
≤ CR−d/2‖G(·, y)‖
Lq∗ (Ω\BR/2(y))
+ CR−d/2
(
‖DG(·, y)‖L2(Ω\BR/2(y)) + ‖P(·, y)‖L2(Ω\BR/2(y))
)
≤ CR−d, (6.16)
where C = C(d, λ, ωA). Since the above inequality holds for any x ∈ Ω and R ∈
(0, 1] satisfying |x− y| ≥ R, we see that
(G(·, y),P(·, y)) ∈ W 1,∞(Ω \Br(y))
d × L∞(Ω \Br(y)), ∀r > 0,
which gives (3.9).
To verify (3.10) and (3.11), let x, y ∈ Ω with 0 < |x − y| = R ≤ 1. Then we get
(3.11) from (6.16) immediately. We also have that
|G(x, y)| ≤ CR1−d = C|x− y|1−d. (6.17)
If dx < R/4, then we take x0 ∈ ∂Ω such that dist(x, x0) = dx. Since G(x0, y) = 0,
we obtain by (6.16) that
|G(x, y)| = |G(x, y)− G(x0, y)| ≤ Cdx‖DG(·, y)‖L∞(ΩR/4(x)) ≤ Cdx|x− y|
−d.
This together with (6.17) yields that
|G(x, y)| ≤ Cmin{dx, |x− y|/4} · |x− y|
−d,
which gives (3.10). The theorem is proved. 
7. Green function for the flow velocity
In this section, we deal with Green function and fundamental solution for the
flow velocity of Stokes system. In the definitions below, G = G(x, y) is a d × d
matrix-valued function and Π = Π(x, y) is a d× 1 vector-valued function on Ω×Ω.
Definition 7.1 (Green function for the flow velocity). Let Ω be a domain in Rd.
We say that (G,Π) is a Green function for the flow velocity of L in Ω if it satisfies
the following properties.
(a) For any y ∈ Ω and R > 0,
G(·, y) ∈ W 1,1loc (Ω)
d×d, (1− η)G(·, y) ∈ Y 1,20 (Ω)
d×d,
where η is a smooth function satisfying η ≡ 1 on BR(y). Moreover,
Π(·, y) ∈ L1loc(Ω)
d ∩ L2(Ω \BR(y))
d.
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(b) For any y ∈ Ω, (G(·, y),Π(·, y)) satisfies

LG(·, y) +∇Π(·, y) = δyI in Ω,
divG(·, y) = 0 in Ω,
G(·, y) = 0 on ∂Ω.
(c) If (u, p) ∈ Y 1,20 (Ω)
d × L˜2(Ω) is a weak solution of the problem

L∗u+∇p = f +Dαfα in Ω,
div u = g − (g)Ω in Ω,
u = 0 on ∂Ω,
where f, fα ∈ C∞0 (Ω)
d, and g ∈ C∞0 (Ω), then for a.e. y ∈ Ω, we have
u(y) =
∫
Ω
G(x, y)⊤f(x) dx−
∫
Ω
DαG(x, y)
⊤fα(x) dx −
∫
Ω
Π(x, y)g(x) dx. (7.1)
The Green function for the adjoint operator L∗ is defined similarly. The Green
function in Ω = Rd is called the fundamental solution.
Remark 7.2. In the definitions above, LG(·, y) +∇Π(·, y) = δyI is understood as∫
Ω
Aαβij DβG
jk(x, y)Dαφ
i dx +
∫
Ω
Πk(x, y) div φdx = −φk(y)
for any φ ∈ C∞0 (Ω)
d and k ∈ {1, . . . , d}.
7.1. Main results. In this subsection, we state the main results concerning Green
function (G,Π) for the flow velocity. Note that in [8], the authors proved the global
pointwise bound
|G(x, y)| ≤ C|x− y|2−d, x 6= y,
when the coefficients are VMO in a bounded C1 domain. See also [9] for the
corresponding results in unbounded domains. In the theorem below, we extend the
results in [8] and [9] by showing the pointwise bounds (7.4) and (7.5) under the
stronger assumption that the coefficients are of Dini mean oscillation in a domain
having a C1,Dini boundary.
Theorem 7.3. Let d ≥ 3 and Ω be a domain in Rd having a C1,Dini boundary
as in Definition 2.2. Suppose that the coefficients Aαβ of L are of Dini mean
oscillation in Ω satisfying Definition 2.1 (b) with a Dini function ω = ωA. Then
under Assumption 3.1, there exists a unique Green function (G,Π) for the flow
velocity of L in Ω such that for any y ∈ Ω,
G(·, y) is continuously differentiable in Ω \ {y} (7.2)
and
Π(·, y) is continuous in Ω \ {y}. (7.3)
Moreover, for any x, y ∈ Ω with 0 < |x− y| ≤ 1, we have that
|G(x, y)| ≤ Cmin{dx, |x− y|} ·min{dy, |x− y|} · |x− y|
−d, (7.4)
|DxG(x, y)| + |Π(x, y)| ≤ C|x − y|
1−d, (7.5)
where C = C(d, λ, ωA,K0, R0, ̺0). Furthermore, if (G
∗,Π∗) is the Green function
for the flow velocity of L∗ in Ω, then we have
G(x, y) = G∗(y, x)⊤ for all x, y ∈ Ω, x 6= y. (7.6)
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The corresponding results for the case with d = 2 was proved in [7].
Theorem 7.4. [7, Theorems 3.2 and 3.7] Let Ω be a bounded domain in R2 having
a C1,Dini boundary as in Definition 2.2. Suppose that the coefficients Aαβ of L
are of Dini mean oscillation in Ω satisfying Definition 2.1 (b) with a Dini function
ω = ωA. Then there exists a unique Green function (G,Π) for the flow velocity of
L in Ω such that for any y ∈ Ω,
G(·, y) is continuously differentiable in Ω \ {y}
and
Π(·, y) is continuous in Ω \ {y}.
Moreover, for any x, y ∈ Ω with x 6= y, we have
|G(x, y)| ≤ C
(
1 + log
(
diam(Ω)
|x− y|
))
,
|DxG(x, y)|+ |Π(x, y)| ≤ C|x− y|
−1,
where C = C(λ, ωA, R0, ̺0, diam(Ω)). Furthermore, if (G
∗,Π∗) is the Green func-
tion for the flow velocity of L∗ in Ω, then we have
G(x, y) = G∗(y, x)⊤ for all x, y ∈ Ω, x 6= y. (7.7)
Based on Theorems 3.7, 7.3, and 7.4, we have the following corollary, the proof
of which is given in Section 7.3.
Corollary 7.5. Suppose that the same hypothesis of Theorem 7.3 (resp. Theorem
7.4) hold. Let (G,Π) and (G,P) be the Green functions for the flow velocity and
the pressure of L in Ω derived from Theorems 7.3 (resp. Theorem 7.4) and 3.3,
respectively. Then for f ∈ C∞0 (Ω)
d, the pair (u, p) given by
u(y) =
∫
Ω
G(x, y)⊤f(x) dx, p(y) = −
∫
Ω
G(x, y) · f(x) dx (7.8)
is a unique weak solution in Y 1,20 (Ω)
d × L˜2(Ω) of the problem

L∗u+∇p = f in Ω,
div u = 0 in Ω,
u = 0 on ∂Ω.
Moreover, if we define (d+ 1)× (d+ 1) matrix-valued functions by
G =


G11 G12 . . . G1d −G1
...
...
. . .
...
...
Gd1 Gd2 . . . Gdd −Gd
Π1 Π2 . . . Πd P


and
G∗ =


(G∗)11 (G∗)12 . . . (G∗)1d −(G∗)1
...
...
. . .
...
...
(G∗)d1 (G∗)d2 . . . (G∗)dd −(G∗)d
(Π∗)1 (Π∗)2 . . . (Π∗)d P∗

 ,
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where (G∗,Π∗) and (G∗,P∗) are the Green functions for the flow velocity and the
pressure of L∗ in Ω, respectively, then for any y ∈ Ω, there exists a measure zero
set Ny ⊂ Ω containing y such that we have
G(x, y) = G∗(y, x)⊤ for all x ∈ Ω \Ny. (7.9)
7.2. Proof of Theorem 7.3. We first prove the existence of the Green function
for the flow velocity. In the case when |Ω| < ∞, we shall follow the arguments
in [8], where the authors proved the existence of the Green function in a bounded
Lipschitz domain under the following assumption.
Assumption 7.6 ((A1) in [8, Section 2.1]). There exists constants µ ∈ (0, 1] and
A1 > 0 such that the following holds: If (u, p) ∈ W
1,2(BR(x0))
d × L2(BR(x0))
satisfies either{
Lu+∇p = 0 in BR(x0),
div u = 0 in BR(x0),
or
{
L∗u+∇p = 0 in BR(x0),
div u = 0 in BR(x0),
where x0 ∈ Ω and R ∈ (0, dx0 ], then we have
sup
x,y∈BR/2(x0)
|u(x)− u(y)|
|x− y|µ
≤ A1R
−µ
(
–
∫
BR(x0)
|u|2 dx
)1/2
. (7.10)
Note that because of |Ω| <∞, we have
sup
x∈Ω
dx ≤M(|Ω|) <∞.
Hence, under the hypothesis of Theorem 7.3, we can show that Assumption 7.6 holds
with µ = 1 and A1 = A1(d, λ, ωA,M). Indeed, since (u, p − (p)B3R/4(x0)) satisfies
the same system, by (A.2) with a covering argument and Ho¨lder’s inequality, we
have
sup
x,y∈BR/2(x0)
|u(x)− u(y)|
|x− y|
≤ ‖Du‖L∞(BR/2(x0))
≤ CR−d/2
(
‖Du‖L2(B3R/4(x0)) + ‖p− (p)B3R/4(x0)‖L2(B3R/4(x0))
)
,
where C = C(d, λ, ωA,M). Thus we get (7.10) from the above inequality and
Caccioppoli’s inequality (see, for instance, [8, Lemma 3.3]). Moreover, it is easy to
check that, under Assumptions 3.1 and 7.6, the proof of [8, Theorem 2.3] still works
for the domain Ω. Therefore, by the existence result in [8, Theorem 2.3] of a Green
function, there exist Green functions (G,Π) and (G∗,Π∗) for the flow velocity of L
and L∗, respectively, satisfying the properties in Definition 7.1 and (7.6). Notice
from Definition 7.1 (b) that

LG(·, y) +∇Π(·, y) = 0 in ΩR(x),
divG(·, y) = 0 in ΩR(x),
G(·, y) = 0 on ∂Ω ∩BR(x)
(7.11)
for any x ∈ Ω and R > 0 satisfying y /∈ BR(x). Thus by (A.12), we get (7.2) and
(7.3). Similarly, the existence of the Green function in a domain Ω with |Ω| = ∞
follows from [9, Theorem 10.4].
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We now turn to the proof of (7.5). Let x, y ∈ Ω with 0 < |x − y| ≤ 1, and set
R = |x− y|/2. Suppose that (u, p) ∈ Y 1,20 (Ω)
d × L˜2(Ω) is the weak solution of{
L∗u+∇p = f in Ω,
div u = 0 in Ω,
where f ∈ C∞0 (Ω \ BR(y))
d. Since f ≡ 0 in ΩR(y), by (A.13) and Lemma 4.1, we
have
‖u‖L∞(ΩR/2(y)) ≤ CR
−d‖u‖L1(ΩR(y)) + CR
1−d
(
‖Du‖L1(ΩR(y)) + ‖p‖L1(ΩR(y))
)
≤ CR1−d/2
(
‖u‖L2d/(d−2)(Ω) + ‖Du‖L2(Ω) + ‖p‖L2(Ω)
)
≤ CR1−d/2‖f‖L2d/(d+2)(Ω\BR(y)),
where C = C(d, λ, ωA,K0, R0, ̺0). Since u is continuous at y, we get from (7.1)
and the above inequality that∣∣∣∣
∫
Ω\BR(y)
G(x, y)⊤f(x) dx
∣∣∣∣ ≤ CR1−d/2‖f‖L2d/(d+2)(Ω\BR(y)).
Thus by the duality, we have
‖G(·, y)‖L2d/(d−2)(Ω\BR(y)) ≤ CR
1−d/2. (7.12)
Similarly, we obtain
‖DG(·, y)‖L2(Ω\BR(y)) + ‖Π(·, y)‖L2(Ω\BR(y)) ≤ CR
1−d/2. (7.13)
From (7.12), (7.13), and (A.13) applied to (7.11), we get
R−1‖G(·, y)‖L∞(ΩR/2(x)) + ‖DG(·, y)‖L∞(ΩR/2(x))
+ ‖Π(·, y)‖L∞(ΩR/2(x)) ≤ CR
1−d.
(7.14)
This gives (7.5) and
|G(x, y)| ≤ C|x− y|2−d. (7.15)
To prove (7.4), we use the idea in the proof of [19, Theorem 3.13], where the
authors obtained pointwise bounds for Green functions of elliptic systems near the
boundary. We claim that for any x, y ∈ Ω with 0 < |x− y| ≤ 1, we have
|G(x, y)| ≤ Cmin{dx, |x− y|} · |x− y|
1−d, (7.16)
|G(x, y)| ≤ Cmin{dy, |x− y|} · |x− y|
1−d. (7.17)
We denote R = |x− y|/2 and extend G(·, y) by zero on Rd \Ω. Assume dx < R/2,
and take x0 ∈ ∂Ω such that dist(x, x0) = dx. Since G(x0, y) = 0, we obtain by
(7.14) that
|G(x, y)| = |G(x, y)−G(x0, y)| ≤ dx‖DG(·, y)‖L∞(ΩR/2(x)) ≤ Cdx|x−y|
1−d. (7.18)
From (7.15) and (7.18), we get
|G(x, y)| ≤ CdxR
1−d ≤ Cmin{dx, |x− y|/4} · |x− y|
1−d,
which gives (7.16). By the same reasoning, we have
|G∗(y, x)| ≤ Cmin{dy, |x− y|} · |x− y|
1−d.
This together with (7.6) yields (7.17).
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We are ready to prove (7.4). We again let x, y ∈ Ω with x 6= y, and set R =
|x − y|/2. Assume dx < R/16, and we take x0 ∈ ∂Ω such that dist(x, x0) = dx.
Note that
ΩR/8(x) ⊂ ΩR/4(x0) ⊂ ΩR/2(x0) ⊂ ΩR(x).
Since (G(·, y),Π(·, y)) satisfies (7.11), we have the following boundary Caccioppoli
inequality
‖DG(·, y)‖L2(ΩR/4(x0)) + ‖Π(·, y)‖L2(ΩR/4(x0)) ≤ CR
−1‖G(·, y)‖L2(ΩR/2(x0)).
Using this together with (A.13) and Ho¨lder’s inequality, we have
|G(x, y)| = |G(x, y) −G(x0, y)| ≤ dx‖DG(·, y)‖L∞(ΩR/16(x))
≤ CdxR
−d/2−1‖G(·, y)‖L2(ΩR/4(x0))
+ CdxR
−d/2
(
‖DG(·, y)‖L2(ΩR/4(x0)) + ‖Π(·, y)‖L2(ΩR/4(x0))
)
≤ CdxR
−d/2−1‖G(·, y)‖L2(ΩR/2(x0))
≤ CdxR
−1‖G(·, y)‖L∞(ΩR(x)). (7.19)
Note that for any z ∈ ΩR(x), we have R < |z − y| < 3R. Thus, it follows from
(7.17) that
|G(z, y)| ≤ Cmin{dy, |z − y|} · |z − y|
1−d
≤ Cmin{dy, |x− y|} · |x− y|
1−d.
This together with (7.19) yields
|G(x, y)| ≤ Cdxmin{dy, |x− y|} · |x− y|
−d.
Finally, combining (7.17) and the above inequality, we get the desired estimate
(7.4). The theorem is proved. 
7.3. Proof of Corollary 7.5. The representation formula (7.8) follows immedi-
ately from Definition 2.3 (c) and Definition 7.1 (c). To verify (7.9), let x, y ∈ Ω
with x 6= y and (G∗σ(·, x),P
∗
σ(·, x)) ∈ Y
1,2
0 (Ω)
d × L˜2(Ω) be the approximated Green
function for the pressure of L∗ satisfying (6.12). Then by Definition 7.1 (c) and the
continuity of G∗σ(·, x), we have
G∗σ(y, x) = −
∫
Ω
Π(z, y)Φσ,x(z) dz. (7.20)
Due to the continuity of Π(·, y), the right-hand side of (7.20) converges to −Π(x, y)
as σ → 0. On the other hand, by the counterpart of Lemma 6.1, there exists a
subsequence of {G∗σ(y, x)} that converges to G
∗(y, x). Therefore, we conclude that
G∗(y, x) = −Π(x, y).
From this together with (3.7) and (7.6) (resp. (7.7)), we conclude that (7.9) holds
when d ≥ 3 (resp. d = 2). 
Appendix A. L∞-estimates
In this section, we prove L∞-estimates of solutions and its derivatives, which
are crucial for proving our main results. Denote Br = Br(0) for any r > 0. The
following lemma concerns interior estimates, the proof of which is based on the
W 1,∞-regularity result in [4].
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Lemma A.1. Let R ∈ (0, 1]. Suppose that the coefficients Aαβ of L are of partially
Dini mean oscillation with respect to x′ in the interior of BR satisfying Definition
2.1 (a) with a Dini function ω = ωA. If (u, p) ∈W 1,2(BR)d × L2(BR) satisfies{
Lu+∇p = f in BR,
div u = ℓ in BR,
where f ∈ L∞(BR)d and ℓ ∈ R, then we have
(u, p) ∈W 1,∞(BR/2)
d × L∞(BR/2) (A.1)
with the estimates
‖Du‖L∞(BR/2) + ‖p‖L∞(BR/2)
≤ C
(
R−d
(
‖Du‖L1(BR) + ‖p‖L1(BR)
)
+R‖f‖L∞(BR) + |ℓ|
)
,
(A.2)
and
‖u‖L∞(BR/2) ≤ CR
−d‖u‖L1(BR/2)
+ C
(
R1−d
(
‖Du‖L1(BR) + ‖p‖L1(BR)
)
+R2‖f‖L∞(BR) +R|ℓ|
)
,
(A.3)
where C = C(d, λ, ωA). If we further assume that A
αβ are of Dini mean oscillation
with respect to all direction in BR satisfying Definition 2.1 (b), then we have
(u, p) ∈ C1(BR/2)
d × C(BR/2). (A.4)
Proof. Note that (A.1) and (A.4) are easy consequences of [4, Theorems 2.2 and
2.3, and Remark 2.4] together with covering and scaling arguments. Moreover, the
estimate (A.3) follows from (A.2). Indeed, using the following Poincare´ inequality
‖u− (u)BR/2‖L∞(BR/2) ≤ CR‖Du‖L∞(BR/2), (A.5)
we have
‖u‖L∞(BR/2) ≤ C
(
R−d‖u‖L1(BR/2) +R‖Du‖L∞(BR/2)
)
,
where C = C(d). This inequality together with (A.2) implies (A.3). Thus, to
complete the proof of the lemma, we only need to prove (A.2). By a covering
argument, it suffices to show that
‖Du‖L∞(BR/3) + ‖p‖L∞(BR/3)
≤ C
(
R−d
(
‖Du‖L1(BR) + ‖p‖L1(BR)
)
+R‖f‖L∞(BR) + |ℓ|
)
,
(A.6)
where C = C(d, λ, ωA). Let us fix q > d. By [6, Lemma 3.1], there exist functions
fα ∈ W˜ 1,q(BR)d, α ∈ {1, . . . , d}, such that
Dαfα = f in BR, ‖Dfα‖Lq(BR) ≤ C(d, q)‖f‖Lq(BR),
which together with the Morrey inequality implies
‖fα‖L∞(BR) +R
1−d/q[fα]C1−d/q(BR) ≤ C(d, q)R‖f‖L∞(BR). (A.7)
Note that (u, p) satisfies {
Lu+∇p = Dαfα in BR,
div u = ℓ in BR.
(A.8)
We now apply [4, Theorem 2.2 (a)] with the L∞-estimate [4, Eq. (4.16)] to the
scaled system of (A.8). To this end, let
uˆ(y) = u(x), pˆ(y) = p(x), Aˆαβ(y) = Aαβ(x), fˆα(y) = fα(x),
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where y = 6x/R, and observe that{
Dα(Aˆ
αβDβuˆ) +∇(Rpˆ/6) = Dα(Rfˆα/6) in B6,
div uˆ = Rℓ/6 in B6.
(A.9)
Fix a constant γ satisfying 1− d/q < γ < 1, and let κ = κ(d, λ, γ) ∈ (0, 1/2] be the
constant from [4, Lemma 4.1]. For r ∈ (0, 1] and h ∈ L1(B6), we denote
ωh,y′(r) = sup
y0∈B4
–
∫
Br(y0)
∣∣∣∣h(y)− –
∫
B′r(y
′
0)
h(y1, z
′) dz′
∣∣∣∣ dy,
ω˜h,y′(r) =
∞∑
i=1
κγi
(
ωh,y′(κ
−ir)[κ−ir < 1] + ωh,y′(1)[κ
−ir ≥ 1]
)
,
where we used Iverson bracket notation, that is, [P ] = 1 if P is true and [P ] = 0
otherwise. By (A.7) and the fact that 1− d/q < γ < 1, we have
R‖fˆ1‖L∞(B6) +
∫ 1
0
ω˜Rfˆα,x′(t)
t
dt ≤ CR2‖f‖L∞(BR),
where C = C(d, q, γ). Using this inequality and [4, Eq. (4.16) and Remark 4.2]
applied to (A.9), we find that
‖Duˆ‖L∞(B2) +R‖pˆ‖L∞(B2)
≤ C
(
‖Duˆ‖L1(B6) +R‖pˆ‖L1(B6) +R‖fˆ1‖L∞(B6) +R|ℓ|+
∫ 1
0
ω˜Rfˆα,x′(t)
t
dt
)
,
≤ C
(
‖Duˆ‖L1(B6) +R‖pˆ‖L1(B6) +R
2‖f‖L∞(BR) +R|ℓ|
)
,
where C = C(d, λ, ω0, q, γ). Here, ω0 : (0, 1]→ [0,∞) is a function such that∫ r
0
ω˜Aˆαβ ,y′(t)
t
dt ≤
∫ r
0
ω0(t)
t
dt <∞ for all r ∈ (0, 1].
Therefore, from the change of variables, we get
‖Du‖L∞(BR/3) + ‖p‖L∞(BR/3)
≤ C
(
R−d
(
‖Du‖L1(BR) + ‖p‖L1(BR)
)
+R‖f‖L∞(BR) + |ℓ|
)
,
where C = C(d, λ, ω0, q, γ) = C(d, λ, ω0).
To complete the proof of (A.6), it remains to show that ω0 can be derived from
ωA. Set
ω˜A(r) =
∞∑
i=1
κγi
(
ωA(κ
−ir)[κ−ir < 1] + ωA(1)[κ
−ir ≥ 1]
)
,
and observe that ω˜A : [0, 1] → [0,∞) is a Dini function; see [10, Lemma 1]. Using
the fact that
ωAˆαβ ,y′(r) ≤ ωA(rR/6) for all r ∈ (0, 1],
we have
ω˜Aˆαβ,y′(r) ≤
∞∑
i=1
κγiωA(κ
−irR/6)[κ−ir < 1] +
∞∑
i=1
κγiωA(R/6)[κ
−ir ≥ 1]
=: I1(r) + I2(r). (A.10)
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Obviously, I1(r) ≤ ω˜A(rR/6). Since ωA is a Dini function, we obtain that (using
R ≤ 1)
ωA(R/6) ≤ C inf
R/6≤t≤R/3
ωA(t) ≤ C
∫ R/3
R/6
ωA(t)
t
dt ≤ C
∫ 1
0
ωA(t)
t
dt,
where C = C(ωA). This implies that
I2(r) ≤ C
∑
κ−ir≥1
κγi ·
∫ 1
0
ωA(t)
t
dt ≤ C0r
γ
∫ 1
0
ωA(t)
t
dt,
where C0 = C0(ωA, κ, γ) = C0(d, λ, ωA). From (A.10) and the estimates of I1 and
I2, we get
ω˜Aˆαβ ,y′(r) ≤ ω˜A(rR/6) + C0r
γ
∫ 1
0
ωA(t)
t
dt. (A.11)
Therefore, for any r ∈ (0, 1], we have∫ r
0
ω˜Aˆαβ ,y′(t)
t
dt ≤
∫ r
0
ω˜A(tR/6)
t
dt+ C0
∫ r
0
tγ
t
dt ·
∫ 1
0
ωA(t)
t
dt
≤
∫ r
0
ω0(t)
t
dt <∞,
where we set
ω0(r) = ω˜A(r) + C0r
γ
∫ 1
0
ωA(t)
t
dt.
This completes the proof of (A.6). The lemma is proved. 
Based on the C1-regularity result in [3], we obtain the following L∞-estimate in
a domain having a C1,Dini boundary.
Lemma A.2. Let Ω be a (possibly unbounded) domain in Rd having a C1,Dini
boundary as in Definition 2.2. Suppose that the coefficients Aαβ of L are of Dini
mean oscillation in Ω satisfying Definition 2.1 (b) with a Dini function ω = ωA.
Let x0 ∈ Ω and R ∈ (0, 1]. If (u, p) ∈W 1,2(ΩR(x0))d × L2(ΩR(x0)) satisfies

Lu+∇p = f in ΩR(x0),
div u = ℓ in ΩR(x0),
u = 0 on ∂Ω ∩BR(x0),
where f ∈ L∞(ΩR(x0))d and ℓ ∈ R, then we have
(u, p) ∈ C1(ΩR/2(x0))
d × C(ΩR/2(x0)) (A.12)
with the estimate
R−1‖u‖L∞(ΩR/2(x0)) + ‖Du‖L∞(ΩR/2(x0)) + ‖p‖L∞(ΩR/2(x0))
≤ CR−d−1‖u‖L1(ΩR(x0)) + CR
−d
(
‖Du‖L1(ΩR(x0)) + ‖p‖L1(ΩR(x0))
)
+ CR‖f‖L∞(ΩR(x0)) + C|ℓ|,
(A.13)
where C = C(d, λ, ωA, R0, ̺0).
Remark A.3. In the proof of Lemma A.2 below, we will use the W 1,q-regularity
result in [8, Corollary 5.3] (see also [12]) for the Stokes system. If Ω is bounded,
then under the hypothesis of Lemma A.2, the regularity result is available. For
further details, see the proof of [3, Theorem 1.6].
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Proof of Lemma A.2. If Ω is unbounded, then one may construct a bounded domain
Ω∗ such that ΩR(x0) ⊂ Ω∗ ⊂ Ω and it has the same nice properties as Ω. Thus we
may assume that Ω is bounded.
Let x0 ∈ Ω and R ∈ (0, 1]. We first prove (A.12). By using localization and
bootstrap arguments combined with the W 1,q-regularity result in [8, Corollary 5.3],
we see that
(u, p) ∈ W 1,q(Ωr(x0))
d × Lq(Ωr(x0)) for all r ∈ (0, R) and q ∈ (1,∞). (A.14)
Let η be a smooth function on Rd with a compact support in BR(x0). Then, the
pair
(v, π) = (ηu, ηp− (ηp)Ω) ∈W
1,2
0 (Ω)
d × L˜2(Ω) (A.15)
satisfies 

Lv +∇π = h+Dαhα in Ω,
div v = g in Ω,
v = 0 on ∂Ω,
(A.16)
where we set
h = AαβDβuDαη + p∇η + ηf, hα = A
αβDβηu, g = ∇η · u+ ℓη.
Obviously, (A.14) implies that h ∈ Lq(Ω)d with q > d. Moreover, since u is Ho¨lder
continuous in Ω∩ supp η, it follows from [11, Lemma 2.1] that hα and g are of Dini
mean oscillation in Ω. Therefore, by [3, Theorem 1.4 and Remark 1.5], we conclude
that
(v, π) ∈ C1(Ω)d × C(Ω),
which gives (A.12) if we choose the function η such that η ≡ 1 on BR/2(x0).
We now turn to the proof of (A.13). By the Poincare´ inequality (A.5) applied
to the zero extension of u, we have
‖u‖L∞(ΩR/2(x0)) ≤ CR
−d‖u‖L1(ΩR/2(x0)) + CR‖Du‖L∞(ΩR/2(x0)).
Thus, it suffices to prove that
‖Du‖L∞(ΩR/2(x0)) + ‖p‖L∞(ΩR/2(x0)) ≤ CR
−d−1‖u‖L1(ΩR(x0))
+ C
(
R−d
(
‖Du‖L1(ΩR(x0)) + ‖p‖L1(ΩR(x0))
)
+R‖f‖L∞(ΩR(x0)) + |ℓ|
)
.
(A.17)
Let y ∈ ΩR(x0) and r ∈ (0, R] such that r ≤ min{R1, dist(y, ∂BR(x0)}, where
R1 = R1(R0, ̺0) ∈ (0, R0/4) is the constant from [3, Lemma 2.2]. We use the
abbreviations
Br = Br(y) and Ωr = Ωr(y).
We fix q > d and choose the function η in (A.15) satisfying
0 ≤ η ≤ 1, η ≡ 1 on Br/2, supp η ⊂ Br, r|∇η| + r
2|∇2η| ≤ C(d).
Note that ∫
Br
hχΩr dx =
∫
Ω
h dx = 0.
Hence, from the existence of solutions to the divergence equation in a ball, there
exist hˆα ∈ W
1,q
0 (Br)
d, α ∈ {1, . . . , d}, such that
Dαhˆα = hχΩr in Br, ‖Dhˆα‖Lq(Br) ≤ C(d, q)‖h‖Lq(Ωr). (A.18)
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We extend hˆα by zero on Ω \Br to see that (v, π) satisfies

Lv +∇π = Dα(hˆα + hα) in Ω,
div v = g in Ω,
v = 0 on ∂Ω.
Since the coefficients and data of the above system are of Dini mean oscillation in
Ω, we obtain by [3, Eq. (2.27)] that
‖Dv‖L∞(Ωr/2) + ‖π‖L∞(Ωr/2)
≤ Cr−d
(
‖Dv‖L1(Ωr) + ‖π‖L1(Ωr)
)
+ C
(
‖hˆα + hα‖L∞(Ωr) +H(r)
)
,
(A.19)
where C = C(d, λ, γ, ωA, R0, ̺0) and
H(r) =
∫ r
0
ω♯
hˆα+hα
(t) + ω♯g(t)
t
dt.
Here, we use the notation (see [3, Section 2.1])
ω♯•(ρ) = sup
ρ≤ρ0≤R1
(
ρ
ρ0
)γ
ω˜•(ρ0),
ω˜•(ρ) =
∞∑
i=1
κγi
(
ω•(κ
−iρ)[κ−iρ < 1] + ω•(1)[κ
−iρ ≥ 1]
)
,
ωf0(ρ) = sup
x∈Ω
–
∫
Ωρ(x)
|f0 − (f0)Ωρ(x)| dy for f0 ∈ L
1(Ω),
where γ ∈ (1 − d/q, 1) is a fixed constant and κ = κ(d, λ, γ, R0, ̺) ∈ (0, 1/8]
is the constant from [3, Lemma 2.3]. We extend u by zero on Br \ Ω. Since
Dηu ∈ W 1,q0 (Br)
d, by both Morrey and Poincare´ inequalities with a scaling, we
have
r−d/q+1[Dηu]C1−d/q(Ω) + ‖Dηu‖L∞(Ω) ≤ Cr
−d/q+1‖D(Dηu)‖Lq(Br)
≤ Cr−d/q
(
r−1‖u‖Lq(Br) + ‖Du‖Lq(Ωr)
)
,
≤ C
(
r−d−1‖u‖L1(Ωr) + r
−d/q‖Du‖Lq(Ωr)
)
.
Then for any 0 < ρ ≤ R1, we obtain that
ωhα(ρ) ≤ C
(
ρ1−d/q[Dηu]C1−d/q(Ω) + ωA(ρ)‖Dηu‖L∞(Ω)
)
≤ C
(
ρ1−d/q
r1−d/q
+ ωA(ρ)
)(
r−d−1‖u‖L1(Ωr) + r
−d/q‖Du‖Lq(Ωr)
)
.
This together with 1− d/q < γ < 1 implies
ω♯hα(ρ) ≤ C
(
ρ1−d/q
r1−d/q
+ ω♯A(ρ)
)(
r−d−1‖u‖L1(Ωr) + r
−d/q‖Du‖Lq(Ωr)
)
, (A.20)
where C = C(d, λ, γ, q). Similarly, from the fact that (using (A.18))
[hˆα]C1−d/q(Ω) ≤ C‖Dhˆα‖Lq(Br) ≤ C‖h‖Lq(Ωr)
≤ Cr−1
(
‖Du‖Lq(Ωr) + ‖p‖Lq(Ωr)
)
+ Crd/q‖f‖L∞(Ωr),
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we get
ω♯
hˆα
(ρ) ≤ C
(
ρ1−d/q
r1−d/q
)(
r−d/q
(
‖Du‖Lq(Ωr) + ‖p‖Lq(Ωr)
)
+ r‖f‖L∞(Ωr)
)
.
Combining the above inequality and (A.20), we have
H(r) ≤ Cr−d−1‖u‖L1(Ωr)
+ Cr−d/q
(
‖Du‖Lq(Ωr) + ‖p‖Lq(Ωr)
)
+ C
(
r‖f‖L∞(Ωr) + |ℓ|
)
,
(A.21)
where C = C(d, λ, γ, q, ωA). Therefore, it follows from (A.19) and (A.21) that
‖Du‖L∞(Ωr/2(y)) + ‖p‖L∞(Ωr/2(y)) ≤ Cr
−d−1‖u‖L1(Ωr(y))
+ Cr−d/q
(
‖Du‖Lq(Ωr(y)) + ‖p‖Lq(Ωr(y))
)
+ C
(
r‖f‖L∞(Ωr(y)) + |ℓ|
) (A.22)
for any y ∈ ΩR(x0) and 0 < r ≤ min{R1, dist(y, ∂BR(x0)}, where the constant C
depends only on d, λ, ωA, R0, and ̺0.
We now complete the proof of (A.17). Set U = |Du| + |p| and let R/2 ≤ ρ <
r ≤ R with r − ρ ≤ R1. Then for any y ∈ Ωρ(x0), we obtain by (A.22) that
‖U‖L∞(Ω(r−ρ)/2(y)) ≤ Cr
−d−1‖u‖L1(Ωr−ρ(y))
+ C
(
(r − ρ)−d/q‖U‖Lq(Ωr−ρ(y)) + (r − ρ)‖f‖L∞(Ωr−ρ(y)) + |ℓ|
)
,
and thus, we get from Young’s inequality that
‖U‖L∞(Ω(r−ρ)/2(y)) ≤ δ‖U‖L∞(Ωr−ρ(y)) + Cr
−d−1‖u‖L1(Ωr−ρ(y))
+ Cδ(r − ρ)
−d‖U‖L1(Ωr−ρ(y)) + C
(
(r − ρ)‖f‖L∞(Ωr−ρ(y)) + |ℓ|
)
for any δ ∈ (0, 1], where C = C(d, λ, ωA, R0, ̺0) and Cδ depends also on δ. Since y
is an arbitrary point in Ωρ(x0) and Ωr−ρ(y) ⊂ Ωr(x), we have
‖U‖L∞(Ωρ(x)) ≤ δ‖U‖L∞(Ωr(x)) + Cr
−d−1‖u‖L1(Ωr(x))
+ Cδ(r − ρ)
−d‖U‖L1(Ωr(x)) + C
(
(r − ρ)‖f‖L∞(Ωr(x)) + |ℓ|
) (A.23)
for any R/2 ≤ ρ < r ≤ R with r − ρ ≤ R1. Set
rk = R
(
1−
1
2k
)
, k ∈ {1, 2, . . .},
and let k0 be the smallest positive integer depending only on R1, such that
rk0+1 − rk0 ≤
1
2k0+1
≤ R1.
By (A.23) we have for any k ∈ {k0, k0 + 1, . . . , },
‖U‖L∞(Ωrk (x)) ≤ δ‖U‖L∞(Ωrk+1(x)) +
C2dk
Rd+1
‖u‖L1(Ωrk+1 (x))
+
Cδ2
dk
Rd
‖U‖L1(Ωrk+1 (x)) + C
(
R‖f‖L∞(Ωrk+1(x)) + |ℓ|
)
.
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By multiplying both sides of the above inequality by δk and summing the terms
with respect to k ∈ {k0, k0 + 1, . . .}, we see that
∞∑
k=k0
δk‖U‖L∞(Ωrk (x)) ≤
∞∑
k=k0+1
δk‖U‖L∞(Ωrk (x)) +
C
Rd+1
‖u‖L1(ΩR(x))
∞∑
k=k0
(2dδ)k
+
Cδ
Rd
‖U‖L1(ΩR(x))
∞∑
k=k0
(2dδ)k + C
(
R‖f‖L∞(ΩR(x)) + |ℓ|
) ∞∑
k=k0
δk,
where each summation is finite upon choosing, for instance, δ = 2−(d+1). Therefore,
by subtracting
∞∑
k=k0+1
δk‖U‖L∞(Ωrk (x))
from both sides of the above inequality, we obtain
δk0‖U‖L∞(ΩR/2(x)) ≤
C
Rd+1
‖u‖L1(ΩR(x))
+
C
Rd
‖U‖L1(ΩR(x)) + C
(
R‖f‖L∞(ΩR(x)) + |ℓ|
)
,
which implies (A.17). The lemma is proved. 
The following lemma is analogous to Lemma A.2.
Lemma A.4. Let Ω = Rd+, x0 ∈ Ω, and R ∈ (0, 1]. Suppose that the coefficients
Aαβ of L are of partially Dini mean oscillation with respect to x′ in Rd+ satisfy-
ing Definition 3.11 with a Dini function ω = ωA. If (u, p) ∈ W 1,2(ΩR(x0))d ×
L2(ΩR(x0)) satisfies 

Lu+∇p = f in ΩR(x0),
div u = 0 in ΩR(x0),
u = 0 on BR(x0) ∩ ∂Ω,
where f ∈ L∞(ΩR(x0))d, then we have
(u, p) ∈ W 1,∞(ΩR/2(x0))
d × L∞(ΩR/2(x0))
with the estimates
‖Du‖L∞(ΩR/2(x0)) + ‖p‖L∞(ΩR/2(x0))
≤ CR−d
(
‖Du‖L1(ΩR(x0)) + ‖p‖L1(ΩR(x0))
)
+ CR‖f‖L∞(ΩR(x0)),
(A.24)
and
‖u‖L∞(ΩR/2(x0)) ≤ CR
−d‖u‖L1(ΩR/2(x0))
+ CR1−d
(
‖Du‖L1(ΩR(x0)) + ‖p‖L1(ΩR(x0))
)
+ CR2‖f‖L∞(ΩR(x0)),
where C = C(d, λ, ωA).
Proof. With a standard covering argument, we only need to prove the desired es-
timates with R/36 in place of R/2 on the left-hand sides. In this proof, we denote
B+r (x) = Ωr(x) and B
+
r = B
+
r (0) for any x ∈ R
d and r > 0. By the Poincare´
inequality (A.5) with the zero extension of u, we only need to prove (A.24). Let
z = (z1, z
′) ∈ B+R/2(x0). We consider the following two cases:
dist(z, ∂Rd+) > R/18, dist(z, ∂R
d
+) ≤ R/18.
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i. dist(z, ∂Rd+) > R/18: In this case, since it holds that
B+R/18(z) = BR/18(z) ⊂ B
+
R(x0),
we get from Lemma A.1 that
‖Du‖L∞(B+
R/36
(z)) + ‖p‖L∞(B+
R/36
(z))
≤ CR−d
(
‖Du‖L1(B+R(x0))
+ ‖p‖L1(B+R(x0))
)
+ CR‖f‖L∞(B+R(x0))
,
(A.25)
where C = C(d, λ, ωA).
ii. dist(z, ∂Rd+) ≤ R/18: Without loss of generality, we assume that z
′ = 0′. To
complete the proof of the lemma, it suffices to prove that
‖Du‖L∞(B+
R/12
) + ‖p‖L∞(B+
R/12
)
≤ CR−d
(
‖Du‖L1(B+
R/4
) + ‖p‖L1(B+
R/4
)
)
+ CR‖f‖L∞(B+
R/4
),
(A.26)
where C = C(d, λ, ωA), because (A.24) follows from (A.25), (A.26), and the
fact that
B+R/36(z) ⊂ B
+
R/12 ⊂ B
+
R/4 ⊂ B
+
R(x0).
Let us set R1 = R/4 and fix q > d. By the same reasoning as in (A.8), (u, p)
satisfies 

Lu +∇p = Dαfα in B
+
R1
,
div u = 0 in B+R1 ,
u = 0 on BR1 ∩ ∂R
d
+,
where fα ∈ W˜ 1,q(B
+
R1
)d satisfy
‖fα‖L∞(B+R1 )
+R
1−d/q
1 [fα]C1−d/q(B+R1 )
≤ C(d, q)R1‖f‖L∞(B+R1)
. (A.27)
We denote
uˆ(y) = u(x), pˆ(y) = p(x), Aˆαβ(y) = Aαβ(x), fˆα(y) = fα(x),
where y = 6x/R1, and observe that

Dα(Aˆ
αβDβuˆ) +∇(R1pˆ/6) = Dα(R1fˆα/6) in B
+
6 ,
div uˆ = 0 in B+6 ,
uˆ = 0 on B6 ∩ ∂R
d
+.
(A.28)
Fix a constant γ satisfying 1− d/q < γ < 1, and let κ = κ(d, λ, γ) ∈ (0, 1/2] be
the constant from [4, Lemma 7.1]. For r ∈ (0, 1] and h ∈ L1(B+6 ), we denote
ωh,y′(r) = sup
y0∈B
+
3
–
∫
B+r (y0)
∣∣∣∣h(y)− –
∫
B′r(y
′
0)
h(y1, z
′) dz′
∣∣∣∣ dy,
ω˜h,y′(r) =
∞∑
i=1
κγi
(
ωh,y′(κ
−ir)[κir < 1] + ωh,y′(1)[κ
−ir ≥ 1]
)
,
ω♯h,y′(r) = sup
r≤r0≤1
(
r
r0
)γ
ω˜h,y′(r0).
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By (A.27), we obtain that (using 1− d/q < γ < 1)
R1‖fˆ1‖L∞(B+6 )
+
∫ 1
0
ω♯
R1fˆα,y′
(t)
t
dt ≤ CR21‖f‖L∞(B+R1)
, (A.29)
where C = C(d, q, γ). Since (uˆ, pˆ) satisfies (A.28), we obtain by [4, Eq. (7.6)]
that
‖Duˆ‖L∞(B+2 )
+R1‖pˆ‖L∞(B+2 )
≤ C
(
‖Duˆ‖L1(B+6 )
+R1‖pˆ‖L1(B+6 )
+ R1‖fˆ1‖L∞(B+6 )
+
∫ 1
0
ω♯
R1fˆα,y′
(t)
t
dt
)
,
where C = C(d, λ, ω0, q, γ) and ω0 : (0, 1]→ [0,∞) is a function such that∫ r
0
ω♯
Aˆαβ ,y′
(t)
t
dt ≤
∫ r
0
ω0(t)
t
dt <∞ for all r ∈ (0, 1].
Therefore, by (A.29) and the change of variables, we get
‖Du‖L∞(B+
R1/3
) + ‖p‖L∞(B+
R1/3
)
≤ CR−d1
(
‖Du‖L1(B+R1)
+ ‖p‖L1(B+R1)
)
+ CR1‖f‖L∞(B+R1)
,
where C = C(d, λ, ω0, q, γ) = C(d, λ, ω0).
To complete the proof of (A.26), it remains to show that ω0 can be derived
from ωA. We set
ω˜A(r) =
∞∑
i=1
κγi
(
ωA(κ
−ir)[κir < 1] + ωA(1)[κ
−ir ≥ 1]
)
,
ω♯A(r) = sup
r≤r0≤1
(
r
r0
)γ
ω˜A(r0),
and observe that (see (A.11))
ω˜Aˆαβ ,y′(r) ≤ ω˜A(rR1/6) + C0r
γ
∫ 1
0
ωA(t)
t
dt,
where C = C(d, λ, ωA). From the above inequality it follows that
ω♯
Aˆαβ ,y′
(r) ≤ ω♯A(rR1/6) + C0r
γ
∫ 1
0
ωA(t)
t
dt.
Therefore, for any r ∈ (0, 1], we have
∫ r
0
ω♯
Aˆαβ ,y′
(t)
t
dt ≤
∫ r
0
ω♯A(tR1/6)
t
dt+ C0
∫ r
0
tγ
t
dt ·
∫ 1
0
ωA(t)
t
dt
≤
∫ r
0
ω0(t)
t
dt <∞,
where we set
ω0(r) = ω
♯
A(r) + C0r
γ
∫ 1
0
ωA(t)
t
dt.
The lemma is proved. 
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