Abstract. The convergence of a penalty method for solving the discrete regularized American option valuation problem is studied. Sufficient conditions are derived which both guarantee convergence of the nonlinear penalty iteration and ensure that the iterates converge monotonically to the solution. These conditions also ensure that the solution of the penalty problem is an approximate solution to the discrete linear complementarity problem. The efficiency and quality of solutions obtained using the implicit penalty method are compared with those produced with the commonly used technique of handling the American constraint explicitly. Convergence rates are studied as the timestep and mesh size tend to zero. It is observed that an implicit treatment of the American constraint does not converge quadratically (as the timestep is reduced) if constant timesteps are used. A timestep selector is suggested which restores quadratic convergence.
1. Introduction. The valuation and hedging of financial option contracts is a subject of considerable practical significance. The holders of such contracts have the right to undertake certain actions so as to receive certain payoffs. The valuation problem consists of determining a fair price to charge for granting these rights. A related issue, perhaps of even more importance to practitioners, is how to hedge the risk exposures which arise from selling these contracts. An important feature of such contracts is the time when contract holders can exercise their rights. If this occurs only at the maturity date of the contract, the option is classified as "European". If holders can exercise any time up to and including the maturity date, the option is said to be "American". The value of a European option is given by the solution of the Black-Scholes PDE (see, e.g. [33] ). An analytical solution can be obtained for cases with constant coefficients and simple payoffs. However, most options traded on exchanges are American. Such options must be priced numerically, even for constant coefficients and simple payoffs. Note also that the derivatives of the solution are of interest since they are used in hedging. More formally, the American option pricing problem can be posed as a time dependent variational inequality or a differential linear complementarity problem (LCP).
In current practice, the most common method of handling the early exercise condition is simply to advance the discrete solution over a timestep ignoring the constraint, and then to apply the constraint explicitly. This has the disadvantage that the solution is in an inconsistent state at the beginning of each timestep (i.e. a discrete form of the LCP is not approximately satisfied). As well, this approach can obviously only be first order correct in time. On the other hand, this explicit application of the constraint is computationally very inexpensive.
Another common technique is to solve the discrete LCP using a relaxation method [33] . In terms of complexity, this method is particularly poor for pricing problems with one space-like dimension. A lower bound for the number of iterations required to solve the LCP to a given tolerance with a relaxation method would be the number of iterations required to solve the unconstrained problem using a preconditioned conjugate gradient method. Assuming that the mesh spacing in the asset price S direction is O(∆S) and that the timestep size is O(∆t), then the condition number of a discrete form of the parabolic option pricing PDE is O ∆t/(∆S) 2 . Let N be the number of timesteps. If we assume that ∆S = O(∆t) = 1/N , then the number of iterations required per timestep would be O(N 1/2 ).
A multigrid method has been suggested in [5] to accelerate convergence of the basic relaxation method. Although this is a promising technique, multigrid methods are usually strongly coupled to the type of discretization used, and hence are complex to implement in general purpose software.
There are a large number of general purpose methods for solving linear complementarity problems [22, 7, 25] . We can divide these methods up to into essentially two categories: direct methods, such as pivoting techniques [7] , and iterative methods, such as Newton iteration [25] and interior point algorithms [22] .
Some of these methods which have been applied specifically to American option pricing include linear programming [9] , pivoting methods, [14] , and interior point methods [15] . As pointed out in [15] , pivoting methods (such as Lemke's algorithm [7] ) and LP approaches are not well equipped to handle sparse systems, especially in more than one dimension (multifactor options).
Complementarity problems (both linear and nonlinear) can be posed in the form of a set of nonlinear equations. Various nonsmooth Newton methods have been suggested for these types of problems [26, 27, 11, 19, 17] . More recently, combinations of nonsmooth Newton and smoothing methods have been proposed [20] .
It is well known that an LCP (or equivalently, a variational inequality) can be solved by a penalty method [10, 30, 24, 12, 8] . In this article, we will explore some aspects of using penalty methods for pricing American options. We will restrict attention to one dimensional problems, which are more amenable to analysis. However, we have successfully used penalty methods for two factor (two dimensional) problems [37, 38] . In this work, the nonlinear discrete penalized equations are solved using Newton iteration. Another approach which also uses a Newton method has been suggested in [6] . Note that relaxation methods are frequently used to solve the discrete penalized nonlinear equations [8] .
The advantage of the penalty method is that a single technique can be used for one dimensional or multi-dimensional problems, and standard sparse matrix software can be used to solve the Jacobian matrix. This technique can be used for any type of discretization, in any dimension, and on unstructured meshes. In particular, there is no difficulty in handling cases where the early exercise region is multiply-connected, as in [37] . As well, a single method can be used to handle American options and other nonlinearities, such as uncertain volatility and transaction cost models [33, 1] . In addition, nonlinearities due to the use of flux limiters for drift-dominated problems [39] can also be handled easily.
The objective of this article is to analyze the properties of penalty methods for solution of a discrete form of a comparatively simple problem: a single factor American option. In this way, we hope to gain some insight into the use of penalty methods for more complex problems. A single factor American option can be posed as a vari-ational inequality, which in turn can be expressed as a discrete LCP problem at each timestep. However, it is important to examine the penalty method in the context of the overall problem: we need to find time accurate solutions to the variational inequality. Consequently, we can expect that we have a good initial guess for the solution of the variational inequality from the previous timestep. In fact, it is important to recall that simply advancing the solution for a timestep (ignoring the constraint) and applying the constraint in an explicit fashion, will solve the time dependent variational inequality to O(∆t). Consequently, any method used to solve the LCP at each step should take full advantage of a good initial guess.
We will also study the convergence of these methods as the timestep and mesh size are reduced to zero. We will determine sufficient conditions for monotone convergence of the penalty method in one dimension. It may be possible to require weaker conditions perhaps using the methods in [24] . However, option pricing problems are typically degenerate parabolic, and in non-conservative form. This can be expected to complicate the methods in [24] .
In practice, we observe that the penalty method works well for multi-factor options [37, 38] , and for nonlinear problems. In other words, although the conditions we derive are sufficient, they do not appear to be necessary. Consequently, it appears that the penalty method can be used for more general situations. In addition, we will compare the penalty method (where the LCP is approximately solved at each timestep) with an explicit technique for handling the American constraint.
Essentially, the method proposed in this work uses a nonsmooth Newton iteration [4] to solve the penalized problem. A disadvantage of the penalty method as formulated in this work is that the American constraint is only satisfied approximately, but since this error can be easily made to be much smaller than the discretization error, this does not appear to be a practical disadvantage. On the other hand, the advantages of this approach are (under certain conditions):
• This method has finite termination (in exact arithmetic), i.e. for an iterate sufficiently close to the solution, the algorithm terminates in one iteration. This is especially advantageous when dealing with American option pricing, since we have an excellent initial guess from the previous timestep. In fact, as we shall see, for typical grids and timesteps, the algorithm takes, on average, less than two iterations per timestep to converge. Finite termination also implies that the number of iterations required for convergence is insensitive to the size of the penalty factor (until the limits of machine precision is reached).
• The iteration is globally convergent using full Newton steps. Of course, if we did not have the advantage of having a good initial guess, a pivoting method [7] can be very efficiently implemented if the the coefficient matrix is a tridiagonal M-matrix. We emphasize here that the penalty method should not be regarded as a general purpose method for LCP problems. The real advantage of the penalty method is that this technique takes full advantage of the fact that a good initial iterate is available, and we take full advantage of sparsity, which is important in multifactor problems. Another approach which attempts to take advantage of a good initial iterate combined with standard sparse solvers is described in [21] .
If we solve the LCP at each step (using the penalty approach), and if constant timesteps are used, we observe that second order convergence is not obtained as the timesteps and mesh size tend to zero. This phenomenon can be explained by examining the asymptotic behavior of the solution near the exercise boundary. A timestep selector is developed which restores second order convergence.
Asymptotically, the second order method is superior to the commonly used binomial lattice technique [16] . However, it is of practical interest to determine at what levels of accuracy a second order PDE method will be computationally more efficient than the lattice method. We present numerical comparisons to assist in this determination.
In the following we will restrict attention to the American put option. However, these methods can be applied to dividend paying calls, as well as complex options which involve solving a set of one dimensional American-type problems embedded in a higher dimensional space. Examples of these types of options include discretely observed Asian options [40] , Parisian options [31] , shout options [36] , and segregated fund guarantees [34] .
Formulation.
Consider an asset with price S which follows the stochastic process
where µ is the drift rate, σ is volatility, and dz is the increment of a Wiener process. We wish to determine the value V (S, t) of an American option where the holder can exercise at any time and receive the payoff V * (S, t). Denote the expiry time of the option by T , and let τ = T − t. Then the American pricing problem can be formally stated as an LCP [33] 
where the notation (LV = 0) ∨ (V − V * = 0) denotes that either (LV = 0) or (V − V * = 0) at each point in the solution domain, and
and r is the risk free rate of interest. A put option is a contract which gives the holder the right to sell the asset for K (known as the "strike"). A call option is similar except that the holder has the right to buy the asset for K. The payoff for a put is
The boundary conditions are
Condition (2.5) follows from the payoff (2.4), while (2.6) is obvious given (2.3).
3. The Penalty Method. The basic idea of the penalty method is simple. We replace problem (2.2) by the nonlinear PDE [10] 
where the positive penalty parameter ρ, ρ → ∞ effectively ensures that the solution satisfies V ≥ V * − for > 0, 1.
Discretization.
We will now discretize equation (3.1) and select a suitable form for the discrete penalty term. Let V (S i , τ n ) = V n i be the discrete solution to equation (3.1) at asset value S i , and time (going backwards) τ n . Applying a standard finite volume method with variable timeweighting [37] then gives
where
Fully implicit and Crank-Nicolson discretizations correspond to cases of θ = 0 and θ = 1/2 respectively, and
ij+1/2 = value of V at the face between nodes i and j
The discrete penalty term q n+1 i in equation (4.1) is given by
where Large is the penalty factor (this will be related to the desired convergence tolerance below in §4.1). The face value V n+1 ij+1/2 can be evaluated using either central weighting or, to ensure non-oscillatory solutions, a flux limiter [39] 
(4.5)
In general, for standard options with typical values for σ, r, central weighting can be used at most nodes (except perhaps as S → 0). In order to determine sufficient conditions for the convergence of the nonlinear iteration for the penalized American equation, we require that the coefficients of the discrete equations have certain properties. We will ensure that these conditions are satisfied by using central or upstream weighting. (In practice, we have observed that even if these conditions are not met, convergence of the penalty method is still rapid [37] ). If we use central or upstream weighting in the following, then equation (4.1) becomes
and whereγ
For future reference, we can write the discrete equations (4.6) in matrix form. Let
, and
Note that the first and last rows ofM will have to be modified to take into account the boundary conditions. (An obvious method for applying conditions (2.5-2.6) results in the first and last rows ofM being identically zero except for positive entries on the diagonal.) In the following, we will assume that upstream and central weighting are selected so thatγ ij +β ij ≥ 0. This implies that the matrixM is an M-matrix, i.e. a diagonally dominant matrix with positive diagonals and non-positive off-diagonals. Note that all of the elements of the inverse of an M-matrix are non-negative. Let the diagonal matrixP be given bȳ
We can then write the discrete equations (4.6) as 
where F is given by equation (4.2). On the other hand, the discrete solution of the penalized problem (4.10) has the property that either 
in equation (4.6) is bounded independent of Large. It is also desirable that the bound be independent of the timestep and mesh spacing, so that Large can be chosen without regard to grid and timestep size. In Appendix A we determine sufficient conditions which allow us to bound (4.14). The results can be summarized as: Theorem 4.1 (Error in the penalty formulation of the discrete LCP). Under the assumptions that the matrixM in equation (4.10) is an M-matrix and that timesteps are selected so that
then the penalty method for the American put ( equation (4.10) with terminal condition (2.4) ) solves
where C is independent of Large, ∆τ , and ∆S. Note that condition (4.16) is not practically restrictive, since violation of this condition would result in an imbalance between time and space discretization errors. Condition (4.15) is trivially satisfied for any timestep size if a fully implicit method (θ = 0) is used. However, if Crank-Nicolson timestepping is used, condition (4.15) essentially requires the boundedness of ∆τ /(∆S)
2 . This timestep condition arises since we require that (I − θM )V n be bounded. This is essentially a requirement on the smoothness of the discrete solution using Crank-Nicolson timestepping. Note that for pure parabolic problems, careful analysis is required [28] to obtain quadratic convergence estimates for Crank-Nicolson methods (without restrictions on ∆τ /(∆S)
2 ). In fact, in [28] , it is necessary to take a finite number of fully implicit steps initially, in order to smooth rough data. This approach will be used in our numerical examples, and will be discussed in detail in later sections.
In our numerical experiments, we routinely violate condition (4.15). As a check on the solution, we monitor the quantity max American error = max
This is a measure of the maximum relative error in enforcing the American constraint using the penalty method. This quantity will be small if the quantity (4.14) is bounded, and Large is sufficently large. As long as we use the modification to Crank-Nicolson timestepping suggested in [28] , we observe that the a posteriori error check (4.20) is indeed small.
It remains an open question if we can remove condition (4.15) for the timestepping method suggested in [28] (Crank-Nicolson with a finite number of fully implicit steps).
In practice, we can use the following heuristic argument to estimate the size of Large in terms of the relative accuracy required. In equation (4.10), suppose that (1 − θ)M V n+1 and (I − θM )V n are bounded independent of Large. Then, as Large → ∞, equation (4.10) reduces to
for nodes where
Therefore, if we require that the LCP be computed with a relative precision of tol for those nodes where V n+1 i
< V * i then we should have Large 1/tol . Note that in theory, if we are taking the limit as ∆S, ∆τ → 0, then we should have
This would mean that any error in the penalized formulation would tend to zero at the same rate as the discretization error. However, in practice it seems easier (to us at any rate) to specify the value of Large in terms of the required accuracy. In other words, we specify the maximum allowed error in the discrete penalized problem. We then reduce ∆S, ∆τ until the discretization error is reduced to this level of accuracy.
5. Penalty Iteration. We will use Newton iteration to solve the discrete nonlinear equations (4.10). Of course, due regard must be paid to the discontinuous derivative which appears in the penalty term. More formally, we are solving the nonsmooth equation (4.10) using a generalized Newton iteration [4, 27, 25] .
We will define the derivative of the penalty term, which is required in the Newton iteration as
which is a particular choice of a member of the generalized Jacobian of equation (4.10). Consequently, a generalized Newton iteration applied to equation (4.10) yields the following algorithm. Let (V n+1 ) k be the k th estimate for V n+1 . For notational convenience, we will defineP
Penalty American Constraint Iteration For k = 0, . . . until convergence
It is worthwhile at this point to determine the complexity of the above iteration, compared to an explicit evaluation of the American constraint. Assuming that all of the coefficients are stored, that Crank-Nicolson timestepping is used with nonconstant timesteps, and that there are I nodes in the S direction, the first iteration of the penalty algorithm requires (i) 6I multiplies to evaluate the right hand side of equation (5.2), where we have made the pessimistic assumption thatP k V * requires I multiplies. This step also determines the entries inM , assuming all possible quantities are precomputed and stored.
(ii) 2I multiply/divides to factor the matrix in equation (5.2).
(iii) 3I multiply/divides for the forward and back solve. (iv) I divides for the convergence test. (This is also pessimistic, since we can skip the test on the first iteration, or if no constraint switches have occurred.) This gives a total of 12I multiply/divides for the first penalty iteration, and 7I multiply/divides for subsequent iterations.
If constant timesteps are used, 4I multiplies are needed to evaluate the right hand side of (5.2), leading to a total of 10I multiply/divides for the first penalty iteration, and 7I multiply/divides for subsequent iterations.
If an explicit method is used to evaluate the constraint, then there is only one matrix solve per timestep. To be precise here, an explicit method for handling the constraint is Explicit American Constraint Timestep
For constant timesteps (assuming that all coefficients are precomputed and stored), (i) 3I multiply/divides are required to evaluate the right hand side of equation (5.3), assuming thatP = 0;
(ii) assuming that the matrix is factored once and the factors stored, 3I multiply/divides are required for the forward and back solve; giving a total of 6I multiply/divides per timestep. For non-constant timesteps, (i) 5I multiply/divides are required to evaluate the right hand side of equation (5.3), assuming thatP = 0;
(ii) 2I multiply/divides are required to factor the matrix; (iii) 3I multiply/divides are required for the forward and back solve; giving a total of 10I multiply/divides per timestep.
6. Convergence of the Penalty Iteration. Recall that the basic penalty algorithm (5.2) can be written as
In Appendix B, we prove the following result: Theorem 6.1 (Convergence of the nonlinear iteration of the penalized equations). Under the assumptions that the matrixM in equation (4.10) is an M-matrix, then
• The nonlinear iteration (5.2) converges to the unique solution to equation (4.10), for any initial iterateV 0 .
• The iterates converge monotonically, i.e.V k+1 ≥V k for k ≥ 1.
• The iteration has finite termination, i.e. for an iterate sufficiently close to the solution of the penalized problem (4.10), convergence is obtained in one step. In [37] , it was demonstrated experimentally that using a smooth form of the penalty function (4.4) did not aid convergence of the solution of the nonlinear equations. Intuitively, this is somewhat surprising. It might be expected that the nonsmooth penalty function (4.4), which has a discontinuous derivative, might cause oscillations during the iterations. However, the above result concerning monotonic convergence explains why the penalty iteration works so well, even with a non-smooth derivative. SinceV k+1 ≥V k for k ≥ 1, in the worst case we haveV
No further constraint switches will occur. In other words, for any given node, the iteration will not oscillate betweenV
. Note thatV 0 can be arbitrary, but thatV 1 is given by the solution to equation (6.1). AfterV 1 is determined, the iterates increase monotonically. It is interesting to observe the connection between the penalty iteration and a pivoting method for solving the LCP. If we let the set of nodes i where V n+1 i satisfy FV n+1 i = 0 be denoted by κ, then as pointed out in [7] , we can regard a pivoting method as a technique for determining κ in a systematic way. Once κ is known, then we can order the nodes i ∈ κ first, and those nodes where V n+1 i = V * i last, and solve the resulting system. In the case whereM is an M matrix, then the pivoting method [7] becomes very simple. At the k th pivoting step, a node is placed in κ k . Any further pivoting operations will not remove that node from κ p , p > k. In the terminology of LCP algorithms, once a node has become basic, it will never become nonbasic as the algorithm proceeds. In this case, it is clear the pivoting algorithm terminates in at most number of pivoting steps equal to the size of the matrix.
Each iteration of the penalty method carries out a sorting step. Those nodes in κ k are labelled by having P i = 0. If the coefficient matrix is an M matrix, once a node is placed in κ k , it never leaves κ k on subsequent iterations. (Note that this is true only for k ≥ 1.) The next iteration simply moves nodes that are not in κ to κ, or terminates. This property would hold for a problem in any dimension, provided the coefficient matrix is an M matrix. If we have a good estimate for κ 0 , and the number of nodes which move into or out of κ is small, then the convergence of the penalty method will be rapid.
There also appears to be a connection between the approach used here and in [21] . In [21] , each iteration consists of obtaining an initial estimate of constrained nodes using a few projected relaxation iterations, then the remaining nodes are solved using a sparse iterative method. It is argued in [21] that this is a good method if a good estimate of the constrained nodes is available. In some sense the penalty method combines these two steps, since an outcome of the sparse solve in the penalty iteration is an indication of whether or not a node is still constrained.
More interestingly, we observe that the penalty iteration is rapidly convergent for multi-factor options with non-zero correlation [38] . The discretized equations in this case are not M-matrices, and in the convection dominated case, the discrete equations are nonlinear.
7. Numerical Examples. In order to carry out a careful convergence study, we need to take into consideration the fact that the payoff function (2.4) has only piecewise smooth derivatives. This can cause problems if Crank-Nicolson timestepping is used. Specifically, oscillatory solutions can be generated [41] . For example, if we consider a simple European put option, then we know that the asymptotic solution near the expiry time τ = 0 and close to the strike K is [33] put value = O τ 1/2 .
This would suggest that V ttt = O(τ −5/2 ). The local finite difference truncation error for a Crank-Nicolson step (near τ = 0) would then be O V ttt (∆τ ) 3 . If we set τ = ∆τ (the first step) then the local error would be O[(∆τ ) 1/2 ], resulting in poor convergence. Fortunately, this analysis is a bit too simplistic. The behavior of the solution in equation (7.1) is due to the non-smooth payoff near K, which causes V SS to behave (near τ = 0, S = K) as O τ −1/2 [33] . This large value of V SS causes a very rapid smoothing effect due to the parabolic nature of the PDE. Consequently, if an appropriate timestepping method is used, we can expect the initial errors to be damped very quickly. However, there is a problem with Crank-Nicolson timestepping. Crank-Nicolson is only A-stable, not strongly A-stable. This means that some errors are damped very slowly, resulting in oscillations in the numerical solution.
Since a finite volume discretization in one dimension can be viewed as a special type of finite element discretization, we can appeal to the finite element analysis in [28] . This analysis was specifically directed towards the case of parabolic PDEs with non-smooth initial conditions. Essentially, in [28] it is shown that if we take constant timesteps with a Crank-Nicolson method, then second order convergence (in time) can be guaranteed if (i) after each non-smooth initial state, we take two fully implicit timesteps, and then use Crank-Nicolson thereafter (payoffs with discontinuous derivatives qualify as non-smooth); and (ii) the initial conditions are l 2 projected onto the space of basis functions. In our case, this means that the initial condition should be approximated by continuous, piecewise linear basis functions. Table 7 .1 Value of a European put, σ = .8, T = .25, r = .10, K = 100, S = 100. Exact solution (to seven figures): 14.45191. Change is the difference in the solution from the coarser grid. Ratio is the ratio of the changes on successive grids.
However, consider the case of a simple payoff such as that for a put option. Although this has a discontinuous derivative at K, no smoothing is required provided we have a node at K. This is because we have a piecewise linear representation of the initial condition, consistent with the implied basis functions used in the finite volume method. In the case of a discontinuous initial condition, smoothing is necessary since this is not in the space of continuous piecewise linear basis functions. Finally, we remark that although second order convergence does not guarantee that the solution is non-oscillatory, in practice the above methods work well.
We can demonstrate the effectiveness of the simple idea of taking two fully implicit methods at the start and Crank-Nicolson thereafter (which we will henceforth refer to as Rannacher smoothing [28] ) for a European put option with known solution. We will use the rather extreme value of σ = .8 for illustrative purposes. Results are provided in Table 7 .1, which demonstrates that the solution with no smoothing converges erratically as the grid spacing and timestep size are reduced. In contrast, the smoothed solution shows quadratic convergence.
The reason for the poor convergence of the non-smoothed runs can be be explained by examining plots of the value V , delta (V S ), and gamma (V SS ), as shown in the left side of Figure 7 .1. (Recall that it is of practical importance to determine delta and gamma for hedging purposes [16] ). Note that although the value appears smooth, oscillations appear in delta (near the strike) and are magnified in gamma. The same problem was run using Rannacher smoothing, and the results are shown in the right side of Figure 7 .1. The oscillations in delta and gamma have disappeared. All subsequent runs will use Rannacher smoothing.
It might appear appropriate to use a timestepping method with better error damping properties, such as a second order BDF method [2] . However, our experience with this method for complex American style problems (see [35] ) was poor. We conjecture that this is due to a lack of smoothness in the time direction, causing problematic behavior for multistep methods. This effect will be addressed in some detail below.
Implicit and Explicit
Handling of the American Constraint. We will now compare an implicit treatment of the American constraint (using the penalty technique) with an explicit treatment (see pseudo-code (5.3) ). In these examples we use constant timesteps, a convergence tolerance of tol = 10 −6 (see pseudo-code (5.2)), and consequently a value of Large = 10 6 . Two volatility values were used in these examples: σ = .2, .8. We truncate the computational domain at S = S max , where condition (2.5) is applied. The grid for σ = .2 used S max = 200, while the grid for σ = .8 used S max = 1000. Both grids were identical for 0 < S < 200. The grid for σ = .8 added additional nodes for 200 < S < 1000. Table 8 .1 compares results for implicit (penalty method) and explicit handling of the American constraint with constant timesteps. First, we note that for the penalty method the total number of nonlinear iterations is roughly the same across the two values of σ at each refinement level. This indicates that the volatility parameter has little effect on the number of iterations required. Now consider the results for the case where σ = .2. Taking into account the work per unit accuracy, the implicit method is slightly superior to the explicit technique. However, note that the implicit method does not appear to be converging quadratically (the ratio of changes is about 3 instead of 4, which we would expect for quadratic convergence). The explicit method appears to be converging at a first order rate (ratio of 2). Now consider the high volatility Table 8 .1 Value of an American put option, T = .25, r = .10, K = 100, S = 100. Iters is the total number of nonlinear iterations. Change is the difference in the solution from the coarser grid. Ratio is the ratio of the changes on successive grids. Constant timesteps. Rannacher smoothing used. Work is measured in terms of number of multiply/divides.
(σ = .8) results. Taking into account the total work, it would appear that in this case the explicit method is a little better than the implicit method. The latter seems to have an error ratio of about 2.9, while the explicit method has a somewhat lower convergence rate.
As an additional accuracy check, for all runs we also monitored the quantity (4.20), which is a measure of the maximum relative error in enforcing the American constraint using the penalty method.
As well, we also monitored the size of the normalized residual of equation (4.10) for all unconstrained nodes (i.e. those nodes were P i = 0). More precisely max linear solver error = max n,i∈κ n
In Table 8 .2, we give the statistics for a single run, varying the Large parameter (equation (4.9) ). Note that the value of Large = 10 6 results in a maximum relative error in enforcing the American constraint of 10 −9 . Consequently, since this is well below the time and spatial discretization errors, we will use this value for all subsequent tests. It is interesting to see that the number of iterations is independent (equation (4.9) ). American put option, T = .25, r = .10, K = 100, sigma = .8, value at S = 100. Nodes = 269, timesteps = 100. Iters is the total number of nonlinear iterations. Constant timesteps. Rannacher smoothing used. tol = 1/Large (equation ( 5.2) ). * * * indicates iteration failed to converge, due to machine precision limitations.
of the value of Large. This is a result of the finite termination property of the iteration. We can see from Table 8.2 that the upper limit to Large is determined by machine precision. Consequently, we can solve the discrete LCP problem to arbitrary accuracy (limited by machine precision) with a fixed number of nonlinear iterations.
Analysis of Constant Timestep Examples.
In terms of approximately solving the discrete LCP (4.11), the penalty method performs as the analysis predicts. The number of nonlinear iterations per timestep is typically of the order 1.4 − 1.6, independent of the volatility, for reasonable timesteps. The a posteriori check (4.20) (a maximum relative error of 10 −9 , with tol = 10 −6 in terms of satisfaction of the discrete LCP constraint) indicates that the error introduced by the penalty method is quite small. This error is a function of tol (pseudo-code (5.2)), and hence can be adjusted to the desired level. In these examples we have violated condition (4.15), which indicates that this condition is sufficient but not necessary for bounding the size of the penalty term independent of ∆t, ∆S. However, the results are disappointing in terms of the convergence of the discretization of the LCP. We do not observe quadratic convergence for the implicit handling of the American constraint.
An error ratio of about 2.8 would be consistent with global timestepping convergence at a rate of O[(∆τ ) 3/2 ]. Now, from [29, 32] , we know that the value of an American call option (where the underlying asset pays a proportional dividend) behaves like V = const . + O τ 3/2 near the exercise boundary and close to the expiration of the contract (τ → 0). This would give a value for V τ τ τ in this region of
It appears that the behavior of the American put near the exercise boundary and close to expiry is [23] 
In the following we will ignore the in equation (9.2) and assume that the behavior of V τ τ τ is given by equation (9.1). From equation (9.1), the local time truncation error for Crank-Nicolson timestepping is (near the exercise boundary)
Assuming that the global error is of the order of the sum of the local errors, from equation (9.3) we obtain
which is consistent with the observed rate of convergence. Now, instead of taking constant timesteps, suppose we take timesteps which satisfy
where d is a specified constant. In order to take the limit to convergence, at each grid refinement we will halve both the grid spacing and d. It is reasonable to assume that the maximum change over a timestep (at least near τ = 0) will occur near K. So, from equation (7.1),
Therefore, from equations (9.5) and (9.6), we have
Assuming a local error of the form (9.3), and using equations (9.3) and (9.7), this gives a local error with the variable timesteps satisfying equation (9.5) as Therefore, suppose that we take variable timesteps consistent with (9.5). Then at each refinement stage, where we double the number of grid nodes, and double the number of timesteps (by halving d), we should see quadratic convergence. Note that we should reduce the initial timestep ∆τ 0 by four at each refinement. We make no claim that the above analysis of the time truncation error is in any way precise, but only suggestive of an appropriate timestepping strategy.
A Timestep Selector.
The timestep selector used is based on a modified form of that suggested in [18] . Given an initial timestep ∆τ n+1 , then a new timestep is selected so that
where dnorm is a target relative change (during the timestep) specified by the user. The scale D is selected so that the timestep selector does not take an excessive number of timesteps in regions where the value is small (for options valued in dollars, D = 1 is typically appropriate). In equation (10.1), we have normalized the factor used to estimate the new timestep. This is simply to avoid slow timestep growth for large values of the contract. This could be a problem with call options, for example, where the computational domain is truncated at a large value of S. If we did not examine the relative changes over a timestep, then it is possible that the timestep would be limited by large absolute changes in the solution (which would occur as S → ∞), even though the relative changes were small. Since V (S i = K, τ 0) 0, we expect that the denominator of equation (10.1) will take its largest value near S = K, since V increases rapidly there. Consequently, the timestep selector (10.1) will approximately enforce the condition that
Hence we will have
3) so that we should see a global error of O[(dnorm) 2 ], which follows from equation (9.9). Note that timestep selector (10.1) estimates the change in the solution at the new timestep based on changes observed over the old timestep. Some adjustments can be made to this simple model if a more precise form for the time evolution of the solution is assumed, but we prefer (10.1) since it is simple and conservative.
In practice, we select a (∆τ ) 0 for the coarsest grid, and then (∆τ ) 0 is cut by four at each grid refinement. There is not much of a penalty for underestimating a suitable (∆τ ) 0 since the timestep will increase rapidly if the estimate is too conservative. In the following runs, we used values of (∆τ ) 0 = 10 −3 and dnorm = .2 on the coarsest grid. The value of dnorm was reduced by two at each grid refinement.
11. Variable Timestep Examples. Table 11 .1 presents results for the cases considered in Table 8 .1, but this time using the timestep selector (10.1). In this case, the implicit method appears to be a clear winner in terms of flops per unit accuracy. Use of variable timesteps actually seems to degrade the convergence of the explicit method. This can be explained by looking at the timestep history. The timestep selector uses small timesteps at the start, and then takes large steps at the end. Note that the average timestep size (total time divided by number of timesteps) is larger for the variable timestep run compared to the constant timestep run (Table 8 .1). This clearly negatively impacts the explicit method, which seems to show a first order rate of convergence. On the other hand, the implicit method appears to exhibit close to quadratic convergence. Figure 11 .1 shows value, delta, and gamma for the σ = .2 case, using both explicit and implicit treatments of the American constraint. Although the value and delta appear similar for both cases, there are clearly large oscillations in the gamma near the early exercise boundary for the explicit method. The implicit method does show some small oscillations near the exercise boundary. However, this is due to the use of Crank-Nicolson timestepping, as noted in [6] . These oscillations disappear if fully implicit timestepping is used, as shown in Figure 11 .2.
Comparison With Binomial Lattice Methods.
It is interesting to compare the results here with those obtained using the binomial lattice method, which is commonly used in finance [33] . In Appendix C, we show that this technique is simply an explicit finite difference method on a log-transformed grid. Consequently, the truncation error is O(∆τ ), where the total number of steps is Table 11 .1 Value of an American put option, T = .25, r = .10, K = 100, S = 100. Iters is the total number (over all time steps) of nonlinear iterations. Change is the difference in the solution from the coarser grid. Ratio is the ratio of the changes on successive grids. Variable timesteps. Rannacher smoothing used. Work is measured in terms of number of multiply/divides.
The binomial lattice method requires about 3/2N
2 flops (counting only multiplies, and assuming all necessary factors are precomputed). Note that we obtain the value of the option at t = 0 only at the single point S 0 0 , in contrast to the PDE methods which obtain values for all S ∈ [0, S max ]. As a result, the methods are not directly comparable. Nevertheless, assuming that we are only interested in obtaining the solution at a single point, it is interesting and useful to compare these two techniques.
Given Therefore the implicit finite volume method is asymptotically superior to the binomial lattice method, even if the solution is desired at only one point. It is interesting to determine at what levels of accuracy we can expect the implicit PDE method to become more efficient than the binomial method. For further points of comparison, we also computed solutions to the problem used in [13] . We used two versions of the problem in [13] , one with an expiry time of T = 1 and the other with T = 5. Figure 12 .1 summarizes the convergence of both the binomial lattice and PDE methods for all four problems. The absolute error is computed by taking the exact solution as obtained by extrapolating the PDE solution down to zero grid and timestep size, assuming quadratic behavior. The Table 12 .1 Binomial lattice method. Value of an American put, T = .25, r = .10, K = 100, S = 100. Change is the difference in the solution from the coarser grid. Ratio is the ratio of the changes on successive grids. Work is measured as the number of multiplies.
PDE method becomes more efficient than the binomial lattice method at tolerances between .01 − .003 depending on the problem parameters. These crossover points occur at tolerances which would be used in practice. Note that in these comparisons, we are putting the best possible light on the binomial lattice method, since we ignore the fact that we obtain much more information with the implicit PDE technique.
13. Application of Penalty Methods to More General Problems. As derived in the Appendices, a sufficient condition for monotone convergence of the penalty iteration is that the discretized differential operator is an M-matrix. In practice, we have found that this condition is not necessary for rapid convergence of the penalty iteration. For example in [37, 38] , we have applied the penalty method to American options with stochastic volatility, convertible bonds (which have American type maximum and minimum constraints), and American options on two assets, with good results. In this case, the discretized differential operator was not an M-matrix, and if a flux limiter was used, the discretized differential operator was nonlinear. We also routinely violated the timestep condition (4.15). As long as the Rannacher smoothing technique was used, the solution was sufficiently smooth that no ill effects were observed with the penalty iteration.
Note that the discrete M-matrix condition was not required in the proof of convergence of the penalty method for an elliptic obstacle problem with the Laplacian as the differential operator [24] . However, timestep restrictions were required in the proofs of convergence of the penalty method for parabolic problems in [30] . In view of our computational experience, it appears to us that these conditions are artificial. We conjecture that the penalty iteration converges rapidly under much weaker conditions than those outlined in the Appendices.
14. Conclusion. We have derived sufficient conditions so that the solution of the discrete penalized equations solves an approximate version of the discrete LCP formulation of the American option pricing problem. The error in the approximation can be made arbitrarily small by increasing the penalty factor. We have also given sufficient conditions so that a Newton iteration method for solving the discrete nonlinear penalized equations converges monotonically to the unique solution of the nonlinear algebraic equations. This explains the observed rapid convergence of this technique.
If constant timesteps are used, the computed solution appears to converge at less than a second order rate in the limit as the grid spacing and timestep are reduced to zero. An heuristic analysis of the behavior of the solution near the exercise boundary indicates that convergence (with constant timesteps) occurs only at the rate (∆t) 3/2 . However, a timestep selection method was suggested which, based on our analysis, should be expected to restore quadratic convergence. Numerical experiments confirmed that this convergence rate was indeed obtained using this timestep selector.
In general, the use of an implicit penalty method combined with the timestep selector can be recommended. As well as being more efficient in terms of the number of flops per unit accuracy, the solution obtained using an implicit method is qualitatively superior to the solution obtained using an explicit method for handling the American constraint. The explicit solution exhibited large oscillations in gamma near the exercise boundary.
The implicit PDE method is asymptotically superior to the standard (in finance) binomial lattice method, which has only linear convergence. However, if low accuracy solutions are required at only a single point, then a binomial method can be more efficient than the PDE approach. For typical parameters, the crossover point where the PDE method is to be preferred occurs at an absolute error tolerance of between .01−.003. However, if information at more than a single point is desired, then the PDE method is always preferable. As well, the binomial lattice method is highly optimized for simple cases. For example, the addition of discretely observed barriers [3, 42] causes difficulties for binomial methods. However, this case presents no particular difficulty for a PDE finite volume method.
The penalty method described here has been applied to multi-dimensional problems as shown in [37, 38] . This method has the advantage that standard sparse matrix software can be used to solve the Jacobian matrix. This is especially important for multi-factor problems. In fact, the penalty method in [37] was applied to problems which did not satisfy the sufficient conditions derived in this work, with no apparent ill-effects. It is a topic of further research to extend the convergence results in this paper to the more general problems described in [37, 38] .
Writing equation (4.10) at node k, we have
) ≥ 0, it follows from equations (A.5) and (A.3) that
We now proceed to bound each of the terms on the right hand side of equation (A.6). Given a put payoff of the form
where K is the strike, we have V * ∞ = K. In bounding ||M V * ∞ , we note that the worst case occurs at S i = K, so that
where ∆S = min i (S i −S i−1 ). We assume that the timestep and mesh size are reduced to zero in such a way that
where this constant is independent of ∆τ, ∆S. (It does not make any sense to drive the S discretization to zero if the timestep truncation error is also not reduced as well.) Consequently, we can assume that M V * ∞ is bounded independent of Large and ∆τ, ∆S.
If we also assume that the timestep is selected so that
then we have (recalling thatM is an M-matrix with row sum r∆τ )
Assuming condition (A.10) is satisfied, it follows from equations (4.10) and (A.7) that
Note that if a fully implicit discretization is used (θ = 0), then condition (A.10) is trivially satisfied. For Crank-Nicolson timestepping, condition (A.10) implies that ∆τ /(∆S) 2 ≤ const . as ∆S, ∆τ → 0. Consequently, we have shown that
In other words, at any node where
)| ≤ C, where C is independent of Large. Therefore, by choosing Large sufficiently large, the error in the solution of the LCP can be made arbitrarily small, and Theorem 4.1 follows.
Appendix B. Monotone Convergence. We will first prove that iteration (6.1) has a monotone property. Writing (6.1) for iteration k gives
First, note that equation (B.1) always has a solution, since I + (1 − θ)M +P k−1 is a diagonally dominant M matrix, and is consequently nonsingular.
This can be written as 
Thus we always have We now demonstrate that the iteration (6.1) has finite termination. Let the set of all nodes in the discretization be denoted by ν. Given any iterateV k , we can define
Since for k ≥ 1 we have that the iterates increase monotonically, any node in κ k remains in κ j ∀j > k ≥ 1. If at any stage ν − κ k = ν − κ k−1 , then (P k −P k−1 ) = 0 and the iteration terminates with a zero update (equation (B.3) ). If a node in ν − κ k becomes unconstrained, this node moves into the set κ k+1 . This node will always remain in κ j , j > k. The number of nodes in the set ν − κ k+1 is then at least one less than the number of nodes in ν − κ k . Eventually, either ν − κ k+1 = ν − κ k or ν − κ k+1 is exhausted and the iteration terminates. Hence the iteration always converges, and a solution exits. The above argument assumes exact arithmetic. In practice, we apply the extra termination condition based on the update in algorithm (5.2) as a precaution against errors in floating point arithmetic. Of course, we will also need the update termination test if the problem has nonlinearities other than the simple American constraint.
We now demonstrate that the solution obtained by the penalty iteration is unique. Suppose there are two solutionsV 1 andV 2 to the penalized problem. LetP 1 ≡ P (V 1 ) andP 2 ≡ P (V 2 ). Then
We can write equation (B.6) as Using a similar argument as we used in proving monotone iteration, we have that for m = 0, . . . , n denote the value of the asset price at time t n = n∆t and lattice point m, where u = e σ √ ∆t and ∆t = T /N . Note that T is the expiry time of the option and N is the number of timesteps. Also note that we are considering time t going forward in this case, in contrast to τ = T − t (time going backwards) as in the previous sections. This results in a solution algorithm which proceeds backwards from t = T to t = 0 (i.e. from t = t N to t = 0). The above method is usually derived in the financial literature based on probabilistic arguments. In fact, we can see that this is equivalent to an explicit finite difference method with a particular choice for the timestep. Consider the Black-Scholes equation for a European option: Comparing equation (C.8) with algorithm (C.2), we can see that the binomial lattice method is simply an explicit finite difference discretization of the discrete LCP (2.2), with the American constraint applied explicitly.
