Tests for the joint null hypothesis of a unit root based on the components representation of a time series are developed. The proposed testing procedure is designed to detect a unit root as well as guide the practitioner regarding the specification of trend component of a time series. The limiting null distributions of the newly developed F-statistics are derived. Finite sample simulation evidence shows that the F-statistics maintain their size, and have power against the trend-break stationary alternative. The use of our methodology is illustrated through an empirical examination of the US-UK real exchange rate, the UK industrial production, and the UK CPI series.
Introduction
There is considerable literature regarding the statistical theory and application of unit root tests in time series, see Patterson (2011 Patterson ( , 2012 . Unit root tests have been routinely used in the empirical analysis to evaluate the dynamics of various economic time series such as aggregate output, industrial production, interest rates, and consumption. Knowledge of whether a time series contains a unit root or not provides guidance as to how the underlying trend in the series should be modeled as well as determine the degree of persistence in the economic variable. Since the publication of the seminal papers by Fuller (1979, 1981) , there has been a large literature devoted to devising unit root tests for different specification of the trend. For instance, Perron (1989) argued that inference drawn from the Dickey-Fuller unit root tests may be misleading if the underlying model ignores a break in the mean or trend of the time series that may result from major events such as the oil price shock or the Great Depression.
While the tests by Perron (1989) , as well as further extensions, do account for the presence of structural breaks, the practitioner cannot ascertain whether inferences drawn by these tests are affected by the possible mis-specification of the underlying model. Therefore, in this paper, we propose a methodology that allows the practitioner to test for the presence of a unit root and, at the same time, assess the validity of the underlying model. We focus on the class of unit root tests that allow for one structural break under both the null and the alternative hypothesis. As in Perron (1989 Perron ( , 1990b , we consider three different characterizations of the break under the trend-stationary alternative hypothesis: (a) the level shift model that allows for a one-time shift the mean; (b) the crash model that allows for a one-time shift in the intercept of the underlying trend; and (c) the mixed model that allows for a simultaneous break in the intercept and the slope.
New unit root tests based on the joint null hypothesis
In this section, we use the conventional components representation of a time series as discussed in Schmidt and Phillips (1992) and Popp (2008) . The data generating process of the time series {y t } T t=1 is given by:
(1) We consider three different specifications of the deterministic component:
where the parameters θ and γ measure the magnitude of the possible intercept and slope breaks, DU 0 t is a dummy variable, DU Perron and Vogelsang (1992) , M 1 refers to the crash model that allows for a one-time break in the intercept of the underlying trend function, and M 2 indicates the mixed model that allows for a simultaneous break in the intercept and slope of the underlying trend function. M 1 and M 2 were originally considered by Perron (1989) . We should point out that the data generating process does not allow for the dominant auto-regressive root to affect the dynamics of the break under the alternative hypothesis. For instance, consider the mixed model. In Perron's (1989) (6) will collapse into the Additive Outlier unit root tests proposed by Perron (1989) in the eventuality that Ψ * (L) = 1. Therefore, the Perron-type unit root tests based on (1)- (6) lie in between the Innovation Outlier tests and the Additive Outlier tests by Perron (1989) . The reduced form regressions implied by the structural model in (1)-(3) and the form of breaks in (4)- (6) 
where
We should note that the break parameter is the coefficient of the impulse dummy variable D t (T B ) in the reduced form regressions (7)-(9). The first lag differences of the dependent variable are included in regressions (7)-(9) in order to account for any additional correlation in the error term, and the appropriate value of the lag-truncation parameter, k, is determined using a data-dependent method, see Zivot and Andrews (1992) for further details. When the break-date is known to the practitioner, the unit root test is based on the t-statistics for H 0 : ρ = 1 in regressions (7)-(9). Under the unit root null hypothesis, δ = 0 in regressions (7) and (8), and ζ = 0 in regression (9).
When the true location of the break-date is unknown, regressions (7)-(9) are estimated for all possible break-dates
The break-date estimator is given by:
where tθ (T B ) is the t-statistic for θ in regressions (7) and (8) for model M 0 and model M 1 respectively, and tξ (T B ) is the t-statistic for ξ in regression (9) for model M 2 . Harvey and Mills (2004) argue that the estimated break-fraction implied by (10) is super-consistent for the true break-fraction. 4 We consider the following joint unit root null hypotheses:
For a given break-date (T B ), the F -statistic F i (T B ) for the null hypothesis H M i 0 (i = 0, 1, 2) is defined as follows:
where R i and r i are the matrices corresponding to the null hypotheses H M i 0 (i = 0, 1, 2), that is: 1, 2) are the explanatory variable vectors corresponding to regressions (7)- (9):
are the estimated parameter vectors corresponding to regressions (7)-(9): 
Limiting null distributions
In this section, we derive the limiting distribution of the F -statistics, F 0 (T B ), F 1 (T B ), and F 2 (T B ) for models M 0 , M 1 , and M 2 , respectively. The asymptotic results are derived under the assumption that the errors are i.i.d. (0, σ 2 ), so that Ψ * (L) = 1 and k = 0, see also Vogelsang and Perron (1998) . 6 First, we consider the unit root statistic for the level shift model, denoted by F 0 (T B ), whereT B is the estimated break-date that maximizes the absolute value of the t-statistics for H 0 : θ = 0 in regression (7). The data generating process under the unit root null hypothesis is: 5 The joint null hypotheses given in (11)-(13) can be rejected even if the series contains a unit root (ρ = 1). Consider, for instance, the case when the trend component is mis-specified as:
+ ρy t−1 + e t , and under the unit root null hypothesis y t = (α − β) + 2βt + y t−1 + e t . In this case, we would expect that the F -statistic will be significant owing to model mis-specification, but the t-test will be insignificant owing to the presence of a unit root. is chosen for all λ ∈ Λ and Λ is a closed subset of the interval (0, 1). The following describes the limiting distribution of the unit root statistic F 0 (T B ) based on the level shift model regression (7): Next, we consider the unit root statistic for the crash model, denoted by F 1 (T B ), whereT B is the estimated break-date that maximizes the absolute value of the t-statistics for H 0 : θ = 0 in regression (8). The data generating process under the unit root null hypothesis is: 
 .
The proof is outlined in the Appendix.
Finally, we consider the unit root statistic for the mixed model, denoted by F 2 T (T B ), whereT B is the estimated break-date that maximizes the absolute value of the t-statistics for H 0 : ξ = 0 in regression (9). The data generating process under the unit root null hypothesis is: 
standard Wiener process, and
The asymptotic distribution of our tests, F i (T B ) (i = 0, 1, 2), has been derived under the assumption that the errors are independently and identically distributed. In the presence of additional correlation in the data generating process, the asymptotic distribution of F i (T B ) (i = 0, 1, 2) will be the same as that derived in Theorems 1-3, if we include additional first difference lags of the data as shown in the regression equations (7)- (9), see Perron (1989) for further details. The number of lags to be included in the estimation regression will be determined using some data dependent algorithm as in Vogelsang and Perron (1998) .
We calculate the finite sample critical values of the unit root statistics F i (T B ) for i = 0, 1, 2 using the following data generated process:
Without loss of generality, y 0 is set equal to 0. We specify the sequence of innovations e t to be i.i.d. N(0, 1), since the asymptotic distributions are invariant to additional correlation structure of the data, see Perron and Vogelsang (1992) . In practice, a general-to-specific algorithm such as the k(t −sig) suggested by Perron and Vogelsang (1992) is used to determine the appropriate number of lagged first differences that should be included in the estimation regressions (7)- (9). We calculate the finite sample critical values for kmax = 0, 5, and six different sample sizes, T = 50, 100, 150, 200, 250, 500, using 5000 replications. The critical values of F i (T B ) for i = 0, 1, 2 are reported in Tables 1-3 .
Finite sample size and power
In this section, we present evidence regarding the finite sample performance of the new statistics for the joint null hypothesis of a unit root, namely,
, and F 2 (T B ). We generate {y t } according to the data generating process given in (1)-(6) assuming that the correlation structure of the innovation process is given by Ψ
We consider all cases corresponding to the true break-fractions λ 0 = 0.3, 0.5, and 0.7. For models M 0 and M 1 , we use the intercept-break magnitude θ = 0, 5, 10, and for model M 2 , we use combinations of the following values for intercept-break magnitude and the slope-break magnitude: θ = 0, 5, 10 and γ = 0, 5, 10. 7 We consider five different error specifications corresponding to (a 1 , b 1 ) equal to (0, 0), (0.6, 0), (−0.6, 0), (0, 0.5), and (0, −0.5). The first case implies that the errors are independently and identically distributed. The second case allows for positively correlated errors within an AR(1) framework, and the third case allows for negatively correlated errors within an AR(1) framework. The last two cases correspond to MA(1) errors with a positive and a negative moving average component in order to determine how the k(t − sig) procedure handles processes with moving average errors. The maximum number of the lag augmentation terms, kmax, is set to 5 and is reduced when the coefficient of the last augmentation term is not significant at the 5% level. The error process e t follows a standard normal process, i.e. e t ∼ N(0, 1). We consider two different sample sizes: T = 100 and T = 200. Furthermore, the trimming factor is λ * = 0.1, so that we search for the break-date implied by the interval [λ * , 1 − λ * ]. All simulations are based on 5000 replications of {y t } and were carried out in GAUSS. We evaluate the size and power of all statistics using the corresponding 5% finite sample critical values.
The size and power of the level shift model statistic (F 0 (T B )), the crash model statistic (F 1 (T B )), and the mixed model statistic (F 2 (T B )) are given in Tables 4-7 . 8 The size of F 0 (T B ) is fairly close to the nominal size in all cases, except when there is a negative moving average component in the error process. There are some size distortions when θ = 0, but these distortions disappear as the sample size increases. For instance, with θ = 0, λ 0 = 0.5, and (a 1 , b 1 ) = (0, 0), the size of F 0 (T B ) is 0.065 with T = 100 and 0.058 with T = 200. However, with θ = 5, λ 0 = 0.5, and (a 1 , b 1 ) = (0, 0), the size of F 0 (T B ) is 0.055 with T = 100 and 0.050 with T = 200. The empirical size of F 0 (T B ) is considerably higher with (a 1 , b 1 ) equal to (0, −0.5). In this case, for instance, with θ = 5 and λ 0 = 0.5, the size of F 0 (T B ) is 0.109 when T = 100 and 0.075 when T = 200. A very similar pattern emerges for F 2 (T B ). The only difference is that the size distortions when there is a negative moving average component are more pronounced. Previous studies such as Schwert (1989) and Vogelsang and Perron (1998) 7 We should note that the mixed model (M 2 ) is only appropriate when θ ̸ = 0. We feel that practitioners will seldom expect θ = 0 in empirical applications when a break in the slope of the trend-function is suspected. If a break in the slope is not expected, then we recommend that practitioners use the crash model (M 1 ) characterization of the break for trending data or the level shift model (M 0 ) for non-trending data.
8 The size and power of our statistics corresponding to θ = 0 (no break) do not depend on the location of break (λ). have also found size distortions in unit root tests when there is a negative moving average component in the time series.
While the empirical size of F 1 (T B ) follows a similar pattern as that of F 0 (T B ), the size distortions with θ = 0 are more severe.
We should point out that some size distortions are expected in the absence of a break given that the limiting null distributions of F i (T B ) (i = 0, 1, 2) given in Theorems 1-3 are derived under the assumption that there is a break under the null hypothesis. If there were no break under the null hypothesis (θ = 0 and γ = 0), then the limiting null distributions of F i (T B ) (i = 0, 1, 2) would be based on the expressions given in Theorems 1-3, evaluated at the break-date estimator derived in Costantini and Sen (2012) . 9 A number of studies have noted this discontinuity in the limiting distribution depending on whether there is a break under the null hypothesis or not, see for instance Carrion-i-Silvestre et al. (2009) . The discontinuity The power of all statistics increases with the sample size as well as the magnitude of departure from the unit root null hypothesis, as measured by the distance of the parameter ρ from one. For instance, with (a 1 , b 1 ) = (0.6, 0), λ 0 = 0.5, and θ = 5, the power of F 0 (T B ) is 0.110 when ρ = 0.9 and T = 100, 0.293 when ρ = 0.8 and T = 100, 0.358 when ρ = 0.9 and T = 200, and 0.821 when ρ = 0.8 and T = 200. A similar pattern emerges with models M 1 and M 2 . We should note that there is usually a drop in power from θ = 0 to θ > 0, but the power of our statistics increases as the break magnitude (θ) increases. The relatively high power when θ = 0, similar to the case of size, is a consequence of using critical values that assume that there is a break. Therefore, our results indicate that the empirical size of all statistics is close to the nominal size, except when there is a negative moving average root in the error process. The empirical size of our tests gets closer to the nominal size as the break magnitude increases and the sample size becomes larger. Further, our tests maintain their size quite well in the absence of a break under the unit root null hypothesis. Finally, the power of our tests increases as the sample size increases and the distance from the unit root null hypothesis widens.
Empirical application
In this section, we illustrate the application of our newly developed tests for the joint null hypothesis of a unit root. In particular, we use the level shift model for the real exchange rate between the US Dollar and the UK Pound (1971Q1-2012Q4), the crash model for the UK industrial production (1957Q1-2012Q2) , and the mixed model for the UK CPI (1990Q1-2012Q4). The data was obtained from the Main Economic Indicators, Organization of Economic Development and Cooperation. A plot of each series is shown in Figs. 1-3 . Based on the plots of these series, we choose model M 0 for the US/UK real exchange rate series, M 1 for the UK industrial production series, and M 2 for the UK CPI series. The results are summarized in Table 8 . For the US/UK real exchange rate series, we reject the joint null hypothesis of a unit root based on F 0 (T B ) at the 1% level, but fail to reject the unit root null hypothesis based on Popp's (2008) statistic t 0 (T B ), and the estimated break-date is 1987Q1. For the UK industrial production series, we reject the joint null hypothesis of a unit root based on F 1 (T B ) at the 1% level, but fail to reject the unit root null based on Popp's (2008) statistic t 1 (T B ) . The estimated break-date for UK industrial production occurs at 1974Q1. 10 Based on our results for the US/UK real exchange rate series and the UK industrial production series, the failure of t 0 (T B ) and of t 1 (T B ) to reject the null hypothesis confirms that there is a unit root in each series. The significance of F 0 (T B ) and F 1 (T B ) alerts the practitioner that the specification of the trend component is not valid for either of these series.
However, we cannot ascertain the source of model mis-specification based on the significance of the F -statistics. The source 10 It has been suggested in the literature that practitioners use the mixed model specification in empirical analysis to guard against mis-specification in the form of break, see Sen (2003) . When we used model M 2 for the UK industrial production series, the results did not change significantly. of the model mis-specification, for instance, may result from time varying parameters in the deterministic component of the time series.
Finally, for the UK CPI series, the mixed model statistic rejects both the joint null hypothesis based on F 2 (T B ) and the unit root null based on Popp's (2008) statistic, t 2 (T B ), at the 5% level, with an estimated break-date at 2008Q2. Here, we can infer that the UK CPI series is stationary, and the practitioner can determine the correct specification of the trend component using conventional testing methodologies developed for stationary processes.
Conclusions
We use the conventional components representation of a time series to devise unit root tests for the joint null hypothesis. This representation allows us to preserve the interpretation of the mean and time trend parameters under both the unit root null hypothesis and the trend-break stationary alternative hypothesis. A one-time break is allowed under the unit root null hypothesis, and so our tests guard against spurious rejection where there is in fact a break under the null hypothesis. We propose a simple testing procedure for unit root and model mis-specification based on Popp's (2008) t-statistics and our newly proposed F -statistics. When both statistics are insignificant, we can conclude that the model is correctly specified and that the series has a unit root. When the t-statistic is insignificant and the F -statistic is significant, we can infer that the time series has a unit root, but the trend component of the series is mis-specified. On the other hand, if both the t-statistic and the F -statistic are significant, the practitioner can infer that the series is stationary. In this case, the practitioner would have to use additional conventional testing methodologies designed for stationary processes to determine the correct specification of the trend component of the series. Therefore, our testing methodology is a 'diagnostic test' designed to help detect possible mis-specification in the trend component of time series, which does not lead the practitioner to the correct specification, but it provides valuable information regarding the suitability of the specification for subsequent modeling and forecasting purposes. For each model specification and the corresponding joint null hypothesis of a unit root, we derived the limiting null distribution of the proposed statistics, and tabulated their finite sample critical values. We evaluated the performance of the new statistics using simulations. Our simulations indicate that the new tests maintain the size fairly well, though the tests are under-sized when the intercept break magnitude is relatively large. The power of the tests increases with the magnitude of the departure from the unit root null hypothesis as well as the sample size. We illustrated the use of our statistics by examining the real exchange rate between the US Dollar and the UK Pound, the UK industrial production, and the UK CPI series. Our findings indicate that the UK CPI series should be modeled as a trend stationary process with a break in 2008Q2. In addition, while we fail to reject the unit root null hypothesis for both the real exchange rate between the US Dollar and the UK Pound and the UK industrial production based on Popp's (2008) statistics, we find evidence of model mis-specification in each of these series.
In future research, we will focus on extending our testing procedure to the case of multiple structural breaks. The ability for practitioners to assess the validity of the model will provide invaluable guidance in the empirical analysis of time series data.
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Appendix. Mathematical proofs
All results are based on the functional weak convergence result σ Proof of Theorem 1. Consider the data generating process given by Eq. (15). For a given break-date, T B , the regression model (7) can be written as: (A.5) Therefore, the distribution of F 0 (T B ) follows from the limiting distribution of F 0 (T B ) given in (A.5) and from the property that the break-fraction estimator,T B /T , is a T-consistent estimator of the true break-fraction, λ 0 , see Harvey and Mills (2004, page 869 and 876) .
Proof of Theorem 2. Consider the data generating process given by Eq. (17). Without loss of generality, we assume that β is equal to zero given that, under the unit root null hypothesis, F 1 (T B ) is invariant to the value of β. For a given break-date, 
