Abstract. Let (X t ) t≥0 be a continuous semimartingale. Let L z t (X) its family of local times. In [7] Yor showed that the family (L z t (X)) z∈R,t≥0 has a version that is continuous in t, càd-làg in z. In this paper we extend this result by showing that for a 'regular' family of curves parametrized by z, the corresponding family of local times has a 'regular' version. This result was used in [1] to prove a change of variable formula for continuous semimartingales.
Introduction
Let (B t ) t≥0 a Brownian motion, we define for each t > 0 the occupation time random measure on the space (R, B (R)):
(1)
∀A ∈ B (R) , µ t (A) = t 0 1 {Bs∈A} ds
In [6] , Trotter shows that almost surely for all t > 0, µ t has a density with respect to the Lebesgue measure : L is also called the family of local times of B. The notion of local time was studied extensively in the litterature ( see [5] for a complete bibliography on the subject ), this theory was expanded in many directions : from the point of view of continuous semimartingales Meyer in [3] after earlier results of Tanaka for the Brownian motion defines the local time of continuous semimartingales via a generalization of Ito's Formula: Let (X t ) t≥0 be a continuous semimartingale then for all z ∈ R there exists a process (L z t (X)) t≥0 continuous and increasing such that for all t ≥ 0 we have almost surely ( Tanaka's Formula) :
with sgn is the function defined by : (4) sgn (x) = 1
In addition, the measure dL z s (X) is almost surely carried by the set (s ≥ |X s = z) ( see proposition 1.6 of chapter 6 in [5] ). We also have in analogy to (2) called the occupation times formula. Almost surely for all Φ : R → R borelian non negative function and for all t ≥ 0:
In [7] Yor's result extends Trotter's theorem in the following way : there exists a version of (L z t (X)) t≥0,z∈R continuous in t and càd-làg in z
1
. Furthermore almost surely ∀t ≥ 0, ∀z ∈ R:
In this paper we shall extend Yor's result to a family of local times at time varying curves. First let us define the local time at a curve, this notion was mentioned briefly as a limit in probability of occupation times in [4] : Definition 1.1. Let (X t ) t≥0 a continuous semimartingale and γ : R + → R a function with finite total variation, hence X − γ is a continuous semimartingale we set :
Thus Λ γ (X) is an increasing continuous process, it's Lebesgue-Stieltjes measure dΛ γ s (X) is carried by the set {s ≥ 0|X s = γ(s)}, we shall call this process the local time of X at the curve γ and we have almost surely :
Remark 1.1. Let t 0 > 0 , in the same manner we can define the local time of X at the curve γ with basis point t 0 by :
Note that for all u, t ∈ R + :
is independant of the choice of the basis point. Remark 1.2. The previous remark enables us to define the local time of X at γ when γ is only defined on interval I ⊂ R + .
Our main result is the following theorem:
considers the open sets
There exists a version of Λ
satisfying : 
T is a non empty open set then the family Λ
is continuous in t càd-làg in z. We have almost surely forall t ≥ 0, z ∈ Ω 1 :
is continuous in t làd-càg in z. We have almost surely forall t ≥ 0, z ∈ Ω 1 : 
verifying: almost surely we have for
and the limit lim
The sequel of this paper is organized as follows : In the second section is organized as follows: In the second section we present the proof of theorem 1.1 which is inspired from Yor's proof however to deal with the dependance on t we had to come up with new technical ideas. In the third section we prove corollary 1.1.
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Proof of theorem 1.1
We set X = M + V where M is a local martingale and V a process with finite total variation, according to Tanaka's formula for all t ≥ 0, z ∈ R we have almost surely:
We set:
as in Yor's proof the main idea is to show that M z t t≥0,z∈R has a version that is continous in z and in t, to this end we use Kolmogorov's continuity theorem ( theorem 2.8 in [2] ) in a well suited space: ideally if such space is equipped with a distance d, we want to prove that there is a constant C and k ≥ 1 such that ∀z 1 , z 2 ∈ R:
We fix t > 0 and a compact K = [−m, m], first we shall prove that the family 
be the family of local times of X continuous in t and càd-làg in z. Forall s ∈ [0, t] we set:
In the first subsection the goal is to show that for k ≥ 1,
where C k is a constant that depends only on k. Note that the existence of s
is justified by the fact that if ∀s ∈ [0, t], Γ(z 1 , s) = Γ(z 2 , s) the inequality 18 is trivial.
2.1. Proof of inequality 20. Using the fact:
and Burkholder-Davis-Gundy inequality ( theorem 4.1 of chapter 4 in [5] ) we have:
Since X − Γ 2 and X have the same bracket, by the occupation times formula ( corollary 1.6 of chapter 6 in [5]) we have:
By the generalized occupation times formula ( Exercise 1.35 of chapter 6 in [5] ) we obtain:
is open then the function s → 1 Γ 1 (s)<z<Γ 2 (s) is lower semi-continuous, in other words when (s n ) n converges to s we have:
For s ∈ [0, t], we set:
and let σ n (s) ∈ [0, n + 1] the integer satisfying :
(we set for convenience s n n+2 = t) As lim n→+∞ s n σn(s) = s, by inequality 26:
The last inequality is true forall z ∈ R, by applying Fatou's lemma for the measure µ defined on (R × R + , B (R × R + )) by:
we get:
applying Fatou's lemma again:
We have:
thus we proved 20.
In the following subsection we control the last term.
Control of the term
hence:
and so inequality 36 implies:
where : (39)
is the process defined by:
It's easy to see that H n is adapted to the filtration (G u ) 0≤u≤t and that |H n | ≤ 1. We deduce that the process u 0 H n s dM s 0≤u≤t is a local martingale starting from 0 and so by Burkholder-Davis-inequality there is a constant C k such that :
For the term E 2 , we write via integration by substitution ( z = z × Γ 2 (s
where Γ is given by :
we have:
| is a constant that depends only on Γ, t and K. We establish now two necessary inequalities : LetA, B, C, D ∈ R, we have :
similarly:
, applying inequality 46 we get:
where c 2 = sup z∈K,u∈[0,t] ∂Γ ∂t (z, u) , in the same way by applying inequality 47:
Now by the last inequality we obtain:
By the estimate 37, the identity 39 and the estimates 43, 45, 51 we obtain: owing to the estimates 20, 34 and 53 we deduce the existence of a constant G k that depends only on Γ, K, t such that: 
