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Abstract
Motivated by our subfactor generalization of Wall’s conjecture, in this paper
we determine all intermediate subfactors for conformal subnets corresponding
to four infinite series of conformal inclusions, and as a consequence we verify
that these series of subfactors verify our conjecture. Our results can be stated in
the framework of Vertex Operator Algebras. We also verify our conjecture for
Jones-Wassermann subfactors from representations of Loop groups extending
our earlier results.
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1 Introduction
Let M be a factor represented on a Hilbert space and N a subfactor of M which is
irreducible, i.e.,N ′ ∩M = C. Let K be an intermediate von Neumann subalgebra for
the inclusion N ⊂ M. Note that K ′ ∩K ⊂ N ′ ∩M = C, K is automatically a factor.
Hence the set of all intermediate subfactors for N ⊂ M forms a lattice under two
natural operations ∧ and ∨ defined by:
K1 ∧K2 = K1 ∩K2, K1 ∨K2 = (K1 ∪K2)′′.
The commutant map K → K ′ maps an intermediate subfactor N ⊂ K ⊂ M to
M ′ ⊂ K ′ ⊂ N ′. This map exchanges the two natural operations defined above.
Let M ⊂ M1 be the Jones basic construction of N ⊂ M. Then M ⊂ M1 is
canonically isomorphic to M ′ ⊂ N ′, and the lattice of intermediate subfactors for
N ⊂ M is related to the lattice of intermediate subfactors for M ⊂ M1 by the
commutant map defined as above.
Let G1 be a group and G2 be a subgroup of G1. An interval sublattice [G1/G2] is
the lattice formed by all intermediate subgroups K,G2 ⊆ K ⊆ G1.
By cross product construction and Galois correspondence, every interval sublattice
of finite groups can be realized as intermediate subfactor lattice of finite index. Hence
the study of intermediate subfactor lattice of finite index is a natural generalization of
the study of interval sublattice of finite groups. The study of intermediate subfactors
has been very active in recent years(cf. [4],[12], [27], [25], [22], and [39] for a partial
list).
In 1961 G. E. Wall conjectured that the number of maximal subgroups of a finite
group G is less than |G|, the order of G (cf. [31]). In the same paper he proved his
conjecture when G is solvable. See [28] for more recent result on Wall’s conjecture.
Wall’s conjecture can be naturally generalized to a conjecture about maximal
elements in the lattice of intermediate subfactors. What we mean by maximal elements
are those subfactors K 6= M,N with the property that if K1 is an intermediate
subfactor and K ⊂ K1, then K1 = M or K. Minimal elements are defined similarly
where N is not considered as an minimal element. When M is the cross product of
N by a finite group G, the maximal elements correspond to maximal subgroups of G,
and the order of G is the dimension of second higher relative commutant. Hence a
natural generalization of Wall’s conjecture as proposed in [37] is the following:
Conjecture 1.1. Let N ⊂M be an irreducible subfactor with finite index. Then the
number of maximal intermediate subfactors is less than dimension of N ′ ∩M1 (the
dimension of second higher relative commutant of N ⊂M).
We note that since maximal intermediate subfactors in N ⊂M correspond to min-
imal intermediate subfactors in M ⊂M1, and the dimension of second higher relative
commutant remains the same, the conjecture is equivalent to a similar conjecture as
above with maximal replaced by minimal.
In [37],[14], Conjecture 1.1 is verified for subfactors coming from certain confor-
mal field theories and subfactors which are more closely related to groups and more
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generally Hopf algebras. In this paper we investigate Conjecture 1.1 for conformal
subnets A ⊂ B (cf. Definition 2.1) with finite index. Then Conjecture 1.1 in this case
states:
Conjecture 1.2. Suppose that conformal subnets A ⊂ B (cf. Definition 2.1) has
finite index. Then the number of minimal (resp. maximal) subnets between A and B is
less than the dimension of the space of bounded maps from the vacuum representation
of B to itself which commutes with the action of A.
In the above conjecture we have included both maximal and minimal cases since
the dual of conformal subnet A ⊂ B is not conformal subnet. It is also straightforward
to phrase the above conjecture in terms of Vertex Operator Algebras (VOAs) and its
sub-VOAs.
Note that any finite group G is embedded in a finite symmetric group Sn, and
using the theory of permutation orbifolds as in [38] we can always find a completely
rational net B such that G acts properly on B and with fixed point subnet A. In this
case the intermediate subnets between A and B are in one to one correspondence
with subgroups of G. So in this orbifold case the minimal version of Conjecture 1.2 is
equivalent to Wall’s conjecture. Hence Conjecture 1.2 is highly nontrivial even if we
assume that B is completely rational.
Though the orbifold case of Conjecture 1.2 in general is out of reach at present,
there are very interesting other examples of subnets coming from conformal field
theory (CFT). A large class of such examples come from conformal inclusions (cf.
§2.5), and they provide a large class of subfactors which are not related to groups. In
view of Conjecture 1.2 it is a natural question to investigate intermediate subnets of
such examples, and this is the main goal of our paper.
Our results Th. 3.8, Th. 3.11 give a complete list of intermediate conformal
subnets in subnets coming from four infinite series of maximal conformal inclusions,
and as consequence, we are able to verify Conjecture 1.2 in these examples. Our results
show that the intermediate subnets in these examples are very rare. The key idea
behind the proof of Th. 3.8 is the property of induced adjoint representation: Prop.
3.6 shows that such induced representation is always irreducible when the intermediate
subnet does not have additional weight 1 element. By locality consideration in Lemma
2.8 this forces the intermediate subnet to be simply simple current extensions when
it has no additional weight 1 element. In the case when the intermediate net has
additional weight 1 element, we use smeared vertex operators as in [34] and maximality
of conformal inclusions to show that the intermediate subnet is in fact the largest net.
The proof makes use of the analogue of statement in VOA theory that weight 1
element of a VOA forms a Lie algebra. The proof of Th. 3.11 is much simpler and
make use of normal inclusions as in §4.2 of [35].
By using properties of smeared vertex operators in §3.1, we can translate our
results in Th. 3.8, Th. 3.11 into statements about intermediate VOAs (cf. Th. 3.14).
We think it is an interesting question to find a VOA proof of Th. 3.14.
In §4 we extend our earlier results in §5 of [39] on Jones-Wassermann subfactors
and we verify that these subfactors verify Conjecture 1.1.
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In addition to what are already described as above, we have included a preliminary
section §2 where we introduce the basic notion of conformal nets, subnets , conformal
inclusions, and induction to describe the background of our results in §3 and §4.
2 Preliminaries
2.1 Preliminaries on sectors
Given an infinite factor M , the sectors of M are given by
Sect(M) = End(M)/Inn(M),
namely Sect(M) is the quotient of the semigroup of the endomorphisms of M modulo
the equivalence relation: ρ, ρ′ ∈ End(M), ρ ∼ ρ′ iff there is a unitary u ∈ M such
that ρ′(x) = uρ(x)u∗ for all x ∈M .
Sect(M) is a ∗-semiring (there are an addition, a product and an involution ρ→ ρ¯)
equivalent to the Connes correspondences (bimodules) on M up to unitary equiva-
lence. If ρ is an element of End(M) we shall denote by [ρ] its class in Sect(M). We
define Hom(ρ, ρ′) between the objects ρ, ρ′ ∈ End(M) by
Hom(ρ, ρ′) ≡ {a ∈M : aρ(x) = ρ′(x)a ∀x ∈M}.
We use 〈λ, µ〉 to denote the dimension of Hom(λ, µ); it can be ∞, but it is finite if
λ, µ have finite index. See [26] for the definition of index for type II1 case which
initiated the subject and [29] for the definition of index in general. Also see §2.3 [18]
for expositions. 〈λ, µ〉 depends only on [λ] and [µ]. Moreover we have if ν has finite
index, then 〈νλ, µ〉 = 〈λ, ν¯µ〉, 〈λν, µ〉 = 〈λ, µν¯〉 which follows from Frobenius duality.
µ is a subsector of λ if there is an isometry v ∈M such that µ(x) = v∗λ(x)v, ∀x ∈M.
We will also use the following notation: if µ is a subsector of λ, we will write as µ ≺ λ
or λ ≻ µ. A sector is said to be irreducible if it has only one subsector.
2.2 Local nets
By an interval of the circle we mean an open connected non-empty subset I of S1
such that the interior of its complement I ′ is not empty. We denote by I the family
of all intervals of S1.
A net A of von Neumann algebras on S1 is a map
I ∈ I → A(I) ⊂ B(H)
from I to von Neumann algebras on a fixed separable Hilbert space H that satisfies:
A. Isotony. If I1 ⊂ I2 belong to I, then
A(I1) ⊂ A(I2).
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If E ⊂ S1 is any region, we shall put A(E) ≡ ∨E⊃I∈I A(I) with A(E) = C if E has
empty interior (the symbol ∨ denotes the von Neumann algebra generated).
The net A is called local if it satisfies:
B. Locality. If I1, I2 ∈ I and I1 ∩ I2 = ∅ then
[A(I1),A(I2)] = {0},
where brackets denote the commutator.
The net A is called Mo¨bius covariant if in addition satisfies the following properties
C,D,E,F:
C. Mo¨bius covariance. There exists a non-trivial strongly continuous unitary rep-
resentation U of the Mo¨bius group Mo¨b (isomorphic to PSU(1, 1)) on H such
that
U(g)A(I)U(g)∗ = A(gI), g ∈ Mo¨b, I ∈ I.
D. Positivity of the energy. The generator of the one-parameter rotation subgroup
of U (conformal Hamiltonian), denoted by L0 in the following, is positive.
E. Existence of the vacuum. There exists a unit U -invariant vector Ω ∈ H (vacuum
vector), and Ω is cyclic for the von Neumann algebra
∨
I∈I A(I).
By the Reeh-Schlieder theorem Ω is cyclic and separating for every fixed A(I). The
modular objects associated with (A(I),Ω) have a geometric meaning
∆itI = U(ΛI(2πt)), JI = U(rI) .
Here ΛI is a canonical one-parameter subgroup of Mo¨b and U(rI) is a antiunitary
acting geometrically on A as a reflection rI on S1.
This implies Haag duality:
A(I)′ = A(I ′), I ∈ I ,
where I ′ is the interior of S1 \ I.
F. Irreducibility.
∨
I∈I A(I) = B(H). Indeed A is irreducible iff Ω is the unique
U -invariant vector (up to scalar multiples). Also A is irreducible iff the local von
Neumann algebras A(I) are factors. In this case they are either C or III1-factors
with separable predual in Connes classification of type III factors.
By a conformal net (or diffeomorphism covariant net) A we shall mean a Mo¨bius
covariant net such that the following holds:
G. Conformal covariance. There exists a projective unitary representation U of
Diff(S1) on H extending the unitary representation of Mo¨b such that for all
I ∈ I we have
U(φ)A(I)U(φ)∗ = A(φ.I), φ ∈ Diff(S1),
U(φ)xU(φ)∗ = x, x ∈ A(I), φ ∈ Diff(I ′),
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where Diff(S1) denotes the group of smooth, positively oriented diffeomorphism of S1
and Diff(I) the subgroup of diffeomorphisms g such that φ(z) = z for all z ∈ I ′.
A (DHR) representation π of A on a Hilbert space H is a map I ∈ I 7→ πI that
associates to each I a normal representation of A(I) on B(H) such that
πI˜ ↾A(I) = πI , I ⊂ I˜, I, I˜ ⊂ I .
π is said to be Mo¨bius (resp. diffeomorphism) covariant if there is a projective unitary
representation Upi of Mo¨b (resp. Diff(S
1)) on H such that
πgI(U(g)xU(g)
∗) = Upi(g)πI(x)Upi(g)
∗
for all I ∈ I, x ∈ A(I) and g ∈ Mo¨b (resp. g ∈ Diff(S1)).
By definition the irreducible conformal net is in fact an irreducible representation
of itself and we will call this representation the vacuum representation.
Let G be a simply connected compact Lie group. By Th. 3.2 of [7], the vacuum
positive energy representation of the loop group LG (cf. [30]) at level k gives rise to an
irreducible conformal net denoted by AGk . By Th. 3.3 of [7], every irreducible positive
energy representation of the loop group LG at level k gives rise to an irreducible
covariant representation of AGk .
Given an interval I and a representation π of A, there is an endomorphism of A
localized in I equivalent to π; namely ρ is a representation of A on the vacuum Hilbert
space H, unitarily equivalent to π, such that ρI′ = id ↾ A(I ′). We now define the
statistics. Given the endomorphism ρ of A localized in I ∈ I, choose an equivalent
endomorphism ρ0 localized in an interval I0 ∈ I with I¯0 ∩ I¯ = ∅ and let u be a local
intertwiner in Hom(ρ, ρ0) , namely u ∈ Hom(ρI˜ , ρ0,I˜) with I0 following clockwise I
inside I˜ which is an interval containing both I and I0.
The statistics operator ǫ(ρ, ρ) := u∗ρ(u) = u∗ρI˜(u) belongs to Hom(ρ
2
I˜
, ρ2
I˜
). We
will call ǫ(ρ, ρ) the positive or right braiding and ǫ˜(ρ, ρ) := ǫ(ρ, ρ)∗ the negative or left
braiding.
Let B be a conformal net. By a conformal subnet (cf. [22]) we shall mean a map
I ∈ I → A(I) ⊂ B(I)
that associates to each interval I ∈ I a von Neumann subalgebra A(I) of B(I), which
is isotonic
A(I1) ⊂ A(I2), I1 ⊂ I2,
and conformal covariant with respect to the representation U , namely
U(g)A(I)U(g)∗ = A(g.I)
for all g ∈ Diff(S1) and I ∈ I. Note that by Lemma 13 of [22] for each I ∈ I there
exists a conditional expectation EI : B(I) → A(I) such that EI preserves the vector
state given by the vacuum of A.
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Definition 2.1. Let A be a conformal net. A conformal net B on a Hilbert space
H is an extension of A or A is a subnet of B if there is a DHR representation π
of A on H such that π(A) ⊂ B is a conformal subnet. The extension is irreducible
if π(A(I))′ ∩ B(I) = C for some (and hence all) interval I, and is of finite index
if π(A(I)) ⊂ B(I) has finite index for some (and hence all) interval I. The index
will be called the index of the inclusion π(A) ⊂ B and is denoted by [B : A]. If π as
representation of A decomposes as [π] =∑λmλ[λ] where mλ are non-negative integers
and λ are irreducible DHR representations of A, we say that [π] = ∑λmλ[λ] is the
spectrum of the extension. For simplicity we will write π(A) ⊂ B simply as A ⊂ B.
Lemma 2.2. If A ⊂ B is a conformal subnet with finite index, then A ⊂ B is
irreducible.
Proof. This is proved in Cor. 3.6 of [2], without assumption of conformal covariance
of A but under the additional assumption that A is strongly additive to ensure the
equivalence of local and global intertwiners, but for conformal net A the equivalence
of local and global intertwiners for finite index representations are proved in §2 of [13],
thus the proof of Cor. 3.6 of [2] applies verbatim. 
Lemma 2.3. Suppose that A ⊂ B has finite index , and let [π] =∑λmλ[λ] be as in
Definition above. Fix an interval I and suppose that λ, λ¯ is localized on I.
(1) Let Kλ := {T ∈ B(I)|Ta = aλ(a)T, ∀a ∈ A(I)}. Then Kλ is a vector space of
dimension mλ ≤ dλ. One can find isometries Tλi ∈ Kλ, Tλi ∈ Kλ¯, 1 ≤ i ≤ mλ such
that Tλia = λ(a)Tλi , ∀a ∈ A, E(TλiTλ∗j ) = δij1/dλ, E(Tλ¯iTλ¯∗j ) = δij1/dλ, T ∗λi ∈ A(I)Tλ¯i;
Every b ∈ B(I) can be written as b =∑λi dλT ∗λiE(Tλib);
(2) Let Lλ ⊂ Kλ be subspaces with the following properties:(a) LλLµ ⊂
∑
ν A(I)Lν ;
(b) L∗λ ⊂ A(I)Lλ¯. Then there is an intermediate subnet A ⊂ C ⊂ B such that C(I) =∑
λA(I)Lλ. Conversely every intermediate subnet arises this way;
(3) If Ω is the vacuum vector of B, and denote by AΩ = H0, T ∗λiAΩ = Hλi , then
as Hilbert space H =
⊕
λi,1≤i≤mλ
Hλi , and the map
√
dλT
∗
λi
: H0 → Hλi is a unitary
intertwiner between the action of λ(A(I)) on H0 and A(I) on Hλi .
Proof. (1) and(2) follow from §3 of [25] and §2 of [22]. For (3), only unitarity has to
be checked. We have
〈T ∗λia1Ω, T ∗λia2Ω〉 = 〈a∗2E(TλiT ∗λi)a1Ω,Ω〉 = 1/dλ〈a1Ω, a2Ω〉, ∀a1, a2 ∈ A(I),
and the proof is complete. 
2.3 Induced endomorphisms
Suppose a conformal net A and a representation λ is given. Fix an open interval I
of the circle and Let M := A(I) be a fixed type III1 factor. Then λ give rises to an
endomorphism still denoted by λ of M . Suppose {[λ]} is a finite set of all equivalence
classes of irreducible, covariant, finite-index representations of an irreducible local
7
conformal net A. We will use ∆A to denote all finite index representations of net A
and will use the same notation ∆A to denote the corresponding sectors of M .
We will denote the conjugate of [λ] by [λ¯] and identity sector (corresponding to
the vacuum representation) by [1] if no confusion arises, and let Nνλµ = 〈[λ][µ], [ν]〉.
Here 〈µ, ν〉 denotes the dimension of the space of intertwiners from µ to ν (denoted
by Hom(µ, ν)). The univalence of λ and the statistical dimension of (cf. §2 of [13])
will be denoted by ωλ and d(λ) (or dλ)) respectively. Suppose that ρ ∈ End(M)
has the property that γ = ρρ¯ ∈ ∆A. By §2.7 of [23], we can find two isometries
v1 ∈ Hom(γ, γ2), w1 ∈ Hom(1, γ) such that ρ¯(M) and v1 generate M and
v∗1w1 = v
∗
1γ(w1) = d
−1
ρ
v1v1 = γ(v1)v1
By Thm. 4.9 of [23], we shall say that ρ is local if
v∗1w1 = v
∗
1γ(w1) = d
−1
ρ (1)
v1v1 = γ(v1)v1 (2)
ρ¯(ǫ(γ, γ))v1 = v1 (3)
Note that if ρ is local, then
ωµ = 1, ∀µ ≺ ρρ¯ (4)
For each (not necessarily irreducible) λ ∈ ∆A, let ε(λ, γ) : λγ → γλ (resp. ε˜(λ, γ)),
be the positive (resp. negative) braiding operator as defined in Section 1.4 of [33].
Denote by λε ∈ End(M) which is defined by
λε(x) : = ad(ε(λ, γ))λ(x) = ε(λ, γ)λ(x)ε(λ, γ)
∗
λε˜(x) : = ad(ε˜(λ, γ))λ(x) = ε˜(λ, γ)
∗λ(x)ε˜(λ, γ)∗, ∀x ∈M.
By (1) of Theorem 3.1 of [33], λερ(M) ⊂ ρ(M), λε˜ρ(M) ⊂ ρ(M), hence the following
definition makes sense:
Definition 2.4. If λ ∈ ∆A define two elements of End(M) by
aρλ(m) := ρ
−1(λερ(m)), a˜
ρ
λ(m) := ρ
−1(λε˜ρ(m)), ∀m ∈M.
aρλ (resp. a˜
ρ
λ) will be referred to as positive (resp. negative) induction of λ with respect
to ρ.
Remark 2.5. For simplicity we will use aλ, a˜λ to denote a
ρ
λ, a˜
ρ
λ when it is clear that
inductions are with respect to the same ρ.
The endomorphisms aλ are called braided endomorphisms in [33] due to its braid-
ing properties (cf. (2) of Corollary 3.4 in [33]), and enjoy an interesting set of prop-
erties (cf. Section 3 of [33]). We summarize a few properties from [33] which will be
used in this paper: (cf. Th. 3.1 , Co. 3.2 and Th. 3.3 of [33] ):
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Proposition 2.6. (1). The maps [λ]→ [aλ], [λ]→ [a˜λ] are ring homomorphisms;
(2) aλρ¯ = a˜λρ¯ = ρ¯λ;
(3) When ρρ¯ is local, 〈aλ, aµ〉 = 〈a˜λ, a˜µ〉 = 〈aλρ¯, aµρ¯〉 = 〈a˜λρ¯, a˜µρ¯〉;
(4) (3) remains valid if aλ, aµ (resp. a˜λ, a˜µ) are replaced by their subsectors. In
particular we have 〈aλ, σ〉 = 〈λ, ρσρ¯〉 if σ ≺ aµ.
The following is Porp. 2.24 of [39]:
Proposition 2.7. Suppose that ρρ¯ ∈ ∆. Then:
(1) ρ is local iff 〈1, aµ〉 = 〈ρρ¯, µ〉, ∀µ ∈ ∆A;
(2)
ρ = ρ′ρ′′ = ρ˜′ρ˜′′
where ρ′, ρ′′, ρ˜′, ρ˜′′ ∈ End(M), and ρ′, ρ˜′ are local which verifies
〈ρ′ρ¯′, µ〉 = 〈1, aµ〉 = 〈1, aρ′µ 〉
〈ρ˜′ρ˜′, µ〉 = 〈1, a˜µ〉 = 〈1, a˜ρ˜′µ 〉
∀µ ∈ ∆A. We refer to ρ′ (resp. ρ′′) as the left (resp.right) local support of ρ.
The following Lemma is Prop. 3.23 of [2] (The proof was also implicitly contained
in the proof of Lemma 3.2 of [33]):
Lemma 2.8. If ρρ¯ is local, then [aλ] = [a˜λ] iff ε(λ, ρρ¯)ε(ρρ¯, λ) = 1 iff ε(λ, µ)ε(µ, λ) =
1, ∀µ ∈ ρρ¯.
We shall make use of the following notation in §4:
Definition 2.9. For λ, µ ∈ ∆A, Zρλµ := 〈aλ, a˜µ〉.
2.4 Jones-Wassermann subfactors from representation of Loop
groups
Let G = SU(n). We denote LG the group of smooth maps f : S1 7→ G under
pointwise multiplication. The diffeomorphism group of the circle DiffS1 is naturally
a subgroup of Aut(LG) with the action given by reparametrization. In particular the
group of rotations RotS1 ≃ U(1) acts on LG. We will be interested in the projective
unitary representation π : LG → U(H) that are both irreducible and have positive
energy. This means that π should extend to LG ⋊ Rot S1 so that H = ⊕n≥0H(n),
where the H(n) are the eigenspace for the action of RotS1, i.e., rθξ = exp(inθ) for
θ ∈ H(n) and dim H(n) < ∞ with H(0) 6= 0. It follows from [30] that for fixed
level k which is a positive integer, there are only finite number of such irreducible
representations indexed by the finite set
P k++ =
{
λ ∈ P | λ =
∑
i=1,··· ,n−1
λiΛi, λi ≥ 0 ,
∑
i=1,··· ,n−1
λi ≤ k
}
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where P is the weight lattice of SU(n) and Λi are the fundamental weights. We will
write λ = (λ1, ..., λn−1), λ0 = k −
∑
1≤i≤n−1 λi and refer to λ0, ..., λn−1 as components
of λ.
We will use Λ0 or simply 1 to denote the trivial representation of SU(n). For
λ, µ, ν ∈ P k++, define Nνλµ =
∑
δ∈P k++
S
(δ)
λ S
(δ)
µ S
(δ∗)
ν /S
(δ
Λ0
) where S
(δ)
λ is given by the
Kac-Peterson formula:
S
(δ)
λ = c
∑
w∈Sn
εw exp(iw(δ) · λ2π/n)
where εw = det(w) and c is a normalization constant fixed by the requirement that
S
(δ)
µ is an orthonormal system. It is shown in [17] P. 288 that Nνλµ are non-negative
integers. Moreover, define Gr(Ck) to be the ring whose basis are elements of P
k
++ with
structure constants Nνλµ. The natural involution ∗ on P k++ is defined by λ 7→ λ∗ = the
conjugate of λ as representation of SU(n). Note that λ→ Sλµ
S1µ
gives a representation
of Gr(Ck).
We shall also denote S
(Λ)
Λ0
by S
(Λ)
1 . Define dλ =
S
(λ)
1
S
(Λ0)
1
. We shall call (S
(δ)
ν ) the
S-matrix of LSU(n) at level k.
We shall encounter the Zn group of automorphisms of this set of weights, generated
by
σ : λ = (λ1, λ2, · · · , λn−1)→ σ(λ) = (k − 1− λ1 − · · ·λn−1, λ1, · · · , λn−2).
Define col(λ) = Σi(λi − 1)i. col(λ) will be referred to as the color of λ. The central
element exp 2pii
n
of SU(n) acts on representation of SU(n) labeled by λ as exp(2piicol(λ)
n
).
The irreducible positive energy representations of LSU(n) at level k give rise to an
irreducible conformal net A (cf. [18]) and its covariant representations. We will use
λ = (λ1, ...λn−1) to denote irreducible representations of A and also the corresponding
endomorphism of M = A(I).
All the sectors [λ] with λ irreducible generate the fusion ring of A.
For λ irreducible, the univalence ωλ is given by an explicit formula (cf. 9.4 of
[PS]). Let us first define hλ =
c2(λ)
k+n
where c2(λ) is the value of Casimir operator
on representation of SU(n) labeled by dominant weight λ. hλ is usually called the
conformal dimension. Then we have: ωλ = exp(2πihλ). The conformal dimension of
λ = (λ1, ..., λn−1) is given by
hλ =
1
2n(k + n)
∑
1≤i≤n−1
i(n−i)λ2i+
1
n(k + n)
∑
1≤j≤i≤n−1
j(n−i)λjλi+ 1
2(k + n)
∑
1≤j≤n−1
j(n−j)λj
(5)
The following result is proved in [32] (See Corollary 1 of Chapter V in [32]).
Theorem 2.10. Each λ ∈ P (k)++ has finite index with index value d2λ. The fusion ring
generated by all λ ∈ P (k)++ is isomorphic to Gr(Ck).
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Remark 2.11. The subfactors in the above theorem are called Jones-Wassermann
subfactors after the authors who first studied them (cf. [15],[32]).
Definition 2.12. v := (1, 0, ..., 0), v0 := (1, 0, ..., 0, 1), ω
i = kΛi, 0 ≤ i ≤ n − 1. v
(resp. v0) will be referred to as vector (resp. adjoint) representation.
The following is observed in [11]:
Lemma 2.13. Let (0, ..., 0, 1, 0, ...0) be the i-th (1 ≤ i ≤ n− 1) fundamental weight.
Then [(0, ..., 0, 1, 0, ...0)λ] are determined as follows: µ ≺ (0, ..., 0, 1, 0, ...0)λ iff when
the Young diagram of µ can be obtained from Young diagram of λ by adding i boxes
on i different rows of λ, and such µ appears in [(0, ..., 0, 1, 0, ...0)λ] only once.
Lemma 2.14. (1) If [λ] 6= ωi for some 0 ≤ i ≤ n− 1, then v0 ≺ λλ¯;
(2) If λ1λ2 is irreducible, then either λ1 or λ2 = ω
i for some 0 ≤ i ≤ n− 1;
(3) Suppose that λ has color 0modn. Then λ ≺ vm0 for some m ∈ N.
Proof. (1), (2) is lemma 2.30 of [39]. By the lemma above λ ≺ vl for some l ∈ N,
and since col(λ) = 0 modn, we have l = nl1, l1 ∈ N. Since 1 ≺ vn, 1 ≺ v¯n, we have
[vn] ≺ [vnv¯n] = ([v0] + [1])n, and (3) follows. 
2.5 Subnets from conformal inclusions
Let G ⊂ H be inclusions of compact simply connected Lie groups. LG ⊂ LH is
called a conformal inclusion if the level 1 projective positive energy representations
of LH decompose as a finite number of irreducible projective representations of LG.
LG ⊂ LH is called a maximal conformal inclusion if there is no proper subgroup G′ of
H containing G such that LG ⊂ LG′ is also a conformal inclusion. A list of maximal
conformal inclusions can be found in [24].
Let H0 be the vacuum representation of LH , i.e., the representation of LH asso-
ciated with the trivial representation of H . Then H0 decomposes as a direct sum of
irreducible projective representation of LG at level K. K is called the Dynkin index
of the conformal inclusion.
We shall write the conformal inclusion as GK ⊂ H1. Note that it follows from the
definition that AH1 is an extension of AGK . We shall limit our consideration to the
following conformal inclusions so we can use the results of [33]:
SU(n)n−2 ⊂ SU
(
n(n− 1)
2
)
1
, N ≥ 4; (6)
SU(n)n+2 ⊂ SU
(
n(n+ 1)
2
)
1
; (7)
SU(n)n ⊂ Spin(n2 − 1)1, N ≥ 2; (8)
SU(n)m × SU(m)n ⊂ SU(mn)1. (9)
Note that except equation (9), the above cover all the infinite series of maximal
conformal inclusions of the form SU(N) ⊂ H with H being a simple group.
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3 Intermediate subnets in confonmal subnets as-
sociated with conformal inclusions
Let A ⊂ B be conformal subnets associated with conformal inclusions in §2.5, i.e.,
A = AGk ⊂ B = AH1 . Our goal in this section is to list all intermediate subnets
A ⊂ C ⊂ B.
The spectrum [π] =
∑
λmλλ of A ⊂ B is given by [1] and [21]. One interesting
feature is that all mλ = 1. We write HB = ⊕λHλ with H0 the vacuum representation
of A, and HB (resp. HC) the vacuum representation space of B (resp. HC).
Fix an interval I and let M = A(I) ⊂ C(I), ρ ∈ End(M), ρρ¯ = HC ∈ ∆A where we
use HC to denote the restriction of the vacuum representation of C to A. For λ ∈ ∆A,
we will write aCλ := a
ρ
λ.
3.1 Smeared Vertex Operators
Let g (resp. h) be the Lie algebra of G (resp. H). Choose a basis eα, e−α, hα in
hC := h ⊗ C with α ranging over the set of roots as in §2.5 of [30]. Let Xα :=
i(eα + e−α), Yα := (eα − e−α). Denote by hˆ the affine Kac-Moody algebra (cf. P. 163
of [20]) associated to hC. Note hˆ = hC⊗C[t, t−1]⊕Cc, where Cc is the 1-dimensional
center of hˆ. For X ∈ h, Define X(n) := X ⊗ tn, X(z) :=∑nX(n)z−n−1 as on Page
312 of [19].
Let π0 be the vacuum representation of LH1 on HB with vacuum vector Ω. Let D
be the generator of the action of the rotation group on HB. H
0
B will denote the finite
linear sum of the eigenvectors of D. For ξ ∈ HB, we define ||x||s = ||(1+D)sx||, s ∈ R.
Hs := {x ∈ H0B| ||x||s < ∞} and H(∞) = ∩s∈RHs. Note that when s ≥ 0, Hs is a
complete space under the norm ||.||s. Clearly H0B ⊂ H(∞). The elements of H0B (resp.
H(∞)) will be called finite energy vectors (resp. smooth vectors). The eigenvalue of
D is sometimes referred to as energy or weight.
Let us recall a few elementary facts about vertex operators which will be used.
See [8] or [16] for an introduction on vertex operator algebras. Define End(H0B) to be
the space of all linear operators (not necessarily bounded) from H0B to H
0
B and set
End(H0B)[[z, z
−1]] := {
∑
n∈Z
vnz
n|vn ∈ End(H0B)}.
By the statement on P. 154 of [9] which follows from Th. 2.4.1 of [9] there exists a
linear map
ψ ∈ H0B → V (ξ, z) =
∑
m∈Z
ψ(m)z−m−1 ∈ End(H0B)[[z, z−1]]
with the following properties:
(1) ψ(−1)Ω = ψ;
(2) If
ψ = Xi1(−1)...Xit(−1)Ω,
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then
V (ψ, z) =: Xi1(z)...Xit(z) :
where :, : are normal ordered products (cf. (2.38), (2.39) of [5]).
V (ψ, z) is called a vertex operator of ψ.
Let f =
∑
m f(m)z
m be a smooth test function. Define
||f ||s =
∑
n∈Z
(1 + |m|)s|f(m)|.
The smeared vertex operator V (ψ, f) is defined to be:
V (ψ, f) =
1
2πi
∫
S1
V (ψ, z)fdz =
∑
m
f(m)ψ(m).
V (ψ, f) is a well defined operator on H0B. Let V (ψ, f)
FA be the formal adjoint of
V (ψ, f) on H0B. It is defined by the equation
〈V (ψ, f)x, y〉 = 〈x, V (ψ, f)FAy〉, ∀x, y ∈ H0B
where 〈, 〉 is the inner product on Hilbert space H0B.
Lemma 3.1. The subspace spanned by V (ψ, f)Ω, ∀ψ ∈ H0λ = Hλ ∩ H0B, ∀f smooth,
suppf ∈ I, is dense in Hλ.
Proof. The proof is essentially the same as the proof of Reeh-Schlieder Th. Let
ξ ∈ Hλ be a vector which is orthogonal to the subspace spanned by V (ψ, f)Ω, ∀ψ ∈
H0λ, suppf ∈ I. Suppose J is an open interval such that J¯ ⊂ I, and f is a smooth
function with support in J . Consider the function
F (z) = 〈exp(izD)ξ, V (ψ, f)Ω〉.
Since the spectrum of D on Hλ is a subset of non-negative integers, it follows that
F (z) is holomorphic on the upper half plane, continues on the real line, and vanishes
on an open interval on the real line. It follows by Schwartz reflection principle that
F (z) is identically zero, and we have
〈exp(itD)ξ, V (ψ, f)Ω〉 = 〈ξ, exp(−itD)V (ψ, f) exp(itD)Ω〉 = 0, ∀t ∈ R.
On the other hand exp(−itD)V (ψ, f) exp(itD)Ω = V (ψ,Rt(f))Ω, where Rt(f)(z) =
f(exp(it)z). Choose a covering of S1 by intervals RtiI, 1 ≤ n ≤ n and smooth functions
fi with support in RtiI, 1 ≤ n ≤ n such that
∑
1≤i≤n fi =
1
z
, then
0 = 〈ξ,
∑
1≤i≤n
V (ψ, fi)Ω〉 = 〈ξ, ψ〉, ∀ψ ∈ H0λ.
Since H0λ is dense in Hλ, we conclude that ξ = 0 and the lemma is proved. 
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Recall HB = ⊕λHα as representations of LGk or AGk . The lowest energy space
of Hα, denoted by Hλ(0) is a highest weight module of G with weight λ. The vertex
operator
V (ψ, z) : Hλ(0)→ End(H0B)[[z, z−1]]
is a primary vertex operator for gˆ with highest weight λ(cf. [19] and [9]). By a slightly
abuse of notations we write such operator as V (λ) =
∑
m V (λ)mz
−m−1.
Definition 3.2. We define V (λ)V (µ)H0 to be the linear span of V (λ)mV (µ)nH
0
0 , ∀n,m.
Note that by definition V (λ)V (µ)H0 is a gˆ submodule ofHB, and if V (λ)V (µ)H0 ⊃
H00 , then λ = µ¯.
The weight 1 element in HB is a Lie algebra isomorphic to hC and will be identified
with hC. It has a subspace isomorphic to gC. The vertex operator associated with
h, V (h, z) is usually written as h(z), similarly we write V (h, f) as h(f). h(f) are skew
adjoint unbounded operators if f = f ∗. The orthogonal complement of gC in hC,
denoted by hC ⊖ gC is a direct sum of Hλ(0) with hλ = 1.
Lemma 3.3. (1) Let Tλ, Tµ be as in Lemma 2.3. Then
T ∗λT
∗
µH0 ⊂ V (λ)V (µ)H0;
(2) If E(TνT
∗
λT
∗
µ) 6= 0, then Hν ⊂ V (λ)V (µ)H0;
Proof. Ad (1): We choose interval I1 which is disjoint from I. By Lemma 3.1 it is
sufficient to check that for all smooth f with support in I1 and ψ ∈ H0µ,
T ∗λV (ψ, f)Ω ∈ V (λ)V (µ)H0.
By choosing H trivial in Prop. 2.3 of [34], we know that V (ψ, f) is affiliated with
B(I1), and by locality we have T ∗λV (ψ, f)Ω = V (ψ, f)T ∗λΩ. Since V (µ)V (λ)H0 is a
gˆ module, the orthogonal complement of V (µ)V (λ)H0 is a direct of irreducible gˆ
module.
Now suppose that ξ ∈ H0B is orthogonal to V (µ)V (λ)H0. Choose χn ∈ H0λ such
that χn → T ∗λΩ in norm. Then by Lemma 1 of [34]
〈V (ψ, f)χn, ξ〉 = 0 = 〈χn, V (ψ, f)∗ξ〉.
Now let n go to infinity we have
〈T ∗λΩ, V (ψ, f)∗ξ〉 = 0 = 〈V (ψ, f)T ∗λΩ, ξ〉,
and (1) is proved.
Ad (2): Since T ∗λT
∗
µ =
∑
ν T
∗
νE(TνT
∗
λT
∗
µ), it follows that from (1) if E(TνT
∗
λT
∗
µ) 6=
0, then E(TνT
∗
λT
∗
µ)
∗ ∈ A(I) is an isometry up to non-zero constant, and so Hν =
T ∗νA(I)Ω ⊂ T ∗λT ∗µA(I)Ω ⊂ V (λ)V (µ)H0. 
Lemma 3.4. Suppose that Hλ ∈ HC with hλ = 1. Let ψ ∈ Hλ ∩ (h⊖ g), and f = f ∗
a smooth function with support in I. Then exp(V (ψ, f)) ∈ C.
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Proof. Let EC : B → C be the conditional expectation which is implemented by the
projection PC on HB with range HC. We first show that
PCV (ψ, f) exp(tV (ψ, f))Ω = V (ψ, f)PC exp(tV (ψ, f))Ω.
For any b ∈ B(I ′) we have
〈PCV (ψ, f) exp(tV (ψ, f))Ω, bΩ〉 = 〈V (ψ, f) exp(tV (ψ, f))Ω, EC(b)Ω〉
= −〈exp(tV (ψ, f))Ω, V (ψ, f)EC(b)Ω〉.
Since by Prop. 2.3 of [34] V (ψ, f) is skew self adjoint and is affiliated with B(I), and
note that V (ψ, f)Ω ∈ Hλ ⊂ HC, it follows that
〈exp(tV (ψ, f))Ω, V (ψ, f)EC(b)Ω〉 = 〈exp(tV (ψ, f))Ω, EC(b)V (ψ, f)Ω〉
= 〈exp(tV (ψ, f))Ω, PCbV (ψ, f)Ω〉
= 〈PC exp(tV (ψ, f))Ω, V (ψ, f)bΩ〉.
By (2) of Lemma 4 in [34] PC exp(tV (ψ, f))Ω ∈ H(∞), and H(∞) is in the domain
of skew self adjoint operator V (ψ, f). It follows that
〈PC exp(tV (ψ, f))Ω, V (ψ, f)bΩ〉 = −〈V (ψ, f)PC exp(tV (ψ, f))Ω, bΩ〉,
and we have shown that
〈PCV (ψ, f) exp(tV (ψ, f))Ω, bΩ〉 = 〈V (ψ, f)PC exp(tV (ψ, f))Ω, bΩ〉.
By Reeh-Schleder Th. we have shown that
PCV (ψ, f) exp(tV (ψ, f))Ω = V (ψ, f)PC exp(tV (ψ, f))Ω.
Set F (t) := 〈PC exp(tV (ψ, f))Ω, exp(tV (ψ, f))Ω〉. Then F (0) = 1 and
F ′(t) = 〈V (ψ, f) exp(tV (ψ, f))Ω, PC exp(tV (ψ, f))Ω〉+
〈exp(tV (ψ, f))Ω, PCV (ψ, f) exp(tV (ψ, f))Ω〉 = 0
where we have used
PCV (ψ, f) exp(tV (ψ, f))Ω = V (ψ, f)PC exp(tV (ψ, f))Ω
and PC exp(tV (ψ, f))Ω ∈ H(∞), and H(∞) is in the domain of skew self adjoint
operator V (ψ, f). It follows that F (t) = 1 and we conclude that
exp(tV (ψ, f))Ω ∈ HC
which proves our lemma. 
The following uses an analogue of VOA statement that weight 1 space has a Lie
algebra structure.
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Lemma 3.5. If Hλ ⊂ HC with hλ = 1, then C = B.
Proof. By Lemma 3.4 for any ψ ∈ Hλ∩h, and f = f ∗ a smooth function with support
in I, we have exp(V (ψ, f)) ∈ C. Since the conformal inclusions are maximal, it follows
that the Lie algebra generated by g and ψ is in fact Lie algebra h. By Lie’s formula,
if exp(iV (ψj , fj)) ∈ C(I), j = 1, 2 then
((exp(V (ψ1, f1)/n) exp(V (ψ2, f2)/n)(exp(−V (ψ1, f1)/n) exp(−V (ψ2, f2)/n))n2
converges strongly to
exp([V (ψ1, f1), V (ψ1, f1)]).
On the other hand
[V (ψ1, f1), V (ψ2, f1)] = V ([ψ1, ψ2], fg) + 〈ψ1, ψ2〉
∫
S1
f1f2dz/z.
It follows that for any ψ ∈ h, and smooth functions f = f ∗ with support in I we have
that
exp(V (ψ, f)) ∈ C(I).
Since B(I) is generated as a von Neumann algebra by such elements, we have shown
that C = B. 
3.2 Induction of the adjoint representation
The following is a key observation in this section, and is already implicitly contained
in (3) of Lemma 2.33 in [39].
Proposition 3.6. Suppose that C contains no weight 1 element except those in A,
then aCv0 is irreducible.
Proof. By Lemma 2.13 we have
[v0
2] = [1]+2[v0]+[(2, 0, ..., 0, 2)]+[(0, 1, 0, ..., 1, 0)]+[(0, 1, 0, ..., 0, 2)]+[(2, 0, ..., 0, 1, 0)]
By computing the conformal dimensions of the descendants of v0
2 using equation (5)
we have
h(2,0,...,0,2) =
2 + 2n
k + n
, h(0,1,...,0,2) = h(2,0,...,1,0) =
2n
k + n
, h(0,1,...,1,0) =
2n− 2
k + n
Hence if C contains no weight 1 element except those in A, then
〈aCv0 , aCv0〉 = 〈HC, v0v0〉 = 1
where recall that we use HC to denote the restriction of the vacuum representation of
C to A, and the proposition is proved. 
Lemma 3.7. Suppose that ǫ(λ, v0)ǫ(v0, λ) = 1, then λ = ω
i for some 0 ≤ i ≤ n.
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Proof. By definition we have
Sv0λ
S1λ
= dv0 .
From [v][v¯] = [1] + [v0] we have
Svλ
S1λ
Sv¯λ
S1λ
= dv0 + 1 ≤ dvdv¯ = dv0 + 1
It follows that we must have |Svλ
S1λ
| = dv. For any positive integer k, suppose that
[vk] =
∑
µmµ[µ], then we have
dnv = |
∑
µ
mµ
Sµλ
S1λ
| ≤
∑
µ
mµ|Sµλ
S1λ
| ≤
∑
µ
mµdµ = d
n
v .
It follows that |Sµλ
S1λ
| = dµ, ∀µ ≺ vk. Since every irrep of A occurs in some vk, it follows
that we must have |Sµλ
S1λ
| = dµ, ∀µ. Square both sides and sum over µ, we have proved
that dλ = 1, and hence the Lemma. 
3.3 List of intermediate subnets from conformal inclusions
Theorem 3.8. (1) For the subnet A ⊂ B corresponding to conformal inclusions in 8,
when n is odd (resp. even) the intermediate subnet C are in one to one correspondence
with the abelian subgroup Zn (resp. Zn/2) generated by ω, (resp. ω
2) i.e., if ωi, ik = n
(resp. ω2i, 2ik = n) is a generator of this subgroup, then the spectrum of C is HC =∑
1≤j≤kHωij (resp. HC =
∑
1≤j≤kHω2ij);
(2): For the subnet A ⊂ B corresponding to conformal inclusions in 6, 7, when
n is odd there is no intermediate subnet. When n = 2m is even, the only nontrivial
intermediate subnet C is a Z2 extension of A by the simple current ωm, i.e., the
spectrum is HC = H0 +Hωm ;
Proof. Ad (1): By Lemma 3.5 we can assume that C has no weight 1 elements besides
those of A. By Prop. 3.6 we know that aCv0 is irreducible. In the case of conformal
inclusions in 8, since the vector representation of LH, when restricting to A, contains
the adjoint representation, it follows from (4) of 2.6 that aCv0 must contain a DHR
representation of C. Since aCv0 is irreducible, it follows that aCv0 is a DHR representation
of C, i.e., [aCv0 ] = [a˜Cv0 ]. By Lemma 2.8 we must have for any λ ∈ HC, ǫ(λ, v0)ǫ(v0, λ) = 1.
By Lemma 3.7 we conclude that λ = ωi for some 0 ≤ i ≤ n. (1) now follows easily by
inspection of the spectrum of A ⊂ B in [1].
Ad (2): In the case of conformal inclusions in 6 (resp. 7) , we note that the vector
representation of LH, when restricting to A, contains the antisymmetric representa-
tion (0, 1, 0, ..., 0) (resp. symmetric representation (2, 0, 0, ...0) of A).) Since
〈aCv2 , aCv2〉 = 〈[aC(2,0,...,0)] + [aC(0,1,0,...,0)], [aC(0,2,0,...,0)] + [aC(1,1,0,...,0)]〉 = 〈aCvv¯, aCvv¯〉 = 2,
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it follows that both aC(2,0,...,0) and a
C
(0,1,0,...,0) are irreducible. Hence as in the proof of (1),
for the case of conformal inclusions in 6 (resp. 7), aC(0,1,0,...,0) (resp. a
C
(2,0,...,0)) are DHR
representations of C. It follows that if λ ∈ HC, then ǫ(λ, (0, 1, 0, ..., 0))ǫ((0, 1, 0, ..., 0), λ) =
1 (resp.ǫ(λ, (2, 0, ..., 0))ǫ((2, 0, ..., 0), λ) = 1). Similarly ǫ(λ, (0, 0, ..., 0, 1, 0))ǫ((0, 0, ..., 1, 0), λ) =
1 (resp.ǫ(λ, (0, 0, ..., 2))ǫ((0, 0, ..., 2), λ) = 1).
Since by Lemma 2.14 v0 appears in the product of (0, 1, 0, ..., 0) (resp. (2, 0, ..., 0))and
its conjugate, it follows that ǫ(λ, v0)ǫ(v0, λ) = 1. By Lemma 3.7 we conclude that
λ = ωi, 1 ≤ i ≤ n, and (2) follows by inspection of the spectrum of A ⊂ B as given in
[21]. 
We note that the same idea in the proof of Theorem above gives a proof of the
following:
Corollary 3.9. Suppose ASU(n)k ⊂ C, n 6= n, n±2, and there is a representation of C,
when restricting to ASU(n)k , contains v0. Then C is an extension by simple currents.
Remark 3.10. Since conformal inclusion SU(2)10 ⊂ Spin(5)1 is not a simple current
extension, this example shows that the condition in the above corollary is necessary. In
fact in this case the adjoint representation of ASU(2)10 does not appear in the restriction
of any irreps of ASpin(5)1 .
Theorem 3.11. For the subnet A ⊂ B associated with 9, let (n,m) = p, n = n1p,m =
m1p. Then the intermediate subnets C are in one to one correspondence with the sub-
group of Zp, i.e.,each such C has spectrum HC =
∑
0≤l≤k2
H(ωn1k1l,ω˙m1k1l) with k1k2 = p,
where we use λ˙ to denote the highest weights of SU(m)n.
Proof. SinceASU(n)m ⊂ B is normal (cf. §4 of [35]), it follows that for each (λ, λ˙) ∈ HC,
we must have [aCλ] = [a
C
λ˙
], and λ → aCλ is a ring isomorphism. So if (λi, λ˙i) ∈ HC, i =
1, 2, and
λ3 ≺ λ1λ2, then [aCλ3 ] ≺ [aCλ1λ2 ] = [aCλ˙1λ˙2 ], it follows there must be a λ˙3 such that
[aCλ3 ] = [a
C
λ˙3
] and (λ3, λ˙3) ∈ HC.
It follows that C are in one to one correspondence with the set RC of λ with color
zero mod n which are closed under conjugation and fusion product. If RC contains
any λ with dλ 6= 1, by Lemma 2.14 we have v0 ∈ R, and it follows that R contains all
λ with color zero mod n, in which case C = B. Now assume that dλ = 1 if λ ∈ RC.
The RC must be a subgroup generated by ω
n1k1, k1k2 = p. Since the color of elements
in RC is zero mod n, our Theorem follows. 
By checking the list of intermediate subnets from Th. 3.8 and Th. 3.11 we
immediately have:
Corollary 3.12. Conjecture 1.2 is true for AGK ⊂ AH1 where GK ⊂ H1 are confor-
mal inclusions in 6,7,8 and 9.
For the conformal inclusions Gk ⊂ H1, we write VA (resp. VB) the VOA (cf. [9])
associate with affine gˆ at level k (resp. affine hˆ at level 1) We have natural inclusion
VA ⊂ VB. We are interested in VOA VC such that VA ⊂ VC ⊂ VB. We say a VOA is
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simple it is irreducible as a representation over itself. Note that VC will be direct sum
of gˆ modules, and we can write VC = ⊕Hλ and we refer to those λ which appear in
VC as the spectrum of VC.
Proposition 3.13. For any simple VOA VC such that VA ⊂ VC ⊂ VB, there corre-
sponds a unique intermediate subnet C such the spectrum of A ⊂ C is the same as the
spectrum of VA ⊂ VC.
Proof. Fix an interval I. For each λ in the spectrum of VA ⊂ VC, denote by Tλ be
as in Lemma 2.3. By Lemma 3.3, it follows that if E(TνT
∗
λT
∗
µ ) 6= 0 where λ, µ are
in the spectrum of VA ⊂ VC, then ν is also in the spectrum of VA ⊂ VC. If λ is in
the spectrum of VA ⊂ VC but λ¯ is not, then by the remark after Definition 3.2 the
action of VC on Hλ will span an invariant subspace of HC which does not contain H0,
contradicting our assumption that C is simple. By (2) of Lemma 2.3, A, Tλ where λ
is in the spectrum of VA ⊂ VC generate an intermediate subnet C with its spectrum
the same as the spectrum of VA ⊂ VC. 
The above proposition immediately implies the following theorem:
Theorem 3.14. The set of intermediate simple VOA VC in VA ⊂ VB for conformal
inclusions 6,7,8 and 9 are in one to one correspondence with the set of intermediate
subnets C of A ⊂ B with the same spectrum as given in Th. 3.8 and Th. 3.11.
Remark 3.15. We note that the simple intermediate VOAs in the above theorem
are simple current extensions of affine VOAs, and they are well understood in VOA
literature (cf.[6]).
4 Verifying Conjecture 1.1 for Jones-Wassermann
subfactors
In this section we extend the results in Cor. 5.23 of [39].
Let λ be an irreducible representation of ASU(n)k localized on I,M := ASU(n)k(I).
Suppose λ = c1c2 where ci ∈ End(M), i = 1, 2, c1(M) is an intermediate subfactor of
λ(M) ⊂ M. We note that c1c¯1 ≺ λλ¯. We say the intermediate subfactor c1(M) is of
abelian type if [c1c¯1] =
∑
1≤i≤j [ω
ij1], jj1 = n. The following Lemma appears as Lemma
5.22 in the correction of proof of [39] and we include its proof:
Lemma 4.1. Assume that Zc11µ = δ1µ, ∀µ where Zc1 is defined as in Definition 2.9.
Then 〈c1c2, c1c2〉 = 〈c1c¯1, c¯2c2〉.
Proof By §2 of [10] we have Zc1µ1µ2 = δµ1τ(µ2) where µ → τ(µ) is an order two
automorphism of fusion algebra. It follows that [a˜µ] = [aτ (µ)], and by [3] irreducible
sectors of c¯1νc1 are of the form aµ, ∀µ. Since
〈c2c¯2, aµ〉 = 〈c2, aµc2〉 = 〈c2, c2µ〉 = 〈c¯2c2, aµ〉 = 〈ac¯2c2, aµ〉,
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we conclude that [c2c¯2] = [ac¯2c2], and
〈c1c¯1, c¯2c2〉 = 〈c1, c¯2c2c1〉 = 〈c1, c1ac¯2c2〉 = 〈c1, c1c2c¯2〉 = 〈c1c2, c1c2〉

Theorem 4.2. (1) Suppose that k 6= n− 2, n+2, n. then λ is maximal iff there is no
1 ≤ i ≤ n− 1 such that [ωiλ] = [λ];
(2) When λ is not maximal, the maximal intermediate subfactor is either abelian
type or at most one given by c1(M) with λ = c1c2, [c¯2][c2] = [1] + [ω
m], n = 2m.
Proof Ad (1): (1) is Cor. 5.23 in [39]. We include its proof which will be modified
in our proof of (2).
When k = 1 the Cor. is obvious. By Lemma 2.33 of [39] we can assume that k ≥ 2
and dv0 > 1. As in the proof of Cor. 5.21 in [39], λ is maximal implies that there is
no 1 ≤ i ≤ n − 1 such that [ωiλ] = [λ]. Now suppose that there is no 1 ≤ i ≤ n − 1
such that [ωiλ] = [λ]. If Svλ 6= 0, then λ is maximal by Cor. 5.20 of [39]. If k = 2,
the S matrix elements are equal to that of S matrix elements for SU(2)n up to phase
factors, and it follows easily that Svλ 6= 0 if there is no 1 ≤ i ≤ n − 1 such that
[ωiλ] = [λ].
Suppose that k ≥ 3, Svλ = 0. Since [vv¯] = [1] + [v0] we have Sv0λ = −S1λ 6= 0.
Assume that M1 is an intermediate subfactor between λ(M) and M , and λ = c1c2
with c1(M) = M1 and c1 = c
′
1c
′′
1 as in Prop. 2.7. Apply Lemma 2.20 of [39] we
have 〈ac′1v0 , a˜c
′
1
v0〉 ≥ 1. By Lemma 2.33 of [39] we must have [ac
′
1
v0 ] = [a˜
c′1
v0 ] and by Lemma
2.36 of [39] [c′1c¯
′
1] =
∑
1≤j≤n/j1
[ωjj1]. By Frobenius reciprocity we have [ωj1c′1] = [c
′
1.]
Since λ = c′1c
′′
1c2, [ω
j1λ] = [λ], and by assumption j1 = n and [c
′
1c¯
′
1] = [1]. By
Prop. 2.7 we must have Zc1µ1 = δµ1, ∀µ. By §2 of [10] we have Zc1µ1µ2 = δµ1τ(µ2) where
τ(µ) = ωmcol(µ)µ or τ(µ) = ωmcol(µ)µ¯,m ≥ 0. We claim that in fact [ωm] = [1] and
τ(µ) = µ. First we show that τ(µ) = ωmcol(µ)µ. If instead τ(µ) = ωmcol(µ)µ¯, since k ≥ 3,
τ((0, 1, 0, ..., 0)) 6= (0, 1, 0, ..., 0), by Lemma 2.20 of [39] we must have Sλ(0,1,0,...,0) = 0.
From the fusion rule
[(0, 1, 0, ..., 0)(0, 0, ..., 0, 2)] = [(0, 1, 0, ..., 0, 2)] + [v0]
we must have Sλ(0,1,0,...,0,2) 6= 0. By Lemma 2.20 of [39] we must have τ((0, 1, 0, ..., 0, 2)) =
(0, 1, 0, ..., 0, 2) = (2, 0, 0, ..., 1, 0), a contradiction. So we conclude that τ(µ) =
ωmcol(µ)µ, ∀µ. It follows that [a˜µ] = [aωmcol(µ)aµ], and in particular [a˜v] = [aωmav].
So we have
[ωmvc1] = [c1a˜v] = [c1av] = [vc1],
and similarly [c2ω
−mv¯] = [c2v¯]. If [ω
m] 6= [1], by our assumption on λ we have
ωm 6≺ c1c¯1, ωm 6≺ c¯2c2. On the other hand we have
〈v¯ωmv, c1c¯1〉 ≥ 1, 〈v¯ωmv, c¯2c2〉 ≥ 1
It follows that ωmv0 ≺ c1c¯1, ωmv0 ≺ c¯2c2, and 〈c1c¯1, c¯2c2〉 ≥ 2. By Lemma 4.1 we
conclude that λ = c1c2 is not irreducible, contradicting our assumption. Hence [ω
m] =
20
[1] and Zµ1µ2 = δµ1µ2 . The rest of the proof now follows in exactly the same way as in
the proof of Prop. 5.20 of [39].
Ad (2): As in the proof of (1) we assume that λ = c1c2 with c1(M) a nontrivial
maximal intermediate subfactor, and c1 = c
′
1c
′′
1. By our assumption we must have
c1 = c
′
1 if [c
′
1] 6= [1]. In this case as in the proof of (1) above we must have [c1c¯1] =∑
1≤j≤n/j1
[ωjj1].
Now suppose that [c′1] = [1]. Then as above we have Z
c1
µγ = δµ,ωµcol(γ)γ . By Corollary
3.14 of [39] we can find c ≺ µc1 for some µ such that
[cc¯] =
∑
1≤i≤p
ωli, pl = n.
Since Zc = Zc1, it follows the left local support of c is trivial.
If [ωm] = [1], then we are as in the end of proof of (1), and in that case [c1] = [1],
contradicting our assumption that c1(M) a nontrivial maximal intermediate subfactor.
So [ωm] 6= [1]. If ωm ≺ c1c¯1, then by maximality of c(M) we have [c1c¯1] =
∑
i[ω
qi],
i.e., c1(M) comes from abelian part of λ. Now assume that ω
m 6≺ c1c¯1, then as in (1)
we must have ωm ≺ c¯2c2.
Since c ≺ µc1 for some µ, we have cc¯ ≺ µc1c¯1µ¯ ≺ µλλ¯µ¯, so col(ωli) = 0 mod n, so
we have n|li.
Similarly since ωm ≺ c¯2c2, col(ωm) = 0 mod n. On the other hand since the map
µ→ ωmcol(µ)µ has order two, it follows that ω2m = 1. So we must have n = 2m.
From
hωli =
kli
n
n− li
2
,
it follows that hωli ∈ Z if i is even. These ωli with i even will generate local simple
currents (cf Definition 2.3 and Prop. 2.15 of [36]), and it follows that the left local
support of c is nontrivial if li 6= 0modn for some even i. So we conclude that 2l =
0modn, and [cc¯] = [1] + [ωm].
Note that there are λ1, λ2 such that c1 ≺ λ1c, c¯2 ∈ λ2c. From 〈c1, λ1c〉 = 〈c1c¯, λ1〉 ≥
1, we have dc1
√
2 ≥ dλ1, and similarly dc¯2
√
2 ≥ dλ2 .
Since [ωmc1] 6= [c1], we have [λ1c] ≻ [c1] + [ωmc1], and by computing statistical
dimension [λ1c] = [c1] + [ω
mc1], and [c1c¯] = [λ1].
Similarly if λ2c is not irreducible, we must have [c¯2c¯] = [λ2]. But we have
〈c¯2c¯, c¯2c¯〉 = 〈c¯2c¯cc2, 1〉 = 〈c¯2acc¯c2, 1〉 = 〈cc¯c¯2c2, 1〉 ≥ 2,
where we have used [c¯c] = [acc¯] and c¯2c2 ≻ [1] + [ωm]. From this we conclude that
[c¯2] = [λ2c].
We have [λ] = [c1c2] = [c1c¯λ¯2] = [λ1λ¯2]. By Lemma 2.14 , we must have λ¯2 =
ωi, [λ] = [c1c¯ω
i].
Now we check that the intermediate subfactor c1(M) is uniquely fixed. Suppose
there is an intermediate subfactor f1(M) such that [λ] = [f1f2] and [f¯2f2] = [1]+[ω
m].
Then c¯f¯2 has statistical dimension two and decompose into sum of two irreducible en-
domorphisms, it follows that there is an automorphism α such that [f2] = [αc¯ω
i], and
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[f1α] = [c1β] for some automorphism β ≺ c¯c. By Cor. 2.4 of of [37] the intermediate
subfactor f1(M) is determined by equivalence class [f1, f2] with equivalence relation
[f1, f2] ∼ [f1ρ, ρ−1f2] where ρ is any automorphism. We have
[f1, f2] = [c1βα
−1, αc¯ωi] ∼ [c1β, c¯ωi] ∼ [c1, β−1c¯ωi] = [c1, c¯ωi].
Corollary 4.3. Suppose that k 6= n−2, n+2, n. Then each irreducible representation
λ of ASU(n)k verifies both maximal and minimal version of Conjecture 1.1.
Proof. Since the dual of λ is λ¯, it is sufficient to verify the maximal version of Con-
jecture 1.1. We may assume that dλ > 1. By Lemma 2.14
[λ][λ¯] =
∑
1≤i≤p
[ωiq] + [v0] + ...
where pq = n, and ... are possible additional irreps. We note that the set of maximal
intermediate subfactors for λ coming the abelian part are bounded by p− 1, and by
Th. 4.2, there is at most one more maximal intermediate subfactor, and our corollary
follows. 
Remark 4.4. It will be interesting to remove the condition k 6= n, n ± 2 in Th.4.2
and Cor. 4.3. This condition is used in the proof of Th. 4.2 to ensure that ac1v0 is
irreducible. One can remove this condition if one can find a different way of proving
that ac1v0 is irreducible.
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