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Chapitre 1
Introduction
1.1 Contexte
Les donne´es sont partout. En eﬀet, que ce soit en ligne ou hors ligne, chaque personne
eﬀectue des actions produisant des donne´es qui peuvent eˆtre collecte´es. Les exemples sont
innombrables : historique des pages web visite´es, activite´ sur les re´seaux sociaux (Facebook,
Twitter...), ope´rations eﬀectue´es par carte bancaire, appels te´le´phoniques, de´placements
en transport en commun, et meˆme tout de´placement enregistrable par l’interme´diaire d’un
smartphone. En plus de ces donne´es ge´ne´re´es par les activite´s quotidiennes d’un individu, il
existe e´galement d’autres types de donne´es pouvant eˆtre collecte´es, qu’elles soient ge´ne´re´es
par des humains ou bien pre´sentes dans la nature. La` encore, les exemples sont innom-
brables : activite´ neuronale d’un cerveau, ensemble des re´actions chimiques a` l’inte´rieur
d’un corps humain, suites de mots dans un livre, re´seau et traﬁc internet, re´seau et traﬁc
routier, rayonnements e´lectromagne´tiques provenant de l’espace, etc.
Avec le de´veloppement des ressources informatiques, certaines de ces donne´es sont
enregistrables et peuvent eˆtre traite´es : elles peuvent eˆtre fouille´es et des connaissances
peuvent en eˆtre extraites. Graˆce a` ces donne´es, on peut e´galement faire de l’apprentissage
et pre´dire des e´ve`nements. On peut aussi faire de la recommandation ou de´tecter des
anomalies.
Cependant, lors du traitement de ces donne´es par un algorithme, leur volume important
constitue un proble`me, aussi bien pour leur stockage en me´moire que pour le temps de calcul
de l’algorithme. C’est le phe´nome`ne connu sous le nom (ou le buzzword) de big data. Un
autre proble`me trouve sa source dans le format varie´ de ces donne´es : vecteurs d’attributs,
textes, graphes, etc. C’est le phe´nome`ne connu sous le nom de rich data. Un formalisme
inte´ressant pour tenter de pallier ces proble`mes est la repre´sentation (ou la conversion)
de ces donne´es sous la forme d’un graphe, c’est-a`-dire d’un ensemble de nœuds connecte´s
entre eux par des liens. Ces graphes s’ave`rent, en ge´ne´ral, eˆtre creux (ou clairseme´s),
c’est-a`-dire qu’ils pre´sentent un nombre de liens total dans le graphe petit par rapport
au nombre de liens potentiel. Une grande partie des donne´es cite´es pre´ce´demment sont
d’ailleurs naturellement repre´sentables selon ce formalisme. Typiquement, Facebook, ou`
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des proﬁls sont associe´s par des liens d’amitie´, Internet ou` des ordinateurs sont lie´s par des
connexions physiques, le cerveau ou` des neurones sont connecte´s par des synapses ou bien
des prote´ines re´agissant chimiquement entre elles. Remarquons que meˆme si les donne´es ne
sont pas directement repre´sentables sous la forme d’un graphe, on peut les y convertir : par
exemple, on peut lier deux textes en fonction de leur similarite´ (e´value´e par exemple via le
nombre de mots-clefs qu’ils partagent). Le fait, observe´ empiriquement, que le nombre de
liens soit faible par rapport au nombre total de liens pouvant exister permet de concevoir
des algorithmes rapides, donnant une re´ponse instantane´ment ou en quelques jours. Notons
que si les graphes e´taient plus denses, le simple fait d’examiner chaque lien serait de´ja` trop
long pour les plus grands graphes (par exemple Facebook, avec plus d’un milliard de proﬁls,
pourrait posse´der de l’ordre d’un trillion de liens) avec les puissances de calcul actuelles.
Ces graphes extraits de donne´es re´elles sont appele´s graphes de terrain ou re´seaux
complexes et ont souvent des proprie´te´s similaires, par exemple :
— Ils sont creux globalement (comme nous l’avons vu pre´ce´demment), mais sont denses
localement, c’est-a`-dire qu’ils contiennent beaucoup de triangles. Dans les re´seaux
sociaux, ceci correspond au fait que “les amis de mes amis sont mes amis”.
— La distance moyenne entre deux nœuds est faible, c’est-a`-dire que le nombre moyen
de liens que l’on doit suivre pour aller d’un nœud a` un autre est peu e´leve´.
— La distribution du nombre de connexions qu’a un nœud est he´te´roge`ne : il existe
ainsi des nœuds tre`s connecte´s, appele´s hubs, ainsi qu’une multitude de nœuds peu
connecte´s.
L’explosion de la taille et du nombre de ces re´seaux complexes a cre´e´ le besoin d’al-
gorithmes rapides et ge´ne´riques fonctionnant sur n’importe lequel de ces re´seaux aﬁn de
les e´tudier. L’une des proble´matiques privile´gie´es lie´es a` leur compre´hension concerne leur
organisation ; en eﬀet, le nombre de nœuds e´tant tre`s important, il est inte´ressant de ras-
sembler ces noeuds dans des groupes aﬁn de mieux comprendre la structure ge´ne´rale du
re´seau. Il s’agit en quelque sorte d’en faire une synthe`se a` gros grains (coarse-graining) aﬁn
d’obtenir une description me´soscopique du syste`me. La de´tection de communaute´s est un
premier pas vers cette description me´soscopique des re´seaux complexes. Une communaute´
est ge´ne´ralement de´ﬁnie de manie`re informelle comme un groupe de nœuds fortement lie´s
les uns aux autres et peu lie´s vers l’exte´rieur, ou plus ge´ne´ralement comme un groupe de
nœuds qu’il est pertinent de re´unir.
Une autre proble´matique est de savoir dans quelle mesure deux nœuds sont topologi-
quement proches. La distance (nombre de sauts en suivant des liens) est trop restrictive,
puisqu’elle est toujours faible (comme nous l’avons vu pre´ce´demment) et ne prend que des
valeurs entie`res ; elle n’est donc pas adapte´e. L’e´laboration de mesures de proximite´ plus
complexes est donc ne´cessaire.
Ces deux notions structurelles de communaute´ et de mesure de proximite´ sont fortement
intrique´es et constituent le sujet principal de cette the`se.
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1.2 Communaute´ et proximite´ : applications
Les applications directes de la de´tection de communaute´s et des mesures de proximite´
dans les re´seaux sont innombrables. Nous citons ici les plus courantes.
Le premier grand groupe d’applications est bien e´videment tout ce qui consiste en
l’organisation des donne´es, par exemple la constitution de listes d’amis sur les re´seaux
sociaux. La classiﬁcation de documents est un autre exemple, en particulier s’il existe une
structure en re´seau intrinse`que, comme des documents incorporant des citations (e.g. des
pages Wikipe´dia, des articles scientiﬁques, des articles de loi...), mais pas seulement. La
structure en re´seau peut e´galement eˆtre fabrique´e apre`s analyse de texte.
La recommandation est e´galement une application importante. Il peut s’agir de recom-
mandation d’amis sur les re´seaux sociaux ou de produits sur des sites de vente en ligne. Une
proble´matique importante, notamment en ce qui concerne les moteurs de recherche, est de
proposer des recommandations non seulement pertinentes, mais aussi varie´es. La de´tection
de communaute´s et l’identiﬁcation de pages importantes au sein de ces communaute´s y
jouent de manie`re e´vidente un roˆle central.
La pre´diction, application tre`s similaire a` la recommandation, mais ne´anmoins in-
trinse`quement diﬀe´rente est la dernie`re application que nous pre´sentons bien qu’elle ne soit
pas, loin de la`, l’application la moins importante et la moins lucrative. On peut pre´dire
la fonction de prote´ines inconnues dans un re´seau biologique : si une certaine prote´ine
inconnue apparaˆıt dans la communaute´ de prote´ines connues, alors ceci nous donne des
e´le´ments pour deviner sa fonction. On peut e´galement pre´dire quels clients vont changer
d’ope´rateur te´le´phonique : si la communaute´ d’un client d’inte´reˆt (les personnes impor-
tantes pour le client) change d’ope´rateur te´le´phonique, alors on peut s’attendre a` ce qu’il
en change e´galement. On peut e´galement pre´dire des relations d’amitie´ sur les re´seaux so-
ciaux : si deux personnes appartiennent a` la meˆme communaute´, mais ne sont pas amies,
alors elles ont de grandes chances de le devenir prochainement. Il pourrait alors eˆtre utile
de recommander un lien d’amitie´ a` ces utilisateurs et c’est en cela que la pre´diction rejoint
la recommandation.
1.3 Ide´e ge´ne´rale de la the`se
Dans la litte´rature, la de´tection de communaute´s prend plusieurs formes ; on peut en
eﬀet chercher :
— une partition en communaute´s, ou` un nœud appartient a` une communaute´ et une
seule ;
— une structure en communaute´s recouvrantes, ou` un nœud peut appartenir a` une, a`
plusieurs ou a` aucune communaute´ ;
— la communaute´, ou les communaute´s, d’un nœud en particulier.
Le premier proble`me, c’est-a`-dire le partitionnement d’un re´seau en une structure com-
munautaire, a e´te´ tre`s largement e´tudie´ ces dernie`res anne´es et compte plusieurs centaines
d’articles et donc de me´thodes sur le sujet. Ceci est atteste´, en partie, par l’article de
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Fortunato pre´sentant l’e´tat de l’art sur les communaute´s (principalement vues comme une
partition) en 2010 [64]. La me´thode de Louvain cite´e plus de 2800 fois [32] en est un exemple.
Ce proble`me de partitionnement ayant e´te´ bien explore´ (bien qu’il suscite toujours l’inte´reˆt
comme en te´moigne l’article re´cent [39]), nous nous concentrerons sur les deux autres, c’est-
a`-dire (i) celui de la couverture et (ii) celui de la de´tection des communaute´s d’un nœud en
particulier. J’ajouterais que la recherche de communaute´s recouvrantes est plus naturelle
que celle d’une partition, car un nœud appartient en ge´ne´ral a` plusieurs communaute´s que
l’on qualiﬁe alors de “recouvrantes”. Par exemple, dans un re´seau social, chaque personne
appartient a` plusieurs groupes : amis, colle`gues, familles. Ces deux derniers proble`mes
semblent donc plus conformes a` la re´alite´ du terrain. Nous travaillerons e´galement sur un
autre proble`me, un peu moins classique, qui est (iii) celui de la comple´tion d’un ensemble
de nœuds en une communaute´.
La re´solution de ces proble`mes est en tre`s grande majorite´ eﬀectue´e, a` l’heure actuelle, a`
travers l’optimisation d’une fonction de qualite´ prenant en entre´e un graphe et un ensemble
de nœuds dans ce graphe et retournant une valeur quantiﬁant la pertinence du groupe
de nœuds en tant que communaute´. L’optimisation est eﬀectue´e, en ge´ne´ral, de manie`re
gloutonne ou stochastique car ce sont des me´thodes rapides et le temps est tre`s souvent
le facteur limitant dans les grands graphes. Bien que cette approche permette dans de
nombreux cas d’obtenir un re´sultat satisfaisant, elle souﬀre de deux proble`mes :
1. la conception d’une fonction de qualite´ est complique´e et aucune fonction propose´e
dans la litte´rature ne fait l’unanimite´,
2. l’optimisation peut conduire a` des minima locaux peu pertinents.
Nous proposons dans cette the`se une approche alternative qui permet d’e´viter ces deux
proble`mes ; nous l’appelons approche mesure de proximite´ et elle est oppose´e a` cette
classique approche fonction de qualite´. Son principe ge´ne´ral de fonctionnement peut
eˆtre de´crit comme suit. E´tant donne´ un nœud d’inte´reˆt dans le graphe, on calcule la proxi-
mite´ de chaque nœud du graphe a` ce nœud d’inte´reˆt. Ensuite, si un petit groupe de nœuds
obtient une proximite´ tre`s e´leve´e a` ce nœud d’inte´reˆt et que tous les autres nœuds du graphe
ont une proximite´ tre`s faible, alors on peut directement conclure que le petit groupe de
nœuds est la communaute´ du nœud d’inte´reˆt. Cette ide´e montre le lien fort qui existe entre
mesure de proximite´ et structure communautaire et nous la de´clinerons aﬁn de proposer
des solutions aux trois proble`mes pose´s ci-dessus. Dans le cadre du suivi temporel des com-
munaute´s identiﬁe´es, nous montrerons e´galement que les communaute´s de´tecte´es a` l’aide
d’une approche a` base de proximite´ sont en ge´ne´ral faciles a` suivre. En eﬀet, contrairement
a` une approche fonction de qualite´, l’approche mesure de proximite´ est de´terministe, peu
sensible aux perturbations et les communaute´s de´tecte´es sont caracte´rise´es par un nœud
(ou un petit ensemble de nœuds) ce qui permet de les e´tiqueter et donc de faciliter le suivi
de leur e´volution.
1.4 Plan du manuscrit
La suite de ce manuscrit est organise´e de la fac¸on suivante.
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Partie I :
Nous commencerons, dans le chapitre 2, par un e´tat de l’art sur la de´tection de commu-
naute´s recouvrantes et de communaute´s centre´es sur un nœud (dites ego-centre´es). Puis,
dans le chapitre 3, nous mettrons en e´vidence le lien fort entre structure communautaire
et mesure de proximite´ et dresserons un e´tat de l’art sur les mesures de proximite´. Nous
proposerons e´galement dans ce chapitre deux nouvelles mesures de proximite´, l’une sans
parame`tre et l’autre parame´tre´e.
Partie II :
Nous exploiterons ensuite ce lien pour proposer :
— dans le chapitre 4, un algorithme qui permet de trouver toutes les communaute´s
auxquelles un nœud donne´ appartient ;
— dans le chapitre 5, un algorithme qui permet de comple´ter un ensemble de nœuds
en une communaute´ ;
— dans le chapitre 6, un algorithme qui permet de trouver des communaute´s recou-
vrantes dans un re´seau (et potentiellement toutes dans certains cas).
Partie III :
Les chapitres 7, 8 et 9 pre´sentent des travaux re´alise´s en ouverture de la the`se de´die´s
respectivement a` l’e´tude du capitalisme social sur Twitter, a` une me´thode pour ge´ne´rer
des graphes respectant exactement une certaine distribution des degre´s et a` la de´tection
de requeˆtes a` caracte`re pe´dophile eﬀectue´es dans les re´seaux pair-a`-pair.
L’annexe A pre´sente les jeux de donne´es utilise´s au cours de la the`se.
1.5 Validation des re´sultats
La validation des re´sultats que nous allons montrer est une e´tape essentielle, parfois
ne´glige´e dans la litte´rature, et qui me´rite d’eˆtre ici souligne´e. Il s’agit de ve´riﬁer que les
communaute´s de´tecte´es sont correctes, c’est-a`-dire qu’elles correspondent a` la re´alite´ du
terrain.
Nous axerons notre travail principalement sur la topologie des re´seaux e´tudie´s. Par
exemple, l’un des jeux de donne´es sur lequel nous allons travailler est le re´seau Wikipe´dia :
l’ensemble des pages du site web Wikipe´dia (constituant les nœuds du re´seau) et les liens
hypertextes entre elles. Bien suˆr, les pages sont constitue´es de texte et l’analyse de ce
texte peut eˆtre d’une grande aide pour le groupement de pages en cate´gories (ou commu-
naute´s). Ce groupement de pages est d’ailleurs eﬀectue´ manuellement par les utilisateurs
eux-meˆmes en utilisant justement ce texte et donne donc lieu a` des cate´gories Wikipe´dia
que nous pouvons voir comme des communaute´s se´mantiques. Cependant, nous ignorerons
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cette structure pour nous concentrer sur la topologie du re´seau et donc obtenir des com-
munaute´s topologiques. Nous utiliserons ainsi souvent la confrontation de ces communaute´s
topologiques et de ces communaute´s se´mantiques pour la validation des me´thodes que nous
proposerons. En eﬀet, ces communaute´s se´mantiques sont, a priori, inde´pendantes de la
topologie du re´seau.
Nous disposons e´galement d’autres re´seaux re´els ainsi que de re´seaux ge´ne´re´s dont
on connaˆıt les communaute´s (ve´rite´ de terrain) auxquelles nous pourrons comparer les
re´sultats obtenus ; ces re´seaux sont pre´sente´s dans l’annexe A. Nous essaierons, a` chaque
fois que cela est possible, de mettre en place des me´thodes de validation automatiques
plutoˆt qu’une validation consistant en l’examen manuel des re´sultats obtenus. Ce second
type de validation (validation “a` la main”), bien qu’il soit parfois le seul type de validation
eﬀectue´ n’est pas quantiﬁable et se re´ve`le parfois trompeur. Nous utiliserons e´galement la
visualisation pour les graphes de petite taille.
Nous avons mis a` disposition tous les codes et les jeux de donne´es utilise´s a` l’adresse
suivante : http://bit.ly/maxdan94.
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Premie`re partie
Communaute´s et mesures de
proximite´
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Chapitre 2
E´tat de l’art sur la de´tection de
communaute´s ego-centre´es
2.1 Introduction
La de´tection de communaute´s dans les re´seaux a e´te´ tre`s largement e´tudie´e du fait des
tre`s nombreuses applications qu’elle engendre. Plusieurs articles dressant l’e´tat de l’art sur
des points spe´ciﬁques de ce vaste sujet en te´moignent : [131] et [64] voient principalement
la de´tection de communaute´s comme un partitionnement du re´seau ; [162] est de´die´ aux
communaute´s recouvrantes ; [23] traite de la de´tection et du suivi temporel des commu-
naute´s dans les re´seaux dynamiques ; [77] s’inte´resse aux me´thodes permettant de trouver
la structure communautaire globale d’un re´seau en passant par la de´tection de commu-
naute´s locales a` certains nœuds ou ensembles de nœuds. Cependant, un grand ensemble
de travaux n’a pas e´te´ couvert par ces articles d’e´tat de l’art. Il s’agit des travaux visant
a` trouver une communaute´ a` partir d’un nœud donne´. Une telle communaute´ est parfois
appele´e communaute´ e´go-centre´e sur un nœud ou communaute´ locale a` un nœud.
La de´ﬁnition de ce proble`me est cependant ﬂoue et diﬀe´rentes variations peuvent eˆtre
classe´es dans ce domaine ge´ne´ral. On peut ainsi se poser plusieurs questions sur l’objectif
re´el des me´thodes de calcul de communaute´s locales ou ego-centre´es :
— S’agit-il de trouver une communaute´ contenant un nœud donne´, sachant que le nœud
peut appartenir a` plusieurs communaute´s (amis, famille, colle`gues comme dans un
re´seau social), auquel cas on peut chercher a` trouver toutes les communaute´s de ce
nœud d’inte´reˆt ? S’agit-il plutoˆt d’une communaute´ vue comme un unique groupe
de nœuds importants pour le nœud en question ?
— Le groupe doit-il contenir le nœud en question, ou bien doit-il seulement eˆtre “pro-
che” du nœud en question ? Autrement dit, le nœud en question est-il important
pour la communaute´ de´tecte´e ou bien constitue-t-il seulement un point d’accroche
pour lancer un algorithme (auquel cas la communaute´ trouve´e n’a potentiellement
rien a` voir avec ce nœud de de´part) ?
— Quelle est la relation entre la (ou une) communaute´ locale d’un nœud et le nœud
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lui-meˆme ? En particulier, si l’on calcule la (les) communaute´(s) en partant d’un
autre nœud de cette communaute´, retrouve-t-on la meˆme communaute´ ? Ces com-
munaute´s locales ont-elles une valeur globale ou bien sont-elles intrinse`quement lie´es
a` un nœud en particulier ?
Nous allons voir que la plupart des me´thodes peuvent souvent eˆtre adapte´es pour passer
d’un objectif a` l’autre. Nous proposons donc de dresser l’e´tat de l’art de tous ces travaux et
d’en tirer des me´thodes ge´ne´rales tout en discutant, a` chaque fois, le type des communaute´s
trouve´es.
Nous allons e´galement e´tudier les me´thodes qui cherchent une communaute´ a` partir
d’un ensemble de nœuds et non d’un seul. Ce proble`me peut sembler une simple extension
du proble`me pre´ce´dent, mais nous verrons que quand il s’agit de plusieurs nœuds, le but
est souvent de comple´ter l’ensemble de nœuds en une unique communaute´, qui repre´sente
alors le groupe des nœuds importants pour l’ensemble de nœuds de de´part.
La plupart des me´thodes sont base´es sur une fonction de qualite´ qui e´value la pertinence
d’un ensemble de nœuds en tant que communaute´ (souvent inde´pendamment du (ou des)
nœud(s) d’inte´reˆt), laquelle est optimise´e en partant de la communaute´ triviale constitue´e
seulement du nœud d’inte´reˆt. D’autres me´thodes sont, en ge´ne´ral, base´es sur une de´ﬁnition
formelle de ce qu’est une communaute´ et cherchent a` trouver un ou des ensembles ve´riﬁant
cette de´ﬁnition.
Dans un premier temps nous pre´sentons, dans la section 2.2, les diﬀe´rentes fonctions de
qualite´ utilise´es pour quantiﬁer la pertinence d’un ensemble de nœuds en tant que commu-
naute´. Ensuite, dans la section 2.3, nous pre´sentons les diﬀe´rentes fac¸ons de les optimiser en
partant d’un nœud. Dans la section 2.4, nous pre´sentons les autres me´thodes ne reposant
pas directement sur une fonction de qualite´, mais plutoˆt sur une de´ﬁnition ou des proprie´te´s
que l’ensemble de nœuds doit satisfaire. Bien que la plupart des me´thodes pre´ce´dentes se
ge´ne´ralisent aise´ment a` un ensemble de nœuds de de´part, nous de´taillons dans la sec-
tion 2.5 les me´thodes spe´cialement de´die´es a` un ensemble de nœuds. La section 2.6 reprend
les points de [77] pour e´tudier le passage de ces approches locales a` une approche globale :
il s’agit de trouver toutes les communaute´s d’un re´seau par l’interme´diaire de la de´tection
des communaute´s autour de certains nœuds. Finalement nous concluons ce chapitre d’e´tat
de l’art dans la section 2.7.
2.2 Fonctions de qualite´
2.2.1 Fonctions base´es sur le nombre de liens internes et externes
La conductance d’un ensemble de nœuds est de´ﬁnie par :
φ(S) =
cut(S)
min(vol(S), vol(S))
ou` cut(S) est le nombre de liens entre S et les autres nœuds du re´seau, ensemble note´ S.
vol(S) est la somme des degre´s des nœuds dans l’ensemble S. La conductance est aussi
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appele´e coupe normalise´e [135]. Dans le cas ou` le nombre de nœuds S est petit devant
le nombre de nœuds dans le re´seau, ce qui est ge´ne´ralement le cas quand on parle de
communaute´, une approximation de la conductance est :
φaprox(S) =
cut(S)
vol(S)
Ceci peut e´galement s’e´crire sous la forme :
φaprox(S) =
lo
2li + lo
ou` lo (respectivement li) est le nombre de liens sortants (respectivement a` l’inte´rieur) de
S.
Remarquons que li =
ki
2
et lo = ko, ou` ko (respectivement ki) est la somme des degre´s
sortants (respectivement internes) de S. Ainsi, on trouve parfois la conductance approche´e
e´crite sous la forme φaprox(S) =
ko
ki+ko
. Ce changement de variables e´tant classique et
de´pendant de la pre´fe´rence des auteurs, nous garderons la notation (li, lo) dans les autres
fonctions de qualite´ que nous allons pre´senter a` des ﬁns d’uniformisation.
La conductance compare le nombre de liens internes et externes de la communaute´ et
plus la conductance d’un ensemble de nœuds est faible, plus cet ensemble est cense´ eˆtre
une bonne communaute´. La conductance a e´te´ et reste une fonction de qualite´ de choix
pour e´valuer la pertinence d’un ensemble de nœuds en tant que communaute´. Elle a e´te´ tre`s
e´tudie´e et, comme [137] a montre´ que trouver une coupe dont la conductance est plus faible
qu’un certain seuil est NP-diﬃcile, beaucoup d’heuristiques ont e´te´ de´veloppe´es aﬁn de
l’optimiser, c’est-a`-dire de trouver un ensemble de nœuds de conductance minimum. Dans
le cadre de communaute´(s) centre´e(s) sur un nœud d’inte´reˆt (ou des nœuds d’inte´reˆts), on
peut chercher un ensemble de nœuds minimisant la conductance et contenant ce (ou ces)
nœud(s) d’inte´reˆt. Nous allons pre´senter ces algorithmes d’optimisation dans la section 2.3.
Une fonction de qualite´ proche est la densite´ relative du sous-graphe S, note´e rd(S) et
parfois appele´e modularite´ locale [99]. Elle est de´ﬁnie par le ratio entre le degre´ interne et
externe du sous-graphe S, c’est-a`-dire :
rd(S) =
2li
lo
.
Une possible variation de cette fonction est :
rd2(S) =
2li
2li + lo
.
Notons que rd2(S) = f(rd(S)) avec f(x) =
1
1+ 1
x
. Or f est une fonction strictement
croissante ainsi, en termes de maximisation, les fonctions rd et rd2 sont e´quivalentes. Notons
e´galement que :
φaprox(S) = g(rd(S))
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avec g(x) = 1
1+x
. Or g est une fonction strictement de´croissante, ainsi maximiser la densite´
relative e´quivaut a` minimiser la conductance approximative.
Dans [88], une densite´ relative parame´tre´e est propose´e, elle est donne´e par la formule :
fα(S) =
2li
(2li + lo)α
,
ou` α est un parame`tre re´el positif qui permet de controˆler le compromis entre le nombre
de liens internes et externes. Le parame`tre α permet donc de controˆler la taille de la
communaute´ obtenue en sortie.
Ainsi, il ne semble pas y avoir de diﬀe´rence conceptuelle signiﬁcative entre ces fonctions
qui cherchent toutes a` maximiser le nombre de liens internes et a` minimiser le nombre de
liens externes ; seul le compromis entre ces deux valeurs change pour la densite´ relative en
fonction du parame`tre α.
Trouver un sous-graphe d’une taille donne´e ayant une densite´ relative supe´rieure a` un
seuil donne´ est NP-complet [137] et il en va donc de meˆme pour les autres fonctions. Si
la taille du sous-graphe n’est pas ﬁxe´e, toute composante connexe (et union de compo-
santes connexes) est un optimum global de la conductance approche´e 1 et de la densite´
relative, mais pas force´ment de la densite´ relative parame´tre´e dont le maximum de´pend du
parame`tre α meˆme dans ce cas spe´ciﬁque.
Quand on cherche une communaute´ et en particulier si l’on cherche une (ou la) commu-
naute´ contenant un nœud donne´, on s’inte´ressera donc a` un optimum local de ces fonctions.
Nous pre´senterons des algorithmes d’optimisation de´die´s a` cette taˆche dans la section 2.3.
Il existe d’autres fonctions qui sont cependant nettement moins utilise´es dans le contexte
de la de´tection de communaute´s. On peut citer par exemple la densite´ locale qui correspond
au nombre de liens a` l’inte´rieur de la communaute´ divise´ par le nombre de liens maximum
que la communaute´ aurait pu contenir :
dl(S) =
2li
n(n− 1) ,
avec n le nombre de nœuds dans S. Remarquons que toute clique maximise cette fonction
et en particulier un simple lien. Cette fonction est donc diﬃcile a` utiliser, mais elle peut
eˆtre combine´e avec d’autres fonctions ou utilise´e avec des contraintes additionnelles sur la
taille.
Un autre exemple de fonction utilise´e moins fre´quemment est la distance d’e´dition
[137, 134] (single cluster editing). Il s’agit du nombre de liens qu’il faut ajouter a` S ou
enlever autour de S pour le transformer en une clique isole´e :
de(S) =
n(n− 1)
2
− li + lo.
1. Il faut ici exclure le graphe entier pour la conductance si l’on ne choisit pas son approximation
f(S) = lo2li+lo , mais sa forme originale f(S) =
cut(S)
min(vol(S),vol(S))
. Trouver une coupe dont la conductance
est plus faible qu’un certain seuil est bien NP-diﬃcile.
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Figure 2.1 – Illustration de la division en trois ensembles : le cœur de la communaute´ C,
la bordure de la communaute´ B et les nœuds tout juste a` l’exte´rieur de la communaute´ U .
De plus on note D = C ∪ B l’ensemble des nœuds dans la communaute´. Cette ﬁgure est
extraite de [43].
Cette fonction peut peiner a` quantiﬁer pertinemment des communaute´s dans un graphe
peu dense du fait du terme en n(n−1)
2
qui croˆıt rapidement : li et lo peuvent en eﬀet eˆtre
ne´gligeables devant ce terme dans un graphe creux si n est un peu trop grand. Ainsi sa
minimisation peut tendre a` donner de petites communaute´s peu pertinentes. C’est suˆrement
pour cela qu’elle est moins utilise´e.
2.2.2 Fonctions base´es sur les connexions entre le cœur, la bor-
dure et l’exte´rieur de la communaute´
Plusieurs fonctions de qualite´ ne sont pas base´es sur le nombre de liens internes et
externes, mais sur le nombre de liens entre les trois ensembles de´taille´s sur la ﬁgure 2.1 :
— l’ensemble C est le cœur de la communaute´ ; il est constitue´ des nœuds ayant tous
leurs voisins dans la communaute´,
— l’ensemble B est la bordure de la communaute´ ; il est constitue´ des nœuds dans la
communaute´ mais ayant au moins un voisin hors de la communaute´,
— et l’ensemble U est constitue´ des nœuds hors de la communaute´ mais ayant au moins
un voisin inclus dans la communaute´.
— De plus, on note D = C ∪ B l’ensemble des nœuds dans la communaute´.
La premie`re fonction utilisant cette division en trois ensembles a e´te´ introduite dans
[43] et est appele´e la modularite´ locale R. Elle est donne´e par la formule :
R =
I
T
ou` I est le nombre de liens entre D et B. T est la somme des degre´s des nœuds dans B.
Il y a ici une diﬀe´rence conceptuelle entre cette fonction de qualite´ et celles pre´sente´es
pre´ce´demment comparant seulement les nombres de liens internes et externes. Ici, seuls les
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liens avec une extre´mite´ dans la bordure B sont conside´re´s. En eﬀet : “I est le nombre
de liens entre D et B ; T est la somme des degre´s des nœuds dans B”, mais il suﬃt de
remplacer B par D pour avoir “I est le nombre de liens a` l’inte´rieur de D ; T est la somme
des degre´s des nœuds dans D” et ainsi retrouver la fonction :
rd2(S) =
2li
2li + lo
pre´sente´e dans la section pre´ce´dente. Cette fonction de qualite´ permet donc de ne pas
conside´rer le centre de la communaute´ qui peut parfois eˆtre tre`s dense (une clique) pour se
concentrer sur les nœuds en bordure ; elle peut donc donner des communaute´s (communaute´
de´signe ici un optimum local des fonctions de qualite´) tre`s diﬀe´rentes de celles donne´es par
les fonctions pre´ce´dentes. Cependant, si dans un re´seau particulier, chaque nœud a au moins
un lien en dehors de la communaute´, alors les deux fonctions sont e´quivalentes (puisque
dans ce cas B = D) et les deux fonctions me`nent donc aux meˆmes communaute´s dans ce
cas pre´cis.
Encore une fois, toute composante connexe (et union de composantes connexes) est
un optimum global de cette fonction de qualite´ et donc quand on utilise cette fonction,
on cherche des optima locaux. Nous pre´senterons des algorithmes d’optimisation de´die´s a`
cette taˆche dans la section 2.3.
Dans [40], les auteurs mettent en e´vidence un de´faut de la fonction de qualite´ pre´ce´dente
illustre´ par la ﬁgure 2.2 : si le nœud d’inte´reˆt est dans une communaute´ avec un de ses
nœuds adjacent a` un chemin, alors la qualite´ de la communaute´ mesure´e par la fonction
pre´ce´dente sera moindre que la qualite´ de l’ensemble des nœuds constitue´ de l’union de
la communaute´ et du chemin. Pourtant le chemin contient des nœuds e´loigne´s du nœud
d’inte´reˆt qu’il ne semble pas pertinent d’inclure dans la communaute´ du nœud d’inte´reˆt.
Ce de´faut est courant dans les fonctions de qualite´, on le retrouve par exemple pour la
densite´ relative, dr(S) = li
lo
.
Ce de´faut vient du fait que les fonctions de qualite´ courantes cherchent a` (i) avoir une
relation forte entre les nœuds de la communaute´ et (ii) avoir une relation faible entre les
nœuds inte´rieurs et les nœuds exte´rieurs a` la communaute´. Le premier point est en ge´ne´ral
e´value´ par la somme des degre´s inte´rieurs a` la communaute´ et le deuxie`me par la somme
des liens sortants de la communaute´. Les auteurs de [40] avancent que l’aspect manquant
a` ces fonctions de qualite´ est la densite´ des connexions et pas seulement leur nombre. En
tenant compte de ces remarques, ils proposent donc la fonction de qualite´ suivante qui
permet de pallier ce de´faut :
L =
Lin
Lex
,
ou` Lin est le degre´ moyen des nœuds dans le sous-graphe induit par D et Lex est le
nombre de liens sortants de la communaute´ qu’a en moyenne un nœud dans B.
Dans [117], les auteurs mettent en e´vidence d’autres limites des fonctions de qualite´
actuelles. Par exemple, lors d’une optimisation gloutonne commenc¸ant avec seulement le
nœud d’inte´reˆt dans la communaute´ (approche la plus utilise´e), les nœuds avec les degre´s
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Figure 2.2 – Illustration d’un de´faut classique des fonctions de qualite´ : les longs chemins
sont entie`rement inclus. Cette ﬁgure est extraite de [40].
les plus faibles sont syste´matiquement ajoute´s en premier au de´but de l’optimisation. Cela
introduit un biais et certains maxima ne sont pas accessibles, surtout si le nœud est a` la
frontie`re de plusieurs communaute´s. Les auteurs pre´sentent alors une nouvelle fonction de
qualite´ aﬁn de pallier ce proble`me ainsi qu’une nouvelle me´thode d’optimisation que nous
de´taillerons plus tard. Leur fonction de qualite´ est la suivante :
T =
Tin
Tex
ou` Tin et Tex sont similaires a` Lin et Lex de [99], mais les contributions de chaque nœud
sont ponde´re´es en fonction de la distance au nœud d’inte´reˆt :
Tin =
�
i∈D
|Ni∩D|
1+di
|D| ,
Tex =
�
i∈D |Ni ∩ U|(1 + di)
|D| ,
ou` Ni est l’ensemble des voisins du nœud i et di est la distance du nœud i au nœud d’inte´reˆt.
Les auteurs exhibent plusieurs graphes jouets proble´matiques sur lesquels ils arrivent
a` donner la solution voulue, ce qui n’est pas possible par l’optimisation simple des autres
fonctions. Remarquons ici que les deux fonctions de qualite´ pre´ce´dentes e´valuent une com-
munaute´ en tant que telle, mais que cette dernie`re prend en compte la distance au nœud
d’inte´reˆt et est intrinse`quement lie´e a` ce nœud d’inte´reˆt.
Remarquons e´galement que cette dernie`re fonction, bien qu’elle soit ne´e d’une e´volution
des fonctions base´es sur les connexions entre le cœur, la bordure et l’exte´rieur de la com-
munaute´, n’utilise pas cette notion de bordure et compare seulement les liens dans la
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communaute´ et hors de la communaute´ ; elle pourrait donc eˆtre place´e dans la partie
pre´ce´dente.
Il y a quelques diﬀe´rences conceptuelles entre ces trois mesures de proximite´ mais, pour
le proble`me de de´tection de communaute´ locale a` un nœud, les fonctions introduites plus
re´cemment sont des ame´liorations palliant des de´fauts spe´ciﬁques.
2.2.3 Fonctions base´es sur la densite´ de triangles
Dans [66], les auteurs sugge`rent une fonction de qualite´, appele´e cohe´sion, base´e sur
la densite´ interne et externe de triangles. Leur fonction est construite autour de trois
hypothe`ses :
1. La qualite´ d’un ensemble de nœuds en tant que communaute´ ne de´pend pas de
l’existence d’autres communaute´s.
2. La qualite´ d’une communaute´ n’est pas aﬀecte´e par des nœuds lointains.
3. Une communaute´ est un ensemble “dense” au sein duquel une information se pro-
page plus facilement que vers le reste du re´seau.
En prenant en conside´ration la nature intrinse`que du recouvrement entre communaute´s,
ils sugge`rent d’utiliser les triangles plutoˆt que les liens pour construire la fonction de qualite´.
En eﬀet, en conside´rant que les liens entre nœuds peuvent eˆtre de nature diﬀe´rente, par
exemple des liens entre des personnes de la meˆme famille ou des liens entre colle`gues, pour
un triangle il y a de grandes chances que les trois liens soient de meˆme nature. Au contraire,
des liens n’appartenant a` aucun triangle peuvent eˆtre conside´re´s comme des liens faibles
(weak ties en anglais) et servir de ponts entre communaute´s ou eˆtre conside´re´s comme du
bruit. Ainsi leur exclusion ne devrait pas changer la qualite´ d’une communaute´.
Pour la meˆme raison, seuls les triangles a` l’inte´rieur de la communaute´ ou sortant de la
communaute´ devraient aﬀecter la qualite´ d’un ensemble de nœuds en tant que communaute´.
Des liens sortant de la communaute´ ne sont pas force´ment vus comme ne´fastes pour la
qualite´ de la communaute´ du moment qu’ils ne forment pas de triangles sortant de la
communaute´.
E´tant donne´ un ensemble de nœuds S et en notant �i(S) le nombre de triangles inclus
dans S et �o(S) le nombre de nœuds sortant de S, c’est-a`-dire ayant deux nœuds dans S
et un nœud en dehors, la cohe´sion C(S) de l’ensemble S est donne´e par :
C(S) =
�i(S)�|S|
3
� × �i(S)�i(S) +�o(S)
Le premier terme correspond a` la densite´ de triangles dans l’ensemble S, tandis que le
deuxie`me terme mesure l’isolement de l’ensemble S en comparant le nombre de triangles
internes et externes.
Pour valider leur mesure, les auteurs re´alisent une expe´rience sur Facebook : ils de-
mandent a` des utilisateurs de Facebook de noter la pertinence de groupes d’amis ayant
diﬀe´rentes valeurs de cohe´sion. Les auteurs observent une forte corre´lation entre les notes
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donne´es par les utilisateurs et les valeurs de cohe´sion. Cette corre´lation est plus forte que la
corre´lation obtenue par d’autres me´triques telles que la densite´ de liens ou la conductance.
Remarquons cependant que pour cet article les auteurs se limitent a` des communaute´s
consistant en un nœud et une partie de ses voisins (les communaute´s du nœud d’inte´reˆt
contiennent seulement des nœuds qui lui sont adjacents). Les auteurs prouvent e´galement
que trouver un ensemble de nœud dont la cohe´sion est supe´rieure a` un certain seuil est un
proble`me NP-diﬃcile et ils proposent une heuristique pour optimiser la cohe´sion, appele´e
C3, dont nous reparlerons dans la section 2.3.
Dans [125], les auteurs construisent diﬀe´rentes fonctions de qualite´ en conside´rant
e´galement les triangles plutoˆt que les liens. Ils montrent en eﬀet que l’optimisation des fonc-
tions de qualite´ base´es sur les liens, comme la conductance, peut donner des communaute´s
qui ne sont pas denses, pauvres en triangles et contenant des ponts entre communaute´s.
2.3 Optimisation en partant d’un nœud d’inte´reˆt
Nous avons de´taille´ les principales fonctions de qualite´ qui e´valuent la pertinence d’un
ensemble de nœuds en tant que communaute´. Il s’agit maintenant de les optimiser en
partant d’un nœud d’inte´reˆt aﬁn de trouver :
1. la communaute´ du nœud d’inte´reˆt,
2. les communaute´s du nœud d’inte´reˆt ou
3. une communaute´ plus ou moins proche du nœud d’inte´reˆt.
Les algorithmes d’optimisation peuvent se se´parer en deux grandes familles (i) les algo-
rithmes gloutons et stochastiques qui peuvent eˆtre adapte´s pour trouver les trois types de
communaute´s et (ii) les algorithmes s’appuyant sur une mesure de proximite´ et cherchant
a` de´couvrir le premier type de communaute´.
2.3.1 Diﬀe´rentes variantes d’algorithmes gloutons et stochas-
tiques
E´tant donne´ un nœud d’inte´reˆt ni et une fonction de qualite´ f , les me´thodes d’optimi-
sation gloutonnes peuvent en ge´ne´ral eˆtre de´compose´es selon les trois e´tapes suivantes :
1. initialisation : on part de la communaute´ contenant seulement le nœud d’inte´reˆt :
C = {ni},
2. optimisation : on ajoute a` chaque fois le nœud, voisin de la communaute´ C, qui
optimise le plus la fonction f ,
3. arreˆt : on s’arreˆte lorsque l’on ne peut plus augmenter la fonction de qualite´.
Chacune de ces trois e´tapes peut eˆtre modiﬁe´e inde´pendamment et la plupart des
algorithmes sont des variantes de cet algorithme ge´ne´rique. Ils permettent de couvrir les
diﬀe´rents types de communaute´s recherche´es (la communaute´ du nœud d’inte´reˆt, toutes
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ses communaute´s ou une communaute´ plus ou moins proche du nœud d’inte´reˆt). Nous
discutons ici ces diﬀe´rents types de modiﬁcation.
— Discussion sur l’initialisation : il est possible de commencer avec plusieurs nœuds
si l’on cherche a` comple´ter un ensemble de nœuds en une communaute´. Ou bien
d’ajouter seulement certains nœuds en plus du nœud d’inte´reˆt (par exemple certains
de ses voisins) si l’on veut trouver une communaute´ spe´ciﬁque du nœud d’inte´reˆt ou
bien introduire du bruit pour trouver plusieurs communaute´s diﬀe´rentes, en lanc¸ant
l’algorithme plusieurs fois avec d’autres “nœuds bruits” de de´part. Il est e´galement
possible de commencer avec tous les nœuds du graphe dans la communaute´ et ensuite
de les enlever pas a` pas de manie`re a` optimiser la fonction de qualite´. C’est la variante
choisie dans [140] ; elle permet dans certains cas d’arriver a` un algorithme optimal,
nous de´taillerons cette me´thode dans la section 2.5. Dans [71], les auteurs montrent
formellement que la pre´sence de deux proprie´te´s courantes dans les re´seaux : (i) un
fort coeﬃcient de clustering et (ii) une distribution en loi de puissance des degre´s,
implique que les sous-graphes induits par nœud et tous ses voisins ont en ge´ne´ral une
conductance e´leve´e. Ils montrent de manie`re empirique que c’est eﬀectivement le cas
dans des re´seaux re´els. Ainsi, commencer la recherche de communaute´ avec ce type
d’ensemble de nœuds (un nœud et ses voisins) semble eˆtre une bonne heuristique
d’initialisation.
— Discussion sur le crite`re d’arreˆt : il est possible de continuer meˆme si aucun
nœud ne permet d’augmenter la fonction de qualite´, par exemple en ajoutant celui
qui la fait le moins diminuer et en s’arreˆtant lorsque tous les nœuds du graphe
(ou un nombre de nœuds ﬁxe´ en entre´e, si le temps est un facteur limitant) ont
e´te´ ajoute´s. Dans certains cas, on peut observer, en fonction du nombre de nœuds
ajoute´s, une diminution puis une augmentation de la fonction de qualite´. Il est ainsi
possible d’e´viter de rester coince´ dans certains maxima locaux. Dans ce cas, on
retourne l’ensemble de nœuds qui a maximise´ la fonction de qualite´ au cours de
l’optimisation. Cette variante est utilise´ dans [43].
— Discussion sur l’optimisation : on peut ajouter tous les nœuds menant
inde´pendamment a` une augmentation de la fonction de qualite´ au lieu d’en ajouter
seulement un comme re´alise´ dans [40].
Il est possible, comme dans [67], d’ajouter certains nœuds qui font baisser la fonction
de qualite´ dans l’imme´diat, mais vont potentiellement la faire croˆıtre dans le futur,
quitte a` revenir en arrie`re si le re´sultat n’est pas aussi bon que souhaite´.
Il est e´galement possible d’ajouter non pas le nœud qui ame´liore le plus la fonc-
tion de qualite´, mais simplement un nœud ale´atoirement choisi parmi ceux qui la
font croˆıtre. L’algorithme devient alors stochastique et non-de´terministe : on peut
obtenir plusieurs communaute´s pour un meˆme nœud. En lanc¸ant plusieurs fois l’al-
gorithme il est alors possible d’obtenir diﬀe´rentes communaute´s mais une e´tape de
nettoyage des communaute´s trouve´es est souvent ne´cessaire car des communaute´s
tre`s similaires, sans eˆtre parfaitement identiques, peuvent eˆtre trouve´es. Remar-
quons que l’on peut tirer avantage de cette redondance des communaute´s trouve´es
aﬁn de donner en sortie seulement les communaute´s vraiment signiﬁcatives (celles
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qui apparaissent plusieurs fois) [88].
Meˆme dans le cas glouton, on peut obtenir diﬀe´rentes communaute´s en lanc¸ant
plusieurs fois l’optimisation et en introduisant du bruit au pre´alable (on peut le
faire e´galement dans le cas d’un algorithme stochastique, si l’on veut accroˆıtre le
bruit pour atteindre plus de minima locaux diﬀe´rents). Ce bruit peut eˆtre introduit
durant l’initialisation en introduisant d’autres sommets en plus du nœud d’inte´reˆt
(comme vu pre´ce´demment) ou l’on peut modiﬁer le´ge`rement le re´seau entre chaque
optimisation comme dans [117]. Dans cette approche, les auteurs proposent d’eﬀacer
les liens de la communaute´ pre´ce´demment trouve´e entre chaque optimisation jusqu’a`
ce que le nœud d’inte´reˆt n’ait plus de voisin. L’algorithme associe´ est appele´ IOLoCo
(Identiﬁcation of Overlapping Local Communities)
Il est aussi possible d’ajouter une e´tape ou` l’on cherche e´galement a` enlever un nœud
auparavant inclus dans la communaute´ si cela augmente d’avantage la fonction de
qualite´ (variante utilise´e dans [40, 88]). Dans ce cas, des variations le´ge`res permettent
de chercher les diﬀe´rents types de communaute´s. (i) Si l’on cherche “la communaute´”
(resp. les communaute´s) du nœud d’inte´reˆt, il suﬃt de lancer une fois (resp. plusieurs
fois) l’optimisation en interdisant d’enlever le nœud d’inte´reˆt de la communaute´
et de retourner la communaute´ obtenue (resp. les communaute´s obtenues). (ii) Si
l’on cherche simplement une communaute´, possiblement sans relation avec le nœud
d’inte´reˆt, on peut s’autoriser a` enlever le nœud de de´part de la communaute´. En
ge´ne´ral, on obtient une communaute´ proche du nœud de de´part, cependant cela n’est
pas garanti et il est possible d’obtenir une communaute´ lointaine, sans relation avec
ce nœud.
2.3.2 Algorithme nibble et algorithmes de´rive´s
Un algorithme, appele´ nibble, a e´te´ de´veloppe´ dans [141] (et e´tendu dans [142]) pour
trouver un ensemble de nœuds avec une connexion interne sensiblement plus grande que sa
connexion externe (i.e., trouver une coupe de conductance faible) pre`s d’un nœud d’inte´reˆt.
L’algorithme simule une marche ale´atoire feignante tronque´e (lazy truncated random walk),
e´tant donne´ un ensemble de nœuds d’inte´reˆt Ei, la marche ale´atoire est initialise´e avec la
distribution p0 = ψS de marcheurs suivante :
ψS =
�
d(x)/V ol(S) si x ∈ S
0 sinon.
Ensuite un pas de la marche a` l’ite´ration t peut eˆtre de´crit de la fac¸on suivante :
1. Calculer la distribution pt =Mpt−1, ou`M = 12(I+AD
−1) est la matrice de transition
de marcheur ale´atoire feignant (avec A la matrice d’adjacence du graphe, I la matrice
identite´ et D la matrice des degre´s 2).
2. Trier tous les nœuds ayant un pt non nul par ordre de´croissant en fonction des
probabilite´s normalise´es : rt(v) = pt(v)/d(v).
2. Dii correspond au degre´ du nœud i, les autres entre´es sont a` 0.
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3. Pour tout nœud v tel que rt(v) ≤ ε mettre la probabilite´ pt(v) a` 0.
4. Faire un balayage : pour chaque i se´parer les nœuds en deux ensembles : les nœuds
classe´s avant i et les nœuds classe´s apre`s i et calculer la valeur de la conductance de la
coupe du graphe se´parant les deux ensembles. Retourner la coupe si sa conductance
est plus faible que la valeur de la coupe voulue.
Des re´sultats the´oriques importants sont de´veloppe´s dans le papier [17], en particulier
les auteurs prouvent que sous certaines conditions l’algorithme donnera une coupe de bonne
conductance (ils obtiennent une borne maximum en fonction de plusieurs parame`tres) en
un temps line´aire en fonction de la taille de l’ensemble en sortie.
Dans [20], les auteurs ge´ne´ralisent nibble avec les trois points suivants.
1. Ils ne cherchent pas l’indice i qui se´pare les deux ensembles en faisant un balayage,
mais se´parent les deux ensembles en mettant tous les nœuds classe´s avant i dans le
premier, tous les nœuds classe´s apre`s i+ t (ou` t est un parame`tre) dans le deuxie`me.
Ceux qui sont entre i et i + t sont place´s dans un des deux ensembles de manie`re
a` minimiser le nombre de liens dans la coupe en utilisant le the´ore`me MaxFlow-
MinCut. Cette heuristique permet empiriquement d’ame´liorer la conductance de
l’ensemble donne´ en sortie.
2. En choisissant les parame`tres de manie`re plus libre.
3. En retournant en sortie l’ensemble de nœuds qui a donne´ la conductance la plus
faible.
Un algorithme de´rive´ est de´veloppe´ dans [18] et appele´ le pagerank-nibble. Il consiste a`
utiliser le pagerank enracine´ (rooted pagerank en anglais) sur le (ou les) nœud(s) d’inte´reˆt(s)
plutoˆt qu’une marche ale´atoire feignante tronque´e.
Le pagerank enracine´ sur un nœud i est donne´ par la solution du syste`me suivant :
prα(i) = αIi + (1− α)Tprα(i),
ou` T = AD−1 est la matrice de transition de marcheur ale´atoire et Ii est le vecteur nul,
sauf pour l’entre´e i ou` il vaut 1. Cette de´ﬁnition peut eˆtre e´tendu a` un pagerank enracine´
sur un nombre n de nœuds et le vecteur initial I est alors le vecteur nul sauf pour les n
nœuds concerne´s ou` il vaut 1
n
.
Les auteurs ne calculent pas le pagerank enracine´ exact, mais un pagerank enracine´
approche´, ce qui permet de rendre le temps d’exe´cution de l’algorithme line´aire en fonction
de la taille de l’ensemble de nœuds en sortie et inde´pendant de la taille du graphe. Nous
de´taillerons cette me´thode dans le chapitre 3.
Cette approche est e´galement ge´ne´ralise´e dans [19] a` des graphes dirige´s.
Dans [17], les auteurs montrent formellement que, lorsqu’il y a une de´croissance forte
dans les valeurs du pagerank enracine´ (les valeurs e´tant trie´es par ordre de´croissant), une
coupe se´parant les nœuds avant la forte de´croissance et apre`s la forte de´croissance constitue
une coupe de faible conductance. Une intuition de ce phe´nome`ne est que quand un pas
de marche ale´atoire est applique´ avec la distribution de marcheur ale´atoire donne´e par
un pagerank enracine´, alors tous les nœuds du graphe ont plus de probabilite´ d’avoir un
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marcheur excepte´ le nœud graine. Ainsi, il ne peut pas exister beaucoup de liens entre
un ensemble de nœud de forte probabilite´ et un ensemble de nœuds de faible probabilite´.
En eﬀet, dans le cas contraire, l’ensemble de faible probabilite´ drainerait les marcheurs de
l’ensemble de forte probabilite´.
Ces techniques d’optimisation de´rive´es de nibble sont seulement utilise´es pour l’opti-
misation de la conductance, mais remarquons qu’elles pourraient eˆtre adapte´es et utilise´es
pour optimiser d’autres fonctions de qualite´.
Dans [166], les auteurs mettent en e´vidence un autre inte´reˆt de ces algorithmes de´rive´s
de nibble. En eﬀet, en plus d’obtenir un groupe de nœuds avec une conductance faible,
il est important que ce groupe de nœuds soit bien connecte´. Or, il est possible d’avoir
un groupe de nœuds avec une conductance faible, mais peu connecte´ a` l’inte´rieur, ou
meˆme de´connecte´. Les auteurs donnent des garanties the´oriques sur le fait qu’en utilisant
l’algorithme pagerank-nibble de [18] pour trouver un ensemble de faible conductance, les
ensembles obtenus, en plus d’avoir une faible conductance, seront bien connecte´s.
Dans [13], les auteurs proposent une version avec plusieurs marcheurs ale´atoires lie´s
entre eux par un ﬁl. L’ide´e directrice est qu’il est plus diﬃcile pour plusieurs marcheurs
ale´atoires de sortir simultane´ment de la communaute´ par un goulot d’e´tranglement que
pour un marcheur ale´atoire unique.
Ces me´thodes de´rive´es de nibble permettent de trouver “la” communaute´ du nœud
d’inte´reˆt. Si l’on cherche plusieurs communaute´s alors elles doivent eˆtre adapte´es, c’est ce
que nous ferons dans le chapitre 4.
2.4 Autres me´thodes de de´tection de communaute´ a`
partir d’un nœud
Nous venons de de´tailler les me´thodes base´es sur l’optimisation locale d’une fonction
de qualite´. Remarquons que les communaute´s trouve´es par ces me´thodes de´pendent en
ge´ne´ral tre`s fortement du nœud de de´part. Ainsi, si l’on trouve une certaine communaute´
Cx en partant d’un nœud x donne´, on ne la trouvera pas force´ment a` l’identique en partant
d’un autre nœud y ∈ Cx : Cx �= Cy. Ainsi ces communaute´s n’ont pas de valeur globale.
Nous e´tudions ici les autres me´thodes qui ne sont pas base´es sur une fonction de qualite´,
mais plutoˆt sur une de´ﬁnition formelle de ce qu’est une communaute´. Ces communaute´s
ont en ge´ne´ral une valeur globale.
La premie`re de´ﬁnition naturelle d’une communaute´ est la notion de clique maximale
[98]. Ainsi les communaute´s auxquelles appartient le nœud d’inte´reˆt peuvent eˆtre sim-
plement toutes les cliques maximales le contenant. Un algorithme imme´diat consistant a`
chercher toutes ces cliques maximales en de´coule, mais l’e´nume´ration des cliques maximales
est exponentielle en ge´ne´ral, ce qui peut poser proble`me dans de grands graphes. De plus
la notion de clique maximale est tre`s structurante : si un sommet est connecte´ a` tout le
groupe sauf un de ses membres il sera exclu de la communaute´.
Beaucoup d’autres de´ﬁnitions plus e´labore´es ont e´te´ avance´es et pour chacune on peut
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proposer des algorithmes simples, mais souvent exponentiels, pour trouver les communaute´s
du nœud d’inte´reˆt.
Les de´ﬁnitions sont par exemple :
— Une n-clique : un ensemble maximal de nœuds tel que la distance entre chaque paire
de nœuds est infe´rieure ou e´gale a` n [97, 14]. Une clique est une 1-clique avec cette
de´ﬁnition.
— Un n-clan : un sous-graphe maximal tel que la distance entre chaque paire de nœuds
du sous-graphe (calcule´ sur le sous-graphe lui-meˆme et pas sur le graphe entier
comme dans le cas pre´ce´dent) est infe´rieure ou e´gale a` n [108].
— Un k-plex : un sous-graphe maximal tel que chaque nœud soit adjacent a` tous les
autres nœuds du sous-graphe sauf au plus k d’entre eux [132].
— Un k-core : un sous-graphe maximal tel que chaque nœud du sous-graphe soit ad-
jacent a` au moins k autres nœuds du sous-graphe [132].
— Des k-cliques percole´es : un ensemble maximal de cliques de taille k tel qu’il existe
une se´rie de cliques de taille k adjacentes sur k-1 sommets entre chaque paire de
cliques de l’ensemble [120].
Un ensemble LS [96], ou communaute´ forte [126], est un ensemble de nœuds tel que
chaque nœud a un degre´ interne (nombre de voisins dans l’ensemble) plus grand que son
degre´ externe (nombre de voisins en dehors). Cette condition, assez stricte, peut eˆtre relaxe´e
en de´ﬁnissant la notion de communaute´ faible [126] : un ensemble de nœuds tel que la
somme de ses degre´s internes est plus e´leve´e que la somme de ses degre´s externes. Une
communaute´ forte est aussi une communaute´ faible, mais l’inverse n’est pas vrai.
Une communaute´ forte peut eˆtre trouve´e en utilisant le the´ore`me MaxFlow-MinCut.
C’est l’approche utilise´e dans [63]. E´tant donne´ un nœud source (nœud d’inte´reˆt) que l’on
suppose dans la communaute´ et un nœud puits en dehors de la communaute´, les auteurs
sugge`rent de se´parer le re´seau en deux par la coupe minimale entre les deux nœuds. L’en-
semble contenant le nœud source est alors une communaute´ forte. En eﬀet, sinon il existe
un nœud tel que son degre´ interne est plus faible que son degre´ externe, enlever ce nœud de
l’ensemble de nœud contenant le nœud source pour le mettre dans l’autre ensemble condui-
rait alors a` une coupe plus faible, ce qui est absurde. Remarquons que l’on peut utiliser la
me´thode sans grande modiﬁcation avec plusieurs nœuds sources et plusieurs nœuds puits.
On peut donc, avec cette me´thode, comple´ter un ensemble de nœuds en communaute´ en
utilisant une information de nœuds que l’on sait en dehors de la communaute´. On peut
e´galement appliquer la me´thode plusieurs fois en annotant comme inclus ou exclus de la
communaute´ certains nœuds entre chaque ite´ration. Les auteurs proposent e´galement une
version ne ne´cessitant pas de connaˆıtre des nœuds en dehors de la communaute´ en utilisant
un nœud puits universel. Le poids du lien entre chaque nœud et le puits universel controˆle
la taille de la communaute´ ﬁnale.
Une autre me´thode inte´ressante est celle de Bagrow et Bolt [25]. Ils proposent d’approxi-
mer la communaute´ d’un nœud d’inte´reˆt par l’ensemble des nœuds a` distance infe´rieure ou
e´gale a` l du nœud d’inte´reˆt. Leur me´thode consiste donc a` simplement trouver la valeur la
plus pertinente de cet entier l.
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E´tant donne´ un nœud d’inte´reˆt j, leur algorithme augmente l tant que :
ΔK lj < α.
ΔK lj correspond au changement du degre´ exte´rieur :
ΔK lj =
K lj
K l−1j
,
avec K lj correspondant aux nombres de liens entre les nœuds a` distance l de j et les nœuds
a` distance l+1. α est le parame`tre de controˆle du crite`re d’arreˆt, un petit α permet d’avoir
une communaute´ plus grande.
Bien suˆr cette me´thode est loin d’eˆtre parfaite : un nœud d’inte´reˆt proble´matique peut
faire que l’ensemble de de´part couvre deux communaute´s ou plus (en eﬀet, il suﬃt d’un
seul lien vers une communaute´ lointaine pour que le re´sultat ﬁnal soit peu pertinent). Ce-
pendant, l’ensemble de de´part reste une approximation de communaute´ ou d’ensemble de
communaute´s et pourrait eˆtre utilise´ en conjonction avec d’autres algorithmes pre´sente´s
pre´ce´demment. Les auteurs pre´sentent e´galement une me´thode pour passer de ces com-
munaute´s locales a` une partition du re´seau en communaute´s qui sera de´taille´e dans la
section 2.6.
2.5 De´tection de communaute´ a` partir d’un ensemble
de nœuds
Nous avons de´ja` montre´ que les me´thodes cherchant une communaute´ a` partir d’un
nœud pouvaient eˆtre modiﬁe´es pour chercher une communaute´ a` partir d’un ensemble de
nœuds (il s’agit du proble`me de la comple´tion d’un ensemble de nœuds en une commu-
naute´). Cependant, il existe des me´thodes comple`tement de´die´es a` cette taˆche, nous les
de´taillons ici.
2.5.1 Algorithme nibble pour comple´ter une communaute´
Dans [17], les auteurs s’autorisent a` utiliser l’algorithme nibble en rede´marrant
ale´atoirement d’un nœud faisant partie d’un ensemble d’inte´reˆt plutoˆt que d’un seul nœud
d’inte´reˆt. Ils montrent alors formellement que tout ensemble de nœuds constitue´ d’une
partie conse´quente d’un ensemble de nœuds avec une conductance faible sera comple´te´ en
un ensemble de nœuds avec une conductance faible : cette observation est tre`s utile lorsque
l’on cherche a` comple´ter en une communaute´ un ensemble de nœuds qui s’en approche.
2.5.2 Sous-graphe de proximite´
Dans le but de trouver un petit sous-graphe connexe et e´troitement relie´ a` quelques
nœuds d’inte´reˆt, plusieurs articles ont de´veloppe´ des fonctions de qualite´ base´es sur la
proximite´ aux nœuds d’inte´reˆt ; nous de´taillons ici ces proximite´s et fonctions de qualite´.
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Dans [61], les auteurs de´ﬁnissent le proble`me de sous-graphe de connexion (connection
subgraph problem) : e´tant donne´ un graphe G, deux nœuds s et t dans G et un budget
b, le but est de trouver un sous-graphe connexe H de taille au plus b contenant s et t
qui maximise une fonction de qualite´ g(H). Ils sugge`rent une fonction g(H) base´e sur le
courant e´lectrique : ils essayent de trouver le sous-graphe H de taille b qui conduit le plus
de courant e´lectrique de s a` t sous une certaine perte (un parame`tre controˆlant la perte est
ﬁxe´ arbitrairement). Les auteurs de´veloppent une heuristique base´e sur la programmation
dynamique ainsi qu’un algorithme d’approximation pour traiter des grands graphes. Pour
l’algorithme d’approximation ils se´lectionnent un sous-graphe beaucoup plus grand que b
(la taille du re´sultat souhaite´), mais beaucoup plus petit que la taille du graphe complet
et appliquent leur heuristique dessus.
Dans [84] les auteurs cherchent a` trouver un graphe de proximite´, qui est une
ge´ne´ralisation du proble`me pre´ce´dent a` plus de deux nœuds. E´tant donne´s deux nœuds s et
t, les auteurs pre´sentent la Cycle-Free Escape Probability : CFEPG(s, t) qui est la probabi-
lite´ qu’un marcheur ale´atoire dans le graphe G partant de s arrive a` t sans visiter un nœud
deux fois (d’ou` le terme cycle-free). Ils essayent ensuite de trouver le sous-graphe H qui
maximise (CFEPH(s,t))
α
n
ou` n est le nombre de nœuds dansH. Ce proble`me est une relaxation
du proble`me ou` l’on cherche a` trouver le sous-graphe H de taille k tel que CFEPH(s, t)
est maximal et il permet de ﬁxer la taille voulue pour le sous-graphe de manie`re moins
stricte. Pour calculer CFEPH(s, t), ils utilisent une approximation base´e sur le calcul des
k chemins les plus courts sur le meˆme sous-graphe H mais avec les areˆtes ponde´re´es in-
telligemment. Ils utilisent ensuite une heuristique pour trouver le meilleur sous-graphe H.
Ils ge´ne´ralisent leur approche pour un ensemble de nœuds S plus grand que 2 : trouver le
sous-graphe H qui maximise la somme de CFEPH(s, t) pour toute paire de nœuds dans
S.
Dans [149] les auteurs cherchent un sous-graphe connexe de taille b contenant des nœuds
qui sont “proches” d’au moins K nœuds parmi les nœuds de l’ensemble donne´ en entre´e.
Pour cela, comme dans [61], ils mettent au point une fonction de qualite´ pour quantiﬁer la
pertinence d’un sous-graphe donne´ en fonction des proximite´s aux nœuds d’inte´reˆt. Pour
cela, ils utilisent les marches ale´atoires avec te´le´portation au nœud d’inte´reˆt (le pagerank
enracine´) et normalisent chaque entre´e de la matrice de transition par un facteur 1
dα
, ou` d
est le degre´ du nœud d’arrive´e ; le but est que les nœuds de fort degre´ ne drainent tous les
marcheurs ale´atoires. Ils avantagent ainsi les chemins passant par des nœuds de faible degre´.
Leur me´thode a donc deux parame`tres : α et la probabilite´ de se te´le´transporter au nœud
d’inte´reˆt (tous deux ﬁxe´s arbitrairement a` 0.5 dans l’article). Les auteurs combinent alors
les scores obtenus par les pageranks enracine´s normalise´s en faisant ce qu’ils appellent un
“K softAND” : la proximite´ d’un nœud a` l’ensemble de nœuds donne´ en entre´e est donne´e
par la probabilite´ que ce nœud ait au moins K marcheurs ale´atoires et ils de´veloppent une
heuristique pour l’optimiser.
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2.5.3 Fonctions nœud-monotones
Dans [140], les auteurs cherchent a` re´soudre le proble`me suivant : e´tant donne´ un
graphe G = (V,E), un ensemble de nœuds d’inte´reˆts Q ⊆ V , et un nombre d, leur but est
de trouver un sous-graphe induit H = (VH , EH) de G tel que :
1. VH contient Q (Q ⊆ VH ) ;
2. H est connexe ;
3. DH(Q) ≤ d ; et
4. f(H) est maximum parmi toutes les solutions possibles pour H.
En posant DH(Q, v) =
�
q∈Q
dH(q, v) avec dH(q, v) la distance dans le sous-graphe H
entre les nœuds v et q, DH(Q) = max
v∈H
DH(Q, v). f(H) est une fonction mesurant la qualite´
du sous-graphe H en tant que communaute´ (ici on ne conside`re pas l’exte´rieur du sous-
graphe pour e´valuer sa qualite´). Ce proble`me correspond donc a` une formulation de la
comple´tion d’un ensemble de nœuds en une communaute´. d est un parame`tre controˆlant
la taille du graphe en sortie. Remarquons qu’au lieu d’utiliser la distance, on peut utiliser
une mesure de proximite´ aﬁn de tenir compte de la redondance des liens et d’avoir une
se´lection plus discriminante que la distance (a` valeur entie`re et peu e´leve´e dans les re´seaux
re´els).
Pour une fonction f(H) = minv∈Hg(H,v) ou` g est une fonction nœud-monotone 3 et en
ne conside´rant pas la contrainte 3, les auteurs pre´sentent un algorithme d’optimisation
glouton optimal.
Celui-ci commence avec un ensemble contenant tous les nœuds. A` chaque ite´ration on
enle`ve le nœud v ayant un g(H, v) minimum jusqu’a` ce qu’un des nœuds d’inte´reˆt ait un
g(H, v) minimum ou jusqu’a` ce que l’ensemble des nœuds d’inte´reˆt soit de´connecte´. On
retourne le sous-graphe ayant eu le f(H) le plus e´leve´ durant l’optimisation.
Par exemple, pour g(H, v) de´ﬁnie comme le degre´ du nœud v dans le sous graphe H,
f(H) est alors le degre´ minimum des nœuds du sous graphe H dans le sous-graphe H (ce
qui peut eﬀectivement eˆtre vu comme une fonction e´valuant la qualite´ du sous-graphe H
en tant que communaute´).
2.5.4 Trouver des communaute´s imbrique´es
Lorsque l’on souhaite comple´ter un ensemble de nœuds en une communaute´, on doit
faire face a` un dilemme : (i) se´lectionner une communaute´ dense, mais petite, contenant
l’ensemble de nœuds ou (ii) se´lectionner une communaute´ moins dense, mais plus grande.
C’est ce qu’avancent les auteurs de [147] et, de manie`re a` e´viter ce dilemme, ils proposent
de chercher une se´quence de communaute´s imbrique´es. Ainsi, e´tant donne´ un ensemble de
nœuds S et un entier k, les auteurs cherchent une se´quence de k communaute´s Si telles
3. Une fonction f est nœud-monotone non-croissante si pour tout graphe G, pour tout sous-graphe H
de G et pour tout nœud v de H, on a f(H, v) ≤ f(G, v). Les fonctions nœud-monotones non-de´croissantes
sont de´ﬁnies de manie`re similaire.
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que (S = V1 ⊆ V1 ⊆ ... ⊆ Vk = V ). Ils font en sorte que la densite´ de´croisse et qu’elle
soit le plus uniforme possible a` l’inte´rieur de chaque communaute´ trouve´e. Les auteurs
de´veloppent alors une fonction de qualite´ pour e´valuer une telle se´quence de communaute´s
et proposent de se´parer son optimisation en deux sous-proble`mes : (i) trier les nœuds et
(ii) segmenter les nœuds trie´s en k ensembles. Le tri est base´ sur une de´composition en
k-cores du graphe apre`s l’avoir ponde´re´ en fonction du pagerank enracine´ sur les nœuds
d’inte´reˆt.
2.6 Des communaute´s locales aux communaute´s glo-
bales
Enﬁn, un dernier proble`me consiste a` e´tudier comment le calcul de communaute´s locales
peut permettre de calculer des communaute´s globales du graphe. Un article d’e´tat de l’art
[77] pre´sente ces me´thodes ; nous proposons d’en rappeler les points essentiels et d’y ajouter
quelques remarques.
Il est en ge´ne´ral simple de passer d’une me´thode de de´tection de communaute´s locales
a` une me´thode de de´tection de communaute´s globales. Par exemple, on peut suivre la
de´marche de [88] ou` les auteurs proposent de chercher “la communaute´ naturelle” de chaque
nœud du graphe avec leur me´thode de de´tection de communaute´ locale et de retourner ces
communaute´s aﬁn d’obtenir une couverture du graphe (en communaute´s recouvrantes). A`
cause du couˆt de calcul important engendre´ par la de´tection de la communaute´ de chaque
nœud du graphe, les auteurs proposent de se limiter a` la recherche de la communaute´
naturelle des nœuds qui ne sont pas de´ja` aﬀecte´s a` une communaute´.
Aﬁn d’ame´liorer ce type d’algorithme, il est e´galement possible de faire une se´lection
plus e´labore´e des graines initiales et e´galement de nettoyer l’ensemble des communaute´s
locales de´couvertes en sortie de l’algorithme.
Ces me´thodes consistent donc ge´ne´ralement en trois e´tapes :
1. Se´lection des graines : choix des nœuds ou des ensembles de nœuds par l’in-
terme´diaire desquels une (ou des) communaute´(s) locale(s) va (vont) eˆtre calcule´e(s).
2. Calcul des communaute´s locales a` partir des graines se´lectionne´es.
3. Calcul des communaute´s ﬁnales a` partir des communaute´s locales.
Certains algorithmes utilisent des graines qui sont des nœuds uniques (comme [80,
133, 160]), alors que d’autres utilisent des ensembles de nœuds pas force´ment connecte´s
(comme [76]) ou induisant un sous-graphe connecte´ dense (comme [34, 122]). Les me´thodes
cherchent en ge´ne´ral des graines qui sont centrales aux communaute´s, par exemple les
nœuds qui ont une centralite´ plus e´leve´e que celle de leurs voisins [80], a` l’exception de [78]
qui cherche e´galement des nœuds a` l’intersection de communaute´s. Le nombre de graines
peut eˆtre donne´ en entre´e a` l’algorithme, mais en ge´ne´ral il est de´termine´ de manie`re
automatique suivant une heuristique.
Dans la plupart des me´thodes, les communaute´s ﬁnales sont simplement les commu-
naute´s locales, mais parfois une e´tape additionnelle de nettoyage est ajoute´e comme dans
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[78] (utilisant du clustering d’ensemble [143]) ou dans [25]. Dans cette dernie`re me´thode, les
auteurs cre´ent une matrice [Mij ]N×N , avec Mij = 1 si j est un membre de la communaute´
locale de i et 0 sinon. Une distance entre les lignes i et j est de´ﬁnie de la fac¸on suivante :
Distance(i, j) = n−
n�
k=1
δ(Mik,Mjk)
ou` δ(Mik,Mjk) = 1 si Mik =Mjk et 0 sinon.
La matrice est alors trie´e : pour chaque ligne i (i e´tant trie´ par ordre croissant), la ligne
j > i avec la distance minimum a` la ligne i est de´termine´e, le contenu des lignes et des
colonnes i+1 et j est alors e´change´. Enﬁn, un clustering hie´rarchique est de´termine´ a` partir
de cette matrice trie´e. E´tant donne´ un parame`tre Dmin, pour chaque i = 2, . . . , n, les nœuds
i − 1 et i sont place´s dans le meˆme cluster si et seulement si Distance(i − 1, i) < Dmin.
L’histogramme des distances Distance(i−1, i) peut aider a` trouver manuellement un Dmin
pertinent.
2.7 Conclusion
La de´tection de communaute´s en partant d’un nœud peut donc eˆtre vue sous trois angles
diﬀe´rents : la de´tection de “la communaute´” du nœud d’inte´reˆt, la de´tection de toutes ses
communaute´s ou bien simplement la de´tection d’une communaute´ inde´pendamment du
nœud d’inte´reˆt qui est alors utilise´ simplement comme un nœud d’accroche. Au contraire,
lorsque l’on conside`re plusieurs nœuds de de´part, toutes les me´thodes cherchent a` comple´ter
cet ensemble de nœuds en une communaute´, cela revient donc a` chercher “la communaute´”
de l’ensemble de nœuds.
Cette de´tection se fait ge´ne´ralement en cherchant des minima locaux d’une fonction de
qualite´ ad hoc qui quantiﬁe la pertinence d’un groupe de nœuds en tant que communaute´.
De telles fonctions e´valuent le plus souvent la topologie locale du re´seau, par exemple en
comparant le nombre de liens internes et externes a` la communaute´. L’optimisation est
re´alise´e de fac¸on gloutonne/stochastique ou en utilisant des heuristiques plus e´labore´es
mais restant eﬃcaces en temps de type nibble.
Nous remarquons e´galement qu’aucune fonction de qualite´ ne fait l’unanimite´ et que
l’optimisation, visant a` trouver des minima locaux, introduit un biais mal controˆle´ et peu
e´tudie´. Une fonction de qualite´ et son type d’optimisation vont souvent de pair et seule
la comparaison du re´sultat ﬁnal a` des communaute´s “ve´rite´ de terrain” peut permettre de
juger de la validite´ de la me´thode.
Dans la suite nous proposons une approche orthogonale pour re´soudre ces proble`mes de
de´tection de communaute´s en partant d’un nœud et de comple´tion de communaute´. Nous
n’allons pas travailler directement avec des fonctions de qualite´, mais utiliser des mesures
de proximite´ aﬁn d’isoler des groupes de nœuds pertinents proches du (ou des) nœud(s)
d’inte´reˆt. Pour cela, nous allons exploiter le lien fort existant entre communaute´ et mesure
de proximite´ que nous de´taillons dans le prochain chapitre. En particulier, nous serons
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dans un premier temps moins ambitieux : plutoˆt que de vouloir proposer une me´thode
qui marche “a` coup suˆr” pour de´tecter la (ou les) communaute´(s) d’un nœud d’inte´reˆt,
nous proposons une me´thode qui permet de trouver une communaute´ bien dessine´e et
cela a` partir d’un nœud qui est uniquement dans cette communaute´ et est important
en son sein. Nous allons ensuite ame´liorer et de´cliner la me´thode pour construire des
algorithmes eﬃcaces permettant de re´soudre les trois proble`mes suivants : (i) trouver des
communaute´s auxquelles un nœud donne´ appartient, (ii) comple´ter un ensemble de nœuds
en une communaute´ et (iii) trouver des communaute´s recouvrantes dans un re´seau.
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Chapitre 3
Lien entre mesures de proximite´ et
communaute´s
Dans ce chapitre, nous expliquons tout d’abord le lien qui existe entre mesures de
proximite´ et communaute´s. Ce lien est, comme nous l’avons e´voque´ pre´ce´demment, tre`s peu
utilise´ dans la litte´rature, qui privile´gie l’optimisation gloutonne de fonctions de qualite´.
Nous dressons ensuite un e´tat de l’art des mesures de proximite´ en nous focalisant sur
les plus pertinentes pour la de´tection de communaute´s. Finalement nous pre´sentons deux
mesures de proximite´ que nous avons mises au point au cours de la the`se, l’une sans
parame`tre et l’autre avec parame`tre.
3.1 Mesure de proximite´ pour de´tecter la commu-
naute´ locale d’un nœud
Les approches consistant a` optimiser des fonctions de qualite´ sont tre`s largement uti-
lise´es pour la de´tection de communaute´s. Une fonction de qualite´ permet d’e´valuer dans
quelle mesure un certain groupe de nœuds est une “bonne” communaute´ au sein d’un
graphe. Comme nous l’avons de´crit dans le chapitre pre´ce´dent, de telles approches se basent
ge´ne´ralement sur une comparaison des connectivite´s internes et externes a` un groupe de
nœuds pour e´valuer cette “qualite´ communautaire”. Bien qu’elles soient tre`s largement
re´pandues, elles souﬀrent ge´ne´ralement de deux de´fauts majeurs :
1. L’optimisation de fonctions de qualite´ est souvent tre`s complexe du fait de la nature
non-convexe de l’espace d’optimisation. Cette optimisation devant rester eﬃcace en
temps de manie`re a` pouvoir traiter de grands graphes, elle est souvent eﬀectue´e
de manie`re gloutonne, en commenc¸ant uniquement avec le nœud d’inte´reˆt dans la
communaute´ et en ajoutant les voisins un par un. Comme l’on ne s’autorise pas
a` repasser par des zones de moindre qualite´ pour trouver de meilleures zones, les
communaute´s obtenues peuvent donc correspondre a` des minima locaux et sont en
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ge´ne´ral plus petites que ce qu’elles devraient eˆtre. 1
2. La mise en œuvre de fonctions de qualite´ pour la de´tection de communaute´s est
e´galement diﬃcile du fait de l’existence de parame`tres d’e´chelle. Par exemple, la
fonction de qualite´ lin
(lin+lout)α
e´tudiant le rapport entre le nombre de liens internes lin
a` la communaute´ et le nombre de liens internes et externes lin + lout, repose sur un
parame`tre d’e´chelle α qui controˆle la taille de la communaute´ que l’on veut obtenir :
elle de´forme la fonction de qualite´ en privile´giant une certaine taille de communaute´.
Cela pose proble`me si cette taille privile´gie´e ne correspond pas au re´sultat attendu.
Trouver la bonne valeur de α est souvent fastidieux (on peut par exemple chercher les
communaute´s pour de nombreuses valeurs α diﬀe´rentes et retenir les communaute´s
qui sont pre´sentes fre´quemment). De plus, cette valeur α est parfois arbitrairement
ﬁxe´e a` 1 et disparaˆıt alors de la fonction de qualite´ : lin
(lin+lout)
. α devient alors un
parame`tre cache´ et on privile´gie implicitement une certaine taille de communaute´.
Ce proble`me de parame`tre semble tre`s lie´ au the´ore`me de l’impossibilite´ de clustering
de Kleinberg [82] qui, en quelque sorte, montre qu’il est diﬃcile de faire du clustering
sans ﬁxer un parame`tre d’e´chelle.
Nous proposons de pallier les proble`mes de l’approche a` base de “fonction de qualite´”
pour la de´tection de communaute´s avec une approche a` base de “mesure de proximite´”. Il
existe en eﬀet un lien tre`s fort entre la notion de mesure de proximite´ et celle de commu-
naute´. Nous illustrons ce lien avec une mesure de proximite´ particulie`re que nous allons
de´tailler plus loin (l’opinion propage´e [52]). Nous montrons en particulier qu’une mesure
de proximite´ peut permettre de trouver la (ou les) communaute´(s) d’un nœud donne´.
Nous exploiterons ensuite cette ide´e sous diﬀe´rentes formes tout au long de la the`se aﬁn
de : “trouver toutes les communaute´s auxquelles un nœud appartient”, “comple´ter un en-
semble de nœuds en une communaute´” et “trouver toutes les communaute´s recouvrantes
d’un re´seau” respectivement dans les chapitres 4, 5 et 6.
La ﬁgure 3.1 montre les re´sultats fournis par une mesure utilise´e pour e´valuer la proxi-
mite´ de tous les nœuds d’un re´seau a` un nœud d’inte´reˆt donne´. Sur la courbe montrant
ces valeurs trie´es par ordre de´croissant, on peut voir trois plateaux se´pare´s par deux
1. Ce proble`me peut dans une certaine mesure eˆtre illustre´ par le fonctionnement de l’algorithme de
Louvain [32]. Cet algorithme cherche a` partitionner un graphe en communaute´s en optimisant de manie`re
gloutonne une fonction de qualite´, appele´e modularite´ : chaque nœud constitue au de´part sa propre com-
munaute´. Ensuite, l’algorithme change un par un les nœuds de communaute´ si cela permet d’augmenter
la modularite´. En faisant cela il fusionne les communaute´s initiales (ici re´duites a` un seul nœud) et arrive
rapidement a` un maximum local ne permettant plus d’optimiser davantage la modularite´ en changeant
un nœud de communaute´. Il construit alors un autre graphe en fusionnant les nœuds appartenant a` une
meˆme communaute´ en hypernœud et recommence l’ope´ration dans ce nouveau graphe (ce nouveau graphe
est construit de telle manie`re que fusionner des hypernœuds e´quivaut a` fusionner des communaute´s dans
le graphe initial). Les communaute´s ﬁnales obtenues sont bien plus grosses et optimisent bien mieux la
modularite´ que les communaute´s obtenues avant la fusion des communaute´s en hypernœuds. Cette fusion a
permis ici de contourner certains de ces minima locaux. Ceci donne des arguments en faveur de l’assertion
suivante : les communaute´s obtenues par “l’optimisation gloutonne simple” d’une fonction de qualite´ en
partant d’un nœud (ou d’un petit ensemble de nœud) donne lieu a` des communaute´s plus petites que ce
qu’elles devraient eˆtre a` cause des minima locaux.
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Figure 3.1 – Proximite´s (nous avons utilise´ ici l’opinion propage´e [52] que nous de´taillerons
plus tard dans ce chapitre) des nœuds d’un graphe a` un nœud d’inte´reˆt trie´es par ordre
de´croissant. Sur la repre´sentation du graphe (avec un layout graphviz [57]), le nœud
d’inte´reˆt est indique´ par une ﬂe`che et l’intensite´ de la couleur des nœuds est proportionnelle
a` leur proximite´ au nœud d’inte´reˆt. Le graphe utilise´ est un re´seau de co-auteurs comptant
379 nœuds et 914 liens [115].
de´croissances fortes aux environs du 50e et du 180e nœud. En visualisant le graphe, on
constate que les deux premiers plateaux correspondent a` deux communaute´s a` des e´chelles
diﬀe´rentes, communaute´s que l’on aurait pu trouver intuitivement. Cela sugge`re que l’on
puisse de´tecter une communaute´ si l’on obtient un plateau suivi d’une forte de´croissance.
La ﬁgure 3.2 montre le re´sultat de la meˆme expe´rience mene´e sur quatre nœuds distincts
du re´seau Wikipe´dia 2008 (cf. annexe A pour une description du jeu de donne´es). Cette
courbe est pre´sente´e en e´chelle log-log pour mieux mettre en e´vidence les transitions. On
peut voir, en faisant le lien avec l’expe´rience pre´ce´dente (ﬁgure 3.1) que, pour la courbe
transition claire et la courbe transition lente, cette mesure peut directement traduire la
pre´sence de communaute´s ego-centre´es sur le nœud d’inte´reˆt. Cependant, la plupart du
temps on obtient des courbes en loi de puissance et en loi de puissance de´forme´e (cf.
ﬁgure 3.2). Ces lois sans e´chelle montrent qu’aucune taille caracte´ristique ne peut eˆtre
extraite de cette mesure, ce qui signiﬁe que : soit le sommet appartient a` plusieurs com-
munaute´s de taille diﬀe´rente, soit il n’appartient a` aucune communaute´.
Nous avons e´tudie´ manuellement les pages correspondant a` ces quatre courbes :
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Figure 3.2 – Proximite´ de´croissante calcule´e avec l’opinion propage´e [52] des nœuds du
re´seau Wikipe´dia 2008 a` quatre nœuds d’inte´reˆt distincts (e´chelle doublement logarith-
mique).
— La courbe transition claire correspond a` la page “Cotton Township, Switzerland
County, Indiana”. Comme on peut le voir, les 6 premiers nœuds constituent un
plateau. Ces nœuds correspondent a` la page “Switzerland County, Indiana” et
aux 5 autres pages des Townships du Switzerland County. On observe ensuite une
de´croissance sur 7 nœuds tre`s proches se´mantiquement de “Township, Switzerland
County” et “Indiana”. Les 970 nœuds suivants constituent un second plateau et
correspondent aux autres Townships de l’Indiana (sans exception, l’Indiana comp-
tant 1005 townships). On observe ensuite une forte de´croissance sur 1000 nœuds
compose´e de pages relatives a` l’Indiana et aussi, dans une moindre mesure, a` l’Illi-
nois. On observe ensuite un plateau avec 1000 nœuds compose´s essentiellement des
Townships de l’Illinois (avec quelques exceptions). La de´croissance ondulante vers
un plateau ﬁnal transite doucement vers des pages plus e´loigne´es du sujet en passant
par d’autres Townships ame´ricains et d’autres sujets lie´s a` l’Ame´rique.
— La courbe transition lente correspond a` la page “Maﬁa”. Les premiers milliers de
pages sont de´die´es a` des maﬁosi et a` des sujets connexes au crime organise´. On
observe ensuite une transition douce vers des sujets plus e´loigne´s.
— La courbe loi de puissance de´forme´e est obtenue avec la page “Mi-Hyun Kim” qui
est une joueuse de golf professionnelle de Core´e du Sud. La page est principalement
lie´e a` des pages sur le golf et a` des pages relatives a` la Core´e du Sud. Les mille
premie`res pages traitent de l’un ou l’autre de ces sujets.
— La courbe loi de puissance nette est obtenue pour la page “JNCO”, qui est une
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transition claire transition lente loi puissance de´forme´e loi puissance nette
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Tableau 3.1 – Proportion de nœuds donnant les diﬀe´rentes courbes. L’e´tude est mene´e sur
1000 nœuds choisis au hasard dans le re´seauWikipe´dia 2008 en utilisant l’opinion propage´e
comme mesure de proximite´. L’attribution a` une classe est ici re´alise´e a` la main.
marque de veˆtements. On observe ici une loi de puissance quasi-parfaite de´bouchant
sur un plateau ﬁnal. Cette page est lie´e a` des pages tre`s diﬀe´rentes les unes des
autres, telles que : “Los Angeles”, “Jeans”, “Hip-hop”, “J.C. Penney”, “Graﬃti”,
“Kangaroo”, “Boxing” et “Nu Metal”. Les pages les mieux classe´es n’appartiennent
pas a` un the`me pre´cis.
On voit donc ici que, dans le meˆme re´seau coexistent diﬀe´rents types de communaute´s :
1. des communaute´s bien de´ﬁnies, comme celle de Switzerland county ou celle de l’In-
diana.
2. des communaute´s de´ﬁnies de manie`re plus ﬂoue comme celle de Maﬁa.
Ces communaute´s peuvent aussi eˆtre observe´es a` plusieurs e´chelles : Switzerland county
est ainsi une sous-communaute´ de celle de l’Indiana.
Dans un meˆme re´seau coexistent aussi deux grands types de nœuds :
1. des nœuds qui peuvent par eux-meˆmes caracte´riser une (ou des) communaute´(s)
comme “Cotton Township, Switzerland County, Indiana” ou “Maﬁa” ;
2. des nœuds qui appartiennent a` plusieurs communaute´s : quelques-unes comme “Mi-
Hyun Kim” ou de nombreuses comme “JNCO” et ne peuvent pas caracte´riser une
communaute´ a` eux seuls.
Bien suˆr, la frontie`re entre ces diﬀe´rents types de communaute´s ou de nœuds n’est pas
clairement identiﬁe´e. On peut ne´anmoins attribuer une classe a` un nœud en analysant la
de´croissance des proximite´s et ainsi savoir grossie`rement s’il appartient a` une, quelques-
unes ou de nombreuses communaute´s et voir si la (les) communaute´(s) est (sont) clairement
dessine´e(s) ou plutoˆt ﬂoue(s). Nous avons remarque´ que le plus souvent (plus de 70% des
cas), une loi sans e´chelle de´forme´e ou nette est obtenue, c’est-a`-dire que la plupart des
nœuds appartiennent a` plusieurs communaute´s de´ﬁnies de manie`re ﬂoue, cf. tableau 3.1 ou`
nous avons classiﬁe´ a` la main les courbes obtenues pour 1000 nœuds choisis ale´atoirement
dans le re´seau.
La ﬁgure 3.3, montre diﬀe´rents attributs des courbes : la pente maximale, la pente
moyenne et l’e´cart-type de la pente pour les courbes obtenues par ces 1000 nœuds, ainsi
qu’une Analyse en Composantes Principales (ACP). Nous voyons que l’e´cart-type et la
pente maximale permettent, tous deux inde´pendamment, de discriminer de manie`re cor-
recte les lois en puissance des allures en “plateau / de´croissance / plateau” : prendre par
exemple un e´cart-type supe´rieur a` 0.6, ou une pente maximale supe´rieure a` 3, permet
d’identiﬁer de manie`re correcte les courbes en “plateau / de´croissance / plateau”.
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Figure 3.3 – Nœuds donnant les diﬀe´rentes courbes. L’e´tude est mene´e sur 1000 nœuds
choisis au hasard dans le re´seau Wikipe´dia 2008 et en utilisant l’opinion propage´e comme
mesure de proximite´. L’attribution a` une classe est ici re´alise´e a` la main.
3.1.1 Loi sans e´chelle : trop de communaute´s ou pas de commu-
naute´ ?
Nous avons dit pre´ce´demment qu’une courbe d’allure de loi sans e´chelle signiﬁe que le
nœud n’appartient a` aucune communaute´ ou bien a` plusieurs communaute´s. On ne peut
alors pas extraire d’e´chelle caracte´ristique de la mesure. L’objet de cette section est de
justiﬁer cette intuition a` travers des expe´riences re´alise´es sur des graphes jouets a` structure
communautaire connue.
Nous avons mis en place un mode`le de graphes spe´ciﬁque pour e´muler ce phe´nome`ne.
Nous ge´ne´rons un graphe compose´ de quatre graphes d’Erdos-Renyi dont les probabilite´s
internes de connexions sont les suivantes : 0.4, 0.3, 0.2 et 0.1 et les nombres de nœuds sont
respectivement : 20, 40, 80 et 160. Les quatre graphes d’Erdos-Renyi se recouvrent sur
un unique nœud, notre nœud d’inte´reˆt ; ils repre´sentent quatre communaute´s de ce nœud,
de taille et de densite´ diﬀe´rentes. Nous mesurons ensuite la proximite´ de tous les nœuds
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du re´seau au nœud d’inte´reˆt. La ﬁgure 3.4a repre´sente le re´seau en coloriant les nœuds
en fonction de leur score selon une e´chelle logarithmique, tandis que la ﬁgure 3.4b montre
la de´croissance des scores de proximite´ en e´chelle log-log. Les “plateau / de´croissance /
plateau”sont ici e´vidents et la structure communautaire peut eˆtre reconstitue´e a` la per-
fection en coupant aux plus grandes pentes. Nous avons re´pe´te´ l’expe´rience sur ce meˆme
re´seau en y ajoutant du bruit : nous avons ajoute´ chaque lien possible (et enleve´ chaque
lien existant) avec une probabilite´ de 0.01 (re´sultats de´taille´s ﬁgure 3.4c et 3.4d) et avec
une probabilite´ de 0.03 (re´sultats de´taille´s dans les ﬁgures 3.4e et 3.4f). Nous voyons que
l’allure “plateau / de´croissance / plateau”s’estompe pour laisser place a` une courbe allant
vers une loi puissance.
Nous verrons par la suite comment pallier ce proble`me de loi sans e´chelle, mais nous
proposons d’abord de faire un e´tat de l’art des mesures de proximite´ et de pre´senter les
avantages et les inconve´nients que chaque mesure pourrait avoir pour la de´tection de com-
munaute´s.
3.2 E´tat de l’art sur les mesures de proximite´
Les mesures de proximite´ que nous conside´rons ici sont des fonctions prenant en entre´e
un graphe et deux nœuds et retournant une quantite´ permettant d’e´valuer combien ces
deux nœuds sont proches l’un de l’autre. E´tonnamment le lien entre mesure de proximite´ et
communaute´ que nous venons de mettre en e´vidence n’est pas (ou tre`s peu) exploite´ dans la
litte´rature. Les mesures de proximite´ ont pourtant de nombreuses autres applications, bien
plus re´pandues, pour l’e´tude des re´seaux, notamment en ce qui concerne la pre´diction de
liens : intuitivement deux nœuds non-connecte´s, mais qui sont e´value´s comme tre`s proches
l’un de l’autre par une mesure de proximite´ ad hoc ont plus de chance de se connecter dans
le futur que s’ils e´taient e´value´s comme e´loigne´s l’un de l’autre. La pre´diction de liens est
si importante qu’elle constitue un domaine a` part entie`re de l’analyse des re´seaux. L’une
de ses applications les plus populaires est la recommandation, par exemple la suggestion
d’amis sur un re´seau social ou de produits dans les boutiques en ligne. Il existe ainsi
plusieurs articles d’e´tat de l’art sur les mesures de proximite´, dont certains sont ge´ne´raux
[44] et d’autres applique´s a` la pre´diction de liens [161, 94].
Nous reprenons et e´tendons ici ces e´tats de l’art en de´taillant les mesures de proximite´
qui nous semblent eˆtre les plus pertinentes pour la de´tection de communaute´s. Les deux
mesures de proximite´s les plus imme´diates sont sans doute :
— la distance entre les deux nœuds, c’est-a`-dire le nombre minimal de sauts pour aller
de l’un a` l’autre et
— le nombre de voisins partage´s par les deux nœuds, ou bien des variantes prenant en
compte seulement le voisinage des deux nœuds (comme la similarite´ de Jaccard entre
deux ensembles de voisins 2 ou la similarite´ d’Adamic-Adar [8] qui donne souvent
2. Pour deux nœuds a et b elle est donne´e par : J(a, b) = |Na∩Nb||Na∪Nb| ou` Na (resp. Nb) est l’ensemble des
voisins de a (resp. b).
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Figure 3.4 – Proximite´ de´croissante (nous avons utilise´ ici l’opinion propage´e [52] que nous
de´taillerons plus tard dans ce chapitre) des nœuds d’un graphe jouet a` un nœud d’inte´reˆt.
Sur la repre´sentation du graphe (avec un layout graphviz [57]), le nœud d’inte´reˆt est au
centre et l’intensite´ de la couleur des nœuds est proportionnelle a` leur proximite´ au nœud
d’inte´reˆt.
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les meilleurs re´sultats dans le cadre de la pre´diction de liens).
Ces deux mesures de proximite´ sont inte´ressantes, mais ne´anmoins trop simples. En eﬀet
(comme nous l’avons vu pre´ce´demment) la premie`re donne des valeurs entie`res qui sont en
ge´ne´ral tre`s faibles et identiques pour tous les nœuds. De plus, elle ne prend pas en compte
la redondance des liens : deux nœuds a` distance 2 partageant un seul voisin auront la meˆme
proximite´ que deux nœuds a` distance 2 partageant un grand nombre de voisins. Avec le
deuxie`me type de mesure de proximite´, l’eﬀet inverse se produit. En eﬀet, en utilisant le
meˆme exemple, deux nœuds a` distance 2 partageant un grand nombre de voisins auront
une plus grande proximite´ que deux nœuds a` distance 2 n’en partageant qu’un seul, ainsi la
redondance est bien prise en compte. Par contre, toute paire de nœuds a` distance supe´rieure
a` 2 aura une proximite´ nulle, ce qui n’est pas satisfaisant.
La construction de mesures de proximite´ plus e´labore´es prenant en compte la distance
et la redondance s’impose donc. Voici les mesures de proximite´ que nous avons juge´es les
plus pertinentes :
— l’indice de Katz [79] :
Katz(i, j) =
∞�
l=0
βlNSPl (i, j)
ou` NSPl est le nombre de chemins (simples, c’est-a`-dire sans boucle) de longueur l
entre les deux nœuds i et j. NSPl est cependant souvent trop long a` calculer sur
de grands graphes pour l ≥ 4. Nous verrons qu’utiliser les NBP (Non-Bactracking
Paths), c’est-a`-dire le nombre de chemins sans boucle de longueur 2, mais pouvant
avoir des boucles plus grandes permet de raisonnablement pallier ce proble`me. Il
existe e´galement une variante, le Local Path Index, ne prenant en compte que les
chemins de longueur infe´rieure a` un parame`tre λ [101].
— Le pagerank enracine´ [119] de´ja` cite´ pre´ce´demment : soit un marcheur ale´atoire qui
commence a` marcher depuis un nœud d’inte´reˆt en allant a` chaque fois ale´atoirement
vers un voisin et en se te´le´portant au nœud de de´part avec la probabilite´ α. La pro-
babilite´ de trouver le marcheur au temps inﬁni situe´ sur un nœud donne´ correspond
a` la proximite´ de ce nœud au nœud d’inte´reˆt. On remarque que cette mesure de
proximite´ n’est pas syme´trique. De plus, cette mesure de proximite´ entre un nœud
d’inte´reˆt et tous les nœuds du graphe peut eˆtre obtenue avec l’algorithme de point
ﬁxe suivant :
Xt+1 = (1− α)TXt + αX0
ou` Xt est le vecteur de scores apre`s n ite´rations (Xt[i] correspond a` la probabilite´
d’avoir un marcheur au nœud i apre`s t pas), X0 est initialise´ avec le vecteur nul
sauf pour le nœud d’inte´reˆt qui est initialise´ a` 1. T est la matrice de transition :
Tkl =
lkl
dl
, ou` lkl est le poids du lien entre les nœuds k et l, et dl est le degre´ du
nœud l. α ∈]0, 1[ est un parame`tre qui controˆle la profondeur de l’exploration du
re´seau. Le temps de calcul ne´cessaire est essentiellement line´aire en O(t(n+m)) ou`
n et m sont respectivement le nombre de nœuds et de liens dans le graphe et t le
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nombre d’ite´rations ne´cessaires a` la convergence (en ge´ne´ral de l’ordre du diame`tre
du graphe, c’est-a`-dire en O(log(n))). Bien que cette me´thode soit de´ja` rapide,
il est possible de la rendre encore plus rapide dans certains cas. En particulier,
lorsque le coeﬃcient α est grand, on peut en ge´ne´ral obtenir, pour un graphe creux,
une approximation en un temps constant ne de´pendant pas de la taille du graphe
[18, 150]. Pour cette raison, nous utiliserons cette mesure de proximite´ dans le
chapitre 6 lorsque le temps de calcul sera le principal facteur limitant.
— Le hitting time (resp. commuting time). Pour un nœud source et un nœud cible
donne´s, c’est le nombre moyen de pas ne´cessaires a` un marcheur pour aller (resp.
pour aller et revenir) de la source a` la cible. Pour un nœud cible donne´, le hitting
time pour chaque autre nœud du graphe vu tour a` tour comme source peut eˆtre
calcule´ en re´solvant le syste`me line´aire suivant, comme de´taille´ dans [104] :
Hi(j) =
�
0 si j = i
1 +
�
k∈V (j)
Hi(k) sinon.
Hi(j) correspond au hitting time pour le nœud source j et le nœud cible i et V (j)
de´note l’ensemble des voisins du nœud j. Le temps de convergence de l’algorithme du
point ﬁxe utilise´ pour calculer le rooted pagerank e´tant trop long pour la re´solution
de cet autre syste`me line´aire, nous avons imple´mente´ un algorithme qui permet
de le re´soudre en un temps essentiellement line´aire a` l’aide de la me´thode du gra-
dient conjugue´ [73] vue comme une me´thode ite´rative et pre´-conditionne´e astucieu-
sement 3.
— Une autre mesure de proximite´ parame´tre´e est le pagerank enracine´ biaise´ par le
degre´ de [24] ou par des attributs des liens ou des nœuds. Dans ce cas le poids des
liens du re´seau utilise´ pour calculer le pagerank enracine´ de´pend des attributs et
cette de´pendance peut eˆtre apprise de fac¸on supervise´e.
Toutes ces mesures de proximite´ peuvent permettre de mettre en e´vidence le lien entre
communaute´s et proximite´ comme nous l’avons fait pre´ce´demment. Cependant le rooted
pagerank et l’indice de Katz sont parame´tre´s et dans certains cas il est souhaitable de
pouvoir s’aﬀranchir de ces parame`tres ou bien de savoir comment les ﬁxer. De plus, nous
verrons plus loin dans ce chapitre, que ces parame`tres ne sont pas toujours bien adapte´s.
Le calcul du hitting time, quant a` lui, est plutoˆt complique´ bien que rapide graˆce a` notre
algorithme a` base de descente par gradient conjugue´.
Pour pallier ces proble`mes (temps de calcul et pertinence des parame`tres le cas e´che´ant)
nous proposons deux nouvelles mesures de proximite´.
— La premie`re sans parame`tre est intuitive, simple a` calculer et permet dans la plupart
des cas d’arriver a` des re´sultats tre`s satisfaisants. Elle est base´e sur la dynamique
d’opinion, nous l’appelons l’opinion propage´e.
— La deuxie`me mesure que nous proposons incorpore principalement deux parame`tres
qui permettent de faire inde´pendamment et simultane´ment un compromis entre
3. le code est disponible a` l’url donne´ en introduction : http://bit.ly/maxdan94
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“distance et redondance” d’une part et un compromis entre “popularite´ et intimite´”
d’autre part. Compromis qui, comme nous allons le voir, nous semblent ne´cessaires
et ne semblent pas pouvoir eˆtre ge´re´s par les mesures de proximite´ de l’e´tat de l’art
comportant un seul parame`tre. Notre deuxie`me mesure de proximite´ peut eˆtre vue
comme une variante de l’indice de Katz. Notre mesure, que nous appelons Katz+,
permet, contrairement a` la mesure de Katz, de traiter de grands graphes et de ge´rer
les deux compromis.
Ce sont ces deux mesures de proximite´ que nous allons privile´gier dans le reste du ma-
nuscrit bien que d’autres soient utilisables et donnent des re´sultats e´galement pertinents
(moyennant souvent un temps de calcul accru).
3.3 L’opinion propage´e : une mesure de proximite´
sans parame`tre
Nous proposons ici une nouvelle mesure de proximite´ base´e sur la dynamique d’opinion.
Elle permet de calculer rapidement la proximite´ de tous les nœuds du graphe a` un nœud
d’inte´reˆt donne´. Dans ce qui suit, nous ferons l’amalgame entre proximite´ au nœud d’inte´reˆt
et un re´el compris entre 0 et 1 qui illustre l’opinion d’un nœud.
E´tant donne´ un nœud d’inte´reˆt, le principe du calcul de notre mesure de proximite´
consiste, dans un premier temps, a` ﬁxer la valeur de l’opinion du nœud d’inte´reˆt a` 1 et
l’opinion de tous les autres nœuds a` 0. Puis, a` chaque pas de temps, l’opinion de chaque
nœud est mise a` jour avec la moyenne de l’opinion de ses voisins et l’opinion du nœud
d’inte´reˆt est remise a` 1 (elle ne change donc pas tout au long du processus). Ce processus
converge vers une opinion de 1 pour tous les nœuds du graphe (si celui-ci est connexe).
Ce n’est pas cet e´tat ﬁnal connu qui nous inte´resse pour calculer la proximite´ des nœuds
du graphe au nœud d’inte´reˆt, mais un e´tat transitoire suﬃsamment avance´. Il faut, par
conse´quent, s’arreˆter a` un nombre d’ite´rations t suﬃsamment grand, mais avant d’obtenir
1 pour chaque nœud du graphe. Ainsi l’opinion de 1 du nœud d’inte´reˆt se sera propage´e
dans le re´seau et les opinions des autre nœuds du re´seau (qui e´taient initialement de 0)
auront augmente´ vers des valeurs plus grandes illustrant leur proximite´ au nœud d’inte´reˆt.
Nous allons maintenant montrer qu’un large intervalle est possible pour le choix du
parame`tre t sans induire de grands changements ; nous proposons e´galement une me´thode
pour nous aﬀranchir comple`tement de ce parame`tre. Nous proposons pour cela deux conjec-
tures que nous validons ensuite empiriquement :
Conjecture 1 Apre`s un nombre d’ite´rations suﬃsamment grand, le classement des nœuds
en fonction de leur opinion ne change plus.
Conjecture 2 Apre`s un nombre d’ite´rations suﬃsamment grand, la diﬀe´rence entre les
opinions d’une paire de nœuds est proportionnelle a` la diﬀe´rence entre les opinions de
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n’importe quelle autre paire de nœuds 4.
Les deux conjectures sugge`rent simplement que, pour quatre nœuds a, b, c et d avec
une opinion a` l’ite´ration t note´e respectivement Ota, O
t
b, O
t
c et O
t
d, nous avons :
lim
t→∞
Ota −Otb
Otc −Otd
= Ca,b,c,d
ou` Ca,b,c,d est une constante de´pendant seulement des nœuds a, b, c et d.
Nous proposons une troisie`me conjecture :
Conjecture 3 Ce nombre d’ite´rations est petit devant la taille du graphe.
Ces conjectures ont e´te´ teste´es sur diﬀe´rents graphes ge´ne´re´s et re´els avec des re´sultats
concluants. Nous montrons ici, sur la ﬁgure 3.5, les re´sultats obtenus sur le re´seau blogs
politiques de [9]. Comme on peut le voir, apre`s quelques ite´rations, le classement ne change
plus et les diﬀe´rences entre les opinions deviennent eﬀectivement proportionnelles.
Pour s’aﬀranchir du parame`tre t, il est possible de remettre a` l’e´chelle les opinions en
dilatant les valeurs de manie`re a` ce que l’opinion la plus faible soit 0 et la plus forte (celle
du nœud d’inte´reˆt) reste a` 1. Des scores entre 0 et 1 sont donc obtenus a` chaque ite´ration
et le processus converge alors vers un point ﬁxe.
Le nœud d’inte´reˆt e´tant e´tiquete´ u, le calcul consiste donc a` re´pe´ter de manie`re ite´rative
les trois e´tapes suivantes jusqu’a` la convergence :
Ct(u) = MCt−1(u) MOYENNAGE
Ct(u) = C
t(u)−min(Ct(u))
1−min(Ct(u)) MISE A L’E´CHELLE
Ctu(u) = 1 RE´INITIALISATION
ou` :
— Ct(u) est le vecteur d’opinions apre`s t ite´rations pour le nœud d’inte´reˆt u. La com-
posante j du vecteur C t(u) est note´e C tj(u) ;
— C0(u) est le vecteur d’opinions initial. Il est nul sauf pour le sommet u, pour qui il
est ﬁxe´ a` 1 : C0u(u) = 1 ;
— M est la matrice de moyennage, qui est la transpose´e de la matrice stochastique de
transition : Mkl =
lkl
dk
, ou` lkl est le poids du lien (k, l) et dk le degre´ du sommet k.
3.3.1 Re´sultat sur des re´seaux re´els
Nous avons applique´ l’opinion propage´e a` plusieurs petits re´seaux re´els. Nous avons
de´taille´ les re´sultats dans la ﬁgure 3.6 pour le re´seau netscience (de´taille´ dans l’annexe A) :
la ﬁgure 3.6a montre les valeurs obtenues toutes les 10 ite´rations sans l’e´tape de mise a`
l’e´chelle. Bien que les valeurs convergent vers 1, nous voyons que n’importe quel nombre
d’ite´rations entre 20 et 100, voire plus, donne des valeurs qui permettent de bien rendre
compte de la proximite´ au nœud d’inte´reˆt et de de´couvrir la structure communautaire. La
4. Bien que la conjecture 2 implique la conjecture 1, nous les avons se´pare´es pour une meilleure clarte´
du manuscrit.
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Figure 3.5 – Expe´riences validant les conjectures 1 et 2. Elles ont e´te´ mene´es sur le re´seau
polblog asyme´trise´ [9] (cf. annexe A). La ﬁgure 3.5a valide la conjecture 1 en comparant,
pour l’opinion propage´e, les classements obtenus a` chaque ite´ration au dernier classement
obtenu (pour 200 ite´rations). On peut voir que, apre`s seulement 95 ite´rations, le classement
ne change plus. La distance utilise´e pour comparer les classements est simplement le nombre
de nœuds mal classe´s. La ﬁgure 3.5b valide la conjecture 2 en montrant le ratio de la
diﬀe´rence entre les scores de deux paires de nœuds choisies ale´atoirement. Nous avons
re´alise´ cinq fois cette meˆme expe´rience ce qui a donne´ lieu a` cinq courbes. Comme on
peut le voir, apre`s 40 ite´rations les ratios deviennent constants, ainsi les diﬀe´rences sont
proportionnelles.
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ﬁgure 3.6b montre le meˆme re´sultat obtenu apre`s 10, 20, 100 et 10 000 ite´rations mais cette
fois avec l’e´tape de mise a` l’e´chelle. Nous voyons qu’apre`s 100 ite´rations la me´thode a de´ja`
pratiquement converge´. La ﬁgure 3.6c montre un dessin du re´seau avec les nœuds colore´s
en fonction de leur proximite´ au nœud d’inte´reˆt obtenue par la me´thode avec l’e´tape de
mise a` l’e´chelle.
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Figure 3.6 – Re´sultats de la convergence de l’opinion propage´e sur le re´seau netscience. La
ﬁgure 3.6a est sans mise a` l’e´chelle, 3.6b est avec mise a` l’e´chelle. Sur le graphe une ﬂe`che
montre le nœud d’inte´reˆt et plus un nœud est fonce´ plus son score est e´leve´ (la proximite´
obtenue par l’opinion propage´e mise a` l’e´chelle est utilise´e ici pour ce score). Le dessin du
re´seau, sur la ﬁgure 3.6c, est re´alise´ avec un layout Graphviz [57]. Sur de petits re´seaux
une simple e´chelle line´aire peut eˆtre utilise´e.
La ﬁgure 3.7 pre´sente le re´sultat ﬁnal obtenu avec l’e´tape de mise a` l’e´chelle pour
trois autres petits re´seaux re´els : joueurs de jazz, livres politiques et dauphins (de´taille´s
en annexe). Une fois encore, les valeurs de proximite´ obtenues sont intuitivement bonnes
et permettent a` chaque fois de trouver la communaute´ souhaite´e du nœud d’inte´reˆt en
coupant, par exemple, a` la plus grande pente.
Nous avons enﬁn teste´ la mesure de proximite´ avec l’e´tape de mise a` l’e´chelle sur le
re´seau des blogs politiques qui est un peu plus grand et pour lequel nous posse´dons une
ve´rite´ de terrain, ici une connaissance des communaute´s existantes fournie par des experts.
Le jeu de donne´es est compose´ de 759 blogs politiques libe´raux (ou e´tiquete´s comme tels par
des experts) et 443 blogs conservateurs. Sur des re´seaux de cette taille il devient ne´cessaire
d’e´tudier les de´croissances en e´chelle logarithmique car les transitions brutales peuvent
passer inaperc¸ues en e´chelle line´aire. La ﬁgure 3.8 rend compte de la convergence. Apre`s 40
ite´rations, les valeurs de proximite´ au nœud d’inte´reˆt trie´es par ordre de´croissant dessinent
une structure en “plateau / de´croissance / plateau”. Cette de´croissance se produit autour
du 600e nœud.
Sur la ﬁgure 3.9, nous avons e´galement dessine´ le re´seau a` l’aide de la repre´sentation de
[68], en utilisant des cercles (resp. des carre´s) pour les blogs libe´raux (resp. conservateurs).
Nous avons choisi le nœud d’inte´reˆt ale´atoirement : il s’agit d’un blog libe´ral indique´ par une
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Figure 3.7 – Re´sultats de la convergence de l’opinion propage´e pour, ﬁgure 3.7a le re´seau
joueurs de jazz, ﬁgure 3.7b le re´seau livres politiques et ﬁgure 3.7c le re´seau dauphins. Sur
le dessin une ﬂe`che montre le nœud d’inte´reˆt et plus un nœud est fonce´ plus son score est
e´leve´. Les dessins sont re´alise´s avec le layout Graphviz.
ﬂe`che. Sur ce dessin nous avons e´galement colore´ les nœuds en fonction de leur proximite´
au nœud d’inte´reˆt suivant une e´chelle logarithmique : plus un nœud est fonce´, plus son
score est e´leve´. Comme on peut le voir, la couleur d’un nœud est, en grande majorite´, en
accord avec son e´tiquette : la plupart des blogs libe´raux sont colore´s en bleu et la plupart
des blogs conservateurs en blanc. Il y a 561 blogs libe´raux parmi les 600 nœuds ayant la
proximite´ la plus grande au nœud libe´ral d’inte´reˆt, i.e., 93.5% des 600 nœuds les mieux
classe´s sont libe´raux, ce qui est cohe´rent puisque le nœud d’inte´reˆt est un blog libe´ral ; 617
nœuds libe´raux apparaissent parmi les 759 premiers nœuds, i.e., 81, 4% des 759 nœuds de
plus forte proximite´ sont libe´raux.
3.3.2 Re´sultat sur des re´seaux synthe´tiques
Les tests sur les re´seaux re´els ont montre´ la pertinence de l’ide´e ge´ne´rale de la me´thode,
les expe´riences sur des re´seaux synthe´tiques que nous pre´sentons maintenant permettent
de tester plus pre´cise´ment certains points spe´ciﬁques de la me´thode.
La ﬁgure 3.10a montre les re´sultats d’une expe´rience mene´e sur un re´seau synthe´tique
compose´ de 3 sous-graphes ale´atoires d’Erdos-Renyi contenant chacun 100 nœuds avec une
probabilite´ de connexion de 0.3. Les nœuds appartenant a` des sous-graphes diﬀe´rents sont
connecte´s avec une probabilite´ plus faible de 0.05. Ainsi nous obtenons trois communaute´s
assez clairement identiﬁables.
Nous voyons ici que les re´sultats obtenus par l’opinion propage´e ne sont pas toujours
ceux attendus : des sommets hors de la communaute´ du nœud d’inte´reˆt obtiennent des
valeurs de proximite´ tre`s e´leve´es. Ces sommets sont les voisins du nœud d’inte´reˆt dans le
graphe (i.e., des nœuds adjacents au nœud d’inte´reˆt) et donc, inde´pendamment du fait que
les voisins soient ou pas dans la meˆme communaute´ que le nœud d’inte´reˆt, ils obtiennent
un score e´leve´. En fait, la valeur obtenue par un voisin du nœud d’inte´reˆt de degre´ d est au
minimum 1
d
du fait de l’e´tape de moyennage et du fait que le nœud d’inte´reˆt a une opinion
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Figure 3.8 – Expe´riences montrant la convergence de l’opinion propage´e. Les expe´riences
sont re´alise´es sur le re´seau blogs politiques (de´taille´ dans l’annexe A), pour lequel nous avons
se´lectionne´ un nœud d’inte´reˆt au hasard. La courbe montre le score de chaque nœud en
fonction de son classement apre`s 2, 10, 40 et 10 000 ite´rations. Bien que l’ordre des nœuds
change le´ge`rement pendant les cents premie`res ite´rations, comme montre´ sur la ﬁgure 3.5a,
les changements sont ne´gligeables apre`s 40 ite´rations.
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Figure 3.9 – Repre´sentation du re´seau de blogs politiques avec l’algorithme de [68]. Les
cercles (resp. carre´s) repre´sentent des blogs libe´raux (resp. conservateurs). Une ﬂe`che in-
dique le nœud d’inte´reˆt et, plus un nœud est bleu plus son score est e´leve´, en suivant une
e´chelle logarithmique.
de 1 et que celle des autres voisins du nœud en question est supe´rieure a` 0.
Cependant, on peut argumenter que ce de´faut n’en est pas vraiment un ; en eﬀet, on veut
que les nœuds qui partagent une communaute´ avec le nœud d’inte´reˆt aient un score e´leve´ et,
en ce sens, un nœud adjacent au nœud d’inte´reˆt constitue avec ce dernier une communaute´
de deux nœuds et il est normal qu’il ait un score e´leve´. Cet eﬀet peut cependant eˆtre
facilement e´limine´, comme montre´ sur la ﬁgure 3.10b, en ajoutant un pas supple´mentaire
apre`s convergence qui consiste a` enlever le nœud d’inte´reˆt et a` appliquer une e´tape de
moyennage supple´mentaire (la valeur d’un nœud devient la valeur moyenne de celle de
ses voisins). Cet eﬀet concerne seulement les premiers voisins et on peut donc uniquement
changer le score des premiers voisins (i.e., les nœuds adjacents) avec la formule :
S = (S − 1
d
)
d
d− 1 ,
ou` S de´signe l’opinion propage´e d’un premier voisin et d son degre´.
Nous venons de mettre ici en e´vidence deux eﬀets de la mesure d’opinion propage´e et,
plus ge´ne´ralement, deux eﬀets a` prendre en compte dans une mesure de proximite´ :
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Figure 3.10 – 3.10a : Re´sultats obtenus pour un graphe compose´ de 3 graphes d’Erdos-
Renyi (100,0.3), avec une probabilite´ de connexion entre des graphes appartenant a` diﬀe´rent
graphes d’Erdos-Renyi de 0.05. 3.10b : meˆme re´sultat, mais avec une e´tape de moyennage
additionnelle en enlevant le nœud d’inte´reˆt. Plus le score est e´leve´, plus le nœud est fonce´.
1. “un eﬀet de distance” : plus un nœud est proche du nœud d’inte´reˆt, en termes de
distance (nombre de sauts), plus son opinion propage´e est e´leve´e, et
2. “un eﬀet de redondance” : plus il existe de courts chemins entre un nœud donne´ et
le nœud d’inte´reˆt, plus son opinion propage´e est e´leve´e.
Nous venons e´galement de voir l’eﬀet important de la distance, pour certains jeux
de donne´es, qui avantage fortement les voisins. Ce biais peut facilement eˆtre e´limine´ en
ajoutant un pas correcteur. La question est de savoir si le proble`me persiste pour les
voisins a` distance supe´rieure ou e´gale a` 2. Pour ve´riﬁer cela, nous avons repre´sente´ les
valeurs moyennes de l’opinion propage´e en fonction de la distance des nœuds pour le re´seau
Wikipe´dia 2008 (le nœud d’inte´reˆt choisi e´tant la page “Boxing”) et un graphe d’Erdos-
Renyi ayant le meˆme degre´ moyen. Comme montre´ sur la ﬁgure 3.11, il y a une de´croissance
exponentielle des valeurs de l’opinion propage´e en fonction de la distance pour le graphe
d’Erdos-Renyi alors que, sur le re´seau Wikipe´dia, il y a une corre´lation entre distance et
opinion propage´e uniquement pour les voisins du nœud d’inte´reˆt, i.e., les nœuds a` distance
1. Cela montre que l’eﬀet duˆ a` la distance pre´vaut pour le graphe d’Erdos-Renyi (ou` il
n’y a, a priori, pas d’eﬀet de redondance duˆ a` la pre´sence de communaute´s). Dans le
graphe Wikipe´dia, cet eﬀet n’existe que pour les nœuds a` distance 1, c’est-a`-dire les nœuds
adjacents.
Enﬁn, il faut noter que la structure en “plateau / de´croissance / plateau”, telle qu’ob-
serve´e dans les ﬁgures 3.7 et 3.10, n’apparaˆıt pas tout le temps. Cela de´pend en majorite´
de deux facteurs :
1. la position du nœud d’inte´reˆt, selon qu’il est central au sein d’une communaute´ ou
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Figure 3.11 – Opinion propage´e moyenne en fonction de sa distance au nœud d’inte´reˆt,
pour le re´seau Wikipe´dia 2008 et un graphe d’Erdos-Renyi contenant le meˆme nombre de
liens et de nœuds. La courbe 1
kd
ou` k est ﬁxe´ au degre´ moyen des graphes pre´ce´dents est
e´galement repre´sente´e, soit k = 2e
n
= 40 et la variable d repre´sente la distance au nœud
d’inte´reˆt.
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Figure 3.12 – Opinion propage´e avec le pas de correction supple´mentaire pour deux graphes
d’Erdos-Renyi de 110 nœuds avec une probabilite´ de connexion de 0.3 se recouvrant sur 20
nœuds. Plus le score est e´leve´, plus le nœud est fonce´. 3.12a : le nœud d’inte´reˆt est central a`
sa communaute´ et donne une structure nette en “plateau / de´croissance / plateau”. 3.12b :
le nœud d’inte´reˆt est pe´riphe´rique et la structure en “plateau / de´croissance / plateau”
n’est plus clairement visible.
plutoˆt pe´riphe´rique et appartenant a` plusieurs communaute´s. La ﬁgure 3.12 illustre
ce phe´nome`ne : quand le nœud est central a` une communaute´, une structure en
“plateau / de´croissance / plateau” e´merge, alors que la de´croissance est beaucoup
plus re´gulie`re quand le nœud est pe´riphe´rique ;
2. la structure communautaire du nœud d’inte´reˆt, selon que sa (ou ses) communaute´(s)
est (sont) bien de´ﬁnie(s) ou pas. La ﬁgure 3.13 illustre ce phe´nome`ne : plus la
communaute´ est clairement de´ﬁnie, plus la structure en “plateau / de´croissance /
plateau” est nette.
3.3.3 Comparaison plus avance´e : confrontation a` la ve´rite´ de
terrain
Aﬁn de valider plus avant cette approche “mesure de proximite´”, nous confrontons les
scores de proximite´ a` un nœud d’inte´reˆt donne´ et la ve´rite´ du terrain. Nous e´tudions la
proportion des nœuds qui se trouvent dans la communaute´ naturelle de ce nœud d’inte´reˆt
parmi les nœuds les mieux classe´s.
Pour cela, nous avons travaille´ avec le re´seau Wikipe´dia 2012, se´lectionne´ des cate´gories
agre´ge´es qui correspondent a` nos communaute´s ve´rite´ de terrain (comme de´taille´ dans
l’annexe A) et essaye´ de trouver pour chaque communaute´ des nœuds importants.
La ﬁgure 3.14 montre certains de ces re´sultats. La ﬁgure 3.14a (resp. 3.14b, 3.14c)
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Figure 3.13 – Opinion propage´e avec le pas supple´mentaire de correction pour un graphe
compose´ de deux sous-graphes d’Erdos-Renyi (100, 0.5). 3.13a (resp. 3.13b, 3.13c, 3.13d) :
deux nœuds dans des sous-graphes diﬀe´rents ont une probabilite´ d’eˆtre lie´s de 0.1 (resp.
0.2, 0.3, 0.4).
montre le re´sultat obtenu pour le nœud “Tayo Koki” (resp. “Cruiserweight”, “Magnus
Carlsen”) et sa communaute´ naturelle “Sumo” (resp. “Boxing”, resp. “Chess”). Comme
nous pouvons le voir pour chacun de ces exemples, la plus grande pente semble co¨ıncider
avec la ﬁn de la communaute´ (en suivant le classement en fonction de la proximite´). La
ﬁgure 3.14d montre le re´sultat obtenu avec le nœud “Chess Boxing” et les communaute´s
“Chess” et “Boxing”. Dans ce cas, la me´thode ne marche pas car le nœud “Chess Boxing”
n’est pas central a` une communaute´ et appartient a` plusieurs communaute´s.
Le tableau 3.2 montre les re´sultats associe´s aux ﬁgures 3.14 ainsi que d’autres re´sultats
pour ce meˆme re´seau Wikipe´dia 2012 : nous avons compare´ l’ensemble des nœuds situe´s
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Figure 3.14 – Re´sultats obtenus dans le re´seau Wikipe´dia 2012. La barre verticale identiﬁe
la position de la plus grande pente.
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Cate´gorie nœud nombre de score F1 pente nombre de score F1
d’inte´reˆt voisin voisins maximale noeuds
Chess Chess 4929 0.63 3.26 4027 0.92
3850 nœuds Magnus Calsen 205 0.06 3.24 4102 0.90
Queens Gambit 273 0.13 3.79 4560 0.88
World Chess Championship 1040 0.27 3.35 4197 0.90
Chess Boxing 113 0.01 1.37 35 0.00
Sumo Sumo 1361 0.47 3.32 415 0.91
445 nœuds Taiho Koki 97 0.25 5.10 461 0.92
Yokozuna 9 0.01 2.61 478 0.89
Lyoto Machida 238 0.01 1.58 82 0.01
Boxing Boxing 9597 0.60 1.62 6809 0.83
7289 nœuds Cruiserweight 304 0.06 1.58 8302 0.79
Vitali Klitschko 308 0.02 0.94 9444 0.61
Chess Boxing 113 0.01 1.37 35 0.01
Tableau 3.2 – Re´sultats obtenus sur le re´seau Wikipe´dia 2012.
avant la plus grande pente avec l’ensemble des nœuds dans la cate´gorie du nœud d’inte´reˆt
en termes de score F1
5 et de taille de communaute´. La me´thode est eﬃcace lorsqu’un
repre´sentant (c’est-a`-dire, un nœud uniquement dans la communaute´ en question et im-
portant en son sein) est choisi, mais ne marche pas lorsque le nœud candidat n’est pas un
repre´sentant (dernier exemple a` chaque fois). Nous avons e´galement renseigne´ la taille et le
score F1 obtenus par le nœud d’inte´reˆt et l’ensemble de ses voisins. Remarquons e´galement
que la valeur de la plus grande pente semble indiquer dans quelle mesure la communaute´
est bien dessine´e et a` quel point le nœud d’inte´reˆt est central a` la communaute´.
3.4 Une nouvelle mesure de proximite´ parame´tre´e :
Katz+
La mesure de proximite´ que nous venons de pre´senter n’a pas de parame`tre et per-
met cependant d’obtenir des re´sultats inte´ressants dans de nombreux cas. Toutefois il est
ne´cessaire, parfois, d’avoir des parame`tres que l’on peut calibrer aﬁn d’obtenir un re´sultat
pre´cis, par exemple dans le cas d’une comple´tion d’un groupe de nœuds en une commu-
naute´ comme nous allons le voir dans le chapitre 5. Nous pre´sentons ici une telle mesure
de proximite´ parame´tre´e.
Avant d’aller plus loin, nous posons deux questions au lecteur pour bien lui faire com-
prendre l’inte´reˆt d’incorporer des parame`tres a` une mesure de proximite´ :
1. Conside´rons une paire de nœuds 1 et 2 connecte´s mais isole´s du reste du re´seau et une
5. Pour deux communaute´s A et B, on a F1(A,B) = 2
|A∩B|
|A|+|B| . Ce score est classiquement utilise´
pour comparer des ensembles, la similarite´ de Jaccard l’est e´galement. Mais lorsqu’il s’agit de´valuation on
pre´fe`re ge´ne´ralement F1 qui peut eˆtre vu comme la moyenne harmonique de la pre´cision et du rappel :
F1(A,B) =
2precision(A,B)rappel(A,B)
precision(A,B)+rappel(A,B) avec precision(A,B) =
|A∩B|
|B| et rappel(A,B) =
|A∩B|
|A| .
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Figure 3.15 – Quelle paire de nœuds est la plus proche {1, 2} ou {3, 4} ?
paire de nœuds 3 et 4 non connecte´s mais partageant n voisins. Le module 3, 4 et les
n voisins sont isole´s du reste du re´seau, comme illustre´ sur la ﬁgure 3.15. Qui sont les
plus proches : (1, 2) ou (3, 4) ? Cette question de´pend de n et d’une compre´hension
plus ﬁne du re´seau e´tudie´. La fonction de proximite´ doit donc eˆtre controˆle´e par
au moins un parame`tre aﬁn de ﬁxer ce compromis entre distance et redondance.
Cette proble´matique est ge´ne´ralisable aux chemins de longueur supe´rieure a` 2 :
deux nœuds non connecte´s mais avec un voisin en commun sont-ils plus ou moins
proches que deux nœuds non connecte´s, sans voisin commun, mais ayant n chemins
de longueur 3 entre eux ?
2. Un autre proble`me vient de la pre´sence de nœuds de fort degre´ (ou hubs). Soit un
nœud 1 choisi au hasard dans le graphe : est-ce qu’un nœud 2 fortement lie´ a` 1
et a` son voisinage et faiblement lie´ au reste du graphe est plus proche de 1 qu’un
nœud 3 fortement lie´ partout (y compris au nœud 1 et a` son voisinage) ? Ici aussi
le choix doit eˆtre laisse´ libre et ne´cessite donc un autre parame`tre dans la mesure
de proximite´ pour ﬁxer ce compromis entre ce que l’on peut appeler popularite´ et
intimite´.
Nous venons ainsi de mettre en e´vidence l’inte´reˆt d’au moins deux parame`tres dans une
mesure de proximite´ aﬁn qu’elle soit pre´cise et conforme aux pre´fe´rences de l’utilisateur :
— un parame`tre α pour controˆler le compromis entre distance et redondance (premie`re
question),
— un parame`tre β pour controˆler le compromis entre popularite´ et intimite´ (deuxie`me
question).
Aﬁn de prendre en compte ces deux compromis et les proble`mes lie´s aux diﬀe´rentes
mesures de proximite´ de´taille´es dans l’e´tat de l’art, nous proposons ici une nouvelle mesure
de proximite´ base´e sur la combinaison des chemins de diﬀe´rentes longueurs. Cette mesure
repose sur l’indice de Katz, mais elle est plus ge´ne´rale que ce dernier et peut eˆtre calcule´e
sur de grands graphes. Notre mesure de proximite´ peut e´galement eˆtre calcule´e rapidement
plusieurs fois avec des jeux de parame`tres diﬀe´rents ce qui sera tre`s utile par la suite, nous
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y reviendrons dans le chapitre 5. La proximite´ du nœud j au nœud i est donne´e par la
formule suivante :
Prox(i, j) =
∞�
l=0
γl,djN
SP
l (i, j) , (3.1)
ou` les γl,dj sont des parame`tres qui controˆlent la contribution des chemins de longueur
l pour un nœud cible j de degre´ dj. γl,dj doit intuitivement de´croˆıtre en fonction de l et de
dj pour pe´naliser les nœuds plus e´loigne´s ou de degre´ plus e´leve´.
Notons que cette mesure de proximite´ n’est pas syme´trique, on a en ge´ne´ral :
Prox(i, j) �= Prox(j, i). Cependant cela n’est pas un proble`me pour nous puisque nous
cherchons, a` chaque fois, a` calculer la proximite´ de tous les nœuds du graphe a` un unique
nœud donne´ et a` comparer les valeurs obtenues entre elles. Cette mesure de proximite´
prend en compte, par l’interme´diaire des coeﬃcients γl,dj , les deux ingre´dients qui nous ont
semble´ particulie`rement pertinents, soit : (i) le compromis entre distance et redondance et
(ii) le besoin de prendre en compte le degre´ des nœuds.
Nous allons maintenant simpliﬁer cette mesure de proximite´. En particulier, nous allons
proposer un ansatz pour le coeﬃcient γl,dj (aﬁn de revenir a` seulement deux parame`tres α
et β) et utiliser des chemins sans cycle de longueur 2 (non-backtracking paths ou NBP) au
lieu des chemins simples qui sont trop longs a` calculer.
3.4.1 Complexite´ du calcul des chemins simples
Le nombre de chemins entre les nœuds i et j e´tant diﬃcile a` calculer (bien que des
techniques d’approximation existent), nous proposons d’utiliser le nombre de chemins sans
cycle de longueur 2 (ou NBP) ; les cycles de taille 3 ou plus sont autorise´s. Le nombre de
NBP entre un nœud i et chaque nœud du graphe est facile a` calculer a` l’aide du syste`me
d’e´quations suivant, en posant Xl le vecteur contenant le nombre de NBP de longueur l
(i.e., la j e`me coordonne´e correspond au nombre de NBP entre i et j) :
X0 = δi
X1 = AX0
X2 = AX1 −DX0
∀l ≥ 2, Xl+1 = AXl − (D − I)Xl−1 ,
(3.2)
ou` δi est le vecteur nul sauf pour la coordonne´e i qui vaut 1, A est la matrice d’adjacence,
D est la matrice diagonale des degre´s et I est la matrice identite´. Le terme (D − I)Xl−1
e´limine les chemins qui reviennent en arrie`re lors du (l + 1)e`me pas. La complexite´ pour
calculer le nombre de NBP de longueur l entre un nœud d’inte´reˆt et tous les autres nœuds
du graphe est donc line´aire en fonction de la longueur des chemins, en O(l(n +m)), ou` n
est le nombre de nœuds et m le nombre de liens.
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Figure 3.16 – Nombre de NBP entre un nœud choisi ale´atoirement dans le graphe et chaque
autre nœud en fonction de la longueur du NBP. Re´sultats obtenus sur Wikipe´dia 2008.
3.4.2 Longueur et nombre de NBP
La longueur et le nombre des diﬀe´rents NBP entre les nœuds i et j doivent eˆtre pris
en compte et nous avons besoin d’un coeﬃcient pour controˆler cela. Nous avons choisi de
multiplier le nombre de NBP de longueur l par un coeﬃcient αl, ou` α ∈]0, 1[. Le choix de
ce handicap exponentiel est lie´ a` la croissance exponentielle du nombre de NBP en fonction
de leur longueur comme montre´ sur la ﬁgure 3.16.
Aﬁn de diminuer davantage le temps de calcul, nous avons e´galement ajoute´ une borne
supe´rieure λ pour la longueur des NBP pris en compte. Nous verrons plus tard, dans le
chapitre 5, que les longs NBP ne sont en ge´ne´ral pas pertinents pour la de´tection de com-
munaute´s. En eﬀet, les NBP courts restent majoritairement dans la meˆme communaute´,
alors que les longs en sortent souvent. Nous pouvons alors simpliﬁer la mesure de proximite´
comme suit :
Prox(i, j) =
λ�
l=0
γdjα
lNNBPl (i, j) . (3.3)
3.4.3 Impact du degre´ des nœuds
Comme le montre la ﬁgure 3.17, le nombre de NBP augmente de manie`re line´aire en
fonction du degre´ du nœud d’arrive´e et cela est inde´pendant de la longueur des NBP
conside´re´s. Il y a alors deux choix naturels extreˆmes pour γdj :
1. ﬁxer γdj = 1, cette option consiste a` ne pas du tout handicaper les nœuds de fort
degre´. Utiliser cette option pourrait cependant faire passer des hubs peu pertinents
devant des nœuds de faible degre´ plus pertinents ;
2. ﬁxer γdj = 1/dj, a` l’inverse cette seconde option pe´naliserait chaque nœud avec une
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Figure 3.17 – Nombre moyen de NBP depuis un nœud choisi ale´atoirement vers tous les
autres nœuds du graphe en fonction du degre´ du nœud d’arrive´e et de la longueur des
NBP. Re´sultats obtenus sur Wikipe´dia 2008.
importance exactement e´gale a` son degre´. Les hubs perdraient alors leur centralite´
naturelle.
Nous proposons une solution interme´diaire qui consiste a` handicaper les nœuds de fort
degre´ avec une pe´nalite´ polynomiale en fonction de leur degre´. Cela est controˆle´ par le
parame`tre β ∈ [0, 1] et les valeurs extreˆmes 0 et 1 nous rame`nent aux deux cas pre´sente´s
pre´ce´demment alors que toute valeur interme´diaire handicape les nœuds de fort degre´ mais
de manie`re sous-line´aire.
Prox(i, j) =
1
dβj
λ�
l=0
αlNNBPl (i, j) (3.4)
La correction par le degre´ est importante. En eﬀet, la ﬁgure 3.18 montre le re´sultat
obtenu pour deux graphes ge´ne´re´s avec le mode`le conﬁgurationnel [116] sans et avec la
correction sur le degre´ (i.e., le parame`tre β). Nous voyons que, sans la correction sur le
degre´, la structure communautaire artiﬁcielle n’est pas capture´e : seuls les nœuds de fort
degre´ ont un score e´leve´ relativement aux autres. La structure communautaire artiﬁcielle
est en revanche retrouve´e a` la quasi-perfection lorsque l’on utilise la correction.
Enﬁn, nous avons remarque´ empiriquement que ce handicap a` de´croissance polyno-
miale avantage trop les nœuds de faible degre´ dans les grands graphes de terrain tel que
Wikipe´dia. En eﬀet, si un hub connecte un nœud de tre`s faible degre´ au nœud d’inte´reˆt,
ce chemin de longueur 2 lui donne trop d’importance. Nous avons donc de´cide´ de contre-
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Figure 3.18 – 3.18a (resp. 3.18b) Score de proximite´ sans (resp. avec) la correction sur
le degre´. Plus un nœud est fonce´, plus son score de proximite´ est e´leve´. Le graphe est
compose´ de deux graphes de 250 nœuds se recouvrant sur 50 nœuds, chacun ge´ne´re´ avec le
mode`le conﬁgurationnel en utilisant une distribution de degre´s en loi de puissance avec un
exposant −2. α = 0.5 et λ = 5 pout les deux tests, β = 0 (resp. 0.9) pour la ﬁgure 3.18a
(resp. 3.18b).
carrer ce proble`me en utilisant un dernier parame`tre : une borne infe´rieure δ. Si un nœud
est de degre´ infe´rieur a` δ, nous le pe´nalisons avec un facteur 1
δβ
, au lieu d’un facteur 1
dβj
,
c’est-a`-dire que nous le pe´nalisons comme s’il e´tait de degre´ δ.
3.4.4 Mesure de proximite´ ﬁnale
En conclusion, nous proposons la mesure de proximite´ suivante, que nous appelons
Katz+ :
Proxα,β,λ,δ(i, j) =
λ�
l=0
γl,djN
NBP
l (i, j) (3.5)
avec
γl,dj =
�
αl
dβj
if dj ≥ δ
αl
δβ
if dj < δ
(3.6)
En utilisant un exemple similaire a` celui utilise´ pour l’opinion propage´e, sur la ﬁ-
gure 3.12a, nous voyons en comparant les ﬁgures 3.19a et 3.19c qu’il est possible, avec le
bon jeu de parame`tres, d’obtenir un re´sultat tre`s similaire a` celui obtenu avec l’opinion
propage´e. Nous voyons e´galement que contrairement a` l’opinion propage´e, Katz+ permet,
avec le bon jeu de parame`tres, de se´lectionner (ﬁgure 3.19d) ou de ne pas se´lectionner (ﬁ-
gure 3.19b) les nœuds dans la zone recouvrante. Les parame`tres permettent donc de mieux
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Figure 3.19 – Re´sultats obtenus sur un graphe compose´ de deux graphes d’Erdos-Renyi
de 110 nœuds avec une probabilite´ de connexion de 0.3 se recouvrant sur 20 nœuds. La
ﬁgure 3.19a est obtenue avec l’opinion propage´e. Les ﬁgures 3.19b,3.19c et 3.19d sont
obtenues avec les coeﬃcients α = 0.9, λ = 5, δ = 0 et respectivement β = 1.4, β = 1. et
β = 0.6. On remarque une grande similarite´ entre les courbes 3.19a et 3.19c, ainsi que la
possibilite´ avec Katz+ de se´lectionner les nœuds pe´riphe´riques a` la communaute´ du nœud
d’inte´reˆt ou non.
controˆler la de´ﬁnition de communaute´s et donc le re´sultat qui sera obtenu, alors qu’en
utilisant l’opinion propage´e, qui est sans parame`tre, on obtient un re´sultat interme´diaire
non-ajustable ou` les nœuds de la zone recouvrante obtiennent un score moyen.
3.4.5 Discussion
Le sce´nario suivant illustre une limite de notre mesure Katz+. Elle n’est, en eﬀet, pas
entie`rement satisfaisante. Conside´rons un nœud 1 relie´ a` un nœud 2 par un nœud 3 de fort
degre´. Conside´rons aussi une conﬁguration similaire, ou` un nœud 1bis est relie´ a` un nœud
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12 3
Figure 3.20 – Quelle paire de nœuds est la plus proche {1, 2} ou {1, 3} ?
2bis par un nœud 3bis de faible degre´. Il s’ave`re que Katz+ donne la meˆme proximite´ pour
la paire {1, 2} et la paire {1bis, 2bis}, alors que l’on aimerait que {1, 2} soit moins proche
que {1bis, 2bis}. Cela peut donner des re´sultats incohe´rents tels que : deux nœuds de faible
degre´ lie´s entre eux par l’interme´diaire d’un hub (tel que la page USA dans Wikipe´dia)
se retrouvent plus proches que deux nœuds de degre´ moyen lie´s par l’interme´diaire d’un
nœud de faible degre´. On peut e´videment pallier ce proble`me en conside´rant le degre´ des
nœuds pre´sents sur les chemins, mais cela augmente la complexite´ du calcul de la mesure
de proximite´. Nous avons propose´ de simplement handicaper davantage les nœuds de tre`s
faible degre´ (par l’interme´diaire du parame`tre δ), mais cette solution ajoute un parame`tre
dont on aimerait bien se passer.
Une autre possibilite´ est d’utiliser le pagerank enracine´ normalise´ par le degre´ 6. Le
pagerank enracine´, comme l’indice de Katz, avantage de manie`re trop importante et in-
controˆle´e les hubs. Bien qu’il permette de ge´rer le compromis “distance/redondance” (pour
des nœuds de meˆme degre´, la proximite´ au nœud d’inte´reˆt sera cohe´rente), il ne permet
pas de ge´rer le compromis “popularite´/intimite´” : on observe qu’avec un α trop petit (par
exemple de l’ordre de 10−9), on obtient quelque chose de tre`s similaire a` la distance (on
peut trouver une bijection entre les valeurs obtenues et la distance entre nœuds) et qu’avec
un α un peu plus grand les hubs prennent trop d’importance. Pour ajouter un parame`tre
permettant de ge´rer ce deuxie`me compromis nous proposons de diviser les valeurs obtenues
par le degre´ a` la puissance β, comme pour Katz+ (les justiﬁcations de cet ansatz sont les
meˆmes que celles mises en avant pour Katz+).
La` encore des exemples spe´ciﬁques peuvent eˆtre construits et donner des re´sultats
contre-intuitifs, comme sur la ﬁgure 3.20 tire´e de [24] ou` le nœud 2 est e´value´ par le
rooted page rank corrige´ par le degre´ comme plus proche du nœud 1 quelles que soient les
valeur de α et β.
Il semble donc ne´cessaire de prendre en compte le degre´ des nœuds sur les chemins pour
re´aliser une mesure de proximite´ parame´tre´e parfaite. Nous nous contenterons cependant
6. Nous avons vu lors de l’e´tat de l’art la de´ﬁnition du pagerank enracine´ : soit un marcheur ale´atoire
qui commence a` marcher depuis un nœud d’inte´reˆt en allant a` chaque fois ale´atoirement vers un voisin et
en se te´le´portant au nœud de de´part avec la probabilite´ α. La probabilite´ de trouver, au temps inﬁni, le
marcheur au niveau d’un nœud donne´ correspond a` la proximite´ de ce nœud au nœud d’inte´reˆt.
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d’utiliser Katz+ lorsque nous aurons besoin d’une mesure de proximite´ parame´tre´e. Elle
fournit, en eﬀet, des re´sultats meilleurs que les mesures de l’e´tat de l’art, notamment sur
les cas spe´ciﬁques que nous allons e´tudier.
Avant de conclure ce chapitre, nous allons de´tailler la me´thode push qui permet de cal-
culer un pagerank enracine´ approche´ de manie`re locale et donc beaucoup plus rapidement
que par d’autres me´thodes ; nous en aurons besoin au chapitre 6.
3.4.6 Calcul du pagerank enracine´ approxime´
Aﬁn de pouvoir calculer une mesure de proximite´ tre`s rapidement, les auteurs de [16]
ne calculent pas le pagerank enracine´ exact, mais un pagerank enracine´ approche´. Ceci
permet de rendre le temps d’exe´cution de l’algorithme line´aire en fonction de la taille de
l’ensemble des nœuds en sortie et inde´pendant de la taille du graphe.
Le calcul se fait a` l’aide de la me´thode push qui consiste a` ne pas calculer le pagerank
personnalise´ avec la probabilite´ de rede´marrer α et le vecteur ei (vecteur nul sauf pour le
nœud i ou` il vaut 1). Au lieu de calculer le vecteur prα(ei) tel que :
prα(ei) = αei + (1− α)Tprα(ei),
il s’agit de calculer le pagerank d’un autre vecteur, celui du vecteur ei − r ou` initialement
r = ei, mais tel qu’au fur et a` mesure des ite´rations, la norme inﬁnie du vecteur D
−1r
de´croˆıt et devient infe´rieure a` � qui est le parame`tre d’approximation donne´ en entre´e (la
multiplication par D−1 divise chaque entre´e du vecteur par le degre´ du nœud associe´).
Ainsi l’algorithme re´sout :
prα(ei − r) = α(ei − r) + (1− α)Tprα((ei − r)).
et cette e´quation est un invariant de l’algorithme.
Initialement r = ei et prα(ei−r) note´ p pour simpliﬁer est le vecteur nul. Puis a` chaque
ite´ration, un nœud j avec son entre´e r[j] > � d[j] (d[j] de´note le degre´ du nœud j) est
ale´atoirement se´lectionne´ et :
— α r[j] est ajoute´ a` p[j],
— r[j](1−alpha)
d[j]
est ajoute´ a` l’entre´e du vecteur r de chacun des voisins de j, et
— r[j] est mis a` 0.
jusqu’a` ce qu’il n’y ait plus de nœud j avec r[j] > � d[j].
Ces ope´rations garantissent bien l’invariant de boucle et permettent donc bien de cal-
culer le pagerank voulu de manie`re approche´e. L’algorithme retourne non pas le pagerank
enracine´ sur le nœud d’inte´reˆt i, mais un pagerank personnalise´ par un vecteur ei − r tel
que la norme inﬁnie du vecteur D−1r est infe´rieure a` �.
3.5 Conclusion
Nous avons explique´, dans ce chapitre, le lien qui existe entre mesure de proximite´ et
structure communautaire. Nous avons ensuite pre´sente´ l’e´tat de l’art des mesures de proxi-
mite´ les plus adapte´es pour la de´tection de communaute´s. Nous avons e´galement propose´
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deux nouvelles mesures de proximite´, l’une sans parame`tre (l’opinion propage´e) et l’autre
parame´tre´e (Katz+). Nous allons dans les trois chapitres qui suivent exploiter ce lien entre
mesure de proximite´ et communaute´s aﬁn de construire des algorithmes qui permettent
de trouver toutes les communaute´s auxquelles un nœud donne´ appartient (chapitre 4),
de comple´ter un ensemble de nœuds en une communaute´ (chapitre 5) et de trouver des
communaute´s recouvrantes dans un re´seau et potentiellement toutes dans certains cas
(chapitre 6).
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Deuxie`me partie
Applications
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Chapitre 4
Identiﬁcation de toutes les
communaute´s d’un nœud
Nous avons montre´ dans le chapitre 3 que lorsque l’on mesure la proximite´ d’un nœud
d’un graphe a` tous les autres nœuds, et que l’on classe ces scores par proximite´ de´croissante,
on obtient souvent une loi de puissance pour laquelle aucune e´chelle caracte´ristique ne peut
eˆtre extraite. L’une des origines possibles de cette loi de puissance est que le nœud conside´re´
appartient a` des communaute´s de tailles diﬀe´rentes et qui se recouvrent. En eﬀet, chacune
des communaute´s forme une structure en “plateau / de´croissance / plateau”et l’addition
de ces structures donne une loi de puissance.
Aﬁn de pouvoir utiliser la me´thodologie base´e sur les mesures de proximite´ pour de´tecter
des communaute´s, il faudrait revenir a` une forme de “plateau / de´croissance / plateau”.
L’ide´e que nous proposons et e´tudions dans ce chapitre consiste a` chercher des commu-
naute´s bi-ego-centre´es, c’est-a`-dire des communaute´s partage´es par deux nœuds. L’objectif
est donc de trouver, a` partir de deux nœuds, cette structure en “plateau / de´croissance /
plateau”.
4.1 Communaute´s bi-ego-centre´es : de´ﬁnition et
de´tection
4.1.1 Principe
Aﬁn de pouvoir calculer des communaute´s bi-ego-centre´es, il est ne´cessaire de pouvoir
e´valuer la proximite´ d’un nœud a` un ensemble de nœuds. Pour un ensemble de deux
nœuds {u, v}, un nœud w est proche de la paire s’il est a` la fois proche de u ET de v.
Ainsi, connaissant la proximite´ P (u, w) de u a` w et P (v, w) celle de v a` w, une possibilite´
est de de´ﬁnir la proximite´ P ({u, v}, w) de w a` {u, v} comme :
Pmin({u, v}, w) = min(P (u, w), P (v, w)).
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D’autre solutions sont e´galement possibles, comme calculer le produit (ou la moyenne
ge´ome´trique, ce qui est e´quivalent) :
Pprod({u, v}, w) = P (u, w)× P (v, w),
ou bien la moyenne harmonique :
Pharm({u, v}, w) = 2× P (u, w)× P (v, w)
P (u, w) + P (v, w)
.
Si l’on fait la somme (ou la moyenne arithme´tique, ce qui est e´quivalent) :
Psom({u, v}, w) = P (u, w) + P (v, w))
ou bien que l’on prend le maximum :
Pmax({u, v}, w) = max(P (u, w), P (v, w)),
on e´value dans quelle mesure le nœud w est proche du nœud u OU du nœud v, ce qui n’est
pas le but recherche´.
La ﬁgure 4.1 illustre ces cinq approches sur un graphe jouet. On observe, sur les ﬁ-
gures 4.1a et 4.1b, que les nœuds choisis appartiennent a` deux communaute´s chacun (dont
une en commun) et que l’e´valuation de la proximite´ des nœuds du graphe jouet a` chacun
des nœuds se´lectionne´s fait ressortir les nœuds appartenant a` ces deux communaute´s. Cal-
culer le minimum 4.1c, le produit 4.1d ou la moyenne harmonique 4.1e de ces proximite´s
fait ici bien ressortir la communaute´ que les deux nœuds ont en commun, contrairement
au maximum 4.1f qui fait ressortir les nœuds appartenant a` l’union des communaute´s et
la somme 4.1g qui donne quelque chose d’interme´diaire.
On remarque par ailleurs qu’il y a peu de diﬀe´rence, sur cet exemple, entre faire le
minimum, le produit ou la moyenne harmonique pour deux nœuds, bien que le minimum
semble donner un re´sultat plus tranche´. Pour plus de deux nœuds le produit ou la moyenne
harmonique sont a` privile´gier puisque le minimum est moins stable : un seul nœud peut
en eﬀet comple`tement changer le re´sultat s’il a une faible proximite´ aux autres nœuds.
Nous proposons donc les ide´es suivantes :
— Pmin({u, v}, w) = min(P (u, w), P (v, w)) mesure la proximite´ du nœud w a` la paire
{u, v} ;
— la mesure de proximite´ e´tant cense´e donner un meilleur score pour deux nœuds dans
la meˆme communaute´ que pour deux nœuds dans des communaute´s diﬀe´rentes, la
proximite´ d’un nœud a` une paire {u, v} doit donner une proximite´ plus grande si
le nœud partage une communaute´ avec u et une communaute´ avec v (meˆme si ce
n’est pas la meˆme) ;
— cela est ge´ne´ralisable a` un ensemble de plus de deux nœuds. Dans ce cas Pmin ou
Pharm semblent plus stables pour mesurer la proximite´ a` l’ensemble.
Ces ide´es sont en accord avec l’expe´rience faite sur le graphe jouet 4.1. Nous allons
maintenant les valider plus avant sur le benchmark de Lancicineti et Fortunato [87] et sur
le re´seau Wikipe´dia 2008.
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(a) (b)
(c) (d) (e)
(f) (g)
Figure 4.1 – Re´sultats pour un graphe jouet, illustrant une structure en communaute´s
recouvrantes, compose´ de quatre graphes d’Erdos-Renyi de 100 nœuds avec une probabilite´
d’avoir un lien entre 2 nœuds de p = 0.2 et se recouvrant sur 10 nœuds. Des ﬂe`ches pointent
vers le(s) nœud(s) d’inte´reˆt(s). Plus le nœud est fonce´, plus son score est e´leve´ : le score
repre´sente la proximite´ par rapport au nœud se´lectionne´ pour les ﬁgures 4.1a et 4.1b. Pour
la ﬁgure 4.1c (resp. 4.1d, 4.1e, 4.1f et 4.1g), le score repre´sente le minimum (resp. le produit,
la moyenne harmonique, le maximum et la somme) des scores obtenus pour chaque nœud
sur les deux autres ﬁgures. La proximite´ utilise´e est l’opinion propage´e.
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4.1.2 Validation sur le benchmark de Lancicineti et Fortunato
Nous avons ge´ne´re´ a` l’aide du benchmark de Lancicineti et Fortunato un re´seau de
100 000 nœuds ayant 10 000 nœuds appartenant a` 3 communaute´s, le degre´ moyen est
ﬁxe´ a` 15, la taille maximum des communaute´s a` 1000 et le parame`tre de mixage a` 0.2.
Les autres parame`tres sont laisse´s a` leur valeur par de´faut. Nous avons choisi deux nœuds
partageant une meˆme communaute´ et appartenant chacun a` trois communaute´s. Nous
avons choisi ces deux nœuds de manie`re a` avoir un re´sultat repre´sentatif.
Le re´sultat est pre´sente´ sur la ﬁgure 4.2 : comme on peut le voir pour le nœud 1
(resp. pour le nœud 2), les nœuds appartenant a` l’union de ses trois communaute´s ont, en
grande majorite´, une proximite´ au nœud 1 (resp. au nœud 2) plus e´leve´e que les autres :
ils apparaissent en premier lorsqu’ils sont classe´s par ordre de´croissant en fonction de leur
proximite´. De plus la de´croissance des proximite´s ici forme une structure en “plateau /
de´croissance / plateau” qui co¨ıncide avec la transition “dans les communaute´s / hors des
communaute´s”. En eﬀet, en se´lectionnant les nœuds classe´s avant la plus forte pente, nous
obtenons un ensemble de 1928 nœuds (resp. 1833 nœuds), dont la similarite´ de Jaccard
avec l’ensemble des nœuds partageant au moins une communaute´ avec le nœud 1 (resp.
nœud 2), ensemble de 1993 nœuds (resp. 1854 nœuds), est de 0.92 (resp. 0.93).
Pour le minimum, le re´sultat est encore plus frappant : comme pre´ce´demment, les
nœuds appartenant a` la communaute´ commune aux deux nœuds d’inte´reˆts sont classe´s
en premier. Mais, ici, la structure en “plateau / de´croissance / plateau” est encore plus
frappante et la plus grande pente co¨ıncide avec la transition “dans la communaute´ / hors
de la communaute´”. Encore une fois, en coupant a` la plus forte pente nous obtenons un
ensemble de 836 nœuds, dont la similarite´ de Jaccard avec l’ensemble des nœuds dans la
communaute´ commune, ensemble de 963 nœuds, est de 0.89.
4.1.3 Test sur Wikipedia
Nous avons applique´ la me´thode propose´e sur le re´seau Wikipe´dia 2008. La ﬁgure 4.3a
montre le re´sultat pour deux nœuds : “Folk wrestling” et “Torii school”. La premie`re
page est de´die´e aux diﬀe´rentes luttes traditionnelles pratique´es autour du monde et a`
diﬀe´rentes e´poques. La deuxie`me page est de´die´e a` une e´cole d’art japonaise. Les deux
courbes de “proximite´ VS classement” sont deux lois de puissance le´ge`rement de´forme´es
et ne permettent pas d’extraire une communaute´. Ceci peut s’expliquer par le fait que ces
deux pages appartiennent a` beaucoup de communaute´s de diﬀe´rente taille.
La ﬁgure 4.3b montre la courbe “proximite´ VS classement” obtenue pour le nœud “Sumo”,
ainsi que pour le minimum des proximite´s de “Folk wrestling” et de “Torii school”. Le
minimum remis a` l’e´chelle a exactement la meˆme structure que la courbe de “Sumo” : un
plateau suivi par une forte de´croissance autour du 350e nœud puis un plateau.
De plus, en comparant les 350 premiers nœuds de chaque expe´rience on constate que :
— 337 nœuds sont a` la fois dans les 350 premiers de “Sumo” et du minimum de “Folk
wrestling” et “Torii school” ;
— 14 nœuds sont a` la fois dans les 350 premiers de “Sumo” et “Torii school” ;
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Figure 4.2 – Expe´rience sur le benchmark LF. Haut : proximite´ des nœuds en fonction de
leur classement pour les deux nœuds ayant trois communaute´s dont une en commun, ainsi
que le minimum de ces proximite´s en fonction du classement. Bas : la valeur a` la position
x correspond a` la proportion de nœuds classe´s de x a` x + k qui sont dans l’une des trois
communaute´s du nœud en question (dans la communaute´ en commun pour le minimum)
en fonction du classement respectif. Nous avons pris k = 100 pour e´viter de trop grandes
oscillations.
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Figure 4.3 – La ﬁgure 4.3a montre les courbes “proximite´s VS classement” pour deux
nœuds dans le re´seau Wikipedia de 2009, “Folk wrestling” et “Torii school”. La ﬁgure 4.3b
montre le re´sultat pour le nœud “Sumo” avec le minimum des proximite´s obtenues pour
les deux nœuds “Folk wrestling” et “Torii school” en fonction du classement et la meˆme
courbe mise a` l’e´chelle pour commencer a` 1.
— 12 nœuds sont a` la fois dans les 350 premiers de “Sumo” et “Folk wrestling”.
De plus, en e´valuant manuellement les pages, on voit que les 350 premie`res pages de “Sumo”
et du minimum sont tre`s lie´es a` la the´matique sumo alors que les pages situe´es apre`s la
forte de´croissance le sont beaucoup moins.
On peut donc ici conclure que :
— “Folk wrestling” et “Torii school” sont relie´s a` la communaute´ sumo de manie`re
transversale : les nœuds qui sont a` la fois proches de “Folk wrestling” et de “Torii
school” sont des nœuds qui sont proches de “Sumo” ;
— le nœud “Sumo” et la paire {“Folk wrestling”,“Torii school”} de´ﬁnissent tous deux
la meˆme communaute´, celle des pages de la the´matique sumo.
Sur cet exemple nous avons donc identiﬁe´ un ensemble de pages qui de´ﬁnissent une
communaute´ e´galement identiﬁable par un seul sommet : la communaute´ ego-centre´e de
“Sumo”. Cependant, nous pensons qu’il est e´galement possible d’identiﬁer des commu-
naute´s multi-ego-centre´es qui ne soient pas aussi des communaute´s ego-centre´es. Nous al-
lons maintenant proposer une me´thodologie ge´ne´rale pour extraire toutes les communaute´s
bi-ego-centre´es.
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4.2 Me´thodologie
4.2.1 Ide´e ge´ne´rale et algorithme
Prenons l’exemple d’une personne dans un re´seau social, nous l’appellerons Franc¸oise.
Franc¸oise peut appartenir a` plusieurs communaute´s : sa famille, plusieurs communaute´s
d’amis ou de colle`gues. Ces communaute´s peuvent se recouvrir, c’est-a`-dire que certains
de ses amis peuvent e´galement eˆtre ses colle`gues. Ainsi Franc¸oise seule ne permet pas de
de´ﬁnir une communaute´ unique. Par contre, dans l’entreprise ou` Franc¸oise travaille, il y a
suˆrement un colle`gue, Michel, que Franc¸oise ne connaˆıt pas en dehors de son entreprise :
l’ensemble des deux personnes {Franc¸oise, Michel} peut alors de´ﬁnir l’ensemble des per-
sonnes travaillant dans l’entreprise ou` Franc¸oise travaille. Cependant, si Michel pratique le
tennis avec Franc¸oise en dehors de l’entreprise, l’ensemble {Franc¸oise, Michel} ne permet
plus de de´ﬁnir une communaute´ unique de Franc¸oise. Ainsi les nœuds doivent eˆtre proches,
de manie`re a` partager au moins une communaute´, mais pas trop proche de manie`re a` n’en
partager qu’une seule. Pour parvenir a` de´ﬁnir toutes les communaute´s de Franc¸oise, il
suﬃt donc de trouver ces personnes “ni trop proches, ni trop lointaines” de Franc¸oise par-
tageant une unique communaute´ avec elle, puis d’extraire l’intersection des communaute´s
de Franc¸oise avec chacune de ces personnes.
L’ide´e directrice est donc que : “en ge´ne´ral, un nœud appartient a` beaucoup
de communaute´s et ne peut donc pas caracte´riser une communaute´ a` lui seul
mais, deux nœuds bien choisis peuvent caracte´riser une communaute´”. Notre
but est, suivant ce principe, de proposer un algorithme qui, e´tant donne´ un nœud u dans un
re´seau tente d’identiﬁer et d’e´tiqueter toutes les communaute´s (possiblement recouvrantes)
auxquelles ce nœud appartient, en utilisant d’autres nœuds comme artiﬁces. De manie`re
plus de´taille´e, l’algorithme consiste a` :
1. Choisir un ensemble de nœuds candidats moyennement similaires a` u. En eﬀet
si un nœud est trop peu similaire (resp. trop similaire) a` u, il ne partagera aucune
communaute´ (resp. beaucoup de communaute´s) avec u. Le but est que les deux
nœuds n’en partagent qu’une.
2. Chercher une communaute´ bi-ego-centre´e sur u et chaque nœud candidat v :
— Pour chaque nœud du graphe, calculer le minimum de sa similarite´ a` u et a` v et
trier les valeurs obtenues par ordre de´croissant.
— Si la pente maximale de la courbe de similarite´ en fonction du rang est supe´rieure
a` un certain seuil, alors une communaute´ est de´tecte´e, compose´e des nœuds situe´s
avant cette pente.
— Si u appartient a` la communaute´ de´tecte´e, alors la communaute´ est conserve´e.
3. Nettoyer et e´tiqueter les communaute´s trouve´es :
— Plusieurs nœuds candidats peuvent donner naissance a` des communaute´s tre`s
similaires. Aﬁn d’e´liminer ce bruit, on peut identiﬁer ces communaute´s tre`s si-
milaires aﬁn de n’en garder qu’une.
— A` l’inverse, si une communaute´ n’est similaire a` aucune autre, elle est e´limine´e.
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On a en eﬀet observe´ que cela se produit quand la pente maximale de´tecte´e est
faible et on peut donc assimiler cela a` une erreur.
— La communaute´ rec¸oit l’e´tiquette du nœud le mieux classe´.
Ces e´tapes sont de´taille´es ci-dessous. Pour le choix des candidats, dans l’ide´al, pour un
nœud u donne´, il faudrait tester tous les autres nœuds du graphe aﬁn de tester l’existence ou
la non-existence d’une communaute´ bi-ego-centre´e avec la notion de “plateau / de´croissance
/ plateau”. Cependant, si l’on choisit un nœud v tre`s e´loigne´ de u, il est peu probable que
u et v partagent une communaute´. Dans ce cas, chaque nœud du graphe sera loin de u
ou bien loin de v et donc sa proximite´ a` l’ensemble {u, v} sera faible. A` l’inverse, si l’on
choisit un nœud v tre`s proche de u, le calcul de la proximite´ des nœuds au nœud u ou au
nœud v donnera un re´sultat similaire et donc la proximite´ a` l’ensemble {u, v} n’apportera
pas d’information supple´mentaire (on obtiendra la meˆme courbe pour u, v et {u, v}). En
ge´ne´ral, le nombre de nœuds pertinents est petit par rapport au nombre total de nœuds
dans le re´seau : il est donc important de bien cibler ces nœuds pertinents. Le calcul de la
proximite´ de u a` tous les nœuds du graphe nous permet justement d’obtenir un score pour
chaque nœud du graphe qui e´value la proximite´ entre ce nœud et u. Comme nous cherchons
des nœuds qui ne soient “ni trop proches ni trop e´loigne´s” du nœud d’inte´reˆt u de manie`re a`
ce que chacun d’eux ne partage qu’une unique communaute´ avec u, il suﬃt donc de choisir
deux seuils, un seuil infe´rieur et un seuil supe´rieur, et d’examiner tous les nœuds entre ces
deux seuils. Si un nœud v est a` la bonne distance de u on peut obtenir une structure en
“plateau / de´croissance / plateau” et donc identiﬁer une communaute´. On peut choisir ces
deux seuils manuellement en choisissant quelques nœuds associe´s a` diﬀe´rentes valeurs de
proximite´ et en estimant approximativement entre quels seuils se situe la bonne distance.
Apre`s avoir ﬁxe´ ces seuils, on peut chercher les communaute´s bi-ego-centre´es sur le nœud
d’inte´reˆt et chacun des nœuds entre ces seuils par la de´tection de “plateau / de´croissance
/ plateau” (premie`re solution). Si le temps de calcul est un proble`me, nous ne sommes
pas oblige´s de calculer les communaute´s pour chaque nœud entre les deux seuils. En eﬀet,
plusieurs nœuds entre les deux seuils vont certainement donner le meˆme re´sultat. Il est
donc possible d’acce´le´rer le traitement, par exemple en choisissant un e´chantillon ale´atoire
de ces nœuds (deuxie`me solution). En allant plus loin, on peut aussi conside´rer que deux
nœuds candidats vont donner les meˆmes solutions s’ils sont trop proches l’un de l’autre.
Ainsi, lorsque nous avons calcule´ le re´sultat pour un nœud v, nous pouvons e´liminer les k
nœuds les plus proches de v de la liste des candidats (troisie`me solution).
Pour chaque nœud candidat teste´ qui a donne´ lieu a` une structure “plateau /
de´croissance / plateau”, nous obtenons un groupe de nœuds situe´s avant la pente maximale.
Cependant, plusieurs de ces groupes sont tre`s similaires et il faut donc e´liminer les dupli-
cations avant d’obtenir nos communaute´s ﬁnales. Nous proposons de nettoyer les groupes
de la fac¸on suivante : si la similarite´ de Jaccard entre deux groupes est trop e´leve´e, alors
nous supposons que les communaute´s sont les meˆmes (a` un peu de bruit pre`s) et nous ne
gardons que leur intersection. Nous proposons une e´tape additionnelle de nettoyage qui,
bien qu’optionnelle, peut dans certains cas donner de meilleurs re´sultats. Il arrive qu’un
groupe obtenu ne soit similaire a` aucun autre et, dans ce cas, nous supprimons simple-
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ment le groupe. En eﬀet une communaute´ qui fait sens devrait eˆtre trouve´e avec plusieurs
nœuds candidats. Si un groupe n’est trouve´ qu’une fois, il est fort probable que ce groupe
ait e´te´ de´tecte´ alors qu’il n’aurait pas duˆ l’eˆtre. Cela arrive notamment si le seuil choisi
pour de´cider si la pente maximale est suﬃsante est un peu trop bas. Enﬁn, un score est
associe´ aux nœuds dans les groupes que nous avons extraits. Nous proposons d’utiliser
l’e´tiquette du nœud le mieux classe´ comme e´tiquette de la communaute´. Dans le cas ou` la
communaute´ provient de l’intersection de plusieurs groupes, nous utilisons la somme des
scores obtenus dans chacun de ces groupes.
La complexite´ et le temps de calcul des diﬀe´rentes e´tapes sont les suivants :
— O(t) (t = O(n log(n)) pour l’opinion propage´e) pour calculer la proximite´ de tous
les nœuds du graphe au nœud d’inte´reˆt.
— O(ncandidatt) ou` ncandidat est le nombre de candidats choisis pour calculer la proximite´
de tous les nœuds du graphe a` chaque candidat.
— O(ncandidatn) pour faire le minimum pour chaque nœud entre la proximite´ au nœud
d’inte´reˆt et a` chaque candidat.
— O(ncandidatn log(n)) pour trier le minimum des proximite´s pour chaque candidat par
ordre de´croissant et de´tecter la plus grande pente.
— O(n2com) pour calculer la matrice de Jaccard entre les communaute´s et regrouper les
communaute´s trop similaires (i.e., les doublons).
Le temps total de l’algorithme est donc en O(n log(n)) tant que le nombre de candidats
est petit devant la taille du graphe. Pour wikipe´dia et l’exemple sur le nœud “Chess Boxing”
de´taille´ dans la section suivante, il nous a fallu un peu moins d’un jour pour obtenir les
re´sultats.
Nous allons maintenant de´tailler plus avant l’algorithme et les diﬀe´rents points cle´s, a`
savoir : le choix des nœuds candidats, le choix du seuil pour la pente a` partir duquel nous
conside´rons qu’une communaute´ existe et, enﬁn, le nettoyage et l’e´tiquetage a` travers un
exemple concret extrait de donne´es re´elles.
4.3 Re´sultats et validation
Les diﬀe´rentes e´tapes de´crites pre´ce´demment permettent d’obtenir un ensemble de com-
munaute´s e´tiquete´es distinctes et auxquelles le nœud d’inte´reˆt appartient. Nous allons
maintenant pre´senter nos re´sultats sur diﬀe´rents re´seaux, puis les comparer aux re´sultats
de baselines et a` d’autres me´thodes.
4.3.1 Re´sultats sur Wikipe´dia 2008
Nous pre´sentons ici les re´sultats obtenus en appliquant la me´thode au re´seau Wikipe´dia
2008, et plus pre´cise´ment au nœud “Chess Boxing”. Le chess boxing est un sport meˆlant
e´checs et boxe dans des rounds alternatifs. Les re´sultats pour cette page sont facilement
interpre´tables et une validation manuelle est possible.
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Pour cette expe´rience, nous avons ale´atoirement se´lectionne´ 3000 nœuds candidats
parmi les nœuds classe´s entre le 100e et le 10 000e en fonction de la proximite´ au nœud
“Chess Boxing”. Ces valeurs ont e´te´ choisies apre`s une se´rie de tests aﬁn d’obtenir des
re´sultats pertinents tout en conservant une vitesse d’exe´cution raisonnable. Les 3000 can-
didats ont mene´ a` l’identiﬁcation de 770 groupes de nœuds, c’est-a`-dire que 770 candidats
ont donne´ lieu a` une de´croissance en forme de “plateau / de´croissance / plateau” avec une
pente maximale suﬃsante, les autres n’ayant pas donne´ une telle structure. La ﬁgure 4.4
montre 3 exemples de candidats qui ont e´te´ fructueux et ont mene´ a` l’identiﬁcation d’un
groupe, ainsi que l’exemple d’un candidat non fructueux.
L’e´tape suivante consiste a` nettoyer les groupes obtenus. Les ﬁgures 4.5a et 4.5b
montrent la matrice des similarite´s de Jaccard entre ces 770 groupes de nœuds. Les lignes
(et les colonnes) de la matrice ont e´te´ re´ordonne´es de manie`re a` ce que les groupes simi-
laires soient proches les uns des autres. On voit que 716 groupes (correspondant au gros
carre´ blanc) sont tre`s similaires entre eux et peu similaires aux autres groupes. On obtient
de plus un groupe trouve´ 18 fois, deux groupes trouve´s 12 fois, un groupe trouve´ 5 fois, et
six groupes trouve´s une seule fois.
L’intersection des 716 groupes tre`s similaires donnera la communaute´ e´tiquete´e
“Queen’s Gambit” (les e´tiquettes seront explique´es plus tard, cf. tableau 4.1) compose´e
de 1619 nœuds. La majorite´ des nœuds candidats ont donc abouti a` cette communaute´,
ce qui vient du fait qu’elle est la plus grosse et qu’on a donc plus de chance de l’extraire.
De manie`re plus ge´ne´rale, si le nœud d’inte´reˆt appartient a` plusieurs communaute´s dont
une tre`s grande par rapport aux autres, la communaute´ tre`s grande sera trouve´e bien plus
fre´quemment que les autres. Cela peut poser des proble`mes car il sera naturellement plus
diﬃcile d’extraire des petites communaute´s.
Les quatre groupes plus petits sont bien visibles sur la ﬁgure 4.5b ou` l’on a supprime´
les lignes et les colonnes correspondant a` la communaute´ “Queen’s Gambit”. Ils corres-
pondent aux communaute´s e´tiquete´es “Enki Bilal”, “Uuno Turhapuro”, “Da Mystery of
Chessboxin’ ” et “Gloria” (cf tableau 4.1). On y voit aussi les 6 groupes qui ne sont si-
milaires a` aucun autre. Ces 6 groupes sont en fait des erreurs : une structure en “plateau
/ de´croissance / plateau” a e´te´ de´tecte´e parce que le seuil de la pente a e´te´ ﬁxe´ un peu
trop bas. Ces groupes sont automatiquement eﬀace´s pendant la phase de nettoyage et ne
posent donc pas de proble`me.
Cette de´composition en cinq groupes est facilement obtenue en faisant l’intersection des
groupes trop similaires. Ici nous avons fait l’intersection des groupes ayant une similarite´ de
Jaccard supe´rieure a` 0.7 1, les groupes qui ne sont similaires a` aucun autre sont simplement
e´limine´s. L’e´tiquette et la taille des 5 groupes sont pre´sente´s tableau 4.1 avec quelques
exemples de nœuds pre´sents dans ces groupes. On peut voir que l’algorithme trouve des
communaute´s de taille tre`s diﬀe´rente (de 26 nœuds a` 1619 nœuds sur cet exemple).
Meˆme si certaines communaute´s trouve´es peuvent sembler e´tonnantes, on peut toutes
les justiﬁer directement a` l’aide du contenu des pages Wikipe´dia correspondantes :
1. si A et B sont de meˆme taille alors, jac(A,B) > 0.7 ssi A et B se recouvrent sur plus de 82.3%. Si
A ⊂ B alors, jac(A,B) > 0.7 ssi |A| > 0.7|B|
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Figure 4.4 – Chaque ﬁgure montre les courbes correspondant a` un essai : a` chaque fois, la
premie`re (resp. la deuxie`me) courbe correspond aux valeurs de proximite´ au nœud Chess
Boxing (resp. a` un candidat pour le 2e nœud, la le´gende montre l’identiﬁant de ce candidat).
La troisie`me courbe correspond au minimum des proximite´s, la le´gende aﬃche le nom du
nœud le mieux classe´ pour ce minimum. La double ﬂe`che montre la position du nœud
“Chess Boxing”, tandis que la ﬂe`che simple montre la position de la plus grande pente
de´tecte´e.
— Enki Bilal est un dessinateur de bandes dessine´es franc¸ais, sa page Wikipe´dia ex-
plique qu’il a e´crit la bande dessine´e “Froid E´quateur” qui a inspire´ le cre´ateur du
chess boxing, Iepe Rubingh, pour la cre´ation de ce sport. Les nœuds de cette com-
munaute´ sont principalement des pages de´die´es aux autres bandes dessine´es d’Enki
Bilal.
— Uuno Turhapuro est un personnage de ﬁlm ﬁnlandais. Sur la page Wikipedia de´die´e
au chess boxing on apprend que Uuno Turhapuro est, de meˆme qu’Enki Bilal, re-
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Figure 4.5 – La ﬁgure 4.5a montre la matrice des similarite´s de Jaccard pour les 770
communaute´s (les colonnes et les lignes de la matrice sont re´arrange´es de manie`re a` ce
que des communaute´s de´tecte´es similaires soient a` coˆte´). Figure 4.5b montre un zoom
sur la partie en haut a` gauche de la matrice, i.e., apre`s avoir enleve´ les communaute´s
correspondant au gros groupe de communaute´s similaires.
connu pour avoir inspire´ la cre´ation du sport. Une sce`ne dans le ﬁlm montre le he´ros
faisant une partie d’e´chec a` l’aveugle avec un casque te´le´phonique tout en boxant
avec une autre personne.
— Da Mystery of Chessboxin’ est le titre d’une chanson e´crite par le groupe de rap
ame´ricain, The Wu-Tang Clan.
— “Gloria” est une page de de´sambigu¨ısation pour les pages contenant le mot gloria
dans leur titre. Apre`s inspection manuelle, la page actuelle de Wikipe´dia de´die´e
au chess boxing ne semble avoir aucun lien avec gloria. Cependant, elle contient la
phrase “On April 21, 2006, 400 spectators paid to watch two chess boxing matches
in the Gloria Theatre, Cologne”. En ve´riﬁant l’histoire de Wikipe´dia on voit qu’un
lien de la page “Chess boxing” vers la page “Gloria” a e´te´ ajoute´ le 3 mai 2006
puis retire´ le 31 janvier 2008. Comme le jeu de donne´es que nous avons utilise´ a
e´te´ mesure´ pendant cette pe´riode, “Chess Boxing” et “Gloria’ e´taient re´ellement
connecte´s et il existait donc une communaute´ contenant ces deux pages.
— Queen’s Gambit est une ouverture classique aux e´checs et la communaute´ e´tiquete´e
Queen’s Gambit est compose´e de pages fortement lie´es a` la the´matique des e´checs.
Bien que nous aurions aime´ que cette communaute´ soit e´tiquete´e Chess, Queens’s
Gambit est suﬃsamment spe´ciﬁque aux e´checs pour caracte´riser cette communaute´.
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E´tiquette Taille Exemples de pages dans la communaute´
Enki Bilal 35 Rendez-vous a` Paris, Exterminateur 17,
Iepe Rubingh, Le Sommeil du monstre,
White Birds, The Black Order Brigade,
Froid-E´quateur, La Foire aux immortels,
Fabrice Giger, Goran Vejvoda
Uuno Turhapuro 26 Uuno Turhapuro – kaksoisagentti, Uuno
Turhapuro (ﬁlm), Professori Uuno D.G.
Turhapuro, Simo Salminen, Jori Olkko-
nen, Funny-Films Oy, Uuno Epsanjassa,
Marjatta Raita, Chess boxing
Da Mystery of Chessboxin´ 254 Wu-Tang Clan, Protect Ya Neck, Legend
of the Wu-Tang Clan, Grandmasters (al-
bum), Gravel Pit, Wu-Tang Clan disco-
graphy, Shame on a Nigga, Mr. Xcite-
ment, U-God, Masta Killa, N-Tyce
Gloria 55 Gloria (Poulenc), Mass in E Flat Ma-
jor, Gloria D. Miklowitz, Desiree Casado,
Gloria (1999 ﬁlm), Gloria (Disillusion al-
bum), Gloria, Oriental Mindoro, Gloria
(singer), Chess boxing, Mass in F Minor
Queen’s Gambit 1619 Checkmate, Fast chess, Baltic Defense,
Symmetrical Defense, Closed Game, Mar-
shall Defense, Tarrasch Defense, Torre
Attack, Chigorin Defense, Chess handi-
cap, Blindfold chess, Chess notation
Tableau 4.1 – E´tiquette, taille et exemples de pages (les mieux classe´es a` l’exception des
pages avec un titre trop long) dans les communaute´s identiﬁe´es sur la page ”Chess Boxing”
de Wikipe´dia 2008. Le sens et la pertinence des exemples peuvent eˆtre ve´riﬁe´s directement
sur Wikipedia.
La page “Chess” y est classe´e en 3e position.
L’algorithme n’a pas trouve´ de communaute´s lie´es a` la boxe. Cela pourrait eˆtre une
erreur, cependant la page Wikipe´dia de´die´e au chess boxing explique que la plupart des
pratiquants de ce sport viennent du milieu des e´checs et apprennent la boxe apre`s. Il est
donc possible que ce sport soit plus proche de la communaute´ des e´checs que de celle de
la boxe. Cela pourrait donc expliquer que “Chess boxing” entre bien dans la communaute´
des e´checs, mais pas dans celle de la boxe.
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4.4 Comparaison a` d’autres me´thodes
4.4.1 Comparaison avec des me´thodes na¨ıves
Nous avons compare´ nos re´sultats aux deux me´thodes de base suivantes aﬁn de nous
assurer que des me´thodes na¨ıves ne peuvent pas faire aussi bien.
Premie`re me´thode :
1. extraire le sous-graphe induit par les nœuds a` une distance infe´rieure a` 2 au nœud
d’inte´reˆt ;
2. chercher les communaute´s dans le sous-graphe induit a` l’aide d’un algorithme de
partitionnement de graphes classique, la me´thode de Louvain [32].
Pour le nœud “Chess Boxing” dans le re´seau Wikipe´dia 2008, le sous-graphe induit par
les nœuds a` distance 2 est compose´ de 0.5 million de nœuds et plus de 10 millions de liens.
Louvain donne 15 communaute´s qui sont toutes e´normes et ne semblent pas pertinentes
apre`s une analyse manuelle. Utiliser un seuil sur la distance au nœud d’inte´reˆt ne semble
pas eˆtre suﬃsamment limitant pour n’obtenir que des nœuds pertinents.
Deuxie`me me´thode :
1. calculer la proximite´ de tous les nœuds du graphe au nœud d’inte´reˆt ;
2. extraire le sous-graphe induit par les k nœuds les mieux classe´s en fonction de la
proximite´ au nœud d’inte´reˆt ;
3. chercher les communaute´s dans le sous-graphe induit, a` nouveau a` l’aide de la
me´thode de Louvain.
Pour le nœud “Chess Boxing” dans le re´seau Wikipe´dia 2008, nous avons choisi les 5000
premiers nœuds. Ce nombre a e´te´ choisi pour avoir un nombre de nœuds suﬃsamment
restreint, mais de manie`re a` garder une population assez varie´e. Nous avons obtenu avec
cette me´thode 15 communaute´s. Apre`s une analyse manuelle nous avons trouve´ que cer-
taines des communaute´s de´couvertes sont pertinentes et similaires a` celles de´couvertes par
notre me´thode : un groupe de pages lie´es aux e´checs, un groupe lie´ aux bandes dessine´es
et un autre a` la musique rap. Cependant, nous avons e´galement trouve´ des communaute´s
ne semblant pas du tout pertinentes.
4.4.2 Comparaison a` une me´thode de l’e´tat de l’art
Nous avons ici compare´ notre re´sultat a` celui d’une me´thode de´die´e aux communaute´s
locales et base´e sur l’optimisation d’une fonction de qualite´. Nous avons choisi la me´thode
de [117] que nous pensons eˆtre l’une des plus avance´es puisqu’elle corrige des de´fauts de
me´thodes pre´ce´dentes.
L’algorithme a donne´ deux communaute´s :
— La premie`re contient 7 nœuds : “Comic book”, “Enki Bilal”, “Cartoonist”, “La
Foire aux immortels”, “La Femme Pie`ge”, “Froid-e´quateur” et “Chess boxing”.
Elle semble pertinente et est tre`s similaire a` la communaute´ de´couverte par notre
me´thode et que nous avons e´tiquete´e “Enki Bilal”.
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— La seconde contient 5 nœuds : “Germany”, “Netherlands”, “1991”, “International
Arctic Science Committee” et “Chess boxing”. Cette communaute´ n’est similaire a`
aucune de celles que nous avons de´couvertes et ne semble pas pertinente.
4.5 Conclusion et perspectives
Nous avons propose´, dans ce chapitre, un algorithme qui permet d’identiﬁer et
d’e´tiqueter les communaute´s ego-centre´es sur un nœud d’un graphe en calculant des com-
munaute´s bi-ego-centre´es sur ce nœud et d’autres bien choisis. Notre approche est base´e
sur la recherche d’irre´gularite´s dans la de´croissance des valeurs d’une mesure de simila-
rite´. L’algorithme est eﬃcace en temps et permet de trouver les communaute´s ego-centre´es
dans des graphes contenant des millions de nœuds. En utilisant la notion de communaute´
multi-ego-centre´e, l’algorithme identiﬁe dans un premier temps des nœuds candidats pou-
vant permettre l’identiﬁcation de communaute´s, puis cherche des communaute´s centre´es
sur notre nœud d’inte´reˆt et sur ces candidats, et proce`de enﬁn a` une phase de nettoyage
et d’e´tiquetage des communaute´s. Nous avons valide´ les re´sultats sur un jeu de donne´es
re´el et l’avons compare´ a` des me´thodes de base et a` une me´thode performante de l’e´tat de
l’art.
Bien que cet algorithme soit performant en l’e´tat, de nombreuses pistes d’ame´lioration
sont possibles. Tout d’abord, la de´tection de communaute´s se base sur la recherche d’une
structure de type “plateau / de´croissance / plateau”. La me´thode actuelle peut eˆtre
ame´liore´e, notamment par la recherche de plusieurs de´croissances, ce qui permettrait de
trouver des communaute´s a` des e´chelles diﬀe´rentes pour un meˆme candidat.
De plus, nous avons observe´ que l’algorithme peut avoir des diﬃculte´s a` identiﬁer de
petites communaute´s si elles sont proches de grosses communaute´s. Pour cette raison,
l’application de l’algorithme a` des pages tre`s populaires telles que ”Biology” ou ”Europe”
ne conduit qu’a` l’obtention d’une grosse communaute´, alors que l’on s’attendrait a` trouver
divers sous-domaines de la biologie ou diﬀe´rents pays europe´ens. Une piste d’ame´lioration
pourrait consister a` relancer re´cursivement l’algorithme sur des communaute´s identiﬁe´es
pour trouver des sous-communaute´s.
Enﬁn, l’algorithme utilise pour l’instant la notion de communaute´ bi-ego-centre´e, or il
est possible que certaines communaute´s n’apparaissent qu’a` partir de 3 sommets ou plus.
Cette ge´ne´ralisation doit eˆtre valide´e sur des exemples de petite taille car le temps de calcul
sera fortement augmente´, a` moins que l’on ame´liore tre`s signiﬁcativement la me´thode de
se´lection des candidats. Une approche pourrait eˆtre de conside´rer que si un candidat v a
fourni de bons re´sultats, alors des nœuds qui lui sont tre`s similaires n’apporteront pas de
nouvelle information. Cette notion de rapidite´ de l’algorithme est centrale, notamment si
l’on souhaite suivre l’e´volution des communaute´s sur plusieurs instants de temps. Nous y
reviendrons dans la conclusion ge´ne´rale.
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Chapitre 5
Comple´tion de communaute´
Ce chapitre est de´die´ a` la comple´tion de communaute´ : e´tant donne´ un ensemble de
nœuds dans un graphe, comment identiﬁer tous les autres nœuds du graphe qui devraient
ﬁgurer dans cette communaute´ ?
Contrairement aux approches pre´sente´es dans les chapitres 3 et 4 qui e´taient centre´es
sur un nœud ou deux, le fait d’avoir a` disposition un ensemble de nœuds permet
d’e´tudier les proprie´te´s de ceux-ci pour pre´dire les nœuds manquants. Cette connaissance
supple´mentaire permet d’utiliser des mesures de proximite´ parame´tre´es en tirant avantage
de ces parame`tres. En eﬀet, s’il est e´videmment possible de ﬁxer arbitrairement ou de
manie`re plus ou moins intuitive les parame`tres de telles fonctions, lorsque l’on cherche a`
comple´ter une communaute´, il est possible d’apprendre ces parame`tres. Nous de´crivons,
dans la section suivante, notre me´thode pour eﬀectuer cet apprentissage.
5.1 Apprentissage des parame`tres pour e´valuer la
proximite´
E´tant donne´e une mesure de proximite´ entre nœuds PΘ parame´tre´e par le jeu de pa-
rame`tres Θ, on peut eﬀectuer l’apprentissage de Θ de la fac¸on suivante : pour un nœud
u dans l’ensemble de nœuds donne´s en entre´e, on calcule la proximite´ de tous les autres
nœuds a` u, puis on se´lectionne le jeu de parame`tres tels que les autres nœuds de l’ensemble
d’entre´e soient le mieux classe´s possible. On recommence ensuite pour chaque nœud de
l’ensemble en entre´e.
Il y a plusieurs manie`res d’e´valuer la pertinence d’un tel classement, c’est-a`-dire
d’e´valuer le fait que les nœuds de l’ensemble d’entre´e sont mieux classe´s que les autres. Les
deux me´thodes les plus utilise´es sont :
— l’AUC (Area Under the roc Curve) qui, e´tant donne´ un classement, est une fonction
strictement de´croissante du nombre d’inversions ne´cessaires pour classer tous les
exemples positifs en premier ;
— la pre´cision a` top-k qui, e´tant donne´ un classement, est e´gale a` la proportion
d’exemples positifs classe´s parmi les k premiers exemples.
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Nous utiliserons principalement l’AUC puisque elle est sans parame`tre, elle est tre`s lar-
gement utilise´e en apprentissage, et elle nous donne des re´sultats pertinents. L’inconve´nient
de cette mesure est que l’optimisation des parame`tres doit eˆtre eﬀectue´e en testant de
manie`re exhaustive l’ensemble des combinaisons de parame`tres (par exemple avec une
approche de type “grid search”). En eﬀet, l’AUC d’un classement n’est pas une fonction
de´rivable et les me´thodes d’optimisation eﬃcaces, de type quasi-newton comme LBFGS [95]
(qui ne´cessitent que la fonction a` optimiser soit de´rivable) ne sont pas utilisables.
La recherche exhaustive implique que nous devons utiliser une mesure de proximite´
qui, e´tant donne´ un jeu de parame`tres, s’e´value le plus rapidement possible. Ainsi, bien
que toute mesure de proximite´ parame´tre´e soit utilisable, nous utiliserons dans la suite la
mesure de proximite´ Katz+ introduite dans le chapitre 3 :
Proxα,β,λ,δ(i, j) =
λ�
l=0
γl,djN
NBP
l (i, j) (5.1)
avec
γl,dj =
�
αl
dβj
if dj ≥ δ
αl
δβ
if dj < δ
(5.2)
Avec cette mesure de proximite´, la complexite´ de la phase d’apprentissage peut eˆtre
e´value´e exactement. Calculer le nombre de NBP pour toutes les longueurs infe´rieures ou
e´gales a` l prend un temps O(l(n + m)), avec n le nombre de nœuds et m le nombre de
liens dans le graphe, en utilisant le syste`me d’e´quations 3.2. Ceci est a` re´pe´ter une fois pour
chaque exemple positif, soit npos (nombre d’exemples positifs) fois. Ensuite, e´tant donne´ un
jeu de parame`tres, il faut un temps O(ln) pour calculer la proximite´ de tous les nœuds au
nœud d’inte´reˆt. Ceci doit eˆtre eﬀectue´ une fois pour chaque jeu de parame`tres, soit nparam
(nombre de jeux de parame`tres) fois. Ainsi la complexite´ totale de la phase d’apprentissage
est de :
O(nposl(n+m) + nposnparamln),
ce qui est essentiellement line´aire en fonction de la taille du graphe en entre´e.
5.2 Re´sultats de l’apprentissage
Nous pre´sentons ici des re´sultats obtenus sur le re´seau Wikipe´dia 2012. Nous avons
se´lectionne´ les 542 pages qui sont dans la cate´gorie “Graph theory” ou dans l’une de
ses sous-cate´gories directes. Nous avons divise´ cet ensemble de 542 pages en un ensemble
d’apprentissage que nous utiliserons pour apprendre les parame`tres de la fonction de qualite´
et un ensemble de test pour la validation des re´sultats. Chaque ensemble contient 271
nœuds.
Nous rappelons ici le sens des diﬀe´rents parame`tres utilise´s dans la mesure de proximite´ :
— α : αl controˆle la contribution des chemins de longueur l ;
— λ : est la longueur maximale des chemins utilise´s ;
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Figure 5.1 – Nombre moyen de NBP de longueur 1 a` 6 (de gauche a` droite et de haut en
bas) en fonction du degre´ du nœud d’arrive´e pour un nœud source et un nœud d’arrive´e
dans la cate´gorie “Graph theory” (IN) d’une part et pour un nœud source dans la cate´gorie
“Graph theory” et un nœud d’arrive´e hors de la cate´gorie “Graph theory” d’autre part
(OUT).
— β : dβ pe´nalise le score d’un nœud de degre´ d ;
— δ : e´vite de trop avantager les nœuds de degre´ infe´rieur a` δ.
Dans le but d’accroˆıtre la vitesse de l’optimisation de l’AUC par recherche exhaustive,
nous avons conduit des tests pre´liminaires pour un e´ventail de jeux de parame`tres avec
α ∈ [0, 1], β ∈ [0, 1.5], δ ∈ [[0, 1000]] et λ ∈ [[2, 5]]. Dans tous les cas la valeur optimale pour
λ e´tait 3 et pour δ elle e´tait autour de 5. Par contre, les valeurs optimales pour α ont varie´
entre 0.002 et 1 et celles de β entre 0.6 et 0.9. Nous avons alors ﬁxe´ λ = 3 et δ = 5 et
eﬀectue´ une optimisation de α sur l’ensemble {0.001i/100 | i ∈ [[0, 100]]} et β sur l’ensemble
{0.5 + 0.005i | i ∈ [[0, 100]]}.
Le fait que les chemins plus longs que 3 ne soient pas particulie`rement pertinents est
appuye´ par la ﬁgure 5.1. Il y a en eﬀet beaucoup plus de chances qu’un chemin court qui part
d’un nœud appartenant a` une cate´gorie donne´e aboutisse a` un nœud de la meˆme cate´gorie.
Les chemins de longueur supe´rieure ou e´gale a` 3 ont, au contraire, autant de chances de
ﬁnir dans la cate´gorie qu’en dehors et ne portent ainsi pas beaucoup d’information.
Nous avons donc proce´de´ a` l’optimisation pour chaque nœud de l’ensemble d’appren-
tissage. La ﬁgure 5.2 montre les valeurs obtenues pour tous les couples (α, β) pour le nœud
“Incidence list”. On peut voir qu’ici le maximum est obtenu pour α = 0.0105 et β = 0.705.
Nous avons d’abord ve´riﬁe´ graˆce a` l’ensemble de test que le mode`le ne souﬀre pas
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Figure 5.2 – AUC en fonction de α et β pour λ = 3 et δ = 5 pour la page “Incidence
list” de la cate´gorie “Graph theory”. Un unique maximum est obtenu pour α = 0.0105 et
β = 0.705. L’AUC vaut alors 0, 9904.
de surapprentissage, c’est-a`-dire que les performances sur l’ensemble d’apprentissage sont
meilleures que celles sur l’ensemble de test. La ﬁgure 5.3 montre un nuage de points cor-
respondant a` l’AUC calcule´e sur l’ensemble d’apprentissage en fonction de l’AUC calcule´e
sur l’ensemble de test pour chaque nœud de re´fe´rence de l’ensemble d’apprentissage. On
voit que les performances sont similaires et qu’il n’y a ici pas de surapprentissage.
La ﬁgure 5.4 montre le classement obtenu a` partir de trois nœuds pour les couples
optimaux (α, β) pour :
— un nœud donnant une mauvaise AUC, “Global shipping network” ;
— un nœud donnant une AUC moyenne, “Resistance distance” ;
— un nœud donnant une tre`s bonne AUC, “Multiple edges”.
L’AUC et la pre´cision a` top-1000 de quelques nœuds sont pre´sente´s dans le tableau 5.1.
L’observation principale est qu’un nœud avec une bonne AUC permet de bien distinguer
les nœuds de la communaute´ (comple´tion de l’ensemble d’entre´e en une communaute´) de
ceux qui sont en dehors. Par exemple, la ﬁgure 5.4c montre une structure en “plateau
/ de´croissance / plateau” avec une de´croissance autour du 1000e nœud, ce qui indique
qu’il y a approximativement 1000 nœuds proches de “Multiple edges” et que les autres
sont plus e´loigne´s. C’est donc un moyen d’identiﬁer la communaute´ de la page “Multiple
edges” qui contient la majorite´ des pages de la cate´gorie “Graph theory”. Au contraire, la
ﬁgure 5.4a pour le nœud “Global shipping network” ne montre pas de structure en “plateau
/ de´croissance / plateau” et les nœuds de l’ensemble d’apprentissage et de l’ensemble de
test sont mal classe´s. Ce nœud est, en eﬀet, tre`s pe´riphe´rique a` la communaute´ “Graph
theory”, voire en dehors. Le nœud “Resistance distance” donne un re´sultat interme´diaire :
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Figure 5.3 – Nuage de points de l’AUC de l’ensemble de test en fonction de l’AUC de l’en-
semble d’apprentissage. Chaque point correspond a` une page de l’ensemble d’apprentissage
pour la cate´gorie “Graph theory”.
les nœuds de l’ensemble d’apprentissage et de test sont moyennement bien classe´s et il
y a une tre`s le´ge`re structure en “plateau / de´croissance / plateau”. Ce nœud appartient
aussi a` la communaute´ des pages parlant d’e´lectricite´, il est, entre autres, lie´ a` “Ohm”
et “Resistance”, en plus d’appartenir a` la communaute´ des pages parlant de the´orie des
graphes. Ce nœud caracte´rise donc mal la communaute´ “Graph theory” a` lui seul.
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Figure 5.4 – De gauche a` droite, scores de proximite´ en fonction du classement pour les
couples (α, β) donnant la meilleure AUC en partant des nœuds “Global shipping network”,
“Resistance distance” et “Multiple edges”.
L’AUC du classement obtenu par un nœud permet donc d’e´valuer dans quelle mesure
ce nœud est central pour l’ensemble donne´ en entre´e ; ceci est appuye´ davantage par le
tableau 5.1 montrant des pages donnant :
— de tre`s bonnes AUC : ces pages sont intuitivement tre`s centrales a` la communaute´
des pages parlant de the´orie des graphes ;
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— des AUC moyennes : ces pages parlent clairement de the´orie des graphes, mais ont
aussi leur place au sein d’autres communaute´s ;
— des AUC mauvaises : ces pages semblent place´es dans la cate´gorie “Graph Theory”
par erreur.
Cependant, si l’on conside`re deux nœuds donnant un classement moyen,“Fan Chung”
et “Resistance distance” par exemple, et que, pour chaque nœud, on eﬀectue le produit des
deux scores de proximite´ on obtient un nouveau classement dont l’AUC est comparable
a` celle de “Multiple edges”. Cela signiﬁe donc que l’ensemble {“Fan Chung”,“Resistance
distance”} est suﬃsant pour caracte´riser la communaute´ “Graph theory”. Cela montre
e´galement que combiner les classements individuels permet d’obtenir de meilleurs classe-
ments.
5.3 Combinaison de scores
Comme explique´ dans la section pre´ce´dente, classer les nœuds en fonction de leur proxi-
mite´ a` un seul nœud est parfois insuﬃsant pour caracte´riser une communaute´ et, en ge´ne´ral,
il est important d’impliquer plusieurs nœuds. Meˆme si dans notre exemple certains nœuds
comme “Multiple edges” ou “Graph (mathematics)” sont suﬃsant pour caracte´riser a` eux
seuls leur communaute´, un meilleur classement peut eˆtre obtenu par combinaisons.
Il y a beaucoup de manie`res de combiner les scores, comme explique´ au chapitre 4. Nous
sugge´rons d’utiliser le produit de ces scores qui est plus stable que le minimum. La ﬁgure 5.5
montre l’AUC obtenue pour les 271 nœuds de l’ensemble d’apprentissage classe´s par ordre
de´croissant, ainsi que les AUC obtenues en eﬀectuant le produit des scores obtenus par
les k meilleurs classements, pour toutes les valeurs de k. Nous voyons ici que prendre plus
d’un nœud de re´fe´rence donne lieu a` de meilleurs classements ; cependant, prendre un trop
grand nombre de nœuds de re´fe´rence diminue la qualite´ des classements.
L’objectif est ici de trouver l’ensemble de nœuds qui caracte´rise le mieux la communaute´
de l’ensemble fourni en entre´e, ce qui e´quivaut a` trouver la combinaison de nœuds qui
donnera la meilleure AUC. Pour combiner les scores, nous proposons d’eﬀectuer les deux
ope´rations suivantes :
1. pour chaque nœud de l’ensemble en entre´e, apprendre les parame`tres optimaux de
manie`re inde´pendante ;
2. combiner les scores obtenus pour chaque nœud du graphe de manie`re a` obtenir le
meilleur classement possible.
La proximite´ d’un nœud a` l’ensemble de nœuds donne´ en entre´e est ensuite de´ﬁnie a` partir
du score combine´.
Cependant, le nombre potentiel de combinaisons croˆıt exponentiellement avec la taille
de l’ensemble en entre´e. Mais, comme nous avons vu que prendre trop de nœuds en compte
ne donne pas ne´cessairement de bons classements, nous pensons qu’un petit ensemble de
nœuds est suﬃsant pour caracte´riser une communaute´. Nous proposons donc d’examiner
seulement les paires, voire les triplets, de nœuds de re´fe´rence. Pour notre exemple, le
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Figure 5.5 – AUC de toutes les pages conside´re´es individuellement et AUC de la combinai-
son des k meilleures pages, pour tout k.
Classement Page AUC P1000
1 Multiple edges 0.9997 0.804
2 Graph (mathematics) 0.9996 0.646
3 Random regular graph 0.9995 0.520
4 Random geometric graph 0.9995 0.572
5 Graph energy 0.9995 0.719
130 Graph rewriting 0.9974 0.1808
144 Resistance distance 0.9971 0.4833
167 Four color theorem 0.9962 0.4944
179 Control ﬂow graph 0.9958 0.1513
198 Fan Chung 0.9939 0.3469
267 Pixel connectivity 0.9480 0.007
268 Condegram spiral plot 0.9465 0.0147
269 Agent Network Topology 0.9449 0.007
270 Ruth Aaronson Bari 0.9250 0.0258
271 Global shipping network 0.9073 0.0775
moyenne 0.9933 0.4319
Tableau 5.1 – Nœuds donnant les meilleurs classements, des classements moyens et les
moins bons classements avec l’AUC et la pre´cision a` top 1000 des classements associe´s.
meilleur classement est obtenu par la combinaison du premier et du troisie`me classement
individuel, c’est-a`-dire des scores obtenus par les nœuds ‘Multiple edges” et “Random
regular graph”.
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Classement Page Cate´gorie
3 Graphlets Networks
6 Walls and Lines G. theory
8 Complete graph G. theory → Graphs → G. families → Regular G.
9 Chang G. G. theory → Graphs → G. families → Regular G.
13 Local McLaughlin graph G. theory → Graphs → G. families → Regular G.
14 Complete bipartite graph G. theory → Graphs → G. families → Parametric families of G.
15 Quartic graph G. theory → Graphs → G. families → Regular G.
23 Watkins snark G. theory → Graphs → G. families → Regular G.
30 Brouwer-Haemers graph G. theory → Graphs → G. families → Regular G.
32 Null graph G. theory → Graphs → G. families → Regular G.
33 Bipartite graph G. theory → Graphs → G. families
34 Planar graph G. theory → Graphs → G. families
36 Biased graph G. theory → Graphs → G. families
40 Szekeres snark G. theory → Graphs → G. families → Regular G.
41 Process graph G. theory → Graphs → Application-speciﬁc G.
42 Regular graph G. theory → Graphs → G. families → Regular G.
43 Cubic graph G. theory → Graphs → G. families → Regular G.
44 Petersen graph G. theory → Graphs → G. families → Regular G.
45 Shannon multigraph G. theory → Graphs → G. families → Parametric families of G.
49 Panconnectivity G. theory → Graphs → G. families
54 Double-star snark G. theory → Graphs → G. families → Regular G.
57 Meredith graph G. theory → Graphs → G. families → Regular G.
58 Butterﬂy graph G. theory → Graphs → Individual G.
64 Perfect graph G. theory → Graphs → G. families → Perfect G.
65 Flower snark G. theory → Graphs → G. families → Regular G.
Tableau 5.2 – Classement, titre et cate´gorie des 50 premie`res pages qui n’appartiennent
pas a` la cate´gorie “Graph theory” ni a` l’une de ses sous-cate´gories directes. Si la page
appartient a` plusieurs cate´gories, nous avons choisi la plus pertinente.
La table 5.2 montre les cinquante premiers nœuds de ce meilleur classement qui ne sont
ni dans l’ensemble d’apprentissage, ni dans l’ensemble de test, c’est-a`-dire qui ne sont pas
dans la cate´gorie “Graph theory”. Nous pouvons voir que, bien que ces pages ne soient ni
dans la cate´gorie “Graph theory” ni dans l’une de ses sous-cate´gories directes, elles sont
tre`s lie´es a` la the´matique de la the´orie des graphes, et sont dans des sous-cate´gories de
“Graph theory” plus lointaines, ou bien ont e´te´ ajoute´es depuis l’extraction du dataset.
Une fois que les scores de proximite´ donnant la meilleure AUC sont obtenus, la question
cruciale est de savoir ou` couper pour de´cider quels nœuds sont dans la communaute´ et quels
nœuds n’y sont pas. Nous observons, comme classiquement dans cette the`se, que les nœuds
situe´s bien avant la plus grande pente sont clairement dans la communaute´ et que les nœuds
situe´s bien apre`s ne le sont clairement pas ; les nœuds situe´s autour de la plus grande pente
sont en ge´ne´ral plus discutables : on voit qu’ils sont tre`s proches du sujet, mais ne sont pas
toujours pertinents. Nous proposons ainsi trois solutions :
1. couper a` la plus faible valeur de la de´rive´e seconde, ce qui correspond a` couper juste
avant la plus grande pente et donc a` exclure ces pages discutables et a` ne garder
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Figure 5.6 – Scores de proximite´ en fonction du meilleur classement combine´ ainsi que la
de´rive´e seconde de cette courbe.
que les pages centrales a` la communaute´ ;
2. couper a` la plus grande valeur de la de´rive´e seconde, ce qui correspond a` couper
juste apre`s la plus grande pente et donc a` garder ces pages situe´es a` la limite de la
communaute´ ;
3. couper a` la plus grande pente, ce qui correspond a` un re´sultat interme´diaire.
La ﬁgure 5.6 montre les scores obtenus pour le meilleur ensemble de nœuds de re´fe´rence
(i.e., celui donnant la meilleure AUC). Pour cet exemple nous avons coupe´ a` la de´rive´e
seconde la plus grande, car cette solution a fourni les meilleurs re´sultats, en observant la
place des nœuds des ensembles d’apprentissage et de test. Cela a donne´ une communaute´ de
1708 nœuds qui contient 91% (resp. 92%) des nœuds de l’ensemble de test (resp. ensemble
d’apprentissage).
5.4 Validation et comparaison
Les approches similaires a` la noˆtre ne sont pas spe´ciﬁquement de´die´es a` la comple´tion
d’un ensemble de nœuds en une communaute´. Par exemple, [84] et [149] utilisent une
mesure de proximite´ pour trouver les k nœuds connecte´s les plus pertinents vis-a`-vis d’un
ensemble de nœuds, k e´tant un parame`tre ﬁxe´ par l’utilisateur. Ainsi nous avons utilise´
quatre autres mesures de proximite´ qui n’utilisent pas d’apprentissage pour comparer et
valider nos re´sultats :
1. la distance entre nœuds, note´e “DISTANCE” dans la suite du document ;
2. la proximite´ de [149], note´e “T and F” (suivant les initiales des auteurs) dans la
suite, avec les parame`tres recommande´s par les auteurs (c = 0.5 pour la probabilite´
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de te´le´portation au nœud de de´part et α = 0.5 pour la normalisation en fonction
du degre´) ;
3. l’opinion propage´e (cf. chapitre 3), “CAROP” (pour carryover opinion) ;
4. le Local Path Index de [101] en apprenant le parame`tre β qui handicape les longs
chemins “KATZ”.
Nous avons :
1. calcule´ la proximite´ de tous les nœuds du graphe a` chaque nœud de l’ensemble
d’apprentissage,
2. combine´ les scores de manie`re a` obtenir la proximite´ a` l’ensemble d’entre´e,
3. coupe´ a` la plus grande valeur de la de´rive´e seconde.
Nous avons ensuite compare´ les performances de chaque me´thode sur l’ensemble de
test. Notre me´thode a donne´ de meilleurs re´sultats a` chacune des trois e´tapes : la ﬁgure 5.7
compare le nombre de nœuds de l’ensemble de test qui sont parmi les k premiers classe´s
en fonction de k pour le meilleur classement individuel obtenu pour chaque me´thode ; la
courbe de notre me´thode est bien au-dessus des autres pour tout k. Nous obtenons 80%
des nœuds de l’ensemble de test dans le top 1000 avec notre me´thode, alors que les autres
en ont moins de 60% ; nous obtenons 95% des nœuds tests dans le top 2000 alors que les
autres me´thodes ont besoin du top 3000, voire plus, pour arriver au meˆme pourcentage.
Notons que l’apprentissage de β pour le Local Path Index a donne´ de tre`s petites valeurs,
autour de 10−5. Ceci est cause´ par le fait que des valeurs plus grandes pour β donnent une
trop grande importance aux hubs, parfois peu pertinents, qui se classent en conse´quence
devant des nœuds de plus faible degre´ mais tre`s pertinents. Cela explique pourquoi il est
aussi important d’handicaper les hubs, comme nous l’avons explique´ auparavant. Il faut
e´galement noter que le fait de changer les parame`tres pour “T and F” est tre`s couˆteux et
que l’apprentissage des parame`tres c et α avec cette mesure de proximite´ prendrait trop
de temps.
5.5 Deux ide´es originales d’application de la me´thode
5.5.1 Une vision communautaire des capitalistes sociaux sur
Twitter
Les capitalistes sociaux sont des utilisateurs essayant de gagner en popularite´, aﬁn que
leurs tweets aient plus de visibilite´, en appliquant des me´thodes de type FMIFY (Follow Me
and I Follow You : l’utilisateur assure a` ses followers qu’il les suivra en retour) et IFYFM
(I Follow You, Follow Me : ces utilisateurs suivent d’autres utilisateurs en espe´rant que
ceux-ci les suivent en retour). D’importants proﬁls Twitter sont connus pour avoir utilise´
cette me´thode a` leurs de´buts, tels que ceux de Barack Obama, Britney Spears ou easyJet
[56].
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Figure 5.7 – Proportion des nœuds tests parmi les k nœuds les mieux classe´s en fonction
de k pour le meilleur classement individuel obtenu pour notre me´thode “DGLG” et les
me´thodes de l’e´tat de l’art : “DISTANCE”, “T and F”, “CAROP” et “KATZ”.
Ces utilisateurs peuvent aussi cre´er de faux comptes et les connecter entre eux et
vers l’exte´rieur. Ils peuvent donc eˆtre apparente´s a` des Sybils 1. De´tecter ces utilisateurs
malhonneˆtes est crucial car ils peuvent polluer le re´seau par des spams ; s’ils sont nombreux,
ils peuvent e´galement cre´er de l’astroturﬁng i.e., manipuler l’opinion des populations a` des
ﬁns commerciales ou politiques en e´mettant la meˆme information a` travers diﬀe´rentes
sources pour faire croire aux utilisateurs normaux que l’avis ge´ne´ral de la population est
le leur ou cre´er des hoax.
E´tant donne´s ces me´canismes de connexion (FMIFY, IFYFM et Sybil), un capitaliste
social a tendance a` eˆtre lie´ a` beaucoup d’autres capitalistes sociaux et a` peu d’utilisateurs
normaux (comme montre´ dans [69], 68% des capitalistes sociaux ont plus de 50% de ca-
pitalistes sociaux parmi leurs followers). L’ensemble des capitalistes sociaux pourrait donc
former a` grande e´chelle une communaute´ bien de´ﬁnie. L’ide´e de communaute´ multi-e´go-
centre´e semble donc tre`s approprie´e pour ce proble`me : e´tant donne´s quelques capitalistes
sociaux, on pourrait chercher leur communaute´ multi-e´go-centre´e et ainsi obtenir, dans
l’ide´al, l’ensemble des capitalistes sociaux pre´sents sur Twitter.
Nous avons essaye´ d’appliquer la me´thode de comple´tion de communaute´ de´crite dans
ce chapitre a` ce proble`me, mais nous n’avons cependant pas rencontre´ de grands succe`s. Les
seuls re´seaux Twitter disponibles e´tant ante´rieurs a` 2009, nous pensons que le capitalisme
social n’e´tait pas assez de´veloppe´ a` cette e´poque et que les capitalistes sociaux consti-
tuaient plusieurs petites communaute´s de´connecte´es et donc diﬃciles a` de´tecter avec notre
me´thode. Nous avons cependant mis au point une me´thode de de´tection des capitalistes
1. Dans les re´seaux sociaux un Sybil est un utilisateur cre´ant plusieurs comptes dans le but de spammer
ou de faire de l’astroturﬁng.
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sociaux diﬀe´rente que nous de´taillons dans le chapitre 7.
Cette ide´e que ces utilisateurs malhonneˆtes qui essayent de gagner en visibilite´ se
trouvent “au premier ordre” entre eux et isole´s du reste du re´seau a e´te´, par ailleurs,
utilise´e pour e´tablir des mesures de conﬁance dans les re´seaux sociaux en ligne [86]. L’ide´e
ge´ne´rale de ce travail est qu’un utilisateur malhonneˆte de ce type a des connexions avec
d’autres utilisateurs malhonneˆtes et ne se connecte que rarement a` des utilisateurs honneˆtes
a` travers des connexions dites “connexions d’attaque”. Ainsi, une marche ale´atoire partant
d’un tel utilisateur serait plus longue a` converger vers sa distribution de probabilite´ ﬁ-
nale que celle partant d’un utilisateur “normal”. Une mesure de conﬁance d’un utilisateur
pourrait donc eˆtre de´duite de ce temps de convergence.
5.5.2 Communaute´ des requeˆtes pe´dophiles eﬀectue´es sur un
re´seau pair-a`-pair
Les re´seaux pair-a`-pair (P2P) constituent un moyen populaire d’e´changer de grands
volumes de donne´es sur Internet. La pe´dophilie est un enjeu de socie´te´ important qui a
un impact sur la re´gularisation de l’Internet. Des travaux de recherche re´cents [91] ont
de´veloppe´ un ﬁltre se´mantique dans le but de de´tecter les requeˆtes pe´dophiles eﬀectue´es
sur un tel re´seau reposant sur la combinaison de mots-clefs. La proportion des e´changes de
ﬁchiers pe´dopornographiques a ainsi pu eˆtre estime´e.
Nous pensons qu’il est possible d’ame´liorer ce ﬁltre se´mantique en comple´tant la com-
munaute´ des requeˆtes de´ja` e´tiquete´es comme pe´dophiles par le ﬁltre. On conside`re pour
cela le graphe utilisateurs-requeˆtes associe´. Ce graphe e´tant ici biparti, une adaptation de
la me´thode est ne´cessaire ; nous exposons des travaux pre´liminaires allant dans ce sens dans
le chapitre 9. Notre approche nous permet d’identiﬁer des requeˆtes non de´tecte´es comme
pe´dophiles, et donc de nouvelles combinaisons de mots-clefs. Nous pre´sentons e´galement
quelques mesures pour ve´riﬁer la pertinence des cate´gories initialement de´ﬁnies dans le
ﬁltre.
5.6 Conclusion et perspectives
Nous avons pre´sente´ dans ce chapitre une me´thodologie qui, e´tant donne´ un ensemble
de nœuds, calcule un score de proximite´ entre tous les nœuds du graphe et cet ensemble.
Notre me´thodologie utilise une proximite´ parame´tre´e, apprend ces parame`tres a` partir des
nœuds donne´s en entre´e et combine les classements individuels obtenus pour chacun des
nœuds de cet ensemble. De plus, l’e´tude des classements individuels pour un nœud donne´
permet de savoir s’il est plutoˆt central ou pe´riphe´rique par rapport a` l’ensemble.
Si la majorite´ des nœuds de l’ensemble de de´part appartiennent a` une communaute´,
une structure en “plateau / de´croissance / plateau” de la courbe des scores de proximite´
(en fonction du classement) est obtenue et une coupe a` la de´rive´e seconde la plus grande
permet une de´tection pre´cise de la communaute´, dite multi-ego-centre´e. Nous avons valide´
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la me´thodologie avec des tests sur des graphes jouets et sur le benchmark de [87], ainsi
qu’en comple´tant des cate´gories (annote´es par les utilisateurs) dans Wikipe´dia.
Une possible extension de ces travaux est l’e´tude de communaute´s multi-ego-centre´es
ponde´re´es, possiblement avec des poids ne´gatifs.
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Chapitre 6
De´tection de communaute´s
recouvrantes
6.1 Introduction
Parmi les proble`mes lie´s a` la de´tection de communaute´s, le proble`me le plus ge´ne´ral et
le plus diﬃcile reste la de´tection de tous les groupes de nœuds pertinents dans un grand
re´seau re´el, c’est-a`-dire la de´tection de toutes les communaute´s recouvrantes. En eﬀet,
bien que des solutions a` ce proble`me aient e´te´ propose´es (par exemple la percolation de k-
cliques [120, 85, 127], BigClam [164], la partition de liens [10], etc.), aucune solution ne fait
l’unanimite´ et n’est entie`rement satisfaisante. La conception d’un crite`re pour de´cider si un
groupe de nœuds est pertinent et la de´tection rapide de ces -potentiellement tre`s nombreux-
groupes sont les principaux goulots d’e´tranglement scientiﬁques. Nous proposons ici une
me´thode de de´tection de communaute´s recouvrantes faisant face a` ces deux proble`mes.
Nous montrons dans la section 6.2 qu’en ge´ne´ral et contrairement a` ce que l’on pourrait
penser, le nombre de groupes pertinents est du meˆme ordre de grandeur, voire plus petit
que le nombre de nœuds dans le re´seau. Ainsi, si l’on peut de´tecter chacun de ces groupes
en un temps constant (ne de´pendant pas de la taille du re´seau), alors la conception d’un
algorithme rapide (line´aire) pouvant traiter les re´seaux re´els les plus grands est possible.
Dans la section 6.3 nous montrons qu’en ge´ne´ral, dans les re´seaux re´els, une commu-
naute´ a un repre´sentant, c’est-a`-dire un nœud qui appartient uniquement a` cette com-
munaute´ et qui est important en son sein. Nous montrons e´galement, dans cette meˆme
section, comment on peut de´tecter rapidement la communaute´ d’un repre´sentant avec une
“approche mesure de proximite´”. Cette “approche mesure de proximite´” requiert eﬀecti-
vement un temps ne de´pendant pas de la taille du re´seau.
Un algorithme base´ sur la de´tection de la communaute´ ego-centre´e des repre´sentants et
line´aire en fonction de la taille du re´seau est alors concevable. Ces communaute´s de´tecte´es
sont alors e´tiquetables avec l’e´tiquette de leur repre´sentant. Nous pre´sentons cet algorithme
dans la section 6.4. Nous y pre´sentons e´galement une proce´dure de nettoyage permet-
tant d’e´liminer les communaute´s trouve´es plusieurs fois, dont la complexite´ est e´galement
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line´aire dans les re´seaux re´els. La me´thode de nettoyage consiste, lorsque deux commu-
naute´s sont juge´es trop similaires, a` enlever la communaute´ e´value´e comme la moins per-
tinente. La condition pour avoir un temps line´aire pour cette proce´dure de nettoyage est
que le nombre de communaute´s partageant un nœud donne´ ne de´pende pas de la taille
du re´seau (nous faisons le calcul seulement pour les paires de communaute´s partageant au
moins un nœud). Nous montrons que cette condition est eﬀectivement satisfaite dans les
re´seaux re´els.
Dans la section 6.5, nous comparons la performance de notre me´thode a` celles de l’e´tat
de l’art sur de grands re´seaux re´els. Nous discutons les diﬀe´rents crite`res de comparaison
entre des communaute´s recouvrantes de´tecte´es et des communaute´s recouvrantes “ve´rite´
de terrain” et choisissons ceux qui nous paraissent les plus pertinents. Selon ces crite`res,
notre me´thode obtient des re´sultats comparables voire meilleurs que les me´thodes de l’e´tat
de l’art sur ces grands re´seaux re´els. Nous montrons e´galement que notre me´thode est
capable de traiter les plus grands re´seaux contrairement aux autres me´thodes.
Finalement, nous concluons et pre´sentons les perspectives d’ame´lioration de notre
me´thode dans la section 6.6. Une voie d’ame´lioration certaine consiste en l’examen de
communaute´s bi-ego-centre´es et pas seulement ego-centre´es aﬁn de de´tecter des commu-
naute´s sans repre´sentant unique. Nous avons pre´sente´, dans le chapitre 4, des travaux
concluants allant dans ce sens dans le cadre de la de´tection de toutes les communaute´s
d’un nœud.
6.2 Discussion sur le nombre de communaute´s dans
un re´seau
Le nombre maximum de groupes dans un re´seau de n nœuds est de 2n−1. Il est donc a
priori possible que le nombre de communaute´s recouvrantes dans un re´seau soit e´galement
de cet ordre de grandeur. Si tel e´tait le cas, tout algorithme cherchant a` de´tecter toutes les
communaute´s recouvrantes d’un graphe serait voue´ a` l’e´chec : (i) le temps de calcul serait
trop important, (ii) le stockage des re´sultats serait impossible et (iii) la structure de´couverte
serait comple`tement inutile. Remarquons que, meˆme si ce nombre de communaute´s e´tait
en Ω(n2), les trois proprie´te´s pre´ce´dentes seraient e´galement vraies pour de tre`s grands
graphes. Avant d’aller plus loin, nous devons donc essayer de nous convaincre que cela
n’est pas le cas !
Une communaute´ e´tant identiﬁe´e par des re´gions denses (en termes de liens) avec des
re´gions moins denses autour, il semble diﬃcile d’atteindre ce nombre de 2n − 1. En eﬀet,
parvenir a` dessiner des re´gions denses et des re´gions moins denses entre tous ces groupes
semble diﬃcile.
Une meilleure borne supe´rieure serait peut-eˆtre de conside´rer le nombre maximum de
cliques maximales dans un re´seau de n nœuds : les cliques repre´sentant les re´gions denses
a` l’extreˆme et l’absence de liens, les re´gions moins denses. Ce nombre est de l’ordre de 3
n
3
[110] qui est plus petit que 2n − 1, mais reste encore bien trop e´leve´.
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Ajoutons que les re´seaux re´els sont creux et ont une de´ge´ne´rescence 1 note´e d peu e´leve´e.
Une autre borne supe´rieure du nombre maximum de cliques maximales en fonction de la
de´ge´ne´rescence est (n − d)3 d3 [58] : nous approchons ici du nombre de cliques maximales,
line´aire en fonction du nombre de nœuds. Remarquons cependant que ce mode`le n’autorise
pas des communaute´s hie´rarchiques et cette valeur peut donc diﬃcilement eˆtre qualiﬁe´e de
borne supe´rieure.
Pour aller plus loin, nous proposons au lecteur de se situer comme un nœud dans
son propre re´seau social de connaissances et de re´ﬂe´chir autour de quelques formules.
Notons C le nombre de communaute´s dans un re´seau, on a clairement C < n.c ou` c est le
nombre moyen de communaute´s auxquelles un nœud appartient car chaque communaute´
contient plusieurs nœuds. Nous demandons a` pre´sent au lecteur d’e´valuer a` combien de
communaute´s il appartient (amis, famille, colle`gues, etc.). Cette question peut sembler
ﬂoue et diﬃcile sans de´ﬁnition formelle de ce qu’est une communaute´, mais le but est
seulement d’avoir un ordre de grandeur de c et de se convaincre que ce nombre est petit
devant le nombre de nœuds dans le re´seau (c’est-a`-dire, ici le nombre de personnes sur la
Terre, de l’ordre de 7 milliards en 2015). 10, 30 ou meˆme 100 nous sembles toutes eˆtre des
re´ponses le´gitimes. Maintenant, en se conside´rant comme un nœud moyen du re´seau, on
obtient donc que C est de l’ordre de n.
On peut aller encore plus loin a` l’aide de la formule exacte suivante 2 :
C = n
c
t
.
ou` t de´note la taille moyenne d’une communaute´. En eﬀet c
t
est le nombre moyen de
communaute´s associe´es a` un nœud et cette formule est e´vidente puisque, par de´ﬁnition, on
a c = Ct
n
. Nous invitons maintenant le lecteur a` re´ﬂe´chir encore une fois pour e´valuer la taille
moyenne de ses communaute´s. C’est encore une question diﬃcile, car une communaute´ n’est
pas une clique et donc les communaute´s d’une personne ne contiennent pas que des contacts
directs (elles contiennent a priori aussi des gens que la personne ne connaˆıt pas), mais
encore une fois seul un ordre de grandeur importe. Faire le ratio entre son nombre moyen
de communaute´s et la taille moyenne de ses communaute´s donnant une approximation de
c
t
. Nous avons l’intuition que c et t sont tous deux petits devant la taille du re´seau et
semblent e´galement eˆtre du meˆme ordre de grandeur, avec possiblement t plus grand que
c. Ainsi le nombre de communaute´s dans un re´seau semble eˆtre de l’ordre du nombre de
nœuds dans le re´seau : C = O(n).
Aﬁn de justiﬁer plus avant que ce nombre de communaute´s est de l’ordre du nombre de
nœuds dans le re´seau, voire plus petit, nous avons eﬀectue´ des statistiques sur diﬀe´rents
re´seaux. Ces re´sultats sont expose´s dans le tableau 6.1 ou` nous avons compare´ le nombre de
1. Aussi appele´e nombre de k-core. La de´ge´ne´rescence d’un graphe G est le nombre maximum d tel
qu’il existe un sous-graphe de G ne contenant que des nœuds de degre´ au moins d.
2. Une autre formule exacte sur laquelle on peut raisonner est la suivante, en posant comi l’ensemble
des communaute´s du nœud i et tj la taille de la communaute´ j : C =
n�
i=1
(
�
j∈comi
1
tj
).
�
j∈comi
1
tj
peut eˆtre
de´ﬁnie comme la quantite´ de communaute´s appartenant au nœud i.
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Network n e C t c C.t = c.n
LiveJournal 3 997 962 34 681 189 287 512 22.63 1.60 6 414 555
Friendster 65 608 366 1 806 067 135 957 154 23.14 0.34 22 151 543
Orkut 3 072 441 117 185 083 6 288 363 14.16 28.98 89 053 454
Youtube 1 134 890 2 987 624 8 385 13.50 0.10 113 200
DBLP 317 080 1 049 866 13 477 53.41 2.27 719 820
Amazon 334 863 925 872 151 037 19.38 8.74 2 927 342
Tableau 6.1 – Nombre de nœuds, nombre de liens, le nombre de communaute´s, taille
moyenne des communaute´s et nombre moyen de nœud par communaute´ “ve´rite´ de ter-
rain” pour diﬀe´rents re´seaux re´els. Les diﬀe´rents re´seaux sont pre´sente´s dans l’annexe A.
nœuds, le nombre de liens et le nombre de communaute´s “ve´rite´ de terrain” pour diﬀe´rents
re´seaux re´els. Nous voyons ici que le nombre de communaute´s est toujours petit devant le
nombre de liens ou de nœuds, sauf pour le re´seau Orkut ou` le nombre de communaute´s est
de l’ordre de deux fois le nombre de nœuds.
Il semble donc, par construction du re´seau ou par proprie´te´ intrinse`que des commu-
naute´s, que le nombre de celles-ci soit de l’ordre du nombre de nœuds dans le graphe, tout
en e´tant infe´rieur a` ce dernier. Il serait donc possible d’arriver a` un algorithme qui, dans
un re´seau issu du terrain, retournerait en temps line´aire toutes les communaute´s du re´seau
(a` condition de pouvoir les trouver en un temps constant). Tout du moins, le nombre
de communaute´s ne constitue plus une excuse pour ne pas chercher cet algorithme. La
construction d’un tel algorithme est notre queˆte et nous la de´taillons dans ce chapitre.
6.3 De´tection de la communaute´ d’un repre´sentant
Comme nous l’avons montre´ dans le chapitre 3, si un nœud d’inte´reˆt n’appartient
qu’a` une seule communaute´ et est important en son sein, c’est-a`-dire si le nœud est un
repre´sentant de communaute´, alors sa communaute´ peut eˆtre identiﬁe´e en utilisant une
“approche mesure de proximite´”. Cette approche consiste en trois e´tapes :
1. calculer la proximite´ de chaque nœud du re´seau au nœud d’inte´reˆt en utilisant une
mesure de proximite´ ad hoc,
2. trier ces valeurs par ordre de´croissant,
3. chercher une structure en “plateau / de´croissance / plateau” et identiﬁer les
nœuds avant la forte de´croissance comme correspondant a` la communaute´ du nœud
d’inte´reˆt.
En pratique, il suﬃt de chercher la plus grande pente dans la courbe proximite´ VS
classement et de se´lectionner les nœuds avant cette plus grande pente comme la commu-
naute´ du nœud d’inte´reˆt. La valeur de la plus grande pente peut permettre d’estimer dans
quelle mesure la communaute´ est claire et a` quel point le nœud d’inte´reˆt en est un bon
repre´sentant.
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Cate´gorie candidat pente nombre de F-score
repre´sentant maximale noeuds
Chess Chess 3.46 4179 0.89
(3850 nœuds) Magnus Calsen 3.69 4023 0.90
Queens Gambit 4.37 4051 0.91
World Chess Championship 4.04 4107 0.90
Chess Boxing 1.35 48 0.00
Sumo Sumo 3.03 508 0.88
(445 nœuds) Taiho Koki 5.97 440 0.91
Yokozuna 3.07 437 0.88
Lyoto Machida 1.94 6458 0.08
Boxing Boxing 2.42 7572 0.79
(7289 nœuds) Cruiserweight 2.21 7572 0.78
Vitali Klitschko 1.66 176 0.02
Chess Boxing 1.34 48 0.01
Tableau 6.2 – Re´sultats obtenus sur le re´seau Wikipe´dia 2012.
Nous avons a` disposition un grand choix de mesures de proximite´. Cependant, comme
nous allons le voir, nous aurons besoin de re´pe´ter l’expe´rience pour chaque nœud du re´seau.
Nous avons donc besoin ici d’une mesure de proximite´ tre`s rapide a` calculer et dont le
support 3 des valeurs est faible. L’opinion propage´e pre´sente´e dans le chapitre 3 est trop
couˆteuse pour cette taˆche car son temps de calcul est line´aire en la taille du re´seau.
Ainsi, nous choisissons l’approximation du pagerank enracine´ (sur le nœud d’inte´reˆt)
et normalise´ par les degre´s propose´ dans [18, 17]. Nous utilisons une probabilite´ de revenir
au nœud de de´part α = 0.1 qui est la valeur classiquement utilise´e.
Dans les re´seaux re´els, les communaute´s semblent en ge´ne´ral avoir un repre´sentant,
cependant prouver cette assertion ou tout du moins e´valuer son niveau de ve´racite´ est diﬃ-
cile. Nous proposons ici de re´pe´ter l’expe´rience re´alise´e dans le chapitre 3 mais en utilisant
comme mesure de proximite´ le pagerank enracine´ normalise´ par le degre´. Le tableau 6.2
montre les re´sultats obtenus qui sont quasiment aussi bons que ceux obtenus par l’opinion
propage´e dans le chapitre 3 (en pratique ils sont un peu moins bons, cf. tableau 3.2, mais
cette me´thode permet de gagner en vitesse de calcul). Nous voyons que pour les trois com-
munaute´s se´lectionne´es nous avons pu trouver un repre´sentant et meˆme plusieurs en re´alite´.
Cela nous permet donc d’envisager un algorithme pour calculer toutes les communaute´s
recouvrantes d’un graphe que nous pre´sentons maintenant.
3. le nombre de valeurs non nulles.
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6.4 Algorithme
6.4.1 Calcul des groupes
Notre algorithme prend en entre´e un graphe et une mesure de proximite´ et retourne en
sortie un ensemble de groupes de nœuds avec, pour chacun, un repre´sentant (son e´tiquette)
et un score e´valuant sa pertinence en tant que communaute´.
Pour chaque nœud du graphe, notre algorithme :
1. calcule la proximite´ a` tous les autres nœuds du graphe,
2. trie ces valeurs de proximite´ par ordre de´croissant,
3. calcule la plus grande pente en e´chelle logarithmique,
4. met de coˆte´ l’ensemble de nœuds situe´s avant la plus grande pente (la communaute´)
en lui associant le sommet avec lequel il a e´te´ trouve´ (son repre´sentant) et la valeur
de la plus grande pente (e´valuant sa pertinence en tant que communaute´).
Comme nous l’avons vu pre´ce´demment, en utilisant le pagerank enracine´ approxime´
[18], le calcul de la proximite´ d’un nœud a` tous les nœuds se fait en temps constant (ne
de´pendant pas de la taille du graphe) et donc le support de ces valeurs ne de´pend e´galement
pas de la taille du graphe. Ainsi le temps de cet algorithme est bien line´aire en fonction de
la taille du graphe.
6.4.2 Nettoyage des groupes
Il est tre`s probable que plusieurs nœuds aient donne´ lieu a` des groupes de nœuds
tre`s similaires. Cela se produit, par exemple, si deux nœuds sont des repre´sentants de la
meˆme communaute´. Il est donc important de nettoyer ces groupes avant de retourner les
communaute´s ﬁnales. Notre solution a` ce proble`me est la suivante : si deux groupes sont
trop similaires, nous proposons d’enlever le moins pertinent (celui dont la plus grande pente
a e´te´ la plus faible). Pour cela, nous e´valuons la similarite´ entre deux groupes avec le score
de F1
4 qui est tre`s utilise´ a` ces ﬁns. E´tant donne´s deux ensembles A et B, ce score de
similarite´ vaut :
F1(A,B) = 2
|A ∩ B|
|A|+ |B| .
Si ce score est supe´rieur a` un certain seuil δ, alors nous enlevons la communaute´ avec
la pente la plus faible. δ = 0.8 ou 0.9 sont des valeurs judicieuses, l’ide´e e´tant d’enlever
simplement des groupes trop similaires.
Pour garder un algorithme eﬃcace, on ne peut pas se permettre de calculer la similarite´
entre tous les groupes deux a` deux. En eﬀet, e´tant donne´ qu’il y a un nombre line´aire de
4. Comme de´taille´ dans le chapitre 3, ce score est classiquement utilise´ pour comparer des ensembles,
on aurait tre`s bien pu utiliser la similarite´ de Jaccard. Le F1 peut eˆtre vu comme la moyenne harmo-
nique de la pre´cision et du rappel : F1(A,B) =
2precision(A,B)rappel(A,B)
precision(A,B)+rappel(A,B) avec precision(A,B) =
|A∩B|
|B| et
rappel(A,B) = |A∩B||A| .
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groupes, cela donnerait un algorithme en temps quadratique qui ne pourrait pas traiter les
plus grands graphes. Aﬁn de pallier ce proble`me, nous proposons de calculer la proximite´
seulement entre deux groupes partageant au moins un sommet. Le calcul pour trouver
toutes les paires de groupes partageant au moins un sommet se fait en temps line´aire. En
eﬀet, il suﬃt d’initialiser un tableau avec une entre´e pour chaque nœud du graphe contenant
une liste chaˆıne´e vide, puis de balayer les sommets de chaque groupe et d’ajouter a` la liste
de l’entre´e correspondante au nœud courant un pointeur vers la communaute´ courante. On
obtient ainsi pour une entre´e du tableau un pointeur pour chaque communaute´ contenant
le nœud en question. Remarquons qu’une paire de communaute´s partageant au moins un
nœud peut apparaˆıtre plusieurs fois (en fait elle apparaˆıt un nombre de fois e´gal au nombre
de nœuds que les deux groupes partagent), mais ceci ne pose pas de proble`me : le temps
pour former cette structure reste essentiellement line´aire en O(cn) avec n le nombre de
nœuds et c le nombre moyen de communaute´s qu’a un nœud, qui est petit devant la taille
du re´seau comme nous l’avons vu.
Calculer le score F1 entre deux communaute´s se fait en temps proportionnel a` la somme
du nombre de nœuds dans ces communaute´s, sachant que l’on n’est pas oblige´ de calculer
ce score entre deux communaute´s si on l’a de´ja` fait auparavant (on peut s’en rappeler en
utilisant un dictionnaire 5).
Le temps total de cet algorithme de nettoyage est donc en O(tc2n) ou` t est la taille
moyenne d’une communaute´ et c2 de´signe ici la moyenne du carre´ du nombre de commu-
naute´s qu’a un nœud. En pratique t et c2 sont tre`s petits devant la taille du re´seau et leur
produit reste petit devant lui.
6.4.3 Ame´liorations algorithmiques
Remarquons que pour le calcul des proximite´s, la boucle sur les nœuds est entie`rement
paralle´lisable sans aucune perte de performance, i.e., utiliser n processeurs/cœurs divise le
temps par n.
Remarquons e´galement qu’il est inutile de calculer cette mesure de proximite´ pour un
nœud tre`s proche d’un nœud pour lequel les proximite´s ont de´ja` e´te´ calcule´es. En eﬀet,
si deux nœuds sont tre`s proches, leurs proximite´s a` tous les nœuds du re´seau auront des
valeurs similaires et la de´tection de la plus grande pente re´sultera en la de´tection de deux
groupes de nœuds similaires. Ainsi une fois que nous avons calcule´ la proximite´ d’un nœud
donne´ a` tous les nœuds du re´seau, nous pouvons passer le calcul pour les k nœuds les
plus proches, k e´tant un parame`tre. Pour une faible valeur de k, cette technique permet
grossie`rement de diviser le temps par k, le gain diminue ensuite. Si k est trop grand, on
peut passer a` coˆte´ de certaines communaute´s.
La construction de la structure pour le nettoyage (liste des communaute´s incorporant
chaque nœud du graphe) est paralle´lisable (une le´ge`re perte en temps peut cependant
eˆtre observe´e puisque l’on peut potentiellement e´crire dans les meˆmes entre´es du tableau).
5. une table de hachage
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Le calcul des communaute´s trop similaires a` l’aide de cette structure est la` encore pa-
ralle´lisable.
Le fait que des communaute´s apparaissent plusieurs fois (moyennant un peu de bruit)
est aussi un indicateur de la pertinence d’une communaute´, cette valeur correspond en fait
au nombre de repre´sentant qu’a la communaute´. On remarque en pratique qu’enlever les
communaute´s n’apparaissant qu’une seule fois ame´liore les performances de la me´thode :
ces communaute´s sont souvent des faux positifs.
6.5 Validation
6.5.1 Me´triques
Aﬁn de comparer la performance de diﬀe´rentes me´thodes les unes par rapport aux
autres, il existe plusieurs me´triques pour e´valuer la similarite´ de l’ensemble des commu-
naute´s trouve´es a` celle d’un ensemble de communaute´s “ve´rite´ de terrain”.
Par exemple, la distance d’e´dition correspond au nombre minimum d’ope´rations
e´le´mentaires ne´cessaire pour transformer la structure communautaire trouve´e en la struc-
ture communautaire “ve´rite´ de terrain”. Les ope´rations e´le´mentaires e´tant :
— l’ajout d’un nœud a` une communaute´,
— la suppression d’un nœud d’une communaute´,
— la cre´ation d’une communaute´ avec un nœud,
— la suppression d’une communaute´ avec un nœud.
Cependant cette mesure donne des re´sultats peu intuitifs : avoir trouve´ (resp. ne pas avoir
trouve´) une grosse communaute´ qui n’existe pas (resp. qui existe) est bien plus pe´nalisant
qu’en avoir trouve´ (resp. ne pas en avoir trouve´) une petite qui n’existe pas (resp. qui
existe).
Nous nous orientons donc plutoˆt vers d’autres me´triques moins sensibles a` ce genre
de proble`me. Nous allons en pre´senter deux autres puis les combiner pour conduire a` une
me´trique qui nous semble tre`s pertinente. Notons T = {T1, T2, ..., Tt} l’ensemble des com-
munaute´s trouve´es et V = {V1, V2, ..., Vv} l’ensemble des communaute´s ve´rite´ de terrain.
La me´trique la plus imme´diate est certainement la moyenne du score F1 des commu-
naute´s trouve´es en comparant chacune d’elles avec la communaute´ la plus similaire parmi
les communaute´s ve´rite´ de terrain :
F1(T, V ) = 1
t
t�
i=1
max
j∈[[1,v]]
F1(Ti, Vj).
Cette valeur illustre combien chaque communaute´ trouve´e est similaire a` au moins une
communaute´ ve´rite´ de terrain. Remarquons que si une seule communaute´ a e´te´ trouve´e
et qu’elle est exactement e´gale a` une communaute´ ve´rite´ de terrain, alors la valeur de ce
score est de 1 (valeur maximale) et ceci meˆme si il y a beaucoup de communaute´s ve´rite´
de terrain (des communaute´s qui ne sont pourtant pas trouve´es dans notre exemple).
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Ainsi, il est important d’associer cette me´trique a` une autre de manie`re a` avoir un crite`re
d’e´valuation plus ﬁable.
Une me´trique, similaire a` la premie`re (que l’on peut voir comme son inverse), est la
moyenne du score F1 des communaute´s ve´rite´ de terrain en comparant chacune d’entre
elles avec la communaute´ la plus similaire parmi les communaute´s trouve´es :
F1(V, T ) = 1
v
v�
i=1
max
j∈[[1,t]]
F1(Vi, Tj).
Cette valeur illustre combien chaque communaute´ ve´rite´ de terrain est similaire a` au moins
une communaute´ trouve´e.
Ici, inversement a` la premie`re me´trique, si l’on a un tre`s grand nombre de communaute´s
trouve´es, alors on aura plus de chances d’avoir un score e´leve´. En particulier un ensemble
compose´ de tous les groupes possibles (les 2n − 1 groupes) aura un score de 1 (score
maximal).
Remarquons e´galement que pour la me´trique F1(T, V ) (resp. F1(V, T )), des com-
munaute´s ve´rite´ de terrain (resp. trouve´es) peuvent eˆtre associe´es a` plusieurs commu-
naute´s trouve´es (resp. ve´rite´ de terrain). Il est possible de pallier ce proble`me en utili-
sant un algorithme de mariage pour maximiser la valeur ﬁnale et non pas chaque valeur
inde´pendamment, cependant le temps de cet algorithme risque d’eˆtre supra-line´aire (en
fonction du nombre de communaute´s totales) et de ne pas passer a` l’e´chelle. Nous verrons
que ce proble`me (utiliser plusieurs fois la meˆme communaute´) n’en n’est pas vraiment un
si nous combinons les deux scores.
Aﬁn d’avoir une me´trique plus juste, il est possible de combiner ces deux me´triques ;
ceci a e´te´ propose´ dans [164] ou` les auteurs proposent d’en faire la moyenne. Ceci ne
nous paraˆıt pas pertinent, car les deux ensembles “extreˆmes” cite´s pre´ce´demment (un
ensemble d’une seule communaute´ exactement e´gale a` une communaute´ ve´rite´ de terrain
et un ensemble compose´ de tous les groupes possibles) auront tous deux un score d’un peu
plus de 0.5 alors qu’ils devraient tous deux avoir un score proche de ze´ro. Nous proposons
donc de faire plutoˆt la moyenne harmonique (plutoˆt que la moyenne ge´ome´trique) aﬁn de
satisfaire ce crite`re. Ceci est d’ailleurs la technique ge´ne´ralement adopte´e pour d’autres
scores, comme le score F1 lui-meˆme, si l’on fait l’amalgame entre F1(T, V ) et la sensibilite´
et F1(V, T ) et la pre´cision.
Nous proposons donc d’utiliser la me´trique suivante :
S(T, V ) = 2 F1(T, V ) F1(V, T )F1(T, V ) + F1(V, T ) .
6.5.2 Comparaison a` d’autres me´thodes de de´tection de commu-
naute´s recouvrantes
Nous comparons ici notre me´thode a` trois me´thodes de l’e´tat de l’art pour la de´tection
de communaute´s recouvrantes a` savoir :
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Re´seau et nombre k-clique BigClam partition approche
de communaute´ percolation de liens proximite´
scholar 0.14 0.16 0.15 0.07 0.00 0.01 0.16 0.12 0.14 0.13 0.13 0.13
16773 26318 (k=3) 100 11133 18845
DBLP 0.00 0.03 0.00 0.05 0.10 0.07 0.00 0.03 0.00 0.32 0.19 0.24
24 3113 (k=5) 50 12871 15
wiki08 0.67 0.03 0.04
79365 355
wiki12 0.72 0.03 0.05
730752 2046
Tableau 6.3 – Tableau montrant les scores F1(T, V ), F1(V, T ) et S(T, V ) ainsi que le nombre
de communaute´s trouve´es pour les diﬀe´rentes me´thodes.
1. la percolation de k-cliques [120, 85, 127],
2. BigClam [164],
3. la partition de liens [10].
Nous eﬀectuons cette comparaison sur quatre grands re´seaux re´els pour lesquels on
dispose d’une structure en communaute´s ve´rite´ de terrain. Ces re´seaux sont de´taille´s en
annexe : Wikipe´dia 2008, Wikipe´dia 2012, Google scholar et DBLP. Le tableau 6.3 montre
ces re´sultats. Pour la percolation de k-cliques nous avons choisi le k donnant les meilleurs
re´sultats en termes de S(T, V ). Pour notre me´thode, nous avons choisi k = 10 (ceci permet
de ne pas calculer les proximite´s pour les k nœuds les plus proches d’un nœud pour lequel
les proximite´s ont de´ja` e´te´ calcule´es) et δ = 0.8 (pour ne pas prendre en compte une
communaute´ similaire a` plus de 80% a` une communaute´ de´tecte´e selon le score F1). Nous
avons e´galement se´lectionne´ les communaute´s trouve´es au moins deux fois et donc supprime´
celles trouve´es une seule fois.
Pour le re´seau Google scholar, notre me´thode donne des re´sultats similaires aux autres.
On peut l’expliquer car d’une part, les communaute´s “ve´rite´ de terrain” sont de pie`tre
qualite´ du fait de leur de´ﬁnition (annotation manuelle des chercheurs de leur domaine de
recherche), d’autre part le re´seau lui-meˆme souﬀre du meˆme proble`me. C’est pourquoi une
me´thode me´diocre et une me´thode parfaite pourraient avoir des re´sultats similaires.
Nous voyons que pour le re´seau DBLP notre me´thode est bien au-dessus des autres
pour les 3 mesures. Soulignons que, de par leur de´ﬁnition, ce re´seau et les communaute´s
sont de meilleure qualite´ que dans le re´seau pre´ce´dent.
Pour les re´seaux Wikipe´dia 2008 et Wikipe´dia 2012, notre me´thode donne de tre`s bons
re´sultats en termes de F1(T, V ), mais pas vraiment en termes de F1(V, T ), c’est-a`-dire
que les communaute´s que l’on trouve sont tre`s similaires a` des communaute´s “ve´rite´ de
terrain”, mais l’inverse n’est pas vrai. En fait, notre me´thode retourne un faible nombre
de communaute´s par rapport au nombre re´el de communaute´s, ainsi beaucoup de commu-
naute´s “ve´rite´ de terrain” ne trouvent pas leur e´quivalent dans les communaute´s trouve´es
et donc le score F1(V, T ) est faible. Ceci peut s’expliquer car nous avons conside´re´ toute
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cate´gorie (agre´ge´e avec ses sous-cate´gories) comme e´tant une communaute´, ce qui n’est pas
le cas en pratique : beaucoup de cate´gories agre´ge´es ne sont pas des communaute´s.
Les trois autres me´thodes n’ont pas e´te´ capables de traiter ces re´seaux Wikipe´dia : 64
Go de me´moire n’ont pas e´te´ suﬃsants pour la percolation de k-clique et la partition de
liens. Quant a` BigClam, il n’a pas termine´ apre`s deux semaines de calcul avec 4 processeurs
(ce proble`me de BigClam a d’ailleurs de´ja` e´te´ constate´ dans d’autres articles [160]).
6.6 Conclusion et perspectives
Nous avons montre´ que contrairement a` ce que l’on pourrait penser, le nombre de
communaute´s pertinentes dans un re´seau est faible (de l’ordre du nombre de nœuds, voire
plus petit) et la plupart de ces communaute´s semblent avoir un repre´sentant, c’est-a`-
dire un nœud appartenant seulement a` cette communaute´ et important en son sein. En
prenant en compte ces observations, nous avons mis au point un algorithme permettant de
de´tecter ces groupes pertinents a` l’aide de la de´tection de la communaute´ ego-centre´e de ces
repre´sentants. Notre approche exploite une mesure de proximite´ et un nettoyage intelligent
de ces communaute´s ego-centre´ees. L’algorithme est plus rapide que ceux de l’e´tat de l’art
et donne de meilleurs re´sultats sur certains jeux de donne´es.
Notre algorithme de nettoyage des communaute´s trouve´es consistant a` calculer la si-
milarite´ des communaute´s partageant au moins un nœud est suﬃsamment rapide pour
traiter en quelques jours des re´seaux contenant des centaines de millions de liens comme le
re´seau Wikipe´dia 2012 (ce que les autres algorithmes de l’e´tat de l’art auxquels nous avons
compare´ notre me´thode ne peuvent pas faire). Cependant notre algorithme de nettoyage
(goulot d’e´tranglement en termes de vitesse d’exe´cution de notre algorithme) pourrait
suˆrement eˆtre ame´liore´ en utilisant un algorithme de Locality sensitive hashing [93] dont
l’ide´e principale est d’utiliser une famille de fonctions de hachage choisies telles que des
points proches dans l’espace d’origine aient une forte probabilite´ d’avoir la meˆme valeur
de hachage. Ainsi des ensembles de communaute´s similaires pourraient eˆtre de´tecte´s plus
rapidement (car elles auraient la meˆme valeur de hachage) et le nettoyage gagnerait en
vitesse par rapport a` notre heuristique courante (consistant a` comparer toutes les commu-
naute´s partageant au moins un nœud). Nous travaillons actuellement sur cette me´thode
en utilisant la similarite´ de Jaccard pour comparer deux communaute´s et des fonctions
de hachage associe´es a` cette similarite´ : MinHash (ou min-wise independent permutations
locality sensitive hashing scheme) [35].
Bien qu’il semble que beaucoup de communaute´s aient un repre´sentant (comme par
exemple les grandes cate´gories agre´ge´es de Wikipe´dia comme “Boxing” ou “Chess” qui en
ont au moins un), ce fait est suˆrement faux pour certains re´seaux ou certains types de
communaute´s. Par exemple il semble que dans un re´seau social chaque nœud appartienne
a` plusieurs communaute´s (groupe d’amis, famille, colle`gues). Pour ce type de re´seaux une
adaptation de la me´thode est possible, par exemple en conside´rant des paires de nœuds
comme graine et en cherchant des communaute´s bi-e´gocentre´es (communaute´ de´ﬁnie par
deux nœuds) en s’inspirant des travaux eﬀectue´s dans le chapitre 4. Cependant un accrois-
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sement du temps de calcul serait observe´ et une se´lection intelligente des paires de nœuds
devrait eˆtre eﬀectue´e. Nous laissons cette ge´ne´ralisation pour des travaux futurs.
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Troisie`me partie
Travaux d’ouverture
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Chapitre 7
Les capitalistes sociaux sur Twitter
7.1 Introduction
Contexte. Twitter est un service de micro-blogging tre`s largement utilise´ pour partager,
rechercher et de´battre des informations ou des e´ve`nements du quotidien [75]. Sa popularite´
ne cesse de croˆıtre : le nombre de ses utilisateurs est passe´ de 200 millions en avril 2011 [6]
a` 500 millions en octobre 2012 [7]. La quantite´ d’information e´change´e sur Twitter est
conside´rable : 1 milliard de tweets -courts messages de moins de 140 caracte`res- sont poste´s
tous les deux jours et demi [128]. Twitter est donc a` la fois un service de micro-blogging et
un outil me´dia. Mais Twitter est e´galement un service de re´seau social en ligne. En eﬀet,
Twitter inclut de nombreux outils destine´s a` l’e´change entre utilisateurs. Par exemple, pour
voir les tweets d’autres utilisateurs s’aﬃcher sur son ﬁl d’actualite´ (timeline en anglais),
il est ne´cessaire de s’abonner a` ces utilisateurs. Si u s’abonne a` v, on dit que u est un
abonne´ (follower en anglais) de v. Re´ciproquement, v est un abonnement de u (friend
en anglais). De plus, un utilisateur peut retweeter [144] les tweets d’autres utilisateurs,
par exemple pour partager avec ses abonne´s une information qu’il trouve pertinente. Par
ailleurs, les utilisateurs peuvent mentionner d’autres utilisateurs pour attirer leur attention
en ajoutant @NomUtilisateur dans leur message. Il est e´galement possible de re´pondre a`
un utilisateur lorsque l’on est mentionne´ dans un tweet. Une conversation sous forme de
tweets est alors engage´e.
L’augmentation du nombre d’abonne´s, l’explosion du nombre de tweets par jour, l’im-
portance de Twitter dans l’actualite´ et ses fonctionnalite´s sociales ont naturellement
amene´ les entreprises et les acade´miques a` s’inte´resser a` la notion d’inﬂuence sur ce
re´seau [21, 36, 130, 148, 159]. De nombreux parame`tres peuvent eˆtre pris en compte pour
mesurer l’inﬂuence sur Twitter. La plupart conside`re le nombre d’abonne´s et d’interac-
tions : les retweets et les mentions. Intuitivement, plus un utilisateur a d’abonne´s ou plus
il est retweete´ et mentionne´, plus son inﬂuence sur le re´seau est conside´re´e comme impor-
tante [36]. Diﬀe´rents outils ont ainsi e´te´ propose´s dans l’industrie dans le but d’associer a`
chaque utilisateur un score qui illustre son inﬂuence sur le re´seau. Parmi les plus utilise´s,
on retrouve Klout [2], Kred [3], Tweet Grader [4], Twitalyzer [5]. Dans tous les cas, l’al-
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gorithme utilise´ pour calculer le score d’un utilisateur est garde´ secret, meˆme si Klout et
Kred fournissent quelques informations sans vraiment les de´tailler (voir par exemple [21]).
Ce que l’on retient de ces informations, c’est que le nombre d’abonne´s n’est pas un pa-
rame`tre cle´ de l’algorithme. En eﬀet, ces outils se concentrent sur les interactions entre un
utilisateur et le re´seau. Kred mesure ainsi deux parame`tres diﬀe´rents, a` savoir l’inﬂuence et
l’outreach level (le niveau de rayonnement i.e., la porte´e). Selon Kred, l’inﬂuence augmente
lorsque quelqu’un vous retweete, vous mentionne ou vous re´pond.
Capitalistes sociaux. Il a re´cemment e´te´ observe´ qu’un grand nombre d’utilisateurs du
re´seau Twitter tentent d’accroˆıtre leur nombre d’abonne´s de fac¸on artiﬁcielle [56, 69]. Ces
utilisateurs appele´s capitalistes sociaux de´tournent le principe d’abonnement sur Twit-
ter en promettant des abonnements re´ciproques. Ils s’abonnent ainsi uniquement a` leurs
-futurs- abonne´s, sans aucune conside´ration pour le contenu tweete´ par ces utilisateurs.
Leur objectif est uniquement d’augmenter leur visibilite´ sur le re´seau et sur les moteurs de
recherche du re´seau [69]. Ces comptes, qui sont des utilisateurs re´els et actifs et non des ro-
bots ou des comptes automatise´s, parviennent par ce moyen a` obtenir des scores d’inﬂuence
e´leve´s. L’eﬃcacite´ de leur me´thode a notamment e´te´ illustre´e par Dugue´ et Perez [56] qui
ont cre´e´ un compte automatique reproduisant leur technique. Ce compte (@Rain bow ash)
a rapidement gagne´ un grand nombre d’abonne´s et a largement e´te´ retweete´ et mentionne´
grace aux me´thodes artiﬁcielles des capitalistes sociaux qui incitent aux retweets et aux
mentions en e´change d’abonnements.
Une question survient naturellement suite a` ces observations : e´tant donne´ que les
nombres d’abonne´s et les retweets de ces utilisateurs sont obtenus de fac¸on artiﬁcielle et
inde´pendante de la pertinence du contenu qu’ils tweetent, doivent-ils eˆtre conside´re´s comme
inﬂuents ? Il semble e´vident que la re´ponse est non, mais nous verrons que les outils actuels
de mesure d’inﬂuence ne sont pas, pour le moment, en accord avec cette re´ponse.
Travaux lie´s. Re´cemment, Messias et al. [105] ont e´tudie´ cette proble´matique de l’inﬂuence
sur Twitter. Ils ont ainsi cre´e´ deux comptes agissant de fac¸on automatique (des bots)
selon des strate´gies tre`s simples. L’un des bots, qui tweetait de manie`re automatique a`
propos de sujets populaires obtint 500 abonne´s et des scores Twitalyzer et Klout e´leve´s.
Il est inte´ressant de constater que les outils tels que Twitalyzer et Klout conside`rent ces
utilisateurs comme inﬂuents : ces comptes peuvent pourtant facilement eˆtre de´tecte´s comme
automatiques en e´tudiant les sources utilise´es pour poster les tweets ou le rythme re´gulier
des posts [42].
Dans ces travaux, le proble`me de l’inﬂuence des capitalistes sociaux n’est pas traite´.
Dugue´ and Perez [56] observent que ces utilisateurs sont des comptes re´els, tre`s souvent ad-
ministre´s manuellement (dans un peu moins de 90% des cas) et qui parviennent ne´anmoins
a` gagner un grand nombre d’abonne´s et a` eˆtre largement retweete´s.
Contributions. Dans ce chapitre, nous nous inte´ressons a` la proble´matique de l’inﬂuence
des capitalistes sociaux. Nous montrons que les outils actuels ne sont pas capables de
distinguer les capitalistes sociaux des utilisateurs re´guliers et qu’ils leur accordent ainsi a`
tort des scores d’inﬂuence potentiellement e´leve´s. Pour ce faire, nous de´crivons tout d’abord
un premier jeu de donne´es Twitter obtenu sur des hashtag de´die´s au capitalisme social tels
que #TeamFollowBack (section 7.3). En e´tudiant ces utilisateurs certiﬁe´s comme e´tant
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des capitalistes sociaux selon Dugue´ et Perez [56], nous observons que certains d’entre
eux sont conside´re´s comme tre`s inﬂuents par les outils de mesure tels que Klout et Kred
(section 7.4.1). Aﬁn de reme´dier a` cela, nous mettons en place un classiﬁeur discriminant
les capitalistes sociaux des utilisateurs re´guliers. Ce classiﬁeur est base´ sur la me´thode de
re´gression logistique, un outil d’apprentissage classique de´crit dans la section 7.5.1. Cette
me´thode est capable de retourner la probabilite´ pour un utilisateur d’eˆtre un capitaliste
social, ce qui nous permet de ponde´rer le score d’inﬂuence produit par Klout, comme nous le
montrerons dans la section 7.5.2. Enﬁn, nous terminons en pre´sentant dans la section 7.5.3
l’application en ligne que nous avons de´veloppe´e, qui permet d’estimer la probabilite´ pour
un utilisateur d’eˆtre un capitaliste social.
7.2 Capitalistes sociaux
Les capitalistes sociaux ont tout d’abord e´te´ mis en lumie`re par Ghosh et al. [69]
dans une e´tude de la capitalisation d’abonne´s sur Twitter particulie`rement axe´e sur les
spammeurs. Le but des spammeurs, tout comme celui des capitalistes sociaux, est d’obtenir
le plus grand nombre d’abonne´s possible pour diﬀuser leurs messages de spam. Les auteurs
observent avec surprise que les utilisateurs qui s’abonnent le plus aux spammeurs sont
des utilisateurs re´els et non des robots ou des spammeurs. Ces utilisateurs qui cherchent
a` augmenter a` tout prix leur nombre d’abonne´s mettent en place deux techniques tre`s
simples et base´es sur des abonnements re´ciproques :
— Follow Me and I Follow You (FMIFY) : les utilisateurs assurent a` leurs abonne´s
qu’ils s’abonneront a` eux en retour.
— I Follow You, Follow Me (IFYFM) : au contraire, ces utilisateurs s’abonnent massi-
vement a` d’autres utilisateurs en espe´rant que ceux-ci s’abonnent a` eux en retour.
Ils s’abonnent a` d’autres utilisateurs sans conside´ration pour le contenu de leurs tweets
et sont donc nocifs pour le re´seau. Ils rendent en eﬀet plus diﬃcile la de´tection d’utilisateurs
et de contenus pertinents.
En se basant sur ces observations, Dugue´ et Perez [56] ont re´cemment fourni une
me´thode capable de de´tecter les capitalistes sociaux en utilisant une mesure de simila-
rite´ appele´e indice de chevauchement [138]. Cette mesure calcule la relation qui existe
entre l’ensemble A des abonnements et l’ensemble B des abonne´s de la fac¸on suivante :
I(A,B) =
|A ∩ B|
min (|A|, |B|)
Intuitivement, un utilisateur avec un indice de chevauchement supe´rieur a` 1 est abonne´ a`
un grand nombre de ses abonne´s et a ainsi applique´ les principes mentionne´s ci-dessus :
FMIFY et IFYFM. Il est donc susceptible d’eˆtre un capitaliste social.
De plus, Dugue´ et Perez [56] ont montre´ que les capitalistes sociaux appliquent ces
principes de capitalisme social d’une fac¸on particulie`rement eﬃcace en inse´rant dans leur
tweets des mots-cle´s (appele´s hashtags) de´die´s au processus de capitalisme social. Ces
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Figure 7.1 – Timeline du capitaliste social “followback 707”
utilisateurs utilisent donc ces hashtags pour interagir entre capitalistes sociaux, par exemple
des hashtags au nom explicite #IFollowBack ou #TeamFollowBack (voir ﬁgure 7.1). En
utilisant ces hashtags, les capitalistes sociaux demandent explicitement des retweets ou
des mentions en e´change d’abonnements. Ils encouragent e´galement les utilisateurs qui les
retweetent a` se suivre entre eux, un comportement illustre´ avec le hashtag #FollowTrain.
Nous utilisons ces moyens d’identiﬁer les capitalistes sociaux pour cre´er le jeu de donne´es
que nous de´taillons dans la section suivante.
7.3 Jeu de donne´es
Exemples positifs. Dans le but de constituer un jeu de donne´es de capitalistes sociaux
certiﬁe´s tels que ceux de´crits par Dugue´ and Perez [56], nous avons collecte´ des tweets
poste´s sur les hashtags #TeamFollowBack, #instantfollowback et #teamautofollow de´die´s
au capitalisme social. Nous avons identiﬁe´ les utilisateurs ayant poste´ au moins trois tweets
avec ces hashtags en quelques jours. Nous avons ainsi obtenu un e´chantillon d’a` peu pre`s
25.000 capitalistes sociaux.
Exemples ne´gatifs. La premie`re e´tape pour obtenir des exemples ne´gatifs consiste a`
e´chantillonner Twitter de manie`re ale´atoire. En eﬀet, des utilisateurs choisis ale´atoirement
sont de fac¸on tre`s peu probable des capitalistes sociaux. Nous avons ainsi choisi
ale´atoirement 15.000 utilisateurs de ce re´seau qui en contient plus de 550 millions d’apre`s
Twitter. Pour cela, nous avons choisi 15.000 entiers entre 0 et 550.000.000. Bien que les
identiﬁants Twitter ne soient pas tous conse´cutifs, cela ne constitue pas un biais. Cepen-
dant, puisque la grande majorite´ de ces utilisateurs posse`de peu de connexions avec le
reste du re´seau, ils ne constituent pas un e´chantillon suﬃsamment pertinent. Nous avons
ainsi choisi ale´atoirement 55.000 utilisateurs parmi les abonnements de ceux-ci. Ces uti-
lisateurs plus connecte´s et plus actifs sont tre`s probablement des utilisateurs re´guliers et
nous fournissent donc nos exemples ne´gatifs. D’apre`s Dugue´ and Perez [56], les capitalistes
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Figure 7.2 – Histogrammes montrant les statistiques sur quelques attributs pour les capi-
talistes sociaux d’une part et les amis d’un utilisateur ale´atoire d’autre part.
sociaux repre´sentent 0.2% du re´seau. Ainsi, meˆme en choisissant parmi les abonnements
d’utilisateurs ale´atoires, ce qui favorise le choix d’utilisateurs bien connecte´s comme les
capitalistes sociaux, notre e´chantillon contient assure´ment un nombre ne´gligeable de capi-
talistes sociaux (0.2% de notre e´chantillon repre´sente 110 utilisateurs).
Ensuite, nous avons obtenu pour chaque compte un ensemble d’informations perti-
nentes pour les caracte´riser. Ces informations sont classe´es en diﬀe´rentes cate´gories (voir le
tableau 7.1). Nous souhaitons mentionner que toutes ces donne´es sont facilement obtenues
par l’API REST fournie par Twitter. Ainsi, par exemple, les fonctionnalite´s users/show,
statuses/user timeline de cette API permettent d’obtenir des informations globales sur
l’utilisateur (nombre d’abonne´s, d’abonnements, de tweets poste´s, de favoris) mais aussi
des informations sur le contenu de ses tweets. Remarquons aussi que les restrictions im-
pose´es par Twitter quant a` l’utilisation de leur API nous poussent a` conside´rer uniquement
les 200 derniers tweets des utilisateurs.
Certaines de ces informations caracte´ristiques telles que les sources utilise´es pour poster
les tweets et le nombre d’url moyen par tweet sont eﬃcaces pour se´parer les comptes
humains des comptes automatise´s [42]. Cependant, Dugue´ et Perez [56] ont montre´ qu’un
peu moins de 90% des capitalistes sociaux de´tecte´s sur ces hashtags n’automatisent pas
leurs comptes. Il est ainsi ne´cessaire d’e´tudier d’autres types d’informations pour construire
un classiﬁeur robuste.
On observe que les donne´es choisies semblent pertinentes pour discriminer les capita-
listes sociaux des utilisateurs re´guliers (voir la ﬁgure 7.2). En eﬀet, on peut voir que la
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Cate´gorie Caracte´ristiques
Activite´ Nombre de :
1 tweets
2 listes Twitter qui contiennent l’utilisateur
3 tweets favoris
Topologie locale Nombre d’ :
4 abonnements
5 abonne´s
6 utilisateurs qui sont a` la fois des abonne´s et
des abonnements
Contenu des
tweets
Nombre moyen de :
7 caracte`res par tweet
8 hashtags par tweets
9 url par tweets
10 mentions par tweets
Caracte´ristiques
des tweets
11 nombre moyen de retweets pour un tweet
12 nombre moyen de retweets pour un retweet
13 pourcentage de retweets parmi les tweets
Sources Proportion d’utilisation d’ :
14 application Twitter oﬃcielle
15 outil de gestion de compte
16 outil d’abonnement ou de de´sabonnement au-
tomatique
17 outil de post de tweet automatique
18 autres applications (Vine, Wiki, Sound-
cloud...)
19 applications smartphones ou tablettes
Tableau 7.1 – Description des diﬀe´rentes informations de compte e´tudie´es.
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distribution de certains attributs est diﬀe´rente pour ces deux types d’utilisateurs. Il est
par exemple inte´ressant de constater que les capitalistes sociaux sont plus retweete´s que
les utilisateurs re´guliers : le nombre de retweets est au cœur des scores Klout et Kred.
7.4 Mesurer l’inﬂuence sur Twitter
De´terminer l’inﬂuence d’un utilisateur sur Twitter est une question qui a souleve´ beau-
coup d’inte´reˆt ces dernie`res anne´es [21, 36, 130, 148, 159]. Puisque cette notion reste assez
ﬂoue, de nombreux parame`tres peuvent eˆtre utilise´s pour mesurer cette inﬂuence : nombre
d’abonne´s, retweets, mentions, favoris par exemple. Aﬁn de re´aliser des scores plus e´labore´s,
il est e´galement possible de les combiner sous forme de ratios. Le plus simple et le plus in-
tuitif est le ratio du nombre d’abonnements sur le nombre d’abonne´s. Intuitivement, plus le
re´sultat est proche de 0, plus les utilisateurs du re´seau sont inte´resse´s par le contenu fourni
par l’utilisateur. Au contraire, si le re´sultat est bien supe´rieur a` 1, l’utilisateur est suscep-
tible d’eˆtre conside´re´ comme s’abonnant en masse. Ce ratio peut ne´anmoins conduire a` de
mauvaises interpre´tations et est ainsi associe´ a` des parame`tres lie´s au degre´ d’interaction
de l’utilisateur. Deux ratios sont ainsi conside´re´s comme eﬃcaces pour caracte´riser plus
pre´cise´ment l’inﬂuence d’un utilisateur : le ratio Retweet et Mention et le ratio d’inter-
action [21]. Le premier compte le nombre de tweets poste´s par un utilisateur qui sont
retweete´s ou donnent lieu a` une conversation et le divise par le nombre de tweets. Le
second conside`re le nombre d’utilisateurs distincts qui retweetent ou mentionnent l’utilisa-
teur, divise´ par son nombre d’abonne´s. Anger and Kittl [21] de´ﬁnissent le Social Networking
Potential d’un utilisateur Twitter comme la moyenne de ces deux ratios.
Dans ce chapitre, nous nous concentrons sur les outils disponibles en ligne les plus lar-
gement utilise´s par les utilisateurs de Twitter et les entreprises comme mesures d’inﬂuence.
Remarquons que ces outils restent populaires 1 malgre´ leurs de´fauts [111]. C’est en particu-
lier le cas de Klout [2], Kred [3] et Twittalyzer [5], bien que ce dernier ait stoppe´ son activite´
commerciale en septembre 2013 (l’outil en ligne reste disponible). Klout mesure l’inﬂuence
d’un utilisateur en se basant sur les principaux re´seaux sociaux (par exemple Facebook,
Linkedin et Instagram), pas uniquement sur Twitter. Il est cependant possible de savoir
quels re´seaux sont utilise´s pour obtenir le score Klout d’un utilisateur. Nous pre´ciserons
cela lorsque nous utiliserons le score Klout dans ce chapitre. Dans la section suivante, nous
montrons les limites des outils classiques de mesure de l’inﬂuence en montrant que ces
outils conside`rent certains capitalistes sociaux comme tre`s inﬂuents.
7.4.1 L’impact du capitalisme social
Avec la promesse de suivre en retour les utilisateurs qui les suivent, les capitalistes
sociaux parviennent a` accroˆıtre eﬃcacement leur nombre d’abonne´s. Cependant, comme
mentionne´ pre´ce´demment, ceci ne conduit pas ne´cessairement a` une augmentation de leur
score d’inﬂuence puisque que ce parame`tre n’est pas conside´re´ comme important par les
1. Klout a re´cemment e´te´ achete´ par Lithium Technologies pour 200 millions de dollars [136].
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screenname Abonnements Abonne´s I Klout Kred Twitalyzer
teamukfollowbac 120, 065 134, 669 0.99 79 98.9 25.8
berge31 2, 522 2, 434 0.97 76 77, 8 1
TheDrugTribe 26, 266 28, 832 0.99 69 98.2 27.2
globalsocialm2 5, 603 5, 624 0.81 69 95.1 3.3
repentedhipster 3, 148 2, 940 0.98 66 78, 2 1
LIGHTWorkersi 112, 963 103, 475 0.99 66 96, 2 22.4
ilovepurple 49, 666 52, 448 0.97 65 97.5 22.9
TEAMF0LL0W 13, 246 78, 615 0.97 65 99.2 21.2
TEEMF0LL0W 10, 977 92, 412 0.97 64 99.3 21.1
Tableau 7.2 – Scores d’inﬂuence des capitalistes sociaux extraits de nos jeux de donne´es :
Klout, Kred et Twitalyzer. Indice de chevauchement I.
principaux outils de mesure. Ne´anmoins, avoir un grand nombre d’abonne´s facilite bien en-
tendu les interactions telles que les retweets et les mentions, qui sont quant a` eux conside´re´s
comme des indicateurs d’inﬂuence. C’est surtout le cas pour les capitalistes sociaux qui
postent des tweets dont le contenu demande des retweets et des mentions en e´change d’un
abonnement (voir la ﬁgure 7.1). Ce comportement entraˆıne un niveau e´leve´ d’interaction
pour ces utilisateurs, ce qui explique leurs bons scores d’inﬂuence.
Nous illustrons cela en calculant les scores Klout, Kref et Twitalyzer pour des capi-
talistes sociaux certiﬁe´s, soit extraits du jeu de donne´es collecte´ en utilisant les hashtags
de´crits par Dugue´ and Perez [56], soit identiﬁe´s comme tels a` cause de leur biographie ou
de leur screenname explicite.
Dugue´ and Perez [56] ont observe´ que les utilisateurs avec un indice de chevauchement
supe´rieur a` 0.74 sont tre`s fortement susceptibles d’eˆtre des capitalistes sociaux, ce qui est
ve´riﬁe´ pour tous ces utilisateurs comme le montre le tableau 7.2. Ces capitalistes sociaux
sont conside´re´s comme inﬂuents par les trois mesures, malgre´ des comportements, des
biographies ou meˆme des noms parfois tre`s explicites.
Le tableau 7.3 pre´sente des re´sultats similaires pour des capitalistes sociaux de´tecte´s
par la me´thode de Dugue´ et Perez [56]. Dans chacun des cas, le score Klout est calcule´
uniquement a` partir de l’activite´ Twitter. Ceci peut expliquer ces scores plus bas que ceux
pre´sente´s dans le tableau 7.2. Ne´anmoins, ils restent de loin bien supe´rieurs a` la moyenne.
De plus, leurs scores Kred et Twitalyzer sont e´galement relativement e´leve´s.
Pour comple´ter les observations pre´ce´dentes, nous comparons dans la ﬁgure 7.3 les
diﬀe´rents scores de deux comptes populaires et actifs, ceux de Barack Obama et Oprah
Winfrey, a` ceux de capitalistes sociaux ave´re´s ou de comptes automatiques (Carina San-
tos, le compte cre´e´ par Messias et al. [105]).
Les capitalistes sociaux ont des scores Kred et Twitalyzer similaires a` ceux des comptes
de re´fe´rence, alors que leur score Klout est par contre plus faible. Cette diﬀe´rence peut
s’expliquer par le fait que Klout utilise l’activite´ de plusieurs re´seaux sociaux, ainsi que celle
de Wikipe´dia. Barack Obama et Oprah Winfrey avec leur page Wikipe´dia bien documente´e
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Pseudo Abonnements Abonne´s Klout Kred Twitalyzer
EcheMadubuike 720, 407 732, 176 69 99 27.2
LarryWentz 600, 196 660, 260 60 90.9 20.2
machavelli7 567, 553 572, 161 68 94.8 20.9
zuandoemkta 566, 971 555, 476 60 94.4 20.6
Follow Friends 511, 818 540, 783 56 94.9 23.2
kosma003 438, 050 423, 638 52 95.1 20.2
ceebee308 360, 163 382, 568 60 98.1 22.6
ClimaWorld 384, 365 375, 419 60 90 20.4
radiotabu 306, 066 336, 752 55 97.7 21.5
Nteratedetodo 300, 278 323, 236 56 95.6 26.7
Tableau 7.3 – Scores d’inﬂuence (Klout, Kred and Twitalyzer) de capitalistes sociaux
de´tecte´s par Dugue´ and Perez.
Figure 7.3 – Comparaison des trois mesures pour les comptes de Barack Obama, Oprah
Winfrey et ceux de capitalistes sociaux ave´re´s.
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Figure 7.4 – Scores Klout moyens en fonction d’une borne infe´rieure sur le nombre
d’abonne´s.
et consulte´e acce`dent donc a` un score plus e´leve´ que les capitalistes sociaux.
Excepte´ Carina Santos, les comptes que nous conside´rons sont des capitalistes sociaux
ave´re´s et tre`s faciles a` identiﬁer : leur nom et biographie sont explicites. Par ailleurs,
ces comptes tweetent exclusivement du contenu lie´ au capitalisme social et interagissent
avec les autres utilisateurs dans l’unique but de gagner des abonne´s. Ces utilisateurs ne
produisent aucun contenu pertinent et sont des capitalistes sociaux e´vidents. Pourtant,
aucun des outils en ligne n’est capable de de´tecter ces comportements, et ils sont donc
conside´re´s comme inﬂuents.
Pour conclure cette section, nous mettons en relation le score Klout moyen d’exemples
positifs de notre jeu de donne´es et le nombre d’abonne´s de ces utilisateurs. Rappelons que
Klout conside`re le nombre de retweets et de mentions comme plus important que le nombre
d’abonne´s. Cependant, comme le montre la ﬁgure 7.4, le nombre d’abonne´s des utilisateurs
est fortement corre´le´ au score Klout. Ceci s’explique par le fait que les capitalistes sociaux
re´ussissent a` obtenir plus d’interactions et de visibilite´ a` mesure que leur nombre d’abonne´s
augmente. Leurs me´thodes deviennent donc de plus en plus eﬃcaces.
Nous pensons que ce manque de conside´ration du capitalisme social entraˆıne la course
aux abonne´s sur Twitter. Par ailleurs, il semble important d’eˆtre capable de distinguer les
utilisateurs re´ellement inﬂuents des capitalistes sociaux pour eˆtre a` meˆme d’acce´der a` des
contenus pertinents et fouiller eﬃcacement la masse de tweets produite par les utilisateurs
Twitter.
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7.5 Une nouvelle approche pour mesurer l’inﬂuence
Nous pre´sentons maintenant la contribution principale de ce chapitre, c’est-a`-dire, un
classiﬁeur qui permet de discriminer les capitalistes sociaux (exemples positifs) des uti-
lisateurs normaux (exemples ne´gatifs). De plus, l’outil que nous utilisons (la re´gression
logistique) permet d’obtenir, pour un utilisateur donne´, une estimation de la probabilite´
qu’il soit un capitaliste social. Cette probabilite´ peut e´galement indiquer a` quel point
l’utilisateur est un capitaliste social, c’est-a`-dire une mesure de “capitaliste socialitude”.
Nous utiliserons cette mesure aﬁn d’e´quilibrer le score d’inﬂuence donne´ par Klout, cf.
e´quation 7.1, ce qui est un premier pas vers la proposition d’une nouvelle mesure d’in-
ﬂuence sur Twitter. Comme nous allons le voir dans la section 7.5.2, un tel e´quilibrage
permet de re´duire eﬃcacement le score d’inﬂuence des capitalistes sociaux tout en conser-
vant le score d’inﬂuence des utilisateurs normaux.
7.5.1 Classiﬁcation des capitalistes sociaux
Dans un re´cent travail, Dugue´ et Perez [56] ont de´veloppe´ un algorithme performant
pour discriminer les capitalistes sociaux des utilisateurs normaux. Cependant, leur but e´tait
d’utiliser seulement des attributs topologiques. Bien que ces travaux soient inte´ressants
d’un point de vue the´orique, il semble clair que l’on peut ame´liorer les re´sultats en utilisant
e´galement d’autres attributs, par exemple base´s sur le contenu des tweets. Nous avons donc
utilise´ le jeu de donne´es de´crit dans la section 7.3 contenant 77 102 utilisateurs, dont 22 845
capitalistes sociaux et 54 257 utilisateur normaux, chaque utilisateur e´tant de´crit par les
attributs de´taille´s dans la section 7.3.
Nous avons partage´ ale´atoirement le jeu de donne´es en un ensemble d’apprentissage
de 70% du jeu total, utilise´ pour entraˆıner le classiﬁeur, et un ensemble de test de 30%
des donne´es, utilise´ pour e´valuer les performances du classiﬁeur. Nous avons utilise´ les
algorithmes classiques de´veloppe´s en apprentissage, a` savoir les K-plus proches voisins
(KNN), la machine a` vecteurs de support (SVM), les foreˆts ale´atoires (RF) et la re´gression
logistique (LR) [30]. Nous avons imple´mente´ ces algorithmes a` l’aide de la bibliothe`que
python sklearn [123].
Nous avons obtenu une bonne pre´cision 2 sur l’ensemble de test avec tous ces classiﬁeurs,
RF donnant des re´sultats le´ge`rement meilleurs et KNN le´ge`rement moins bons, ce qui
corrobore les re´sultats obtenus dans [103]. Nous avons cependant choisi LR puisque ce
classiﬁeur est spe´ciﬁquement conc¸u pour estimer la probabilite´ qu’un exemple soit positif
(re´sultat que nous utiliserons pour e´quilibrer le score Klout) et que, une fois ajuste´, il est
tre`s portable et facile a` incorporer dans une application en ligne (cf section 7.5.3) car il
ne´cessite seulement le stockage de quelques parame`tres.
Aﬁn d’obtenir de meilleures performances, nous avons transforme´ les attributs de la
manie`re suivante : (i) nous avons utilise´ un attribut constant additionnel, (ii) nous avons
passe´ certains attributs en e´chelle logarithmique quand cela e´tait ne´cessaire et (iii) nous
2. La pre´cision est la proportion d’exemples correctement e´tiquete´s.
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Figure 7.5 – Histogramme des probabilite´s pre´dites d’eˆtre un capitaliste social pour les
utilisateurs normaux et les capitalistes sociaux.
avons utilise´ les produits des attributs deux a` deux comme attributs supple´mentaires.
Apre`s avoir ajuste´ les parame`tres du classiﬁeur sur l’ensemble d’apprentissage, nous
avons e´value´ ses performances sur l’ensemble de test. La ﬁgure 7.5 montre l’histogramme
des probabilite´s pre´dites d’eˆtre positif. Nous voyons qu’il y a une tre`s forte corre´lation entre
la probabilite´ pre´dite et le fait qu’un exemple soit eﬀectivement un capitaliste social ou un
utilisateur normal. De plus, en coupant les probabilite´s a` 0.5 aﬁn d’obtenir un classiﬁeur
binaire, nous obtenons un F-score 3 de 87%. Cela veut dire qu’avec les quelques attributs
de´taille´s dans la section 7.3, on peut pre´dire eﬃcacement si un utilisateur est un capitaliste
social ou non.
Dans le but de caracte´riser plus pre´cise´ment la pertinence de chaque attribut, nous
les avons e´value´s inde´pendamment : aucun attribut n’a permis d’obtenir un F-score de
plus de 60%. Cela signiﬁe qu’aucun attribut pris individuellement n’arrive a` classiﬁer les
utilisateurs beaucoup plus eﬃcacement qu’un classiﬁeur ale´atoire. Nous avons aussi e´value´
inde´pendamment la pertinence des 5 groupes d’attributs, le plus pertinent e´tant celui lie´
aux activite´s de l’utilisateur.
7.5.2 Re´e´quilibrage du score Klout
Nous utilisons ici la probabilite´ pre´dite PKsoc qu’un utilisateur soit un capitaliste social
pour re´e´quilibrer le score Klout. On peut en eﬀet assimiler cette probabilite´ a` une e´valuation
3. La sensibilite´ est la proportion d’exemples positifs correctement e´tiquete´s. La spe´ciﬁcite´ est la propor-
tion d’exemples ne´gatifs correctement e´tiquete´s. Le F-score est la moyenne harmonique entre la sensibilite´
et la spe´ciﬁcite´ ; il est meilleur pour quantiﬁer la performance d’un classiﬁeur binaire que la pre´cision dans
le cas de classes de´se´quilibre´es.
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du degre´ de capitalisme social d’un utilisateur, et ainsi abaisser le score Klout SKlout des
utilisateurs ayant un PKsoc trop e´leve´. Comme mentionne´ plus haut, nous utilisons le score
Klout car c’est la mesure d’inﬂuence la plus re´pandue. Cependant, tout autre score peut
eˆtre utilise´.
SDDP =
�
SKlout si PKsoc ≤ 0.5
2(1− PKsoc)SKlout si PKsoc > 0.5
(7.1)
Nous avons e´value´ ce nouveau score sur des capitalistes sociaux, des utilisateurs nor-
maux tire´s ale´atoirement de notre ensemble de test, ainsi que sur d’autres utilisateurs
inﬂuents de twitter (cf. tableau 7.4).
Nom score Klout PKsoc SDDP
barackobama 99 8.42 · 10−4 99
oprah 93 5.86 · 10−9 93
followback 707 64 0.999 1
seanmaxwell 69 0.937 9
scarina91 46 0.110 46
teamukfollowbac 80 0.838 26
TEEMF0LLOW 69 0.416 69
zuandoemkta 62 0.861 18
kosma003 53 0.747 27
NicolasDugue 33 0.120 33
Tableau 7.4 – Scores Klout et DDP et PKsoc.
Comme nous pouvions nous y attendre, le classiﬁeur ne conside`re pas Barack Obama
et Oprah Winfrey comme e´tant des capitalistes sociaux. Notons que la me´thode de
de´tection de Dugue´ and Perez [56] conside`re Barack Obama comme un capitaliste social
passif, c’est-a`-dire, un utilisateur qui a fait du capitalisme social mais a arreˆte´ depuis un
certain temps. Cela est donc cohe´rent avec nos re´sultats, puisque nous cherchons ici des
capitaliste sociaux plutoˆt actifs et que nous conside´rons seulement les 200 derniers tweets.
Quand nous conside´rons des exemples positifs pris de notre ensemble de test (comme
teamukfollowbac), nous observons que sa probabilite´ pre´dite d’eˆtre un capitaliste social
est e´leve´e. Ainsi, le score Klout re´e´quilibre´ reﬂe`te cette observation et conside`re l’utilisa-
teur moins inﬂuent que le score Klout. Ceci est encore plus frappant avec seanmaxwell et
followback 707, deux autres utilisateurs positifs extraits de notre ensemble de test. En
eﬀet, ces deux utilisateurs tweetent aﬁn de joindre d’autres capitalistes sociaux et d’obtenir
des followers ; ce comportement ne devrait pas eˆtre conside´re´ comme inﬂuent sur Twitter.
Le score Klout re´e´quilibre´ prend en conside´ration ces remarques et diminue/re´duit l’in-
ﬂuence de ces utilisateurs. TEEMF0LL0W est un exemple positif sur lequel les re´sultats
du classiﬁeur ne sont pas particulie`rement convaincants. Cet utilisateur tweete seulement
des messages tre`s courts comportant uniquement des hashtags, ce qui diﬀe`re de l’activite´
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Figure 7.6 – Capture d’e´cran illustrant notre application en ligne.
des autres capitalistes sociaux et pourrait expliquer les proble`mes rencontre´s par notre
classiﬁeur.
7.5.3 Application en ligne
Pour comple´ter notre travail, nous avons de´veloppe´ une application en ligne pour cal-
culer la probabilite´ de n’importe quel utilisateur de Twitter d’eˆtre un capitaliste social.
Cette application est disponible a` l’adresse http://www.bit.ly/DDPapp (notons qu’il faut
avoir un compte Twitter pour utiliser l’application). La ﬁgure 7.6 en montre une capture
d’e´cran.
E´tant donne´ le nom d’utilisateur d’un compte Twitter, l’application calcule les attributs
de´crits dans le tableau 7.1 et utilise ensuite le classiﬁeur LR aﬁn de calculer la probabilite´
estime´e que l’utilisateur de ce compte soit un capitaliste social. Les attributs sont extraits
des 200 derniers tweets de l’utilisateur en question. Cette restriction vient de la limite
impose´e par l’interface de programmation (API) de Twitter. En haut a` gauche de la page
web, les scores Klout et Kred sont aﬃche´s. Le score Klout re´e´quilibre´ est aﬃche´ sur la photo
du proﬁl de l’utilisateur. En plus des informations basiques du compte Twitter (nombre
d’amis, de followers, de tweets, de listes et de favoris), des informations plus complexes sont
aﬃche´es, telles que la proportion de tweets originaux et de retweets, les sources utilise´es
pour poster les tweets et l’heure a` laquelle les tweets ont e´te´ poste´s.
Aﬁn d’obtenir une re´ponse rapide, nous avons fait un compromis concernant les at-
tributs utilise´s. La modiﬁcation principale est que l’attribut 6 correspondant au nombre
d’utilisateurs qui sont a` la fois amis et followers n’est pas utilise´. Cet attribut ne´cessite
d’extraire tous les amis et les followers d’un utilisateur, ce qui est tre`s long a` cause des
restrictions de l’interface de programmation Twitter. Cependant, cette modiﬁcation ne
change pas signiﬁcativement la pre´cision de notre classiﬁeur.
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7.6 Conclusion et perspectives
Dans ce travail nous avons mis en paralle`le diﬀe´rents outils utilise´s pour mesurer l’in-
ﬂuence des utilisateurs sur Twitter [2, 3, 5] avec de re´cents travaux mene´s sur les capitalistes
sociaux [56, 69]. Notre e´tude montre que beaucoup de ces utilisateurs ne tweetent sur aucun
autre sujet que le capitalisme social et obtiennent pourtant des scores d’inﬂuence e´leve´s.
En eﬀet, les mesures d’inﬂuence actuelles ne prennent pas en compte l’impact du capita-
lisme social sur le re´seau Twitter. Aﬁn de pallier ces limitations, nous avons de´veloppe´ un
classiﬁeur qui prend en compte des attributs topologiques du re´seau sous-jacent comme le
nombre d’amis, le nombre de followers et le nombre d’utilisateurs a` la fois amis et follo-
wers ainsi que d’autres attributs extraits des tweets de l’utilisateur, de son activite´, etc.
Notre classiﬁeur de´tecte eﬃcacement les capitalistes sociaux et e´tend des travaux ante´rieurs
base´s seulement sur des attributs topologiques [56]. Nous utilisons ensuite les pre´dictions
du classiﬁeur aﬁn de re´e´quilibrer le score Klout, qui est l’outil le plus utilise´ pour mesu-
rer l’inﬂuence sur Twitter. Ceci permet de re´duire le score Klout des capitalistes sociaux
tout en conservant le score d’inﬂuence des utilisateurs normaux. Nous avons e´galement
de´veloppe´ une application en ligne qui permet d’appliquer nos travaux a` n’importe quel
utilisateur de Twitter.
Ce travail peut eˆtre e´tendu de plusieurs manie`res. Avant tout, a` cause des limitations
de Twitter, notre jeu de donne´es est relativement petit. En construisant un jeu de donne´es
plus grand, ce qui est long mais simple, on pourrait construire un classiﬁeur encore plus
robuste et e´galement y incorporer d’autres attributs.
De plus, nous nous sommes concentre´s dans ce chapitre sur le de´veloppement d’un outil
pour discriminer les capitalistes sociaux des utilisateurs normaux en fonction de certains
attributs. Nous avons ensuite utilise´ cet outil pour re´e´quilibrer le score Klout. Il serait
inte´ressant de construire une nouvelle mesure d’inﬂuence en partant de ze´ro et en utilisant
ces attributs et e´ventuellement d’autres. De plus ces travaux montrent l’importance d’utili-
ser d’autres attributs que ceux mis en avant dans les mesures d’inﬂuence classiques, tels que
le nombre de retweets. En eﬀet, du fait de la forte corre´lation entre le nombre de retweets
et le nombre de followers, le nombre de retweets seul ne peut pas eˆtre conside´re´ comme un
bon indicateur d’inﬂuence. Une piste inte´ressante pour e´valuer l’inﬂuence d’un utilisateur
serait d’utiliser comme indicateur le nombre de retweets eﬀectue´s par des utilisateurs qui
ne sont pas amis avec lui.
Pour ﬁnir, ce travail est cible´ sur le re´seau Twitter sur lequel les capitalistes sociaux
ont e´te´ mis en e´vidence par Ghosh et al. [69]. D’autres applications avec une composante
sociale telles qu’Instagram ou Youtube pourraient avoir les meˆmes proprie´te´s et ne´cessiter
une ame´lioration des outils de mesure d’inﬂuence.
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Chapitre 8
Ge´ne´ration directe de graphes
ale´atoires avec distribution de degre´s
prescrite
8.1 Introduction
Quand des e´tudes de re´seaux sociaux re´els sont eﬀectue´es et que des me´thodes et
me´triques d’Analyse de Re´seaux Sociaux (Social Networks Analysis ou SNA [156]) sont
utilise´es, l’e´valuation des re´sultats est un aspect tre`s important de la de´marche scientiﬁque.
Une me´thode d’e´valuation consiste a` comparer les proprie´te´s des re´seaux e´tudie´s a` celles
de graphes ale´atoires. Cette me´thodologie a e´te´ particulie`rement mise en avant en 1998
dans l’article de Watts et Strogatz [157], dans lequel ils ont montre´ que le ”phe´nome`ne
petit-monde”, c’est-a`-dire que la faible distance moyenne entre les nœuds, est pre´sent dans
tout graphe avec un peu d’ale´atoire ; il s’agit donc d’une proprie´te´ naturelle des graphes
de terrain qui ne permet pas de les discriminer. Ceci a eu un fort impact en promouvant
l’e´valuation par comparaison aux graphes ale´atoires.
Une de´couverte importante concerne la distribution de degre´s des graphes de terrain. Il
a en eﬀet e´te´ montre´ que la plupart des graphes de terrain ont une distribution fortement
he´te´roge`ne, en loi de puissance [62], a` l’oppose´ des distributions en loi de Poisson comme
observe´es dans le mode`le de graphes ale´atoires d’Erdos-Renyi [60]. Cela incite donc a`
ge´ne´rer des graphes ale´atoires avec une distribution de degre´s en loi de puissance puis a` les
comparer avec les graphes re´els. Les proprie´te´s similaires dans les deux cas sont conside´re´es
comme triviales, c’est-a`-dire qu’elles de´coulent directement de la distribution de degre´s,
alors que les proprie´te´s qui diﬀe`rent indiquent l’existence d’une proprie´te´ discriminante ou
d’une anomalie dans le re´seau e´tudie´.
Aﬁn de pouvoir mener ces analyses de manie`re correcte, il est donc ne´cessaire de pouvoir
ge´ne´rer des graphes ale´atoires avec une distribution de degre´s ﬁxe´e. Dans ce chapitre,
nous allons e´tudier des algorithmes existants qui ge´ne`rent des graphes ale´atoires avec une
distribution de degre´s ﬁxe´e et proposer une nouvelle me´thode permettant de les ge´ne´rer de
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manie`re directe, c’est-a`-dire sans revenir en arrie`re, et quasi uniforme´ment, c’est-a`-dire que
chaque graphe a la meˆme probabilite´ d’eˆtre ge´ne´re´. La ge´ne´ration directe permet d’ajuster
la ge´ne´ration pour des cas spe´ciﬁques, ce qui ouvre de nouvelles possibilite´s pour une
e´valuation plus ﬁne et la ge´ne´ration de benchmarks synthe´tiques.
Apre`s une pre´sentation rapide des notations utilise´es, dans la section 8.2, nous dresse-
rons l’e´tat de l’art dans la section 8.3. Nous de´crivons ensuite notre algorithme et le dis-
cutons dans la section 8.4 avant de pre´senter des implications sur l’e´valuation de re´seaux
dans la section 8.5. Nous concluons enﬁn dans la section 8.6.
8.2 Notations
On note G = (V,E) un graphe avec V un ensemble de nœuds et E ⊂ (V × V ) un
ensemble de liens, dirige´s ou non. n = |V | est le nombre de nœuds du graphe et m = |E|
est le nombre de liens.
E´tant donne´ un lien dirige´ e = (s, t), on appelle s la source et t la destination du lien. La
fonction succ(v) retourne tous les successeurs de v, c’est-a`-dire tous les nœuds w tels qu’il
existe un lien (v, w) et la fonction pre(v) retourne tous les pre´de´cesseurs de v, c’est-a`-dire
tous les nœuds w tels qu’il existe un lien (w, v).
Avec une distribution de degre´s fournie pour tous les nœuds d’un graphe non dirige´,
nous attribuons initialement a` chaque nœud le nombre d’extre´mite´s (stubs) qui doivent
y eˆtre connecte´es aﬁn que la distribution de degre´s soit re´alise´e. Durant la ge´ne´ration
ale´atoire, les extre´mite´s sont relie´es pour former des liens. Dans les cas des graphes dirige´s,
on attache des extre´mite´s entrantes (in-stubs) et sortantes (out-stubs). Les fonctions ost(v)
et ist(v) retournent respectivement le nombre restant d’extre´mite´s sortantes et entrantes
de v.
8.3 E´tat de l’art
Dans cette section, nous pre´sentons l’e´tat de l’art dans le domaine des mode`les ale´atoires
et des algorithmes de ge´ne´ration de graphes ale´atoires, aﬁn de mieux mettre en lumie`re les
be´ne´ﬁces de l’approche que nous pre´senterons par la suite.
8.3.1 Mode`les de graphes ale´atoires
Dans le cadre du mode`le de graphe ale´atoire d’Erdos-Renyi [60], les mathe´matiques et
la physique ont e´te´ les premie`res disciplines a` e´tudier les graphes ale´atoires et les mode`les
probabilistes de ge´ne´ration de graphes ale´atoires. Ces e´tudes avaient initialement pour
objectif d’e´tudier les proprie´te´s locales et globales des graphes quand n tendait vers l’inﬁni.
On peut lire [33] pour une e´tude plus comple`te des travaux dans cette direction.
Le proble`me majeur des graphes ale´atoires de´ﬁnis par Erdos et Renyi dans le cadre de
la mode´lisation de re´seaux sociaux est que ces graphes posse`dent une distribution de degre´s
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en loi de Poisson. Or, des e´tudes ont montre´ que la grande majorite´ des graphes de terrain
ont une distribution fortement he´te´roge`ne qui suit asymptotiquement une distribution
en loi de puissance. Ces re´seaux sont souvent appele´s des re´seaux sans-e´chelle (scale-free
networks) [26].
Ces observations et leurs conse´quences pratiques ont mene´ a` l’e´tude de nouveaux
mode`les de graphes ale´atoires qui peuvent eˆtre parame´tre´s aﬁn de mieux correspondre
a` des distributions de degre´s donne´es [155]. Il existe e´galement des mode`les respectant a`
la fois une distribution de degre´s prescrite et d’autres proprie´te´s topologiques [112]. Ces
mode`les sont tre`s inte´ressants car ils peuvent eˆtre e´tudie´s formellement et permettent
d’obtenir des re´sultats, notamment asymptotiques, sur les proprie´te´s globales ou locales
des graphes ge´ne´re´s.
A` la suite de l’article de Watts et Strogatz [157], les chercheurs en analyse de
re´seaux sociaux ont pris l’habitude de comparer des re´seaux re´els a` des graphes ge´ne´re´s
ale´atoirement aﬁn d’identiﬁer des diﬀe´rences structurelles non triviales. Le parame´trage
pour la ge´ne´ration de ces graphes pour un re´seau donne´, ainsi que l’e´tude formelle de
nouvelles proprie´te´s d’inte´reˆt sont des proble`mes de recherche ge´ne´ralement complexes.
C’est l’une des raisons pour lesquelles les e´tudes pratiques utilisent toujours des
me´thodes exploratoires et descriptives qui sont tre`s utiles pour de´buter une e´tude, mais ne
permettent pas de tirer des conclusions fortes. L’e´tat de l’art actuel utilise des instances
de graphes ge´ne´re´s ale´atoirement et compare les proprie´te´s de ces graphes avec celles de
graphes re´els (avec des me´thodes de statistique descriptive). Ceci fournit des re´sultats
suﬃsamment concluants sous re´serve d’avoir assez d’e´chantillons.
Nous ne souhaitons pas de´courager l’e´tude des mode`les ale´atoires. Mais, reconnaissant
que leur utilisation est tre`s diﬃcile et qu’il y a toujours de nombreuses proprie´te´s pour
lesquelles aucun re´sultat formel n’est disponible, nous nous concentrons sur des e´valuations
plus classiques avec des graphes ge´ne´re´s ale´atoirement.
8.3.2 Ge´ne´ration de graphes ale´atoires
Tout d’abord il faut distinguer deux types de ge´ne´ration ale´atoire. La premie`re, la
ge´ne´ration d’instances de mode`les, est utilise´e pour des questions ge´ne´rales, par exemple
l’e´tude empirique des mode`les ou l’impact des parame`tres. Pour ces mode`les, les re´seaux
peuvent eˆtre ge´ne´re´s tre`s eﬃcacement [29] en utilisant les proprie´te´s mathe´matiques des
distributions de degre´s. Le second type de ge´ne´ration ne´cessite une distribution de degre´s
donne´e que l’on souhaite obtenir exactement. Cela sert pour l’e´valuation de graphes de
terrain particuliers et est l’objectif de ce chapitre. Cela ne´cessite d’utiliser une approche
diﬀe´rente que nous e´tudions dans la suite.
Milo et al. eﬀectuent un tre`s bon survol de ce domaine [106] ; nous utiliserons leur
terminologie pour la pre´sentation et la discussion de notre algorithme.
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Figure 8.1 – Exemple de graphe avec extre´mite´s pour la ge´ne´ration de liens.
Le mode`le conﬁgurationnel
L’approche la plus classique est le mode`le conﬁgurationnel, qui est bien re´sume´ par
Newman [114]. La ge´ne´ration d’un graphe avec distribution de degre´s ﬁxe´e est assez simple
et s’eﬀectue en choisissant ale´atoirement des paires d’extre´mite´s et en les connectant pour
former des liens. Cet algorithme est la me´thode de´veloppe´e par de´faut dans la plupart des
outils disponibles qui permettent de ge´ne´rer des graphes avec distribution de degre´s ﬁxe´e,
par exemple NetworkX http://networkx.lanl.gov/ pour Python.
Cependant, cette me´thode souﬀre d’un inconve´nient majeur pour les e´tudes pratiques
car elle permet de ge´ne´rer des graphes avec des boucles (si un lien est cre´e´ avec deux
extre´mite´s d’un meˆme sommet) ou des liens multiples (si deux paires d’extre´mite´s sont
choisies pour la meˆme paire de sommets). Dans les re´seaux re´els ces proprie´te´s sont souvent
interdites i.e., les re´seaux re´els sont souvent des graphes simples 1. L’utilisation de ce mode`le
ne permet pas des comparaisons rigoureuses. La ﬁgure 8.1 montre un graphe non dirige´
avec une distribution de degre´s ﬁxe´e pour lequel on souhaite cre´er des liens ale´atoires.
Avec le mode`le conﬁgurationnel, toute paire d’extre´mite´s peut eˆtre choisie, ce qui autorise
initialement les 8 connexions diﬀe´rentes. Si on se limite aux graphes simples, par contre, il
y a seulement 5 connexions possibles. En eﬀet, (b, b) et (d, d) cre´eraient une boucle et (a, c)
imposerait de cre´er un lien multiple entre b et d par la suite.
Ce proble`me de´croˆıt quand n augmente mais en utilisant le mode`le conﬁgurationnel
il faut toujours supprimer les boucles et les liens multiples a posteriori, ce qui a pour
conse´quence de modiﬁer la distribution de degre´s fournie initialement. Un algorithme base´
sur une telle modiﬁcation est e´value´ par Milo et. al. [106], sous le nom de matching al-
gorithm. La cre´ation de liens multiples n’arreˆte pas l’algorithme mais de tels liens sont
rejete´s. Cela augmente la probabilite´ de se rapprocher de la distribution prescrite. Cepen-
dant le rejet des liens multiples a pour conse´quence la perte de l’uniformite´ des graphes
ge´ne´re´s. Viger et Latapy [153] ont montre´ empiriquement que cela introduit un biais dans
les proprie´te´s du graphe ge´ne´re´. Au contraire, Milo et al. de´fendent que les conse´quences
sont relativement faibles dans leurs expe´riences. Ils recommandent cependant d’utiliser une
1. Un graphe simple est un graphe sans boucle et sans lien multiple
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Me´thode de Monte-Carlo par chaˆınes de Markov (Markov Chain Monte Carlo (MCMC) en
anglais).
Me´thode de Monte-Carlo par chaˆınes de Markov
Comme aﬃrme´ par Viger et Latapy [153] :
Although it has been widely investigated, it is still an open problem to directly
generate such a random graph, or even to enumerate them in polynomial time
[...]
Cette e´nume´ration a e´te´ accomplie par Snijders [139] mais, a` cause de la complexite´
temporelle exponentielle, la plupart des chercheurs se sont tourne´s vers les me´thodes de
Monte Carlo pour la ge´ne´ration de graphes ale´atoires.
Selon Milo et al. [106], la me´thode la plus rapide est Markov Chain Monte Carlo
(MCMC). Cette me´thode a l’avantage supple´mentaire de permettre la cre´ation de graphes
simples, et meˆme connexes si ne´cessaire au prix d’un temps de ge´ne´ration accru. Ces al-
gorithmes de type MCMC ne permettent pas de cre´er directement des graphes ale´atoires
mais proce`dent de la manie`re suivante :
1. ge´ne´rer un graphe simple respectant la distribution de degre´s prescrite ;
2. le rendre connexe avec des permutations de liens si ne´cessaire ;
3. eﬀectuer une suite de permutations de liens jusqu’a` ce que le graphe semble suﬃ-
samment ale´atoire. C’est un me´lange (shuﬄing) du graphe.
L’e´tape 1 peut eˆtre re´alise´e avec l’algorithme de Havel-Hakimi [72] qui re´alise exacte-
ment la distribution voulue de manie`re de´terministe. Si la connexite´ du graphe n’est pas
obligatoire, Viger et Latapy [153] ont valide´ empiriquement que O(m) e´changes de liens
suﬃsent pour avoir un e´chantillonage uniforme, mais la preuve est toujours un proble`me
ouvert. Milo et al. [106] ont estime´ que le facteur constant de cette borne est environ 100.
De plus ils de´crivent une imple´mentation na¨ıve avec connexite´ garantie dont la complexite´
est en O(m2). Cet algorithme na¨ıf est appele´ switching algorithm. Viger et Latapy [153]
proposent une ame´lioration en O(m · log(m)) pour les graphes non dirige´s en se basant sur
des validations empiriques mais sans preuve formelle. L’utilisation de l’ame´lioration pour
les graphes dirige´s n’est pas e´tudie´e.
La me´thode a e´te´ ge´ne´ralise´e par Tabourier et al. [145] aﬁn de conserver des proprie´te´s
du graphe autres que la distribution des degre´s, comme par exemple le nombre de triangles.
La me´thode peut ne´cessiter de faire des inversions de liens avec plus de 2 liens et de rejeter
une inversion si elle change la proprie´te´ voulue.
Bien que notre proposition n’oﬀre pas une meilleure complexite´ que MCMC et qu’elle
ne ge´ne`re pas que des graphes connexes, nous voyons deux avantages a` notre me´thode par
rapport a` MCMC. Tout d’abord, notre algorithme est beaucoup plus simple a` imple´menter
et pourrait donc remplacer les matching algorithms dans les logiciels. Ensuite, il est beau-
coup plus simple d’introduire des re`gles de connectivite´ spe´ciﬁques dans des algorithmes
de ge´ne´ration directe qu’avec des inversions de liens. Avec ces dernie`res approches il faut
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Figure 8.2 – Exemple de graphe durant le processus de ge´ne´ration.
en eﬀet contraindre les e´changes autorise´s pour garantir que les graphes restent simples.
Pour ces raisons nous pensons qu’il reste encore des verrous a` lever pour la conception
d’algorithmes de ge´ne´ration directe.
E´chantillonnage se´quentiel
Un algorithme d’e´chantillonnage se´quentiel est propose´ par Blitzstein et Diaconis [31].
Comme notre proposition, il ge´ne`re un graphe se´quentiellement en forc¸ant un ordre
pour une extre´mite´ des nouveaux liens et en choisissant au hasard l’autre extre´mite´. En
conse´quence, il ne permet pas d’e´chantillonner uniforme´ment. Notre me´thode est une al-
ternative viable pour deux raisons. Tout d’abord la me´thode de Blitzstein et Diaconis est
uniquement de´crite et prouve´e pour les graphes non dirige´s, meˆme si une adaptation semble
possible. Ensuite, leur me´thode ne´cessite de ve´riﬁer a` chaque e´tape si la cre´ation du lien
va permettre d’atteindre la distribution de degre´s voulue, ce qui ralentit l’exe´cution a` une
complexite´ en O(m · n2) et est moins eﬃcace que les autres me´thodes et en particulier, la
noˆtre.
Un algorithme d’e´chantillonnage se´quentiel est propose´ par Del Genio et al. [54] qui
est plus rapide que le pre´ce´dent : il est en O(m · n) ; par contre il ne permet pas d’avoir
un e´chantillonage uniforme, mais la probabilite´ d’avoir une conﬁguration donne´e peut eˆtre
calcule´e, ce qui permet de faire des moyennes ponde´re´es en ge´ne´rant plusieurs graphes
lorsque l’on s’inte´resse a` des proprie´te´s particulie`res. L’algorithme est ge´ne´ralise´ a` des
graphes dirige´s par Kim et al. [81].
8.4 Priorite´ sur les nœuds les plus contraints
8.4.1 Principe
Notre objectif est de proposer un algorithme de ge´ne´ration de graphes qui cre´e les liens
dans un ordre tel que le re´sultat soit ne´cessairement un graphe simple (i.e., sans boucle
ou lien double) et qu’il soit possible d’ajouter des contraintes sur les liens. Cette proprie´te´
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peut eˆtre obtenue simplement en faisant en sorte que chaque extre´mite´ choisisse une autre
extre´mite´ en pre´fe´rant certaines extre´mite´s a` d’autres.
Aﬁn de garantir que le graphe re´sultant soit un graphe simple, nous allons imposer un
ordre sur les nœuds aﬁn d’empeˆcher qu’il advienne une situation non soluble durant le
processus de ge´ne´ration. La ﬁgure 8.2 montre un graphe durant le processus de ge´ne´ration
avec quatre extre´mite´s non connecte´es. Les quatre nœuds sont structurellement e´quivalents,
il est donc ne´cessaire d’avoir une mesure plus ﬁne que le nombre d’extre´mite´s pour l’ordre
de priorite´.
8.4.2 Degre´ de liberte´
La cle´ pour re´soudre le proble`me de priorite´ est le nombre de nœuds potentiels aux-
quels les extre´mite´s d’un nœud peuvent se connecter. Nous de´ﬁnissons donc pour chaque
nœud v deux ensembles de nœuds candidats : les candidats cibles tc(v) pour les extre´mite´s
sortantes de v et les candidats sources sc(v) pour les extre´mite´s entrantes de v, s’il reste
des extre´mite´s a` connecter pour v.
tc(v) = {w ∈ V |(w �= v) ∧ (w /∈ succ(v)) ∧ (ist(w) > 0)} (8.1)
sc(v) = {w ∈ V |(w �= v) ∧ (w /∈ pre(v)) ∧ (ost(w) > 0)} (8.2)
Ayant ces listes de candidats a` disposition, nous pouvons maintenant calculer pour
chaque nœud v son degre´ de liberte´ par rapport aux nœuds candidats. Cela est fait
inde´pendamment pour les liens sortant avec odf(v) et pour les liens entrants avec idf(v)
comme suit 2 :
odf(v) =
� |tc(v)|− ost(v) si ost(v) > 0
∞ sinon (8.3)
idf(v) =
� |sc(v)|− ist(v) si ist(v) > 0
∞ sinon (8.4)
Avec ces deux valeurs on peut ﬁxer l’ordre en choisissant les nœuds les plus contraints
(most constrained nodes ou MCN), i.e., ceux ayant le plus faible degre´ de liberte´ dans les
deux cas. Ceci est exprime´ par df(v) :
df(v) = min(odf(v), idf(v)) (8.5)
Le tableau 8.1 liste les degre´s de liberte´ pour le graphe exemple de la ﬁgure 8.2 comme
de´ﬁni par nos formules. Avec ces valeurs il apparaˆıt que soit le nœud b soit le nœud c doit
eˆtre prioritaire pour choisir un nœud destination ou source respectivement. Cela ame`nera
a` la cre´ation du lien (b, d) ou (a, c) et e´vitera la cre´ation de liens qui empeˆcheraient la
cre´ation d’un graphe simple. Ce principe est maintenant de´taille´ sous forme d’algorithme.
2. odf pour outgoing degree of freedom et idf pour incoming degree of freedom
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a b c d
idf ∞ ∞ 0 1
odf 1 0 ∞ ∞
df 1 0 0 1
Tableau 8.1 – Degre´s de liberte´ pour le graphe exemple de la ﬁgure 8.2
8.4.3 L’algorithme
Nous de´crivons ici une imple´mentation na¨ıve de notre algorithme. Nous utilisons des
crochets pour distinguer les deux cas diﬀe´rents qui peuvent se produire dans la boucle. A`
chaque ite´ration, seule la partie gauche ou droite s’applique selon le cas.
1. calculer les valeurs initiales idf et odf pour tous les sommets
2. re´pe´ter m fois :
(a) choisir un nœud mcn de df minimum
(b) distinguer [ odf(mcn) < idf(mcn) / sinon ]
(c) cre´er une liste candidates = [tc(mcn)/sc(mcn)]
(d) se´lectionner peer au hasard dans candidates
(e) cre´er le lien mcn [ -> / <- ] peer
(f) corriger idf de tous les nœuds si [ mcn / peer ] a utilise´ sa dernie`re extre´mite´
source
(g) corriger odf de tous les nœuds si [ peer / mcn ] a utilise´ sa dernie`re extre´mite´
destination
Nous avons e´galement imple´mente´ une version le´ge`rement optimise´e de l’algorithme
dans notre package open-source SNA::Network, qui est disponible sur la plateforme Perl :
http://www.cpan.org/.
8.4.4 Complexite´ spatiale et temporelle
Comme nous utilisons une seule instance du graphe sans structure de donne´es multidi-
mensionnelles, la complexite´ pour stocker les donne´es est line´aire, soit en :
Cs(n,m) = O(n+m).
L’e´tape 1 peut eˆtre eﬀectue´e en temps O(n), en comptant tout d’abord toutes les sources
et destinations possibles, puis en ite´rant sur tous les nœuds pour mettre a` jour idf et odf.
Les e´tapes (f) et (g) sont exe´cute´es au plus n fois chacune inde´pendamment a` partir de
la boucle de l’e´tape 2, car chaque nœud peut utiliser sa dernie`re extre´mite´ entrante ou
sortante une seule fois. La correction des valeurs idf et odf requiert le meˆme couˆt que
l’e´tape 1 dans chaque cas, le couˆt total de ces deux e´tapes est donc O(n2). La boucle de
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l’e´tape 2 est exe´cute´e exactement m fois, et les e´tapes (b), (d) et (e) peuvent toutes eˆtre
exe´cute´es en O(1). L’e´tape (a) requiert une recherche line´aire dans la liste des nœuds, soit
O(n). L’e´tape (c) ne´cessite une ite´ration sur tous les nœuds, avec un couˆt en O(n). Pour
la boucle comple`te, le total des temps d’exe´cution est en O(m ·n), et la complexite´ globale
de l’algorithme complet applique´ sur un graphe sans sommet isole´ est donc :
Ct(n,m) = O(n+ n
2 +m · n) = O(m · n).
En utilisant un tas pour maintenir le minimum des idf et odf, en ne cre´ant pas expli-
citement la liste candidates et en utilisant une liste pour se rappeler quels sont les nœuds
pour lesquels idf et odf ont e´te´ modiﬁe´s, l’algorithme pourrait e´galement eˆtre imple´mente´
en temps
Ct(n,m) = O(m · log(n)).
Il pourrait ainsi eˆtre utilise´ pour ge´ne´rer des graphes ayant des milliards de liens.
8.4.5 Uniformite´
En restreignant l’ordre ale´atoire dans lequel les nœuds sont se´lectionne´s pour la cre´ation
des connexions, nous brisons l’uniformite´ de la ge´ne´ration ale´atoire. Cela pose surtout
proble`me dans la phase initiale de l’algorithme quand les valeurs df sont tre`s he´te´roge`nes.
Ces valeurs vont s’e´quilibrer durant l’exe´cution pour atteindre une se´lection presque
ale´atoire.
Nous e´valuons l’uniformite´ des e´chantillons avec les me´thodes utilise´es par Milo et
al. [106]. La ﬁgure 8.3 montre les deux topologies possibles pour un graphe jouet consis-
tant en un hub avec dix liens sortants, un hub avec dix liens entrants, et dix sommets
interme´diaires ayant chacun un lien entrant et un lien sortant. Il y a une seule manie`re
d’obtenir la topologie en (a) mais 90 manie`res diﬀe´rentes d’obtenir celle en (b). Un algo-
rithme ge´ne´rant les graphes de manie`re uniforme devrait donc aboutir a` chacune des 91
conﬁgurations dans 1.099% des cas.
Nous avons ge´ne´re´ 1 000 000 de graphes avec cette distribution de degre´s et compte´ com-
bien de fois chaque conﬁguration e´tait obtenue. Restreindre la se´lection aux deux hubs pour
la cre´ation du premier lien introduit un biais mesurable dans la fre´quence d’e´chantillonnage
de la topologie (a), ce qui repre´sente une sur-se´lection d’environ 32%. Les 90 conﬁgurations
de la topologie (b) sont quant a` elles e´chantillonne´es uniforme´ment. La sur-se´lection peut
eˆtre explique´e par la priorite´ accorde´e aux deux hubs, ce qui ne donne pas aux nœuds
internes la meˆme chance de se connecter les uns avec les autres au de´but de l’algorithme,
mais seulement plus tard quand ils atteignent les meˆmes valeurs basses que les deux hubs.
L’algorithme de Milo et al. ge´ne´rait la conﬁguration (a) dans environ 0.3% des cas [106],
ce qui repre´sente une sur-e´lection d’environ 70%. Mais, meˆme pour cet algorithme, le biais
mesurable pour cette distribution de degre´s extreˆme ne conduit ge´ne´ralement pas a` un fort
biais pour des re´seaux re´els. Dans les tests que nous avons mene´s, nous n’avons pas observe´
de proble`mes avec notre algorithme.
134
Figure 8.3 – Test d’uniformite´ de notre algorithme (a` comparer avec les re´sultats de [106],
p.3)
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8.4.6 Connexite´
Tout comme la me´thode de Milo et al., notre algorithme ne garantit pas de connexite´
faible pour le graphe obtenu. Cependant, l’ensemble des conﬁgurations connexes est
e´chantillonne´ uniforme´ment quand on ignore les e´chantillons non connexes pour relancer
l’algorithme.
Dans les situations ou` nous avons besoin d’un nombre spe´ciﬁque d’e´chantillons
connecte´s, il est possible de contourner ce proble`me. La probabilite´ pour un graphe ale´atoire
e´chantillonne´ uniforme´ment peut eˆtre calcule´e exactement, comme montre´ par Molloy et
Reed [109]. En ayant une telle estimation a priori sur le nombre d’ite´rations ne´cessaires,
un tel ensemble de graphes connexes peut eˆtre ge´ne´re´ en ite´rant l’e´chantillonnage jusqu’a`
ce que le nombre requis soit obtenu. Cependant, cela de´pend fortement de la distribution
de degre´s.
8.4.7 Preuve de correction
Notre algorithme utilise une heuristique pour l’ordre de ge´ne´ration des liens qui garantit
la re´alisation de la distribution de degre´s si elle est faisable. Cependant, nous n’avons pas
de preuve formelle de cette assertion. Tous nos tests empiriques sur des graphes de terrain
ont e´te´ couronne´s de succe`s et nous n’avons pas re´ussi a` construire un graphe qui, en
obe´issant a` l’heuristique de priorite´, a conduit a` un e´tat bloquant. De fait, tous ces liens
proble´matiques, de´ﬁnis par Snijders [139], sont eﬀectivement e´vite´s car les extre´mite´s ont
toujours des scores df relativement e´leve´s au de´but de l’algorithme.
8.5 Se´lection ale´atoire non uniforme
La motivation initiale de ce travail e´tait de pousser un peu plus loin les e´valuations sta-
tistiques de graphes de terrain par le biais de graphes ge´ne´re´s ale´atoirement. Comme nous
l’avons montre´ dans la section 8.3, toutes les me´thodes de l’e´tat de l’art pour la ge´ne´ration
de graphes avec distribution de degre´s ﬁxe´e fonctionnent de manie`re non de´terministe, avec
des retours en arrie`re ou ge´ne`rent des liens indirects comme pour les me´thodes a` base de
chaˆınes de Markov.
Ces me´thodes ne permettent pas de rendre la se´lection non uniforme de manie`re vrai-
ment controˆle´e. Avec une se´lection directe de voisins, cela devient beaucoup plus facile car
diﬀe´rents groupes de nœuds peuvent eˆtre ponde´re´s diﬀe´remment au moment de la se´lection
ale´atoire, e´tape (2d) de notre algorithme (voir section 8.4.3).
Dans cette section, nous donnons un bref aperc¸u de l’utilisation et des be´ne´ﬁces de
cette ide´e sur deux proble`mes re´els.
8.5.1 Homophilie dans les re´seaux de blogs politiques
Un premier exemple d’application vient d’une e´tude d’Adamic et Glance [9] qui ont
analyse´ les connexions dans la blogosphe`re politique ame´ricaine en 2004. Ils ont agre´ge´ un
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re´seau de blogrolls (une blogroll est une liste de blogs conseille´s que l’on peut trouver sur
un blog) comportant plus de 1000 blogs, conservateurs et libe´raux. Ils ont observe´ que les
deux groupes forment des communaute´s dans lesquelles chaque groupe recommande des
blogs de sa propre classe dans environ 90% des cas.
Ce phe´nome`ne est appele´ un mixing pattern en sociologie des re´seaux [113], et homo-
philie (ou assortative mixing) dans les re´seaux sociaux. La pre´fe´rence dans la se´lection des
liens peut eˆtre de´rive´e de la mixing matrix et doit permettre de ge´ne´rer un graphe ale´atoire
dans lequel le coeﬃcient d’homophilie est suppose´ eˆtre le meˆme que dans le graphe original.
De cette fac¸on, les proprie´te´s du re´seau de blogs politiques peuvent eˆtre compare´es sta-
tistiquement aux re´seaux ale´atoires ge´ne´re´s avec la meˆme distribution de degre´s et le meˆme
coeﬃcient d’homophilie. Cela peut permettre de mettre en avant des diﬀe´rences structu-
relles qui auraient e´te´ cache´es autrement. Cela peut montrer l’impact de l’homophilie dans
ce contexte.
8.5.2 Structure communautaire
Un second exemple est lie´ a` la ge´ne´ration de graphes ale´atoires avec une structure
communautaire pre´de´ﬁnie. Une communaute´ est ge´ne´ralement de´ﬁnie comme un groupe de
nœuds qui sont plus connecte´s entre eux que vers l’exte´rieur. La structure communautaire
peut eˆtre vue comme une partition, une hie´rarchie ou un recouvrement. Eˆtre capable de
ge´ne´rer des graphes avec une structure communautaire tout en gardant d’autres proprie´te´s
classiques comme la distribution de degre´s est ne´cessaire pour e´valuer les algorithmes de
de´tection de communaute´s.
Cependant, nous n’avons pu trouver qu’une seule me´thode pour ge´ne´rer de tels re´seaux
avec une structure non recouvrante [89]. Cette me´thode utilise le mode`le conﬁgurationnel
avec une contrainte supple´mentaire pour connecter de pre´fe´rence les nœuds d’une meˆme
communaute´. La me´thode a e´te´ e´tendue aux re´seaux dirige´s avec structure communautaire
recouvrante dans [87]. Cependant dans ce mode`le la majorite´ des nœuds doit appartenir a`
une seule communaute´, et les autres doivent appartenir a` un meˆme nombre de communaute´s
entre´ en parame`tre. Bien que ces me´thodes soient les seules pour ge´ne´rer des graphes avec
une structure communautaire et une distribution de degre´s ﬁxe´e, elles sont limite´es du fait
qu’elles utilisent le mode`le conﬁgurationnel comme brique de base. Elles conservent donc
la distribution de degre´s de manie`re approche´e et l’addition de contraintes (pour obtenir
des communaute´s) peut aggraver ce fait. Elles sont aussi limite´es par les contraintes sur le
nombre de communaute´s auxquelles un nœud peut appartenir et par le recouvrement des
communaute´s, ce qui constitue un parame`tre non modiﬁable.
Au contraire, notre algorithme ne souﬀre pas de ces de´fauts ; il peut ge´ne´rer toute
combinaison de communaute´s (hie´rarchiques et recouvrantes) qui peuvent eˆtre de´crites
par des groupes de sommets et des pre´fe´rences de connexions entre eux.
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8.6 Conclusion
Dans ce chapitre, nous avons pre´sente´ un algorithme eﬃcace et tre`s simple pour ge´ne´rer
directement des graphes ale´atoires respectant exactement une distribution de degre´s ﬁxe´e
et ce de manie`re uniforme, ce qui e´tait un proble`me ouvert : les algorithmes de mat-
ching avaient des proble`mes pour obtenir exactement la distribution souhaite´e, et les algo-
rithmes a` base d’inversion de liens ope´raient indirectement ce qui rendait les changements
de connexions diﬃciles a` mettre en œuvre.
Pouvoir modiﬁer ces modes de connexion de manie`re ﬁne permet de comparer plus
pre´cise´ment les re´seaux re´els aux graphes ale´atoires et peut permettre d’avancer dans leur
compre´hension. Contrairement aux mode`les de graphes ale´atoires, l’e´valuation base´e sur
la ge´ne´ration de graphes ale´atoires permet d’e´tudier directement toute proprie´te´ qui est
calculable sur une instance d’un graphe. Ceci ouvre de nouvelles perspectives pour les
utilisateurs de cette me´thodologie.
L’algorithme est aussi utilisable pour la ge´ne´ration de re´seaux avec une structure
communautaire de tout type, de`s lors qu’elle peut eˆtre de´crite avec des connexions
pre´fe´rentielles entre groupes. Ceci ouvre des perspectives de nouvelles applications pour
la cre´ation de benchmarks.
Deux perspectives sont ouvertes, en plus de la preuve de correction de l’algorithme. Bien
que plusieurs travaux connexes indiquent que la non uniformite´ n’est pas un proble`me pour
des distributions de degre´s re´elles, une e´valuation pre´cise telle que celle eﬀectue´e par Milo et
al. [106] doit eˆtre eﬀectue´e. Concernant l’eﬃcacite´, des ame´liorations sont encore possible en
exploitant la monotonie et la stabilite´ relative des valeurs df avec des structures de donne´es
plus sophistique´es que des tableaux simples. La contrepartie serait une imple´mentation plus
complexe.
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Chapitre 9
Analyse de graphes bipartis pour
de´tecter l’activite´ pe´dophile dans les
re´seaux Pair a` Pair (P2P)
9.1 Introduction
Depuis une quinzaine d’anne´es, les re´seaux pair-a`-pair (P2P) permettent a` des millions
d’utilisateurs d’e´changer facilement des contenus entre des points tre`s e´loigne´s du monde.
A` l’aide d’un logiciel de´die´, chaque membre du re´seau peut partager des ﬁchiers stocke´s
sur sa machine et en obtenir d’autres en eﬀectuant une recherche par mots-clefs.
La pe´dopornographie – c’est-a`-dire la repre´sentation d’actes sexuels impliquant des
enfants – est un proble`me d’importance cruciale pour la socie´te´. Il est essentiel de faire
cesser la commission d’abus sexuels sur des enfants visant a` produire de tels contenus, en
ane´antissant les re´seaux de criminels qui participent a` la production et a` la diﬀusion de ces
contenus. Re´cemment, une me´thodologie d’e´tude de la pe´dopornographie dans les re´seaux
P2P a e´te´ de´veloppe´e, aboutissant a` la constitution de jeux de donne´es de tre`s grande taille
et au de´veloppement d’un ﬁltre se´mantique aux performances e´value´es par des experts du
domaine [92]. Les e´tudes pre´liminaires mene´es par les auteurs ont permis d’observer des
estimations statistiques ﬁables sur la quantite´ de requeˆtes lie´es a` la pe´dopornographie dans
des re´seaux P2P, lesquelles ont e´te´ corrobore´es par d’autres e´quipes [129].
Les re´seaux P2P, de grande taille, peuvent e´galement eˆtre vus comme des re´seaux
sociaux, dans lesquels les utilisateurs forment des communaute´s d’inte´reˆt autour de
the´matiques recherche´es et de ﬁchiers partage´s. Ainsi, les travaux re´cents en analyse de
graphes oﬀrent un formalisme et des me´thodes que nous nous proposons d’utiliser pour
interroger les relations entre les cate´gorisations se´mantiques d’un ﬁltre de requeˆtes et la
topologie du graphe d’utilisateurs sous-jacent. En particulier, nous examinons les deux
questions suivantes :
— dans quelle mesure une analyse centre´e sur les utilisateurs permet-elle de de´couvrir
de nouveaux mots-clefs lie´s a` une the´matique donne´e ?
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— les cate´gorisations se´mantiques du ﬁltre peuvent-elles eˆtre retrouve´es a` partir de la
seule analyse topologique d’un graphe ?
Dans les deux cas, on espe`re que l’on pourra d’une part corroborer des re´sultats obtenus
de manie`re inde´pendante – des mots-clefs permettant de de´tecter des requeˆtes pe´dophiles
et les cate´gorisations associe´es – et d’autre part proposer des pistes d’ame´liorations du
ﬁltre. En particulier, dans le cas de la the´matique pe´dophile, mettre a` jour un tel ﬁltre est
ne´cessaire, les combinaisons de mots-clefs e´voluant sensiblement au ﬁl du temps. Pourtant,
l’expertise ne´cessaire pour cette mise a` jour est rare et peu accessible, y compris a` un niveau
mondial : on peut de`s lors espe´rer que des mesures topologiques ade´quates permettent de
limiter signiﬁcativement le recours a` des experts humains.
9.2 Me´thodologie
Les donne´es que nous utilisons sont des requeˆtes par mots-clefs envoye´es par des uti-
lisateurs au moteur de recherche d’edonkey. La collecte des donne´es a eu lieu pendant 10
semaines en continu sur l’un des serveurs les plus importants du re´seau edonkey [11]. Le
jeu de donne´es est constitue´ de 107 226 021 requeˆtes, provenant de 23 892 531 adresses IP
diﬀe´rentes, anonymise´es a` la vole´e. Chaque requeˆte est horodate´e et comporte un port de
communication ainsi que la liste des mots-clefs de la recherche.
Dans [92], les auteurs ont pre´sente´ leur me´thodologie pour de´tecter les requeˆtes ef-
fectue´es dans l’intention d’obtenir des contenus a` caracte`re pe´dopornographique (appele´es
dans la suite requeˆtes pe´dophiles). Nous utilisons leur ﬁltre de de´tection de requeˆtes dont
le sche´ma de la ﬁgure 9.1a illustre le fonctionnement. Celui-ci identiﬁe quatre cate´gories de
requeˆtes pe´dophiles et repose sur la constitution de groupes de mots-clefs et de leurs tra-
ductions dans diﬀe´rentes langues ; les combinaisons de ces mots-cle´s permettent de de´cider
si une requeˆte est pe´dophile ou non (cf. ﬁgure 9.1a). Avec les donne´es utilise´es, le ﬁltre
identiﬁe 207 340 requeˆtes comme pe´dophiles et 151 545 requeˆtes sont classe´es en cate´gorie
1, 27 753 en cate´gorie 2, 35 264 en cate´gorie 3 et 4 299 en cate´gorie 4 (une requeˆte peut
appartenir a` plusieurs cate´gories).
Dans notre contexte d’e´tude, ou` l’on ne dispose que d’une adresse IP et d’un port de
communication, il est diﬃcile de passer de la granularite´ des requeˆtes a` celle des utilisateurs.
Diﬀe´rents me´canismes sont en eﬀet susceptibles d’agir sur l’adresse IP des utilisateurs, ce
qui nous conduirait a` me´langer les requeˆtes d’utilisateurs distincts (typiquement, parce
qu’ils disposent d’une adresse IP publique commune) ou a` conside´rer comme provenant de
deux utilisateurs les requeˆtes d’un meˆme utilisateur (par exemple, parce qu’une allocation
dynamique d’adresse lui propose deux adresses IP distinctes a` des moments diﬀe´rents).
Dans la suite de ce travail, on associe cependant une adresse IP a` un utilisateur unique.
Nous proposons d’ame´liorer les re´sultats du ﬁltre en eﬀectuant des mesures sur le graphe
biparti comportant d’une part les requeˆtes eﬀectue´es, de l’autre les utilisateurs, identiﬁe´s
par un couple (adresse IP, port), comme l’illustre la ﬁgure 9.1b. En utilisant la classiﬁcation
existante des requeˆtes, nous de´ﬁnissons une similarite´ entre celles-ci. On cherche a` obtenir
que les requeˆtes classe´es non pe´dophiles auparavant, mais qui auraient duˆ l’eˆtre (des faux
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ne´gatifs) aient un score e´leve´. Et, re´ciproquement, on espe`re que les faux positifs du ﬁltre
obtiennent un score faible.
Soit U l’ensemble des utilisateurs et R celui des requeˆtes. On se donne la fonction f qui,
a` un couple (u, r) ∈ U ×R, associe le nombre de fois que l’utilisateur u a saisi la requeˆte r.
Pour chaque requeˆte r, nous de´ﬁnissons son voisinage V (r) tel que : V = {u ∈ U |f(u, r) ≥
1}. Pour chaque utilisateur, notons R(u) l’ensemble de ses requeˆtes. Pour une classe C de
requeˆtes, le score sC(r) est de´ﬁni par l’expression 9.1 :
sC(r) =
�
u∈V (r) |C ∩R(u) \ {r}|�
u∈V (r) |R(u) \ {r}|
(9.1) sC(r) =
�
u∈V (r)
|{C ∩R(u) \ {r}|
|{R(u) \ {r}| (9.2)
Les utilisateurs n’ayant eﬀectue´ qu’une requeˆte ne contribuent pas a` relier des requeˆtes
entre elles, ils sont e´carte´s. La nature de la requeˆte conside´re´e n’intervient pas dans le calcul
de son score. L’expression 9.1 est sensible au biais introduit par les de´se´quilibres entre les
nombres de requeˆtes des utilisateurs. Nous avons aussi essaye´ le score 9.2 qui normalise les
contributions de chaque utilisateur, quel que soit le nombre de requeˆtes, mais les re´sultats
obtenus ne sont pas signiﬁcativement diﬀe´rents de ceux fournis par 9.1.
oui
noncorrespond à
requête
explicit
correspond à
child et sex
correspond à
familyparents 
et familychild 
et sex
correspond à
agesuffix avec
âge <17 et
(sex ou child)
oui
oui oui
non non
classée comme 
pédophile
classée comme 
non pédophile
(a) (b)
Figure 9.1 – (9.1a) : L’outil de de´tection pre´sente´ dans [92] (en bleu et italique, les noms
des groupes de mots-clefs). Dans la suite, nous utiliserons, de gauche a` droite, les nume´ros
1, 2, 3 et 4 pour de´signer ces cate´gories, et 0 pour les requeˆtes non pe´dophiles. (9.1b) :
le graphe biparti utilisateurs-requeˆtes. Les utilisateurs, repre´sente´s par des carre´s, sont lie´s
aux requeˆtes qu’ils ont eﬀectue´es. Les nume´ros dans chaque cercle indiquent la cate´gorie
des requeˆtes. Exemple : l’utilisateur u1 a eﬀectue´ une requeˆte pe´dophile r1 (de cate´gorie
1) et une requeˆte non pe´dophile, r2.
9.3 Re´sultats et validation
9.3.1 E´tude des faux positifs et faux ne´gatifs
La ﬁgure 9.2a (haut) pre´sente les scores obtenus par les requeˆtes du jeu de donne´es, pour
la classe C incluant toutes les requeˆtes pe´dophiles, ordonne´es par score. Pour la ﬁgure 9.2a
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Figure 9.2 – 9.2a : score obtenu a` partir de l’ensemble C de toutes les requeˆtes e´tiquete´es
1, 2, 3 ou 4 (haut) et probabilite´ pour la requeˆte d’eˆtre e´tiquete´e pe´dophile en fonction du
classement par score (bas). 9.2b : score obtenu a` partir de l’ensemble C des requeˆtes de
la cate´gorie 1 (haut), probabilite´ pour la requeˆte d’eˆtre e´tiquete´e 1 (milieu) et probabilite´
d’eˆtre e´tiquete´e 2, 3 ou 4 en fonction du classement par score (bas).
(bas), les requeˆtes sont groupe´es en paquets glissants de k 1 : pour une requeˆte classe´e
en Xe`me position, la valeur en ordonne´e correspond a` la proportion de requeˆtes e´tiquete´es
comme pe´dophiles par le ﬁltre se´mantique entre la X e`me et la X + ke`me requeˆte.
On obtient 12 858 requeˆtes de score 1, c’est-a`-dire provenant d’utilisateurs n’ayant
fait, hormis la requeˆte conside´re´e, que des requeˆtes pe´dophiles. Parmi celles-ci, on constate
que 4 518 (soit 35,1%) sont des requeˆtes que le ﬁltre se´mantique a e´tiquete´es comme non
pe´dophiles. Ce sont pour la plupart des requeˆtes tre`s proches de la the´matique pe´dophile,
comportant soit des nouveaux mots-clefs spe´ciﬁques, soit des combinaisons de mots-clefs
non prises en compte mais pertinentes. Bien suˆr, avant d’inte´grer ces mots-clefs directement
dans le ﬁltre, une e´tude ge´ne´rale des requeˆtes qui leur sont associe´es sera ne´cessaire, aﬁn
de ne pas rajouter de faux positifs. En revanche, il semble que les re´sultats pour les faux
positifs soient moins concluants : les requeˆtes e´tiquete´es comme pe´dophiles avec un score
de 0, pourtant eﬀectue´es par des utilisateurs n’ayant fait aucune autre requeˆte pe´dophile,
ne semblent pas eˆtre en grande partie des faux positifs.
9.3.2 Pertinence de la segmentation existante
Le ﬁltre initial de´ﬁnit 4 cate´gories de requeˆtes et nous examinons ici, avec notre score,
si celles-ci paraissent pertinentes au regard de la topologie. En particulier, on regarde si
la cate´gorie 1, compose´e par des requeˆtes comportant des mots-clefs tre`s spe´ciﬁques (et
1. Nous avons pris k = 500 pour e´viter des oscillations trop importantes.
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suppose´s peu connus du grand public) peut se retrouver a` partir des requeˆtes des cate´gories
2, 3 et 4, qui elles sont assez proches se´mantiquement.
La ﬁgure 9.2b pre´sente notre expe´rimentation : on calcule cette fois le score a` partir de
la seule classe des requeˆtes e´tiquete´es 1 (9.2b-haut). On retrouve massivement les requeˆtes
de type 1 en haut du classement (9.2b-milieu), avant de voir que les requeˆtes de cate´gorie 2,
3 et 4 ont des scores faibles (9.2b-bas). Cette dernie`re courbe laisse penser que la cate´gorie
1 est peu lie´e aux autres : les utilisateurs saisissant des requeˆtes de type 1 ont peu tendance
a` proposer des requeˆtes de type 2, 3 ou 4. Il semble donc que les diﬀe´rents types de requeˆtes
pe´dophiles se´mantiques sont aussi diﬀe´rents au niveau topologique.
Pour une analyse plus ﬁne, on compare pour chaque cate´gorie, le nombre de paires de
requeˆtes eﬀectue´es par un meˆme pair pour voir si les utilisateurs ont tendance a` rester
cantonne´s aux requeˆtes d’une seule cate´gorie.
i j Vij E(Vij) Vij/E(Vij)
1 1 205,986 177,595.62 1.15
1 2 21,296 35,266.72 0.60
1 3 33,239 73,718.54 0.45
1 4 1,905 4,235.47 0.44
2 2 8,525 1,752.94 4.86
2 3 7,432 7,315.32 1.01
2 4 731 421.04 1.73
3 3 27,995 7,649.96 3.65
3 4 552 879.19 0.62
4 4 1,199 25.14 47.69
Tableau 9.1 – Statistique des paires de requeˆtes eﬀectue´es par le meˆme pair et comparaison
a` un mode`le nul (E(Vij)).
Le tableau 9.1 pre´sente nos re´sultats : Vij repre´sente le nombre de paires de requeˆtes
de type i et j eﬀectue´es par le meˆme pair. E(Vij) repre´sente la valeur attendue de Vij en
supposant qu’une requeˆte de type i est en moyenne dans
�4
k=1 Vik paire de requeˆtes. Le
ratio des deux pre´ce´dentes valeurs est plus grand que 1 pour i = j et plus petit pour i �= j.
Ainsi la comparaison a` ce mode`le nul 2 montre que deux requeˆtes de meˆme type ont bien
plus de chance d’avoir e´te´ eﬀectue´es par le meˆme pair que deux requeˆtes de type diﬀe´rent.
La cate´gorisation au niveau se´mantique se retrouvant donc aussi au niveau topologique,
elle est donc pertinente.
9.4 Conclusion et perspectives
Nous avons montre´ que l’e´tude de la topologie du graphe biparti utilisateurs-requeˆtes
d’un re´seaux P2P permet une ame´lioration et une re´actualisation du ﬁltre se´mantique de
2. En anglais : null model.
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[92] pour de´tecter les requeˆtes pe´dophiles. L’e´tude peut en eﬀet permettre – par ajout et
suppression de mots-clefs et par une meilleure combinaison de ces derniers – de diminuer
le nombre de faux ne´gatifs, mais e´galement, dans une moindre mesure, de faux positifs.
Nous avons e´galement corrobore´ les re´sultats de ces auteurs en mettant en e´vidence quatre
types de requeˆtes topologiques correspondant aux quatre cate´gories se´mantiques.
Une perspective a` court terme de notre travail est de permettre la mise a` jour du ﬁltre
se´mantique, sous re´serve de disposer d’une e´valuation adapte´e des performances. Dans un
deuxie`me temps, il est pertinent d’envisager d’appliquer d’autres me´thodes de clustering
pour segmenter plus ﬁnement les requeˆtes et les utilisateurs pe´dophiles : e´ventuellement
ajouter des sous-cate´gories aux cate´gories existantes, ou en trouver de nouvelles. Enﬁn, la
me´thodologie de notre e´tude, reposant sur l’e´laboration d’un premier ﬁltre se´mantique ad
hoc puis son ame´lioration a` l’aide d’une e´tude topologique, est ge´ne´ralisable et il est donc
envisageable de l’utiliser dans d’autres contextes.
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Chapitre 10
Conclusion
Dans cette the`se nous avons propose´ une approche pour identiﬁer des communaute´s.
Elle constitue une alternative a` l’approche classique consistant en l’optimisation gloutonne
d’une fonction de qualite´ : elle est base´e sur la notion de proximite´ entre les nœuds et plus
pre´cise´ment sur la de´tection de discontinuite´s dans la de´croissance des valeurs de cette
proximite´. Nous avons montre´ comment de´cliner notre approche pour re´soudre eﬃcace-
ment trois proble`mes diﬀe´rents : “trouver toutes les communaute´s auxquelles un nœud
donne´ appartient”, “comple´ter un ensemble de nœuds en une communaute´” et “trouver
des communaute´s recouvrantes dans un re´seau”.
Nous avons applique´ la de´tection de communaute´s a` deux proble`mes concrets et cela
a donne´ lieu a` deux travaux d’ouverture : (i) en essayant d’ame´liorer un ﬁltre se´mantique
de de´tection de requeˆtes pe´dophiles sur des re´seaux pair a` pair, nous avons commence´ une
adaptation de la me´thode pour travailler avec des graphes bipartis, (ii) apre`s avoir postule´
l’existence d’une communaute´ (au sens “groupe de nœuds fortement lie´s les uns aux autres
et peu lie´s vers l’exte´rieur”) de capitalistes sociaux sur Twitter, nous avons tente´ de la
de´tecter sans grand succe`s. Nous avons alors propose´ une me´thode pour les de´tecter en
utilisant des attributs en plus de la topologie du re´seau. Nous avons e´galement propose´
une me´thode permettant de mettre a` jour les outils de mesure d’inﬂuence sur Twitter que
les capitalistes sociaux arrivent a` tromper.
Un autre travail d’ouverture est ne´ de notre initiative visant a` combler le manque d’al-
gorithmes pour ge´ne´rer des re´seaux re´alistes ayant des communaute´s recouvrantes : nous
avons propose´ une me´thode de ge´ne´ration de graphe respectant une distribution de degre´s
ﬁxe´e. Notre me´thode, contrairement aux autres me´thodes existantes, est directe et exacte.
Elle constitue ainsi une piste tre`s inte´ressante vers la cre´ation d’un tel algorithme. Elle
pourrait permettre de ge´ne´rer des re´seaux avec davantage de contraintes (correspondant a`
la structure communautaire) de fac¸on ale´atoire et “plus uniforme” que les autres me´thodes.
Nous allons maintenant pre´senter plus en de´tail les diﬀe´rentes contributions de la the`se,
puis les perspectives.
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10.1 Contributions
Cette the`se a donne´ lieu a` deux articles publie´s dans des journaux internationaux
[50, 52], quatre articles publie´s dans des confe´rences internationales [51, 45, 118, 65], un
article publie´ dans un atelier international [48], un chapitre de livre international [41], un
re´sume´ e´tendu publie´ dans une confe´rence internationale [124], quatre articles publie´s dans
des confe´rences nationales [46, 146, 49, 53] et un article dans un atelier national [47].
Les contributions de la the`se peuvent eˆtre de´taille´es comme suit, partie I :
— Un e´tat de l’art sur les communaute´s ego-centre´es et les communaute´s multi-ego-
centre´es (chapitre 2).
— L’ide´e d’utiliser une approche a` base de mesure de proximite´ pour de´tecter une
communaute´ ego-centre´e en s’aﬀranchissant d’une fonction de qualite´ (chapitre 3 et
article [52]).
— La conception de deux nouvelles mesures de proximite´, l’une sans parame`tre appele´e
Opinion propage´e et l’autre parame´tre´e appele´e Katz+(chapitre 3 et articles [52, 51,
49]).
— La possibilite´ de savoir grossie`rement a` combien de communaute´s appartient un
nœud d’inte´reˆt graˆce a` la forme de la courbe de de´croissance des proximite´s a` ce
nœud (chapitre 3 et articles [52, 50]).
Ainsi que, partie II :
— L’observation que, en ge´ne´ral, un nœud appartient a` plusieurs communaute´s et ne
peut donc pas caracte´riser une communaute´ a` lui seul. Cependant, quelques nœuds
(voire deux nœuds) bien choisis peuvent caracte´riser une communaute´ (chapitre 4
et les articles [52, 50]).
— L’ide´e de trouver toutes les communaute´s d’un nœud d’inte´reˆt en cherchant les
communaute´s bi-ego-centre´es sur ce nœud et des nœuds candidats qui ne sont ni
trop loin ni trop pre`s de manie`re a` ce qu’ils ne partagent qu’une seule communaute´
avec le nœud d’inte´reˆt (chapitre 4 et les articles [52, 50]).
— La ne´cessite´ d’utiliser des parame`tres pour les mesures de proximite´ aﬁn de
prendre en compte les deux compromis que nous avons juge´s ne´cessaires : (i) dis-
tance/redondance et (ii) popularite´/intimite´. (chapitre 3 et articles [51, 49]).
— L’ide´e que, dans le cas de la comple´tion de communaute´, on peut utiliser les nœuds
qui sont initialement dans la communaute´ aﬁn de calibrer les parame`tres de la
mesure de proximite´ (chapitre 5 et articles [51, 49]).
— La de´couverte que dans certains re´seaux, il existe pour la plupart des communaute´s
au moins un nœud qui peut caracte´riser la communaute´ a` lui seul (un repre´sentant
de communaute´), c’est-a`-dire un nœud qui est seulement dans la communaute´ en
question et est important en son sein (chapitre 6). Ceci n’est pas en contradiction
avec le premier point : on montre que, en ge´ne´ral, un nœud appartient a` plusieurs
communaute´s, mais que pour chaque communaute´, il existe un nœud qui appartient
a` cette communaute´ seulement (le nombre de communaute´s est en ge´ne´ral bien plus
petit que le nombre de nœuds).
Les travaux d’ouverture a` la the`se ont mene´ aux contributions suivantes, partie III :
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— La de´couverte que, sur Twitter, des utilisateurs malveillants (ou inutiles), appele´s
capitalistes sociaux arrivent a` tromper les outils classiques pour mesurer l’inﬂuence
(Klout, Kred et Twittaliser) et a` eˆtre reconnus comme inﬂuents. La conception
d’un algorithme pour de´tecter ces capitalistes sociaux et la mise au point d’un score
reﬂe´tant plus justement leur inﬂuence. Ainsi que la mise en place d’une application
en-ligne : http://www.bit.ly/DDPapp (chapitre 7 et articles [45, 46]).
— Un nouveau benchmark plus eﬃcace pour ge´ne´rer des graphes avec une distribution
de degre´s donne´e dans l’optique de ge´ne´rer des graphes avec communaute´s plus
re´alistes (chapitre 8 et article [118]).
— L’utilisation du re´seau biparti requeˆtes/utilisateurs extrait des requeˆtes faites sur
un re´seau P2P aﬁn d’ame´liorer la de´tection se´mantique des requeˆtes a` caracte`re
pe´dophile (chapitre 9 et article [65]).
Les travaux auxquels nous avons participe´, mais non de´taille´s dans la the`se consistent en :
— L’e´tude de grandeurs d’inte´reˆt aﬁn de quantiﬁer le recouvrement dans les re´seaux
bipartis, en particulier les re´seaux bipartis de type communaute´s/nœuds ainsi que
la proposition de deux nouvelles grandeurs simples : le monopole et la dispersion
pour quantiﬁer ce recouvrement (article [146]).
— Le de´veloppement d’une application Twitter pour sugge´rer des utilisateurs a` men-
tionner dans les tweets aﬁn d’accroˆıtre le nombre de retweets (re´sume´ e´tendu [124]).
L’application est essentiellement base´e sur des expe´riences faites en temps re´el.
10.2 Perspectives
10.2.1 Retour sur la notion de communaute´
E´tude des liens inter-communautaires et du recouvrement entre communaute´s
La de´ﬁnition informelle de ce qu’est topologiquement une communaute´, “un groupe de
nœuds fortement lie´s les uns aux autres et peu lie´s vers l’exte´rieur”, a du sens lorsqu’il
s’agit de communaute´s vues comme une partition du re´seau, mais elle perd un peu son
essence lorsque l’on conside`re des communaute´s recouvrantes. En eﬀet, si chacun des nœuds
d’une communaute´ d’inte´reˆt appartient e´galement a` d’autres communaute´s, comment la
communaute´ d’inte´reˆt pourrait-elle avoir peu de liens vers l’exte´rieur ?
Il est urgent de rompre avec cette de´ﬁnition des communaute´s et d’en proposer une plus
juste. Un premier pas pourrait eˆtre de garder la premie`re partie de la de´ﬁnition “groupe
de nœuds fortement lie´s les uns aux autres”, mais de modiﬁer la deuxie`me “peu lie´s vers
l’exte´rieur”. Les nœuds dans les communaute´s “ve´rite´ de terrain” ne sont en ge´ne´ral pas
“peu lie´s vers l’exte´rieur”, au contraire ils ont beaucoup de liens vers l’exte´rieur. Cependant,
localement, ces liens ont tendance a` s’e´parpiller ale´atoirement et inde´pendamment dans le
re´seau : ils vont vers d’autres communaute´s qui sont diﬀe´rentes ; sans pour autant eˆtre
comple`tement inde´pendant : il existe souvent des petits paquets de nœuds a` l’intersection
des communaute´s.
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Des travaux ont de´ja` e´te´ re´alise´s dans ce sens comme dans [66] ou` la fonction de qualite´
appele´e cohe´sion et base´e sur les triangles (de´ja` discute´e dans le chapitre 2) autorise les
communaute´s a` avoir des liens sortants du moment qu’ils sont ale´atoires. Un autre exemple
de fonction de qualite´ faisant de meˆme est la permanence propose´e dans [39] (bien que
de´ﬁnie pour une structure communautaire en partition) : les communaute´s se concurrencent
pour gagner des nœuds en tirant dessus (au travers des liens), une communaute´ qui ne tire
pas fort un nœud (par l’interme´diaire de peu de liens) n’aura que peu d’impact.
Cependant ces fonctions de qualite´ sont base´es sur une intuition physique de ce qu’est
une communaute´, puis elles sont valide´es sur des communaute´s ve´rite´ de terrain. Je propose
de faire l’inverse : je propose d’e´tudier des communaute´s ve´rite´ de terrain et en particulier
de caracte´riser leurs liens inter-communautaires et leurs parties recouvrantes aﬁn d’en tirer
des principes ge´ne´raux bien plus ﬁns que ceux de la de´ﬁnition actuelle d’une communaute´.
Cette perspective permettra de proposer une meilleure de´ﬁnition de ce qu’est une com-
munaute´ et possiblement de caracte´riser diﬀe´rents types de communaute´s et diﬀe´rents
types de re´seaux (en fonction de leur structure communautaire).
Une communaute´ comme groupe pertinent de nœuds
Dans le meˆme ordre d’ide´e, si l’on de´ﬁnit une communaute´ comme “un groupe de nœuds
qu’il est pertinent de rassembler”, alors une communaute´ devient plus large qu’un simple
“groupe de nœuds fortement lie´s les uns aux autres et peu lie´s vers l’exte´rieur”. En eﬀet,
un groupe de nœuds peut eˆtre une communaute´, non seulement parce que ses nœuds sont
fortement lie´s les uns aux autres et peu lie´s vers l’exte´rieur, mais plus ge´ne´ralement parce
que ses nœuds ont un certain proﬁl de connexion : parce qu’il y a “quelque chose” dans
leur proﬁl de connexion qui fait qu’il est pertinent de les rassembler.
Je propose ainsi d’essayer de capturer ce “quelque chose” par l’e´tude rigoureuse de
communaute´s ve´rite´ de terrain et de mettre en place un mode`le de structure du re´seau plus
ge´ne´ral et plus complet qu’une simple structure communautaire telle qu’elle est de´ﬁnie a`
l’heure actuelle.
Remarquons qu’une fois ce mode`le mis en place, il sera possible de trouver ces groupes
dans un re´seau pour lequel la ve´rite´ de terrain n’est pas fournie, en optimisant une fonction
de qualite´, ou plutoˆt des fonctions de qualite´, si diﬀe´rentes classes de communaute´s sont
mises en e´vidence. Ou bien, de la meˆme fac¸on que nous l’avons expose´ au cours de ce
manuscrit, de les de´tecter en utilisant une approche a` base de mesures de proximite´, ou
plutoˆt de mesures de similarite´, puisqu’il ne s’agirait plus de l’e´valuation de la proximite´
topologique des nœuds, mais plutoˆt d’une similarite´ au regard de certains crite`res.
Recours a` la visualisation
Au cours de cette the`se, nous avons montre´ a` quel point les mesures de proximite´ et la
de´tection de communaute´s sont lie´es. En eﬀet, nous avons vu qu’il est possible d’isoler une
partie locale du re´seau proche d’un ou de plusieurs nœuds graˆce a` une mesure de proximite´.
Ces parties locales sont petites (par rapport a` la taille du re´seau complet) et pre´sentent
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une structure consistant en un petit nombre de communaute´s recouvrantes. En termes
de visualisation, les applications des mesures de proximite´ sont tre`s importantes, puisque
ces parties locales que les mesures de proximite´ permettent d’isoler ont une structure plus
discernable que celle du re´seau complet. En eﬀet, le dessin d’un grand re´seau me`ne souvent a`
une repre´sentation en forme de pelote de laine dont on ne peut extraire aucune connaissance
(meˆme si des techniques de coarse-graining permettent parfois de voir une certaine structure
du re´seau en agre´geant les nœuds en communaute´s). Au contraire, le dessin de parties
locales isole´es a` l’aide de mesures de proximite´ pourrait eˆtre tre`s informatif.
Je propose ainsi d’e´tudier comment utiliser des mesures de proximite´ a` bon escient
aﬁn d’isoler des parties locales d’un re´seau pour les visualiser et non pas directement pour
y de´tecter des communaute´s. Ceci pourra eˆtre suivi de l’incorporation de ces me´thodes
dans des plateformes comme Tulip [22] ou Gephi [27]. Je pense que la visualisation de ces
structures locales pourrait permettre de mieux comprendre la structure des communaute´s
elles-meˆmes et ainsi eˆtre d’une grande utilite´ pour progresser dans les deux perspectives
pre´ce´dentes.
10.2.2 Calcul eﬀectif de ces communaute´s
Retour aux fonctions de qualite´
L’approche classique pour de´tecter des communaute´s consistant en l’optimisation glou-
tonne d’une fonction de qualite´ peut eˆtre ineﬃcace dans certains cas. En eﬀet, a` cause de
minima locaux, l’optimisation peut donner de mauvais re´sultats. De plus, la me´thode peut
e´galement eˆtre trompeuse, car elle donne chaque fois une communaute´ meˆme s’il n’y en a
pas. Au contraire, notre me´thode ne souﬀre pas de ces de´fauts. Par contre, une comparai-
son directe des deux me´thodes pour la de´tection d’une communaute´ contenant un nœud
repre´sentant sur le re´seau Wikipe´dia 2012 (en comparant les communaute´s obtenues a` la
ve´rite´ de terrain) montre que les deux me´thodes se valent, cf. tableau 10.1. La meilleure
valeur obtenue par l’optimisation de fonction de qualite´ est meˆme presque chaque fois
meilleure que celle obtenue par notre approche.
L’optimisation de fonction de qualite´ est eﬀectue´e de la fac¸on suivante :
— initialisation : on part de la communaute´ contenant seulement le nœud d’inte´reˆt,
— optimisation : chaque nœud a` l’exte´rieur de la communaute´ ayant au moins un
voisin dans la communaute´ est ajoute´ a` la communaute´ s’il augmente sa qualite´
(mesure´e par le ratio liens internes/liens externes) ; chaque nœud dans la commu-
naute´ est enleve´ si cela augmente la qualite´ de la communaute´ sauf pour le nœud
d’inte´reˆt qui ne peut pas eˆtre enleve´.
— arreˆt : on s’arreˆte lorsque l’on ne peut plus augmenter la fonction de qualite´ par
l’ajout ou la suppression d’un nœud.
Je propose ainsi de combiner les deux me´thodes aﬁn d’additionner les forces de chacune.
En particulier, appliquer d’abord la me´thode a` base de mesure de proximite´ aﬁn d’eˆtre suˆr
d’e´viter les minima locaux e´vidents, de ve´riﬁer qu’une communaute´ est bien pre´sente et d’en
avoir une premie`re approximation. Ensuite, utiliser l’optimisation de fonction de qualite´
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Cate´gorie candidat meilleur score F1 score F1 moyen score F1
repre´sentant conductance conductance proximite´
Chess Chess 0.919 0.870 0.89
(3850 nœuds) Magnus Carlsen 0.919 0.917 0.90
Queen’s Gambit 0.888 0.284 0.91
World Chess Championship 0.918 0.840 0.90
Chess Boxing 0.919 0.045 0.00
Sumo Sumo 0.909 0.763 0.88
(445 nœuds) Taiho Koki 0.906 0.895 0.91
Yokozuna 0.908 0.102 0.88
Lyoto Machida 0.000 0.000 0.08
Boxing Boxing 0.842 0.815 0.79
(7289 nœuds) Cruiserweight 0.829 0.322 0.78
Vitali Klitschko 0.833 0.370 0.02
Chess Boxing 0.818 0.020 0.01
Tableau 10.1 – Re´sultats obtenus sur le re´seau Wikipe´dia 2012.
aﬁn d’aﬃner le re´sultat semble eˆtre une perspective inte´ressante.
E´quation de la chaleur avec conditions aux limites
Je pense qu’il serait aussi inte´ressant d’e´tudier des communaute´s multi-ego-centre´es
ponde´re´es (possiblement avec des poids ne´gatifs). Dans ce cas, on cherche une communaute´
sachant qu’un petit ensemble de nœuds donne´s lui appartient avec un certain poids. Nous
avons de´ja` bien avance´ sur cette piste en mettant au point une solution inspire´e de la
physique : le re´seau est vu comme une structure me´tallique ou` les nœuds sont des boules
de pe´tanque et les liens sont des barres de fer liant les nœuds (plus ou moins grosses selon la
ponde´ration du lien), le syste`me e´tant plonge´ dans le vide et les rayonnements ne´glige´s. La
tempe´rature de certains nœuds est ﬁxe´e a` une certaine valeur : 100 pour un nœud que l’on
sait dans la communaute´ et 0 pour un nœud que l’on sait hors de la communaute´ (toute
valeur entre 0 et 100 e´tant e´galement possible ; par exemple, si l’on veut qu’un nœud soit
a` la frontie`re de la communaute´, on le ﬁxe a` 50). La tempe´rature d’un nœud reﬂe`te donc
son degre´ d’appartenance a` la communaute´. On re´sout l’e´quation de la chaleur avec ces
conditions aux limites. Cela nous donne la tempe´rature de tous les nœuds dans le re´seau
et donc la proportion selon laquelle ils font partie de la communaute´ de´ﬁnie par les nœuds
a` tempe´rature ﬁxe´e. Notre code pour re´soudre le syste`me utilise la me´thode du gradient
conjugue´ sur la matrice de´ﬁnie positive correspondant au laplacien avec les lignes et les
colonnes des nœuds a` tempe´rature ﬁxe´e enleve´es. Il peut traiter, en quelques secondes, des
graphes ayant des centaines de millions de liens.
150
Le “locality sensitive hashing” pour la de´tection de communaute´s
Comme de´taille´ en conclusion du chapitre 6, nous avons pense´ a` appliquer un algo-
rithme de Locality sensitive hashing (LSH) [93] apre`s l’obtention d’un grand ensemble de
communaute´s dont certaines sont tre`s similaires (ce sont les meˆmes a` un peu de bruit
pre`s). L’ide´e principale du LSH est d’utiliser une famille de fonctions de hachage choisies
telles que des points proches dans l’espace d’origine aient une forte probabilite´ d’avoir la
meˆme valeur de hachage. Ainsi, des ensembles de communaute´s similaires pourront eˆtre
de´tecte´s plus rapidement (car elles ont la meˆme valeur de hachage) et le nettoyage gagne-
rait en vitesse par rapport a` notre heuristique courante (consistant a` comparer toutes les
communaute´s partageant au moins un nœud). Nous travaillons d’ailleurs actuellement sur
cette me´thode en utilisant la similarite´ de Jaccard pour comparer deux communaute´s et
des fonctions de hachage associe´es a` cette similarite´ : MinHash (ou min-wise independent
permutations locality sensitive hashing scheme) [35].
J’envisage a` pre´sent d’appliquer directement le MinHash sur chaque nœud identiﬁe´
par l’ensemble de ses voisins. Ainsi, des nœuds ayant un proﬁl de connexion similaire
(dont les ensembles de voisins ont une similarite´ de Jaccard e´leve´e) seraient identiﬁe´s tre`s
rapidement (en temps quasiment line´aire). Les ensembles de nœuds identiﬁe´s ne seraient
pas des communaute´s au sens de “groupe de nœuds fortement lie´s les uns aux autres et
peu lie´s vers l’exte´rieur”, mais des ensembles de nœuds ayant tendance a` se connecter aux
meˆmes nœuds.
Ce type de communaute´s se rapprocherait du Stochastic Block Model [74] qui peut
eˆtre vu comme une ge´ne´ralisation des communaute´s : les nœuds sont partitionne´s de telle
sorte que les nœuds d’un meˆme groupe aient des proﬁls de connexion similaires. Cela se
rapprocherait aussi d’un clustering des nœuds identiﬁe´s par le vecteur correspondant a` leur
proﬁl de connexion. Les deux me´thodes ayant souvent un proble`me pour passer a` l’e´chelle,
l’approche que je propose a clairement un inte´reˆt potentiel.
10.2.3 Vers des me´thodes pour la dynamique
Suivi temporel de communaute´s dans les re´seaux dynamiques
Pour des re´seaux dynamiques (ou` des nœuds et des liens apparaissent et disparaissent),
la structure du re´seau ainsi que celle de ses communaute´s changent au cours du temps. Des
communaute´s apparaissent, disparaissent, fusionnent et se se´parent, comme illustre´ par la
ﬁgure 10.1.
Nous montrons ici que dans le cadre de la de´tection de communaute´s et de leur suivi
temporel dans les re´seaux dynamiques, la me´thode de de´tection par l’approche mesure de
proximite´ pre´sente deux atouts par rapport a` l’approche fonction de qualite´ :
1. la me´thode est de´terministe et peu sensible aux perturbations, comme montre´ sur
la ﬁgure 10.2 : meˆme en appliquant de grosses perturbations au re´seau, une com-
munaute´ bien dessine´e est encore apparente.
2. on peut exploiter le fait qu’une communaute´ peut eˆtre caracte´rise´e par un nœud
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Figure 10.1 – Suivi temporel de communaute´s
(ou un petit ensemble de nœuds) comme montre´ sur les ﬁgures 10.3 et 10.4 ou`
l’on de´tecte dans le re´seau Wikipe´dia 2008, puis dans le re´seau Wikipe´dia 2012 la
communaute´ “Chess” (cate´gorie agre´ge´e, comme de´taille´ en annexe) en partant du
nœud “Magnus Carlsen”.
Les autres me´thodes de de´tection de communaute´s e´tant souvent non-de´terministes
et peu stables : lorsque des communaute´s sont de´tecte´es a` diﬀe´rents instants du re´seau
dynamique, retrouver quelle communaute´ a` t correspond a` quelle communaute´ a` t+ 1 est
proble´matique [23]. Ainsi je propose d’adapter les techniques expose´es au cours de la the`se
au cas dynamique en mettant a` proﬁt les deux atouts que nous venons de mettre en avant.
Le formalisme des ﬂots de liens
De nombreux travaux visent a` inte´grer la dynamique dans la the´orie des graphes. On
peut, par exemple, e´tudier une se´rie de graphes G(t1, t2) consistant en une agre´gation des
interactions ayant eu lieu entre t1 et t2 [28]. Ces travaux sont tre`s pertinents pour mode´liser
des syste`mes dynamiques mais ou` les interactions sont relativement longues. Comme par
exemple, des pages web connecte´s par des liens hypertextes ou bien Facebook, ou` des
proﬁls sont associe´s par des liens d’amitie´. Cependant les syste`mes qui, en plus d’eˆtre
dynamiques, ont des interactions qui sont ponctuelles (ou de courte dure´e) ne peuvent pas
eˆtre e´tudie´s simplement sans perte d’information. Pour cela le formalisme des ﬂots de liens
a e´te´ introduit.
Un ﬂot de liens est une se´quence de triplets (t, u, v) ou` chaque triplet de´crit une in-
teraction qui a eu lieu entre les nœuds u et v au temps t (une dure´e d’interaction peut
e´galement eˆtre ajoute´e). Ils sont donc utiles pour mode´liser des syste`mes ou` les interactions
entre entite´s sont ponctuelles, ou de courte dure´e tels que : des e´changes de courriels, des
tweets/retweets sur Twitter, des transactions bancaires ou des contacts physiques entre
personnes.
Des travaux ont re´cemment e´te´ propose´s pour e´tudier comment des notions classiques
en the´orie des graphes s’adaptent aux ﬂots de liens, comme la notion de densite´ ou de
clique [151, 152]. Un autre travail a montre´ que la de´ﬁnition classique de communaute´s
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Figure 10.2 – Perturbations sur le re´seau Wikipe´dia 2012. La proximite´ est calcule´e avec
l’opinion propage´e a` partir du nœud “Magnus Carlsen”. x% quantiﬁe les perturbations et
signiﬁe que l’on a eﬀectue´ “x% fois le nombre de liens dans le graphe” e´changes ale´atoires
(se´lectionner deux liens ale´atoirement, les couper et connecter l’un avec l’autre et inverse-
ment).
se ge´ne´ralise diﬃcilement a` des syste`mes avec des interactions ponctuelles et ne´cessite la
de´tection d’autres types de structures [154]. Une notion de temps, diﬀe´rente de la notion
de temps absolu mesure´ en seconde, a e´galement e´te´ mise en avant dans ce type de syste`me
[15]. Il s’agit d’un temps intrinse`que base´ sur les modiﬁcations apparaissant dans le syste`me
lui-meˆme.
Dans le cadre du formalisme des ﬂots de liens et de la de´tection de communaute´s, je
propose d’adapter l’approche a` base de mesure de proximite´ pre´sente´e dans cette the`se
aﬁn de de´tecter un certain type de communaute´ (plutoˆt des communaute´s de liens que de
nœuds) dans ces syste`mes avec des interactions ponctuelles. Je propose ainsi de re´pe´ter
le protocole mis en place dans cette the`se : (i) construire une mesure de proximite´ entre
deux liens incorporant a` la fois des informations topologiques et temporelles, (ii) mesurer la
proximite´ d’un lien d’inte´reˆt a` tous les autres liens du ﬂot et (iii) de´tecter des irre´gularite´s
(“plateau / de´croissance / plateau”) dans la de´croissance de ces valeurs de proximite´. Une
irre´gularite´ traduirait la pre´sence d’un groupe de liens proches du lien d’inte´reˆt et ayant
du sens.
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Figure 10.3 – Wikipe´dia 2008 (gauche) VS Wikipe´dia 2012 (droite). La proximite´ est cal-
cule´e dans les deux re´seaux avec l’opinion propage´e a` partir du nœud “Magnus Carlsen”.
Dynamique de triangles dans les re´seaux dirige´s
La plupart des re´seaux que nous avons e´tudie´ sont dirige´s, pourtant nous avons
comple`tement ignore´ cette orientation des liens en travaillant avec des versions rendues
syme´triques. Cette perte d’information, classique quand on e´tudie des communaute´s, de-
vrait eˆtre e´vite´e. Cependant, quand on parle de communaute´s en les de´ﬁnissant par “un
ensemble de nœuds fortement connecte´s entre eux et peu connecte´s vers l’exte´rieur”, il est
diﬃcile de prendre en compte cette orientation autrement qu’en mettant un poids de deux
pour les liens bidirectionnels.
Des me´thodes de de´tections de communaute´ dans les re´seaux dirige´s existent cependant,
comme en te´moigne l’article d’e´tat de l’art [102]. Ces me´thodes consistent par exemple a`
(i) adapter des me´thodes existantes (ii) transformer, de fac¸on intelligente, le re´seau dirige´
en un autre re´seau non dirige´ (parfois ponde´re´ ou biparti) et a` appliquer des me´thodes
de de´tection de communaute´s existantes ou (iii) conside´rer qu’une communaute´ est un
ensemble de nœuds ou l’information a tendance a` rester, plutoˆt “qu’un ensemble de nœuds
fortement connecte´s entre eux et peu connecte´s vers l’exte´rieur”.
Aﬁn d’e´tendre ces me´thodes et d’aller plus loin pour prendre en compte du mieux
possible cette orientation, je proposons d’e´tudier des structures simples, mais plus com-
plexes que les liens : les triangles et les V-liens 1. En eﬀet, les triangles (non oriente´s) ont
e´te´ montre´s comme des structures importantes pour les communaute´s [66, 125], pourtant
l’e´tude des triangles dirige´s n’est que peu pre´sente dans la litte´rature [107] et l’e´tude de
leurs relations avec les communaute´s l’est encore moins [55].
Je suis persuade´ que leur e´tude, particulie`rement l’e´tude de leur formation a` l’inte´rieur
des communaute´s et entre les communaute´s, pourra donner des connaissances utiles pour
leur de´tection et en particulier pour la prise en conside´ration de l’orientation dans les
1. Un V-lien est un triplet de nœuds dont seulement 2 sont connecte´s
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Figure 10.4 – Wikipe´dia 2008 VS Wikipe´dia 2012. Nous voyons ici que la structure en
“plateau / de´croissance / plateau” de la courbe des proximite´ en 2012 est plus marque´e
que celle obtenue en 2008. On peut en de´duire que (i) la communaute´ “Chess” est mieux
dessine´e en 2012 quelle ne l’e´tait en 2008 ou bien “Magnus Carlsen” est plus central a` la
communaute´ “Chess” en 2012 qu’il ne l’e´tait en 2008. On voit e´galement que la communaute´
“Chess” a grossi.
me´thodes de de´tection de communaute´s et dans la conception de mesures de proximite´.
Aﬁn de commencer cette e´tude, nous avons modiﬁe´ le code d’e´nume´ration de triangles
non dirige´s de [90] (algorithme appele´ compact-forward) pour pouvoir compter les 6 types de
V-liens dirige´s diﬀe´rents (e´nume´re´s ﬁgure 10.5) et les 7 types de triangles dirige´s diﬀe´rents
(e´nume´re´s ﬁgure 10.6). L’algorithme a une complexite´ temporelle en O(m
3
2 ) (m correspond
au nombre de liens dans le re´seau) et peut aise´ment traiter des graphes avec des centaines
de millions de liens en quelques minutes.
1 2 3 4 5 6
Figure 10.5 – Les six types de V-liens diﬀe´rents
Un premier re´sultat non trivial inte´ressant est que le nombre de triangles de type 7 est
12 fois (resp. 45 fois) plus important que ce qu’il devrait eˆtre pour le re´seau Wikipe´dia
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1 2 3 4 5 6 7
Figure 10.6 – Les sept types de triangles diﬀe´rents
2008 (resp. Twitter 2009) comme montre´ par le tableau 10.2. Ceci peut eˆtre apparente´ a`
une sorte de clustering en version oriente´e.
Re´seau Wikipe´dia 2008 Twitter 2009
liens simples 64.95% 77.89%
liens doubles 35.05% 22.11%
triangle 1 0.011 0.021
triangle 2 0.448 0.266
triangle 3 0.028 0.172
triangle 4 1.539 0.733
triangle 5 1.418 0.436
triangle 6 0.797 2.224
triangle 7 12.608 45.9634
Tableau 10.2 – Nombre de triangles de chaque type divise´ par le nombre de triangles espe´re´
en supposant que le graphe est le meˆme, mais que les liens sont ale´atoirement doubles ou
simples (et oriente´s ale´atoirement) en gardant les proportions de liens simples et doubles.
L’e´tude de la dynamique de ces triangles oriente´s et leur comparaison a` l’inte´rieur et a`
l’exte´rieur des communaute´s reste a` faire et est une perspective de la the`se.
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Annexe A
Jeux de donne´es utilise´s
Aﬁn de valider les mesures et applications propose´es dans cette the`se, nous avons re´alise´
des expe´riences sur des re´seaux synthe´tiques et re´els, de diverses tailles. Nous pre´sentons
tous ces re´seaux dans cette annexe.
A.1 Graphes synthe´tiques
A.1.1 Petits graphes
Nous avons tout d’abord utilise´ des graphes de petite taille aﬁn de pouvoir facilement
les repre´senter avec des outils de visualisation. Ceci nous a permis de tester plus avant nos
intuitions et nous pre´sentons ici les ide´es ge´ne´rales pour les construire.
Le mode`le de graphe ale´atoire G(n, p) introduit par Erdos et Renyi [59] permet de
ge´ne´rer des graphes ale´atoires caracte´rise´s par deux parame`tres : (i) le nombre de nœuds n
et (ii) la probabilite´ d’avoir un lien entre deux nœuds donne´s p. Les graphes ge´ne´re´s avec
le mode`le conﬁgurationnel [116] sont e´galement utilisables. Outre le nombre de nœuds
et le nombre de liens, ce mode`le permet de choisir la distribution de degre´s souhaite´e et
ainsi de se rapprocher de la structure des graphes de terrain qui ont ge´ne´ralement une
distribution de degre´s fortement he´te´roge`ne. Ces deux mode`les de graphes ale´atoires n’ont
pas de structure communautaire a priori. Ils peuvent ne´anmoins servir a` ve´riﬁer qu’un
algorithme de de´tection de communaute´s ne trouve pas de communaute´s dans ce type de
graphe.
En combinant ces graphes, on peut e´galement en construire de nouveaux avec une
pseudo-structure communautaire. Par exemple, si l’on ge´ne`re un graphe forme´ de deux
sous-graphes d’Erdos-Renyi, tous deux caracte´rise´s par les parame`tres (n, p) et que l’on
connecte les deux sous-graphes avec une probabilite´ p2 < p, on obtient un graphe avec
deux groupes d’autant plus marque´s que p2 est petit devant p.
On peut e´galement construire des structures en pseudo-communaute´s recouvrantes.
Par exemple, on peut ge´ne´rer deux graphes avec le mode`le d’Erdos-Renyi (n, p). On peut
ensuite les superposer sur n2 nœuds : on obtient alors deux communaute´s de taille n
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se recouvrant sur n2 nœuds. Plusieurs re`gles sont possibles pour connecter deux nœuds
situe´s dans la partie recouvrante. Par exemple, on peut les connecter si et seulement si
ils e´taient connecte´s dans au moins l’un des deux graphes de de´part ; leur probabilite´ de
connexion est alors pov = 1 − (1 − p)2 = 2p − p2, qui est comprise entre p et 2p. On
peut e´galement les connecter si et seulement si ils e´taient connecte´s dans un seul des deux
graphes d’Erdos-Renyi ; leur probabilite´ de connexion est alors pov = 2p(1− p) = 2p− 2p2,
qui est un peu moins e´leve´e que la probabilite´ pre´ce´dente, mais reste comprise entre p et
2p. Enﬁn, on peut simplement choisir pov = p, c’est-a`-dire que deux nœuds ont la meˆme
probabilite´ d’eˆtre connecte´s, qu’ils soient dans un seul groupe ou a` l’intersection de deux
groupes, ou toute valeur supe´rieure ou infe´rieure a` p suivant que l’on veut que les nœuds
a` l’intersection soient plus ou moins connecte´s. Ces diﬀe´rents choix permettent de de´ﬁnir
plus pre´cise´ment la notion de recouvrement souhaite´e et de tester les algorithmes dans des
conditions diﬀe´rentes.
On peut e´galement utiliser le Stochastic Block Model (SBM) [74] qui ge´ne´ralise les
approches pre´ce´dentes. Par exemple, on peut prendre trois groupes de nœuds note´s G1, G2
et G3 de taille respective n1, n2 et n3 et connecter les paires de nœuds avec les probabilite´s
pij si un nœud est dans le groupe i et l’autre dans le groupe j comme sur la ﬁgure A.1,
avec p11 = p22 = p13 = p23 = p, p33 = pov et p12 = 0. On obtient la meˆme structure que
pre´ce´demment avec les graphes Erdos-Renyi recouvrants, mais avec la possibilite´ de ﬁxer
pov a` n’importe quelle valeur. Ce mode`le peut bien entendu eˆtre utilise´ avec un nombre de
groupes et des probabilite´s quelconques.
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Figure A.1 – Sche´ma repre´sentant les trois ensembles de nœuds et les probabilite´s de
connexion pour ge´ne´rer le graphe jouet de deux communaute´s recouvrantes a` l’aide du
SBM.
En allant un peu plus loin, nous voyons ici qu’avec le SBM il est possible de ge´ne´rer
n’importe quelle structure en communaute´s recouvrantes imaginable. Cependant le SBM
n’est que peu utilise´ a` ces ﬁns ; en eﬀet, une telle structure serait laborieuse a` cre´er. De
plus le SBM ne ge´ne`re pas naturellement une distribution de degre´s en loi de puissance
(comme classiquement observe´ dans les re´seaux re´els) et donnerait donc des re´seaux peu
re´alistes. Un premier pas combinant les avantages du SBM tout en gardant le re´alisme de
la distribution en loi de puissance des degre´s est aborde´ dans le chapitre 8.
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La ge´ne´ration de ces graphes synthe´tiques avec une structure de communaute´s recou-
vrantes soule`ve e´galement une question importante, peu e´tudie´e dans la litte´rature. Elle
concerne la structure en communaute´s des re´seaux re´els : comment varie la probabilite´ de
connexion d’une paire de nœuds en fonction du nombre de communaute´s partage´es par
la paire de nœuds et le nombre de communaute´s de chacun de ces deux nœuds ? Bien que
quelques e´le´ments de re´ponse a` cette question ﬁgurent dans [164] (les auteurs montrent que
dans les re´seaux avec communaute´s “ve´rite´ de terrain” qu’ils ont rassemble´s, les nœuds qui
partagent plus de communaute´s sont plus connecte´s entre eux que ceux qui en partagent
moins), cette question reste tre`s complexe. La re´ponse peut de´pendre du type de re´seau ou
meˆme du type de communaute´s. Nous avons d’ailleurs eﬀectue´ des travaux pre´liminaires
dans ce sens en e´tudiant des me´triques et en en proposant de nouvelles [146]. Mais cette
question n’e´tant pas centrale dans cette the`se et pouvant constituer un sujet de the`se a`
elle seule, nous nous contenterons d’aller au plus simple et de ge´ne´rer des graphes jouets
suivant les premiers mode`les que nous avons expose´s.
A.1.2 Benchmarks LFR et LF
Le mode`le le plus utilise´ pour ge´ne´rer des re´seaux re´alistes avec des communaute´s non-
recouvrantes est benchmark de Lancicineti, Fortunato et Radici (LFR) [89]. Il permet de
ge´ne´rer des re´seaux avec une distribution de degre´s et des tailles de communaute´s en loi
de puissance. La ge´ne´ration d’un tel re´seau est controˆle´e par les parame`tres suivants :
— N le nombre de nœuds,
— k le degre´ moyen,
— maxk le degre´ maximum,
— mu le parame`tre de mixage permettant de controˆler le niveau de de´ﬁnition des
communaute´s,
— t1 le coeﬃcient de la loi de puissance pour la distribution de degre´s (la valeur utilise´e
est −t1),
— t2 le coeﬃcient de la loi de puissance pour la distribution des tailles de communaute´s
(la valeur utilise´e est −t2),
— minc la taille minimum des communaute´s et
— maxc la taille maximum des communaute´s.
Le mode`le a e´te´ ge´ne´ralise´ aux communaute´s recouvrantes dans [87] avec benchmark
de Lancicineti et Fortunato (LF). Deux autres parame`tres controˆlent l’e´tendue des recou-
vrements :
— on le nombre de nœuds appartenant a` plusieurs communaute´s et
— om le nombre de communaute´s auxquelles ces nœuds appartiennent.
Ce mode`le est limite´ : les nœuds qui appartiennent a` plusieurs communaute´s sont tous
dans le meˆme nombre de communaute´s. Il est cependant l’un des seuls permettant de
ge´ne´rer des re´seaux re´alistes avec une structure en communaute´s recouvrantes et est en
conse´quence le mode`le le plus utilise´. D’autres mode`les permettent de ge´ne´rer des re´seaux
avec des communaute´s recouvrantes, par exemple le SBM pre´sente´ pre´ce´demment. Ces
autres mode`les sont cependant moins re´alistes ou plus diﬃciles a` calibrer et nous utiliserons
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donc souvent les benchmarks LFR et LF au cours de cette the`se. Nous regrettons toutefois
l’absence d’un mode`le plus facile a` parame´trer qui permettrait de ge´ne´rer des communaute´s
recouvrantes plus re´alistes.
A.2 Re´seaux re´els
A.2.1 Petits re´seaux classiques
Il existe de nombreux re´seaux re´els de petite taille, et certains sont tre`s souvent utilise´s
dans le domaine des re´seaux complexes, comme karate´ club qui comporte 34 nœuds et dont
l’article qui le pre´sente [165] est cite´ plus de 1800 fois. Ils sont utiles pour plusieurs raisons :
(i) comme ils sont issus du monde re´el, on peut disposer de connaissances comple´mentaires
comme par exemple une structure communautaire explicite, (ii) e´tant petits, ils sont fa-
cilement visualisables et (iii) ils ont certaines proprie´te´s que les mode`les ont parfois du
mal a` capturer. Dans le cadre de cette the`se, ils nous ont permis de tester plus avant les
intuitions que nous avons eues, en analysant nos re´sultats avec des outils de visualisation
de graphe. Voici le de´tail de ces re´seaux :
— netscience : un re´seau ou` les nœuds sont des scientiﬁques travaillant dans le do-
maine des re´seaux et les liens te´moignent des collaborations que ces scientiﬁques
ont pu avoir (1589 nœuds, 2742 liens) [115]. Nous avons extrait et travaille´ avec sa
composante ge´ante (379 nœuds, 914 liens).
— dauphins : un re´seau social de 62 dauphins (nœuds) vivant au large du Doubtful
Sound en Nouvelle-Ze´lande, lie´s entre eux s’ils ont fre´quemment e´te´ observe´s en-
semble (159 liens) [100].
— blogs politiques : un re´seau ou` les nœuds sont des blogs politiques et les liens sont
des citations consistant en des hyperliens entre ces blogs [9]. Ce re´seau contient 1222
nœuds et 16717 liens. De plus, les nœuds ont e´te´ e´tiquete´s manuellement : il y a 759
blogs libe´raux et 443 blogs conservateurs.
— livres politiques : un re´seau ou` les nœuds sont des livres politiques et les liens sont
des citations entre ces livres. Il contient 105 nœuds et 441 liens [1].
— mots adjacents : un re´seau d’adjectifs et de noms fre´quents e´crits dans le roman
“David Copperﬁeld” de Charles Dickens. Il comprend 112 mots (nœuds) et deux
mots sont lie´s lorsqu’ils apparaissent fre´quemment coˆte a` coˆte (425 liens) [115].
— les mise´rables : un re´seau de personnages (77 nœuds) pre´sents dans “Les Mise´rables”
de Victor Hugo. Deux personnages sont relie´s s’ils apparaissent dans la meˆme sce`ne
(254 liens) [83].
— C-elegans : le re´seau de neurones d’un Caenorhabditis elegans (un ne´matode de la
famille des Rhabditidae, c’est-a`-dire un certain type de ver) : 297 neurones lie´s par
2359 synapses [158].
— karate´ club : relations sociales entre les personnes fre´quentant un club de karate´
(34 nœuds), apre`s une dispute au sein de celui-ci ayant entraˆıne´ une se´paration des
membres en deux groupes (78 liens) [165].
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— football Ame´ricain : un re´seau d’e´quipes de football Ame´ricain dans lequel deux
e´quipes sont lie´es si elles ont joue´ un match pendant le championnat (115 nœuds,
616 liens) [70].
A.2.2 Re´seaux SNAP avec communaute´s “ve´rite´ de terrain”
Dans [163], les auteurs pre´sentent des jeux de donne´es de plusieurs re´seaux avec des
communaute´s connues :
— Un re´seau d’achats couple´s de produits Amazon : les nœuds sont des produits ven-
dus sur Amazon et il y a un lien entre deux produits qui sont achete´s fre´quemment
ensemble. Les communaute´s sont de´ﬁnies par une hie´rarchie de cate´gories de pro-
duits.
— Un re´seau de collaborations de scientiﬁques DBLP : les nœuds sont des auteurs
d’articles scientiﬁques et un lien relie deux co-auteurs. Les communaute´s sont des
confe´rences et les auteurs sont inclus dans les confe´rences ou` ils ont publie´.
— Des re´seaux sociaux en ligne ou` les nœuds sont des proﬁls lie´s par des liens d’amitie´.
Les communaute´s sont des cate´gories cre´e´es par les utilisateurs.
Cependant ces re´seaux sont tre`s incomplets, les communaute´s sont souvent tre`s partiel-
lement e´tiquete´es. Les auteurs proposent meˆme d’utiliser les nœuds ayant les meˆmes
e´tiquettes et e´tant dans la meˆme composante connexe (les nœuds ayant les meˆmes
e´tiquettes n’e´tant parfois pas connecte´s), ou d’utiliser les 5000 communaute´s ayant la
meilleure qualite´ suivant des fonctions ad hoc. Pour ces raisons, nous n’utiliserons que
peu ces re´seaux.
A.2.3 Re´seau de pages Wikipe´dia cate´gorise´es
Wikipe´dia est une encyclope´die en ligne fonctionnant sur le principe du wiki, c’est-a`-
dire que les utilisateurs peuvent eux-meˆmes cre´er et modiﬁer les pages. Ces pages sont lie´es
entre elles par des liens hypertextes. L’historique des modiﬁcations est archive´. Il existe de
plus des cate´gories auxquelles les pages peuvent appartenir et l’aﬀectation des pages aux
cate´gories est faite par les utilisateurs.
Nous avons utilise´ le re´seau de [121] qui a e´te´ construit en 2008 avec la totalite´ des
pages Wikipe´dia en anglais et les liens entre celles-ci. Ce re´seau est compose´ de :
— 2 070 486 pages Wikipe´dia correspondant aux nœuds du re´seau,
— 46 092 182 liens hypertextes entre ces pages ; nous utiliserons principalement la
version non-oriente´e contenant 42 336 692 liens,
— 265 432 cate´gories avec, de plus, une structure hie´rarchique de ces cate´gories illustre´e
par un re´seau de 543 722 liens dirige´s entre ces cate´gories. Il existe des cycles dans ce
re´seau. En eﬀet, ce re´seau e´tant cre´e´ par des utilisateurs, on arrive qu’une cate´gorie A
soit une sous-cate´gorie d’une cate´gorie B, que la cate´gorie B soit une sous-cate´gorie
de la cate´gorie C et que C soit a` son tour une sous-cate´gorie de A. Ce type de
boucle peut eˆtre enleve´ eﬃcacement, par exemple, a` l’aide de l’algorithme de´taille´
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dans [121]. On obtient alors un re´seau dirige´ sans cycle (Directed Acyclic Graph ou
DAG en anglais) de cate´gories me`res et ﬁlles : 265 432 cate´gories et 539 745 liens.
Au cours de la the`se, ce re´seau sera appele´ : re´seau Wikipe´dia 2008. Nous avons
e´galement re´-extrait ce re´seau de manie`re a` en avoir une version plus re´cente, le re´seau
e´quivalent date´ du 2 juillet 2012 est compose´ de :
— 4 030 943 nœuds,
— 253 128 051 liens oriente´s, ce qui donne 187 433 442 liens pour le re´seau syme´trise´,
— 874 761 cate´gories et un DAG de 2 157 687 liens oriente´s.
Au cours de la the`se, ce re´seau sera appele´ : re´seau Wikipe´dia 2012.
A.2.4 Re´seau social google scholar
Nous avons crawle´ google scholar en septembre 2014 de manie`re a` avoir le proﬁl de
chaque utilisateur avec ses co-auteurs et ses domaines de recherche. Nous avons fait une
exploration BFS (Breath First Search) en partant de l’utilisateur “NVX8nHgAAAAJ”,
soit “Maximilien Danisch”. Les co-auteurs et les domaines de recherche d’un utilisateur
sont renseigne´s par l’utilisateur lui-meˆme. La ﬁgure A.2 montre une capture d’e´cran d’un
proﬁl d’utilisateur.
Figure A.2 – Capture d’e´cran d’un proﬁl d’utilisateur google scholar. Les domaines de
recherche sont situe´s en haut sous le nom de l’utilisateur et les co-auteurs sont situe´s a`
droite.
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Nous avons ainsi obtenu un re´seau de :
— 287 426 nœuds,
— 2 153 962 liens dirige´s, ce qui donne 871 001 liens pour le re´seau rendu syme´trique
(en eﬀet un utilisateur indique lui-meˆme ses coauteurs ce qui donne lieu a` un re´seau
dirige´ bien que les liens de co-auteurs soient intrinse`quement dirige´s),
— 16 773 domaines de recherche.
Nous assimilerons les domaines de recherche renseigne´s par les utilisateurs a` des commu-
naute´s.
Au cours de la the`se, ce re´seau sera appele´ Google scholar.
A.2.5 Re´seau DBLP
Le Digital Bibliography & Library Project (DBLP, litte´ralement “Projet de bibliothe`que
et de bibliographie nume´rique”) est un site web publiant un catalogue de bibliographies en
informatique. Les articles, leurs citations et leurs domaines de recherche associe´s ont e´te´
crawle´s et rendus publics [38]. Le re´seau comporte :
— 233 659 nœuds (articles),
— 865 794 liens de citation (que l’on rend syme´trique),
— 24 domaines de recherche.
Au cours de la the`se, ce re´seau sera appele´ : re´seau DBLP.
A.2.6 Re´seau de requeˆtes pair-a`-pair
Nous avons e´galement travaille´ avec un re´seau de requeˆtes pair-a`-pair. Le jeu de donne´es
consiste en des requeˆtes par mots-clefs envoye´es par les utilisateurs d’eDonkey au moteur
de recherche de leur application cliente. La collecte des donne´es a eu lieu pendant 10
semaines en continu sur l’un des serveurs les plus importants du re´seau eDonkey [12]. Le
jeu de donne´es est constitue´ de 107 226 021 requeˆtes, provenant de 23 892 531 adresses IP
diﬀe´rentes, anonymise´es a` la vole´e. Chaque requeˆte est horodate´e et comporte un port de
communication ainsi que la liste des mots-clefs utilise´s pour la recherche.
Aﬁn d’obtenir des e´tiquettes pour ces donne´es correspondant a` une communaute´ “ve´rite´
de terrain”, nous utiliserons le travail de [91], ou` les auteurs ont pre´sente´ une me´thodologie
pour de´tecter les requeˆtes eﬀectue´es dans l’intention d’obtenir une classiﬁcation des conte-
nus a` caracte`re pe´dopornographique base´e uniquement sur la se´mantique des requeˆtes.
A.2.7 Re´seau social Twitter
Twitter est un outil tre`s largement utilise´ pour partager, rechercher et de´battre des
informations ou des e´ve`nements du quotidien. Twitter compte plus de 200 millions d’utili-
sateurs actifs. La quantite´ d’information e´change´e sur Twitter est conside´rable : 1 milliard
de tweets (courts messages de moins de 140 caracte`res) sont poste´s tous les deux jours
et demi [128]. Twitter est donc a` la fois un service de micro-blogging et un outil me´dia.
Mais Twitter est e´galement un service de re´seau social en ligne. En eﬀet, Twitter inclut de
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nombreux outils destine´s a` l’e´change entre utilisateurs. Par exemple pour voir les tweets
d’autres utilisateurs s’aﬃcher sur son ﬁl d’actualite´, il est ne´cessaire de s’abonner a` ces
utilisateurs. Si u s’abonne a` v, on dit que u suit v et on dit que u est un abonne´ de v.
Re´ciproquement, v est un abonnement de u.
Nous avons travaille´ sur un re´seau extrait de Twitter en 2009 et pre´sente´ dans [37]. Ce
re´seau consiste en 52 579 682 nœuds (comptes Twitter) et 1 963 263 821 liens dirige´s entre
ces utilisateurs, ce qui donne un re´seau asyme´trise´ de 1 614 106 500 liens non-dirige´s.
Au cours de la the`se, ce re´seau sera appele´ Twitter 2009.
Nous n’avons pas pu extraire d’autres re´seaux plus re´cents suﬃsamment grands pour
eˆtre inte´ressants a` cause des limitations impose´es par l’interface de programmation Twitter.
En eﬀet, actuellement, avec une requeˆte d’abonne´s (resp. d’abonnements), on peut obtenir
5000 abonne´s (resp. abonnements) d’un utilisateur donne´. Une requeˆte doit eˆtre eﬀectue´e
au travers d’un compte Twitter valide et le nombre de requeˆtes est limite´ a` une requeˆte par
minute. Ainsi avec plus de 200 millions d’utilisateurs, cela prendrait autour de 500 ans pour
crawler tout Twitter. Meˆme en utilisant 5000 comptes, il faudrait un mois pour crawler
tout Twitter. Cette ope´ration e´tant cependant laborieuse a` mettre en œuvre et contraire
a` la charte d’utilisation de l’API Twitter, nous ne nous sommes pas attarde´s dessus.
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