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IMAGES OF FUNCTION AND DISTRIBUTION
SPACES UNDER THE BARGMANN TRANSFORM
JOACHIM TOFT
Abstract. We consider a broad family of test function spaces and
their dual (distribution) space. The family includes Gelfand-Shilov
spaces, a family of test function spaces introduced by S. Pilipović.
We deduce different characterizations of such spaces, especially un-
der the Bargmann transform and the Short-time Fourier transform.
The family also include a test function space, whose dual space is
mapped by the Bargmann transform bijectively to the set of entire
functions.
0. Introduction
In the paper we consider a family of test function and distribu-
tion spaces, including Gelfand-Shilov spaces. The family also include a
family of functions and distribution spaces, named Pilipović test func-
tion and distribution spaces, respectively, essentially introduced by S.
Pilipovic in [22]. We show that those spaces which are invariant un-
der the Fourier transform may in convenient ways be characterized
by Hermite function expansions with simple conditions on the coef-
ficients. Furthermore we deduce that the Bargmann transform maps
these spaces into topological spaces of entire functions or power series
expansions, obeying convenient estimates. At the same time, character-
izations of these function and distribution spaces in terms of suitable
estimates of their short-time Fourier transforms with Gaussian windows
are deduced.
We also introduce a test function space, whose dual, or distribu-
tion space, is mapped bijectively to the set of entire functions, by the
Bargmann transform. Finally we introduce a broad family of modula-
tion spaces as subsets of the latter distribution space, and show that
these modulation spaces are quasi-Banach spaces. Here it is also shown
that Gelfand-Shilov and suitable Pilipović spaces of functions and dis-
tributions are obtained by suitable unions or intersections of this broad
family of modulation spaces.
One of the motivation for performing such investigations concerns
questions on global and detailed regularity properties for solutions to
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partial differential equations. An other motivation is to find suitable
test fundtion spaces which are dense and smaller than the Schwartz
space, S (Rd), and which possess suitable mapping properties under
the Fourier transform. The corresponding distribution spaces then be-
come larger than the set of tempered distributions, S ′(Rd), and the
mapping properties for the Fourier transform carry over to these distri-
bution spaces. For these reasons, the function and distribution spaces
above might put convenient frames.
In such contexts, the Gelfand-Shilov spaces, and spaces similar to
them, are often feasible. An important type of such spaces concern
Ss(Rd) (Σs(Rd)), s ≥ 0, and consists of all smooth functions f on Rd
such that
sup |xβDαf(x)| . h|α+β|(α!β!)s (0.1)
for some (for every) h > 0 (cf. [11]). (See [17] and Section 1 for nota-
tions.)
Evidently, Σs ⊆ Ss and Ss0 ⊆ S when s0 ≥ 0. If in addition s > 12
and s0 ≥ 12 , then these embeddings are dense, and therefore, S ′s ⊆ Σ′s
and S ′ ⊆ S ′s0 hold true for corresponding distribution spaces. On the
other hand, if s ≤ 1
2
and s0 <
1
2
, then Σs and Ss0 are trivial, i. e. they
are equal to {0} (cf. [11]).
There are also several other characterizations for Gelfand-Shilov spaces.
For example we have the following.
Proposition 0.1. Let s ≥ 1
2
(s > 1
2
), f ∈ S ′(Rd) and let cα(f) be the
Hermite coefficient of order α of f . Then the following conditions are
equivalent:
(1) f ∈ Ss(Rd) (f ∈ Σs(Rd));
(2) |f(x)| . e−r|x| 1s and |f̂(ξ)| . e−r|ξ| 1s for some (for every) r > 0;
(3) |cα(f)| . e−r|α|
1
2s for some (for every) r > 0.
Characterizations of the form given in Proposition 0.1 might be suit-
able in applications and can be carried over to other situations. For ex-
ample, in [6], Dasgupta and Ruzhansky establish similar equivalences
for functions defined on compact Lie groups, after the Gelfand-Shilov
spaces and the conditions on s are replaced by suitable Gevrey classes
and s > 0, respectively.
The equivalence between (1) and (2) in the previous proposition were
deduced by Eijndhoven in [7], and later on extended by Chung, Chung
and Kim in [5]. The equivalence between (1) and (3) can in an extended
form be found in e. g. [19].
The Pilipović space, Ss(R
d) (Σs(R
d))1 of order s ≥ 0, introduced
in [22] in the case s ≥ 1
2
, is the set of all smooth functions f on Rd
1Throughout the paper it is important to distinguish between the boldface char-
acters, Σ∗, S∗ etc. which denote Pilipović spaces, and non-boldface characters, Σ∗,
S∗ etc. which denote Gelfand-Shilov spaces.
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such that
‖HNf‖L∞ . hN (N !)2s, (0.2)
for some (for every) h > 0, where H = |x|2 − ∆ is the harmonic
oscillator. That is, when defining Ss(R
d) and Σs(R
d), each xj and Dj
in (0.1), in the definition of Ss(Rd) and Σs(Rd) should be replaced by
H
1
2 in (0.2).
It might not be surprising that Ss and Σs are similar to Ss and Σs,
respectively, when taking into account the similarities in the definitions
of these spaces.
In fact, we have
Ss(R
d) = Ss(Rd), when s ≥ 1
2
, (0.3)
Σs(R
d) = Σs(R
d), when s >
1
2
or s = 0, (0.4)
Ss(R
d) 6= {0}, Ss(Rd) = {0}, when s < 1
2
, (0.5)
and
Σs(R
d) 6= {0}, Σs(Rd) = {0}, when s ≤ 1
2
, s 6= 0. (0.6)
Here (0.6) in the case s = 1
2
, (0.3) and (0.4) was proved already in [22].
Furthermore, the arguments in [22] also show that (0.5) and (0.6) hold
for any admissible s, since Ss(R
d) and Σs(R
d) contain all Hermite
functions on Rd for such choices of s.
The set Σ(Rd) = Σ 1
2
(Rd) is of peculiar interests, because it is the
largest test function space among the sets Σs(R
d) and Ss(R
d) which
at the same time is not a Gelfand-Shilov space.
In Section 2 we introduce a family of test function spaces, denoted
by Hs(Rd) and H0,s(Rd), s ≥ 0, and contains all smooth functions f
on Rd such that its Hermite coefficients satisfy
|cα(f)| . e−r|α|
1
2s
for some (for every) r > 0. By Proposition 0.1 it follows that Hs = Ss
when s ≥ 1
2
and H0,s = Σs when s > 12 . In Section 4 we extend these
relations into Hs = Ss and H0,s = Σs for every s > 0.
In Section 2 we also consider test function spaces, denoted byH♭σ(Rd)
and H0,♭σ(Rd), σ > 0, where the assumptions on the Hermite coeffi-
cients above are replaced by
|cα(f)| . r|α|(α!)− 12σ .
It follows that these spaces contains any Ss when s <
1
2
, but are smaller
and dense in Σ(Rd). Hence, their duals H′♭σ(Rd) andH′0,♭σ(Rd), respec-
tively, contain Σ′(Rd).
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A motivations for considering these spaces is the convenient mapping
properties of the Bargmann transform on these spaces. More precisely,
in Section 3 we deduce that any set of entire functions
{F ∈ A(Cd) ; |F (z)| . er|z|τ for every r > 0 },
{F ∈ A(Cd) ; |F (z)| . er|z|τ for some r > 0 },
(0.7)
when τ > 0, as well as A(Cd), and the set of all functions which are
defined and analytic near origin in Cd, are counter images of the spaces
H0,♭σ(Rd), H♭σ(Rd), H0, 1
2
(Rd)
H′
0, 1
2
(Rd), H′♭σ(Rd) and H′0,♭σ(Rd),
for suitable choices of σ. (See Theorem 3.1 or the tables in Section 6.)
More precisely, beside
H0,s(Rd), Hs(Rd), H′s(Rd), H′0,s(Rd), s ≥ 0 or s = ♭σ, (0.8)
we also introduce
A0,s(C
d), As(C
d), A′s(C
d), A′0,s(C
d), s ≥ 0 or s = ♭σ, (0.9)
of suitable topological spaces of power series on Cd, in Section 2. From
the definitions it follows that the Bargmann transform is homeomor-
phic from the former spaces to the latter ones. Hence, the duals of
A0,s(C
d) and As(C
d) can be identified with A′0,s(C
d) and A′s(C
d),
respectively. In Sections 3 and 4 we show that the spaces in (0.9) are
convenient spaces of entire functions, e. g. of the form (0.7). A separate
case appears when s < 1
2
, and in this situation the estimates on F in
(0.7) should be replaced by
|F (z)| . er(log〈z〉
1
1−2s
(cf. [9, Theorem 10]). We refer to the tables in the end of Section 6 for
a more comprehensive explanation of these image properties.
In the second part of Section 3 we show that H′♭1 might be feasible
when defining broad families of modulation spaces, with minimal re-
strictions on the involved weight functions. In fact, it is here proved
that if the modulation spaces are defined in the background of H′♭1 ,
then these spaces are complete. In Section 3 we also deduce that the
test function space SC , introduced by Gröchenig in [15], agrees with
H♭1 .
In the same manner we consider the Gelfand-Shilov spaces Ss0t0 (Rd)
and Σst (R
d), and their distribution spaces (Ss0t0 )′(Rd) and (Σst )′(Rd).
These spaces and the Pilipović spaces, are related to each others by
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the relations (0.3)–(0.6), and
Σ(Rd) ⊆ Ss0t0 (Rd) ⊆ Σst (Rd) ⊆ Sst (Rd) ⊆ S (Rd)
⊆ S ′(Rd) ⊆ (Sst )′(Rd) ⊆ (Σst )′(Rd) ⊆ (Ss0t0 )′(Rd) ⊆ Σ′(Rd),
when
1
2
≤ s0 < s and 1
2
≤ t0 < t, (0.10)
and
Σs1(R
d) ⊆ Ss1(Rd) ⊆ Σs2(Rd) when s1 < s2. (0.11)
In Section 5 we describe the images of Σst , Sst and their duals under
the Bargmann transform, for suitable s and t. (See also [4] for sub
results.) For example, since Hs(Rd) = Ss(Rd) when s ≥ 12 , it follows
from the image properties of the Bargmann properties on Pilipović
spaces that the mappings
Vd :Ss(Rd)→As(Cd)
Vd :S ′s(Rd)→A′s(Cd)
(0.12)
are bijective, which in terms of the the characterization results in Sec-
tions 3 and 4 can be described as.
As(C
d) = {F ∈ A(Cd) ; |F (z)| . e |z|
2
2
−r|z|
1
s , for some r > 0 } (0.13)
and
A
′
s(C
d) = {F ∈ A(Cd) ; |F (z)| . e |z|
2
2
+r|z|
1
s , for every r > 0 },
(0.14)
for such choices of s. In Section 5 we, more generally, characterize all
the Gelfand-Shilov spaces of functions and distributions in (0.10) in
such ways (cf. Theorem 5.2).
Since short-time Fourier transforms with the standard Gaussian as
window functions carry over to corresponding Bargmann transforms
by simple manipulations, the mapping results for the Bargmann trans-
form also lead to characterizations of Gelfand-Shilov spaces, Pilipović
spaces and their duals in terms of estimates on the short-time Fourier
transforms (see Remark 4.6 and Proposition 6.5). For example, let Vφf
be the short-time Fourier transform of f with respect to the stan-
dard Gaussian function φ as the window function. Then it follows from
(0.13), (0.14) and corresponding mapping properties for Σs(R
d) and
Σ
′
s(R
d) that if s = 1
2
, then f ∈ Ss(Rd) (f ∈ Σs(Rd)), if and only if
|Vφf(x, ξ)| . e−
|x|2+|ξ|2
4(1+r) ,
for some (for every) r > 0, and f ∈ S ′s(Rd) (f ∈ Σ′s(Rd)), if and only
if
|Vφf(x, ξ)| . e
r(|x|2+|ξ|2)
4 ,
5
for every (for some) r > 0 (see Proposition 6.5).
In Section 6 we present some consequences and further remarks.
It is here proved that every Pilipović space are invariant under frac-
tional Fourier transforms. Here it is also shown that Pilipović spaces
which are not Gelfand-Shilov spaces are neither invariant under dila-
tions nor algebras. Evidently, such properties are important when dis-
cussing problems for partial differential equations, and it is expected
that the absence of such properties have bad impact on the applicabil-
ity of such spaces. On the other hand, in Section 6 we also deduce that
the Pilipović spaces are invariant under actions of linear partial dif-
ferential operators with polynomial coefficients. Hence, it makes sense
to discuss this class of operators in the framework of Pilipović spaces.
Note that most of operators which appear in physics and engineering
belong to this class.
In Section 6 we also give examples on extension of the notion of
Pilipović spaces in terms of counter images of suitable spaces of entire
functions under the Bargmann transform. For example, we give a def-
inition of spaces Σst (R
d) and Sst (R
d) when s ≥ 0 or s = ♭σ and t ≥ 0
or t = ♭σ such that S
s
t = Sst when s, t ≥ 12 , Σst = Σst when s, t > 12 , and
Σ
s
s = Σs, S
s
s = Ss for general s.
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1. Preliminaries
In this section we recall some basic facts. We start by discussing
Gelfand-Shilov spaces and their properties. Thereafter we recall the
definition of Pilipović spaces and some of their properties. Then we
recall some facts on modulation spaces. Finally we recall the Bargmann
transform and some of its mapping properties, and introduce suitable
classes of entire functions on Cd.
1.1. Gelfand-Shilov spaces. We start by recalling some facts on
Gelfand-Shilov spaces. Let 0 < h, s, t ∈ R be fixed. Then Ss,h(Rd)
consists of all f ∈ C∞(Rd) such that
‖f‖Sst,h ≡ sup
|xβ∂αf(x)|
h|α+β|α!s β!t
(1.1)
is finite. Here the supremum should be taken over all α, β ∈ Nd and
x ∈ Rd.
Obviously Sts,h is a Banach space, contained in S , and which in-
creases with h, s and t and Sts,h →֒ S . Here and in what follows we
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use the notation A →֒ B when the topological spaces A and B sat-
isfy A ⊆ B with continuous embeddings. Furthermore, if s, t > 1
2
, or
s = t = 1
2
and h is sufficiently large, then Sst,h contains all finite linear
combinations of Hermite functions. Since such linear combinations are
dense in S and in Sst,h, it follows that the dual (Sst,h)′(Rd) of Sst,h(Rd)
is a Banach space which contains S ′(Rd), for such choices of s and t.
The Gelfand-Shilov spaces Sst (Rd) and Σst (Rd) are defined as the
inductive and projective limits respectively of Sst,h(Rd). This implies
that
Sst (Rd) =
⋃
h>0
Sst,h(Rd) and Σst (Rd) =
⋂
h>0
Sst,h(Rd), (1.2)
and that the topology for Sst (Rd) is the strongest possible one such
that the inclusion map from Sst,h(Rd) to Sst (Rd) is continuous, for every
choice of h > 0. The space Σst (R
d) is a Fréchet space with seminorms
‖ · ‖Sst,h, h > 0. Moreover, Σst (Rd) 6= {0}, if and only if s + t ≥ 1 and
(s, t) 6= (1
2
, 1
2
), and Sst (Rd) 6= {0}, if and only if s+ t ≥ 1.
The Gelfand-Shilov distribution spaces (Sst )′(Rd) and (Σst )′(Rd) are
the projective and inductive limit respectively of (Sst,h)′(Rd). This means
that
(Sst )′(Rd) =
⋂
h>0
(Sst,h)′(Rd) and (Σst )′(Rd) =
⋃
h>0
(Sst,h)′(Rd). (1.2)′
We remark that in [11] it is proved that (Sst )′(Rd) is the dual of Sst (Rd),
and (Σst )
′(Rd) is the dual of Σst (R
d) (also in topological sense). For
conveniency we set
Ss = Sss , S ′s = (Sss )′, Σs = Σss and Σ′s = (Σss)′.
For every admissible s, t > 0 and ε > 0 we have
Σst (R
d) →֒ Sst (Rd) →֒ Σs+εt+ε (Rd)
and (Σs+εt+ε )
′(Rd) →֒(Sst )′(Rd) →֒ (Σst )′(Rd).
(1.3)
A convenient basis for Gelfand-Shilov spaces on Rd concerns the set
of Hermite functions, {hα}α∈Nd on Rd, where the Hermite function hα
of order α ∈ Nd is defined by
hα(x) = π
− d
4 (−1)|α|(2|α|α!)− 12 e |x|
2
2 (∂αe−|x|
2
).
It follows that
hα(x) = ((2π)
d
2α!)−1e−
|x|2
2 pα(x),
for some polynomial pα on R
d, which is called the Hermite polynomial
of order α.
The set {hα}α∈Nd is an orthonormal basis for L2(Rd). It is also a
basis for the Schwartz space and its distribution space, and for any Σst
when s, t > 1
2
, Sst when s, t ≥ 12 and their distribution spaces. They
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are also eigenfunctions to the Harmonic oscillator H ≡ |x|2 −∆. More
precisely, we have
Hhα = (2|α|+ d)hα, H ≡ |x|2 −∆.
From now on we let F be the Fourier transform which takes the
form
(Ff)(ξ) = f̂(ξ) ≡ (2π)− d2
∫
Rd
f(x)e−i〈x,ξ〉 dx
when f ∈ L1(Rd). Here 〈 · , · 〉 denotes the usual scalar product on Rd.
The map F extends uniquely to homeomorphisms on S ′(Rd), from
(Sst )′(Rd) to (Sts)′(Rd) and from (Σst )′(Rd) to (Σts)′(Rd). Furthermore,
F restricts to homeomorphisms on S (Rd), from Sst (Rd) to Sts(Rd) and
from Σst (R
d) to Σts(R
d), and to a unitary operator on L2(Rd). Similar
facts hold true when s = t and the Fourier transform is replaced by a
partial Fourier transform.
Gelfand-Shilov spaces and their distribution spaces can in conve-
nient ways be characterized by means of estimates of short-time Fourier
transforms, (see e. g. [16, 26]). We here recall the details and start by
giving the definition of the short-time Fourier transform.
Let φ ∈ S ′s(Rd) be fixed. Then the short-time Fourier transform Vφf
of f ∈ S ′s(Rd) with respect to the window function φ is the Gelfand-
Shilov distribution on R2d, defined by
Vφf(x, ξ) ≡ (F2(U(f ⊗ φ)))(x, ξ) = F (f φ( · − x))(ξ),
where (UF )(x, y) = F (y, y−x). Here F2F is the partial Fourier trans-
form of F (x, y) ∈ S ′s(R2d) with respect to the y variable. If f, φ ∈
Ss(Rd), then it follows that
Vφf(x, ξ) = (2π)
− d
2
∫
f(y)φ(y − x)e−i〈y,ξ〉 dy.
In the sequel, A . B means that A ≤ cB for a suitable constant
c > 0. We also set A ≍ B when A . B and B . A.
Proposition 1.1. Let s, t, s0, t0 > 0 be such that s0 + t0 ≥ 1, s0 ≤ s
and t0 ≤ t. Also let φ ∈ Ss0t0 (Rd) \ 0 and f ∈ (Ss0t0 )′(Rd). Then the
following is true:
(1) f ∈ Sst (Rd), if and only if
|Vφf(x, ξ)| . e−r(|x|
1
t +|ξ|
1
s ), (1.4)
holds for some r > 0;
(2) if in addition (s0, t0) 6= (12 , 12) and φ ∈ Σs0t0 (Rd), then f ∈
Σst (R
d), if and only if (1.5) holds for every r > 0.
A proof of Theorem 1.1 can be found in e. g. [16] (cf. [16, Theorem
2.7]). The corresponding result for Gelfand-Shilov distributions is the
following improvement of [26, Theorem 2.5].
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Proposition 1.2. Let s, t, s0, t0 > 0 be such that s0 + t0 ≥ 1, s0 ≤ s
and t0 ≤ t. Also let φ ∈ Sst (Rd) \ 0 and f ∈ (Ss0t0 )′(Rd). Then the
following is true:
(1) f ∈ (Sst )′(Rd), if and only if
|Vφf(x, ξ)| . er(|x|
1
t +|ξ|
1
s ), (1.5)
holds for every r > 0;
(2) if in addition (s0, t0) 6= (12 , 12) and φ ∈ Σs0t0 (Rd), then f ∈
(Σst )
′(Rd), if and only if (1.5) holds for some r > 0.
We note that in (2) in [26, Theorem 2.5] it should stay (Σst )
′(Rd) in-
stead of Σst (R
d). In Section 5 we show that Proposition 1.2 (1) remains
true also in the case s = t = 1
2
and φ is a Gaussian.
Proof. The assertion (2) is the same as (2) in [26, Theorem 2.5].
Let p ∈ [1,∞] and let Qpr(Rd) be the set of all φ ∈ Lploc(Rd) such
that
‖φ‖Qpr ≡ ‖φer| · |
1
t ‖Lp + ‖φ̂er| · |
1
s ‖Lp
is finite. By [5,7] it follows that Sst (Rd) is the inductive limit of Qpr(Rd)
with respect to r > 0, also in topological sense. Hence, if f ∈ (Sst )′(Rd),
then
|(f, φ)| . ‖φ‖Qpr , φ ∈ Sst (Rd),
for every r > 0.
Now assume that φ ∈ Sst (Rd) is fixed. Then there is an r0 > 0 such
that φ ∈ Qpε(Rd) for every ε ∈ (0, r0]. Hence, for such ε we have
|Vφf(x, ξ)| = |(f, φ( · − x)ei〈 · ,ξ〉)|
‖φ( · − x)eε| · |
1
t ‖Lp + ‖φ̂( · − ξ)eε| · |
1
s ‖Lp
. eεc|x|
1
t + eεc|ξ|
1
s
. eεc(|x|
1
t +|ξ|
1
s ),
which implies that (1.5) holds for every r > 0.
On the other hand, assume that (1.5) holds for every r > 0, and let
ψ ∈ Ss0t0 (Rd). By Moyal’s identity
(f, ψ) = ‖φ‖−2L2 (Vφf, Vφψ),
Proposition 1.1 and (1.5), and the fact that Ss0t0 is dense in Sst , it follows
that the (f, ψ) extends uniquely to any ψ ∈ Sst (Rd), and that
|(f, ψ)| . ‖ψ‖Q∞r ,
for every r > 0. Hence, f ∈ (Sst )′(Rd), which gives the result. 
Remark 1.3. The short-time Fourier transform can also be used to
identify elements in S (Rd) and in S ′(Rd). In fact, if φ ∈ S (Rd) \ 0
and f ∈ (S 1
2
)′(Rd), then the following is true:
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(1) f ∈ S (Rd), if and only if for every N ≥ 0, it holds
|Vφf(x, ξ)| . 〈x, ξ〉−N ;
(2) f ∈ S ′(Rd), if and only if for some N ≥ 0, it holds
|Vφf(x, ξ)| . 〈x, ξ〉N ;
(Cf. [15, Chapter 12].)
1.2. The Pilipović spaces. Next we consider spaces which are ob-
tained by suitable estimates of Gelfand-Shilov or Gevrey type, after
the operator xβ∂α in (1.1) is replaced by powers of the harmonic oscil-
lator H = |x|2 −∆. If s0 ≥ 12 and s > 12 , then it turns out that this is
merely an alternative approach for obtaining the Gelfand-Shilov spaces
Ss0(Rd) and Σs(Rd), respectively. (Cf. [12, 21, 22].)
Let h > 0, s ≥ 0 and let Sh,s(Rd) be the set of all f ∈ C∞(Rd) such
that
‖f‖Sh,s ≡ sup
N≥0
‖HNf‖L∞
hN (N !)2s
<∞. (1.6)
Then Sh,s(R
d) is a Banach space. If s > 0, then Sh,s(R
d) contains
all Hermite functions. Furthermore, if s = 0, and α ∈ Nd satisfies
2|α|+ d ≤ h, then hα ∈ Sh,s(Rd).
We let
Σs(R
d) ≡
⋂
h>0
Sh,s(R
d) and Ss(R
d) ≡
⋃
h>0
Sh,s(R
d),
and equip these spaces by projective and inductive limit topologies,
respectively, of Sh,s(R
d), h > 0.
In [21, 22], Pilipović proved
Ss(Rd) = Ss(Rd), s ≥ 1
2
, and Σs(R
d) = Σs(R
d), s >
1
2
. (1.7)
On the other hand, Σs(R
d) is trivially equal to {0} when s ≤ 1
2
, while
any Hermite function hα fulfills (1.6) for every h > 0, when 0 < s ≤ 12 .
Hence,
Σs(R
d) = Σs(R
d), s >
1
2
and
Σs(R
d) 6= Σs(Rd) = ∅ 0 < s ≤ 1
2
.
We call Σs(R
d) the Pilipović space (of Beurling type) of order s ≥ 0
on Rd. For conveniency we set Σ(Rd) ≡ Σ 1
2
(Rd), and call this space
the Pilipović space on Rd.
Similarly, Ss(R
d) is called the Pilipović space (of Roumieu type) of
order s ≥ 0 on Rd. It follows that Ss(Rd) = Ss(Rd) when s ≥ 12 , but
∅ = Ss(Rd) 6= Ss(Rd) when 0 ≤ s < 12 .
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Remark 1.4. At first glance, the spaces Σs(R
d) for s ≤ 1
2
and Ss(R
d)
for s < 1
2
seem to fit well in the family of Gelfand-Shilov spaces, and
it is tempting to put Σs(R
d) = Σs(R
d) and Ss(Rd) = Ss(Rd) for such
choices of s. Such approach is also justified by (1.3) and the embeddings
S0(R
d) ⊆ Σs(Rd) ⊆ Ss(Rd) ⊆ Σs+ε(Rd), s, ε > 0,
which follow by straight-forward computations.
On the other hand, for such choices of s, it is for several reasons
appropriate to distinguish between Σs(R
d) and Ss(R
d), and the trivial
spaces Σs(R
d) and Ss(Rd). In fact, the following holds true:
(1) for every s, t > 0, the spaces Σst (R
d) and Sst (Rd), and their
duals, are invariant under the dilation map f 7→ f(λ · ), for
every λ ∈ R \ 0. On the other hand, Σs(Rd) when s ≤ 12 and
Ss(R
d) when s < 1
2
, are not invariant under such dilations in
view of Corollary 6.4 in Section 4.
(2) Additionally to (1.3) we also have
Σs1t1 (R
d) ⊆ Σs2t2 (Rd) and Ss1t1 (Rd) ⊆ Ss2t2 (Rd)
when 0 < s1 ≤ s2, 0 < t1 ≤ t2. (1.8)
Now let φ(x) = h0(x) = π
− d
4 e−
|x|2
2 . Then φ ∈ Σ 1
2
(Rd). On
the other hand, we have that f ∈ Σst (Rd), if and only if
|f(x)| . e−r|x|
1
t and |f̂(ξ)| . e−r|ξ|
1
s ,
for every r > 0. (Cf. e. g. [5, 20].) This implies that Σst (R
d)
contains no Gauss functions when s + t > 1, and s = 1
2
or
t = 1
2
. In particular, φ /∈ Σst (Rd) for such choices of s and t.
Consequently, if we set Σ 1
2
(Rd) equals to Σ 1
2
(Rd), then (1.8)
fails to hold when s1 = t1 =
1
2
, s2 + t2 > 1, and s2 = s1 or
t2 = t1.
The dual spaces of Sh,s(R
d), Σs(R
d) and Ss(R
d) are denoted by
S
′
h,s(R
d), Σ′s(R
d) and S ′s(R
d), respectively. In Section 4 it is proved
that the supremum norm in (1.6) can be replaced by any Lp norm when
defining Σs(R
d) and Ss(R
d), and their topologies (cf. Proposition 4.1).
As a consequence,
Σ
′
s(R
d) =
⋃
h>0
S
′
h,s(R
d)
when s > 0 and
S
′
s(R
d) =
⋂
h>0
S
′
h,s(R
d)
when s ≥ 0, with inductive respective projective limit topologies of
S
′
h,s(R
d), h > 0.
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Since Gauss kernels are in background of the most essential parts of
our analysis, we restrict our considerations to involve the spaces
Σs0+ε(R
d), Ss0(R
d), Σs+εt+ε (R
d), Sst (Rd), S (Rd),
when s0 ≥ 0, s, t ≥ 12 and ε > 0, as well as corresponding distribution
spaces. For the other situations, other types of analysis are needed in
view of (2) in Remark 1.4, and is postponed for the future.
Remark 1.5. We note that in [12, 13] it is proved that other elliptic
operators can be used to define Σs when s >
1
2
, and Ss when s ≥
1
2
, instead of the harmonic oscillator. Furthermore, in [13] it is also
proved that the spaces which correspond to Σ are again non-trivial,
but in general different from Σ. The latter fact is also a consequence
of Corollary 6.4 in Section 6. In fact, let f be smooth and let c > 0 be
such that c 6= 1. Then f fulfills (1.6) for every h > 0 after H is replaced
by c|x|2 − ∆, if and only if x 7→ f(c1/4x) belongs to Σ. On the other
hand, Σ is not invariant under dilations in view of Corollary 6.4.
1.3. Modulation spaces. We start by discussing general properties
on the involved weight functions. A weight on a Borel set Ω ⊆ Rd is a
positive function ω such that ω and 1/ω belong to L∞loc(Ω).
We recall that if ω and v are weights on Rd, then ω is called v-
moderate, or moderate, if
ω(x+ y) . ω(x)v(y), x, y ∈ Rd. (1.9)
(Cf. [15].) The set of moderate weights on Rd is denoted by PE(R
d).
If v here above can be chosen as a polynomial, then ω is called poly-
nomially moderate. The set of polynomially moderate weights on Rd is
denoted by P(Rd).
We note that v above put limits of the size on ω, since (1.9) implies
v(−x)−1 . ω(x) . v(x).
For the larger families of weights in [26], the condition (1.9) is relaxed
into
ω(x) . ω(x+ y) . ω(x) when Rc ≤ |x| ≤ c|y| , R ≥ 2, (1.10)
or
ω(x)2 . ω(x+ y)ω(x− y) . ω(x)2
when Rc ≤ |x| ≤ c|y| , R ≥ 2, (1.10)
′
Evidently, if (1.9) holds then (1.10) is true, and if (1.10) holds then
(1.10)′ is true.
We recall that is (1.10) fulfilled for the weights
ω1(x) = 〈x〉s and ω2(x) = er|x|
1
t ,
12
when r, s ∈ R and t ≥ 1
2
. On the other hand, ω2 /∈ PE(Rd) when
t < 1. We also recall that
C−1e−c|x|
2 ≤ ω(x) ≤ Cec|x|2, (1.11)
holds for some positive constants c and C when ω satisfies (1.10) or
(1.10)′, in view of [26, Proposition 2.13].
Definition 1.6. Let ω be a weight on Rd.
(1) PQ(R
d) is the set of all weights ω on Rd such that (1.10)′ holds
for some positive constants c and C;
(2) P0Q(R
d) is the set of all weights ω ∈ PQ(Rd) such that for
every c > 0, there is a constant C > 0 such that (1.11) holds.
(3) The set Ω ⊆ PQ(Rd) is called an admissible family of weights,
if there is a rotation invariant function 0 < ω0(x) ∈ L∞loc(Rd) ∩
L1(Rd) which decreases with |x| and such that
ω · ω0 ∈ Ω and ω/ω0 ∈ Ω when ω ∈ Ω.
Example 1.7. Every family in Definition 1.6 are admissible. Moreover,
if ω0 ∈ PQ(Rd) and Ω is a family of admissible weights, then
(1) { 〈 · 〉N ; N ∈ Z } is admissible;
(2) ω0 · Ω ≡ {ω0ω ; ω ∈ Ω } is admissible.
In what follows we let B be a mixed quasi-norm space on Rd. This
means that for some p1, . . . , pn ∈ (0,∞] and vector spaces
V1, . . . , Vn ⊆ Rd such that V1 ⊕ · · · ⊕ Vn = Rd, (1.12)
then B = Bn, where Bj, j = 1, . . . , n is inductively defined by
Bj =
{
Lp1(V1), j = 1
Lpj(Vj ;Bj−1), j = 2, . . . , n.
(1.13)
The minimal exponent min(p1, . . . , pn) is denoted by ν1(B), and the
quasi-norm of B is given by ‖f‖B ≡ ‖Fn−1‖Lpn(Vn), where F0 = f and
Fj(xj+1, . . . , xn) = ‖Fj−1( · , xj+1, . . . , xn)‖Lpj (Vj), j = 1, . . . , n− 1.
Let p, q ∈ (0,∞], and Lp,q(R2d) be the quasi-Banach spaces, which
consist of all measurable F on R2d such that
‖F‖Lp,q ≡
(∫
Rd
(∫
Rd
|F (x, ξ)|p dx
)q/p
dξ
)1/q
<∞ .
(with obvious modifications when p = ∞ or q = ∞). It follows that
Lp,q(R2d) is a mixed quasi-norm spaces.
The definition of modulation spaces is given in the following.
Definition 1.8. Let B be a mixed quasi-norm space on R2d, ω ∈
PQ(R
2d), and let
φ(x) = π−
d
4 e−
|x|2
2 . (1.14)
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Then the modulation space M(ω,B) consists of all f ∈ Σ′(Rd) such
that
‖f‖M(ω,B) ≡ ‖Vφf ω‖B <∞. (1.15)
We also set Mp,q(ω)(R
d) = M(ω, Lp,q(R2d)), and Mp(ω) = M
p,p
(ω). Further-
more, if in addition ω = 1, then we set Mp,q = Mp,q(ω) and M
p = Mp(ω).
In [26], it is assumed that f in Definition 1.8 should belong to S ′1
2
(Rd)
instead of the larger class Σ′(Rd). This implies that the modulation
spaces might be larger in Definition 1.8 compared to [26]. On the other
hand, if ω belongs to P0Q(R
2d) and f ∈ M(ω,B), then f ∈ S ′1
2
(Rd) by
Theorem 5.2 in Section 5.
If ω here above is a moderate weight, then it can be proved that the
condition (1.15) is independent of the choice of φ ∈ Σ1(Rd)\0, and that
different choices of φ gives rise to equivalent norms (see e. g. Proposition
1.5 in [27]). On the other hand, for general weights in PQ(R
2d), such
invariance property seems to not yield.
1.4. Spaces of entire functions and the Bargmann transform.
We shall now consider the Bargmann transform which is defined by the
formula
(Vdf)(z) = π
− d
4
∫
Rd
exp
(
− 1
2
(〈z, z〉 + |y|2) + 2 12 〈z, y〉
)
f(y) dy,
when f ∈ L2(Rd) (cf. [1]). We note that if f ∈ L2(Rd), then the
Bargmann transform Vdf of f is the entire function on C
d, given by
(Vdf)(z) =
∫
Rd
Ad(z, y)f(y) dy,
or
(Vdf)(z) = 〈f,Ad(z, · )〉, (1.16)
where the Bargmann kernel Ad is given by
Ad(z, y) = π
− d
4 exp
(
− 1
2
(〈z, z〉 + |y|2) + 2 12 〈z, y〉
)
.
Here
〈z, w〉 =
d∑
j=1
zjwj, when z = (z1, . . . , zd) ∈ Cd
and w = (w1, . . . , wd) ∈ Cd,
and otherwise 〈 · , · 〉 denotes the duality between test function spaces
and their corresponding duals. We note that the right-hand side in
(1.16) makes sense when f ∈ S ′1
2
(Rd) and defines an element in A(Cd),
since y 7→ Ad(z, y) can be interpreted as an element in S 1
2
(Rd) with
values in A(Cd). Here and in what follows, A(Ω) denotes the set of
analytic functions on the open set Ω ⊆ Cd.
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It was proved in [1] that f 7→ Vdf is a bijective and isometric map
from L2(Rd) to the Hilbert space A2(Cd) ≡ B2(Cd) ∩ A(Cd), where
B2(Cd) consists of all measurable functions F on Cd such that
‖F‖B2 ≡
(∫
Cd
|F (z)|2dµ(z)
) 1
2
<∞. (1.17)
Here dµ(z) = π−de−|z|
2
dλ(z), where dλ(z) is the Lebesgue measure on
C
d. We recall that A2(Cd) and B2(Cd) are Hilbert spaces, where the
scalar product are given by
(F,G)B2 ≡
∫
Cd
F (z)G(z) dµ(z), F, G ∈ B2(Cd). (1.18)
If F,G ∈ A2(Cd), then we set ‖F‖A2 = ‖F‖B2 and (F,G)A2 = (F,G)B2 .
Furthermore, Bargmann proved that there is a convenient reproduc-
ing. formula on A2(Cd). More precisely, let
(ΠAF )(z) ≡
∫
Cd
F (w)e(z,w) dµ(w), (1.19)
when FeR| · |−| · |
2 ∈ L1(Cd), for every R ≥ 0. Here
(z, w) =
d∑
j=1
zjwj, when z = (z1, . . . , zd) ∈ Cd
and w = (w1, . . . , wd) ∈ Cd,
is the scalar product of z ∈ Cd and w ∈ Cd. Then it is proved in [1, 2]
that ΠAF = F when F ∈ A2(Cd).
In [1] it is also proved that
Vdhα = eα, where eα(z) ≡ z
α
√
α!
, z ∈ Cd. (1.20)
In particular, the Bargmann transform maps the orthonormal basis
{hα}α∈Nd in L2(Rd) bijectively into the orthonormal basis {eα}α∈Nd
of monomials in A2(Cd). Furthermore, if f, g ∈ L2(Rd) and F,G ∈
A2(Cd) are given by
f =
∑
α∈Nd
aαhα, g =
∑
α∈Nd
bαhα
F =
∑
α∈Nd
aαeα, G =
∑
α∈Nd
bαeα
(1.21)
then F = Vdf , G = Vdg and
(f, g)L2 = (F,G)A2 =
∑
α∈Nd
aαbα (1.22)
Here and in what follows, ( · , · )L2(Rd) and ( · , · )A2(Cd) denote the scalar
products in L2(Rd) and A2(Cd), respectively.
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Next we recall the link between the Bargmann transform and the
short-time Fourier transform f 7→ Vφf , when φ is given by (1.14). Let
S be the dilation operator given by
(SF )(x, ξ) = F (2−
1
2x,−2− 12 ξ), (1.23)
when F ∈ L1loc(R2d). Then it follows by straight-forward computations
that
(Vdf)(z) = (Vdf)(x+ iξ) = (2π)
d
2 e
1
2
(|x|2+|ξ|2)e−i〈x,ξ〉Vφf(2
1
2x,−2 12 ξ)
= (2π)
d
2 e
1
2
(|x|2+|ξ|2)e−i〈x,ξ〉(S−1(Vφf))(x, ξ), (1.24)
or equivalently,
Vφf(x, ξ) = (2π)
− d
2 e−
1
4
(|x|2+|ξ|2)e−i〈x,ξ〉/2(Vdf)(2
− 1
2x,−2− 12 ξ).
= (2π)−
d
2 e−i〈x,ξ〉/2S(e−
| · |2
2 (Vdf))(x, ξ). (1.25)
We observe that (1.24) and (1.25) can be formulated into
Vd = UV ◦ Vφ, and U−1V ◦Vd = Vφ,
where UV is the linear, continuous and bijective operator on D
′(R2d) ≃
D ′(Cd), given by
(UVF )(x, ξ) = (2π)
d
2 e
1
2
(|x|2+|ξ|2)e−i〈x,ξ〉F (2
1
2x,−2 12 ξ). (1.26)
Definition 1.9. Let ω be a weight on R2d, B be a mixed quasi-norm
space on R2d ≃ Cd, and let r > 0 be such that r ≤ ν1(B).
(1) The space B(ω,B) is the modified weighted B-space which
consists of all F ∈ Lrloc(R2d) = Lrloc(Cd) such that
‖F‖B(ω,B) ≡ ‖(U−1V F )ω‖B <∞.
Here UV is given by (1.26);
(2) The space A(ω,B) consists of all F ∈ A(Cd) ∩ B(ω,B) with
topology inherited from B(ω,B).
We note that the spaces in Definition 1.9 are normed spaces when
ν1(B) ≥ 1.
For convenience we set ‖F‖B(ω,B) = ∞, when F /∈ B(ω,B) is mea-
surable, and ‖F‖A(ω,B) = ∞, when F ∈ A(Cd) \ B(ω,B). We also
set
Ap,q(ω)(C
d) = A(ω, Lp,q(Cd)) and Ap(ω) = A
p,p
(ω).
The following result follows from Theorems 3.4 and 5.1 in [26], and
justify the definition of the spaces in Definition 1.9.
Proposition 1.10. Let ω ∈ P0Q(R2d), B be a mixed quasi-norm space
on R2d and let φ be as in (1.14). Then the following is true:
(1) the map Vd is an isometric bijection from M(ω,B) to A(ω,B);
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(2) the map ΠA is a continuos projection from B(ω,B) to A(ω,B).
The case ω = 1 and B = L2 was proved already in [1]. In Section 3
we extend Proposition 1.10 (1) in such way that the only assumption
ω ∈ P0Q(R2d) is that it should be a weight on R2d.
Let Dr(z0) be the polydisc
{ z = (z1, . . . , zd) ∈ Cd ; |zj − z0,j| < rj , j = 1, . . . , d },
with respect to
z0 = (z0,1, . . . , z0,d) ∈ Cd, and r = (r1, . . . , rd) ∈ [0,∞)d,
and let Ad{z0} be the set of all functions which are analytic at z0. Then
A(Cd) =
⋂
r∈[0,∞)d
A(Dr(z)), Ad{z0} =
⋃
r∈[0,∞)d
A(Dr(z0)),
The following result is a straight-forward consequence of Theorem
3.2 in [26].
Proposition 1.11. Let p1, p2 ∈ (0,∞], s, t ≥ 12 , r, r1, r2 ∈ R be such
that r2 < r1,
ϑr,s,t(z) = e
r(|x|
1
t +|ξ|
1
s ), z = x+ iξ, x, ξ ∈ Rd, (1.27)
and let σr(z) = 〈z〉r. Then
Ap1(ϑr1,s,t)
(Cd) ⊆ Ap2(ϑr2,s,t)(C
d),
Ap1(ϑr,s,tσN )(C
d) ⊆ Ap2(ϑr,s,t)(Cd) ⊆ A
p1
(ϑr,s,tσ−N )
(Cd),
‖F‖Ap2
(ϑr2,s,t
)
. ‖F‖Ap1
(ϑr1,s,t
)
and
‖F‖Ap1
(ϑr2,s,t
σ−N )
. ‖F‖Ap2
(ϑr1,s,t
)
. ‖F‖Ap1
(ϑr2,s,t
σN )
, F ∈ A(Cd),
provided N ≥ 0 is chosen large enough.
Proof. Let Ω be the set of all weights z 7→ ωr2,s,t(z)〈z〉h, h ∈ R. Then
Ω is an admissible family of weights. By Theorem 3.2 in [26] we get
‖F‖Ap2
(ωs,t,r2
)
. ‖F‖Ap1
(ωs,t,r2
σr)
, F ∈ A(Cd),
provided r ≥ 0 is chosen large enough. Since ωs,t,r2σN . ωs,t,r1, we get
‖F‖Ap1
(ωs,t,r2
σr)
. ‖F‖Ap1
(ωs,t,r1
)
, F ∈ A(Cd),
and the first inclusion and the first inequality in the assertion follow
from these estimates. The other parts follow by similar arguments and
are left for the reader. 
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Remark 1.12. Later on we consider consider spaces of entire functions
of the forms⋃
r>0
A∞(ϑr)(C
d) = {F ∈ A(Cd) ; |F (z)| . ωr(z) for some r > 0 } (1.28)
and⋂
r>0
A∞(ϑr)(C
d) = {F ∈ A(Cd) ; |F (z)| . ωr(z) for every r > 0 } (1.29)
for a suitable family {ωr}r>0 of weights onCd. Here ϑr(z) = e− |z|
2
2 ωr(z).
We let the topologies of the sets in (1.28) and (1.29) be the inductive
limit and projective limit topologies of A∞(ϑr)(C
d), respectively.
2. Hermite and power series expansions, and the
Bargmann transform
In this section we consider topological vector spaces of Hermite se-
ries expansions and link them to topological vector spaces of power
series expansions through the Bargmann transform. In the case when
a Hilbert space of power series expansions is equal to A2(ω)(C
d) for suit-
able ω, then we deduce explicit formulas between involved weights for
the set of Hermite series expansions and the weight ω.
2.1. Topological vector spaces of Hermite series and power se-
ries expansions. The spaces of series expansions depend on parame-
ters in the extended sets
R♭ = R+
⋃{ ♭σ ; σ > 0 } and R♭ = R♭⋃{0},
of positive real numbers. For conveniency we also set ♭∞ =
1
2
. Beside
the usual ordering in R, the elements ♭σ in R♭ and R♭ are ordered by
the relations x1 < ♭σ1 < ♭σ2 < x2, when σ1 < σ2, and x1 <
1
2
and
x2 ≥ 12 are real.
Definition 2.1. Let p ∈ (0,∞], r, t ∈ R+, s ∈ R♭, ϑ be a weight on
N
d, and let
ϑr,s(α) ≡
er|α|
1
2s , when s ∈ R+,
r|α|(α!)
1
2σ , when s = ♭σ, α ∈ Nd.
(2.1)
Then
(1) ℓ′0(N
d) is the set of all sequences {cα}α∈Nd ⊆ C on Nd;
(2) ℓ0,0(N
d) ≡ {0}, and ℓ0(Nd) is the set of all sequences {cα}α∈Nd ⊆
C such that cα 6= 0 for at most finite numbers of α;
(3) ℓp[ϑ](N
d) is the quasi-Banach space which consists of all sequences
{cα}α∈Nd ⊆ C such that
‖{cα}α∈Nd‖ℓp
[ϑ]
≡ ‖{cαϑ(α)}α∈Nd‖ℓp
18
is finite;
(4) ℓ0,s(N
d) ≡ ⋂
r>0
ℓp[ϑr,s](N
d) and ℓs(N
d) ≡ ⋃
r>0
ℓp[ϑr,s](N
d), with pro-
jective respective inductive limit topologies of ℓp[ϑr,s](N
d) with
respect to r > 0;
(5) ℓ′0,s(N
d) ≡ ⋃
r>0
ℓp[1/ϑr,s](N
d) and ℓ′s(N
d) ≡ ⋂
r>0
ℓp[1/ϑr,s](N
d), with
inductive respective projective limit topologies of ℓp[1/ϑr,s](N
d)
with respect to r > 0.
Let p ∈ (0,∞], and let ΩN be the set of all α ∈ Nd such that |α| ≤ N .
Then the topology of ℓ0(N
d) is defined by the inductive limit topology
of the sets { {cα}α∈Nd ∈ ℓ′0(Nd) ; cα = 0 when α 6= ΩN }
with respect to N ≥ 0, and whose topology is given through the quasi-
norms
{cα}α∈Nd 7→ ‖{cα}|α|≤N‖ℓp(ΩN ), (2.2)
Since any two such quasi-norms on a finite-dimensional vector space
are equivalent, it follows that these topologies are independent of p.
Furthermore, ℓ′0(N
d) is a Fréchet space and independent of p when the
topology is defined by the quasi-semi-norms (2.2).
Next we introduce spaces of formal Hermite series expansions
f =
∑
α∈Nd
cαhα, {cα}α∈Nd ∈ ℓ′0(Nd), (2.3)
and spaces of formal power series expansions
F =
∑
α∈Nd
cαeα, {cα}α∈Nd ∈ ℓ′0(Nd), (2.4)
which correspond to
ℓ0,s(N
d), ℓs(N
d), ℓp[ϑ](N
d), ℓ′s(N
d) and ℓ′0,s(N
d). (2.5)
Here eα are given by (1.20). For that reason we consider the mappings
T1 : {cα}α∈Nd 7→
∑
α∈Nd
cαhα (2.6)
and
T2 : {cα}α∈Nd 7→
∑
α∈Nd
cαeα, (2.7)
between sequences and series expansions.
Definition 2.2. Let p ∈ (0,∞], s ∈ R♭, ϑ be a weight on Nd, and let
eα be given by (1.20).
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• the images of T1 in (2.6) of the spaces in (2.5) are denoted by
H0,s(Rd), Hs(Rd), Hp[ϑ](Rd), H′s(Rd) and H′0,s(Rd), (2.8)
respectively. Furthermore, the topologies of the spaces in (2.8)
are inherited from corresponding spaces in (2.5).
• the images of T2 in (2.7) of the spaces in (2.5) are denoted by
A0,s(C
d), As(C
d), Ap[ϑ](C
d), A′s(C
d) and A′0,s(C
d), (2.9)
respectively. Furthermore, the topologies of the spaces in (2.9)
are inherited from corresponding spaces in (2.5).
• the quasi-norms ‖f‖Hp
[ϑ]
and ‖F‖Ap
[ϑ]
of f ∈ H′0(Rd) and F ∈
A
′
0(C
d), respectively, are given by ‖{cα}α∈Nd‖ℓp
[ϑ]
, when f and
F are given by (2.3) and (2.4), respectively.
For any f ∈ H′0(Rd) with expansion (2.3), the coefficients cα are still
called the Hermite coefficients for f and are usually denoted by cα(f).
Hence (2.3) takes the form
f =
∑
α
cα(f)hα, cα(f) = (f, hα)L2. (2.10)
Evidently, in (2.5), (2.8) and (2.9), the largest spaces are
ℓ′0(N
d), H′0(Rd) and A′0(Cd),
respectively, and the smallest non-trivial spaces are
ℓ0(N
d), H0(Rd) and A0(Cd),
respectively. By the definitions it also follows that the following holds
true.
Proposition 2.3. Let s ∈ R♭, p ∈ (0,∞] and let ϑ be a weight on Nd.
Then the following is true:
(1) the map T1 in (2.6) is a homeomorphism from ℓ0,s(N
d) toH0,s(Rd),
from ℓs(N
d) toHs(Rd), from ℓ′s(Nd) toH′s(Rd), and from ℓ′0,s(Nd)
to H′0,s(Rd);
(2) the map T2 in (2.7) is a homeomorphism from ℓ0,s(N
d) to A0,s(C
d),
from ℓs(N
d) to As(C
d), from ℓ′s(N
d) to A′s(C
d), and from ℓ′0,s(N
d)
to A′0,s(C
d);
(3) the mappings T1 and T2 in (2.6) and (2.7) are isometric bijec-
tions from ℓp[ϑ](N
d) to Hp[ϑ](Rd), and from ℓp[ϑ](Nd) to Ap[ϑ](Cd),
respectively.
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In the sequel we let the conjugate exponent p′ of p ∈ (0,∞] be defined
by
p′ =

1, p =∞
p
p− 1 , 1 < p <∞
∞, 0 < p ≤ 1.
Remark 2.4. Let s ∈ R♭ and p ∈ (0,∞] be the same as in Definitions 2.1
and 2.2. By straight-forward computations it follows that the following
is true:
• ℓ0,s(Nd), ℓs(Nd), ℓ′0,s(Nd), ℓ′s(Nd) and their topologies are inde-
pendent of p ∈ (0,∞];
• the duals of ℓ0(Nd), ℓ0,s(Nd) and ℓs(Nd) are equal to ℓ′0(Nd),
ℓ′0,s(N
d) and ℓ′s(N
d), respectively (also in topological sense),
through unique extensions of the ℓ2-form on ℓ0(N
d)× ℓ0(Nd);
• if in addition p ∈ [1,∞), then the dual of ℓp[ϑ](Nd) can be iden-
tified by ℓp
′
[1/ϑ](N
d) through a unique extension the ℓ2-form on
ℓ0(N
d)× ℓ0(Nd).
By Proposition 2.3, the same holds true if the spaces in (2.5) and the ℓ2-
form are replaced by the spaces in (2.8) and the L2-form, respectively,
or replaced by the spaces in (2.9) and the A2-form, respectively.
In particular, if f and F are given by (2.3) and (2.4), and
f0 =
∑
α∈Nd
c0,αhα ∈ H0(Rd) and F0 =
∑
α∈Nd
c0,αeα ∈ A0(Cd),
for some {c0,α}α∈Nd ∈ ℓ0(Nd), then
({c0,α}α∈Nd , {cα}α∈Nd)ℓ2 = (f0, f)L2 = (F0, F )A2 =
∑
α∈Nd
c0,αcα.
The Bargmann transform Vdf of f ∈ H′0(Rd) is defined as the right-
hand side of (2.4) when f is given by (2.3). That is,
Vdf =
∑
α∈Nd
cαeα ∈ A′0(Cd) when f =
∑
α∈Nd
cαhα ∈ H′0(Rd)
In particular, Proposition 2.3 shows that the mappings T1, T2 and Vd
induce homeomorphisms, still denoted by T1, T2 and Vd, respectively,
between Gelfand-tripples of suitable spaces in (2.2), (2.8) and (2.9).
More precisely, the mappings(
ℓs(N
d), ℓ2(Nd), ℓ′s(N
d)
) T1→ (Hs(Rd), L2(Rd),H′s(Rd))
T2ց ↓ Vd(
As(C
d), A2(Cd),A′s(C
d)
) (2.11)
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are homeomorphisms for every s ∈ R♭.(
ℓ0,s(N
d), ℓ2(Nd), ℓ′0,s(N
d)
) T1→ (H0,s(Rd), L2(Rd),H′0,s(Rd))
T2ց ↓ Vd(
A0,s(C
d), A2(Cd),A′0,s(C
d)
)
(2.12)
are homeomorphisms for every s ∈ R♭, and(
ℓp[ϑ](N
d), ℓ2(Nd), ℓp
′
[1/ϑ ](N
d)
) T1→ (Hp[ϑ](Rd), L2(Rd),Hp′[1/ϑ](Rd))
T2ց ↓ Vd(
A
p
[ϑ](C
d), A2(Cd),Ap
′
[1/ϑ](C
d)
)
(2.13)
are isometric bijections for every weight ϑ on Nd and p ∈ (0,∞]. Note
that the latter triples do not necessarily need to be Gelfand-triples.
On the other hand, if more restrictive p ∈ [1,∞) and ϑ > c for some
constant c > 0, then the triples in (2.13) are Gelfand-triples.
2.2. Identification properties between A2[ϑ](C
d) and A(ω)(C
d).
Any formal power series (2.4) may be identified with the function
F (z) =
∑
α∈Nd
cα
zα√
α!
,
provided the series on the right-hand side converges in a neighborhood
of origin. Then F (z) ∈ Ad{0}. More precisely, the map∑
α∈Nd
cαeα 7→
(
z 7→
∑
α∈Nd
cα
zα√
α!
)
H0(Rd)→ A(Cd)
(2.14)
is injective and continuous. Since two different power series give rise to
two different functions in Ad{0}, and that every function in Ad{0} is
equal to its power series near origin, it follows that the map in (2.14)
extends to a bijective and continuous map from the set of power series
which are convergent near origin to Ad{0}. From now on we often
identify power series which converges near origin with corresponding
functions in Ad{0}.
Next we show that (2.14) extends to a bijective and isometric map
from A2[ϑ](C
d) to A2(ω)(C
d) and its norm, when ϑ and ω are given by
ϑ(α) =
(
1
α!
∫
Rd+
ω0(r)
2rα dr
) 1
2
(2.15)
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and
ω(z) = e
|z|2
2 ω0(|z1|2, . . . , |zd|2), (2.16)
for some suitable weight ω0 on R
d
+. Consequently, the Bargmann trans-
form is bijective and isometric from H2[ϑ](Rd) to A2(ω)(Cd) for such
choices of ϑ and ω. See also [18, Theorem (4.1)] for related results
in one dimension.
Theorem 2.5. Let eα be as in (1.20), α ∈ Nd, and let ω0 be a positive
measurable function on Rd+. Also let ϑ and ω be weights on N
d and Cd,
respectively, related to each others by (2.15) and (2.16), and such that
r|α|
(α!)
1
2
. ϑ(α), α ∈ Nd, (2.17)
holds for every r > 0. Then the map (2.14) extends uniquely to a
bijective and isometric map from A2[ϑ](C
d) to A2(ω)(C
d). In particular,
the following is true:
(1) A2(ω)(C
d) is a Hilbert space with
{
eα
ϑ(α)
}
α∈Nd
is an orthonormal
basis;
(2) Vd from H0(Rd) to A(Cd), extends uniquely to a bijective and
isometric map from H2[ϑ](Rd) to A2(ω)(Cd), and
‖Vdf‖A2
(ω)
=
(∑
α
|cα(f)ϑ(α)|2
) 1
2
, (2.18)
when cα(f) is given by (2.10).
Proof. Let F ∈ A2[ϑ](Cd). By (2.17) it follows that the power series
expansion of F is absolutely convergent for every z ∈ Cd. Hence,
F ∈ A(Cd), which implies that A2[ϑ](Cd) ⊆ A(Cd). When proving
that A2(ω)(C
d) = A2[ϑ](C
d), it suffices to prove (1) and (2), in view of
the definition of A2[ϑ] norm, since any entire function is equal to its
power series expansion.
We have
(eα, eβ)A2
(ω)
= π−d
∫
Cd
zαzβ
(α!β!)
1
2
ω0(|z1|2, . . . , |zd|2)2 dλ(z).
Let
z = (r1e
iϕ1 , . . . , rde
iϕd), where r = (r1, . . . , rd) ∈ [0,∞)d,
and ϕ = (ϕ1, . . . , ϕd) ∈ [0, 2π)d.
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Then the last integral becomes
π−d
∫
Rd+
∫
[0,2π)d
rα+βei〈α−β,ϕ〉
(α!β!)
1
2
ω0(r
2
1, . . . , r
2
d)
2 r1 · · · rd dϕdr.
By the assumptions it follows that the last integral belongs to L1([0,∞)d×
[0, 2π)d). Hence, by Fubbini’s theorem we get
π−d
∫
Rd+
∫
[0,2π)d
rα+βei〈α−β,ϕ〉
(α!β!)
1
2
ω0(r
2
1, . . . , r
2
d)
2 r1 · · · rd dϕdr
= π−d
∫
Rd+
(∫
[0,2π)d
ei〈α−β,ϕ〉 dϕ
)
rα+β
(α!β!)
1
2
ω0(r
2
1, . . . , r
2
d)
2 r1 · · · rd dr
= 2dδα,β
∫
Rd+
r2α
α!
ω0(r
2
1, . . . , r
2
d) r1 · · · rd dr
= δα,β
1
α!
∫
Rd+
rαω0(r)
2 dr = δα,βϑ(α)
2.
Hence,
{
eα
ϑ(α)
}
α∈Nd
is an orthonormal sequence in A2(ω)(C
d), and∑
α
|cαϑ(α)|2 ≤ ‖F‖A2
(ω)
, (2.19)
when F is given by (2.4).
For general F ∈ A2(ω)(Cd) with Taylor series (2.4), we have
‖F‖2A2
(ω)
= π−d
∫
Cd
|F (z)ω0(|z1|2, . . . , |zd|2)|2 dλ(z)
= π−d
∫
Rd+
(∫
[0,2π)d
Φ(r, ϕ) dϕ
)
ω0(r
2
1, . . . , r
2
d)
2r1 · · · rd dr, (2.20)
where
Φ(r, ϕ) =
∑
α,β∈Nd
cαcβr
α+βei〈α−β,ϕ〉
(α!β!)
1
2
.
By (2.17) and (2.19), it follows that the radius of convergence of rj 7→
Φ(r, ϕ), j = 1, . . . , d, is equal to ∞ (with uniform bounds with respect
to ϕ ∈ [0, 2π)d). This gives∫
[0,2π)d
 ∑
α,β∈Nd
cαcβr
α+βei〈α−β,ϕ〉
(α!β!)
1
2
 dϕ
=
∑
α,β∈Nd
∫
[0,2π)d
cαcβr
α+βei〈α−β,ϕ〉
(α!β!)
1
2
dϕ = (2π)d
∑
α∈Nd
|cα|2r2α
α!
,
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and by (2.20) we get
‖F‖2A2
(ω)
= 2d
∫
Rd+
(∑
α∈Nd
|cα|2r2α
α!
)
ω0(r
2
1, . . . , r
2
d)
2r1 · · · rd dr
=
∫
Rd+
(∑
α∈Nd
|cα|2rα
α!
)
ω0(r1, . . . , rd)
2 dr
=
∑
α∈Nd
|cα|2
α!
∫
Rd+
rαω0(r1, . . . , rd)
2 dr =
∑
α∈Nd
|cαϑ(α)|2.
Hence F ∈ A2[θ](Cd) and ‖F‖A2(ω) = ‖F‖A2[θ] . This gives the result. 
Remark 2.6. We note that for any F ∈ A(Cd), then F ∈ A2(ω)(Cd) for
some choice of ω. This follows by letting
ω(r) =
(
sup
|w|=|r|
|F (w)|+ 1
)−1
e−|r|.
A common situation is that ω in Theorem 2.5 is radial symmetric.
In this case, (2.16) takes the forms
ω(z) = e
|z|2
2 ω0(|z|2), (2.16)′
for some weight ω0 on R+, and in the following proposition we show
that ϑ(α) becomes
ϑ(α) =
(
1
(|α|+ d− 1)!
∫ ∞
0
ω0(r)
2r|α|+d−1 dr
)1
2
. (2.15)′
In particular, ϑ(α) is also radial symmetric with respect to α.
Proposition 2.7. Let ω0 be a weight on R+, and let ϑ and ω be weights
onNd and Cd, respectively, related to each others by (2.15)′ and (2.16)′,
and such that (2.17) holds for every R > 0. Then the map (2.14)
extends uniquely to a bijective and isometric map from A2[ϑ](C
d) to
A2(ω)(C
d).
Proof. Let
∆j = { (t1, . . . , td−j) ∈ [0, 1]d−j ; t1+ · · ·+ td−j ≤ 1 }, j = 1, . . . , d−1.
We take r ∈ R+ and (t1, . . . , td−1) ∈ ∆1 as new variables of integration
in (2.15), where
rj = rtj , when j 6= d and rd = r
(
1−
d−1∑
j=1
tj
)
.
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By straight-forward computations it follows that the Jacobian is equal
to rd−1. Hence, (2.15) gives that ϑ(α)2 = I · J, where
I =
1
α!
∫
R+
ω(r)2r|α|+d−1 dr (2.21)
and
J =
∫
∆1
(
d−1∏
j=1
t
αj
j
)(
1−
d−1∑
j=1
tj
)αd
dt (2.22)
We set
Jk = ck
∫
· · ·
∫
∆k
(
d−k∏
j=1
t
αj
j
)(
1−
d−k∑
j=1
tj
)βk
dt1 · · · dtd−k
where
βk =
(
d∑
j=d−k+1
αj
)
+ k − 1 and ck = (βk!)−1
(
d∏
j=d−k+1
αj !
)
.
We have J = J1, and claim that J = Jk for k = 1, . . . , d − 1, or
equivalently, Jk = Jk+1, k = 1, . . . , d− 2.
In fact, let
yk = (t1, . . . , td−k−1) ∈ ∆k+1, γk = (α1, . . . , αd−k−1)
and
ϕ(yk) = 1−
d−k−1∑
j=1
tj .
Then
Jk = ck
∫
∆k+1
yγkk h(yk) dyk, (2.23)
where
h(yk) =
∫ ϕ(yk)
0
uαd−k(ϕ(yk)− u)βk du.
By integrations by parts we get
h(yk) =
∫ ϕ(yk)
0
uαd−k(ϕ(yk)− u)βk du
=
αd−k!
(βk + 1) · · · (βk + αd−k)
∫ ϕ(yk)
0
(ϕ(yk)− u)βk+αd−k du
= αd−k!βk!(βk+αd−k+1)!)
−1ϕ(yk)
βk+αd−k+1 = αd−k!βk!(βk+1!)
−1ϕ(yk)
βk+1,
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and inserting this into (2.23) gives
Jk = ckαd−k!βk!(βk+1!)
−1
∫
∆k+1
yγkϕ(yk)
βk+1 dyk = Jk+1.
Hence, by integration by parts we obtain
J = Jd−1 = cd−1
∫ 1
0
tα11 (1− t1)βd−1 dt1
= cd−1α1!βd−1!((βd−1 + α1)!)
−1
∫ 1
0
(1− t1)βd−1+α1 dt1
= cd−1α1!βd−1!((βd−1 + α1 + 1)!)
−1 =
α!
βd!
.
The result now follows by from the latter equalities, (2.21) and the
fact that ϑ(α)2 = I · J . 
A simple but interesting case appears when ω = ωh in Proposition
2.7 is given by
ωh(z) = e
1
2
(1−2h)|z|2 . (2.24)
Corollary 2.8. Let F ∈ A(Cd) be given by (2.4), ωh be given by (2.24),
and let ϑr(α) = e
r|α| when r ∈ R and α ∈ Nd.
‖F‖A2
(ωh)
= erd
(∑
α
∣∣cαer|α|∣∣2
) 1
2
, r = − log(2h)
2
. (2.25)
Furthermore, the map Vd from H0(Rd) to A(Cd) extends uniquely
to a homeomorphism from H2[ϑr ](Rd) to A2(ωh)(Cd), and
‖Vdf‖A2
(ωh)
= erd‖f‖H2
[ϑr]
, r = − log(2h)
2
. (2.26)
Proof. Let F ∈ A(Cd), ω0(r) = e−h(t1+···+td) and let ϑ be as in Theorem
2.5. Then
ϑ(α)2 =
1
α!
∫
Rd+
ω0(t)
2tα dt =
1
α!
∫
Rd+
e−2h(t1+···+td)tα dt
= (2h)−|α|−d
1
α!
∫
Rd+
e−(t1+···+td)rα dt = (2h)−|α|−d = e2rdϑr(α)
2.
The result now follows from Theorem 2.5 or Proposition 2.7. 
3. Characterizations of H♭σ(Rd) and H0,♭σ(Rd), and their
duals
In this section we considerH♭σ(Rd),H0,♭σ(Rd),H′♭σ(Rd) andH′0,♭σ(Rd),
and their images under the Bargmann transform. We show that the
Barmann transform is continuous and bijective fromH′♭1(Rd) to A(Cd),
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and fromH′0,♭1(Rd) to Ad{0}. Furthermore, we prove that the images of
H′♭σ(Rd) and H′0,♭σ(Rd) for σ > 1, and H♭σ(Rd) and H0,♭σ(Rd) for any
σ > 0 are sets of entire functions on Cd, obeying suitable boundedness
conditions of exponential types. (Cf. Theorems 3.1 and 3.2.)
We use these properties to extend the definition of modulation spaces
to permit any weight function, and show that these spaces are quasi-
Banach spaces, and thereby complete.
In the last part of the section we analyze the test function space
SC(Rd), introduced by Gröchenig in [15], and show that this space
agrees with H0,♭1(Rd).
The following results identify the spaces in (2.9) in the case s = ♭σ
with convenient topological spaces of analytic functions. The first one
deals with the images of test function spaces, and the second one with
corresponding distribution spaces. Here recall that ♭∞ =
1
2
, and set
κ1(σ) =
{
2σ
σ+1
, 0 ≤ σ <∞
2, σ =∞
and κ2(σ) =
{
2σ
σ−1
, 1 < σ <∞
2, σ =∞.
(3.1)
Theorem 3.1. Let κ1 be given by (3.1). Then the following is true:
(1) if σ ∈ (0,∞], then the map (2.14) extends uniquely to a homeo-
morphism from A0,♭σ(C
d) to
{F ∈ A(Cd) ; |F (z)| . er|z|κ1(σ) for every r > 0 }; (3.2)
(2) if σ ∈ (0,∞), then the map (2.14) extends uniquely to a homeo-
morphism from A♭σ(C
d) to
{F ∈ A(Cd) ; |F (z)| . er|z|κ1(σ) for some r > 0 }. (3.3)
Theorem 3.2. Let κ2 be given by (3.1). Then the following is true:
(1) the map (2.14) extends uniquely to a homeomorphism fromA′♭1(C
d)
to A(Cd), and from A′0,♭1(C
d) to Ad{0};
(2) if σ ∈ (1,∞), then the map (2.14) extends uniquely to a homeo-
morphism from A′♭σ(C
d) to
{F ∈ A(Cd) ; |F (z)| . er|z|κ2(σ) for every r > 0 }; (3.4)
(3) if σ ∈ (1,∞], then the map (2.14) extends uniquely to a homeo-
morphism from A′0,♭σ(C
d) to
{F ∈ A(Cd) ; |F (z)| . er|z|κ2(σ) for some r > 0 }. (3.5)
We recall that Remark 1.12 explains the topologies for the sets in
(3.2)–(3.5).
We need some preparations for the proof and start to make some re-
marks on the topologies of A(Cd) and Ad{0}. Let r0 = (r0,1, . . . , r0,d) ∈
[0,∞)d and F be defined in the open neighbourhood Ω ⊆ Dr0(0) ⊆ Cd
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of origin. Then F is extendable to an analytic function in A(Dr(0)), if
and only if (2.4) holds when z ∈ Ω for some {cα}α∈Nd which satisfies
sup
α
∣∣∣∣∣ cαrα(α!) 12
∣∣∣∣∣ <∞, (3.6)
for every r ∈ [0,∞)d such that r < r0. Here (r1, . . . , rd) < (r0,1, . . . , r0,d)
means that rj < r0,j for every j = 1, . . . , d.
The map which takes the power series in (2.4) into the left-hand side
of (3.6) defines a semi-norm on A(Dr0(0)), for every r < r0. It follows
that A(Dr0(0)) is a Fréchet space under the topology defined by these
semi-norms. Now we let the topologies in A(Cd) and Ad{0} be defined
as the projective limit and inductive limit topology, respectively, of
A(Dr(0)), r > 0.
In the following propositions we let
ωr,σ(x, ξ) = e
1
4
(|x|2+|ξ|2)e−r(|x|
κ1(σ)+|ξ|κ1(σ)), (3.7)
Proposition 3.3. Let p ∈ (0,∞], σ ∈ (0,∞), κ1 be as in (3.1), B
be a mixed quasi-norm space, φ be as in (1.14), f ∈ S ′1
2
(Rd), and let
F = Vdf . Also let ωr,σ be as in (3.7). Then the following conditions
are equivalent:
(1) f ∈ H♭σ(Rd);
(2) ‖F · e−r| · |κ1(σ)‖Lp <∞ for some r > 0;
(3) f ∈M(ωr,σ,B) for some r > 0.
Proposition 3.4. Let p ∈ (0,∞], σ ∈ (0,∞], κ1 be as in (3.1), B
be a mixed quasi-norm space, φ be as in (1.14), f ∈ S ′1
2
(Rd), and let
F = Vdf . Also let ωr,σ be as in (3.7). Then the following conditions
are equivalent:
(1) f ∈ H0,♭σ(Rd);
(2) ‖F · e−r| · |κ1(σ)‖Lp <∞ for every r > 0;
(3) f ∈M(ωr,σ,B) for every r > 0.
Proof of Propositions 3.3 and 3.4. If B = Lp, then (2) is equivalent to
(3), in view of the definitions. Since {ωR,σ}R>0 is an admissible family
of weights, Theorem 3.4 in [26] shows that (2) and (3) are equivalent
for arbitrary B. We need to prove that (2) is equivalent to (1), and
then we first assume that (1) Proposition 3.3 holds.
Let C and R be such that
|cα(f)| ≤ CR|α|(α!)− 12σ ,
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and let r = |z| and ρ = 1
κ1(σ)
. Then
|F (z)| =
∣∣∣∣∣∑
α
cα(f)
zα
(α!)
1
2
∣∣∣∣∣ ≤ C∑
α
(R1r)
|α|
(α!)ρ
. sup
k≥0
(R2r)
k
(k!)ρ
. sup
u≥1
(R3r)
u
uρu
,
for some Rj , j ≥ 1.
We need to maximize
g(u) = ln
(
ru1
uρu
)
= u ln r1 − ρu lnu, u ≥ 1,
where r1 = R3r. By differentiation it follows that the maximum is
attained for
u = u0 =
r
1
ρ
1
e
,
giving that
|F (z)| . eg(u0) = eρu0 = ec|z|κ1(σ),
for some constant c > 0. This gives (2) in Proposition 3.3.
From these arguments it also follows that that there is a constant
C > 0 such that c can be chosen in such way that
C−1 ≤ Rc ≤ C,
which shows that Proposition 3.4 (1) implies Proposition 3.4 (2), also
in the case σ =∞.
Assume instead that (2) in Proposition 3.3 holds, let cα be chosen
such that (2.4) holds, k = |α|+ d− 1 and let ϑ(α) be given by (2.15)′.
Then
ϑ(α)2 =
1
k!
∫ ∞
0
e−2cr
1
2ρ
rk dr.
By taking u = 2cr
1
2ρ as new variable of integration we obtain
ϑ(α)2 =
2ρ
(2c)2ρ(k+1)k!
∫ ∞
0
e−uu2ρ(k+1)−1 du ≍ Γ(2ρ(k + 1))
(2c)2ρkk!
. (3.8)
By Stirling’s formula we get
ϑ(α)2 ≍ θk1
(
2ρ(k + 1)− 1
e
)2ρ(k+1)−1
(
k
e
)k & θk2k(2ρ−1)k
= θk2k
k
σ & θk3(k!)
1
σ & θ
|α|
4 (α!)
1
σ ,
for some constants θj , j = 1, . . . , 4.
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If θ = θ
1
2
4 , then Theorem 2.5 now gives∑
α
|cαθ|α|(α!) 12σ |2 .
∑
α
|cαϑ(α)|2 ≍ ‖F · e−c| · |
1
ρ ‖L2 < ∞, (3.9)
provided c > is chosen large enough. This gives (1) in Proposition 3.3.
Evidently, the constants θj here above can be chosen in such way
that
C−1 ≤ θjc ≤ C,
for some constant C > 0 which is independent of c, which shows that
(2) in Proposition 3.4 implies (1) in Proposition 3.4 when σ < ∞.
By similar arguments, or using Corollary 2.8, it follows that the latter
implication also holds in the case σ =∞. 
For the duals H′♭σ(Rd) and H′0,♭σ(Rd) we have now the following.
Proposition 3.5. Let p ∈ [1,∞], σ ∈ (1,∞), κ2 be as in (3.1), φ be as
in (1.14), f ∈ H′0(Rd), and let F = Vdf . Then the following conditions
are equivalent:
(1) f ∈ H′♭σ(Rd);
(2) ‖F · e−r| · |κ2(σ)‖Lp <∞ for every r > 0.
Proposition 3.6. Let p ∈ [1,∞], σ ∈ (1,∞], κ2 be as in (3.1), φ be as
in (1.14), f ∈ H′0(Rd), and let F = Vdf . Then the following conditions
are equivalent:
(1) f ∈ H′0,♭σ(Rd);
(2) ‖F · e−r| · |κ2(σ)‖Lp <∞ for some r > 0.
For the proofs we need the following lemma.
Lemma 3.7. Let R > 0, 0 < ρ ≤ 1
2
, F ∈ A(Cd) and let p ∈ [1,∞].
Then there are positive constants c1, c2 and C which only depends on
ρ and p such that
C−1‖Fe−c1R| · |
1
ρ ‖Lp ≤ ‖Fe−R| · |
1
ρ ‖L∞ ≤ C‖Fe−c2R| · |
1
ρ ‖Lp. (3.10)
Proof. The first inequality in (3.10) is a straight-forward consequence
of Hölder’s inequality.
By Hölder’s inequality again, it suffices to show that the second
inequality holds for p = 1. Let z ∈ Cd be fixed and let
Ωz = {w ∈ Cd ; 2−1 ≤ |wj − zj | ≤ 1, j = 1, . . . , d }.
By the mean-value property of analytic functions we obtain
|F (z)e−R|z|
1
ρ | =
(
3π
4
)d ∣∣∣∣∫
Ωz
F (w)e−R|z|
1
ρ
dλ(w)
∣∣∣∣
.
∫
Ωz
|F (w)e−Rc|w|
1
ρ | dλ(w) ≤ ‖F · e−Rc| · |
1
ρ ‖L1(Cd).
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By taking supremum over all z ∈ Cd, the second inequality in (3.10)
follows. 
Propositions 3.5 and 3.6 follow by letting ρ = 1
κ2(σ)
instead of ρ =
1
κ1(σ)
in the proof of Propositions 3.3 and 3.4, and using Lemma 3.7.
The details are left for the reader.
Proof of Theorems 3.1 and 3.2. First we prove the first part of Theo-
rem 3.2 (1), which follows if we prove that Vd is homeomorphic from
H′♭1(Rd) to A(Cd). We have that (3.6) is true for every r > 0, if and
only if ∑
α
|cα|2R|α|
α!
<∞, (3.11)
for every R > 0, and that the topology on A(Cd), induced by the
latter sum, remains the same. Hence, if we let Vdf be the power series
expansion in (2.4) when f ∈ H′♭1(Rd) is given by (2.10), it follows that
Vd is continuous and linear from H′♭1(Rd) to A(Cd).
Furthermore, since the Taylor series for an analytic function is unique,
it follows that Vd is injective, and since every entire function is equal
to its Taylor series, it also follows that Vd is surjective. This gives the
first part of Theorem 3.2 (1), and the second part follows by similar
arguments and is left for the reader.
By (1)–(3) in Propositions 3.3 it follows that A♭σ(C
d) is contained
in (3.3). On the other hand, if F belongs to the set in (3.3), which is a
subset of A(Cd), then F = Vdf for some f ∈ H′♭1(Rd). By (3.9) it now
follows that f ∈ H♭σ(Rd), and hence F = Vdf ∈ A♭σ(Cd). This gives
Theorem 3.1 (2).
By using Propositions 3.4, 3.5 and 3.6 instead of Proposition 3.3,
the remaining parts follow in similar ways. The details are left for the
reader. 
3.1. A broad family of modulation spaces. Next we show that
certain parts of the modulation space theory in [8, 10, 15, 26] can be
extended, by letting the modulation spaces be defined in the framework
of H′♭1(Rd). More precisely, for φ as in Definition 1.8, and ω and B as
in Definition 1.9, we let the modulation space M(ω,B) be the set
of f ∈ H′♭1(Rd) such that (1.15) holds. This extends the notion of
modulation spaces in Definition 1.8. The following result shows that [26,
Theorem 3.4] holds in a broader context.
Theorem 3.8. Let ω and B be as in Definition 1.9. Then the following
is true:
(1) A(ω,B), B(ω,B) and M(ω,B) are quasi-Banach spaces. If in
addition ν1(B) ≥ 1, then A(ω,B), B(ω,B) and M(ω,B) are
Banach spaces;
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(2) the Bargmann transform is isometric and bijective fromM(ω,B)
to A(ω,B).
Proof. The statements in (1) concerning B(ω,B) are obvious. For the
other spaces, we first prove that A(ω,B) is complete and thereafter
show that (2) holds. The completeness of A(ω,B) is then carried over
to M(ω,B).
Let Fj, j = 1, 2, . . . be a Cauchy sequence in A(ω,B) and set Gj,k =
Fj − Fk. Then ‖Fj − F‖B(ω,B) → 0 for some F ∈ B(ω,B), as j tends
to ∞. We have to prove that F ∈ A(Cd), and it suffices to prove that
Fj → F locally uniformly.
We have that log |Gj,k(z)| is pluri-subharmonic for every j.k ≥ 1. By
using this fact and Jensen’s inequality we get
log |Gj,k(z)|p ≤ (2π)−d
∫
[0,2π)d
log |Gj,k(z1+r1eiϕ1 , . . . , zd+rdeiϕd)|p dϕ
≤ log
(
(2π)−d
∫
[0,2π)d
|Gj,k(z1 + r1eiϕ1 , . . . , zd + rdeiϕd)|p dϕ
)
.
for every r1, . . . , rd ≥ 0, where p = ν1(B). Hence,
|Fj(z)− Fk(z)|p ≤ (2π)−d
∫
[0,2π)d
|Gj,k(z1 + r1eiϕ1 , . . . , zd + rdeiϕd)|p dϕ.
By multiplying the previous inequality with r1 · · · rd and integrating
over a small rectangle [0, ε]d with respect to (r1, . . . , rd), we get
|Fj(z)− Fk(z)| ≤ Cε‖Fj − Fk‖Lp(Ωε),
where Cε > 0 only depends on ε > 0. Here Ωε is the polydisc
{w ∈ Cd ; |wj − zj | < ε, j = 1, . . . , d }.
Hence, if ε1 < ε2, then
‖Fj − Fk‖L∞(Ωε1 ) . ‖Fj − Fk‖Lp(Ωε2 ) . ‖Fj − Fk‖B(ω,B),
where the last inequality follows from Hölder’s inequality. Consequently,
Fj , j = 1, 2, . . . , is a Cauchy sequence in L
∞(Ωε1), and it follows that
Fj → F0 in L∞(Ωε1) for some F0 ∈ A(Ωε1). Since Fk → F in B(ω,B)
as k tends to ∞, it follows, by passing to subsequences of Fj if neces-
sary, that F = F0 a. e., and the analyticity of F follows. This proves
that A(ω,B) is complete.
By the definitions it follows that the Bargmann transform from
H′♭1(Rd) to A(Cd) restricts to an isometric and injective map from
M(ω,B) to A(ω,B). On the other hand, if F ∈ A(ω,B), then F =
Vdf for some f ∈ H′♭1(Rd), in view of Theorem 3.1. By the defini-
tions it follows that f has the same (finite) quasi-norm in M(ω,B)
as ‖F‖A(ω,B). Hence f ∈ M(ω,B), and (2) follows. This gives the re-
sult. 
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3.2. Comparisons between Pilipović spaces and a test function
space introduced by Gröchenig. We finish the section by perform-
ing comparisons between the spaces H♭1(Rd), H0,♭1(Rd) and the space
SC(Rd), introduced by Gröchenig in [15]. We recall that SC(Rd) con-
sists of all f ∈ L2(Rd) such that f = V ∗φ F , for some F belonging
to L∞(Rd) ∩ E ′(Rd). Here φ(x) = π− d4 e− |x|
2
2 , as usual. In particular,
f ∈ SC(Rd), if and only if
f(x) = (2π)−
d
2
∫∫
R2d
F (y, η)e−
1
2
|x−y|2ei〈x,η〉 dydη,
for some L∞(Rd) ∩ E ′(Rd).
Lemma 3.9. Let F ∈ L∞(Cd). Then the Bargmann transform of f =
V ∗φ F is given by ΠAF0, where
F0(x, ξ) = (2π
3)
d
4F (
√
2x,−
√
2ξ)e
1
2
(|x|2+|ξ|2)e−i〈x,ξ〉.
Moreover, the image of SC(Rd) under the Bargmann transform is
given by
{ΠAF ; F ∈ L∞(Cd)
⋂
E
′(Cd) }.
Here recall that the map ΠA is defined by (1.19).
Proof. The result follows by straight-forward computation of the Bargmann
transform of elements given by V ∗φ F when F ∈ L∞(Rd) or F ∈ L∞(Rd)∩
E ′(Rd). The details are left for the reader. 
The next result links
Ω0,R = {ΠAF ; F ∈ L∞(Cd), suppF ⊆ BR(0) }, (3.12)
Ω1,R = {ΠAF ; F ∈ L∞(Cd), suppF ⊆ Dd,R } (3.13)
and
Ω2,R =
{
F =
∑
α∈Nd
cαeα ; sup
α∈Nd
(|cα|R−|α|) <∞
}
(3.14)
to each others, where Dd,R is the polydisc
{ (z1, . . . , zd) ∈ Cd ; |zj | ≤ R, j = 1, . . . , d }.
Theorem 3.10. Let Ωj,R, j = 0, 1, 2, be given by (3.12)–(3.14) when
R > 0, and let R0, R ∈ R be such that 0 < R0 < R. Then
Ω0,R ⊆ Ω2,R and Ω2,R0 ⊆ Ω1,R. (3.15)
In particular,
SC(Rd) = H♭1(Rd) and H0,♭1(Rd) ( SC(Rd).
We need some preparations for the proof, and begin with the follow-
ing lemma.
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Lemma 3.11. Let χ be the characteristic function of the polydisc
{ z = (z1, . . . , zd) ∈ Cd ; |zj | ≤ 1, j = 1, . . . , d },
and let
Fα(z) =
√
α!
(
d∏
j=1
(αj + 1)
)
zαe|z|
2
χ(z), z ∈ Cd, α ∈ Nd.
Then
ΠAFα = eα (3.16)
Proof. Since
ΠAFα = (ΠAFα1)⊗ · · · ⊗ (ΠAFαd) and eα = eα1 ⊗ · · · ⊗ eαd ,
when α = (α1, . . . , αd) ∈ Nd, it suffices to prove the result for d = 1.
Furthermore, since both sides in (3.16) are entire, it suffices to prove
ΠAFα(e
iϕ) = eα(e
it) =
√
eiαϕ
√
α!, ϕ ∈ R, (3.16)′
by analytic continuation.
By taking polar coordinates when integrating we get
ΠAFα(e
iϕ) = π−1
√
α!(α + 1)
∫
|w|≤1
wαee
iϕw dλ(w)
=
√
α!(α + 1)
∫ 1
0
rα+1Iα(r, ϕ) dr,
where
Iα(r, ϕ) = π
−1
∫ 2π
0
eiαθere
ϕ−θ
dθ
= π−1eiαϕ
∫ 2π
0
e−iαθere
iθ
dθ
= 2eiαϕ
(
1
2πi
∫
γ
erz
zα+1
dz
)
,
where γ is the unit circle in counterclockwise direction. Hence,
1
2πi
∫
γ
erz
zα+1
dz =
1
α!
dα
dzα
(erz)
∣∣∣
z=0
=
rα
α!
,
by Cauchy’s integral formula.
This gives
Iα(r, ϕ) =
2eiαϕrα
α!
and
ΠAFα(e
iϕ) =
2(α + 1)eiαϕ√
α!
∫ 1
0
r2α+1 dr =
eαϕ√
α!
= eα(e
iϕ),
and the result follows. 
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Proof of Theorem 3.10. By Proposition 3.3, the result follows if we
prove (3.15). Assume that F ∈ Ω0,R. Then
|F (w)e(z,w)| . eR|z|.
This gives
|Vdf(z)| . eR|z|
∫
Cd
dµ(w) ≍ eR|z|,
which implies Ω0,R ⊆ Ω2,R.
It remains to prove Ω2,R0 ⊆ Ω1,R. By
(ΠAF )(Rz) = (ΠAFR)(z), when FR(z) = R
−2de(1−
1
R2
)|w|2F
( z
R
)
,
we may reduce ourself to the case when R = 1 and R0 < 1.
Let Fα be as in the proof of Lemma 3.11. By the latter lemma and
Weierstrass theorem it suffices to prove that∑
α∈Nd
|cα|‖Fα‖L∞ <∞,
since supp(Fα) ⊆ Dd,1.
We have∑
α∈Nd
|cα|‖Fα‖L∞ .
∑
α∈Nd
(
d∏
j=1
(αj + 1)
)
R
|α|
1 <∞,
and the result follows. 
Example 3.12. Let F (z) = e|z|
2
χ(z), where χ is the characteristic
function of the set [0.1]2d, and let f be chosen such that Vdf = ΠAF .
Then f ∈ SC(Rd) since F ∈ L∞(Rd) ∩ E ′(Rd).
On the other hand, by straight-forward computations one obtains
Vdf(z) = ΠAF (z) = π
−d
(
d∏
j=1
ezj − 1
zj
)(
d∏
j=1
1− e−izj
izj
)
.
This implies that
z 7→ |Vdf(z)|e−ε|z|
is unbounded when ε > 0 is small enough. Consequently, f /∈ H0,♭1(Rd).
4. Characterizations of Hs(Rd) and H0,s(Rd), and their
duals, for s ∈ R+
In this section we show that Σs, Ss and their duals are equal to H0,s,
Hs and their duals, respectively. We also describe their images under
the Bargmann transform as convenient spaces of entire functions.
First we need certain invariance properties concerning the norm con-
dition (1.6). More precisely, the following result links the conditions
sup
N≥0
‖HNf‖Lp0
hN (N !)2s
<∞, (4.1)
and
sup
N≥N0
‖HNf‖Mp,q
(ω)
hN (N !)2s
<∞. (4.2)
to each others and shows in particular that the L∞ norm in (1.6) can be
replaced by other types of Lebesgue or modulation space quasi-norms.
Proposition 4.1. Let p0 ∈ [1,∞], p, q ∈ (0,∞], N0 ≥ 0 be an in-
teger, s ≥ 0 and let ω ∈ P(R2d). Then the following conditions are
equivalent:
(1) (4.1) holds for some h > 0 (for every h > 0);
(2) (4.2) holds for some h > 0 (for every h > 0).
Proof. First we prove that (4.2) is independent ofN0 ≥ 0 when p, q ≥ 1.
Evidently, if (4.2) is true for N0 = 0, then it is true also for N0 > 0.
On the other hand, the map
HN : Mp,q(vNω)(R
d)→ Mp,q(ω)(Rd), vN (x, ξ) = (1+|x|2+|ξ|2)N , (4.3)
and its inverse are continuous and bijective (cf. e. g. [23, Theorem 3.10]).
Hence, if 0 ≤ N ≤ N0, N1 = N0 − N ≥ 0 and (4.2) holds for some
N0 ≥ 0, then
‖HNf‖Mp,q
(ω)
. ‖HN0f‖Mp,q
(ω/vN1
)
. ‖HN0f‖Mp,q
(ω)
<∞,
and (4.2) holds for N0 = 0. This implies that (4.2) is independent of
N0 ≥ 0 when p, q ≥ 1.
Next we prove that (2) is independent of the choice of ω ∈ P(R2d).
For every ω1, ω2 ∈ P(R2d), we may find an integer N0 ≥ 0 such that
1
vN0
. ω1, ω2 . vN0 ,
and then
‖f‖Mp,q
(1/vN0
)
. ‖f‖Mp,q
(ω1)
, ‖f‖Mp,q
(ω2)
. ‖f‖Mp,q
(vN0
)
. (4.4)
Hence the stated invariance follows if we prove that (4.2) holds for
ω = vN0 , if it is true for ω = 1/vN0 .
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Therefore, assume that (4.2) holds for ω = 1/vN0. If N ≥ 2N0, then
the bijectivity of (4.3) gives
‖HNf‖Mp,q
(vN0
)
hN(N !)2s
.
‖HN+2N0f‖Mp,q
(1/vN0
)
hN(N !)2s
= h2N0
(
N + 2N0
2N0
)2s
((2N0)!)
2s
‖HN+2N0f‖Mp,q
(1/vN0
)
hN+2N0((N + 2N0)!)2s
≍
(
N + 2N0
2N0
)2s ‖HN+2N0f‖Mp,q
(1/vN0
)
hN+2N0((N + 2N0)!)2s
.
‖HN+2N0f‖Mp,q
(1/vN0
)
hN+2N01 ((N + 2N0)!)
2s
,
where h1 =
h
4s
. This gives the invariance of (2) with respect to ω in the
case p, q ≥ 1. For general p, q > 0, the invariance of (4.2) with respect
to ω, p and q is now a consequence of the embeddings
M∞(vNω)(R
d) ⊆Mp,q(ω)(Rd) ⊆M∞(ω)(Rd), N >
d
p
.
The equivalence between (1) and (2) follows from these invariance
properties and the continuous embeddings
Mp0,q1 ⊆ Lp0 ⊆ Mp0,q2, q1 = min(p0, p′0), q2 = max(p0, p′0),
which can be found in e. g. [25]. 
The next three theorems characterize spaces in (2.8) in terms of
Pilipović spaces and spaces of entire functions. Here we let
ω1,r,s(z) =
e
r(log〈z〉)
1
1−2s
, s < 1
2
e
|z|2
2
−r|z|
1
s , s ≥ 1
2
,
and ω2,r,s(z) = e
|z|2
2
+r|z|
1
s , (4.5)
Theorem 4.2. Let s ≥ 0. Then
Σs(R
d) = H0,s(Rd), Ss(Rd) = Hs(Rd),
S
′
s(R
d) = H′s(Rd), Σ′s(Rd) = H′0,s(Rd).
(4.6)
Theorem 4.3. Let s ≥ 0 and let ω1,r,s be as in (4.5). Then the following
is true:
(1) the map (2.14) extends uniquely to a homeomorphism fromAs(C
d)
to
{F ∈ A(Cd) ; |F (z)| . ω1,r,s for some r > 0 }; (4.7)
(2) if in addition s /∈ {0, 1
2
}, then the map (2.14) extends uniquely
to a homeomorphism from A0,s(C
d) to
{F ∈ A(Cd) ; |F (z)| . ω1,r,s for every r > 0 }. (4.8)
Theorem 4.4. Let s ≥ 1
2
and let ω1,r,s be as in (4.5). Then the follow-
ing is true:
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(1) the map (2.14) extends uniquely to a homeomorphism fromA′s(C
d)
to
{F ∈ A(Cd) ; |F (z)| . ω2,r,s for every r > 0 }; (4.9)
(2) if in addition s 6= 1
2
, then the map (2.14) extends uniquely to a
homeomorphism from A′0,s(C
d) to
{F ∈ A(Cd) ; |F (z)| . ω2,r,s for some r > 0 }; (4.10)
Again we recall that Remark 1.12 explains the topologies of the
spaces in (4.7)–(4.10).
Remark 4.5. Evidently, since the Bargmann transform is bijective be-
tween the spaces in (2.8) and (2.9), Theorems 3.1, 3.2, 4.3, and 4.4
remains true if the spaces in (2.9) and the map (2.14) are replaced
by corresponding spaces in (2.8) and the Bargmann transform, respec-
tively.
Remark 4.6. Because of the strong links between the Bargmann trans-
form and the short-time Fourier transform when the window function
is given by φ in (1.14), Theorem 4.3 implies that the conditions on the
right-hand sides of (3.2)–(3.5) and (4.7)–(4.9) carry over to analogous
conditions on the short-time Fourier transforms. For example, (1) in
Theorem 3.1 shows that f ∈ H0, 1
2
(Rd) is equivalent to
|(Vφf)(x, ξ)| . e− 14 (1−ε)(|x|2+|ξ|2) for every ε > 0.
In Section 6 we present a more comprehensive list of relations between
elements in function spaces and estimates of their short-time Fourier
transform (see Proposition 6.5).
Theorem 4.3 in the case 0 < s < 1
2
follows by suitable applications
of Theorem 2.5, and is presented in [9]. Moreover, proofs of extended
versions of Theorems 4.3 and 4.4 in the case s ≥ 1
2
are given in Section
5, using the facts that Σs(R
d) = Σs(R
d) when s > 1
2
and Ss(R
d) =
Ss(Rd) when s ≥ 12 . (See Theorem 5.2 and its proof.)
At this moment it therefore remains to prove Theorem 4.2, and then
the following lemma takes care of the case s > 0.
Lemma 4.7. Let C, s, h > 0, f ∈ H′0(Rd), and let cα(f) be the same
as in (2.10). Then the following is true:
(1) if
‖HNf‖L2 ≤ ChN (N !)2s (4.11)
for every integer N ≥ 0, then
|cα(f)| ≤ 4sCe−s|α|
1
2s /h
1
2s ; (4.12)
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(2) if
|cα(f)| ≤ Ce− 1h |α|
1
2s , (4.13)
then
‖HNf‖L2 ≤ C1(1 + 2sh2sdΓ(2sd))(3(4sh)2s)N(N !)2s, (4.14)
for some constant C1 which only depends on C and d.
Proof. Assume that (4.11) holds for every N ≥ 0. SinceHNhα = (2|α|+
d)Nhα and {hα}α∈Nd is an orthonormal basis for L2, we get
(2|α|+ d)N |cα(f)| ≤ ‖HNf‖L2 ≤ ChN(N !)2s.
Hence,
|cα(f)| ≤ Ch
N(N !)2s
(2|α|+ d)N ,
which implies
|c0(f)| ≤ ChN(N !)2s and |cα(f)| ≤ Ch
N(N !)2s
|α|N , |α| ≥ 1. (4.15)
In particular, (4.12) holds when α = 0.
We may therefore assume that |α| ≥ 1. By (4.15) we get
|cα(f)| 12s ·
(
|α| 12s
2h
1
2s
)N
N !
≤ C 12s 1
2N
,
and by summing over all N ≥ 0 it follows that
|cα(f)| 12s e|α|
1
2s /(2h
1
2s ) ≤ 2C 12s ,
which is the same as (4.12). This gives (1).
Next assume that (4.13) holds. Then Parseval’s formula gives
‖HNf‖L2 .
(∑
α
(2|α|+ d)2Ne− 2h |α|
1
2s
) 1
2
. 1 +
∑
|α|≥1
9N |α|2Ne− 2h |α|
1
2s
 12 . 1 + 3NR sup
t≥1
g(t),
where
R =
∞∑
k=1
kd−1e−k
1
2s /h and g(t) = tNe−t
1
2s /(2h).
We need to estimate R and the last supremum. We have
R2 . 1 +
∫ ∞
1
rd−1e−r
1
2s /h dr = 1 + 2sh2sd
∫ ∞
1/(2h)
e−rr2sd−1 dr
≤ 1 + 2sh2sdΓ(2sd).
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Furthermore, by straight-forward computations, it follows that g(t)
for t ≥ 1 attains its maximum when t = (4shN)2s. Hence, by Stirling’s
formula we get
sup
t≥1
g(t) = g((4shN)2s) = ((4sh)2s)N
(
NN
eN
)2s
. ((4sh)2s)N(2πN)−s(N !)2s . ((4sh)2s)N(N !)2s.
The result now follows by combining these estimates. 
Proof of Theorem 4.2. It remains to prove (4.6) in the case s = 0.
Assume that f ∈ S0(Rd). By Proposition 4.1 it follows that ‖HNf‖L2 ≤
ChN for some h > 0 and C > 0 which are independent of N ≥ 0. If
cα(f) is the same as in (2.10), then∑
α∈Nd
|(2|α|+ d)Ncα(f)|2 = ‖HNf‖2L2 ≤ C2h2N ,
giving that
|cα(f)| ≤ ChN |(2|α|+ d)−N .
If α is chosen such that h < 2|α| + d, then it follows by letting N
tends to infinity at the last estimate that cα(f) = 0. This shows that
f ∈ H0(Rd) and hence S0(Rd) ⊆ H0(Rd).
On the other hand, for any Hermite function hα we have
‖HNhα‖L2 = (2|α|+ d)N‖hα‖L2 ≤ hN
when 2|α|+d ≤ h. Hence any Hermite function belongs to S0(Rd), and
it follows that H0(Rd) ⊆ S0(Rd). This gives (4.6). 
By a straight-forward combination of the (4.2), Theorems 3.3, 3.4,
4.3 and 4.4, and general embedding relations for Gelfand-Shilov spaces,
we get the following result.
Theorem 4.8. Let s1, s2 ∈ R♭ be such that s1 < s2. Then the embed-
dings in (0.10) and (0.11) hold true, and are continuous and dense.
Furthermore, the embeddings
Σ
′
s2
(Rd) ⊆ S ′s1(Rd) ⊆ Σ′s1(Rd) ⊆ S ′0(Rd)
hold true and are continuous.
4.1. Some consequences. Next we show some consequences of the
previous results. As an immediate consequence of Theorem 4.3 we have
Σs(R
d) =
⋂
r>0
H2[ϑr ](Rd) and Ss(Rd) =
⋃
r>0
H2[ϑr](Rd),
when ϑr(α) = e
r|α|
1
2s , s > 0 and p ∈ (0,∞]
(4.16)
(see also [21, 22]).
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We may also apply Theorem 4.3 and its proof to characterize Σ(Rd)
and Σ′(Rd) in terms of modulation spaces. In fact, by Proposition 2.8
and Theorem 4.3 it follows that Σ(Rd) and Σ′(Rd) are the projective
and inductive limit, respectively, of
M2(ωh)(R
d), ωh(x, ξ) = e
1
4
(1−2h)(|x|2+|ξ|2)
with respect to h > 0. In particular,
Σ(Rd) =
⋂
h>0
M2(ωh)(R
d) and Σ′(Rd) =
⋃
h>0
M2(ωh)(R
d),
ωh(x, ξ) = e
1
4
(1−2h)(|x|2+|ξ|2).
(4.17)
Let B be an invariant quasi-norm space and let σr(x, ξ) = 〈x〉r〈ξ〉r.
Since
Ω = {ωε · σr ; r ∈ R }
is an admissible family of weights, a combination of [26, Theorem 3.2],
Theorem 3.8 and (4.17) shows that (4.17) can be extended into
Σ(Rd) =
⋂
h>0
M(ωh,B) and Σ
′(Rd) =
⋃
h>0
M(ωh,B),
ωh(x, ξ) = e
1
4
(1−2h)(|x|2+|ξ|2).
(4.17)′
Furthermore, since for any weight ω ∈ PQ(R2d) we have ωh . ω, for
some ε > 0, (4.17)′ gives
Σ
′(Rd) =
⋃
ω∈PQ(R2d)
M(ω,B).
An other consequence of Theorem 4.3 is the following.
Proposition 4.9. Let F (z) = eγz
2
, where γ ∈ C. Then F = Vdf for
some f ∈ Σ′(Rd).
5. Mapping properties of Gelfand-Shilov spaces and their
distribution spaces, under the Bargmann transform
In this section we discuss the image of the Bargmann transform on
Gelfand-Shilov spaces and their distribution spaces. We also use the
results to show that the Gelfand-Shilov spaces of functions or distribu-
tions can be obtained by appropriate unions or intersections of certain
modulation spaces, introduced in [26].
With inspiration of the links between the spaces in (2.8), (2.9), the
Pilipović spaces and Gelfand-Shilov spaces, we make the following def-
inition.
Definition 5.1. Let s1, t1 ≥ 12 and s2, t2 > 12 , and let
ωr,s,t(z) = e
|z|2
2
+r(|x|
1
t +|ξ|
1
s ), z = x+ iξ, x, ξ ∈ Rd, (5.1)
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when s, t ≥ 1
2
. Then As1t1 (Cd), As20,t2(Cd), (As20,t2)′(Cd) and (As1t1 )′(Cd)
are given by
As1t1 (Cd) = {F ∈ A(Cd) ; |F (z)| . ωr,s1,t1(z) for some r < 0 }
As20,t2(Cd) = {F ∈ A(Cd) ; |F (z)| . ωr,s2,t2(z) for every r < 0 }
(As20,t2)′(Cd) = {F ∈ A(Cd) ; |F (z)| . ωr,s2,t2(z) for some r > 0 }
(As1t1 )′(Cd) = {F ∈ A(Cd) ; |F (z)| . ωr,s1,t1(z) for every r > 0 },
(5.2)
We also set As = Ass and A0,s = As0,s, and remark that As = As
when s ≥ 1
2
and A0,s = A0,s when s > 12 , since Ss(Rd) = Ss(Rd) when
s ≥ 1
2
and Σs(R
d) = Σs(R
d) when s > 1
2
.
We note that if p ∈ (0,∞], then
As1t1 (Cd) =
⋃
r>0
Ap(ϑr,s1,t1)
(Cd), As20,t2(Cd) =
⋂
r>0
Ap(ϑr,s2,t2)
(Cd),
(As20,t2)′(Cd) =
⋃
r>0
Ap(1/ϑr,s2,t2 )
(Cd) and (As1t1 )′(Cd) =
⋂
r>0
Ap(1/ϑr,s1,t1)
(Cd),
(5.2)′
in view of [26, Theorem 3.2]. Here ϑr,s,t is given by (1.27). We let
the topologies of Ast(Cd) and As0,t(Cd) be the inductive and projective
limit topology, respectively, of Ap(ϑr,s,t)(C
d), r > 0, and the topologies of
(As0,t)′(Cd) and (Ast)′(Cd) be the inductive and projective limit topol-
ogy, respectively, of Ap(1/ϑr,s,t)(C
d), r > 0.
Theorem 5.2. Let s1, t1 ≥ 12 , s2, t2 > 12 , and let ωr,s,t be as in (5.1).
Then the Bargmann transform fromH0(Rd) to A′1/2(Cd) extends uniquely
to homeomorphisms from
Ss1t1 (Rd), Σs2t2 (Rd), (Σs2t2 )′(Rd) and (Ss1t1 )′(Rd) (5.3)
to
As1t1 (Rd), As20,t2(Rd), (As20,t2)′(Rd) and (As1t1 )′(Rd), (5.4)
respectively.
Proof. Let φ be given by (1.14). By Propositions 1.1 and 1.2, and (1.24)
it follows that the Bargmann transform maps the spaces in (5.3) into
corresponding spaces in (5.4). Furthermore, these mappings are home-
omorphisms from the spaces in (5.3) to corresponding images under
the relative topologies induced from the spaces in (5.4). We need to
prove that these images agree with the spaces in (5.4).
Therefore, let F ∈ (As1t1 )′(Cd). Since (As1t1 )′(Cd) ⊆ A′1/2(Cd), Theo-
rems 4.2 and 4.4, and (1.7) shows that F = Vdf for some f ∈ S ′1/2(Rd),
and since φ ∈ Sst (Rd) for every s, t ≥ 12 , (1.25) shows that (1.5) holds
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with s1 and t1 in place of s and t, respectively, for every r > 0. Hence,
f ∈ (Ss1t1 )′(Rd), by Proposition 1.2.
In the same way, it is proved that the images of the other spaces in
(5.3) agree with corresponding spaces in (5.4), and the result follows.

Remark 5.3. We remark here that already in [2], complete character-
izations of the S (Rd) and S ′(Rd) in terms of the images under the
Bargmann transform, are obtained. In fact, it is here proved that Vd
is bijective from S (Rd) to
A∞(Cd) = {F ∈ A(Cd) ; |F (z)| . e
|z|2
2 〈z〉−N for every N ≥ 0 },
and from S ′(Rd) to
A∞(Cd) = {F ∈ A(Cd) ; |F (z)| . e
|z|2
2 〈z〉N for some N ≥ 0 }.
Remark 5.4. Especially the cases when s = s1 =
1
2
or t = t1 =
1
2
in
Theorem 5.2 seem to be new, and are often not taken into account in
e. g. [26]. In fact, in [26] it is usually assumed that the involved weights
should belong to P0G or the larger class P
0
Q.
By relaxing the condition
e−r|x|
2
. ω(x) . er|x|
2
, for every r > 0,
into
e−r|x|
2
. ω(x) . er0|x|
2
, for every r > 0 and some r0 > 0, (5.5)
in the definitions of P0Q(R
d) and its subclasses, it follows that the
results in [26], except Theorem 4.7 and Lemma 4.11, still hold in these
more general situations.
We finish the section by the following extension of Theorem 3.9 in
[26], and which follows from Theorems 3.2 and 3.4 in [26], and Theorem
Proposition 1.2. Here recall for φ as in (1.14), ω a weight onR2d and B a
mixed quasi-norm space on R2d, M(ω,B) is the set of all f ∈ S ′1/2(Rd)
such that ‖f‖M(ω,B) ≡ ‖Vφf · ω‖B is finite.
Proposition 5.5. Let B be a mixed quasi-norm space on R2d, and set
ωr(x, ξ) ≡ er(|x|
1
t +|ξ|
1
s ), r ∈ R.
Then the following is true:
(1) if s, t ≥ 1
2
then⋃
r>0
M(ωr,B) = Sst (Rd) and
⋂
r<0
M(ωr,B) = (Sst )′(Rd);
(2) if s, t > 1
2
, then⋂
r>0
M(ωr,B) = Σ
s
t (R
d) and
⋃
r<0
M(ωr,B) = (Σ
s
t )
′(Rd).
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6. Some consequences and further remarks
In this section we obtain further properties of the spaces in previous
sections. First we deduce invariance properties under fractional Fourier
transforms. Thereafter we obtain invariance properties under actions of
linear partial differential operators with polynomial coefficients. Then
we show some ideas on how to define spaces like Σst(R
d), Sst (R
d) and
their duals, and in the end we summarize the boundedness properties
of the spaces in tables.
6.1. Some remarks on fractional Fourier transforms. Next we
use the previous results to deduce some invariance properties for frac-
tional Fourier transforms of element in certain modulation spaces.
If f ∈ L2(Rd), then it is proved already in [1] that
(Vd(Ff))(z) = (Vdf)(−iz) = (Vdf)(e−ipi2 z).
The same arguments show that the latter equality still holds after the
assumption f ∈ L2(Rd) is relaxed into f ∈ H′0(Rd). For this reason,
the fractional Fourier transform, Frf of f of order r ∈ R, is defined
by the formula
(Vd(Frf))(z) = (Vdf)(e
−ir pi
2 z), z ∈ Cd
(cf. Section 3b in [1], or [28] and the references therein). More gener-
ally, the partial fractional Fourier transform, Frf of f of order r =
(r1, . . . , rd) ∈ Rd is defined by the formula
(Vd(Frf))(z) = (Vdf)(e
−ir1
pi
2 z1, . . . , e
−ird
pi
2 zd), z ∈ Cd.
or equivalently,
Fr ≡ V−1d ◦ Tr ◦Vd,
where (TrF )(z) ≡ F (e−ir1 pi2 z1, . . . , e−ird pi2 zd)
(6.1)
when F ∈ A′0(Cd).
Certain parts of (1) and (2) in the following proposition are well-
known (cf. [1,2]). In order to be self-contained we here present a proof.
Proposition 6.1. Let s ∈ R♭, r ∈ Rd, p ∈ (0,∞] and let ω be a weight
on R2d such that
ω(x, ξ) = ω0(|z1|, . . . , |zd|), zj = xj + iξj ∈ C, j = 1, . . . , d,
for some ω0. Then the following is true:
(1) Fr is continuous and bijective onHs(Rd),H0,s(Rd) and S (Rd),
and their duals;
(2) Frhα = e
−i〈r,α〉pi
2 hα for every α ∈ Nd, and Fr ◦ H = H ◦Fr
on S ′0(R
d);
45
(3) Fr is isometric and bijective on M
p
(ω)(R
d). Moreover, if N is
an integer and f ∈ H′♭1(Rd), then
‖HN(Frf)‖Mp
(ω)
= ‖HNf‖Mp
(ω)
.
Proof. By (1.20) and (6.1) we get
(Vd(Frhα))(z) =
e−i〈α,r〉
pi
2 zα
(α!)
1
2
= e−i〈α,r〉
pi
2 (Vdhα)(z),
which gives Frhα = e
−i〈r,α〉pi
2 hα (see also [1]).
The assertion (1) now follows from the latter equality, Theorems 3.3,
3.4 and 4.3, Theorem 4.3 and duality.
Let Tr be as in (6.1), f ∈ H′♭1(Rd), and let F = Vdf . By applying
the Bargmann transform on H(Frf) we get
Vd(H(Frf))(z) =
d∑
j=1
(2zj∂j(TrF )(z) + d(TrF )(z))
=
d∑
j=1
(Tr(2zj∂jF )(z) + d(TrF )(z))
= Tr
((
d∑
j=1
(2zj∂j + d)
)
F
)
(z) = Vd(Fr(Hf))(z),
and (2) follows.
We only prove (3) in the case p < ∞. The case p = ∞ follows by
similar arguments and is left for the reader.
By identifying (x, ξ) ∈ R2d with x + iξ ∈ Cd, it follows from the
assumptions that (T−1
r
ω) = ω. This gives
‖Frf‖pMp
(ω)
= ‖Vd(Frf)‖pAp
(ω)
= 2d(2π)−p
d
2
∫
Cd
|(TrF )(z)e−
|z|2
2 ω(
√
2z)|p dλ(z)
= 2d(2π)−p
d
2
∫
Cd
|F (z)e− |z|
2
2 ω(
√
2z)|p dλ(z)
= ‖Vd(f)‖pAp
(ω)
= ‖f‖p
Mp
(ω)
,
and (3) follows. The proof is complete. 
6.2. Distribution theory properties. Next we discuss distribution
theory properties of Pilipović spaces and their duals, and start with
the following.
Proposition 6.2. Let a(x, ξ) be a polynomial on R2d and let s ∈ R♭.
Then the following is true:
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(1) the operator a(x,D) on S (Rd) is uniquely extendable to a con-
tinuous operator on H′0(Rd);
(2) the operator a(x,D) on H′0(Rd) restricts to a continuous map
on any of the spaces H0,s(Rd) and Hs(Rd), and their duals.
Proof. Assume that f belongs to
H0,s(Rd) or Hs(Rd), (6.2)
and has the Hermite expansion (2.10). If a(x,D) is the creation or
annihilation operator with respect to the coordinate xj , then it follows
by straight-forward computations that
cα(a(x,D)f) = cβ(f),
where
βk =
{
αj ± 1, k = j
αk , k 6= j
for some choice of plus or minus. By straight-forward computations it
follows that if
|cα(f)| . e−r|α|
1
2s or |cα(f)| . r|α|(α!)− 12 ,
for some or for every r > 0, then cα(x,D)f obeys the same type of
estimate as cα(f) does. Hence, the creation and annihilation operators
are continuous on any of the spaces in (6.2).
The result now follows in general from the facts that any operator
a(x,D) with polynomial symbol is a superposition of the operators f 7→
xj · f and f 7→ Djf , j = 1, . . . , d, and that any of the latter operators
are linear combinations of creation and annihilation operators 
Corollary 6.3. Let s ∈ R♭. Then the spaces in (3.2)–(3.5) and (4.7)–
(4.10) are invariant under multiplication of analytic polynomials and
under complex differentiations.
Proof. The result follows from Proposition 6.2 and the fact that the
creation and annihilation operators with respect to the coordinate xj
carry over to multiplication and differentiation, respectively, with re-
spect to the coordinate zj , by the Bargmann transform. 
Proposition 6.2 shows that several partial differential operators pos-
sess suitable mapping properties on Pilipović spaces. On the other
hand, the following consequence of Theorem 4.3 shows that important
properties, valid for other test function spaces and their distribution
spaces, are violated. Here a test-function space V and its dual V ′ are
called test-function modules if the multiplication (f, g) 7→ f ·g is contin-
uous from V ×V to V , and thereby extendable to continuous mappings
from V ′ × V to V and from V × V ′ to V .
Proposition 6.4. Let f be a Gauss function and let s ∈ R♭. Then the
following is true:
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(1) f ∈ H0, 1
2
(Rd), if and only if f(x) = Ce−
|x|2
2
+L(x) for some
(complex-valued) linear form L on Rd and constant C;
(2) H0,s(Rd) andH′0,s(Rd) are neither invariant under dilations nor
test-function modules when 0 < s ≤ 1
2
;
(3) Hs(Rd) and H′s(Rd) are neither invariant under dilations nor
test-function modules when 0 ≤ s < 1
2
.
Proof. It suffices to prove (1). Let φ be as in (1.14), and set
φA,L(x) = e
− 1
2
〈Ax,x〉+L(x),
when A is a symmetric d × d matrix with positive real part, and L is
a linear form on Rd with values in C. If f = φI,L for some (complex-
valued) linear form L on Rd, then
|(Vφf)(x, ξ)| = C0e− 14 (|x−x0|2+|ξ−ξ0|2),
for some fixed x0, ξ0 ∈ Rd and constant C0. Since the right-hand side
can be estimated by Cεe
− 1
4
(1−ε)(|x|2+|ξ|2), for every ε > 0, it follows that
f ∈ Σ(Rd) in this case, in view of Remark 4.6.
Next assume that f is a Gaussian and belongs to Σ(Rd). Then f =
CφA,L, for some constant C, symmetric d × d matrix A with positive
real part, and linear form L onRd with values inC. Since Σ is invariant
under the Fourier transform, it follows that
f̂ = C1φA−1,L0
belongs to Σ(Rd) for some choice of linear form L0.
Let
A1 = A(I + A)
−1 and A2 = (I + A)
−1. (6.3)
By straight-forward computations we get
(Vφf)(x, 0) = C1φA,L ∗ φ(x) = C2φA1,L1(x)
and
(Vφf̂)(ξ, 0) = C3φA−1,L0 ∗ φ(ξ) = C4φA2,L2(ξ),
for some constants C1, . . . , C4 and linear forms L1 and L2. Since f, f̂ ∈
Σ(Rd), Theorem 4.3, Remark 4.6 and the latter formulas imply that
Re(〈A1x, x〉) ≥ |x|
2
2
and Re(〈A2x, x〉) ≥ |x|
2
2
.
Hence, if λ1, . . . , λd are the eigenvalues of A, it follows from the latter
estimates and (6.3) that
Re
(
(1 + λj)
−1
) ≥ 2−1 and Re ((1 + λ−1j )−1) ≥ 2−1,
when j = 1, . . . , d, which is true only when λj = 1 for every j.
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In fact, by letting sj and tj be the real and imaginary parts of λj ,
the latter inequalities become
s2j + t
2
j ≤ 1 ≤ s2j − 3t2j ,
which implies that sj = ±1 and tj = 0. Since sj > 0, it follows that
λj = sj = 1, and the result follows. 
6.3. A broader class of Pilipović spaces. The mapping properties
explained in Theorem 4.3 can serve as a source of inspiration of defining
broad families of function and distribution spaces, related to Pilipović
spaces and their spaces of distributions.
In what follows, let κ1 and κ2 be given by (3.1), and let
ϑr,s(x) =

er(log〈x〉)
1
1−2s
, s < 1
2
,
er|x|
κ1(σ)
, s = ♭σ,
e
r|x|2
2(1+r) , s = 1
2
,
e
|x|2
2
−r|x|
1
s , s > 1
2
,
ϑ∗r,s(x) =

er|x|
κ2(σ)
, s = ♭σ,
e
(1+r)|x|2
2r , s = 1
2
,
e
|x|2
2
+r|x|
1
s , s > 1
2
,
ωr,s,t(z) = ϑr,t(x)ϑr,s(ξ), when s, t ∈ R♭, z = x+ iξ, x, ξ ∈ Rd,
and
ω∗r,s,t(z) = ϑ
∗
r,t(x)ϑ
∗
r,s(ξ), when s, t ∈ R♭, z = x+ iξ, x, ξ ∈ Rd.
Furthermore, let
A
s
t(C
d) = {F ∈ A(Cd) ; |F (z)| . ωr,s,t(z), for some r > 0 },
A
s
0,t(C
d) = {F ∈ A(Cd) ; |F (z)| . ωr,s,t(z), for every r > 0 },
and let (Ast )
′(Cd) and (As0,t)
′(Cd) be the duals ofAst (C
d) andAs0,t(C
d),
respectively, s, t ∈ R♭. Then
(Ast )
′(Cd) = {F ∈ A(Cd) ; |F (z)| . ω∗r,s,t(z), for every r > 0 }, s, t > ♭1
and
(As0,t)
′(Cd) = {F ∈ A(Cd) ; |F (z)| . ω∗r,s,t(z), for some r > 0 }, s, t > ♭1.
We now let Sst (R
d), Σst(R
d), (Sst )
′(Rd) and (Σst )
′(Rd) be the counter
images of the latter spaces, i. e.,
S
s
t (R
d) ≡ V−1d (Ast (Cd)), Σst (Rd) ≡ V−1d (As0,t(Cd)),
(Sst )
′(Rd) ≡ V−1d ((Ast )′(Cd)), (Σst )′(Rd) ≡ V−1d ((As0,t)′(Cd)),
(6.4)
for suitable s and t.
Evidently, from the definitions it follows that
S
s
s = Ss, Σ
s
s = Σs, (S
s
s )
′ = S ′s and (Σ
s
s)
′ = Σ′s,
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for admissible s ∈ R♭, and
S
t
s = Sts, Σts = Σts, (S ts)′ = (Sts)′ and (Σts)′ = (Σts)′,
when the spaces on the right-hand sides are non-trivial. An interesting
question concerns of finding convenient descriptions of the spaces in
(6.4). This seems to be non-trivial from the point of view of Hermite
series expansions, in view of [14].
By the link between the Bargmann transform and short-time Fourier
transform (1.24) when φ is given by (1.14), it follows that we may iden-
tify the spaces in (6.4) by suitable estimates on the involved elements.
More precisely, let ϑ˜r,s and ϑ˜
∗
r,s be the modifications of ϑr,s and ϑ
∗
r,s,
given by
ϑ˜r,s(x) =

e−
|x|2
4
+r(log〈x〉)
1
1−2s
, s < 1
2
,
e−
|x|2
4
+r|x|κ1(σ), s = ♭σ,
e
|x|2
4(1+r) , s = 1
2
,
e−r|x|
1
s , s > 1
2
,
(6.5)
and
ϑ˜∗r,s(x) =
e
− |x|
2
4
+r|x|κ2(σ), s = ♭σ,
er|x|
1
s , s ≥ 1
2
,
(6.6)
then we get the following.
Proposition 6.5. Let r > 0, κ1 κ2 and φ be as in (1.14) and (3.1),
ϑ˜r,s for s ∈ R♭ and ϑ˜∗r,s for s ∈ R♭ be given by (6.5) and (6.6), and let
ωr,s,t(x, ξ) ≡ ϑ˜r,t(x)ϑ˜r,s(ξ) and ω∗r,s,t(x, ξ) ≡ ϑ˜∗r,t(x)ϑ˜∗r,s(ξ).
Then the following is true:
(1) if s, t ≥ 0 (s, t > 0), then f ∈ Sst (Rd) (f ∈ Σst (Rd)), if and
only if
|(Vφf)(x, ξ)| . ωr,s,t(x, ξ)
for some (for every) r > 0;
(2) if s, t > ♭1, then f ∈ (Sst )′(Rd) (f ∈ (Σst )′(Rd)), if and only if
|(Vφf)(x, ξ)| . ω∗r,s,t(x, ξ)
for every (for some) r > 0.
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6.4. Tables of properties for function and distribution spaces.
In the following tables we list the boundedness properties of the spaces
considered in previous sections. Here we let N1 =
N
logN
. The first tab-
ular lists the test function spaces and their properties.
Hs(Rd)/H0,s(Rd) |HNf | . |cα(f)| . |Vdf(z)| . References
s > 12 R
NN !2s e−R|α|
1
2s e
|z|2
2
−R|z|
1
s Thm. 5.22
H 1
2
(Rd) RNN ! e−R|α| e(1−R)
|z|2
2 Thm. 5.2
H0, 1
2
(Rd) RNN ! e−R|α| eR|z|
2
Thm. 4.3
s = ♭σ, σ <∞ See3 R|α|(α!)− 12σ eR|z|
2σ
σ+1
Thm. 3.1
s < 12 R
NN !2s e−R|α|
1
2s eR(log〈z〉)
1
1−2s
Thm. 4.34
Table 1: The test function spaces Hs(Rd) and H0,s(Rd). For Hs (H0,s), the above
estimates should hold for some (for every) R > 0.
H′s(Rd)/H′0,s(Rd) |cα(f)| . |Vdf(z)| . References
s > 12 e
R|α|
1
2s e
|z|2
2
+R|z|
1
s Thm. 5.22
H′1
2
(Rd) eR|α| e(1+R)
|z|2
2 Thm. 5.2
H′
0, 1
2
(Rd) eR|α| eR|z|
2
Thm. 3.2
s = ♭σ, σ > 1 R
|α|(α!)
1
2σ eR|z|
2σ
σ−1
Thm. 3.2
s = ♭σ, σ ≤ 1 R|α|(α!) 12σ No conditions Thm. 3.2
s < 12 e
−R|α|
1
2s No conditions Thm. 4.4
Table 2: The distribution spaces H′s(Rd) and H′0,s(Rd). For H′s (H′0,s), the above
estimates should hold for every (for some) R > 0.
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