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Abstract This paper presents an empirical study of the
convergence characteristics of augmented Lagrangian
coordination (ALC) for solving multi-modal optimiza-
tion problems in a distributed fashion. A number of
test problems that do not satisfy all assumptions of the
convergence proof for ALC are selected to demon-
strate the convergence characteristics of ALC algo-
rithms. When only a local search is employed at the
subproblems, local solutions to the original problem
are often attained. When a global search is performed
at subproblems, global solutions to the original, non-
decomposed problem are found for many of the exam-
ples. Although these findings are promising, ALC with
a global subproblem search may yield only local solu-
tions in the case of non-convex coupling functions or
disconnected feasible domains. Results indicate that for
these examples both the starting point and the sequence
in which subproblems are solved determines which
solution is obtained. We illustrate that the main cause
for this behavior lies in the alternating minimization
inner loop, which is inherently of a local nature.
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1 Introduction
The field of multidisciplinary design optimization
(MDO) is concerned with the design of large-scale
engineering systems that consist of a number of inter-
acting subsystems. The size and the required level of
expertise of each subsystem often prohibits the de-
sign of these large-scale systems to be performed in
an integrated fashion. Instead, the problem is decom-
posed into smaller, more manageable parts, which are
referred to as design subproblems. To deal with the
resulting coupled subproblems, a systematical coordi-
nation approach to system design is required.
Many coordination methods have been proposed for
distributed system optimization, and reviews are given
in Cramer et al. (1994), Balling and Sobieszczanski-
Sobieski (1996), and Tosserams et al. (2009b). These
coordination methods include concurrent subspace
optimization (CSSO, Sobieszczanski-Sobieski 1988), bi-
level integrated system synthesis (BLISS/BLISS2000,
Sobieszczanski-Sobieski et al. 2000, 2003), collabo-
rative optimization (CO, Braun 1996; Braun et al.
1997), and the quasiseparable decomposition (QSD)
approach of Haftka and Watson (2005). Several of
these coordination methods may experience numerical
difficulties when solving the master problem due to
non-smoothness or failure to meet certain constraint
qualifications (Alexandrov and Lewis 2002; DeMiguel
and Murray 2000; Lin 2004). This may hinder the use
of existing efficient gradient-based solution algorithms
such as sequential quadratic programming (SQP).
Methods that do not satisfy these requirements have to
use specialized, typically inefficient algorithms to solve
the associated optimization problems. Sobieszczanski-
Sobieski et al. (2003); Sobieski and Kroo (2000); Liu
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et al. (2004) propose the use of response surfaces to
circumvent the difficulties due to the nonsmoothness.
During the last years, several new penalty function-
based coordination methods have been developed:
analytical target cascading (ATC) (Michelena et al.
1999; Kim 2001; Kim et al. 2003; Michelena et al. 2003;
Tosserams et al. 2006), the inexact and exact penalty
decomposition methods (IPD/EPD) of DeMiguel and
Murray (2006), and the augmented Lagrangian coor-
dination method for quasiseparable problems1 (ALC-
QS) of Tosserams et al. (2007). For these methods,
basic constraint qualifications hold, and the optimiza-
tion (sub)problems are smooth. All methods can be
shown to converge to the optimal solution of the origi-
nal problem under certain assumptions such as smooth-
ness and convexity. The formulation of IPD/EPD is
nested, similar to CO, and for every function evalu-
ation of the master problem, an optimization of the
subproblems is necessary. ATC and ALC-QS follow an
alternating approach that iterates between solving the
master problem and the disciplinary subproblems in a
Gauss-Seidel fashion.
Recently, we demonstrated that a combination of
augmented Lagrangian and Gauss-Seidel techniques
can be used for the coordination of problems with both
linking variables and coupling functions (Tosserams
et al. 2008). This augmented Lagrangian coordination
approach (ALC) has been demonstrated to provide
flexibility to a system designer to tailor the formulation
to existing organizational or computational structure.
Analytical target cascading and ALC-QS are subclasses
of the method.
Solutions obtained with ALC can be demonstrated
to converge to Karush-Kuhn-Tucker (KKT) points of
the original, non-decomposed problem under smooth-
ness and convexity assumptions by combining existing
results from the nonlinear programming community.
Especially the assumption of convexity is difficult to en-
force for practical design problems, which are typically
non-convex and multi-modal (i.e. have multiple local
solutions). Even when subproblems could be solved for
global optimality (which for non-convex problems is
very difficult, or even impossible to guarantee), then the
ALC iterates may still not converge to a local solution
(a KKT point) of the non-decomposed problem.
The objective of this study is to investigate how aug-
mented Lagrangian coordination algorithms perform
for a number of non-convex, multi-modal test problems
1Quasiseparable problems have subsystems that are only coupled
through linking variables; coupling objectives and constraints are
not allowed.
(i.e. problems with multiple local solutions) that do not
satisfy all assumptions for convergence. We investigate
whether the quality of solutions of ALC can be im-
proved by using a global search at subproblems instead
of a local search. Since a global search is in general far
more expensive than a local search, the computational
cost for both search options are compared as well.
Moreover, the solutions obtained for both cases (local
and global) are compared to an all-in-one implemen-
tation in terms of solution quality and computational
cost required to obtain these solutions. This comparison
is used to investigate whether the often-made sugges-
tion that decomposition methods may be successful
in reducing the computational cost when compared to
integrated approaches holds for ALC.
The paper is outlined as follows. We first present the
augmented Lagrangian method in Section 2, followed
by a description of the general set-up of the numer-
ical experiments in Section 3. Six examples and the
associated numerical results are presented in Section 4,
followed by a discussion of the general observations in
Section 5. Finally, some concluding remarks are offered
in Section 6.
2 Augmented Lagrangian coordination
The augmented Lagrangian coordination (ALC)
method as presented in Tosserams et al. (2008) is




f0(y, x1, . . . , xM) +
M∑
j=1
f j(y, x j)
subject to g0(y, x1, . . . , xM) ≤ 0
h0(y, x1, . . . , xM) = 0
g j(y, x j) ≤ 0 j = 1, . . . , M
h j(y, x j) = 0 j = 1, . . . , M
where z = [y, x1, . . . , xM]
(1)
where M is the number of subsystems. The vector of de-
sign variables z = [y, x1, . . . , xM] consists of a number
of linking variables y, and a number of local variables x j
associated exclusively to subsystem j. The linking vari-
ables may be common design variables shared by multi-
ple subsystems, and interdisciplinary coupling variables
that link the analysis models of different subsystems.
The coupling objective f0 and coupling constraints g0
and h0 are non-separable and may depend on all design
variables z. Local objectives f j, and local constraints g j
and h j are associated exclusively to subsystem j, and
may depend on the linking variables y and the local
variables x j of only a single subsystem j.
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In this paper we are particularly interested in
multi-modal problems, i.e. problems that have mul-
tiple local solutions. Let f = f0 + f1 + . . . + fM, g =
[g0, g1, . . . , gM], and h = [h0, h1, . . . , hM], then the fea-
sible domain F of (1) is defined by F = {x|g(z) ≤
0, h(z) = 0}. Furthermore, let B(z, ε) be the ball with
radius ε > 0 around z. Then, a feasible point z∗ ∈ F is
a local solution of problem (1) if it satisfies
f (z∗) ≤ f (z) ∀z ∈ F ∩ B(z∗, ε) (2)
for some positive value of ε. In words, a local solution
z∗ is a feasible point with the lowest objective when
compared to the other feasible points in its direct neigh-
borhood. If multiple of these local solutions exist, then
a problem is multi-modal. The global optimum z∗g ∈ F
is defined as the point with the lowest objective in the
entire feasible domain, and therefore satisfies
f (z∗g) ≤ f (z) ∀z ∈ F (3)
For continuous problems, multi-modality often arises
due to the non-convexity of objective and/or constraint
functions.
2.1 Decomposition of the original problem
ALC introduces three steps to decompose problem (1).
In the first step, coupling of the constraints through the
linking variables y is removed. A separate copy y j is
introduced at each subsystem, such that the local con-
straints g j and h j depend on the copy y j associated with
subsystem j and the local variables x j of this subsystem.
The copies are forced equal (i.e. y1 = y2 = . . . = yM) by
consistency constraints c, which are defined as a collec-
tion of consistency constraints c jn between subsystem j
and its neighbors n ∈ N j:
c jn = y j − yn = 0 {n ∈ N j|n > j} j = 1, . . . , M
(4)
The neighbors N j are defined as the subsystems to
which subsystem j is linked to through the consistency
constraints. Furthermore, the condition n > j makes
sure that only one of the linearly dependent pair c jn
and cnj is included in the consistency constraints (e.g.,
only c12 = y1 − y2, and not also c21 = y2 − y1). For a
detailed discussion on consistency constraint alloca-
tion, the reader is referred to Allison and Papalambros
(2008).
The second step involves relaxation of the consis-
tency constraints c as well as the coupling constraints
g0 and h0. The vector q = [c, g0 + s, h0] is introduced
as the vector of all linking constraints, where s ≥ 0 are
slack variables that allow the inequality constraints g0
to be treated as equality constraints. All constraints
q are relaxed using an augmented Lagrangian penalty
function (see, e.g., Bertsekas 1982; Arora et al. 1991;
Bertsekas 2003)
φ(q) = vTq + ‖w ◦ q‖22 (5)
Here, v and w are penalty parameters that need to
be selected appropriately. The symbol ◦ represents the
Hadamard product: an entry-wise multiplication of two
vectors, such that a ◦ b = [a1, ..., an]T ◦ [b 1, . . . , b n]T =
[a1b 1, . . . , anb n]T . After relaxation of the linking con-
straints, subsystems have separable constraint sets, and
are only linked through the objective function.
The third step of decomposition is to define a
subproblem P j for each subsystem. The augmented
Lagrangian coordination algorithms alternately opti-
mize for the variables of each subsystem. Subproblem
P j therefore only includes the terms that depend on its
variables x j = [x j, y j, s j], and is given by
min
x j
f j(y j, x j) + f0(y1, x1, . . . , yM, xM)
+φ(q(y1, x1, . . . , yM, xM, s)
)
subject to g j(y j, x j) ≤ 0
h j(y j, x j) = 0
s j ≥ 0
where x j = [y j, x j, s j]
(6)
where s j is the (possibly empty) vector of slack vari-
ables allocated to subsystem j such that [s1, . . . , sM]
holds the same elements as s but not necessarily in the
same order.
The solution to subproblem P j depends on the solu-
tion of the other subproblems Pi|i 
= j, since the vari-
ables of these subsystems appear in the objective of Pj.
A coordination algorithm is necessary to account for
this coupling.
2.2 Coordination algorithms
Coordination algorithms for ALC have two tasks:
1. To select appropriate penalty parameters v and w
2. To account for the coupling of subproblem
objectives
Two common-place nonlinear programming techniques
are combined to perform these tasks in a coordination
algorithm that consists of inner and outer loops. The
method of multipliers (see, e.g. Bertsekas 2003) is used
in the outer loop to set the penalty parameters, and
an alternating minimization approach (see, e.g. Bezdek
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and Hathaway 2002) that sequentially solves the sub-
problems (6) j = 1, . . . , M accounts for the subproblem
coupling in an inner loop. The coordination algorithm
is illustrated in Fig. 1a.
2.2.1 Outer loop: method of multipliers
In the outer loops, the method of multipliers sets the
penalty parameters vk+1 for outer iteration k + 1 using
the following update formula (see, e.g., Bertsekas 1982,
2003):
vk+1 = vk + 2wk ◦ wk ◦ qk (7)
where qk are the values of the linking constraints q at
termination of the k-th inner loop. Since large penalty
weights slow down the coordination algorithms and in-
troduce ill-conditioning of the subproblems, the penalty
weights w are increased a factor β only when the reduc-
tion in the linking constraint value is smaller than some
fraction γ . If the reduction is larger, the penalty weights
are not updated. As a result, the penalty weights are
only increased when the contribution of the Lagrange
multiplier update (7) did not lead to a large enough
reduction in the violation of the linking constraints.
More formally, the penalty weight wi for the ith linking




















where β > 1 and 0 < γ < 1, and we observe that β =
2.2 and γ = 0.4 perform well in general.
The outer loop, and thus the solution procedure, is
terminated when two conditions are satisfied. First, the
(a) (In)exact inner loop
































Fig. 1 Illustration of coordination algorithms for ALC (a, b)
change in the maximal linking constraint value for two
consecutive outer loop iterations must be smaller than
some user-defined termination tolerance ε > 0
∥
∥qk − qk−1∥∥∞ < ε (9)
Second, the maximal linking constraint violation must




∥∞ < ε (10)
Note that it is also possible to use different termination
tolerances for each criterion, however for the sake of
simplicity we use a single value for both criteria.
2.2.2 Inner loop: alternating optimization
In the inner loop, subproblems are solved sequentially
for fixed penalty parameters v and w using an alter-
nating optimization approach (see, e.g., Fortin and
Glowinski 1983; Grippo and Sciandrone 2000; Bezdek
and Hathaway 2002).2 This procedure is terminated
when the relative change in the objective function value
F of the relaxed system design problem given by
F(x1, y1, . . . , xM, yM, s) =
M∑
j=1
f j(x j, y j)
+ f0(x1, y1, . . . , xM, yM)
+φ(q(x1, y1, . . . , xM, yM, s)
)
for two consecutive inner loop iterations is smaller than
some user-defined termination tolerance εinner > 0:
∣
∣Fξ − Fξ−1∣∣
1 + |Fξ | < εinner (11)
where ξ denotes the inner loop iteration number. The
division by 1 + |Fξ | is used for proper scaling of the
criterion for very large as well as very small objec-
tives (Gill et al. 1981). The termination tolerance εinner
should be smaller than the outer loop termination tol-
erance ε to assure sufficient accuracy of the inner loop
solution. We use εinner = ε/100.
An alternative inner loop termination strategy is to
cut off the inner loop before actual convergence during
2The alternating optimization approach is also known as “non-
linear Gauss-Seidel” or “block-coordinate descent” (see, e.g.,
Bertsekas and Tsitsiklis 1989; Bertsekas 2003).
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the first few iterations by using looser tolerances. More
formally, such an inexact approach uses a different
tolerance εkinner for each outer loop iteration. The main
idea behind such a strategy is that costly inner loop
iterations are avoided when the penalty parameters
are still far from their optimal values. Convergence
for the outer loop updates in case of an inexact inner






εkinner → 0 (Bertsekas 2003).
2.3 Subclasses using an alternating direction approach
The alternating direction method of multipliers of
Bertsekas and Tsitsiklis (1989) has been proposed
to coordinate several subclasses of decomposed ALC
problems (see, e.g., Tosserams et al. 2006, 2007, 2009a;
Li et al. 2008). Coordination algorithms based on
an alternating direction approach require only a sin-
gle iteration in the inner loop. The most general
of these classes considers block-dependent coupling
functions. A function f is block-dependent if it de-
pends on disciplinary response functions r j(y, x j) of
different subsystems j = 1, . . . , M, but the functions
r j themselves are not separable in y and x j such










f j(y, x j)
subject to g0
(




r1(y, x1), . . . , rM(y, xM)
) = 0
g j(y, x j) ≤ 0 j = 1, . . . , M
h j(y, x j) = 0 j = 1, . . . , M
where z = [y, x1, . . . , xM]
(12)
where r j is the vector of component functions of sub-
system j. The approach for block-dependent problems
introduces local copies y j, j = 1, . . . , M of the link-
ing variables y, but keeps the original y as a “master
copy”. The consistency constraints are then defined
as c0 j = y − y j = 0, j = 1, . . . , M. Similarly, support
variables t j are introduced for each vector of com-
ponent functions r j, as well as consistency constraints
ctj = t j − r j(y j, x j) = 0 that force the support vari-
ables to be equal to the original component func-
tions. These support variables assume the role of
the component functions in the coupling functions
such that f0 = f0(t1, . . . , tM), g0 = g0(t1, . . . , tM), and
h0 = h0(t1, . . . , tM). The set of linking constraints be-
comes q = [c, ct], which is relaxed using an augmented
Lagrangian penalty φ. The relaxed problem is then de-
composed into M + 1 subproblems. A master problem
P0 optimizes for y and t1, . . . , tM, and the M disci-
plinary problems P j solve for y j and x j. The master
problem P0 is given by
min
y,t1,...,tM





φ(y − y j) + φ
(
t j − r j(y j, x j)
)]
subject to g0(t1, . . . , tM) ≤ 0
h0(t1, . . . , tM) ≤ 0
(13)




f j(y j, x j) + φ(y − y j) + φ
(
t j − r j(y j, x j)
)
subject to g j(y j, x j) ≤ 0
h j(y j, x j) = 0
(14)
An attractive property of the above formulation is
that the objectives of the disciplinary subproblems are
only coupled to the objective of the master problem,
and not to each other. This allows the inner loop to
consist of two phases: a first phase in which the master
problem P0 is solved, and a second phase in which the
disciplinary subproblems P j, j = 1, . . . , M are solved in
parallel (see Fig. 1b).
Note that the ALC variant for block-separable link-
ing constraints of Tosserams et al. (2009a) is a subclass
of the above formulation, as well as the ALC variant
for quasiseparable problems of Tosserams et al. (2007).
In the first case, the coupling functions depend linearly
on the component functions, and the master problem
becomes a quadratic programming problem. In the
latter case, no coupling functions are present at all,
and the master problem reduces to the minimization
of a convex quadratic function, to which an analytical
solution is available.
2.4 Convergence properties
The solutions obtained with the ALC algorithms that
have an iterative inner loop have been demonstrated to
be KKT points of the original non-decomposed prob-
lem (1) when the objective and coupling constraints
are smooth, and when subproblem constraints are con-
vex (Tosserams et al. 2008). These convergence results
are derived from existing convergence theory for the
method of multipliers as given in Bertsekas (2003)
and for the alternating minimization technique (Grippo
and Sciandrone 2000; Bezdek and Hathaway 2002;
Bertsekas 2003). Whether the obtained stationary
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points are close to the global optimum is however
not known since the penalty update and alternating
optimization methods are local search methods. This
article therefore aims at investigating the convergence
behavior of ALC for non-convex problems with multi-
ple local solutions.
The convergence proofs associated with the alternat-
ing direction method of multipliers variants as given in
Bertsekas and Tsitsiklis (1989) assumes that both the
objective and constraints of problem (1) are smooth
and convex. Again, we are interested in the perfor-
mance of these special alternating direction variants
of ALC on the selected non-convex and multi-modal
examples. More moderate values of β and γ are advised
for the alternating direction approaches, and β = 1.2
and γ = 0.75 appear to work well in general. Note
that the alternating direction formulation can also be
implemented with an iterative inner loop, similar to the
ALC algorithms presented earlier in this section.
3 Numerical experiments setup
We investigate six test problems in this paper. Similar
experiments are set up for each of the test problems
of Section 4. First, the problems are solved in an all-
in-one implementation using the LGO global search
solver implemented in TOMLAB (LGO Solver Suite
2008) under default settings and a termination toler-
ance of 10−2. In its default settings, the LGO solver first
performs an adaptive random global search through the
design space to identify a number of promising points
from each of which a local search is initiated. This
global search is repeated ten times for each problem
to obtain an estimate of the number of function evalu-
ations required. Alternatively, stochastic global search
algorithms such as genetic algorithms, particle swarm,
or simulation annealing may be used. We selected the
LGO solver in this study because of the quality and
reproducibility of results, although it may be less effi-
cient than other global search algorithms. A detailed
performance comparison between different global and
local search methods in the context of decomposition,
although relevant, is beyond the scope of this paper.
The computational cost of the all-in-one solution
serves as a reference to which the computational costs
for the decomposed experiments can be compared.
To get an impression of the distribution of the local
solutions, each test problem is solved in an all-in-
one formulation with MatLab’s SQP solver fmincon
(Mathworks 2008) under default settings from 1000
different starting points selected randomly within the
bounds.
Second, one or more partitions of each test problem
is selected, and coordinated with an ALC implementa-
tion. For all partitions, even those with coupling func-
tions, an alternating direction ALC approach is used
that uses only a single iteration inner loop. Although
the convergence proof is not valid for non-convex prob-
lems, the implementation is very relevant from a prac-
tical perspective since the alternating direction method
has been found to be more efficient for many examples
than a nested inner loop implementation (Tosserams
et al. 2006, 2007, 2009a; Li et al. 2008).
The penalty weights are updated using (8) with
β = 1.2 and γ = 0.75. Similar to Tosserams et al.
(2008), we initially set v = 0, and take all weights equal
w = w, such that φ = w2qTq where q = [c, g0 + s, h0]







to make the penalty terms and the objective of compa-
rable magnitude. Here, fˆ and qˆ are estimates of typical
objective function and linking constraint values. For
each example, the typical objective is fˆ = 1, except for
the second example that uses fˆ = −100. The estimates
for the linking constraints qˆ are obtained by solving
the decomposed problems for small weights w = 10−3,
and zero Lagrange multipliers v = 0. For these weights,
the penalty terms will be small when compared to the
objective function value. As a consequence, the allowed
linking constraint violations will be large, and the solu-
tion of the relaxed problem will produce an estimate qˆ j
for the size of the linking constraint values.
Two subproblem solution strategies are used to in-
vestigate their influence on the performance of the
ALC algorithms. First, subproblems are solved using
the MatLab’s local search SQP algorithm fmincon
under default settings. Second, a global search is per-
formed at subproblems using the multi-start LGO
global search. The first variant is started from 100
different starting points selected randomly within the
bounds, and for the second 10 random starting points
are selected. For each of these options, the obtained
solutions, average number of required function evalua-
tions, and the average number of required subproblem
optimizations are reported as comparative metrics. The
computational cost measures are taken as the average
over all converged starting points.
The termination tolerance for the outer loop is set
to ε = 10−2, while the termination tolerance for the
subproblems is set to ε/104 = 10−6 to assure sufficient
accuracy.
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4 Results
In this section, numerical results for six examples are
presented. A discussion of the general observations
based on these results is offered in Section 5.
4.1 Example 1
The first example demonstrates that the solutions ob-
tained with ALC correspond to the solutions found
with an all-in-one approach. The example has four-
teen variables, four inequality constraints, and three
equality constraints. The objective is convex, but the
constraints are non-convex, therefore violating the as-
sumptions of the convergence proof of the augmented










































z−214 − 3 ≤ 0
h1 =
(
z23 + z−24 + z25
)











) − 1 = 0
h3 =
(








0.1 ≤ zi ≤ 5, i = 1, . . . , 14 (16)
All 10 runs of the all-in-one experiments using the
global search variant of LGO converged to an optimal
value (rounded) of f ∗ = 17.56, with z∗=[0.23, 0.13, 3.26,
2.78, 2.80, 3.06, 3.21, 2.25, 2.38, 2.73, 3.27, 2.76, 3.29,
3.47] and all constraints active. The average number
of function evaluations reported by LGO was 447,455.
The 1000 all-in-one runs with the Matlab’s local search
SQP implementation fmincon converged to a large
number of local minima, including the one obtained
with the global search. Table 1 reports the local minima
that were obtained from at least ten of the starting
points. The solutions obtained less than ten times have
optimal values scattered between 19.59 and 45.98, and
are reported as “other” in Table 1. This scattering is
most likely caused by numerical errors caused by finite
differencing and termination tolerances. The fmincon
solver did not converge to a solution from 50 of the
1000 starting points. The average number of function
evaluations for the converged runs was 277.
Problem (16) is partitioned into four subsys-
tems that are coupled through linking variables y =
[z3, z5, z6, z11] and coupling constraints g0 = [g4] and
h0 = [h3]. Subsystem 1 has local variables x1 = [z1, z4],
local objective f1 = F1 + F3 + F4 + F5, and local con-
straints g1 = [g1] and h1 = [h1]. Subsystem 2 has local
variables x2 = [z2, z7], local objective f2 = F2 + F6 +
F7, and no local constraints g2 = [] and h2 = []. Sub-
system 3 has x3 = [z8, z9, z10], f3 = F8 + F9 + F10 +
F11, and g3 = [g2] and h3 = []. Subsystem 4 has x4 =
[z12, z13, z14], f4 = F12 + F13 + F14, and g4 = [g3] and
h4 = [h2].
This partition is coordinated using two ALC vari-
ants. Both variants are depicted in Fig. 2 in which
the boxes represent subproblems or master problems.
For subproblems, a list of local variables x j, possible
slack variables s j, and local functions is given within
a box. For the master problem, the box lists the sup-
port variables t and the system-wide functions that are
included in the master problem. Solid lines between
boxes represent consistency constraints, and are anno-
tated by the corresponding linking variables y, or by the
consistency constraint ctj in case of support variable-
response function couplings that appear in (13)–(14).
Fig. 2 Example 1: two ALC
coordination variants.
Solid lines indicate coupling
through consistency
constraints, and dashed lines
indicate coupling through
coupling constraints. The
linking variables of the
decomposed problem are
y = [z3, z5, z6, z11] (a, b)
x3=[z8 z9 z10]
z11f3  g2 f1  g3  h2
z3
z5
subsystem 1 subsystem 2
z6
subsystem 3 subsystem 4
h3 g4




(a) ALC with subproblems (6)
z11
z3 z5
subsystem 1 subsystem 2
z6




f3  g2 r3 f1  g3  h2 r4f1  g1  h1 f2 r2
master 0
t2 t3 t4






(b) ALC-block with master problem (13), subproblems (14)
336 S. Tosserams et al.
Table 1 Example 1
Algorithm
fmincon LGO ALC ALC block
Local Global Local Global Local Global
f ∗ = 17.56 99 10 12 10 12 10
f ∗ = 17.75 129 0 19 0 20 0
f ∗ = 17.89 96 0 7 0 5 0
f ∗ = 18.54 84 0 15 0 15 0
f ∗ = 19.00 174 0 11 0 12 0
f ∗ = 19.46 87 0 3 0 2 0
f ∗ = 20.52 45 0 8 0 9 0
f ∗ = 30.57 221 0 25 0 25 0
Other 19.59 ≤ f ∗ ≤ 45.98 15 0 0 0 0 0
NC 50 0 0 0 0 0
Total 1000 10 100 10 100 10
Subproblem optimizations – – 48 56 54 56
Function evaluations 277 447,455 1: 998 1: 1,845,652 1: 943 1: 1,383,293
2: 1,700 2: 267,907 2: 1,964 2: 268,128
3: 1,358 3: 726,922 3: 1,601 3: 732,471
4: 1,114 4: 1,796,240 4: 1,288 4: 1,957,680
0: 3,682 0: 19,851
Number of starting points that converged to a specific objective function value for different algorithms, average number of required
function evaluations and subproblem optimizations. The function evaluations are listed per subproblem, where subproblem “0” is the
convex master problem of the block-separable coordination variant. NC = did not converge to a feasible solution
Dashed lines represent coupling functions that link two
or more subproblems.
The first variant, labeled ALC, coordinates the three
subsystems in a traditional ALC fashion. The slack
variable s for the coupling constraint g0 is assigned to
Subsystem 1 such that s1 = [s], and s2 = s3 = s4 = [].
The second variant uses the fact that the coupling con-




























, such that g0 = g4 = r2,1+
r3,1 + r4,1 and h0 = h3 = r2,2 + r3,2. This second variant,
ALC-block, includes a master problem that has support
variables t2 = [t2,1, t2,2], t3 = [t3,1, t3,2], and t4 = [t4,1] as
its local variables, and constraints g4 and h3 as local
constraints.
Table 1 displays the results for the distributed op-
timization experiments. These results clearly show the
ability of both ALC variants to converge to solutions
of the all-in-one problem, even though some require-
ments for the convergence proof are not met. In gen-
eral, the solutions obtained with a local search at
subproblems are similar to those obtained with the all-
in-one implementation using a local search. Strikingly,
all experiments that performed a global search at the
subproblems converged to the best obtained solution
of the all-in-one implementation. The next examples
however illustrate that this is not a general character-
istic of ALC, but depends on the problem. The large
computational differences between the local and global
search implementations illustrate that performing a
global search is far more expensive than performing


















Fig. 3 Illustration of geometry of Example 2 for m = 1. Shaded
areas are infeasible with respect to the inequality constraints, and
the feasible domain is further constrained by h1 to the line z1 =
z2. Objective contours are dark for high values and light for low
values. The optimal design is indicated by z∗ = [−1,−1]
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The required number of function evaluations for
ALC are for most subproblems a factor 2-10 higher
than those observed for the all-in-one experiments,
even though the solution cost for a single subproblem
optimization is smaller than the cost for solving the
all-in-one problem. Note that subproblem 2 with a
global search is an exception since it shows a decrease
in function evaluations when compared to the all-in-
one results. The overhead introduced by coordination
incurs additional cost, which makes the decomposition
approach more costly than an all-in-one implementa-
tion. The differences in required function evaluations
between the two ALC variants are relatively small,
although the cost for the second partition could be
reduced since its subproblems can be solved in parallel.
The large differences in computational cost between
subproblems when using a global search are caused by
the differences in the number of variables and con-
straints per subproblem. Subsystems 1 and 4 have five
variables (three local and two shared) and two local
constraints in the first ALC variant, while Subsystem 3
has only one constraint, and Subsystem 2 has only four
variables and no constraints. A similar difference holds
for the ALC-block variant. Note that the function eval-
uations for the convex master problem for ALC-block
do not depend on whether subproblems are solved with
a global search, since the master problem itself is always
solved with the cheaper, local search variant of LGO.
4.2 Example 2
The second example problem shows that cost reduc-
tions through decomposition can be obtained for some
problems, while preserving global optimality of solu-






























z2i − 2 ≤ 0
hi = zi − zi+m = 0 i = 1, . . . , m
−2 ≤ zi ≤ 2 i = 1, . . . , 2m (17)
where m is a scaling parameter that determines the
number of variables and constraints. 0 ≤ ai, bi ≤ 1 are
parameters that determine the feasible domain of the
problem, but that do not affect the global solution. For
the numerical experiments, we take ai = bi = 12 . The




f ∗ = −√m. The geometry of the feasible domain for
m = 1 is illustrated in Fig. 3.
Problem (17) has 2m local minima that can be de-
termined analytically. First, zi+m = zi for i = 1, . . . , m
follows directly from the equality constraints, reduc-
ing the dimension of the problem to m. By substi-
tuting these relations in the remaining functions, the
objective simply becomes the sum of the remaining m
variables. Constraints g1, . . . , g2m are non-convex and
force variables zi, i = 1, . . . , m to be either smaller
than −a¯i = −√1/m max(ai, ai+m) or larger than b¯ i =√
1/m max(bi, bi+m). The maximum terms appear be-
cause of the eliminated variables zm+1, . . . , z2m. Con-
straint g2m+1 limits the feasible domain further to an
m-dimensional unit hypersphere. Since each of the m
variables is either smaller than −a¯i or greater than b¯ i,
the feasible domain consists of 2m disconnected regions.
Each of these regions has a single local minimizer
yielding a total of 2m local solutions to problem (17).
The 2m local solutions can be divided into m + 1
groups that have equal objective values. Group n has
n variables larger than b¯ i, and the remaining m − n are
smaller than −a¯i. Here n = {0, . . . , m}, and group n = 0
contains the global optimum. Let I+ ⊆ {1, . . . , m} be
the indices of the variables that are positive, where
|I+| = n is the number of elements in set I+, and let
I− ⊆ {1, . . . , m} be the set of indices of the negative
variables such that I− ∪ I+ = {1, . . . , m} and I− ∩
I+ = ∅. For each group, the objective function drives
all positive zi to the value of
zi = b¯ i i ∈ I+
while the remaining zi, i ∈ I− are pushed to the hy-
persphere constraint. Since the objective gradients are
equal for all variables, all negative components have
the same optimal value. Their value follows directly










m − n i ∈ I−
The equality constraints then give zi+m = zi, i =
1, . . . , m with which the optimal designs are complete.
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Table 2 Example 2, m = 5
Algorithm
fmincon LGO ALC ALC block
Local Global Local Global Local Global
f ∗ = −2.24 32 10 0 10 0 10
f ∗ = −1.73 153 0 0 0 0 0
f ∗ = −1.20 316 0 1 0 1 0
f ∗ = −0.63 317 0 4 0 4 0
f ∗ = 0.00 151 0 0 0 0 0
f ∗ = 1.12 31 0 0 0 0 0
NC 0 0 95 0 95 0
Total 1000 10 100 10 100 10
Subproblem optimizations – – 34 37 19 15
Function evaluations 117 183,993 1–10: 195 1–10: 89,990 1–10: 92 1–10: 33,247
0: 1,133 0: 6,539
Number of starting points that converged to a specific objective function value for different algorithms, average number of required
function evaluations and subproblem optimizations. The function evaluations are listed averaged over all 10 subproblems, where
subproblem “0” is the convex master problem of the block-separable coordination variant. NC = did not converge to a feasible solution
When n = 0, all variables are negative such I+ = ∅,
and we obtain the global optimum f ∗0 = −
√
m. Since
there are multiple combinations for which variables
are positive or negative for group n, the total of local













A similar distribution of local solutions is observed
from the results for m = 5 from 1000 different starting
points, which are reported in Table 2. The global search
with LGO converged to the global optimum for all
ten runs. For m = 10 and m = 20, LGO experiences
difficulties in identifying the global optimum, most
likely caused by the many local minima for these cases
(Table 3).
For the first set of distributed optimization experi-
ments, Problem (17) is partitioned into 2m subsystems,
one for each variable such that x j = [z j]. Subsystems
j = 1, . . . , m have local objective f j = F j = 2z j, and
subsystems j = m + 1, . . . , 2m have local objective f j =
F j = −z j. All subsystems have a local constraint g j =
[g j], and constraints g0 = [g2m+1], and h0 = [h1, . . . , hm]
are the coupling constraints of the partition. The prob-
lem does not have any linking variables y = []. Due
to the non-convexity of the local constraints each sub-
system has two disconnected feasible domains, and is
therefore multi-modal.
The above partition resembles practical situations
in which competing objectives between subsystems
are present. Coordination methods have to determine
which one is more important. Here, the objectives of
subsystems j and j + m are opposite: Subsystem j aims
at minimizing z j, while Subsystem j + m wants to max-
imize z j+m. The coupling constraint h j = z j − z j+m = 0
however forces their values to be equal resulting in a
competitive situation. The goal of coordination then
is to determine which objective is critical, and which
should be sacrificed.
Two ALC variants are used to coordinate the par-
titioned problem. The first relaxes the coupling con-
straints g0 = [g2m+1] and h0 = [h1, . . . , hm] in the tradi-
tional ALC fashion of Section 2.2 (labeled ALC). The
slack variable s for the inequality constraint g2m+1 is
included in the optimization variables of subsystem 1.
The second variant (labeled ALC-block) follows an al-
ternating direction approach of Section 2.3, and defines
Table 3 Example 2, m = 10 and m = 20
All-in-one ALC ALC block
m = 10
f ∗ = −3.16 2 10 10
f ∗ = −2.80 8 0 0
Total 10 10 10
Subproblem – 45 16
optimizations
Function 838,217 109,985 34,370
evaluations 0: 13,484
m = 20
f ∗ = −4.47 0 10 10
f ∗ = −3.71 6 0 0
f ∗ = −3.45 2 0 0
f ∗ = −3.19 2 0 0
Total 100 10 10
Subproblem – 49 18
optimizations
Function 1,681,222 119,694 38,257
evaluations 0: 28,333
Number of starting points that converged to a specific objective
function value for different algorithms, average number of re-
quired function evaluations and subproblem optimizations. The
function evaluations are listed averaged over all 2m subproblems,
and subproblem “0” is the convex master problem of the block-
separable coordination variant ALC
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responses r j(x j) = x j for each subproblem. A master
problem of the form (13) that solves for the support
variables t j associated with the responses r j is intro-
duced, and includes g0 = [g2m+1] and h0 = [h1, . . . , hm]
as local constraints.
Both coordination variants are illustrated in Fig. 4 by
taking k = 1 (The value of k represents the number of
variables per subproblems, and its use is explained later
in this section). Again subproblems are solved either
with a local search with fmincon or by performing a
global search with LGO.
Results for m = 5 are listed in Table 2. They show
that both ALC variants with only a local search at
subproblems failed to converge to consistent solutions
for most of the starting points. The solutions that did
converge to a local solution started from an initial
design where zi and zi+m had the same sign for each
i = 1, . . . , m. The local constraint gradients point away
from zero driving the subproblem solutions into the
same feasible domain (either below −ai√1/m or above
bi
√
1/m). When one of the zi and zi+m pairs has op-
posite signs, the subproblems are pushed into different
feasible regions (one below −ai√1/m and the other
above bi
√
1/m). The local search behavior of the sub-
problem solver keeps solutions within these different
regions, and ALC cannot find a consistent solution.
Solving the subproblems for global optimality removes
this barrier, and all solutions converged to the global
optimum.






(a) ALC with subproblems (6).
The slack variable s is only in-
cluded in subproblem j = 1.

















Fig. 4 Example 2: two ALC coordination variants. Dashed lines
in the left figure indicate coupling through coupling constraints
g2m+1 and h1, . . . , hm, and solid lines in the right figure indicate
coupling through consistency constraints ctj = t j − r j(x j) = 0.
The problem has no linking variables y = [] (a, b)
To compare computational cost for the global all-in-
one approach with the global distributed approach, the
all-in-one problem is also solved for m = 10 and m = 20
(Table 3). For all three values of m, the decomposition
approach requires less function evaluations than the all-
in-one approach using LGO. Moreover, the all-in-one
runs do not converge to the global solution, while ALC
consistently converges to the global optimum. The cost
increase for going from m = 5 to m = 10 and from m =
10 to m = 20 are much smaller for ALC than the cost
increase for LGO. For LGO, costs are roughly doubled
for each step, while for ALC only 10% additional cost
are required due to the relatively efficient coordination
process.
A second set of experiments is set up to investigate
the trade-off between subproblem size and computa-
tional cost for this example. To do so, the number
of variables per subproblem is varied while keeping
the total number of variables fixed by taking m = 20.
Instead of a single variable, each subproblem solves for
a block of k consecutive variables, where k = 2, 5, 10,
and the total number of subproblems is 2m/k. Each
partition is solved with the two augmented Lagrangian
coordination variants depicted in Fig. 4, and a global
search is performed at each subproblem. Note that the
results of Table 3 refer to a partition with k = 1.
Table 4 displays the obtained solutions and total
number of function evaluations. For most experiments,
the augmented Lagrangian coordination algorithms ob-
tained the globally optimal solution. Only the runs for
the traditional ALC variant for k = 10 converged to a
number of local solutions. This behavior is most likely
caused by the local search nature of the coordination
algorithms together with the LGO subproblem solver,
which was not able to identify the globally optimal
solution for each subproblem.
Remarkably, the number of subproblem optimiza-
tions remained constant although the number of sub-
problems reduces for larger k. The number of linking
constraints remains the same, which suggests that these
are the main driver for coordination cost, and not the
number of subproblems.
For larger values of k, the number of function evalu-
ations increases. The main cause is the increased num-
ber of variables and constraints in each subproblem,
which to a large extent influences the computational
cost for the LGO algorithm (also observed for the
all-in-one experiments). However, only the traditional
ALC variant for k = 10 shows an increase in compu-
tational cost when compared to the all-in-one results;
the remaining experiments all required less function
evaluations than all-in-one. These findings suggest that
decomposition is beneficial for this particular example
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Table 4 Example 2, m = 20, and k = 2, 5, 10
Objective k = 2 k = 5 k = 10
ALC ALC block ALC ALC block ALC ALC block
f ∗ = −4.47 10 10 10 10 0 10
f ∗ = −4.22 0 0 0 0 4 0
f ∗ = −3.97 0 0 0 0 3 0
f ∗ = −3.71 0 0 0 0 3 0
Total 10 10 10 10 10 10
Subproblem optimizations 49 18 49 18 56 18
Subproblem evaluations 224,078 71,167 564,185 177,028 2,920,180 787,362
0: 28,053 0: 27,831 0: 27,568
Number of starting points that converged to a specific objective function value for different algorithms, average number of required
function evaluations and subproblem optimizations. The function evaluations are listed averaged over all 2m/k subproblems, and
subproblem “0” is the convex master problem of the block-separable coordination variant
both in terms of solution quality and computational
cost.
4.3 Example 3
With this third example, we demonstrate that the start-
ing point and the sequence in which subproblems are
solved may have an influence on which solution is
obtained, even when subproblems are solved for global
optimality. The problem has four variables, one equal-
ity constraint, and one inequality constraint. The objec-
tive and equality constraint are both non-convex such
that the problem does not meet the assumptions of the












−(z2 − 1)2 − 2(z4 − 1)2
s.t. g = −2z1 − z2 + 34 ≤ 0
h = −z3z4 + 1 = 0
0 ≤ zi ≤ 2, i = 1, . . . , 4 (18)






, F2 = −(z2 − 1)2 and
F3 = −2(z4 − 1)2.
All 10 runs of the all-in-one experiments using the
global search variant of LGO converged to an optimal
value of f ∗ = −10 12 , with z∗=[0, 2, 2, 12 ] and all con-
straints active. The average number of function evalu-
ations reported by LGO was 8,270. The 1000 all-in-one
runs with fmincon converged to three local minima:
the global solution, a local solution z∗=[0, 34 , 2,
1
2 ] with
f ∗ = −9 916 , and a solution with f ∗ = −3 that is unique
in variables z∗3 = 12 and z∗4 = 2. Variable z2 is either 0
or 2, and z1 can take any value as long as the inequality
constraint g is satisfied. The average number of function
evaluations for the converged runs was 203.
Two partitions are selected for Problem (18). The
first partition, ALC1, has two subsystems that are cou-
pled only through the objective term f0 = F1. Subsys-
tem 1 of this partition has local variables x1 = [z1, z2], a
local objective f1 = F2, and a local inequality constraint
g1 = [g]. Subsystem 2 has local variables x2 = [z3, z4], a
local objective f2 = F3, and a local equality constraint
h2 = [h]. The second partition, ALC2, is similar to the
first but treats variable z3 as a linking variable y =
[z3]. As a result, the objective F1 can be included in
subsystem 1: f0 = [] and f1 = F1 + F2. Both partitions
are illustrated in Fig. 5.
The first partition is coordinated using the traditional
ALC variant of Section 2.2, and the second partition
is coordinated using the central master problem of
Section 2.3, similar to the second variant for the pre-
vious example.
Table 5 displays the results for the distributed op-
timization experiments. These results again show the
ability of augmented Lagrangian coordination to find
solutions to the all-in-one problem. Similar to the first
example, the solutions obtained with a local search at
subsystem 1 subsystem 2
F2 g F3 h
F1x1=[z1,z2] x2=[z3,z4]
(a) ALC1 with subproblems (6)
and coupling objective F1.
x1=[z1,z2]
subsystem 1 subsystem 2





(b) ALC2 with master prob-
lem (13), subproblems (14),
and linking variable y = z3.
Fig. 5 Example 3: two ALC coordination variants. Dashed lines
in the left figure indicate coupling through coupling objective
f0 = F1, and solid lines indicate coupling through consistency
constraints of linking variable y = z3 (a, b)
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Table 5 Example 3
Algorithm
fmincon LGO ALC1 ALC2
Local Global Local Global Local Global
Objective f ∗ = −10 12 334 10 31 8 20 10
f ∗ = −9 916 332 0 31 0 24 0
f ∗ = −3 334 0 38 2 44 0
Other (−3.94 ≤ f ∗ ≤ −2.46) 0 0 0 0 12 0
Total 1000 10 100 10 100 10
Subproblem optimizations – – 3 3 22 8
Function evaluations 26 8,270 1: 30 1: 6,538 1: 386 1: 24,661
2: 26 2: 10,290 2: 159 2: 28,548
0: 166 0: 95
Number of starting points that converged to a specific objective function value for different algorithms, average number of required
function evaluations and subproblem optimizations. The function evaluations are listed per subproblem, where subproblem “0” is the
convex master problem of the block-separable coordination variant
subproblems are similar to those obtained with the all-
in-one implementation using a local search. Some of
the starting points are scattered wider around the local
solution with f ∗ = −3 then one would expect from
the termination tolerance of ε = 10−2. This scattering
is most likely caused by numerical inaccuracies due to
subproblem solver tolerances.
In contrast to the previous example, performing a
global search at each subproblem for ALC1 does not
yield the global solution for each starting point. For
two out of the ten runs only a local solution was
obtained, indicating that the starting point does have
an effect on which solution is obtained when using
a global search. The influence of the starting point
is caused by the non-convexity of the coupling ob-






. Contour plots of
this function are depicted in Fig. 6, together with the
iteration history for each starting point. The figure
clearly shows that the value of initial value of z3 (of the
second subproblem) determines to which intermediate
solution [z1, z2] Subproblem 1 converges. For z3 > 12
(initial designs marked with a circle ◦), the derivative
of f0 with respect to z1 becomes positive such that
Subproblem 1 aims at minimizing az1 + 3 − (z2 − 1)2
subject to g = −2z1 − z2+ 34 ≤0, where a = 4z3−2>0.
The globally optimal solution to Subproblem 1 then
becomes [z∗1, z∗2] = [0, 2]. For these values, Subproblem
2 aims at minimizing −6z3 + 3 − 2(z4 − 1)2 subject to





z3 > 12 , the solution to Subproblem 1 does not change,
and we have converged to the solution z∗ = [0, 2, 2, 12
]
with f ∗ = −10 12 . Following a similar procedure shows
that if the initial value for z3 < 12 (square markers )
converges to z∗ = [2, 0, 12 , 2] with f ∗ = −3. For z3 =
1
2 , the solution to Subproblem 1 is non-unique in z1
and the value for z∗1 that is returned by the solver
determines to which solution ALC converges. Note
that the local minimum with f ∗ = −9 916 with an initial
Fig. 6 Example 3: Contour
plots of the coupling objective






and iteration paths for ALC1
with global search. Both the
starting point and the order
of the sequence in which
subproblems are solved
determine which solution
is obtained (a, b)








(a) First Subproblem 1 in z1, then Subproblem
2 in z3








(b) First Subproblem 2 in z3, then Subproblem
1 in z1
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value for z3 > 12 is eliminated by the global search at
Subproblem 1.
An additional factor that determines to which solu-
tion ALC1 converges is the sequence in which Subprob-
lems 1 and 2 are solved. If one solves Subproblem 2
first, then the initial value for z1 determines to which
solution ALC converges. Figure 6 shows the itera-
tion history for each starting point when subproblems
are solved in this reverse order. The figure shows
that an initial design that has z1 < 32 converges to
z∗ = [0, 2, 2, 12 ] with f ∗ = −10 12 , and z1 > 32 yields z∗ =[2, 0, 12 , 2] with f ∗ = −3.
An important observation is that the solutions ob-
tained with Partition ALC2 do not depend on the initial
design or solution sequence for this example. For Parti-
tion ALC2, the non-convex objective f0 is local to Sub-
problem 1, and subproblems are only coupled through
the convex augmented Lagrangian penalty term φ on
the inconsistency with respect to the linking variable z3.
For this particular partition, performing a global search
at subproblems suffices to obtain the global solution.
The computational cost for Partition ALC1 with a
global search at the subproblems are similar to those
for the all-in-one implementation, indicating that the
computational cost for ALC can be comparable with
respect to those for an all-in-one implementation for
this example. The computational cost for Partition
ALC2 are higher than the all-in-one implementation
and Partition ALC1. The differences between the two
partitions are mainly caused by the fact that Partition
ALC1 has a coupling objective, while Partition ALC2
has a coupling variable. For the coupling objective, no
external penalty update loop is required, and the ALC
algorithm therefore terminates rapidly. The coupling
variable for the second partition does require an outer
loop to set the penalty parameters, thereby incurring
additional computational cost. For the local search ex-
periments, the all-in-one implementation, with a ter-
mination tolerance of 10−6, already outperforms the
distributed optimization approaches that have a much
looser termination tolerance of 10−2.
4.4 Example 4
The fourth example demonstrates that for some se-
quences of the inner loop, a global search at sub-
problems yields only a locally optimal solution for
every starting point, even though the coupling functions
are linear. The example is a version of the third test
problem of Deb (2000) with different upper bounds
and variable z13 eliminated from the problem since its
maximization was only constrained by its upper bound.
The resulting problem has twelve variables, a concave
objective function, and nine linear inequality con-
straints. The convergence proofs for the ALC algo-
















subject to g1 = 2z1 + 2z2 + z10 + z11 − 10 ≤ 0
g2 = 2z1 + 2z3 + z10 + z12 − 10 ≤ 0
g3 = 2z2 + 2z3 + z11 + z12 − 10 ≤ 0
g4 = −8z1 + z10 ≤ 0
g5 = −8z2 + z11 ≤ 0
g6 = −8z3 + z12 ≤ 0
g7 = −2z4 − z5 + z10 ≤ 0
g8 = −2z6 − z7 + z11 ≤ 0
g9 = −2z8 − z9 + z12 ≤ 0
0 ≤ zi ≤ 3 i = 1, . . . , 12 (19)
All 10 runs of the all-in-one experiments using the
global search variant of LGO converged to an optimal
value of f ∗ = −104 14 , with z∗=
[




2 , 3, 3, 3, 3,
3, 3, 0, 0, 0
]
with the first three constraints active.
The average number of function evaluations reported
by LGO was 97,881. The 1000 all-in-one runs with
fmincon converged to a large number of local min-
ima, including the one obtained with the global search.
Table 6 reports the optimal values of local minima that
were obtained from at least ten of the starting points.
The solutions obtained less than ten times have optimal
values between −59.95 and −23.48, and are reported
as “other” in Table 6. The average number of function
evaluations for the converged runs was 68.
Problem (19) is partitioned into three subsys-
tems. The first subsystem has local variables x1 =
[z1, z4, z5, z10], local objective f1 = F1 + F4 + F5 +
F10 − 1, and local constraints g1 = [g4, g7]. The sec-
ond subsystem has local variables x2 = [z2, z6, z7, z11],
local objective f2 = F2 + F6 + F7 + F11 − 1, and local
constraints g2 = [g5, g8]. The third subsystem has local
variables x3 = [z3, z8, z9, z12], local objective f3 = F3 +
F8 + F9 + F12 − 1, and local constraints g3 = [g6, g9].
Constraints g0 = [g1, g2, g3] depend on variables of all
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Table 6 Example 4
Algorithm
fmincon + AL LGO ALC ALC-block
Local Local Global Local Global Local Global
f ∗ = −104.25 425 79 10 86 0 53 10
f ∗ = −89.83 281 0 0 0 10 11 0
f ∗ = −89.75 16 0 0 0 0 0 0
f ∗ = −87.52 0 0 0 0 0 16 0
f ∗ = −81.91 72 4 0 0 0 6 0
f ∗ = −81.70 30 0 0 0 0 0 0
f ∗ = −74.25 88 17 0 14 0 6 0
f ∗ = −59.83 61 0 0 0 0 0 0
f ∗ = −51.91 10 0 0 0 0 2 0
Other −59.95 ≤ f ∗ ≤ −23.48 17 0 0 0 0 6 0
Total 1000 100 10 100 10 100 10
Subproblem optimizations – – – 40 32 30 25
Function evaluations 68 986 97,881 1: 1,122 1: 396,505 1: 398 1: 118,553
2: 635 2: 156,690 2: 396 2: 121,065
3: 616 3: 149,785 3: 300 3: 121,088
0: 399 0: 489
Number of starting points that converged to a specific objective function value for different algorithms, average number of required
function evaluations and subproblem optimizations. The function evaluations are listed per subproblem, where subproblem “0” is the
convex master problem of the block-separable coordination variant
three subsystems and are coupling constraints of the
problems. The problem has no linking variables y = [].
The above partition is coordinated using two ALC
variants. The first variant, labeled ALC, coordinates
the three subsystems in a traditional ALC fashion fol-
lowing Section 2.2. The slack variables s = [s1, s2, s3] for
the coupling constraints g0 = [g1, g2, g3] are assigned to
Subsystem 1 such that s1 = [s1, s2, s3], and s2 = s3 = [].
The second variant uses the fact that the coupling
constraints g0 = [g1, g2, g3] are block-separable with
r j(x j) = [2z j + z j+9 − 5], j = 1, 2, 3, such that g1 = r1 +
r2, g2 = r1 + r3, and g3 = r2 + r3. Since the coupling
constraints are block-separable, an alternating direc-
tion approach of Section 2.3 is selected to coordinate
the decomposed problem for this variant. A master
problem (13) is included that has support variables t j =
[t j], j = 1, 2, 3 as its design variables and constraints
g0 = [g1, g2, g3] as constraints. The master problem is
linked to the subproblems through a penalty on the
consistency constraints ctj = t j − r j(x j) = 0, j = 1, 2, 3.
Both coordination variants are depicted in Fig. 7.
Table 6 displays the results for the distributed op-
timization experiments. The experiments for the first
ALC variant show that the coordination algorithms
have a preference for certain local solutions for this ex-
ample. ALC with a local search at the subproblems con-
verged to only two local solutions, one of which is the
global solution. This particular preference is caused by
the augmented Lagrangian relaxation of the coupling
constraints g0 = [g1, g2, g3]. If these constraints are also
Fig. 7 Example 4: two ALC
coordination variants.
Dashed lines in the left
indicate coupling through
coupling constraints
g0 = [g1, g2, g3], and solid
lines in the right figure
indicate coupling through
consistency constraints
ctj = t j − r j(x j) = 0
x1=[z1,z4,z5,z10]   s1,s2,s3
subsystem 1
f1  g4  g7
subsystem 2
f2  g5  g8
subsystem 3
f3  g6  g9
g1  g2  g3
x2=[z2,z6,z7,z11] x3=[z3,z8,z9,z12] x1=[z1,z4,z5,z10]
subsystem 1




f2  g5  g8  r2
x3=[z3,z8,z9,z12]
subsystem 3
f3  g6  g9  r3
g1  g2  g3






(a) ALC with subproblems (6) (b) ALC-block with master problem (13)
and subproblems (14)
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handled through an augmented Lagrangian approach
in the all-in-one implementation, a very similar pref-
erence for the two local solutions obtained with ALC
is observed (Table 6, column “+ AL”). Apparently,
the differences between the algorithmic treatment of
the coupling constraints between ALC (augmented
Lagrangian relaxation) and fmincon (linearization)
causes the differences between the distribution of
obtained solutions.
The experiments for traditional ALC with a global
search at subproblems show a preference for a local
solution with f ∗ = −89.83, which however is not the
global optimum. For this case, the treatment of con-
straints does not explain why only a local optimum is
obtained, since an all-in-one augmented Lagrangian-
based implementation with a global search consistently
converges to the global solution f ∗ = −104.25. Simi-
lar to the second example, the sequence in which the
subproblems are solved in the inner loop determines
which solution is obtained. If the inner loop sequence
is changed to 3, 2, 1, instead of 1, 2, 3, then the global
solution is obtained for each of the ten starting points.
How to determine which sequence yields the best solu-
tion remains an open question.
The preference for certain local solutions is less
pronounced for the ALC-block experiments with a
local search. An explanation for this may be the fact
that it is not the original constraints of the problem
that are relaxed, but the consistency constraints. ALC-
block with a global search again converges to the global
optimum for each of the ten runs.
The computational cost for both ALC variants with
a global search at subproblems are in general about
50% higher than for the all-in-one approach. The larger
number of function evaluations for Subproblem 1 in
the first partition, ALC, are again caused by the three
additional slack variables associated with the coupling
constraints g0 = [g1, g2, g3]. The results for using only
a local search at subproblems show a factor 5–15 in-
crease in computational cost when compared to the
all-in-one implementation with fmincon. Although a
single subproblem optimization requires fewer function
evaluations than the solution of the all-in-one problem,
the number of iterations required in the coordination
process increases the total cost for the distributed ap-
proach above those observed for the non-decomposed
implementation.
4.5 Example 5
The purpose of this fifth example is to demonstrate
that ALC algorithms may fail for problems with dis-
connected feasible domains, even when a global search
is employed at each subproblem. The problem has
two variables, a concave objective, and one equality




f = −(z1 − 4)2 − (z2 − 4)2
s.t. h = z1 − z2 = 0




] ∪ [2 12 , 3 12
] ∪ [9 12 , 10
]
(20)
The globally optimal solution is z∗ = [1, 1] with f ∗ =
−18. The problem has a second local minimum at z∗ =
[3, 3] with f ∗ = −2.
Although the above example is not particularly chal-
lenging as an all-in-one implementation, its discon-
nected feasible domain proves to be a challenge for
ALC algorithms. To illustrate these difficulties, the
problem is partitioned into two subsystems, one associ-
ated with each variable: Subsystem 1 with x1 = [z1] and
f1 = −(z1 − 4)2, and Subsystem 2 with x2 = [z2] and
f1 = −(z2 − 4)2. Then constraint h becomes a linear
coupling constraint h0 = [h]. If the partition is solved
using a traditional ALC algorithm with a global search
at subproblems, then ALC iterates will not converge
to a feasible solution from any starting point. Instead,
ALC converges to the infeasible point z = [9, 9 12
]
that
violates the coupling constraint.
This behavior is caused by the quadratic part of the
augmented Lagrangian penalty function w2(z1 − z2)2
in combination with the alternating minimization inner
loop. For large penalty weights, the quadratic part puts
a large penalty on any point that is far away from the
solution to the other subproblem, thereby introducing a
local search behavior. This local search causes a prefer-
ence for designs that are optimal with the respect to the
all-in-one problem without the coupling constraint h,
since violations of this constraint are initially very small.
The global solution to the all-in-one problem without
constraint h is z = [9, 10], and this point is obtained
after the first iteration. This point however violates the
coupling constraint h, and the penalty parameters v and
w are both updated in the outer loop. The updates of v
and w drive the values of z1 and z2 closer together to re-
duce the constraint violations, until the unfeasible point
z = [9, 9 12
]
is reached. In the direct neighborhood of
this design however, no point with a smaller constraint
violation can be found. Ideally, the Lagrange multiplier
v should push iterates towards feasible designs, but
the quadratic penalty part prohibits this. Although the
Lagrange multiplier grows larger, so does the penalty
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weight w, which keeps the iterates at the infeasible
point z = [9, 9 12
]
, and ALC gets trapped.
It is not enough to simply place an upper bound w¯
on the value of the penalty weight w to resolve this
difficulty. Although the linear part will eventually push
iterates into a feasible region, the ALC procedure
terminates prematurely at a non-optimal design. At
these designs, the large quadratic part avoids a more
detailed search within the feasible region. This pre-
mature convergence due to large penalty weights has
been observed in earlier work regarding ALC and ana-
lytical target cascading (Tosserams et al. 2006, 2007).
Note that the effect of premature convergence was
not observed for Examples 2 and 6, which also have
disconnected feasible domains.
4.6 Example 6
The final example is the portal frame design optimiza-
tion problem originally introduced by Sobieszczanski-
Sobieski et al. (1985), and used by many other
researchers in the context of coordination methods
(see, e.g., Vanderplaats et al. 1990; Arslan and Hajela
1997; Liu et al. 2004). It is included here as an illustra-
tion of the use of ALC in structural optimization.
The problem aims at finding the cross-sectional di-
mensions of a three-beam portal frame, illustrated in
Fig. 8a, that is subjected to a horizontal force and a
concentrated moment. Although the portal frame prob-
lem has been used extensively, no single study reports
all implementation details necessary for a reproduction
of the presented results. For example, variable bounds
are often not reported although they have a large effect
on the optimal solution. For the sake of completeness
and reproducibility, our implementation details are
included in this section, and necessary analysis equa-
tions are presented in the Appendix.
We follow the general formulation of the prob-
lem given by Liu et al. (2004). The design prob-
lem aims at finding the 18 cross sectional variables(








, see Fig. 8b for definitions
)
, such that
the volume of the structure is minimized. Here, the top-
right index refers to one of the three beams. Limits
are posed on normal and shear stresses in all beams
(g1–g4). Geometry constraints on the beam cross sec-
tions (g5–g7) are used to prevent slender structures
that are likely to buckle. Following Liu et al. (2004),
constraints g8 require that either the top flange area is
twice as large as the bottom one, or vice versa. These
constraints effectively separate the feasible domain into
eight disconnected regions thereby introducing at least
as many local minima.
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i = 1, 2, 3
zmin ≤ z ≤ zmax (21)
where the lower and upper bounds on the variables are
15 cm ≤ w1, w2 ≤ 150 cm, 20 cm ≤ h ≤ 200 cm,
1.0 cm ≤ d ≤ 10 cm, and 0.75 cm ≤ t1, t2 ≤ 7.5 cm.
Constraints g1 and g2 limit the normal stress σ in the
three beams (i = 1, 2, 3) for both beam ends ( j = 1, 2)
at the top and bottom free surfaces (k = 1, 2). Since
the normal stress attains its maximum in one of these
locations, constraints g1 and g2 effectively assure that
the normal stresses are below the allowed value σy =
200 · 106 N/m2 throughout the whole structure. Simi-
larly, constraints g3 and g4 limit the shear stress τ at
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(b) Cross-section A⎯A details. Index
1 refers to the outer faces of the beam.
the neutral axis in the three beams (i = 1, 2, 3) at both
ends ( j = 1, 2), which assures that the shear stress does
not exceed the allowed value τy = 116 · 106 N/m2 at
any other location. Constraint g5 limits the aspect ratio
of the web of each beam to be smaller than 35, while
constraint g6 limits the aspect ratio of the flanges to
be below 20. Constraint g7 assures that the area of the
web is at least 20% of the total cross section area A.
Constraint g8 requires that either the top flange area is
twice as large as the bottom flange area, or vice versa.
The equations required to determine the stresses are
given in the Appendix.
All 10 runs of the all-in-one experiments using the
global search variant of LGO converged to an optimal
value (rounded) of f ∗ = 0.1661 with beams 1 and 2 with
larger bottom flanges, and beam 3 with a larger top
flange. Details for this design can be found in Fig. 9.
The average number of function evaluations for the
ten initial designs reported by LGO was 246,738. The
1000 all-in-one runs with fmincon converged to a large
number of local minima, including the one obtained
Global solution: V ∗ = 0.1661 m3
beam 1 beam 2 beam 3
beam 1 beam 2 beam 3
A 88.0 71.1 51.5
h 45.0 38.4 20.0
1 15.0 15.0 15.0
2 21.2 15.0 15.0
d 1.23 1.03 1.00
t1 0.75 0.75 1.50
t2 1.06 1.50 0.75
Fig. 9 Global solution characteristics (beam dimensions in cm
and areas in cm2)
with the global search.3 The average number of func-
tion evaluations for the converged runs was 628. Table 7
reports the optimal values of the obtained local minima.
In general, solutions can be divided into two groups.
Group 1 typically has the cross-sectional dimensions of
beams 1 and 2 at its lower bounds and of beam 3 larger,
while Group 2 has beams 1 and 2 larger and beam 3
small. A number of local minima are observed within
each group, where each minimum depends on which
flange is chosen larger for which beam. A qualitative
comparison with existing results for the portal frame
example shows that the observed trends in the local
minima can also be found in the results reported in
literature. The results of Arslan and Hajela (1997) and
Schutte et al. (2004) have beams 1 and 2 small and beam
3 larger, similar to the first group. The results given
by Sobieszczanski-Sobieski et al. (1985), Vanderplaats
et al. (1990), and Liu et al. (2004) have beam 3 small
and beams 1 and 2 larger, similar to the second group.
The problem is partitioned in a traditional multi-
level fashion (see, e.g. Sobieszczanski-Sobieski et al.
1985; Haftka and Gürdal 1993) by defining three sub-
systems associated with detailed design of each beam,
and a single system-level subsystem concerned with
the overall design of the portal frame in terms of
the cross sectional areas and moments of inertia x1 =[
A[1], A[2], A[3], I[1], I[2], I[3]
]
. The top subsystem has
no local objective and no local constraints. The variable
bounds are computed from the bounds for the origi-
nal variables z, and are set to 0.41 · 10−2 m2 ≤ A ≤
0.41 m2, and 0.26 · 10−4 m4 ≤ I ≤ 0.26 m4.
3Note that a termination tolerance of 10−8 was necessary to
obtain a clear separation between objective values. Looser tol-
erances cause the solutions to “overflow” in each other.
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Table 7 Example 6
Number of starting points
that converged to a specific
objective function value for
different algorithms, average
number of required function
evaluations and subproblem
optimizations. The function




Local Global Local Local-global
Group 1
f ∗ = 0.1661 55 10 42 10
f ∗ = 0.1671 63 0 0 0
f ∗ = 0.1684 50 0 12 0
f ∗ = 0.1687 51 0 0 0
f ∗ = 0.1694 46 0 0 0
f ∗ = 0.1695 50 0 0 0
f ∗ = 0.1699 53 0 0 0
f ∗ = 0.1710 53 0 0 0
f ∗ = 0.1790 16 0 0 0
Group 2
f ∗ = 0.1684 236 0 45 0
f ∗ = 0.1688 210 0 0 0
Other
0.1666 < f ∗ < 0.1755 7 0 1 0
NC 110 0 0 0
Total 1000 10 100 10
Subproblem optimizations – – 620 342
Function evaluations 1,442 246,738 1: 54,401 1: 4,887,939
2: 269,329 2: 862,761
3: 268,275 3: 514,665
4: 227,442 4: 456,202
At the beam subsystems j = 2, 3, 4, support variables
for the six member forces f[i], i = 1, 2, 3 are intro-
duced to determine the stresses in the beams. Each of
the three beam subsystems designs one beam for its
detailed cross-sectional dimensions z[i]. Together with
the additionally introduced variables for the member
forces f[i], i = 1, 2, 3, this gives for the local variables




, i = 1, 2, 3. Local con-
straints are the stress and geometry constraints gi+1 =[




. The subsystems have their indi-





z[i], the original bounds are used, and the bounds for the
member forces are −106 N(m) ≤ f ≤ 106 N(m), where
forces are in Newton and moments in Newton-meters.








0 are introduced to couple the member force vari-
ables f[i] of each beam to the values f[i]fem(x1) com-
puted at the system level, where h[i]f = f[i] − f[i]fem(x1).
Six equality constraints ha =
[
h[1]a , h[2]a , h[3]a
] = 0 are
introduced to link the areas and the moments of
inertia A[i], I[i] used at the system-level problem
to the values associated with the detailed cross-





A[i] − A[i]beam(xi+1), I[i] − I[i]beam(xi+1)
]
, where the
area A[i]beam(xi+1) and moment of inertia I
[i]
beam(xi+1) of
beam i are given by (22)–(23). These introduced con-
straints couple the beam subsystems to the system level,
and are therefore the coupling equality constraints









h[i]0 (x1, xi+1) = [h[i]f , h[i]a ]. The partition structure is de-
picted in Fig. 10 and has no linking variables y = []. The
partitioned problem is coordinated with a distributed
ALC formulation of Section 2.2 following the partition
structure.
The above partition requires the introduction of
24 (!) support variables. Since the number of variables
is a driving factor in the cost of coordination for ALC,












beam 2 beam 3
I [1],I [2],I [3]]
x2=[z[1],f [1]] x3=[z[2],f [2]] x4=[z[3],f [3]]
Fig. 10 Portal frame: partition structure. Dashed lines indicate









The problem has no linking variables y = []
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coupling constraints is attractive. Doing so would how-
ever render all design constraints to become coupling
constraints. These constraints therefore have to be re-
laxed explicitly, and appear in multiple subproblems.
For example, if the member force variables are elimi-
nated, the stress constraints then depend on responses
of the system-level analysis equations, and have to be
included at both the system level and the lower level.
To maintain a larger degree of autonomy, the partition
with the 24 support variables is used. The numerical
experiments demonstrate that this has consequences
for the computational cost.
The default settings for augmented Lagrangian co-
ordination do not produce a clear enough distinction
between the local minima. To obtain a clear distinction,
we use a stricter termination tolerance of ε = 10−4, and
a more moderate value for β = 1.01.
Furthermore, we do not perform a global search
using LGO at the beam subproblems. If we were to
use LGO, over 100 subproblem optimizations that take
around half an hour on a desktop PC each are neces-
sary. To avoid such excessive cost, the beam subprob-
lems are not solved using a full global search. Instead, a
search with LGO’s local variant is performed for each
flange choice. The design with the lowest objective is
then selected as the optimal design for that beam to
achieve some sense of global optimality at the lower
level. The system-level problem only has six variables,
and is therefore solved with a global search using LGO.
A second set of experiments, labeled ALC-local, is
performed that performs a local search with fmincon
at the system-level subproblem and for each flange
choice of the beam subproblems.
The results reported in Table 7 show that ALC-
local converges to local solutions of the all-in-one prob-
lem. ALC reached the best all-in-one optimum from
each starting point when a global search using LGO
is performed at the system level (ALC-local-global).
When only a local search is performed (ALC-local), the
obtained ALC solutions are optimal within their group
for the majority of the starting points. The local search
for each flange choice appears to be an efficient way
to introduce a global search-like behavior at the beam
subproblems.
Solution costs for ALC are much higher than those
for the all-in-one implementations. The 24 additional
support variables, the tight termination tolerance, and
the small value for β all contribute to these high cost.
Convergence can be sped up by increasing the value
of β, however this causes the algorithm to “stall” at
non-optimal designs due to the large penalty weights.
These large penalty weights slow down convergence
of the alternating minimization loop, and causes the
iterates to lie close together (ultimately within the toler-
ance margin) even when still far away from an optimal
solution.
The large differences in function evaluations at the
beam subproblems between the two ALC variants are
caused by the different local solvers that are used.
In the first ALC variant, Matlab’s SQP implementa-
tion is used, while the second ALC variant uses the
generalized reduced gradient implementation of LGO.
The difference in efficiency of these solvers explains
the differences in computational cost between the two
ALC variants.
5 Summary of observations
Augmented Lagrangian coordination (ALC) algo-
rithms are provably convergent to local solutions of
the non-decomposed problems under smoothness and
convexity assumptions. For the non-convex and multi-
modal problems studied in this article, ALC was often
able to converge to appropriate solutions, even through
the requirements for convergence are not met. The
solutions obtained by performing a local search at ALC
subproblems are similar to those obtained from an
all-in-one implementation with a local search for the
majority of the examples. As can be expected, ALC
algorithms with a local search did not perform well for
problems with disconnected feasible domains.
Performing a global search at subproblems yielded
globally optimal solutions to the non-decomposed prob-
lem for many examples, especially for problems with
block-dependent coupling functions. Although this ob-
servation is encouraging, Example 5 demonstrated that
performing a global search at subproblems may fail to
produce even a feasible solution for some problems.
Furthermore, the numerical results clearly show the
well-known trend in global optimization that perform-
ing a global search yields better solutions, but at much
higher computational cost. The question whether these
cost are justified by the improved solutions is just as
valid for ALC as it is for the all-in-one case.
The numerical experiments revealed three major
characteristics of ALC algorithms that have an influ-
ence on its convergence behavior. First, the alternating
minimization inner loop is the largest contributor to the
convergence behavior of ALC. For the example with a
multi-modal coupling objective, both the starting point
as well as the sequence in which subproblems are solved
determines which local solution is obtained, even when
subproblems are solved for global optimality. The sec-
ond factor of influence is the augmented Lagrangian re-
laxation of the linking constraints. By initially relaxing
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these constraints, ALC algorithms that perform only a
local search at subproblems can show a preference for
certain solutions. When a global search is performed at
subproblems, this relaxation does not play a role for the
examples presented here. Where the first two factors
are inherited from the existing algorithms used in the
inner and outer loops, the third factor comes from the
specific combination of these techniques. For problems
with disconnected feasible domains, ALC algorithms
may converge to solutions that are infeasible, but that
are close to the optimal solution with all coupling con-
straints relaxed. For these problems, the quadratic part
of the augmented Lagrangian penalty acts as a tight
trust region, causing the ALC algorithms to terminate
prematurely at a point that does not satisfy one or more
coupling constraints.
For global searches, cost savings through problem
decomposition using ALC appear possible for parti-
tions with subproblems that are a few factors smaller
in dimension than the original problem. Although such
partitions may require a relatively large coordination
effort, the costs for solving the subproblems are much
lower than for the original problem, resulting in an
overall decrease in the total number of function eval-
uations. For local searches, these cost benefits are not
observed, even when subproblems are much lower in
dimension than the original problem.
6 Concluding remarks
The examples presented in this article show that espe-
cially the alternating minimization inner loop is a lim-
iting factor for achieving global optimality with an
augmented Lagrangian coordination approach. We ex-
pect that the analytical target cascading method (ATC,
Kim 2001) may experience similar difficulties since it
is a subclass of ALC. In fact, the difficulties associ-
ated with disconnected feasible domains have been ob-
served for ATC by Kim and Papalambros (2006). Other
coordination approaches that use alternating minimiza-
tion such as MDOIS (Shin and Park 2005), BLISS
(Sobieszczanski-Sobieski et al. 2000), and enhanced
collaborative optimization (Roth and Kroo 2008) may
also be affected by the behavior of the sequential
process.
It is worthwhile to investigate whether coordina-
tion methods that follow a nested structure instead
of an alternating one may be less influenced by
non-convexities and multi-modality of the subprob-
lems. Examples of nested approaches are collabo-
rative optimization (Braun et al. 1997), BLISS2000
(Sobieszczanski-Sobieski et al. 2003), quasi-separable
decomposition (Haftka and Watson 2005), and the
penalty decomposition methods of DeMiguel and
Murray (2006). However, performing a global search
at the system level in a nested structure is unattrac-
tive since for each function evaluation at this level, a
full global search is required at the subproblem level.
An option to reduce the high cost for such a nested
approach is to decouple the system-level optimization
from the lower-level optimizations through the use of
response surfaces (see, e.g., Liu et al. 2004). Alterna-
tively, one can look at coordination methods that define
separable subproblems such as the Lagrangian decom-
position method proposed by Blouin et al. (2005).
Finally, examples and numerical results presented in
this paper can serve as a benchmark for comparison of
other coordination methods on multi-modal problems.
The problems are challenging in terms of the multi-
modality, but simple enough to allow an analysis of the
inner workings of coordination algorithms. Moreover,
Example 2 may also be an interesting, scalable test
problem for the global optimization community.
Appendix: Analysis equations for the portal frame
structural optimization problem
Cross-section properties
The area A[i] and moment of inertia I[i] of beam i are
given by (indices i dropped for brevity of notation):












+ d(h − t1 − t2)
3
12









yc − 12 t2
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(23)
where the centroid yc is given by:
yc = w1t1
(
h − 12 t1
) + 12 (h − t1 − t2)dh + 12w2(t2)2
w1t1 + d(h − t1 − t2) + w2t2 (24)
The first moment of area Q of the material above the
neutral axis for a beam, relevant in computing the shear
stress, is given by:
Q = w1t1
(




d(h − yc − t1)2 (25)
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The free surface distances c1 and c2, required for deter-
mining the maximal bending stress, are given by:
c1 = h − yc c2 = yc (26)
at the faces of flanges 1 (outer) and 2 (inner),
respectively.
Assembled stiffness matrix
To determine the stresses in the frame, first the forces
and moments acting on the individual beams have to
be computed. To this end, we use a finite element
analysis that consists of three plane bending elements,
each associated with one I beam of the frame. Each
end j = 1, 2 of a beam element is subjected to an axial
force N j, a shear force V j, and a bending moment Mj.
The positive directions in each beam are defined as
illustrated in Fig. 11.
The vector of member forces f is given by: f =
[N1, V1, M1, N2, V2, M2]T , and the vector of local
member node displacements u is given by u =
[u1, v1, θ1, u2, v2, θ2]T , where u j, v j, and θ j are the axial
and perpendicular displacements, and the rotation of
beam end j, respectively. The positive directions of the
displacements coincide with the positive directions of
the member forces.
The assembled stiffness matrix Kass of the frame is
constructed from the local stiffness matrices of each













































Fig. 11 Free body diagrams of portal frame beams
ber forces to the member displacements (in the local
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To create the assembled stiffness matrix, first the el-
ement stiffness matrices have to be rotated from the
local to the global coordinate system. To this end,
a rotation matrix R = R(α) is used such that K =
(R)TKlocalR, where the matrix R = R(α) is given by:









cos(α) sin(α) 0 0 0 0
− sin(α) cos(α) 0 0 0 0
0 0 1 0 0 0
0 0 0 cos(α) sin(α) 0
0 0 0 − sin(α) cos(α) 0










The rotation angles α for the three beams are: α[1] =
π/2, α[2] = 0, and α[3] = −π/2.
To determine the assembled stiffness matrix Kass for
the whole structure, the local nodes are mapped to the
global nodes, and the rotated local stiffness matrices
are inserted at the appropriate places of the assembled
stiffness matrix Kass. To this end, a projection matrix











0 0 I 0




I 0 0 0




0 I 0 0
0 0 0 I
]
(30)
with I the 3 × 3 identity matrix and 0 a 3 × 3 zero
matrix.
Unknown displacements and reaction forces
To compute the unknown displacements and reac-
tion forces required to compute member stresses, we
consider the boundary conditions of the construc-
tion. From the boundary conditions we know that
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nodes 1 and 4 are fixed [u1, v1, θ1]T = [u4, v4, θ4]T =
[0, 0, 0]T , and the reaction forces at nodes 2 and 3 are
known: [X2, Y2, Z2]T = [0, 0, 0]T and [X3, Y3, Z3]T =
[50 · 103, 0, 200 · 103]T (see Fig. 11 for the defini-
tion of the node numbers). The remaining displace-
ments [u2, v2, θ2]T and [u3, v3, θ3]T , and reaction forces
[X1, Y1, Z1]T and [X4, Y4, Z4]T are unknown.
To compute these unknowns, the displacement
and force vectors are split up into two parts: a
known part (boundary conditions) and an unknown











]T , where ufree =
[
u2, v2, θ2, u3, v3, θ3
]T ,
ubc = [u1, v1, θ1, u4, v4, θ4]T = [0, 0, 0, 0, 0, 0]T , fbc =
[X2, Y2, Z2, X3, Y3, Z3]T = [0, 0, 0, 50 · 103, 0, 200 ·
103, ]T , and ffree = [X1, Y1, Z1, X4, Y4, Z4]T .
Under these conventions, the unknowns can be com-















where K11, K12, and K22 are 6 × 6 submatrices of the
assembled stiffness matrix Kass.
From this system, and because ubc = 0, the free dis-
placements are given by:
ufree = K−111 (fbc − K12ubc) = K−111 fbc (32)
The unknown reaction forces ffree = [X1, Y1, Z1,
X4, Y4, Z4]T are given by:
ffree = KT12ufree + K22ubc = KT12K−111 fbc (33)
Computation of stresses
The nodal forces f[i] in beam i, required for computing
the stresses, are given by (indices i dropped again):
f = [N1, V1, M1, N2, V2, M2]T = Klocalu = KlocalRPuass
(34)
The axial stress σa is constant throughout a beam and
is given by:
σa = N2 − N1A (35)
The bending stresses σb, j,k at end j = 1, 2 in the top
(k = 1) and bottom (k = 2) flanges of beam i, respec-
tively, are given by:
σb,1,1 = c1 M1I σb,1,2 = −
c2 M1
I




The four normal stresses σ j,k at flanges k = 1, 2 of beam
ends j = 1, 2 are given by:
σ j,k = σa + σb, j,k j = 1, 2 k = 1, 2 (37)
The shear stresses τ j at the neutral axis at the beams
ends j = 1, 2 are given by:
τ j = V jQId j = 1, 2 (38)
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