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Introduction ge´ne´rale
1

1. Le syste`me mixte Euler-points vortex. 3
Cette the`se porte sur des proble`mes issus de la dynamique des points vortex pour les
fluides ou les superfluides. Nous e´tudierons d’une part l’e´quation d’Euler pour les fluides
parfaits incompressibles
∂tu+ u · ∇u = −∇p, divu = 0
et d’autre part l’e´quation de Ginzburg-Landau complexe
(κ+ i)∂tu = ∆u+ u(1− |u|2)
avec κ ≥ 0, plus commune´ment nomme´e e´quation de Gross-Pitaevskii lorsque κ = 0. Dans
les deux cas, u : R+ × R2 → R2 ≃ C.
Pour chacune de ces e´quations, dont nous verrons qu’elles pre´sentent de nombreuses
analogies, nous nous focaliserons principalement sur des re´gimes ou` le champ u comporte,
directement ou dans une asymptotique a` petit parame`tre, des singularite´s appele´es points
vortex. La pre´sence de ces points vortex sera de´cele´e par la vorticite´, de´finie par ω = rotu
pour les fluides et par ω = 12rot(u×∇u) pour les superfluides. Dans ces re´gimes, la vorticite´
est proche, en un sens plus ou moins fort, d’une somme finie de masses de Dirac
ω(t) ≃
l∑
i=1
diδzi(t),
affecte´es de coefficients di appele´s intensite´s ou degre´s suivant les cas, ou de la superposition
d’une telle configuration avec une partie plus re´gulie`re
ω(t) ≃
l∑
k=1
diδzi(t) + ωreg(t).
L’une des questions aborde´es consiste en la justification de l’existence d’un syste`me limite
pour les points vortex zi(t) ainsi que pour la partie re´gulie`re ωreg(t), l’autre en l’analyse
de ce syste`me limite.
Ce me´moire comprend deux parties. Dans la premie`re, re´sume´e par la Section 1 ci-apre`s,
on e´tudiera directement un syste`me limite pour l’e´quation d’Euler, appele´ syste`me mixte
Euler-points vortex. Dans la seconde partie, de´crite par la Section 2 de cette introduction,
on justifiera l’existence d’un syste`me limite pour l’e´quation de Ginzburg-Landau complexe
dans le cas ou` ωreg ≡ 0, puis on tentera une e´tude pre´paratoire pour autoriser des donne´es
moins pre´pare´es.
1 Le syste`me mixte Euler-points vortex.
1.1 Pre´sentation ge´ne´rale.
Les e´quations d’Euler dans le plan. Conside´rons un fluide parfait incompressible
occupant le plan R2 et dont l’e´volution est de´crite par l’e´quation d’Euler
∂tu+ u · ∇u = −∇p, divu = 0. (EI)
Ici, u = u(t, x) : R+×R2 → R2 de´signe la vitesse du fluide et p : R+×R2 → R est appele´e
pression. Une tre`s vaste litte´rature est de´die´e a` ces e´quations aˆge´es de pre`s de trois sie`cles,
on pourra par exemple consulter les ouvrages [6, 23,29].
4A` la vitesse u est associe´e une quantite´ fondamentale dans la description de certains
e´coulements ; il s’agit de la vorticite´, encore appele´e tourbillon, que l’on de´finit par
ω = rotu = ∂1u2 − ∂2u1 : R+ × R2 → R.
Dans notre cadre bidimensionnel, l’e´quation d’Euler en formulation tourbillon se pre´sente
sous la forme remarquable d’une e´quation de transport
∂tω + u · ∇ω = 0. (T)
Lorsque u et ω sont re´guliers, ω est constant le long des trajectoires de u, c’est-a`-dire
ω(t, φt(x)) = ω(0, x), (1)
ou`, pour tout x, la trajectoire t 7→ φt(x) = φ(t, x) est de´finie par
d
dt
φt(x) = u(t, φt(x))
φ0(x) = x ∈ R2.
(2)
En outre, x 7→ φt(x) est pour chaque t un diffe´omorphisme sur R2.
Il s’ave`re que la condition d’incompressibilite´ (div u = 0) permet de reconstituer la
vitesse u a` partir de son rotationnel ω. En effet, il existe une fonction ψ, appele´e fonction
courant, telle que
u = ∇⊥ψ = (−∂2ψ, ∂1ψ),
et ψ est par conse´quent solution de l’e´quation de Poisson
rotu = ∆ψ = ω.
Lorsque ω est par exemple nul a` l’infini, ψ se de´termine explicitement via la formule de
convolution ψ = G ∗ ω, ou` G est la solution fondamentale de ∆ sur R2 : G(x) = 12pi ln |x|
pour x ∈ R2 \ {0}. En introduisant le noyau de Biot-Savart
K(x) = ∇⊥G(x) = 1
2π
x⊥
|x|2 , (x1, x2)
⊥ = (−x2, x1) 6= 0,
nous obtenons finalement la loi de Biot-Savart
u = K ∗ ω. (3)
Il est e´galement possible de donner un sens aux e´quations d’Euler lorsque le tourbillon
ω n’est pas re´gulier, ceci tout en conservant la loi de Biot-Savart. On parle dans ce cas de
solution faible.
The´ore`me (Yudovich, [41], cf. aussi [23]). Soit ω0 ∈ L1 ∩ L∞(R2). Il existe une unique
solution faible globale (u, ω) a` l’e´quation d’Euler en formulation tourbillon avec donne´e
initiale ω0 au sens suivant :
(i) ω ∈ L∞ (R+, L1 ∩ L∞(R2)) ;
(ii) u = K ∗ ω, ω = rotu ;
(iii) le couple (u, ω) est solution de l’e´quation de transport ∂tω+u ·∇ω = 0 au sens faible.
Plus exactement4, pour toute ϕ ∈ C1(R+, C10 (R2)), pour tout T ≥ 0, on a∫
R2
ϕ(T, x)ω(T, x) dx−
∫
R2
ϕ(0, x)ω0(x) dx =
∫ T
0
∫
R2
ω(∂tϕ+ u · ∇ϕ) dt dx.
4En vertu de la Proposition 1.2 ci-apre`s, u = K ∗ ω appartient a` L∞(L1loc) de`s que ω ∈ L
∞(L1 ∩ L∞),
de sorte que u · ∇ω = div (uω) de´finit effectivement une distribution.
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Le proble`me de l’existence globale pour des tourbillons ω non borne´s a donne´ lieu a` de
multiples extensions auxquelles nous reviendrons. La question de l’unicite´ dans un espace
significativement plus vaste que L∞ est quant a` elle ouverte.
La loi de Kirchhoff. Dans l’optique de mode´liser certains e´coulements bidimensionnels,
nous voudrions ge´ne´raliser l’e´quation d’Euler pour le tourbillon lorsque celui-ci se concentre
tre`s fortement en des points, appele´s points vortex :
ωδ(t) ≃
l∑
i=1
diδzi(t), l ∈ N∗, (Hδ)
ou` les re´els di repre´sentent les intensite´s des points vortex. La vitesse u = K ∗ ωδ corres-
pondante s’e´crit, en accord avec la formule de Biot-Savart
u(t) ≃
l∑
i=1
diK (· − zi(t)) .
Elle est tre`s fortement singulie`re aux points zi(t) et le produit u · ∇ω = div (uω) ne
de´finit pas une distribution. On peut reme´dier a` ce proble`me par des arguments formels5
de syme´trie : pour chaque point vortex zi, conside´rons une approximation de δzi par des
fonctions re´gulie`res ωi,ε a` syme´trie radiale autour de zi. A` l’aide des proprie´te´s de syme´trie
de K, on ve´rifie que les vitesses ui,ε = K ∗ωi,ε qui en re´sultent ve´rifient ui,ε(zi) ≡ 0. Dans
l’asymptotique ou` ε tend vers ze´ro, qui correspond a` la situation de´crite par (Hδ), il est
raisonnable de de´cider que cela reste vrai, c’est-a`-dire que la vitesse cre´e´e par un point
vortex est nulle en ce point. En re´alite´, ces conside´rations reviennent a` remplacer le noyau
K par
K̂(x) = K(x) si x 6= 0, K̂(0) = 0
dans la formule de Biot-Savart de´finissant la vitesse. En inse´rant ωδ et u = K̂ ∗ ωδ dans
la formulation faible ci-dessus de l’e´quation d’Euler, on parvient a` un syste`me d’e´quations
diffe´rentielles ordinaires appele´ syste`me des points vortex ou loi de Kirchhoff
z˙i(t) =
∑
j 6=i
djK
(
zi(t)− zj(t)
)
, i = 1, . . . , l.
L’analyse du syste`me des points vortex, qui n’est de´fini que jusqu’au premier temps de
collision entre les points, a fait l’objet de tre`s nombreux travaux [3, 15–17, 29, 31] depuis
pre`s de deux sie`cles. Un exemple ce´le`bre de collision en temps fini pour le syste`me de trois
points vortex est de´taille´ dans le livre de Marchioro et Pulvirenti [29] a` la page 140.
Signalons la structure hamiltonienne remarquable du syste`me des points vortex
2πdiz˙i = ∇⊥ziW (z1, . . . , zl), i = 1, . . . , l,
ou` l’hamiltonien W (e´nergie d’interaction entre les vortex)
W (z1, . . . , zl) = −
∑
j 6=k
djdk ln |zj − zk|
est appele´ fonctionnelle de Kirchhoff-Onsager.
5Dont nous verrons dans peu de temps qu’ils ont e´te´ rigoureusement justifie´s.
6Le syste`me mixte Euler-points vortex. Dans les anne´es quatre-vingt dix, Marchioro
et Pulvirenti [28, 29] et Starovoitov [36,37] ont envisage´ le proble`me mixte correspondant
a` la superposition d’une partie plus re´gulie`re a` la somme de masses de Dirac
ω(t) ≃
l∑
i=1
diδzi(t) + ωr(t) = ωδ(t) + ωr(t), (Hm)
ou` le tourbillon ωr ∈ L∞
(
L1 ∩ L∞(R2)) entre dans le cadre du the´ore`me de Yudovich, et
pour lequel la vitesse correspondante s’e´crit
u(t) ≃
l∑
i=1
diK (· − zi(t)) +K ∗ ωr(t).
Dans le mode`le propose´ par Marchioro et Pulvirenti afin de de´crire cette situation, chaque
composante (atomique ωδ(t) d’une part, et borne´e et inte´grable ωr(t) d’autre part) du
tourbillon est transporte´e par le champ de vitesse total K ∗ ω. On oˆte cependant les
termes les plus singuliers en vertu du meˆme principe que pre´ce´demment, c’est-a`-dire en
remplac¸ant K par K̂. Ce faisant, on ne modifie pas les autres termes puisque ωr est diffuse,
et l’on obtient {
∂tωr + (K ∗ ω) · ∇ωr = 0
∂tωδ + (K ∗ ωr + K̂ ∗ ωδ) · ∇ωδ = 0.
Finalement, la dynamique des points vortex zi(t) et de la composante borne´e ωr(t) est
re´gie par un syste`me couple´ d’e´quations appele´ syste`me mixte Euler-points vortex 6{
∂tωr + (K ∗ ω) · ∇ωr = 0
z˙i = (K ∗ ωr)(t, zi) +
∑
j 6=i
djK (zi(t)− zj(t)) , i = 1, . . . , l.
(M)
Au Chapitre 1, nous pre´senterons deux formulations7 pour ce syste`me et en donnerons des
de´finitions plus pre´cises.
L’existence d’une solution (ωr, z1, . . . , zl) pour le syste`me mixte Euler-points vortex en
formulation lagrangienne a e´te´ obtenue par Marchioro et Pulvirenti [28] (voir aussi [36])
de`s que la vorticite´ ωr(0) appartient a` L
1 ∩ L∞. Lorsque toutes les intensite´s di sont de
meˆme signe, cette solution est globale, les trajectoires des vortex sont C1 et les points
n’entrent jamais en collision. La composante borne´e ωr est L
∞ en temps a` valeurs dans
L1 ∩ L∞.
La pertinence du syste`me des points vortex d’une part, et du syste`me mixte d’autre
part, pour de´crire les situations (Hδ) et (Hm) a e´te´ e´tablie de manie`re rigoureuse dans
certaines situations. La signification donne´e ici a` « ≃ » est celle de la convergence faible
au sens de la mesure lorsqu’un parame`tre ε tend vers ze´ro. Le premier re´sultat dans cette
direction, qui concerne le cas purement atomique (ωr ≡ 0) d’un seul point dans un domaine
borne´, est duˆ a` Turkington [39]. Ce re´sultat a e´te´ e´tendu par la suite au cas du syste`me
mixte Euler-points vortex comprenant plusieurs points par Marchioro et Pulvirenti [30].
Plus pre´cise´ment, si l’un ou l’autre re´gime (Hδ) ou (Hm) est observe´ initialement, alors
il en est de meˆme a` t > 0 et les points vortex ve´rifient la loi de Kirchhoff ou le syste`me
6
« Vortex-wave system ».
7Les formulations lagrangienne et eule´rienne, comme l’explique le Paragraphe 1.2 ci-dessous.
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mixte8. Toutefois, ces re´sultats ne s’appliquent que sous des hypothe`ses supple´mentaires
de « tre`s bonne pre´paration » des donne´es initiales ωε(0) ve´rifiant (Hδ) ou (Hm). Un
exemple standard de telles donne´es est celui forme´ par les superpositions de fonctions
caracte´ristiques correctement ponde´re´es de boules de rayon ε centre´es en les zi (poches de
tourbillon).
La suite de cette section est un survol des Chapitres 1 a` 4 de la the`se consacre´s aux
e´quations d’Euler.
1.2 Lien entre les formulations eule´rienne et lagrangienne.
E´quations de transport line´aires : un avant-propos. Nous avons e´voque´ deux angles
d’approches pour l’e´quation d’Euler en formulation tourbillon. Le premier point de vue,
qualifie´ d’eule´rien, est axe´ sur l’e´quation (T) ve´rifie´e par ω au sens faible. Le second, appele´
lagrangien (ou particulaire) et caracte´rise´ par (1), (2) et (3), fait intervenir la notion de
trajectoires (ou particules). Lorsque la vitesse u est re´gulie`re en temps et en espace, le
the´ore`me de Cauchy-Lipschitz assure que ces deux points de vue sont e´quivalents. Dans
les contextes plus ge´ne´raux du the´ore`me de Yudovich ou du syste`me mixte Euler-points
vortex, nous devons faire appel a` la the´orie de´veloppe´e ces vingt dernie`res anne´es pour les
e´quations de transport line´aires dont (T) constitue un exemple typique lorsque u est fixe´.
L’e´tude de l’extension du the´ore`me de Cauchy-Lipschitz et de la me´thode des carac-
te´ristiques dans le cadre des e´quations de transport avec des champs u peu re´guliers a
connu un essor remarquable depuis l’article pionnier de DiPerna et Lions [12]. On pourra
consulter [22] pour un panorama des re´sultats obtenus. Ces travaux ont mis en exergue
l’e´troite corre´lation entre les proprie´te´s d’unicite´ de la solution et de stabilite´ par rapport
a` des perturbations de u pour l’e´quation de transport (T), et l’existence et l’unicite´ d’un
« flot ge´ne´ralise´ » pour u. Lorsque ces proprie´te´s ont lieu, l’unique solution de l’e´quation
de transport est en outre constante le long de ce flot ge´ne´ralise´. Celui-ci co¨ıncide avec la
notion usuelle de trajectoire lorsque u est re´gulier.
Le concept de solution renormalise´e, introduit par DiPerna et Lions et repris depuis
dans les extensions [1, 2, 11], joue un roˆle cle´ dans l’e´tude de ces questions. En re´sume´,
on dit que ω est solution renormalise´e de (T) si toutes les fonctions β(ω) sont solutions
de (T) au sens des distributions, lorsque β ∈ C1(R) ve´rifie des conditions de croissance
convenables visant a` donner un sens a` tous les termes. Lorsque toute solution est solution
renormalise´e, on dit que u a la proprie´te´ de renormalisation. Pour des champs u assez
ge´ne´raux (par exemple borne´s et a` divergence borne´e) et qui posse`dent la proprie´te´ de
renormalisation, il est relativement direct de ve´rifier les proprie´te´s d’unicite´ et de stabilite´
pour l’e´quation (T) impliquant l’existence du flot ge´ne´ralise´.
La partie re´ellement de´licate de la the´orie de DiPerna et Lions consiste a` de´terminer
des conditions assurant que u ve´rifie la proprie´te´ de renormalisation. Il est a` noter que
toute solution re´gulie`re ω est solution renormalise´e : il suffit pour le voir de multiplier
(T) par β′(ω), puis d’utiliser la re`gle de composition des de´rive´es. Pour des solutions non
re´gulie`res, l’analyse passe par les re´gularise´es ωε = ρε ∗ ω, ou` ρε est une approximation de
l’unite´. Ces re´gularise´es ve´rifient une e´quation de transport de type (T) a` laquelle s’ajoute
un terme de reste, appele´ commutateur, de´fini par rε = (u · ∇ω)ε − u · ∇ωε. Pour que
la proprie´te´ de renormalisation soit ve´rifie´e, il suffit que ce commutateur converge vers
ze´ro dans L1loc. Ceci est assure´ de`s lors que u est par exemple borne´, a` divergence borne´e,
8Du moins jusqu’au premier temps de collision entre les points vortex.
8et est L1 en temps a` valeurs dans un espace de Sobolev. Par une analyse approfondie
de la structure de ces commutateurs, Ambrosio [1] a re´cemment e´tendu la proprie´te´ de
renormalisation au cas d’un champ u a` variation borne´e.
Revenons a` pre´sent a` l’e´quation d’Euler dans le cadre du the´ore`me de Yudovich, pour
laquelle u = K ∗ ω est de´termine´ par la formule de Biot-Savart. Au cours du Chapitre 1,
nous pre´senterons diverses proprie´te´s de la convolution par le noyau K. Certaines d’entre
elles assurent que u remplit toutes les conditions d’application des the´ore`mes de DiPerna
et Lions. Par suite, nous ve´rifions le fait bien connu que, pour l’e´quation d’Euler, les points
de vue lagrangien et eule´rien sont e´quivalents. Le fait que u est de surcroˆıt quasi-Lipschitz
uniforme´ment en temps9 entraˆıne que le flot ge´ne´ralise´ φ(t, x) est continu par rapport a`
la variable d’espace, C1 en temps, et co¨ıncide donc avec la notion usuelle de trajectoire.
Puisque u est a` divergence nulle, le the´ore`me de Liouville implique par ailleurs que φ(t, ·)
laisse invariante la mesure de Lebesgue pour tout t.
Le syste`me mixte Euler-point vortex. Au Chapitre 1, on s’inte´resse a` la ge´ne´rali-
sation des notions et re´sultats pre´ce´dents au syste`me mixte Euler-points vortex (M). Le
mouvement des points vortex e´tant fixe´ par la seconde e´quation de ce syste`me, l’e´volution
de la partie borne´e du tourbillon est de´crite par l’e´quation de transport
∂tωr + u · ∇ωr = ∂tωr + (v +H) · ∇ωr = 0, (E)
ou` nous avons pose´
u = v +H, v = K ∗ ωr et H = K ∗
( l∑
i=1
diδzi
)
.
A` l’instar de l’e´quation d’Euler classique (1) et (2), l’e´quation de transport (E) sugge`re de
conside´rer la formulation lagrangienne
d
dt
φt(x) = v (t, φt(x)) +
l∑
i=1
diK (φt(x)− zi(t)) ,
φ0(x) = x, x 6= zi(0), ∀i = 1, . . . , l,
ωr (t, φt(x)) = ωr(0, x).
(L)
Cette formulation met en e´vidence la coexistence, ainsi que l’interaction, de deux classes de
trajectoires : les trajectoires des points vortex d’une part, et le flot φt transportant la partie
ωr d’autre part. Le syste`me pre´ce´dent n’est de´fini que tant que le flot n’intersecte pas les
points vortex. En re´alite´, des estimations a priori de Marchioro et Pulvirenti [28] re´ve`lent
que les distances |φt(x) − zi(t)| restent strictement positives tant que les points vortex
n’entrent pas en collision. Ceci rend possible de conside´rer la formulation lagrangienne (L)
pour le syste`me mixte jusqu’a` ce premier temps de collision.
Dans la situation pre´sente, le champ total u = v+H se compose d’une partie re´gulie`re
v, qui ve´rifie les conditions d’application des the´ore`mes a` la DiPerna-Lions, et d’une partie
tre`s fortement singulie`reH en les points zi, qui pour sa part n’en ve´rifie aucune. Cependant,
H est tre`s re´gulie`re en dehors des zi et posse`de une forme explicite bien particulie`re. Graˆce
a` ces observations, nous e´tablirons la proprie´te´ de renormalisation.
9Au sens donne´ par la Proposition 1.2 ci-apre`s.
1. Le syste`me mixte Euler-points vortex. 9
Proposition (Lemme 1.5). Pour l’e´quation (E), le champ v + H a la proprie´te´ de re-
normalisation.
Il ne reste de`s lors plus qu’a` adapter les arguments de DiPerna et Lions pour obtenir
le re´sultat principal du Chapitre 1.
The´ore`me (The´ore`mes 1.1 et 1.2). Les formulations eule´rienne (E) et lagrangienne (L)
du syste`me mixte Euler-points vortex sont e´quivalentes.
1.3 Unicite´ pour le syste`me Euler-points vortex.
Comme nous le verrons plus loin, l’e´quation d’Euler peut eˆtre ge´ne´ralise´e a` des vor-
ticite´s de type mesure, cadre qui contient en particulier les vorticite´s de la forme (Hδ)
ou (Hm). La question de l’unicite´ dans la classe de ces solutions ge´ne´ralise´es est ouverte,
nous ne l’aborderons pas ici. En revanche, elle semble plus accessible pour le syste`me
mixte Euler-points vortex dans lequel la structure de la vorticite´ ω est prescrite. Dans ce
contexte, l’unicite´ est entendue au sens suivant : deux solutions du syste`me mixte Euler-
points vortex sont e´gales si et seulement si leurs parties borne´es d’une part, et leurs points
vortex d’autres part, co¨ıncident pour tout temps.
D’un point de vue lagrangien, la diffe´rence avec la dynamique classique de l’e´quation
d’Euler re´side dans la pre´sence du champ cre´e´ par les points vortex. Ce dernier peut eˆtre
assimile´ a` un champ exte´rieur uniforme´ment borne´ et lipschitzien en dehors des vortex. Les
difficulte´s, et e´ventuellement la non-unicite´, proviennent donc essentiellement du compor-
tement des particules φt(x) au voisinage des points vortex. Lorsque le support de la partie
borne´e ωr n’intersecte initialement pas les points vortex, des estimations de Marchioro et
Pulvirenti [28] fournissent pour tout temps une borne infe´rieure strictement positive de
la distance entre les trajectoires issues du support de ωr(0) et les points vortex. L’uni-
cite´ est par conse´quent acquise dans cette situation. Pour le cas d’un seul point vortex,
Marchioro et Pulvirenti [28] ont envisage´ la situation plus ge´ne´rale ou` la vorticite´ ωr est
initialement constante au voisinage du point vortex, et ont indique´ un sche´ma de preuve
menant a` l’unicite´. Par ailleurs, Starovoitov [37] a e´tabli ce re´sultat d’unicite´ en supposant
que ωr est de surcroˆıt lipschitzien. Le re´sultat principal du Chapitre 2 concerne le syste`me
mixte Euler-points vortex avec plusieurs points pour lequel la vorticite´ ωr est initialement
constante dans un voisinage de chaque point vortex.
The´ore`me (The´ore`me 2.1). Soient ω0r ∈ L∞c (R2) et des points z01 , . . . , z0l ve´rifiant, pour
un certain R0 > 0 et des re´els αi,
ω0r ≡ αi dans B(z0i , R0), ∀i = 1, . . . , l.
Alors pour tout T > 0, il existe au plus une solution au syste`me mixte Euler-points vortex
sur [0, T ] avec cette donne´e initiale.
La de´monstration que nous proposons met en œuvre des outils purement eule´riens.
Dans un premier temps, nous nous appuyons sur la proprie´te´ de renormalisation e´tablie
au Chapitre 1 pour ve´rifier que ωr reste constante dans un voisinage des points vortex a`
temps positif.
Dans un second temps, nous de´terminons l’e´quation satisfaite par le champ de vitesse
v = K ∗ ωr a` partir de celle satisfaite par ωr. Celle-ci repose sur un re´sultat d’Iftimie,
Lopes Filho et Nussenzveig Lopes [18] traitant le cas d’un seul point vortex fixe´ a` l’origine.
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L’unicite´ est alors e´tablie au moyen d’estimations portant sur la diffe´rence des vitesses et
sur les distances entre les points vortex.
En conclusion de ce chapitre, nous proposons une me´thode alternative de preuve du
The´ore`me 2.1 utilisant e´galement le point de vue lagrangien.
1.4 A` propos de l’e´volution en temps grand du support du tourbillon.
Le Chapitre 3 est consacre´ a` l’e´tude de l’e´volution en temps grand de la taille du
support de ωr lorsque celui-ci est initialement compact.
Commenc¸ons par pre´senter un bref e´tat de l’art de la dynamique classique de l’e´quation
d’Euler (ωδ = 0). Puisque ω ≡ ωr ∈ L∞(L1 ∩ L∞), la vitesse u = K ∗ ω est uniforme´ment
borne´e10. Le tourbillon ω(t) e´tant transporte´ par les trajectoires de u, son support reste
compact pour tout temps et admet en outre une croissance au plus line´aire en temps.
Dans le cas ge´ne´ral, cette borne est a priori optimale, comme l’illustre l’exemple explicite
de croissance exactement line´aire d’Iftimie, Gamblin et Sideris [20]. Le tourbillon construit
dans [20] est en fait une version re´gularise´e de deux dipoˆles de points vortex d’intensite´s
(−1,+1), syme´triques par rapport a` l’origine et s’e´loignant a` vitesse presque constante et
presque paralle`lement a` un axe.
Lorsque ω est de plus suppose´ de signe constant, des simulations nume´riques (comme
par exemple [4]) montrent que le tourbillon tend a` s’enrouler sur lui-meˆme, ce qui ralentit
la croissance de son support. Mathe´matiquement parlant, l’hypothe`se de signe fixe permet
de be´ne´ficier du caracte`re constant de quantite´s fondamentales lie´es a` l’e´quation d’Euler.
Ces dernie`res, appele´es respectivement centre d’inertie et moment angulaire, sont de´finies
par
c0 ≡
∫
R2
xω(t, x) dx, i0 ≡
∫
R2
|x|2ω(t, x) dx.
Une premie`re ame´lioration de l’estimation O(t) lorsque le tourbillon est initialement pro-
portionnel a` la fonction caracte´ristique d’une boule a e´te´ apporte´e par Marchioro [26],
qui a e´tabli la borne O(t 13 ) a` l’aide du moment angulaire i0. Plus re´cemment, Iftimie,
Gamblin et Sideris [20] ont utilise´ de surcroˆıt la conservation de c0 pour obtenir la borne
O((t ln t) 14 ). Une estimation similaire a paralle`lement e´te´ obtenue par Serfati [35].
Pour ce qui concerne la question de l’e´volution du support dans les domaines exte´rieurs,
citons e´galement les re´sultats de [27] et [19]. Suivant la ge´ome´trie du domaine envisage´,
la conservation du centre d’inertie ou du moment angulaire n’a plus lieu et il faut alors
recourir a` des techniques diffe´rentes.
Mentionnons enfin que tous les re´sultats pre´ce´dents s’e´tendent a` des tourbillons non
borne´s ω ∈ L∞(L1 ∩ Lp), p > 2, pour lesquels la vitesse u = K ∗ ω est uniforme´ment
borne´e [13].
Plac¸ons-nous de´sormais dans le cadre du syste`me mixte Euler-points vortex. Pour
simplifier le propos, on se restreint au cas d’un seul point vortex d’intensite´ γ ∈ R, toutefois
les re´sultats qui suivent se transposent au cas de plusieurs points a` modifications mineures
pre`s.
The´ore`me (The´ore`me 3.1). Soient ω0r a` support compact, z0 ∈ R2 et (ωr, z) une11
solution globale du syte`me mixte Euler-point vortex correspondant a` cette donne´e initiale.
10En vertu de la Proposition 1.2 du Chapitre 1.
11
La solution si ω0r est constant au voisinage de z0, comme l’assure le Chapitre 2.
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Pour tout t ≥ 0, le support de ωr(t) est inclus dans B
(
0, C(1 + t)
)
, ou` C de´pend de ω0r et
z0.
Dans la situation ou` ωr est initialement (par conse´quent pour tout temps) de signe
constant, par exemple positif, nous utiliserons les notions ge´ne´ralise´es de centre d’inertie
et de moment angulaire. En nous appuyant sur les techniques de [20], nous e´tablirons le
re´sultat principal du Chapitre 3.
The´ore`me (The´ore`me 3.2). Sous les meˆmes hypothe`ses, supposons de plus que ω0r soit
positif et que l’une ou l’autre des conditions suivantes soit satisfaite
(i) γ < 0 et |γ| > ∫
R2
ω0r
(ii) γ ≥ 0.
Pour tout t ≥ 0, le support de ωr(t) est inclus dans B
(
0, C(t
1
4 ln ln(t + 2) + 1)
)
, ou` C
de´pend de ω0r et z0.
1.5 Nappes de tourbillon et points vortex.
L’analyse du syste`me mixte Euler-points vortex comporte la question de l’extension
du the´ore`me d’existence globale de Marchioro et Pulvirenti lorsque ωr n’est plus borne´e
dans L∞. Pour simplifier la pre´sentation, on se place a` nouveau dans le cadre d’un seul
point vortex d’intensite´ γ ∈ R∗.
Une premie`re ge´ne´ralisation qu’il est naturel d’envisager est celle d’un tourbillon ωr ∈
L∞(L1 ∩ Lp) avec p > 2. Le champ de vitesse v = K ∗ ωr e´tant continu et uniforme´ment
borne´, l’e´quation diffe´rentielle ordinaire z˙(t) = v(t, z(t)) fait encore sens. En revanche,
on ne dispose plus d’estimations quasi-Lipschitz pour v ; il n’est donc pas clair qu’une
trajectoire φt(x) issue d’un point x 6= z0 n’entre jamais en collision avec le point vortex
z(t). L’approche particulaire pour le syste`me mixte semble ainsi mal approprie´e et il faut
recourir au point de vue eule´rien. Par des arguments de compacite´, il est possible d’e´tablir
l’existence globale d’une solution eule´rienne (le Paragraphe 3.4.2 du Chapitre 3 contient
une esquisse de preuve).
Dans un second temps, on conside`re la situation ou` ωr est si peu re´gulie`re que l’on ne
peut pas de´finir la trajectoire du point vortex pour toute donne´e initiale z0
12. Il nous faut
alors revenir a` l’e´quation d’Euler non de´couple´e pour la vorticite´ totale ω = ωr + γδz.
Dans la litte´rature, le proble`me de l’existence d’une solution a` l’e´quation d’Euler dans
un cadre plus ge´ne´ral que celui du the´ore`me de Yudovich a e´te´ aborde´ en premier lieu du
point de vue des e´quations pour la vitesse13
∂tu+ div (u⊗ u) = −∇p, div u = 0, u(0) = u0.
L’angle d’attaque habituel consiste a` re´gulariser u0 puis a` conside´rer la suite de solutions
re´gulie`res (uε) qui en re´sulte. Lorsque u0 ∈ L2loc, il est aise´ de trouver u telle que uε
12Lorsque ω ∈ L∞(L1 ∩ Lp) avec p > 1, la vitesse K ∗ ω ∈ L∞(W 1,ploc ). D’apre`s [12], on peut seulement
dire que u admet un flot ge´ne´ralise´ z(t, x) tel que pour presque tout z0 ∈ R
2, z(·, z0) ∈ C
1 et ve´rifie
z˙(t, z0) = u(t, z(t, z0)).
13De par la condition d’incompressibilite´, la forme que nous en donnons ici est e´quivalente a` (EI).
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converge faiblement vers u dans L∞(L2loc). L’absence e´ventuelle de convergence forte, ap-
pele´e concentration, se traduit par l’apparition d’une mesure de de´faut14 µ ∈M(R2) pour
laquelle
uε ⊗ uε ⇀ u⊗ u+ µ dans D′(R2).
En de´pit de cette mesure de de´faut, il se peut que u soit pourtant solution des e´quations
d’Euler, on parle alors de concentration e´vanescente15. Ce phe´nome`ne, identifie´ par Di-
Perna et Majda [7–9], a depuis e´te´ abondamment e´tudie´ dans les travaux [10], [33], [24], [40]
ou [23]. Il s’explique par le fait que, de par la structure particulie`re (divergence nulle) des
fonctions test utilise´es, il suffit en re´alite´ que certaines non-line´arite´s du produit tensoriel
uε ⊗ uε passent a` la limite. Cette observation est le cœur meˆme du re´sultat d’existence
globale obtenu par Delort [10] pour les vorticite´s positives qui sont des mesures de Radon
a` support compact appartenant a` H−1(R2) (nappes de tourbillon). La structure remar-
quable de l’e´quation d’Euler provoquant le phe´nome`ne de concentration e´vanescente est
perc¸ue dans la formulation suivante (Delort [10] ou Schochet [33]) : pour toute fonction
test Φ = ∇⊥ψ a` divergence nulle16,∫
uε ⊗ uε : D∇⊥ψ(x) dx =
∫
uεωε · ∇ψ(x) dx =
∫∫
Hψ(x, y)ωε(x)ωε(y) dx dy,
ou` ωε = rotuε, et ou` la fonction
Hψ(x, y) =
1
2
K(x− y) · [∇ψ(x)−∇ψ(y)]
est borne´e sur R2 et continue en dehors de la diagonale {(x, y) ∈ R2 × R2 : x = y}. Le
proble`me se re´sume alors a` e´tablir la convergence du membre de droite lorsque ωε converge
faiblement vers ω = rotu.
Plus re´cemment, Poupaud [32] a e´tudie´ la question de l’existence globale pour des
vorticite´s qui sont des mesures de Radon borne´es positives. Dans [32], les e´quations d’Eu-
ler sont ge´ne´ralise´es a` ces vorticite´s via la formulation de Schochet pre´sente´e ci-dessus,
ou` K est toutefois remplace´ par K̂ afin que Hψ soit e´galement de´finie sur la diagonale.
Ne´anmoins, le fait que Hψ soit discontinue sur la diagonale est a` l’origine d’une mesure de
de´faut, syme´trique et concentre´e sur la partie atomique de ω, dont on ne sait pas a priori
si elle s’annule.
Il est a` noter que toute mesure ω = ωr + γδz, ou` (ωr, z) est solution du syste`me mixte
Euler-point vortex, ve´rifie par essence la formulation de Poupaud des e´quations d’Euler
sans mesure de de´faut. Re´ciproquement, lorsque ω = ωr+γδz est solution de la formulation
de Poupaud, et lorsque l’on suppose de plus que ωr ∈ L∞(L1 ∩ Lp) pour un p > 2, alors
(ωr, z) est solution du syste`me mixte Euler-point vortex.
Le re´sultat principal du Chapitre 4, qui allie les points de vue de Delort sur les nappes
de tourbillon et de Poupaud sur les solutions ge´ne´ralise´es de l’e´quation d’Euler, est le
suivant.
The´ore`me (The´ore`me 4.1). Soit ω0 = ω
0
r + γδz0 une mesure de Radon borne´e. On
suppose que γ ≥ 0 et ω0r est positif, a` support compact ne contenant pas z0, et appartient
a` H−1(R2). Il existe une solution ge´ne´ralise´e globale a` l’e´quation d’Euler, sans mesure de
de´faut, avec donne´e initiale ω0. Celle-ci s’e´crit ω = ωr+γδz, ou` ωr ∈ L∞(H−1) et z ∈ C 12 .
14Ici, M(R2) de´signe l’ensemble des mesures de Radon sur R2.
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« Concentration-cancellation ».
16Ce type de formulation fut introduit sous une forme un peu diffe´rente par Delort, puis par Schochet
sous la forme e´crite ici.
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2 L’e´quation de Ginzburg-Landau complexe.
Dans la seconde partie de ce me´moire, on conside`re une e´quation de Ginzburg-Landau
complexe
(κ+ i)∂tu = ∆u+ u(1− |u|2) dans R+ × RN , (GLC)
ou` κ ≥ 0 et u : R+ × RN → R2 ≃ C est une fonction du temps et de l’espace a` valeurs
complexes. Nous nous focaliserons plus spe´cifiquement sur le cas bidimensionnel N = 2.
Cette e´quation appartient a` la vaste famille des e´quations de Ginzburg-Landau com-
plexes ∂tu = γu + τ∆u + κu|u|2, ou` γ, τ, κ ∈ C, qui interviennent notamment comme
mode`les d’amplitude de syste`mes physiques au voisinage d’une instabilite´ [43]. Il existe
par ailleurs une analogie formelle entre (GLC) et l’e´quation de Landau-Lifshitz-Gilbert
mode´lisant le comportement de l’aimantation dans des mate´riaux ferromagne´tiques [5].
Notre e´quation a une forme bien spe´cifique, il s’agit d’un cas interme´diaire entre l’e´qua-
tion de Ginzburg-Landau parabolique
κ∂tu = ∆u+ u(1− |u|2)
et son homologue hamiltonien, l’e´quation de Gross-Pitaevskii
i∂tu = ∆u+ u(1− |u|2).
Cette dernie`re est un mode`le fre´quemment utilise´ en physique dans la description de la
superfluidite´ de l’he´lium 4 a` basses tempe´ratures ainsi que de la condensation de Bose-
Einstein des gaz ultra-froids. Dans ces contextes, u repre´sente une fonction d’onde macro-
scopique.
Chacune de ces e´quations est intrinse`quement lie´e a` l’e´nergie de Ginzburg-Landau,
de´finie pour un champ u ∈ H1loc(RN ) par
E(u) =
∫
RN
[ |∇u|2
2
+
(1− |u|2)2
4
]
dx.
Pour l’e´quation de Gross-Pitaevskii, E est un hamiltonien
d
dt
E(u(t)) = 0,
alors que pour les versions dissipatives E est de´croissante
d
dt
E(u(t)) = −κ
∫
RN
|∂tu|2 ≤ 0.
Les e´tats fondamentaux des syste`mes physiques correspondent aux minima de l’e´nergie de
Ginzburg-Landau, c’est-a`-dire aux fonctions constantes de module e´gal a` un.
2.1 Le cadre bidimensionnel et la transformation de Madelung.
L’analogie de Madelung [69], introduite par ce dernier dans les anne´es vingt, e´tablit une
correspondance formelle entre la dynamique des fluides classiques (e´quations d’Euler) et
celle des fluides quantiques (notamment, e´quation de Gross-Pitaevskii). Plus exactement,
la transformation de Madelung consiste a` identifier |u|2 a` une densite´ ρ de fluide et∇arg(u)
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a` une vitesse v du fluide. Lorsque u =
√
ρ exp(iϕ) est solution de l’e´quation de Gross-
Pitaevskii, les variables ρ et v = −2∇ϕ satisfont a` la forme hydrodynamique de l’e´quation
de Gross-Pitaevskii ∂tρ+ div (ρv) = 0∂tv + v · ∇v + ∇ρ2
ρ
= ∇[∆ρ
ρ
− |∇ρ|
2
2ρ2
]
,
ou` le membre de droite de la seconde e´quation est nomme´ « pression quantique » dans
la terminologie de la physique. Si l’on ne´glige cette dernie`re, on retrouve ici les e´quations
d’Euler compressibles avec loi de pression donne´e par p(ρ) = ρ2.
La transformation de Madelung n’est autorise´e que lorsque |u| 6= 0, condition qui ne
sera dans la suite pas ve´rifie´e partout. C’est en fait plutoˆt le supercourant ou moment
line´aire
j(u) = u×∇u = (u⊥ · ∂1u, u⊥ · ∂2u)
qui jouera le roˆle d’une vitesse. Le supercourant est bien de´fini, y compris aux points
d’annulation de u, et ve´rifie en outre −2j(u) = ρv ≃ v lorsque |u| ≃ 1. Il satisfait a` la loi
de conservation
∂tj(u)− 2div (∇u⊗∇u) = −∇P (u),
ou`
P (u) = |∇u|2 + u ·∆u− |u|
4 − 1
2
.
Pour poursuivre l’analogie avec la me´canique des fluides, on introduit enfin la vorticite´
(que l’on nomme e´galement jacobien dans notre contexte)
J(u) =
1
2
rot j(u).
La structure de l’e´quation ve´rifie´e par J(u) est similaire a` celle ve´rifie´e par la vorticite´ ω
de la me´canique des fluides, puisque
∂tJ(u) = rot div (∇u⊗∇u).
La suite de cette section pre´sente un condense´ des Chapitres 5 a` 7 de´die´s a` l’e´quation
de Ginzburg-Landau complexe.
2.2 Existence globale dans l’espace d’e´nergie finie.
Nous allons au pre´alable examiner les questions d’existence et d’unicite´ relatives a`
l’e´quation de Ginzburg-Landau complexe. Au Chapitre 5, nous chercherons des solutions
appartenant a` l’espace qui lui est naturellement associe´, a` savoir l’espace d’e´nergie
E = {u ∈ H1loc(RN ) t.q. E(u) <∞}.
Pour l’e´quation de Gross-Pitaevskii, le caracte`re globalement bien pose´ du proble`me de
Cauchy dans cet espace a e´te´ e´tabli par Ge´rard [55] en dimensions 1 ≤ N ≤ 3 et en
dimension N = 4 pour de petites donne´es initiales. Le point de de´part consiste a` munir
E d’une structure d’espace complet afin d’y mettre sur pied une me´thode de point fixe.
Tous les arguments, ainsi que le re´sultat obtenu dans [55], se transcrivent a` l’e´quation de
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Ginzburg-Landau complexe. Graˆce a` la partie dissipative de l’e´quation, la solution ainsi
trouve´e est en outre re´gulie`re a` temps positif.
En dimension supe´rieure N > 4, pour lesquelles l’exposant cubique de (GLC) est sur-
critique, les me´thodes de contraction e´chouent. Des techniques de compacite´ semblables a`
celles que Ginibre et Velo [56, 58] ont mises en œuvre pour des e´quations plus ge´ne´rales
nous permettront d’obtenir un re´sultat d’existence globale. Cette me´thode ne fournit mal-
heureusement pas de re´sultat d’unicite´, hormis pour le cas ou` κ est choisi suffisamment
grand (en fonction de la dimension envisage´e).
The´ore`me (The´ore`me 5.3). Soient N ≥ 1 et u0 ∈ E. L’e´quation (CGL) admet une
solution globale u ∈ C(R+, H1loc) telle que u(0) = u0. L’e´nergie de Ginzburg-Landau de u
est finie a` temps positif et de´croissante.
La deuxie`me partie du Chapitre 5, qui concerne exclusivement le cas bidimensionnel
N = 2, est consacre´e a` l’e´tude du proble`me de Cauchy dans un espace « proche » de
l’espace d’e´nergie finie E . Ce cadre de re´solution fut introduit par Bethuel et Smets [44]
pour l’e´quation de Gross-Pitaevskii afin de traiter des donne´es typiques17, d’e´nergie e´ven-
tuellement infinie, d’un re´gime que nous e´tudierons ulte´rieurement. Il s’agit de l’espace
V +H1(R2), ou` V est l’ensemble
V = {U ∈ L∞(R2), ∇kU ∈ L2(R2), ∀k ≥ 2, (1− |U |2) ∈ L2(R2) et ∇|U | ∈ L2(R2)}.
Sur l’espace V +H1(R2) est de´finie une fonctionnelle, appele´e e´nergie renormalise´e. Pour
un e´le´ment U +w de V+H1(R2), on la note EU (U +w). Lorsque U ∈ V ve´rifie de surcroˆıt
∇U ∈ L2(R2), la corre´lation entre l’e´nergie renormalise´e et l’e´nergie de Ginzburg-Landau
est indique´e par l’identite´
EU (U + w) = E(U + w)−
∫
R2
|∇U |2
2
.
Celle-ci sugge`re que la conservation ou de´croissance de E le long du flot t 7→ U + w(t)
se transmettent a` EU . Bethuel et Smets [44] ont ainsi obtenu le caracte`re globalement
bien pose´ du proble`me de Cauchy pour l’e´quation de Gross-Pitaevskii. Pour l’e´quation de
Ginzburg-Landau complexe, nous obtiendrons le re´sultat suivant.
The´ore`me (The´ore`me 5.5). Pour tout U ∈ V, le proble`me de Cauchy pour l’e´quation
de Ginzburg-Landau complexe est globalement bien pose´ dans {U}+H1(R2). La solution
u = U + w ∈ {U} + C(R+, H1(R2)) est re´gulie`re (C∞) a` temps positif, et son e´nergie
renormalise´e est de´croissante.
2.3 Dynamique des vortex pour l’e´quation de Ginzburg-Landau com-
plexe en dimension deux.
Cadre ge´ne´ral. Dans tout ce paragraphe, nous nous focaliserons sur la dimension N =
2 d’espace. Les solutions physiquement acceptables des e´quations de Ginzburg-Landau
parabolique, complexe ou de Gross-Pitaevskii, qui sont celles d’e´nergie finie, ve´rifient en
un certain sens |u| ≃ 1 a` l’infini. Elles peuvent aussi contenir des de´fauts localise´s, appele´s
17Les « superpositions de vortex », cf. le Chapitre 6.
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vortex, c’est-a`-dire des ze´ros isole´s du champ autour desquels la circulation du gradient de
la phase est non nulle.
Un exemple typique de telles solutions est fourni par la famille de solutions stationnaires
e´quivariantes
u∗d(re
iθ) = fd (r) e
idθ,
ou` d ∈ Z, et ou` le profil fd : R+ → [0, 1] satisfait a` l’e´quation diffe´rentielle−f ′′d −
1
r
f ′d +
d2
r2
fd = fd(1− f2d )
fd(0) = 0, fd(+∞) = 1.
Dans certaines situations, les expe´riences physiques indiquent que les vortex pre´sents
dans le champ initial subsistent a` temps positif et interagissent en fonction de l’e´quation
conside´re´e. Nous attacherons un inte´reˆt particulier a` la situation ou` la dynamique de ces
vortex procure a` elle seule une description re´duite de la dynamique globale de la solution.
Supposons qu’une solution u, re´gulie`re, contienne un vortex situe´ en x = x0. A` temps
fixe´, conside´rons le changement d’e´chelle x 7→ ε−1(x − x0), ou` ε est un petit parame`tre
positif. En faisant tendre ε vers ze´ro, on tend a` effacer les oscillations de |u| en dehors
de x0 tout en conservant la trace du vortex en x0. Compte tenu de l’e´chelle propre aux
e´quations conside´re´es, ces conside´rations sugge`rent d’introduire le changement de variable
parabolique
uε(t, x) = u(ε
−2t, ε−1x),
et d’e´tudier la dynamique des vortex pour les e´quations qui en re´sultent dans l’asympto-
tique ou` ε tend vers ze´ro.
Ce faisant, l’e´quation de Ginzburg-Landau complexe obtenue est
(κ+ i)∂tuε = ∆uε +
1
ε2
uε(1− |uε|2) dans R+ × R2, (GLC)ε
ou` uε : R+ × R2 → R2 ≃ C. En outre, l’e´nergie de Ginzburg-Landau s’e´crit dans cette
e´chelle
Eε(u) =
∫
R2
[ |∇u|2
2
+
(1− |u|2)2
4ε2
]
dx =
∫
R2
eε(u) dx.
Les donne´es initiales typiques que nous avons a` l’esprit sont obtenues par superposition
de l vortex stationnaires centre´s en des points z1, . . . , zl ∈ C,
u∗ε(zi, di)(z) :=
l∏
i=1
u∗ε,di(z − zi) =
l∏
i=1
fdi
( |z − zi|
ε
)(
z − zi
|z − zi|
)di
, z ∈ C,
ou` les di ∈ Z et les profils fdi sont de´finis plus haut. Les di sont les degre´s topologiques de
u∗ε autour du point zi. De telles juxtapositions sont appele´es configurations de re´fe´rence
par rapport a` la configuration (zi, di). Notons d’ores et de´ja` que les u
∗
ε(zi, di) convergent
presque partout vers
u∗(zi, di)(z) =
l∏
i=1
u∗di(z − zi) =
l∏
i=1
(
z − zi
|z − zi|
)di
.
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Bien entendu, le flot de (GLC)ε ne laisse pas invariante la classe des configurations de
vortex (sauf si l = 1), mais nous verrons qu’il en reste proche en un certain sens18.
Outils mathe´matiques. L’e´nergie et la vorticite´ de´finies ci-dessus s’ave`rent eˆtre des
quantite´s adapte´es pour de´crire le comportement de uε.
• L’e´nergie de Ginzburg-Landau. Pour des degre´s di ∈ Z, l’e´nergie de Ginzburg-
Landau des superpositions de vortex peut eˆtre calcule´e explicitement [45]. Au premier
ordre en ε, on a19
Eε(u
∗
ε(zi, di), B(R)) = π
l∑
i=1
d2i | ln ε|+ C(|d1|, . . . , |dl|, z1, . . . , zl, R) + oε(1).
Chaque terme d2i | ln ε| correspond au couˆt minimal en e´nergie d’un vortex de degre´ di. On
constate en passant qu’il est ainsi e´nerge´tiquement moins de´favorable pour un champ de
contenir l vortex de degre´ 1 qu’un seul de degre´ l.
Plus ge´ne´ralement, l’e´nergie des champs uε conside´re´s ve´rifiera
Eε(uε, B(R)) ≤ C(R)| ln ε|, C(R) > 0.
Cette borne est divergente lorsque ε tend vers ze´ro. Cependant, le facteur de pe´nalisation
ε−2 pre´sent dans le potentiel implique que |uε| ≃ 1 hormis peut-eˆtre dans de petites re´gions.
Afin de caracte´riser le comportement de uε dans ces petites re´gions, ou` se trouvent les ze´ros
e´ventuels, on utilise la notion de vorticite´.
• Le jacobien et la vorticite´. A` un champ u ∈ H1loc(R2), nous avons associe´ plus
haut la vorticite´ J(u) = 12rot j(u), ou` j(u) = u × ∇u. Lorsque u est re´gulier, la vorticite´
co¨ıncide avec le jacobien J˜(u) = det∇u . Ces notions sont e´troitement lie´es a` celle de degre´
topologique. Dans l’exemple fondamental du vortex de´crit plus haut, le degre´ topologique d
correspond a` la circulation de la phase (a` un facteur multiplicatif de 2π pre`s) sur n’importe
quel cercle entourant l’origine.
La` ou` |u| ≃ 1, on peut e´crire localement u = ρ exp(iϕ), le supercourant j(u) = ρ2∇ϕ ≃
∇ϕ est presque un gradient et la vorticite´ presque nulle. Pour les exemples fondamentaux
de superpositions de vortex centre´s en les zi, la vorticite´ se concentre en ces points :
J(u∗(zi, di)) = π
l∑
i=1
diδzi , J(u
∗
ε(zi, di)) ≃ π
l∑
i=1
diδzi , (Hδ)
le jacobien sera donc un outil utile pour de´tecter les vortex.
Donne´es tre`s bien pre´pare´es. En un sens, les concepts de jacobien et d’e´nergie per-
mettent de caracte´riser la proximite´ de uε a` la configuration u
∗
ε(zi, di). Soient des entiers
di = ±1 tels que d =
∑
di = 0. Nous dirons que la famille (uε) ∈ H1loc est tre`s bien
pre´pare´e par rapport a` la configuration (zi, di) si
(i) J(uε)⇀ π
l∑
i=1
diδzi et (ii) Eε(uε)− Eε(u∗ε(zi, di)) = oε(1),
18cf. les notions de bonne pre´paration ci-apre`s.
19Il s’agit la` de l’e´nergie
R
B(R)
|v∗ε (zi, di)|
2 de la vitesse v∗ε = K ∗ ω
∗
ε associe´e en me´canique des fluides a`
la superposition ω∗ε (zi, di) = ε
−2 P diχB(zi,ε) de poches de tourbillon.
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ou` la convergence est entendue dans le dual de W 1,∞loc .
Ici s’imposent quelques commentaires. La condition d = 0 est indispensable pour que
l’e´nergie de Ginzburg-Landau des configurations u∗ε(zi, di) soit finie. Le cas contraire ne´ces-
site des modifications sensibles (voir la De´finition 6.1) : d’une part, on remplace l’e´nergie
usuelle par l’e´nergie renormalise´e e´voque´e au paragraphe pre´ce´dent. D’autre part, on im-
pose pour l’e´nergie de Ginzburg-Landau une borne uniforme sur les grandes couronnes
B(2n+1) \ B(2n) pour n suffisamment grand. Celle-ci garantit entre autres que les vortex
de uε sont bien localise´s.
Enfin, mentionnons que les hypothe`ses de tre`s bonne pre´paration impliquent la concen-
tration des densite´s d’e´nergie en les points vortex :
eε(uε)
| ln ε| ⇀ π
l∑
i=1
δzi ,
qui est consistante avec l’expression de l’e´nergie totale ci-dessus lorsque uε = u
∗
ε.
Dynamique des vortex dans les e´quations de Ginzburg-Landau. L’e´tude de la
dynamique des points vortex pour les cas purement parabolique ou hamiltonien a fait
l’objet d’un grand nombre de travaux depuis une vingtaine d’anne´es. Neu [72] obtint cette
dynamique par des calculs formels. Les justifications rigoureuses ont e´te´ apporte´es, pour
l’e´quation de Gross-Pitaevskii, par Colliander et Jerrard [52], Lin et Xin [68], Jerrard et
Spirn [63] (pour le cas du domaine borne´ ou pe´riodique) et par Bethuel, Jerrard et Smets
[48] (pour le plan en entier). L’e´quation parabolique a pour sa part e´te´ amplement e´tudie´e
dans les articles de Lin [67], Jerrard et Soner [60], Bethuel, Orlandi et Smets [49, 50] et
Serfaty [75,76]. Sous forme abre´ge´e, les re´sultats de convergence connus peuvent s’e´noncer
de la fac¸on suivante. On rappelle que W de´signe la fonctionnelle de Kirchhoff-Onsager
de´finie en premie`re partie de cette introduction.
The´ore`me (E´quation de Gross-Pitaevskii). Si la famille uε(0) est tre`s bien pre´pare´e par
rapport a` la configuration (z0i , di), la famille uε(t) de solutions correspondante est tre`s bien
pre´pare´e par rapport a` (zi(t), di) pour tout t ∈ [0, T ∗), ou`{
πdiz˙i = ∇⊥ziW
zi(0) = z
0
i ,
et T ∗ est le temps maximal d’existence pour cette EDO.
On retrouve la` pre´cise´ment la loi de Kirchhoff de la me´canique des fluides ! Cette
dynamique commune n’est pas pure co¨ıncidence, elle re´sulte de la structure similaire des
e´quations pour les vorticite´s ω et J(u) dans l’un ou l’autre cas, ou, selon le point de vue,
de la limite commune des hamiltoniens.
Pour l’e´quation de Ginzburg-Landau parabolique, les points vortex e´voluent dans
l’e´chelle de temps acce´le´re´e τ = t| ln ε|. Leur mouvement sera observe´ dans l’e´chelle de
temps originale si l’on suppose que
κ = κε = δ| ln ε|−1, δ > 0 fixe´.
The´ore`me (E´quation parabolique). Avec les meˆmes hypothe`ses, la famille uε(t) est tre`s
bien pre´pare´e par rapport a` (zi(t), di) sur [0, T
∗), ou`{
πδ2diz˙i = −δdi∇ziW
zi(0) = z
0
i ,
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et T ∗ est le temps maximal d’existence pour cette EDO.
Pour des vortex unitaires di ≡ 1, le syste`me d’e´quations diffe´rentielles ainsi trouve´
s’obtient a` partir du pre´ce´dent par rotation d’angle π/2. Mentionnons que Serfaty [76] et
Bethuel, Orlandi et Smets [49, 50] e´tendent ce re´sultat a` des donne´es initiales bien plus
ge´ne´rales et au-dela` des temps de collision.
L’objectif du Chapitre 6 est de de´terminer la dynamique pour l’e´quation interme´diaire
(GLC)ε. Sans surprise, le syste`me d’e´quations diffe´rentielles ordinaires obtenu est une
combinaison des deux pre´ce´dents.
The´ore`me (E´quation de Ginzburg-Landau complexe, The´ore`me 6.1). Avec les meˆmes
hypothe`ses, la famille uε(t) est tre`s bien pre´pare´e par rapport a` (zi(t), di) sur [0, T
∗), ou`{
π(1 + δ2)diz˙i = ∇ziW⊥ − δdi∇ziW
zi(0) = z
0
i ,
et T ∗ est le temps maximal d’existence pour cette EDO.
Le cadre que nous conside´rerons, qui est celui traite´ par Bethuel, Jerrard et Smets [48]
pour l’e´quation de Gross-Pitaevskii, est celui du plan R2 en entier. Une partie impor-
tante de notre analyse, notamment l’emploi de l’e´nergie renormalise´e afin de traiter les
configurations de vortex arbitraires, est inspire´e de [48].
Lin et Xin [68] ont initie´ l’e´tude de la dynamique des vortex pour (GLC)ε en pre´sentant
cette e´quation comme une re´gularisation de l’e´quation de Gross-Pitaevskii. Toutefois il
semble que le re´sultat de [68] concernant le mouvement des vortex pour (GLC)ε soit errone´,
et que notre re´sultat en fournisse un e´nonce´ correct.
Enfin, cette dynamique a e´te´ e´tablie inde´pendamment et simultane´ment par Kurzke,
Melcher, Moser et Spirn [64] pour le cas d’un domaine borne´ et simplement connexe. Deux
de ces auteurs [65] ont par ailleurs de´termine´ cette dynamique en pre´sence d’un champ
magne´tique exte´rieur.
Nous avons vu que les jacobiens J(uε) se preˆtent bien a` l’e´quation de Gross-Pitaevskii,
en revanche ils ne sont gue`re adapte´s a` l’e´quation purement parabolique. Inversement, les
densite´s d’e´nergie eε(uε) ont e´te´ spe´cifiquement utilise´es pour l’e´quation parabolique mais
ne sont pas adapte´es a` celle de Gross-Pitaevskii. Pour l’e´quation complexe, nous e´tablirons
la dynamique des vortex a` partir d’une formule d’e´volution ve´rifie´e par une combinaison
ade´quate des jacobiens et des densite´s d’e´nergie pour chaque ε.
Bonne pre´paration des donne´es initiales. On voudrait a` pre´sent s’affranchir de l’hy-
pothe`se de tre`s bonne pre´paration afin de conside´rer des donne´es bien pre´pare´es, pour
lesquelles l’hypothe`se (ii) est remplace´e par
(ii)′ Σε = Eε(uε)− Eε(u∗ε) = Oε(1).
Lorsque les donne´es initiales sont seulement bien pre´pare´es, il est encore possible de de´-
terminer des trajectoires {zi(t)} en lesquelles les jacobiens se concentrent (The´ore`me 6.4).
L’enjeu consiste a` comprendre l’effet de l’exce`s d’e´nergie sur le mouvement des points zi(t).
L’exemple le plus simple de donne´es bien pre´pare´es est forme´ par la superposition
d’une phase et d’une configuration de vortex
uε(z) = u
∗
ε(zi, di) exp (iϕε(z)) ,
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ou` ϕε est a` support compact. L’exce`s d’e´nergie qui en re´sulte ve´rifie
Σε . ‖∇ϕε‖2L2 + oε(1),
le supercourant j(uε) = j(u
∗
ε) + |u∗ε|2∇ϕε, et le jacobien
J(uε) ≃
l∑
i=1
diδzi +
1
2
rot
(|u∗ε|2∇ϕε) . (Hm)
Puisque |u∗ε| ≃ 1 et rot (∇ϕε) = 0, la famille uε est donc bien pre´pare´e de`s lors que
‖∇ϕε‖L2 = Oε(1). Ceci autorise entre autres les phases rapidement oscillantes donne´es
par ϕε(z) = ϕ(ε
−1z).
Dans la correspondance entre l’e´quation de Gross-Pitaevskii et les e´quations d’Euler,
le terme dans (Hm) cause´ par l’exce`s de phase joue exactement le roˆle de la partie borne´e
ωr dans le syste`me mixte Euler-points vortex. Dans ce dernier, la partie ωr engendre un
champ de vitesse additionnel v = K ∗ ωr qui perturbe le mouvement des points vortex.
Par pure analogie, l’exce`s de phase pourrait avoir un effet comparable dans l’e´quation de
Gross-Pitaevskii, meˆme si on l’imagine e´vanescent avec ε.
• Pour l’e´quation parabolique, le re´sultat de « tre`s bonne pre´paration instantane´e »
de Serfaty [76] assure que l’exce`s d’e´nergie s’est totalement dissipe´ apre`s un temps Tε =
oε(1), le mouvement des points vortex n’est donc pas affecte´. Les donne´es initiales plus
ge´ne´rales conside´re´es par Bethuel, Orlandi et Smets [49] autorisent quant a` elles un exce`s
d’e´nergie d’ordre | ln ε|, l’e´volution des vortex s’en trouve alors perturbe´e par un terme
re´siduel constant. D’un point de vue formel, ceci s’explique par le fait que l’exce`s de phase
ϕε ve´rifie hors des vortex une e´quation de type chaleur
κε∂tϕε −∆ϕε ≃ 0,
ce qui provoque la rapide dissipation de ∇ϕε.
• Pour l’e´quation de Gross-Pitaevskii, qui ne be´ne´ficie pas du me´canisme de
dissipation d’e´nergie de l’e´quation parabolique, mais seulement d’un effet dispersif, la
question reste ouverte. Lin et Xin [68] caracte´risent l’impact de l’exce`s d’e´nergie par une
mesure de de´faut µ, lie´e au manque de compacite´ forte de ∇uε en dehors des vortex, pour
laquelle
πdiz˙i = ∇⊥ziW + 〈µ : D∇⊥~χ〉,
ou` ~χ = (e1 · x, e2 · x) dans un voisinage des points zi. L’article [68] ne contient cependant
aucune description supple´mentaire de cette mesure de de´faut.
Pour l’e´quation de Ginzburg-Landau complexe, qui he´rite d’un certain nombre de
proprie´te´s de l’e´quation parabolique, dont celles de dissipation, la question est e´galement
ouverte mais probablement plus abordable. Tant pour l’e´quation complexe que pour celle
de Gross-Pitaevskii, une premie`re e´tape dans la compre´hension du proble`me passerait
peut-eˆtre par l’analyse du comportement de l’exce`s de phase « loin des vortex ». Revenons
a` l’exemple de donne´es bien pre´pare´es de´crit ci-dessus, ou` l’on suppose pour simplifier que
d =
∑
di = 0. Loin des vortex, le module de uε est proche de un, et le champ se comporte
comme
uε(z) = ρε(z) exp
(
iϕε(z)
)
, ρε ≃ 1. (4)
Ceci sugge`re de conside´rer dans un premier temps la situation simplifie´e ou` (4) a lieu dans
tout l’espace et d’e´tudier la dynamique, dont l’e´ventuelle dissipation, des quantite´s ∇ϕε
et ρε. Cette discussion nous me`ne au chapitre suivant.
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2.4 Dynamique des ondes amorties pour l’e´quation de Ginzburg-Landau
complexe.
Au Chapitre 7, nous de´laissons le cadre bidimensionnel et nous plac¸ons dans le cas de
dimensions N ≥ 1 en espace.
Les proble`mes souleve´s pre´ce´demment nous ame`nent a` abolir les vortex et a` analyser un
nouveau re´gime pour (GLC)ε, dans lequel les solutions
20 Ψε sont de petites perturbations
de champs de module e´gal a` un. Plus pre´cise´ment, on suppose que
Ψε = ρε exp (iϕε) dans R+ × RN ,
et que le module ρε et le gradient de la phase ∇ϕε sont donne´s par le changement d’in-
connues ρ
2
ε(t, x) = 1 +
ε√
2
bε(t, x)
2∇ϕε(t, x) = vε(t, x),
(5)
ou` ε > 0 est un petit parame`tre destine´ a` tendre vers ze´ro. Ici, le couple (bε, vε)(t) appar-
tient a` un espace de Sobolev Hs+1(RN )×Hs(RN ) avec s ≥ 3 et ve´rifie certaines bornes.
Ces dernie`res assureront notamment que la solution Ψε ne s’annule en aucun point de RN
tant que (5) a lieu.
Notons que le changement d’e´chelle Ψ(t, z) = Ψε(ε
2t, εz) nous rame`ne a` l’e´quation de
Ginzburg-Landau complexe originale. En particulier, le re´gime (5) correspond a` un re´gime
asymptotique onde-longue pour (GLC) dans lequel les solutions sont des perturbations de
champs constants de module e´gal a` un. Ces derniers forment des solutions stationnaires
e´le´mentaires de l’e´quation.
Dans notre e´tude de la dynamique des vortex pour l’e´quation de Ginzburg-Landau
complexe, nous avons prescrit un coefficient de dissipation κε proportionnel a` | ln ε|−1.
Dore´navant, on conside´rera des coefficients plus ge´ne´raux :
κ = κ(ε) = κε, lim
ε→0
κε = 0, 0 < ε ≤ κε < 1.
Notre objectif est d’obtenir un syste`me asymptotique simplifie´ d’e´quations pour la
perturbation (bε, vε), pour autant que celle-ci soit bien de´finie, permettant de mieux ap-
pre´hender sa dynamique lorsque ε tend vers ze´ro. En re´alite´, on discerne plus nettement
la structure de ces e´quations en ralentissant le temps. En effet, les nouvelles inconnues aε
et uε, de´finies par
aε(t, x) = bε(εt, x), uε(t, x) = vε(εt, x),
ve´rifient le syste`me d’e´quations 21∂taε +
√
2div uε +
2κε
ε
aε − κεε∆aε = fε(aε, uε)
∂tuε +
√
2∇aε − κεε∆uε = gε(aε, uε),
(6)
ou` le membre de droite (fε, gε) peut eˆtre interpre´te´ comme une perturbation en aε et uε
lorsque ε tend vers ze´ro. Dans la limite ou` ε tend vers ze´ro se de´gage ainsi une e´quation
20Les solutions de (GLC)ε sont de´sormais note´es Ψε, contrairement au chapitre pre´ce´dent ou` elles e´taient
note´es uε. La notation uε sera employe´e ici a` d’autres fins, voir ci-apre`s.
21Apre`s conjugaison complexe Ψε 7→ Ψε et remise a` l’e´chelle en temps t 7→ (κ
2
ε+1)t pour plus de lisibilite´,
notons toutefois que κ2ε + 1 ≃ 1.
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des ondes amorties ∂taL +
√
2div uL +
2κε
ε
aL = 0
∂tuL +
√
2∇aL = 0,
dont les solutions posse`dent de bonnes proprie´te´s de de´croissance.
Signalons que Capella, Melcher et Otto [5] ont mis en e´vidence une dynamique d’ondes
amorties pour un re´gime particulier de l’e´quation de Landau-Lifshitz-Gilbert, qui pre´sente
une analogie formelle avec l’e´quation de Ginzburg-Landau complexe. Pour l’e´quation de
Gross-Pitaevskii, obtenue en posant κε = 0, l’e´quation asymptotique obtenue par ces
conside´rations formelles est l’e´quation des ondes avec vitesse de propagation
√
2. De fait,
le re´gime (5) a e´te´ re´cemment e´tudie´ par Bethuel, Danchin et Smets [46]. Les auteurs ont
en particulier de´termine´ une borne infe´rieure pour le premier temps d’apparition e´ventuelle
d’un ze´ro de la solution. Ils ont en outre de´montre´ que (aε, uε) ve´rifie effectivement une
dynamique de type ondes si la perturbation initiale est suffisamment petite en norme de
Sobolev.
Notre analyse du re´gime (5) pour l’e´quation de Ginzburg-Landau complexe s’inspire en
grande partie de celle de [46]. Le premier enjeu consiste a` de´terminer la « taille » maximale
autorise´e pour la perturbation initiale (b0ε, v
0
ε) = (a
0
ε, u
0
ε) qui assure que la solution Ψε ne
s’annule pas sur un intervalle de temps inde´pendant de ε. Cette condition est bien entendu
ne´cessaire pour de´finir le couple (aε, uε). Une fois cette question re´solue, notre seconde
taˆche vise a` estimer l’e´cart entre (aε, uε) et la solution (aL, uL) de l’e´quation des ondes
amorties avec meˆme donne´e initiale.
Il nous faut tenir compte de, et peut-eˆtre trouver le bon e´quilibre entre, deux para-
me`tres e´vanescents κε et ε. Le premier correspond a` l’ampleur de la dissipation ajoute´e a`
l’e´quation de Gross-Pitaevskii, et le second a` la taille de la perturbation de la solution par
rapport a` une solution constante de module un.
Nous pre´sentons ici une version partielle et simplifie´e des principaux re´sultats obtenus
au Chapitre 7.
The´ore`me (D’apre`s les The´ore`mes 7.1 et 7.2). Soit s un entier ve´rifiant s > 1+N/2. Il
existe des constantes K1(s,N) et K2(s,N) et ε0 > 0 ve´rifiant la proprie´te´ suivante. Soient
0 < ε < ε0 et (a
0
ε, u
0
ε = 2∇ϕ0ε) ∈ Hs+1(RN )×Hs(RN ) tels que
X0 := ‖(a0ε, u0ε)‖Hs + ε‖a0ε‖Hs+1 + ‖ϕ0ε‖L2 ≤
min(ε−1κε, κ−1ε )
K1(s,N)
.
Alors (6) admet une unique solution globale (aε, uε) ∈ C(R+, Hs+1 × Hs) avec donne´e
initiale (a0ε, u
0
ε). En outre,
‖(aε, uε)‖L∞(R+,Hs) + ε‖aε‖L∞(R+,Hs+1) + (εκ−1ε )1/2‖(aε, uε)‖L2(R+,Hs) ≤ K2(s,N)X0.
Si Ψε = (1 + εbε/
√
2)1/2 exp(iϕε) de´signe la solution correspondante de (GLC)ε, on a
sup
t∈R+
‖|Ψε(t)|2 − 1‖∞ ≤ 1
2
.
Enfin, lorsque (aL, uL) de´signe la solution de l’e´quation des ondes amorties avec donne´e
initiale (a0ε, u
0
ε), on a
‖(aε − aL, uε − ul)(t)‖Hs−2 ≤ C2
√
εt
(√
κεX
2
0 +
ε√
κε
X0
)
.
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En particulier, sous la condition κε > ε (c’est-a`-dire, avec suffisamment, mais peu de
dissipation), il n’y a pas, meˆme en temps grand, d’apparition de ze´ros dans la solution.
Soulignons d’autre part qu’en temps grand, une meilleure approximation du compor-
tement de (aε, uε) peut eˆtre obtenue en tenant compte des termes (κεε∆aε, κεε∆uε) dans
les e´quations (6) (The´ore`me 7.3). La pre´sence de ces termes paraboliques permet en outre
de perdre moins de de´rive´es dans les estimations de comparaison.
L’ingre´dient essentiel, introduit dans [46], tient dans l’ajout d’une nouvelle variable
complexe
zε ≡ ∇(2ϕε − i ln ρ2ε) ∈ CN ,
et dans un syste`me d’e´quations e´tendu en les variables (bε, zε). Il est a` noter que
Eε(Ψε) ≃ 1
8
‖(bε, zε)‖2L2 tant que |Ψε| ≃ 1.
Les de´monstrations des The´ore`mes 7.1, 7.2 et 7.3 consistent alors a` obtenir des estima-
tions convenables pour la norme ‖(bε, zε)‖Hs . Celles-ci proviennent d’une part d’estima-
tions d’e´nergie utilisant les e´quations pour (bε, zε), et d’autre part de l’analyse (de Fourier)
des proprie´te´s de de´croissance de l’ope´rateur de semi-groupe associe´ au syste`me (6).
En raison de la restriction sur s, les re´sultats obtenus ne permettent pas de conside´rer
des phases trop fortement oscillantes. Les donne´es initiales typiquement autorise´es sont
plutoˆt de la forme
Ψε(0) =
√
1 +
ε√
2
b0 exp(iϕ0),
ou` (b0, ϕ0) ∈ Hs+1 × Hs+1 est inde´pendant de ε, pour lesquelles l’e´nergie de Ginzburg-
Landau
Eε(Ψε(0)) ≃ C‖(b0,∇ϕ0)‖2L2 = Oε(1).
Dans cette situation, les re´sultats pre´ce´dents nous assurent que
‖(bε, zε)‖L2(Hs) .
√
κε‖(b0, ϕ0)‖Hs+1 .
En particulier, il existe tε = O(κε| lnκε|) tel que ‖(bε, zε)(tε)‖Hs tende vers ze´ro, ce qui
signifie que la totalite´ de l’e´nergie Eε(Ψε) s’est dissipe´e en temps tε = oε(1). Lorsque
κε = | ln ε|−1, on retrouve ainsi le temps de dissipation fourni par le re´sultat de tre`s bonne
pre´paration instantane´e de [76].
L’imple´mentation de ces re´sultats pour des donne´es peu pre´pare´es dans le cadre de
la dynamique des vortex pour (GLC)ε constitue un proble`me envisage´ mais non encore
traite´.
Cette the`se donnera lieu aux articles : [21], e´crit en collaboration avec C. Lacave, dont
sont issus les Chapitres 1 et 2 ; [70], dont est extrait le Chapitre 6 ; et [71], dont est extrait
le Chapitre 7.
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28 Chapitre 1. Solutions lagrangiennes et solutions eule´riennes
Ce chapitre est inclus dans [21], e´crit en collaboration avec C. Lacave.
1.1 Introduction.
Dans ce chapitre, nous e´tudions le lien entre les formulations eule´rienne et lagrangienne
pour le syste`me mixte Euler-points vortex.
Dans l’introduction ge´ne´rale, nous avons donne´ un e´nonce´ assez flou de ces notions, en
voici a` pre´sent des de´finitions pre´cises.
Afin d’alle´ger les notations, nous noterons ici, ainsi que dans les chapitres qui suivent,
ω au lieu de ωr la partie borne´e du tourbillon et ω0 ∈ L1 ∩ L∞(R2) sa trace a` t = 0.
Rappelons que les z1(t), . . . , zl(t) de´signent les trajectoires des points vortex et que le
noyau de Biot-Savart K est la fonction
K(x) =
1
2π
x⊥
|x|2 , x ∈ R
2 \ {0}.
Nous commenc¸ons par de´finir les solutions lagrangiennes du syste`me mixte de la fac¸on
suivante.
De´finition 1.1 (Solutions lagrangiennes). Soit T > 0. Soient ω0 ∈ L1 ∩ L∞(R2) et
z1,0, . . . zl,0 des points de R
2 deux a` deux distincts affecte´s des intensite´s d1, . . . , dl ∈ R.
Nous dirons que (ω, z1, . . . , zl, φ) est une solution lagrangienne au syste`me mixte Euler-
points vortex sur [0, T ] avec donne´e initiale (ω0, z1,0, . . . , zl,0) si ω ∈ L∞([0, T ], L1 ∩
L∞(R2)), la vitesse v = K ∗ ω ∈ C([0, T ] × R2), les points zi ∈ C1([0, T ],R2), le flot
φ(·, x) ∈ C1([0, T ],R2) pour tout x 6= zi,0 satisfont pour tout t ∈ [0, T ] a`
v = K ∗ ω,
z˙i(t) = v(t, zi(t)) +
l∑
j=1
j 6=i
djK (zi(t)− zj(t)) , zi(0) = zi,0,
φ˙t(x) = v(t, φt(x)) +
l∑
j=1
djK (φt(x)− zj(t)) ,
φ0(x) = x, x 6= zj,0,
ω(t, φt(x)) = ω0(x),
(L)
ou` φt = φ(t, ·). En outre, pour tout t ∈ [0, T ], le flot φt : R2 \∪li=1{zi,0} → R2 \∪li=1{zi(t)}
est un home´omorphisme qui pre´serve la mesure de Lebesgue, c’est-a`-dire :∫
R2
f(φt(x)) dx =
∫
R2
f(x) dx, ∀f ∈ L1(R2).
On peut e´galement de´finir une notion de solutions faibles de l’EDP sans faire intervenir
la notion de trajectoire. Nous les qualifierons de solutions eule´riennes.
De´finition 1.2 (Solutions eule´riennes). Soient T > 0, ω0 ∈ L1 ∩ L∞(R2) et z1,0, . . . zl,0
des points de R2 deux a` deux distincts affecte´s des intensite´s d1, . . . , dl ∈ R.
Nous dirons que (ω, z1, . . . , zl) est solution eule´rienne au syste`me mixte Euler-points
vortex sur [0, T ] avec donne´e initiale (ω0, z1,0, . . . , zl,0) si les conditions 1. et 2. suivantes
sont satisfaites.
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1. On a ω ∈ L∞ ([0, T ], L1 ∩ L∞(R2)) et zi ∈ C([0, T ],R2) pour i = 1, . . . , l.
2. Soient v = K ∗ ω et Hi(t, x) = K(x− zi(t)) pour i = 1, . . . , l. Le syste`me
∂tω + div
(
(v +
l∑
i=1
diHi)ω
)
= 0, ω(0) = ω0,
z˙i(t) = v
(
t, zi(t)
)
+
∑
j 6=i
djHj
(
t, zi(t)
)
,
zi(0) = zi,0, i = 1, . . . , l,
(E)
est ve´rifie´ au sens des distributions, c’est-a`-dire au sens suivant22. Pour toute fonction
test ϕ ∈ C∞c ([0, T )× R2),
−
∫
R2
ω0(x)ϕ(0, x) dx =
∫ T
0
∫
R2
ω
[
∂tϕ+ (v +
l∑
i=1
diHi) · ∇ϕ
]
ds dx,
et pour23t ∈ [0, T ]
zi(t) = zi,0 +
∫ t
0
[
v(s, zi(s)) +
∑
j 6=i
djHj(s, zi(s))
]
ds, i = 1, . . . , l.
Nous e´tablirons ici l’e´quivalence des deux formulations pre´ce´dentes. La premie`re partie
de ce chapitre sera consacre´e a` la de´monstration du
The´ore`me 1.1. Soient T > 0 et (ω, z1, . . . , zl, φ) une solution lagrangienne du syste`me
mixte sur [0, T ]. Alors (ω, z1, . . . , zl) est solution eule´rienne sur [0, T ].
La re´ciproque de ce re´sultat est moins imme´diate, nous devrons faire appel a` la the´orie
relative aux e´quations de transport line´aires. A` la Section 1.4, nous e´tablirons le principal
re´sultat de ce chapitre, a` savoir le
The´ore`me 1.2. Soient T > 0 et (ω, z1, . . . , zl) une solution eule´rienne sur [0, T ]. Alors
1. ω ∈ C([0, T ], Lp) pour tout 1 < p < +∞.
2. v = K ∗ ω ∈ C([0, T ]× R2) ∩ L∞([0, T ]× R2).
3. Les trajectoires t 7→ zi(t) sont C1 et satisfont a` l’EDO
z˙i(t) = v(t, zi(t)) +
∑
j 6=i
djHj(t, zi(t)), ∀t ∈ [0, T ].
4. Pour tout x ∈ R2 \ ∪li=1{zi,0}, il existe un unique flot φt(x) qui est C1 en temps et
tel que (ω, v, z1, . . . , zl, φ) est une solution lagrangienne du syste`me mixte.
Remarque 1.1. Nous verrons que v appartient de surcroˆıt a` l’ensemble L∞
(
[0, T ],QL(R2)
)
des fonctions quasi-Lipschitz uniforme´ment en temps qui sera de´fini au Paragraphe 1.2.2.
22En vertu de la Proposition 1.2 ci-apre`s, le champ v = K ∗ ω appartient a` L∞([0, T ]×R2). D’un autre
coˆte´, Hi appartient a` L
1
loc([0, T ]× R
2), cette de´finition a donc bien un sens.
23Nous savons d’apre`s la Proposition 1.2 et la Proposition 2.4 qui sera de´montre´e au Chapitre 2 que v(t)
est de´finie pour tout temps et est continue en la variable d’espace.
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Notations. Les de´finitions pre´ce´dentes ne prennent leur sens que tant que les points
vortex n’entrent pas en collision. Autrement dit, si (ω, z1, . . . , zl) de´signe une solution en
l’un ou l’autre sens sur [0, T ], il existe t ∈ [0, T ] 7→ d(t) strictement positive et continue
pour laquelle
|zi(t)− zj(t)| ≥ d(t) > 0, t ∈ [0, T ], i 6= j = 1, . . . , l. (1.1)
Dans ce chapitre, on utilisera fre´quemment la fonction de troncature χ0 : R2 → R
re´gulie`re, radiale, ve´rifiant
χ0 ≡ 0 sur B(0, 1
2
), χ0 ≡ 1 sur B(0, 1)c, 0 ≤ χ0 ≤ 1. (1.2)
Pour un petit parame`tre 0 < δ < 1, on introduit χδ = χ0
(
δ−1·) et les fonctions
χiδ(t, x) = χδ (x− zi(t)) , i = 1, . . . , l, et ζδ(t, x) =
l∏
i=1
χiδ(t, x). (1.3)
Enfin, on notera
u = v +H = v +
l∑
i=1
diHi = K ∗
(
ω +
l∑
i=1
diδzi
)
le champ de vitesse total. Celui-ci se compose d’une partie borne´e et quasi-Lipschitz v et
des champs Hi, tre`s fortement singuliers aux points zi et re´guliers en dehors.
Clairement, la multiplication d’une fonction test quelconque par ζδ procure une fonction
re´gulie`re dont le support n’intersecte pas les points zi. En formulation faible, ce proce´de´
revient a` remplacer H par une troncature Hδ, c’est-a`-dire a` ignorer les singularite´s. Dans
les de´monstrations qui suivent, nous e´tablirons dans un premier temps des identite´s pour
les champs v + Hδ. Dans un second temps, nous ferons tendre δ vers ze´ro en exploitant
l’identite´
Hi(t, x) · ∇χiδ(t, x) ≡ 0, (1.4)
qui de´coule du caracte`re radial de χδ et de la forme explicite de Hi, et le fait que
χδ → 1 presque partout et ‖∇χδ‖L1(R2) → 0. (1.5)
1.2 Quelques proprie´te´s du noyau de Biot-Savart.
On rassemble pour commencer quelques proprie´te´s bien connues du noyau de Biot-
Savart
K(x) =
1
2π
x⊥
|x|2 , (x1, x2)
⊥ = (−x2, x1)
auxquelles nous ferons fre´quemment appel dans les chapitres a` venir.
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1.2.1 A` propos du noyau de Biot-Savart.
On commence par des estimations ponctuelles pour K.
Lemme 1.1.
1. Pour tout x ∈ R2 \ {0}, on a
|K(x)| = 1
2π|x| .
En particulier, K ∈ Lploc(R2) pour tout 1 ≤ p < 2 et K ∈ Lq(R2 \ Ω) pour tout
2 < q ≤ +∞, pour tout ouvert Ω contenant 0.
2. Le champ K est localement lipschitzien en dehors de l’origine : pour tous x, y ∈
R2 \ {0}, on a
|K(x)−K(y)| = 1
2π
|x− y|
|x||y| .
Les estimations ci-dessus me`nent au re´sultat suivant, dont la de´monstration figure par
exemple dans [23].
Lemme 1.2 ( [23], Lemme 8.1). Il existe une constante C telle que pour tout f ∈ L1 ∩
L∞(R2), on a∫
R2
|K(x− z)−K(y − z)||f(z)| dz ≤ C(‖f‖L1 + ‖f‖L∞)ϕ
(|x− y|), ∀x, y ∈ R2,
ou` ϕ est la fonction continue, positive et croissante de´finie par
ϕ(z) =
{
z(1− ln(z)) si 0 ≤ z < 1
1 si z ≥ 1.
Enfin, on utilisera les simples observations suivantes :
Lemme 1.3. Pour tout x ∈ R2 \ {0}, on a
K(x) · x = 0, K(x) = −K(−x).
1.2.2 Proprie´te´s de la convolution par le noyau de Biot-Savart.
Les estimations classiques de potentiel pour les inte´grales singulie`res fournissent l’in-
e´galite´ suivante, appele´e usuellement ine´galite´ de Caldero´n-Zygmund.
Proposition 1.1 ( [14] ou [23], Lemme 8.3). Soient f ∈ L1 ∩ L∞(R2) et g = K ∗ f , de
sorte que rot g = f et div g = 0. Pour tout 1 < p < +∞, on a
‖∇g‖Lp(R2) ≤ C(p)‖f‖Lp(R2),
ou` C(p) est une constante de´pendant de p. Lorsque p ≥ 2, on peut supposer que C(p) = Cp,
ou` C est une constante universelle.
Enfin, les estimations pour K du paragraphe pre´ce´dent entraˆınent le re´sultat suivant.
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Proposition 1.2 ( [23], [29]). Soient f ∈ L1 ∩ L∞(R2) et g = K ∗ f . Alors
‖g‖L∞ ≤ C
(‖f‖L∞ + ‖f‖L1), (1.6)
ou` C est une constante universelle. De plus, g est quasi-Lipschitz, au sens ou`
|g(x)− g(y)| ≤ C(‖f‖L∞ , ‖f‖L1)ϕ
(|x− y|), ∀x, y ∈ R2, (1.7)
ou` C(‖f‖L∞ , ‖f‖L1) de´pend de ‖f‖L∞ et ‖f‖L1 et ϕ est la fonction continue, positive et
croissante de´finie au Lemme 1.2.
Il s’ave`re que la majoration (1.6) a lieu meˆme si f n’est pas uniforme´ment borne´e. En
effet, l’ine´galite´ de Ho¨lder nous donne imme´diatement la
Proposition 1.3. Soit p > 2. Pour f ∈ Lp ∩ L1(R2) et g = K ∗ f , on a
‖g‖L∞(R2) ≤ C(p)‖f‖1−
p′
2
L1(R2)
‖f‖
p′
2
Lp(R2)
,
ou` C(p) de´pend uniquement de p et p′ est l’exposant conjugue´ de p.
Remarque 1.2. Une estimation similaire a encore lieu pour f ∈ Lp ∩ Lq(R2) avec p > 2
et q < 2.
Par la suite, QL(R2) de´signera l’ensemble des fonctions g quasi-Lipschitz de R2 dans
R2, c’est-a`-dire pour lesquelles
|g(x)− g(y)| ≤ Cϕ(|x− y|), x, y ∈ R2,
pour une constante C. On notera par ailleurs L∞
(
R,QL(R2)
)
l’ensemble des fonctions
v = v(t, x) : R× R2 → R2 satisfaisant a`
|v(t, x)− v(t, y)| ≤ Cϕ(|x− y|), x, y ∈ R2, p.p. t ∈ R,
pour une constante C inde´pendante de t.
Dans les situations envisage´es, nous aurons toujours f = ω(t) et g = K ∗x ω(t) = v(t),
ou` ω ∈ L∞([0, T ], L1 ∩ Lp(R2)) et 2 < p ≤ +∞. Les estimations des Propositions 1.2 et
1.3 seront donc uniformes en temps.
1.3 De´monstration du The´ore`me 1.1.
Afin d’e´tablir le The´ore`me 1.1, on souhaite de´montrer que
∂tω + div
(
(v +
l∑
i=1
diHi)ω
)
= 0 (1.8)
au sens des distributions sur [0, T ]× R2.
Soit ϕ(t, x) une fonction test, de´finissons
f(t) =
∫
R2
ω(t, y)ϕ(t, y) dy.
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Puisque φt pre´serve la mesure de Lebesgue et ω est transporte´ par ce flot, nous avons par
changement de variables
f(t) =
∫
R2
ω0(x)ϕ(t, φt(x)) dx.
Pour tous t, s, au vu de l’e´quation diffe´rentielle ve´rifie´e par φt(x) et en utilisant a` nouveau
que φ pre´serve la mesure de Lebesgue, on a
f(t)− f(s) =
∫
R2
ω0(x)
∫ t
s
d
dτ
ϕ(τ, φτ (x)) dτ dx
=
∫ t
s
∫
R2
ω0(x)
(
∂tϕ+ u · ∇ϕ
)
(τ, φτ (x)) dx dτ
=
∫ t
s
∫
R2
ω(t, y)
(
∂tϕ+ u · ∇ϕ
)
(τ, y) dy dτ.
Nous avons utilise´ ici le fait que ω(∂tϕ + u · ∇ϕ) ∈ L1
(
[0, T ], L1(R2)
)
pour appliquer la
formule de Fubini. On obtient donc que f ∈ AC([0, T ]) et (1.8) est ve´rifie´e.
Nous allons en fait de´montrer que f ∈ C1([0, T ]) et par conse´quent f ve´rifie l’identite´
pre´ce´dente sous forme de´rive´e pour tout t.
Soit ϕ = ϕ(t, x) une fonction test. Pour 0 < δ < 1, on pose
ϕδ(t, x) ≡ ϕ(t, x)ζδ(t, x),
ou` la fonction de troncature ζδ est de´finie dans l’introduction, et on conside`re
fδ(t) =
∫
R2
ω(t, y)ϕδ(t, y) dy =
∫
R2
ω0(x)ϕδ(t, φt(x)) dx.
Puisque ϕδ(t) ≡ 0 sur chaque B (zi(t), δ/2), le the´ore`me (licite ici) de de´rivation sous
l’inte´grale implique que fδ ∈ C1([0, T ]) et
f ′δ(t) =
∫
R2
ω (∂tϕδ + u · ∇ϕδ)(t, x) dx. (1.9)
D’autre part, on a
∂tϕδ + u · ∇ϕδ = ζδ(∂tϕ+ u · ∇ϕ) + ϕ(∂tζδ + u · ∇ζδ).
On calcule ensuite
∂tζδ + u · ∇ζδ =
l∑
i=1
(∏
j 6=i
χjδ
(− z˙i + v + l∑
k=1
dkHk
) · ∇χiδ)
=
l∑
i=1
(∏
j 6=i
χjδ
(− z˙i + v +∑
k 6=i
dkHk
) · ∇χiδ),
ou` la seconde e´galite´ est due a` l’identite´ (1.4). Soit d = min[0,T ] d(t) > 0 la distance
minimale entre les vortex sur [0, T ], ou` d(t) est de´finie par (1.1). De`s que δ ≤ d/2, on a
pour x ∈ supp (∇χiδ)
|x− zk(t)| ≥ |zi(t)− zk(t)| − δ ≥ d
2
, ∀k 6= i.
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Au vu de cette minoration, des e´quations diffe´rentielles ve´rifie´es par les points vortex et
de la Proposition 1.2 pour v, on trouve alors
|(∂tζδ + u · ∇ζδ)(t, x)| ≤ C
l∑
i=1
|∇χiδ(t, x)|,
ou` C ne de´pend pas de δ, d’ou`
sup
t∈[0,T ]
∣∣ ∫
R2
ωϕ (∂tζδ + u · ∇ζδ) (t, x) dx
∣∣ ≤ C‖ϕ‖L∞‖ω‖L∞‖∇χδ‖L1(R2).
Or, d’apre`s (1.5), le membre de droite tend vers ze´ro lorsque δ tend vers ze´ro.
Par ailleurs, on ve´rifie que
lim
δ→0
∫
R2
ωζδ
(
∂tϕ+u · ∇ϕ
)
(t, x) dx =
∫
R2
ω(∂tϕ+ u · ∇ϕ)(t, x) dx
uniforme´ment par rapport a` t ∈ [0, T ], d’ou` le fait que
lim
δ→0
f ′δ(t) =
∫
R2
ω(∂tϕ+ u · ∇ϕ) dx
uniforme´ment par rapport a` t ∈ [0, T ]. Mais fδ converge (uniforme´ment) vers f sur [0, T ].
Nous en de´duisons que f ∈ C1([0, T ]). ✷
1.4 De´monstration du The´ore`me 1.2.
Pour de´montrer le The´ore`me 1.2, nous adopterons les notions et techniques introduites
par DiPerna et Lions [12] pour les e´quations de transport line´aires, dont notamment la
notion de solution renormalise´e.
1.4.1 Proprie´te´ de renormalisation.
Dans un premier temps, on conside`re l’e´quation (E) de la De´finition 1.2 comme une
e´quation de transport line´aire pour laquelle les trajectoires des vortex et le champ de
vitesse u = v +
∑
diHi sont fixe´s.
Les Propositions 1.1 et 1.2 assurent que la vitesse v = K ∗ ω ve´rifie
v ∈ L∞ ([0, T ]× R2) ∩ L∞([0, T ],W 1,1loc (R2)) ∩ L∞ ([0, T ],QL(R2)) .
Notre objectif est d’e´tablir pour (E) la proprie´te´ de renormalisation correspondante. En
re´sume´, il s’agit de de´montrer que si ω est solution de l’e´quation de transport line´aire, il en
va de meˆme pour toutes les fonctions β(ω), lorsque β est une fonction re´gulie`re convenable.
Compte tenu des re´sultats de DiPerna et Lions et de la re´gularite´ de v, ceci est bien le
cas lorsqu’il n’y a pas de points vortex. Afin d’e´tendre cette proprie´te´ a` notre situation,
on utilisera tout d’abord la re´gularite´ de H =
∑
diHi en dehors des vortex puis la forme
explicite de ce champ.
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Le point de de´part dans [12] et [11] pour e´tablir la proprie´te´ de renormalisation est
l’e´tude des e´quations ve´rifie´es par les fonctions re´gularise´es24
ωε = ρε ∗x ω, ωε,η = ωε ∗t θη,
ou` ρε et θη sont des approximations de l’unite´ sur R2 et R respectivement. Pour f ∈
L1loc(R× R2), on pose fη = f ∗x ρη ∗t θη. Enfin, on introduit l’ensemble des trajectoires
Σ = {(t, zi(t)), t ∈ [0, T ], i = 1, . . . , l}
et l’on note G son comple´mentaire dans [0, T ]× R2.
Graˆce a` la re´gularite´ de type Sobolev pour le champ v et a` la re´gularite´ de H sur G,
on obtient le
Lemme 1.4 (Commutateurs). Soit (ω, z1, . . . , zl) une solution eule´rienne de (E) sur [0, T ].
Alors l’e´galite´ suivante a lieu au sens des distributions sur [0, T ]× R2
∂tωε,η + uη · ∇ωε,η = rε,η, (1.10)
ou` le terme de reste rε,η est de´fini par
rε,η = uη · ∇ωε,η − (u · ∇ω)ε,η
et ve´rifie
lim
ε→0
(
lim
η→0
rε,η
)
= 0 dans L1loc(G).
De´monstration. Soit K un compact de G, alors il existe c(K) > 0 tel que
inf
(τ,x)∈K
|x− zi(τ)| ≥ c(K), ∀i = 1, . . . , l.
On conside`re la fonction
χ(t, x) =
l∏
i=1
χ0
(
x− zi(t)
c(K)/2
)
,
ou` χ0 est la fonction de troncature de´finie dans l’introduction. Puisque χ vaut identi-
quement 1 dans un voisinage de K, on a, pour η et ε suffisamment petits par rapport a`
c(K),
rε,η = (uχ)η · ∇ωε,η − ((uχ) · ∇ω)ε,η dans K.
D’une part, le champ v et par conse´quent aussi χv, appartiennent a` L∞loc
(
[0, T ],W 1,1loc (R
2)
)
.
D’autre part, graˆce a` l’ine´galite´
|H(τ, x)−H(τ, y)| ≤ C|x− y|
l∑
i=1
|x− zi(τ)|−1|y − zi(τ)|−1 ≤ c(K)|x− y|,
on voit que Hχ e´galement appartient a` L∞loc
(
[0, T ],W 1,1loc (R
2)
)
. Il ne reste alors plus qu’a`
invoquer le Lemme II.1 de [12] (ou encore le Lemme 1 de [11]) pour obtenir
lim
ε→0
(
lim
η→0
rε,η
)
= 0 dans L1(K),
ce qui ache`ve la preuve du lemme.
24On pose ω ≡ 0 en dehors de [0, T ].
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La deuxie`me e´tape consiste a` utiliser la forme explicite de H.
Lemme 1.5 (Renormalisation). Soit (ω, z1, . . . , zl) une solution de (E) sur [0, T ]. Soit
β : R→ R une fonction de classe C1 telle que
|β′(z)| ≤ C(1 + |z|p), ∀z ∈ R,
pour un certain p ≥ 0. Alors pour toute fonction test ϕ ∈ C∞c ([0, T ]× R2), on a
d
dt
∫
R2
ϕβ(ω) dx =
∫
R2
β(ω)(∂tϕ+ u · ∇ϕ) dx dans L1([0, T ]).
De´monstration. Celle-ci repose sur l’e´quation (1.10) e´tablie pre´ce´demment pour la fonc-
tion re´gularise´e ωε,η. Comme cette dernie`re est re´gulie`re, (1.10) a lieu ponctuellement sur
[0, T ]× R2. En la multipliant par β′(ωε,η), on obtient
∂tβ(ωε,η) + uη · ∇β(ωε,η) = β′(ωε,η)rε,η dans [0, T ]× R2. (1.11)
On proce`de alors comme dans la de´monstration du The´ore`me 1.1. Plus pre´cise´ment, soient
une fonction test ϕ ∈ C∞c ([0, T ]× R2), δ > 0 et
ϕδ(t, x) = ζδ(t, x)ϕ(t, x),
ou` ζδ est la fonction de troncature de´finie en introduction de ce chapitre. Puisque les
trajectoires zi(t) ne sont pas C
1, une re´gularisation supple´mentaire est ne´cessaire pour
que ϕδ soit C
1 en temps. On conside`re donc des approximations re´gulie`res zni (t) des zi(t)
et on pose
ζnδ (t, x) =
l∏
j=1
χδ(x− zni (t)), ϕnδ = ζnδ ϕ.
Notons que puisque les trajectoires des zi sont lipschitziennes, de constantes de Lipschitz
borne´es par ‖v‖L∞([0,T ]×R2) + Cd−1, ou` d est la distance minimale entre les points vortex
sur [0, T ], les approximations zni peuvent eˆtre choisies de sorte que
max
i=1,...,l
max
t∈[0,T ]
|zi(t)− zni (t)| ≤
C
n
, max
i=1,...,l
max
t∈[0,T ]
|z˙in(t)| ≤ C,
ou` C ne de´pend que de ‖v‖L∞ et de d. Quitte a` choisir n suffisamment grand par rapport
a` δ, ces estimations impliquent que les fonctions ϕδ et ϕ
n
δ sont a` support inclus dans un
compact fixe de G.
Ensuite, en multipliant (1.11) par ϕnδ , puis en inte´grant en espace, on obtient
d
dt
∫
R2
ϕnδ (t)β(ωε,η(t)) dx =
∫
R2
β′(ωε,η)rε,ηϕnδ dx+
∫
R2
β(ωε,η)(∂tϕ
n
δ + uη · ∇ϕnδ ) dx.
Puisque ϕnδ est a` support inclus dans G, le Lemme 1.4 ainsi que les hypothe`ses de croissance
sur β et les bornes uniformes dans L∞ pour ωε,η entraˆınent que pour δ et n fixe´s, on a
lim
ε→0
(
lim
η→0
∫
R2
β′(ωε,η)rε,ηϕnδ dx
)
= 0 dans L1 ([0, T ]) . (1.12)
Par ailleurs, on a
lim
ε→0
(
lim
η→0
‖ωε,η − ω‖L1([0,T ],L1(R2))
)
= 0.
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Enfin, le terme ∂tϕ
n
δ + uη · ∇ϕnδ est uniforme´ment borne´ en η, ε. On obtient donc a` δ et n
fixe´s
lim
ε→0
(
lim
η→0
∫
R2
β(ωε,η)(∂tϕ
n
δ + uη · ∇ϕnδ ) dx
)
=
∫
R2
β(ω)(∂tϕ
n
δ + u · ∇ϕnδ ) dx
dans L1 ([0, T ]) .
(1.13)
Enfin, puisque
lim
η,ε→0
d
dt
∫
R2
β(ωε,η)ϕ
n
δ dx =
d
dt
∫
R2
β(ω)ϕnδ dx
au sens des distributions sur [0, T ], on obtient d’apre`s (1.12) et (1.13)
d
dt
∫
R2
β(ω)ϕnδ dx =
∫
R2
β(ω)(∂tϕ
n
δ + u · ∇ϕnδ ) dx dans L1([0, T ]).
On fait d’abord tendre n vers l’infini a` δ fixe´, puis δ vers ze´ro. Le membre de gauche dans
l’e´galite´ pre´ce´dente converge alors vers ddt
∫
β(ω)ϕ au sens des distributions sur [0, T ].
D’autre part, on a
∂tϕ
n
δ + u · ∇ϕnδ = ζnδ (∂tϕ+ u · ∇ϕ) + ϕ(∂tζnδ + u · ∇ζnδ ).
Quand n tend vers l’infini a` δ fixe´, le premier terme du membre de droite converge vers
ζδ(∂tϕ+u ·∇ϕ) dans L1loc. Par ailleurs, de meˆme que dans la de´monstration du The´ore`me
1.1, on voit que
∂tζ
n
δ + u · ∇ζnδ =
l∑
i=1
∏
j 6=i
χδ(x− znj )
(− z˙ni + v + l∑
k=1
dkK(x− zk)
) · ∇χδ(x− zni )
=
l∑
i=1
∏
j 6=i
χδ(x− znj )
(− z˙ni + v +∑
k 6=i
dkK(x− zk)
) · ∇χδ(x− zni )
+
l∑
i=1
∏
j 6=i
χδ(x− znj )
(
diK(x− zi) · ∇χδ(x− zni )
)
.
Remarquons que puisque zni converge uniforme´ment vers zi et puisque χδ est radiale, le
second membre du terme de droite converge vers ze´ro lorsque n tend vers l’infini :
K(x− zi) · ∇χδ(x− zni )→ K(x− zi) · ∇χδ(x− zi) ≡ 0 dans L1loc
(
[0, T ]× R2) .
En utilisant par ailleurs les bornes uniformes de z˙ni et de v pour estimer le second terme,
on obtient ainsi pour tout t ∈ [0, T ]
lim sup
n→+∞
∫
R2
∣∣∂tζnδ + u · ∇ζnδ ∣∣ dx ≤ C l∑
i=1
∫
R2
|∇χδ(x− zi(t))| dx.
Finalement, les bornes uniformes pour v et β(ω) nous donnent∣∣∣ ∫
R2
β(ω)(∂tϕδ + u · ∇ϕδ) dx−
∫
R2
β(ω)ζδ(∂tϕ+ u · ∇ϕ) dx
∣∣∣ ≤ C ∫
R2
|∇χδ| dx.
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En faisant tendre δ vers ze´ro et en utilisant (1.5), on aboutit a`
d
dt
∫
R2
β(ω)ϕdx =
∫
R2
β(ω)(∂tϕ+ u · ∇ϕ) dx
au sens des distributions sur [0, T ]. Enfin, puisque le membre de droite est inte´grable sur
[0, T ], l’e´galite´ pre´ce´dente a lieu presque partout dans [0, T ] et le lemme est de´montre´.
Remarque 1.3.
1. Le Lemme 1.5 est encore valide pour des fonctions ϕ re´gulie`res, borne´es et dont les
premie`res de´rive´es en temps et en espace sont borne´es. Dans ce cas, il faut imposer
la condition supple´mentaire β(0) = 0, de sorte que β(ω) est inte´grable. On e´tablit
cette extension en approchant ϕ par des fonctions re´gulie`res a` support compact ϕn,
pour lesquelles le Lemme 1.5 s’applique.
2. Soit 1 ≤ p < +∞. En approchant la fonction β(t) ≡ |t|p par des fonctions re´gulie`res
et en choisissant ϕ ≡ 1 dans le Lemme 1.5, on obtient que si ω est une solution
eule´rienne de (E) alors t 7→ ‖ω(t)‖Lp est constante (ceci est clairement le cas pour
les solutions lagrangiennes, puisque le flot conserve la mesure de Lebesgue). En par-
ticulier, ceci entraˆıne que
‖ω(t)‖L1(R2) + ‖ω(t)‖L∞(R2) ≡ ‖ω0‖L1(R2) + ‖ω0‖L∞(R2),
et nous noterons dans la suite ‖ω0‖ cette dernie`re quantite´.
1.4.2 Fin de la de´monstration du The´ore`me 1.2.
Dans ce paragraphe, on comple`te la de´monstration du The´ore`me 1.2 a` l’aide de la
proprie´te´ de renormalisation e´tablie au paragraphe pre´ce´dent ainsi que du The´ore`me 1.1.
Commenc¸ons par de´montrer l’e´nonce´ 1. Puisque ω ∈ L∞ ([0, T ], L1 ∩ L∞(R2)), il
suffit par un argument d’interpolation de prouver que ω ∈ C ([0, T ], L2(R2)). Or, on
a ∂tω = −div (uω) au sens des distributions, avec ω ∈ L∞
(
[0, T ], L∞(R2)
)
et u ∈
L∞
(
[0, T ], Lqloc(R
2)
)
pour tout q < 2. Ceci implique que ∂tω appartient a` L
1
(
[0, T ],W−1,qloc (R
2)
)
.
Par conse´quent, ω est dans C
(
[0, T ],W−1,qloc (R
2)
)
. Puisque, en outre, t 7→ ‖ω(t)‖L2 est
continue en vertu de la Remarque 1.3, on en de´duit que ω ∈ C([0, T ], L2(R2) − w), ou`
C(L2 − w) de´signe l’espace des fonctions du temps a` valeurs dans L2, continues pour la
topologie faible sur L2. En combinant ce fait avec la continuite´ de t 7→ ‖ω(t)‖L2 , on obtient
ω ∈ C ([0, T ], L2(R2)).
On e´tablit ensuite l’assertion 2, qui implique l’assertion 3. En vertu de la Proposition
1.2, il nous suffit d’e´tablir la continuite´ en temps pour la vitesse. Pour tous t, s dans [0, T ],
on a
|v(t, x)− v(s, x)| ≤ C
∫
|x−y|≤1
|ω(t, y)− ω(s, y)|
|x− y| dy + C
∫
|x−y|≥1
|ω(t, y)− ω(s, y)|
|x− y| dy.
Soient 2 < q < +∞ et 1 < p < 2. En appliquant l’ine´galite´ de Ho¨lder a` chaque membre
du terme de droite, on trouve
sup
x∈R2
|v(t, x)− v(s, x)| ≤ C‖ω(t)− ω(s)‖Lq + C‖ω(t)− ω(s)‖Lp .
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En tenant compte du fait que v ∈ L∞ ([0, T ],QL(R2)), on de´duit alors de 1. et de l’esti-
mation pre´ce´dente que v est continue en temps et en espace.
PuisqueK est borne´ et lipschitzien en dehors de ze´ro, on peut par conse´quent appliquer
l’extension du the´ore`me de Cauchy-Lipschitz a` la classe des fonctions ve´rifiant 2. (voir par
exemple le Lemme 3.2 dans [29]) : pour tout x ∈ R2 \ ∪li=1{zi,0}, il existe un temps
0 < T (x) ≤ T et une unique trajectoire φt(x) de classe C1 sur [0, T (x)) tels que
d
dt
φt(x) = v
(
t, φt(x)
)
+
l∑
i=1
diK
(
φt(x)− zi(t)
)
.
De plus, on sait d’apre`s [28] que φt ve´rifie sur [0, T (x)) l’estimation
min
i=1,...,l
|φt(x)− zi(t)| ≥ F
(
t, ‖ω0‖, min
i=1,...,l
|x− zi,0|,min
i6=j
|zi(t)− zj(t)|,max
i
|zi(t)|
)
> 0,
(1.14)
ou` F est une fonction continue strictement positive de plusieurs variables. Ceci implique
en particulier que le flot est bien de´fini tant que les trajectoires des points vortex existent
et donc que T (x) = T .
Le fait que φt est un home´omorphisme est standard lorsqu’il n’y a pas de point vortex
(c’est-a`-dire lorsque φt est de´fini sur tout l’espace). Dans le cas pre´sent, on peut e´tablir
que φt est un home´omorphisme : R2 \∪li=1{zi,0} → R2 \∪li=1{zi(t)} en utilisant a` nouveau
(1.14).
Il nous reste encore a` e´tablir l’invariance de la mesure de Lebesgue par φt. On montre
dans un premier temps que∫
R2
f(φt(x)) dx =
∫
R2
f(x) dx, ∀f ∈ Cc(R2). (1.15)
A` cet effet, on conside`re (vε)0<ε<1 une suite de fonctions re´gulie`res, a` divergence nulle,
approchant v. Pour chaque ε, soit aussi Kε un champ borne´ et lipschitzien sur R2, a`
divergence nulle et tel que Kε = K en dehors de la boule B(0, ε). Notons z1,ε, . . . , zl,ε et
φε les flots associe´s a` vε +
∑
j 6=i djKε(· − zj,ε) et vε +
∑
djKε(· − zj,ε) respectivement.
A` l’aide de (1.1) et (1.14), on ve´rifie sans peine qu’a` sous-suite pre`s, zε,i converge vers
zi uniforme´ment sur [0, T ] et φε vers φ sur les compacts de [0, T ] × R2 \ ∪li=1{zi,0}. Par
ailleurs, puisque vε(t) +
∑
diKε(· − zε,i(t)) est re´gulie`re et a` divergence nulle pour chaque
ε, le the´ore`me de Liouville (voir par exemple l’Annexe 1.1 dans [29]) assure que φε(t)
pre´serve la mesure de Lebesgue sur R2 pour tout t ∈ [0, T ]. En faisant tendre ε vers ze´ro,
on obtient donc (1.15).
Finalement, d’apre`s (1.15) et le the´ore`me de repre´sentation de Riesz, les mesures dx
et (φt)#dx co¨ıncident sur les bore´liens de R
2, de sorte que (1.15) a lieu pour f ∈ L1(R2).
Enfin, dans le but d’e´tablir que ω est transporte´ par le flot, on de´finit
ω = ω0 ◦ φ−1t ∈ L∞
(
[0, T ], L1 ∩ L∞(R2)) ,
de sorte que ω(0, x) = ω0(x). D’apre`s le The´ore`me 1.1, ω est une solution faible de l’e´qua-
tion de transport line´aire ∂tω + u · ∇ω = 0. Le second point de la Remarque 1.3 applique´
a` ω − ω stipule que
‖ω(t)− ω(t)‖L2 ≡ 0, t ∈ [0, T ],
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d’ou` le fait que ω(t, x) = ω(t, x) pour presque tout x ∈ R2. Ceci ache`ve la de´monstration
du The´ore`me 1.2. ✷
Remarque 1.4. Le premier point du The´ore`me 1.2 assure que l’e´quation e´nonce´e dans
le Lemme 1.5 a lieu sous la forme plus forte suivante : pour toute fonction β admissible
et pour toute fonction test ϕ, on a pour tout t∫
R2
ϕ(t, x)β(ω(t, x)) dx−
∫
R2
ϕ(0, x)β(ω(0, x)) dx =
∫ t
0
∫
R2
β(ω)(∂tϕ+ u · ∇ϕ) dx ds.
Chapitre 2
Unicite´ pour le syste`me mixte
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Ce chapitre est inclus dans [21], e´crit en collaboration avec C. Lacave.
2.1 Introduction.
Ce chapitre est consacre´ a` l’e´tude de l’unicite´ pour le syste`me mixte Euler-points
vortex. Ce proble`me, a` notre connaissance ouvert dans le cas ge´ne´ral, est re´solu dans
la situation ou` la vorticite´ ω0 est a` support initialement disjoint des points vortex [28],
ainsi que dans la situation ou` ω0 est lipschitzienne et constante dans un voisinage de ces
points [37].
Nous aborderons ici le cas d’une vorticite´ ω0 ∈ L∞c (R2) initialement constante dans un
voisinage des points vortex, et nous e´tablirons le re´sultat suivant.
The´ore`me 2.1. Soient ω0 ∈ L∞c (R2) et z1,0, . . . , zl,0 ∈ R2 deux a` deux distincts. Notons
d0 la distance minimale entre ces points. Supposons qu’il existe 0 < R0 < d0 et des re´els
αi ∈ R tels que ω0 est constant e´gal a` αi au voisinage de chaque vortex :
ω0 ≡ αi dans B(zi,0, R0), ∀i = 1, . . . , l. (P0)
Alors pour tout T > 0, il existe une unique solution au syste`me mixte Euler-points vortex
sur [0, T ] avec ces donne´es initiales.
A` l’aune des re´sultats du Chapitre 1, qui e´tablissent l’e´quivalence entre les formulations
eule´rienne et lagrangienne pour le syste`me mixte, nous pourrons dore´navant utiliser l’une
ou l’autre formulation sans ambigu¨ıte´.
Comme nous le verrons au cours de la preuve du The´ore`me 2.1, l’hypothe`se (P0) joue
un roˆle important dans l’e´tude de la partie singulie`re du champ de vitesse. Le point de
de´part de la de´monstration du The´ore`me 2.1, qui fait l’objet de la Section 2.2, consiste a`
ve´rifier que le tourbillon reste constant dans un voisinage de chaque point vortex a` temps
positif (Pt). Dans le cas d’un seul point vortex, la preuve est assez directe, il suffit d’utiliser
la notion de trajectoire (voir [28]). Afin de traiter le cas plus de´licat de plusieurs points,
nous de´laisserons l’approche particulaire et passerons en formulation faible.
Dans le cadre des e´quations d’Euler classiques, l’unicite´ de la solution (u, ω) avec
ω ∈ L∞(L1 ∩L∞) est le plus souvent e´tablie dans la litte´rature (voir par exemple [23]) au
moyen d’estimations d’e´nergie portant sur la diffe´rence des vitesses. Aussi en proposons-
nous a` la Section 2.3 une ge´ne´ralisation au proble`me mixte. En premier lieu, ceci ne´cessite
de de´terminer l’e´quation satisfaite par le champ de vitesse v = K ∗ω engendre´ par la partie
borne´e du tourbillon. Nous disposons a` cet e´gard d’un re´sultat d’Iftimie, Lopes Filho et
Nussenzveig Lopes [18] pour le cas d’un seul point vortex fixe, que l’on peut transposer
sans peine au cas de plusieurs points.
Pour deux solutions (ω1, z1, . . . , zl) et (ω2, ζ1, . . . , ζl), on introduit, par analogie avec le
cadre classique, la quantite´
r(t) =
l∑
i=1
|zi(t)− ζi(t)|2 + ‖K ∗ (ω1 − ω2)(t)‖L2(R2).
A` l’aide des e´quations pour les vitesses v1 = K ∗ ω1 et v2 = K ∗ ω2 e´tablies auparavant,
on e´tablit pour r(t) une ine´galite´ de type Gronwall menant a` r ≡ 0. La proprie´te´ (Pt)
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intervient ici de manie`re cruciale, elle nous permet d’e´tablir des estimations spe´cifiques
pour la diffe´rence des vitesses au voisinage des points vortex.
Ce chapitre est finalement comple´te´ par la Section 2.4, dans laquelle nous exposons
une de´monstration alternative du The´ore`me 2.1 reposant davantage sur une approche
lagrangienne. Cette approche nous fut sugge´re´e par un des rapporteurs de l’article [21].
La formulation eule´rienne s’ave`re ne´anmoins utile, notamment pour e´tablir (Pt) a` temps
positif (voir a` ce sujet la Remarque 2.1).
2.2 La vorticite´ reste constante autour des points vortex.
Dans cette section, on utilise le Lemme 1.5 du Chapitre 1 pour e´tablir la
Proposition 2.1. Soit (ω, z1, . . . , zl) une solution eule´rienne du syste`me mixte Euler-
points vortex sur [0, T ] avec donne´e initiale (ω0, z1,0, . . . , zl,0) ve´rifiant les hypothe`ses du
The´ore`me 2.1.
Soient d(t) la distance minimale entre les vortex zi(t) et d = min[0,T ] d(t) > 0.
Il existe une fonction strictement positive t 7→ R(t), continue, de´croissante et de´pendant
uniquement de t, R0, ||ω0|| et d, ve´rifiant R(0) ≤ R0 et telle que
ω(t) ≡ αi dans B (zi(t), R(t)) , ∀t ∈ [0, T ], ∀i = 1, . . . , l. (Pt)
De´monstration. Fixons i ∈ {1, . . . , l}, posons β(t) = (t − αi)2 et appliquons le Lemme
1.5 avec ce choix de β. Soit Φ ∈ C∞c
(
[0, T ]× R2). D’apre`s la Remarque 1.4, on a pour
t ∈ [0, T ] ∫
R2
Φ(t, x)(ω − αi)2(t, x) dx−
∫
R2
Φ(0, x)(ω − αi)2(0, x) dx
=
∫ t
0
∫
R2
(ω − αi)2(∂tΦ+ u · ∇Φ) dx ds,
ou` l’on rappelle que
u = v +
l∑
i=1
diHi = K ∗ (ω +
l∑
i=1
diδzi).
On choisit alors une fonction test Φ centre´e autour du vortex zi(t) pour tout temps.
Plus pre´cise´ment, conside´rons une fonction positive de´croissante Φ0 sur R+, telle que
Φ0(r) ≡ 1 pour |r| ≤ 1/2 et Φ0(r) ≡ 0 pour |r| ≥ 1. Soit
Φ(t, x) = Φ0
( |x− zi(t)|
R(t)
)
,
ou` t 7→ R(t) de´signe une fonction C1, positive, de´croissante, ve´rifiant
R(0) ≤ min(R0, d
2
),
qui sera de´termine´e plus tard. Pour que Φ soit de classe C1 en temps, la trajectoire zi(t)
devrait eˆtre re´gularise´e exactement comme dans la de´monstration du Lemme 1.5, mais
nous omettons les de´tails pour plus de lisibilite´. La proprie´te´ (P0) garantit que pour ce
choix de Φ,
(ω0(x)− αi)2Φ(0, x) ≡ 0.
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Ensuite, un calcul donne
∇Φ = x− zi|x− zi|
Φ′0
R(t)
et
∂tΦ = −R
′(t)
R2(t)
|x− zi|Φ′0 +
z˙i · (zi − x)
|x− zi|
Φ′0
R(t)
.
Par ailleurs, puisque Φ est radiale autour de zi, on a
u · ∇Φ = (v +
l∑
j=1
djHj) · ∇Φ = (v +
∑
j 6=i
djHj) · ∇Φ,
par conse´quent∫
R2
Φ(t, x)(ω − αi)2(t, x) dx
=
∫ t
0
∫
R2
(ω − αi)2
Φ′0(
|x−zi|
R )
R
([
v(x) +
∑
j 6=i
djHj(x)− z˙i
] · (x− zi)|x− zi| − R
′
R
|x− zi|
)
dx ds.
Sans perte de ge´ne´ralite´, nous pouvons supposer que R0 ≤ 1, de sorte que R(s) ≤ 1 pour
tout s ≥ 0. Pour s ∈ [0, t], le support de l’inte´grant est la couronne
Ci(s) = {x : R(s)
2
≤ |x− zi(s)| ≤ R(s)}.
Puisque Φ′0(
|x−zi(s)|
R(s) ) est ne´gatif sur Ci(s) et puisque R est de´croissante, on obtient∫ t
0
∫
R2
(ω − αi)2
Φ′0(
|x−zi|
R )
R
([
v(x) +
∑
j 6=i
djHj(x)− z˙i
] · (x− zi)|x− zi| − R
′
R
|x− zi|
)
dx ds
≤
∫ t
0
∫
R2
(ω − αi)2
|Φ′0|( |x−zi|R )
R
(
|v(x)− v(zi)|+
∑
j 6=i
|dj |
∣∣Hj(x)−Hj(zi)∣∣+ R′
2
)
dx ds.
Ensuite, comme R(s) ≤ R(0) ≤ d/2, on a
|x− zj(s)| ≥ d
2
, j 6= i, ∀x ∈ Ci(s).
En particulier, les champs Hj(s, ·) sont lipschitziens sur Ci(s) pour j diffe´rent de i. Ainsi,
en exploitant le Lemme 1.1 pour les Hj , ainsi que le fait que v ∈ L∞
(
[0, T ],QL(R2)
)
, on
de´duit du calcul pre´ce´dent que∫
R2
Φ(t, x)(ω − αi)2(t, x) dx
≤
∫ t
0
∫
R2
(ω − αi)2
|Φ′0|( |x−zi|R )
R
(
Cϕ(|x− zi|) + C|x− zi|+ R
′
2
)
dx ds
≤
∫ t
0
∫
R2
(ω − αi)2
|Φ′0|( |x−zi|R )
R
(
CR(1− lnR) + R
′
2
)
dx ds,
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ou` C ne de´pend que de ‖ω0‖ et de d. Dans la dernie`re ine´galite´, la croissance de ϕ, ainsi
que le fait que τ ≤ ϕ(τ) pour τ ≤ 1, ont e´te´ utilise´s. Finalement, le choix de
R(t) = exp(1− (1− lnR(0))e2Ct)
nous conduit a` ∫
R2
Φ(t, x)(ω − αi)2(t, x) dx ≤ 0,
et par conse´quent ω(t) ≡ αi sur B (zi(t), R(t)).
Comme conse´quence de la Proposition 2.1 vient le
Corollaire 2.1. Soient (ω1, z1, . . . , zl) et (ω2, ζ1, . . . , ζl) deux solutions du syste`me mixte
Euler-points vortex sur [0, T ] avec donne´e initiale (ω0, z1,0, . . . , zl,0) ve´rifiant les hypothe`ses
du The´ore`me 2.1. Soient
d1 = min
t∈[0,T ]
min
i6=j
|zi(t)− zj(t)|, d2 = min
t∈[0,T ]
min
i6=j
|ζi(t)− ζj(t)|, δ = min(d1, d2).
Par ailleurs, soient R1(t) et R2(t) les rayons trouve´s a` la Proposition 2.1 pour chacune
des solutions et
ρ(t) = min(R1(t), R2(t)).
Il existe un temps 0 < TC ≤ T , de´pendant uniquement de ‖ω0‖, R0 et δ, tel que pour
chaque i = 1, . . . , l,
ω1(t) ≡ ω2(t) ≡ αi dans B
(
yi(t),
ρ(t)
2
)
, ∀t ∈ [0, TC ],
ou` yi(t) est le milieu du segment [zi(t), ζi(t)]. De plus, on a
zi(t), ζi(t) ∈ B
(
yi(t),
ρ(t)
8
)
.
De´monstration. Soit ρm = mint∈[0,T ] ρ(t) > 0. En appliquant la Proposition 1.2 a` v1 et v2
et la premie`re partie du Lemme 1.1 a` Hj(zi) et Hj(ζi), on obtient
|zi(t)− ζi(t)| ≤ C(‖ω0‖+ δ−1)t ≤ Ct,
ou` C ne de´pend que de ω0 et δ. Le choix de TC = min(ρm(4C)
−1, T ) nous donne
|zi(t)− ζi(t)| ≤ ρm
4
≤ ρ(t)
4
, ∀t ∈ [0, TC ],
d’ou`
B
(
yi(t),
ρ(t)
2
) ⊂ B (zi(t), ρ(t)) ∩B (ζi(t), ρ(t)) .
On conclut a` l’aide de la Proposition 2.1.
Le re´sultat suivant, qui conclut ce paragraphe, assure que le tourbillon issu d’un tour-
billon initial a` support compact reste a` support compact a` temps positif. Comme nous
l’avions mentionne´ dans l’introduction ge´ne´rale, il s’agit d’une proprie´te´ bien connue dans
le cas des e´quations d’Euler classiques.
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Proposition 2.2. Soient ω0 ∈ L∞c (R2), z1,0, . . . , zl,0 ∈ R2 deux a` deux distincts et
(ω, z1, . . . , zl) une solution du syste`me mixte Euler-points vortex sur [0, T ] avec donne´e
initiale (ω0, z1,0, . . . , zl,0). Notons d(t) > 0 la distance minimale entre les vortex zi(t) et
d = min[0,T ] d(t) > 0. Alors il existe Λ ne de´pendant que de d, ‖ω0‖, |zi,0| et de la taille
de suppω0 tel que
suppω(t) ⊂ B(0,Λ(1 + t)), ∀t ∈ [0, T ].
De´monstration. Nous en pre´sentons ici une version similaire a` celle de la Proposition 2.1,
qui repose sur la formulation eule´rienne du syste`me mixte25. Ici, les Ck, k = 1, 2 de´signeront
des constantes ne de´pendant que des donne´es initiales et de d.
Tout d’abord, le fait que v ∈ L∞ entraˆıne que les vortex ve´rifient |zi(t)| ≤ C1(1 + t)
sur [0, T ]. Soit Λ0 tel que suppω0 soit inclus dans B(0,Λ0). Choisissons β(t) = t
2 dans
le Lemme 1.5 et Φ(t, x) = 1 − Φ0
(
x
Λ(1+t)
)
, ou` Φ0 est la fonction de troncature introduite
dans la de´monstration de la Proposition 2.1, et ou` Λ satisfait a` Λ ≥ 2Λ0 et Λ ≥ 4C1. On a∫
R2
Φ(t, x)ω2(t, x) dx
=
∫ t
0
∫
R2
ω2
−Φ′0
( |x|
Λ(1+t)
)
Λ(1 + t)
(
[v(x) +
l∑
i=1
diHi(x)] · x|x| −
Λ|x|
Λ(1 + t)
)
dx ds
≤
∫ t
0
∫
R2
ω2
|Φ′0|
( |x|
Λ(1+t)
)
Λ(1 + t)
(
‖v‖∞ +
l∑
i=1
|di|C−11 −
Λ
2
)
dx ds
≤
∫ t
0
∫
R2
ω2
|Φ′0|
( |x|
Λ(1+t)
)
Λ(1 + t)
(
C2 − Λ
2
)
dx ds,
car pour x appartenant au support de l’inte´grant on a |x| ≥ Λ(1+s)/2 et donc |x−zi(s)| ≥
C1(1 + s) ≥ C1. On voit alors que le terme du membre de droite est ne´gatif de`s que le
nombre Λ est suffisamment grand. Plus pre´cise´ment, lorsque Λ ≥ 2C2 l’ine´galite´ pre´ce´dente
implique que Φ(t, x)ω2(t, x) ≡ 0 ; par choix de Φ, ceci signifie que ω(t, x) = 0 lorsque
|x| ≥ Λ(1 + t), et la conclusion s’ensuit.
Remarque 2.1. Lorsque l = 1 (un seul point vortex), il est plus direct de de´montrer les
Propositions 2.1 et 2.2 avec les trajectoires (voir [28]), mais dans le cas l ≥ 2 le point de
vue eule´rien, qui permet l’emploi de fonctions test localise´es, semble plus approprie´.
2.3 Une approche eule´rienne.
2.3.1 Formulation pour le champ de vitesse.
Nous nous focalisons a` pre´sent sur l’e´quation satisfaite par le champ de vitesse K ∗ ω
lorsque (ω, z1, . . . , zl) est une solution du syste`me mixte Euler-points vortex. Dans tout ce
paragraphe, on conside`re une donne´e initiale ω0 ∈ L∞ a` support compact et des points
z1,0, . . . , zl,0, qui ne satisfont pas ne´cessairement a` la condition (P0). Nous avons la
25Il est possible e´galement d’utiliser les trajectoires.
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Proposition 2.3. Soit (ω, z1, . . . , zl) une solution de (E) sur [0, T ]. Alors la vitesse v =
K ∗ ω ve´rifie au sens des distributions sur [0, T ]× R2
∂tv + v · ∇v + div (v ⊗H +H ⊗ v)−
l∑
i=1
div(zi(t))
⊥δzi(t) = −∇p
div v = 0
v(x, 0) = K ∗ ω0,
ou` δzi(t) de´signe la masse de Dirac centre´e en zi(t) et
H(t, x) ≡
l∑
i=1
diHi(t, x) =
l∑
i=1
diK (x− zi(t)) .
De´monstration. L’e´quation pour v est e´tablie dans [18] dans le cas d’un unique point
vortex fixe´ a` l’origine, on peut en fait aise´ment la transposer a` notre cadre. Sans entrer
dans les de´tails, expliquons comment cette e´quation est obtenue dans [18]. Pour e´tablir
l’existence de la distribution ∇p, il suffit de montrer que
rot
[
∂tv + v · ∇v + div (v ⊗H +H ⊗ v)−
l∑
i=1
div(zi(t))
⊥δzi(t)
]
= 0
au sens des distributions. Puisque rot v = ω, ceci est e´quivalent a` e´tablir que
0 = rot (∂tv + v · ∇v) + rot [div (v ⊗H +H ⊗ v)−
l∑
i=1
div(zi)
⊥δzi ]
= ∂tω + v · ∇ω + rot [div (v ⊗H +H ⊗ v)−
l∑
i=1
div(zi)
⊥δzi ]
= −div (Hω) + rot [div (v ⊗H +H ⊗ v)−
l∑
i=1
div(zi)
⊥δzi ],
ou` l’on a utilise´ le fait que ∂tω + div ((v +H)ω) = 0 au sens des distributions.
Par ailleurs, un calcul exploitant le fait que div v = divH = 0 nous donne
rot div (v ⊗H +H ⊗ v) = div (Hrot v + vrotH)
au sens des distributions. En tenant compte du fait que rot v = ω et rotH =
∑l
i=1 diδzi ,
on obtient finalement
rot div (v ⊗H +H ⊗ v)
= div (Hω) + div [
l∑
i=1
div(zi)δzi ] = div (Hω) + rot [
l∑
i=1
div(zi)
⊥δzi ],
et la conclusion s’ensuit.
Dans la suite, nous noterons W 1,4σ (R2) l’ensemble des fonctions de W 1,4(R2) a` diver-
gence nulle et W
−1,4/3
σ (R2) son espace dual.
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E´tant donne´es deux solutions (ω1, z1, . . . , zl) et (ω2, ζ1, . . . , ζl) au syste`me mixte Euler-
points vortex sur [0, T ] avec donne´e initiale (ω0, z1,0, . . . , zl,0), on de´finit la diffe´rence des
vitesses
v˜ = K ∗ (ω1 − ω2) = v1 − v2.
On de´duit de la Proposition 2.3 que v˜ satisfait aux proprie´te´s suivantes.
Proposition 2.4. On a
v˜ ∈ L2 ([0, T ],W 1,4σ (R2)) , ∂tv˜ ∈ L2([0, T ],W−1, 43σ (R2)).
En outre, on a v˜ ∈ C ([0, T ], L2(R2)) et
‖v˜(t)‖2L2(R2) = 2
∫ t
0
〈∂tv˜, v˜〉W−1,4/3σ ,W 1,4σ ds, ∀t ∈ [0, T ].
De´monstration. Posons ω˜ = ω1−ω2, de sorte que v˜ = K∗ω˜. Puisque les ωi sont transporte´s
par un flot qui pre´serve la mesure de Lebesgue, les inte´grales de ω1 et ω2 sont conserve´es.
Il en re´sulte que
∫
ω˜(t) ≡ 0 pour tout t ∈ [0, T ]. D’autre part, ω1(t), ω2(t) - et par
conse´quent aussi ω˜(t) - sont a` support compact d’apre`s la Proposition 2.2. On en de´duit
que v˜(t) ∈ L2(R2) pour tout t (voir par exemple [23] pour davantage de de´tails). En
utilisant de surcroˆıt le fait que ‖ωi‖L1(R2)∩L∞(R2) ∈ L∞([0, T ]), on obtient meˆme
v˜ ∈ L∞ ([0, T ], L2(R2)) . (2.1)
Afin d’e´tablir la premie`re assertion de la proposition, on applique la Proposition 2.3 a`
(v1, z1, . . . , zl) et (v2, ζ1, . . . , ζl). On notera
H1 =
l∑
j=1
djK (· − zi) , H2 =
l∑
j=1
djK (· − ζi) .
Tout d’abord, on de´duit des Propositions 1.1 et 1.2 que pour i = 1 ou i = 2, vi = K ∗ ωi
appartient a` L∞
(
[0, T ]× R2) et que les gradients ∇vi appartiennent a` L∞ ([0, T ], L4(R2)).
Par ailleurs, comme ωi est a` support compact, on a lorsque |x| est suffisamment grand
|vi(t, x)| ≤ C|x|
∫
R2
|ωi(t, y)| dy,
d’ou` le fait que vi appartient a` L
∞ ([0, T ], Lp(R2)) pour tout p > 2. En particulier, il
s’ensuit que
vi ∈ L∞
(
[0, T ],W 1,4(R2)
)
et aussi que vi ⊗ vi appartient a` L∞
(
[0, T ], L4/3(R2)
)
. Comme vi est a` divergence nulle,
on a en fait vi · ∇vi = div (vi ⊗ vi), d’ou` vi · ∇vi ∈ L2
(
[0, T ],W−1,
4
3 (R2)
)
.
De plus, vi ⊗ H i appartient a` L∞
(
[0, T ], L
4/3
loc (R
2)
)
, alors qu’a` l’infini H i et vi sont
borne´s par C|x|−1 qui appartient a` L8/3(R2 \ B) pour tout ouvert B contenant 0. Ceci
nous me`ne a`
div (vi ⊗H i), div (H i ⊗ vi) ∈ L2
(
[0, T ],W−1,
4
3 (R2)
)
.
Puis, on de´duit de l’injection continue de W 1,4(R2) dans C0(R2) que δzj (respectivement
δζj ) appartient a` L
2
(
[0, T ],W−1,
4
3 (R2)
)
pour chaque j. Ainsi, v1δzj (respectivement v2δζj )
appartient a` L2
(
[0, T ],W−1,
4
3 (R2)
)
.
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En invoquant la Proposition 2.3, on obtient finalement pour i = 1, 2 :
〈∂tvi,Φ〉 = 〈∂tvi −∇pi,Φ〉 ≤ C‖Φ‖L2(W 1,4σ )
pour tout champ de vecteurs Φ re´gulier a` divergence nulle. Ceci implique que
∂tvi ∈ L2
(
[0, T ],W−1,4/3σ (R
2)
)
, i = 1, 2,
et la meˆme proprie´te´ a lieu pour ∂tv˜. Puisque v˜ appartient a` L
2
(
[0, T ],W 1,4σ (R2)
)
, il s’ensuit
de (2.1) et de [38] (Lemme 1.2, Chapitre III) que v˜ co¨ıncide presque partout avec une
fonction continue de [0, T ] dans L2(R2) et on a au sens des distributions sur [0, T ]
d
dt
‖v˜‖2L2(R2) = 2〈∂tv˜, v˜〉W−1,4/3σ ,W 1,4σ .
En utilisant finalement le fait que v˜(0) = 0, nous parvenons a` la conclusion.
2.3.2 Une ine´galite´ de Gronwall.
Dans ce paragraphe, nous comple´tons la de´monstration du The´ore`me 2.1 en nous ap-
puyant sur les proprie´te´s pre´sente´es pre´ce´demment. On conside`re a` nouveau deux solutions
(ω1, z) et (ω2, ζ) avec meˆme donne´e initiale (ω0, zi,0), et on suppose cette fois que ω0 ve´rifie
l’hypothe`se (P0). Rappelons que
H1 =
l∑
i=1
diK(· − zi) =
l∑
i=1
diH
1
i , H
2 =
l∑
i=1
diK(· − ζi) =
l∑
i=1
diH
2
i , H˜ = H
1 −H2.
D’apre`s la Proposition 2.4, la quantite´
r(t) ≡ ‖v˜(t)‖2L2(R2) +
l∑
i=1
|zi(t)− ζi(t)|2
est bien de´finie et continue sur [0, T ]. On montrera que r est identiquement nulle a` l’aide
d’une ine´galite´ de type Gronwall.
Soient
ρm = min
t∈[0,T ]
ρ(t) = ρ(T ), ρM = max
t∈[0,T ]
ρ(t) = ρ(0),
ou` ρ(t) est la fonction de´croissante de´termine´e au Corollaire 2.1. Puisque r(0) = 0, on peut
trouver 0 < T0 ≤ TC tel que
r(t) ≤ 1, ∀t ≤ T0,
ou` TC est le temps introduit au Corollaire 2.1. Rappelons que TC est d’ores et de´ja` entie`-
rement de´termine´ par R0, δ, ‖ω0‖ et T . On choisit T0 maximal avec la proprie´te´ ci-dessus.
Dans un premier temps, on tire parti du fait que les tourbillons ωi sont constants autour
des points vortex pour e´tablir des estimations de re´gularite´ elliptique pour le champ v˜(t)
au voisinage de ces points. Pour i = 1, . . . , l, yi(t) de´signe le milieu du segment reliant
zi(t) et ζi(t).
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Lemme 2.1. Pour tout 0 ≤ t ≤ TC , v˜(t, ·) est harmonique dans chaque B(yi(t), ρ(t)/2).
Par conse´quent, on a les estimations
‖v˜(t, ·)‖L∞(B(yi(t),ρ(t)/4)) ≤ C‖v˜(t, ·)‖L2 ,
‖∇v˜(t, ·)‖L∞(B(yi(t),ρ(t)/4)) ≤ C‖v˜(t, ·)‖L2 ,
ou` la constante C ne de´pend que de ρ(t).
De´monstration. On pose ici ρ = ρ(t). D’apre`s le Corollaire 2.1, on sait que rot v1 =
rot v2 = αi dans chaque Bi = B(yi(t), ρ/2), d’ou` rot v˜ = div v˜ = 0. Ceci entraˆıne que
v˜ est harmonique sur chaque Bi. Les estimations en norme L
∞ pour v˜ et ∇v˜ de´coulent
alors de re´sultats classiques de re´gularite´ elliptique ; on pourra par exemple se rapporter
au Chapitre 2.1 de [14].
L’ine´galite´ de Gronwall satisfaite par r(t) est fournie par la
Proposition 2.5. Pour tout t ∈ [0, T0], pour tout p ≥ 2, on a
r(t) ≤ C
∫ t
0
[
ϕ(r(τ)) + p r(τ)
1− 1
p
]
dτ,
ou` la constante C de´pend uniquement de ‖ω0‖, ρm et ρM et la fonction ϕ est de´finie par
la Proposition 1.2.
De´monstration. Celle-ci s’articule en plusieurs e´tapes. Dans toute cette de´monstration, C
de´signera une constante ne de´pendant que de ‖ω0‖, ρm et ρM .
Premie`re e´tape. Le champ de vitesse ve´rifie
‖v˜(t, .)‖2L2 ≤ C
∫ t
0
[
r(τ) +
√
r(τ)ϕ(
√
r(τ)) + p r(τ)1−1/p
]
dτ, ∀p ≥ 2, ∀0 ≤ t ≤ TC .
En effet, les deux e´quations fournies par la Proposition 2.3 pour (v1, z) et (v2, ζ) nous
donnent
∂tv˜ + v˜ · ∇v1 + v2 · ∇v˜ + div (v˜ ⊗H1 + v2 ⊗ H˜ +H1 ⊗ v˜ + H˜ ⊗ v2)
−
l∑
i=1
di[v1(zi)
⊥ · δzi − v2(ζi)⊥ · δζi ] = −∇p˜.
(2.2)
Comme fonctions test dans (2.2), on conside`re des fonctions re´gulie`res Φn ∈ C∞c
(
[0, T ]× R2)
a` divergence nulle qui convergent vers v˜ dans L2
(
[0, T ],W 1,4(R2)
)
. A` la limite n tend vers
l’infini, on a pour t ∈ [0, T ]∫ t
0
〈∂tv˜,Φn〉W−1,4/3σ ,W 1,4σ dτ →
∫ t
0
〈∂tv˜, v˜〉W−1,4/3σ ,W 1,4σ dτ,
et on obtient ensuite les limites des autres termes graˆce aux diffe´rentes bornes pour les
normes de v1 et v2 e´tablies dans la preuve de la Proposition 2.4. On trouve alors
1
2
‖v˜(t, .)‖2L2 = I + J +
l∑
i=1
diKi,
2.3. Une approche eule´rienne. 51
avec
I = −
∫ t
0
∫
R2
v˜ · (v˜ · ∇v1 + v2 · ∇v˜) dx dτ,
J =
∫ t
0
∫
R2
(v˜ ⊗H1 + v2 ⊗ H˜ +H1 ⊗ v˜ + H˜ ⊗ v2) : ∇v˜ dx dτ,
Ki =
∫ t
0
[v1(zi)
⊥ · v˜(zi)− v2(ζi)⊥ · v˜(ζi)] dτ.
L’e´tape suivante consiste a` estimer chacun de ces termes pour des temps 0 ≤ t ≤ TC . Afin
d’alle´ger les notations, on pose Bi = B(yi(t), ρ(t)/4).
Estimation de I. Observons d’une part que∫
R2
(v2 · ∇v˜) · v˜ dx = 1
2
∫
R2
v2 · ∇|v˜|2 dx = −1
2
∫
R2
|v˜|2div v2 dx = 0.
En outre, l’ine´galite´ de Ho¨lder nous donne pour tout p ≥ 2∣∣∣∣∫
R2
(v˜ · ∇v1) · v˜ dx
∣∣∣∣ ≤ ‖v˜‖L2‖v˜‖Lq‖∇v1‖Lp ,
ou` 1p +
1
q =
1
2 . D’une part, on a d’apre`s la Proposition 1.1 ‖∇v1‖Lp ≤ Cp‖ω1‖Lp pour tout
p ≥ 2. D’autre part, on a l’ine´galite´ d’interpolation
‖v˜‖Lq ≤ ‖v˜‖aL2‖v˜‖1−aL∞ ,
1
q
=
a
2
+
1− a
∞ .
Ici, on a a = 1− 2p , d’ou` l’estimation
|I| ≤ Cp
∫ t
0
‖v˜‖2−2/p
L2
dτ.
Estimation de J . On a tout d’abord∫
R2
(v˜ ⊗H1) : ∇v˜ dx =
∫
R2
∑
i,j
v˜i(H
1)j∂j v˜i dx =
1
2
∑
i
∫
R2
∑
j
(H1)j∂j v˜
2
i dx
= −1
2
∑
i
∫
R2
v˜2i divH
1 dx = 0,
car H1 est a` divergence nulle. D’autre part, puisque H1 =
∑
diH
1
i , on a∣∣∣∫ t
0
∫
R2
(H1 ⊗ v˜) : ∇v˜ dx dτ
∣∣∣≤ C l∑
i=1
|di|
∣∣∣∫ t
0
∫
R2
(H1i ⊗ v˜) : ∇v˜ dx dτ
∣∣∣.
Pour chaque i, on a∣∣∣∫ t
0
∫
R2
(H1i ⊗ v˜) : ∇v˜ dx dτ
∣∣∣ ≤ ∣∣∣∫ t
0
∫
Bi
(H1i ⊗ v˜) : ∇v˜ dx dτ
∣∣∣
+
∣∣∣∫ t
0
∫
Bci
(H1i ⊗ v˜) : ∇v˜ dx dτ
∣∣∣. (2.3)
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Une inte´gration par parties dans le second membre de cette ine´galite´ combine´e avec le fait
que div v˜ = 0 nous me`ne a`∣∣∣∫ t
0
∫
R2
(H1i ⊗ v˜) : ∇v˜ dx dτ
∣∣∣ ≤ ∣∣∣∫ t
0
∫
Bi
(H1i ⊗ v˜) : ∇v˜ dx dτ
∣∣∣
+
∣∣∣−∫ t
0
(∫
Bci
(v˜ · ∇H1i ) · v˜ dx+
∫
∂Bi
(H1i · v˜)(v˜ · ν)ds
)
dτ
∣∣∣,
d’ou` ∣∣∣∫ t
0
∫
R2
(H1i ⊗ v˜) : ∇v˜ dx dτ
∣∣∣≤∫ t
0
‖H1i ‖L1(Bi)‖v˜‖L∞(Bi)‖∇v˜‖L∞(Bi) dτ
+
∫ t
0
‖∇H1i ‖L∞(Bci )‖v˜‖
2
L2 dτ +
∫ t
0
‖H1i ‖L∞(∂Bi)‖v˜‖2L∞(∂Bi)|∂Bi| dτ.
En appliquant la premie`re partie du Lemme 1.1 pour H1i ainsi que le Lemme 2.1 pour v˜,
on obtient ∣∣∣∫ t
0
∫
R2
(H1 ⊗ v˜) : ∇v˜ dx dτ
∣∣∣ ≤ C ∫ t
0
‖v˜‖2L2 dτ. (2.4)
De manie`re similaire, on a∣∣∣∫ t
0
∫
R2
(v2 ⊗ H˜) : ∇v˜ dx dτ
∣∣∣ ≤ l∑
i=1
|di|
∣∣∣∫ t
0
∫
R2
(v2 ⊗ H˜i) : ∇v˜ dx dτ
∣∣∣.
Puis, apre`s inte´gration par parties,∣∣∣∫ t
0
∫
R2
(v2 ⊗ H˜i) : ∇v˜ dx dτ
∣∣∣ ≤ ∣∣∣∫ t
0
∫
Bi
(v2 ⊗ H˜i) : ∇v˜ dx dτ
∣∣∣
+
∣∣∣−∫ t
0
(∫
Bci
(H˜i · ∇v2) · v˜ dx+
∫
∂Bi
(v2 · v˜)(H˜i · ν)ds
)
dτ
∣∣∣.
Par conse´quent,∣∣∣∫ t
0
∫
R2
(v2 ⊗ H˜) : ∇v˜ dx dτ
∣∣∣≤ l∑
i=1
|di|
∫ t
0
‖H˜i‖L1(Bi)‖v2‖L∞‖∇v˜‖L∞(Bi) dτ
+
l∑
i=1
|di|
∫ t
0
(
‖H˜i‖L∞(Bci )‖v˜‖L2‖∇v2‖L2 + ‖H˜i‖L∞(∂Bi)‖v˜‖L∞(∂Bi)‖v2‖L∞ |∂Bi|
)
dτ.
Une nouvelle utilisation de l’ine´galite´ de Caldero´n-Zygmund pour v2 et du Lemme 2.1
conduisent a`∣∣∣∫ t
0
∫
R2
(v2 ⊗ H˜) : ∇v˜ dx dτ
∣∣∣≤ C l∑
i=1
∫ t
0
(
‖H˜i‖L1(Bi) + ‖H˜i‖L∞(Bci )
)
‖v˜‖L2 dτ. (2.5)
Par des calculs tre`s semblables, on parvient aussi a`∣∣∣∫ t
0
∫
R2
(H˜ ⊗ v2) : ∇v˜ dx dτ
∣∣∣
≤ C
l∑
i=1
∫ t
0
(
‖H˜i‖L1(Bi) + ‖∇H˜i‖L2(Bci ) + ‖H˜i‖L∞(∂Bi)
)
‖v˜‖L2 dτ.
(2.6)
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On cherche ensuite des estimations pour H˜. Puisque H˜i = H
1
i − H2i , les estimations
de potentiel fournies par la Proposition 1.1 impliquent que
‖H˜i‖L∞(Bci ) = sup
z∈Bci
|zi − ζi|
2π|z − zi||z − ζi| ≤ C|zi − ζi|.
Par ailleurs, d’apre`s la Proposition 1.2, on a∫
Bi
|H˜i(x)| dx = C
∫
Bi
|K(x− zi)−K(x− ζi)| dx ≤ Cϕ(|zi − ζi|).
Enfin, observons que pour x ∈ Bci , on a
|∇H˜i(x)| ≤ |zi − ζi| sup
[x−zi,x−ζi]
|D2K| ≤ C|x− yi|3 |zi − ζi|,
ce qui implique que ‖∇H˜i‖L2(Bci ) ≤ C|zi − ζi|. Finalement, les estimations (2.4), (2.5) et
(2.6) entraˆınent
|J | ≤ 2C
∫ t
0
(
‖v˜‖L2 +
l∑
i=1
[|zi − ζi|+ ϕ(|zi − ζi|)])‖v˜‖L2 dτ.
Par croissance de ϕ, on en de´duit que
|J | ≤ C
∫ t
0
[
r(τ) +
√
r(τ)ϕ(
√
r(τ))
]
dτ.
Estimation pour K. Pour chaque i, on de´compose l’inte´grant de Ki comme
v1(zi)
⊥ · v˜(zi)− v2(ζi)⊥ · v˜(ζi) =
(
v1(zi)
⊥ − v1(ζi)⊥
) · v˜(zi)
+
(
v1(ζi)
⊥ − v2(ζi)⊥
) · v˜(zi) + v2(ζi)⊥ · (v˜(zi)− v˜(ζi)).
En appliquant la Proposition 1.2 a` v1, on obtient
|v1(zi)⊥ · v˜(zi)− v2(ζi)⊥ · v˜(ζi)|
≤ C|v˜(zi)|ϕ(|zi − ζi|) + |v˜(ζi)||v˜(zi)|+ ‖v2‖L∞‖∇v˜‖L∞([zi,ζi])|zi − ζi|,
de sorte que le Lemme 2.1 donne finalement
|K| ≤ C
∫ t
0
[
r(τ) +
√
r(τ)ϕ(
√
r(τ))
]
dτ.
L’ine´galite´ pour la vitesse de´coule alors imme´diatement des estimations pre´ce´dentes pour
I, J et K.
Seconde e´tape. On a pour les points vortex
|zi(t)− ζi(t)|2 ≤ C
∫ t
0
[
r(τ) +
√
r(τ)ϕ(
√
r(τ))
]
dτ, ∀0 ≤ t ≤ TC .
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En effet, comme zi et ζi sont lipschitziennes, leurs de´rive´es existent en presque tout
temps 0 ≤ t ≤ TC . Pour ces temps-la` on a
d
dt
|zi − ζi|2 = 2〈zi − ζi, v1(zi)− v2(ζi)〉+ 2
∑
j 6=i
dj〈H1j (zi)−H2j (ζi), zi − ζi〉
= 2〈zi − ζi, v1(zi)− v1(ζi)〉+ 2〈zi − ζi, v˜(ζi)〉
+ 2
∑
j 6=i
dj〈H1j (zi)−H2j (ζi), zi − ζi〉.
D’une part, puisque les vortex restent se´pare´s sur [0, T ], on a d’apre`s la Proposition 1.1
|H1j (zi)−H2j (ζi)| = |K(zi − zj)−K(ζi − ζj)| ≤ Cδ−2 (|zi − ζi|+ |zj − ζj |) ,
ou` δ est introduit au Corollaire 2.1. Ainsi, en utilisant par ailleurs le Lemme 2.1 et la
Proposition 1.2 pour v1, on voit que
d
dt
|zi − ζi|2 ≤ C
(|zi − ζi|ϕ(|zi − ζi|) + |zi − ζi|‖v˜‖L2 + |zi − ζi|√r(t)),
et l’on conclut par sommation pour i parcourant 1 a` l, puis par inte´gration sur [0, t].
Finalement, observons que pour z ≤ 1 on a zϕ(z) ≤ ϕ(z2) et z ≤ ϕ(z). La conclusion
de la Proposition 2.5 se de´duit alors directement des deux e´tapes, ainsi que de la de´finition
de T0.
Le The´ore`me 2.1 est alors une conse´quence imme´diate du
Lemme 2.2. Pour tout p ≥ 1, on a
ϕ(z) ≤ p z1− 1p , ∀z ≥ 0,
ou` ϕ est la fonction de´finie a` la Proposition 1.2.
Supposons ce re´sultat vrai pour le moment et terminons la preuve du The´ore`me 2.1.
En invoquant la Proposition 2.5, on trouve l’ine´galite´
r(t) ≤ C
∫ t
0
p r(τ)
1− 1
p dτ, t ≤ T0,
qui apre`s inte´gration nous conduit a`
r(t) ≤ (Ct)p, ∀p ≥ 2, ∀t ≤ T0.
En faisant tendre p vers l’infini, on obtient dans un premier temps que r(t) ≡ 0 pour
tout t < min(T0, 1/C). Par de´finition de T0, on obtient donc r(t) ≡ 0 sur [0, T ∗], ou`
T ∗ = min(TC , 1/C). Puisque T ∗ est un nombre fixe, de´termine´ a priori, il ne reste plus qu’a`
re´ite´rer le raisonnement pre´ce´dent sur les intervalles [kT ∗, (k + 1)T ∗], k = 1, . . . , [T/T ∗],
pour conclure que r(t) ≡ 0 sur [0, T ], comme nous le de´sirions. ✷
De´monstration du Lemme 2.2. Le re´sultat est imme´diat lorsque z ≥ 1. Soit fp(z) =
z
1
p (1− ln z). Il nous suffit de montrer que fp(z) ≤ p.
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En calculant f ′p(z) = z
1
p
−1(1
p(1 − ln z) − 1
)
, on voit que f ′p(z) ≥ 0 si et seulement si
z ≤ e1−p. Ainsi, fp atteint son maximum en la valeur z = e1−p, d’ou`
fp(z) ≤ fp(e1−p) = pe
1
p
−1 ≤ p
pour p ≥ 1. Le re´sultat est de´montre´. ✷
2.4 Une approche lagrangienne.
Dans cette partie, nous pre´sentons une me´thode alternative pour de´montrer le The´o-
re`me 2.1. Contrairement a` la pre´ce´dente, cette me´thode fait appel a` la notion de trajectoire.
Soient T > 0 et (ω, z1, . . . , zl) une solution de (E) sur [0, T ] dont la donne´e initiale
(ω0, zi,0) ve´rifie les hypothe`ses du The´ore`me 2.1.
Soit ε > 0 un petit parame`tre tel que ε < R(T ) = min[0,T ]R(t), ou` t 7→ R(t) est
le rayon de´termine´ a` la Proposition 2.1. Soit Kε : R2 → R2 une fonction lipschitzienne,
borne´e, a` divergence nulle, qui co¨ıncide avec K en dehors de la boule B(0, ε) et qui ve´rifie∫
B(0,ε)Kε = 0.
On pre´tend que ω est solution faible de l’e´quation re´gularise´e
∂tω + div
(
(v +
l∑
i=1
diKε(x− zi(t))ω
)
= 0.
En effet, soit ϕ une fonction test, alors on a pour chaque i∫
R2
ωK (x− zi(t)) · ∇ϕdx
=
∫
B(zi(t),ε)
ωK (x− zi(t)) · ∇ϕdx+
∫
B(zi(t),ε)c
ωKε (x− zi(t)) · ∇ϕdx
=
∫
B(zi(t),ε)
ω
[
K (x− zi(t))−Kε (x− zi(t))
] · ∇ϕdx+ ∫
R2
ωKε (x− zi(t)) · ∇ϕdx.
En utilisant le fait que ω(t) ≡ αi dans la boule B(zi(t), ε) d’apre`s la Proposition 2.1, on
trouve ∫
B(zi(t),ε)
ω
[
K (x− zi(t))−Kε (x− zi(t))
] · ∇ϕdx
= αi
∫
B(zi(t),ε)
[
K (x− zi(t))−Kε (x− zi(t))
] · ∇ϕdx = 0,
ou` la dernie`re e´galite´ re´sulte d’une inte´gration par parties et du fait que K et Kε sont a`
divergence nulle.
Clairement, le champ v+
∑
diKε (· − zi) appartient a` L∞
(
[0, T ],QL(R2)
)
. Le deuxie`me
point du The´ore`me 1.2 assure en outre qu’il est continu en temps. Il en re´sulte l’existence
de trajectoires t 7→ Xε(x, t), de classe C1 sur [0, T ], ve´rifiant
d
dt
Xε(t, x) = v(t,Xε(t, x)) +
l∑
i=1
diKε
(
Xε(t, x)− zi(t)
)
, Xε(0, x) = x 6= z0,i.
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De plus, une transcription rapide de la preuve du dernier point du The´ore`me 1.2 implique
que ω est constant le long de ces trajectoires. Il suffit ainsi d’e´tablir l’unicite´ pour cette
formulation lagrangienne, ou` la partie singulie`re du champ de vitesse a e´te´ remplace´e par
un champ borne´ et lipschitzien.
Pour deux solutions (ω1, z) et (ω2, ζ) du syste`me mixte Euler-points vortex sur [0, T ]
dont la donne´e initiale (ω0, zi,0) ve´rifie les hypothe`ses du The´ore`me 2.1, choisissons ε < ρm,
ou` ρ(t) est de´fini par le Corollaire 2.1 et ρm = mint∈[0,T ] ρ(t). Notons X1ε et X2ε les flots
transportant ω1 et ω2 respectivement. On introduit la quantite´
h(t) =
1
‖ω0‖L1
∫
R2
|X1ε (t, x)−X2ε (t, x)||ω0(x)| dx+
l∑
i=1
|zi(t)− ζi(t)|, h(0) = 0,
alors h est lipschitzienne sur [0, T ]. Nous allons e´tablir pour h une ine´galite´ de type Gron-
wall.
Premie`re e´tape : estimation pour la partie re´gulie`re. On commence par la partie
inte´grale de h(t). On a
d
dt
∫
R2
|X1ε (t, x)−X2ε (t, x)||ω0(x)| dx =
∫
R2
X1ε −X2ε
|X1ε −X2ε |
· (X˙1ε − X˙2ε )|ω0(x)| dx
= I +
l∑
i=1
diJi,
ou` l’on a pose´
I =
∫
R2
X1ε −X2ε
|X1ε −X2ε |
· [v1(X1ε )− v2(X2ε )]|ω0(x)| dx
et
Ji =
∫
R2
X1ε −X2ε
|X1ε −X2ε |
· [Kε(X1ε − zi)−Kε(X2ε − ζi)]|ω0(x)| dx.
Estimation pour I. E´crivons I = I1 + I2, avec
I1 =
∫
R2
X1ε −X2ε
|X1ε −X2ε |
· [v1(X1ε )− v1(X2ε )]|ω0(x)| dx
et
I2 =
∫
R2
X1ε −X2ε
|X1ε −X2ε |
· [v1(X2ε )− v2(X2ε )]|ω0(x)| dx.
D’une part, la Proposition 1.2 applique´e a` v1 implique l’estimation
|I1| ≤ C
∫
R2
ϕ
(|X1ε (t, x)−X2ε (t, x)|) |ω0(x)| dx.
D’autre part, puisque Kε est a` divergence nulle, les flots X
i
ε pre´servent la mesure de
Lebesgue, d’ou`
vi(X
2
ε (x)) =
∫
R2
K
(
X2ε (x)− y
)
ωi(y) dy =
∫
R2
K
(
X2ε (x)−Xiε(y)
)
ω0(y) dy.
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Par conse´quent, on a
I2 =
∫
R2
|ω0(x)| dx X
1
ε −X2ε
|X1ε −X2ε |
·
∫
R2
[
K
(
X2ε (x)−X1ε (y)
)−K(X2ε (x)−X2ε (y))]ω0(y) dy,
et d’apre`s le the´ore`me de Fubini, on obtient
|I2| ≤
∫∫
R2×R2
∣∣K(X2ε (x)−X1ε (y))−K(X2ε (x)−X2ε (y))∣∣|ω0(y)||ω0(x)| dx dy
≤
∫
R2
|ω0(y)| dy
∫
R2
∣∣K(X2ε (x)−X1ε (y))−K(X2ε (x)−X2ε (y))∣∣|ω0(x)| dx
≤
∫
R2
|ω0(y)| dy
∫
R2
∣∣K(z −X1ε (y))−K(z −X2ε (y))∣∣|ω2(z)| dz,
ou` la dernie`re e´galite´ re´sulte du changement de variable z = X2ε (t, x). Ensuite, on a d’apre`s
la Proposition 1.2∫
R2
∣∣K(z −X1ε (y))−K(z −X2ε (y))∣∣|ω2(z)| dz ≤ Cϕ (|X1ε (y)−X2ε (y)|) ,
ce qui nous conduit a` l’estimation
|I2| ≤ C
∫
R2
ϕ
(|X1ε (t, y)−X2ε (t, y)|) |ω0(y)| dy.
Enfin, puisque ϕ est concave, on obtient en appliquant l’ine´galite´ de Jensen aux ine´ga-
lite´s pre´ce´dentes pour I1 et I2
|I| ≤ 2C‖ω0‖L1ϕ
(∫
R2
|X1ε (t, x)−X2ε (t, x)|‖ω0‖−1L1 |ω0(x)| dx
)
≤ Cϕ(h(t)).
Estimation pour Ji. Il suffit d’utiliser le fait que Kε est globalement lipschitzienne (de
constante de Lipschitz de´pendant bien suˆr de ε) pour obtenir
|Ji| ≤ C(ε)
(∫
R2
|X1ε (t, x)−X2ε (t, x)||ω0(x)| dx+ |zi(t)− ζi(t)|
)
≤ C(ε)h(t).
Seconde e´tape : estimation pour les points vortex. Dans un second temps, on
e´value la partie « ponctuelle » de h(t). Soit t ∈ [0, T ] en lequel toutes les trajectoires sont
de´rivables. La Proposition 1.1 pour K et la Proposition 1.2 pour v1 nous donnent
d
dt
|zi(t)− ζi(t)| ≤ |v1(zi)− v2(ζi)|+
∑
j 6=i
|dj |
∣∣K(zi − zj)−K(ζi − ζj)∣∣
≤ Cϕ (|zi − ζi|) + |(v1 − v2)(ζi)|+ Cδ−2
∑
j 6=i
(|zi − ζi|+ |zj − ζj |) ,
ou` δ est fournie par le Corollaire 2.1.
Dans le but d’estimer le deuxie`me terme du membre de droite, on utilise la Proposition
2.1 : puisque ωj(t) ≡ αi dans Bi = B(ζi(t), ε) pour j = 1 ou j = 2, on a
vj(ζi) =
∫
R2
K(ζi − y)ωj(y) dy
= αi
∫
Bi
K(ζi − y) dy +
∫
Bci
K(ζi − y)ωj(y) dy
=
∫
Bci
K(ζi − y)ωj(y) dy =
∫
R2
Kε(ζi − y)ωj(y) dy,
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car
∫
B(0,ε)K(z) dz =
∫
B(0,ε)Kε(z) dz = 0. Ensuite, on obtient a` l’aide des changements de
variable y = X1ε (x) et y = X
2
ε (x)
v1(ζi)− v2(ζi) =
∫
R2
Kε (ζi − y)ω1(y) dy −
∫
R2
Kε (ζi − y)ω2(y) dy
=
∫
R2
[
Kε
(
ζi −X1ε (x)
)−Kε (ζi −X2ε (x)) ]ω0(x) dx,
et par conse´quent
|(v1 − v2)(ζi)| ≤ C(ε)
∫
R2
|X1ε (x)−X2ε (x)||ω0(x)| dx.
En rassemblant les estimations pre´ce´dentes pour i variant de 1 a` l, on trouve enfin
d
dt
l∑
i=1
|zi(t)− ζi(t)| ≤ C[h(t) + ϕ(h(t))].
Fin de la de´monstration. Les calculs pre´ce´dents e´tablissent que pour presque tout
t ∈ [0, T ],
h′(t) ≤ C[h(t) + ϕ(h(t))], h(0) = 0.
Finalement, tant que h ≤ 1, on a h′(t) ≤ Cϕ(h(t)) pour une constante C et le Lemme 2.2
entraˆıne que h′(t) ≤ Cph(t)1− 1p pour tout p ≥ 2. Par le meˆme argument que celui de la
fin du Paragraphe 2.3.2, on conclut que h est identiquement nulle sur [0, T ]. ✷
Chapitre 3
E´volution en temps grand du
support du tourbillon dans le
syste`me mixte Euler-points vortex
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3.1 Introduction.
Dans ce chapitre, on s’inte´resse a` l’e´volution en temps grand du support de la partie
re´gulie`re du tourbillon ω dans le syste`me mixte Euler-points vortex. Afin d’assurer l’exis-
tence d’une solution globale, nous nous restreindrons dans un premier temps au cas d’un
seul point vortex d’intensite´ γ ∈ R∗ et nous pre´senterons l’adaptation au cas de plusieurs
points vortex a` la fin de ce chapitre. Nous utiliserons ici principalement la formulation
lagrangienne 
v = K ∗ ω,
z˙(t) = v(t, z(t)),
z(0) = z0,
φ˙t(x) = v(t, φt(x)) + γK
(
φt(x)− z(t)
)
,
φ0(x) = x, x 6= z0,
ω(t, φt(x)) = ω0(x).
(M)
Dans toute la suite, on notera ωt = ω(t, ·). Nous verrons que les re´sultats connus a` propos
des e´quations d’Euler classiques peuvent eˆtre pour la plupart ge´ne´ralise´s au proble`me
mixte (M).
Le fait que v soit uniforme´ment borne´e et ve´rifie ‖v‖∞ ≤ C‖ω0‖1/2L1 ‖ω0‖
1/2
L∞ implique
que |z(t)| croˆıt au plus line´airement en temps. Par ailleurs, des calculs imme´diats utilisant
la forme explicite de K conduisent a` la meˆme estimation pour la distance |φt(x) − z(t)|.
Dans le cas le plus ge´ne´ral, c’est-a`-dire sans aucune hypothe`se de signe pour ω0, nous
disposons donc de la premie`re ge´ne´ralisation suivante.
The´ore`me 3.1. Soit ω0 ∈ L∞c (R2) dont le support Λ0 est inclus dans B(0, R0) et soit
z0 ∈ R2. Soit (ω, z) une26 solution du syte`me couple´ Euler-point vortex (M). Alors pour
tout t ≥ 0, le support Λt de ωt ve´rifie
Λt ⊂ B(0, R(t)),
ou`
R(t) = |z0|+R0 + c‖ω0‖1/2L1 ‖ω0‖
1/2
L∞t
et c est une constante universelle.
De´sormais, nous conside´rons le cas ou` ω0 est de signe constant, par exemple positif.
Puisque ω est transporte´ par des trajectoires, il est clair que ω reste de signe constant,
positif, a` temps positif. A` l’instar du cas classique (γ = 0), on de´finit la masse
m0 + γ =
∫
R2
ωt(x) dx+ γ ≡
∫
R2
ω0(x) dx+ γ
d’une part, le centre d’inertie
c0 =
∫
R2
xωt(x) dx+ γz(t) ≡
∫
R2
xω0(x) dx+ γz0
26La solution si ω est initialement constant au voisinage de z0, en vertu du Chapitre 2.
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d’autre part, et finalement le moment angulaire
i0 =
∫
R2
|x|2ωt(x) dx+ γ|z(t)|2 ≡
∫
R2
|x|2ω0(x) dx+ γ|z0|2.
Nous montrerons que ces quantite´s sont conserve´es a` la Section 3.2.
Le principal re´sultat de ce chapitre est le
The´ore`me 3.2. Soit ω0 ∈ L∞c (R2) a` support compact Λ0 ⊂ B(0, R0) et tel que ω0 est de
signe constant positif. Soit z0 ∈ R2. On note
m0 =
∫
R2
ω0(x) dx > 0.
Soit γ un re´el tel que l’une des conditions suivantes soit re´alise´e :
(i) γ < 0 et |γ| > m0, ou bien
(ii) γ ≥ 0.
Soit (ω, z) une solution globale au syste`me mixte Euler-point vortex (M). Il existe une
constante C0 = C(m0, i0, c0, ‖ω0‖L∞ , R0, |z0|) telle que pour tout temps positif t, on a
Λt ⊂ B(0, R(t)),
ou` t 7→ R(t) est une fonction croissante telle que
R(t) ≤ C0(t
1
4 ln ln(t+ 2) + 1).
Strate´gie de de´monstration. Pour e´tablir ce re´sultat, nous adopterons la me´thode d’If-
timie, Gamblin et Sideris [20]. Pour une constante C0 ne de´pendant que dem0, i0, c0, ‖ω0‖L∞ , R0
et |z0| a` choisir ulte´rieurement, on introduit
r(t) = C0(t
1
4 ln ln(t+ 2) + 1).
Pour x0 ∈ Λ0, soit x(t, x0) ≡ x(t) la trajectoire issue de x0. Nous de´montrerons que
d
dt
|x(t)| ≤ C0|x(t)|3 si |x(t)| ≥ r(t), (P)
proprie´te´ qui implique la conclusion du The´ore`me 3.2. En effet, on peut supposer, quitte
a` accroˆıtre C0, que tout x0 ∈ Λ0 ve´rifie |x0| < r(0). Puisque r(t) croˆıt plus vite que t1/4,
on ve´rifie que, quitte a` augmenter C0 a` nouveau, (P) entraˆıne que |x(t)| ≤ r(t) pour tout
t ≥ 0. La conclusion s’ensuit, puisque ω est constant le long des trajectoires.
La proprie´te´ (P) est elle-meˆme une conse´quence des deux propositions suivantes, qui
seront e´tablies a` la Section 3.3.
Proposition 3.1. Il existe une constante K1, ne de´pendant que de m0, i0, c0, ‖ω0‖L∞ , R0
et |z0|, telle que pour tout x0 ∈ Λ0, on a
d|x(t)|
dt
≤ K1|x(t)|3 +K1
(∫
|y|≥ |x(t)|
2
ωt(y) dy
) 1
2
si |x(t)| ≥ K1.
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Lorsque |x| est suffisamment grand, la proposition suivante fournit une estimation de
la masse de tourbillon pre´sente en dehors de la boule B(0, |x|).
Proposition 3.2. Il existe une constante C0, de´pendant uniquement dem0, i0, c0, ‖ω0‖L∞ , R0
et |z0|, telle que si
r(t) ≤ r ≤ |z0|+R0 + c‖ω0‖1/2L1 ‖ω0‖
1/2
L∞t,
ou` c est une constante universelle et r(t) est de´fini par
r(t) = C0(t
1
4 ln ln(t+ 2) + 1),
alors (∫
|y|≥ r
2
ωt(y) dy
) 1
2 ≤ 2
r3
.
Remarque 3.1. Il est possible de remplacer la borne r−3 par C(k)r−k pour tout k > 0,
la borne r−3 est ne´anmoins suffisante pour de´montrer le The´ore`me 3.2.
3.2 Quelques re´sultats pre´liminaires.
3.2.1 Conservation.
Commenc¸ons par e´tablir les proprie´te´s de conservation mentionne´es dans l’introduc-
tion.
Proposition 3.3. Soient ω0 ∈ L∞c et z0 ∈ R2. Pour toute solution (ω, z) de (M), le centre
d’inertie
c =
∫
R2
xωt(x) dx+ γz(t)
et le moment angulaire
I =
∫
R2
|x|2ωt(x) dx+ γ|z(t)|2
sont constants.
De´monstration. Soient t > 0 et soit R > 0 tel que le support de ωs soit inclus dans B(0, R)
pour 0 ≤ s ≤ t. Soit χ une fonction lisse e´gale a` 1 sur B(0, R) et nulle a` l’exte´rieur de
B(0, 2R). Soient Φ(x) = xkχ(x), k = 1, 2 et Φ(x) = |x|2χ(x) respectivement. On sait que∫
R2
Φ(x)ωt(x) dx =
∫
R2
Φ(x)ω0(x) +
∫ t
0
∫
R2
ωs
[
v(s, x) + γK(x− z(s))] · ∇Φ dx ds.
En tenant compte du fait que∫
R2
ωs(x)v(s, x) dx =
∫∫
R2×R2
K(x− y)ωs(x)ωs(y) dx dy = 0
et ∫
R2
ωs(x)v(s, x) · x =
∫∫
R2×R2
K(x− y) · xωs(x)ωs(y) dx dy = 0
par e´change de x et y et graˆce a` l’identite´ K(z) · z = 0, puis en utilisant l’EDO ve´rifie´e
par z(t), on aboutit a` la conclusion.
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Rappelons pour conclure ce paragraphe le
Lemme 3.1 (Proposition 1.2 ou [20], Lemme 2.1). Soient S ⊂ R2 et f ∈ L1(S)∩L∞(S).
Alors pour tout x ∈ R2, ∫
S
|f(y)|
|x− y| dy ≤ C‖f‖
1/2
L1(S)
‖f‖1/2L∞(S),
pour une constante C.
3.2.2 Bornes sur le moment d’inertie et le point vortex.
L’objectif de ce paragraphe est de montrer que l’une et l’autre des hypothe`ses (i) et
(ii) du The´ore`me 3.2 impliquent que le moment d’inertie
ı˜ = ı˜(t) =
∫
R2
|x|2ωt(x) dx
correspondant a` la partie re´gulie`re du tourbillon est borne´, ce qui permet de se ramener
au cas classique γ = 0. De par la de´finition de i0, ı˜(t) est borne´ si γ est positif. On se
restreindra donc dore´navant a` l’hypothe`se (i) du the´ore`me.
Dans toute la suite, on supposera, quitte a` changer de coordonne´es, que
c0 = 0.
Proposition 3.4. Il existe une constante K2 = K2(m0, c0, i0) telle que
|z(t)| ≤ K2, ∀t ≥ 0.
De´monstration. Par positivite´ de ωt, on a
0 ≤
∫
R2
|x− z(t)|2ωt(x) dx,
d’ou`
0 ≤
∫
R2
|x|2ωt(x) dx+
(∫
R2
ωt(x) dx
)
|z(t)|2 − 2z(t) ·
∫
R2
xωt(x) dx.
En introduisant les quantite´s m0, c0 = 0 et i0, on obtient
0 ≤ i0 − γ|z(t)|2 +m0|z(t)|2 + 2γ|z(t)|2,
d’ou` le re´sultat puisque γ +m0 < 0.
En combinant la Proposition 3.4 et le fait que i0 est constant, on obtient imme´diatement
le
Corollaire 3.1. Il existe une constante K3 = K3(m0, i0, c0) telle que
ı˜(t) =
∫
R2
|x|2ωt(x) dx ≤ K3, ∀t ≥ 0.
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3.3 De´monstration des Propositions 3.1 et 3.2.
Dans toute cette section, C de´signera une constante de´pendant uniquement de ω0 et z0,
plus pre´cise´ment de m0, i0, c0, ‖ω0‖L∞ , R0 et |z0|, pouvant e´ventuellement changer d’une
ligne a` l’autre.
3.3.1 De´monstration de la Proposition 3.1.
On souhaite e´tablir une borne pour d|x(t)|/dt lorsque x(t) est proche de ∂B(0, R(t)).
D’apre`s le syste`me (M), x(t) subit l’influence du champ de vitesse v = K ∗ ω, pour lequel
on dispose des estimations de [20], et du champ cre´e´ par le point vortex. Quitte a` accroˆıtre
K1, on peut supposer que K1 ≥ 2K2, ou` K2 est la borne introduite a` la Proposition 3.4.
Ainsi, lorsque |x(t)| ≥ K1, le champ K(x(t)− z(t)) se comporte presque comme le champ
K(x(t)), qui n’a pas d’influence sur l’accroissement de |x(t)|.
En utilisant le syste`me (M), on calcule
d|x(t)|
dt
=
x
|x| ·
dx
dt
=
x
|x| · v(t, x) + γ
x
|x| ·K(x− z(t))
=
x
2π|x| ·
∫
R2
(x− y)⊥
|x− y|2 ωt(y) dy + γ
x
2π|x| ·
(x− z)⊥
|x− z|2 .
En introduisant le centre d’inertie dans le membre de droite, on obtient
d|x(t)|
dt
=
x
2π|x| ·
∫
R2
(x− y)⊥
(
1
|x− y|2 −
1
|x|2
)
ωt(y) dy
+ γ
x
2π|x| · (x− z)
⊥
(
1
|x− z|2 −
1
|x|2
)
+
1
|x|2
x
2π|x| ·
(∫
R2
(x− y)⊥ωt(y) dy + γ(x− z)⊥
)
.
Comme c0 = 0, on a
x
2π|x|3 ·
(∫
R2
(x− y)⊥ωt(y) dy + γ(x− z)⊥
)
= − x
2π|x|3 ·
(∫
R2
y⊥ωt(y) dy + γz⊥
)
= − x
2π|x|3 · c
⊥
0
= 0,
ce qui nous donne
d|x(t)|
dt
=
x
2π|x| ·
∫
R2
(x− y)⊥ y · (2x− y)|x|2|x− y|2ωt(y) dy + γ
x
2π|x| · (x− z)
⊥ z · (2x− z)
|x|2|x− z|2 .
Commenc¸ons par estimer la contribution de la partie re´gulie`re du tourbillon. Puisque ωt
est positif, on de´duit directement du Corollaire 3.1 et de l’ine´galite´ (5) de [20] l’estimation
∣∣∣ x
2π|x| ·
∫
R2
(x− y)⊥ y · (2x− y)|x|2|x− y|2ωt(y) dy
∣∣∣ ≤ C|x|3 + C
(∫
|y|≥ |x|
2
|ωt(y)| dy
)1/2
.
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Afin d’estimer la contribution du point vortex, on observe que x · (x− z)⊥ = −x · z⊥,
d’ou` ∣∣∣ x|x| · (x− z)⊥ z · (2x− z)|x|2|x− z|2 ∣∣∣ ≤ |z|2|2x− z||x|2|x− z|2 .
Par ailleurs, le fait que |x| ≥ 2K2 ≥ 2|z| implique que |x− z| ≥ |x|/2 et en particulier
|2x− z| ≤ |x|+ |x− z| ≤ 3|x− z|.
Enfin, en utilisant le fait que |z(t)| est borne´e, on obtient∣∣∣ x|x| · (x− z)⊥ z · (2x− z)|x|2|x− z|2 ∣∣∣ ≤ C|x|3 ,
et la Proposition 3.1 est de´montre´e. ✷
3.3.2 De´monstration de la Proposition 3.2.
La de´monstration qui suit est une adaptation au syste`me mixte (γ 6= 0) de la de´mons-
tration de la Proposition 2.1 de [20] (γ = 0).
Conside´rons les fonctions27
f : t 7→ exp(−e−t) et φr(x) = f
( |x|2 − r2
λr2
)
,
puis
fr(t) =
∫
R2
φr(x)ωt(x) dx,
ou` 0 < λ < 1 est un parame`tre a` de´terminer. Comme f est croissante,
fr(t) ≥
∫
|x|≥r
f
( |x|2 − r2
λr2
)
ωt(x) dx ≥ f(0)
∫
|x|≥r
ωt(x) dx,
et nous voyons qu’il suffit d’obtenir une estimation sur fr(t).
On se servira par la suite des proprie´te´s suivantes pour f . D’une part,
0 < f ′(y) ≤ f(y) et |f ′′(y)| ≤ Cf(y), pour y ≥ 0, (3.1)
et d’autre part, pour p ≥ 1,
0 < f ′(y) ≤ Cp2f(y)1− 1p et |f ′′(y)| ≤ Cp2f(y)1− 1p , pour y ≤ 0. (3.2)
Enfin, pour tout y0 ∈ R, on a
f ′(y) ≤ C exp(−1
2
e−y0), ∀y ≤ y0. (3.3)
Nous e´tablirons pour commencer quelques lemmes pre´liminaires.
27Dans [20], le choix de f(t) = e
t
1+et
me`ne a` des estimations le´ge`rement diffe´rentes, voir ci-apre`s.
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Lemme 3.2. Il existe une constante K4 = K4(m0, i0, ‖ω0‖L∞ , R0, |z0|) telle que pour tous
r ≥ K4 et p ≥ 1,
f ′r(t) ≤ K4
(
exp(−12 exp( 34λ))
λr2
+
fr(t)
λ2r4
+
p2
λ2r
4+ 2
p
fr(t)
1− 1
p
)
.
De´monstration. Le syste`me (M) en formulation faible s’e´crit
f ′r(t) =
∫
R2
∇φr(x) ·
[
v(x) + γK(x− z(t))]ωt(x) dx
=
∫
R2
∇φr(x) · v(x)ωt(x) dx+ γ
∫
R2
∇φr(x) ·K(x− z(t))ωt(x) dx
= I + J.
En inse´rant la formule de Biot-Savart v = K ∗ ω, on exprime les termes I et J sous la
forme
I =
1
πλr2
∫∫
R2×R2
f ′
( |x|2 − r2
λr2
)
x · (x− y)⊥
|x− y|2 ωt(x)ωt(y) dx dy
et
J =
γ
πλr2
∫
R2
f ′
( |x|2 − r2
λr2
)
x · (x− z(t))⊥
|x− z(t)|2 ωt(x) dx
=
γ
πλr2
∫
R2
f ′
( |x|2 − r2
λr2
)
x⊥ · z(t)
|x− z(t)|2ωt(x) dx.
On conside`re la de´composition R4 = Ω1 ∪ Ω2 ∪ Ω3, ou`
Ω1 = {(x, y); |x| ≤ r2}
Ω2 = {(x, y); |x| ≥ r2 et |y| ≤ r4}
Ω3 = {(x, y); |x| ≥ r2 et |y| ≥ r4}.
On introduit e´galement l’ensemble
Ω4 = {(x, y); |x| ≥ r
4
et |y| ≥ r
4
} ⊃ Ω3,
de sorte que Ω4 \ Ω3 ⊂ Ω1. Enfin, on pose
L(x, y) =
1
πλr2
f ′
( |x|2 − r2
λr2
)
x⊥ · y
|x− y|2ωt(x)ωt(y)
M(x, y) =
1
πλr2
f ′
( |x|2 − r2
λr2
)
x⊥ · y
|x|2 ωt(x)ωt(y)
N(x, y) =
1
πλr2
f ′
( |x|2 − r2
λr2
)
x⊥ · y
(
1
|x− y|2 −
1
|x|2
)
ωt(x)ωt(y),
alors L =M +N et
I =
∫
R4
L =
∫
Ω1
L+
∫
Ω2
L+
∫
Ω4
L−
∫
Ω4\Ω3
L.
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En incorporant les quantite´s M(x, y) et N(x, y), on obtient∫
Ω2
L =
∫
Ω2
M +
∫
Ω2
N
=
∫
|x|≥ r
2
y∈R2
f ′
( |x|2 − r2
λr2
)
x⊥ · y
|x|2 ωt(x)ωt(y) dx dy −
∫
Ω3
M +
∫
Ω2
N
= −γ
∫
|x|≥ r
2
f ′
( |x|2 − r2
λr2
)
x⊥ · z(t)
|x|2 ωt(x) dx−
∫
Ω3
M +
∫
Ω2
N,
ou` on a inse´re´ l’identite´ c0 = 0 dans la dernie`re e´galite´.
Finalement, puisque f ′r(t) = I +J , on trouve en rassemblant et regroupant les e´galite´s
pre´ce´dentes
f ′r(t) = gr(t) + hr(t),
ou` gr(t) est la contribution de la partie re´gulie`re du tourbillon, de´finie par
gr(t) =
∫
Ω1
L+
∫
Ω2
N −
∫
Ω3
M +
∫
Ω4
L−
∫
Ω4\Ω3
L,
et hr(t) est la contribution du point vortex, de´finie par
hr(t) =
γ
πλr2
[ ∫
R2
f ′
( |x|2 − r2
λr2
)
x⊥ · z(t)
|x− z(t)|2ωt(x) dx
−
∫
|x|≥ r
2
f ′
( |x|2 − r2
λr2
)
x⊥ · z(t)
|x|2 ωt(x) dx
]
.
Dans la suite de la preuve, on e´value chacune des inte´grales pre´ce´dentes se´pare´ment.
Premie`re e´tape : estimation de
∫
Ω1
L.
Puisque dans Ω1, on a
|x|2 − r2
λr2
≤ − 3
4λ
, l’ine´galite´ (3.3) implique que
|L(x, y)| ≤ C exp(−
1
2 exp(
3
4λ))
λr2
|x⊥ · (x− y)|
|x− y|2 ωt(x)ωt(y),
d’ou` ∣∣∣ ∫
Ω1
L(x, y) dx dy
∣∣∣ ≤ C
λr2
exp
(− 1
2
exp(
3
4λ
)
) ∫
R2
|x|
(∫
R2
ωt(y)
|x− y| dy
)
ωt(x) dx.
En utilisant le Lemme 3.1, le Corollaire 3.1 et l’ine´galite´ de Cauchy-Schwarz, on trouve
donc ∣∣∣ ∫
Ω1
L(x, y) dx dy
∣∣∣ ≤ C
λr2
exp
(− 1
2
exp(
3
4λ
)
)
.
Deuxie`me e´tape : estimation de
∫
Ω4\Ω3 L.
Puisque Ω4 \ Ω3 ⊂ Ω1, l’e´tape pre´ce´dente donne directement∣∣∣ ∫
Ω4\Ω3
L(x, y) dx dy
∣∣∣ ≤ C
λr2
exp
(− 1
2
exp(
3
4λ
)
)
.
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Troisie`me e´tape : estimation de
∫
Ω3
M .
Par une estimation directe, on obtient∣∣∣ ∫
Ω3
M(x, y) dx dy
∣∣∣ ≤ C
λr2
∫
Ω3
f ′
( |x|2 − r2
λr2
) |y|
|x|ωt(x)ωt(y) dx dy
≤ C
λr3
(∫
|y|≥ r
4
|y|ωt(y) dy
)∫
|x|≥ r
2
f ′
( |x|2 − r2
λr2
)
ωt(x) dx.
Or, d’apre`s le Corollaire 3.1, on a∫
|y|≥ r
4
|y|ωt(y) dy ≤ C
r
∫
R2
|y|2ωt(y) dy ≤ C
r
,
donc ∣∣∣ ∫
Ω3
M(x, y) dx dy
∣∣∣ ≤ C
λr4
∫
|x|≥ r
2
f ′
( |x|2 − r2
λr2
)
ωt(x) dx
≤ C
λr4
∫
|x|≥ r
4
f ′
( |x|2 − r2
λr2
)
ωt(x) dx.
On e´value a` pre´sent l’inte´grale
jr(t) =
∫
|x|≥ r
4
f ′
( |x|2 − r2
λr2
)
ωt(x) dx
en fonction de fr(t). A` cette fin, posons
jr(t) = j1 + j2,
ou`
j1 =
∫
|x|≥r
f ′
( |x|2 − r2
λr2
)
ωt(x) dx et j2 =
∫
r
4
≤|x|≤r
f ′
( |x|2 − r2
λr2
)
ωt(x) dx.
Lorsque |x| ≥ r, on a f ′
( |x|2−r2
λr2
)
≤ f
( |x|2−r2
λr2
)
d’apre`s (3.1), il s’ensuit que
j1 ≤ fr(t).
Par ailleurs, lorsque
r
4
≤ |x| ≤ r, (3.2) assure que pour tout p ≥ 1
f ′
( |x|2 − r2
λr2
)
≤ Cp2f
( |x|2 − r2
λr2
)1− 1
p
,
d’ou`, apre`s utilisation de l’ine´galite´ de Ho¨lder puis du Corollaire 3.1,
j2 ≤ Cp2
∫
|x|≥ r
4
φr(x)
1− 1
pωt(x) dx
≤ Cp2
(∫
|x|≥ r
4
φr(x)ωt(x) dx
)1− 1
p
(∫
|x|≥ r
4
ωt(x) dx
) 1
p
≤ Cp
2
r
2
p
fr(t)
1− 1
p .
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Les estimations pre´ce´dentes pour j1 et j2 nous me`nent finalement a`∫
|x|≥ r
4
f ′
( |x|2 − r2
λr2
)
ωt(x) dx ≤ Cfr(t) + Cp
2
r
2
p
fr(t)
1− 1
p , (3.4)
dont on de´duit que ∣∣∣ ∫
Ω3
M(x, y) dx dy
∣∣∣ ≤ Cfr(t)
λr4
+
Cp2
λr
4+ 2
p
fr(t)
1− 1
p .
Quatrie`me e´tape : estimation de
∫
Ω2
N .
Pour (x, y) ∈ Ω2, on a |x− y| ≥ |x|/2 d’ou`
|2x− y| ≤ 3|x− y|,
donc
|x · (x− y)⊥y · (2x− y)|
|x− y|2|x|2 =
|y · (x− y)⊥y · (2x− y)|
|x− y|2|x|2 ≤ C
|x− y|2|y|2
|x− y|2|x|2 ≤
C
r2
|y|2.
En invoquant le Corollaire 3.1, on obtient par conse´quent∣∣∣ ∫
Ω2
N(x, y) dx dy
∣∣∣ ≤ C
λr4
∫
|x|≥ r
2
f ′
( |x|2 − r2
λr2
)
ωt(x) dx,
soit, d’apre`s (3.4), ∣∣∣ ∫
Ω2
N(x, y) dx dy
∣∣∣ ≤ Cfr(t)
λr4
+
Cp2
λr
4+ 2
p
fr(t)
1− 1
p .
Cinquie`me e´tape : estimation de
∫
Ω4
L.
On tire parti du fait que Ω4 est syme´trique en e´crivant∫
Ω4
L(x, y) dx dy =
1
2
∫
Ω4
[
L(x, y) + L(y, x)
]
dx dy.
Or x · (x− y)⊥ = y · (x− y)⊥ = x⊥ · y = −x · y⊥, d’ou`
L(x, y) + L(y, x) =
1
πλr2
[
f ′
( |x|2 − r2
λr2
)
− f ′
( |y|2 − r2
λr2
)] x⊥ · y
|x− y|2ωt(x)ωt(y)
= S(x, y).
De meˆme que pour Ω2, e´crivons Ω4 = Ω
′
4 ∪ Ω′′4, ou`
Ω′4 = {(x, y) ∈ Ω4; |x− y| ≥
|x|
2
} et Ω′′4 = {(x, y) ∈ Ω4; |x− y| ≤
|x|
2
}.
D’une part, on a par croissance de f∣∣∣ ∫
Ω′4
S(x, y) dx dy
∣∣∣ ≤ C
λr2
∫
Ω′4
[
f ′
( |x|2 − r2
λr2
)
+ f ′
( |y|2 − r2
λr2
)] |x|
|x− y|ωt(x)ωt(y) dx dy
≤ C
λr2
∫
Ω4
[
f ′
( |x|2 − r2
λr2
)
+ f ′
( |y|2 − r2
λr2
)]
ωt(x)ωt(y) dx dy
≤ C
λr2
∫
Ω4
f ′
( |x|2 − r2
λr2
)
ωt(x)ωt(y) dx dy.
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Rappelons qu’en vertu du Corollaire 3.1, on a
∫
|y|≥r/4 ωt(y) dy ≤ Cr−2, et on en de´duit
que ∣∣∣ ∫
Ω′4
S(x, y) dx dy
∣∣∣ ≤ C
λr4
∫
|x|≥ r
4
f ′
( |x|2 − r2
λr2
)
ωt(x) dx.
L’ine´galite´ (3.4) donne finalement∣∣∣ ∫
Ω′4
S(x, y) dx dy
∣∣∣ ≤ Cfr(t)
λr4
+
Cp2
λr
4+ 2
p
fr(t)
1− 1
p .
Par ailleurs, pour (x, y) ∈ Ω′′4, on a |x| ∼ |y| : en effet, puisque |x − y| ≤ |x|/2, on a
d’une part |x| ≥ |y| − |x− y| ≥ |y| − |x|/2, et d’autre part |x| ≤ |x− y|+ |y| ≤ |x|/2 + |y|,
donc
2|y|
3
≤ |x| ≤ 2|y|.
Ensuite, le the´ore`me des accroissements finis assure qu’il existe ξ ∈ [ |x|
2 − r2
λr2
,
|y|2 − r2
λr2
]
tel que
f ′
( |x|2 − r2
λr2
)
− f ′
( |y|2 − r2
λr2
)
= f ′′(ξ)
|x|2 − |y|2
λr2
.
On en de´duit que∣∣∣ ∫
Ω′′4
S(x, y) dx dy
∣∣∣ ≤ C
λ2r4
∫
Ω′′4
|f ′′(ξ)| |x− y||x+ y||x||x− y| ωt(x)ωt(y) dx dy
≤ C
λ2r4
∫
Ω′′4
|f ′′(ξ)||x|2ωt(x)ωt(y) dx dy.
On remarque que si ξ < 0, on a |f ′′(ξ)| ≤ Cp2f(ξ)1− 1p pour tout p ≥ 1, alors que si ξ ≥ 0
on a |f ′′(ξ)| ≤ Cf(ξ). Finalement, on a
|f ′′(ξ)| ≤ C(p2f(ξ)1− 1p + f(ξ)), ∀ξ ∈ R.
Or, par croissance de f , on a
f(ξ) ≤ f
( |x|2 − r2
λr2
)
+ f
( |y|2 − r2
λr2
)
= φr(x) + φr(y),
d’ou`, d’apre`s l’ine´galite´ de Ho¨lder et le Corollaire 3.1,
p2
∫
Ω′′4
|f(ξ)|1− 1p |x|2ωt(x)ωt(y) dx dy
≤ p2
∫
Ω′′4
(
φr(x) + φr(y)
)1− 1
p |x|2ωt(x)ωt(y) dx dy
≤ Cp2
(∫
Ω′′4
(
φr(x) + φr(y)
)
|x|2ωt(x)ωt(y) dx dy
)1− 1
p
·
(∫
Ω′′4
|x|2ωt(x)ωt(y) dx dy
) 1
p
≤ Cp
2
r
2
p
(∫
Ω′′4
(
φr(x) + φr(y)
)
|x|2ωt(x)ωt(y) dx dy
)1− 1
p
.
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Ensuite, en utilisant le fait que |x| ∼ |y| dans Ω′′4, on trouve∫
Ω′′4
(
φr(x) + φr(y)
)
|x|2ωt(x)ωt(y) dx dy ≤ C
∫
Ω′′4
φr(x)|x|2ωt(x)ωt(y) dx dy
≤
∫
R2
φr(x)ωt(x)
(
|x|2
∫
|y|≥ |x|
2
ωt(y) dy
)
≤ Cfr(t),
ou` la dernie`re ine´galite´ est une fois de plus une conse´quence du Corollaire 3.1. Finalement,
on obtient en rassemblant les ine´galite´s pre´ce´dentes∣∣∣ ∫
Ω′′4
S(x, y) dx dy
∣∣∣ ≤ Cfr(t)
λ2r4
+
Cp2
λ2r
4+ 2
p
fr(t)
1− 1
p .
Sixie`me e´tape : estimation de hr(t).
On e´crit hr(t) sous la forme
hr(t) =
C
λr2
∫
|x|≥ r
2
f ′
( |x|2 − r2
λr2
)
x⊥ · z
(
1
|x− z|2 −
1
|x|2
)
ωt(x) dx
+
C
λr2
∫
|x|≤ r
2
f ′
( |x|2 − r2
λr2
)
x⊥ · z
|x− z|2ωt(x) dx
= h1(t) + h2(t).
On suppose que K4 ≥ 4K2, ou` K2 est de´finie a` la Proposition 3.4. On note que si r ≥ K4 et
si |x| ≥ r/2 alors |x| ≥ 2|z|, donc en particulier |x− z| ≥ |x|/2. Ainsi, on a pour |x| ≥ r/2∣∣∣∣x⊥ · z( 1|x− z|2 − 1|x|2
)∣∣∣∣ = |x⊥ · z||z · (2x− z)||x− z|2|x|2 ≤ Cr2 .
On en de´duit que
h1(t) ≤ C
λr4
∫
|x|≥ r
2
f ′
( |x|2 − r2
λr2
)
ωt(x) dx,
soit, d’apre`s (3.4),
h1(t) ≤ Cfr(t)
λr4
+
Cp2
λr
4+ 2
p
fr(t)
1− 1
p .
Par ailleurs, en reprenant les calculs de la premie`re e´tape, on obtient pour |x| ≤ r/2
f ′
( |x|2 − r2
λr2
) |x⊥ · z|
|x− z|2 ≤ exp
(− 1
2
exp(
3
4λ
)
) |z|
|x− z| ,
et il s’ensuit que
h2(t) ≤
C exp
(− 12 exp( 34λ))
λr2
∫
R2
|z|
|x− z|ωt(x) dx.
En utilisant finalement le Lemme 3.1 ainsi que la Proposition 3.4, on obtient
h2(t) ≤
C exp(−12 exp( 34λ))
λr2
.
Septie`me e´tape : fin de la preuve du Lemme 3.2.
En rassemblant les ine´galite´s e´tablies aux e´tapes pre´ce´dentes, on parvient a` la conclusion
du Lemme 3.2.
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A` l’aide du Lemme 3.2, on peut alors e´tablir le re´sultat suivant.
Lemme 3.3. Il existe une constante K5 = K5(m0, i0, R0, ‖ω0‖L∞ , |z0|) ≥ K4 telle que
pour tout r ve´rifiant
r ≥ K5(t
1
4 ln ln r + 1),
on a ∫
|x|≥r
ωt(x) dx ≤ Cfr(t) et fr(t) ≤ 1
r2 ln r
.
De´monstration. La premie`re ine´galite´ est vraie pour tout r ≥ 0 et l’on passe directement
a` la seconde. Choisissons 0 < λ < 1 de sorte que
exp
(− 1
2
exp(
3
4λ
)
)
=
1
r5
,
c’est-a`-dire
λ−1 = c0 + c1 ln ln(r),
ou` c0, c1 > 0. Si r ≥ 2R0, ou` R0 est de´fini au The´ore`me 3.2, on obtient d’apre`s (3.3)
fr(0) =
∫
R2
f
( |x|2 − r2
λr2
)
ω0(x) dx ≤ m0 exp
(− 1
2
exp(
3
4λ
)
)
<
1
5r2 ln r
de`s que r ≥ C est suffisamment grand.
Soit ensuite T (r, p) > 0 de´fini par la formule
K4p
2T (r, p)
λ2r6(ln r)
1− 1
p
=
1
5r2 ln r
,
ou` K4 est la constante introduite au Lemme 3.2. Enfin, soit
T ∗ = sup{0 ≤ t ≤ T (r, p) tel que fr(t) < 1
r2 ln r
}.
D’apre`s le Lemme 3.2, on a, quitte a` augmenter K4,
f ′r(t) ≤ K4
(
1
λr7
+
1
λ2r6 ln r
+
p2
λ2r6(ln r)
1− 1
p
)
≤ 3K4p
2
λ2r6(ln r)
1− 1
p
, ∀t ∈ [0, T ∗],
pour tout r ≥ K4. On obtient donc
fr(T
∗) ≤ fr(0) + 3K4p
2T (r, p)
λ2r6 ln r
1− 1
p
≤ 4
5r2 ln r
<
1
r2 ln r
,
et il s’ensuit que T ∗ = T (r, p). Choisissons finalement
p = ln ln r,
de sorte que (ln r)
− 1
p = e−1 et T (r, p) = T (r) ≥ C−4r4(ln ln r)−4. Par suite, on a pour
r ≥ max(K4, C) :
fr(t) ≤ 1
r2 ln r
, ∀t ≤ C−4r4(ln ln r)−4.
Finalement, on choisit K5 ≥ max(K4, C) et l’on parvient a` la conclusion.
3.3. De´monstration des Propositions 3.1 et 3.2. 73
Le Lemme 3.3 permet d’e´tablir une estimation portant cette fois sur la fonction
gr(t) =
∫
R2
ψr(x)ωt(x) dx =
∫
R2
η
( |x|2 − r2
µr2
)
ωt(x) dx,
ou` 0 < µ < 1 est un parame`tre a` de´terminer convenablement et
η(s) =
es
1 + es
, s ∈ R.
Les fonctions η et gr sont pre´cise´ment celles qui ont e´te´ utilise´es dans [20]. Par croissance
de η, la masse de tourbillon pre´sente en dehors d’une boule de rayon r est controˆle´e par
gr graˆce a` l’ine´galite´ ∫
|x|≥r
ωt(x) dx ≤ η(0)−1gr(t).
Les estimations de [20], qu’adaptent celles de la Proposition 3.2 ou du Lemme 3.2, s’ap-
puient sur les proprie´te´s de de´croissance de η et de ses de´rive´es :
η′(s) ≤ min(η(s), e−|s|), |η′′(s)| ≤ η(s), ∀s ∈ R.
Notre re´sultat est le suivant
Lemme 3.4. Il existe une constante K6 = K6(m0, i0, R0, ‖ω0‖L∞ , |z0|) ≥ K5 telle que si
r ≥ K6(t
1
4 ln ln r + 1),
alors
g′r(t) ≤ K6
(
exp(− 34µ)
µr2
+
gr(t)
µr4
+
gr(t)
µ2r4 ln r
)
.
Remarque 3.2. Dans [20], l’ine´galite´ e´tablie pour gr est
g′r(t) ≤ C
(
exp(− 12µ)
µr2
+
gr(t)
µ2r4
)
,
l’estimation du Lemme 3.4 en constitue donc une le´ge`re ame´lioration.
De´monstration. Celle-ci consiste a` suivre pas a` pas la de´monstration du Lemme 3.2, en
remplac¸ant fr par gr, λ par µ, f par η et φr par ψr. On reprend les notations de la
de´monstrations du Lemme 3.2, notamment les quantite´s L,M,N et les espaces Ωi, i =
1, 2, 3, 4.
Premie`re et deuxie`me e´tapes : estimation de
∫
Ω1
L et
∫
Ω4\Ω3 L.
Ici, le fait que η′(s) ≤ e−|s| entraˆıne que∣∣∣ ∫
Ω1
L(x, y) dx dy
∣∣∣ ≤ C
µr2
exp
(− 3
4µ
)
.
Troisie`me e´tape : estimation de
∫
Ω3
M .
De meˆme qu’a` la troisie`me e´tape de la de´monstration du Lemme 3.2, on a∣∣∣ ∫
Ω3
M(x, y) dx dy
∣∣∣ ≤ C
µr4
∫
|x|≥ r
2
η′
( |x|2 − r2
µr2
)
ωt(x) dx,
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et comme η′ ≤ η on trouve ∣∣∣ ∫
Ω3
M(x, y) dx dy
∣∣∣ ≤ Cgr(t)
µr4
.
Quatrie`me e´tape : estimation de
∫
Ω2
N .
En copiant les calculs de la quatrie`me e´tape de la preuve du Lemme 3.2, on obtient a`
nouveau ∣∣∣ ∫
Ω2
N(x, y) dx dy
∣∣∣ ≤ C
µr4
∫
|x|≥ r
2
η′
( |x|2 − r2
µr2
)
ωt(x) dx,
soit, puisque η′ ≤ η, ∣∣∣ ∫
Ω2
N(x, y) dx dy
∣∣∣ ≤ Cgr(t)
µr4
.
Cinquie`me e´tape : estimation de
∫
Ω4
L.
Toujours en utilisant le fait que η′ ≤ η, on obtient directement∣∣∣ ∫
Ω′4
S(x, y) dx dy
∣∣∣ ≤ Cgr(t)
µr4
.
Par ailleurs, ∣∣∣ ∫
Ω′′4
S(x, y) dx dy
∣∣∣ ≤ C
µ2r4
∫
Ω′′4
|η′′(ξ)||x|2ωt(x)ωt(y) dx dy,
ou` ξ ∈ [ |x|
2 − r2
λr2
,
|y|2 − r2
λr2
]. Puisque |η|′′ ≤ η et puisque η est croissante, on obtient
∣∣∣ ∫
Ω′′4
S(x, y) dx dy
∣∣∣ ≤ C
µ2r4
∫
Ω′′4
(
ψr(x) + ψr(y)
)
|x|2ωt(x)ωt(y) dx dy
≤ C
µ2r4
∫
Ω′′4
ψr(x)|x|2ωt(x)ωt(y) dx dy
≤ C
µ2r4
∫
|x|≥ r
4
ψr(x)ωt(x)
(
|x|2
∫
|y|≥ |x|
2
ωt(y) dy
)
.
Rappelons que K5 est la constante de´finie au Lemme 3.3. On peut ve´rifier que l’on peut
choisir C˜ ≥ K5 de sorte que si r ≥ C˜(t 14 ln ln r + 1) et si x ve´rifie |x| ≥ r/4, alors
|x|
2
≥ K5
(
t
1
4 ln ln
( |x|
2
)
+ 1
)
.
Ainsi, le Lemme 3.3 garantit que∫
|y|≥ |x|
2
ωt(y) dy ≤ C( |x|
2
)2
ln
( |x|
2
) ≤ C|x|2 ln r .
Finalement, de`s lors que r ≥ C˜(t 14 ln ln r + 1), on a∣∣∣ ∫
Ω′′4
S(x, y) dx dy
∣∣∣ ≤ Cgr(t)
µ2r4 ln r
.
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Sixie`me e´tape : estimation de hr(t).
En copiant la sixie`me e´tape de la de´monstration du Lemme 3.2, on parvient a`
hr(t) ≤
C exp
(− 34λ)
µr2
+
Cgr(t)
µr4
.
Septie`me e´tape : fin de la preuve du Lemme 3.4.
En rassemblant les re´sultats des e´tapes pre´ce´dentes, on trouve
g′r(t) ≤ C
(
exp
(− 34µ)
µr2
+
gr(t)
µr4
+
gr(t)
µ2r4 ln r
)
,
pour tout r ≥ C˜(t 14 ln ln r + 1). La conclusion du Lemme 3.4 est finalement obtenue en
choisissant K6 ≥ max(C, C˜).
Graˆce aux lemmes pre´ce´dents, on est a` meˆme de comple´ter la
De´monstration de la Proposition 3.2.
Supposons que r ≥ K6(t 14 ln ln r + 1), ou` K6 est la constante de´finie au Lemme 3.4. Dans
ce dernier, choisissons µ de sorte que exp(−3/(8µ)) = r−8, c’est-a`-dire µ = c(ln r)−1 pour
c > 0. Quitte a` augmenter K6, l’estimation obtenue au Lemme 3.4 pour un tel µ est donc
g′r(t) ≤ K6
(
exp(− 34µ)
µr2
+
gr(t)
µr4
)
.
Puisque gr(0) ≤ m0 exp(− 34µ) pour r ≥ 2R0, l’ine´galite´ ci-dessus devient apre`s inte´gration
gr(t) ≤ exp(K6t
µr4
− 3
4µ
)(m0 + r
2).
Or, on peut ve´rifier que, quitte a` augmenter K6, on a
K6t
µr4
− 3
4µ
≤ − 3
8µ
lorsque t ≤ K−46 (ln ln r)−4r4.
En supposant que K26 ≥ m0 on obtient ainsi
gr(t) ≤ m0
r8
+
1
r6
≤ 2
r6
, pour tout (t, r) tel que r ≥ K6(t
1
4 ln ln r + 1).
Finalement, il est aise´ de ve´rifier que l’on peut choisir C0 ≥ K6 de sorte que si (t, r)
satisfait a`
C0(1 + t
1
4 ln ln(t+ 2)) ≤ r ≤ |z0|+R0 + c‖ω0‖1/2L1 ‖ω0‖
1/2
L∞t,
ou` c > 0, alors
r ≥ K6(t
1
4 ln ln r + 1).
La Proposition 3.2 est donc e´tablie. ✷
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3.4 Commentaires et extensions.
3.4.1 Le cas de plusieurs points vortex.
La ge´ne´ralisation du The´ore`me 3.2 au cas de plusieurs points vortex ne´cessite en pre-
mier lieu de supposer que toutes les intensite´s des points sont de meˆme signe, ce qui assure
l’existence d’une solution globale au syste`me mixte Euler-points vortex. Cette hypothe`se
de signe sur les intensite´s permet de plus d’e´tendre le The´ore`me 3.1 de la fac¸on suivante.
The´ore`me 3.3. Soient ω0 ∈ L∞c (R2) a` support compact Λ0 inclus dans B(0, R0). Soient
z1, . . . , zl des points deux a` deux distincts et d1, . . . , dl des re´els tous positifs. Soit (ωt, z1(t), . . . , zl(t))
une solution globale au syste`me mixte Euler-points vortex. Il existe une constante C0, ne
de´pendant que de max |zi|, R0 et ‖ω0‖L∞, telle que
supp (ωt) ⊂ B(0, C0(1 + t)), ∀t ≥ 0.
De´monstration. De meˆme que dans la section pre´ce´dente, les Ck, k = 1, 2, . . . de´signent des
constantes ne de´pendant que de max |zi|, R0 et ‖ω0‖L1∩L∞ . Marchioro et Pulvirenti [28]
ont mis a` profit l’hypothe`se de signe sur les intensite´s di pour e´tablir que
|zi(t)| ≤ C1(1 + t), ∀i = 1, . . . , l. (3.5)
Pour obtenir cette estimation, on conside`re le moment d’inertie associe´ aux vortex
I(t) =
l∑
i=1
di|zi(t)|2,
qui est une quantite´ conserve´e lorsque ω ≡ 0. Dans le cas pre´sent, on a
I˙(t) = 2
l∑
i=1
dizi ·
[
v(zi) +
∑
j 6=i
djK(zi − zj)
]
= 2
l∑
i=1
dizi · v(zi),
apre`s e´change des indices i et j dans la double somme. Puisque les di sont positifs, l’e´galite´
pre´ce´dente me`ne a`
|I˙(t)| ≤ 2‖v‖L∞
l∑
i=1
di|zi(t)| ≤ C2
√
I(t),
d’ou`
I(t) ≤ C3(1 + t)2,
et l’on obtient ainsi la borne (3.5) pour chacun des points vortex. Une fois cette borne
obtenue, il ne reste plus qu’a` re´crire la preuve de la Proposition 2.2 du Chapitre 2 pour
obtenir la conclusion du The´ore`me 3.3.
Dans le cas de plusieurs points, le centre et le moment d’inertie sont de´finis par
c =
∫
R2
xωt(x) dx+
l∑
i=1
dizi(t), I =
∫
R2
|x|2ωt(x) dx+
l∑
i=1
di|zi(t)|2,
un calcul rapide montre que ces quantite´s sont conserve´es. Par conse´quent, lorsque toutes
les intensite´s di sont de meˆme signe que ω0, on obtient l’extension suivante du The´ore`me
3.2 :
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The´ore`me 3.4. Soient ω0 ∈ L∞c (R2) a` support compact et de signe constant positif.
Soient z1, . . . , zl des points deux a` deux distincts et d1, . . . , dl des re´els tous positifs. Soit
(ωt, z1(t), . . . , zl(t)) une solution globale au syste`me mixte Euler-points vortex. Il existe une
constante C0, ne de´pendant que de m0, i0,max |zi|, R0 et ‖ω0‖L∞, telle que
supp (ωt) ⊂ B(0, R(t)), ∀t ≥ 0,
ou` t 7→ R(t) est une fonction croissante telle que
R(t) ≤ C0(t
1
4 ln ln(t+ 2) + 1).
Remarque 3.3. Par analogie avec l’hypothe`se (i) du The´ore`me 3.2, il serait naturel
d’e´tudier la ge´ne´ralisation du The´ore`me 3.4 a` la situation ou` les di sont tous de meˆme
signe (afin d’assurer l’existence d’une solution globale au syste`me mixte), de signe oppose´
a` celui de ω, et ve´rifient
l∑
i=1
|di| =
∣∣ l∑
i=1
di
∣∣ > ∫
R2
ω0(x) dx.
3.4.2 Le cas de ω0 ∈ L1 ∩ Lp, p > 2.
Supposons que ω0 ∈ Lpc(R2) avec p > 2 et que tous les di soient de meˆme signe.
Par re´gularisation de ω0, il est possible de montrer l’existence d’une solution globale
(ωt, z1(t), . . . , zl(t)) au syste`me mixte Euler-points vortex en formulation lagrangienne
28.
Plus pre´cise´ment, si ωε0 ∈ L∞c (R2) converge vers ω0 dans Lp lorsque ε tend vers ze´ro et si
(ωεt , z
ε
1(t), . . . , z
ε
l (t)) de´signe une solution correspondante du syste`me mixte Euler-points
vortex, on ve´rifie que les zεi (t) convergent localement uniforme´ment vers les zi(t) et ω
ε
t vers
ωt faiblement dans L
∞
loc(R+, L
p(R2)). Ceci re´sulte en particulier de la Proposition 1.3, qui
assure que∫
S
|ωεt (y)|
|x− y| dy ≤ C
(‖ωεt ‖L1(S), ‖ωεt ‖Lp(S)) = C (‖ωε0‖L1(S), ‖ωε0‖Lp(S)) .
En particulier, dans toutes les majorations obtenues au cours de la de´monstration du The´o-
re`me 3.2, la norme ‖ωε0‖L∞ peut eˆtre remplace´e par la norme ‖ωε0‖Lp . Cette dernie`re e´tant
uniforme´ment borne´e en ε, on obtient ainsi l’estimation du The´ore`me 3.2 pour supp (ωεt ),
ou` la constante peut eˆtre choisie inde´pendamment de ε. Finalement, la meˆme estimation
a lieu pour supp (ωt) apre`s passage a` la limite.
28Cette notion est de´finie avec pre´cision au Chapitre 1.
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Chapitre 4
Nappes de tourbillon et points
vortex
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4.1 Introduction.
L’objectif de ce bref chapitre est d’e´tablir un re´sultat d’existence globale pour l’e´quation
d’Euler
∂tω + div (uω) = 0, u = K ∗ ω,
ou`
K(x) =
1
2π
x⊥
|x|2 , x ∈ R
2 \ {0},
lorsque la vorticite´ ω est une mesure de Radon d’une forme particulie`re. Dans le contexte
du the´ore`me de Yudovich, c’est-a`-dire lorsque ω appartient a` L∞
(
R+, L1 ∩ L∞(R2)
)
, la
vitesse u = K ∗ ω est uniforme´ment borne´e et div (uω) est bien une distribution. Comme
l’a remarque´ Schochet [33, 34], les proprie´te´s de syme´trie de K et la formule de Fubini
permettent d’e´crire div (uω) au sens des distributions sous la forme∫
R2
u(t, x) · ∇ϕ(x)ω(t, x) dx =
∫∫
R2×R2
Hϕ(x, y)ω(t, x)ω(t, y) dx dy, (4.1)
pour toute fonction test ϕ, ou` la fonction Hϕ(·, ·) de´finie par
Hϕ(x, y) =
1
2
K(x− y) · (∇ϕ(x)−∇ϕ(y))
est borne´e par C‖D2ϕ‖L∞ sur R2, continue en dehors de la diagonale ∆ = {(x, x), x ∈ R2},
et tend vers ze´ro a` l’infini. Contrairement a` l’inte´grale simple dans (4.1), la double inte´grale
est bien de´finie tant que ω est une mesure de Radon borne´e et diffuse. Ceci est le cas par
exemple lorsque ω est une mesure de Radon qui en outre appartient a` H−1(R2) (nappe
de tourbillon). En revanche, lorsque ω comporte une partie atomique, il est ne´cessaire
d’assigner a` Hϕ une valeur sur la diagonale ∆. Pour cette raison, on remplacera dore´navant
K par K̂, ou`
K̂(x) = K(x) pour x 6= 0 et K̂(0) = 0.
Notre de´finition de solution ge´ne´ralise´e de l’e´quation d’Euler pour des vorticite´s de type
mesure, qui s’appuie sur la formulation (4.1), est extraite de l’article de Poupaud [32]. On
introduit d’abord quelques notations : M(R2) de´signe l’ensemble des mesures de Radon
finies sur R2 et M+(R2) l’ensemble des mesures positives et finies. L’espace M(R2) est
identifie´ au dual de l’espace C0(R2) des fonctions continues sur R2, tendant vers 0 a` l’infini,
et est muni de la topologie de la convergence vague (ou faible∗). L’espace L∞ (R+,M(R2))
est identifie´ au dual de L1
(
R+, C0(R2)
)
. Enfin, on notera C(R+,M+(R2)−w∗) l’ensemble
des mesures µ ∈ L∞loc
(
R+,M(R2)
)
telles que pour chaque ϕ ∈ C0(R2), la fonction t 7→∫
R2
ϕ(x)µ(t, x) dx =
∫
R2
ϕ(x)µt(x) dx est continue sur R+.
De´finition 4.1. Soit µ0 ∈M(R2). On dit que µ ∈ L∞loc
(
R+,M(R2)
)
est solution ge´ne´ralise´e
(globale) de l’e´quation d’Euler avec donne´e initiale µ0 si pour toute fonction ϕ ∈ C∞c (R+×
R2), on a∫ +∞
0
∫
R2
∂tϕ(t, x)µt(x) dx dt+
∫ +∞
0
∫∫
R2×R2
Hϕ(x, y)µt(x)µt(y) dx dy dt
+
∫
R2
ϕ(0, x)µ0(x) dx = 0.
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Poupaud [32] a e´tabli l’existence d’une solution ge´ne´ralise´e globale µ pour n’importe
quelle µ0 ∈ M+(R2). Ceci comprend en particulier le cas des donne´es initiales de type
vortex. La solution obtenue dans [32] ve´rifie la formulation donne´e par la De´finition 4.1
a` un terme supple´mentaire pre`s correspondant a` une mesure de de´faut concentre´e sur la
partie atomique de µ. Ce terme ne serait pas observe´ si Hϕ e´tait continue sur la diagonale
∆. L’existence d’une solution globale au sens de la De´finition 4.1, sans mesure de de´faut,
lorsque µ0 est a` support compact et appartient de plus a` H
−1(R2) est due a` Delort [10].
On e´tablira ici le re´sultat suivant.
The´ore`me 4.1. Soit ω0 une mesure de Radon a` support compact, positive, appartenant
a` H−1(R2). Soit z0 ∈ R2 n’appartenant pas au support de ω0.
Soit γ ≥ 0 et posons µ0 = ω0 + γδz0. Il existe une solution µ de l’e´quation d’Euler au
sens de la De´finition 4.1 telle que µ ∈ C(R+,M+(R2)− w∗) et µ(0) = µ0. Cette solution
ve´rifie en outre
µ(t) = ω(t) + γδz(t), ∀t ∈ R+,
ou` z ∈ C 12 (R+,R2) et ω ∈ L∞
(
R+, H−1(R2)
)
.
Remarque 4.1. Lorsque µ = ω + γδz est solution au sens de la De´finition 4.1 et lorsque
de plus, il existe p > 2 tel que ω ∈ L∞(R+, L1∩Lp(R2)), alors z ∈W 1,∞(R+) et (ω, z) est
une solution eule´rienne au syste`me mixte Euler-point vortex. Pour le voir, on conside`re
des fonctions test de la forme ϕδ = χδϕ, ou` χδ est une fonction de troncature nulle dans un
δ-voisinage de zδ(t), de´finie dans l’introduction du Chapitre 1, et zδ est une approximation
re´gulie`re de z. Ceci permet d’isoler l’e´quation ve´rifie´e par ω. Lorsque δ tend vers ze´ro, les
proprie´te´s de χδ e´nonce´es au Chapitre 1 combine´es avec l’inte´grabilite´ de ω permettent
d’e´tablir dans un premier temps l’e´quation de transport pour ω. Dans un second temps,
on de´termine l’e´quation pour z(t) en revenant a` la formulation de la De´finition 4.1.
Remarque 4.2. Les re´sultats pre´ce´dents se ge´ne´ralisent au cas de plusieurs points vortex
d’intensite´s toutes du meˆme signe que la partie diffuse ω. Dans ce cas, le fait que la
pseudo-e´nergie soit conserve´e (voir la Proposition A.1) implique que les points vortex
restent se´pare´s pour tout temps.
Remarque 4.3. Comme nous le verrons au cours de la de´monstration du The´ore`me 4.1,
on peut remplacer l’hypothe`se que z0 n’appartient pas au support de ω0 par celle moins
restrictive que ln |z0 − ·|ω0 ∈M(R2).
4.2 De´monstration du The´ore`me 4.1.
Pour e´tablir le The´ore`me 4.1, nous nous appuierons sur l’article de Majda [24] concer-
nant le cas des vorticite´s sans partie atomique (γ = 0). Nous nous servirons notamment,
de meˆme que dans [24], de la notion de pseudo-e´nergie de´finie de la fac¸on suivante.
Soient ω une fonction re´gulie`re a` support compact et u = K ∗ ω = ∇⊥ψ la vitesse
associe´e, ou` ψ est la fonction courant ve´rifiant ∆ψ = ω de´finie dans l’introduction ge´ne´rale.
On de´finit la pseudo-e´nergie associe´e a` ω par
H(ω) = − 1
2π
∫∫
R2×R2
ln |x− y|ω(x)ω(y) dx dy.
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Lorsque ω = ω(t) est solution des e´quations d’Euler, le fait que la pseudo-e´nergie est
conserve´e est une proprie´te´ bien connue. De plus, si ω est de masse totale nulle, la vitesse
u appartient a` L2(R2) (voir par exemple la Proposition 3.3 de [23]) et une inte´gration
par parties donne alors H(ω) = − ∫ ψω = ‖u‖2L2 . Dans le cas contraire, on peut toujours
de´composer ω en une somme d’un tourbillon radial et d’un tourbillon de masse totale nulle
dont la vitesse correspondante se trouve dans L2(R2). Lorsque ω ≥ 0, cette de´composition
permet d’obtenir l’estimation suivante (voir par exemple [24], pages 933-934, ou bien [23],
pages 439-440) :
|H(ω)| ≤ C, (4.2)
ou` C de´pend de
∫
ω, ‖ω‖H−1 et supp (ω). Une adaptation rapide des calculs effectue´s a`
l’aide de cette de´composition dans [24] me`ne a` l’estimation re´ciproque
‖ω‖H−1 ≤ C ′, (4.3)
ou` C ′ de´pend de
∫
ω, |H(ω)| et ∫ |x|2ω. Soulignons le fait important que, contrairement a`
la premie`re estimation, la seconde ne fait pas intervenir la taille du support de ω.
Sans perte de ge´ne´ralite´, on pourra de´sormais supposer que γ = 1. Dans tout ce
paragraphe, C0 de´signera une constante (pouvant varier d’une ligne a` l’autre) ne de´pendant
que de µ0.
Premie`re e´tape : construction d’une suite de solutions approche´es.
Le point de de´part est la re´gularisation de la donne´e initiale ω0 : on introduit une approxi-
mation (ρε)0<ε<1 de l’unite´ et
ωε,0 = ρε ∗ ω0 ∈ L1 ∩ L∞(R2),
ou` ε > 0 est choisi assez petit de sorte que les ωε,0 aient un support inclus dans un compact
fixe ne rencontrant pas z0.
Ensuite, le the´ore`me de Marchioro et Pulvirenti [28] assure l’existence d’une solution
globale (ωε, zε) au syste`me mixte Euler-point vortex avec donne´e initiale (ωε,0, z0). Puisque
les ωε,0 sont positifs, re´guliers et a` support compact, les ωε(t) restent positifs, re´guliers
et a` support compact (dont la taille de´pend de ε) pour t ≥ 0. Ceci est une conse´quence
imme´diate du fait que les ωε sont transporte´s par des trajectoires borne´es et re´gulie`res. On
ve´rifie alors que µε = ωε + δzε est solution des e´quations d’Euler au sens de la De´finition
4.1. De plus, d’apre`s la Section 3.2 du Chapitre 3, la masse et le moment angulaire associe´s
a` µε sont constants. Puisque ωε,0 est uniforme´ment borne´e dans M+(R2), on a donc∫
R2
ωε(t, x) dx ≤ C0,
∫
R2
|x|2ωε(t, x) dx+ |zε(t)|2 ≤ C0, t ∈ R+, ε > 0. (4.4)
On de´finit ensuite la pseudo-e´nergie associe´e a` la vorticite´ totale µε par
H(ωε, zε)(t) = − 1
2π
(∫
R4
ln |x− y|ωε(t, x)ωε(t, y) dx dy + 2
∫
R2
ln |zε(t)− x|ωε(t, x) dx
)
= H(ωε(t))− 1
π
∫
R2
ln |zε(t)− x|ωε(t, x) dx.
En l’absence de point vortex, on retrouve bien suˆr la pseudo-e´nergie classique. La Propo-
sition A.1, de´montre´e en annexe de ce chapitre, assure que la pseudo-e´nergie totale ainsi
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de´finie est conserve´e au cours du temps. Par ailleurs, les hypothe`ses sur le support de ωε,0
impliquent d’une part que
sup
0<ε<1
∣∣∣ ∫
R2
ln |z0 − x|ωε,0(x) dx
∣∣∣ ≤ C0.
D’autre part, puisque ωε,0 est uniforme´ment borne´e dans H
−1(R2) ∩ L1(R2), a` support
inclus dans un compact fixe, on de´duit de (4.2) que
∣∣H(ωε,0)| est uniforme´ment borne´e,
d’ou`
sup
0<ε<1
t∈R+
|H(ωε, zε)(t)| ≤ C0. (4.5)
Deuxie`me e´tape : compacite´.
D’une part, la mesure µε = ωε + δzε est uniforme´ment borne´e dans L
∞(R+,M+(R2)), il
existe donc une mesure µ positive telle que µε converge (apre`s extraction d’une sous-suite)
vers µ dans L∞(R+,M(R2)) faible∗. D’autre part, soit ϕ ∈ C∞c (R2) une fonction test.
Puisque µε est solution au sens de la De´finition 4.1, on a pour 0 ≤ s < t ∈ R+∣∣∣ ∫
R2
ϕ(x)µε(t, x) dx−
∫
R2
ϕ(x)µε(s, x) dx
∣∣∣ ≤ C‖D2ϕ‖L∞ |t− s|, (4.6)
ce qui montre que t 7→ ∫
R2
ϕ(x)µε(t, x) dx est uniforme´ment borne´e et e´quicontinue. Par
densite´ de C∞c (R2) dans C0(R2), on en de´duit qu’il en est de meˆme lorsque ϕ ∈ C0(R2).
D’apre`s le the´ore`me d’Ascoli, il existe donc une sous-suite (renote´e ε) et une mesure de
Radon borne´e positive ν telle que µε converge vers ν dans C(R+,M(R2) − w∗). On a
alors ne´cessairement ν = µ. Par densite´ de vect(C0(R2) × C0(R2)) dans C0(R2 × R2), on
ve´rifie que ceci implique e´galement la convergence du produit tensoriel µε ⊗ µε vers µ⊗ µ
dans C(R+,M(R2×R2)−w∗) et dans L∞(R+,M(R2×R2)) faible∗ (voir par exemple la
de´monstration du Lemme 3.2 de [33]).
On e´tablit ensuite le fait que µε(t) n’a d’autres points de concentration que zε(t) lorsque
ε tend vers ze´ro.
Lemme 4.1. Il existe une constante C0 ne de´pendant que de µ0 telle que pour 0 < r < 1/2,
on a
sup
t∈R+
sup
0<ε<1
sup
x0∈R2
∫
B(x0,r)
ωε(t, x) dx ≤ C0| ln r|−
1
2 .
De´monstration. Rappelons que ωε ≥ 0. En vertu d’un re´sultat de [24] (voir page 932),
il suffit d’e´tablir une borne uniforme sur R+ pour la pseudo-e´nergie H(ωε) associe´e. De
meˆme que dans [24], on introduit les fonctions
ln+(s) =
{
ln(s), s ≥ 1
0, s < 1
et ln− = ln+− ln ≥ 0, de sorte que | ln | = ln++ ln− = 2 ln+− ln. On voit alors que∣∣H(ωε(t))∣∣
≤ 1
2π
∫
R4
(
2 ln+ |x− y| − ln |x− y|)ωε(t, x)ωε(t, y) dx dy
=
1
π
∫
R4
ln+ |x− y|ωε(t, x)ωε(t, y) dx dy +H(ωε, zε)(t) + 1
π
∫
R2
ln |zε(t)− x|ωε(t, x) dx
≤ C0
(
1 +
∫
R4
ln+ |x− y|ωε(t, x)ωε(t, y) dx dy +
∫
R2
ln+ |zε(t)− x|ωε(t, x) dx
)
,
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ou` l’on a utilise´ (4.5) et le fait que ln ≤ ln+ dans la dernie`re ine´galite´. Finalement, en
utilisant le fait que ln+ |x − y| ≤ |x|2 + |y|2,∀x, y ∈ R2 ainsi que l’estimation (4.4), on
trouve
sup
ε>0
t≥0
∣∣H(ωε)(t)∣∣ ≤ C0,
comme nous le de´sirions.
On peut a` pre´sent e´tablir de la compacite´ pour les trajectoires zε.
Lemme 4.2. Il existe t 7→ z(t) ∈ C 12 (R+,R2) et une sous-suite, renote´e ε, tels que zε
converge vers z uniforme´ment sur les compacts de R+.
De´monstration. D’apre`s (4.4), zε est uniforme´ment borne´e sur R+. On montre maintenant
qu’elle est uniforme´ment e´quicontinue. Conside´rons une fonction test ϕ ∈ C∞c (R2) positive.
D’apre`s (4.6), on a
|ϕ(zε(t))− ϕ(zε(s))| ≤ C0‖D2ϕ‖∞|t− s|+
∫
R2
ωε(t, x)ϕ(x) dx+
∫
R2
ωε(s, x)ϕ(x) dx.
Soient 0 < δ < 1 et K > 1 des constantes ne de´pendant que de µ0 a` de´terminer plus
tard. Pour t et s ve´rifiant |t− s| ≤ δ, supposons par l’absurde que
|zε(t)− zε(s)| > K|t− s|
1
2 .
Posons
r =
K
√|t− s|
2
.
Quitte a` diminuer δ, on peut supposer que r < 1/4. Ensuite, on choisit comme fonction
test
ϕ(x) = ϕ0
(
x− zε(s)
r
)
,
ou` ϕ0 est une fonction de troncature re´gulie`re qui vaut identiquement 1 sur B(0, 1) et qui
s’annule a` l’exte´rieur de B(0, 2). Clairement, on a ϕ(zε(t)) = 0 et ϕ(zε(s)) = 1. D’autre
part, le Lemme 4.1 entraˆıne que∫
R2
ωε(s, x)ϕ(x) dx ≤
∫
B(zε(s),2r)
ωε(s, x) dx ≤ C0| ln r|−
1
2 ,
et la meˆme estimation a lieu pour ωε(t). Finalement, en utilisant le fait que ‖D2ϕ‖∞ ≤
Cr−2, on trouve
1 ≤ C0| ln r|−
1
2 +
C0
r2
|t− s| ≤ C0
(| ln r|− 12 +K−2),
ou` la constante C0 ne de´pend que de µ0. On peut alors choisir K assez grand (en fonction
de C0), puis δ assez petit (en fonction de K), de fac¸on a` rendre le membre de droite
de l’estimation pre´ce´dente strictement infe´rieur a` 1. Ceci me`ne a` une contradiction, la
famille zε est donc uniforme´ment e´quicontinue sur R+. L’existence de z ∈ C 12 telle que zε
converge (apre`s extraction d’une sous-suite) uniforme´ment vers z sur les compacts de R+
est finalement une conse´quence du the´ore`me d’Ascoli combine´ a` un proce´de´ d’extraction
diagonale.
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Lemme 4.3. Il existe ω ∈ C(R+,M+(R2)− w∗) ∩ L∞
(
R+, H−1(R2)
)
et une sous-suite,
renote´e ε, telle que ωε converge vers ω dans C(R+,M(R2)−w∗). L’estimation du Lemme
4.1 est ve´rifie´e par la mesure ω.
De´monstration. Posons ω(t) = µ(t) − δz(t), le seul point a` ve´rifier est le fait que ω ∈
L∞
(
R+, H−1(R2)
)
. Nous avons vu plus haut que
∣∣H(ωε(t))∣∣ est uniforme´ment borne´e
sur R+. Graˆce a` (4.3) et (4.4), on trouve alors que ωε est uniforme´ment borne´e dans
L∞
(
R+, H−1(R2)
)
. La conclusion s’ensuit.
Troisie`me e´tape : passage a` la limite.
On montre finalement que la mesure µ trouve´e pre´ce´demment est bien solution ge´ne´ralise´e
de l’e´quation d’Euler. Il suffit pour cela de s’assurer de la convergence du terme non line´aire∫∫
R+×R4
Hϕ(t,·)(x, y)µε(t, x)µε(t, y) dx dy dt→
∫∫
R+×R4
Hϕ(t,·)(x, y)µ(t, x)µ(t, y) dx dy dt
lorsque ε tend vers ze´ro, pour toute fonction test ϕ ∈ C∞c (R+ × R2). Or, puisque Hϕ
s’annule sur la diagonale, on a
Hϕ(x, y)µε(x)µε(y) = Hϕ(x, y)ωε(x)ωε(y) +Hϕ(x, zε)ωε(x) +Hϕ(zε, y)ωε(y).
Finalement, il suffit de ve´rifier que pour T > 0, ψ ∈ C∞c ((0,+∞)) telle que supp (ψ) ⊂
[0, T ] et ϕ ∈ C∞c (R2), on a∫∫
R+×R4
ψ(t)Hϕ(x, y)ωε(t, x)ωε(t, y) dx dy dt→
∫∫
R+×R4
ψ(t)Hϕ(x, y)ω(t, x)ω(t, y) dx dy dt
(4.7)
et ∫∫
R+×R2
ψ(t)Hϕ(x, zε(t))ωε(t, x) dx dt→
∫∫
R+×R2
ψ(t)Hϕ(x, z(t))ω(t, x) dx dt. (4.8)
Pour e´tablir (4.7), il suffit de rappeler la convergence de ωε⊗ωε vers ω⊗ω, l’estimation
du Lemme 4.1, puis d’invoquer directement les arguments de Delort [10] (voir aussi [24] ou
[33]). On e´tablit (4.8) par des arguments tre`s semblables. Soient δ > 0 un petit parame`tre,
χ0 ∈ C∞c (R, [0, 1]) telle que χ0 s’annule dans un voisinage de ze´ro et χδ(z) = χ0(δ−1|z|).
Nous allons d’abord ve´rifier que pour δ fixe´, on a
lim
ε→0
∫∫
R+×R2
ψ(t)χδ(x− z(t))Hϕ(x, zε(t))ωε(t, x) dx dt
=
∫∫
R+×R2
ψ(t)χδ(x− z(t))Hϕ(x, z(t))ω(t, x) dx dt.
(4.9)
En effet, on a∫∫
R+×R2
ψ(t)χδ(x− z(t))Hϕ(x, zε(t))ωε(t, x) dx dt = Iε + Jε +Kε,
ou`
Iε =
∫∫
ψ(t)χδ(x− z(t))Hϕ(x, z(t))ωε(t, x) dx dt,
Jε =
1
2
∫∫
ψ(t)χδ(x− z(t))K(x− z(t)) ·
(∇ϕ(z(t))−∇ϕ(zε(t)))ωε(t, x) dx dt,
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et
Kε =
1
2
∫∫
ψ(t)χδ(x− z(t))
(
K(x− zε(t))−K(x− z(t))
) · (∇ϕ(x)−∇ϕ(zε(t)))ωε dx dt.
D’une part, en utilisant les estimations pour le noyau de Biot-Savart K e´tablies au
Chapitre 1, le the´ore`me des accroissements finis pour ∇ϕ, les estimations uniformes pour
ωε et les proprie´te´s de support de χδ, on obtient
lim sup
ε→0
(|Jε|+ |Kε|) ≤ lim sup
ε→0
(
Cδ−1‖D2ϕ‖L∞ sup
t∈[0,T ]
|z(t)− zε(t)|
)
.
Le terme de droite est nul d’apre`s le Lemme 4.2. D’un autre coˆte´, puisque la fonction
ψχδ(· − z)Hϕ(·, z) appartient a` L1
(
R+, C0(R2)
)
, la convergence de ωε vers ω assure que
lim
ε→0
Iε =
∫∫
R+×R2
ψ(t)χδ(x− z(t))Hϕ(x, z(t))ω(t, x) dx dt,
et l’on obtient donc (4.9).
Enfin, on a en vertu du Lemme 4.1
sup
ε>0
∣∣∣ ∫∫
R+×R2
ψ(t)
(
1− χδ(x− z(t))
)
Hϕ(x, zε(t))ωε(t, x) dx
∣∣∣ ≤ C| ln δ|− 12 , (4.10)
et la meˆme estimation a lieu en remplac¸ant ωε par ω. Lorsque δ tend vers ze´ro, (4.9) et
(4.10) conduisent a` (4.8) et la de´monstration du the´ore`me est acheve´e. ✷
Annexe.
En conclusion de ce chapitre, on e´tablit la
Proposition A.1. Soient ω0 ∈ L∞(R2) a` support compact, γ ∈ R et z0 un point n’appar-
tenant pas au support de ω0. Soit (ω(t), z(t), φt) la solution du syste`me mixte Euler-point
vortex avec donne´e initiale (ω0, z0). On de´finit la pseudo-e´nergie
H(t) = − 1
2π
(∫∫
R2×R2
ln |x− y|ω(t, x)ω(t, y) dx dy + 2γ
∫
R2
ln |z(t)− x|ω(t, x) dx
)
.
Alors H(t) est constante.
De´monstration. On notera ici ωt(x) = ω(t, x) et ut(x) = u(t, x). Souvenons-nous que le
support de ωt est compact pour tout t ≥ 0 d’apre`s le Chapitre 3, la pseudo-e´nergie est
donc bien de´finie. On sait (voir [28], ou bien la Proposition 2.1 du Chapitre 2) que puisque
z0 n’appartient pas au support de ω0 et puisque celui-ci est compact, il existe R > 0 tel
que
|φt(x)− z(t)| ≥ R, ∀x ∈ suppω0, ∀t ∈ R+,
ou` R > 0 de´pend de ω0 et de la distance de z0 au support de ω0. En particulier les vitesses
des trajectoires φt(x) sont uniforme´ment borne´es.
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Puisque ln n’est pas re´gulie`re en 0, on re´gularise H de la fac¸on suivante. Soit ε > 0 un
petit parame`tre ve´rifiant ε < R. Soit lnε une fonction re´gulie`re sur R+, co¨ıncidant avec ln
sur [ε,+∞) et borne´e par O(| ln ε|) sur [0, ε]. Posons
Hε(t) = − 1
2π
(∫∫
R2×R2
lnε |x− y|ωt(x)ωt(y) dx dy + 2γ
∫
R2
ln |z(t)− x|ωt(x) dx
)
= H1,ε(t) +H2(t).
Puisque φt pre´serve la mesure de Lebesgue, on a
H1,ε(t) = − 1
2π
∫∫
R2×R2
lnε |φt(x)− φt(y)|ω0(x)ω0(y) dx dy.
Soit
Kε(z) =
1
2π
∇⊥ lnε |z|,
de sorte que − 12pi∇ lnε = K⊥ε et Kε tend vers K presque partout lorsque ε tend vers ze´ro.
En utilisant l’EDO ve´rifie´e par φt(x), on trouve
d
dt
H1,ε(t) =
∫∫
K⊥ε
(
φt(x)− φt(y)
) · (φ˙t(x)− φ˙t(y))ω0(x)ω0(y) dx dy
=
∫∫
K⊥ε (x− y) ·
(
ut(x)− ut(y)
)
ωt(x)ωt(y) dx dy
+ γ
∫∫
K⊥ε (x− y) ·
(
K(x− z(t))−K(y − z(t)))ωt(x)ωt(y) dx dy
= 2
∫∫
K⊥ε (x− y) · ut(x)ωt(x)ωt(y) dx dy
+ 2γ
∫∫
K⊥ε (x− y) ·K (x− z(t)) ωt(x)ωt(y) dx dy,
ou` l’on a utilise´ les proprie´te´s de syme´trie de K dans la dernie`re e´galite´. En inse´rant la
formule de Biot-Savart ut = K ∗ ωt, on obtient ensuite par convergence domine´e
lim
ε→0
∫∫
K⊥ε (x− y) · ut(x)ωt(x)ωt(y) dx dy = lim
ε→0
∫
ut(x)ωt(x) ·
(∫
K⊥ε (x− y)ωt(y) dy
)
dx
=
∫
ut(x) · u⊥t (x)ωt(x) dx
= 0.
De meˆme, on a
lim
ε→0
∫∫
K⊥ε (x− y) ·K (x− z(t)) ωt(x)ωt(y) dx dy =
∫
K (x− z(t)) · u⊥t (x)ωt(x) dx,
d’ou`
lim
ε→0
d
dt
H1,ε(t) = 2γ
∫
K (x− z(t)) · u⊥t (x)ωt(x) dx. (a)
Par ailleurs, d’apre`s (4.2), H2 ∈ C1(R+) et l’on peut calculer directement en utilisant
des changements de variable et les EDO pour z(t) et φt(x)
d
dt
H2(t) = 2γ
∫
K⊥ (z(t)− x) · (ut(z(t))− ut(x))ωt(x) dx
= −2γ
∫
K⊥ (z(t)− x) · ut(x)ωt(x) dx,
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d’ou`
d
dt
H2(t) = −2γ
∫
K (x− z(t)) · u⊥t (x)ωt(x) dx. (b)
En combinant les bornes uniformes (par rapport a` ε) pour | ddtHε(t)|, (a), (b) et la
convergence de Hε(t) vers H(t) pour tout t, on parvient enfin a` la conclusion de la propo-
sition.
Deuxie`me partie
Une e´quation de Ginzburg-Landau
complexe
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Chapitre 5
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5.1 Introduction.
Dans ce chapitre, on s’inte´resse au proble`me de Cauchy pour une e´quation de Ginzburg-
Landau complexe
(κ+ i)∂tu = ∆u+ u(1− |u|2) dans R+ × RN ,
ou` N ≥ 1, u est une fonction a` valeurs complexes et κ est positif.
Cette e´quation est un cas interme´diaire entre l’e´quation de Gross-Pitaevskii
i∂tu = ∆u+ u(1− |u|2),
obtenue en posant κ = 0, et l’e´quation de Ginzburg-Landau parabolique. Dans tout ce
chapitre, on supposera que κ est un petit parame`tre strictement positif, c’est-a`-dire que
la partie dispersive de l’e´quation domine la partie de dissipation.
Notons que par conjugaison complexe u 7→ u et par changement d’e´chelle en temps
t 7→ (κ2 + 1)t, l’e´quation de Ginzburg-Landau complexe se rame`ne a`
∂tu = (κ+ i)[∆u+ u(1− |u|2)] dans R+ × RN , (CGL)
version qu’il sera plus commode de conside´rer ici.
Notations. Tout au long de ce chapitre, on identifiera librement C et R2. En particulier,
pour u = (u1, u2) ∈ R2 ≃ C, on posera u⊥ = (−u2, u1), soit en notation complexe u⊥ = iu,
et pour u et v ∈ C, on notera u ·v = Re(uv) le produit scalaire de u et v conside´re´s comme
e´le´ments de R2.
5.1.1 Re´sultats connus pour l’e´quation de Ginzburg-Landau complexe.
L’e´quation (CGL) entre dans une classe plus ge´ne´rale d’e´quations de Ginzburg-Landau
complexes
∂tu = γu+ (a+ iα)∆u− (b+ iβ)f(u), (5.1)
ou` a, b, α, β et γ sont des parame`tres re´els tels que a, b > 0 et γ ≥ 0, et ou` la non-line´arite´
f ve´rifie certaines hypothe`ses de croissance. Typiquement, f est donne´e par
f(u) = u|u|2σ, σ > 0.
L’e´quation (CGL) est obtenue en prenant a = b = γ = κ, α = β = 1 et f(u) = u|u|2
(c’est-a`-dire σ = 1) dans (5.1) et en posant
u(t, x) = eitv(t, x),
ou` v est une solution de (5.1). Pour l’e´quation (5.1), le proble`me de Cauchy a e´te´ e´tudie´ par
Ginibre et Velo dans les articles [56,57] dont [58] constitue une synthe`se. Afin de simplifier
la pre´sentation des re´sultats de [56, 57] et surtout de les relier a` l’e´quation (CGL), nous
nous restreindrons au cas αβ ≥ 0 et
f(u) = u|u|2, soit σ = 1,
cadre qui contient bien suˆr (CGL).
L’analyse des questions d’existence et d’unicite´ dans [56,57] comporte deux volets.
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(1) Les me´thodes de compacite´, utilise´es dans [56], permettent d’e´tablir des re´sultats
d’existence globale graˆce a` des estimations d’e´nergie et fournissent des solutions obtenues
comme limites (faibles) de solutions d’e´quations re´gularise´es. Ces estimations d’e´nergie
permettent e´galement d’e´tablir l’unicite´ des solutions sous des hypothe`ses supple´mentaires
sur les coefficients α, β, a et b. Celles-ci ne sont pas ve´rifie´es pour (CGL) a` cause de
l’hypothe`se κ << 1.
Il est a` noter que les solutions ainsi obtenues sont plus re´gulie`res et davantage inte´-
grables que la donne´e initiale, ce qui constitue une caracte´ristique bien connue de l’e´quation
parabolique. Citons par exemple le re´sultat suivant pour les espaces locaux.
The´ore`me 5.1 ( [56], Proposition 6.1 pour les espaces locaux). Soit u0 ∈ H1loc ∩ L4loc.
L’e´quation (5.1) admet une solution globale ve´rifiant
u ∈ C(R+, H1loc ∩ L4loc) ∩ L2loc(R+, H2loc) ∩ L6loc(R+, L6loc)
telle que u(0) = u0.
Ce re´sultat ne fournit a priori pas de solution si la donne´e initiale appartient seulement
a` H1loc. D’apre`s l’inclusion de Sobolev H
1
loc ⊂ L2
∗
loc, nous voyons toutefois que H
1
loc ⊂ L4loc
de`s que (N − 2) ≤ 2. Ceci fait apparaˆıtre la notion de criticalite´ pour l’e´quation (5.1).
En fait, l’exposant σ = 1 est critique (respectivement sous ou sur-critique) si N = 4
(respectivement N < 4 ou N > 4) pour des donne´es H1. De manie`re ge´ne´rale, l’exposant
σ ≥ 1 est critique en dimension N telle que (N − 2)σ = 2 pour des donne´es H1.
(2) Les me´thodes de contraction, de´crites dans [57], consistent a` chercher des solutions
u en tant que points fixes de l’application
Φ(u) : t 7→ U(t)u0 +
∫ t
0
U(t− s)f(u(s)) ds, t ≥ 0,
ou` U(t) est le semi-groupe engendre´ par l’e´quation line´aire correspondant a` (5.1). Ce
dernier est repre´sente´ par la convolution en espace
U(t) = exp(γt+ (a+ iα)t∆) = S(t, ·)∗x,
ou`
S(t, x) =
1
(4π(a+ iα)t)
N
2
exp
(
γt− |x|
2
4(a+ iα)t
)
, x ∈ RN .
Puisque a > 0, S(t) pre´sente exactement les meˆmes proprie´te´s de de´croissance gaussienne
que le noyau de l’e´quation de la chaleur. En particulier, U(t) est continu sur les espaces
de Lebesgue. Il reste alors a` de´finir un espace norme´ sur lequel Φ soit une contraction.
Par ailleurs, comme nous le verrons par la suite, il peut eˆtre inte´ressant de chercher des
solutions qui ne tendent pas vers ze´ro a` l’infini. A` cet e´gard, les espaces uniforme´ment
locaux, introduits dans [57], s’ave`rent tre`s ade´quats. La solution locale ainsi obtenue est
ensuite prolonge´e en une solution globale a` l’aide des re´sultats globaux de la premie`re
partie. La me´thode de point fixe dans ces espaces pre´sente l’avantage de fournir l’unicite´
de la solution pour de petites dimensions (cas sous-critique et critique N ≤ 4), mais ne
permet pas d’e´tablir de re´sultats en grande dimension (cas sur-critique N > 4).
94 Chapitre 5. Proble`me de Cauchy
5.1.2 L’espace d’e´nergie associe´ a` l’e´quation (CGL).
Revenons a` pre´sent a` (CGL). Notre e´quation se distingue des e´quations plus ge´ne´rales
par l’existence d’une fonctionnelle coercive qui de´croˆıt le long du flot. Cette fonctionnelle,
appele´e e´nergie de Ginzburg-Landau, est de´finie pour un champ u : RN → C par
E(u) :=
∫
RN
[ |∇u|2
2
+
(1− |u|2)2
4
]
dx.
Il est par ailleurs connu que cette e´nergie est conserve´e par le flot de l’e´quation de Gross-
Pitaevskii. Il est donc naturel d’e´tudier les questions d’existence et d’unicite´ dans l’espace
d’e´nergie associe´
E := {u ∈ H1loc(RN ) t.q. E(u) < +∞}.
Chercher une solution u ∈ E revient en quelque sorte a` imposer que |u| tende vers un a`
l’infini, contrairement aux re´sultats [56, 57] relatifs aux espaces globaux, pour lesquels les
solutions sont nulles a` l’infini.
En petite dimension 1 ≤ N ≤ 4, le proble`me de Cauchy dans l’espace d’e´nergie pour
l’e´quation de Gross-Pitaevskii a e´te´ traite´ par Ge´rard [55] puis par Gallo [54] pour des
potentiels f(u) plus ge´ne´raux. Le point de de´part consiste a` de´composer E de manie`re
judicieuse afin de le munir d’une structure d’espace me´trique complet. Ceci permet ensuite
de mettre sur pied une me´thode de point fixe utilisant les estimations de Strichartz pour
l’ope´rateur de Schro¨dinger exp(it∆).
The´ore`me 5.2 ( [55]). Soit N = 2 ou N = 3. Pour tout u0 ∈ E, il existe une unique
solution u ∈ C(R, E) a` l’e´quation de Gross-Pitaevskii avec donne´e initiale u0, telle que
pour tout t ∈ R E(t) = E(u0). De plus, pour tout T > 0, le flot u0 7→ u, E → C([−T, T ], E)
est lipschitzien sur les sous-ensembles borne´s de E.
En dimension N = 4, il existe δ > 0 tel que pour tout u0 ∈ E avec E(u0) ≤ δ, il
existe une unique solution globale u ∈ C(R, E) ve´rifiant de plus ∇u ∈ L2loc(R, L4(R4)) avec
donne´e initiale u0, d’e´nergie constante et telle que u0 7→ u ait les proprie´te´s de re´gularite´
e´nonce´es plus haut.
Puisque nous disposons e´galement des estimations de Strichartz pour l’ope´rateur exp((κ+
i)t∆) lorsque t ≥ 0, ce re´sultat se transpose a` l’e´quation complexe (CGL) en remplac¸ant
R par R+. Graˆce a` l’effet re´gularisant de la partie parabolique, on peut en outre e´tablir
que la solution est re´gulie`re a` temps positif.
En dimension supe´rieure, alors que les me´thodes de point fixe e´chouent, on n’espe`re
pas obtenir de re´sultat d’unicite´ et on se restreint a` la question de l’existence globale.
Comme nous le verrons plus tard, on a en toute dimension l’inclusion
E ⊂ H1loc(RN ) ∩ L4loc(RN ).
En particulier, le The´ore`me 5.1 e´tablit pour u0 ∈ E l’existence d’une solution globale
u ∈ C (R+, H1loc(RN )) telle que u(0) = u0. Cependant, ce re´sultat n’assure pas que u reste
d’e´nergie finie.
En alliant les me´thodes de point fixe de [55] et celles de compacite´ de [56], nous ob-
tiendrons le premier re´sultat suivant.
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The´ore`me 5.3. Soient N ≥ 1 et u0 ∈ E. L’e´quation (CGL) admet une solution globale
u ∈ C (R+, H1loc(RN )) telle que u(0) = u0 et u(t) ∈ E pour tout t ∈ R+. Cette solution
ve´rifie en outre
∇u et (1− |u|2) ∈ C (R+, L2(RN )) , ∆u ∈ L2loc (R+, L2(RN )) , ∂tu ∈ L2(R+ × RN ),
et enfin
d
dt
E(u(t)) = − κ
κ2 + 1
∫
RN
|∂tu|2 dx dans L1(R+).
La de´monstration de ce the´ore`me, qui sera pre´sente´e a` la Section 5.2 de ce chapitre,
comprend deux e´tapes. La premie`re consiste a` e´tablir l’existence (et l’unicite´) de la solution
uη d’une suite d’e´quations approchant formellement l’e´quation (CGL) lorsqu’un parame`tre
η tend vers ze´ro. Dans la seconde e´tape, on montre que uη converge vers une fonction
ve´rifiant les conclusions du The´ore`me 5.3.
5.1.3 Le cas spe´cifique de la dimension deux et des donne´es de type
vortex.
Dans ce paragraphe, nous nous restreignons au cas bidimensionnel N = 2. Au Chapitre
6, nous e´tudierons un re´gime particulier pour l’e´quation (CGL) dans lequel les solutions
sont proches de champs appele´s « superpositions de vortex »
u(z) =
l∏
i=1
fdi (|z − zi|)
(
z − zi
|z − zi|
)di
, z ∈ C ≃ R2.
Ici, les points zi ∈ C pour i = 1, . . . , l, les degre´s di ∈ Z et les profils fdi : R+ → [0, 1]
s’annulent a` l’origine et tendent vers un a` l’infini. Malheureusement, l’e´nergie de Ginzburg-
Landau de ces configurations n’est finie qu’a` la condition que le degre´ total
d =
l∑
i=1
di = 0,
ce qui restreint l’application du re´sultat de P. Ge´rard [55]. Afin de reme´dier a` cette res-
triction pour l’e´quation de Gross-Pitaevskii, Bethuel et Smets [44] ont introduit l’espace
V = {U ∈ L∞(R2), ∇kU ∈ L2(R2), ∀k ≥ 2, (1− |U |2) ∈ L2(R2) et ∇|U | ∈ L2(R2)},
qui comprend entre autres toutes les superpositions de vortex, y compris celles pour les-
quelles d 6= 0. Le re´sultat de [44] e´tablit le caracte`re globalement bien pose´ du proble`me
de Cauchy dans la classe V +H1(R2). Le caracte`re global est obtenu a` l’aide de la conser-
vation d’une fonctionnelle, finie sur V + H1(R2), qui s’apparente a` l’e´nergie usuelle de
Ginzburg-Landau.
The´ore`me 5.4 ( [44]). Soit u0 = U + w0 tel que U ∈ V et w0 ∈ H1(R2). Il existe une
unique solution u = U + w ∈ C(R, {U} + H1(R2)) a` l’e´quation de Gross-Pitaevskii telle
que u(0) = u0, et w est l’unique solution dans C(R, H1(R2)) de{
∂tw = i[∆w + fU (w)]
w(0) = w0,
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ou`
fU (w) = ∆U + (U + w)(1− |U + w|2).
En outre, l’e´nergie EU (u) := EU (w), de´finie par
EU (u) =
∫
R2
|∇w|2
2
−
∫
R2
∆U · w +
∫
R2
(1− |U + w|2)2
4
est conserve´e au cours du temps.
Remarque 5.1. Dans [44], EU (u) est appele´e e´nergie renormalise´e. Lorsque U ∈ V ve´rifie
de surcroˆıt ∇U ∈ L2(R2), on a
EU (u) = E(u)−
∫
R2
|∇U |2
2
,
ce qui explique, au moins formellement, que l’e´nergie renormalise´e soit conserve´e. Le lien
entre E(u) et EU (u) sera pre´sente´ plus en de´tails au Chapitre 6.
Ce re´sultat s’e´tend a` l’e´quation complexe, pour laquelle l’e´nergie renormalise´e est de´-
croissante. En outre, on obtient de la re´gularite´ supple´mentaire sur les solutions obtenues.
La Section 5.3 sera consacre´e a` la de´monstration du re´sultat suivant.
The´ore`me 5.5. Soit u0 = U+w0 appartenant a` V+H1(R2). Il existe une unique solution
u = U+w ∈ C(R+, {U}+H1(R2)) a` (CGL) telle que u(0) = u0, et w est l’unique solution
dans C(R+, H1(R2)) de {
∂tw = (κ+ i)[∆w + fU (w)]
w(0) = w0.
On a en outre
w ∈ C∞(R∗+, C∞(R2))
et
w ∈ L1loc(R+, H2(R2)) ∩ L∞loc(R∗+, L∞(R2)), ∂tw ∈ L1loc(R+, L2(R2)).
L’e´nergie renormalise´e EU (w) est de´croissante et ve´rifie
d
dt
EU (u(t)) = − κ
κ2 + 1
∫
R2
|∂tw|2 dx, ∀t ≥ 0.
5.2 De´monstration du The´ore`me 5.3.
5.2.1 Quelques notations et re´sultats pre´liminaires.
Le point de de´part consiste a` de´finir une me´trique sur E . L’espace de Zhidkov X1(RN )
est de´fini par
X1(RN ) := {u ∈ L∞(RN ) t. q. ∇u ∈ L2(RN )},
et est muni de la norme
‖u‖X1 = ‖u‖L∞ + ‖∇u‖L2 .
P. Ge´rard [55] a de´montre´ l’inclusion E ⊂ X1 +H1. En dimension strictement supe´rieure
a` 4, alors que H1 ne s’inclut pas dans L4, il convient d’apporter la pre´cision suivante
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Lemme 5.1 (cf. [55], Lemme 1). Pour toute dimension N ≥ 1 a lieu l’inclusion
E ⊂ X1(RN ) +H1(RN ) ∩ L4(RN ),
et de plus
‖u‖X1+H1∩L4 ≤ C
(
1 + E(u)1/2
)
pour une constante C, ou` l’on de´finit la norme sur X1 +H1 ∩ L4 par
‖w‖X1+H1∩L4 = inf{‖a‖X1 + ‖b‖H1 + ‖b‖L4 : (a, b) ∈ X1 ×H1 ∩ L4, w = a+ b}.
De´monstration. L’inclusion E ⊂ X1 +H1 est de´ja` e´tablie au Lemme 1 de [55] avec l’esti-
mation correspondante. Ceci repose sur la de´composition de u ∈ E comme
u = u1 + u2, u1 = χ(u)u, u2 = (1− χ(u))u,
ou` χ : C→ [0, 1] est une fonction plateau valant identiquement 1 sur B(0, 2) et s’annulant
en dehors de B(0, 3). Dans [55], il est e´tabli que u1 ∈ X1 et u2 ∈ H1 avec les estimations
de normes correspondantes. Le seul point a` ve´rifier est donc le fait que u2 ∈ L4 et que
‖u2‖L4 ≤ C(1 + E(u)1/2). Or |u| ≥ 2 sur le support de u2, d’ou`
|u2|4 ≤ 1|u|≥2|u|4 ≤ 2(1− |u|2)2,
de sorte que ‖u2‖L4 ≤ CE(u)1/4 et la conclusion s’ensuit.
Graˆce a` cette de´composition nous pouvons de`s a` pre´sent, suivant [55], de´finir la distance
suivante sur E :
dE(u, v) = ‖u− v‖X1+H1∩L4 + ‖|u|2 − |v|2‖L2 .
On rassemble pour la suite les quelques proprie´te´s suivantes.
Lemme 5.2 ( [55], Lemme 2). Pour tout N ≥ 1, on a
E +H1 ∩ L4(RN ) ⊂ E ,
et de plus pour v ∈ E et w ∈ H1 ∩ L4,
‖|v + w|2 − 1‖L2 ≤ ‖|v|2 − 1‖L2 + C(1 +
√
E(v)) (‖w‖L2 + ‖w‖L4) + ‖w‖2L4 .
En outre, pour v, v˜ ∈ E et w, w˜ ∈ H1 ∩ L4, on a
dE(v + w, v˜ + w˜) ≤ C(1 + ‖w˜‖H1∩L4)dE(v, v˜)
+ C(1 +
√
E(v) + ‖w‖H1∩L4 + ‖w˜‖H1∩L4)‖w − w˜‖H1∩L4 .
De´monstration. La premie`re ine´galite´ est prouve´e dans [55] (ine´galite´ (2.2)) et assure le
fait que E +H1 ∩ L4 ⊂ E . Pour la deuxie`me estimation, nous avons d’une part
‖v − v˜ + w − w˜‖X1+H1∩L4 ≤ ‖v − v˜‖X1+H1∩L4 + ‖w − w˜‖H1∩L4
≤ dE(v, v˜) + ‖w − w˜‖H1∩L4 .
D’autre part,
|v + w|2 − |v˜ + w˜|2 = |v|2 − |v˜|2 + |w|2 − |w˜|2 + 2Re(v(w − w˜))− 2Re(w˜(v˜ − v)),
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d’ou`
‖|v + w|2 − |v˜ + w˜|2‖L2 ≤ dE(v,v˜) + (‖w‖L4 + ‖w˜‖L4)‖w − w˜‖L4
+ 2‖v(w − w˜)‖L2 + 2‖w˜(v˜ − v)‖L2 .
Mais comme v ∈ L∞ + (L2 ∩ L4) et w ∈ L2 ∩ L4, on ve´rifie que
‖v(w − w˜)‖L2 + ‖w˜(v˜ − v)‖L2 ≤ ‖v‖L∞+L4‖w − w˜‖L2∩L4 + ‖v − v˜‖L∞+L4‖w˜‖L2∩L4
≤ C(1 +
√
E(v))‖w − w˜‖H1∩L4 + ‖w˜‖H1∩L4dE(v, v˜).
Une conse´quence imme´diate de ce re´sultat est le
Lemme 5.3. Pour tout N ≥ 1, on a E +H1 ∩ L∞ ⊂ E .
De plus, lorsque v ∈ E et w ∈ H1 ∩ L∞, on a
E(v + w) ≤ 2E(v) + C (1 + E(v)) (‖w‖2L∞ + ‖w‖2H1 + ‖w‖2L∞‖w‖2L2) .
De´monstration. Le fait que v+w ∈ E est une conse´quence du Lemme 5.2 et de l’inclusion
H1∩L∞ ⊂ H1∩L4. Par ailleurs, graˆce a` l’ine´galite´ d’interpolation ‖f‖L4 ≤ C‖f‖1/2L∞‖f‖1/2L2 ,
on obtient, a` nouveau graˆce au Lemme 5.2,
‖|v + w|2 − 1‖L2 ≤ ‖|v|2 − 1‖L2 + C
(
1 +
√
E(v)
)
(‖w‖L2 + ‖w‖L∞ + ‖w‖L2‖w‖L∞) ,
ce qui me`ne a` l’estimation souhaite´e.
On munit alors E ∩ L∞ de la distance
δE(u, v) = dE(u, v) + ‖u− v‖L∞ pour u, v ∈ E ∩ L∞,
dont nous nous servirons au paragraphe suivant. Notons que (E ∩ L∞, δE) est un espace
complet.
Une autre conse´quence du Lemme 5.2 est la
Proposition 5.1. Soit u ∈ E. Il existe uη ∈ E ∩ L∞(RN ) tel que
(i) lim
η→0
E(uη) = E(u), (ii) lim
η→0
‖uη − u‖H1∩L4 = 0.
De´monstration. Pour u = u1 + u2 ∈ E avec u1 ∈ X1 et u2 ∈ H1 ∩ L4, posons
uη = u1 + ρη ∗ u2 ∈ L∞(RN ),
ou` (ρη)0<η<1 est une approximation de l’unite´. Alors vη := uη − u tend vers ze´ro dans
H1 ∩ L4 quand η tend vers ze´ro. Par ailleurs, on a uη = u + vη ∈ E + H1 ∩ L4, ce qui
d’apre`s le Lemme 5.2 assure que uη ∈ E . Enfin, puisque
|uη|2 − 1 = |u|2 − 1 + |vη|2 + 2Re(uvη)→ |u|2 − 1 dans L2
et
∇uη = ∇u+∇vη → ∇u dans L2,
on conclut la de´monstration de la proposition.
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On introduit enfin le propagateur Sκ(t) associe´ a` l’e´quation de la chaleur ∂tf−κ∆f = 0
Sκ(t, x) =
1
(4πκt)N/2
exp
(
−|x|
2
4κt
)
, t > 0, x ∈ RN ,
qui ve´rifie
‖Sκ(t, ·)‖Lr(R2) ≤
C
t1−1/r
, ∀1 ≤ r ≤ +∞, ∀t > 0,
‖∇Sκ(t, ·)‖Lr(R2) ≤
C
t3/2−1/r
,
et dont l’action sur E ∩ L∞ est de´crite par le lemme suivant.
Lemme 5.4. Soit u0 ∈ E ∩ L∞(RN ). On a pour t ≥ 0
‖Sκ(t)u0‖L∞ ≤ ‖u0‖L∞ et ‖∇Sκ(t)u0‖L2 ≤ ‖∇u0‖L2 .
En outre, on a
‖Sκ(t)u0 − u0‖L2 ≤ C
√
t‖∇u0‖L2 .
En particulier, t 7→ Sκ(t)u0 − u0 ∈ C(R+, H1 ∩ L4).
Enfin, on a t 7→ Sκ(t)u0 ∈ C(R+, E) et
E(Sκ(t)u0) ≤ 2E(u0) + f0 (E(u0), ‖u0‖∞) (1 + t), (5.2)
ou` f0(a, b) est une fonction continue de deux variables.
De´monstration. Le fait que Sκ(t)u0 ∈ L∞∩H˙1 avec les estimations correspondantes re´sulte
de l’ine´galite´ de Young pour la convolution et du fait que ‖Sκ(t)‖L1 = 1.
Par ailleurs, par des estimations directes (voir la de´monstration du Lemme 6.2 dans
[54]), on obtient∫
RN
|Sκ(t) ∗ u0 − u0|2 dx =
∫
RN
∣∣∣∣∫
RN
Sκ(t, y)(u0(x− y)− u0(x)) dy
∣∣∣∣2 dx
≤
∫
RN
∫
RN
Sκ(t, y) |u0(x− y)− u0(x)|2 dy dx
≤
∫
RN
∫
RN
Sκ(t, y)
∣∣∣∣∫ 1
0
−y · ∇u0(x− sy) ds
∣∣∣∣2 dy dx
≤
∫ 1
0
∫
RN
|y|2Sκ(t, y)
∫
RN
|∇u0(x− sy)|2 dx dy ds.
Puisque ‖|y|2Sκ(t, y)‖L1 = Ct, on en de´duit que ‖Sκ(t)u0 − u0‖L2 ≤ C
√
t‖∇u0‖L2 et la
deuxie`me estimation du lemme est ve´rifie´e.
Ensuite, posons w(t) = Sκ(t)u0−u0 et montrons que w ∈ C(R+, H1 ∩L4). Le fait que
w ∈ C(R+, H1) de´coule directement du calcul pre´ce´dent (pour la continuite´ en ze´ro) et de
la proprie´te´ de semi-groupe pour Sκ (pour la continuite´ sur R+ en entier).
Afin d’e´tablir que w ∈ C(R+, L4), e´crivons u0 = u10 + u20 ∈ X1 + L4 et w(t) =
w1(t) + w2(t) avec wj(t) = Sκ(t)u
j
0 − uj0 pour j = 1, 2. On sait de´ja` que w2 ∈ C(R+, L4)
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puisque u20 ∈ L4. Pour w1, remarquons que d’apre`s la proprie´te´ de semi-groupe pour Sκ, il
suffit de de´montrer la continuite´ en t = 0. En utilisant le fait que ‖u10‖L∞ ≤ C, on trouve
‖w1(t)‖L4 ≤ C‖w1(t)‖1/2L2 ‖w1(t)‖
1/2
L∞ ≤ C‖w1(t)‖1/2L2 ≤ Ct1/4‖∇u10‖
1/2
L2
≤ Ct1/4‖∇u0‖1/2L2 .
Ceci implique que ‖w1(t)‖L4 tend vers ze´ro avec t.
Il nous reste encore a` de´montrer que t 7→ Sκ(t)u0 ∈ C(R+, E). Ici a` nouveau, on se
contente d’e´tablir la continuite´ en t = 0. E´crivons
Sκ(t)u0 = u0 + (Sκ(t)u0 − u0) .
En vertu du Lemme 5.2 on a donc Sκ(t)u0 ∈ E . D’autre part, en appliquant ce meˆme lemme
a` v = u0, w = Sκ(t)u0− u0, v˜ = u0 et w˜ = 0 et en utilisant le fait que w ∈ C(H1 ∩L4) on
e´tablit le fait que dE(u0, Sκ(t)u0) tend vers ze´ro lorsque t tend vers ze´ro.
Pour conclure, on applique le Lemme 5.3 a` v := u0 ∈ E et w := Sκ(t)u0−u0 ∈ H1∩L∞,
et on obtient l’estimation (5.2).
5.2.2 Existence globale et unicite´ pour une e´quation approche´e de (CGL).
Dans tout ce paragraphe, on note f(u) = u(1 − |u|2) la non-line´arite´ de (CGL),
(ρη)0<η<1 de´signe une approximation de l’unite´, et C(a1, . . . , al) de´signe toute constante
ne de´pendant que de a1, . . . , al et e´ventuellement amene´e a` changer d’une ligne a` l’autre.
On conside`re une suite d’e´quations approchant formellement l’e´quation (CGL) lors-
qu’un parame`tre η tend vers ze´ro :{
∂tv − κ∆v = κf(v) + iρη ∗
[
∆(ρη ∗ v) + ρη ∗ f(v)
]
= g(v)
v(0) = v0 ∈ E ∩ L∞(RN ).
(CGLη)
On se propose de de´montrer la
Proposition 5.2. Soient N ≥ 1 et v0 ∈ E ∩ L∞(RN ). Il existe une solution v = vη ∈
C (R+, E) ∩ L∞
(
R+, L∞(RN )
)
de (CGLη) telle que v(0) = v0 et telle que l’e´nergie de
vη est de´croissante. De plus, on a ∆v ∈ L2loc
(
R+, L2(RN )
)
, f(v) ∈ L2loc
(
R+, L2(RN )
)
,
∂tv ∈ L2
(
R+, L2(RN )
)
et∫ t
0
(‖∆v‖2L2 + ‖f(v)‖2L2) ≤ C(κ,E(v0))(1 + t), ∀t ≥ 0, ∫ +∞
0
‖∂tv‖2L2 ≤ C(κ,E(v0)).
La de´monstration repose sur un the´ore`me de point fixe dans E ∩L∞ : on cherche v en
tant que point fixe de l’application
Ψ(v) = vL +Φ(v) = Sκ(t)v0 +
∫ t
0
Sκ(t− s)g(v(s)) ds.
Ceci requiert quelques estimations pre´alables pour v 7→ g(v).
Lemme 5.5. Pour v ∈ E ∩ L∞, on a
‖g(v)‖L∞ + ‖g(v)‖L2 ≤ C1(η, ‖v‖∞, E(v)).
De plus, pour u, v ∈ E ∩ L∞,
‖g(u)− g(v)‖L∞ + ‖g(u)− g(v)‖L2 ≤ C2(η, ‖(u, v)‖∞, E(u), E(v))δE(u, v).
Ici C1 et C2 de´signent des fonctions continues de plusieurs variables et δE est la distance
sur E ∩ L∞ introduite au paragraphe pre´ce´dent.
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De´monstration. Tout d’abord, l’ine´galite´ de Young implique que
‖g(v)‖L∞ ≤ C‖f(v)‖L∞ + ‖ρη ∗ (∆ρη ∗ v)‖L∞
≤ C (‖v‖L∞(1 + ‖v‖2L∞) + ‖∆ρη‖L1‖v‖L∞)
≤ C(η, ‖v‖L∞).
De meˆme, on a
‖g(v)‖L2 ≤ C (‖f(v)‖L2 + ‖ρη ∗ (∆(ρη ∗ v))‖L2)
≤ C(‖v‖L∞‖1− |v|2‖L2 + N∑
i=1
‖ρη ∗ (∂iρη ∗ ∂iv)‖L2
)
≤ C
(
‖v‖L∞E(v)
1
2 + ‖∇ρη‖L1‖∇v‖L2
)
≤ C(η, ‖v‖∞, E(v)),
ce que de´montre la premie`re estimation du lemme. Par ailleurs, on a
‖g(u)− g(v)‖L2∩L∞ ≤ C (‖f(u)− f(v)‖L2∩L∞ + ‖ρη ∗ [∆(ρη ∗ (u− v))]‖L2∩L∞) .
D’un coˆte´, puisque
f(u)− f(v) = (u− v)(1− |u|2) + v(|v|2 − |u|2),
on obtient imme´diatement
‖f(u)− f(v)‖L∞ ≤ C(‖(u, v)‖L∞)‖u− v‖L∞ ≤ C(‖(u, v)‖L∞)δE(u, v).
D’un autre coˆte´,
‖f(u)− f(v)‖L2 ≤ C
(
‖u− v‖L∞E(u)
1
2 + ‖v‖L∞‖|v|2 − |u|2‖L2
)
≤ C(E(u), ‖v‖L∞)δE(u, v).
Enfin, on ve´rifie aussi que
‖ρη ∗ [∆(ρη ∗ (u− v))]‖L∞∩L2 ≤ C(η) (‖u− v‖L∞ + ‖∇(u− v)‖L2)
≤ C(η)δE(u, v),
et la conclusion s’ensuit.
Muni du Lemme 5.5, on peut e´tablir un premier re´sultat local d’existence et d’unicite´.
Lemme 5.6. Soient N ≥ 1 et R > 0. Il existe T = T (η,R) > 0 tel que pour tout
v0 ∈ E ∩ L∞(RN ) tel que ‖v0‖L∞ + E(v0) ≤ R, l’e´quation (CGLη) admette une unique
solution v ∈ C([0, T ], E) ∩ L∞([0, T ], L∞(RN )) ve´rifiant v(0) = v0.
De´monstration. On a ‖v0‖L∞ + E(v0) ≤ R. Alors
3R+ 2f0(E(v0), ‖v0‖L∞) ≤ C(R),
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ou` f0 est de´finie au Lemme 5.4, et ou` C(R) ne de´pend que de R. On pose R˜ = C(R). En
vertu du meˆme Lemme 5.4, il existe T (R) > 0 tel que
sup
t∈[0,T (R)]
(
E(Sκ(t)v0) + ‖Sκ(t)v0‖L∞
) ≤ R˜. (5.3)
On peut supposer que T (R) < 1.
Ensuite, pour 0 < T ≤ T (R), on de´finit
XT = {v ∈ C([0, T ], E) t.q. v−Sκ(t)v0 ∈ C([0, T ], L∞) et sup
t∈[0,T ]
(
E(v(t))+‖v(t)‖L∞
) ≤ 4R˜}.
Premie`re e´tape : il existe T (η,R) ≤ T (R) tel que Ψ(XT (η,R)) ⊂ XT (η,R).
En effet, lorsque v ∈ XT , on a pour 0 < T ≤ T (R) et t ∈ [0, T ]
‖Ψ(v)(t)‖L∞ ≤ ‖Sκ(t)v0‖L∞ + ‖Φ(v)(t)‖L∞ .
D’apre`s l’ine´galite´ de Young pour la convolution et le Lemme 5.5,
‖Φ(v)(t)‖L∞ ≤ C
∫ t
0
‖g(v(s))‖∞ ds ≤ C(R, η)t,
d’ou`, d’apre`s (5.3),
sup
t∈[0,T ]
‖Ψ(v)(t)‖L∞ ≤ R˜+ C(R, η)T. (5.4)
D’autre part, l’ine´galite´ de Young puis le Lemme 5.5 donnent
‖Φ(v)(t)‖H1 ≤
∫ t
0
(‖Sκ(t− s)‖L1 + ‖∇Sκ(t− s)‖L1)‖g(v(s))‖L2 ds ≤ C(η,R)√t.
En appliquant le Lemme 5.3 a` v := Sκ(t)v0 ∈ E et w := Φ(v)(t) ∈ H1 ∩L∞, on trouve par
ailleurs
E(Ψ(v)(t)) ≤ 2E(Sκ(t)v0)
+C
(
1 + E(Sκ(t)v0)
) (‖Φ(v)(t)‖2H1 + ‖Φ(v)(t)‖2L∞ + ‖Φ(v)(t)‖2H1‖Φ(v)(t)‖2L∞) .
De par les estimations pre´ce´dentes pour ‖Φ(v)(t)‖L∞∩H1 et (5.3), on obtient ainsi
sup
t∈[0,T ]
E(Ψ(v)(t)) ≤ 2R˜+ C(R, η)T. (5.5)
D’apre`s les estimations (5.4) et (5.5), il est clair que si T ≤ T (η,R) est assez petit,
sup
t∈[0,T ]
(
E(Ψ(v)(t)) + ‖Ψ(v)(t)‖L∞
) ≤ 4R˜.
Enfin, une rapide adaptation des calculs pre´ce´dents montre que Φ(v) ∈ C([0, T ], H1 ∩
L∞). Par conse´quent, les Lemmes 5.2 et 5.4 nous assurent que Ψ(v) ∈ C([0, T ], E), d’ou` le
fait que Ψ laisse XT stable.
Seconde e´tape : quitte a` diminuer T (η,R), Ψ est une contraction sur XT (η,R).
En effet, en appliquant le Lemme 5.2 et en tenant compte du fait que E(Sκ(t)v0) ≤ C(R),
‖Φ(u)(t)‖H1∩L4 et ‖Φ(v)(t)‖H1∩L4 ≤ C(R, η) pour t ≤ T (R, η), on trouve
δE (Ψ(u)(t),Ψ(v)(t)) = ‖Φ(u)(t)− Φ(v)(t)‖L∞ + dE(Sκ(t)v0 +Φ(u)(t), Sκ(t)v0 +Φ(v)(t))
≤ ‖Φ(u)(t)− Φ(v)(t)‖L∞ + C(R, η)‖Φ(u)(t)− Φ(v)(t)‖H1∩L4
≤ C(R, η)‖Φ(u)(t)− Φ(v)(t)‖H1∩L∞ ,
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ou` la dernie`re ine´galite´ provient de l’ine´galite´ d’interpolation ‖f‖L4 ≤ C(‖f‖L2 + ‖f‖L∞).
D’un autre coˆte´, on a d’apre`s l’ine´galite´ de Young
‖Φ(u)(t)− Φ(v)(t)‖H1∩L∞ ≤ C
∫ t
0
(1 + (t− s)−1/2)‖g(u(s))− g(v(s))‖L2∩L∞ ds
≤ C(η,R)
√
t sup
s∈[0,t]
δE (u(s), v(s)) ,
ou` la dernie`re ine´galite´ re´sulte de la seconde estimation du Lemme 5.5. Finalement, on
obtient
sup
t∈[0,T ]
δE (Ψ(u)(t),Ψ(v)(t)) ≤ C(η,R)
√
T sup
t∈[0,T ]
δE (u(t), v(t)) .
Il suffit de choisir T (η,R) assez petit pour que C(η,R)T (η,R)1/2 < 1 et la preuve du
Lemme 5.6 est acheve´e.
L’effet re´gularisant de l’e´quation de la chaleur se traduit par le re´sultat suivant.
Lemme 5.7. Soit v ∈ C([0, T ], E) ∩ C((0, T ], L∞) la solution de (CGLη) fournie par le
Lemme 5.6. Alors ∆v ∈ C((0, T ], L2) ∩ L1((0, T ), L2).
De plus, t 7→ E(v(t)) est de´croissante sur [0, T ].
De´monstration. Rappelons que v(t) = Sκ(t)v0 + Φ(v)(t). D’une part, puisque ∇v0 ∈ L2
on a t 7→ ∆(Sκ(t)v0) ∈ C((0, T ], L2).
D’autre part, fixons 0 < t0 ≤ T . Soit ε > 0 tel que ε < t0. Pour t > t0 tel que t−t0 < ε,
on a
Φ(v)(t)−Φ(v)(t0) =
∫ t0−ε
0
(
Sκ(t− s)− Sκ(t0 − s)
)
g(v)(s) ds
+
∫ t
t0−ε
Sκ(t− s)g(v)(s) ds−
∫ t0
t0−ε
Sκ(t0 − s)g(v)(s) ds.
En premier lieu, on a d’apre`s le Lemme 5.4∥∥∥∫ t0−ε
0
∆
((
Sκ(t− s)− Sκ(t0 − s)
)
g(v)(s)
)
ds
∥∥∥
L2
=
∥∥∥∫ t0−ε
0
∆
(
Sκ(t− t0)Sκ(t0 − s)g(v)(s)− Sκ(t0 − s)g(v)(s)
)
ds
∥∥∥
L2
≤ C√t− t0
∫ t0−ε
0
‖∇∆(Sκ(t0 − s)g(v)(s))‖L2 ds
≤ C√t− t0
∫ t0−ε
0
‖∇∆Sκ(t0 − s)‖L1‖g(v)(s)‖L2 ds
≤ C(ε)√t− t0,
ou` l’on a utilise´ l’ine´galite´ de Young ainsi que le fait que ‖∇∆Sκ(t0−s)‖L1 ≤ C(ε) lorsque
|t0 − s| ≥ ε.
Afin d’estimer les deux autres termes dans l’expression ci-dessus pour Φ(v)(t)−Φ(v)(t0),
on ve´rifie que
‖∇g(v)‖L2 ≤ C‖∇f(v)‖L2 + C(η)‖∇v‖L2 ≤ C(η, ‖v‖L∞)‖∇v‖L2 ≤ C(η,R).
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Par conse´quent, les estimations pour ∇Sκ impliquent que∥∥∆ ∫ t
t0−ε
Sκ(t− s)g(v)(s) ds
∥∥
L2
+
∥∥∆ ∫ t0
t0−ε
Sκ(t0 − s)g(v)(s) ds
∥∥
L2
≤ C
∫ t
t0−ε
‖∇Sκ(t− s)‖L1‖∇g(v)(s)‖L2 ds+ C
∫ t0
t0−ε
‖∇Sκ(t0 − s)‖L1‖∇g(v)(s)‖L2 ds
≤ C(η,R)(√t− t0 +√ε).
Finalement, en faisant tendre d’abord t vers t0 puis ε vers ze´ro, on obtient que
∆Φ(v)(t)→ ∆Φ(v)(t0) dans L2, d’ou` le fait que ∆v ∈ C((0, T ], L2).
Par ailleurs, des estimations similaires impliquent que pour t ∈ (0, T ],
‖∆v(t)‖L2 ≤ ‖∇Sκ(t)‖L1‖∇v0‖L2 + C(η,R)t1/2 ≤ C(η,R)(t−1/2 + t1/2),
soit ∆v ∈ L1((0, T ), L2).
Ensuite, comme ∆v et g(v) ∈ C((0, T ], L2), on voit en revenant a` l’e´quation (CGLη)
que ∂tv ∈ C((0, T ], L2). On peut donc calculer pour t ∈ (0, T ]
d
dt
E(v(t)) = −
∫
RN
∂tv · {∆v + v(1− |v|2)} dx
= −
∫
RN
{κ∆v + g(v)} · {∆v + f(v)} dx
= −
∫
RN
{κ∆v + κf(v) + (ρη ∗ [∆(ρη ∗ v) + ρη ∗ f(v)])⊥} · {∆v + f(v)} dx
= −κ
∫
RN
|∆v + f(v)|2 dx+R(η, v),
ou`
R(η, v) =
∫
RN
ρη ∗ [∆(ρη ∗ v) + ρη ∗ f(v)] · {∆v + f(v)}⊥ dx.
En fait, on a R(η, v) = 0. En effet, posons ω = ∆v + f(v) ∈ L2 et ωη = ρη ∗ ω. Puisque
∆v ∈ L2, on a ∆(ρη ∗ v) = ρη ∗∆v dans L2. On trouve donc
R(η, v) =
∫
RN
{ρη ∗ (ρη ∗ ω)} · ω⊥ dx
=
∫
RN
∫
RN
ρη(x− y)ωη(y) · ω⊥(x) dy dx
=
∫
RN
ωη(y) ·
(∫
RN
ρη(y − x)ω⊥(x) dx
)
dy
=
∫
RN
ωη(y) · ω⊥η (y) dy = 0,
ce que l’on voulait de´montrer.
On a ainsi e´tabli que dE(v)/dt ∈ L1((0, T )) et dE(v)/dt ≤ 0 sur (0, T ]. D’un autre
coˆte´, on a v = v0+
(
Sκ(·)v0−v0+Φ(v)
) ∈ {v0}+C([0, T ], H1∩L4) d’apre`s les Lemmes 5.4
et 5.6. Il suffit alors d’invoquer les estimations du Lemme 5.2 pour en de´duire la continuite´
de t 7→ E(v)(t). Par conse´quent on obtient la de´croissance de t 7→ E(v)(t) sur [0, T ].
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Lemme 5.8. Soit v ∈ C([0, T ], E) ∩ C((0, T ], L∞) la solution de (CGLη) fournie par le
Lemme 5.6. Alors ∇v ∈ C((0, T ], Hk) pour tout k ∈ N.
De´monstration. Il suffit de raisonner par re´currence sur k et de transcrire les arguments
de la de´monstration du Lemme 5.7 menant au fait que ∆v ∈ C((0, T ], L2).
Dans un second temps, on cherche un controˆle en norme L∞ de la solution obtenue.
Lemme 5.9. Soit v ∈ C([0, T ], E) ∩ C((0, T ], L∞) la solution de (CGLη) fournie par le
Lemme 5.6. Il existe une constante C = C(η,R) telle que
‖v(t)‖L∞ ≤ C(η,R), ∀t ∈ [0, T ].
De´monstration. On tire parti du signe de la non-line´arite´ f(v) d’une part et d’estimations
uniformes (par rapport a` ‖v‖L∞) pour g(v) d’autre part. Remarquons que puisque v =
v1 + v2 ∈ L∞ + L4, on a f(v) = v1(1 − |v|2) + v2(1 − |v|2), par conse´quent l’ine´galite´ de
Ho¨lder implique que
‖f(v)‖L2+L4/3 ≤ ‖1− |v|2‖L2(‖v1‖L∞ + ‖v2‖L4) ≤ C(1 + E(v)),
ou` la seconde ine´galite´ est due a` l’estimation du Lemme 5.1.
Puisque supt∈[0,T ]E(v(t)) ≤ E(v0) ≤ R, on a donc
sup
t∈[0,T ]
‖∇v(t)‖2L2 ≤ 2R, sup
t∈[0,T ∗)
‖f(v)(t)‖L2+L4/3 ≤ C(1 +R).
Ensuite, le Lemme 5.8 assure que v ∈ C((0, T ], C∞), l’e´quation (CGLη) est donc
ve´rifie´e au sens classique dans (0, T ]×RN . En formant le produit scalaire de cette dernie`re
avec v dans R2, on obtient
∂tr − κ∆r = 2κv · f(v) + 2v · h(v)− |∇v|2,
ou` r = |v|2 et h(v) = ρη ∗ [∆(ρη ∗ v) + ρη ∗ f(v)]⊥. D’apre`s l’ine´galite´ de Young, on a
v · h(v) ≤ |v|‖h(v)‖L∞ ≤ C|v| (‖ρη ∗ f(v)‖L∞ + ‖∆(ρη ∗ v)‖L∞)
≤ C|v|(‖ρη‖L2∩L4‖f(v)‖L2+L4/3 + ‖∇ρη‖L2‖∇v‖L2)
≤ C(η,R)|v|,
d’ou`
∂tr − κ∆r ≤ 2κr(1− r) + C(η,R)
√
r,
et la conclusion du lemme re´sulte du principe du maximum.
De´monstration de la Proposition 5.2.
Soit v0 ∈ E∩L∞ et v ∈ C((0, T ∗), E∩L∞) la solution maximale de (CGLη) correspondante.
D’apre`s le Lemme 5.6, si T ∗ < +∞ on a ne´cessairement
lim sup
t→T ∗
(
E(v(t)) + ‖v(t)‖L∞
)
= +∞.
Ceci est exclu comme l’attestent les Lemmes 5.7 et 5.9, et l’on conclut que T ∗ = +∞.
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En vertu du Lemme 5.7, on a ensuite v ∈ C(R∗+, L∞∩E)∩C(R∗+, H˙2) et par conse´quent
f(v) ∈ C(R∗+, L2). Il s’agit d’e´tablir des bornes dans ces espaces, de´pendant de E(v0) mais
uniformes en η. D’apre`s la de´monstration du Lemme 5.7, on a
d
dt
E(v(t)) = −κ
∫
RN
|∆v + f(v)|2 dx
= −κ
∫
RN
(|∆v|2 + |f(v)|2) dx− 2κ∫
RN
∆v · f(v) dx
= −κ
∫
RN
(|∆v|2 + |f(v)|2) dx+ 2κ∫
RN
|∇v|2(1− |v|2) dx− κ
∫
RN
|∇|v|2|2 dx,
ou` la dernie`re e´galite´ est obtenue par inte´gration par parties. Puisque κ est positif, ceci
implique que
d
dt
E(v(t)) ≤ −κ
∫
RN
(|∆v|2 + |f(v)|2) dx+ 2κ∫
RN
|∇v|2 dx
≤ −κ
∫
RN
(|∆v|2 + |f(v)|2) dx+ 4κE(v0).
On trouve ainsi ∫ t
0
∫
RN
(|∆v|2 + |f(v)|2) dx ≤ C(κ,E(v0))(1 + t).
Finalement, en revenant a` l’identite´
κ
∫ t
0
∫
RN
|∆v + f(v)|2 dx = E(v0)− E(v(t)) ≤ E(v0),
et en observant que
‖∂tv‖L2 ≤ κ‖∆v + f(v)‖L2 + ‖ρη ∗ ρη ∗ (∆v + f(v))‖L2 ≤ (κ+ 1)‖∆v + f(v)‖L2 ,
on obtient ∫ +∞
0
‖∂tv‖2L2 ≤
(κ+ 1)2
κ
E(v0).
La Proposition 5.2 est de´montre´e. ✷
5.2.3 Compacite´, convergence et de´monstration du The´ore`me 5.3.
A` l’aide des estimations obtenues pour les solutions construites au paragraphe pre´ce´-
dent, on obtient le re´sultat suivant.
Proposition 5.3. Soient u0 ∈ E et u0,η ∈ E ∩ L∞ de´finie par la Proposition 5.1. Soit
uη ∈ C(R+, E ∩ L∞) la solution de (CGLη) avec donne´e initiale u0,η de´termine´e par la
Proposition 5.2. Il existe une suite (ηk)k∈N et il existe u ∈ C(R+, L2loc) ∩ L∞(R+, H1loc)
telle que uηk converge vers u dans C(R+, L
2
loc).
De plus, on a |u|2− 1 et ∇u ∈ C (R+, L2(RN )− w), f(u) et ∆u ∈ L2loc (R+, L2(RN )),
∂tu ∈ L2
(
R+, L2(RN )
)
et enfin sup
t≥0
E(u(t)) ≤ E(u0).
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Ici, C(R+, L2 − w) de´signe l’espace des fonctions a` valeurs dans L2 continues pour la
topologie faible sur L2.
De´monstration. Par hypothe`se, uη ve´rifie supt≥0E(uη(t)) ≤ E(uη,0). Or u0 ∈ E , donc
l’e´nergie E(uη,0) est borne´e uniforme´ment en η d’apre`s la Proposition 5.1. Le Lemme
5.1 assure que uη est borne´e dans L
∞(R+, X1 + H1 ∩ L4), donc dans L∞(H1loc), et par
conse´quent f(uη) est borne´e dans L
∞(L2 + L4/3). Par ailleurs, la Proposition 5.2 assure
que ∂tuη est borne´e dans L
2(L2). Graˆce a` l’injection compacte de H1loc dans L
2
loc, le lemme
d’Aubin-Lions (voir par exemple le Corollaire 4 de [73]) et un argument d’extraction
diagonale entraˆınent alors que uη est relativement compacte dans C(L
2
loc).
Soit u ∈ C(L2loc) ∩ L∞(H1loc) une valeur d’adhe´rence de uη ainsi obtenue. Quitte a`
extraire, on peut supposer que uη tend vers u presque partout dans R+×RN . Il en re´sulte
en particulier que f(uη) tend vers f(u) dans L
1
loc et presque partout.
Par ailleurs, puisque |uη|2− 1 et ∇uη sont borne´es dans L∞(L2), la convergence de uη
vers u dans C(L2loc) implique aussi que |u|2 − 1,∇u ∈ C(L2 − w) et
|uη(t)|2 − 1⇀ |u(t)|2 − 1, ∇uη(t)⇀ ∇u(t) dans L2 − w, ∀t ≥ 0,
d’ou` le fait que
E(u(t)) ≤ lim inf
η→0
E(uη(t)) ≤ lim inf
η→0
E(u0,η) = E(u0).
Enfin, on obtient aussi a` la limite ∂tu ∈ L2(L2) et ∆u, f(u) ∈ L2loc(L2).
Le The´ore`me 5.3 sera finalement une conse´quence imme´diate de la
Proposition 5.4. Soit u0 ∈ E. La fonction u trouve´e dans la Proposition 5.3 est une
solution de l’e´quation (CGL) au sens des distributions sur R+ × RN telle que u(0) = u0.
De plus, on a u ∈ C(R+, H1loc), ∇u, (1− |u|2) ∈ C(R+, L2), et enfin
d
dt
E(u(t)) = − κ
κ2 + 1
∫
RN
|∂tu|2 dx dans L1(R+).
De´monstration. Puisque uη converge fortement vers u dans L
2
loc, il est clair que ∂tuη,
ρη ∗∆(ρη ∗uη) et ∆uη convergent vers ∂tu et ∆u au sens des distributions dans R+×RN .
Par ailleurs, le fait que f(uη) converge fortement vers f(u) dans L
1
loc implique que f(uη)
et ρη ∗ (ρη ∗ f(uη)) convergent vers f(u) au sens des distributions dans R+×RN . Ensuite,
on sait graˆce a` la Proposition 5.3 que uη(0) tend vers u(0) dans L
2
loc fort. D’un autre coˆte´,
la Proposition 5.1 atteste que uη(0) = u0,η converge vers u0 dans H
1∩L4. Il est alors clair
que u(0) = u0.
Il nous reste encore a` e´tablir la continuite´ en temps. La Proposition 5.3 garantit d’une
part que u ∈ C(L2loc) et ∇u ∈ C(L2−w). D’autre part, puisque ∂tu,∆u et f(u) ∈ L2loc(L2),
on a
d
dt
∫
RN
|∇u|2
2
dx = −
∫
RN
∂tu ·∆u dx ∈ L1loc(R+),
ce qui implique que t 7→ ‖∇u‖L2 est continue, d’ou` le fait que u ∈ C(H1loc) et ∇u ∈ C(L2).
De meˆme, on a (1− |u|2) ∈ C(L2 − w). Par ailleurs,
d
dt
∫
RN
(1− |u|2)2
4
dx = −
∫
RN
∂tu · f(u) dx ∈ L1loc(R+),
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donc t 7→ ‖1− |u|2‖L2 est continue. Ceci entraˆıne que (1− |u|2) ∈ C(L2).
Finalement, on voit que puisque ∂tu ∈ L2(R+ × RN ),
d
dt
E(u(t)) = −
∫
RN
∂tu · (∆u+ f(u)) dx = − κ
κ2 + 1
∫
RN
|∂tu|2 dx ∈ L1(R+),
ce qui termine la de´monstration de la proposition et conclut cette section.
5.3 De´monstration du The´ore`me 5.5.
Cette section est consacre´e a` la de´montration du The´ore`me 5.5. Nous cherchons la
solution w ∈ C (R+, H1(R2)) de{
∂tw = (κ+ i)
(
∆w + fU (w)
)
,
w(0) = w0 ∈ H1(R2),
(CGL)
ou`
fU (w) = ∆U + (U + w)(1− |U + w|2), U ∈ V,
et κ est strictement positif.
Introduisons le semi-groupe S(t, x) associe´ a` l’e´quation homoge`ne line´aire correspon-
dante29. Celui-ci s’e´crit
S(t, x) =
1
4π(κ+ i)t
exp
( −|x|2
4(κ+ i)t
)
,
et ve´rifie pour 1 ≤ r ≤ +∞
‖S(t, ·)‖Lr(R2) ≤
Cκ
t1−1/r
, ∀t > 0, (5.6)
et
‖DkS(t, ·)‖Lr(R2) ≤
Cκ
t|k|/2+1−1/r
, ∀t > 0. (5.7)
Il est a` noter que la constante Cκ diverge lorsque κ tend vers ze´ro.
Dans un premier temps, on e´tablira un re´sultat d’existence locale pour (CGL).
Proposition 5.5. Soit R > 0. Pour tout w0 ∈ H1(R2) tel que ‖w0‖H1 ≤ R, il existe
T = T (R) > 0 et une unique solution w ∈ C([0, T ], H1(R2)) a` l’e´quation (CGL) telle que
w(0) = w0.
De´monstration. Notre intention est d’appliquer une me´thode de point fixe a` l’application
ψ : w ∈ H1(R2) 7→ ψ(w), ou`
ψ(w)(t) = S(t) ∗ w0 +
∫ t
0
S(t− s) ∗ gU (w(s)) ds,
avec
gU = (κ+ i)fU .
Dans cette optique, on introduit, pour T > 0,
B(T,R) = {w ∈ L∞([0, T ], H1(R2)) t.q. ‖w‖L∞(H1) ≤ (2Cκ + 1)R},
29S(t) de´pend de κ, mais n’est pas le semi-groupe Sκ(t) de la section pre´ce´dente.
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ou` Cκ est la constante apparaissant dans (5.6)-(5.7). Il est alors possible de choisir T =
T (R) de sorte que ψ laisse B(T (R), R) stable et soit une contraction sur cet ensemble.
En effet, soient T > 0 et w ∈ B(T,R). En utilisant le fait que H1(R2) s’injecte
continuˆment dans Lp(R2) pour tout 2 ≤ p < +∞, ainsi que le fait que U appartient a` V,
on peut montrer30 en de´veloppant fU (w) que
‖fU (w)‖L∞([0,T ],L2) ≤ C(U,R), (5.8)
et pour w1, w2 ∈ B(T,R)
‖fU (w1)− fU (w2)‖L∞([0,T ],L2) ≤ C(U,R)‖w1 − w2‖L∞([0,T ],H1). (5.9)
L’ine´galite´ de Young nous donne ensuite
‖ψ(w)(t)‖H1 ≤ ‖ψ(w)(t)‖L2 + ‖∇ψ(w)(t)‖L2
≤ 2‖S(t)‖L1‖w0‖H1 +
∫ t
0
‖S(t− s) +∇S(t− s)‖L1‖gU (w(s))‖L2 ds
≤ 2Cκ‖w0‖H1 + C
∫ t
0
(
1 + (t− s)−1/2)‖gU (w(s))‖L2 ds,
ou` la dernie`re ine´galite´ de´coule des ine´galite´s (5.6) et (5.7). D’apre`s (5.8) et (5.9), on
obtient alors
sup
t∈[0,T ]
‖ψ(w)(t)‖H1 ≤ 2Cκ‖w0‖H1 + C(U,R)(T +
√
T ),
ainsi que
sup
t∈[0,T ]
‖ψ(w1)(t)− ψ(w2)(t)‖H1 ≤ C ′(U,R)(T +
√
T ) sup
t∈[0,T ]
‖w1(t)− w2(t)‖H1 .
Il suffit de`s lors de choisir T = T (R) assez petit pour que C(U,R)(T +
√
T ) ≤ R et
C ′(U,R)(T +
√
T ) < 1. La proposition est e´tablie.
Lemme 5.10. Soit w ∈ C ([0, T ], H1(R2)) une solution de (CGL). Alors
w ∈ L1loc
(
[0, T ], H2(R2)
) ∩ C ((0, T ], H2(R2)) ,
et par conse´quent
w ∈ L1loc
(
[0, T ], L∞(R2)
)
.
De´monstration. Soit i = 1 ou i = 2. D’une part, le Lemme 2 de [44] nous fournit la
de´composition
∂ifU (w) = g1(w) + g2(w) ∈ L∞
(
[0, T ], L2(R2)
)
+ L∞
(
[0, T ], Lr(R2)
)
pour tout 1 < r < 2. De plus, on a
sup
s∈[0,T ]
(
‖g1(w)(s)‖L2(R2) + ‖g2(w)(s)‖Lr(R2)
)
≤ C(U,A(T ), r),
30Voir le Lemme 1 dans [44].
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ou` A(T ) = sups∈[0,T ] ‖w(s)‖H1(R2). D’autre part, en de´rivant deux fois la formule de Du-
hamel satisfaite par w, on trouve
∂ijw(t) = ∂jS(t) ∗ ∂iw0 +
∫ t
0
∂jS(t− s) ∗ (κ+ i)∂ifU (w)(s) ds.
Compte tenu de la de´composition ∂ifU = g1 + g2, on obtient
‖∂ijw(t)‖L2 ≤ ‖∇S(t)‖L1‖∇w0‖L2 + C
∫ t
0
‖∇S(t− s)‖L1‖g1(s)‖L2 ds
+ C
∫ t
0
‖∇S(t− s)‖Lα‖g2(s)‖Lr ds,
ou` α est tel que 1 + 1/2 = 1/α+ 1/r. D’apre`s (5.7), ceci me`ne finalement a`
‖∂ijw(t)‖L2 ≤ Ct−1/2‖w0‖H1 + C(U,A(T ), r)
∫ t
0
(
(t− s)−1/2 + (t− s)−1/2−1+1/α
)
ds.
Puisque 1/2 + 1 − 1/α = 1/r < 1, on conclut que le membre de droite est fini et par
conse´quent ∂ijw(t) ∈ L2(R2) pour tout t ∈ (0, T ]. La continuite´ en temps a` valeurs dans
L2 est obtenue de manie`re tout a` fait semblable.
A` w ∈ H1 est associe´e l’e´nergie renormalise´e
EU (w) =
∫
R2
|∇w|2
2
−
∫
R2
∆U · w +
∫
R2
(1− |U + w|2)2
4
.
On ve´rifie que EU (w) est finie lorsque U ∈ V.
Lemme 5.11. Soit w ∈ C ([0, T ], H1(R)) une solution de (CGL). Pour tout t ∈ (0, T ],
on a
d
dt
EU (w)(t) ≤ 0.
De plus, il existe une constante CU,w0 ne de´pendant que de U et ‖w0‖H1 telle que
‖w(t)‖H1 ≤ CU,w0 exp(CU,w0t), ∀t ∈ [0, T ]. (5.10)
De´monstration. En premier lieu, on de´duit de (CGL) et du Lemme 5.10 que ∂tw appartient
a` L∞loc
(
(0, T ], L2(R2)
)
, on peut donc calculer
d
dt
EU (w(t)) =
∫
R2
∇w · ∇∂tw −∆U · ∂tw − ∂tw · (U + w)(1− |U + w|2)
= −
∫
R2
∂tw · (∆w + fU (w)) = −
∫
R2
∂tw · ( 1
κ+ i
∂tw)
= − κ
κ2 + 1
∫
R2
|∂tw|2 ≤ 0.
Afin d’e´tablir (5.10), on calcule
1
2
d
dt
‖w(t)‖2L2(R2) =
∫
R2
w · ∂tw =
∫
R2
w · [(κ+ i)∆w] +
∫
R2
w · [(κ+ i)fU (w)],
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soit
1
2
d
dt
‖w(t)‖2L2(R2) = −κ
∫
R2
|∇w|2 +
∫
R2
w · (κ+ i)∆U
+
∫
R2
w · [(κ+ i)(U + w)(1− |U + w|2)].
Ensuite, on de´compose le dernier terme du membre de droite comme∫
R2
w · [(κ+ i)(U + w)(1− |U + w|2)]
=
∫
R2
w · [(κ+ i)U(1− |U + w|2)] + κ
∫
R2
|w|2(1− |U + w|2).
D’une part, le second terme du membre de droite est majore´ par κ‖w(t)‖2L2(R2). D’autre
part, en appliquant l’ine´galite´ de Cauchy-Schwarz au premier terme, on obtient∫
R2
w · [(κ+ i)(U + w)(1− |U + w|2)] ≤ C(U)‖w(t)‖L2V (t)1/2 + κ‖w(t)‖2L2 ,
ou` le potentiel V (t) est de´fini par
V (t) =
∫
R2
(1− |U + w(t)|2)2.
On trouve ainsi
d
dt
‖w(t)‖2L2(R2) ≤ C(U)
(‖w(t)‖2L2 + 1 + V (t)). (5.11)
D’autre part, l’ine´galite´ de Cauchy-Schwarz donne
EU (w)(t) ≥
∫
R2
|∇w|2
2
dx− C(U)‖w(t)‖L2 +
V (t)
4
,
d’ou`, puisque EU (w) est de´croissante,
V (t)
4
+
∫
R2
|∇w|2
2
≤ EU (w0) + C(U)‖w(t)‖L2 . (5.12)
On de´duit alors de (5.11) et (5.12) que
‖w(t)‖L2 ≤ (1 + ‖w0‖H1) exp(Ct),
et finalement, on obtient l’ine´galite´ (5.10) en utilisant a` nouveau (5.12).
Du Lemme 5.11 de´coule la
Proposition 5.6. Soit w0 ∈ H1(R2). Il existe une unique solution globale w ∈ C
(
R+, H1(R2)
)
a` l’e´quation (CGL) telle que w(0) = w0.
De´monstration. Il s’agit d’un argument standard de prolongement de la solution. Soit
w ∈ C ([0, T ∗), H1(R2)) l’unique solution maximale avec donne´e initiale w0. Si T ∗ e´tait
fini, on aurait d’apre`s (5.10)
lim sup
t→T ∗
‖w(t)‖H1(R2) ≤ C(U, T ∗, w0) < +∞,
de sorte que d’apre`s la Proposition 5.5 on pourrait prolonger w sur un intervalle de la
forme [0, T ∗ + δ], avec δ strictement positif. Ceci contredirait la maximalite´ de w.
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Nous concluons cette section par le re´sultat suivant.
Proposition 5.7. Soit w ∈ C (R+, H1(R2)) solution de (CGL). Alors
w ∈ C∞ (R∗+, C∞(R2)) .
De´monstration. On proce`de en plusieurs e´tapes.
Premie`re e´tape. Soient p ≥ 2 et v ∈ Hp(R2). Alors DkfU (v) ∈ L2(R2) + L4/3(R2) pour
tout multi-indices k de longueur |k| ≤ p.
De´monstration de la premie`re e´tape. D’apre`s la preuve du Lemme 5.10, on peut supposer
directement que |k| ≥ 2. E´crivons
fU (v) = ∆U + hU (v),
ou`
hU (v) = (U + v)(1− |U + v|2).
Puisque U ∈ V, il nous suffit de ve´rifier que DkhU (v) ∈ L2(R2)+L4/3(R2). En appliquant
la formule de Leibniz a` hU (v), on obtient
DkhU (v) =
∑
m≤k
(
k
m
)
Dk−m(U + v)Dm(1− |U + v|2)
= Dk(U + v)−
∑
m≤k
n≤m
(
k
m
)(
m
n
)
Dk−m(U + v)Dn(U + v) ·Dm−n(U + v).
Comme 2 ≤ |k| ≤ p, v ∈ Hp(R2) et U ∈ V, on obtient sans peine que Dk(U +v) ∈ L2(R2).
Pour le second terme du membre de droite, on remarque que chaque produit apparais-
sant dans la somme est de la forme
Da(U + v)Db(U + v) ·Dc(U + v),
ou` les multi-indices a, b et c ve´rifient |a|+ |b|+ |c| = |k| ≥ 2. On examine ensuite tous les
cas possibles. On observe que Da(v + U) appartient a` H1(R2), et donc a` L4(R2), de`s que
1 ≤ |a| ≤ p − 1, alors que Da(v + U) appartient a` L2(R2) pour 2 ≤ |a| ≤ p. Par ailleurs,
puisque U + v ∈ L∞, on obtient
Da(U + v)Db(U + v) ·Dc(U + v) ∈ L2(R2) + L4/3(R2),
et la conclusion s’ensuit.
Deuxie`me e´tape. Soit w ∈ C (R+, H1(R2)) solution de (CGL). Pour tout p ≥ 1, on a
w ∈ C (R∗+, Hp(R2)).
De´monstration de la deuxie`me e´tape. On proce`de par re´currence sur p. Puisque le cas
p = 2 a de´ja` e´te´ traite´ au Lemme 5.10, on suppose directement que w ∈ C (R∗+, Hp(R2))
pour un p ≥ 2. Soit k un multi-indices tel que |k| ≤ p+1. Par de´rivation de la formule de
Duhamel, on trouve
Dkw(t) = Dk(S(t) ∗ w0) +Dk
∫ t
0
S(t− s) ∗ gU (w(s)) ds,
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soit
Dkw(t) = DkS(t) ∗ w0 +
∫ t/2
0
DkS(t− s) ∗ gU (w(s)) ds
+
∫ t
t/2
DmS(t− s) ∗Dk−mgU (w(s)) ds,
ou` m est un multi-indices de longueur |m| = 1, choisi de sorte que |k −m| = |k| − 1.
Tout d’abord, on sait que t 7→ DkS(t) ∗ w0 appartient a` C
(
R∗+, L2(R2)
)
. Ensuite,
en utilisant le fait que gU (w) appartient a` C
(
R+, L2(R2)
)
ainsi que l’ine´galite´ (5.7) avec
r = 1, on obtient∥∥∥∫ t/2
0
DkS(t− s) ∗ gU (w(s)) ds
∥∥∥
L2
≤ C
∫ t/2
0
(t− s)−|k|/2 ds ≤ Ct−|k|/2+1.
D’autre part, puisque |k−m| = |k|−1 ≤ p et puisque par hypothe`se w ∈ C (R∗+, Hp(R2)),
on de´duit de la premie`re e´tape que
Dk−mgU (s) = d1(s) + d2(s),
ou` d1 et d2 appartiennent a` C
(
R∗+, L2(R2)
)
et C
(
R∗+, L4/3(R2)
)
respectivement. On de´duit
alors de (5.7) que∥∥∥∫ t
t/2
DmS(t− s) ∗Dk−mgU (s) ds
∥∥∥
L2
≤
∫ t
t/2
(
‖∇S(t− s)‖L1‖d1(s)‖L2 + ‖∇S(t− s)‖Lr‖d2(s)‖L 43
)
ds
≤ C(t)
∫ t
t/2
(
(t− s)−1/2 + (t− s)−1/2−1+1/r
)
ds,
ou` r ve´rifie 1 + 1/2 = 1/r + 3/4. Le dernier terme du membre de droite est fini car
1/2 + 1− 1/r = 3/4 < 1. Par conse´quent w(t) ∈ Hp+1(R2) pour tout t > 0. La continuite´
en temps s’obtient avec les meˆmes arguments.
Troisie`me e´tape. Soit w ∈ C (R+, H1(R2)) solution de (CGL). Alors w ∈ Ck (R∗+, C l(R2))
pour tous k et l entiers.
De´monstration de la troisie`me e´tape. Pour k et l ∈ N fixe´s, on de´montre par re´currence
sur 0 ≤ j ≤ k que w ∈ Cj(R∗+, C l+2k−2j(R2)).
Ceci a bien lieu pour j = 0 au vu de la deuxie`me e´tape et de l’injection de Sobolev.
Ensuite, on suppose que w ∈ Cj(R∗+, C l+2k−2j(R2)) pour un 0 ≤ j ≤ k − 1, alors on a
∆w, fU (w) ∈ Cj
(
R∗+, C
l+2k−2j−2(R2)
)
.
Ainsi, en revenant a` l’e´quation (CGL), on obtient
w ∈ Cj+1(R∗+, C l+2k−2j−2(R2)),
et la de´monstration de la Proposition 5.7 est acheve´e.
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Chapitre 6
Dynamique des points vortex dans
l’e´quation de Ginzburg-Landau
complexe
115
116 Chapitre 6. Dynamique des points vortex pour (GLC)ε
Ce chapitre est inclus dans [70].
6.1 Introduction.
Le pre´sent chapitre est de´volu a` l’e´tude de la dynamique des points vortex pour une
e´quation de Ginzburg-Landau complexe pose´e dans le plan
δ
| ln ε|∂tuε + i∂tuε = ∆uε +
1
ε2
uε(1− |uε|2), (GLC)ε
ou` uε : R+ × R2 → C est a` valeurs complexes. Ici, δ et ε de´signent des parame`tres re´els
positifs, et on posera dans la suite κε = δ| ln ε|−1. Il s’agit d’une e´quation interme´diaire
entre l’e´quation de Gross-Pitaevskii, obtenue avec δ = 0, et l’e´quation de Ginzburg-Landau
parabolique.
Nous nous focaliserons sur un re´gime asymptotique obtenu lorsque ε tend vers ze´ro
a` parame`tre δ fixe´, dans lequel les solutions de (GLC)ε peuvent comprendre des ze´ros,
appele´s vortex. Dans ce re´gime, un exemple typique de fonctions uε est forme´ par les
superpositions de vortex
u∗ε(zi, di)(z) :=
l∏
i=1
uε,di(z − zi) =
l∏
i=1
f1,di
( |z − zi|
ε
)(
z − zi
|z − zi|
)di
, z ∈ C,
ou` zi ∈ C, di ∈ Z, et les profils fdi : R+ 7→ [0, 1], qui satisfont fdi(0) = 0 et fdi(+∞) = 1,
ont e´te´ de´finis a` la seconde section de l’introduction ge´ne´rale. Les points zi sont appele´s
vortex des champs u∗ε et les di leurs degre´s. Cette classe de fonctions n’est ge´ne´ralement
pas invariante par le flot de (GLC)ε, mais elle en reste proche en un certain sens
31 lorsque ε
tend vers ze´ro. En particulier, il est encore possible de de´finir une notion asymptotique de
points vortex pour les solutions de (GLC)ε et d’e´tudier la dynamique de ces points. Nous
verrons que cette dynamique est de´termine´e par un syste`me d’e´quations diffe´rentielles
ordinaires, du moins jusqu’au premier temps de collision entre les points vortex.
Dans ce contexte, deux concepts permettant de de´crire la position et les degre´s des
vortex sont la vorticite´32
J(uε) =
1
2
rot (iuε · ∇uε) = 1
2
rot (j(uε))
d’une part, et l’e´nergie de Ginzburg-Landau
Eε(uε) =
∫
R2
eε(uε) dx =
∫
R2
[ |∇uε|2
2
+
(1− |uε|2)2
4ε2
]
dx,
par le biais de la densite´ d’e´nergie eε(uε), d’autre part. Dans le re´gime que nous conside´-
rerons, les solutions ve´rifieront
eε(uε)
| ln ε| dx ⇀ π
l∑
i=1
δzi et J(uε) dx ⇀ π
l∑
i=1
diδzi
31Voir la notion de tre`s bonne pre´paration de´finie a` la Section 6.1.2.
32cf. le paragraphe 6.2.1.
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lorsque ε tend vers ze´ro. La notion de densite´ d’e´nergie eε(uε) a e´te´ spe´cifiquement utilise´e
pour l’e´quation de Ginzburg-Landau parabolique, et celle de vorticite´ J(uε) pour l’e´quation
de Gross-Pitaevskii. Pour l’e´quation complexe, nous nous servirons simultane´ment de ces
deux notions.
Pour l’e´quation de Gross-Pitaevskii comme pour l’e´quation de Ginzburg-Landau pa-
rabolique, la dynamique des vortex a e´te´ amplement e´tudie´e dans la litte´rature (voir
[48,52,63,68] pour l’e´quation de Gross-Pitaevskii) dans le cas d’un domaine borne´, pe´rio-
dique ou dans le domaine R2 en entier. Ici, nous nous placerons dans le cadre du plan R2
en entier, qui est celui traite´ par Bethuel, Jerrard et Smets [48] pour l’e´quation de Gross-
Pitaevskii. Lorsque le degre´ total d =
∑
di est non nul, l’e´nergie de Ginzburg-Landau des
superpositions de vortex u∗ε(zi, di) est infinie. Il s’agit pourtant d’un outil essentiel, tant
dans la re´solution du proble`me de Cauchy pour l’e´quation que dans l’e´tude de la dyna-
mique des vortex en tant que telle. Nous utiliserons donc une notion apparente´e d’e´nergie,
qui he´rite des principales proprie´te´s de l’e´nergie de Ginzburg-Landau : l’e´nergie renorma-
lise´e, introduite par Bethuel et Smets [44] et de´ja` e´voque´e au Chapitre 5. Notre de´finition
de tre`s bonne pre´paration des donne´es, ainsi qu’une partie conside´rable de notre analyse,
est inspire´e de [48].
6.1.1 E´nergie renormalise´e et proble`me de Cauchy.
Comme nous l’avons mentionne´, lorsque d =
∑
di 6= 0 l’e´nergie de Ginzburg-Landau
des superpositions de vortex u∗ε(zi, di) est infinie. Ceci est duˆ au comportement du gradient
de la phase a` l’infini ; en effet, on peut ve´rifier sans peine que∫
R2
|∇|u∗ε(zi, di)||2 +
(1− |u∗ε(zi, di)|2)2
2ε2
dz < +∞,
alors que lorsque |z| → +∞,
|∇u∗ε(zi, di)|2(z) ∼ d2/|z|2,
de sorte que ∫
R2
|∇u∗ε(zi, di)|2 = +∞.
L’e´nergie introduite dans [44] puis utilise´e dans [48] est obtenue en oˆtant la partie diver-
gente du gradient de la phase a` l’infini. Plus exactement, soit une fonction re´gulie`re Ud
telle que
Ud =
(
z
|z|
)d
dans R2 \B(0, 1).
On ve´rifie alors que |∇u∗ε(zi, di)|2 ∼|z|→+∞ |∇Ud|2 et que la quantite´
Eε,Ud(u∗ε(zi, di)) := lim
R→+∞
∫
B(R)
[
eε(u
∗
ε(zi, di))−
|∇Ud|2
2
]
dx (6.1)
est finie.
De plus, on constate que Ud, ainsi que tous les champs u
∗
ε(zi, di), sont des e´le´ments de
l’ensemble
V = {U ∈ L∞(R2), ∇kU ∈ L2(R2), ∀k ≥ 2, (1− |U |2) ∈ L2(R2) et ∇|U | ∈ L2(R2)}
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introduit dans [44]. Le The´ore`me 5.5 du Chapitre 5 e´tablissant le caracte`re globalement
bien pose´ du proble`me de Cauchy dans l’espace {U} + H1(R2) pour tout U ∈ V, on
peut de`s lors obtenir une unique solution dans {u∗ε(zi, di)} + C(H1(R2)) pour toutes les
superpositions u∗ε(zi, di) ainsi que pour leurs perturbations dans H1(R2).
A` degre´ total d =
∑
di fixe´, on voudrait re´soudre le proble`me de Cauchy dans une
classe {U} + C(H1(R2)), ou` U ∈ V, contenant simultane´ment toutes les superpositions
u∗ε(zi, di). L’analyse de [48] re´ve`le cependant que u∗ε(zi, di) n’appartient a` {Ud}+H1(R2)
qu’a` la condition que
∑
dizi = 0. On a pourtant u
∗
ε(zi, di) ∈ {Ud}+ H˙1(R2). Ceci ame`ne
a` introduire une relation d’e´quivalence sur V comme suit : lorsque U et U ′ ∈ V, on dit que
U ∼ U ′ si et seulement si
deg∞(U) = deg∞(U
′) et |∇U |2 − |∇U ′|2 ∈ L1(R2),
et l’on de´signe par [·] la classe d’e´quivalence correspondante. On observe alors que [Ud]
contient toutes les superpositions de vortex u∗ε de degre´ total d.
Au Chapitre 5, on a de´fini l’e´nergie renormalise´e d’une solution u = U+w ∈ C(R+, {U}+
H1(R2)) par
Eε,U (u) =
∫
R2
[ |∇w|2
2
−∆U · w + (1− |u|
2)2
4ε2
]
dx,
pour laquelle on a
d
dt
Eε,U (u) = −κε
∫
R2
|∂tu|2 dx, ∀t ≥ 0.
Un re´sultat de [48] assure que si U ∈ V ve´rifie de plus |∇U(x)| ≤ C/√|x|, les deux
notions pre´ce´dentes d’e´nergie co¨ıncident :
Eε,U (u) ≡ Eε,U (u) = lim
R→+∞
∫
B(R)
[
eε(u)− |∇U |
2
2
]
dx. (6.2)
Pour u ∈ {U}+ C(R+, H1(R2)) avec U ∈ [Ud], de´finissons finalement la quantite´
Eε,[Ud](u) := limR→+∞
∫
B(R)
[
eε(u)− |∇Ud|
2
2
]
.
Cette quantite´ est finie et ve´rifie d’apre`s (6.2)
Eε,[Ud](u) = Eε,U (u) +
∫
R2
[ |∇U |2
2
− |∇Ud|
2
2
]
dx
et par conse´quent
d
dt
Eε,[Ud](u) =
d
dt
Eε,U (u) = −κε
∫
R2
|∂tu|2. (6.3)
On prend ici note du fait que le taux de dissipation de l’e´nergie renormalise´e co¨ıncide avec
celui de l’e´nergie de Ginzburg-Landau lorsque celle-ci est finie.
6.1.2 E´nonce´ des re´sultats.
Dans la suite, An de´signera l’anneau B(2
n+1) \ B(2n) pour n ∈ N, de sorte que R2 =
B(2n0) ∪ (∪n≥n0An).
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De´finition 6.1. Soient z1, . . . , zl des points distincts de R
2, di ∈ {−1,+1} pour i =
1, . . . , l et soit d =
∑
di. Soit (uε)0<ε<1 une famille de fonctions appartenant a` [Ud] +
H1(R2). La famille (uε)0<ε<1 est dite tre`s bien pre´pare´e par rapport a` la configuration
(zi, di) s’il existe R = 2
n0 > max |zi| et une constante K0 > 0 tels que33
lim
ε→0
‖Juε − π
l∑
i=1
diδzi‖W 1,∞0 (B(R))∗ = 0, (BP1)
sup
0<ε<1
Eε(uε, An) ≤ K0 ∀n ≥ n0, (BP2)
et
lim sup
ε→0
(
Eε,[Ud](uε)− Eε,[Ud](u∗ε(zi, di))
) ≤ 0. (BP3)
Notre re´sultat principal, dont la de´monstration fera l’objet de toute la suite de ce
chapitre, peut s’e´noncer ainsi.
The´ore`me 6.1. Soit (u0ε)0<ε<1 appartenant [Ud]+H
1(R2) une famille tre`s bien pre´pare´e
par rapport a` la configuration (z0i , di) avec di = ±1, et soit (uε(t))0<ε<1 la famille de
solutions de (GLC)ε correspondante dans [Ud] + C(R+, H
1(R2)). Soit {zi(t)}{i=1,...,l} la
solution du syste`me d’e´quations diffe´rentielles ordinaires{
π(1 + δ2)diz˙i(t) =
(
J− δdiI
)∇ziW,
zi(0) = z
0
i , i = 1, . . . , l,
(6.4)
ou`
I =
(
1 0
0 1
)
, J =
(
0 −1
1 0
)
,
et W est la fonctionnelle de Kirchhoff-Onsager
W (zi, di) = −π
∑
i6=j
didj ln |zi − zj |.
Notons [0, T ∗) son intervalle maximal d’existence. Alors pour tout t ∈ [0, T ∗), la famille
(uε(t))0<ε<1 est tre`s bien pre´pare´e par rapport a` la configuration (zi(t), di).
6.2 Quelques de´finitions et re´sultats connus a` propos de
l’e´nergie et de la vorticite´.
Dans un premier temps, nous rappelons ou obtenons un certain nombre de formules
d’e´volution impliquant des quantite´s relie´es au flot uε.
33Ici, Eε(u,B) ≡
R
B
eε(u).
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6.2.1 Notations pre´liminaires.
Pour x = (x1, x2) ∈ R2, on pose x⊥ = (−x2, x1). Lorsque x et y ∈ R2, x · y de´signe
le produit scalaire usuel sur R2 et x× y := x⊥ · y le produit exte´rieur de x et y. Lorsque
M ∈ R2×2, on note x ·M = (x ·M1, x ·M2)t et x×M = x⊥ ·M = (x⊥ ·M1, x⊥ ·M2)t, ou`
Mk est la k-ie`me ligne de M .
Dans la suite, R2 et C seront constamment identifie´s. Pour x et y ∈ C nous poserons
ainsi x · y = Re(xy) ∈ R et x× y = −Im(xy) ∈ R, et enfin x⊥ = ix ∈ R2 ≃ C.
Pour u = u1 + iu2 ∈ H1loc(R2,C), on notera rot (u) = ∂1u2 − ∂2u1 et
∇u =
(
∂1u
∂2u
)
.
Le moment line´aire associe´ a` u est de´fini par
j(u) = u×∇u = iu · ∇u = u⊥ · ∇u =
(
u⊥ · ∂1u
u⊥ · ∂2u
)
,
et le jacobien (ou vorticite´) de u, par
J(u) =
1
2
rotj(u) = ∂1u× ∂2u = det(∇u).
Lorsque u ne s’annule pas, on a pour k = 1, 2
∂ku = ∂ku · u|u|
u
|u| + ∂ku ·
u⊥
|u|
u⊥
|u| ,
qui revient a`
∂ku = ∂k|u| u|u| +
jk(u)
|u|
u⊥
|u| , (6.5)
d’ou`
∂ku · ∂lu = ∂k|u|∂l|u|+ jk(u)jl(u)|u|2 (6.6)
et en particulier
|∇u|2 = |∇|u||2 + |j(u)|
2
|u|2 . (6.7)
On de´finit, suivant [48], la diffe´rentielle de Hopf de u par
ω(u) = |∂1u|2 − |∂2u|2 − 2i∂1u · ∂2u = 4∂zu∂zu.
A` l’aide de la relation (6.6), on peut exprimer ω(u) en fonction des coordonne´es de ∇|u|
et j(u) de la fac¸on suivante :
ω(u) = ∂1|u|2 − ∂2|u|2 − 2i ∂1|u|∂2|u|+ 1|u|2
(
j21(u)− j22(u)− 2i j1(u)j2(u)
)
. (6.8)
Rappelons que la densite´ associe´e a` l’e´nergie de Ginzburg-Landau est de´finie par
eε(u) =
|∇u|2
2
+
(1− |u|2)2
4ε2
=
|∇u|2
2
+ Vε(u),
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qui d’apre`s (6.7) ve´rifie
eε(u) = eε(|u|) + |j(u)|
2
|u|2 . (6.9)
On de´finit e´galement une densite´ d’e´nergie renormalise´e
µε(u) =
eε(u)
| ln ε| .
Finalement, on re´crit le membre de droite de (GLC)ε comme
f = ∆u+
1
ε2
u(1− |u|2).
6.2.2 La formule de Pohozaev.
La formule de Pohozaev, obtenue par inte´gration par parties, nous permettra au pro-
chain paragraphe de calculer les termes d’interaction entre les vortex. Dans l’inte´gralite´
de ce paragraphe, on pourra consulter [49,75] pour davantage de de´tails.
Proposition 6.1 (Pohozaev). Soient u : R2 → R2 une fonction re´gulie`re et
f = ∆u+
u
ε2
(1− |u|2).
Alors pour tout champ de vecteurs X : R2 → R2 re´gulier a` support compact, on a∫
R2
X · (f · ∇u) =
∫
R2
Vε(u)div (X) +
2∑
i,j=1
∫
R2
Tij(u)∂iXj ,
ou` la matrice T (u) (appele´e tenseur d’e´nergie-impulsion associe´ a` u) est de´finie par
T (u) =
1
2
(|∂2u|2 − |∂1u|2 −2∂1u · ∂2u
−2∂1u · ∂2u |∂1u|2 − |∂2u|2
)
,
et ou`
Vε(u) =
(1− |u|2)2
4ε2
.
Notons que d’apre`s la forme particulie`re de T (u), on a
2∑
i,j=1
Tij∂iXj = T11 (∂1X1 − ∂2X2) + T12 (∂1X2 + ∂2X1) = −Re (ω(u)∂zX) ,
ou` l’on a introduit les notations complexes X(z) = X1(z) + iX2(z), de sorte que
2∂zX = ∂1X1 − ∂2X2 + i (∂1X2 + ∂2X1) ,
et ou` ω(u) est la diffe´rentielle de Hopf de u introduite au paragraphe pre´ce´dent. Avec le
formalisme complexe, la formule de Pohozaev se re´duit donc a`∫
R2
X · (f · ∇u) = −
∫
R2
Re (ω(u)∂zX) +
∫
R2
Vε(u)div (X).
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En particulier, en choisissant X = ∇ϕ, de sorte que ∂zX = 2∂
2ϕ
∂z2
, on obtient
∫
R2
∇ϕ · (f · ∇u) dx = −2
∫
R2
Re
(
ω(u)
∂2ϕ
∂z2
)
dz +
∫
R2
Vε(u)∆ϕdx.
De meˆme, on choisissant X = ∇⊥χ = i∇χ, de sorte que ∂zX = 2i∂
2χ
∂z2
, on trouve
∫
R2
∇⊥χ · (f · ∇u) dx = 2
∫
R2
Im
(
ω(u)
∂2χ
∂z2
)
dz. (6.10)
6.3 Formules d’e´volution pour l’e´nergie et la vorticite´.
Puisque les points vortex sont de´crits par les comportements asymptotiques de la
densite´ d’e´nergie eε(uε) et de la vorticite´ J(uε), il est naturel d’e´tudier l’e´volution de ces
quantite´s pour chaque ε > 0.
Pour n’importe quelle application re´gulie`re u = u(t, x) : R+ × R2 → R2, des calculs
par inte´grations par parties nous donnent pour l’e´nergie
d
dt
∫
R2
eε(u)ϕdx = −
∫
R2
∂tu·fϕ dx−
∫
R2
∇ϕ · (∂tu · ∇u) dx (6.11)
et pour la vorticite´
d
dt
∫
R2
J(u)χdx = −
∫
R2
∇⊥χ · (∂tu⊥ · ∇u) dx. (6.12)
Ici, χ et ϕ sont des fonctions test ne de´pendant que de la variable d’espace.
Dans un second temps, on suppose que u = uε est la solution, re´gulie`re en vertu du
The´ore`me 5.4, de (GLC)ε. On a alors
∂tu = α
−1
ε f = βεf, (6.13)
ou` αε = δ| ln ε|−1 + i = κε + i. En inse´rant (6.13) dans les relations (6.11) et (6.12) et en
adoptant les notations complexes, on obtient ainsi
d
dt
∫
R2
eε(u)ϕdx = −κε
∫
R2
|∂tu|2ϕdx−
∫
R2
∇ϕ · (βεf · ∇u) dx
et
d
dt
∫
R2
J(u)χdx = −
∫
R2
i∇χ · (iβεf · ∇u) dx.
D’apre`s l’identite´ de Pohozaev, on peut donc tirer parti de la formule d’e´volution pour
l’e´nergie dans le cas purement parabolique (pour laquelle βε = 1), et de la formule d’e´vo-
lution pour la vorticite´ dans l’e´quation de Gross-Pitaevskii (pour laquelle iβε = 1). Pour
l’e´quation interme´diaire (GLC)ε, le principe consiste a` se de´barasser des termes de la forme∫
R2
~X · (if · ∇u)
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en conside´rant une combinaison ade´quate des deux formules d’e´volution pre´ce´dentes. Plus
pre´cise´ment, on e´crit
βε =
1
κε + i
= a+ ib
et on calcule la quantite´
d
dt
∫
R2
(
bJ(u)χ− aeε(u)ϕ
)
= (b2 + a2)
∫
R2
i∇χ · (f · ∇u) + aκε
∫
R2
|∂tu|2
+
∫
R2
(∇ϕ− i∇χ) · (a(a+ ib)f · ∇u).
Puisque a = κε/(κ
2
ε + 1) et b = −1/(κ2ε + 1), la formule pre´ce´dente combine´e avec (6.10)
nous conduit a` la
Proposition 6.2. Soit u une solution de (GLC)ε. Pour toutes ϕ, χ ∈ C∞c (R2), on a
d
dt
∫
R2
(
J(u)χ+ κεeε(u)ϕ
)
= −κ2ε
∫
R2
|∂tu|2ϕ− 2
∫
R2
Im
(
ω(u)
∂2χ
∂z2
)
+Rε(t, ϕ, χ, u),
ou` le terme de reste Rε est de´fini par
Rε(t, ϕ, χ, u) = −κε
∫
R2
(∇ϕ−∇⊥χ) · (βεf · ∇u),
soit
Rε(t, ϕ, χ, u) = −κε
∫
R2
(∇ϕ−∇⊥χ) · (∂tu · ∇u).
La Proposition 6.2 permet de de´terminer formellement le syste`me d’e´quations diffe´ren-
tielles pour les points vortex. En effet, supposons que l’on ait
uε(t) ≃ u∗ε(zi(t), di),
de sorte que
Juε(t)⇀ π
l∑
i=1
diδzi(t) et µε(uε(t))⇀ π
l∑
i=1
δzi(t).
On applique alors la Proposition 6.2 en remplac¸ant uε par u
∗
ε(zi(t), di) et en choisissant
des fonctions test ϕ et χ localise´es, affines et satisfaisant a` ∇ϕ = ∇⊥χ autour de chaque
point zi(t). Nous verrons par la suite que sous les hypothe`ses pre´ce´dentes pour uε(t) et
(χ, ϕ), on a
lim
ε→0
κ2ε
∫
R2
|∂tuε|2ϕ = 0 et lim
ε→0
Rε(t, ϕ, χ, uε) = 0.
D’autre part, puisque χ est affine pre`s des zi(t), la quantite´ ω(u
∗
ε(zi, di))
∂2χ
∂z2
est en re´alite´
e´value´e en dehors des vortex, c’est-a`-dire la` ou`
u∗ε(zi, di) ≃ u∗(zi, di) =
l∏
i=1
(
z − zi
|z − zi|
)di
.
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D’un autre coˆte´, [48] (ou bien (7.2) dans [49]) met a` notre disposition la formule explicite
2
∫
R2
Im
(
ω
(
u∗(zi, di)
)∂2χ
∂z2
)
= 2π
∑
j 6=i
didj
(zi − zj)⊥
|zi − zj |2 · ∇χ(zi).
Par identification, on obtient pour chaque i
πdiz˙i(t) · ∇χ(zi) + δπz˙i(t) · ∇ϕ(zi) = −2π
∑
j:j 6=i
didj
(zi − zj)⊥
|zi − zj |2 · ∇χ(zi).
Enfin, en tenant compte du fait que ∇ϕ(zi) = ∇⊥χ(zi), on en de´duit que
π
(
diz˙i(t)− δz˙i⊥(t)
) · ∇χ(zi) = −2π ∑
j:j 6=i
didj
(zi − zj)⊥
|zi − zj |2 · ∇χ(zi),
ce qui correspond exactement au syste`me (6.4), puisque di = ±1 pour tout i.
La suite de ce chapitre s’organise ainsi. La Section 6.4 rassemble des proprie´te´s de
l’e´nergie renormalise´e e´tablies dans [48] afin de traiter les difficulte´s propres au cadre du
domaine infini. Aux Sections 6.5 et 6.6 suivantes est e´tablie l’existence de points ζi(t)
en lesquelles les densite´s d’e´nergie et les vorticite´s se concentrent a` t positif. On montre
ensuite que les quantite´s κ2ε
∫
R2
|∂tu|2ϕ et Rε(t, ϕ, χ, uε) sont effectivement e´vanescentes
avec ε, ce qui permet d’e´tablir que les ζi(t) sont des trajectoires lipschitziennes en temps.
A` ce stade, il reste a` de´terminer la dynamique des ζi(t). Les calculs formels pre´ce´dents
sugge`rent d’estimer la quantite´ ω(uε)−ω(u∗(zi, di)) en dehors des vortex. A` la Section 6.7,
cette quantite´ est controˆle´e par l’exce`s d’e´nergie Eε,[Ud](uε) − Eε,[Ud](u∗ε(zi)). Ceci re´sulte
de proprie´te´s de coercivite´ de l’e´nergie en dehors des vortex, pour des normes spe´cifiques,
vis-a`-vis des superpositions de vortex u∗ε. L’exce`s d’e´nergie lui-meˆme se controˆle par la
distance entre les trajectoires ζi(t) et zi(t). La preuve du The´ore`me 6.1 est alors acheve´e
a` l’aide d’un lemme de Gronwall pour cette distance.
6.4 Quelques re´sultats sur l’e´nergie renormalise´e.
6.4.1 E´nergie a` l’infini et degre´ topologique a` l’infini.
Dans ce paragraphe, on rassemble quelques proprie´te´s de l’e´nergie a` l’infini e´tablies
dans [48]. Ces proprie´te´s requie`rent la notion de degre´ topologique a` l’infini.
Soit A l’anneau de re´fe´rence B(2) \B(1). Pour d ∈ Z, on de´finit l’ensemble
Td = {u ∈ H1(A) t.q. ∃B ⊂ B(u), |B| ≥ 3
4
, ∀r ∈ B, deg(u, ∂B(r)) = d},
ou` B(u) est l’ensemble des rayons r ∈ [1, 2] tels que la restriction u|∂B(r) soit continue et
ne s’annule pas, et les ensembles de sous-niveau
EΛε = {u ∈ H1(A) t.q.Eε(u,A) < Λ}.
Le secteur topologique de degre´ d est de´fini dans [42] par
SΛd,ε = E
Λ
ε ∩ Td.
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The´ore`me 6.2 ( [42]). Pour tout Λ > 0, il existe εΛ > 0 tel que pour tout 0 < ε < εΛ,
on a
EΛε =
⋃
d∈Z
SΛd,ε.
D’apre`s [42], on sait e´galement que pour 0 < ε ≤ εΛ et pour d 6= d′,
inf{ sup
s∈[0,1]
Eε(p(s), A) : p ∈ C([0, 1], H1(A)), p(0) ∈ SΛd,ε, p(1) ∈ SΛd′,ε} ≥ σ| ln ε| ≥ 2Λ,
(6.14)
ou` σ > 0 est une constante universelle. Le couˆt minimal d’e´nergie pour passer d’un degre´
a` un autre est donc au moins d’ordre | ln ε|.
Pour la suite de cette section, on fixe Λ > Λd = 2πd
2 ln 2 et l’on pose
Sd ≡ SΛd,εΛ .
L’application de re´fe´rence Ud appartient donc a` Sd puisque |Ud| ≡ 1 sur A et
∫
A |∇Ud|2/2 =
πd2 ln 2.
On peut aise´ment de´duire du The´ore`me 6.2 que si u ∈ [Ud] + H1(R), chaque u(2k·)
se trouve dans un secteur topologique Sd(k) lorsque k est assez grand. En re´alite´, il existe
un entier k au dela` duquel d(k) ≡ d, ce qui signifie que u posse`de un degre´ a` l’infini bien
de´fini et e´gal a` d.
Proposition 6.3 ( [48], Corollaire 3.1 et De´finition 2). Soient d ∈ Z, Λ > Λd et u ∈ [Ud]+
H1(R2). Il existe un entier n ∈ N∗ tel que pour tout k ≥ n, la fonction uk : z ∈ A 7→ u(2kz)
appartient au secteur topologique Sd. Le plus petit entier pour lequel cette proprie´te´ a lieu
est note´ n(u).
Remarque 6.1. Avec cette de´finition, l’entier n(u) de´pend de u et de Λ, mais ne de´pend
pas de ε.
De´monstration. Pour k ∈ N, soit uk : z ∈ A 7→ u(2kz). Par hypothe`se, nous pouvons
e´crire u = v + w avec v ∈ [Ud] et w ∈ H1(R2). D’une part, d’apre`s l’injection de Sobolev
H1(R2) ⊂ L4(R2), on a∫
R2
VεΛ(u) ≤
C
ε2Λ
(‖1− |v|2‖2L2 + ‖w‖4L4 + ‖v‖2L∞‖w‖2L2) ≤ C(εΛ, u),
ou` nous rappelons que Vε(u) = (1− |u|2)2/(4ε2). Apre`s changement de variable, l’estima-
tion pre´ce´dente se re´duit a`∫
A
VεΛ(uk) = 2
−2k
∫
Ak
VεΛ(u) ≤ 2−2kC(εΛ, u),
ou` C(εΛ, u) ne de´pend pas de k, et ou` Ak = B(2
k+1) \B(2k).
D’autre part, on obtient e´galement par changement de variable∫
A
|∇uk|2
2
=
∫
Ak
|∇u|2
2
≤
∫
Ak
(|∇v|2 + |∇w|2) ,
et par ailleurs on a aussi∫
Ak
|∇v|2 =
∫
Ak
(|∇v|2 − |∇Ud|2)+ ∫
Ak
|∇Ud|2 ≤ ‖|∇v|2 − |∇Ud|2‖L1(Ak) + 2πd2 ln 2.
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En combinant les estimations pre´ce´dentes, on aboutit a`
Eε(uk, A) ≤ 2−2kC(εΛ, u) + ‖|∇v|2 − |∇Ud|2‖L1(Ak) + ‖|∇w|2‖L1(Ak) + 2πd2 ln 2 < Λ
de`s lors que k ≥ k(εΛ, u) est choisi assez grand. Ceci montre que pour tout k ≥ k(εΛ, u), la
fonction uk appartient a` E
Λ
εΛ
et par conse´quent a` un secteur topologique Sd(k) = S
Λ
d(k),εΛ
en vertu du The´ore`me 6.2. Il faut encore s’assurer que d(k) est identiquement e´gal a` d.
Si ce n’est pas le cas, il existe un entier k pour lequel d(k) = d′ 6= d. Posons vk = v(2k·),
wk = w(2
k·), ou` u = v + w, et
p : [0, 1]→ H1(A), s 7→ vk + swk.
On a alors p(1) = uk ∈ Sd′ , et en utilisant le fait que v ∈ [Ud] on ve´rifie rapidement que
p(0) = vk ∈ Sd pour tout k ≥ k(εΛ, u). L’ine´galite´ (6.14) nous donne alors EεΛ(p(s), A) ≥
σ| ln εΛ| ≥ 2Λ pour un s ∈ [0, 1]. Mais de meˆme que pre´ce´demment, on obtient apre`s
remise a` l’e´chelle EεΛ(p(s), A) ≤ Λd + 2−2kC(εΛ, u). Quitte a` accroˆıtre k(εΛ), on obtient
donc EεΛ(p(s), A) < 2Λ, ce qui nous me`ne a` une contradiction. La conclusion s’ensuit.
Lorsque l’e´nergie de u ∈ [Ud] +H1(R) satisfait de surcroˆıt a` des estimations uniformes
a` l’infini, ce qui est typiquement le cas des donne´es ve´rifiant (BP2), on peut obtenir une
caracte´risation plus pre´cise de n(u).
Lemme 6.1. Soit Λ > Λd fixe´, et soit 0 < ε ≤ εΛ. Pour u ∈ [Ud] + H1(R2), supposons
qu’il existe n0 ∈ N∗ tel que
Eε(u,An) < Λ, ∀n ≥ n0.
Alors n(u) ≤ n0.
De´monstration. Celle-ci est en fait une re´plique de la preuve du Lemme 7.1 de [48]. Par
l’absurde, supposons que l’on ait n(u) > n0. En vertu du The´ore`me 6.2, la borne uniforme
pour l’e´nergie assure que pour chaque n ≥ n0, un = u(2n·) appartient a` un secteur Sd(n).
On pose n′ = n(u) − 1 ≥ n0. Alors d(n′) 6= d puisque n′ < n(u). Ensuite, on conside`re
l’application continue
p : [0, 1]→ H1(A), s 7→ p(s) = u(2n′+s·),
qui ve´rifie p(0) = u(2n
′ ·) ∈ Sd(n′) et p(1) = u(2n(u)·) ∈ Sd. On de´duit de (6.14) qu’il existe
un s ∈ [0, 1] tel que Eε(p(s), A) > 2Λ. Apre`s remise a` l’e´chelle, on obtient
Eε(u,An′ ∪An(u)) > 2Λ,
ce qui contredit les hypothe`ses.
D’apre`s [48], la fonction de re´fe´rence Ud est quasi-minimisante pour l’e´nergie de Ginzburg-
Landau parmi les fonctions du secteur topologique Sd. Apre`s remise a` l’e´chelle cette pro-
prie´te´ se traduit par la borne infe´rieure suivante.
Lemme 6.2 ( [48]). Soient d ∈ Z et u ∈ [Ud]+H1(R2). Pour tout entier k ≥ n(u) et pour
0 < ε < εΛ, on a ∫
Ak
[eε(u)− |∇Ud|
2
2
] ≥ −C2−2kε2.
6.4. Quelques re´sultats sur l’e´nergie renormalise´e. 127
Il en de´coule le
Lemme 6.3 ( [48]). Soient d ∈ Z, u ∈ [Ud] +H1(R2), z1, . . . , zl ∈ R2 et d1, . . . , dl ∈ Z∗
tels que d =
∑
di. Pour k ≥ 1 + max{log2 |z1|, . . . , log2 |zl|, n(u)} et R = 2k, on a∫
B(R)
[
eε(u)− eε(u∗ε(zi, di))
] ≤ Eε,[Ud](u)− Eε,[Ud](u∗ε(zi, di)) + CR,
ou` C ne de´pend que de l et d.
L’estimation ci-dessus illustre l’inte´reˆt de la de´finition de n(u), autrement dit de l’hypo-
the`se (BP2), dans la de´finition de tre`s bonne pre´paration des donne´es. Elle nous permettra
en effet de transposer a` l’e´nergie renormalise´e - a` un terme correctif pre`s - un certain
nombre de proprie´te´s de l’e´nergie de Ginzburg-Landau.
6.4.2 Formules explicites pour l’e´nergie de u∗ε.
Ce paragraphe pre´sente un aperc¸u de quelques identite´s classiques pour l’e´nergie de u∗ε
qui peuvent eˆtre trouve´es dans [45], [48].
On conside`re de´sormais une configuration (zi, di) avec di ∈ Z∗, et on pose d =
∑
di.
En premier lieu, on dispose d’une expression explicite de l’e´nergie au voisinage de chaque
vortex zj .
Lemme 6.4. Pour j ∈ {1, . . . , l} et 0 < ε < 1,∫
B(zj ,r)
eε(u
∗
ε(zi, di)) = πd
2
j ln
(r
ε
)
+ γ(|dj |) +O( r
ra
)2 +O(
ε
r
)2,
ou` γ(|dj |) est une constante universelle.
En calculant par ailleurs l’e´nergie de u∗ε(zi, di) ≃ u∗(zi, di) sur ΩR,r = B(R)\∪lj=1B(zj , r)
(voir par exemple [45]), puis en combinant les deux formules, on obtient la
Proposition 6.4. Soient
ra =
1
8
min
i6=j
{|zi − zj |}, Ra = max{|zi|}.
Pour R > Ra + 1, on a, lorsque ε tend vers ze´ro,∫
B(R)
eε(u
∗
ε(zi, di)) = π
l∑
i=1
d2i | ln ε|+W (zi, di) +
l∑
i=1
γ(|di|) + πd2 lnR+O(Ra
R
) + oε(1),
ou` W (zi, di) est la fonctionnelle de Kirchhoff-Onsager introduite au The´ore`me 6.1.
Puisque
πd2 lnR =
∫
B(R)\B(1)
|∇Ud|2
2
,
(6.2) procure finalement une formule explicite de l’e´nergie renormalise´e des superpositions
de vortex u∗ε(zi, di).
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Corollaire 6.1. On a lorsque ε tend vers ze´ro
Eε,[Ud](u
∗
ε(zi, di)) = π
l∑
i=1
d2i | ln ε|+W (zi, di) +
l∑
i=1
γ(|di|)−
∫
B(1)
|∇Ud|2
2
+ oε(1).
Pour ce qui concerne l’e´nergie sur de grands anneaux, on cite finalement le
Lemme 6.5. Pour R > Ra, on a∫
B(2R)\B(R)
eε(u
∗
ε(zi, di)) = πd
2 ln 2 +O
(Ra
R
)
,
soit ∫
B(2R)\B(R)
eε(u
∗
ε(zi, di)) =
∫
B(2R)\B(R)
|∇Ud|2
2
+O
(Ra
R
)
.
6.5 Proprie´te´ de coercivite´ pour l’e´nergie renormalise´e.
Cette section comple`te des re´sultats de [48] et [62] e´tablissant pour u ∈ [Ud] +H1(R)
des proprie´te´s de coercivite´ de l’e´nergie par rapport aux configurations u∗ε ; en re´sume´,
lorsque u n’est pas trop e´loigne´ d’une configuration de vortex u∗ε, l’exce`s d’e´nergie de u
par rapport a` cette configuration controˆle l’e´cart de u a` u∗ε pour certaines normes. Ces
re´sultats permettent en outre de localiser les vortex de u.
Dore´navant, on se focalise sur des vortex unitaires : di = ±1. Cette hypothe`se est
cruciale pour e´tablir le The´ore`me 6.3 ci-dessous. Pour une configuration (zi, di), on de´finit
l’exce`s d’e´nergie de u par rapport a` u∗ε(zi, di) par
Σε = Σε(zi, di) = Eε,[Ud](u)− Eε,[Ud](u∗ε(zi, di)).
On introduit enfin
ra =
1
8
min
i6=j
{|zi − zj |}, Ra = max
i=1,...,l
{|zi|}.
The´ore`me 6.3. Soient r ≤ ra et 2n0 = R0 > Ra tels que ∪li=1B(zi, r) ⊂ B(R0). Il existe
ε0 et η0 de´pendant seulement de l, r, ra, Ra, et R0 satisfaisant a` la proprie´te´ suivante :
pour tout u ∈ [Ud] +H1(R) qui ve´rifie
η = ‖Ju− π
l∑
i=1
diδzi‖W 1,∞0 (B(R0))∗ ≤ η0 (6.15)
et
2n(u) ≤ R0, (6.16)
on a pour tout 0 < ε ≤ ε0∫
B(R0)\∪B(zi,r)
eε(|u|) + 1
8
∣∣∣j(u)|u| − j(u∗(zi, di))∣∣∣2 ≤ Σε + C(η, ε, 1R0 ), (6.17)
ou` C est une fonction continue de plusieurs variables et nulle a` l’origine. De plus, il existe
des points ζi ∈ B(zi, r/2) tels que
‖Ju− π
l∑
i=1
diδζi‖W 1,∞0 (B(R0))∗ ≤ f(R0,Σε)ε| ln ε| (6.18)
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et
‖µε(u)− π
l∑
i=1
δζi‖W 1,∞0 (B(R0))∗ ≤
g(R0, r, ra,Σε)
| ln ε| , (6.19)
ou` f et g sont des fonctions continues de une ou plusieurs variables.
De´monstration. A` l’exception de la proprie´te´ de concentration de l’e´nergie (6.19), chacun
des e´nonce´s est de´ja` pre´sent dans le The´ore`me 6.1 de [48]. On se contente ici d’e´tablir
l’estimation (6.19). Lorsque l’exce`s d’e´nergie ve´rifie Σε ≤ K0, cette estimation est de´ja`
e´tablie au The´ore`me 3.4.2 de [53] pour ε ≤ ε0, ou` ε0 de´pend de l, r, ra, Ra, R0 et K0. Dans
le cas ge´ne´ral, on adapte les arguments de [53] comme suit.
Tout d’abord, on de´duit de (6.15) que
‖Ju− πdiδzi‖W 1,∞0 (B(zi,r))∗ ≤ η0, i = 1, . . . , l.
Si η0 est suffisamment petit par rapport a` r, on obtient en vertu du The´ore`me 3 dans [62]
Ki0 ≥ C(r),
ou` Ki0 est l’exce`s d’e´nergie au voisinage du vortex i de´fini par
Ki0 =
∫
B(zi,r)
eε(u)− π ln
(r
ε
)
.
Il s’ensuit que ∫
B(zi,r)
eε(u) ≤
∫
B(R0)
eε(u)− π(l − 1)| ln ε| − C(r).
Dore´navant on note C toute constante de´pendant uniquement de r,R0, ra et Ra. Puisque
n(u) ≤ n0, le Lemme 6.3 et la Proposition 6.4 assurent que∫
B(R0)
eε(u) ≤
∫
B(R0)
eε(u
∗
ε(zi, di)) + Σε +
C
R0
≤ πl| ln ε|+Σε + C,
qui entraˆıne que
Ki0 ≤ C +Σε. (6.20)
De plus, en remplac¸ant r par 3r/4, on obtient e´galement∫
B(R0)\∪B(zi,3r/4)
µε(u) ≤ C +Σε| ln ε| . (6.21)
Le The´ore`me 2’ de [62] implique alors que la densite´ d’e´nergie µε(u) dans B(zi, r) se
concentre en un point ζi ∈ B(zi, r/2) qui est pre´cise´ment celui ou` la vorticite´ J(u) se
concentre. Plus pre´cise´ment, l’estimation (4.2) de [62] assure que pour tous ε ≤ σ < τ <
r − |ζi − zi|, on a ∫
B(ζi,τ)\B(ζi,σ)
eε(u) ≥ π ln
( τ
σ
)
−Ki0 − C.
On obtient ainsi pour tout ε ≤ σ ≤ r/4∫
B(ζi,2σ)\B(ζi,σ)
eε(u) =
∫
B(ζi,r/2)
eε(u)−
∫
B(ζi,r/2)\B(ζi,2σ)
eε(u)−
∫
B(ζi,σ)
eε(u)
≤
∫
B(zi,r)
eε(u)−
∫
B(ζi,r/2)\B(ζi,2σ)
eε(u)−
∫
B(ζi,σ)\B(ζi,ε)
eε(u)
≤ Ki0 + π ln
(r
ε
)
− π ln
( r
4σ
)
+Ki0 − π ln
(σ
ε
)
+Ki0 + C
≤ 3Ki0 + C.
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Il est classique (voir, par exemple, la de´monstration de l’ine´galite´ (3.2.4) du The´ore`me
3.2.1 de [53] pages 176-177) que l’estimation pre´ce´dente implique que
‖µε(u)− πδζi‖W 1,∞0 (B(zi,r))∗ ≤
f(Ki0, C)
| ln ε| ,
ou` f est une fonction continue sur R2.
L’estimation ci-dessus, jointe a` (6.20) et a` l’ine´galite´ (6.21) pour l’e´nergie en dehors
des vortex, nous conduit finalement a` (6.19).
6.6 Convergence vers des trajectoires lipschitziennes.
Le but de cette section est d’e´tablir l’existence de trajectoires lipschitziennes ζi(t)
en lesquelles la vorticite´ J(uε(t)) et l’e´nergie µε(uε(t)) se concentrent. Comme nous le
verrons, ceci est vrai pour des donne´es initiales u0ε plus ge´ne´rales
34 que celles conside´re´es
au The´ore`me 6.1. Plus pre´cise´ment, on conserve les hypothe`ses (BP1) et (BP2), mais on
remplace l’hypothe`se (BP3) par
sup
0<ε<1
(
Eε,[Ud](u
0
ε)− Eε,[Ud](u∗ε(z0i , di))
)
≤ K1. (BP3′ )
The´ore`me 6.4. Soit (z0i , di), di = ±1, une configuration de vortex. Soient R = 2n0 et
(u0ε)0<ε<1 appartenant a` [Ud] +H
1(R) et ve´rifiant les hypothe`ses (BP1), (BP2) et (BP3′).
Alors il existe R′ = 2n1 et T > 0 de´pendant seulement de K1, R, ra0 et Ra0, une sous-
suite εk tendant vers ze´ro et l trajectoires lipschitziennes ζi : [0, T ]→ R partant de z0i , tels
que
sup
t∈[0,T ]
‖Juεk(t)− π
l∑
i=1
diδζi(t)‖W 1,∞0 (B(R′))∗ → 0, k → +∞ (6.22)
et
sup
t∈[0,T ]
‖µεk(uεk(t))− π
l∑
i=1
δζi(t)‖W 1,∞(B(R′))∗ → 0, k → +∞. (6.23)
De plus, il existe une constante C0 > 0 de´pendant seulement de ra0 , R,K1 et K0, et une
constante C1 > 0 de´pendant seulement de ra0 , R et K1, telles que pour tous t ∈ [0, T ] et
k ∈ N,
Eεk(uεk(t), An) ≤ C0, ∀n ≥ n1 (6.24)
et
Eεk,[Ud] (uεk(t))− Eεk,[Ud]
(
u∗εk(ζi(t), di)
) ≤ C1. (6.25)
De´monstration. Dans ce qui suit, C de´signera une constante ne de´pendant que de ra0 , R,Ra0
et K1. Afin d’alle´ger les notations, nous noterons ra = ra0 et Ra = Ra0 .
Fixons pour commencer Λ > max(K0,Λd). D’apre`s le Lemme 6.1 et l’hypothe`se (BP2),
il existe εΛ > 0 tel que pour tout 0 < ε < εΛ on ait n(u
0
ε) ≤ n0. On suppose de´sormais
que ε ve´rifie 0 < ε < εΛ.
34On les dit bien pre´pare´es.
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Ensuite, on introduit le plus petit entier n1 ≥ n0 pour lequel 2n1 ≥ max(R,Ra + ra),
et on de´finit R′ = 2n1 . On e´crit dore´navant ‖ · ‖ au lieu de ‖ · ‖
W 1,∞0 (B(R
′))∗
.
Notre objectif est d’appliquer le The´ore`me 6.3 a` chaque uε(t) avec r = ra et R0 = R
′.
Soient η0 et ε0 les constantes fournies par ce the´ore`me pour ce choix de r et R0.
Temps de controˆle. On pre´tend que pour chaque 0 < ε < ε0, il existe Tε > 0 tel que
‖Juε(s)− π
l∑
i=1
diδz0i
‖ < η0 et n(uε(s)) ≤ n1, ∀s ∈ [0, Tε).
En effet, les hypothe`ses (BP2) et (BP3′) impliquent d’une part que la convergence de
(BP1) est encore ve´rifie´e dans B(R′) (voir la preuve du Lemme 7.3 de [48]). Ainsi, par
continuite´ de t 7→ Juε(t) ∈ L1(B(R′)) pour chaque ε, il existe Tε > 0 tel que
‖Juε(s)− π
l∑
i=1
diδz0i
‖ < η0, ∀s ∈ [0, Tε).
On prend Tε ≤ T ∗ maximal pour cette proprie´te´, ou` T ∗ est le temps introduit au The´ore`me
6.1.
D’autre part, puisque t 7→ Eε(uε(t), An) est uniforme´ment e´quicontinue par rapport a`
n et puisque Λ > K0, l’hypothe`se (BP2) implique l’existence de T
′
ε > 0 tel que
Eε(uε(s), An) < Λ, ∀n ≥ n1, ∀s ∈ [0, T ′ε].
Par conse´quent n(uε(s)) ≤ n1 pour s ∈ [0, T ′ε] d’apre`s le Lemme 6.1. On prend T ′ε ≤ T ∗
maximal pour cette proprie´te´.
On pre´tend qu’il existe une constante D ne de´pendant que de K1, ra, R et K0 telle
que
Eε(uε(s), An) ≤ D, ∀n ≥ n1, ∀s ∈ [0,min(Tε, T ′ε)). (6.26)
Supposons pour l’instant que (6.26) ait bien lieu et que Λ ait e´te´ choisi au pre´alable
de sorte que
Λ > max(K0,Λd, D).
On a alors T ′ε ≥ Tε, ce qui assure que n(uε(s)) ≤ n1 sur tout l’intervalle [0, Tε].
De´monstration de (6.26). De meˆme que dans [48], on e´crit pour chaque n ≥ n1
Eε(uε(s), An)−Eε(u∗ε(z0i , di), An) =
+∞∑
k=n1
k 6=n
(
Eε(u
∗
ε(z
0
i , di), Ak)− Eε(uε(s), Ak)
)
+Eε
(
u∗ε(z
0
i , di), B(R
′)
)− Eε (uε(s), B(R′))+ Eε,[Ud] (uε(s))− Eε,[Ud] (u∗ε(z0i , di)) .
On commence par e´valuer chaque terme intervenant dans la somme. En vertu des Lemmes
6.2 et 6.5, on a pour k ≥ n1
Eε(uε(s), Ak) ≥ −Cε22−2k +
∫
Ak
|∇Ud|2
2
≥ Eε(u∗ε(z0i , di), Ak)− C(Ra)2−k − Cε22−2k,
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et on en de´duit que
+∞∑
k=n1
k 6=n
(
Eε(u
∗
ε(z
0
i , di), Ak)− Eε(uε(t), Ak)
) ≤ C.
Ensuite, par de´finition de Tε et d’apre`s le The´ore`me 3 de [62], on obtient∫
B(z0i ,ra)
eε(uε(s)) ≥ π| ln ε| − C.
Puisque R′ a e´te´ pre´cise´ment choisi de sorte que ∪li=1B(z0i , ra) ⊂ B(R′), on trouve
Eε
(
uε(s), B(R
′)
) ≥ πl| ln ε| − C.
En appliquant la Proposition 6.4 on obtient donc
Eε
(
u∗ε(z
0
i , di), B(R
′)
)− Eε (uε(s), B(R′)) ≤ C. (6.27)
Finalement, de´finissons
Σ0ε(s) := Eε,[Ud] (uε(s))− Eε,[Ud]
(
u∗ε(z
0
i , di)
)
.
Comme t 7→ Eε,[Ud] (uε(t)) est de´croissante, l’hypothe`se (BP3′) nous donne
Σ0ε(s) ≤ Eε,[Ud](u0ε)− Eε,[Ud]
(
u∗ε(z
0
i , di)
) ≤ K1
et nous obtenons (6.26). ✷
De´finition des points vortex. On peut a` pre´sent appliquer le The´ore`me 6.3 a` chaque
uε(t) sur [0, Tε]. Notons ζ
ε
i (t) ∈ B(z0i , ra/2) les points ainsi trouve´s. Puisque Σ0ε(t) ≤ K1,
(6.17) se re´duit a`∫
ΩR′,ra
eε(|uε(t)|) + 1
8
∣∣∣∣j(uε(t))|uε(t)| − j(u∗(z0i , di))
∣∣∣∣2 ≤ C,
ou` ΩR′,ra = B(R
′) \ ∪li=1B(z0i , ra). De plus, (6.8) and (6.9) nous donnent∫
ΩR′,ra
eε(uε(s)) ≤ C (6.28)
et
‖ω(uε(s))‖L1(ΩR′,ra ) ≤ C, (6.29)
ou` C = C(R, ra,K1). Afin de simplifier les notations, on e´crit de´sormais µε au lieu de
µε(uε).
Bonnes paires de fonctions test. Si (zi, di) est une configuration quelconque de vortex,
on de´finit l’ensemble H(zi) des paires de fonctions test (χ, ϕ) ∈ C∞c (R)2 ve´rifiant
χ =
l∑
i=1
χi et ϕ =
l∑
i=1
ϕi,
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ou` pour tout i
χi, ϕi ∈ C∞c
(
B(zi,
3ra
2
)
)
et ∇ϕi = ∇⊥χi dans B(zi, ra).
On impose en outre que χi - par conse´quent ϕi e´galement - soit affine dans B(zi, ra) avec
|∇χi(zi)| = |∇ϕi(zi)| ≤ 1.
Par de´finition de ra, il est clair qu’il existe toujours de telles fonctions et que de plus
leurs normes ve´rifient
‖Dϕ‖∞, ‖Dχ‖∞ ≤ C
ra
et ‖D2ϕ‖∞, ‖D2χ‖∞ ≤ C
r2a
.
Lemme 6.6. Il existe une constante C = C(ra, R,K1, T
∗) telle que∫ Tε
0
∫
R2
|∂tuε|2
| ln ε|2 ds ≤
C
| ln ε|
et pour (χ, ϕ) ∈ H(z0i )∣∣∣∣∫ Tε
0
∫
R2
(∇⊥χ−∇ϕ) · ∂tuε · ∇uε| ln ε| ds
∣∣∣∣ ≤ C| ln ε| 12 .
De´monstration. Pour la premie`re ine´galite´ du lemme, on invoque l’ine´galite´ (6.3) pour
obtenir
δ
| ln ε|
∫ Tε
0
∫
R2
|∂tuε|2 =Eε,[Ud]
(
u0ε
)− Eε,[Ud] (uε(Tε))
≤K1 + Eε,[Ud]
(
u∗ε(z
0
i , di)
)− Eε,[Ud] (uε(Tε)) .
Ensuite, puisque n(uε(Tε)) ≤ n1, le Lemme 6.3 nous donne
Eε,[Ud]
(
u∗ε(z
0
i , di)
)−Eε,[Ud] (uε(Tε)) ≤ ∫
B(R′)
[
eε
(
u∗ε(z
0
i , di)
)− eε (uε(Tε)) ]+ C
R′
.
Ce dernier terme est borne´ d’apre`s (6.27). Il suffit alors de diviser l’ine´galite´ par | ln ε|.
Pour e´tablir la seconde ine´galite´, on introduit la fonction ξ = ∇⊥χ − ∇ϕ dont le
support est inclus dans A = ∪li=1Ai, ou` Ai = B(z0i , 3ra/2) \ B(z0i , ra). Graˆce a` l’ine´galite´
de Cauchy-Schwarz, on obtient(∫ Tε
0
∫
R2
(∇⊥χ−∇ϕ) · ∂tuε · ∇uε| ln ε|
)2
≤
(∫ Tε
0
∫
R2
|∂tuε|2
| ln ε|2
)
·
(∫ Tε
0
∫
A
|∇uε|2|ξ|2
)
.
Mais puisque A ⊂ ΩR′,ra et sup
0<ε<1
Tε ≤ T ∗, on de´duit de (6.28) que
∫ Tε
0
∫
A
|∇uε|2|ξ|2 ≤ ‖ξ‖2∞
∫ Tε
0
∫
A
|∇uε|2 ≤ CT ∗‖ξ‖2∞,
et la conclusion du lemme est finalement une conse´quence de la premie`re partie de la
preuve.
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A` l’aide des re´sultats pre´ce´dents, nous pouvons a` pre´sent e´tablir une borne infe´rieure
pour Tε.
Lemme 6.7. Il existe T = T (ra, Ra, R,K1) > 0 tel que
lim inf
ε→0
Tε ≥ T.
De´monstration. On proce`de en deux e´tapes.
Premie`re e´tape. Soit (χ, ϕ) ∈ H(z0i ). On a pour s, t ∈ [0, Tε] et i = 1, . . . , l∣∣〈χi, Juε(t)− Juε(s)〉+ δ〈ϕi, µε(t)− µε(s)〉∣∣ ≤ C|t− s|+ C| ln ε| 12 . (6.30)
En effet, pour i fixe´, on applique la Proposition 6.2 a` u ≡ uε pour le choix de fonctions
test (χi, ϕi) et on obtient apre`s inte´gration sur [s, t]
|〈χi, Juε(t)−Juε(s)〉+ δ〈ϕi, µε(t)− µε(s)〉| ≤ 2
∫ t
s
∫ ∣∣∣Im(ω(uε)∂2χi
∂z2
) ∣∣∣
+ C
∫ t
s
∫ ∣∣∣∣ |∂tuε|2| ln ε|2 ϕi + (∇⊥χi −∇ϕi) · ∂tuε · ∇uε| ln ε|
∣∣∣∣ .
Puisque le support de
∂2χi
∂z2
est inclus dans Ai ⊂ ΩR′,ra , la conclusion re´sulte de (6.29) et
du Lemme 6.6.
Deuxie`me e´tape. Dans l’optique d’utiliser l’e´galite´
‖Juε(Tε)− π
l∑
i=1
diδz0i
‖ ≡ η0,
on de´finit les vecteurs unitaires
νi,ε = di
ζεi (Tε)− z0i
|ζεi (Tε)− z0i |
, i = 1, . . . , l,
et des fonctions test χi,ε, ϕi,ε ve´rifiant pour x ∈ B(z0i , ra)
χi,ε(x) = νi,ε · x, ϕi,ε(x) = ν⊥i,ε · x,
et telles que de plus (χ, ϕ) ∈ H(z0i ), ou` χ =
∑
χi,ε et ϕ =
∑
ϕi,ε. En outre, ϕi,ε et χi,ε
peuvent eˆtre choisies de sorte que leur norme dans C2(B(R)) soit borne´e uniforme´ment
par rapport a` ε.
Puisque ζεi (Tε) ∈ B(z0i , ra/2), nous avons par choix de χ et ϕ
|di||ζεi (Tε)− z0i | = diχ(ζεi (Tε)− z0i ) + δϕ(ζεi (Tε)− z0i ).
D’autre part, un re´sultat de Brezis, Coron et Lieb [47] assure que la norme ‖ · ‖ entre deux
sommes de masses de Dirac positives est re´alise´e comme longueur de connexion minimale
entre les points. En d’autres termes, pour des points (p1, . . . , pl) et (n1, . . . , nl) de B(R
′)l
on a
‖
l∑
i=1
δpi − δni‖ = min
σ∈Sl
l∑
i=1
|pi − nσi |,
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ou` Sl de´signe l’ensemble des permutations de {1, . . . , l}. Puisque dans notre cas di = ±1
et puisque |ζi(Tε)− z0i | ≤ ra/2, le minimum est atteint pour σ = id, donc
‖π
l∑
i=1
di(δζεi (Tε) − δz0i )‖ = π
l∑
i=1
|ζεi (Tε)− z0i |.
On en de´duit que
‖π
l∑
i=1
di(δζεi (Tε) − δz0i )‖ =
〈
π
l∑
i=1
di(δζεi (Tε) − δz0i ), χ
〉
+ δ
〈
π
l∑
i=1
(δζεi (Tε) − δz0i ), ϕ
〉
.
D’autre part, nous avons
‖Juε(Tε)− π
l∑
i=1
diδz0i
‖ ≤ ‖Juε(Tε)− π
l∑
i=1
diδζεi (Tε)‖+ ‖π
l∑
i=1
di(δζεi (Tε) − δz0i )‖.
Le second terme du membre de droite s’e´crit
〈
π
l∑
i=1
di(δζεi (Tε) − δz0i ), χ
〉
+ δ
〈
π
l∑
i=1
(δζεi (Tε) − δz0i ), ϕ
〉
= A+B + C,
ou`
A =
〈
π
l∑
i=1
diδζεi (Tε) − Juε(Tε), χ
〉
+ δ
〈
π
l∑
i=1
δζεi (Tε) − µε(Tε), ϕ
〉
≤ C(‖Juε(Tε)− π l∑
i=1
diδζεi (Tε)‖+ δ‖µε(Tε)− π
l∑
i=1
δζεi (Tε)‖
)
,
B est de´fini par
B = 〈Juε(Tε)− Juε(0), χ〉+ δ〈µε(Tε)− µε(0), ϕ〉
et enfin
C =
〈
Ju0ε − π
l∑
i=1
diδz0i
, χ
〉
+ δ
〈
µε(u
0
ε)− π
l∑
i=1
δz0i
, ϕ
〉
≤ C(‖Ju0ε − π l∑
i=1
diδz0i
‖+ δ‖µε(u0ε)− π
l∑
i=1
δz0i
‖).
Au vu de la borne (6.30) fournie par la premie`re e´tape pourB, des estimations (6.18)-(6.19)
et du fait que Σ0ε(s) ≤ K1 pour 0 ≤ s ≤ Tε, on est mene´ a`
η0 = ‖Juε(Tε)− π
l∑
i=1
diδz0i
‖ ≤ C(ε| ln ε|+ | ln ε|−1 + | ln ε|− 12 ) + CTε.
En faisant tendre ε vers ze´ro on parvient finalement a` la conclusion.
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A` ce stade, nous pouvons exposer la
Fin de la de´monstration du The´ore`me 6.4.
Soient t, s ∈ [0, T ]. En imitant la preuve du Lemme 6.7 (en remplac¸ant Tε et 0 par t et s),
on obtient pour toute paire (χ, ϕ) ∈ H(z0i ),∣∣∣ l∑
i=1
di
[
χ(ζεi (t))−χ(ζεi (s))
]
+ δ
[
ϕ(ζεi (t))− ϕ(ζεi (s))
]∣∣∣
≤ C sup
τ∈[0,T ]
(‖Juε(τ)− π l∑
i=1
diδζεi (τ)‖+ δ‖µε(τ)− π
l∑
i=1
δζεi (τ)‖
)
+
∣∣〈Juε(t)− Juε(s), χ〉+ δ〈µε(t)− µε(s), ϕ〉∣∣
≤ C|t− s|+ oε(1),
ou` la dernie`re ine´galite´ re´sulte de (6.18)-(6.19) et de (6.30). Ainsi, en conside´rant succes-
sivement χ(x) = e1 · x et χ(x) = e2 · x sur chaque B(z0i , ra), on trouve
|ζεi (t)− ζεi (s)| ≤ C|t− s|+ oε(1). (6.31)
Ensuite, puisque ζεi ∈ B(z0i , ra), un argument classique d’extraction diagonale permet
de construire une sous-suite εk tendant vers ze´ro ainsi que des points ζi(t) tels que les
ζεki (t) convergent vers les ζi(t) pour tout t ∈ Q ∩ [0, T ]. On de´duit alors des estimations
(6.18)-(6.19) que les convergences (6.22)-(6.23) e´nonce´es au The´ore`me 6.4 ont lieu pour les
temps t ∈ Q ∩ [0, T ]. D’apre`s (6.31), les fonctions ζi(t) sont lipschitziennes sur [0, T ] ∩Q,
elles peuvent donc eˆtre prolonge´es de manie`re unique en des fonctions de´finies sur [0, T ] ;
on les renote ζi(t).
Finalement, on conclut que les convergences (6.22)-(6.23) ont lieu uniforme´ment en
temps sur [0, T ] en utilisant a` nouveau (6.31) et (6.18)-(6.19).
Enfin, la borne (6.26) pour l’e´nergie a` l’infini assure que (6.24) a lieu pour toute la
famille (uε)0<ε<εΛ . Afin d’e´tablir que l’hypothe`se (BP3′) reste vraie a` temps positifs, on
rappelle en premier lieu que
Eε,[Ud] (uε(t))− Eε,[Ud]
(
u∗ε(z
0
i , di)
) ≤ K1.
Par ailleurs, on a d’apre`s le Corollaire 6.1
Eε,[Ud]
(
u∗ε(z
0
i , di)
)− Eε,[Ud] (u∗ε(ζi(t), di)) =W (z0i , di)−W (ζi(t), di) ≤ C,
ou` l’ine´galite´ re´sulte du fait que les ζi sont continues et restent a` distance strictement
positive sur [0, T ]. On en de´duit (6.25) et la preuve du The´ore`me 6.4 est acheve´e.
Comme on l’a mentionne´ au de´but de la de´monstration du The´ore`me 6.4, les hypothe`ses
(BP2) et (BP3′) entraˆınent que la convergence des jacobiens (BP1) a lieu dans tous les
B(L), L = 2n ≥ R. En remplac¸ant R par L dans la de´monstration pre´ce´dente, on obtient
l’extension suivante
Lemme 6.8 ( [48], Lemme 7.3). Il existe une sous-suite, renote´e εk, telle que pour tout
L ≥ 2n1
ηk := sup
[0,T ]
‖Juεk(t)− π
l∑
i=1
diδζi(t)‖W 1,∞0 (B(L))∗ → 0, k → +∞.
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On est ainsi amene´ a` introduire l’exce`s d’e´nergie Σεk(t) de uεk(t) vis a` vis de la confi-
guration (ζi(t), di)
Σεk(t) = Eεk,[Ud] (uεk(t))− Eεk,[Ud]
(
u∗εk(ζi(t), di)
)
,
qui est uniforme´ment borne´e sur [0, T ] au vu de (6.25).
Lemme 6.9. Pour tous r ≤ ra/2 et K ≥ 2n1, on a pour tout entier k assez grand, et pour
t, t1, t2 ∈ [0, T ],∫
B(K)\∪B(ζi(t),r)
eεk(|uεk(t)|) +
1
8
∣∣∣j(uεk(t))|uεk(t)| − j(u∗(ζi(t), di))
∣∣∣2 ≤ Σεk(t) + C(εk, ηk, 1K ).
En outre,
lim sup
k→+∞
∫ t2
t1
∫
B(K)\∪B(ζi(t),r)
eεk(|uεk |) +
1
8
∣∣∣j(uεk)|uεk | − j(u∗(ζi, di))
∣∣∣2 ≤ lim sup
k→+∞
∫ t2
t1
Σεk .
De´monstration. Soit n ≥ n1 tel que K ≤ 2n. Soit t ∈ [0, T ]. D’apre`s le Lemme 6.8,
pour tout k ≥ k(r, n, ra, Ra) assez grand, on peut appliquer le The´ore`me 6.3 a` uεk(t) par
rapport a` la configuration (ζi(t), di) avec R0 = L = 2
n. En tenant compte du fait que
B(K) ⊂ B(2n), on trouve∫
B(K)\∪B(ζi(t),r)
eεk(|uεk(t)|) +
1
8
∣∣∣j(uεk(t))|uεk(t)| − j(u∗(ζi(t), di))
∣∣∣2 ≤ Σεk(t) + C(εk, ηk, 2−n),
d’ou` la premie`re ine´galite´ du lemme puisque K ≤ 2n. Il ne reste ensuite plus qu’a` inte´grer
l’ine´galite´ pre´ce´dente sur [t1, t2], puis a` faire tendre d’abord k, puis n vers l’infini pour
obtenir la seconde ine´galite´.
Le re´sultat pre´ce´dent conduit de manie`re naturelle a` conside´rer l’ensemble forme´ par
les trajectoires
T = {(t, ζi(t)), t ∈ [0, T ], i = 1, . . . , l}
et son comple´mentaire
G = [0, T ]× R \ T .
Proposition 6.5. Il existe une sous-suite, toujours note´e εk, telle que
j(uεk)
|uεk |
⇀ j(u∗(ζi(·), di))
faiblement dans L2loc(G) lorsque k → +∞.
De´monstration. Conside´rons un sous-ensemble borne´ B de R2. On de´duit imme´diatement
du Lemme 6.8 que
rot
(
j(uεk)
)
= 2Juεk → 2π
l∑
i=1
diδζi(·) = rot j(u
∗(ζi(·), di)) (6.32)
au sens des distributions sur [0, T ]×B.
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On pre´tend d’autre part que
div
(
j(uεk)
)→ 0 = divj(u∗(ζi(·), di)) (6.33)
au sens des distributions sur [0, T ]×B.
En effet, en formant le produit exte´rieur de (GLC)ε par uεk , on trouve
κεkuεk × ∂tuεk + uεk · ∂tuεk = uεk ×∆uεk = div
(
j(uεk)
)
,
d’ou`
div
(
j(uεk)
)
= κεkuεk × ∂tuεk +
1
2
εk
d
dt
( |uεk |2 − 1
εk
)
. (6.34)
Par ailleurs, le Lemme 6.3 applique´ a` uεk garantit que
sup
[0,T ]
Eεk(uεk(t), B) ≤ πl| ln εk|+Σεk(t) + C ≤ πl| ln εk|+ C, (6.35)
ou` la seconde ine´galite´ est une conse´quence de (6.25). Il en re´sulte que |uεk | → 1 dans
L∞([0, T ], L2loc(R
2)) et que uεk est borne´e dans L
∞([0, T ], Lqloc(R
2)) pour tout 1 ≤ q ≤ 4.
On en de´duit en outre que le second terme du membre de droite de (6.34) tend vers ze´ro au
sens des distributions sur [0, T ]×B. Afin de montrer qu’il en est de meˆme pour le premier
terme, on applique d’abord l’ine´galite´ de Cauchy-Schwarz, puis on combine l’estimation
fournie par le Lemme 6.6 pour ‖∂tuεk‖L2 et le fait que ‖uεk‖L2(B) est uniforme´ment borne´e.
La convergence (6.33) s’ensuit.
Par ailleurs, la convergence du Lemme 6.8 allie´e a` la borne (6.35) entraˆıne que j(uεk)
est uniforme´ment borne´e dans Lploc([0, T ]× R) pour tout p < 2. Ceci re´sulte par exemple
du The´ore`me 3.2.1 dans [53] et des remarques qui suivent ce dernier. D’apre`s (6.32) et
(6.33), on a donc (a` sous-suite pre`s)
j(uεk)⇀ j1 = j(u
∗(ζi(·), di)) +H (6.36)
faiblement dans Lploc([0, T ]×R2), ou` H = H(t, x) est harmonique en la variable d’espace.
D’autre part, d’apre`s la premie`re partie du Lemme 6.9, il existe j2 ∈ L2loc(G) tel que,
a` sous-suite pre`s, j(uεk)/|uεk | converge vers j2 faiblement dans L2loc(G).
En tenant compte de la convergence de |uεk | vers 1 dans L2loc([0, T ]×R2), on de´couvre
que j1 = j2 ∈ L2loc(G). Au vu de (6.36), le second volet du Lemme 6.9 nous donne alors
‖H‖L2loc(G) ≤ lim infk→+∞
∥∥∥j(uεk)|uεk | − j(u∗(ζi, di))
∥∥∥
L2loc(G)
≤ CT,
ou` C ne de´pend que de K1, R et ra, soit finalement ‖H‖L2([0,T ]×R2) ≤ CT . Puisque
H est harmonique, un re´sultat classique de re´gularite´ elliptique assure que H(t, ·) est
uniforme´ment borne´e sur R2 pour presque tout t. Par conse´quent H est nulle d’apre`s le
the´ore`me de Liouville. Graˆce a` (6.36), on obtient finalement j1 = j2 = j(u
∗(ζi(·), di)) dans
G, et la conclusion s’ensuit.
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6.7 De´monstration du The´ore`me 6.1.
La dernie`re e´tape de la de´monstration du The´ore`me 6.1 est pre´sente´e dans cette section.
Rappelons que les {ζi(t)} de´signent les l trajectoires lipschitziennes sur [0, T ] donne´es par
le The´ore`me 6.4 et les {zi(t)} forment l’unique solution de (6.4) de´finie sur I = [0, T ∗). Afin
de de´montrer que les trajectoires zi et ζi sont e´gales, nous e´tablirons dans un premier temps
qu’elles co¨ıncident sur [0, T ]. D’apre`s le the´ore`me de Rademacher, les ζi sont de´rivables
et leurs de´rive´es sont borne´es presque partout sur [0, T ]. Sans perte de ge´ne´ralite´, nous
supposerons que T < T ∗, de sorte que
|z˙i(t)| ≤ C et |ζ˙i(t)| ≤ C p.p. dans [0, T ]. (6.37)
De plus, nous supposerons, quitte a` diminuer T , que |zi(t)− ζi(t)| ≤ ra/2 pour tout i, par
conse´quent zi(t) reste dans B(z
0
i , ra) sur [0, T ]. On introduit les quantite´s
h(t) =
l∑
i=1
∫ t
0
|z˙i(s)− ζ˙i(s)| ds, σ(t) =
l∑
i=1
|zi(t)− ζi(t)|.
Alors h est lipschitzienne sur [0, T ] et l’on a
h′(t) =
l∑
i=1
|z˙i(t)− ζ˙i(t)|, p.p. t ∈ [0, T ].
Par ailleurs, σ est absolument continue et σ(0) = 0, d’ou`
σ(t) =
∫ t
0
σ′(s) ds ≤ h(t), ∀t ∈ [0, T ].
Il suffit donc de montrer que h est nulle sur [0, T ], ce que nous e´tablirons au moyen d’une
ine´galite´ de Gronwall.
Lemme 6.10. Pour t1, t2, t ∈ [0, T ], on a
lim sup
k→+∞
Σεk(t) ≤ Ch(t)
et
lim sup
k→+∞
∫ t2
t1
Σεk(s) ds ≤ C
∫ t2
t1
h(s) ds,
ou` C ne de´pend que de ra,K0, Ra.
De´monstration. On de´compose Σεk(t) comme
Σεk(t) = Eεk,[Ud] (uεk(t))− Eεk,[Ud](u0εk) + Σεk(0)
+ Eεk,[Ud]
(
u∗εk(z
0
i , di)
)− Eεk,[Ud] (u∗εk(ζi(t), di)) ,
d’ou`, d’apre`s le Corollaire 6.1 et le The´ore`me 5.5,
Σεk(t) = −δ
∫ t
0
∫
R2
|∂tuεk |2
| ln εk| +Σεk(0) +W (z
0
i , di)−W (ζi(t), di) + oεk(1).
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Puisque W est localement lipschitzienne en dehors de l’origine, on a
W (z0i , di)−W (ζi(t), di) =W (z0i , di)−W (zi(t), di) +W (zi(t), di)−W (ζi(t), di)
≤ −
∫ t
0
l∑
i=1
z˙i(s) · ∇ziW (zi(s)) ds+ Cσ(t).
D’apre`s le syste`me (6.4) ve´rifie´ par les zi, un calcul explicite nous donne
z˙i(s) · ∇ziW (zi(s)) = −
δ
π(1 + δ2)
|∇ziW |2 = −δπ|z˙i(s)|2,
d’ou`
Σεk(t) ≤ Σεk(0) + δπ
∫ t
0
l∑
i=1
|z˙i(s)|2 ds− δ
∫ t
0
∫
R2
|∂tuεk |2
| ln εk| + Cσ(t) + oεk(1).
L’e´tape suivante consiste a` de´terminer une borne infe´rieure pour le terme de dissipation
lorsque ε tend vers ze´ro. Rappelons d’une part que
Juεk(t)⇀ π
l∑
i=1
diζi(t) dans B(R
′),
et d’autre part que
sup
t∈[0,T ]
Eεk(uεk(t), B(R
′)) ≤ πl| log εk|+ C.
Sous ces hypothe`ses, la Proposition 3 de [59] (ou bien le Corollaire 7 de [74]) assure que
lim inf
k→+∞
∫ t
0
∫
R2
|∂tuεk |2
| ln εk| ≥ π
l∑
i=1
∫ t
0
|ζ˙i(t)|2 ds. (6.38)
Ensuite, on obtient a` l’aide de (6.37)
l∑
i=1
∫ t
0
(
|z˙i(s)|2 − |ζ˙i(s)|2
)
≤ C
l∑
i=1
∫ t
0
|z˙i(s)− ζ˙i(s)| ds = Ch(t),
et d’autre part
lim sup
k→+∞
Σεk(0) ≤ 0
d’apre`s (BP3), d’ou` finalement
lim sup
k→+∞
Σεk(t) ≤ C (σ(t) + h(t)) .
Le lemme de Fatou applique´ a` (6.38) nous fournit e´galement la version inte´grale de
l’ine´galite´ pre´ce´dente, et l’on conclut graˆce au fait que σ ≤ h.
Comme nous l’avons vu au Paragraphe 6.3, la fonction u∗(zi(t), di) constitue en quelque
sorte une solution asymptotique de la formule d’e´volution e´tablie a` la Proposition 6.2.
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Lemme 6.11. Pour t ∈ [0, T ] et (χ, ϕ) ∈ H(z0i ), on a
π
d
dt
l∑
i=1
[diχ (zi(t)) + δϕ (zi(t))] = −2
∫
R2
Im
(
ω (u∗(zi(t), di))
∂2χ
∂z2
)
.
De´monstration. D’une part, on connaˆıt une formule explicite pour le terme de droite
(voir [49]) : pour toute configuration (zi, di) et pour toute fonction test χ affine au voisinage
de chaque zi = zi(t), on a
−2
∫
R2
Im
(
ω(u∗(zi, di))
∂2χ
∂z2
)
= −2π
∑
i6=j
didj
(zi − zj)⊥
|zi − zj |2 · ∇χ(zi).
D’autre part, un calcul imme´diat donne
d
dt
l∑
i=1
[diχ(zi) + δϕ(zi)] =
l∑
i=1
[di∇χ(zi) · z˙i(t) + δ∇ϕ(zi) · z˙i(t)]
=
l∑
i=1
di∇χ(zi) ·
(
z˙i(t)− δdiz˙i⊥(t)
)
,
ou` la seconde e´galite´ re´sulte du fait que ∇ϕ(zi) = ∇⊥χ(zi). D’apre`s le syste`me (6.4) pour
les zi, on a ensuite
π
(
z˙i(t)− δdiz˙i⊥(t)
)
= di∇⊥ziW,
d’ou`
π
d
dt
l∑
i=1
[diχ(zi) + δϕ(zi)] =
l∑
i=1
∇χ(zi) · ∇⊥ziW = −2π
∑
i6=j
didj
(zi − zj)⊥
|zi − zj |2 · ∇χ(zi),
et la conclusion s’ensuit.
Lemme 6.12. Soient A = ∪li=1B(z0i , 2ra)\B(z0i , ra) et t1, t2 ∈ [0, T ]. Pour toute fonction
ϕ ∈ C∞c (A), on a
lim sup
k→+∞
∣∣∣ ∫ t2
t1
∫
A
[
ω (uεk(s))− ω (u∗(ζi(s), di))
]
ϕ
∣∣∣ ≤ C‖ϕ‖∞ ∫ t2
t1
h(s) ds.
De´monstration. En appliquant l’identite´ (6.8) a` u ≡ uεk(t) et u∗ ≡ u∗(ζi(t), di) tout en
tenant compte du fait que |u∗(ζi(t), di)| = 1, on obtient
ω(u)− ω(u∗) =
2∑
k,l=1
(
ak,l∂l|u|∂k|u|+ bk,l
[jk(u)
|u|
jl(u)
|u| − jk(u
∗)jl(u∗)
])
,
ou` ak,l, bk,l ∈ C. On exprime alors les termes faisant intervenir j de la fac¸on suivante :
jk(u)
|u|
jl(u)
|u| − jk(u
∗)jl(u∗) =
(jk(u)
|u| − jk(u
∗)
)(jl(u)
|u| − jl(u
∗)
)
+jk(u
∗)
(jl(u)
|u| − jl(u
∗)
)
+ jl(u
∗)
(jk(u)
|u| − jk(u
∗)
)
.
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Ensuite, on multiplie l’e´galite´ pre´ce´dente par ϕ puis on inte`gre sur [t1, t2] × A et on fait
tendre k vers l’infini. Puisque [0, T ]×A est inclus dans G et j(u∗) ∈ L2loc(G), on de´duit de
la Proposition 6.5 que
lim sup
k→+∞
∣∣∣ ∫ t2
t1
∫
A
[
ω (uεk(s))− ω (u∗(ζi(s), di))
]
ϕ
∣∣∣
≤ C‖ϕ‖∞ lim sup
k→+∞
∫ t2
t1
∫
A
[|∇|uεk ||2 + ∣∣j(uεk)|uεk | − j(u∗(ζi, di))∣∣2].
Il ne nous reste alors plus qu’a` invoquer les Lemmes 6.9 et 6.10 pour obtenir le re´sultat
souhaite´.
On peut a` pre´sent comple´ter la de´monstration du The´ore`me 6.1. Soit (χ, ϕ) ∈ H(z0i ).
Pour 0 ≤ s ≤ t ≤ T fixe´s, on a d’apre`s la Proposition 6.2∫ t
s
d
dτ
∫
R2
[
Juεk(τ)χ+ δ
∫
R2
µεk(τ)ϕ
]
dτ =
∫ t
s
g1k(τ) dτ +
∫ t
s
g2k(τ) dτ,
ou` g1k est donne´ par
g1k(τ) = −δ
∫
R2
|∂tuεk |2
| log εk|2 +Rεk(τ, χ, ϕ, uεk)
et g2k par
g2k(τ) = −2
∫
R2
Im
(
ω(uεk(τ))
∂2χ
∂z2
)
.
On peut re´crire ce dernier terme sous la forme
g2k = −2
∫
R2
Im
([
ω(uεk)− ω(u∗(ζi, di))
]∂2χ
∂z2
)
− 2
∫
R2
Im
([
ω(u∗(ζi, di))− ω(u∗(zi, di))
]∂2χ
∂z2
)
− 2
∫
R2
Im
(
ω(u∗(zi, di))
∂2χ
∂z2
)
= Ak +Bk + Ck.
En inse´rant la relation e´tablie au Lemme 6.11 pour Ck, et en posant
fk,χ,ϕ(τ) =
∫
R2
Juεk(τ)χ+ δ
∫
R2
µεk(τ)ϕ− π
l∑
i=1
[
diχ(zi(τ)) + δϕ(zi(τ))
]
,
on constate que
fk,χ,ϕ(t)− fk,χ,ϕ(s) =
∫ t
s
g1k(τ) dτ +
∫ t
s
Ak(τ) dτ +
∫ t
s
Bk(τ) dτ.
Tout d’abord, le Lemme 6.6 avec Tε = T implique imme´diatement que∣∣ ∫ t
s
g1k(τ) dτ
∣∣ ≤ C| ln εk|− 12 .
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De plus, puisque supp
(∂2χ
∂z2
) ⊂ A, on de´duit du Lemme 6.12 que
lim sup
k→+∞
∣∣∣ ∫ t
s
Ak(τ) dτ
∣∣∣ ≤ C ∫ t
s
h(τ) dτ.
Enfin, comme u∗, et donc ω(u∗), est re´gulie`re en dehors des vortex, on a aussi∫ t
s
|Bk(τ)| dτ ≤ C
∫ t
s
σ(τ) dτ ≤ C
∫ t
s
h(τ) dτ.
En faisant tendre k vers l’infini et en utilisant les re´sultats de convergence du The´ore`me
6.4, on obtient ainsi
|fχ,ϕ(t)− fχ,ϕ(s)| ≤ C
∫ t
s
h(τ) dτ, (6.39)
ou` fχ,ϕ est de´finie par
fχ,ϕ = π
l∑
i=1
[
di
(
χ(ζi)− χ(zi)
)
+ δ
(
ϕ(ζi)− ϕ(zi)
)]
.
Soulignons que la constante C ne de´pend que de χ, ϕ et de (z0i , di).
Fixons alors un temps t ∈ [0, T ] en lequel tous les ζi sont de´rivables. Comme les zi sont
de classe C1, on a
f ′χ,ϕ(t) = π
l∑
i=1
(
di∇χ(z0i ) + δ∇⊥χ(z0i )
) · (ζ˙i(t)− z˙i(t)).
En divisant l’ine´galite´ (6.39) par |t− s| puis en faisant tendre s vers t, on est conduit a`
∣∣∣π l∑
i=1
(
di∇χ(z0i ) + δ∇⊥χ(z0i )
) · (ζ˙i(t)− z˙i(t))∣∣∣ ≤ C h(t).
En particulier, si la paire (χ, ϕ) ∈ H(z0i ) est choisie de sorte que χ et ϕ s’annulent pre`s de
chaque point z0i a` l’exception d’un seul, l’estimation pre´ce´dente se re´duit a`∣∣∣π(di∇χ(z0i ) + δ∇⊥χ(z0i )) · (ζ˙i(t)− z˙i(t))∣∣∣ ≤ C h(t), ∀i = 1, . . . , l.
Pour obtenir l’ine´galite´ souhaite´e, il ne nous reste plus qu’a` choisir successivement
χ(x) = x1, ∇χ =
(
1
0
)
et ∇⊥χ =
(
0
1
)
et
χ(x) = x2, ∇χ =
(
0
1
)
et ∇⊥χ =
(−1
0
)
aupre`s de chaque z0i . On parvient ainsi a` |ζ˙i(t)− z˙i(t)| ≤ Ch(t) pour chaque i, d’ou`, apre`s
addition,
h′(t) ≤ Ch(t) p.p. t ∈ [0, T ].
144 Chapitre 6. Dynamique des points vortex pour (GLC)ε
Puisque h(0) = 0, on trouve que h ≡ 0 sur [0, T ], comme on le de´sirait. On de´duit ensuite
du Lemme 6.10 que
lim sup
k→+∞
Σεk(t) ≤ 0.
D’apre`s (6.24), ceci signifie que la famille (uεk(t))k∈N reste tre`s bien pre´pare´e par rapport
a` la configuration (zi(t), di) pour tout t ∈ [0, T ]. Puisque les zi(t) sont de´termine´s de
manie`re unique par le syste`me (6.4), on conclut par unicite´ de la limite que toute la
famille (uε(t))0<ε<1 est tre`s bien pre´pare´e.
Enfin, on observe que T ne de´pend que de K1, ra et max(R,Ra+ra). Ainsi, en re´pe´tant
les arguments pre´ce´dents, on peut e´tendre tous les re´sultats de cette section a` l’intervalle
[0, T ∗) en entier. La de´monstration du The´ore`me 6.1 est ainsi acheve´e. ✷
Chapitre 7
Dynamique des ondes amorties
pour l’e´quation de
Ginzburg-Landau complexe
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Ce chapitre est inclus dans [71].
7.1 Introduction.
Conside´rons l’e´quation de Ginzburg-Landau complexe
∂tΦ = (κ+ i)
[
∆Φ+Φ(1− |Φ|2)], (GLC)
ou` Φ : R+ × RN → C, N ≥ 1, est a` valeurs complexes, et ou` κ est un petit parame`tre
positif. Lorsque κ est nul, cette e´quation se re´duit a` l’e´quation de Gross-Pitaevskii. Dans
ce chapitre, nous supposerons que le coefficient de dissipation κ tend vers ze´ro avec un
parame`tre ε.
On se propose de conside´rer pour (GLC) un re´gime ou` la solution Φ ne s’annule en
aucun point de l’espace, du moins initialement. Tant qu’il en est ainsi, on peut e´crire Φ
sous la forme
Φ = r exp(iφ),
ou` le module r et la phase φ satisfont au syste`me d’e´quations{
∂tr
2 = 2κ
[
r∆r − r2|∇φ|2 + r2(1− r2)]− 2div (r2∇φ)
r2∂tφ = κ div (r
2∇φ) + r∆r − r2|∇φ|2 + r2(1− r2). (7.1)
On se focalise plus spe´cifiquement sur un re´gime asymptotique onde-longue ou` Φ se
comporte comme une petite perturbation d’une fonction constante de module un ; de telles
fonctions constituent des solutions particulie`res e´le´mentaires de (GLC). Dans ce re´gime, on
suppose que le module r et le gradient de la phase ∇φ s’e´crivent par le biais du changement
d’inconnues r
2(t, x) = 1 +
ε√
2
bε(ε
2t, εx)
2∇φ(t, x) = εvε(ε2t, εx),
(7.2)
ou` ε > 0 est un petit parame`tre destine´ a` tendre vers ze´ro, et on suppose en outre que le
couple (bε, vε) appartient a` un espace de Sobolev H
s+1×Hs avec s ≥ 3 et ve´rifie certaines
bornes.
On se place dore´navant dans la situation ou` κ de´pend de ε et ve´rifie
κ = κε > 0 et lim
ε→0
κε = 0.
L’objectif de ce chapitre est de de´terminer des e´quations simplifie´es permettant de
de´crire la dynamique de la perturbation (bε, vε), tant que celle-ci est bien de´finie, lorsque ε
tend vers ze´ro. Dans une large mesure, ce proble`me est motive´ par le Chapitre 6, ou` nous
avons e´tudie´ la dynamique des points vortex pour l’e´quation bidimensionnelle35
∂tΨε = (κε + i)
[
∆Ψε +
Ψε
ε2
(1− |Ψε|2)
]
, Ψε : R+ × R2 → R2, (GLC)ε
lorsque ε tend vers ze´ro. Cette dernie`re se de´duit de (GLC) par le changement de variable
parabolique
Ψε(t, x) = Φ(ε
−2t, ε−1x).
35En re´alite´, l’e´quation conside´re´e au Chapitre 6 se de´duit de (GLC)ε par conjugaison complexe Ψε 7→ Ψε
et changement d’e´chelle en temps t 7→ (κ2ε + 1)
−1t, notons toutefois que κ2ε + 1 ≃ 1.
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Pour observer le mouvement des points vortex, le coefficient de dissipation κε ad hoc e´tait
de l’ordre de | ln ε|−1 et les donne´es e´taient tre`s bien pre´pare´es. Dans la situation de´crite
par (7.2) sur laquelle nous nous focalisons a` pre´sent, aucun vortex n’est pre´sent puisque
la solution ne s’annule pas. Toutefois, l’analyse du re´gime (7.2) pourrait constituer une
premie`re e´tape dans la compre´hension du roˆle joue´ par la phase dans le mouvement des
vortex pour des donne´es moins bien pre´pare´es.
Lorsque ε tend vers ze´ro, les e´quations re´duites pour la perturbation se de´gagent en fait
plus nettement dans une e´chelle de temps ralentie. Plus exactement, on adopte un scaling
d’ordre hyperbolique plutoˆt que parabolique. On conside`re la nouvelle variable (aε, uε)
de´finie par {
aε(t, x) = bε(εt, x)
uε(t, x) = vε(εt, x).
En conside´rant le gradient de l’e´quation pour la phase dans le syste`me (7.1), puis en
inse´rant les variables aε et uε, on obtient∂taε +
√
2div uε +
2κε
ε
aε − κεε∆aε = fε(aε, uε)
∂tuε +
√
2∇aε − κεε∆uε = gε(aε, uε),
(7.3)
ou` les seconds membres fε et gε sont donne´s par
fε(aε, uε) =
√
2κε
[
− 2|∇ρa|2 − ρ2a
|uε|2
2
− a2ε
]
− εdiv (aεuε)
gε(aε, uε) = κεε∇
(∇ρ2a
ρ2a
· uε
)
+ 2ε∇
(∆ρa
ρa
)
− εuε · ∇uε,
(7.4)
avec
ρ2a = 1 +
ε√
2
aε.
D’un point de vue purement formel, puisque ε et κε sont des parame`tres e´vanescents,
les seconds membres fε et gε peuvent eˆtre conside´re´s comme des perturbations et ne´glige´s.
En premie`re approximation, l’e´quation asymptotique ainsi obtenue est une e´quation des
ondes amorties ∂taε +
√
2div uε +
2κε
ε
aε = 0
∂tuε +
√
2∇aε = 0,
(OA)
dont la vitesse de propagation vaut
√
2 et le coefficient d’amortissement 2νε, ou`
νε =
κε
ε
.
Notre premier enjeu consiste a` de´terminer la taille maximale autorise´e pour la pertur-
bation initiale (a0ε, u
0
ε) qui garantisse qu’une solution Φ de´finie initialement par (7.2) ne
s’annule pas au moins jusqu’a` un temps T inde´pendant de ε. On peut alors de´finir (aε, uε)
jusqu’au temps T . Une fois cette question re´solue, on montrera que (aε, uε) se comporte
comme la solution36 de l’e´quation des ondes amorties avec meˆme donne´e initiale (a0ε, u
0
ε)
lorsque ε tend vers ze´ro.
36Il est aise´ de ve´rifier, au moyen d’estimations d’e´nergie, que (OA) admet une unique solution globale
dans C(Hs+1 ×Hs).
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Le parame`tre ε de´crit la taille de la perturbation de la solution Φ par rapport a` un
champ constant de module e´gal a` un, et le parame`tre κε l’ampleur de la diffusion ajoute´e
a` l’e´quation de Gross-Pitaevskii pour obtenir l’e´quation de Ginzburg-Landau complexe. A`
en juger par les expressions (7.4) pour fε et gε, l’approximation par l’e´quation des ondes
amorties semble optimale lorsque κε et ε sont de meˆme ordre. D’un autre coˆte´, le facteur
d’amortissement νε, qui ame´liore les estimations de comparaison entre les solutions de (7.3)
et celles de (OA), est d’autant plus efficace que ε est petit par rapport a` κε. Il faudra donc
trouver le bon e´quilibre entre ces deux parame`tres. Afin de ne pas multiplier les e´tudes de
cas, nous nous restreindrons dore´navant a` la situation
0 < ε ≤ κε < 1,
situation qui contient bien suˆr le cas κε = | ln ε|−1.
Un re´gime asymptotique37 semblable pour les solutions de l’e´quation de Gross-Pitaevskii,
obtenue avec κε = 0, a e´te´ re´cemment e´tudie´ par Bethuel, Danchin et Smets [46]. L’ar-
ticle [46] procure une borne infe´rieure pour Tε, ou` Tε est le premier temps d’apparition
e´ventuelle d’un ze´ro de la solution. En outre, il est e´tabli que (aε, uε) est asymptotiquement
proche de la solution de l’e´quation des ondes libres (νε = 0) avec meˆme donne´e initiale sur
[0, Tε).
Dans ce chapitre, nous obtiendrons des re´sultats sensiblement diffe´rents. Nous de´mon-
trerons que Tε = +∞ pourvu que la perturbation initiale soit convenablement borne´e. En
outre, graˆce a` la partie dissipative de (GLC), on perdra moins de de´rive´es en mesurant
l’e´cart entre (aε, uε) et la solution de l’e´quation des ondes amorties.
The´ore`me 7.1. Soit s un entier ve´rifiant s > 1+N/2. Il existe des constantes strictement
positives K1 et K2 ne de´pendant que de s et N et il existe ε0 > 0 satisfaisant a` la proprie´te´
suivante.
Soient 0 < ε < ε0 et (a
0
ε, ϕ
0
ε) ∈ Hs+1(RN )×Hs+1(RN ) ve´rifiant
X0 := ‖(a0ε, u0ε)‖Hs + ε‖a0ε‖Hs+1 + ‖ϕ0ε‖L2 ≤
min(νε, κ
−1
ε )
K1(s,N)
,
ou` u0ε = 2∇ϕ0ε. Alors le syste`me (7.3) admet une unique solution globale (aε, uε) ∈
C(R+, Hs+1 ×Hs) telle que (aε, uε)(0) = (a0ε, u0ε). Pour tout t ∈ R+, on a
(εκ−1ε )
1/2‖(aε, uε)‖L2t (Hs) + ‖(aε(t), uε(t))‖Hs + ε‖aε(t)‖Hs+1 ≤ K2(s,N)X0.
Enfin, si Φ de´signe la solution correspondante de (GLC), on a
‖|Φ(t)|2 − 1‖∞ < 1
2
.
Remarque 7.1. Le The´ore`me 7.1 autorise des donne´es initiales de la forme
Φ0(x) =
(
1 +
ε√
2
a0(εx)
)1/2
exp(iϕ0(εx)),
37L’e´quation de Gross-Pitaevskii pre´sente une grande varie´te´ de re´gimes asymptotiques remarquables
dont [51] constitue un e´tat de l’art re´cent.
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pour tout (a0, ϕ0) ∈ Hs+1×Hs+1 inde´pendant de ε, de sorte que X0 est constant. Lorsque
le coefficient de dissipation est donne´ par κε =
√
ε, on a νε = κ
−1
ε , le The´ore`me 7.1
autorise alors les donne´es initiales
Φ0(x) =
(
1 +
√
ε√
2
a0(εx)
)1/2
exp
(
i
ϕ0(εx)√
ε
)
,
ou` (a0, ϕ0) est inde´pendant de ε et ve´rifie ‖(a0, ϕ0)‖Hs+1 ≤ K1(s,N)−1.
Dans un second temps, les estimations du The´ore`me 7.1 permettent de mesurer l’e´cart
de la solution (aε, uε) a` celle de l’e´quation des ondes amorties. Puisque les seconds membres
de (7.3) font intervenir des de´rive´es d’ordre trois, les estimations de comparaison ainsi
obtenues font e´tat d’une perte de trois de´rive´es.
The´ore`me 7.2. Soit s un entier ve´rifiant s > 1 + N/2. Soit (a0ε, ϕ
0
ε) ∈ Hs+1(RN ) ×
Hs+1(RN ) ve´rifiant les hypothe`ses du The´ore`me 7.1. On note u0ε = 2∇ϕ0ε.
Soit (aL, uL) ∈ C(R+, Hs+1 × Hs) la solution de l’e´quation des ondes amorties avec
donne´e initiale (a0ε, u
0
ε). Il existe une constante K3 ne de´pendant que de s et N telle que
pour tout t ∈ R+, on a
‖(aε − aL, uε − uL)(t)‖Hs−2 ≤ K3(s,N)
√
εt
(√
κεX
2
0 +
ε√
κε
X0
)
,
ou` X0 est de´fini au The´ore`me 7.1.
Reprenons l’exemple cite´ ci-dessus des donne´es initiales de la forme
Φ0(x) =
(
1 +
ε√
2
a0(εx)
)1/2
exp(iϕ0(εx))
pour lesquellesX0 est une constante. Au vu du The´ore`me 7.2, l’e´quation des ondes amorties
fournit une approximation correcte de la dynamique de (aε, uε) jusqu’a` des temps de l’ordre
de Tε = C(κεε)
−1. Pour envisager des temps poste´rieurs a` Tε, il s’ave`re plus approprie´
de tenir compte des termes paraboliques line´aires du syste`me (7.3). Plus pre´cise´ment, on
conside`re cette fois le syste`me approche´∂ta+
√
2div u+
2κε
ε
a− κεε∆a = 0
∂tu+
√
2∇a− κεε∆u = 0.
(7.5)
On obtient alors le re´sultat suivant
The´ore`me 7.3. Soit s un entier ve´rifiant s > 1 + N/2. Soit (a0ε, ϕ
0
ε) ∈ Hs+1(RN ) ×
Hs+1(RN ) ve´rifiant les hypothe`ses du The´ore`me 7.1.
On note (aL, uL) ∈ C(R+, Hs+1×Hs) la solution de (7.5) avec donne´e initiale (a0ε, u0ε).
Il existe une constante K4 ne de´pendant que de s et de N telle que pour tout t ∈ R+
‖(aε − aL, uε − uL)(t)‖Hs ≤ K4(s,N)κ−1ε X0(1 +X0).
On a en outre, pour les de´rive´es d’ordre infe´rieur,
‖(aε − aL, uε − uL)(t)‖Hs−1 ≤ K4(s,N)max(κε, ν−1ε )X0(1 +X0)
et
‖(aε − aL, uε − uL)(t)‖Hs−1 ≤ K4(s,N)(εκ−1ε t)1/2X0.
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En revenant a` notre exemple typique de donne´es initiales, on voit que d’apre`s les
The´ore`mes 7.2 et 7.3, la meilleure approximation jusqu’a` des temps de l’ordre de C(κεε)
−1
est celle fournie par l’e´quation des ondes amorties. En revanche, au-dela` de ces temps la
meilleure approximation est celle du syste`me d’e´quations (7.5). De plus, l’approximation
par le syste`me (7.5) pre´sente l’avantage de faire gagner des de´rive´es dans les estimations
de comparaison.
Les de´monstrations des re´sultats de ce chapitre sont inspire´es pour beaucoup de celles
de [46].
Nous e´tablirons les estimations des The´ore`mes 7.1, 7.2 et 7.3 dans une e´chelle parabo-
lique plutoˆt qu’hyperbolique, c’est-a`-dire pour Ψε et (bε, vε) plutoˆt que pour Φ et (aε, uε).
Ceci pre´sente l’avantage de supprimer un certain nombre de facteurs ε dans les e´quations.
Dans cette e´chelle, on a
Ψε(t, x) = ρε(t, x) exp
(
iϕε(t, x)
)
,
ou` le module ρε et le gradient de la phase ∇ϕε sont donne´s parρ
2
ε(t, x) = 1 +
ε√
2
bε(t, x)
2∇ϕε(t, x) = vε(t, x).
(7.6)
Le couple (bε, vε) est en outre solution du syste`me
∂tbε +
√
2
ε
div vε +
2κε
ε2
bε − κε∆bε = f˜ε(bε, vε)
∂tvε +
√
2
ε
∇bε − κε∆vε = g˜ε(bε, vε),
(7.7)
avec 
f˜ε(bε, vε) =
√
2κε
ε
[
− 2|∇ρε|2 − ρ2ε
|vε|2
2
− b2ε
]
− div (bεvε)
g˜ε(bε, vε) = κε∇
(∇ρ2ε
ρ2ε
· vε
)
+ 2∇
(∆ρε
ρε
)
− vε · ∇vε.
(7.8)
Au Chapitre 5, nous avons vu que l’e´nergie naturellement associe´e a` (GLC)ε est l’e´ner-
gie de Ginzburg-Landau
Eε(Ψε) =
∫
RN
[ |∇Ψε|2
2
+
(1− |Ψε|2)2
4ε2
]
dx,
qui, d’un point de vue formel, est de´croissante en temps. Lorsque le champ Ψε est donne´
par (7.6) et lorsque ‖|Ψε| − 1‖∞ ≤ m < 1, on a
Eε(Ψε) ≃ C
(
‖bε‖2L2 + ε2‖∇bε‖2L2 + ‖vε‖2L2
)
,
l’e´nergie est donc finie de`s lors que (bε, vε) ∈ H1 × L2. Contrairement au re´gime de la
dynamique des points vortex e´tudie´ au Chapitre 6, ou` l’e´nergie du champ Ψε provenait
uniquement des vortex de celui-ci, celle-ci comporte a` pre´sent un terme additionnel duˆ au
gradient de la phase vε = 2∇ϕε.
Notre premie`re taˆche consiste a` re´soudre le proble`me de Cauchy pour l’e´quation (GLC)ε de
sorte que le couple (bε, vε) de´fini par (7.6), tant que Ψε ne s’annule pas, appartienne effec-
tivement a` l’espace C(Hs+1 × Hs). Comme nous l’avons mentionne´ plus haut, le champ
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Ψ0ε appartient E , ou` E de´signe l’espace des fonctions d’e´nergie finie. D’apre`s [54] (voir
aussi [55]), on a l’inclusion
E ⊂ W +H1(RN ).
L’espace W, qui sera de´fini a` la Section 7.2 ci-apre`s, comprend notamment toutes les
fonctions constantes de module e´gal a` un. Il est par conse´quent naturel de de´terminer
Ψε dans l’espace C(W +Hs+1). La Section 7.2 contient un re´sultat d’existence locale et
d’unicite´ dans cet espace.
Dans les re´sultats de ce chapitre, on choisit une perturbation initiale b0ε assez petite en
norme uniforme afin que 0 < m ≤ |Ψ0ε| ≤ M , ou` m et M sont inde´pendantes de ε. Plus
pre´cise´ment, la constante K1(s,N) est ajuste´e de sorte que
c(s,N)
ε√
2
‖b0ε‖Hs <
1
2
.
Ici, la constante c(s,N) correspond a` l’inclusion de Sobolev Hs(RN ) ⊂ L∞(RN ) pour
s > N/2. L’estimation ci-dessus garantit donc que ‖|Ψ0ε|2 − 1‖∞ < 1/2.
Tant que infx∈RN |Ψε(t, x)| > 0, on peut de´finir (bε, vε)(t) de manie`re explicite en
fonction de Ψε(t). Dans l’optique d’e´tablir l’existence de (bε, vε) sur l’intervalle d’existence
de Ψε en entier, ainsi que le fait que ‖|Ψε(t)|2− 1‖∞ < 1/2 a` temps t positif, il suffit donc
de s’assurer que la norme ‖bε(t)‖Hs satisfait a` l’estimation ci-dessus tant que bε est de´finie.
Afin de de´montrer que la solution Ψε - et par conse´quent aussi (bε, vε) - est globale, ainsi
que les The´ore`mes 7.2 et 7.3, nous avons besoin d’estimations de la norme de bε et vε dans
les espaces de Sobolev Hs+1 et Hs. Ces estimations d’e´nergie toutefois sont de´licates a`
obtenir, a` cause notamment de la pre´sence de de´rive´es d’ordre trop e´leve´ dans les seconds
membres de (7.7). De meˆme que dans [46], on y reme´diera en incorporant aux e´quations
pour bε et vε l’e´quation ve´rifie´e par la variable ∇ ln(ρ2ε). Plus pre´cise´ment, on remplace
(bε, vε) par le jeu de variables (bε, zε), ou` la nouvelle inconnue zε est de´finie par
zε = vε − i∇ ln(ρ2ε) = ∇
(
2ϕε − i ln(ρ2ε)
) ∈ CN .
Notons que ces variables sont adapte´es a` notre analyse, puisque
Eε(Ψε) =
1
8
(‖bε‖2L2 + ‖zε‖2L2((1+εb/√2)dx)).
En outre, il existe une constante C = C(s,N) telle que38
C−1‖(bε, zε)‖Hs ≤ ‖(bε, vε)‖Hs + ε‖bε‖Hs+1 ≤ C‖(bε, zε)‖Hs .
Pour alle´ger les notations, on omettra de´sormais parfois l’indice ε ; en particulier Ψε,
ρε, ϕε, bε et vε deviendront Ψ, ρ, ϕ, b et v.
Le syste`me d’e´quations ve´rifie´ par (b, z) est fourni par la proposition suivante.
Proposition 7.1. Soient s ≥ 2, T0 > 0 et Ψ une solution de (GLC)ε sur [0, T0] telle que
inf
(t,x)∈[0,T0]×RN
|Ψ(t, x)| ≥ m > 0,
38Voir (7.14) ci-apre`s.
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et telle que (b, v) ∈ C1([0, T0], Hs+1 ×Hs). Alors39
∂tb+
√
2
ε
divRez = κε
[
− (
√
2
ε
+ b)div(Imz)− 1
2
(
√
2
ε
+ b)Re〈z, z〉
−
√
2
ε
(
√
2
ε
+ b)b
]
− div(bRez)
∂tz +
√
2
ε
∇b = (κε + i)∆z + −1 + κεi
2
∇〈z, z〉+ κε
√
2
ε
i∇b.
Comme on l’espe´rait, le syste`me d’e´quations pour (b, z) ne fait pas intervenir de de´rive´e
d’ordre trois, graˆce a` l’identite´
ε√
2
∇b = −(1 + ε√
2
b)Imz
qui permet de gagner une de´rive´e.
Pour l’e´quation de Gross-Pitaevskii, obtenue avec κε = 0, les estimations d’e´nergie
de [46] pour (b, z) portent sur des semi-normes faisant intervenir un poids :
Γk(b, z) :=
∫
RN
|Dkb|2 +
∫
RN
(1 +
ε√
2
b)|Dkz|2, k = 0, . . . , s.
En particulier, on a la relation remarquable
Γ0(b, z) = 8Eε(Ψ),
qui e´tait la motivation principale de l’ajout de la partie imaginaire de z. Remarquons de
plus que Γk(b, z) et ‖(Dkb,Dkz)‖2L2 sont comparables tant que |Ψ| est proche de un.
Pour l’e´quation complexe, on se servira en partie des estimations de [46] pour e´tablir
les estimations suivantes.
Proposition 7.2. Soient s > N/2 et T0 > 0. Soit Ψ une solution de (GLC)ε sur [0, T0]
telle que
‖|Ψ|2 − 1‖L∞([0,T0]×RN ) <
1
2
et telle que (b, z) ∈ C1([0, T0], Hs+1). Il existe une constante K ne de´pendant que de s et
de N telle que pour tous 1 ≤ k ≤ s et t ∈ [0, T0] on a
d
dt
[
Γk(b, z) + Eε(Ψ)
]
+
κε
2
[
Γk+1(b, z) +
1
ε2
Γk(b, 0)
]
≤ K(κε
ε
‖b‖∞ + κε‖(b, z)‖2∞ + ‖(Db,Dz)‖∞
)[
Γk(b, z) + Eε(Ψ)
]
.
On suppose de´sormais que s > 1+N/2. En combinant la Proposition 7.2 et l’injection
de Sobolev, on obtient imme´diatement l’ine´galite´
‖(b, z)(t)‖Hs ≤ C‖(b, z)(0)‖Hs + C(ε)
∫ t
0
‖(b, z)(τ)‖3Hs dτ.
39On note ici 〈z, z〉 =
NX
i=1
z
2
i , ou` z = (z1, . . . , zN ) ∈ C
N .
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Celle-ci fournit une premie`re estimation de ‖(b, z)(t)‖Hs jusqu’a` des temps de l’ordre
de C(ε)−1‖(b, z)(0)‖−2Hs . Pourtant, puisque la constante C(ε) tend vers l’infini lorsque ε
tend vers ze´ro, il nous faut poursuivre nos efforts. En fait, graˆce a` l’ine´galite´ de Cauchy-
Schwarz et a` l’injection de Sobolev, la Proposition 7.2 procure e´galement une estimation
de ‖(b, z)‖L∞t (Hs) en fonction des quantite´s ‖(b, z)‖L2t (Hs) et ‖b‖L2t (L∞).
Proposition 7.3. Supposons que les hypothe`ses de la Proposition 7.2 soient ve´rifie´es et
que de plus s > 1 + N/2. Il existe une constante K ne de´pendant que de s et de N telle
que pour t ∈ [0, T0]
‖(b, z)‖L∞t (Hs) ≤ K‖(b, z)(0)‖Hs
+K
[
νε‖(b, z)‖L2t (Hs)‖b‖L2t (L∞) +
(
κε‖(b, z)‖L∞t (Hs) + 1
)‖(b, z)‖2L2t (Hs)]
et
κε‖(Db,Dz)‖2L2t (Hs) ≤ K‖(b, z)(0)‖
2
Hs
+K‖(b, z)‖L∞t (Hs)
[
νε‖(b, z)‖L2t (Hs)‖b‖L2t (L∞) +
(
κε‖(b, z)‖L∞t (Hs) + 1
)‖(b, z)‖2L2t (Hs)].
Dans un second temps, les proprie´te´s de de´croissance de l’ope´rateur de semi-groupe
associe´ au syste`me (7.7) nous permettront d’obtenir des estimations pour les quantite´s
‖(b, z)‖L2t (Hs) et ‖b‖L2t (L∞) en fonction de ‖(b, z)‖L∞t (Hs) et de clore finalement la boucle.
Proposition 7.4. Sous les hypothe`ses de la Proposition 7.3, il existe une constante K ne
de´pendant que de s et de N telle que pour t ∈ [0, T0]
‖(b, z)‖L2t (Hs) ≤ K
[
κ1/2ε X0 +
(
1 + ε‖(b, z)‖L∞t (Hs)
)‖(b, z)‖L2t (Hs)(κ1/2ε ‖(b, z)‖L2t (Hs)
+(ε+ ν−1ε )‖(b, z)‖L∞t (Hs)
)]
et
‖b‖L2t (L∞) ≤ K
[
(εν−1ε )
1/2X0 + ε‖(b, z)‖L∞t (Hs)‖(b, z)‖L2t (Hs)
(
1 + ε‖(b, z)‖L∞t (Hs)
)]
,
ou` X0 est de´fini au The´ore`me 7.1.
La combinaison des deux propositions pre´ce´dentes me`ne a` une estimation pour ‖(b, z)‖L∞t (Hs),
de laquelle re´sultent finalement les The´ore`mes 7.1, 7.2 et 7.3.
La suite de ce chapitre est organise´e de la fac¸on suivante. La Section 7.2 est de´volue
a` l’e´tude du proble`me de Cauchy pour (GLC)ε et a` l’existence et l’unicite´ locale de (b, z).
Les Propositions 7.1, 7.2 et 7.3 sont ensuite de´montre´es a` la Section 7.3. A` la Section
7.4, la Proposition 7.4 est e´tablie par analyse de Fourier. Les The´ore`mes 7.1 et 7.3 sont
finalement prouve´s a` la Section 7.5. Nous omettrons la de´monstration du The´ore`me 7.2,
qui s’obtient a` partir de celle du The´ore`me 7.3 au moyen de quelques modifications.
7.2 Le proble`me de Cauchy pour (GLC)ε.
Dans cette section, on e´tudie le proble`me de Cauchy pour (GLC)ε dans un espace
comprenant les champs de la forme Ψ = (1 + a)1/2 exp(iϕ), ou` (a, ϕ) ∈ Hs+1(RN ) ×
Hs+1(RN ) et s ≥ 1. On conside`re l’ensemble
W = {u ∈ L∞(RN ), ∇u ∈ H∞(RN ), 1− |u|2 ∈ L2(RN )}.
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Le the´ore`me suivant est un re´sultat d’existence locale et d’unicite´ lorsque Ψ(0) ∈ W+Hs+1.
Il s’obtient au moyen d’une me´thode de point fixe classique, tre`s analogue a` celle utilise´e
dans la preuve du The´ore`me 5.5 du Chapitre 5, la de´monstration ne figure donc pas ici.
The´ore`me 7.4. Soient s + 1 > N/2 et U0 ∈ W. Pour tout ω0 ∈ Hs+1(RN ), il existe
T ∗ = T (U0, ω0) > 0 et une unique solution maximale
Ψ ∈ {U0}+ C([0, T ∗), Hs+1(RN ))
a` l’e´quation (GLC)ε ve´rifiant Ψ(0) = U0 + ω0.
L’e´nergie de Ginzburg-Landau de Ψ est finie et ve´rifie
Eε(Ψ(t)) ≤ Eε(Ψ(0)), ∀t ∈ [0, T ∗).
De plus, il existe une constante C ne de´pendant que de Eε(Ψ0) telle que
‖Ψ(t)−Ψ(0)‖L2(RN ) ≤ C exp(Ct), ∀t ∈ [0, T ∗).
Enfin, ou bien T ∗ = +∞, ou bien lim sup
t→T ∗
‖∇Ψ(t)‖Hs = +∞.
D’apre`s l’inclusion
E ⊂ W +H1(RN ),
e´tablie dans [54], une conse´quence directe de ce re´sultat est le
Corollaire 7.1. Soit s + 1 > N/2. Soit (a0, ϕ0) ∈ Hs+1(RN ) × Hs+1(RN ) ve´rifiant
l’estimation
ε√
2
‖a0‖∞ < 1.
Il existe T0 > 0 et une solution (b, v) ∈ C([0, T0], Hs+1×Hs) de (7.7) avec donne´e initiale
(a0, u0 = 2∇ϕ0), unique sur [0, T0]. Il existe en outre une fonction ϕ ∈ C([0, T0), L2loc)
telle que v = 2∇ϕ.
De´monstration. Soit
Ψ0(x) =
(
1 +
ε√
2
a0(x)
)1/2
exp(iϕ0(x)).
Les hypothe`ses sur a0 et ϕ0 entraˆınent que Ψ0 appartient a` E et ve´rifie de plus
‖|Ψ0|2 − 1‖∞ < 1. (7.9)
Comme E ⊂ W+H1(RN ), on a Ψ0 ∈ {U0}+H1(RN ) pour un champ U0 ∈ W. En utilisant
le fait que Hs+1(RN ) ⊂ L∞(RN ), on ve´rifie que
‖∇Ψ0‖Hs ≤ C(1 + ‖(a0, u0)‖2Hs+1×Hs),
par conse´quent on a en fait Ψ0 ∈ {U0}+Hs+1(RN ). En vertu du The´ore`me 7.4, il existe
donc T ∗ > 0 et une unique solution Ψ ∈ {U0} + C([0, T ∗), Hs+1) de (GLC)ε telle que
Ψ(0) = Ψ0.
D’apre`s l’hypothe`se (7.9) et l’inclusion Hs+1(RN ) ⊂ L∞(RN ), il existe par continuite´
un intervalle [0, T0] ⊂ [0, T ∗) tel que
inf
(t,x)∈[0,T0]×RN
|Ψ(t, x)| ≥ m > 0.
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On peut donc trouver un rele`vement (localement en espace) de Ψ sur [0, T0] :
Ψ(t, x) =
(
1 +
ε√
2
b(t, x)
)1/2
exp(iϕ(t, x)), ϕ ∈ L2loc.
Posons v = 2∇ϕ, b et v sont alors de´termine´s de manie`re unique par les identite´s
b =
√
2
ε
(|Ψ|2 − 1), v = 2|Ψ|2 (Ψ×∇Ψ).
De par la re´gularite´ de Ψ, on a bien (b, v) ∈ C([0, T0], Hs+1(RN )×Hs(RN )). De plus (b, v)
est solution de (7.7) sur [0, T0].
7.3 De´monstration des Propositions 7.1, 7.2 et 7.3.
7.3.1 Notations.
En premier lieu, on introduit les notations suivantes : a · b de´signe le produit scalaire
usuel sur RN ou R2N . Pour des vecteurs complexes, on e´tend cette de´finition en posant
z · ζ = (Rez, Imz) · (Reζ, Imζ) ∈ R, ∀z, ζ ∈ CN .
Par ailleurs, on de´finit le produit complexe de z = (z1, . . . , zN ) et ζ = (ζ1, . . . , ζN ) ∈ CN
par
〈z, ζ〉 =
N∑
j=1
zjζj ∈ C.
Pour z = a+ ib ∈ CN et ζ = x+ iy ∈ CN , avec a, b, x, y ∈ RN , on a donc
〈z, ζ〉 = a · x− b · y + i(a · y + b · x) et z · ζ = a · x+ b · y.
Enfin, pour A,B ∈ RN×N, on introduit A : B = tr(AtB). Avec les meˆmes notations
que ci-dessus, on pose
∇z = ∇a+ i∇b ∈ CN×N ,
et finalement
∇z : ∇ζ = ∇a : ∇x+∇b : ∇y.
7.3.2 De´monstration de la Proposition 7.1.
Comme Ψ = ρ exp(iϕ) est solution de (GLC)ε, les variables ρ et ϕ satisfont au syste`me
∂tρ
2
ρ2
= 2κε
[
∆ρ
ρ
− |v|
2
4
+
1− ρ2
ε2
]
− div ρ
2v
ρ2
∂t(2ϕ) = 2
[
∆ρ
ρ
− |v|
2
4
+
1− ρ2
ε2
]
+ κε
div ρ2v
ρ2
,
ou` v = 2∇ϕ.
En conside´rant le gradient de chaque e´quation, on obtient
∇∂tρ
2
ρ2
= 2κε∇∆ρ
ρ
− κε∇|v|
2
2
+ 2κε∇1− ρ
2
ε2
−∇div ρ
2v
ρ2
∂tv = 2∇∆ρ
ρ
−∇|v|
2
2
+ 2∇1− ρ
2
ε2
+ κε∇div ρ
2v
ρ2
.
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Souvenons-nous que z = v − i∇ ln(ρ2), par conse´quent
∂tz = ∂tv − i∇∂tρ
2
ρ2
= (1− κεi)2∇∆ρ
ρ
− (1− κεi)∇|v|
2
2
+ 2(1− κεi)∇1− ρ
2
ε2
+ (κε + i)∇div ρ
2v
ρ2
.
D’autre part, graˆce a` l’identite´
∆ ln ρ =
∆ρ
ρ
− |∇ρ|
2
ρ2
,
on obtient
2
∆ρ
ρ
= 2∆ ln ρ+ 2
∣∣∇ρ
ρ
∣∣2 = ∆ ln ρ2 + 2|∇ ln ρ|2
= ∆ ln ρ2 +
1
2
|∇ ln ρ2|2
= ∆ ln ρ2 +
1
2
|Imz|2.
Par ailleurs, puisque v est un gradient, on a
∇div (ρ
2v)
ρ2
= ∇div v +∇
(
v · ∇ρ
2
ρ2
)
= ∆v −∇
(
Imz · v
)
.
Enfin, en utilisant le fait que
2∇1− ρ
2
ε2
= −
√
2
ε
∇b,
on parvient a` une premie`re e´quation pour z :
∂tz = (κε + i)∆z − 1− κεi
2
∇〈z, z〉 −
√
2
ε
(1− κεi)∇b.
Passons ensuite a` l’e´quation pour b. Rappelons que ρ2 satisfait a`
∂tρ
2 = κε
[
2ρ∆ρ− ρ2 |v|
2
2
+ 2
ρ2(1− ρ2)
ε2
]
− div (ρ2v).
En de´veloppant l’expression
2ρ∆ρ = ρ2∆ ln ρ2 +
ρ2
2
|Imz|2 = −ρ2div Imz + ρ
2
2
|Imz|2,
on trouve
∂tρ
2 = κε
[
− (1 + ε√
2
b)div Imz − 1
2
(1 +
ε√
2
b)Re〈z, z〉 − 2
(1 + ε√
2
b) ε√
2
ε2
b
]
− div ((1 + ε√
2
b)Rez
)
,
d’ou` le re´sultat. ✷
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7.3.3 De´monstration de la Proposition 7.2.
On expose a` pre´sent la de´monstration de la Proposition 7.2, au cours de laquelle on
utilisera notamment l’identite´
ε√
2
∇b = −(1 + ε√
2
b)Imz. (7.10)
Dans ce paragraphe, C de´signera une constante ne de´pendant que de s et de N qui pourra
e´ventuellement varier d’une ligne a` l’autre.
Dans le but d’utiliser les estimations de´ja` e´tablies dans [46] pour l’e´quation de Gross-
Pitaevskii, on re´crit les e´quations pour (b, z) sous la forme{
∂tb = κεfd(b, z) + fs(b, z)
∂tz = κεgd(b, z) + gs(b, z),
ou` on a introduit la partie dissipative
fd(b, z) = −(
√
2
ε
+ b)div (Imz)− 1
2
(
√
2
ε
+ b)Re〈z, z〉 −
√
2
ε
(
√
2
ε
+ b)b,
gd(b, z) = ∆z +
i
2
∇〈z, z〉+ i
√
2
ε
∇b
et la partie dispersive 
fs(b, z) = −div
(
(
√
2
ε
+ b)Rez
)
,
gs(b, z) = i∆z − 1
2
∇〈z, z〉 −
√
2
ε
∇b.
Ensuite, pour k ∈ N∗, on calcule
d
dt
Γk(b, z) =
d
dt
∫
RN
(1 +
ε√
2
b)Dkz ·Dkz +Dkb ·Dkb
= 2
∫
RN
(1 +
ε√
2
b)Dkz ·Dk∂tz +Dkb ·Dk∂tb+
∫
RN
ε∂tb√
2
Dkz ·Dkz
= Is + Id,
ou`
Is = 2
∫
RN
(1 +
ε√
2
b)Dkz ·Dkgs +Dkb ·Dkfs +
∫
RN
εfs√
2
Dkz ·Dkz
et
κ−1ε Id = 2
∫
RN
(1 +
ε√
2
b)Dkz ·Dkgd +Dkb ·Dkfd +
∫
RN
εfd√
2
Dkz ·Dkz.
Pour estimer le premier terme Is, il suffit d’invoquer les calculs conduisant a` la Proposition
1 de [46] :
|Is| ≤ C(1 + ε‖b‖∞)‖(Db,Dz)‖L∞
(
Γk(b, z) + Eε(Ψε)
)
.
On cherche ensuite une estimation pour le terme Id. En inse´rant les expressions de´finissant
fd et gd, on obtient
Id = κε(2I + 2J +K),
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ou`
I =
∫
RN
(1 +
ε√
2
b)
(
Dkz ·Dk∆z + 1
2
Dkz · iDk∇〈z, z〉+
√
2
ε
Dkz · iDk∇b
)
= I1 + I2 + I3,
J =
∫
RN
−DkbDk
(
(
√
2
ε
+ b)div (Imz)
)
− 1
2
DkbDk
(
(
√
2
ε
+ b)Re〈z, z〉
)
−DkbDk
(√2
ε
(
√
2
ε
+ b)b
)
= J1 + J2 + J3,
et
K = −
∫
RN
(1 +
ε√
2
b)
(
div (Imz) +
1
2
Re〈z, z〉+
√
2
ε
b
)
Dkz ·Dkz.
Premie`re e´tape : estimation pour I1.
En inte´grant par parties dans I1, puis en inse´rant la relation (7.10), on trouve
I1 = −
∫
RN
(1 +
ε√
2
b)∇Dkz : ∇Dkz − ε√
2
∇b · (Dkz · ∇Dkz)
= −
∫
RN
(1 +
ε√
2
b)|∇Dkz|2 +
∫
RN
(1 +
ε√
2
b)Imz · (Dkz · ∇Dkz)
≤ −
∫
RN
(1 +
ε√
2
b)|∇Dkz|2 +
∫
RN
(1 +
ε√
2
b)
1
2 |Imz||Dkz|(1 + ε√
2
b)
1
2 |∇Dkz|.
Au deuxie`me terme du membre de droite, on applique l’ine´galite´ de Young :
2|ab| ≤ a2 + b2, ∀a, b,
et on trouve
I1 ≤ −1
2
∫
RN
(1 +
ε√
2
b)|∇Dkz|2 + 1
2
∫
RN
(1 +
ε√
2
b)|Imz|2|Dkz|2,
soit finalement
I1 ≤ −1
2
∫
RN
(1 +
ε√
2
b)|∇Dkz|2 + C(1 + ε‖b‖∞)‖Imz‖2∞‖z‖2Hk .
Deuxie`me e´tape : estimation pour I2.
En de´veloppant l’inte´grande de I2 a` l’aide de la formule de Leibniz, on obtient
I2 =
∫
RN
(1 +
ε√
2
b)Dkz ·Dk(i〈z,∇z〉)
=
∫
RN
(1 +
ε√
2
b)Dkz · i〈z,∇Dkz〉+
k−1∑
j=0
Cjk
∫
RN
(1 +
ε√
2
b)Dkz · i〈Dk−jz,Dj(∇z)〉,
d’ou`, en utilisant l’ine´galite´ de Young dans le premier terme du membre de droite,
I2 ≤ 1
4
∫
RN
(1 +
ε√
2
b)|∇Dkz|2 + C(1 + ε‖b‖∞)‖z‖2∞‖z‖2Hk
+C
k−1∑
j=0
∣∣∣ ∫
RN
(1 +
ε√
2
b)Dkz · i〈Dk−jz,Dj(∇z)〉
∣∣∣.
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Ensuite, pour chaque 0 ≤ j ≤ k−1, l’ine´galite´ de Cauchy-Schwarz, puis celle de Gagliardo-
Nirenberg (voir le Lemme 7.9 situe´ en annexe) donnent∣∣∣ ∫
RN
(1 +
ε√
2
b)Dkz · i〈Dk−jz,Dj(∇z)〉
∣∣∣ ≤ C(1 + ε‖b‖∞)‖Dkz‖L2‖|Dk−jz||Dj(∇z)|‖L2
≤ C(1 + ε‖b‖∞)‖Dkz‖L2‖Dz‖∞‖z‖Hk .
On parvient donc a`
I2 ≤ 1
4
∫
RN
(1 +
ε√
2
b)|∇Dkz|2 + C(1 + ε‖b‖∞)(‖z‖2∞ + ‖Dz‖∞)‖z‖2Hk .
Troisie`me e´tape : estimation pour I3.
Comme Dk∇b ∈ RN , on a par de´finition du produit complexe
I3 =
∫
RN
(1 +
ε√
2
b)
√
2
ε
Dkz · iDk∇b =
∫
RN
(1 +
ε√
2
b)
√
2
ε
DkImz ·Dk∇b.
Ceci nous donne d’apre`s (7.10), puis d’apre`s la formule de Leibniz,
I3 = − 2
ε2
∫
RN
(1 +
ε√
2
b)DkImz ·Dk((1 + ε√
2
b)Imz
)
= − 2
ε2
∫
RN
(1 +
ε√
2
b)2|DkImz|2 − 2
ε2
k∑
j=1
Cjk
∫
RN
(1 +
ε√
2
b)DkImz · (Dj(1 + ε√
2
b)Dk−jImz
)
.
Ensuite, on observe que pour chaque j ≥ 1, la relation
Dj(1 +
ε√
2
b) =
ε√
2
Djb
permet de gagner un facteur ε. Par conse´quent, en appliquant l’ine´galite´ de Young a` chaque
terme de la somme, on trouve
I3 ≤ − 1
ε2
∫
RN
(1 +
ε√
2
b)2|DkImz|2 + C
k∑
j=1
∫
RN
|DjbDk−jImz|2,
et on de´duit finalement de l’ine´galite´ de Gagliardo-Nirenberg (voir le Lemme 7.9 en annexe)
que
I3 ≤ C
(‖b‖2∞ + ‖Imz‖2∞) ‖(b, z)‖2Hk .
Quatrie`me e´tape : estimation pour J1.
Par un calcul rapide s’appuyant sur (7.10), on obtient
J1 = −
∫
RN
DkbDk
(
(
√
2
ε
+ b)div (Imz)
)
= −
∫
RN
DkbDkdiv
(
(
√
2
ε
+ b)Imz
)
+
∫
RN
DkbDk(∇b · Im z)
=
∫
RN
DkbDkdiv (∇b) +
∫
RN
DkbDk(∇b · Im z).
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Une inte´gration par parties dans le premier terme du membre de droite, ainsi qu’une
nouvelle utilisation de la formule de Leibniz dans le second terme, nous donnent
J1 = −
∫
RN
|∇Dkb|2 +
∫
RN
Dkb (Dk∇b) · Imz +
k∑
j=1
Cjk
∫
RN
Dkb (Dk−j∇b) ·DjImz.
En combinant les ine´galite´s de Young, Cauchy-Schwarz et Gagliardo-Nirenberg, on obtient
alors
J1 ≤ −1
2
∫
RN
|∇Dkb|2 + C‖Imz‖2∞‖b‖2Hk + C‖b‖Hk (‖∇b‖∞ + ‖Dz‖∞) ‖(b, z)‖Hk ,
d’ou` finalement
J1 ≤ −1
2
∫
RN
|∇Dkb|2 + C (‖Imz‖2∞ + ‖(∇b,Dz)‖∞) ‖(b, z)‖2Hk .
Cinquie`me e´tape : estimation pour J2.
De meˆme, on calcule a` l’aide de la formule de Leibniz
J2 = −1
2
∫
RN
DkbDk
(
(
√
2
ε
+ b)Re〈z, z〉
)
= −1
2
∫
RN
Dkb(
√
2
ε
+ b)Dk (Re〈z, z〉) + 1
2
k∑
j=1
Cjk
∫
RN
DkbDjbDk−j (Re〈z, z〉)
= − 1
ε
√
2
∫
RN
DkbDk (Re〈z, z〉)− 1
2
∫
RN
bDkbDk (Re〈z, z〉)
+
1
2
k∑
j=1
Cjk
∫
RN
DkbDjbDk−j(Re〈z, z〉).
En invoquant les ine´galite´s de Young et de Cauchy-Schwarz, on trouve
J2 ≤ 1
ε2
∫
RN
|Dkb|2 + C(‖〈z, z〉‖2Hk + ‖b‖2Hk‖〈z, z〉‖Hk + ‖b‖Hk k∑
j=1
‖DjbDk−j〈z, z〉‖L2
)
,
de sorte que d’apre`s le Lemme 7.9 on parvient a` l’ine´galite´
J2 ≤ 1
ε2
∫
RN
|Dkb|2 + C‖(b, z)‖2∞‖(b, z)‖2Hk .
Sixie`me e´tape : estimation pour J3.
On a
J3 = −
√
2
ε
∫
RN
DkbDk
(
b(
√
2
ε
+ b)
)
= − 2
ε2
∫
RN
|Dkb|2 −
√
2
ε
∫
RN
DkbDk(b2),
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d’ou`, d’apre`s l’ine´galite´ de Cauchy-Schwarz,
J3 ≤ − 2
ε2
∫
RN
|Dkb|2 + C
ε
‖b‖∞‖b‖2Hk .
Septie`me e´tape : estimation pour K.
On obtient sans peine
|K| ≤ C(1 + ε‖b‖∞)
(‖b‖∞
ε
+ ‖Dz‖∞ + ‖z‖2∞
)
‖z‖2Hk .
En rassemblant les e´tapes pre´ce´dentes, on est conduit a`
d
dt
Γk(b, z) +
κε
2
Γk+1(b, z) +
2κε
ε2
Γk(b, 0)
≤ C(1 + ε‖b‖∞)
[
κε
(‖(b, z)‖2∞ + ε−1‖b‖∞)+ ‖(∇b,Dz)‖∞]‖(b, z)‖2Hk ,
ine´galite´ valable pour tout k ∈ N∗. On ve´rifie aise´ment, en suivant ligne a` ligne les cal-
culs pre´ce´dents, que l’ine´galite´ ci-dessus a lieu e´galement lorsque k = 0. Enfin, on a par
hypothe`se
1
2
≤ 1 + εb√
2
≤ 3
2
sur [0, T0]× RN ,
d’ou` le fait que ‖(b, z)‖2
Hk
≤ CΓk(b, z) pour tout 0 ≤ k ≤ s. Ceci ache`ve la preuve de la
Proposition 7.2. ✷
7.3.4 De´monstration de la Proposition 7.3.
Afin de de´montrer la premie`re ine´galite´, on additionne les ine´galite´s e´tablies a` la Pro-
position 7.2 pour k variant de 1 a` s. Puisque 1/2 ≤ 1 + εb/√2 ≤ 3/2, on obtient
d
dt
‖(b, z)‖2Hs ≤ C(νε‖b‖∞ + κε‖(b, z)‖2∞ + ‖(Db,Dz)‖∞)‖(b, z)‖2Hs
≤ C(νε‖b‖∞ + (κε‖(b, z)‖Hs + 1)‖(b, z)‖Hs)‖(b, z)‖2Hs .
Apre`s inte´gration sur [0, T ] et utilisation de l’ine´galite´ de Cauchy-Schwarz, ceci conduit a`
‖(b, z)(T )‖2Hs ≤‖(b, z)(0)‖2Hs
+C‖(b, z)‖L∞T (Hs)
(
νε‖b‖L2T (L∞)‖(b, z)‖L2T (Hs) + (κε‖(b, z)‖L∞T (Hs) + 1)‖(b, z)‖
2
L2T (H
s)
)
,
pour tout T ∈ [0, T0]. En conside´rant le supremum pour T ∈ [0, t] puis en appliquant
l’ine´galite´ de Young au membre de droite on trouve le re´sultat attendu.
La seconde ine´galite´ de la proposition est quant a` elle obtenue par inte´gration sur [0, t]
et utilisation d’ine´galite´s de Sobolev et de Cauchy-Schwarz. ✷
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7.4 De´monstration de la Proposition 7.4.
L’objectif de cette section est d’e´tablir la Proposition 7.4. Ici a` nouveau, C de´signera
une constante ne de´pendant que de s et de N .
Dans un premier temps, on reformule le syste`me (7.7)-(7.8) avec des seconds membres
ne faisant intervenir que les variables b et z. On a d’une part
2
∆ρ
ρ
= ∆ ln(ρ2) +
1
2
|∇ ln(ρ2)|2,
et par ailleurs ∇ρ2 = ρ2∇ ln(ρ2), d’ou`
∆ρ2 = div (ρ2∇ ln(ρ2)) = div ((ρ2 − 1)∇ ln(ρ2))+∆ ln(ρ2).
Par conse´quent,
2∇
(∆ρ
ρ
)
− v · ∇v = ∇[∆ρ2 − div ((ρ2 − 1)∇ ln ρ2)+ 1
2
|∇ ln ρ2|2 − 1
2
|v|2]
= ∇[ ε√
2
∆b+
ε√
2
div (bImz) +
1
2
|Imz|2 − 1
2
|v|2].
D’autre part, on a
−2|∇ρ|2 − ρ2 |v|
2
2
= −ρ
2
2
(|∇ ln ρ2|2 + |v|2) = −ρ2
2
|z|2.
Ainsi, (b, v) est solution du syste`me d’e´quations
∂tb+
√
2
ε
div v +
2κε
ε2
b− κε∆b = f(b, z)
∂tv +
√
2
ε
∇b− κε∆v − ε√
2
∇∆b = g(b, z),
(7.11)
ou` f = f˜ et g = g˜ − ε√
2
∇∆b sont de´finis par

f(b, z) =
κε
ε
[
− 1√
2
(1 +
ε√
2
b)|z|2 −
√
2b2
]
− div (bRez)
g(b, z) = −κε∇(Rez · Imz) + ε√
2
∇div (bImz)− 1
2
∇Re〈z, z〉.
(7.12)
7.4.1 Quelques notations et re´sultats pre´liminaires.
De meˆme que dans [46], on introduit les nouvelles fonctions
c = (1− ε
2
2
∆)
1
2 b, d = (−∆)− 12div v,
ainsi que
F = (1− ε
2
2
∆)
1
2 f, G = (−∆)− 12div g.
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Soulignons ici que puisque v est un gradient, on peut explicitement de´duire v de d. Ce
changement de variables transforme (7.11) en
∂tc+
2κε
ε2
c− κε∆c+
√
2
ε
(−∆) 12 (1− ε
2
2
∆)
1
2d = F
∂td− κε∆d−
√
2
ε
(−∆) 12 (1− ε
2
2
∆)
1
2 c = G.
(7.13)
Dans la suite, on note ξ ∈ RN la variable de Fourier, fˆ la transforme´e de Fourier et
F−1(f) la transforme´e de Fourier inverse de f .
La de´finition de (c, d) ame`ne a` introduire la frontie`re en fre´quence |ξ| ∼ ε−1. Plus
pre´cise´ment, soient R > 0 fixe´ et χ la fonction caracte´ristique de B(0, R). Pour f ∈ L2(R2),
on de´finit les parties
fl = F−1
(
χ(εξ)fˆ
)
et fh = F−1
(
(1− χ(εξ))fˆ)
des basses et hautes fre´quences de f respectivement, de sorte que f̂l et f̂h sont a` support
inclus dans {|ξ| ≤ Rε−1} et {|ξ| ≥ Rε−1} respectivement.
Lemme 7.1. Il existe une constante C = C(s,N,R) > 0 pour laquelle, pour tout 0 ≤
m ≤ s+ 1, ont lieu les relations suivantes. D’une part,
‖g‖Hm ≈ ‖G‖Hm , ‖fl‖Hm ≈ ‖Fl‖Hm et ‖(ε∇f)h‖Hm ≈ ‖Fh‖Hm .
D’autre part,
‖v‖Hm ≈ ‖d‖Hm , ‖bl‖Hm ≈ ‖cl‖Hm et ‖(ε∇b)h‖Hm ≈ ‖ch‖Hm .
En outre, on a
‖(b, z)‖Hm ≈ ‖(b, v)l‖Hm + ‖(ε∇b, v)h‖Hm .
Ici on a pose´, pour f1, f2 ∈ Hm,
‖f1‖Hm ≈ ‖f2‖Hm si et seulement si C−1‖f1‖Hm ≤ ‖f2‖Hm ≤ C‖f1‖Hm .
De´monstration. Pour les deux premie`res relations, il suffit de conside´rer les transforme´es
de Fourier des fonctions et d’utiliser leurs proprie´te´s de support. La dernie`re relation est
quant a` elle e´tablie au Lemme 1 de [46].
Le Lemme 7.1 nous assure que pour tout 0 ≤ m ≤ s,
‖(b, v)‖Hm + ε‖b‖Hm+1 ≈ ‖(b, z)‖Hm et ‖(b, z)‖Hm ≈ ‖(c, d)‖Hm , (7.14)
dont il de´coule en particulier que ‖(c, d)(0)‖Hs ≤ CX0, ou` X0 est de´fini au The´ore`me 7.1.
Par ailleurs, lorsque s− 1 > N2 , on a par injection de Sobolev
‖bl‖L2T (L∞) ≤ C‖bl‖L2T (Hs−1) ≤ C‖cl‖L2T (Hs−1)
et d’autre part
‖bh‖L2T (L∞) ≤ C‖bh‖L2T (Hs−1) ≤ C‖(ε∇b)h‖L2T (Hs−1) ≤ C‖ch‖L2T (Hs−1).
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Il suffira donc d’e´tablir le premier volet de la Proposition 7.4 pour ‖(c, d)‖L2T (Hs) et le
second pour ‖c‖L2T (Hs−1).
Dans l’espace des fre´quences, le syste`me (7.13) devient
d
dt
(
cˆ
dˆ
)
+M(ξ)
(
cˆ
dˆ
)
=
(
Fˆ
Gˆ
)
,
ou` M est la matrice
M(ξ) =
νε
ε
 2 + ε2|ξ|2 |ξ|νε (2 + ε2|ξ|2)
1
2
−|ξ|
νε
(2 + ε2|ξ|2) 12 ε2|ξ|2
 .
La formule de Duhamel fournit la repre´sentation
(̂c, d)(t, ξ) = e−tM(ξ)(̂c, d)(0, ξ) +
∫ t
0
e−(t−τ)M(ξ)(̂F,G)(τ, ξ) dτ.
Le re´sultat suivant, qui sera de´montre´ en annexe de ce chapitre, e´tablit des estimations
ponctuelles pour e−tM(ξ).
Lemme 7.2. Il existe ε0 > 0 et r, c et C strictement positifs tels que pour (a, b) ∈ C2, on
a pour 0 < ε < ε0 et t ∈ R+
1. Si |ξ| ≤ rνε alors∣∣e−tM(ξ)(a, b)∣∣ ≤ C exp(−νεε|ξ|2t)[ exp(−νε
ε
t)
(|a|+|b|)+exp(−c|ξ|2
νεε
t)
(
ν−1ε |ξ||a|+|b|
)]
.
2. Si |ξ| ≥ rνε alors∣∣e−tM(ξ)(a, b)∣∣ ≤ C exp (− νε(1 + ε2|ξ|2)
2ε
t
)(|a|+ |b|).
Ici pour A = (a, b) ∈ C2, on a pose´ |A| = |a|+ |b|.
Le Lemme 7.2 met en e´vidence la nouvelle frontie`re en fre´quence |ξ| ∼ νε. On peut
choisir R > r, de sorte que rνε < Rε
−1. On est ainsi amene´ a` scinder l’espace des fre´quences
en trois re´gions :
RN = R1 ∪R2 ∪R3,
ou`
• R1 = {|ξ| ≤ rνε} de´signe la re´gion des basses fre´quences, dans laquelle le semi-groupe
se compose d’une partie « parabolique », caracte´rise´e par le terme exp(−(νεε)−1|ξ|2t), et
d’une partie d’amortissement, caracte´rise´e par exp(−νεε−1t).
• R2 = {rνε ≤ |ξ| ≤ Rε−1} de´signe la re´gion des fre´quences interme´diaires, dans
laquelle l’effet du facteur d’amortissement exp(−νεε−1t) de l’ope´rateur supplante celui de
la partie parabolique exp(−νεε|ξ|2t).
• R3 = {|ξ| ≥ Rε−1} de´signe la re´gion des hautes fre´quences, dans laquelle la partie
parabolique de l’ope´rateur est forte et domine l’amortissement.
En accord avec cette de´composition, on introduit les parties basses, interme´diaires et
hautes fre´quences de f ∈ L2(RN )
fs = F−1(χ|ξ|≤rνε fˆ), fm = F−1(χrνε≤|ξ|≤Rε−1 fˆ) et fh = F−1(χ|ξ|≥Rε−1 fˆ),
ou` χa≤|ξ|≤b de´signe la fonction caracte´ristique de l’anneau {a ≤ |ξ| ≤ b}. On a de la sorte
f = fs + fm + fh = fl + fh.
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7.4.2 De´monstration de la Proposition 7.4.
Introduisons pour commencer quelques notations. Soit
L(b, z)(t) = ‖(1 + εb)|z|2(t)‖Hs + ‖b2(t)‖Hs + ‖b(t)z(t)‖Hs + ‖〈z, z〉(t)‖Hs .
On trie ensuite les termes intervenant dans les de´finitions de f(b, z) et de g(b, z) dans le
syste`me (7.12) par ordre de de´rive´e : on pose
f(b, z) = νεf0(b, z) + f1(b, z)
et
g(b, z) = g1(b, z) + εg2(b, z) = ∇h0(b, z) + ε∇h1(b, z),
ou` l’indice j = 0, 1, 2 de´signe l’ordre de la de´rive´e. Plus pre´cise´ment, on af0(b, z) = −
1√
2
(1 +
ε√
2
b)|z|2 −
√
2b2
f1(b, z) = −div (bRez)
et 
g1(b, z) = −κε∇(Rez · Imz)− 1
2
∇Re〈z, z〉 = ∇h0
g2(b, z) =
1√
2
∇div (bImz) = ∇h1.
La de´monstration de la Proposition 7.4 repose sur les lemmes qui suivent.
Lemme 7.3. Sous les hypothe`ses de la Proposition 7.4, on a pour T ∈ [0, T0]
‖(c, d)s‖L2T (Hs) ≤ C
[
(ενε)
1/2X0 + ε‖L(b, z)‖L2T + (ενε)
1/2‖L(b, z)‖L1T
]
.
De´monstration. D’apre`s le Lemme 7.2, on a
|(̂c, d)s(t, ξ)| ≤ C(I(t, ξ) + J(t, ξ)),
ou`
I(t, ξ) = exp(−νε
ε
t)|(̂c, d)s(0, ξ)|+
∫ t
0
exp
(− νε
ε
(t− τ))|(̂F,G)s(τ, ξ)| dτ
et
J(t, ξ) = exp(−c|ξ|
2
νεε
t)
∣∣(|ξ|ν−1ε ĉs(0), d̂s(0))∣∣+ ∫ t
0
exp
(− c|ξ|2
νεε
(t− τ))∣∣(|ξ|ν−1ε F̂s, Ĝs)∣∣ dτ
= JL(t, ξ) + JNL(t, ξ).
On pose Iˇ = F−1I et Jˇ = F−1J , de sorte que ‖(c, d)s‖L2T (Hs) ≤ C(‖Iˇ‖L2T (Hs)+‖Jˇ‖L2T (Hs)).
Premie`re e´tape : estimation pour ‖Iˇ‖L2T (Hs).
En invoquant le Lemme 7.8, on obtient
‖Iˇ‖L2T (Hs) ≤ C
[
(εν−1ε )
1/2‖(c, d)s(0)‖Hs + εν−1ε ‖(F,G)s‖L2T (Hs)
]
≤ C[(εν−1ε )1/2X0 + εν−1ε ‖(f, g)s‖L2T (Hs)].
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Ensuite, on remarque que pour tout h ∈ Hs, on a graˆce aux proprie´te´s du support de ĥs
‖Dkhs‖Hs ≤ Cνkε ‖hs‖Hs , k ∈ N.
En appliquant cette ine´galite´ aux termes d’ordre supe´rieur f1, g1 et g2, on voit que
‖(f, g)s(t)‖Hs ≤ C(νε + εν2ε )L(b, z)(t),
et on conclut que
‖Iˇ‖L2T (Hs) ≤ C
[
(εν−1ε )
1/2X0 + ε‖L(b, z)‖L2T
]
.
Seconde e´tape : estimation pour ‖Jˇ‖L2T (Hs).
On a
‖Jˇ‖L2T (Hs) ≤ C(‖JˇL‖L2T (Hs) + ‖JˇNL‖L2T (Hs)).
Tout d’abord, puisque ν−1ε ≤ 1, on a pour le terme line´aire
‖JˇL‖L2T (Hs) ≤
∥∥(1 + |ξ|s)e− c|ξ|2νεε t(|ξ|ν−1ε |ĉs(0)|+ |d̂s(0)|)∥∥L2T (L2)
≤ C∥∥(1 + |ξ|s)e− c|ξ|2νεε t|ξ|(|ĉs(0)|+ |ξ|−1|d̂s(0)|)∥∥L2T (L2)
≤ C∥∥(1 + |ξ|s)e− c|ξ|2νεε t|ξ|(|ĉs(0)|+ |ϕ̂s(0)|)∥∥L2T (L2),
car d(0) = −2(−∆) 12ϕ(0). On obtient donc d’apre`s le Lemme 7.6 situe´ en annexe
‖JˇL‖L2T (Hs) ≤ C(ενε)
1/2
(‖cs(0)‖Hs + ‖ϕs(0)‖Hs) ≤ C(ενε)1/2X0.
Par ailleurs, le Lemme 7.1 nous donne
‖JˇNL‖L2T (Hs) ≤
∥∥∥∫ t
0
(1 + |ξ|s)e− c|ξ|
2
νεε
(t−τ)(|ξ|ν−1ε |F̂s|+ |Ĝs|) dτ∥∥∥
L2T (L
2)
≤
∥∥∥∫ t
0
(1 + |ξ|)se− c|ξ|
2
νεε
(t−τ)(|ξ|ν−1ε |f̂s|+ |ĝs|) dτ∥∥∥
L2T (L
2)
.
En inse´rant les expressions f = νεf0 + f1 et g = ∇h0 + ε∇h1, on obtient∥∥∥∫ t
0
e−
c|ξ|2
νεε
(t−τ)(1 + |ξ|s)(|ξ|ν−1ε |f̂s|+ |ĝs|) dτ∥∥∥
L2T (L
2)
≤
∥∥∥∫ t
0
e−
c|ξ|2
νεε
(t−τ)|ξ|(1 + |ξ|s)(|f̂0|+ |ĥ0|) dτ∥∥∥
L2T (L
2)
+
∥∥∥∫ t
0
e−
c|ξ|2
νεε
(t−τ)|ξ|2(1 + |ξ|s)(ν−1ε |ξ|−1|f̂1|+ ε|ξ|−1|ĥ1|) dτ∥∥∥
L2T (L
2)
.
En invoquant le Lemme 7.6, puis en utilisant les expressions de f1 et h1, on trouve
d’une part ∥∥∥∫ t
0
e−
c|ξ|2
νεε
(t−τ)|ξ|2(1 + |ξ|s)(ν−1ε |ξ|−1|f̂1|+ ε|ξ|−1|ĥ1|) dτ∥∥∥
L2T (L
2)
≤ Cενε‖(1 + |ξ|s)(ν−1ε |ξ|−1f̂1, ε|ξ|−1ĥ1)‖L2T (L2)
≤ Cενε(ν−1ε + ε)‖(1 + |ξ|s)(|b̂Rez|+ |b̂Imz|)‖L2T (L2)
≤ Cενε(ν−1ε + ε)‖b · z‖L2T (Hs)
≤ Cε‖L(b, z)‖L2T .
7.4. De´monstration de la Proposition 7.4. 167
D’autre part, on de´duit du Lemme 7.7 en annexe que∥∥∥∫ t
0
e−
c|ξ|2
νεε
(t−τ)|ξ|(1 + |ξ|s)(|f̂0|+ |ĥ0|) dτ∥∥∥
L2T (L
2)
≤ C(ενε)1/2‖(1 + |ξ|s)(|f̂0|+ |ĥ0|)‖L1T (L2)
≤ C(ενε)1/2‖L(b, z)‖L1T .
La conclusion du lemme re´sulte des e´tapes pre´ce´dentes.
Lemme 7.4. Sous les hypothe`ses du Lemme 7.3, on a pour T ∈ [0, T0]
‖(c, d)m‖L2T (Hs) + ‖(c, d)h‖L2T (Hs) ≤ C
[
(εν−1ε )
1/2X0 + (ε+ ν
−1
ε )‖L(b, z)‖L2T
]
.
De´monstration. On proce`de en plusieurs e´tapes.
Premie`re e´tape : fre´quences interme´daires rνε ≤ |ξ| ≤ Rε−1.
Une nouvelle utilisation du Lemme 7.2 donne
|(̂c, d)m(t, ξ)| ≤ C exp(−
νε
2ε
t)|(̂c, d)m(0, ξ)|+ C
∫ t
0
exp
(− νε
2ε
(t− τ))|(̂F,G)m(τ, ξ)| dτ,
d’ou`, d’apre`s le Lemme 7.8,
‖(c, d)m‖L2T (Hs) ≤ C(εν
−1
ε )
1/2‖(c, d)(0)‖Hs + Cεν−1ε ‖(F,G)m‖L2T (Hs).
Posons alors
(F,G)m = Am + Bm,
ou` Am et Bm ∈ L2T (Hs × Hs) seront choisies plus tard de sorte que Âm(t, ·) et B̂m(t, ·)
soient a` supports contenus dans
(R1 ∪ R2 = {|ξ| ≤ Rε−1})2. Ces proprie´te´s de support
entraˆınent que
‖(F,G)m‖L2T (Hs) ≤ ‖Am‖L2T (Hs) + ‖Bm‖L2T (Hs) ≤ C(ε
−1‖Am‖L2T (Hs−1) + ε
−2‖Bm‖L2T (Hs−2)),
d’ou` finalement
‖(c, d)m‖L2T (Hs) ≤ C
[
(εν−1ε )
1/2X0 + ν
−1
ε
(‖Am‖L2T (Hs−1) + ε−1‖Bm‖L2T (Hs−2))].
Deuxie`me e´tape : hautes fre´quences |ξ| ≥ Rε−1.
Pour les hautes fre´quences, on ne´glige la contribution du facteur d’amortissement e−
νε
2ε
t
au profit de celle de e−νεε|ξ|2t. D’apre`s le Lemme 7.2, on a alors
|(̂c, d)h(t, ξ)| ≤ C exp(−νεε|ξ|2t)|(̂c, d)h(0, ξ)|+ C
∫ t
0
exp
(− νεε|ξ|2(t− τ))|(̂F,G)h(τ, ξ)| dτ
≤ Cε|ξ| exp(−νεε|ξ|2t)|(̂c, d)h(0, ξ)|+ C
∫ t
0
exp
(− νεε|ξ|2(t− τ))|(̂F,G)h(τ, ξ)| dτ,
ou` la seconde ine´galite´ est due au fait que 1 ≤ Cε|ξ| sur le support de (̂c, d)h. En vertu du
Lemme 7.6, on obtient
‖(c, d)h‖L2T (Hs) ≤ C
[
(εν−1ε )
1/2‖(c, d)h(0)‖Hs + (νεε)−1‖(F,G)h‖L2T (Hs−2)
]
.
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De meˆme que dans la premie`re e´tape, posons
(F,G)h = Ah + Bh,
ou` Ah et Bh ∈ L2T (Hs−1 × Hs−1) seront choisies de sorte que les supports de Âh(t, ·) et
B̂h(t, ·) soient contenus dans la re´gion
(R3 = {|ξ| ≥ Rε−1})2. Ces proprie´te´s de support
permettent de gagner un facteur ε au de´triment d’une de´rive´e :
‖(F,G)h‖L2T (Hs−2) ≤ ‖Ah‖L2T (Hs−2) + ‖Bh‖L2T (Hs−2) ≤ C(ε‖Ah‖L2T (Hs−1) + ‖Bh‖L2T (Hs−2)).
Finalement, les estimations pre´ce´dentes nous me`nent a`
‖(c, d)h‖L2T (Hs) ≤ C
[
(εν−1ε )
1/2X0 + ν
−1
ε
(‖Ah‖L2T (Hs−1) + ε−1‖Bh‖L2T (Hs−2))].
Troisie`me e´tape.
La dernie`re e´tape consiste a` pre´ciser notre choix pour les fonctions A et B. Rappelons
d’une part que
(F,G) = ((1− 2−1ε2∆) 12 f, (−∆) 12div g),
et d’autre part que
f(b, z) = νεf0(b, z) + f1(b, z), g(b, z) = g1(b, z) + εg2(b, z).
Pour les fre´quences interme´diaires, on de´finit alors{
Am =
(
(1− 2−1ε2∆) 12 fm, (−∆)− 12div (g1)m
)
Bm =
(
0, ε(−∆)− 12div (g2)m
)
,
et pour les hautes fre´quences{
Ah =
(
νε(1− 2−1ε2∆) 12 (f0)h, (−∆)−
1
2div (g1)h
)
Bh =
(
(1− 2−1ε2∆) 12 (f1)h, ε(−∆)−
1
2div (g2)h
)
.
On a clairement Am + Bm = (F,G)m et Ah + Bh = (F,G)h. De plus, on ve´rifie
rapidement que
‖Am‖Hs−1 ≈ ‖(f, g1)m‖Hs−1 , ‖Bm‖Hs−2 ≈ ε‖(g2)m‖Hs−2
et
‖Ah‖Hs−1 ≈ ‖(νεε∇f0, g1)h‖Hs−1 , ‖Bh‖Hs−2 ≈ ‖(ε∇f1, εg2)h‖Hs−2 .
Ensuite, on a d’une part
‖g1‖Hs−1 + ‖g2‖Hs−2 ≤ C(‖z · z‖Hs + ‖bImz‖Hs) ≤ CL(b, z).
D’autre part, graˆce aux proprie´te´s du support de (̂f0)m on a ‖(f0)m‖Hs−1 ≤ Cν−1ε ‖(f0)m‖Hs ,
d’ou`
‖fm‖Hs−1 ≤ νε‖(f0)m‖Hs−1 + ‖(f1)m‖Hs−1 ≤ C(‖(f0)m‖Hs + ‖(f1)m‖Hs−1) ≤ CL(b, z).
De meˆme, on a
νε‖(ε∇f0)h‖Hs−1 ≤ Cνεε‖f0‖Hs ≤ CL(b, z)
7.4. De´monstration de la Proposition 7.4. 169
et
‖(ε∇f1)h‖Hs−2 ≤ ε‖f1‖Hs−1 ≤ CεL(b, z).
On de´duit alors des ine´galite´s pre´ce´dentes que
‖Am‖Hs−1 + ‖Ah‖Hs−1 ≤ CL(b, z)
et
‖Bm‖Hs−2 + ‖Bh‖Hs−2 ≤ CεL(b, z),
et la conclusion du Lemme 7.4 re´sulte finalement des deux premie`res e´tapes.
Afin d’e´tablir la seconde partie de la Proposition 7.4 portant sur la quantite´ ‖b‖L2(L∞),
on e´tablit l’analogue des Lemmes 7.3 et 7.4 pour la quantite´ ‖c‖L2t (Hs−1).
Lemme 7.5. Pour tout T ∈ [0, T0], on a l’estimation
‖c‖L2T (Hs−1) ≤ C
[
(εν−1ε )
1/2X0 + ε‖L(b, z)‖L2T
]
.
De´monstration. La de´monstration suit pas a` pas celles des Lemmes 7.3 et 7.4. A` nouveau,
les re´gions R1, R2 et R3 font l’objet d’une e´tude se´pare´e.
Premie`re e´tape : basses fre´quences |ξ| ≤ rνε.
En basses fre´quences, on peut ame´liorer les estimations du Lemme 7.2 pour l’action du
semi-groupe sur c. En effet, d’apre`s l’identite´ (7.26) e´tablie au cours de la preuve du Lemme
7.2 en annexe, on peut ve´rifier que
|ĉs(t, ξ)| ≤ C(I(t, ξ) + J(t, ξ)),
ou`
I(t, ξ) = exp(−νε
2ε
t)
∣∣((̂c, d)s(0, ξ)∣∣+ ∫ t
0
exp
(− νε
2ε
(t− τ))|(̂F,G)(τ, ξ)| dτ
et
J(t, ξ) = exp(−c|ξ|
2
νεε
t)
∣∣(|ξ|2ν−2ε ĉs, |ξ|ν−1ε d̂s)(0)∣∣
+
∫ t
0
exp
(− c|ξ|2
νεε
(t− τ))|(|ξ|2ν−2ε F̂s, |ξ|ν−1ε Ĝs)| dτ
= JL(t, ξ) + JNL(t, ξ).
Ici encore on note Iˇ = F−1I et Jˇ = F−1J . La premie`re e´tape de la de´monstration du
Lemme 7.3 assure de´ja` que
‖Iˇ‖L2T (Hs) ≤ C
[
(εν−1ε )
1/2‖(c, d)s(0)‖Hs + εν−1ε ‖(F,G)s‖L2T (Hs)
]
≤ C[(εν−1ε )1/2X0 + ε‖L(b, z)‖L2T ].
Ensuite, puisque |ξ|ν−1ε ≤ r, on a
‖JˇL‖L2T (Hs−1) ≤
∥∥e− c|ξ|2νεε t(1 + |ξ|s−1)(|ξ|2ν−2ε |ĉs(0)|+ |ξ|ν−1ε |d̂s(0)|)∥∥L2T (L2)
≤ Cν−1ε
∥∥e− c|ξ|2νεε t|ξ|(1 + |ξ|s−1)(|ĉs(0)|+ |d̂s(0)|)∥∥L2T (L2)
≤ Cν−1ε (ενε)1/2X0,
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ou` la dernie`re ine´galite´ de´coule du Lemme 7.6.
D’autre part, on a
‖JˇNL‖L2T (Hs−1) ≤ C
∥∥∥∫ t
0
e−
c|ξ|2
νεε
(t−τ)(1 + |ξ|s−1)(|ξ|2ν−2ε |F̂s|+ |ξ|ν−1ε |Ĝs|) dτ∥∥∥
L2T (L
2)
≤ Cν−2ε
∥∥∥∫ t
0
e−
c|ξ|2
νεε
(t−τ)|ξ|2(1 + |ξ|s−1)|F̂s| dτ
∥∥∥
L2T (L
2)
+ Cν−1ε
∥∥∥∫ t
0
e−
c|ξ|2
νεε
(t−τ)|ξ|2(1 + |ξ|s−1)|ξ|−1|Ĝs| dτ
∥∥∥
L2T (L
2)
.
En faisant a` nouveau appel au Lemme 7.6 pour chacun des termes, on obtient
‖JˇNL‖L2T (Hs−1) ≤ C(νεεν
−2
ε ‖Fs‖L2T (Hs−1) + νεεν
−1
ε ‖D−1Gs‖L2T (Hs−1))
≤ C(εν−1ε ‖fs‖L2T (Hs−1) + ε‖D
−1gs‖L2T (Hs−1))
≤ Cε‖L(b, z)‖L2T .
On de´duit finalement des ine´galite´s pre´ce´dentes que
‖cs‖L2T (Hs−1) ≤ C
[
(εν−1ε )
1/2X0 + ε‖L(b, z)‖L2T
]
.
Deuxie`me e´tape : fre´quences interme´diaires rνε ≤ |ξ| ≤ Rε−1.
Contrairement au cas des petites fre´quences, on imite cette fois la premie`re e´tape du
Lemme 7.4. On cherche de´sormais une estimation dans Hs−1 au lieu d’une estimation
dans Hs :
‖cm‖L2T (Hs−1) ≤ C‖(c, d)m‖L2T (Hs−1) ≤ C
[
(εν−1ε )
1/2‖(c, d)(0)‖Hs−1 + εν−1ε ‖(F,G)m‖L2T (Hs−1)
]
.
Rappelons que (F,G)m = Am+Bm, ou` Âm et B̂m sont a` supports inclus dans {|ξ| ≤ Rε−1},
de sorte que
‖(F,G)m‖L2T (Hs−1) ≤ ‖Am‖L2T (Hs−1)+‖Bm‖L2T (Hs−1) ≤ ‖Am‖L2T (Hs−1)+Cε
−1‖Bm‖L2T (Hs−2).
Au vu des estimations e´tablies a` la troisie`me e´tape de la preuve du Lemme 7.4 pour les
normes de Am et Bm, on obtient finalement
‖cm‖L2T (Hs−1) ≤ C
[
(εν−1ε )
1/2X0 + εν
−1
ε ‖L(b, z)‖L2T
]
.
Troisie`me e´tape : hautes fre´quences |ξ| ≥ Rε−1.
En proce´dant exactement comme dans la preuve du Lemme 7.4, on parvient a` l’ine´galite´
‖ch‖L2T (Hs−1) ≤ ‖(c, d)h‖L2T (Hs−1) ≤ C
[
(εν−1ε )
1/2X0 + εν
−1
ε (‖Ah‖L2T (Hs−1) + ε
−1‖Bh‖L2T (Hs−2)
)
],
ou` (F,G)h = Ah + Bh, et on de´duit des estimations pour Ah et Bh que
‖ch‖L2T (Hs−1) ≤ C
[
(εν−1ε )
1/2X0 + εν
−1
ε ‖L(b, z)‖L2T
]
.
Ceci conclut la de´monstration du Lemme 7.5.
7.5. De´monstration des The´ore`mes 7.1 et 7.3. 171
A l’aide des lemmes pre´ce´dents, on peut a` pre´sent achever la
De´monstration de la Proposition 7.4.
L’ine´galite´ de Cagliardo-Nirenberg donne d’une part
‖|z|2‖Hs + ‖b2‖Hs + ‖bz‖Hs + ‖〈z, z〉‖Hs ≤ C‖(b, z)‖∞‖(b, z)‖Hs
et
‖εb|z|2‖Hs ≤ Cε‖(b, z)‖2∞‖(b, z)‖Hs ,
d’ou`
L(b, z) ≤ C(1 + ε‖(b, z)‖∞)‖(b, z)‖∞‖(b, z)‖Hs .
Apre`s application de l’injection de Sobolev et l’ine´galite´ de Cauchy-Schwarz, on obtient
‖L(b, z)‖L2T ≤ C
(
1 + ε‖(b, z)‖L∞T (Hs)
)‖(b, z)‖L∞T (Hs)‖(b, z)‖L2T (Hs)
et
‖L(b, z)‖L1T ≤ C
(
1 + ε‖(b, z)‖L∞T (Hs)
)‖(b, z)‖2L2T (Hs).
La conclusion re´sulte finalement des deux ine´galite´s pre´ce´dentes combine´es aux Lemmes
7.3, 7.4 et 7.5. ✷
On cloˆt cette section avec un re´sultat qui nous sera utile au cours de la section suivante.
La preuve est une adaptation directe de celle du Lemme 7.5.
Proposition 7.5. Pour tout T ∈ [0, T0], on a
‖c‖L2T (Hs) ≤ C
[
(εν−1ε )
1/2X0 + ν
−1
ε ‖(b, z)‖L∞T (Hs)‖(b, z)‖L2T (Hs)(1 + ε‖(b, z)‖L∞T (Hs))
]
.
7.5 De´monstration des The´ore`mes 7.1 et 7.3.
7.5.1 De´monstration du The´ore`me 7.1.
Ce paragraphe est finalement consacre´ a` la de´monstration du The´ore`me 7.1 a` partir
des re´sultats e´tablis pre´ce´demment. Soit Ψ0 ∈ W +Hs+1 telle que
Ψ0 = ρ0 exp(iϕ0) =
(
1 +
ε√
2
a0
)1/2
exp(iϕ0),
ou` (a0, ϕ0) ve´rifie les hypothe`ses du The´ore`me 7.1. Soit Ψ ∈ W + C([0, T ∗), Hs+1) la
solution de (GLC)ε correspondante fournie par le The´ore`me 7.4.
Soit c(s,N) la constante optimale associe´e a` l’injection de SobolevHs(RN ) ⊂ L∞(RN ),
et supposons d’abord que la constante K1(s,N) des hypothe`ses du The´ore`me 7.1 ve´rifie
K1(s,N) >
√
2c(s,N). (7.15)
Ainsi, on a
‖|Ψ0|2 − 1‖∞ = ε√
2
‖a0‖∞ < 1
2
,
et en particulier les hypothe`ses du Corollaire 7.1 sont ve´rifie´es. Soit (b, v) la solution fournie
par le Corollaire 7.1 sur un intervalle de temps maximal [0, T0), avec T0 ≤ T ∗.
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On introduit la fonction
H(t) = ‖(b, z)‖L∞t (Hs) + (ενε)−1/2‖(b, z)‖L2t (Hs) + (εν
−1
ε )
−1/2‖b‖L2t (L∞), H0 = H(0).
Puisque H(0) = ‖(b0, z0)‖Hs , on a d’apre`s (7.14)
H(0) ≤ C1(s,N)X0 et C1(s,N)−1(‖(b, v)(t)‖Hs + ε‖b(t)‖Hs+1) ≤ H(t),
pour une constante C1(s,N) ne de´pendant que de s et de N . Quitte a` accroˆıtre K1(s,N),
on peut supposer que C1(s,N) < K1(s,N).
De´finissons le temps
Tε = sup{t ∈ [0, T0) tel que H(t) < C2(s,N)X0},
ou` C2(s,N) de´signe une constante a` de´terminer plus tard, satisfaisant a`
C1(s,N) < C2(s,N) < K1(s,N). (7.16)
La continuite´ de t 7→ H(t) assure le fait que Tε > 0. Puisque κε tend vers ze´ro, on peut
supposer que
κεC2(s,N) <
K1(s,N)√
2c(s,N)
, (7.17)
ce qui implique, par hypothe`se sur X0, que
C2(s,N)X0 <
C2(s,N)νε
K1(s,N)
≤ 1√
2c(s,N)ε
.
En particulier, puisque ‖(b, z)(t)‖Hs ≤ H(t), la de´finition de Tε ainsi que l’injection de
Sobolev impliquent que
‖|Ψ|2(t)− 1‖∞ < 1
2
, ∀t ∈ [0, Tε). (7.18)
On se propose ensuite de de´montrer que Tε = T0 = T
∗ = +∞.
Tout d’abord, quitte a` approcher (a0, u0) par des fonctions re´gulie`res, on peut supposer
que (b, z) ∈ C1([0, T0), Hs+1). D’apre`s (7.18), les Propositions 7.3 et 7.4 assurent que
H(t) ≤ C(s,N)
[
H0 +H(t)
2
[
κε + κ
2
εH(t) + (ε+ κε + ν
−1
ε )(1 + εH(t))
]]
≤ C3(s,N)
[
H0 +H(t)
2
[
κ2εH(t) + (κε + ν
−1
ε )(1 + εH(t))
]]
, ∀t ∈ [0, Tε],
ou` la seconde ine´galite´ re´sulte du fait que ε ≤ κε. Ici C3(s,N) est une constante ne
de´pendant que de s et de N , que l’on peut supposer supe´rieure a` 1. Or, pour t ∈ [0, Tε],
on a d’apre`s (7.16) et par hypothe`se sur X0
max(εH(t), κεH(t)) < κεC2(s,N)X0 ≤ 1,
d’ou`
H(t) ≤ 3C3(s,N)[H0 + (κε + ν−1ε )H(t)2]. (7.19)
On peut maintenant ajuster les constantes C2(s,N) et K1(s,N) comme suit :
C2(s,N) = 4C3(s,N) et K1(s,N) > 96C3(s,N)
2max(
√
2c(s,N), 1, C2(s,N)),
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pour lesquelles les conditions (7.15), (7.16) et (7.17) sont ve´rifie´es.
Montrons que pour ce choix, on a Tε = T0. En effet, si ce n’est pas le cas, Tε est fini.
On peut donc conside´rer l’ine´galite´ (7.19) au temps Tε, ce qui conduit a`
4C3(s,N)H0 ≤ 3C3(s,N)[H0 + 16(κε + ν−1ε )C3(s,N)2H20 ],
d’ou`
1 ≤ 48C3(s,N)2(κε + ν−1ε )H0 ≤
96C3(s,N)
2C2(s,N)
K1(s,N)
.
D’apre`s la de´finition de K1(s,N), cette ine´galite´ me`ne a` une contradiction, d’ou` le fait
que Tε = T0.
Ensuite, puisque (7.18) a lieu sur [0, T0), le Corollaire 7.1 et un argument de pro-
longement assurent que T0 = T
∗. En invoquant a` nouveau (7.18), on montre sans peine
que
‖∇Ψ(t)‖Hs ≤ C
(
1 + ‖(b, v)(t)‖2Hs+1×Hs
)
, ∀t ∈ [0, T ∗),
pour une constante C. Au vu des majorations obtenues pre´ce´demment, on obtient donc
lim sup
t→T ∗
‖∇Ψ(t)‖Hs ≤ lim sup
t→T ∗
C(1 +H(t)2) <∞.
On conclut enfin a` l’aide du The´ore`me 7.4 que T ∗ = +∞. ✷
7.5.2 De´monstration du The´ore`me 7.3.
La de´monstration du The´ore`me 7.3 fait l’objet de ce dernier paragraphe. A` nouveau,
C de´signe une constante ne de´pendant que de s et de N , qui peut varier d’une ligne a`
l’autre. De´finissons (bL, vL)(t, x) = (aL, uL)(ε
−1t, x), ou` (aL, uL) de´signe la solution du
syste`me homoge`ne (7.5). Conside´rons{
(b, v) = (b− bL, v − vL) ∈ Hs+1 ×Hs
(b, v)(0) = (0, 0),
qui ve´rifie 
∂tb +
√
2
ε
div v +
2νε
ε
b− κε∆b = f(b, v)
∂tv +
√
2
ε
∇b− κε∆v = g(b, v) + ε√
2
∇∆b.
Pour 0 ≤ k ≤ s, on calcule par inte´gration par parties
1
2
d
dt
‖(Dkb, Dkv)(t)‖2L2 =
∫
RN
DkbDk∂tb +D
kv ·Dk∂tv
= −2νε
ε
∫
RN
|Dkb|2 − κε
∫
RN
|∇Dkb|2 − κε
∫
RN
|∇Dkv|2
+
∫
RN
DkbDkf +
∫
RN
Dkv ·Dkg + ε√
2
∫
RN
Dkv ·Dk∇∆b.
Posons f = νεf0 + f1 et g = g1 + εg2 = ∇h0 + ε∇h1, ou` fi, gi, hi, i = 0, 1, 2, de´finies
au Paragraphe 7.4.2, sont des de´rive´es d’ordre i de fonctions quadratiques en (b, z). On
obtient ainsi
1
2
d
dt
‖(Dkb, Dkv)(t)‖2L2 ≤ I + J +K,
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ou`
I = −2νε
ε
∫
RN
|Dkb|2 + νε
∫
RN
Dkf0D
kb,
J =
∫
RN
Dkf1D
kb +
∫
RN
Dkv ·Dkg1
et
K = −κε
∫
RN
|∇Dkv|2 + ε
∫
RN
Dkv ·Dkg2 + ε√
2
Dkv ·Dk∇∆b.
Premie`re e´tape.
On commence par e´tablir la premie`re assertion du The´ore`me 7.3. Tout d’abord, on a
d’apre`s l’ine´galite´ de Young
I ≤ −νε
ε
∫
RN
|Dkb|2 + Cενε
∫
RN
|Dkf0|2 ≤ Cκε‖f0‖2Hk ,
ce qui nous donne, en vertu du Lemme 7.9 en annexe et par injection de Sobolev,
I ≤ Cκε‖(b, z)‖4Hs .
Ensuite, en utilisant l’ine´galite´ de Cauchy-Schwarz, on obtient
J ≤ ‖(Dkb, Dkv)‖L2‖(f1, g1)‖Hs ≤ C‖(Dkb, Dkv)‖L2‖(b, z)‖2Hs+1 .
En vue d’e´tablir une estimation deK, on proce`de d’abord a` une inte´gration par parties.
Puisque g2 = ∇h1, on obtient au moyen de l’ine´galite´ de Young
K = −κε
∫
RN
|∇Dkv|2 − ε
∫
RN
divDkv ·Dkh1 − ε√
2
∫
RN
divDkv ·Dk∆b
≤ −κε
4
∫
RN
|∇Dkv|2 + C ε
2
κε
∫
RN
|Dkh1|2 + C
κε
∫
RN
|ε∆Dkb|2.
D’une part, en employant les ine´galite´s de Gagliardo-Nirenberg et de Sobolev, on trouve
‖Dkh1‖L2 ≤ C‖(b, z)‖L∞‖(b, z)‖Hs+1 ≤ C‖(b, z)‖Hs‖(b, z)‖Hs+1 .
D’autre part, puisque k ≤ s, on a e´galement
‖ε∆Dkb‖L2 ≤ Cε‖b‖Hs+2 ≤ C‖c‖Hs+1 ≤ C‖(b, z)‖Hs+1 ,
ou` c = (1 − ε22 ∆)
1
2 b est de´fini au de´but de la Section 7.4. La dernie`re ine´galite´ re´sulte de
(7.14). On parvient ainsi a`
K ≤ Cκ−1ε ‖(b, z)‖2Hs+1 [1 + ε2‖(b, z)‖2Hs ].
En inte´grant les estimations pre´ce´dentes pour I, J et K sur [0, t], on obtient
‖(Dkb, Dkv)(t)‖2L2 ≤ C
∫ t
0
‖(Dkb, Dkv)(τ)‖L2‖(b, z)‖2Hs+1 dτ
+C
∫ t
0
[κε‖(b, z)‖4Hs + κ−1ε ‖(b, z)‖2Hs+1(1 + ε2‖(b, z)‖2Hs)] dτ,
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d’ou`, en appliquant l’ine´galite´ de Young au premier terme du membre de droite,
‖(Dkb, Dkv)‖2L∞t (L2) ≤ C‖(b, z)‖
4
L2t (H
s+1)
+ C
∫ t
0
[κε‖(b, z)‖4Hs + κ−1ε ‖(b, z)‖2Hs+1(1 + ε2‖(b, z)‖2Hs)] dτ.
(7.20)
On e´value ensuite chaque terme du membre de droite graˆce aux estimations e´tablies
au cours des sections pre´ce´dentes. D’une part, nous avons vu au cours de la de´monstration
du The´ore`me 7.1 que
H(t) = ‖(b, z)‖L∞t (Hs) + κ
− 1
2
ε ‖(b, z)‖L2t (Hs) + (εν
−1
ε )
− 1
2 ‖b‖L2t (L∞) ≤ CX0, ∀t ∈ R+,
(7.21)
et X0 ve´rifie par hypothe`se κεX0 ≤ C. On en de´duit imme´diatement que
κε
∫ t
0
‖(b, z)‖4Hs dτ ≤ Cκ2εH(t)4 ≤ CX20 . (7.22)
D’autre part, on de´duit de la seconde ine´galite´ de la Proposition 7.3 et de (7.21) que
κε‖(Db,Dz)‖2L2t (Hs) ≤ CX
2
0 + CH(t)[νεκ
1/2
ε (εν
−1
ε )
1/2H(t)2 + κεH
2(t)(1 + κεH(t))] ≤ CX20 .
D’un autre coˆte´, (7.21) entraˆıne que ‖(b, z)‖2
L2t (H
s)
≤ CκεX20 , par conse´quent on a
‖(b, z)‖2L2t (Hs+1) ≤ Cκ
−1
ε X
2
0 , (7.23)
et il s’ensuit finalement que
κ−1ε
∫ t
0
‖(b, z)‖2Hs+1(1 + ε2‖(b, z)‖2Hs) dτ ≤ Cκ−1ε (1 + ε2H(t)2)‖(b, z)‖2L2t (Hs+1) ≤ Cκ
−2
ε X
2
0 .
(7.24)
Enfin, en rassemblant (7.20), (7.22), (7.23) et (7.24), on est mene´ a`
‖(Dkb, Dkv)‖2L∞t (L2) ≤ Cκ
−2
ε X
2
0 (1 +X
2
0 ),
et il suffit d’ajouter les ine´galite´s obtenues pour 0 ≤ k ≤ s pour aboutir a` la premie`re
estimation du The´ore`me 7.3.
Deuxie`me e´tape.
Afin d’e´tablir la deuxie`me estimation du The´ore`me 7.3, on re´pe`te les calculs pre´ce´dents
pour des entiers k satisfaisant cette fois 0 ≤ k ≤ s − 1. Dans ce cas, la quantite´ I de´finie
pre´ce´demment ve´rifie a` nouveau la majoration
I ≤ Cκε‖(b, z)‖4Hs .
Par ailleurs, puisque 0 ≤ k ≤ s− 1, on a dans le cas pre´sent
J ≤ ‖(Dkb, Dkv)‖L2‖(f1, g1)‖Hs−1 ≤ C‖(Dkb, Dkv)‖L2‖(b, z)‖2Hs .
L’estimation pour K devient quant a` elle
K ≤ C[ε2κ−1ε ‖(b, z)‖4Hs + κ−1ε ‖c‖2Hs ] ≤ C[κε‖(b, z)‖4Hs + κ−1ε ‖c‖2Hs ],
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ou` la dernie`re ine´galite´ est due au fait que ε ≤ κε, et par conse´quent l’ine´galite´ (7.20)
devient
‖(Dkb, Dkv)‖2L∞t (L2) ≤ C[κε
∫ t
0
‖(b, z)‖4Hs dτ + ‖(b, z)‖4L2t (Hs) + κ
−1
ε ‖c‖2L2t (Hs)]. (7.25)
Puis, des calculs directs utilisant (7.21), la premie`re ine´galite´ de (7.22) ainsi que la Pro-
position 7.5 pour ‖c‖L2t (Hs) nous conduisent a`
‖(Dkb, Dkv)‖L∞t (L2) ≤ C
[
(κε + ν
−1
ε )X
2
0 + ν
−1
ε X0
]
,
et il ne nous reste plus qu’a` ajouter les ine´galite´s pre´ce´dentes pour k variant de 0 a` s− 1
pour obtenir l’estimation souhaite´e.
Troisie`me e´tape.
Enfin, pour e´tablir la dernie`re assertion du The´ore`me 7.3, on remarque que
‖(b, z)‖4L2t (Hs) ≤ t‖(b, z)‖
2
L∞t (H
s)‖(b, z)‖2L2t (Hs)
graˆce a` l’ine´galite´ de Cauchy-Schwarz, par conse´quent l’ine´galite´ (7.25) devient
‖(Dkb, Dkv)‖2L∞t (L2) ≤ Ct[κε‖(b, z)‖
4
L∞t (H
s)
+ ‖(b, z)‖2L∞t (Hs)‖(b, z)‖
2
L2t (H
s) + κ
−1
ε ‖(b, z)‖2L∞t (Hs)].
On de´duit alors de (7.21), ainsi que du fait que κεX0 soit borne´, l’estimation
‖(b, v)(t)‖2Hs−1 ≤ Ct[κεX40 + κ−1ε X20 ] ≤ Ctκ−1ε X20 .
Ceci ache`ve la preuve du The´ore`me 7.3, puisque (aε, uε)(t) = (bε, vε)(εt). ✷
7.6 Annexe.
Cette annexe rassemble quelques re´sultats utilise´s au cours du chapitre.
7.6.1 Quelques estimations paraboliques et autres outils utiles.
Le lemme suivant est une conse´quence imme´diate des proprie´te´s de re´gularite´ maximale
L2 − L2 du semi-groupe et∆ associe´ a` l’e´quation de la chaleur. On pourra par exemple se
rapporter a` [66].
Lemme 7.6. Soient λ > 0, a0 ∈ L2(RN ) et a = a(s) ∈ L2(R+ × RN ). Il existe une
constante C telle que pour tout T > 0,
‖eλt∆a0‖L2T (H˙1) ≤
C√
λ
‖a0‖L2
et ∥∥∆ ∫ t
0
eλ(t−s)∆a(s) ds
∥∥
L2T (L
2)
≤ C
λ
‖a‖L2T (L2).
Ensuite, on a le
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Lemme 7.7. Soient λ > 0 et H ∈ L2(R+×RN ). Il existe une constante C telle que pour
tout T > 0, ∥∥∥∫ t
0
eλ(t−s)∆H(s) ds
∥∥∥
L2T (H˙
1)
≤ C√
λ
∫ T
0
‖H(t)‖L2 dt.
De´monstration. On peut supposer que H est re´gulie`re et que u(t, ·) = ∫ t0 eλ(t−s)∆H(s, ·) ds
est la solution re´gulie`re de
∂tu− λ∆u = H et u(0) = 0.
On en de´duit que
1
2
d
dt
‖u(t)‖2L2 =
∫
RN
uH − λ
∫
RN
|∇u|2,
d’ou`
λ‖∇u‖2L2T (L2) ≤ C
∫ T
0
∫
RN
|u||H| dt dx ≤ C sup
t∈[0,T ]
‖u(t)‖L2‖H‖L1T (L2).
Or u(0) = 0, donc on a e´galement ‖u(t)‖2L2 ≤ C
∫ t
0
∫ |uH|, d’ou`
sup
t∈[0,T ]
‖u(t)‖L2 ≤ C‖H‖L1T (L2),
et la conclusion s’ensuit.
Lemme 7.8. Soient λ > 0, a0 ∈ L2 et a ∈ L2(R+ × RN ). Il existe une constante C telle
que pour tout T > 0,
‖e−λta0‖L2T ≤
C√
λ
‖a0‖L2
et ∥∥∥∫ t
0
e−λ(t−s)a(s, ·) ds
∥∥∥
L2T (L
2)
≤ C
λ
‖a‖L2T (L2).
De´monstration. On e´tablit seulement la seconde estimation. Posons a˜(s) = a(s) pour
s ∈ [0, T ] et a˜ = 0 pour s /∈ [0, T ]. Ainsi,∥∥∥∫ t
0
e−λ(t−s)a(s) ds
∥∥∥
L2T (L
2)
≤
∥∥∥∫ T
0
e−λ(t−s)‖a˜(s)‖L2(RN ) ds
∥∥∥
L2T
= ‖e−λ· ∗ ‖a˜(·)‖L2(RN )‖L2 .
D’apre`s l’ine´galite´ de Young pour la convolution, on a alors∥∥∥∫ t
0
e−λ(t−s)a(s) ds
∥∥∥
L2T (L
2)
≤ C‖e−λ·‖L1‖a˜‖L2(R+,L2),
et la conclusion est finalement une conse´quence de la de´finition de a˜.
Pour conclure ce paragraphe, on rappelle une ine´galite´ re´sultant de l’ine´galite´ de
Gagliardo-Nirenberg.
Lemme 7.9 (cf. [46], Lemme 3). Soient k ∈ N et j ∈ {0, . . . , k}. Alors il existe une
constante C(k,N) telle que
‖DjuDk−jv‖L2 ≤ C(k,N)
(
‖u‖∞‖Dkv‖L2 + ‖v‖∞‖Dku‖L2
)
et
‖uv‖Hk ≤ C(k,N) (‖u‖∞‖v‖Hk + ‖v‖∞‖u‖Hk) .
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7.6.2 De´monstration du Lemme 7.2.
Dans toute la de´monstration, C de´signera une constante. Afin d’alle´ger les notations,
on introduit les quantite´s
ω = ε2|ξ|2 et µ = 1
νε
|ξ|√2 + ω,
et l’on re´crit M sous la forme
M =
νε
ε
(
2 + ω µ
−µ ω
)
.
Dans un premier temps, on calcule les valeurs propres λ1 et λ2 de M . On introduit
∆ = 1− µ2,
alors
λ1 =
νε
ε
(ω + 1− C
√
∆) et λ2 =
νε
ε
(ω + 1 +
C
√
∆),
ou` C
√
∆ vaut
√
∆ si ∆ ≥ 0 et vaut i√−∆ si ∆ < 0. Apre`s diagonalisation, M s’e´crit
M = P−1DP , ou` D = diag(λ1, λ2) et
P−1 =
1
µ2 − α2
(−µ α
α −µ
)
, P =
(−µ −α
−α −µ
)
, avec α = 1 +
C
√
∆.
Finalement, pour (a, b) ∈ C2 et t ∈ R on a
e−tM
(
a
b
)
= P−1e−tDP
(
a
b
)
=
1
µ2 − α2
(
(µ2a+ αµb)e−λ1t − (α2a+ αµb)e−λ2t
(αµa+ µ2b)e−λ2t − (αµa+ α2b)e−λ1t
)
=
e−
νε
ε
(1+ω)t
µ2 − α2
(
(µ2a+ αµb)e
νε
ε
C
√
∆t − (α2a+ αµb)e− νεε C
√
∆t
(αµa+ µ2b)e−
νε
ε
C
√
∆t − (αµa+ α2b)e νεε C
√
∆t
)
,
soit encore
e−tM
(
a
b
)
= e−
νε
ε
(1+ω)t
[
e−
νε
ε
C
√
∆t
(
a
b
)
+
e
νε
ε
C
√
∆t − e− νεε C
√
∆t
µ2 − α2
(
αµb+ µ2a
−αµa− α2b
)]
. (7.26)
On envisage ici deux cas.
Premier cas |ξ|2 ≥ 3ν2ε/8.
Alors µ2 ≥ 3/4 et par conse´quent ∆ ≤ 1/4. On distingue les trois sous-cas suivants.
• 0 ≤ ∆ ≤ 1/4.
Il s’ensuit que C
√
∆ =
√
∆ et que µ2 − α2 = −2(∆ +√∆), de sorte que∣∣∣∣∣e
νε
ε
√
∆t − e− νεε
√
∆t
µ2 − α2
∣∣∣∣∣ ≤ sinh
(
νε
ε
√
∆t
)
√
∆
≤ C sinh(νεt
2ε
),
ou` la seconde ine´galite´ re´sulte de la croissance de x 7→ sinh(x)/x sur R+. On en de´duit
l’estimation ∣∣∣e−tM(ξ)(a, b)∣∣∣ ≤ C exp(−νε
2ε
t) exp(−νεω
ε
t)
(|a|+ |b|). (7.27)
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• −1 ≤ ∆ < 0.
Alors on a C
√
∆ = i
√−∆ et µ2 − α2 = −2(∆ + i√−∆), par conse´quent
|µ2 − α2| = 2
√
∆2 −∆ ≥ 2√−∆.
Il s’ensuit que∣∣∣∣∣exp(iνε
√−∆
ε t)− exp(−iνε
√−∆
ε t)
µ2 − α2
∣∣∣∣∣ ≤ C | sin
(
νε
√−∆
ε t
)
|
√−∆ ≤ C
νεt
ε
,
ou` la dernie`re ine´galite´ re´sulte du fait que | sinx| ≤ x pour tout x ≥ 0. Puisque |µ| ≤ C et
|α| ≤ C, ceci implique que∣∣∣e−tM(ξ)(a, b)∣∣∣ ≤ C exp (− νε
ε
(1 + ω)t
)(
1 +
νε
ε
t
)(|a|+ |b|),
d’ou` finalement ∣∣∣e−tM(ξ)(a, b)∣∣∣ ≤ C exp(−νε
2ε
(1 + ω)t)
(|a|+ |b|). (7.28)
• ∆ ≤ −1.
Dans ce cas, on a
|µ2 − α2| = 2
√
∆2 −∆ ≥ 2|∆| ≥ Cµ2,
alors que |α| = √1−∆ = µ. On en de´duit que∣∣∣e−tM(ξ)(a, b)∣∣∣ ≤ C exp (− νε
ε
(1 + ω)t
)(|a|+ |b|). (7.29)
Second cas |ξ|2 ≤ 3ν2ε/8.
On ve´rifie que µ2 ≤ 3(2 + cκ2ε)/8, donc 1/8 ≤ ∆ ≤ 1 pour ε suffisamment petit. De plus,
C−1 ≤ |µ2 − α2| ≤ C, α ≤ C, µ ≤ C et µ ≤ C |ξ|
νε
.
En outre,
νε
ε
(−1 +
√
∆) = −νε
ε
1−∆
1 +
√
∆
= −νε
ε
µ2
1 +
√
∆
≤ −Cνε
ε
µ2,
donc d’apre`s (7.26)∣∣∣e−tM(ξ)(a, b)∣∣∣ ≤ C exp (− νε
ε
(1+ω)t
)(|a|+|b|)+C exp(−νεω
ε
t) exp(−Cνεµ
2
ε
t)
( |ξ|
νε
|a|+|b|).
Puisque
C
|ξ|2
ν2ε
≥ µ2 = |ξ|
2
ν2ε
(2 + ω) ≥ |ξ|
2
ν2ε
,
on obtient finalement∣∣∣e−tM(ξ)(a, b)∣∣∣ ≤ C exp(−νεω
ε
t)
[
exp(−νε
ε
t) + exp(−C|ξ|
2
νεε
t)
]( |ξ|
νε
|a|+ |b|). (7.30)
La conclusion du Lemme 7.2 est finalement obtenue en regroupant les estimations
(7.27) a` (7.30) et en choisissant r =
√
3/8. ✷
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Re´sume´
Les proble`mes e´tudie´s dans cette the`se ont trait a` la dynamique des points vortex dans
des e´quations pour les fluides ou superfluides bidimensionnels.
La premie`re partie est consacre´e a` l’e´quation d’Euler incompressible. Nous y analysons
le syste`me mixte Euler-points vortex, introduit par Marchioro et Pulvirenti, dans lequel
la vorticite´ se compose d’une superposition de vortex et d’une partie plus re´gulie`re. Nous
examinons au pre´alable le lien entre les points de vue lagrangien et eule´rien. Nous e´tudions
ensuite l’unicite´, puis l’expansion en temps grand du support de la vorticite´. Nous abordons
enfin la question de l’existence pour des vorticite´s moins re´gulie`res.
Dans la seconde partie de la the`se, nous nous focalisons sur une e´quation de Ginzburg-
Landau complexe obtenue en ajoutant un terme de dissipation a` l’e´quation de Gross-
Pitaevskii. Apre`s avoir examine´ le proble`me de Cauchy dans l’espace d’e´nergie correspon-
dant, nous e´tudions la dynamique des points vortex dans le cadre de donne´es tre`s bien
pre´pare´es. Dans un dernier temps, nous conside´rons un re´gime asymptotique sans vortex
dans lequel les solutions sont des perturbations de champs constants de module e´gal a` un.
Une dynamique de type ondes amorties pour la perturbation est mise en e´vidence.
Mots-cle´s: Dynamique des points vortex ; Fluides incompressibles ; E´quation d’Euler ;
Loi de Biot-Savart ; E´quations de transport ; Superfluides ; E´quation de Ginzburg-Landau
complexe ; Limite singulie`re ; E´nergie de Ginzburg-Landau ; E´quation des ondes amorties.
Abstract
In this dissertation, we study some problems arising from vortex dynamics in equations
for two-dimensional fluids or superfluids.
The first part is devoted to the incompressible Euler equations. We analyze the so-
called Vortex-Wave system, introduced by Marchioro and Pulvirenti, in which the vorticity
is given by the superposition of point vortices and of a smoother part. We first examine
the link between the lagrangian and eulerian points of view. We then tackle the question of
uniqueness. We also study the large time behavior of the support of the vorticity. Finally,
we address the problem of existence for more singular vorticities.
In the second part of the thesis, we focus on a complex Ginzburg-Landau equation
that has the form of a Gross-Pitaevskii equation with some dissipation added. We first
study the Cauchy problem in the corresponding energy space. We then turn to the study
of vortex dynamics for very well prepared data. At last, we consider another asymptotic
regime without vortices for perturbations of the vacuum. We show that the perturbation
essentially behaves according to a damped wave-like equation.
Keywords: Vortex dynamics ; Incompressible fluids ; Biot-Savart law ; Euler equations ;
Transport equations ; Superfluids ; Complex Ginzburg-Landau equation ; Singular limit ;
Ginzburg-Landau energy ; Damped wave equation.

