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B. E. Sagan [10] , shifted shape ,
(2.1 ) .
, shifted shape $S$ $T$
Prob$s(T)= \frac{\prod_{v\in S}\#H_{S}(v)}{\# S!}$
. , $H_{S}(v)$ $S$ $v$ (2.1 ). $T$
, :
#STab(S) $= \frac{\# S!}{\prod_{v\in S}\#H_{S}(v)}$ .
[9], - [8] , , simply-laced Kac-Moody Lie
. shifted
shape $D$ Lie . Sagan shifted shape
, [9] Sagan , [8]
colored hook formula [5] .
, simply-laced .
simply-laced , $J$ . R. Stembridge
[12], , $B$ . $B$
, shfted shape . , $D$ Lie shifted shape




Definition 2.1. $\mathbb{S}:=\{(i,j)\in \mathbb{N}\cross \mathbb{N}|i\leq i\}$
.
$(i,j)\leq(i’,j’)\Leftrightarrow i\geq i’$ and $j\geq j’$ .
$\mathbb{S}$ finite order filter $S$ shi-fted shape .
, shifted shape , node (FIG-
URE 2.1):
Definition 2.2. $S$ shifted shape $(\# S=d)$ . $L$ : $\{$ 1, $\cdots,$ $d\}arrow S$
$L(k)\leq L(l)\Rightarrow k\leq l$ , $(1 \leq k, l\leq d)$
, $S$ . $S$ STab$(S)$ .
Remark 2.3. , label ,
.
1689 2010 26-32 26
FIGURE 2.1. a shifted shape
2.1. Sagan (standard hooks ).
Definition 2.4. $S$ shifted shape, $v=(i,j)\in S$ . , $S$
$H_{S}(v)$ :
Arm$s(v)$ $:=\{(i’,j’)\in S|i=i’$ and $j<j’\}$ .
Leg$s(v)$ $:=\{(i’,j’)\in S|i<i’$ and $j=j’\}$ .
Tail$s(v):=\{(i‘, j’)\in S|j+1=i’$ and $j<j’\}$ .
$H_{S}(v)$ $:=\{v\}$ Ll Arm$s(v)u$ Leg$s(v)uTai1_{S}(v)$ .
$H_{S}(v)$ $S$ $v$ hook (FIGURE 2.2). $H_{S}(v)^{+}:=H_{S}(v)\backslash \{v\}$
.
FIGURE 2.2. Hooks of $u,$ $v$ , and $w$ .
Sagan . , $S$ shifted shape
$(\# S=d)$ .
GNWI. Set $i:=0$ and set $S_{0}:=S$ .
GNW2. ( , $S_{i}$ $d-i$ nodes ) Set $j$ $:=1$ and pick a node
$v_{1}\in S_{i}$ with the probability $1/(d-i)$ .
GNW3. If $\#H_{S_{i}}(vj)^{+}\neq 0$ , Pick a node $vJ+1\in H_{S_{i}}(vj)^{+}$ with the probability
1 $\#H_{S_{i}}(vj)^{+}$ . If not, go to GNW5.
GNW4. Set $j:=j+1$ and return to GNW3.
GNW5. $($ , $\#H_{S_{i}}(v_{j})^{+}=0$ . $)$ Set $L(i+1)$ $:=v_{j}$ and set $S_{i+1}$ $:=S_{i}\backslash v_{j}$
( $S$ node $vj$ shape).
GNW6. Set $i$ $:=i+1$ . If $i<d$ , retum to GNW2; if $i=d$ , terminate.
, $S$ nodes $|$ $(L(1), L(2), \cdots, L(d))$
. $L=(L(1), L(2), \cdots, L(d))$ Prob$s(L)$ . $L$ ,
$S$ . , Sagan :
Theorem 2.5 (Sagan [10]). $S$ shifted shape, $L\in$ STab$(S)$ . ,




Corollary 2.6. $S$ shifted shape , .
$\#$STab $(S)= \frac{\# S!}{\prod_{v\in S}\#H_{S}(v)}$ .
Remark 2.7. shifted shape hook $f_{07}mula$
[13].
2.2. (non-standard hooks ). , shifted shape
, hook .
Definition 2.8. $S$ shifted shape, $v=(i,j)\in S$ . , $S$ ( )
$H_{S}’(v)$ :
$Arm_{S}’(v):=\{(i’,j’)\in S|i=i’$ and $j<j’\}$ .
Leg$\prime s(v):=\{(i’,j’)\in S|i<i’$ and $j=j’\}$ .
Tail$\prime s(v)$ $:=\{\begin{array}{ll}\{(i’,j’)\in S|j=i’ and j<j’\} if i<j and (j,j)\in S,\emptyset otherwise.\end{array}$
$H_{S}’(v)$ $:=\{v\}uArm_{S}’(v)uLeg_{S}’(v)uTai1_{S}’(v)$ .
, $i<j$ and $(j,j)\in S$ , $Leg_{S}’(v)$ Tail$\prime s(v)$ $(j,j)$
, $((j,j)$ 2
$)$ . $H_{S}’(v)$ $S$ $v$ non-standard hook (FIGURE 2.3).
$H_{S}’(v)^{+}:=H_{S}’(v)\backslash \{v\}$ .
FIGURE 2.3. Hooks of $u’,$ $v’$ , and $w’$ .
. , $S$ shifted shape
$(\# S=d)$ .
GNWI. Set $i$ $:=0$ and set $S_{0}$ $:=S$ .
GNW2. ( , $S_{i}$ $d-i$ nodes ) Set $i$ $:=1$ and pick a node
$v_{1}\in S_{i}$ with the probability $1/(d-i)$ .
GNW3. If $\#H_{S_{i}}’(vJ)^{+}\neq 0$ , pick a node $vJ+\iota\in H_{S_{i}}’(vJ)^{+}$ with the probability
(multiplicity of $vj$ ) $\#H_{s_{:}}’(vj)^{+}$ . If not, go to GNW5.
GNW4. Set $j:=j+1$ and return to GNW3.
GNW5. $($ , $\#H_{s_{:}}(v_{j})^{+}=0$ $)$ Set $L(i+1)$ $:=v_{j}$ and set $S_{i+1}$ $:=S_{i}\backslash v_{j}$
( $S$ node $v_{j}$ shape).
GNW6. Set $i$ $:=i+1$ . If $i<d$ , return to GNW2; if $i=d$ , terminate.
, $S$ nodes $(L(1), L(2), \cdots, L(d))$
. $L=(L(1), L(2), \cdots, L(d))$ $Prob_{S}’(L)$ . $L$ ,
$S$ . , :
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Theorem 2.9 ([7]). $S$ shifted shape, $L\in$ STab$(S)$ . ,
$Prob_{S}’(L)=\frac{\prod_{v\in S}\#H_{S}’(v)}{\# S!}$ .
, $L$ ,
:
Corollary 2.10. $S$ shiafted shape , :
$\#STab(S)=\frac{\# S!}{\prod_{v\in S}\#H_{S}’(v)}$ .
Remark 2.11. , shifted shape hook formula (Corollary
2. , . , $S$ $S$
$\varphi$ : $Sarrow S$ , $\#H_{S}(v)=\#H_{S}’(\varphi(v))$ .
, , FIGURE 2.2 $u,$ $v,$ $w$ FIGURE 2.3
$u’,$ $v’,$ $w’$ $\varphi(u)=u’,$ $\varphi(v)=v’,$ $\varphi(w)=w’$ .
3. SHIFTED SHAPE $B$ COROOT SYSTEM
, 29 .
[3] [4] .
$W=\langle s_{0},$ $s_{1},$ $\cdots,$ $s_{l-1}\rangle$ $B_{l}$ Weyl . , index Dynkin
diagram :
X– $-O_{l-1}$
FIGURE 3.1. Dynkin diagram of type $B_{l}$
$\mathfrak{h}$ $B_{l}$ Lie Cartan subalgebra , $W$ $\mathfrak{h}^{*}$ ,
$s_{i}(\lambda)=\lambda-\langle\lambda,$ $\alpha_{i}^{\vee}\}\alpha_{i}$
. , $\alpha_{i}$ simple root, $\alpha_{i}^{\vee}$ simple coroot $(i=0,1, \cdots, l-1)$ .
$\Lambda 0$ index $0$ fundamental weight . ,
Proposition 3.1. $\lambda\in W\Lambda 0$ ,
$\langle\lambda,$ $\beta^{\vee}\rangle\geq-1$ , $\beta^{\vee}\in\Phi_{+}^{\vee}$
. , $\Phi_{+}^{\vee}$ positive coroot .
Definition 3.2. $\lambda\in W\Lambda_{0}$ . $\Phi_{+}^{\vee}$ $D(\lambda)^{\vee}$ :
$D(\lambda)^{\vee}:=\{\beta^{\vee}\in\Phi_{+}^{\vee}|\langle\lambda,$ $\beta^{\vee}\rangle=-1\}$ .
Proposition 3.3. $\lambda\in W\Lambda_{0}$ . , $D(\lambda)^{\vee}$ coroot ordina order
, shifled shape . , shifled shape
$l\ovalbox{\tt\small REJECT}$ $D(\lambda)^{\vee}$ .
Remark 3.4. infinite rank , $B_{\infty}$ Dynkin diagram ,
$W\Lambda_{0}\ni\lambda\mapsto D(\lambda)^{\vee}\in$ {shifted shapes} .
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Definition 3.5. $\lambda\in W\Lambda 0,$ $\beta^{\vee}\in D(\lambda)^{\vee}$ , $D(\lambda)^{\vee}$
$H_{\lambda}’(\beta^{\vee})$ :
$H_{\lambda}’(\beta^{\vee})$ $:=\{\gamma^{\vee}\in\Phi_{+}^{\vee}|\gamma^{\vee}\leq\beta^{\vee}$ and $\langle\beta,$ $\gamma^{\vee}\}\geq 1\}$ .
, $\beta^{\vee}\in H_{\lambda}’(\beta^{\vee})$ 1, $\gamma^{\vee}\in H_{\lambda}’(\beta^{\vee})\backslash \{\beta^{\vee}\}$ $\langle\beta,$ $\gamma^{\vee}\rangle$ .
, 2.2 non-standard hook hook .
Lemma 3.6. $\lambda\in W\Lambda_{0},$ $\beta^{\vee}\in D(\lambda)^{\vee}$ . ,
$\#H_{\lambda}’(\beta^{\vee})=ht(\beta)$
. , . root $\beta$ height .
Definition 3.7. $\lambda\in W\Lambda 0$ . $d:=\#D(\lambda)^{\vee}$ . simple coroot
$(\alpha_{i_{1}}^{\vee}, \cdots, \alpha_{i_{d}}^{\vee})$ ,
$\alpha_{i_{k}}^{\vee}\in D(s_{i_{k-1}}\cdots s_{i_{1}}(\lambda))^{\vee}\cap\Pi^{\vee}$ , $k=1,$ $\cdots d$ ,
MPath $(\lambda)^{\vee}$ .
Proposition 3.8 ([6]). $\lambda\in W\Lambda_{0}$ , $(\alpha_{i_{1}}^{\vee}, \cdots, \alpha_{i_{d}}^{\vee})\in$ MPath $(\lambda)^{\vee}$ .
, $\gamma_{k}^{\vee}:=s_{i_{1}}\cdots s_{i_{k\sim 1}}(\alpha_{i_{k}}^{\vee})$ $(k=1, \cdots, d),$ $(\gamma_{1}^{\vee}, \cdots, \gamma_{d}^{\vee})\in$ STab$(D(\lambda)^{\vee})$
. , MPath$(\lambda)\ni(\alpha_{i_{1}}^{\vee}, \cdots, \alpha_{i_{d}}^{\vee})\mapsto(\gamma_{1}^{\vee}, \cdots, \gamma_{d}^{\vee})\in$ STab$(D(\lambda)^{\vee})$
.
4. KEY LEMMA
32 , 2 :
4.1. Algorithm Al. $\lambda\in W\Lambda_{0}$ $D(\lambda)^{\vee}\neq\emptyset$ .
(algorithm Al):
Al-l. Set $j:=1$ and pick an element $\beta_{1}^{\vee}\in D(\lambda)^{\vee}$ with the probability $\frac{1}{\#D(\lambda)^{\vee}}$ .
Al-2. If $\#H_{\lambda}’(\beta_{j}^{\vee})>1$ , pick an element $\beta_{j+1}^{\vee}\in H_{\lambda}’(\beta_{j}^{\vee})-\{\beta_{j}^{\vee}\}$ with the probability
$\langle\beta_{j},$ $\beta_{j+1}^{\vee}\}$
$\overline{\#H_{\lambda}(\beta_{j}^{\vee})-1}$
. If not, then output $\beta_{j}^{\vee}$ and terminate.
Al-3. Set $j:=j+1$ and retum to Al-2.
Al , $\beta_{\check{j}}\in D(\lambda)^{\vee}$ such that $\#H_{\lambda}’(\beta^{\vee})=1$
. Lemma 3.6 , $\beta^{\vee}$ simple coroot . ,
Al simple coroot $\alpha_{i}^{\vee}\in D(\lambda)^{\vee}\cap\Pi^{\vee}$
. prob$\lambda(\alpha_{i}^{\vee})$ $\alpha_{i}^{\vee}\in D(\lambda)^{\vee}\cap\Pi^{\vee}$ . , $\beta^{\vee}\triangleright\gamma^{\vee}$ ,
$\beta^{\vee}>\gamma^{\vee}$ and $\langle\beta,$ $\gamma^{\vee}\rangle\geq 1$ .
Al Lemma3.6 .




4.2. Algorithm A2. Let $\lambda\in P_{\geq-1}^{fin}$ . We consider the following algorithm (algo-
rithm A2):
A2-1. Set $k:=0$ and set $\lambda_{0}:=\lambda$ .
A2-2. If $D(\lambda_{k})\neq\emptyset$ , run the algorithm Al for $\lambda_{k}$ and set $\alpha_{i}$ be a random output.
If not, terminate.
A2-3. $($Now $\alpha_{i}\in D(\lambda_{k})\cap\Pi.)$ Set $\alpha_{i_{k+1}}$ $:=\alpha_{i}$ and set $\lambda_{k+1}$ $:=s_{i}(\lambda_{k})$ .
A2-4. Set $k:=k+1$ . If $k<\#D(\lambda)$ , retum to A2-2; if $k=\#D(\lambda)$ , then terminate.
A2 , simple coroot $(\alpha_{i_{1}}^{\vee}, \cdots, \alpha_{i_{d}}^{\vee})$
. , $(\alpha_{i_{1}}^{\vee}, \cdots , \alpha_{i_{d}}^{\vee})\in$ MPath $(\lambda)^{\vee}$ .
A2 $(\alpha_{i_{1}}^{\vee}, \cdots, \alpha_{i_{d}}^{\vee})$ Prob$\lambda(\mathcal{B})$ .
A2 :
Lemma 4.2. $\lambda\in W\Lambda_{0}$ . $d:=\#D(\lambda)$ . $\mathcal{B}=(\alpha\iota_{1}, \cdots, \alpha_{i_{d}})\in$
MPath$(\lambda)$ . Then we have:
$Prob_{\lambda}(\mathcal{B})=\prod_{k=1}^{d}prob_{s_{i_{k-1}}\cdots s_{i_{1}}(\lambda)}(\alpha_{i_{k}})$ .
4.3. Key Lemma. .





$\beta_{k}^{\vee}\in D(\lambda)^{\vee},$ $l\geq 0$
, , simple root $\alpha_{i}$ .
Remark 4.4. [8] , (4.1) colored hook formula
. , 2 , colored hook $fom\iota ula$
. (4.1) colored hook formula
[7].




. Lemma 4.2 , simply-laced
[8] [9] .
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