Feature Article
O
ne of the main functions of graphic displays is drawing straight lines. To draw lines quickly, the speed of the applied algorithm is critical. The following three different approaches exist:
I discrete differential analysis (DDA), introduced by Bresenham, 1 I combinatory analysis, 2 and I linguistic methods. 3, 4 The most famous approach remains the DDA, since extended by N-step algorithms. Here, we focus on this class of algorithms. Since three N-step algorithms have been published (N = 2 5 , N = 3 6 , N = 4 7 ), we analyzed them, studying only their time complexity because they compute the same approximation of the continuous line. Our analysis shows that improvements are small and don't support our objectives for speed.
We propose a new algorithm that uses other properties, some of them already presented. 8 We also compare the performances of these algorithms and present the theoretical analysis and benchmarks that prove the new algorithm is at least twice as fast as earlier ones.
Before discussing these algorithms in more detail, we introduce additional notations used throughout the article:
I "Line" denotes the discrete straight segment between two points P(xp, yp) and Q(xq, yq), and I (u, v) describes the slope of lines u = xq − xp and v = yq − yp.
Since the coordinates of P and Q are integers, the segment is an exact translation of line (0, 0)(u, v). A line may be given by a set of points or by its first point and a set of moves. For slope (u, v) , the set of moves is always composed using two different codes. In the first octant, the codes are I X, representing an axial move, and I D, representing a diagonal move.
N-step techniques
N-step algorithms use the DDA method. The main idea is to choose one pattern (a set of points) among different possible patterns. A succession of tests that compare predefined values and a term E realize this choice. Iterating this process determines the set of patterns composing the straight line.
A simple operation-number of iterations × number of instructions per loop-gives the time complexity. Let N be the number of points of one pattern. Let C be the number of possible patterns. Inside an iteration, let t be the number of tests, a the number of additions, and i the number of increments of E.
One operation (a sign test) realizes one of the tests; two operations (an addition and a sign test) realize the others.
For a given slope, the process is iterated p times (p = u/N). Each instruction (increment, sign test, addition) should take one unit of time. We calculate the theoretical evaluation performance (TEP) by
According to the chosen pattern, values i, t, and a may change.
We analyzed the worst and the best pattern cases. Based on an unproved equiprobability of all patterns, an average case completes the analysis.
We used four N-step algorithms: Bresenham's algorithm 1 (N = 1), the double-step 5 (N = 2), the triple-step 6 (N = 3), and the quad-step 7 (N = 4 ). For each algorithm we summarize the theoretical analysis in a table. All of these algorithms compute the line in a limited subset of the plane, mainly the octant or a subset of it. Throughout the article we call this limitation workspace. Table 1 lists the results of this analysis.
Our new

N = 2
Rokne et al. 5 consider the two hexadecants (half of an octant) separately. We present the analysis for the first one. In this workspace the possible patterns are XX, XD, and DX, so C = 3 (see Figure 1) . The double-step algorithm presents an average speedup of 15-percent on Bresenham's method (see Table 2 ).
N = 3
In the first hexadecant, the different possible patterns are XXX, DXD, XXD, XDX, and DXX, so C = 5. The triplestep algorithm presents an average speedup of 20 percent on Bresenham's method (see Table 3 ).
N = 4
In the quad-step algorithm 7 the octant is divided into six parts. The average workspace is one sixth of the octant. C always equals 5. The tests used for the choice of the workspace aren't included in the analysis. The quad-step algorithm presents an average speedup of 30 percent on Bresenham's method (see Table 4 ).
The main idea of these algorithms is to increase N to reduce the number of instructions and therefore the complexity. The main flaw of this analysis is that whenever N increases, C and the number of instructions increase. In addition, the performance improvement is often overestimated. For example, the double-step algorithm is considered to be two times faster than Bresenham's algorithm, but analysis and tests show only a 15 percent speedup.
Auto-adaptive step algorithm
Our new algorithm, shown in Figure 2 , uses the following properties:
1. All lines can be computed in the first half of the first octant (the hexadecant). Hereafter, we consider the lines to be in this hexadecant. 2. In the first hexadecant, a line is composed of axial moves X separated by one and only one diagonal move D:
where X n denotes n times pattern X, and nj is the length of the jth step. have A = (u − v)/v. An iteration consists in choosing one of two different patterns, X A and X B (C = 2). Figure 3 presents an example with A = 5 and B = 4. A simple sign test (see Figure 2) helps with the choosing. Table 5 presents the analysis of the auto-adaptive step (AAS) algorithm. Note that with this method the number of iterations p equals the number of Ds that are v. In the first hexadecant v < u/2; therefore the speedup is at least 2.
Performances
We've implemented and tested these algorithms so that we can compare them. We computed every line, starting from (0, 0) and ending in the first hexadecant. The Max value corresponds to the maximal length of the lines. We tested all five algorithms. Table 6 presents the times (in seconds) obtained by the total time field of the Unix profile program. We used a Compaq Professional Workstation XP1000 with a 500-MHz Alpha 21264 CPU to realize these benchmarks. The percent value is the ratio between the current algorithm and Bresenham's algorithm.
Conclusion
The AAS algorithm to compute straight lines improves Bresenham's DDA and the N-step algorithms. It determines the better step according to the slope of the line. The number of instructions remains constant per iteration. Like Bresenham's, this method always chooses one pattern from two possible patterns. Moreover, like the other N-step algorithms, the step's length increases, and the number of iterations decreases with it. Both the theoretical evaluations and the benchmarks prove that this new method is more efficient than previous ones. 
