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IIntroduction
En géométrie algébrique, le programme des modèles minimaux, appelé aussi théo-
rie de Mori et abrégé en MMP, tient une place importante dans la classification biration-
nelle des variétés algébriques. Le but est de montrer que pour toute variété algébrique
complexe, projective et normale X on a :
a Si K X ' 0 alors il existe une variété Y birationnelle à X telle que KY est nef.
Une telle variété est appelée un modèle minimal.
a Si K X    alors il existe une variété Y birationnelle à X admettant une
fibration de Fano, c’est à dire un morphisme Y   Z dont l’anticanonique KF
d’une fibre générale F est ample.
où KX est le fibré en droites canonique de la variété X , et K X la dimension de Ko-
daira de la variété X .
Un diviseur de Cartier D est dit nef si D   C ' 0, ¾C " NE X (voir les rappels géné-
raux section 2.4.1 pour plus de détails sur les notations).
Dans les années 1900, l’école italienne de géométrie algébrique a montré que toute sur-
face projective lisse admettait soit un modèle mimimal (unique dans ce cas), soit une
fibration de Mori. L’ingrédient principal est le théorème de contraction de Castelnuovo
[12, Theorem V.5.7, page 414], et l’idée générale est de contracter toutes les 1-courbes
(ie les courbes d’auto-intersection -1) de la surface.
La question en dimension supérieure est plus délicate. Un des premiers résultats
importants est le théorème du cône de Mori, décrivant la structure du côneNE X des
courbes effectives d’une variété X [7, Lecture 11]. Notamment à partir d’une variété
Q-factorielle X on peut construire une variété X1 obtenue en contractant un rayon
extrémal du cône NE XKX$0   NE X = rC ¶ KX   C $ 0x. Ainsi la variété X1 est
plus "proche" d’être un modèle minimal que X . Cependant en contractant ces rayons
extrémaux, il se peut que la variétéX1 ne soit plusQ-factorielle. L’idée est de remplacer
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X1 par une variété Q-factorielle X
¬
1 avec
X
ΦR 
X
¬
1
ΦR¬~~
X1
où ΦR est la contraction attachée à un rayon extrémal de NE XKX$0 et ΦR¬ est la
contraction attachée à un rayon extrémal de NE X ¬1KX ¬1%0. Ainsi en remplaçant X1
par X ¬1 on a ajouté des courbes sur lesquelles le diviseur canonique est positif. Un tel
schéma est appelé un flip.
L’existence de tel flip n’a été démontrée que récemment en 2010 par Birkar, Cascini,
Hacon et McKernan [1]. Les auteurs montrent aussi la finitude de l’algorithme, c’est à
dire un nombre fini de flips, si on choisit convenablement les rayons extrémaux.
Le programme pour les variétés Q-factorielles, obtenu en réitérant la construction ex-
posée ci-dessus, est résumé avec le schéma suivant. Pour plus de détails on pourra se
réferer au livre de Kenji Matsuki : Introduction to the Mori Program [19].
Dans cette thèse on se propose d’étudier ce programme pour une famille de variétés
de manière explicite et programmable. Soit G un groupe algébrique réductif connexe.
Une G-variété, c’est à dire une variété algébrique munie d’une action algébrique de G
est dite sphérique si elle est normale et possède une orbite ouverte dense sous l’action
d’un sous-groupe de Borel. On donne quelques exemples de familles fondamentales
de variétés sphériques :
  Les variétés toriques lorsque le groupe G est un tore algébrique. Ce sont les va-
riétés sphériques les plus simples. La combinatoire des variétés toriques est com-
prise depuis longtemps : on classifie les variétés toriques avec des cônes et éven-
tails dans le réseau des caractères et des co-caractères. Via cette classification on
connait également leur géométrie : on connait les variétés toriques lisses, projec-
tives, factorielles, etc. Pour plus de détails voir [20] et [11].
  Les variétés de drapeaux généralisées, par exemple si G est simple et P est un
sous-groupe parabolique de G alors l’espace homogène G©P est une variété de
drapeaux. De la même façon que pour la famille précédente, les variétés de dra-
peaux généralisées sont classifiées grace à de la combinatoire (les systèmes de
racines) et la géométrie de ces variétés est également bien comprise. On peut se
référer à [6] pour de plus amples informations.
  Les variétés horosphériques qui sont des variétés algébriques normales dans les-
quelles un groupe algébrique réductif opère avec une orbite ouverte fibrée en
tores sur une variété de drapeaux. En particulier les variétés toriques et les va-
riétés de drapeaux généralisées sont des variétés horosphériques. On peut par
exemple citer la classifications des variétés horosphériques de Fano par Pasquier
[21].
  Les variétés magnifiques, qui ont été centrale dans l’établissement de la classifi-
cation des variétés sphériques dont on parlera dans le paragraphe suivant. Une
introduction aux variétés magnifiques est donnée dans l’article [23].
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  Les compactifications sphériques de groupes, c’est à cette famille que l’on va s’in-
téresser dans cette thèse. Si le groupe G est un tore alors ces compactifications
sphériques sont exactement les G-variétés toriques. En particulier on regardera
les GG-plongements sphériques dont l’espace homogène est GG©G où G est
vu comme la diagonale de G G.
  Les variétés symétriques. Un espace homogène G©H est dit symétrique si le sous
groupe H est fixé par une involution de G. On peut par exemple citer une classi-
fication de certaines variétés symétriques de Fano par Ruzzi [24]. Les compacti-
fications sphériques de groupes que l’on considérera sont des cas particuliers de
variétés symétriques.
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  Les variétés horosymétriques qui sont des variétés normales dans lesquelles un
groupe algébrique réductif opère avec une orbite ouverte fibrée en variétés sy-
métriques sur une variété de drapeaux. Elles ont été récemment introduites par
Delcroix [10].
La classification des variétés sphériques complexes s’opère en deux étapes. La pre-
mière est plus ancienne et s’occupe de classifier les plongements d’un espace homo-
gène sphérique donné. SiX est uneG-variété sphérique alors elle possède uneG-orbite
ouverte qui est isomorphe à un espace homogène G©H , et dans ce cas cet espace ho-
mogène est aussi sphérique. On dit alors que X est un plongement sphérique de G©H .
La théorie de Luna-Vust permet de classifier les plongements sphériques d’un espace
homogèneG©H [14] : à un espace homogène sphériqueG©H on associe un sous-réseau
Ξ des caractères de  G,B, T  qui correspond à l’ensemble des poids de G apparaissant
dans la G-représentation C G©H. On peut alors classifier les G-variétés sphériques
dont l’espace homogènes est G©H via des éventails coloriés, c’est à dire une collection
de cônes coloriés dans l’espace Ξ1Q. En particulier deux telles variétés sont isomorphes
si et seulement si leurs éventails respectifs sont égaux et on peut également recons-
truire une G-variété sphérique dont l’espace homogène est G©H uniquement à partir
d’un éventail colorié.
La seconde étape est plus récente, elle a été initiée et conjecturée par Luna en 2001
[18]. Le but est de classifier les sous-groupes H d’un groupe réductif connexe G tel que
l’espace homogène G©H soit sphérique. À un groupe réductif connexe G il introduit
des données combinatoires, appelées données sphériques homogènes, sous la forme
de quintuplets. Pour une G-variété sphérique, il y a une façon naturelle d’associer un
tel quintuplet. Luna prouve que si G est un groupe semi-simple de type A, et sous une
hypothèse du groupe adjoint de G, alors il y a une bijection entre les espaces homo-
gènes sphériques G©H et les données sphériques homogènes de G. Pour démontrer
cette classification il se ramène au cas des variétés magnifiques. L’auteur conjecture
ensuite que cette classification reste vraie en n’importe quel type. La partie unicité de
cette conjecture est montrée par Losev en 2009 [17]. La partie existence a été parache-
vée par Bravi et Pezzini d’un coté et par Cupit-Foutou d’autre part, par deux méthodes
différentes. Pour un historique plus complet de cette classification on pourra consulter
[8] et [3].
Dans le cas des G-variétés sphériques projectives une alternative à classification est
considérée par Pasquier dans le cas des variétés horosphériques [22]. L’idée est d’as-
socier à un couple  X,L, où X est une G-variété sphérique projective X et L un fibré
ample G-linéarisé en droites sur X , un polytope, appelé polytope moment de L. Ces
polytopes avaient déjà été décrits par Brion [4]. Plus récemment Cupit-Foutou, Pezzini
et Van Steirtegheim [9] terminent cette classification dans le cas général. En particulier
ils donnent des conditions pour qu’un polytope de ΞQ soit un polytope moment. On re-
démontera par une autre méthode cette classification dans le cas des compactifications
sphériques de G lorsque ce dernier est un groupe simple. En particulier Ξ s’identifie
5au réseau X  T , et si on note
A  

ν1

νs
α
1
1

α
1
n

et B  

b1

bs
0

0

où A et B sont respectivement des matrices de taille  sndim T  et  sn1 avecsα1i y1&i&n l’ensemble des coracines simples, νi des éléments de la chambre négative
écrits en lignes dans une base fixée deX  T Q et bi des rationnels. On a alors le théorème
Théorème (A). Si Q   sw " X  T Q ¶ Aw & By est un polytope de dimension maximale,
alors il existe une compactification sphérique projective X de G et un diviseur ample D de X
tels que Q est le polytope moment de D.
Et réciproquement tout polytope moment s’écrit sous cette forme.
Un point important de ce dictionnaire est le point suivant. Si  X,L est une G-
variété sphérique projective polarisée et Q son polytope moment, alors on a une inclu-
sion rG- orbites fermées de Xx0 rsommets de Qx.
Si X est torique ou horosphérique c’est alors une bijection. Cependant dans le cas
plus global des variétés sphériques, ce n’est en général pas surjectif. Un sommet dans
l’image de cette application sera dit admissible. Il n’est en général pas simple de déter-
miner si un sommet d’un polytope moment est admissible. On donnera des conditions
nécessaires et suffisantes sur l’admissiblité d’un sommet, toujours dans le cas des com-
pactifications sphériques de G.
Un des avantages des polytopes moments par rapport aux éventails est que l’on voit
plus facilement les courbes sur la variété. Ainsi si on a un morphisme φ  X   Y entre
deux G-variétés sphériques projectives de même espace homogène, alors on peut tra-
duire ce morphisme en une application entre des polytopes moments deX et Y et ainsi
regarder les courbes contractées par φ.
Dans son article de 1993 [4], Brion montre que le programme des modèles mini-
maux, tel qu’exposé ci dessus, fonctionne. En particulier, les variétés sphériques sont
toutes rationelles, et ont donc comme dimension de Kodaira  et le programme se
termine toujours par un fibration de Mori. Le but de cette thèse est de traduire ce pro-
gramme des modèles minimaux et d’exprimer comment il se comporte en utilisant les
polytopes moments. Un des avantages de cette traduction sur les polytopes moments
est que les polytopes sont des objets plus facilement manipulables par informatique
et plus visuels. En effet les polytopes sont des objets classiques, tandis que les éven-
tails sont beaucoup moins fréquents dans la littérature mathématique. C’est également
plus manipulable puisqu’on donne en fin de thèse un programme informatique qui
nous renvoit les polytopes moments des variétés apparaissant dans le programme des
modèles minimaux.
Ce travail a déjà été fait dans les cas des variétés horosphériques par Pasquier en 2013
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[22]. On utilisera la même trame que son article. On se limitera aux cas des compac-
tications sphériques d’un groupe algébrique connexe et réductif. On donne le schéma
du MMP via les polytopes dans la figure suivante. On crée une famille de polytopesrQlxl"0, avec
Q
l
  sξ " ΞQ ¶ Aξ ' B  lCy
où A est une matrice de taille n  dim Ξ, B et C des matrices colones n  1 telles que
Q   Q
0 est un polytope moment d’un G-plongement sphérique noté XQ0 . On note H
l’ensemble des polytopes moments de tels plongements, et on dit que deux polytopes
P1 et P2 de ΞQ sont équivalents, noté P1  P2 s’ils définissent le même plongement. En
fin de cette thèse on démontrera le théorème suivant :
Théorème (B). Soit X un G©G-plongement projectif Q-factoriel, et D un diviseur ample de
X . Alors il existe des rationnels 0 $ 1 $ $ n tels que la sous-famille rQ,Q1 ,, Qnx de
la famille à 1 paramètre ci-dessus décrive le programme des modèles minimaux (en le sens de la
figure ci-dessous).
On fait aussi la conjecture que la famille des compactifications sphériques de groupes
est fermée pour ce programme des modèles minimaux, plus précisément :
Conjecture. Soit X un G©G-plongement projectif Q-factoriel et D un diviseur ample de X .
Alors les polytopes apparaissant dans le théorème ci-dessus sont des polytopes moments de
G¬©G¬-plongements.
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On détaille un peu plus le plan suivi dans cette thèse. Dans le premier chapitre on
rappelle les définitions et propriétés générales des variétés sphériques. En particulier
on donnera la construction d’un polytope associé à un diviseur ample. Une section
sera dédiée aux courbes dans les variétés sphériques. Puis pour terminer ce chapitre
on donnera la définition des compactifications sphériques d’un groupe algébrique li-
néaire connexe et réductif.
Le chapitre 2 est entièrement dédié aux polytopes moments de telles compactifications
projectives. En particulier on définira la notion d’admissibilité pour les faces d’un po-
lytope, et on donnera des conditions pour qu’une face soit admissible ou non. Dans
la section suivante on énoncera plus rigoureusement le théorème (A) et on en don-
nera deux preuves : une générale utilisant la classification de Cupit-Foutou, Pezzini
et Van Steirtegheim [9] et une seconde différente lorsque le groupe G est semi-simple.
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Cette dernière est similaire à la preuve de Cupit-Foutou, Pezzini et Van Steirtegheim
dans [9, Part 7] mais obtenue indépendamment. On traduira ensuite les morphismes
entre compactifications sphériques projectives d’un même groupe G en termes de po-
lytopes moments. Enfin on terminera ce chapitre par décrire le cône des cycles effectifs
(appelé aussi cône de Mori) d’une compactification projective via un de ses polytopes
moments.
Le chapitre 3 est un résumé de la construction de deux familles de polytopes à un pa-
ramètres introduites par Pasquier [22]. On crée une relation d’équivalence pour une
certaine famille de polytopes de Qn indexée par un paramètre et trouve la forme des
classes d’équivalence.
Le quatrième et dernier chapitre est consacré au théorème (B). En particulier on re-
garde les classes d’équivalence d’une famille de polytopes moments et on montre que
les représentants vérifient ce théorème : pour chaque étape on décrit les contractions
associées et on montre que cela se termine par une fibration de Mori. On illustre en-
suite ce théorème par des exemples avec les groupes SL3 et SL4.
En annexe est mis le code calculant à partir d’un G©G-plongement, où G est simple,
et d’un diviseur ample les polytopes du théorème (B). Les différentes fonctions écrites
seront commentées afin d’expliquer comment cela s’articule.
II
Rappels variétés sphériques
2.1 Notations
On noteraG un groupe algébrique linéaire réductif et connexe surC. On choisira un
sous groupe de BorelB et un tore maximal T tels que T L B L G. On note S l’ensemble
des racines simples du triplet  G,B, T , voir [2] pour les notations classiques, et S1
l’ensemble des coracines simples. L’ensemble X  T  sera le réseau des caractères de T .
Dans l’espace vectoriel X  T Q   X  T  i Q, on a un produit scalaire invariant par le
groupe de Weyl, noté   ,  . On a alors un produit de dualité  ,   entre X  T Q et son
dual algébrique X  T 1Q via la forme de Killing :
α, β1   2 α, β β, β .
C’est une forme bilinéaire qui n’est pas forcément symétrique. On appelle matrice
de Cartan la matrice associée à cette forme bilinéaire. Ces résultats sont compatibles
avec la structure de Z-module, c’est à dire si α et β sont dans le réseau X  T  alors les
nombres  α, β et α, β1 sont entiers.
La chambre dominante X  T Q est le cône convexe des caractères positifs sur toutes les
coracines. Autrement dit X  T Q   
α1"S1
sχ " X  T Q ¶ χ, α1 ' 0y.
Un mur de la chambre dominante est l’intersection deX  T Q avec un hyperplan r , α1  
0x pour α une racine simple. De la même manière on appellera chambre négative l’en-
semble

α"S
sλ " X  T 1Q ¶ α, λ & 0y.
C’est un cône convexe de X  T 1Q.
Si Ω est un sous ensemble de X  T Q, on notera :
Ωé   rχ " X  T Q ¶  χ, λ   0 ¾λ " Ωx
l’orthogonal de Ω via le produit scalaire.
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Si λ est un poids dominant de G, on notera V  λ le G-module irréductible de plus
haut poids λ. Dans cet espace vectoriel, il y a une unique droite stable sous l’action de
B. Le sous groupe de Borel y agit par multiplication via le caractère λ, c’est à dire pour
tout x élément de cette droite, pour tout b " B, b   x   λ bx. On dit que les éléments
de la droite sont semi-stables sous l’action de B.
CommeG est réductif, alors toutG-module de dimension finie (plus généralement tout
G-module rationnel) se décompose en somme directe de modules irréductibles comme
ci-dessus. On dit que la représentation est sans multiplicité si chaque V  λ n’apparait
au plus qu’une fois.
Si R est un sous ensemble de S, on notera ρR la demi somme des racines positives
du sous-système de racines engendré par R. Pour α une racine simple on note sα l’éle-
ment du groupe de Weyl du triplet  G,B, T  qui est la symétrie associée à α. Pour un
élément σ combinaison linéaire de racines simples, on note supp σ le sous-ensemble
des racines simples apparaissant dans σ. On dit que le type de supp σ est le type du
système de racines engendré par supp σ.
Si C est une partie non vide d’un espace euclidien E, on note
C
1
  rx " E ¶ ¾v " C, v, x ' 0x.
Si C est un cône de E, alors on appelle C1 son cône dual.
Soit C un cône convexe d’un espace euclidienE. On dit que C est saillant s’il ne contient
aucune droite et polyhédral s’il est l’enveloppe convexe d’un nombre fini de demi-
droites. Si de plus les directions de ces demi-droites sont linéairement indépendantes
alors on dit que le cône C est simplicial. L’intérieur relatif de C, noté intrel C est l’inté-
rieur du cône C vu dans l’espace vectoriel engendré par C.
Dans toute la suite, une variété signifiera une variété algébrique sur C. Si G est un
groupe algébrique, une G-variété X est une variété munie d’une action algébrique
ρ  G X   X,
c’est à dire l’application ρ est à la fois une action de groupes et un morphisme de va-
riétés.
Les deux prochaines sections sont tirées des notes de Michel Brion [5].
2.2 Variétés sphériques
Définition 2.1. Une G-variété irréductible est dite sphérique si elle est normale et le
sous groupe de Borel B a une orbite ouverte dans X .
Une G-variété sphérique ne possède également qu’un nombre fini de B-orbites. La
G-orbite ouverte est isomorphe à un espace homogène G©H , qui est lui même sphé-
rique en tant que G-variété.
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Définition 2.2. Soient X une G-variété et q  L   X un fibré en droites sur X .Une
G-linéarisation de L est une action de G dans l’espace total de L, telle que q est G-
équivariante et que G opère linéairement dans les fibres de L.
Pour tout fibré en droites L sur uneG-variété normaleX , il existe un entier positif n
tel que le fibré Lin admet une G-linéarisation. Si de plus l’algèbre CG est factorielle,
alors on peut prendre n   1 [15, Proposition 2.4, page 67].
Proposition 2.1. Soit X une G-variété normale, les assertions suivantes sont équivalentes :
1. X est sphérique.
2. Toute G-variété birationnelle à X est composée d’un nombre fini de G-orbites.
3. Pour tout fibré en droites G-linéarisé L, le G-module H0 X,L des sections globales est
sans multiplicité.
Le corps des fonctions C X d’une G-variété sphérique X est muni d’une action de
G, et elle est sans multiplicité. En effet si χ est un caractère de B, f et g deux fonctions
de C X telles que B agit sur f et g via le caractère χ alors f
g
est aussi une fonction
rationnelle et ¾b " B, b   f
g
 
b f
b.g
 
χ bf
χ bg
 
f
g
. Donc B fixe f
g
. Comme B a une orbite
ouverte dans X , on en déduit que f
g
est une constante.
Définition 2.3. Soit G©H un espace homogène. Un plongement de G©H est un couple X, x où X est une G-variété et x " X tel que G.x est ouverte dans X et StabG x   H .
Deux plongements  X, x et  X ¬, x¬ d’un espace homogène G©H sont isomorphes s’il
existe un isomorphisme G-équivariant de X dans X ¬ qui envoie x sur x¬.
On remarque que si  X, x est un plongement d’un espace homogène G©H , alors la
variété X est sphérique si et seulement si G©H est sphérique.
Soit G©H un espace homogène sphérique. On note X  G©H le réseau des poids χ
de B tel qu’il existe fχ " C G©H non nulle sur laquelle B agit via le poids χ, c’est
à dire ¾b " B, b.f   χ bf . Cette fonction fχ est unique, à un scalaire près. On pose
X  G©H1   HomZ X  G©H,Z.
On noteraX  G©HQ etX  G©H1Q lesQ-espaces vectorielsX  G©HiZQ etX  G©H1iZ
Q.
Définition 2.4. Soit G©H un espace homogène sphérique.
1. Les couleurs de G©H sont les diviseurs premiers B-stable de G©H . L’ensemble
des couleurs sera noté D G©H.
2. Une valuation ν de G©H est une application
ν  C G©H   Q
vérifiant les conditions suivantes :
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(a) ν f1  f2 ' min ν f1, ν f2 dés que f1, f2 et f1  f2 sont dans C G©H.
(b) ν f1f2   ν f1  ν f2 pour f1 et f2 dans C G©H
(c) ν¶C   0
L’ensemble des valuations G-invariantes de C G©H est un cône noté V G©H,
appelé le cône des valuations de G©H . S’il n’y a pas d’ambiguité on le notera
simplement V . On a une application injective ρ  V   X  G©H1Q définie par
ρ ν χ   ν fχ, ¾ν " V , ¾χ " X  G©H.
3. Toute couleur D de l’espace homogène sphérique G©H définit une valuation B-
invariante de C G©H et un point de X  C G©H1Q (via le même procédé que
l’application ρ) que l’on note ρ D. De plus, ρ D est entier : il est dans le réseau
X  G©H1.
Remarquons que deux couleurs d’un espace homogèneG©H peuvent avoir la même
image dans X  G©H1.
Le rang du réseau X  G©H est appelé le rang de G©H .
Lorsqu’il n’y a pas de confusion possible on abrégera D G©H par D.
Définition 2.5. L’ensemble Σ G©H des racines sphériques est l’ensemble minimal des
éléments primitifs de X  G©H tel que
V G©H   sρ " X  G©H1Q ¶ ρ, σ ' 0, ¾σ " Σ G©Hy .
En particulier V G©H   Σ G©H1. Si on fixe G, on note ΣG l’union des en-
sembles des racines sphériques de toutes les G-variétés sphériques. C’est un ensemble
fini, et de plus tout σ " ΣG s’écrit comme somme positive de racines simples. Ces ra-
cines simples ainsi que leur support sont classifiés, voir par exemple [9, Section 3.2,
Table 1].
On va maintenant introduire les éventails coloriés qui nous permettront de classi-
fier les plongements d’un espace homogène sphérique.
Définition 2.6. Soit G©H un espace homogène sphérique.
1. Un cône colorié est un couple  C,F où C L X  G©H1Q et F L D vérifient les
conditions suivantes :
C1: C est un cône convexe engendré par ρ F et par un nombre fini d’éléments
de V .
C2: L’intérieur relatif de C rencontre V .
Les couleurs sont les éléments de F . Un cône colorié est saillant s’il vérifie :
SC: C est saillant et ρ F ne contient pas l’origine.
2. Une face d’un cône colorié  C,F est un couple  C ¬,F ¬, où C ¬ est une face du cône
C, l’intérieur relatif de C ¬ rencontre V et F ¬   F = ρ1 C ¬.
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3. Un éventail colorié est un ensemble fini F de cône coloriés vérifiant les conditions
suivantes
F1: Toute face d’un cône colorié de F appartient à F.
F2: Pour tout ν " V il existe au plus un cône colorié  C,F " F tel que ν est dans
l’intérieur relatif de C.
Un éventail colorié est saillant s’il est formé de cônes coloriés saillants. Cela re-
vient à dire que  r0x,o " F.
Soit  X, x un plongement d’un espace homogène sphérique G©H ne possédant
qu’une unique G-orbite fermée, notons la Y . On dit que  X, x est un plongement
simple. On note VX l’ensemble des diviseurs premiers de X qui sont stables par G.
En identifiant un tel diviseur à la valuation normalisée de C X   C G©H qui lui est
associée, on considère VX comme un sous ensemble fini de V .
De même, on note DX l’ensemble des diviseurs premiers de G©H qui sont stables par
B et dont l’adhérence dans X contient l’orbite fermée Y .
À ce plongement sphérique  X, x on associe le cône colorié  CX ,DX où CX est le cône
engendré par ρ VX et ρ DX.
On a alors le théorème suivant :
Théorème 2.2 (Classification des plongements simples). Soit G©H un espace homogène
sphérique. Alors l’application  X, x (  CX ,DX définit une bijection des classes d’isomor-
phisme des plongements simples de  G©H sur les cônes coloriés saillants.
Prenons maintenant un plongement sphérique  X, x d’un espace homogène G©H .
Soit Y une G-orbite de X et on pose XY,G   rw " X ¶ Y L G   wx. Alors  XY,G, x
est un plongement simple de G©H et on peut lui associer son cône colorié  CX,Y ,DX,Y 
correspondant.
On pose
F X   r CX,Y ,DX,Y  ¶ Y une G-orbite dans Xx
L’ensemble F X est un éventail colorié et on a le théorème :
Théorème 2.3 (Classification des plongements). Soit G©H un espace homogène sphérique.
Alors l’application  X, x ( F X est une bijection de l’ensemble des classes d’isomorphisme
des plongements sur l’ensemble des éventails coloriés saillants.
Exemple 2.4. 1. Ces deux théorème généralisent la classification des variétés toriques par
les éventails. Prenons G    C2 et H   r1x, on a V   X  G©HQ  Z2. Il n’y a pas de
couleurs, et alors dans ce cas tout cône polyedral de X  G©HQ est un cône colorié.
La figure 2.1 correspond à l’éventail, formé d’un unique cône maximal, de la variété to-
rique C2. C’est bien un plongement simple : l’unique G-orbite fermée est l’origine.
La figure 2.2 correspond quant à elle à l’éventail de la variété torique P2, formé de trois
cônes maximaux. Il y a trois G-orbites fermés : ce sont les points 1  0  0, 0  1  0 et0  0  1.
On prendra garde au fait que les cônes maximaux d’un éventail ne sont pas forcément de
dimension maximale. En effet G lui même en temps que variété est une variété torique, et
son éventail est le cône ne contenant que l’origine.
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FIGURE 2.1 – Éventail de C2
0
FIGURE 2.2 – Éventail de P2
2. On pose maintenant G   SL2C

SL2C
 et H   SL2C
 plongé diagonalement
dans G. L’espace homogène G©H est sphérique, et son réseau s’identifie à Z2 (voir la
proposition 2.21). Il n’y a qu’une couleur, dont l’image est la co-racine α1 et le cône des
valuations est le demi plan où α est négative : V   rx " X  G©H1Q¶α, x & 0x. On
FIGURE 2.3 – Cône des valuations de G©H
α
1
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donne trois éventails différents dans la figure 2.4. La couleur est noté par le symbole , et
si elle est coloriée (c’est à dire si elle est dans un cône colorié) alors on la note par i. Une
couleur n’est pas forcément coloriée.
FIGURE 2.4 – Trois éventails coloriés pour G©H

α
1
i
α
1
i
α
1
Intéressons nous maintenant aux morphismes entre plongements sphériques. Soit
H
¬ un sous-groupe de G contenant H . Le quotient G  G©H ¬ se factorise par
ϕ  G©H   G©H ¬.
On a donc un morphisme injectif
ϕ

 X  G©H ¬  X  G©H
ainsi qu’un morphisme surjectif
ϕ  X  G©H1   X  G©H ¬1.
L’application ϕ envoie V G©H sur V G©H ¬.
On note Dϕ l’ensemble des D " D G©H tels que ϕ D   G©H ¬. Alors ϕ D "
D G©H ¬ pour tout D " D G©H¯Dϕ.
Définition 2.7. On garde les notations précédentes.
1. Soient  C,F et  C ¬,F ¬ des cônes coloriés pour G©H et G©H ¬ respectivement.
Alors  C,F domine  C ¬,F ¬ si ϕ  C L C ¬ et ϕ F¯Dϕ L F ¬.
2. Soient F et F¬ des éventails coloriés pour G©H et G©H ¬ respectivement. Alors F
domine F¬ si tout élément de F domine un élément de F¬.
3. Le support d’un éventail colorié F est l’ensemble Supp F   V = 
 C,F"F
C
Remarque 2.5. Une variété sphérique X est complète si et seulement si le support de son
éventail est égal au cône des valuations.
On a alors les caractérisations sur les morphismes entre plongements d’espaces ho-
mogènes sphériques :
Théorème 2.6. Soit  X, x et  X ¬, x¬ deux plongements d’espaces homogènes sphériques
G©H et G©H ¬ respectivement. Alors le morphisme ϕ  G©H   G©H ¬ s’étend en un mor-
phisme ϕ  X   X ¬ si et seulement si F X domine F X ¬.
De plus le morphisme ϕ  X   X ¬ est propre si et seulement Supp F X   ϕ1 Supp F X ¬
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2.3 Diviseurs et polytopes moments
2.3.1 Définitions et exemples
On se fixe un espace homogène sphérique G©H et un plongement  X, x de G©H .
Alors tout diviseur de Weil de X est linéairement équivalent à une combinaison à co-
efficients entiers
=
ν"VX
nνXν  =
D"D
nDD.
On note DX l’ensemble des couleurs D " D telles qu’il existe une G-orbite Y dans X
avec D " DX,Y .
Proposition 2.7. Soit δ   <
ν"VX
nνXν  <
D"D
nDD, alors le diviseur δ est de Cartier si et
seulement si pour toute G-orbite Y dans X , il existe χδ,Y " X  G©H tel que ν, χδ,Y   
nν , ¾ν " VX,Y , et ρ νD, χδ,Y    nD, ¾D " DX,Y .
Avec les notations de la proposition ci-dessus on considère χδ,Y comme une forme
linéaire sur X  G©H1Q, et on note lδ,Y sa restriction au cône CX,Y . On note lδ la fonction
linéaire par morceaux associée au diviseur δ via lδ,Z¶CX,Y   lδ,Y dès que Z est une G-
orbite contenue dans l’adhérence de Y .
On dit que lδ est convexe si lδ,Y ' lδ,Z¶Y pour toute G-orbite Y et toute G-orbite fermée
Z, ie lδ ' lδ,Z sur CX,Z . Si de plus lδ % lδ,Z sur CX¯CX,Z alors on dit que lδ est strictement
convexe.
Théorème 2.8. Soit  X, x un plongement complet de l’espace homogèneG©H et δ un diviseur
de Cartier B-stable sur X comme ci-dessus. Alors δ est engendré par ses sections globales
(respectivement ample) si et seulement si les deux conditions suivantes sont respectées.
1. La fonction lδ est convexe (respectivement strictement convexe).
2. Pour toute G-orbite Z et pour toute couleur D " D¯DX,Z , ρ νD, lδ,Z & nD (respec-
tivement $ nD).
On voudrait étudier le diviseur canonique d’une variété sphérique. Pour cela on a
besoin de classifier les couleurs.
Pour α " S on note Pα L G le sous-groupe parabolique minimal contenant B associé à
la racine α et on définit
D α   rD " D ¶ Pα  D j Dx
Comme les couleurs ne sont pas stables sous l’action de G, pour toute couleur il existe
au minimum une racine simple α tel que la couleur n’est pas stable sous l’action de Pα,
d’où D   
α"S
D α.
On note Sp   rα " S ¶ D α   ox.
Définition 2.8. Soit D une couleur, avec α une racine simple telle que D " D α. On
dit que D est de type a si α " Σ G©H, de type 2a si α " 12Σ G©H, et de type b sinon.
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Le type de la couleur ne dépend pas du choix de la racine simple α telle que D "
D α. De plus ¶D α¶ & 2 avec égalité si et seulement si α " Σ G©H.
Théorème 2.9. Soit X une variété sphérique d’espace homogène G©H . Comme X est normale
elle admet un diviseur canonique noté KX . On peut calculer explicitement les coefficients de
KX :
KX    =
ν"VX
Xν  =
D"D
aDD
avec :
aD  
1
22ρS  2ρSp , α1   1 pour D de type a ou 2a,
aD   2ρS  2ρSp , α1 ' 2 pour D de type b,
pour une certaine racine α telle que D " D α.
Soit δ   <
ν"VX
nνXν  <
D"D
nDD un diviseur ample d’un plongement sphérique  X, x
d’un espace homogène G©H . On peut lui associer un polytopezQδ de X  G©HQ via
zQδ   rχ " X  G©HQ ¶ χ, ν ' nν et χ, ρ D ' nD, ¾ν " VX , ¾D " Dx
Définition 2.9. Avec les notations ci-dessus, le polytope moment du diviseur ample δ,
noté Qδ est
Qδ  zQδ  piδ,
où piδ est le poids de la section canonique du diviseur δ.
Définition 2.10. Soit Q un polytope de X  G©HQ. On dit que Q est un G©H-polytope
s’il existe un plongement sphériqueX deG©H et un diviseurQ-Cartier ample δ tel que
Q soit le polytope moment de δ.
Une des difficultés est de savoir quels polytopes sont des G©H-polytopes.
Exemple 2.10. 1. Dans le cas G   B   T et H   r1x des variétés toriques, tout polytope
de dimension maximale de X  G©HQ   X  T Q est un T -polytope.
2. Soient G   SO5  SO5 et H   SO5 plongé dans G diagonalement. Alors le réseau
X  G©H s’identifie àX  T  où T est un tore maximal deG (voir Proposition 2.21). Alors
un polytope P L X  T Q est un G©H-polytope si et seulement s’il vérifie les conditions
suivantes :
(a) le polytope P est contenu dans la chambre dominante;
(b) il existe une boule ouverte B centrée en 0 telle que B = X  T Q L P ;
(c) des deux points précédents on en déduit qu’il y a un unique sommet sα non nul de
P sur le mur  α1á. De même il existe un unique sommet sβ non nul de P sur le
mur  β1á. Alors pour tout élément x " P on a
x  sβ, α1 & 0 et x  sα, β1 & 0.
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Par exemple parmi les polytopes de X  T  suivants, les bleus ne sont pas des G©H-
polytopes tandis que les rouges en sont.
α2
α1 $1
$2
α2
α1 $1
$2
α2
α1 $1
$2
α2
α1 $1
$2
α2
α1 $1
$2
α2
α1 $1
$2
A partir du polytope QD on peut retrouver l’éventail FX du plongement  X, x via
la proposition suivante.
Proposition 2.11. L’éventail FX est l’ensemble des cônes de la forme Cône QD  xF 1, avec
F une face de QD et xF un point intérieur à F , dont l’intérieur relatif rencontre le cône des
valuations.
De plus les points entiers du polytope moment QD se retrouvent dans l’espace des sections
globales de D :
Γ X,D   -
χ"QD=X  G©H
Vχ.
Définition 2.11. On dit qu’une face F du polytope moment QD est admissible si elle
correspond à un cône de l’éventail FX via la proposition précédente.
Exemple 2.12. On reprend les G©H-polytopes de l’Exemple 2.10. Les points admissibles sont
entourés, de la forme j. Dans toute la suite, on notera de la même façon les points admissibles.
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α2
α1 $1
$2
j
α2
α1 $1
$2
j
j
Remarquons que les relations entre points et arêtes admissibles ne sont pas claires.
Par exemple :
a En prenant G   GL2  GL2 et H   GL2 plongé diagonalement dans G on peut
obtenir le polytope suivant. Les arêtes a et b sont admissibles mais c ne l’est pas.
On observe alors qu’une arête définie par deux sommets admissibles n’est pas
forcément elle même admissible.
α
j j
j
a b
c
a On reprend un polytope de l’exemple 2.10, où l’arête b est admissible tandis que
l’arête a ne l’est pas. Ainsi on voit qu’une arête définie par deux sommets dont
seulement l’un est admissible peut être ou non admissible.
α2
α1 $1
$2
j
a
b
2.3.2 Classification
Cette partie est une retranscription de la classification des G-variétés sphériques
polarisées dûe à [9] de façon purement combinatoire. Cependant il est nécessaire d’in-
troduire les objets et de poser quelques définitions avant d’énoncer le Théorème 2.13
qui est le résultat important.
Dans toute la suite on se fixe un triplet  Σ,Ξ, Q où :
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  Σ L ΣG (voir la Définition 2.5);
  Ξ est un sous-réseau de X  T ;
  Q L X  T Q est un polytope convexe tel que Q  w est de dimension maximale
dans ΞQ, pour un w " Q.
Définition 2.12. Soient A L S et σ " ΣG une racine sphérique. On dit que le couple A, σ vérifie l’axiome de Luna si on a :
  rα " supp σ ¶ α á σ et σ  α n’est pas une racinex L A L rα " S ¶ α á σx si
supp σ est de type F4;
  rα " supp σ ¶ α á σx L A L rα " S ¶ α á σx si supp σ est de type Bn ou Cn;
ou n’importe laquelle des deux conditions ci-dessus si supp σ n’est pas de type F4, Bn
ou Cn (et dans ce cas les conditions sont équivalentes).
Définition 2.13. Un élément σ " Σ est dit compatible pour Ξ s’il satisfait les propriétés
suivantes :
1. l’élement σ est un élément primitif de Ξ;
2. le couple  Ξé = S, σ satisfait l’axiome de Luna;
3. si σ   α  β ou σ   12 α  β pour α et β des racines simples avec α á β alorsα1, λ   β1, λ pour tout λ " Ξ;
4. si σ   2α pour α " S alors α1, λ " 2Z pour tout λ " Ξ.
Définition 2.14. L’ensemble Σ est dit Q-compatible pour le couple  Ξ, Q si pour tout
σ " Σ on a :
1. σ est compatible pour Ξ;
2. le couple  S =Qé, σ satisfait l’axiome de Luna;
3. Si σ Ł S et une facette F de Q satisfait ρF , σ % 0 alors il existe α " S¯Qé telle
que α1, F    0;
4. Si σ " S alors il existe une facette F de Q telle que
(a) ρF , σ   1;
(b) Si F ¬ est une facette de Q telle que ρF ¬ , σ % 0, alors HF ¬   HF ou HF ¬  
sσ HF .
Si α " S est Q-compatible pour le couple  Ξ, Q alors on note A α un ensemble
abstrait de deux éléments Dα et D

α et on définit l’application ρ  A α   HomZ Ξ, Q
par ρ Dα   ρF et ρ Dα   α1¶Ξ  ρF , où F est une facette de Q comme dans le point
4. de la définition précédente.
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Définition 2.15. L’ensemble Σ est dit Q-admissible pour le couple  Ξ, Q s’l vérifie les
propriétés suivantes :
1. Σ est Q-compatible pour le couple  Ξ, Q;
2. ¾α " Σ = S, ¾D " A α, ¾σ " Σ¯rαx on a ρ D, σ & 1 avec égalité si et
seulement si σ " S et s’il existe D¬ " A σ avec ρ D¬   ρ D.
Théorème 2.13. [9] Les propositions suivantes sont équivalentes.
1. L’ensemble Σ est Q-admissible pour le couple  Ξ, Q.
2. Il existe une G-variété sphérique polarisée X telle que X  X   Ξ, Σ X   Σ et nQ est
un polytope moment de X (pour un certain n entier).
2.4 Courbes
2.4.1 Rappels généraux
Soit X une variété normale, on note Div X (respectivement Z1 X) le groupe abé-
lien formé des diviseurs de Cartier (respectivement des cycles de dimension 1) de X .
Pour tout cycle irréductible C " Z1 X et tout D " Div X, on note  D   C le degré
de D sur C. On a ainsi une forme bilinéaire sur Div X  Z1 X.
On note N1 X le quotient de Div X par l’orthogonal de Z1 X et on l’appelle le
groupe des classes d’équivalence numérique des diviseurs de Cartier.
De même, on note N1 X le quotient de Z1 X par l’orthogonal de Div X et on l’ap-
pelle le groupe des classes d’équivalence numérique des 1-cycles.
Les groupes abéliens N1 X et N1 X sont en dualité. Lorsque X est complète, ces
groupes sont libres de rang fini.
On note NE X le cône convexe engendré par les classes des 1-cycles effectifs dans
l’espace vectoriel N1 XQ   N1 XiZQ et NE X sa fermeture topologique. NE X
est appelé le cône des courbes de X , ou cône de Mori de X . Pour tout morphisme
propre f  X   Y , on note NE f le sous-cône de NE X engendré par les classes
des 1-cycles effectifs contractés par f . Si Y est projective alors NE f est une face du
cône NE X.
2.4.2 Courbes des variétés sphériques
Dans le cas général où X est une variété projective lisse sur C, le théorème du cône
de Mori décrit la partie de NE X où la classe du canonique est négatif :
Théorème 2.14 (Théorème du cône de Mori). [16, Theorem 1.24, page 22] Soit X une
variété projective lisse.
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• Il existe une famille dénombrable de courbes  Cii"I telle que  KX   Ci $ 0 pour tout
i " I et
NE X   NE XKX'0 =
i"I
RCi.
• Les rayons RCi sont extrémaux et peuvent être contractés.
Dans le cas où X est une G-variété sphérique complète on a des résultats beau-
coup plus forts. Les cônes NE X et NE X sont égaux puisqu’ils sont polyédraux et
engendrés par des classes de courbes rationnelles. De plus tous les rayons extrémaux
peuvent être contractés. On rappelle ces résultats dans cette section. Tous ces résultats
sont dûs à Brion [4].
Définition 2.16. Soit µ un mur de FX , c’est à dire il existe deux cônes maximaux µ et
µ de FX tels que µ   µ=µ. On choisit le vecteur primitif χµ de X  G©H nul sur µ et
positif sur µ. Pour tout diviseur de Cartier δ de X , la différence lδ¶µ  lδ¶µ est nulle
donc est un multiple de χµ. On définit ainsi une forme linéaire Cµ sur N
1 X par:
δ   Cµ   lδ¶µ  lδ¶µ ©χµ.
Soient Y une orbite fermée et D " D¯DX,Y . On définit une forme linéaire CD,Y sur
N
1 X telle que pour tout δ   <
ν"VX
nνXν  <
D"D
nDD diviseur de Cartier de X, on ait :
δ   CD,Y   nD  lδ,Y , ρ D.
On a alors le théorème suivant :
Théorème 2.15. [4, page 384]
(i) L’espaceN1 XQ est engendré par les classes des Cµ etCD,Y pour µ un mur de l’éventail,
Y une orbite fermée et D " D¯DX,Y .
(ii) Le cône NE X est engendré par les classes Cµ et CD,Y .
(iii) Dans le quotient N1 X de N1 X par le sous-groupe engendré par les Cµ, l’image CD,Y
ne dépend pas de l’orbite fermée Y telle que D Ł DX,Y . De plus CD,Y est nulle pour tout
D " DX
(iv) La famille  CD,Y D"D¯DX est une base de N1 XQ et elle engendre l’image de NE X.
On peut trouver une courbe qui est un représentant "agréable" de la classe Cµ :
Proposition 2.16. Soient X une G-variété sphérique projective, Y et Z deux orbites fermées,
alors les deux conditions suivantes sont équivalentes :
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1. Il existe une courbe CY,Z stable par le sous groupe de Borel B, telle que B a deux points
fixes dans la normalisée|CY,Z , rencontrant Y et Z.
2. Les cônes CX,Y = V et CX,Z = V sont de part et d’autre d’un mur µ.
Alors la courbe CY,Z est unique, isomorphe à P
1 et sa classe dans N1 X est Cµ.
Proposition 2.17. Dans une G-variété sphérique projective, tout courbe irréductible et stable
par B est isomorphe à P1.
2.4.3 Contractions associées à une face du cône des courbes
Le but de cette section est de définir les contractions associées à une face du cône
NE X qui seront des outils pour la géométrie birationnelle. On commence avec un
lemme, puis le théorème introduisant les contractions.
Lemme 2.18. Soient X et X ¬ deux G-variétés sphériques, avec un G-morphisme propre f 
X   X
¬. Soit δ un diviseur de Cartier de X .
(i) Si δ ' 0 sur NE f alors δ est engendré par sections relativement à f .
(ii) Si δ % 0 sur NE f¯r0x alors δ est ample relativement à f.
Théorème 2.19. [4, page 382] Soit X une G-variété sphérique projective. Soit F une face du
cône NE X. Alors les assertions suivantes sont vraies.
1. Il existe une unique G-variété sphérique XF et un unique G-morphisme contF  X  
XF tels que  contF OX   OXF et que F   NE contF .
2. La face F engendre le noyau de  contF   N1 XQ   N1 XF Q. De plus, le groupe
N
1 XF Q s’identifie à l’orthogonal de F dans N1 XQ.
3. ToutG-morphisme f  X   X ¬, tel queX ¬ est projective et que F L NE f, se factorise
par contF .
On appelle contF la contraction de la face F . Tout morphisme propre et à fibres
connexes entre desG-variétés sphériques projectives est une composée de contractions
d’arêtes. On remarque aussi que toute contraction d’une arête du cône NE X ne peut
s’écrire comme composée non triviale de deux G-morphismes à fibres connexes.
On maîtrise mieux les contractions associées aux couleurs : soit R une arête de
NE X ne contenant aucun Cµ. Soit FX ¬ l’éventail colorié de la variété X ¬ associée à
la contraction contR. Soient Y une orbite fermée de X , et une couleur D " D¯DX,Y
telles que CD,Y engendre R.
Proposition 2.20. 1. Les cônes coloriés maximaux de FX ¬ sont
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V cône CX,Y , ρ D,DX,Y < rDx;
V les cône CX,Z , ρ D,DX,Z < rDx où Z est une orbite fermée telle que ρ D soit
dans l’espace vectoriel engendré par une face commune à CX,Y et à CX,Z ;
V les  CX,Z ,DX,Z sinon.
2. L’application contR est birationnelle si et seulement si ρ D Ł CX,Y .
3. On suppose que ρ D Ł CX,Y , et que pour tout mur µ de CX,Y = V le point ρ D
n’est pas dans l’hyperplan engendré par µ. Alors l’ensemble exceptionnel A de contR est
contenu dans XY et de plus contR A est une orbite de G.
2.5 Compactifications sphériques d’un groupe algébrique
connexe réductif
Dans cette section on va s’intéresser aux compactifications sphériques d’un groupe
algébrique connexe et réductif.
Soient G un groupe algébrique connexe réductif, T un tore maximal de G, B un
sous groupe de Borel de G contenant T et B le sous groupe de Borel de G tel que
B = B

  T ,c’est à dire B est le conjugué de B par l’élément ω0 de plus grande
longueur du groupe de Weyl de G. On note
G   G G, T   T  T, et B   B B.
Remarquons que G est aussi un groupe algébrique connexe réductif et que B et T sont
respectivement un sous groupe de Borel et un tore maximal du groupe G.
Dans toute la suite on appellera G©G-plongement tout plongement sphérique de l’es-
pace homogène G©G où G est plongé dans G G diagonalement.
Rappelons que dans le cas général, pour uneG-variété sphériqueX ,C X n’est pas
un G-module rationnel mais pour tout poids λ " X  T , l’espace vectoriel C X Bλ  rf " C X ¶ ¾b " B, b   f   λ bfx est au plus de dimension 1.
Proposition 2.21. Le sous-réseau X  G©G L X  T est formé des poids de la forme  λ,λ
où λ " X  T .
Démonstration. Voir [5, Exemple 3, page 33].
Remarque 2.22. Pour simplifier on identifieraX  G©G avec le réseauX  T  des caractères du
tore T . On fera cependant attention lorsqu’on utilisera le produit de dualité : pour tous couples λ1,λ1,  λ2,λ2 " X  G©G on a  λ1,λ1,  λ2,λ2   2λ1, λ2 où le second crochet
est le produit de dualité de X  T .
Proposition 2.23. Le cône des valuations V s’identifie à la chambre négative de Weyl dans
X  T 1Q.
2.5. Compactifications sphériques d’un groupe algébrique connexe réductif 25
Démonstration. Voir [5, Exemple, page 42].
Corollaire 2.1. L’ensemble Σ G©G des racines sphériques de G©G est l’ensemble
r α,α ¶ α " Sx.
Et le support d’une racine sphérique σ " Σ G©G est donc de type A1  A1.
Proposition 2.24. L’image des couleurs de G©G dans X  T 1Q sont les coracines simples α1.
Démonstration. On utilise la décomposition de Bruhat :
G©G  G   #
w"W
BwB

.
Les fermés irréductibles de codimension 1 B-stable sont exactement les clôtures des
BsαB
, avec α une racine simple et sα la réflexion par rapport à l’hyperplan associé à
la racine α. On pose
Dα   BsαB

Chaque Dα a une équation dans CG  G, vecteur propre de B de poids  $α,$α,
avec$α le poids fondamental associé à α. On en déduit que l’image deDα dans X  T 1Q
est la coracine α1 [5, Exemple 2, page 32].
Dans le cas de l’espace homogène sphérique G©G, l’ensemble des images des cou-
leurs et l’ensemble des racines sphériques sont égaux. C’est un cas particulier des va-
riétés sphériques et ce n’est généralement pas le cas !

III
Polytopes moments des
G©G-plongements
Dans cette partie, toutes les variétés considérés seront des G©G-plongements pro-
jectifs.
On note rαixi"I0 l’ensemble des racines simples du triplet  G,B, T . On appelle M le
réseau X  G©G et N   HomZ M,Z son dual. On note MQ   M i Q et NQ   N i Q
les Q-espaces vectoriels associés aux réseaux M et N .
On rappelle que si X est une variété sphérique et D   <
ν"VX
nνXν  <
α"S
nαDα un Q-
diviseur de Cartier, stable sous l’action du Borel et ample de X , on note
zQD   rχ "MQ ¶ χ, ν ' nν et χ, ρ D ' nD ¾ν " VX , ¾D " Dx
Le polytope moment QD de D est alors donné par
QD   zQD  piD,
où piD est le poids de la section canonique du diviseur D. Si aucune confusion n’est
possible, on notera Q pour le polytope moment.
3.1 Faces admissibles
Revenons maintenant avec un G©G-plongement projectif, D un Q-diviseur de Car-
tier, stable sous l’action de B, ample et QD le polytope moment associé à D.
Remarque 3.1. Tous les sommets de QD qui ne sont pas sur un mur de la chambre dominante
sont admissibles.
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Proposition 3.2. Soit x un sommet, différent de 0, de QD. On écrit
x  
l

i 1
Fi =
j"J
Fα1j ,
avec Fi une facette de direction orthogonale à un νi " VX , J L I0, Fα1j une facette correspondant
à l’intersection avec le mur  α1j á et l et k maximaux.
Le cône dual du cône convexe engendré parQDx est le cône convexe engendré par les  νi1&i&l
et les  α1j j"J .
Démonstration. Le polytope Q étant convexe, on a :
Cône Q  x1   ry " NQ ¶ s  x, y ' 0 pour tout sommet s de Qx.
Soient j " J et s un sommet deQD. Comme x et α
1
j sont orthogonaux, on a sx, α1j   s, α1j  ' 0 car s est dans la chambre dominante.
Soient i " r1, . . . , lx et s un sommet de QD. Comme x " Fi on a x, νi   nνi  piD, νi
et s, νi ' nνi  piD, νi car s " QD où piD est le poids de la section canonique du
diviseur D. D’où s  x, νi ' 0.
Finalement on a Cône rνix1&i'l, rα1j xj"J L Cône QD  x1.
Pour la réciproque on montre que le cône dual de Cône rνix1&i'l, rα1j xi"J est contenu
dans le cône engendré par QD  x. Décrivons tout d’abord un peu plus ce cône dual :
Cône rνix1&i'l, rα1j xj"J1   rω "MQ ¶ ω, νi ' 0 et ω, α1j  ' 0x.
Soit ω " Cône rνix1&i'l, rα1j xi"J1. Alors ω " Cône QD  x
 ¿λ % 0 tel que λω  x " QD
 ¿λ % 0 tel que v ¾ν " VX , λω  x, ν ' nν  piD, ν
¾α " S, λω  x, α1 ' nα  piD, α1
 ¿λ % 0 tel que
~
¾ν " VX¯rν1, . . . , νlx, λω, ν ' nν  piD, ν  x, ν  1
¾i " r1, . . . , lx, λω, νi ' 0  2
¾j " I0¯J, λω, α1j  ' nαj  piD, α1j   x, α1j   3
¾j " J, λω, α1j  ' 0  4
Comme ω " rv "MQ ¶ v, νi ' 0 et v, α1ij ' 0x les inégalités 2) et 4) sont respectées.
Pour l’inégalité  1, soit ν " VX différent des ν1, . . . , νl, alors x, ν   x˜  piD, ν  x˜, ν piD, ν, où x˜   x piD est le sommet de Q˜D correspondant au sommet x. Ainsix˜, ν % nν et donc finalement on obtient que nν  piD, ν  x, ν est strictement
négatif.
En procédant de la même façon pour l’inégalité  3 on montre que pour j " I0¯J ,
nαj  piD, α1j   x, α1j  est strictement négatif.
Il suffit donc de prendre λ suffisement petit, et les inégalités sont vérifiées.
Soit x un sommet non nul de QD comme dans la proposition précédente. On vient
de montrer que le cône dual du cône convexe engendré par QD  x est le cône convexe
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engendré par les  νi1&i&l et les  α1j j"J . On réordonne les α1j . On considère les parti-
tions J1 < . . . < Jr de J respectant
¾ t, t¬ " r1, . . . , rx, ¾ j, j ¬ " Jt  Jt¬ , j j j ¬  α1j , α1j ¬   0 (A)
et on prend la partition avec r maximal pour cette propriété.
Remarque 3.3. Cette partition maximale revient exactement à déterminer les parties irréduc-
tibles du système de racines engendré par la famille  αjj"J .
Sous ce réarrangement on a la proposition suivante
Proposition 3.4. Il y a équivalence entre :
1. le sommet x n’est pas admissible;
2. ¿t " r1, . . . , rx, ¾j " Jt, ¾i " r1, . . . , lx,  νi, α1j    0.
Lemme 3.5. Soit M une matrice réelle carrée inversible indécomposable telle que :
ami,i   2;
ami,j & 0 si i j j;
ami,j   0 mj,i   0.
Alors M1 est composée de nombres strictement positifs et det Mi,i j 0 où Mi,i est la matrice
M à laquelle on a retiré la i-ième ligne et la i-ième colonne.
Démonstration. On utilise le [13, Theorem 4.3, page 42] :
Mv ' 0 v % 0 ou v   0.
Supposons queM1 ait un élément négatif ou nul sur sa i-ième colonne, alors en posant
v    0,, 0, 1, 0,, 0 avec l’unique 1 à la i-ième place on a M1v non strictement
positif et non nul et pourtant MM1v   v ' 0. Donc M1 est strictement positive.
De plus, det Mi,i est le coefficient de 1detMM1 en  i, i.
Remarque 3.6. La matrice de Cartan d’un système de racines vérifie les trois hypothèses du
lemme 3.5. De plus, si le système est irréductible alors sa matrice de Cartan est indécomposable.
Démonstration de la proposition 3.4 . Notons C le cône engendré par les  νi1&i&l et les α1j j"J . Le sommet x est admissible si et seulement si l’intérieur relatif de C rencontre
le cône des valuations. Un élément v de l’intérieur du cône C s’écrit
v  
l
=
i 1
biνi =
j"J
cjα
1
j avec bi, cj % 0.
De plus, on sait que v " V si et seulement si ¾α " S, v, α & 0.
Notons M la matrice de Cartan du groupe G. Le système d’inéquations s’écrit alors
D MC & 0,
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avec D  

<li 1 biνi, α11 

<li 1 biνi, α1n
 et C  

c1

cn
 le vecteur des coefficients des α
1 dans v (c’est à
dire si j Ł J, cj   0).
Remarquons que D est négatif, et donc le but est de contrôler MC. Les termes positifs
dans MC apparaissent uniquement sur des lignes j " J , c’est à dire les lignes j telles
que α1i " C. En effet, pour α et β deux racines simples α, β1 est strictement positif si
et seulement si α   β. On peut donc se ramener à ces équations et le système devient
donc
D˜  M˜C˜ & 0,
avec D˜, C˜ et M˜ les matrices D, C et M desquelles on a gardé uniquement les lignes
(et colonnes pour M ) j " J .
Supposons qu’il existe t " r1,, rx tel que
¾j " Jt, ν1, α1j    ν2, α1j    . . .   νl, α1j    0
Alors en particulier pour vérifier les inéquations il faut vérifier les lignes j " Jt. Le sys-
tème pour ces lignes est de la forme ˜˜M ˜˜C & 0, où comme précédemment les matrices
˜˜M et ˜˜C ne sont composées que des lignes (et colonnes pour ˜˜M ) de M˜ et C˜. Remarquons
que ˜˜M vérifie encore les conditions du lemme 1. En effet la matrice ˜˜M est juste la ma-
trice de Cartan associée au sous-système de racines engendré par les racines simples α1j j"Jt , et par (A) ce système est irréductible et donc ˜˜M est indécomposable. Mais
cela implique que   ˜˜M1 ˜˜M ˜˜C   ˜˜C & 0 car   ˜˜M1 est strictement positive. Donc la seule
solution est ˜˜C   0 ce qu’on ne veut pas.
Pour la réciproque supposons que ¾1 & t & r, ¿j " Jt, ¿i " r1, . . . , lx tels queνi, α1j  j 0. Similairement, il suffit de montrer que pour chaque bloc on peut trouver
une solution au système. On se restreint donc à un bloc de racines.
On pose ˜˜C     ˜˜M1 ˜˜D. Comme les coefficients de   ˜˜M1 sont strictement positifs
et que  ˜˜D est positif non nul par l’hypothèse faite alors ˜˜C ' 0 non nul et il vérifie
˜˜D  ˜˜M ˜˜C   0
Exemple 3.7. On pose G   Spin10 qui est de type D5. Sa matrice de Cartan est
M  

2 1 0 0 0
1 2 1 0 0
0 1 2 1 1
0 0 1 2 0
0 0 1 0 2

.
Le cône des valuations est engendré par les éléments suivants :
ν1   α
1
1  α
1
2  α
1
3 
1
2α
1
4 
1
2α
1
5 ,
ν2   α
1
1  2α
1
2  2α
1
3  α
1
4  α
1
5 ,
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ν3   α
1
1  2α
1
2  3α
1
3 
3
2α
1
4 
3
2α
1
5 ,
ν4   
1
2α
1
1  α
1
2 
3
2α
1
3 
5
4α
1
4 
3
2α
1
5 ,
ν5   
1
2α
1
1  α
1
2 
3
2α
1
3 
3
4α
1
4 
5
2α
1
5 .
Supposons que QD possède deux sommets x et y s’écrivant
x   Fν1 = Fν2 = Fα11 = Fα13 = Fα15 et y   Fν1 = Fν4 = Fα11 = Fα13 = Fα15 .
Pour x le réarrangement des racines est rα11 x et rα13 , α15 x. Alors le sommet x n’est pas admis-
sible car ν1 et ν2 sont tout deux orthogonaux aux coracines α
1
3 et α
1
5 .
De même le réarrangement des racines pour y est rα11 , α12 x et rα14 x. Alors le sommet y est
admissible car ν4, α12  j 0 et ν1, α14  j 0.
3.2 Description des polytopes moments
On définit une relation d’équivalence sur les polytopes de MQ:
Définition 3.1. Soient Q et Q¬ deux polytopes de MQ. On pose
Q  
i"I
H

i et Q
¬
 
j"J
H

j ,
avec I et J minimaux, Ha des demi-espaces et Ha les hyperplans correspondant à ces
demi-espaces. On note également Ha les directions des hyperplans Ha.
Alors Q et Q¬ sont équivalents si les deux conditions suivantes sont respectées :
1. Il existe une application ϕ  I   J telle que
(a) ϕ est bijective,
(b) le demi-espace Hi est un translaté de H

ϕ i.
En particulier pour tout i " I on a Hi   Hϕ i.
2. Soit I ¬ L I , une face Q = 
i¬"I ¬
Hi¬ est admissible de dimension d si et seulement si
Q
¬
= 
i¬"I ¬
Hϕ i¬ est également une face admissible de dimension d.
Dit autrement si Q est défini par n hyperplans, alors Q¬ est défini par n hyperplans
et chacun d’entre eux est parallèle à un hyperplan définissant Q. De plus, les faces
admissibles de chaque polytope doivent se correspondre.
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Exemple 3.8. Dans la figure suivante, on regarde des polytopes de R2. Par simplicité, on ne
regardera que l’admissibilité des sommets. Les trois polytopes rouges ne sont pas équivalents au
polype bleu. En effet pour les deux premiers il n’existe pas de bijection entre les demiplans et
pour le troisième les points admissibles ne correspondent pas. Les trois polytopes verts sont en
revanche équivalents au bleu. On remarque que deux polytopes équivalents peuvent avoir des
tailles très différentes.
0
0
0
0
00
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
Proposition 3.9. Soient Q et Q¬ deux polytopes moments de MQ, alors
Q  Q
¬
 Q et Q¬ définissent le même G©G-plongement.
Démonstration. On garde les notations de la définition 3.1, et notons XQ, XQ¬ ,FQ et FQ¬
les G©G-plongements et éventails associés aux polytopes Q et Q¬. On rappelle la Pro-
position 2.11 :
FQ   rCône Q  xF 1 ¶ F est une face admissible de Qx,
où xF est un élément de l’intérieur relatif de F .
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Supposons que les polytopes Q et Q¬ sont équivalents. Soit F   Q 
i"I ¬
H

i une face
admissible, alors F ¬   Q¬ 
i"I ¬
H

ϕ i est également une face admissible. Si on note Hi le
demi-espace Hi translaté en zéro (en d’autres termes, Hi est le demi-espace d’hyper-
plan Hi et de "même coté" que Hi ) alors on a
Cône Q  xF   
i"I ¬
Hi .
Mais commeQ  Q¬ on aHi   Hϕ i pour tout i " I donc en particulier Cône QxF   
Cône Q¬  xF ¬ et finalement on a égalité entre les éventails.
Pour la réciproque, supposons que lesG©G-plongementsXQ etXQ¬ sont isomorphes.
On note Q   
i"I
H

i   rx " MQ ¶ Ax ' Bx et de la même façon Q¬   
i"J
H

J   rx "
MQ ¶ A¬x ' B ¬x. Les matrices A et A¬ sont composées des coracines simples et les valua-
tions associées aux diviseurs des variétés XQ et XQ¬ . Quitte à permuter les lignes de A
¬
on peut supposer que A   A¬. On pose l le nombre de lignes de A et ϕI  I   r1,, lx,
ϕJ  J   r1,, lx les bijections telles que
Fi   Q =Hi   rX "MQ ¶ AϕI iX   BϕI i et AX ' Bx,
et
F
¬
j   Q =H
¬
j   rX "MQ ¶ A¬ϕJ  jX   B ¬ϕJ  j et A¬X ' B ¬x,
pour tout i " I et j " J .
On pose ϕ   ϕ1J ` ϕI qui est une bijection entre I et J . Alors pour tout i dans I le
demi-espace Hi est un translaté de H

ϕ i et donc Hi   Hϕ i.
Le point 2) découle directement du fait que les éventails FQ et FQ¬ sont égaux et que la
dimension de la face Q = 
i"I ¬
Hi est la codimension du cône associé à cette face.
On souhaite caractériser tous les polytopes moments possibles. Soit
Q   rω "MQ ¶ Aω ' Bx
un polytope de dimension maximale avec A "Md,dim MQ Q et B une matrice colonne
rationnelle de d lignes. On suppose A minimale, c’est à dire que ¾i & d, Fi   rω "
MQ ¶ Aiω   Bixrω "MQ ¶ Ajω % Bj ¾j j ix est une facette de Q et que de plus pour
chaque i, Ai corresponde à un vecteur primitif de N .
Il est alors nécessaire que les coracines α1 apparaissent dans A. De plus, les autres
lignes doivent correspondre à des éléments du cône des valuations. On écrit alors
A  

ν1

νn
α
1
1

α
1
l

.
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Remarque 3.10. Si QD   rω "MQ ¶ Aω ' BxpiD est le polytope moment d’unQ-diviseur
D   <
ν"VX
nνXν  <
α"S
nαDα de Cartier et ample, alors l’intersection de QD avec chaque mur
de la chambre dominante est une facette du polytope. En effet, piD   <nνpiXν  <nα$α et
pour toute coracine simple α1 et tout G-diviseur Xν on a α1, piXν   0 car le caractère piXν
est défini sur G.
Ainsi
QD   rω "MQ ¶ Aω ' B˜x
où
B˜   B 

ν1, piD
νn, piDα11 , piD
α1l , piD

 

nν1  ν1, piD

nν1n  νn, piD
0

0

.
On vient de montrer qu’on peut toujours se ramener à un diviseur dont les coefficients des
couleurs sont nuls. Et dans le cas où G est semi-simple, alors pour un tel diviseur le polytope
pseudo-moment Q˜D et le polytope moment QD sont les mêmes, c’est à dire on peut choisir un
diviseur dont le poids de la section canonique est nul.
De plus comme on a supposé A minimale, alors QD =  α1á est une facette du polytope.
Théorème 3.11. Soit Q   rω " MQ ¶ Aω ' Bx avec A et B comme ci dessus. Si Q est
de dimension dim MQ alors il existe un G©G-plongement projectif X et un Q-diviseur de
Cartier D sur X , ample et stable sous l’action du sous-groupe de Borel tel que Q   QD.
On va montrer cette proposition avec le Théorème 2.13.
On rappelle que les racines sphériques dans notre cas forment l’ensemble Σ   r α,α ¶ α "
Sx. Pour les preuves suivantes, on ne fait pas l’identification M   X  T  mais on tra-
vaille avec le sous-réseau M   r λ,λ ¶ λ est un poids de Gx de X  T.
Lemme 3.12. Tous les σ " Σ sont compatibles pour le réseau M .
Démonstration. Notons σ    α,α et vérifions les quatre points.
1. La racines sphérique  α,α est bien un élément primitif de M .
2. L’ensembleMé   r λ, λ¬ " X  TQ ¶   λ, λ¬,m   0, ¾m "Mx ne rencontre pas
S. En effet soit  β, 0 ou  0,β une racine simple, alors il existe  m,m " M
tel que  β,m j 0. Ainsi Mé = S   o. Comme supp σ   r α, 0,  0,αx est de
type A1  A1, il suffit de montrer que rβ " supp σ ¶ β á σx   o pour montrer
que le couple  Mé = S, σ vérifie l’axiome de Luna. Mais cette égalité est triviale.
3. La seule décomposition de σ est σ    α, 0   0,α. Soit  m,m " M , alors α1, 0,  m,m   α1,m    0,α1,  m,m, où le membre du milieu est
le produit de dualité de X  T .
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4. L’élément σ n’est pas le double d’une racine simple, donc ce point est automati-
quement vérifié.
Lemme 3.13. L’ensemble Σ est Q-compatible pour le couple  M,Q.
Démonstration. Soit σ    α,α " Σ. On vérifie les quatre points.
1. D’après le Lemme 3.12 σ est compatible pour le réseau M .
2. Comme Q est de dimension maximale dans M , on a l’égalité Qé   Mé. Ainsi la
démonstration que le couple  Qé=S, σ satisfait l’axiome de Luna est exactement
la même que dans le Lemme 3.12.
3. La racine sphérique σ n’est pas une racine simple. Soit F une facette deQ vérifiantρF , σ % 0. Le vecteur ρF est soit un élément du cône des valuations, soit l’image
d’une couleur. Mais comme V   Σ1, ρF est forcément l’image d’une couleur,
donc ρF    β1,β1 pour une certaine racine simple β. L’inégalité ρF , σ % 0
nous dit que ρF    α1,α1.
Ainsi F   Q= rx "MQ ¶ ρF , x   0x. Donc en particulier, on a  α1, 0, F    0 et α, 0 " S¯Qé.
4. La racine sphérique σ n’est jamais une racine simple, donc le point 4 est vérifié.
Lemme 3.14. L’ensemble Σ est Q-admissible pour le couple  M,Q.
Démonstration. Les deux points sont vérifiés grace au Lemme 3.13 et au fait que Σ = S
est vide.
Démonstration du Théorème 3.11. Le résultat est immédiat avec le Théorème 2.13 et le
Lemme 3.14.
Démonstration du Théorème 3.11 dans le cas où G est semi-simple. Si le groupe G est semi-
simple, on donne une preuve plus "constructible".
Q est de dimension maximale et comme νi " V alors on a forcément b1,, bn & 0.
On va construire un éventail F dont les cônes maximaux seront les Cône Q  sI1
rencontrant l’intérieur de V avec I L I0   r1,, n  lx tel que sI   FI   
i"I
Fi est un
sommet de Q.
Remarquons déjà que pour deux sommets sI et sI ¬ différents, l’intersection Cône Q 
sI1 = Cône Q  sI ¬1 est une face commune des deux cônes. On a l’égalité
Cône Q  sI1   sx " X  T 1Q ¶ ¾sJ sommet de Q, sJ  sI , x ' 0y
 
J
M

J,I
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où J est un sous-ensemble de I0 tels que sJ est un sommet du polytope Q et avec
M

J,I   sx " X  T 1Q ¶ sJ  sI , x ' 0y le demi-espace d’hyperplan l’orthogonal à
sJ  sI .
On a alors
Cône Q  sI1 = Cône Q  sI ¬1   
sJ
MJ,I =MJ,I ¬
  
J
JjI
JjI
¬
MJ,I =MJ,I ¬ =MI ¬,I =MI,I ¬
  
J
JjI
JjI
¬
MJ,I =MJ,I ¬ =MI ¬,I .
Ce dernier est inclu dans la face du Cône Q  sI1 définie par l’hyperplan MI ¬,I .
Réciproquement, soit w " Cône Q sI1=MI ¬,I  
J
M

JI =MI ¬,I . Montrons que w est
dans l’intersection des deux cônes. Soit J L I0 définissant un sommet sJ de Q. Alors
sJ  sI ¬ , w   sJ  sI ¬ , w  sI ¬  sI , w   sJ  sI , w ' 0,
d’où w "MJ,I ¬ et donc w est bien dans l’intersection des deux cônes.
Il reste maintenant à montrer que l’éventail recouvre tout le cône des valuations.
Soit ν " V . Pour tout I L I0 définissant un sommet sI de Q on pose SI comme étant
l’ensemble des sommets sJ de Q tels que sJ  sI , ν $ 0. Supposons que pour tout
sommet sI de Q on a SI j o, c’est à dire ν n’appartient à aucun cône maximal. Alors
on construit une chaîne en itérant le procédé suivant à partir d’un sommet sI1 .
Puisque SI1 est non vide donc on peut trouver sI2 " SI1 . On remplace ensuite SI1 par
SI2 . On définit ainsi une chaîne
I1   I2   I3   I4  
Le nombre de sommets de Q est fini donc la chaîne n’a d’autre choix que de boucler,
par exemple
I1   I2    Im   I1
avec m % 2 car si il y a au moins deux sommets de Q et si sI2 " SI1 alors sI1 Ł SI2 .
On calcule alors
sI1  sIm , ν    sI1  sI2   sI2  sI3   sIm1  sIm, ν
  sI1  sI2 , ν  sI2  sI3 , ν  sIm1  sIm , ν.
Tous les termes de la dernière somme sont strictement positifs, donc sI1  sIm , ν % 0
ce qui est une contradiction avec sI1 " SIm .
On vient de montrer qu’il existe un cône maximal contenant ν. Il ne reste plus qu’a
montrer que l’intérieur relatif d’un de ces cônes rencontre le cône des valuations. Si ν
est à l’intérieur relatif de V il n’y a rien à faire. On va donc supposer que ν est sur un
bord de V . On peut construire une suite de points
 xnn"N telle que ¾i " N, xi est dans l’intérieur relatif de V et lim
n 
xn   ν.
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Quitte à extraire une sous-suite on peut supposer qu’à partir d’un certain rang tous les
xn sont dans un même cône maximal rencontrant l’intérieur relatif du cône des valua-
tions puisque xn est dans l’intérieur relatif de V . De plus, ce cône maximal est fermé
donc ν appartient également à ce cône.
On vient de construire un éventail F, et on a donc une variété sphérique. Remar-
quons que la variété à exactement n diviseurs premiers G-stable, notés X1,, Xn dont
les valuations correspondent respectivement à ν1,, νn.
On pose δ  
n
<
i 1
biXi. Si δ est un diviseur ample (ou Q-ample) alors on aura bien que
Q est le polytope moment associé à δ. Montrons donc que δ est Q-ample. Soit sI un
sommet de Q admissible. Alors Cône Q  sI est un cône maximal de l’éventail F cor-
respondant à une orbite fermée ZI . Sur ce cône on définit la fonction linéaire lδ,ZI   sI .
Remarquons que pour tout νi " VX,ZI , νi est une arête du cône maximal et en particu-
lier lδ,ZI νi  sI , νi   bi. De même pour tout α1j " DX,ZI , lδ,ZI α1j    sI , α1j    0.
On pose lδ la fonction linéaire par morceau définie sur le support de F via lδ¶Cône QsI  
lδ,ZI . La fonction linéaire par morceaux lδ est bien définie. De plus, elle est associée
au diviseur δ, est strictement convexe et cela montre que δ est bien un diviseur Q-
ample.
On rappelle que NQ est le réseau dual de MQ.
Remarque 3.15. Remarquons que pour tout v " NQ il existe une face F de Q et xF dans
l’intérieur relatif de F tels que v " Cône Q  xF 1.
3.3 Morphismes et polytopes moments
On veut traduire le théorème 2.6 en termes de polytopes moments.
Corollaire 3.1. Soient X et X ¬ deux G©G-plongements. On note Q et Q¬ deux polytopes
moments des variétés X et X ¬. Alors il existe un morphisme dominant de X vers X ¬ si et
seulement si pour tout sommet admissible s de Q¬, il existe un sommet admissible s¬ de Q¬ tel
que Cône Q¬  s¬ L Cône Q  s.
Démonstration. Il existe un morphisme de X vers X ¬ si et seulement si pour tout cône
colorié  C,F de l’éventail de X , il existe un cône colorié  C ¬,F ¬ de X ¬ tel que C L C ¬ et
F L F ¬ (Théorème 2.6).
On peut se restreindre aux cônes maximaux. En termes de polytopes, un cône maximal C,F de l’éventail correspond à un sommet admissible s et le cône est alors Cône Q
s1. Ainsi si un morphisme existe, on a bien que pour tout sommet admissible s " Q,
il existe un sommet admissible s¬ " Q¬ tel que Cône Q  s1 L Cône Q¬  s¬1. Pour la
réciproque, il suffit de montrer que pour tous cônes coloriés  C1,F1 et  C2,F2 de NQ,
C1 L C2 F1 L F2. Supposons par l’absurde qu’il existe α1 " F1¯F2. On a α1 " C1 et
C2   Cône ν1, . . . , νn, α1i1 , . . . , α1ik avec α1 j α1ij ¾j " r1, . . . , kx.
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Si la coracine α1 est dans le cône C2 alors on peut écrire
α
1
 
n
=
j 1
λνjνj 
k
=
j 1
λαijα
1
ij , avec λa ' 0,
et ainsi $α, α1   n<
j 1
λνj$α, νjÍÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÑÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÏ
&0

k
<
j 1
λαij $α, α1ijÍÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÑÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÏ
 0
& 0, ce qui est impossible.
Ainsi α1 Ł C2, mais cela est absurde car on a supposé que C1 L C2.
Fait. Soit P un polytope de Qn. Alors pour tout demi-espace affine H délimité par un hyper-
plan H deQn, il existe une unique face F de P et un unique vecteur v " Qn tel que F est défini
par v H ,c’est à dire que F   P =  v H et P L v H.
Soit P ¬ un second polytope de Qn. On suppose P et P ¬ tout deux de dimension n.
À une facette F de P est associé un unique demi-espace HF délimité par un hyperplan
affine HF tel que F   P =HF et P L H

F . En appliquant le fait précédent, il existe donc
un unique vF " Q
n tel que P ¬ = HF soit une face de P
¬ et P ¬ L HF  vF . On note cette
face ψ F . La face ψ F  est éventuellement vide.
Corollaire 3.2. Avec les mêmes notations que ci-dessus, il existe un morphisme dominant deX
vers X ¬ si et seulement si pour tout ensemble de facettes G de Q, 
F"G
F est admissible implique
que 
F"G
ψ F  est admissible.
Démonstration. Soit F   
F"G
F une face de Q et F ¬   
F"G
ψ F  la face de Q¬ correspon-
dante (éventuellement vide). Pour une face F de Q, on note CF le cône associé à la face
(voir la remarque 3.15), de même pour les faces du polytope Q¬. Rappelons que F est
admissible si et seulement si CF est un cône dont l’intérieur relatif rencontre V .
Supposons que l’ensemble rCF ¬¬ ¶F ¬¬ une face de Q¬ telle que CF L CF ¬¬x est non vide.
On montre alors que CF ¬ est le minimum de cet ensemble.
On a
CF L CF ¬  ¾F " G, CF L CF ¬
 ¾F " G, C1F M C1F ¬ .
Soit HF le demi-espace délimité par l’hyperplan HF tel que F   Q = HF et Q L H

F .
Il existe alors un unique vF " MQ tel que ψ F    Q¬ =  HF  vF  et Q¬ L HF  vF . En
particulier C1F   HF xF avec xF un point de l’intérieur relatif de F , et C1ψ F  L HF xF .
Ainsi C1F L C1ψ F  pour toute facette F " G et donc le cône associé à la face F ¬ contient
bien le cône associé à la face F .
Il reste à montrer que tout cône CF ¬¬ contenant le cône CF contient aussi le cône CF ¬ . On
montre que ¾F " G, F ¬¬ est une face de ψ F . Soit F " G. En notant
Q   rX ¶ AX ' Bx et Q¬   rX ¶ A¬X ' B ¬x,
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on a
F   rX ¶ AX ' Bx = rX ¶ Ai0X   Bi0x,
et donc
ψ F    rX ¶ Ai0X   ci0x = rX ¶ A¬X ' B ¬x et Q¬ L rX ¶ AiX ' cix,
avec ci   minrAiX ¶ X " Q¬x.
Pour simplifier les notations, on suppose que CF   Cône A1,, Ak et que CF ¬¬  
Cône A¬1,, A¬k¬¬. L’inclusion CF L CF ¬¬ implique que ¾i " r1,, kx, Ai   k<
j 1
λi,jA
¬
j
avec λi,j ' 0.
Soit X " F ¬¬, c’est à dire A¬JX   B ¬J et A¬X ' B ¬ avec J   r1,, k¬¬x. On veut montrer
que Ai0X   ci0 . Mais on sait que
Ai0X  
k
¬¬
=
j 1
λi0,jA
¬
jX  
k
¬¬
=
j 1
λi0,jB
¬
j ' ci0 .
De plus, on a ci0   minrAiX ¶ X " Q¬x   minr k
¬¬
<
j 1
λi0,jA
¬
jX ¶ X " Q¬x ' k
¬¬
<
j 1
λi0,jB
¬
j . D’où
ci0  
k
¬¬
<
j 1
λi0,jB
¬
j et finalement X " ψ F , en d’autres termes F est une face de ψ F .
S’il existe un morphisme dominant de X vers X ¬ et que la face F est admissible
alors l’ensemble rCF ¬¬ ¶ F ¬¬ une face de Q¬ telle que CF L CF ¬¬x est non vide et CF ¬ est le
cône minimal de cet ensemble. Montrons que la face F ¬ est admissible. On a deux cas :
- dim CF ¬   dim CF alors on a l’inclusion intrel CF L intrel CF ¬ et donc le cône
des valuations rencontre bien l’intérieur relatif du cône CF ¬ , d’où F ¬ est une face
admissible de Q¬.
- dim CF ¬ % dim CF et intrel CF ¬ = CF   o, alors CF est inclu dans une une face
du cône CF ¬ , ce qui est impossible par minimalité de ce dernier. Donc l’intérieur
relatif de CF ¬ rencontre bien V
Pour la réciproque, le travail fait précédemment dans cette preuve montre que
l’éventail de X domine celui de X ¬ et donc qu’il existe bien un morphisme dominant
de X vers X ¬.
3.4 Description des courbes via les polytopes moments
On peut également traduire la définition 2.16 en termes de polytopes :
Proposition 3.16. En gardant les notations de 2.16 :
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1. En notant lµ l’arête de Qδ correspondante au mur µ on a que Cµ   δ est la longueur
intégrale de l’arête lµ. En d’autres termes Cµ   δ la longueur de lµ divisée par la longueur
de l’élément primitif dans la direction de lµ.
2. En notant sY le sommet de Qδ associé à l’orbite Y on a CDα,Y   δ   sY , α1.
Démonstration. Le premier point résulte uniquement du dictionnaire entre polytopes
moments et éventails.
Pour le second point sY , α1   piδ  ysY , α1   piδ, α1  ysY , α1. De plus lδ,Y   ysY
et nDα   piδ, α1 d’où le résultat.
Dans la suite, si µ est un mur de l’éventail colorié et l l’arête correspondante à ce
mur, on notera Cl ou Cµ la courbe correspondante. Similairement, si x est un sommet
admissible n’étant pas sur le mur α on notera Cα,x la courbe CDα1 ,Y , où Y est l’orbite
fermée correspondant au sommet x.
Exemple 3.17. 1. Les exemples suivants sont des polytopes moments de compactifications
de G   SL3. On note  α1á le mur associé à la racine simple α.
0
00
x1
x3
x2
 α13 á
 α11 á
 α12 á
Ici on a 3 courbes liées aux arêtes : Cx1,x2, Cx2,x3 et Cx1,x3 ainsi que 8 courbes liées
aux couleurs : Cα2,x1 , Cα3,x1 , Cα1,x2 , Cα2,x2 , Cα3,x2 , Cα1,x3 , Cα2,x3 et Cα3,x3 .
0x
 α11 á
 α12 á  α13 á
Ici on a seulement deux courbes, liées aux couleurs : Cα2,x et Cα3,x.
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0
x
Il n’y a qu’une seule courbe : Cα3,x.
2. On regarde maintenant des polytopes moments de compactifications de GL2.
α
 α1á
j
j
x1
x2
Ici on a 3 courbes : Cx1,x2, Cα,x1 et Cα,x2 .
α
 α1á
j
j
j
x1
x2
x3
Il y a une courbe liée à la couleur : Cα,x3 , et seulement deux courbes liées aux arêtes :
Cx2,x3 et Cx1,x3. En effet, l’arête x1, x2 n’est pas admissible.

IV
Familles de polytopes à un paramètre
Toute cette partie est un résumé de la construction de [22].
4.1 Une première famille
Soient n et m deux entiers positifs. Soient trois matrices A,B et C respectivement
dans Mmn Q,Mm1 Q et Mm1 Q. On définit une famille de polyèdres indexée par
un paramètre rationnel  via:
P

  rx " Qn ¶ Ax ' B  Cx.
On suppose dans toute la suite qu’il existe x " Qn non nul satisfaisant Ax ' 0, ce qui
implique que tous les P  sont des polytopes (éventuellement vides).
Soit I0   r1, . . . ,mx. Pour I L I0 et pour toute matrice M on note MI la matrice
formée des lignes i " I de M .
Soit  " Q, on note Hi l’hyperplan affine rx " Qn ¶ Aix   Bi  Cix. Pour tout I L I0 on
note F I la face de P
 définie par
F

I   
i"I
Hi = P .
Pour toute face F  de P  il existe un unique sous ensemble maximal I L I0 tel que
F

  F

I .
Soit I L I0. On définit Ω0I,I0 comme l’ensemble des  " Q tels que F

I n’est pas vide
et Ω1I,I0 comme l’ensemble des  " Q tels que, si I
¬
L I0 satisfait F

I   F

I ¬ alors I
¬
L I .
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On noteK0 le sous ensemble de I0 contenant tous les indices i tels que Ai   0. On se
fixe un sous ensemble K tel que K0 L K L I0 et on définit ΩmaxK,I0   Ω
1
o,I0 = 
i"I0¯K
Ω1i,I0.
Remarquons que  " ΩmaxK,I0 si F

i est une facette pour i " I0¯K et dimP    n.
Définition 4.1. Soit  et η tous deux dans ΩmaxK,I0 . On dit que les polytopes P
 et P η sont
équivalents si pour tout I L I0 on est dans un des trois cas suivants :
1.  et η appartiennent à Ω1I,I0 .
2.  et η appartiennent à Q¯Ω0I,I0 .
3.  et η appartiennent à Ω0I,I0¯Ω1I,I0 .
Théorème 4.1. Avec les notations précédents, on a le résultat suivant.
1. Si ΩmaxK,I0 n’est pas vide, alors il existe un entier k et α0 $ . . . $ αk dans Q < rx,
tels que les classes d’équivalences de la famille  P "ΩmaxK,I0 correspondent aux intervalles
ouverts αi, αi1 pour 0 & i & k  1 et les singletons rαix pour tout 1 & i & k  1. En
particulier, ΩmaxK,I0  α0, αk.
2. Supposons que αk " Q.
Si αk " Ω1o,I0 , il existe I1 L I0 contenant K tel que P
αk   P
αk
I1
  rx " Qn ¶ AI1x '
BI1  αkCI1x et αk " ΩmaxK,I1 défini pour la famille  P I1"Q.
Si αk Ł Ω1o,I0 , il existe des sous ensemble J1 et I1 de I0 tels que J1 = I1   o, P
αk  
P
αk
I1,J1
  rx " 
j"J1
Hαkj ¶ AI1x ' BI1  αkCI1x et αk est dans ΩmaxI1=K,I1 défini pour
la famille  P I1,J1"Q.
Si α0 " Q on a le même type de résultat.
4.2 Une seconde famille
On veut appliquer le théorème précédent à une famille de polytopes  zQ"Q construite
à partir de la famille  P "Q.
Définition 4.2. On reprend les notations du Théorème 4.1. Soit K L I0 contenant K0.
Supposons que 0 " ΩmaxK,I0 . Pour tout  " Q

= ΩmaxK,I0 on posezQ   P
. Supposons que
ΩmaxK,I0 ait une borne supérieure 1.
Si 1 " Ωmaxo,I0 alors soit I1 comme dans le Théorème 4.1. On définit alorszQ   P

I1 pour
tout  " 1,=ΩmaxK,I1 .
Si 1 Ł Ωmaxo,I0 on stoppe la construction et on posezQ   o pour tout  $ 1.
En itérant la construction, on obtient une famille  zQ"Q de polytopes.
On dit que zQ est équivalent à zQη dans la famille  zQ"Q s’ils sont définis dans la
même étape de construction ci-dessus, c’est à dire ils correspondent à P I et P
η
I , pour 
et η tous deux dans ΩmaxK,I pour un certain I L I0, et si P

I et P
η
I sont équivalents au sens
de la définition 4.1.
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Corollaire 4.1. Supposons que zQ0 et zQ sont équivalents pour un certain  % 0. Alors il
existe des entiers non nuls k, j0, . . . , jk, des nombres rationnels αi,j pour i " r0, . . . , kx et
j " r0, . . . , jix et αk,jk1 " Q < rx ordonnés de la façon suivante, avec la convention
αi,ji1   αi1,0 pour tout i " r0, . . . , k  1x :
1. α0,0   0;
2. pour tout i " r0, . . . , kx, et pour tout j $ j ¬ dans r0, . . . , ji  1x on a αi,j $ αi,j ¬ .
Et tels que les classes d’équivalences de la famille  zQ"Q sont données par les intervalles :
1. αi,0, αi,1, avec i " r0, . . . , kx.
2. αi,j, αi,j1, avec i " r0, . . . , kx et j " r0, . . . , ji  1x.
3. rαi,jx avec i " r0, . . . , kx et j " r0, . . . , ji  1x.
4. si αk,jk1 j , rαk,jk1x et αk,jk1,.

VApplication au programme des modèles
minimaux
Soit X un G©G-plongement projectif. On suppose que X est Q-factoriel. On note
VX   rν1, . . . , νnx les valuations associées aux diviseursG-stables. SoitD unQ-diviseur
ample sur X ,
D   =
ν"VX
bνXν =
α"S
bαDα.
Le diviseur anticanonique s’écrit
KX   =
ν"VX
Xν =
α"S
aαDα,
avec aα   2ρS,  α, 0   2 où 2ρS est la somme des racines positives de G.
On pose alors A  

ν1

νn
α
1
1

α
1
l

, yB  

bν1

bνn
bα1

bαl

et yC  

1

1
2

2

des matrices de taille  n  l  l,
 n  l  1 et  n  l  1.
Pour tout  ' 0, on pose :
zQ   rx "MQ ¶ Ax ' yB  yCx.
Pour  suffisamment petit le diviseur D  KX est Q-ample et son polytope moment
est Q  zQ  pi, où pi est le poids de la section canonique du diviseur D  KX .
On peut écrire Q comme :
Q

  rx "MQ ¶ Ax ' B  Cx,
avec B et C des matrices colonnes de tailles  n  l  1.
On a ainsi une famille  Q"Q de polytopes de MQ à un paramètre. En appliquant le
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Corollaire 4.1 on obtient des classes d’équivalences (pour l’équivalence de la Défini-
tion 4.2) de polytopes de la famille  Q"Q . Par le Théorème 3.11 il existe des G©G-
plongements :
1. Xi,j pour tout i " r0, . . . , kx, j " r0, . . . , jix, respectivement associés aux poly-
topes moments Q pour  "αi,j, αi,j1;
2. Yi,j pour tout i " r0, . . . , kx, j " r1, . . . , jix, respectivement associés aux polytopes
moments Qαi,j .
De plus pour  suffisamment grand, B˜C˜ % 0 et doncQ est le polytope vide, puisque
les νi et les co-racines sont de sens opposés. On note 0 le plus petit rationnel positif tel
que dimQ0 $ dimQ. Ce n’est plus un polytope moment d’une compactification sphé-
rique de G, et pour tout  $ 0, Q
 en est un polytope moment.
On a également des morphismes G-équivariants et dominants :
1. φi,j  Xi,j1º Yi,j pour tout i " r0, . . . , kx et j " r1, . . . , jix
2. φi,j  Xi,jº Yi,j pour tout i " r0, . . . , kx et j " r1, . . . , jix
3. φi  Xi,jiº Xi1,0 pour tout i " r0, . . . , k  1x
Le but est d’énoncer, d’expliquer et de prouver le Théorème (B) de l’introduction.
C’est le travail des trois prochaines prochaines sections. Dans la première on s’occupe
des morphismes φi,j, φ

i,j et φi ci-dessus et des courbes qu’ils contractent. Dans la se-
conde on ne regarde que les deux derniers polytopes, et on montre qu’il y a une fi-
bration de Mori. Et enfin dans la troisième on énonce le théorème et sa preuve. On
donne ensuite une proposition et une question, sous forme de conjecture, découlant
directement de cette proposition.
5.1 Description des courbes contractées
Commençons par remarquer qu’une courbeCµ d’une variété sphériqueX est contrac-
tée par un morphisme φ  X º X ¬ si les deux orbites fermées correspondant aux
cônes µ et µ se sont contractées.On considère µ comme l’arête liant les sommets
correspondant à µ et µ. Au niveau des polytopes moments il faut que l’arrête µ se
contracte en un sommet du polytope moment de X ¬.
De la même façon, soient s un sommet admissible de Q et α une racine simple alors la
courbe Cα,s existe si et seulement si s, α1 j 0. Ainsi la courbe Cα,s est contractée par
φ si et seulement si l’image du sommet s par l’application ψ (voir la section 3.3) est sur
le mur  α1á dans le polytope moment de X ¬.
On peut maintenant regarder les courbes contractées par les morphismes de la sec-
tion précédente :
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Proposition 5.1. 1. Pour tout i " r0, . . . , kx et j " r1, . . . , jix, les courbes C contractées
par le morphisme φi,j satisfont KXi,j1   C $ 0. Pour tout i " r0, . . . , k  1x, les courbes
C contractées par le morphisme φi vérifient KXi,ji  C $ 0. Les courbes C contractées par
le morphisme φ vérifient KXk,jk   C $ 0.
2. Pour tout i " r0, . . . , kx et j " r1, . . . , jix, les courbes C contractées par le morphisme
φ

i,j satisfont KXk,jk   C % 0.
3. Pour tout i " r0, . . . , k  1x, le morphisme φi contracte au moins un diviseur G-stable
de Xi,ji .
Démonstration. 1. Soient i " r0, . . . , kx et j " r1, . . . , jix. Soit a, b ou a, b l’inter-
valle correspondant à la classe d’équivalence de la famille de polytope  Q"Q .
Il existe I L r1, . . . , n  lx tel que pour tout  "a, b on a yQ   P I
Soient I1, I2 L I tels que F

I1 et F

I2 sont deux sommets admissibles de Q
 et il
existe J L I avec F J une arête liant les deux sommets. Alors la courbe associée
à l’arête F J , qu’on note CJ , est contractée si et seulement si F
b
J est un sommet
(forcément admissible) de Qb.
Notons D le diviseur ample Q-Cartier associé aux polytopes Qa etzQa et X la va-
riété définie par Qa.
Soient c "a, b et Dc le Q-diviseur ample de Cartier associé aux polytopes Qc et
yQc, alors pour tout  " c, b le Q-diviseur ample de Cartier défini par le couple
de polytopes  Q,zQ est Dc     cKXi,j1 . Mais  Dc     cKXi,ji1   Cµ est
la longueur intégrale de l’arête µ dans Q. Ainsi par continuité, Cµ est contractée
par φi,j si et seulement si  Dc   b  cKXi,j1   Cµ   0. Donc si Cµ est contractée
par φi,j alors KXi,j1   Cµ  
1
cb
D
c
  Cµ $ 0.
On montre de la même façon que si la courbeCα,s est contractée par le morphisme
φi,j alors on a KXi,j1   Cα,s  
1
cb
D
c
  Cα,s $ 0
2. La démonstration est la même que dans le cas ci-dessus. Il faut juste changer le
coefficient 1
cb
par 1
ca
, d’où la positivité.
3. Soient φi  Xi,ji   Xi1,0 le morphisme, a, b (ou a, b) et b, c les intervalles cor-
respondant aux deux classes successives d’équivalences des polytopes  Q"Q .
Soit I L I0 tel que pour tout  "a, b, yQ   P I . On a b Ł ΩmaxK,I par hypothèse et il
existe I ¬ à I contenant K tel que pour tout  " b, c on a yQ   P I ¬ .
Alors ¾ "a, b, ¾i " I¯I ¬, F i est une facette de Q correspondant à un divi-
seur G-stable mais F bi n’est pas une facette de Q
b. Ce dernier diviseur est donc
contracté par le morphisme φi.
Remarque 5.2. On prendra garde au fait que les contractions trouvées ne sont pas forcément
liées à des rayons extrémaux. Cependant si le diviseur D de départ est général on peut espérer
que ce sont bien des contractions de rayons extrémaux, voir la Conjecture 5.7
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5.2 La fibration
On va se concentrer sur la dernière étape : on rappelle que Q0 est le premier poly-
tope baissant de dimension. On a le théorème suivant.
Théorème 5.3. Soient X un G©G-plongement projectif et Q-factoriel, D un Q-diviseur et
ample de X , KX un diviseur anticanonique tels qu’il existe 0 % 0, dim Q0 $ dim QD et
¾ " 0, 0, D  KX est ample.
Alors il existe uneG-variété sphérique projective Y et un morphismeG-équivariant ϕ  X   Y
tels queQ0 est un polytope moment de Y . De plus, le morphisme ϕ ne contracte que des courbes
négatives sur le diviseur canonique.
Démonstration. On note les diviseurs
D   =
ν"VX
bνXν =
α"S
bαDα, KX   =
ν"VX
Xν =
α"S
aαDα,
et
Q

  rx " X  T Q ¶ Ax ' B  Cx.
ETAPE 1 : Q0 est de dimension strictement plus petite que QD. Montrons que
 Q0  ωá   Cône Ai ¶ Aix   0,¾x "  Q0  ω,
où Ai est la i-ieme ligne de A et ω un élément de Q
0 .
On choisit un sommet ω du polytope Q0 et on a alors  Q0  ωá   Cône Q0  ωá.
De plus on a Cône Q0  ω   rx " X  G©GQ ¶ AIx ' 0x, avec I un sous-ensemble
des lignes de A. Mais Cône Q0  ω est un cône saillant. En effet, soit x un élément
de ce cône tel que son opposé x appartient également à Cône Q0  ω. Quitte à
multiplier x par un rationnel suffisament petit, on peut supposer que x " Q0  ω.
Ainsi ω " xω2 , xω2  L Q0 et donc x   0 car ω est un sommet du polytope Q0 . Ainsi
Cône Q0  ω1   Cône Ai ¶ i " I.
Mais le cône Cône Q0 ωá est la partie linéaire de Cône Q0 ω1. Soit l   <
i"I
λiAi "
Cône Q0 ω1. Soit x " Cône Q0 ω, on a alors l x   0 si et seulement si pour tout
i " I , λiAix   0. Et donc l est orthogonale à Cône Q0  ω si et seulement si l est dans
le cône engendré par les Ai, avec i " I telles que Aix   0 pour tout x " Cône Q0  ω.
D’où l’égalité.
ETAPE 2 : En notant C    Q0  ωá et F   rDα ¶ Qα1 est un rayon de Cx alors C,F est un sous-espace colorié de X  G©G1Q. D’après [5, Théorème 3, page 38] il
existe un unique sous-groupe H de G contenant la diagonale ∆G tel que
1. H©∆G est connexe ;
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2.  C,F    Cϕ,Dϕ, où on note ϕ  G©G   G©H l’application canonique, Cϕ le
noyau de ϕ  X  G©G1Q   X  G©H1Q et Dϕ l’ensemble des D " D G©G telles
que ϕ D   G©H .
De plus V G©H   ϕV G©G et D G©H   D G©G¯Dϕ.
ETAPE 3 : On pose
F   sCF   Cône Q0  xF 1 ¶ intrel CF  = V G©H j oy
où xF est un élément dans l’intérieur de F . Le but de cette étape est de montrer que F
est éventail colorié, saillant et complet de X  G©H1Q. On suit les notations de la Défini-
tion 2.6.
Dans la démonstration du Théorème 3.11 dans le cas où G est semi-simple, on a mon-
tré que l’ensemble des cônes associés à un polytope de dimension maximale ne s’in-
tersectent que sur des faces communes. Donc F respecte la condition F2. De plus, on
a aussi montré que si F et F ¬ sont deux faces d’un polytope de dimension maximale
s’intersectant alors CF = CF ¬   CF=F ¬ . Donc toute face d’un cône définie par le polytope
est encore un cône défini avec une face d’un polytope. En se restreignant aux cônes
coloriés, on a bien qu’une face d’un cône de F est encore dans F. Ainsi l’ensemble de
cônes F vérifie la condition F1.
La condition C2 est évidemment vérifiée par F. Il ne reste plus qu’à montrer la condi-
tion C1. Pour cela on remarque que
Q

0  ω   sx "MQ ¶ ¾i, x,Ai ' Bi  0Ci  ω,Aiy
  sx " X  G©HQ ¶ ¾i, x, ϕ Ai ' Bi  0Ci  ω,Aiy .
En effet Q0  ω L X  G©HQ et pout tout élément x " X  G©HQ on a x,Ai  x, ϕ Ai.
Ainsi tout cône de F est engendré, en nombre fini, par des éléments de la forme ϕ Ai
avec Ai " V G©G < ρ  D G©G. Donc ϕ Ai " ϕV G©G < ϕρ  D G©G  
V G©H < ρ  D G©H, d’où F vérifie bien C1.
Ainsi F est bien un éventail colorié de X  G©G1Q. Il est saillant puisque le cône  r0x,o
en est un cône colorié.
ETAPE 4 : On note Y laG-variété sphérique associée à l’éventail F. On veut montrer
que ϕ  G©G  G©H s’étend en un morphisme G-équivariant ϕ  X   Y . Pour cela on
montre que l’éventail F X domine F, et on conclu par le théorème 2.6.
Soit C ¬,F ¬   ϕ  C,F " ϕF X, et trouvons une face F ¬ de Q0 telle que
C ¬ L Cône Q0  yF ¬1,
où yF ¬ est dans l’interieur relatif de F
¬.
Pour tout  " 0, 0, Q est polytope moment de la variété X , donc il existe F  une face
de Q telle que
Cône Q  xF 1   C.
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Pour tous ces , il existe I un sous ensemble des lignes de la matrice A tel que les
éléments ω " F  sont exactement ceux respectant Aiω   Bi  Ci pour i " I et Ajω %
Bj  Cj pour j Ł I. De plus, l’ensemble I est commun à tous les .
On pose F ¬   Q0 
i"I
rω ¶ Aiω   Bi  Cix. C’est une face du polytope Q0 . On se fixe
un élément yF ¬ dans l’intérieur relatif de F
¬. Alors il existe une famille  xF "0,0, avec
xF  " intrel F  telle que lim
 0
xF    yF ¬ .
On rappelle que
Cône Q0  yF ¬1   sl " X  G©H1Q ¶ ¾q " Q0 , q  yF ¬ , l ' 0y .
Soit l " C   Cône  Q  yF ¬1, c’est à dire ¾q " Q, q  xF  , l ' 0. On prend un
q " Q
0 , alors il existe une suite  q"0,0, avec q " Q, telle que lim 0 q   q. Donc on a
q  xF  , l ' 0 ¾ " 0, 0,
et donc en passant à la limite on obtient q  yF ¬ , l ' 0 et donc q  yF ¬ , ϕ l ' 0. On
vient de montrer que
ϕCône Q  xF 1 L Cône Q0  yF ¬1 ,
d’où
C ¬ L Cône Q0  yF ¬1.
Il reste à montrer que le Cône Q0yF ¬1 est colorié, c’est à dire que son intérieur relatif
rencontre le cône des valuations. Pour cela revenons quelques lignes au dessus, quand
on définit la face F ¬. On choisit maintenant la face F ¬ minimale telle que
ϕ  C   C ¬ L Cône Q0  yF ¬1.
Comme C est un cône colorié on a intrel CV  G©G j o et doncϕ  intrel CV  G©G j
o, d’oùϕ  intrel Cϕ  V  G©G j o et finalement intrel  ϕ CV G©H j o,
et donc C ¬ est bien un cône colorié.
De plus l’éventail F est complet puisque F X l’est.
En résumé, on a trouvé :
1. un sous-groupe H de G tel que H©∆G est connexe;
2. une G-variété sphérique Y d’espace homogène G©H , de polytope moment Q0 ;
3. un morphisme G-équivariant ϕ  X   Y .
ETAPE 5 : On pocéde de la même façon que dans la preuve de la Proposition 5.1 et on
montre que les courbes contractées sont négatives sur le canonique.
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5.3 Résultats et conjectures
On rappelle les notations du début de ce chapitre : en partant d’unG©G-plongement
sphérique X , qui est projectif et Q-factoriel, d’un Q-diviseur de Cartier et ample, on
trouve des G©G-plongements projectifs :
1. Xi,j pour tout i " r0, . . . , kx, j " r0, . . . , jix, respectivement associés aux poly-
topes moments Q pour  "αi,j, αi,j1;
2. Yi,j pour tout i " r0, . . . , kx, j " r1, . . . , jix, respectivement associés aux polytopes
moments Qαi,j .
ainsi que des morphismes G-équivariants et dominants :
1. φi,j  Xi,j1º Yi,j pour tout i " r0, . . . , kx et j " r1, . . . , jix,
2. φi,j  Xi,jº Yi,j pour tout i " r0, . . . , kx et j " r1, . . . , jix,
3. φi  Xi,jiº Xi1,0 pour tout i " r0, . . . , k  1x.
En appliquant le théorème 5.3, on également l’existence d’un morphismeG-équivariant
φ  Xk,jk   Y où Y est une G-variété sphérique.
Théorème 5.4. Les variétés et morphismes ci-dessus forment exactement le programme des
modèles minimaux de la variété X . En particulier :
i) Les morphismes φi,j et φi sont des contractions KX-négatives.
ii) Les flips sont exactement les φi,j  Xi,jº Yi,j .
iii) Le morphisme φ  Xk,jk º Y ne contracte que des courbes qui sont négatives sur le
diviseur canonique.
Démonstration. Les deux premiers points découlent directement de la proposition 5.1.
Le troisème est une conséquence immédiate du théorème 5.3.
Proposition 5.5. Soit Y la G-variété sphérique obtenue dans le théorème 5.3.
1. Si G est un groupe simple alors la variété Y est un point, ainsi le morphisme ϕ ob-
tenu est simplement la contraction entière de la variété sur un point. Donc le dernier
G-plongement est de Fano.
2. Soit G   G1 G2 Gn un produit de groupes simples. Alors l’espace homogène de
la variété Y est isomorphe au groupe4
i"I
Gi pour un certain I à r1,, nx.
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3. Soit G   G1  G2    Gn  T un produit de groupes simples par un tore. Alors
l’espace homogène de la variété Y est isomorphe au groupe 4
i"I
Gi  T
¬
à G pour un
certain I L r1,, nx et T ¬ un sous-tore de T .
Démonstration. 1. Comme le polytopeQ0 baisse de dimension alors son orthogonal est
un espace colorié. On le note
W   Cône ν1,, νk, α11 ,, α1l  .
Supposons qu’il existe β1 une coracine simple n’appartenant pas à W . Alors en parti-
culier, on a
¾i   1,, k, νi, β1 & 0;
¾j   1,, l, α1i , β1 & 0.
Et donc pour tout w " W on a l’inégalité w, β1 & 0. Comme W est un sous-espace
vectoriel, on a obligatoirement
¾w " W, w, β1   0.
De plus le système de racines étant irréductible, et quitte à changer β1, il existe j0 "r1,, lx tel que α1j0 , β1 $ 0 et α1j0 " W . C’est une contradiction. Donc l’espace colorié
W contient toutes les coracines simples et ainsi W est l’espace tout entier. Donc le po-
lytope Q0 est un point.
2. On a
X  G©G1Q   X  G1©G11Q hh X  Gn©Gn1Q .
On note Si les racines simples du groupe Gi. Soit W un espace colorié de X  G©G1Q.
On choisit une coracine simple β1 " S1i . En particulier on a
¾ν " V  G©G , ν, β1 & 0
¾α
1
j β
1 α1β1 & 0.
Si β1 Ł W alors ¾w " W, w, β1 & 0. Il vient :
W L  β1é.
Mais comme le système de racines du groupe Gi est irréductible, pour toute coracine
α
1
" S
1
i , W L  α1é et donc
W L X  Gi©Gi1Qé  -
jji
X Gj©Gj1Q .
Si β1 " W alors par ce qu’on vient de montrer, toutes les coracines de S1i sont dans W ,
et donc
X  Gi©Gi1Q L W.
Finalement en notant I le sous-ensemble de r1,, nx formé des indices i tel que S1i L
W on obtient
W  -
i"I
X  Gi©Gi1Q .
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Comme dans la preuve du théorème 5.3 on obtient donc que l’espace X  G©H1Q est la
projection orthogonale de X  G©G1Q parallèlement à W , d’où
X  G©H1Q  -
iŁI
X  Gi©Gi1Q .
Par le théorème d’unicité de Losev [17] on a alors les isomorphismes d’espaces homo-
gènes
G©H 5
iŁI
Gi©Gi 5
iŁI
Gi.
3. De la même façon on obtient
X  G©G1Q   X  G1©G11Q hh X  Gn©Gn1Q h X  T©T 1Q
et on note Si les racines simples associées aux groupes Gi.
Soit β1 " S1i . On a montré dans le point 2 que si β
1
Ł W alors W L X  G©G1Qé. De
même si β1 L W alors X  Gi©Gi1Q " W . Posons alors I L r1,, nx maximal tel que
,
i"I
X  Gi©Gi1Q L W . On a alors la décomposition
W   W =-
i"I
X  Gi©Gi1Q- W = X  T©T 1Q .
Mais l’intersection W = X  T©T 1Q est un espace colorié de X  T©T 1Q puisque le cône
de valuation est l’espace tout entier.
En particulier la projection orthogonale de X  T©T 1Q parallèlement à W = X  T©T 1Q
correspond encore à un espace X  T ¬1Q, où T ¬ est un sous-tore de T de dimension
dimT  dim W = X  T©T 1Q. On conclut de la même façon que le deuxième point
et on a donc les isomorphismes d’espaces homogènes
G©H 5
iŁI
Gi©Gi  T ¬ 5
iŁI
Gi  T
¬
.
Un groupe réductif G se décompose comme un produit
G   R G. G,G,
où R G est le radical de G, et  G,G le groupe dérivé de G voir par exemple [26,
Corollary 8.1.6]. En particulier, le radical est un tore et le groupe dérivé est semisimple.
De plus si on note G˜   R G   G,G alors le morphisme G˜   G est une isogénie,
c’est à dire son noyau est fini et contenu dans le centre de G˜. Le Corollaire 5.5 montre
que pour les G˜-plongements sphériques, les variétés associées apparaissant dans le
programme des modèles minimaux, tel que décrit dans cette thèse, sont encore des
plongements sphériques d’un groupe. On peut donc énoncer la conjecture suivante :
Conjecture 5.6. Soit G un groupe réductif connexe, et X un G©G-plongement projectif et
Q-factoriel. Alors toutes les variétés apparaissant dans le programme des modèles minimaux
exposé dans cette thèse sont des plongements sphériques d’un groupe réductif.
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Comme dans la Remarque 5.2, on prendra garde au fait que cette contraction n’est
pas forcément liée à un rayon extrémal. Mais on peut énoncer la conjecture suivante :
Conjecture 5.7. Si le diviseur D de départ est général, alors toutes les contractions sont liées
à des rayons extrémaux. En particulier, il faut prendre D en dehors de certains hyperplans de
N1 XQ.
Remarque 5.8. Dans son article An approach of the Minimal Model Program for horosphe-
rical varieties via moment polytopes [22], Pasquier décrit le programme des modèles minimaux
sur les variétés horosphériques via les polytopes moments. Il ne se restreint pas aux variétés
Q-factorielles et projectives : il applique sa méthode pour toute variété horosphérique projective
dont le diviseur canonique est Q-Cartier (on dit qu’elle est Q-Gorenstein).
On pourrait appliquer la même stratégie dans cette thèse : travailler avec des G©G-plongement
projectifs et Q-Gorenstein. Cependant la nature des morphismes obtenus est plus compliquée
comme le montre Pasquier dans [22, Example 11, page 40]. On peut avoir une contraction φ et
un flip φ qui n’est pas une contraction extrémale.
On a donc préféré rester dans le cadre plus naturel des G©G-plongements projectifs et Q-
factoriels.
5.4 Exemples
5.4.1 G   SL3
On pose G   SL3. Alors
C G©G   C SL3   C X11, . . . , X33© det   1.
Le réseau X  G©G est engendré par les poids dominants  $1,$1 et  $2,$2 dont
les fonctions correspondantes sont X33X22  X23X32 et X33. Les racines simples sont
S   s α1, 0,  α2, 0,  0,α1,  0,α2y et<   s α1,α1,  α2,α2y.
On a deux couleurs :
rX33   0x et rX33X22 X23X32   0x,
dont les cocaractères associés sont respectivement  α12 ,α12  et  α11 ,α11 . On les no-
tera donc naturellement Dα2 et Dα1 . On a D α1, 0   D 0,α1   rDα1x et D α2, 0  
D 0,α2   rDα2x, d’où SP   o. Toutes les couleurs sont de type b. On en déduit les
coefficients d’un diviseur canonique KX :
KX    =
ν"VX
Xν  2Dα1  2Dα2 .
Le réseau X  G©G s’identifie naturellement au réseau des caractères de SL3, et le cône
de valuation V est la chambre négative.
Exemple 5.9. Soit X le G©G-plongement défini par
VX   uν1   5α11  8α12 , ν2   6α11  7α12 , ν3   7α11  6α12 , ν4   8α11  5α12 {,
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dont les cônes maximaux sont
Cône ν1, α11 , Cône ν1, ν2, Cône ν2, ν3, Cône ν3, ν4, Cône ν4, α12 .
Soit
D  
579
10 Xν1 
101
2 Xν2  47Xν3 
263
5 Xν4 
7
10Dα1 
2
5Dα2
un Q-diviseur de Cartier ample. On montre l’évolution du polytope Q dans la figure ci-après.
En particulier on trouve comme partition les intervalles
0, 1345, 1345 , 1327, 1327 , 1310, 1310 , 18190 , v18190 |.
Pour  % 18190 le polytope Q
 est le polytope vide, et Q
181
90 est réduit au point 0. Il n’y a aucun
flip : chaque changement de polytope correspond à une contraction divisorielle.
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FIGURE 5.1 – Exemple 5.2.1
α1
α2
$2
$1
0
0
0
00
Polytope QD
α1
α2
$2
$1
0
0
0
0
Polytope Q
13
45
α1
α2
$2
$1
0
0
0
Polytope Q
13
27
α1
α2
$2
$1
0
0
Polytope Q
13
10
α1
α2
$2
$1
Polytope Q
181
90
5.4.2 G   SL4
On veut maintenant regarder le cas avec G   SL4. On obtient similairement
C G©G   C SL4   C X11, . . . , X44© det   1.
Le réseau X  G©G est engendré par les poids dominants  $1,$1,  $2,$2 et $3,$3. L’ensemble des racines sphériques est<   s α1,α1,  α2,α2,  α3,α3y.
Il y a 3 couleurs qui sont associées au zéros des mineurs principaux dominants notées
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Dα1 , Dα2 et Dα3 :
Dα1   w det
X22 X23 X24
X32 X33 X34
X42 X43 X44
   0},
Dα2   u det X33 X34X43 X44
   0{ et Dα3   rX44   0x.
Les coefficients d’un diviseur canonique KX sont donnés par
KX    =
ν"VX
Xν  2Dα1  2Dα2  2Dα3 .
Le réseau X  G©G s’identifie naturellement au réseau des caractères de SL4, et le cône
de valuation V est la chambre négative.
Exemple 5.10. Soit X le G©G-plongement dont les valuations des diviseurs G-stable sont
ν1   3α11 2α
1
2 α
1
3 , ν2   α
1
1 2α
1
2 α
1
3 , ν3   α
1
1 2α
1
2 3α
1
3 et ν4   α
1
1 α
1
2 α
1
3
et dont les cônes maximaux de l’éventail sont
Cône ν1, ν2, ν4 et Cône ν2, ν3, ν4.
On pose D   32Xν1  20Xν2  48Xν3  19Xν4  3Dα3 . Le diviseur D est Q-Cartier et ample.
Dans les figures suivantes, on montre l’évolution du polytope Q. Les intervalles sont :
0, 12, 12 , 67, 67 , 1177 et v179 |.
A chaque étape, une face du polytope se contracte. On en déduit donc que les morphismes entre
les variétés sont toutes des contractions divisorielles, et qu’il n’y a donc aucun flip.
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FIGURE 5.2 – Exemple 5.2.2
0
0
Polytope Q pour  " 0, 12
0
0
Polytope Q pour  " 12 , 67
0
0
Polytope Q pour  " 67 , 117 
0
0
Polytope Q pour  " 117 , 179 
Exemple 5.11. On regarde maintenant la variété dont les valuations des diviseurs G-stable
sont ν1   3α11  2α
1
2  α
1
3 , ν2   α
1
1  2α
1
2  α
1
3 , ν3   α
1
1  2α
1
2  3α
1
3 et ν4  
ν1  ν2  ν3   5α11  6α
1
2  5α
1
3 et dont les cônes maximaux de l’éventail sont
Cône ν1, ν2, ν4, Cône ν1, ν3, ν4 et Cône ν2, ν3, ν4
Le diviseur D   23Xν114Xν213Xν345Xν4Dα15Dα26Dα3 estQ-Cartier et ample.
Les intervalles d’équivalences du polytope Q sont :
0, 1, v1|, ﬁ1, 74, 74 , 2, 2, 3413, 3413 , 3613 et v3613|
Le polytope Q1 définit une variété qui n’est pas Q-factorielle. On a ici l’exemple d’un flip en
   1. Au niveau du polytope on voit ce flip par un sommet qui vient se coller à un mur de la
chambre dominante, et qui se divise ensuite en deux sommets. La traduction directe est qu’une
orbite fermée va se "décomposer" en deux orbites fermées.
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FIGURE 5.3 – Exemple 5.2.3
0
0
0
Polytope Q pour  " 0, 1
0
00
Polytope Q pour    1
00
00
Polytope Q pour  "1, 74
00
0
Polytope Q pour  " 74 , 2
0
Polytope Q pour  " 2, 3413
0
Polytope Q pour  " 3413 , 3613
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Exemple 5.12. On donne un dernier exemple illustrant le fait que le choix de départ du divi-
seur est crucial : deux diviseurs différents peuvent donner des MMP très différents !
On regarde la variété dont les valuations des diviseurs G-stable sont ν1   3α11  2α
1
2 
α
1
3 , ν2   α
1
1  2α
1
2  α
1
3 , ν3   α
1
1  2α
1
2  3α
1
3 , ν4   3α
1
1  4α
1
2  3α
1
3 et ν5  
4α11  4α
1
2  3α
1
3 et dont les cônes maximaux de l’éventail sont
Cône ν1, ν2, ν4, ν5, Cône ν2, ν3, ν4, Cône ν3, ν4, ν5 et Cône ν1, ν3, ν5.
En particulier, la variété n’est pas Q-factorielle mais elle est bien Q-Gorenstein. En fait on a
même mieux : c’est une variété de Fano.
Le diviseurD1   53Xν139Xν257Xν390Xν497Xν54Dα13Dα26Dα3 estQ-Cartier
et ample. Les intervalles d’équivalences du polytope Q sont :
0, 1 , r1x , ﬁ1, 134  , v134 | , ﬁ134 , 72 , 72 , 4 , 4, 317  , 317 , 143  et v143 | .
Les polytopes représentants sont listés dans la figure qui suit. En particulier, il y a deux flips
en    1 et    134 .
Si l’on prend le diviseur Q-Cartier et ample D2   25Xν1  23Xν2  41Xν3  54Xν4 
55Xν5  4Dα1 Dα3 alors les classes d’équivalences sont :
0, 2 , 2, 52 , 52 , 3313 , 3313 , 3613 , et v3613| .
Il n’y a que des contractions divisorielles.
On pourrait aussi prendre le diviseur KX qui est ample, et donc on aurait eu directement
une fibration avec changement de dimension, et donc seulement deux classes d’équivalences :
0, 1 et r1x.
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FIGURE 5.4 – Exemple 5.2.3 avec le diviseur D1
Polytope Q pour  "0, 2
Polytope Q1 Polytope Q
 pour  "1, 134 
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Polytope Q
13
4 Polytope Q pour  "134 , 72
Polytope Q pour  " 72 , 4
Polytope Q pour  " 4, 317  Polytope Q pour  " 317 , 143 
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FIGURE 5.5 – Exemple 5.2.3 avec le diviseur D2
Polytope Q pour  " 0, 2
Polytope Q pour  " 2, 52 Polytope Q pour  " 52 , 3313
Polytope Q pour  " 3313 , 3613

VI
Annexes : Programmation en SageMath
On donne le code sous SageMath [25]. Pour avoir une copie des fichiers, il suffit de
m’envoyer un mail à l’adresse paulbartholmey[AT]gmail.com.
6.1 Notations générales
Pour définir une variété sphérique on a besoin du cône des valuations, des cou-
leurs, des diviseurs G-stables et de l’éventail. On donne un exemple dans le cas où
G   SL4 pour comprendre comment on les note.
Dans ce cas on écrit les coordonées dans la base des co-racines. On a alors que le
cône des valuations est V   Cône


3
2
1
 ,

1
2
1
 ,

1
2
3

 . Ensuite, on se fixe l’image
des couleurs ainsi que les valuations des diviseurs G-stable toujours dans la base des
coracines. Pour l’éventail on n’écrit que les cônes coloriés maximaux. Ici, il y en a
trois. Les trois cônes maximaux sont Cône  rν2, ν3, ν4, ν5x , Cône  rν1, ν4, ν5x , rD2x et
Cône  rν0, ν3, ν4x , rD2x où νi est le i-ième vecteur dans GDiv et D2 la deuxième cou-
leur dans Colors. Attention, SageMaths commence l’indentation à 0 ! On aura parfois
besoin de la matrice de Cartan du groupe que l’on notera M , ici c’est la matrice de
Cartan de SL4, ie de type A3.
V=Cone([[3 ,2 ,1] ,[1 ,2 ,1] ,[1 ,2 ,3]] ,ZZ^3)
Colors = [ [ 1 , 0 , 0 ] , [ 0 , 1 , 0 ] , [ 0 , 0 , 1 ] ]
GDiv=[[3 ,2 ,1] ,[1 ,2 ,1] ,[1 ,2 ,3] ,[1 ,1 ,1] ,[2 ,2 ,1] ,[1 ,2 ,2]]
E v e n t a i l =Set ( [ ( Set ( [ 2 , 3 , 4 , 5 ] ) , Se t ( [ ] ) ) , ( Se t ( [ 1 , 4 , 5 ] ) , Se t ( [ 2 ] ) ) , ( Se t
( [ 0 , 3 , 4 ] ) , Se t ( [ 2 ] ) ) ] )
M=CartanMatrix ( [ ’A ’ , 3 ] )
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On notera un diviseur D par une liste qui donne les coefficients des diviseurs dans
GDiv et dans Colors, et toujours dans cet ordre là. En gardant la variété définie par les
données ci-dessus, le diviseur D  
5
<
i 0
nνiXνi 
2
<
j 0
nαjDαj est noté comme suit. Il sera
aussi necessaire de noter les diviseurs sous forme de vecteurs, comme dans l’exemple
de KX (on prendra garde que le diviseur noté K_X est en fait l’anticanonique).
D=[ nν0 , nν1 , nν2 , nν3 , nν4 , nν5 , nα1 , nα2 , nα3 ]
K_X=vector ( [ 1 , 1 , 1 , 1 , 1 , 1 , 2 , 2 , 2 ] )
6.2 Fonctions générales
Pour cette partie on garde en mémoire les données précédentes, et on choisit un
diviseur D pour servir d’exemple :
V=Cone([[3 ,2 ,1] ,[1 ,2 ,1] ,[1 ,2 ,3]] ,ZZ^3)
Colors = [ [ 1 , 0 , 0 ] , [ 0 , 1 , 0 ] , [ 0 , 0 , 1 ] ]
GDiv=[[3 ,2 ,1] ,[1 ,2 ,1] ,[1 ,2 ,3] ,[1 ,1 ,1] ,[2 ,2 ,1] ,[1 ,2 ,2]]
E v e n t a i l =Set ( [ ( Set ( [ 2 , 3 , 4 , 5 ] ) , Se t ( [ ] ) ) , ( Se t ( [ 1 , 4 , 5 ] ) , Se t ( [ 2 ] ) ) , ( Se t
( [ 0 , 3 , 4 ] ) , Se t ( [ 2 ] ) ) ] )
M=CartanMatrix ( [ ’A ’ , 3 ] )
D=[19 , 10 , 2 , 5 , 14 , 6 , 3 , 1 , 4 ]
Le but de la fonction Position_Diviseur est de rendre les coefficients nνi et nαj tels
que νi et α
1
j sont dans un cône maximal C. On donne le résultat pour les deux premiers
cônes maximaux de l’éventail.
def P o s i t i o n _ D i v i s e u r (C, Colors , GDiv ,D) :
R= [ ]
f o r j in range ( len (C [ 0 ] ) ) :
R . append (D[C[ 0 ] [ j ] ] )
f o r j in range ( len (C [ 1 ] ) ) :
R . append (D[C[ 1 ] [ j ]+ len ( GDiv ) ] )
re turn R
[ 2 , 5 , 14 , 6 ] # e s t l e r e s u l t a t de P o s i t i o n _ D i v i s e u r ( E v e n t a i l [ 0 ] , Colors , GDiv
,D)
[ 1 9 , 5 , 14 , 4 ] # e s t l e r e s u l t a t de P o s i t i o n _ D i v i s e u r ( E v e n t a i l [ 1 ] , Colors ,
GDiv ,D)
Les deux fonctions suivantes sont plus classiques. Si E L Rn est un sous-espace
vectoriel alors orthogonal_complement(E) renvoit une base de l’orthogonal de E. Si
L1 et L2 sont deux listes alors List_Intersection(L1, L2) renvoit une liste des éléments
communs à L1 et L2.
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def orthogonal_complement ( space ) :
i f space . dimension ( ) ==0:
re turn space . ambient_vector_space ( )
e l s e :
re turn space . bas i s_matr ix ( ) . r i g h t _ k e r n e l ( )
def L i s t _ I n t e r s e c t i o n ( Lis t0 , L i s t 1 ) :
re turn [ x f o r x in L i s t 0 i f x in L i s t 1 ]
La fonction Matrix_Erase_Line prend en entrées une matrice M de taille n  m et
un ensemble I d’entiers naturels & n et renvoit la matrice M à laquelle on a gardé
uniquement les lignes i " I .
def Matrix_Erase_Line (M, I ) :
i f max( I ) >=M. nrows ( ) : p r i n t ( ’ I i s bigger than #rows ’ ) ; re turn f a l s e
L i s t = [ ]
f o r i in I :
L i s t = L i s t +[M. rows ( ) [ i ] ]
re turn matrix ( L i s t )
Si M est une matrice de taille n  n et I L r1,, nx alors la fonction Bloc_Matrix
renseigne sur la façon dont la matrice M à laquelle on a mit des zéros sur les lignes et
colonnes i " I est diagonale par blocs.
def Bloc_Matrix (M, I ) :
N=copy (M)
f o r i in range (M. ncols ( ) ) :
i f ( i in I ) == f a l s e :
f o r k in range (M. ncols ( ) ) :
N[ k , i ]=0
N[ i , k]=0
J = [ ]
temp = [ ]
f o r k in range (N. ncols ( ) ) :
i f N[ k , k ]==0 :
i f temp < >[ ] :
J . append ( temp )
temp = [ ]
i f N[ k , k] < >0:
temp . append ( k )
i f k==N. ncols ( ) 1:
J . append ( temp )
return J
La fonction New_Fan permet de réécrire les diviseurs G-stables et l’éventail dans
un ordre que l’on préfera.
def New_Fan( Eventa i l , Old_GDiv , New_GDiv ,D) :
t r a n s i t i o n = [ ]
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gdiv = [ ]
New_Eventail=Set ( [ ] )
f o r i in Old_GDiv :
i f i in New_GDiv : gdiv=gdiv +[ i ]
f o r i in New_GDiv :
i f ( i in gdiv ) == f a l s e : gdiv=gdiv +[ i ]
f o r C in E v e n t a i l :
temp = [ ]
f o r i in C [ 0 ] :
temp=temp+[New_GDiv . index ( Old_GDiv [ i ] ) ]
New_Eventail=New_Eventail . union ( Set ( [ ( Se t ( temp ) ,C[ 1 ] ) ] ) )
New_D= [ ]
f o r i in range ( len ( gdiv ) ) :
New_D=New_D+[D[ Old_GDiv . index ( gdiv [ i ] ) ] ]
f o r i in range ( len ( Colors ) ) :
New_D=New_D+[D[ i +len ( Old_GDiv ) ] ]
re turn gdiv , New_Eventail ,New_D
La fonction suivante est plus cruciale. Elle permet de trier les coracines α1i pour
i " I comme dans la Remarque 3.3, en utilisant la matrice de Cartan M .
def Bloc_Root ( Colors ,M, I ) :
t e s t =0
J = [ [ I [ 0 ] ] ]
f o r i in range ( 1 , len ( I ) ) :
t =0
while ( ( t e s t ==0) & ( t <=len ( J ) 1) ) :
K=copy ( J )
temp=len (K[ t ] )
f o r l in range ( temp ) :
i f vec tor ( Colors [K[ t ] [ l ] ] ) . dot_product (M* vec tor ( Colors [ I [ i
] ] ) ) <>0:
t e s t =1
J [ t ] . append ( I [ i ] )
t = t +1
i f t e s t ==0:
J . append ( [ I [ i ] ] )
t e s t =0
return J
Ces deux dernières fonctions sont beaucoup plus générales. La fonction Liste_Triee_Sans_Repetition
renvoit la liste donnée en entrée en supprimant les nombres apparaissant plusieurs
fois. La fonction Extraction servira plus tard pour extraire des nombres d’une autre
liste.
def E x t r a c t i o n (R) :
L = [ ]
f o r r in R :
i f type ( r ) <> l i s t :
i f r . rhs ( ) in QQ:
i f r . rhs ( ) >=0: L=L+[ Rat iona l ( r . rhs ( ) ) ]
e l s e :
i f r . l hs ( ) >=0: L=L+[ Rat iona l ( r . l h s ( ) ) ]
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e l s e :
f o r i in r :
i f i . rhs ( ) in QQ:
i f i . rhs ( ) >=0: L=L+[ Rat iona l ( i . rhs ( ) ) ]
e l s e :
i f i . l hs ( ) >=0: L=L+[ Rat iona l ( i . l h s ( ) ) ]
re turn L
def L i s t e _ T r i e e _ S a n s _ R e p e t i t i o n ( L ) :
R= [ ]
f o r l in L :
i f ( l in R) == f a l s e : R=R+[ l ]
re turn R
6.3 Fonctions sur les diviseurs
On se place dans le Q-espace vectoriel de dimension #couleurs + #G-diviseurs, et
on calcule le sous-espace vectoriel des diviseurs de Cartier ainsi que que le cône des
diviseurs amples. Pour être plus précis la fonction Ample_Cone renvoit le cône des
diviseurs engendrés par leurs sections globales, et donc le cône ample est l’intérieur de
ce dernier. On notera que ce cône contient des parties linéaires qui correspondent aux
diviseurs équivalents à 0.
def Cart ier_Subspace ( Eventa i l , Colors , GDiv ) :
E=QQ^( len ( Colors ) +len ( GDiv ) )
i f Colors = = [ ] : n=len ( GDiv [ 0 ] )
e l s e : n=len ( Colors [ 0 ] )
f o r i in range ( len ( E v e n t a i l ) ) :
gdiv= l i s t ( E v e n t a i l [ i ] [ 0 ] )
c o l o r s = l i s t ( E v e n t a i l [ i ] [ 1 ] )
M=matrix (QQ, n , len ( E v e n t a i l [ i ] [ 0 ] ) +len ( E v e n t a i l [ i ] [ 1 ] ) )
f o r a in range ( n ) :
f o r b in range ( len ( E v e n t a i l [ i ] [ 0 ] ) +len ( E v e n t a i l [ i ] [ 1 ] ) ) :
i f b<=len ( E v e n t a i l [ i ] [ 0 ] ) 1:
M[ a , b]=GDiv [ gdiv [ b ] ] [ a ]
i f b>len ( E v e n t a i l [ i ] [ 0 ] ) 1:
M[ a , b]= Colors [ c o l o r s [ blen ( E v e n t a i l [ i ] [ 0 ] ) ] ] [ a ]
K=kernel ( t ranspose (M) ) . b a s i s ( )
f o r v in K:
b = [ ]
f o r j in range ( len ( GDiv ) ) :
i f j in E v e n t a i l [ i ] [ 0 ] :
b=b+[v [ gdiv . index ( j ) ] ]
e l s e :
b=b + [0 ]
f o r j in range ( len ( Colors ) ) :
i f j in E v e n t a i l [ i ] [ 1 ] :
b=b+[v [ c o l o r s . index ( j ) +len ( E v e n t a i l [ i ] [ 0 ] ) ] ]
e l s e :
b=b + [0 ]
B=transpose ( matrix ( [ b ] ) )
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i f dim ( kernel ( B ) ) >0: E=E . i n t e r s e c t i o n ( kernel ( B ) )
re turn E
def Ample_Cone ( Eventa i l , Colors , GDiv ) :
E=QQ^( len ( Colors ) +len ( GDiv ) )
i f Colors = = [ ] : n=len ( GDiv [ 0 ] )
e l s e : n=len ( Colors [ 0 ] )
IQ = [ ]
f o r i in range ( len ( E v e n t a i l ) ) :
gdiv= l i s t ( E v e n t a i l [ i ] [ 0 ] )
c o l o r s = l i s t ( E v e n t a i l [ i ] [ 1 ] )
M=matrix (QQ, n , len ( E v e n t a i l [ i ] [ 0 ] ) +len ( E v e n t a i l [ i ] [ 1 ] ) )
f o r a in range ( n ) :
f o r b in range ( len ( E v e n t a i l [ i ] [ 0 ] ) +len ( E v e n t a i l [ i ] [ 1 ] ) ) :
i f b<=len ( E v e n t a i l [ i ] [ 0 ] ) 1:
M[ a , b]=GDiv [ gdiv [ b ] ] [ a ]
i f b>len ( E v e n t a i l [ i ] [ 0 ] ) 1:
M[ a , b]= Colors [ c o l o r s [ blen ( E v e n t a i l [ i ] [ 0 ] ) ] ] [ a ]
f o r j in range ( len ( GDiv ) ) :
i f ( j in E v e n t a i l [ i ] [ 0 ] ) == f a l s e :
X=M. s o l v e _ r i g h t ( vec tor ( GDiv [ j ] ) )
iq = [0 ]
f o r k in range ( len ( GDiv ) ) :
i f k in E v e n t a i l [ i ] [ 0 ] : iq . append(X[ l i s t ( E v e n t a i l [ i
] [ 0 ] ) . index ( k ) ] )
e l s e : iq . append ( 0 )
f o r k in range ( len ( Colors ) ) :
i f k in E v e n t a i l [ i ] [ 1 ] : iq . append(X[ l i s t ( E v e n t a i l [ i
] [ 1 ] ) . index ( k ) +len ( E v e n t a i l [ i ] [ 0 ] ) ] )
e l s e : iq . append ( 0 )
iq [ j +1]=1
IQ=IQ+[ iq ]
f o r j in range ( len ( Colors ) ) :
i f ( j in E v e n t a i l [ i ] [ 1 ] ) == f a l s e :
X=M. s o l v e _ r i g h t ( vec tor ( Colors [ j ] ) )
iq = [0 ]
f o r k in range ( len ( GDiv ) ) :
i f k in E v e n t a i l [ i ] [ 0 ] : iq . append(X[ gdiv . index ( k ) ] )
e l s e : iq . append ( 0 )
f o r k in range ( len ( Colors ) ) :
i f k in E v e n t a i l [ i ] [ 1 ] : iq . append(X[ c o l o r s . index ( k ) +
len ( E v e n t a i l [ i ] [ 0 ] ) ] )
e l s e : iq . append ( 0 )
iq [ j +len ( GDiv ) +1]=1
IQ=IQ+[ iq ]
V=orthogonal_complement ( Cart ier_Subspace ( Eventa i l , Colors , GDiv ) )
B = [ ]
f o r i in range ( len (V. b a s i s ( ) ) ) :
B=B+ [ [ 0 ] + l i s t (V. b a s i s ( ) [ i ] ) ]
c=polytopes . hypercube ( len ( Colors ) +len ( GDiv ) )
Q=c . i n t e r s e c t i o n ( Polyhedron ( i e q s =IQ , eqns=B ) )
C=Cone (Q. v e r t i c e s ( ) ,ZZ^( len ( Colors ) +len ( GDiv ) ) )
re turn C
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La fonction Linear_Fonction_Of_Divisor renvoit la fonction linéaire par morceaux
associée au diviseur D sous la forme d’une liste de vecteurs, où le i-ième vecteur cor-
respond à la fonction linéaire sur le i-ième cône maximal. Si le diviseur D n’est pas de
Cartier et n’a donc pas de telle fonction associée, Linear_Fonction_Of_Divisor renvoit
la liste vide.
def Linear_Fonct ion_Of_Divisor ( Eventa i l , Colors , GDiv ,D) :
l = [ ]
i f Colors = = [ ] : n=len ( GDiv [ 0 ] )
e l s e : n=len ( Colors [ 0 ] )
f o r i in range ( len ( E v e n t a i l ) ) :
M=matrix (QQ, n , len ( E v e n t a i l [ i ] [ 0 ] ) +len ( E v e n t a i l [ i ] [ 1 ] ) )
f o r a in range ( n ) :
f o r b in range ( len ( E v e n t a i l [ i ] [ 0 ] ) +len ( E v e n t a i l [ i ] [ 1 ] ) ) :
i f b<=len ( E v e n t a i l [ i ] [ 0 ] ) 1:
M[ a , b]=GDiv [ E v e n t a i l [ i ] [ 0 ] [ b ] ] [ a ]
i f b>len ( E v e n t a i l [ i ] [ 0 ] ) 1:
M[ a , b]= Colors [ E v e n t a i l [ i ] [ 1 ] [ blen ( E v e n t a i l [ i ] [ 0 ] ) ] ] [ a ]
P_vect=vec tor ( P o s i t i o n _ D i v i s e u r ( E v e n t a i l [ i ] , Colors , GDiv ,D) )
i f ( P_vect in image (M) ) ==Fa lse : re turn [ ]
X=M. s o l v e _ l e f t ( P_vect )
l . append ( l i s t (X) )
re turn l
La fonction Is_Ample nous indique si un diviseur D est de Cartier, engendré par
ses sections globales ou ample. Les tests sont effectués via la fonction linéaire par mor-
ceaux associée à D.
def Is_Ample ( Eventa i l , Colors , GDiv ,D) :
l_D=Linear_Fonct ion_Of_Divisor ( Eventa i l , Colors , GDiv ,D)
i f l_D = = [ ] : re turn "D i s not C a r t i e r "
gg=0
f o r i in range ( len ( E v e n t a i l ) ) :
f o r j in range ( len ( GDiv ) ) :
i f ( j in E v e n t a i l [ i ] [ 0 ] ) == f a l s e :
i f ( matrix ( l_D [ i ] ) * vec tor ( GDiv [ j ] ) ) [0] >D[ j ] : re turn "D i s
not g l o b a l l y generated "
i f ( matrix ( l_D [ i ] ) * vec tor ( GDiv [ j ] ) ) [0]==D[ j ] : gg=1
f o r j in range ( len ( Colors ) ) :
i f ( j in E v e n t a i l [ i ] [ 1 ] ) == f a l s e :
i f ( matrix ( l_D [ i ] ) * vec tor ( Colors [ j ] ) ) [0] >D[ j +len ( GDiv ) ] :
re turn "D i s not g l o b a l l y generated "
i f ( matrix ( l_D [ i ] ) * vec tor ( Colors [ j ] ) ) [0]==D[ j +len ( GDiv ) ] : gg
=1
i f gg==1: re turn "D i s only g l o b a l l y generated "
re turn "D i s ample "
Cette fonction fournit un diviseur ample choisit aléatoirement. Si on note rRix les
rayons extremaux du cône des diviseurs engendrés par leurs sections globales, on choi-
sit aléatoirement un entier ni entre 1 et 10 et alors le diviseur D   <
i
niRi est dans
l’intérieur relatif du cône, donc est ample.
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def Random_Ample_Divisor ( Eventa i l , Colors , GDiv ) :
C=Ample_Cone ( Eventa i l , Colors , GDiv )
D=0
f o r i in range ( len (C. rays ( ) ) ) :
D=D+randint ( 1 , 1 0 ) *C . rays ( ) [ i ]
re turn vec tor (D)
6.4 Fonctions sur les polytopes
On se propose de donner les fonctions utilisées sur les polytopes moments. La pre-
mière étape est bien entendu de créer le polytope moment d’un diviseur. Attention la
fonction Polytope_Of_Divisor crée un polytope pour tout diviseur D. Ceci n’est défini
dans la théorie des variétés sphériques uniquement si D est ample.
def Polytope_Of_Divisor ( Eventa i l , Colors , GDiv ,D, Poids ) :
n=max( len ( Colors [ 0 ] ) , len ( GDiv [ 0 ] ) )
iq = [ ]
t =vec tor (QQ, n )
f o r i in range ( len ( Colors ) ) :
t = t +D[ i +len ( GDiv ) ] * vec tor ( Poids [ i ] ,QQ)
f o r i in range ( len ( GDiv ) ) :
temp = [ ]
temp=temp+[ t . dot_product ( vec tor ( GDiv [ i ] ) ) +D[ i ] ]
temp=temp+GDiv [ i ]
iq=iq +[temp ]
f o r i in range ( len ( Colors ) ) :
temp = [ ]
temp=temp+[ t . dot_product ( vec tor ( Colors [ i ] ) ) +D[ i +len ( GDiv ) ] ]
temp=temp+Colors [ i ]
iq=iq +[temp ]
return Polyhedron ( i e q s =iq )
La fonction Polytope_To_Fan reconstruit l’éventail et la liste des diviseursG-stables
à partir d’un polytope, du cône des valuations et des couleurs. On prendra garde ce-
pendant, l’ordre où sont notés les diviseurs G-stables peut être changé, de même pour
l’éventail. On pourra se servir de la fonction New_Fan dans la section 6.2.
def Polytope_To_Fan (Q, V, Colors ) :
E v e n t a i l =Set ( [ ] )
GDiv = [ ]
f o r i in range ( len (Q. v e r t i c e s ( ) ) ) :
P=((Q) . t r a n s l a t i o n (Q. v e r t i c e s ( ) [ i ] ) )
C=Cone ( P . v e r t i c e s ( ) ,ZZ^(Q. dim ( ) ) ) . dual ( )
I =C. i n t e r s e c t i o n (V)
i f I . dim ( ) ==V. dim ( ) :
temp_gdiv = [ ]
temp_colors = [ ]
M=C. rays ( ) . column_matrix ( )
L=[ l i s t (M. column ( j ) ) f o r j in range ( len (C. rays ( ) ) ) ]
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f o r j in range ( len ( L ) ) :
i f ( L [ j ] in GDiv ) == f a l s e :
i f ( L [ j ] in Colors ) == f a l s e :
GDiv=GDiv+[L [ j ] ]
i f L [ j ] in Colors :
temp_gdiv=temp_gdiv +[ Colors . index ( L [ j ] ) ]
i f ( L [ j ] in Colors ) == f a l s e :
temp_colors=temp_colors +[GDiv . index ( L [ j ] ) ]
E v e n t a i l =E v e n t a i l . union ( Set ( [ ( Set ( temp_colors ) , Se t ( temp_gdiv ) )
] ) )
re turn GDiv , E v e n t a i l
Les deux fonctions suivantes permettent de savoir si une face est admissible. Une
face est définie par l’intersection des facettes qui sont orthogonales à un certain divi-
seur de base. On note I la place des tels diviseurs apparaissant. Et alors la fonction
Is_Admissible(Colors,GDiv,I,M ) indique si la face est admissible.
def Is_Admissible_For_A_Bloc ( Colors , GDiv ,M, I , j ) :
f o r i in I :
i f i <len ( GDiv ) :
f o r k in j :
i f vec tor ( Colors [ k ] ) . dot_product (M* vec tor ( GDiv [ i ] ) ) <>0:
re turn true
return f a l s e
def Is_Admissible ( Colors , GDiv , I ,M) :
L = [ ]
f o r i in I :
i f i >=len ( GDiv ) :
L . append ( ilen ( GDiv ) )
i f L = = [ ] : re turn true
J =Bloc_Root ( Colors ,M, L )
f o r j in J :
i f Is_Admissible_For_A_Bloc ( Colors , GDiv ,M, I , j ) == f a l s e : re turn f a l s e
re turn true
La dernière fonction de cette section indique si deux polytopes moments sont équi-
valents. Il est necessaire de renseigner les couleurs et le cône des valuations.
def Are_Polytopes_Equivalent (Q1 , Q2 , V, Colors ) :
GDiv_1=Polytope_To_Fan (Q1 , V, Colors ) [ 0 ]
Eventa i l_1=Polytope_To_Fan (Q1 , V, Colors ) [ 1 ]
GDiv_2=Polytope_To_Fan (Q2 , V, Colors ) [ 0 ]
Eventa i l_2=Polytope_To_Fan (Q2 , V, Colors ) [ 1 ]
i f sor ted ( GDiv_1 ) <>sorted ( GDiv_2 ) :
re turn f a l s e
temp=[0 f o r i in range ( len ( GDiv_1 ) +len ( Colors ) ) ]
e v e n t a i l =New_Fan( Eventai l_2 , GDiv_2 , GDiv_1 , temp ) [ 1 ]
i f e v e n t a i l <>Eventa i l_1 :
re turn f a l s e
re turn true
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6.5 Fonctions pour la description du MMP
On se donne maintenant les fonctions qui vont permettre de calculer les intervalles
comme dans le corollaire 4.1.
Mais il nous faut avant des fonctions intermédiaires. La fonction Epsilon_Limit ren-
voit une partie des  % 0 pour lesquels Q change de classe d’équivalence. Cependant
la façon de résoudre trouve des difficultés lors des flips. Il faut regarder plus atten-
tivement, ce dont la fonction Epsilon_Total se charge. Finalement, la fonction Inter-
valles_Epsilon se charge de mettre en forme les intervalles d’équivalences. On donne
ensuite un exemple de ces intervalles, qui sont
0, 1 , r1x , ﬁ1, 134  , v134 | , ﬁ134 , 72 , 72 , 4 , 4, 317  , 317 , 143  et v143 | .
def Epsi lon_Limit ( Colors , GDiv ,D, K_X ,M) :
A=matrix ( GDiv+Colors )
B=matrix ( [ [ d ] f o r d in D] )
C=matrix ( [ [ k ] f o r k in K_X ] )
S = [ ]
f o r I in l i s t ( Subsets ( [ i f o r i in range (A. nrows ( ) ) ] , submult i se t=True ) ) :
i f ( I < >[] ) & ( Is_Admissible ( Colors , GDiv , I ,M) ) :
T= V e r t i c e s _ l i m i t (A, B , C, I )
i f ( T<> ’ Error I i s too small to def ine v e r t i c e s ’ ) & ( T<> ’ Error
I i s too big ’ ) & ( T<> ’ no s o l u t i o n ’ ) :
V= [ ]
i f T< >[ ] :
f o r t in T :
i f type ( t [ 0 ] ) <> l i s t :V=V+[ t [ 0 ] ]
e l s e :V=V+[ t [ 0 ] [ 0 ] ]
re= E x t r a c t i o n ( solve (V, e ) )
S=S+ L i s t e _ T r i e e _ S a n s _ R e p e t i t i o n ( sor ted ( re ) )
re turn L i s t e _ T r i e e _ S a n s _ R e p e t i t i o n ( sor ted ( S ) )
def Eps i lon_Tota l ( Eventa i l , GDiv , V, Colors ,D, K_X , S ) :
Epsi lon = [0 ]
Polytopes =[ Polytope_Of_Divisor ( Eventa i l , Colors , GDiv ,D, Colors ) ]
f o r i in range ( len ( S ) 2) :
Epsi lon=Epsi lon +[S [ i ] ]
mil ieu=Rat iona l ( ( S [ i +1]+S [ i ] ) * 0 . 5 )
i f Are_Polytopes_Equivalent ( Polytope_Of_Divisor ( Eventa i l , Colors ,
GDiv ,Dmilieu *K_X , Colors ) , Polytope_Of_Divisor ( Eventa i l , Colors , GDiv ,DS [ i
] * K_X , Colors ) ,V, Colors ) == f a l s e :
Epsi lon=Epsi lon +[ mil ieu ]
Epsi lon=Epsi lon +[S [ len ( S ) 2]]
Epsi lon=Epsi lon +[S [ len ( S ) 1]]
re turn Epsi lon
def I n t e r v a l l e s _ E p s i l o n ( S , E ) :
L = [ [ 0 , S [ 0 ] ] ]
f o r i in range ( len ( S ) 1) :
i f ( S [ i ]+S [ i +1 ] ) /2 in E :
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L=L + [ [ S [ i ] ] ]
L=L + [ [ S [ i ] , S [ i + 1 ] ] ]
L=L + [ [ S [ len ( S ) 1]] ]
re turn L
#L ’ exemple e s t
[ [ 0 , 1 ] , [ 1 ] , [ 1 , 1 3 / 4 ] , [ 1 3 / 4 ] , [ 1 3 / 4 , 7 / 2 ] , [ 7 / 2 , 4 ] , [ 4 , 3 1 / 7 ] , [ 3 1 / 7 , 1 4 / 3 ] , [ 1 4 / 3 ] ]
La fonction finale se nomme MMP. Elle prend comme données le cône des valua-
tions, la matrice de Cartan, l’éventail, les couleurs, les diviseurs G-stables, un diviseur
ample ainsi que l’anticanonique et renvoit les intervalles d’équivalences ainsi qu’un
polytope moment représentant chaque classe.
def MMP(V,M, Eventa i l , Colors , GDiv ,D, K_X) :
S=Epsi lon_Limit ( Colors , GDiv ,D, K_X ,M)
E=Epsi lon_Tota l ( Eventa i l , GDiv , V, Colors ,D, K_X , S )
I n t e r v a l l e s = I n t e r v a l l e s _ E p s i l o n ( S , E )
Polytopes =[ Polytope_Of_Divisor ( Eventa i l , Colors , GDiv ,De *K_X , Colors ) f o r
e in E ]
re turn [ I n t e r v a l l e s , Polytopes ]
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Résumé : Le programme des modèles minimaux (MMP) est l’une des grandes théories
développée en géométrie algébrique en vue de classifier les variétés algébriques com-
plexes. Pour certaines familles d’exemples, le MMP est très bien connu. Notamment,
pour les variétés toriques et horosphériques, la théorie se résume à une étude assez
simple de familles de polytopes, dits polytopes moments, et elle s’étend même à des
variétés plus singulières que dans le cas général. Le but de cette thèse est d’étendre
ces résultats à des compactifications sphériques d’un groupe. On décrit dans un pre-
mier temps ces variétés, et on classifie tous les polytopes moments attachés à de telles
compactifications. Puis on démontre que le MMP appliqué sur ces compactifications
sphériques se traduit en termes de polytopes moments. Enfin on donne un programme
codé en SageMath qui permet de donner les polytopes apparaissant dans le MMP d’une
compactification sphérique d’un groupe simple.
Mots clés : Géométrie algébrique, Mori, Sphériques, MMP, Polytopes moments.
Abstract: The Minimal Model Program (MMP) is one of the greatest theories in Alge-
braic Geometry developped to classify algebraic varieties. For some families of alge-
braic varieties, the MMP has been studied in depth. In particular, for toric and horos-
pherical varieties, it comes down to a quite easy study of families of polytopes, called
moment polytopes, and it could be adapted to weaker hypothesis of singularities. The
goal of this thesis is to show that this reduction can be extended to spherical compac-
tifications of a group. First of all we describe these varieties and classify all moment
polytopes of such compactifications. Then we prove that the MMP applied on this
spherical compactifications reduces to a study of a families of this moment polytopes.
Finaly we give a computer program, coded in SageMath, which gives all polytopes ap-
pearing in the MMP of a simple group’s spherical compactification.
Keywords: Algebraic geometry, Mori, Spherical, MMP, Moment polytopes.
