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The use of family information is a key issue to deal with inheritance illnesses. This kind of information use
to come in the form of pedigree ﬁles, which contain structured information as tree or graphs, which
explains the family relationships. Knowledge-based systems should incorporate the information
gathered by pedigree tools to assess medical decision making. In this paper, we propose a method to
achieve such a goal, which consists on the deﬁnition of new indicators, and methods and rules to com-
pute them from family trees. The method is illustrated with several case studies. We provide information
about its implementation and integration on a case-based reasoning tool. The method has been experi-
mentally tested with breast cancer diagnosis data. The results show the feasibility of our methodology.
 2013 Elsevier Inc. All rights reserved.1. Introduction
Family history has been important for preventing several inher-
itance diseases, as it is one of the key variables in the Gail model [1]
for breast cancer diagnosis. Family information is usually gathered
thanks to pedigree software (as Cyrillic [2]), which allows to anno-
tate relationships, healthy states, genetic markers, and much more
data on patients and relatives, in a tree structured way. Thus, to
improve medical care, a knowledge-based system (KBS) should
incorporate the information about families collected thanks to this
kind of tools.
Data processing on pedigree software has been traditionally
faced from a statistical point of view. However, statistics are not
easy in this kind of structured scenarios, most popular statistics
tools can conduct to inappropriate or absurd conclusions, and
other methods for compositional data are required. On the other
hand, expert physicians can evaluate at a glance, from the
structure, density and another heuristic knowledge, the risk of a
member of the family for suffering an inheritance illness. The skill
of evaluating the information of the family is something that is
acquired by experience, and difﬁcult to transmit to other, novice
physicians. Our research concerns the development of tools that
capture the heuristic knowledge of expert physicians, ﬁnding out
measures from the tree structure that conducts as close as possibleto the predictions made by them. Providing a method to extract the
relevant information from family trees enables the integration of
pedigree tools with medical KBSs so other physicians can also
use inheritance data in their decision making.
The contribution of this paper is our methodology towards
achieving such integration. It includes the deﬁnition of structured
data-based indicators which are computed by analyzing the infor-
mation contained in pedigree ﬁles. The methodology is presented
ﬁrst under the assumption of a simple, hierarchical family, and
then is extended to cover more complex situations (second mar-
riages, and so on). Our research is constrained to the data we have
on breast cancer, an illness in which inheritance has been proved
to be a key factor. Nevertheless, we believe that other inheritance
illnesses can beneﬁt from our results.
This paper is organized as follows. First we provide information
about the structured data on Section 2. Next, in Section 3, we de-
scribe our methodology to evaluate a set of indicators from pedi-
gree ﬁles. In Section 5 case studies are provided, and in Section 6
the experimentation performed so far is shown and discussed.
Then, in Section 7 we expose some related work and, ﬁnally, we
end the paper in Section 8 with some conclusions and future work.
2. Structured family data
Our starting point is the family information gathered in the very
well-known standard that nowadays is one of the most used for
pedigree information sharing: the GEDCOM format (GEnealogy
Data COMmunication) [3]. This format consists of a header section,
records, and a trailer section. Within these sections, records repre-
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neous records, including notes. In our case, the information we re-
quire is the family relationships and the people’s relevant medical
data records such as if she is affected by a disease or has some re-
sults on a previously performed genetic test.
As shown in Fig. 1, the representation of a GEDCOM ﬁle allows
physicians to quickly understand the family structure and also the
inherited factors on the members. Squares/circles represent males/
females members of the family respectively; members in the same
horizontal level belong to the same generation, horizontal lines be-
tween members in the same generation represents marriage rela-
tions, and vertical lines between members who belong to
different generations represent parenthood and childhood rela-
tions. Regarding the individual information, a crossed line over
the member means she is deceased; when the member is in black
it means that she is affected by the illness, a plus next to the mem-
ber means that the member has been genetically tested and has
the disease causing mutation, a minus means the member does
not have the mutation and nothing implies that he has not been
tested correspondingly.3. Methodology
With the information included in the pedigrees, we can extract
information in the form of indicators and use them into a KBS to
estimate the risk of suffering the illness. Several indicators can
be deﬁned, depending if we want to evaluate the family as a whole
or at the individual level. In the former case, statistics-based indi-
cators can be used, while in the second case, the value of an indi-
cator assigned to an individual depends on its position on the
family tree. Then, the structure of the family tree is important,
and new, structure data-based methods are required. Regarding
the interpretation of the family structure, an extension to the
method is required to appropriately compute the indicators in
complex pedigrees with multiple roots.
Fig. 2 shows the different indicators presented in this paper.
They can be combined or not depending on the particularities of
the medical application. All of the indicators can feed a medical
KBS to support medical decision making, as presented at the end
of this section.3.1. Statistic-based indicators
Statistics-based indicators are the ones currently used by physi-
cians and provide general information about the pedigree. They
can be estimated without having any knowledge on the pedigree
structure. We have considered three of them: the global affecta-
tion, the global mutation, and the global penetration indicator.Fig. 1. This ﬁgure represents an example of a GEDCOM ﬁle pedigree tree created
using Cyrillic. Family members are represented through squares (males) and circles
(females) and relationships using lines.3.1.1. Global affectation indicator
The global affectation indicator is one of the most basic statis-
tic-based indicators, because it represents the probability of af-
fected family members regarding the whole population (in our
case, the family). The global affectation indicator Ag is formally de-
ﬁned as follows:
Ag ¼ AT ð1Þ
where
 A stands for the total amount of people who had or have suf-
fered the illness.
 T stands for the total amount of family members in the pedigree
(family) under study.
For example, suppose the pedigree shown at Fig. 3 composed by
10 members, two of them having developed the illness (members 4
and 7). Therefore, the global affectation indicator is Ag = 2/10 = 0.2).
3.1.2. Global mutation indicator
The global mutation indicator estimates the probability of being
a carrier of the mutated gene responsible of the disease, regarding
the population. The global mutation indicator, Mg is deﬁned as
follow:
Mg ¼ MT ð2Þ
where
 M stands for the total of people who had or have mutated genes
responsible of the inheritance disease.
Following the example of Fig. 3, in this case there are four fam-
ily members who have been tested positive for the genetic predis-
position (2, 4, 6 and 8), so the global mutation indicator is Mg = 4/
10 = 0.4).
3.1.3. Global penetration indicator
The global penetration indicator represents how aggressive is
the speciﬁc mutation which affects the pedigree. Speciﬁcally, the
global penetration indicator Pg informs about how many of the
mutations have actually become an affectation. It is computed as
follows:
Pg ¼ AM ð3Þ
With this indicator, we can know how probable is that a carrier be-
comes an affected. Again, in the example of Fig. 3, there are four
members who carry the responsible gene (members 2, 4, 6 and 8)
but actually just two of them developed the illness (members 4
and 7), hence the global penetration indicator is Pg = 2/4 = 0.5.
Statistics-based indicators can be few discriminative, since they
provide the same information to all of the members of the family
independently of the branch of the family. Our proposal is to com-
plement it with the structured data-based indicators.
3.2. Structured data-based indicators
Structured data-based indicators include information about the
pedigree structure. This kind of indicators allows differentiating
between members of two pedigrees with the same amount of
affected and mutated members by considering where these
mutations and affectations are and how are they related to the
other members. The indicators are deﬁned at individual and family
levels, both, for affectation and mutation information. The former
Fig. 2. Indicators for inheritance illnesses risk assessment.
Fig. 3. Family tree simple example. The statistics-based indicators are Ag = 2/
10 = 0.2, Mg = 4/10 = 0.4 and Pg = 2/4 = 0.5.
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while the latter aggregates the individual indicators for a given
family.
3.2.1. Individual inherited affectation Indicator
This indicator deﬁnes the ratio regarding the amount of family
members that are or were affected by the illness taking into ac-
count their relationships.
To estimate the inherited affectation indicator of a member of a
pedigree we need two information pieces: the ancestor’s history
and the indirect diversiﬁcation factor. First, the ancestor’s history
of a member d(m) is based on the generation era: the oldest family
member, the one at the top of the family tree, is assigned the era
zero, his sons the era one, his grandsons the era two and so on.
Then, d(m) estimates the history of the healthy/affected ancestors
of a node, according to the following equation:
dðmÞ ¼
XeraðmÞ
k¼0
statek  2k ð4Þ
where
 era(m) is the generation era of the m member.
 statek is 0 if the k ancestor of m is healthy; 1 otherwise
Marriages are managed as a unity; the healthy state of marriage
node is computed as the worst case of the couple. It is no less
worthy to observe that d assigns the same importance to the
information of the closer relatives than oldest ones. On the other
hand, it is possible to handle relatives relevance by deﬁning statek
as a function of the distance between relatives, for example, thus
when jera(m)  kj is large, then statek is close to 0.
To illustrate this indicator, let us suppose the situation of Fig. 4.
The era values are shown at the left of the Figure. Members A to F
are leaf nodes, while N1 to N5 are inner nodes with offspring. The
ancestors of node A are: N4 (era 2), N2 (era 1), N1 (era 0). Since
there is a single affected ancestor in the history of A, N1, theancestor history of A is ﬁnally computed as d(A) = (1  20) +
(0  21) + (0  22) = 1. Analogously, nodes B, D, and F have
d(B) = d(D) = d(F) = 1, and the inner nodes d(N4) = d(N2) = 1. Leaf
node C is also affected so its value is d(C) = 20 + 22 = 5. Node E is
affected as well as its two ﬁrst ancestors, therefore d(E) =
20 + 21 + 23 = 11. Finally, node F is the same case as node E regard-
ing their common ancestors but it is not affected, so the value is
d(F) = 20 + 21 = 3.
Algorithm 1. AI(node,era, idf,delta)
1: if node is affected then
2: newDelta = delta + 2era
3: else
4: newDelta = delta
5: end if
6: if node has offspring then
7: indicator = 0
8: newSegment ¼ idfoffspring size
9: newEra = era + 1
10: forall p in node’s offspring do
11: indicator + = AI(p,newEra,newSegment,newDelta)
12: end for
13: return indicator
14: else
15: return newDelta  idf
16: end if
Second, the indirect diversiﬁcation factor represents how many
times the precedence branch of a node has been split. The more a
branch splits, the less value it has. To compute it, we assign a uni-
tary length segment to the top node representing the tree root.
Then the segment is split into equal sub-segments, one for each
descendant node. The descendant nodes repeat this process (but
just with the sub-segment they were assigned, not the whole 1-
length segment) until the node under study is reached. The indirect
diversiﬁcation factor of a node, IDF(m), is computed as the length of
his corresponding sub-segment.
To illustrate the IDF, an example is provided in Fig. 4. The top
node (N1) has been assigned a 1-length line segment. Since it has
two descendant nodes, those have a 1/2-length segment each
one. Then, on the left tree branch (i.e., following down N2) there
are three descendants, therefore the 1/2-length on the left is split
into three 1/6-length segments; as C and D are leaves, then IDF(-
C) = IDF(D) = 1/6. Since the left node is still not a leaf, the 1/6-
length is again split into two sub-segments attaching a 1/2-length
Fig. 4. Example of the individual inherited affectation indicator.
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right tree branch proceeds in the same way, obtaining ID-
F(E) = IDF(F) = 1/4. In the example we can see how IDF is capturing
the diversity of each branch in a reverse (indirect) relation, being
lower in pedigree branches that have been split more times (A
and B) than in branches that do not (E and F).
Finally, the inherited affectation indicator of a node AI(m) is
computed as a function of its ancestors d(m) and its IDF(m). In-
spired in grounded mathematical models [4], we have chosen the
times function to combine both components, as follows:
AIðmÞ ¼ IDFðmÞ  dðmÞ ð5Þ
Algorithm 1 summarizes the method to compute the individual
inherited affectation indicator.
3.2.2. Individual inherited mutation indicator
The inherited mutation indicator represents the probability
with which a concrete family member could inherit a mutation
by considering her ancestors information.Table 1
Rules for tree exploration (bottom-up search).
Rule Conditions (Premise) Action (Con
Rule 1 Actual family member tested positive for the genetic mutation No ancesto
Rule 2 Actual family member tested negative for the genetic
mutation
No ancesto
mutated ge
Rule 3 Mother tested positive and father negative for the genetic
mutation
Mother’s an
Rule 4 Mother tested negative and father positive for the genetic
mutation
Father’s anc
Rule 5 Both mother and father tested positive for the genetic
mutation
Both mothe
Rule 6 Both mother and father tested negative for the genetic
mutation
There is no
mutated ge
Rule 7 Mother tested positive for the genetic mutation and father is
unknown
Mother’s an
Rule 8 Mother tested negative for the genetic mutation and father is
unknown
Father’s anc
Rule 9 Father tested positive for the genetic mutation and mother is
unknown
Father’s anc
Rule
10
Father tested negative for the genetic mutation and mother is
unknown
Mother’s an
Rule
11
Both mother and father are unknown Father’s ancGiven a member m of the family, the inherited mutation indica-
tor, MI(m), is deﬁned as follows:
MIðmÞ ¼ jMAðmÞjjAncðmÞj ð6Þ
where
 Anc(m) is the set of valid ancestors of m (see below).
 MA(m) # Anc(m) is the set containing all the family ancestors
of m who have the mutated gene.
Physicians know how to explore appropriately the ancestors of
a given member. After several interviews, we have acquired a set of
rules to be applicable in the search of the ancestor of a given mem-
ber. They are provided in Table 1. A graphic example for each rule
is provided in Fig. 5. Then, the set of valid ancestors, Anc(m), is
computed according to these rules.
For example, suppose we want know theMI of the member 9 of
Fig. 3. The immediate ancestors of 9 are 3 and 4. They trigger rule 7
condition (node 4 is female with positive testing, and father is un-
known); thus node 4 is selected according to the rule’s consequent.
Next, the ancestors of 4 are analyzed: 1 and 2. They trigger rule 7
again, and then the female 2 is selected. Since there is no more
information about 2 ancestors, the bottom-up search is stopped.
The set of valid ancestors carrying out information about the
illness that can inﬂuence the member under study is
Anc(9) = {4,2}. Both ancestors have the mutation proved positive,
so MA(9) = {4,2}. Therefore, MI(9) = 2/2 = 1. Note then the differ-
ence between the statistics-based indicator regarding mutation
obtained in the previous section Mg and the new value computed
for the individual member 9.
Finally, there are two key issues that concerns the applicability
of the rules. First of all, observe that the application of the rules
provides the same values no matters on the uncertainty handled.
That is, it is not the same to obtain some information when apply-
ing rule 1 (both parents have genetic tests performed) than when
applying rule 11 (the genetic information of both parents is un-
known). And second, different mutation could follow different
inheritance patterns (mother and fathers), as well as aggressive-
ness; moreover, there could be multiple mutations in a single indi-
vidual. Our proposal only considers a single mutation by
individual, guided by breast cancer physicians that agree with
the National Cancer Institute information [5]. Although there aresequent)
r is explored, due we have the certainty that this member has the mutated gene
r is explored, due we have the certainty that this member does not have the
ne
cestors are explored due the father has been tested negative
estors are explored due the mother has been tested negative
r and father’s ancestors are explored
need to continue exploring because neither mother or father could propagate the
ne
cestors are explored
estors are explored due the mother has been tested negative
estors are explored
cestors are explored
estors are explored if there are no mutated genes between mother’s ancestors
Fig. 5. Graphic representation of the conditions of the ancestor’s exploration rules. The gray node represents the family member under test.
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breast/ovarian tumors, the majority of hereditary breast cancers
can be accounted for by inherited mutations in BRCA1 and BRCA2.
Thus, we can say that the rules proposed here to handle mutations
are illness-dependent, or mutation dependent. Several rule sets can
be deﬁned, one per mutation, and then the different results be
combined under a probabilistic framework. Dealing with probabi-
listic models either to propagate uncertainty or to combine evi-
dence from several mutations is out of the scope of this paper
and requires further research.
3.2.3. Family inherited indicators
Previous individual indicators can be applied to all of the youn-
gest members of the family, representing the current generation, in
order to obtain a family indicator, both, for the affectation and the
mutation information. Moreover, they could be combined in a sin-
gle indicator (family integration indicator) to assess about the risk
of a family member to suffer the illness.
3.2.3.1. Family inherited affectation indicator. The family inherited
affectation indicator, FAI, regards the information of the inherited
affectation indicator of the youngest members of a family, i.e., of
the leaves of a family tree. It is computed by aggregating the re-
sults of all the leaves, as follows:
FAI ¼
X
8ljl is leaf
IDFðlÞ  dðlÞ ð7Þ
And following the example of Fig. 4 we obtain the following results:
FAI ¼ IDFðAÞ  dðAÞ þ IDFðBÞ  dðBÞ þ IDFðCÞ  dðCÞ þ IDFðDÞ
 dðDÞ þ IDFðEÞ  dðEÞ þ IDFðFÞ  dðFÞ
¼ 1
12
þ 1
12
þ 5
6
þ 1
6
þ 11
4
þ 3
4
¼ 4:673.2.3.2. Family inherited mutation indicator. Given the individual
inherited mutation indicators of all of the youngest members of a
family, the family inherited mutation indicator consists on the
addition of all of them, as follow:
FMI ¼
X
8ljlis leaf
MIðlÞ ð8ÞFig. 6. Tree example with multiple ancestors root.3.2.3.3. Family integration indicator. At this point we have provided
ways of estimating different indicators which give us information
about the mutation state and the affection rate in the family tree
structure. As in the case of the global indicators, both kinds of
indicators can be combined to set up a family integrator indicator
relating the mutations and affectations evolution of the individuals
over the tree, which provide a better indicator for representing the
disease spreading in a given branch of the family.Our proposal is based on a weighted average operator [6], thus
given the individual affectation and mutation indicators of a fam-
ily, the family integrator, FI is as follows:
FI ¼ f ðFAI; FMIÞ ¼ aFAI þ bFMI ð9Þ
where
 a, b 2 [0,1] are weights expressing the importance of affectation
and mutation correspondingly, and a + b = 1.
The selection of one value for a and b could be experimentally set
according to the problem domain.
3.3. Extension to multi-rooted pedigrees
Along this section, we have assumed that the pedigree has a un-
ique root (see Fig. 1), but there are situations where the speciﬁc
family member who is being considered for the study has
information from both, mother’s and father’s ancestors, like E in
Fig. 6 top. In this situation, a topological sorting solution is re-
quired. Topological sorting concerns the deﬁnition of the order in
which nodes should be traversed in a complex graph.
In our case, instead of forcing a single list of ancestors, we pro-
pose the division of the multi-rooted pedigrees into single-root
pedigrees like the ones we have been working until now, evaluate
the indicators in each single-root tree, and provide the results as a
range. The extremes of the interval are the maximum and minim
values obtained.
In order to do that, we ﬁrst select all the family members with-
out ancestors (pedigree’s roots), and create from them new, single-
rooted pedigrees. Obviously, we avoid the repetition of the same
Fig. 7. Integration framework.
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wife of the same root. They are considered as a unique entry point
to the pedigree. For example, if we look again at Fig. 6, we can see
that we have four family members from the top pedigree’s roots.
Since the four root candidates represent two marriages (two real
roots), just one of them for each relation is necessary. Two pedi-
grees like the ones at the bottom of Fig. 6 are created.
Then the indicators are estimated for each individual pedigree
and instead of providing a ﬁnal value, a value interval is provided.
By this means, we assert that the family members that are the
common branch of the different pedigrees have at least the worst
estimated value and at maximum the best one.4. Tool integration with a KBS
Fig. 7 shows the integration framework of the information com-
ing from a pedigree tool to a KBS by means of the risk calculator, a
software component which implements our indicators.Fig. 8. GUI for the implemThe risk calculator is implemented in Java, and can be used
alone or provided as a plug-in for eXiT⁄CBR [7], a tool for case-
based medical diagnosis support. The GUI of the risk calculator
is simple (see Fig. 8), so that the user provides the information
about:
 The indicators to be computed.
 The comma separated value (CSV) ﬁle with the list of the indi-
viduals to be analyzed.
 The directory where the GED ﬁles are located.
 The name for the results ﬁle.
When choosing the inherited mutation option, both family indi-
cators introduced in this paper are calculated. The family integra-
tor indicator is computed as a post process, if both, affectation
and mutation are chosen, since it is derived from them.
As a result, the risk calculator outputs a CSV ﬁle where each row
contain the indicators of the individual in the input list. To know
which individual corresponds to which family or GED ﬁle, an iden-
tiﬁer is required, that must be unique.
When other information about individuals is also available,
then, indicators can be aggregated to the knowledge of a KBS, so
that the KBS can take them into account to assess about the risk
of suffering an illness, for example, and according to a given deci-
sion method. In our case, we have used a case-based reasoning
methodology, but other approaches can also take advantage of
the risk calculator.
Case-based reasoning is a methodology to build knowledge
based systems based on past experiences. In short, an experience
or case is composed by the problem description (i.e., patient data)
and solution (i.e., prognosis). Thus a case-based system bases its
reasoning on a case base. When a problem should be solved, or a
query case is posed to the system, the system obtains the solution
in a four stage process: retrieve, reuse, revise and retain [8]. In the
retrieve stage, the most similar cases are retrieved from memory.
Next, the solutions of the past cases are used to compound the
solution of the query case (reuse stage). In the revise stage, theented methodology.
716 P. Gay et al. / Journal of Biomedical Informatics 46 (2013) 710–720solution is validated (often by a human expert), and the decision
about retaining or not the case in memory is performed in the re-
tain stage. Several techniques can be used to implement the differ-
ent stages. As for example, using a similarity function or another in
the retrieval phase. Thus, several tools are available to developers
to test the different case-based system that could be conﬁgured
out for a given application. eXiT⁄CBR [7] is one of them.
eXiT⁄CBR requires cases be entered via a CSV ﬁle, each row rep-
resenting a case, and each column an attribute (age, IMC, number
of children, etc.). Thus, the indicators can be easily integrated in
a case by considering them as another attribute of the individual
(or case).
To facilitate the integration, the risk calculator has been inte-
grated as a plug-in in the eXiT⁄CBR tool. Thus, when selecting that
plug-in, the case base is traversed from the beginning to the end,
and by means of the cases identiﬁers, adding the selected indicator
to all of the cases. When the GED ﬁle for a case is not found, the
indicator value is set to 9, meaning ‘‘unkown’’.Fig. 10. Figures a, b and c present a similar family tree structure except for the
amount of brothers/sisters in the second era and the location of the mutated nodes.
The node under study is highlighted inside a dashed box.5. Case studies
This section shows real examples of pedigrees appropriately
modiﬁed as case studies to visualize the utility of the indicators
introduced in this paper. The ﬁrst examples are simple and have
been artiﬁcially generated to demonstrate the beneﬁts of using
structured data-based indicators. Fig. 9 shows three times the
same tree structure where changes among trees rely on the posi-
tion where an affected node is detected. The node target of the
study is at the bottom, and it is highlighted inside a dashed box.
As Table 2 shows, statistics-based indicators do not change inde-
pendently on who the affected node is. Conversely, the individual
inherited indicators depend directly on where the affected node
is placed in the family.
Second case study is provided in Fig. 10. It shows a simple fam-
ily tree (Fig. 10a) to which more nodes are gradually added
(Fig. 10b and c). The node under study is highlighted inside a
dashed box. The amount of mutated/affected nodes is not in-
creased from one tree to the other.
As Table 3 shows, Ag and Mg indicators decrease their value
quickly when more nodes are added. Pg is static because, as previ-
ously exposed, the amount of mutated/affected is not modiﬁed.Table 2
Global indicators and AI according to where the affected node is situated within the
tree structure.
Case Ag Mg Pg AI
Fig. 9a 0.2 0.4 0.5 4
Fig. 9b 0.2 0.4 0.5 2
Fig. 9c 0.2 0.4 0.5 1
Fig. 9. Figures a, b and c present the same family tree except for the location of their
affected node.Regarding the structured data-based indicators, AI shows a similar
behavior as Ag and Mg, but in this case, it decreases proportionally
slower. In contrast, MI does not follow the same pattern as the
other indicators. The reason rely on the exploration rules applied
(Section 3.2.2). Fig. 10a follows Rules 9 and 7 so they only explore
the father and the grandmother of the speciﬁed node. Then, in
Fig. 10b, both father and mother have no information about muta-
tions (neither + or ) so both are explored following Rule 11, and
Rule 4 is used when the grandfather is explored. Finally, in
Fig. 10c, since both parents contain the mutated gene, Rule 5 is
triggered and next, when exploring the grandparents, we use again
Rule 11.
About the family inherited affectation indicator, we expect to
behave similarly than the global indicators since they summarize
the information of the whole family. Thus let us suppose the ped-
igrees depicted in Fig. 11. The ﬁrst pedigree, Fig. 11a, is a simple
tree which has been modiﬁed so it does not include any of the ge-
netic nor affectation information. Since it does not contain any
trace of information, the results are zero for all of the indicators.
In Fig. 11b, affectation information is included, so the global affec-
tation indicator grows until a 0.39. Fig. 11c includes genetic infor-
mation; therefore, the global mutation indicator is 0.22. If both are
considered (Fig. 11d), the global penetration escalates until 1.75,
which represents a high level of penetration given that there are
more affected nodes than mutated. The case study of Fig. 11e con-
sists in a highly complex multi-rooted pedigree. All of the global
indicators obtained are summarized in Table 4, together with the
family inherited indicators. It’s easy to see the evolution of the val-
ues according to the cases and the mutated/affected elementsTable 3
Indicators of the tree structures in Fig. 10.
Case Ag Mg Pg AI MI
Fig. 10a 0.16 0.33 0.5 1 1
Fig. 10b 0.11 0.22 0.5 0.33 0.25
Fig. 10c 0.08 0.15 0.5 0.2 0.5
Fig. 11. Case studies. (a) Pedigree free of disease. (b) Pedigree with some of the members affected. (c) Pedigree with members who are carriers of the genetic mutation. (d)
Combination of (b) and (c). (e) Case study of a real multi-rooted pedigree.
Table 4
Comparative between the different statistics-based indicators against the structured
data-based (family) indicators regarding the case studies.
Case Ag Mg Pg FAI FMI FI
Fig. 11a 0 0 0 0 0 0
Fig. 11b 0.39 0 0 5.8 0 2.90
Fig. 11c 0 0.22 0 0 5.17 2.58
Fig. 11d 0.39 0.22 1.75 5.8 5.17 5.48
Fig. 11e 0.16 0.22 0.73 [3.56,4.33] [4.5,5.5] [4.03,4.91]
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cator FI in this case has been estimated using a = b = 0.5 and, as
can be seen, the value depends directly in the era where the af-
fected node is detected.6. Experimental results
In this section we present the experiments performed to show
the beneﬁts and limits of our methodology.6.1. Experimental set up
To test the beneﬁts of our methodology we have used our breast
cancer data which consists of 347 families (GED ﬁles).1 Among all
of the individuals, we have clinical information from 554 members
to validate the results obtained; that is, we know if the individual
has suffered or not the illness (155 and 399 correspondingly). To test
the integration framework, we have additional clinical data from the
individuals, concerning the age, gender, weight, height, and educa-1 Unfortunately the data is not public due to medical constraints. Any researche
interested can send an e-mail to the authors, to ask for permission to the medica
staff.r
ltion. This information is provided in a CSV ﬁle.
Two experimental scenarios have been analyzed:
 Indicators alone, in which the information provided in the GED
ﬁles are used to predict the illness. All of the indicators have
been computed for the 554 individuals. Regarding the parame-
ters of the family integration indicator they are set to 0.5 each
(i.e., a = b = 0.5 in Eq. (9)).
 Integrated framework, in which the indicators are combined
with other clinical data according to Fig. 7.
To measure the experiments we use the confusion matrix and
the true positive and true negative rates that can be derived from
it. The confusion matrix relates the number of false positive (FP,
healthy people detected as ill sufferers), false negatives (FN, ill suf-
ferers predicted as healthy), true positives (TP, ill sufferers pre-
dicted correctly) and true negatives (TN, healthy people with
right prognosis). The true positive (tp) rate relates the number of
ill sufferers detected with the indicators regarding the total of
known patients (i.e., TP/(TP + FN)); the true negative (tn) rates
the number of individuals with indicators given zero information
with all healthy people (that is, TN/(TN + FP)).
Next, the tp-rate and fp-rate (FP/(TN + FP) are plotted in a recei-
ver operating characteristic (ROC, [9]). This is a graphical plot
which shows the performance of a binary classiﬁer as a threshold
is varied from 0 to 1. In our case, the KBS classiﬁes persons into
two groups: having or not having risk of suffering an illness. More-
over, the threshold is related to the ratio of past cases supporting
the evidence (reuse step of case-based reasoning), that we vary
from 0 to 1, obtaining different tp and fp-rate for each value. The
tp-rate is plotted in the Y-axis and the fp-rate in the X-axis, so that
the resulting graph depicts relative trade-off between beneﬁts
(true positives) and costs (false positives). The ideal result would
be the one with a threshold in which TP = 1 and FP = 0. The quality
Table 5
Experimental results.
Indicator FP TP FN TN tp-rate (%) tn-rate (%)
Ag 399 155 0 0 100.00 0.00
Mg 187 62 93 212 40.00 53.13
Pg 187 62 93 212 40.00 53.13
AI 112 129 26 287 83.23 71.93
MI 32 28 127 367 18.06 91.98
FAI 399 155 0 0 100.00 0.00
FMI 182 58 97 217 37.42 54.39
FI 399 155 0 0 100.00 0.00
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curve (AUC) value of the ROC. An ideal classiﬁer would have an
AUC of 1.6.2. Results using indicators alone
Table 5 provides the results obtained. Analyzing the results, we
observe that the global affectation indicator is not able to discrim-
inate between patient suffering the illness and healthy people,
labeling all members as possible candidates for suffering the ill-
ness. The individual inherited affectation indicator is able to dis-
criminate up to 83.23% of the ill people; although the tp-rate
does not achieve the 100% and this is a costly situation. An interest-
ing result is the family inherited affectation indicator that results
in an equivalent behavior than the global affectation indicator, as
could be expected, since it covers all members of the family.
Regarding mutation, it is a weak indicator for illness risk assess-
ment, as some physicians anticipate. There are a lot of people that
could have a given mutation but it is not a deﬁnitive factor for
developing the illness.
However, it is important to highlight the fact that the individual
indicator (MI) reach up to the 91.98% for tn-rates, outperforming
the global indicator in almost the double. Analyzing in detail muta-
tions, we know that there were 36 proven mutations in the family
tree; the global mutation indicator identiﬁes 249 possible individ-
uals who can have the mutation, close to the family inherited
mutation indicator (240), while the individual inheritance only
60, thanks to the inheritance rules designed. So the rules seem to
play a key issue on appropriately assigning mutation risks to
individuals.
Concerning the FI index, the results show that it is dominated
by the FAI index, that is, FI depends on both, the family affectation
(FAI) and mutation (FMI) indicators. The former varies from 0.15 to
17.0; while the latter from 0 to 7.17. Therefore, the scales in which
they are deﬁned are not comparable and their combination re-
quires further research.
Finally, it is important to highlight that those indicators repre-
sent a ﬁrst step towards the automation of the evaluation of the
information stored in pedigrees, so that they can be available to
be combined with other clinical data in order to achieve more
accurate prognosis.6.3. Results using the integration framework
In this section we analyze how the information processed
thanks to our methodology could be used in a KBS. Particularly,
we used case-based reasoning to implement the KBS. Cases are
composed by the clinical data. Then, several tests have been carried
out with different case bases: one without any indicator, and the
others have been enhanced with the information coming from an
indicator (there are as many case bases as indicators, plus the plain
one). Fig. 12 depicts the results for comparison. Pg has been omit-
ted for clarity as giving the same results than Mg.In the Figure, it is possible to observe that the worse results are
obtained when no indicators are used. In this regard, we need to
say that the information provided is quite poor to perform a pre-
diction on the patient, but it serves to explain the beneﬁts provided
by the indicators, which enhance the information and achieve bet-
ter outcomes. The AUC value for each experiment is given in Table
6. Observe that the experiment with the best results is the one
including the FMI index, meaning that thanks to our methodology
mutation handled in an inheritance way (instead of statistic) can
provide useful knowledge for KBS.7. Related work
There are some methods that deal with inheritance information
due to the interest of evaluating the disease risk factors by the
aggregation of cases (i.e., persons suffering the illness). However,
most of the works concerns the use of pedigree information in or-
der to determine features of a particular population under study. In
[10], for example, several approaches are studied to determine the
right number of contributions that should be considered from the
ancestors in a given population. Most of the analyzed methods are
based on the inverse proportion to the addition of the square of all
of the features under study. Our approach also takes into account
this inverse proportion, but in this case, instead of using the
square, we exponentially modify the information according to
the distance of the ancestor to the current population.
Another interesting work is [11] that apply aggregation meth-
ods to evaluate cardiological risks taking into account fathers/soon
exponential relationships. Our proposal also includes an exponen-
tial relation, but taking into account the complexity of the whole
family, which includes hierarchical relationship of different gener-
ations, and different family trees as a consequence of marriages.
Thus, our work contemplates different sources of risks, depending
on the different paths that can be followed in a graph-representa-
tion of the family.
The most interesting insight of the [11] work is how the combi-
nation of the different induced information from the same pedi-
gree can be performed. In particular, the authors propose several
functions to combine risk and incidence factors. Thus, we leave
for a future work to use this kind of aggregation methods, as well
as other methods coming from the veterinarian ﬁeld [12] and deci-
sion theory [6].
Regarding breast cancer diagnosis BRCAPro [13] also deals with
the problem of analyzing ancestors in order to ﬁnd a possible
mutation. BRCAPro is limited in depth, analogously to the case of
[11], but in this case up to 2 degrees of relationships are allowed
(grandfather/mother, father/mother and son). BOADICEA [14] and
Tyrer–Cuzick [15] are similar-purpose tools.
An interesting work is [16] which describe the complexity of
deriving the individual risk from the population risk. Particularly
the authors comment three factors to take into account: having a
family history or not, contribution of the population model in the
family predisposal, and how environmental risk factors affect indi-
viduals. Based on these factors, the authors propose a mathemati-
cal model to obtain individual values. Our work is related to
provide support to such kind of mathematical models; in this ﬁrst
work, we are proposing the measure of the information contained
in the family, but as a future work, more complex models as the
ones proposed in [16] or [17] that merge population (statistics)
models should be contemplated.
Finally, it is important to note that current pedigree tools, as
PyPedal [18] are including different methodologies to analyze the
data included, so as to summarize, as for example in the case of
PyPedal, in eight different measures (similar as the ones previously
related). Then, we should expect in a future that thus tools also
Fig. 12. Comparison of several ROC curves, with and without risk indicators.
Table 6
AUC values for the ROC curves plot in Fig. 12.
Indicator used AUC
Without indicators 0.6003
Ag 0.6770
Mg 0.7458
AI 0.7097
MI 0.6505
FAI 0.6792
FMI 0.7577
FI 0.6772
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provided methods, or domain-dependent methods. Our method
could be one of them.8. Conclusions
The need of dealing with pedigree analysis is a must when deal-
ing with inherited illnesses. However, most of the approaches to
interpret data on family histories are statistics based on the num-
ber of individuals in the family instead of their relationships. In this
work we presents a new way of computing family risk based on
indicators that takes into account the structure of the family, as
physicians use to do.
We provide a methodology based on three statistics-based indi-
cators (global affectation, global mutation, and global penetration
indicators), plus ﬁve structured data-based indicators (individualinheritance mutation, individual inheritance affectation, family
inheritance affectation and mutation, and family integration
indicators). To establish relationships among family members, a
rule-based algorithm is provided for simple pedigrees (tree-like
structures), while an interval based solution is provided for more
complex situations (graphs due to second marriages, etc.).
We have illustrated our methodology on several case studies.
Moreover, our method has been implemented and integrated in a
case-based reasoning tool that supports medical decision making.
The experimentation has been carried out in a breast cancer diag-
nosis domain, showing that the inheritance information computed
with our indicators can be more discriminative than statistics
approaches.
Having a way to compute indicators, the next step of our re-
search is to discuss the results with physicians to enrich our meth-
odology. This future work comprehends the combination of
statistics and structured data based indicators (we have only tack-
led combinations among structured data based indicators). Our
ultimate goal is to provide to the physicians with a powerful tool
that supports their decision making taking into account the inter-
relationships among population values and individual information,
that it is still an open problem.
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