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Abstract
We study query answering in the description logic SQ sup-
porting qualified number restrictions on both transitive and
non-transitive roles. Our main contributions are a tree-like
model property for SQ knowledge bases and, building upon
this, an optimal automata-based algorithm for answering pos-
itive existential regular path queries in 2EXPTIME.
1 Introduction
The use of ontologies to access data has gained a lot of popu-
larity in various research fields such as knowledge represen-
tation and reasoning, and databases. In the ontology-based
data access (OBDA) scenario, ontologies are often encoded
using description logic languages (DLs); as a consequence,
a large amount of research on the query answering problem
(QA) over DL ontologies has been conducted. In particu-
lar, several efforts have been put into the study of the query
answering problem in DLs featuring transitive roles and
number restrictions (Glimm, Horrocks, and Sattler 2008;
Glimm et al. 2008; Eiter et al. 2009; Calvanese, Eiter, and
Ortiz 2009; 2014). However, in all these works the appli-
cation of number restrictions to transitive roles is forbid-
den. This is also reflected in the fact that the W3C ontol-
ogy language OWL 2 does not allow for this interaction.1
Unfortunately, this comes as a shortcoming in crucial DL
application areas like medicine and biology in which many
terms are defined and classified according to the number of
components they contain or have as a part, in a transitive
sense (Wolstencroft et al. 2005; Rector and Rogers 2006;
Stevens et al. 2007). For instance, the ontology T below de-
scribes that the human heart has as a part (hPt) exactly one
mitral valve (MV), a left atrium (LA) and a left ventricle
(LV); and the latter two (enforced to be distinct) also have as
a part a mitral valve. Thus, the left atrium and left ventricle
have to share the mitral valve.
T = { Heart v (= 1 hPt.MV) u ∃hPt.LA u ∃hPt.LV,
LV u LA v ⊥, LV v ∃hPt.MV, LA v ∃hPt.MV }.
The lack of investigations of query answering in DLs of
this kind is partly because (i) the interaction of these
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features with other traditional constructors often leads
to undecidability of the standard reasoning tasks (e.g.,
satisfiability) (Horrocks, Sattler, and Tobies 2000); and
(ii) for those DLs known to be decidable, such as SQ
and SOQ (Kazakov, Sattler, and Zolin 2007; Kaminski
and Smolka 2010), only recently tight complexity bounds
were obtained (Gutie´rrez-Basulto, Iba´n˜ez-Garcı´a, and Jung
2017a). Moreover, these features, even with restricted inter-
action, pose additional challenges for devising decision pro-
cedures since they lead to the loss of properties, such as the
tree model property, which make the design of algorithms
for QA simpler. Clearly, these issues are exacerbated if num-
ber restrictions are imposed on transitive roles.
Traditionally, most of the research in OBDA has fo-
cused on answering conjunctive queries. However, naviga-
tional queries have recently gained a lot of attention (Ste-
fanoni et al. 2014; Bienvenu, Ortiz, and Simkus 2015;
Baget et al. 2017) since they are key in various applications.
For instance, in biomedicine they are used to retrieve spe-
cific paths from protein, cellular and disease networks (Do-
grusoz et al. 2009; Lysenko et al. 2016). A prominent class
of navigational queries is that of regular path queries (Flo-
rescu, Levy, and Suciu 1998), where paths are specified by
a regular expression. Indeed, motivated by applications in
the semantic web, the latest W3C standard SPARQL 1.1 in-
cludes property paths, related to regular expressions.
The objective of this paper is to start the research on query
answering in DLs supporting qualified number restrictions
over transitive roles. We study the entailment problem of
positive existential two-way regular path queries (Calvanese
et al. 2000) over SQ ontologies, thus generalizing both con-
junctive and regular path queries. To this end, we pursue an
automata-based approach for query answering using two-
way alternating tree automata (2ATA) (Vardi 1998). This
roughly consists of three steps (Calvanese, Eiter, and Or-
tiz 2014): (i) show that, if a query ϕ is not entailed by the
knowledge baseK, there is a tree-like interpretation witness-
ing this, (ii) devise an automaton AK which accepts pre-
cisely the tree-like interpretations of K, (iii) devise an au-
tomaton Aϕ which accepts a tree-like interpretation iff it
satisfies ϕ. Query entailment is then reduced to the ques-
tion whether AK accepts a tree that is not accepted by Aϕ.
In this paper, we significantly adapt and extend each step to
SQ, resulting in an algorithm running in 2EXPTIME, even
for binary coding of numbers. A matching lower bound fol-
lows from positive existential QA inALC (Calvanese, Eiter,
and Ortiz 2014). More precisely, for step (i) we develop the
notion of canonical tree decompositions which intuitively
are tree decompositions tailored to handle the interaction
of transitivity and number restrictions. We then show via a
novel unraveling operation for SQ that, if the query is not
entailed, there is a witness interpretation which has a canon-
ical tree decomposition of width bounded exponentially in
the size of K, cf. Section 3. These canonical tree decompo-
sitions are crucial in order to construct a small 2ATA AK in
step (ii), which is done in Section 4.1. For step (iii), we pro-
pose in Section 4.2 a novel technique for answering regular
path queries directly using a 2ATA Aϕ since a naive appli-
cation of the techniques from (Calvanese, Eiter, and Ortiz
2014) does not lead to optimal complexity, because of the
large width of the decompositions.
An extended version with appendix can be found under
www.informatik.uni-bremen.de/tdki/research/papers.html.
2 Preliminaries
Syntax. We consider a vocabulary consisting of countably
infinite disjoint sets of concept names NC, role names NR,
and individual names NI, and assume that NR is parti-
tioned into two countably infinite sets of non-transitive role
names NntR and transitive role names N
t
R. The syntax of SQ-
concepts C,D is given by the rule
C,D ::= A | ¬C | C uD | (6 n r.C)
where A ∈ NC, r ∈ NR, and n is a number given in binary.
We use (> n r.C) as an abbreviation for¬(6 n−1 r.C), and
other standard abbreviations like ⊥, >, C unionsqD, ∃r.C, ∀r.C.
Concepts of the form (6 n r.C) and (> n r.C) are called
at-most restrictions and at-least restrictions, respectively.
An SQ-TBox (ontology) T is a finite set of concept in-
clusions C v D where C,D are SQ-concepts. An ABox is
a finite set of concept and role assertions of the form A(a),
r(a, b) where A ∈ NC, r ∈ NR and {a, b} ⊆ NI; ind(A) de-
notes the set of individual names occurring in A. A knowl-
edge base (KB) is a pair K = (T ,A).
Semantics. An interpretation I = (∆I , ·I) consists of a
non-empty domain ∆I and an interpretation function ·I
mapping concept names to subsets of the domain and role
names to binary relations over the domain such that transi-
tive role names are mapped to transitive relations. The inter-
pretation function is extended to complex concepts by defin-
ing (¬C)I = ∆I \ CI , (C uD)I = CI ∩DI , and
(6 n r.C)I = {d ∈ ∆I | |{e ∈ CI | (d, e) ∈ rI}| ≤ n}.
For ABoxes A we adopt the standard name assumption
(SNA), that is, aI = a, for all a ∈ ind(A), but we strongly
conjecture that our results hold without it. The satisfaction
relation |= is defined as usual by taking I |= C v D iff
CI ⊆ DI , I |= A(a) iff a ∈ AI , and I |= r(a, b) iff
(a, b) ∈ rI . An interpretation I is a model of a TBox T ,
denoted I |= T , if I |= α for all α ∈ T ; it is a model of
an ABox A, written I |= A, if I |= α for all α ∈ A; it is a
model of a KB K if I |= T and I |= A.
Query Language. A positive existential regular path query
(PRPQ) is a formula ϕ = ∃xψ(x) where ψ is constructed
using ∧ and ∨ over atoms of the form E(t, t′) where t, t′ are
variable or constant names, E is a regular expression over
{r, r− | r ∈ NR} ∪ {A? | A ∈ NC}, and the tuple x denotes
precisely the free variables in ψ. Note that atoms A(t) are
captured using A?(t, t).
We denote with Iϕ the set of constant names inϕ. A match
for ϕ in I is a function pi : x∪Iϕ → ∆I such that pi(a) = a,
for all a ∈ Iϕ and I, pi |= ψ(x) under the standard seman-
tics of first-order logic extended with the following rule for
atoms of the form E(t, t′): I, pi |= E(t, t′) if there is a word
ν1 · · · νn ∈ L(E) and a sequence d0, . . . , dn ∈ ∆I such that
d0 = pi(t), dn = pi(t
′), and for all i ∈ [1, n] we have that (i)
if νi = A?, then di−1 = di ∈ AI , and (ii) if νi = r (resp.,
νi = r
−), then (di−1, di) ∈ rI (resp., (di, di−1) ∈ rI).
A query ϕ is entailed by a KB K, denoted as K |= ϕ, if
there is a match for ϕ in every model I of K. The query en-
tailment problem asks whether a KB K entails a PRPQ ϕ.
It is well-known that the query answering problem can be
reduced to query entailment, and that PRPQs are preserved
under homomorphisms, that is, if I |= ϕ and there is a ho-
momorphism from I to J , then also J |= ϕ.
Additional Notation for Transitive Roles. Given some in-
terpretation I, I|∆ denotes the restriction of I to domain
∆ ⊆ ∆I . For d ∈ ∆I and r ∈ NtR, the r-cluster of d in I,
denoted by QI,r(d), is the set containing d and all elements
e ∈ ∆I such that both (d, e) ∈ rI and (e, d) ∈ rI . We call
a set a ⊆ ∆I an r-cluster in I if a = QI,r(d) for some
d ∈ ∆I , and an r-root cluster if additionally (d, e) ∈ rI for
all d ∈ a and e ∈ ∆I \ a. Note that both a single element
without an r-loop and a single element with an r-loop are
r-clusters of size 1; otherwise r-clusters can be viewed as
r-cliques.
3 Tree Decompositions
Existing algorithms for QA in expressive DLs, e.g., SHIQ
(without number restrictions on transitive roles), exploit the
fact that for answering queries it suffices to consider canon-
ical models that are forest-like, roughly consisting of an in-
terpretation of the ABox and a collection of tree-shaped in-
terpretations whose roots are elements of the ABox. We start
with showing that for SQ this tree-model property is lost.
Example 1. The number restrictions in T , cf. Section 1,
force that every model of T satisfying Heart contains the
structure in Fig. 1(a). Moreover, in SQ clusters can be en-
forced. Let T ′ be the following TBox, where r ∈ NtR:
{A v (= 3 r.B), B v (= 3 r.B), A v ¬B}.
Then, in every model of T ′, an element satisfyingA roots the
structure depicted in Fig. 1(b), where the elements satisfying
B form an r-cluster.
Nevertheless, we will establish a tree-like model property
for SQ, showing that it suffices to consider such models for
query entailment. We first introduce a basic form of tree de-
compositions suited for transitive roles. A tree is a prefix-
closed subset T ⊆ (N \ {0})∗. A node w ∈ T is a successor
Heart
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Figure 1: Example 1
of v ∈ T and v is a predecessor of w if w = v · i for some
i ∈ N. We denote with w · −1 the predecessor of w, if it
exists.
Definition 1. A tree decomposition of an interpretation I is
pair (T, I) where T is a tree and I is a function that assigns
an interpretation I(w) = (∆w, ·I(w)) to every w ∈ T , and
the following conditions are satisfied:
1. ∆I =
⋃
w∈T ∆w;
2. for every w ∈ T , we have I(w) = I|∆w ;
3. rI = χr for r ∈ NntR and rI = χ+r for r ∈ NtR, where
χr =
⋃
w∈T r
I(w);
4. for every d ∈ ∆I , the set {w ∈ T | d ∈ ∆w} is connected
in T .
The width of (T, I) is the maximum domain size of inter-
pretations that occur in the range of I minus 1, that is,
supw∈T |∆w| − 1. Its outdegree is the outdegree of T .
Unfortunately, this basic tree decomposition does not yet en-
able tree automata to count over transitive roles (with a small
number of states) since the r-successors of an element, say
d ∈ ∆I , are scattered in the decomposition; see Section 4.1
for further details. To address this, we extend tree decompo-
sitions with a third component rwhich assigns to every node
w ∈ T \{ε} a role name r(w) and⊥ to the root ε. Intuitively,
a node labeled with r = r(w) is responsible for capturing r-
successors of some element(s) in the predecessor of w.
We need some additional notation. Let (T, I, r) be such an
extended tree decomposition, and letw ∈ T and r ∈ NR. We
say that d ∈ ∆w is fresh in w if w = ε or d /∈ ∆w·−1, and r-
fresh in w if r = r(w) and it is either fresh or r 6= r(w ·−1).
We denote with F (w) and Fr(w) the set of all fresh and r-
fresh elements inw, respectively. Intuitively, Fr(w) contains
all elements which are allowed to have fresh r-successors
in the successor nodes of w. Indeed, the following stronger
form of tree decompositions implies (among other things)
that, for all d and r, there is a unique w with d ∈ Fr(w).
Definition 2. An extended tree decomposition T = (T, I, r)
of an interpretation I is canonical if the following conditions
are satisfied for every w ∈ T with r = r(w) and every
successor v of w with s = r(v):
(C1) if (d, e) ∈ sI(v)1 , then s1 = s, or d = e and s1∈NtR;
(C2) if s ∈ NntR , then ∆v = {d, e}, for some d ∈ F (w),
e ∈ F (v), and sI(v) = {(d, e)};
(C3) if s ∈ NtR and r /∈ {⊥, s}, there are d ∈ F (w) and
an r-root cluster a in I(v) such that ∆w ∩∆v = {d}
and d ∈ a; moreover, there is no successor v′ 6= v of
w satisfying this for d and r(v′) = s;
(C4) if s ∈ NtR and r ∈ {⊥, s}, then there is an s-root
cluster a in I(v) with:
(a) a ⊆ Fs(w);
(b) a is an s-cluster in I(w);
(c) for all d ∈ a and (d, e) ∈ sI(w), we have e ∈ ∆v;
(d) for all (d, e) ∈ sI(v), d ∈ a ∪ F (v) or e /∈ F (v).
Definition 2 imposes restrictions on the structural rela-
tion between interpretations at neighboring nodes. Condi-
tion (C1) expresses that the interpretation at a node labeled
with r(w) = r interprets essentially only r non-empty
(among role names). Condition (C2) is in analogy with
standard unravelling over non-transitive roles (Baader et al.
2003). Condition (C3) reflects that interpretations at neigh-
boring nodes with different r-components do only interact
via single elements. Most interestingly, Condition (C4) plays
the role of (C2), but for transitive roles. Note that (C4) is
based on r-clusters since they can be enforced, see Exam-
ple 1 above.
3.1 Tree-like Model Property for SQ
As our first main result, we show a tree-like model prop-
erty, in particular, that every model can be unraveled into
a canonical decomposition of small width. The proof is via
a novel unraveling operation tailored for the logic SQ and
canonical decompositions.
Theorem 1. Let K = (T ,A) be an SQ KB and ϕ a PRPQ
with K 6|= ϕ. There is a model J of K and a canonical tree
decomposition (T, I, r) of J with (i) J 6|= ϕ, (ii) I(ε) |=
A, and (iii) width and outdegree of (T, I) are bounded by
O(|A| · 2p(|T |)), for some polynomial p.
Before outlining the proof of Theorem 1, we introduce
some additional notation. The width of an interpretation I is
the minimum k such that |QI,r(d)| ≤ k for all d ∈ ∆I , r ∈
NtR. Moreover, for a transitive role r, we say that e is a direct
r-successor of d if (d, e) ∈ rI but e /∈ QI,r(d), and for each
f with (d, f), (f, e) ∈ rI , we have f ∈ QI,r(d) or f ∈
QI,r(e); if r is non-transitive, then e is a direct r-successor
of d if (d, e) ∈ rI . The breadth of I is the maximum k such
that there are d, d1, . . . , dk and a role name r, all di are direct
r-successors of d, and
– if r is non-transitive, then di 6= dj for all i 6= j;
– if r is transitive, then QI,r(di) 6= QI,r(dj), for i 6= j.
Let now be I |= K and I 6|= ϕ. As PRPQs are pre-
served under homomorphisms, the following lemma implies
that we can assume without loss of generality that I is of
bounded width and breadth. The proof of this lemma adapts
a result in (Kazakov and Pratt-Hartmann 2009).
Lemma 1. For each I |= K, there is a sub-interpretation I ′
of I with I ′ |= K and width and breadth of I ′ are bounded
by O(|A|+ 2p(|T |)).
Let cl(T ) be the set of all subconcepts occurring in T ,
closed under single negation. For each transitive role r, de-
fine a binary relation  I,r on ∆I , by taking d  I,r e if
there is some (6 n r.C) ∈ T such that d ∈ (6 n r.C)I ,
e ∈ CI , and (d, e) ∈ rI . Based on the transitive, reflexive
closure ∗I,r of I,r, we define, for every d ∈ ∆I , the set
WitI,r(d) of r-witnesses for d by:
WitI,r(d) =
⋃
e|d ∗I,reQI,r(e).
Intuitively, WitI,r(d) contains all r-witnesses of at-most re-
strictions of some element d, and due to using  ∗I,r, also
all witnesses of at-most restrictions of those witnesses and
so on. For the stated bounds, it is important that the size of
WitI,r(d) is bounded as follows:
Lemma 2. For every d ∈ ∆I and transitive r, we have
|WitI,r(d)| ≤ |A| · 2q(|T |), for some polynomial q.
We describe now the construction of the interpretation J
and its tree decomposition via a possibly infinite unraveling
process. Elements of ∆J will be either of the form a with
a ∈ ind(A) or of the form dx with d ∈ ∆I and some index
x. We usually use δ to refer to domain elements in J (in
either form), and define a function τ : ∆J → ∆I by setting
τ(δ) = δ, for all δ ∈ ind(A), and τ(δ) = d, for all δ of the
form dx.
To start the construction of J and (T, I, r), initialize the
domain ∆J with ind(A)∪⋃r∈NtR ∆r, where the sets ∆r are
defined as
∆r = {dr | d ∈
⋃
a∈ind(A) WitI,r(a) \ ind(A)}.
Concept and role names are interpreted in a way such that
J |ind(A) = I|ind(A), and for all r ∈ NtR and all δ, δ′ ∈
ind(A) ∪∆r, we have
δ ∈ AJ ⇔ τ(δ) ∈ AI , for all A ∈ NC, and
(δ, δ′) ∈ rJ ⇔ (τ(δ), τ(δ′)) ∈ rI . (†)
Now, initialize (T, I, r) with T = {ε}, ∆ε = ∆J , and
r(ε) = ⊥. This first step ensures that all witnesses of ABox
individuals appear in the root.
In the inductive step, we extend J and (T, I, r) by apply-
ing the following rules exhaustively in a fair way.
R1 Let r be non-transitive, w ∈ T , δ ∈ F (w), and d a
direct r-successor of τ(δ) in I with {δ, d} 6⊆ ind(A).
Then, add a fresh successor v of w to T , add the fresh
element dv to ∆J , extend J by adding (δ, dv) ∈ rJ
and dv ∈ AJ iff d ∈ AI , for all A ∈ NC, and set
∆v = {δ, dv} and r(v) = r.
R2 Let r be transitive, w ∈ T , and δ0 ∈ F (w) such that:
(a) w = ε and δ0 ∈ ∆s, for some transitive s 6= r, or
(b) w 6= ε and r(w) 6= r.
Then add a fresh successor v of w to T , and define
∆ = {ev | e ∈WitI,r(τ(δ0)) \ {τ(δ0)}}.
Extend the domain of J with ∆ and the interpretation
of concept and role names such that (†) is satisfied for
all δ, δ′ ∈ ∆ ∪ {δ0}. Finally, set ∆v = ∆ ∪ {δ0} and
r(v) = r.
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Figure 2: Example 2
R3 Let r be transitive, w ∈ T , a ⊆ Fr(w) an r-cluster in
I(w) such that:
(a) w = ε and a ⊆ ∆r ∪ ind(A), or
(b) w 6= ε and r(w) = r.
If there is a direct r-successor e of τ(δ) in I for some
δ ∈ a such that (δ, δ′) /∈ rJ for any δ′ with τ(δ′) = e,
then add a fresh successor v of w to T , and define
∆ = {fv | f ∈WitI,r(e) \WitI,r(τ(δ))} and
∆v = ∆ ∪ a ∪ {δ′′ | r(δ′, δ′′) ∈ I(w) for some δ′ ∈ a}.
Then extend the domain of J with ∆ and the interpre-
tation of concept names such that (†) is satisfied for all
δ ∈ a ∪∆ and δ′ ∈ ∆v . Finally, set r(v) = r.
To finish the construction, let J be the interpretation ob-
tained in the limit, and set I(w) = J |∆w , for all w ∈ T .
It is verified in the appendix that (T, I, r) and J satisfy the
conditions from Theorem 1. Notably, τ is a homomorphism
from J to I, thus J 6|= ϕ, due to preservation under homo-
morphisms.
Rules R1–R3 are, respectively, in one-to-one correspon-
dence with Conditions (C2)–(C4) in Definition 2. In partic-
ular, R1 implements the well-known unraveling procedure
for non-transitive roles. R2 is used to change the ‘role com-
ponent’ for transitive roles by creating a fresh node whose
interpretation contains all witnesses of the chosen element
δ. Finally, R3 describes how to unravel direct r-successors
in case of transitive roles r. In the definition of ∆ it is taken
care that witnesses which are ‘inherited’ from predecessors
are not introduced again, in order to preserve at-most restric-
tions.
We finish the section with an illustrating example.
Example 2. Let K be the following KB, where r ∈ NtR:
({A1 v (6 1 r.B), A2 v (6 1 r.C)}, {A1(a)}).
Figure 2 shows a model I of K and a canonical decompo-
sition T of its unraveling (transitivity connections are omit-
ted). In the initialization phase, the interpretation I(ε) is
constructed starting from individual a. Since a  I,r e and
e  I,r f , we have WitI,r(a) = {e, f}, thus er and fr are
added in this phase. The interpretations I(vi) are introduced
using R3: In all cases ∆ε is the cluster a and δ = a; and,
e.g., ∆ = {cv1} for I(v1).
4 Automata-Based Query Entailment
In this section, we devise an automata-based decision proce-
dure for query entailment in SQ. We start with the necessary
background about the used automata model.
Alternating Tree Automata. A tree is k-ary if each
node has exactly k successors. For brevity, we set [k] =
{−1, 0, . . . , k}. Let Σ be a finite alphabet. A Σ-labeled
tree is a pair (T, τ) with T a tree and τ : T → Σ as-
signs a letter from Σ to each node. A two-way alternating
tree automaton (2ATA) over Σ-labeled k-ary trees is a tuple
A = (Q,Σ, q0, δ, F ) whereQ is a finite set of states, q0 ∈ Q
is an initial state, δ is the transition function, and F is the
(parity) acceptance condition (Vardi 1998). The transition
function maps a state q and an input letter a ∈ Σ to a posi-
tive Boolean formula over the constants true and false, and
variables from [k] × Q. The semantics is given in terms of
runs, see appendix. As usual, L(A) denotes the set of trees
accepted by A. Emptiness of L(A) can be checked in expo-
nential time in the number of states of A (Vardi 1998).
General Picture. The leading thought is as follows. If
K 6|= ϕ, then, by Theorem 1, there is a model J of K and a
canonical tree decomposition thereof with small width and
outdegree such that J 6|= ϕ. The idea is to design 2ATAs
Acan, AK, and Aϕ which accept canonical tree decomposi-
tions, (tree-like) models of the KB K, and (tree-like) mod-
els of the query ϕ, respectively. Query answering is then
reduced to the question whether some tree is accepted by
Acan and AK, but not by Aϕ. As we shall see, these au-
tomata have size exponential in K and can be constructed
in double exponential time. Since 2ATAs can be comple-
mented and intersected in polynomial time, the automaton
Acan ∧ AK ∧ ¬Aϕ is of exponential size, and can be con-
structed in double exponential time. Checking it for non-
emptiness can thus be done in double exponential time. A
matching lower bound is inherited from positive existential
query answering inALC (Calvanese, Eiter, and Ortiz 2014).
We thus obtain our main result.
Theorem 2. PRPQ entailment over SQ-knowledge bases is
2EXPTIME-complete.
Encoding Tree Decompositions. As the underlying inter-
pretation might be infinite, 2ATAs cannot directly work over
tree decompositions. Thus, for the desired approach to work,
it is crucial to encode tree decompositions using a finite al-
phabet. To this aim, we use an approach similar to (Gra¨del
and Walukiewicz 1999).
Throughout this section, fix a knowledge base K and let
K and k be the bounds on width and outdegree, respectively,
obtained in Theorem 1. Then, fix a finite set ∆ having 2K
elements with ind(A) ⊆ ∆, and define Σ = {•}∪Σ′, where
Σ′ is the set of all pairs (I, x) such that I is an interpreta-
tion where only symbols from K are interpreted non-empty,
∆I ⊆ ∆, |∆I | ≤ K, and x is either a role name from K
or ⊥. The symbol • ∈ Σ is used to encode non-existing
branches (tree decompositions are not necessarily uniformly
branching).
Let (T, τ) be a Σ-labeled tree with Σ as above. For conve-
nience, we use Iw and rw to refer to the single components
of τ in a node w with τ(w) 6= •, that is, τ(w) = (Iw, rw).
Given an element d ∈ ∆, we say that v, w ∈ T are d-
connected iff d ∈ ∆Iu for all u on the unique shortest path
from v to w. In case d ∈ ∆Iw , we use [w]d to denote the set
of all v which are d-connected to w. We call (T, τ) consis-
tent if ε is the only node with rε = ⊥ and (Iw)|D = (Iv)|D
for all neighbors v, w ∈ T and D = ∆Iw ∩ ∆Iv . A con-
sistent Σ-labeled tree (T, τ) represents a triple (T, I, r) of
width at mostK as follows. The domain underlying (T, I, r)
is the set of all elements [w]d with w ∈ T and d ∈ ∆Iw , and
for every w ∈ T , the interpretation I(w) is defined as:
∆w = {[w]d | d ∈ ∆Iw}, AI(w) = {[w]d | d ∈ AIw},
rI(w) = {([w]d, [w]e) | (d, e) ∈ rIw},
for all concept names A and role names r occurring in K;
and r(w) is just rw. We denote with I(T,τ) the interpreta-
tion
⋃
w∈T Iw; clearly, (T, I, r) is a tree decomposition of
I(T,τ). As a convention, we use [ε]a to represent each ABox
individual a ∈ ind(A) in the encoding. Based on the size
2K of ∆, it is not hard to verify that, conversely, for every
width K tree decomposition of some I, there is a consistent
(T, τ) such that I(T,τ) is isomorphic to I.
It is easy to devise a 2ATA Acan which accepts an input
(T, τ) iff it is consistent and the represented tree decompo-
sition (T, I, r) is canonical. We thus concentrate on the most
challenging automata AK and Aϕ.
4.1 Knowledge Base Automaton AK
The automaton AK is the intersection of two automata AA
and AT verifying that the input satisfies the ABox and the
TBox, respectively. Note that, by Point (ii) of Theorem 1,
we can assume that the ABox is satisfied in the root; thus,
an automaton AA checking whether I(T,τ) |= A just has to
check the label τ(ε), see the appendix.
For the design of the automaton AT , assume w.l.o.g. that
T is of the form {> v CT } and CT is in negation normal
form. We present the main ideas of the construction of AT ,
see the appendix for further details. In its ‘outer loop’, the
automaton visits every domain element d in state CT (d).
This is realized using the initial state q0, and states of the
form D(d), D a sub-concept of CT and d ∈ ∆ via the fol-
lowing transitions for every (I, x) ∈ Σ:
δ(q0, (I, x)) =
∧
1≤i≤K(i, q0) ∧
∧
d∈∆I (0, CT (d))
δ(q0, •) = true
If AT visits w in a state D(d) this presents the obligation to
verify that, in the represented model, [w]d satisfies D. The
Boolean operations are dealt with using the following tran-
sitions, for every (I, x) ∈ Σ:
δ(A(d), (I, x)) = if d ∈ AI , then true else false
δ(¬A(d), (I, x)) = if d /∈ AI , then true else false
δ((C1 unionsq C2)(d), (I, x)) = (0, C1(d)) ∨ (0, C2(d))
δ((C1 u C2)(d), (I, x)) = (0, C1(d)) ∧ (0, C2(d))
For states of the form (∼ n r.D)(d) we have to be more
careful. The naive approach for counting the number of r-
successors of d satisfying D would be to count the num-
ber of r-successors satisfying D in the interpretation asso-
ciated to the current node, and then move to all other nodes
where d appears. Since interpretations associated to neigh-
boring nodes might overlap, to avoid double counting, we
have to store (in the states) all elements that have already
been counted in the current node before changing the node.
However, since the domain in each node has size exponen-
tial in |T |, we need doubly exponentially many states for
this task. Since this naive approach does not result in opti-
mal complexity, we pursue an alternative approach, based on
canonicity, leading to only exponentially many states.
Our approach is based on characterizing how r-successors
of an element can be uniquely identified in canonical tree de-
compositions. Assume some (T, τ) ∈ L(Acan) and let r be
a role name. In what follows, we assume that the notions of
‘fresh’ and ‘r-fresh’ are lifted to the encoding in the straight-
forward way. An r-path from [w]d to [v]e in (T, τ) is a se-
quence d0, w0, d1, . . . , wn−1, dn such that d = d0, e = dn,
w0 ∈ [w]d, wn−1 ∈ [v]e, and (di, di+1) ∈ rIwi , for all
0 ≤ i < n. It is downward if, for all 0 < i < n, wi is a
successor of wi−1 and di is contained in an r-root cluster of
wi. We then have:
Lemma 3. For (T, τ) ∈ L(Acan), we have ([w]d, [v]e) ∈
rI(T,τ) iff one of the following is true:
– r is non-transitive and (d, e) ∈ rIε or (d, e) ∈ rIv , d is
fresh in w, and v is a successor of w, or
– r is transitive, and there is an r-path d0, w0, . . . , dn from
[w]d to [v]e such that one of the following holds:
A d0 ∈ Fr(w0) ∪ Fr(w0 · −1), d1 ∈ Fr(w0), and
d0, . . . , dn is downward, or
B d0 ∈ Fr(w0), d1 /∈ Fr(w0), and if n > 1, then
d1, . . . , dn is downward and w1·−1 ∈ [w]d1 is an an-
cestor of w0 such that d1 ∈ Fr(w1·−1).
This lemma suggests the following approach for verifying
the obligation (∼ n r.D)(d) at some node w. If r is non-
transitive, ‘navigate’ with the automaton to the (unique!) w∗
such that d ∈ F (w∗) and count the r-successors of d in
the successors v of w∗, or in ε. If r is transitive, navigate
with the automaton to the unique w∗ such that d ∈ Fr(w∗)
and change to a state q∗(∼n r.D),d, starting from which AT
systematically scans the r-successors according to A and B.
We concentrate on verifying at-least restrictions, at-most re-
strictions are completely complementary.
Assume τ(w∗) = (I, x), and let a1, . . . ,a` be all r-
clusters in I reachable from d (including QI,r(d)), and let
a1, . . . , a` be representatives of these clusters. Moreover,
let N be the set of all tuples n = (n1, . . . , n`) such that∑
i ni = n. Then, the transition δ(q
∗
(>n r.D),d, (I, x)) is de-
fined as∨
n∈N
∨
X⊆[1,`]
∧
i∈X
(0, qA(>ni r.D),ai) ∧
∧
i∈[1,`]\X
(0, qB(>ni r.D),ai).
Thus, AT guesses a distribution of n to the reachable clus-
ters. Moreover, it guesses from which clusters it starts paths
of the shape A and B. For both guesses, it verifies that the
chosen ai is r-fresh (for A) or not (for B), and continues
in states q↓(>n r.D) and q
↑
(>n r.D), respectively. This is done
using the following transitions:
δ(qA(>n r.D),d, (I, x)) = (0, Fr,d) ∧ (0, q↓(>n r.D),d)
δ(qB(>n r.D),d, (I, x)) = (0, F r,d) ∧ (−1, q↑(>n r.D),d)
δ(Fr,d, (I,⊥)) = true
δ(Fr,d, (I, x)) = false if x /∈ {r,⊥}
δ(Fr,d, (I, r)) = (−1, F ′r,d)
δ(F ′r,d, (I, x)) =
{
true if x /∈ {r,⊥} or d 6∈ ∆I ,
false otherwise,
and complementary transitions for F r,d. Now, in states
q↑(>n r.D),d, the automaton goes up until it finds the world
where d is r-fresh (corresponding to w1 ·−1 in B) and looks
for downward paths starting from there. This is done by tak-
ing setting δ(q↑(>n r.D),d, (I, x)) = false whenever d /∈ ∆I ,
and otherwise:
δ(q↑(>n r.D),d, (I, x)) = (0, qA(>n r.D),d) ∨ (0, qB(>n r.D),d).
It thus remains to describe transitions for states of the form
q↓(>n r.D),d at some node w. Such situations represent the
obligation to find n r-successors along downward paths
from d. Note that the transitions before ensure that d ∈
Fr(w). In this case, the automaton guesses how many of the
n successors it will find locally in the current cluster (using
states plocm,r,D,d), and how many are to be found in successor
nodes (using psucc(>m r.D)). Formally, let M be the set of all
tuples m = (m0, . . . ,mk) with
∑
imi = n, and define the
transition for δ(q↓(>n r.D),d, (I, x)) as:∨
m∈M
(
(0, plocm0,r,D,d) ∧
∧
i∈[1,k]
(i, psucc(>mi r.D),d)
)
States of the form plocn,r,D,d are used to verify that in QI,r(d)
there are n elements satisfying D:
δ(plocn,r,D,d, (I, x)) =
∨
Y⊆QI,r(d),|Y |=n
∧
e∈Y
D(e).
It remains to give the transitions for states psucc(>m r.D). To
start, we set δ(psucc(>n r.D),d, σ) = true, whenever n = 0;
δ(psucc(>n r.D),d, •) = false; and δ(psucc(>n r.D),d, (I, x)) = false
whenever x 6= r or d is not in a root cluster of I. For all other
cases, let a1, . . . ,a` be all r-clusters reachable from d, ex-
cept QI,r(d), let N be again the set of all n = (n1, . . . , n`)
such that
∑
i ni = n, and include the transition
δ(psucc(>n r.D),d, (I, x)) =
∨
n∈N
∧
i∈[1,`]
(0, qA(>ni r.D),ai).
Using the parity condition, we make sure that states
q↓(>n r.D),d with n ≥ 1 are not suspended forever, that is,
eventualities are finally satisfied.
Lemma 4. For every (T, τ) ∈ L(Acan), we have (T, τ) ∈
L(AT ) iff I(T,τ) |= T . It can be constructed in time double
exponential in |K|, and has exponentially many states in |K|.
4.2 Query Automaton Aϕ
In previous work, we have observed that the approach for the
query automaton taken in (Calvanese, Eiter, and Ortiz 2014)
leads to a 2ATA with double exponentially many states in
K, and thus not to optimal complexity (Gutie´rrez-Basulto,
Iba´n˜ez-Garcı´a, and Jung 2017b). We thus take an alternative
approach by first giving an intermediate characterization for
when a query has a match, and then show how to exploit this
to build a 2ATA with exponentially many states.
Fix a P2RPQ ϕ = ∃xψ(x). Note first that since for every
regular expression E over some alphabet Γ, one can con-
struct in polynomial time an equivalent non-deterministic fi-
nite automaton (NFA) B = (QB,Γ, s0B,∆B, FB) (Fu¨rer
1980), we generally assume an NFA-based representation,
that is, atoms in ϕ take the shape B(t, t′), B an NFA. For
states s, s′ ∈ QB, write Bs,s′ for the NFA that is obtained
from B by taking s as initial state and {s′} as the set of final
states. To give semantics to the automata based representa-
tion, we define I |= B(a, b) iff I |= EB(a, b), where EB is
a regular expression equivalent to B.
A conjunctive regular path query (CRPQ) is a PRPQ
which does not use ∨. It is well-known that the PRPQ ϕ
is equivalent to a disjunction q1 ∨ . . .∨ qn of CRPQs, where
n is exponential in |ϕ|. Given a CRPQ p, we denote with
pˆ the equivalent CRPQ obtained from p by replacing every
occurrence of r or r−, r transitive, with r · r∗ or r− · (r−)∗,
respectively. Let (T, τ) be a consistent Σ-labeled tree. In the
appendix, we show the following characterization.
Lemma 5. A function pi : x ∪ Iϕ → ∆I(T,τ) with pi(a) =
[ε]a, for every a ∈ Iϕ, is a match for ϕ in I(T,τ) iff there is
a qi such that for every B(t, t′) in qˆi, there is a sequence
(d0, s0), w1, (d1, s1), w2, . . . , wn, (dn, sn),
where (di, si) ∈ ∆×QB and wi ∈ T and such that:
(a) s0 = s0B, sn ∈ FB,
(b) pi(t) = [w1]d0 , pi(t
′) = [wn]dn , and
(c) for every i ∈ [1, n], we have di−1, di ∈ ∆Iwi , wi ∈
[wi−1]di−1 if i > 1, and Iwi |= Bsi−1,si(di−1, di).
We will refer to such sequences as witness sequences. The
lemma suggests the following approach. In order to check
whether ϕ has a match in I(T,τ), the automaton guesses a
qi and tries to find the witness sequences characterizing a
match. For this purpose, Aϕ uses as states triples 〈p, Vl, Vr〉
such that p ⊆ qˆi, Ip = ∅, and:
– Vl and Vr are sets of expressions of the form (d, s)→B x
and x→B (d, s), respectively, where B is the automaton
of some atom B(t, t′) in qˆi, s ∈ QB, d ∈ ∆, x ∈ var(p).
Intuitively, when the automaton visits a node w in state
〈p, Vl, Vr〉, this represents the obligation that each atom
B(x, y) in p still has to be processed in the sense that all
variables occuring in p will be instantiated in the subtree
rooted at w, and
– for each (d, s)→B x ∈ Vl, Aϕ tries to find a suffix of the
witness sequence for B(t, t′) starting with (d, s),
– for each x →B (d, s) ∈ Vr, Aϕ tries to find a prefix of
the witness sequence for B(t, t′) ending with (d, s).
We describe verbally how the automaton Aϕ acts when
visiting a node w in state 〈p, Vl, Vr〉; the complete tran-
sition function is given in the appendix. First, Aϕ non-
deterministically chooses a partition S0, . . . , Sk (with Si
possibly empty, for all i) of var(p) and values dx ∈ ∆Iw
for all x ∈ S0. Intuitively, S0 contains the variables that are
to be instantiated in w, and Si contains the variables that are
to be instantiated in the subtree rooted at w · i. Based on
the taken choice, Aϕ determines states 〈pi, V il , V ir 〉 which
are then sent to the respective successors i ∈ [1, k] of w.
Using the parity condition, we enforce that every variable is
instantiated after finitely many of such steps.
We demonstrate on several examples how to compute the
states 〈pi, V il , V ir 〉 from S0, . . . , Sk and dx for all x ∈ S0.
– Assume some B(x, y) ∈ p with x, y ∈ S0. In this case,
Aϕ guesses some f ∈ FB and verifies (using another
set of states) that there is a witness sequence for B(x, y)
starting with (dx, s0B) and ending with (dy, sf ).
– Assume B(x, y) ∈ p and x, y ∈ Si for some i > 0. In
this case, just put B(x, y) into pi.
– For an atom B(x, y) ∈ p with x ∈ S0 and y ∈ Si for
i > 0, Aϕ guesses an intermediate tuple (d, s), verifies
that there is a witness sequence from (dx, s0B) to (d, s)
and adds x→B (d, s) to V ir .
– For the treatment of Vl (Vr is similar), assume (d, s)→B
x ∈ Vl. If x ∈ S0, Aϕ verifies that the sequence has
a suffix from (d, s) to (dx, sf ), for some sf ∈ FB. If
x ∈ Si, i > 0, Aϕ guesses an intermediate pair (d′, s′),
verifies that there is an infix between (d, s) and (d′, s′)
and includes (d′, s′)→B x ∈ V il .
We show in the appendix how to verify the existence of an
infix of a witness sequence between two pairs (d, s) and
(d′, s′) as required in the first, third and last item using only
exponentially many states. Regarding number of states, ob-
serve that there are only exponentially many disjuncts (and
thus states) qi and exponentially many states of the form
〈p, Vl, Vr〉 as described.
We refer the reader to the appendix for the complete con-
struction and a proof of the following lemma.
Lemma 6. There is a 2ATA Aϕ such that for every (T, τ) ∈
L(Acan), we have (T, τ) ∈ L(Aϕ) iff I(T,τ) |= q. It can be
constructed in exponential time in |ϕ| + |K| and has expo-
nentially in |ϕ|+ |K| many states.
5 Discussion and Future Work
The obtained results are both of practical and theoretical in-
terest. From the practical point of view, our complexity re-
sults and application demands open up the possibility to in-
clude a profile based on SQ to OWL 2. Note that there is
no increase in the computational complexity in comparison
with that of SQ without counting over transitive roles. From
the theoretical perspective, our techniques are useful for sev-
eral future lines of research. First, the unraveling lays the
groundwork for studying extensions of SQ with other DL
constructors. Second, the technique underlying the query au-
tomaton works for standard tree decompositions (it does not
rely on canonicity) of bounded outdegree, even if the width
is high (exponential in our case). We thus believe that this
technique is useful for query answering in other DLs. Fi-
nally, the gained understanding of the model-theoretic char-
acteristics of SQ is an important step towards the develop-
ment of more practical decision procedures.
As future work, we will tackle the following four inter-
esting problems: (i) The data complexity of deciding entail-
ment of PRPQs in SQ. The present techniques give only
exponential bounds, but we expect CONP-completeness.
(ii) The complexity of deciding entailment of conjunctive
queries (CQs) in SQ. The proposed automata-based ap-
proach yields the same upper bound for PRPQs or CQs, but
we expect it to be easier for CQs. (iii) The complexity of de-
ciding query entailment in generalizations of SQ with role
composition or regular expressions on roles; or with nomi-
nals and (controlled) inverses. (iv) The complexity of query
entailment in SQ over finite models. Indeed, SQ lacks finite
controlability, that is, query entailment in the finite does not
coincide with unrestricted query entailment:
Example 3. Consider A = ∅, T = {> v ∃r.>}, and
ϕ = ∃x r(x, x) for some r ∈ NtR. Clearly, (T ,A) 6|= ϕ, but
for every finite model I of (T ,A), we have I |= ϕ.
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APPENDIX
Additional Preliminaries
Homomorphisms. Let I1 and I2 be two interpretations. A
homomorphism from I1 to I2 is a function h : ∆I1 → ∆I2
such that (i) h(a) = a for all a ∈ NI, (ii) if d ∈ AI1 , then
h(d) ∈ AI2 , for all A ∈ NC, and (iii) if (d, e) ∈ rI1 , then
(h(d), h(e)) ∈ rI2 , for all r ∈ NR. It is folklore that PRQPs
are preserved under homomorphisms, that is, if I1 |= ϕ and
there is a homomorphism from I1 to I2, then I2 |= ϕ.
Semantics of 2ATAs. A run of A on a labelled tree (T, τ)
is a T ×Q-labelled tree (Tr, r) such that r(ε) = (ε, q0) and
whenever x ∈ Tr, r(x) = (w, q), and δ(q, τ(w)) = θ, then
there is a set S = {(m1, q1), . . . , (mn, qn)} ⊆ [k]×Q such
that S satisfies θ and for 1 ≤ i ≤ n, we have x·i ∈ Tr,w·mi
is defined, and τr(x · i) = (w ·mi, qi). A run is accepting if
every infinite path pi satisfies the parity condition. A parity
condition F over Q is a finite sequence G1, . . . , Gm with
G1 ⊆ G2 ⊆ . . . ⊆ Gm = Q. An infinite path pi satisfies F
if there is an even i such that inf(pi) ∩Gi 6= ∅ and inf(pi) ∩
Gi−1 = ∅, where inf(pi) ⊆ Q denotes the set of states that
occur infinitely often in pi. The automaton accepts an input
tree if there is an accepting run for it. We use L(A) to denote
the set of trees accepted by A. The nonemptiness problem is
to decide, given a 2ATA A, whether L(A) is nonempty.
A Proof of Lemma 1
Lemma 1. For each I |= K, there is a sub-interpretation I ′
of I with I ′ |= K and width and breadth of I ′ are bounded
by O(|A|+ 2poly(|T |)).
Proof. We show the lemma in two stages, adapting a tech-
nique from (Kazakov and Pratt-Hartmann 2009; Gutie´rrez-
Basulto, Iba´n˜ez-Garcı´a, and Jung 2017a).
Let mˆ be the maximal number appearing in T .
Stage 1 (Bounded breadth). As it is standard to achieve
bounded breadth for non-transitive roles (Glimm et al.
2008), we only deal with transitive roles here.
An element e is an strict r-successor of d if (d, e) ∈ rI ,
but e /∈ QI,r(d). Let Wr(d) be the set of strict r-successors
of d and Wr(d,C) ⊆ Wr(d) be the set of all strict r-
successors of d satisfying C. Then, fix a subset W ′r(d) ⊆
Wr(d) by adding, for each C ∈ cl(T ), min(mˆ, |Wr(d,C)|)
elements from Wr(d,C).
Assume without loss of generality thatW ′r(d1) = W
′
r(d2)
if d1 ∈ QI,r(d2), and define relations S1r , S2r , and S3r , for
each r ∈ Rolt(K), as follows:
S1r = {(d, d′) ∈ rI | d′ ∈ QI,r(d)};
S2r = {(d, d′) ∈ rI | r(d, d′) ∈ A};
S3r = {(d, d′) ∈ rI | d′ ∈W ′r(d)}.
Intuitively, S1r is the restriction of r
I to the clusters, S2r takes
care of the ABox, and S3r keeps a sufficient set of successors
to witness all at-least restrictions.
Finally, obtain I ′ from I by taking ∆I′ = ∆I ,AI′ = AI
for all concept names A, rI
′
= rI , for all non-transitive
roles r, and, for all transitive roles r,
rI
′
= (S1r ∪ S2r ∪ S3r )+.
Claim 1. CI = CI
′
, for all C ∈ cl(T ).
Proof of Claim 1. This is shown by induction on the struc-
ture of concepts. The only non-trivial case are concepts
C = (6 n r.D), r transitive. Clearly, d ∈ CI implies
d ∈ CI′ since rI′ ⊆ rI . The converse is a direct conse-
quence of the definition ofW ′r(d) and S
3
r . In particular, only
r-successors that “cannot be seen” by at-most restrictions
(due to the choice of mˆ) are removed.
From Claim 1, we conclude that I ′ |= T ; by Claim 1
and the definition of rI
′
, particularly S2r , we also have I ′ |=
A, thus I |= K. Since rI′ ⊆ rI and AI = AI′ , for all
A ∈ NC, the identity is an homomorphism from I ′ to I.
Finally note that, by construction, the breadth of I ′ is at most
|A|+ |cl(T )| · mˆ and thus O(|A|+ 2poly(|T |)).
Stage 2 (Bounded Width). For every transitive role r, and
every d ∈ ∆I , fix a set Wr(d) ⊆ QI,r(d) as follows. For
each C ∈ cl(T ), Wr(d) contains the set QI,r(d) ∩ CI if
this set has size at most mˆ, and otherwise a subset thereof
having size mˆ. Without loss of generality, we assume that
Wr(d) = Wr(e) for all e ∈ QI,r(d). Now, define a set ∆r,
for each transitive r, by taking
∆r = ind(A) ∪
⋃
d∈∆I
Wr(d),
and define an interpretation I ′ = (∆I′ , ·I′) by setting
∆I
′
= ∆I , AI
′
= AI , for all A ∈ NC, rI′ =
rI , for all non-transitive roles r, and
rI
′
= rI ∩ (∆I ×∆r), for all transitive roles r.
It is not hard to verify that rI
′
is indeed transitive.
Claim 2. CI = CI
′
, for all C ∈ cl(T ).
Proof of Claim 2. This is again shown by induction on the
structure of concepts. The only non-trivial case are concepts
C = (6 n r.D), r transitive. Clearly, d ∈ CI implies d ∈
CI
′
since rI
′ ⊆ rI . The converse is a direct consequence
of the definition of Wr(d), in particular the choice of mˆ,
and the definition of rI
′
. In particular, we remove only r-
successors that cannot contribute to at-least restrictions.
Based on Claim 2, it is easy to see that I ′ |= T and I ′ |=
A. Moreover, the identity is a homomorphism from I ′ to
I. Finally, by definition of Wr(d), particularly the choice
of mˆ, it should be clear that the width of I ′ is bounded by
|A|+ 2poly(|T |).
B Properties of WitI,r(d)
We next verify two properties of the witness set WitI,r(d),
which are needed later on. Throughout the following Lem-
mas, we denote with W I,r(d) the set {e | d ∗I,r e}.
Lemma 2. For every d ∈ ∆I and transitive r, we have
|WitI,r(d)| ≤ |A| · 2p(|T |), for some polynomial p.
Proof. We construct a tree T labeled with elements from
∆I . We start with the single node tree d. Then, we exhaus-
tively performing the following operation:
(∗) Choose a leaf labeled with e and add, for all f ∈ ∆I \ T
with e I,r f , f as a successor of e in T .
By definition of I,r and (∗), the obtained graph is indeed
a tree which additionally satisfies W I,r(d) ⊆ T . Now, con-
sider the labelling ` : T → 2cl(T ) given by
`(e) = {C | e ∈ (6 n r.C)I , (6 n r.C) ∈ cl(T )}.
Let f be a successor of e in T . By construction of T , this
implies
– `(e) ⊆ `(f) if f is a leaf in T ;
– `(e) ( `(f) if f is not a leaf in T .
Thus, the depth of T is bounded by |T |. Since, for any
e, there are at most exponentially (in T ) many f such
that e  I,r f , we know that the outdegree of (T,E) is
bounded exponentially in T . Overall, we get that the size
of T , and thus of the set W I,r(d) is bounded by an ex-
ponential in T . Note next that, by Lemma 1, for every
f ∈ W I,r(d), we have QI,r(d) ⊆ ind(A) ∪ Xd, for some
set Xd of size bounded by 2p(|T |), p a polynomial. As
WitI,r(d) =
⋃
e∈W I,r(d)QI,r(e), this implies the statement
in the lemma.
Lemma 7. Let d ∈ ∆I and r transitive. Then for all e ∈
WitI,r(d), we have that WitI,r(e) ⊆WitI,r(d).
Proof. Let e ∈ WitI,r(d). By definition of WitI,r, it suf-
fices to show that W I,r(e) ⊆ WitI,r(d). To this end, sup-
pose f ∈ W I,r(e). By definition of W I,r, there is a se-
quence e1  I,r · · ·  I,r en with e = e1 and f = en
(possibly n = 1). As e ∈ WitI,r(d), we have either (i)
e ∈ W I,r(d) or (ii) there is some e′ ∈ W I,r(d) such that
e ∈ QI,r(e′). We distinguish cases.
(i) e ∈ W I,r(d) implies that there is a sequence d1  I,r
· · · I,r dm with d1 = d and dm = e. Thus, there is a se-
quence d1  I,r · · ·  I,r dm = e = e1  I,r · · ·  I,r
en = f . Hence, f ∈W I,r(d) ⊆WitI,r(d).
(ii) Similar to Case (i), there is a sequence d1  I,r · · · I,r
dm with d1 = d and dm = e′. If e = f , that is n = 1 in the
sequence above, we know that f ∈ QI,r(e′) and thus f ∈
WitI,r(d). Otherwise, observe that we can assume that
|QI,r(d)| ≥ 2 (otherwise e′ = e and we are in Case (i)).
Thus, we have e′ ∈ (∼ ` r.C)I iff e ∈ (∼ ` r.C)I , for
all ∼, `, and C, and hence also e′  I,r e2 implying that
d1  I,r · · ·  I,r dm = e′  I,r e2  I,r · · ·  I,r
en = f . Hence, f ∈W I,r(d) ⊆WitI,r(d).
C Proof of Theorem 1
Before we establish Theorem 1, we prove two auxiliary lem-
mas, which establish how to address in a unique way r-
successors in canonical decompositions. For the first aux-
iliary lemma, observe that as a consequence of Definition 2,
particularly, Condition (C3), for every d ∈ ∆J , r ∈ NtR,
there is a unique nodew ∈ T with r(w) = r and d ∈ Fr(w).
We denote this node with wd,r.
Lemma 8. Let r ∈ NtR. For every u ∈ T with r(u) = r and
(d, e) ∈ rI(u), exactly one of the following holds:
• wd,r = we,r and (d, e) ∈ rI(wd,r);
• we,r is a successor of wd,r, (d, e) ∈ rI(we,r) and d be-
longs to an r-root cluster in we,r;
• we,r is an ancestor of wd,r and (d, e) ∈ rI(wd,r).
Proof. Since d, e ∈ ∆u, we know that wd,r and we,r are ei-
ther equal to u or ancestors of u. We distinguish three cases:
• If wd,r = we,r, then, by Definition 1, d, e ∈ ∆v′ for every
v′ on the path fromwd,r to u, and (d, e) ∈ rI(v′) for every
such v′. Therefore, (d, e) ∈ rI(wd,r).
• If wd,r is an ancestor of we,r, then we know by the same
reasoning as in the previous point that (d, e) ∈ rI(we,r).
Let w′ = we,r · −1 (the predecessor of we,r). Since T is
a canonical decomposition, either (C3) or (C4) applies to
w′ and we,r. Assume first that w′ = wd,r.
– In case of (C3), since d ∈ ∆wd,r ∩∆we,r we know that
there is a r-root cluster a ⊆ ∆we,r such that d ∈ a.
– In case of (C4), let a ⊆ Fr(w′) be the cluster wit-
nessing this. By Item (b), a is an r-root cluster in
I(we,r). By definition, we know e ∈ Fr(we,r) and thus
e ∈ F (we,r). From this and Item (d), we obtain that
d ∈ a ∪ F (we,r), and since d 6∈ F (we,r) we know
d ∈ a.
Thus, in both cases, we are in the second case of the
lemma. Assume now that w′ 6= wd,r. We show that it
leads to a contradiction in both cases:
– In case of (C3), since d ∈ ∆I(we,r) ∩∆I(w′) we know
d ∈ F (w′). On the other hand, d ∈ Fr(wd,r) implies
that either d ∈ F (wd,r) or wd,r has a predecessor w′′
such that d ∈ F (w′′). This is a contradiction since
w′ 6= w′′ since wd,r is an ancestor of we,r.
– In case of (C4), let a be the r-cluster witnessing this. By
definition, e ∈ Fr(we,r), implies e ∈ F (we,r). Since
wd,r 6= w′ but wd,r is an ancestor of we,r, we know
that w′ 6= ε and r(w′) = r. From Item (d) we obtain
that d ∈ a∪F (we,r), and since d /∈ F (we,r), we know
d ∈ a. By Item (a), we know that a ⊆ Fr(w′), but then
w′ = wd,r, contradiction.
• If we,r is an ancestor of wd,r, then we know by the rea-
soning in the first point that (d, e) ∈ rI(wd,r); thus, we are
in the last case of the lemma.
The second auxiliary lemma now provides a way to ad-
dress r-successors in canonical tree decompositions. For
this purpose, we introduce the notion of r-paths. Let
(T, I, r) be a canonical decomposition of an interpreta-
tion I. An r-path from d to e in (T, I, r) is a sequence
d0, w0, d1, . . . , wn−1, dn such that d = d0, e = dn, and
(di, di+1) ∈ rI(wi), for all 0 ≤ i < n. It is downward if, for
all 0 < i < n, wi is a successor of wi−1 and di is contained
in an r-root cluster of wi.
We then have:
Lemma 9. Let (T, I, r) be a canonical decomposition of
an interpretation I. We have that (d, e) ∈ rI iff one of the
following is true:
– r is non-transitive and (d, e) ∈ rI(ε) or (d, e) ∈ rI(v) for
some successor v of the unique w where d is fresh;
– r is transitive and there is an r-path d0, w0, . . . , dn from
d to e in (T, I, r) such that one of the following holds:
A d0 ∈ Fr(w0) ∪ Fr(w0 · −1), d1 ∈ Fr(w0), and
d0, . . . , dn is downward, or
B d0 ∈ Fr(w0), d1 /∈ Fr(w0), and if n > 1, then
d1, . . . , dn is downward and w1·−1 is an ancestor of
w0 with d1 ∈ Fr(w1·−1).
Proof. Let first be (d, e) ∈ rI for some non-transitive role
r. The direction (⇐) is immediate. For (⇒), assume that
(d, e) /∈ rI(ε). By Condition (C1), (d, e) /∈ rI(w), for all
w 6= ε such that r(w) 6= r. The statement then follows from
Condition (C2).
Let now be r transitive. Again, the direction (⇐) is trivial.
For (⇒), (d, e) ∈ rI implies, by definition of tree decom-
position, that there is an r-path d0, w0, . . . , wn−1, dn from
d to e in (T, I, r). We show first that it is without loss of
generality to assume that for all 0 ≤ j < n− 1, we have:
(a) wj+1 = wj ,
(b) wj+1 is a successor of wj , dj+1 ∈ Fr(wj) and dj+1 be-
longs to an r-root cluster in I(wj+1)
(c) wj+1 is an ancestor of wj and dj+1 ∈ Fr(wj+1), or
(d) The predecessor of wj+1 is an ancestor of wj , dj ∈
Fr(wj), and dj+1 ∈ Fr(wj+1).
Observe that, by Lemma 8, we can assume that wi ∈
{wdi,r, wdi+1,r}. Moreover, if wi = wdi,r, then either
wdi,r = wdi+1,r or wdi+1,r is an ancestor of wdi,r and
di+1 ∈ Fr(wj+1); if wi = wdi+1,r, then wdi+1,r is a succes-
sor of wdi,r and di+1 ∈ Fr(wi). Let now be 0 ≤ j < n− 1.
We distinguish four cases:
• If wj = wdj ,r and wj+1 = wdj+1,r, then Case (a) or
Case (c) applies.
• If wj = wdj+1,r and wj+1 = wdj+1,r, then Case (a) ap-
plies.
• If wj = wdj ,r and wj+1 = wdj+2,r, then Case (b) or (d)
applies.
• If wj = wdj+1,r and wj+1 = wdj+2,r, then Case (b) ap-
plies.
Note then, that in case (a) is satisfied for some j, we can
safely drop dj+1 and wj and the remaining sequence is still
an r-path, due to Definition 1 (item 2). So from now on, we
assume that for all 0 ≤ j < n−1, one of (b)–(d) is the case.
If Condition (b) applies for all j then, by the second item
in Lemma 8, the r-path is downward and it satisfies A. Oth-
erwise, we modify the sequence by performing the following
operation exhaustively. Let 0 ≤ k < n − 1 be some index
satisfying (c), that is, wk+1 is an ancestor of wk, and let k′
be minimal such that all i with k′ ≤ i < k satisfy (b). If
k′ = k, then do nothing, otherwise we distinguish the fol-
lowing cases:
Case 1: wk+1 = wj for some k′ ≤ j < k. We show induc-
tively that then (di, dk+1) ∈ rI(wi), for all j ≤ i ≤ k.
For i = k it is clear by assumption. For the inductive step,
assume j ≤ i < k. Clearly, we have (di, di+1) ∈ rI(wi)
and, by the choice of k and the assumption wj = wk, also
(dk+1, dk+2) ∈ rI(wj). Moreover, by induction, we can
assume that (di+1, dk+1) ∈ rI(wi+1). By the definition of
tree decomposition (item 4), we know that dk+1 ∈ ∆wi ;
and that r(di+1, dk+1) ∈ rI(wi). Further, the definition of
tree decomposition yields also (di, dk+1) ∈ rI(wi), thus
finishing the inductive step.
This implies (dj , dk+1) ∈ rI(wj). Since also
(dk+1, dk+2) ∈ rI(wj), we know (dj , dk+2) ∈ rI(wj).
Thus, dropping the subsequence
dj+1, wj+1, . . . , wk+1
yields an r-path satisfying (b)–(d) for all j.
Case 2: wk+1 is an ancestor of wk′ . We can argue as in
Case 1 that (dk′ , dk+1) ∈ rI(wk′ ). Thus, we can drop the
subsequence dk′+1, . . . , dk, wk obtaining an r-path which
satisfies (b)–(d), for all j.
We can deal similarly with an index satisfying (d). Af-
ter performing this step exhaustively, we obtain an r-path
e0, v0, . . . , vm−1, em from d to e which is downward, and
satisfies A or B, or
(∗) there is some 0 ≤ j < m such that (c) holds for all 0 ≤
i < j, and if j < m−1, then (d) holds for j, and (b) holds
for all j < i < m.
In case of (∗), we show how to obtain an r-path satisfy-
ing (∗) with j = 0.
Claim. If j ≥ 1, then (e0, e2) ∈ rI(v0).
Proof of the Claim. We show inductively that (e1, e2) ∈
rI(u) for all u on the path between v1 and v0. It is obviously
true for u = v1.
Let now u be the successor of some u0 on the path from
v1 to v0, and assume by induction that u0 satisfies (e1, e2) ∈
∆u0 . Suppose that (C3) holds for u. Then r(u) 6= r. But
since r(w0) = r, we know that (C3) holds again for some
node between u and v0. The only possible witness for this
is e = e2. However, this leads to a contradiction as well,
because e2 /∈ F (w) for any w on the path between u and v0.
Hence, we know that (C4) holds for u. Let a be the r-cluster
in I(u) witnessing this.
• If e2 ∈ a, (C4) (b) implies that e2 ∈ ∆u, since (e1, e2) ∈
rI(u0).
• If e2 /∈ a, then we know by (C4) that (e, e2) ∈ rI(u),
for some e ∈ a. Thus, (e, e2) ∈ rI(u0). Again, (C4)(b)
implies that e2 ∈ ∆u.
By the definition of tree decomposition, we obtain in both
cases (e1, e2) ∈ rI(u), thus finishing the induction. Since
also (e0, e1) ∈ rI(v0), we obtain (e0, e2) ∈ rI(w0). This
finishes the proof of the Claim.
It is now easy to verify that dropping e1, v1 from the se-
quence preserves (∗), but with j and m decreased by one.
By the Claim, we can perform this operation repeatedly un-
til j = 0.
We argue that the remaining r-path satisfies either A or B.
• If m = 1, we distinguish cases according to Lemma 8:
– if we0,r = we1,r, then e0, we1,r, e1 is a downward path
from d to e satisfying A;
– if we1,r is a successor of we0,r, then e0, we1,r, e1 is a
downward path from d to e satisfying A;
– if we1,r is an ancestor of we0,r, then e0, we0,r, e1 is an
r-path from d to e satisfying B.
In case m > 2, the resulting path satisfies B because of (∗),
in particular, (d) holds for 0 and (b) holds for all 0 < j < m.
We restate Theorem 1 and give the missing details from
the proof.
Theorem 1. Let K = (T ,A) be an SQ KB and ϕ a PRPQ
with K 6|= ϕ. There is a model J of K and a canonical tree
decomposition (T, I, r) of J with (i) J 6|= ϕ, (ii) I(ε) |=
A, and (iii) width and outdegree of (T, I) are bounded by
O(|A| · 2p(|T |)), for some polynomial p.
Proof. Let J and (T, I, r) be the interpretation and the tree
decomposition obtained by the unraveling procedure in the
main part.
We first verify that (T, I, r) is indeed a tree decomposi-
tion of J . Items 1 and 2 of (T, I) being a tree decomposi-
tion of J are an immediate consequence of the definition of
J and I. Item 4 is a consequence of the nature of the rules.
In particular, each rule makes sure that the domain elements
in world v are either freshly introduced, or appear in the pre-
decessor.
We argue next that (T, I, r) is canonical. Let v ∈ T be a
successor of w ∈ T and assume that r = r(w) and s = r(v).
A general property of the construction of J is that Condi-
tion (C1) is satisfied throughout. More precisely, the applica-
tion of a rule does not change the interpretation of elements
that were already present, and it implies (C1) in the created
interpretation. For the remaining conditions, we distinguish
cases which rule has been applied to obtain v from w.
– In case of R1, it is clear from the definition of R1,
that (C2) is satisfied.
– If R2 has been applied, it is clear that ∆v ∩ ∆w is the
singleton {δ0} and that r 6= s. By the premise of the rule,
we know that δ0 ∈ F (w). By definition of WitI,r, we
know that there is an r-root cluster a in I(v) with δ0 ∈ a.
Finally, observe that R2 is applied only once to every d ∈
F (w), and r′ 6= r. Thus, R2 satisfies (C3).
– Suppose R3 has been applied to some r-cluster a in I(w)
with a ⊆ Fr(w) and a direct r-successor eˆ of τ(δ) in I,
for some δ ∈ a such that (δ, δ′) /∈ rJ , for any δ′ with
τ(δ′) = eˆ. We show that a witnesses (C4).
By definition of ∆′ and (†), a is an r-root cluster in
I(v). Items (C4)(a) and (C4)(b) are satisfied by assump-
tion. Item (C4)(c) follows from the definition of ∆v .
For (C4)(d), assume (d, e) ∈ r(I(v)) and suppose that
e ∈ F (v). By definition of R3, we know that (d, e) ∈ rJ .
Because e ∈ F (v), the tuple (d, e) has been added to
rJ in this step via the application of (†). Thus, we obtain
d ∈ a ∪∆ = a ∪ F (v), as required.
We next verify that (T, I, r) and J satisfy Conditions (i)–
(iii) from the statement.
Condition (i) is a consequence of the fact that τ is a homo-
morphism from J to I and that PRPQs are preserved under
homomorphisms. Condition (ii) is ensured by the initializa-
tion phase. For Condition (iii), we start with the bounding
the width. We distinguish cases according to which rule was
applied.
• for the root ε of T , we know that |∆ε| is bounded as re-
quired by construction and Lemmas 1 and 2.
• If w was created by R1, then |∆w| = 2.
• If w was created by R2, then |∆w| is bounded as required
by Lemma 2.
• If w was created by R3, let C denote the set of all con-
cepts (6 m r.D) appearing in T . We make the following
observations.
(a) For all (d, e) ∈ rI , C ∈ C: if d ∈ CI , then e ∈ CI ;
(b) Let d1, . . . , dn be such that (di, di+1) ∈ rI , for all 1 ≤
i < n and n > |T |. Then WitI,r(di) = WitI,r(dj) for
some i 6= j.
Point (a) follows from the semantic of (6 m r.D) and
transitivity. For Point (b) observe that |C| < n, thus there
are i 6= j such that di ∈ CI iff dj ∈ CI , for allC ∈ C. By
definition of I,r and WitI,r, we also have WitI,r(di) =
WitI,r(dj).
Now consider some branch of applications of R3. Each
application adds (copies of) elements which are new wit-
nesses, that is, they are in WitI,r(e) \ WitI,r(d), for
some (d, e) ∈ rI . By Point (b), along such a branch,
elements are added at most |T | times. Each time, at
most |WitI,r(d)| elements are added. Overall, the size is
bounded by |T | · (|A| · 2p(|T |)) = O(|A| · 2p(|T |)).
Finally, the outdegree is bounded by k1 · k2 · k3, where k1
is the number of elements in a bag, k2 is the number of role
names, and k3 is the maximal outdegree in I. We have seen
bounds for k1 and k2. So it remains to note that the outdegree
in I is bounded by |A|+ 2poly(|T |), by Lemma 1.
It remains to prove that J |= K, which is a consequence
of the following claim.
Claim. For all δ ∈ ∆J and all C ∈ cl(T ), we have
δ ∈ CJ iff τ(δ) ∈ CI .
Proof of the Claim. The proof is by induction on the struc-
ture of concepts. The case C = A for A ∈ NC follows from
τ being a homomorphism and rules R1–R3. The Boolean
cases C = ¬D and C = C1 u C2 are consequences of the
induction hypothesis. It thus remains to consider concepts of
the form C = (∼ n r.D). If r ∈ NntR , the claim is a straight-
forward consequence of the induction hypothesis and con-
struction rule R1. Now, assume that r ∈ NtR. It suffices to
show that:
(a) If τ(δ) 6∈ (6 n r.D)I , then δ 6∈ (6 n r.D)J , and
(b) if τ(δ) ∈ (6 n r.D)I , then δ ∈ (6 n r.D)J .
For Point (a) Let now be τ(δ) = d and d 6∈ (6 n r.D)I ,
that is d ∈ (> (n+ 1) r.D)I . It suffices to show that δ has
n+1 r-successors satisfyingD. Let d′ ∈ ∆I be any domain
element such that (d, d′) ∈ rI and d′ ∈ DI . Thus, either
d′ ∈ QI,r(d) or there is a sequence d0, . . . , dm with d0 = d,
dm = d
′, and di+1 is a direct r-successor of di in I, for all
0 ≤ i < m.
In the first case, by construction, there is δ′ ∈ QJ ,r(δ)
with τ(δ′) = d′. By induction hypothesis, δ′ ∈ DJ .
In the second case, we show that for every such sequence,
every δ ∈ ∆J with τ(δ) = d0 and every 0 ≤ i ≤ m
there is an r-path from δ to some δi with τ(δi) = di. The
base case i = 0 is immediate. So suppose there is an r-path
pi = δ0, w0, . . . , wi−1, δi from δ0 to δi with τ(δi) = di, for
i > 0. Let w ∈ T be such that w = wdi , and a ⊆ Fr(w)
with the r-cluster in I(w) such that di ∈ a. We distinguish
two cases:
• If there is some δ′ ∈ ∆J , such that (δ, δ′) ∈ rJ ,
for some with τ(δ′) = di+1. Then, there is some
r-path δ, v0, . . . , vk, δ′ from δ to δ′ in (T, I, r). Then
pi, v0, . . . , vk, δ
′ is the required r-path.
• If (δ, δ′) /∈ rJ , for all δ′ with τ(δ′) = di+1, then R3
applies to w, a, and di+1. In particular, it adds a successor
v of w to T and adds a domain element δ′ = (di+1)v ∈ ∆
to J such that (δi, δ′) ∈ rJ . By construction, (δ, δ′) ∈
rI(v) and pi, v, δ′ is the required r-path.
Thus, we can conclude that there is an r-path from δ to
some δ′ with τ(δ′) = d′. By induction, we know that δ′ ∈
DJ . Since distinct d′ with (d, d′) ∈ rI and d′ ∈ DI yield
distinct δ′, this finishes the proof of (a).
For Point (b) Assume τ(δ) ∈ (6 n r.D)I with τ(δ) = d. It
clearly suffices to show that for every e ∈ WitI,r(d), there
is at most one δ′ ∈ ∆J with (δ, δ′) ∈ rJ . To do so, let w be
the (unique) world where δ is r-fresh in (T, I, r). We show
first that
(x) for every e ∈ WitI,r(d), there is precisely one δ′ ∈ ∆w
with (δ, δ′) ∈ rI(w) and τ(δ′) = e.
(xx) for every δ′ ∈ ∆J such that (δ, δ′) ∈ rJ and τ(δ′) ∈
WitI,r(τ(δ)), we have δ′ ∈ ∆w
For showing (x), observe that either w = ε or δ was added
either by an application of R2 or R3. We distinguish cases:
• Suppose first w = ε. If δ = a ∈ ind(A) then (x) is clear
due to the initialization of J and (T, I, r). If δ = dr ∈
∆r, we have that d ∈ WitI,r(a) for some individual a,
and by Lemma 7 thus WitI,r(d) ⊆ WitI,r(a). Together
with the initialization of J and of (T, I, r), this yields that
∆ε contains exactly one element δe such that (δ, δe) ∈
rI(ε) and τ(δe) = e, for each e ∈WitI,r(d).
• If w was created by R2, then there is some δˆ ∈ ∆w ∩
∆w′ such that for every δ′ ∈ ∆w, with δˆ 6= δ′, τ(δ′) ∈
WitI,r(τ(δˆ)). The claim (x) follows now by Lemma 7 and
the definition of R2.
• If w was created by R3, let a ⊆ Fr(w · −1) be the r-
cluster in ∆w that witnesses this. Then there is some δˆ ∈
a and δ′ ∈ ∆w such that τ(δ′) is a direct successor of
τ(δˆ). Further, by the choice of w, we have δ ∈ F (w).
Then, by the definition of R3, τ(δ) ∈ WitI,r(τ(δ′)) \
WitI,r(τ(δˆ)). By Lemma 7, the definition of R3 ensures
that there is exactly one fresh element in ∆w for every e ∈
WitI,r(τ(δ))\WitI,r(τ(δˆ)). It remains to show that there
is exactly one element in ∆w for every e ∈ WitI,r(δˆ) ∩
WitI,r(δ′). Indeed, we can (inductively) assume that (x)
holds for w′ = w · −1 and δˆ, that is, for every such e,
there is some d′′ ∈ ∆w′ such that τ(δ′′) = e. Moreover
(δˆ, δ′′) ∈ rI(w′), and by the definition of R3, we have
δ′′ ∈ ∆w.
For showing (xx), assume (δ, δ′) ∈ rJ . By Lemma 9,
there is an r-path pi = δ0, w0, . . . , wk−1, δk from δ to δ′, sat-
isfying either A or B. We use the following auxiliary claims.
Claim 1. For every v, and every δ ∈ ∆w. If v was created by
an application of rule R3 and δ /∈ Fr(v) then W ⊆ ∆v·−1
where
W = {δ′ ∈ ∆v | (δ, δ′) ∈ rI(v) ∧ τ(δ′) ∈WitI,r(τ(δ))}.
Proof. Let a in I(w) be the r-cluster used in the application
of R3,w = v·−1, and δ′ ∈W . We know that v satisfies (C4)
and that awitnesses this. Thus, a is an r-root cluster in I(w)
such that a ⊆ Fr(w). Since (δ, δ′) ∈ rI(w), we have that
δ ∈ ∆v , which by R3 means that either δ ∈ a, or there is
some δˆ ∈ a such that (δˆ, δ) ∈ rI(w), and thus δ 6∈ a∪F (v).
If δ 6∈ a ∪ F (v), then (δ, δ′) ∈ rI(v) implies that δ′ 6∈
F (v), by condition (C4)(d), that is δ′ ∈ ∆w. Now, assume
δ ∈ a. In that case, since τ(δ′) ∈ WitI,r(τ(δ)) we know
that δ′ is not one of the fresh elements of the form fv added
by R3. Therefore, δ′ 6∈ F (v) and δ′ ∈ ∆w.
Claim 2. Let pi = δ0, w0, . . . , wk−1, δk be a downward r-
path with τ(δk) ∈ WitIr (τ(δ0)). Then, for every 0 ≤ i ≤
k − 1, we have δ′ ∈ ∆wi , and (δi, δ′) ∈ rI(wi).
Proof. We show this using an inductive argument. This
holds by assumption for i = k − 1 and the definition of r-
path, and since (δ0, δk−1) ∈ rJ and τ(δ′) ∈ WitI,r(τ(δ0))
implies τ(δ′) ∈WitI,r(τ(δk−1)). For the inductive step, as-
sume that this holds for 0 < i + 1 ≤ k − 1. Then wi+1
was created by an application of R3. Since (δi, δi+1) ∈
rIwi , then wi+1 /∈ Fr(wi+1). Then, as (δ0, δi+1) ∈ rJ
and τ(δ′) ∈ WitI,r(τ(δ0)) we can conclude τ(δ′) ∈
WitI,r(τ(δk−1)). Thus by Claim 1 δ′ ∈ δi.
We now do a final case distinction according to which
case A or B applies to pi.
• Assume that pi satisfies A. From Claim 2 we can conclude
that δ′ ∈ ∆0. By A, we have that either w0 = w, and then
δ′ ∈ ∆w as required; or w = w · −1, and then it must be
the case that w0 was created by an application or rule R3.
Thus the statement follows from Claim 2.
• Assume that pi satisfies B. The statement clearly holds if
k = 0. For k > 1, using Claim 2 we can conclude δ′ ∈
∆w1 . We know from B that δ1 ∈ Fr(w1 · −1) and thus
r(w1 · −1) = r. Since (δ1, δ2) ∈ rI(w1), by (C1), we also
have that r(w1) = r, which means that w1 was created by
rule R3 and, by Claim 1, we get δ′ ∈ w1 · −1.
By B, we know that w1 · −1 is an ancestor of w0. Let
v0, . . . , vn = w0 be the path from w1 · −1 = v0 · −1 to
w0, for 0 ≤ n. From the construction of J , we know that
every node vi was added by an application of either R2
or R3. We claim that every vi was created by R3. Indeed,
we have by definition of tree decomposition (item 4) that
δ1 ∈ ∆vi for every 0 ≤ i ≤ n, since δ1 ∈ ∆w0 . For n =
0, the claim follows since ∆v0 ∩ ∆v0·−1 = δ1, r(v0) =
r, and (δ1, δ′) ∈ rI(v0·−1). This means that v0 was not
created by R2. Now assume vn was created by R3 for 0 ≤
n. The claim follows for vn+1 since ∆vn ∩ ∆vn+1 = δ1
and δ1 /∈ F (vn) because δ1 ∈ ∆v0·−1. Hence, vn+1 was
not created by R2.
Finally, we show that δ′ ∈ ∆vi for every 0 ≤ i ≤ n.
From δ1 ∈ ∆vi·−1 ∩ ∆vi and (δ, δ′) ∈ rI(vi·−1) we get
δ′ ∈ ∆v1 . Further, as vi was introduced via an application
of R3 to some r-cluster a in I(w), we also have that vi
satisfies (C4) and that a witnesses this. Then, δ1 /∈ F (v)
implies that either δ1 ∈ a, or there is some δˆ ∈ a such
that (δˆ, δ1) ∈ rI(vi·−1). In either case, by (C4)(c), we can
conclude that d′ ∈ ∆vi . Therefore, the previous inductive
argument together with the fact that d1 ∈ ∆v0·−1 and
(δ1, δ
′) ∈ rIv0·−1 imply that δ′ ∈ ∆vi for every i. This in
particular implies δ′ ∈ ∆w0 .
D Proof of Theorem 2
Theorem 2. PRPQ entailment over SQ-knowledge bases is
2EXPTIME-complete.
Proof. The lower bound is inherited from 2EXPTIME-
hardness of positive existential query entailment in ALC.
For the upper bound, we first show correctness of the
given procedure, that is, we show that K |= ϕ iff L(Acan ∧
AK ∧ ¬Aϕ) 6= ∅.
(⇐) Assume that K 6|= ϕ. By Theorem 1, we know that
there is a model J of K and a canonical tree decomposition
(T, I, r) of J satisfying Conditions (i)–(iii).
The key observation is that, by the size 2K of ∆, it is
possible to select a mapping pi : ∆J → ∆ such that for
each w ∈ T \ {ε} and each d ∈ ∆w \ ∆w·−1, we have
pi(d) /∈ {pi(e) | e ∈ ∆w·−1}. Define a Σ-labeled tree (T, τ)
by setting, for all w ∈ T , Iw to the image of I(w) under
pi and rw to r(w). Clearly, (T, τ) is consistent, and I(T,τ) is
isomorphic to J . It is not hard to see that (T, τ) ∈ L(Acan).
Now, by Lemma 4 and J |= K, we have (T, τ) ∈ L(AK),
and, by Lemma 6 and J 6|= ϕ, we have (T, τ) /∈ L(Aϕ).
Thus L(Acan ∧ AK ∧ ¬Aϕ) is not empty.
For the direction (⇒), let (T, τ) ∈ L(Acan ∧AK ∧¬Aϕ).
Since (T, τ) ∈ L(Acan), we know that (T, τ) is consistent,
that the represented (T, I, r) is a canonical decomposition of
I(T,τ). It remains to note that, by Lemmas 4 and 6, we have
that I(T,τ) |= K and I(T,τ) 6|= ϕ, respectively.
The 2EXPTIME-upper bound follows now from the fol-
lowing facts. By Lemma 4 and 6, the construction of the
respective automata can be done in (worst case) double ex-
ponential time; moreover, the automata have exponentially
many states. Since intersection and complement of 2ATAs
can be done in polynomial time, we know that Acan ∧ AK ∧
¬Aϕ has exponentially many states, and can be constructed
in exponential time. It remains to note that emptiness of that
automaton can be checked in double exponential time.
E The Automaton Acan
We refrain from giving the automaton explicitely, but rather
describe its functioning. Let (T, τ) be a Σ-labeled tree. Con-
sistency of (T, τ) can be checked by verifying that:
• rw is a role name from K for every w 6= ∅, and rε = ⊥,
and
• for every w ∈ T , every successor v of w, and any two
elements d, e ∈ ∆Iw ∩∆Iv , we have that d ∈ AIw iff e ∈
AIv , for all concept namesA appearing inK, and (d, e) ∈
rIw iff (d, e) ∈ rIv , for all role names r appearing in K.
Both can be easily done with a 2ATA.
For verifying that the encoded structure I(T,τ) is canon-
ical, we formulate the following variants (C′1)–(C
′
4) which
talk about (T, τ). We call (T, τ) canonical iff for every
w ∈ T with τ(w) = (Iw, r) and every successor v of w
with τ(v) = (Iv, s), the following conditions are satisfied:
(C′1) if (d, e) ∈ sIv1 , then s1 = s, or d = e and s1∈NtR;
(C′2) if s ∈ NntR , then ∆Iv = {d, e}, for some d ∈ F (w),
e ∈ F (v), and sIv = {(d, e)};
(C′3) if s ∈ NtR and r /∈ {⊥, s}, then there are d ∈ F (w) and
an r-root cluster a in Iv such that ∆Iw ∩∆Iv = {d}
and d ∈ a; moreover, there is no successor v′ 6= v of
w satisfying this for d and r′v = s;
(C′4) if s ∈ NtR and r ∈ {⊥, s}, then there is an s-root
cluster a in Iv with:
(a) a ⊆ Fs(w);
(b) a is an s-cluster in Iw;
(c) for all d ∈ a and (d, e) ∈ sIw , we have e ∈ ∆Iv ;
(d) for all (d, e) ∈ sIv , d ∈ a ∪ F (v) or e /∈ F (v).
It is not difficult to verify that (T, τ) is canonical iff the rep-
resented extended tree decomposition (T, I, r) is canonical.
Moreover, Conditions (C′1)–(C
′
4) can be implemented in a
2ATA in a straightforward way.
F Proof of Lemma 3
Note that Lemma 3 from the main part is just the reformu-
lation of Lemma 9 adapted to the encoding. We refer the
reader to Appendix C for a proof of that Lemma.
G Knowledge Base Automaton AK
Lemma 10. There is a 2ATAAK such that for every (T, τ) ∈
L(Acan), we have that (T, τ) ∈ L(AK) iff IT,τ |=K. It can
be constructed in time double exponential in |K|, and has
exponentially many states in |K|.
Proof. AK is the intersection of two automata AA and AT
verifying that the input satisfies the ABox and the TBox, re-
spectively. For devising AA, recall that ind(A) ⊆ ∆ and
we identify, in the translation to (T, τ), [ε]a with a, for each
a ∈ ind(A), to reflect the SNA. Moreover, recall that, by
Theorem 1, we can assume that the ABox is actually sat-
isfied in the root. Thus, AA only needs to check whether
A is satisfied at the root. AA is a single state automaton
AA = ({q0},Σ, q0, δ, F ) with
δ(q0, •) = false
δ(q0, (I, x)) = if I |= A, then true else false
The next lemma concentrates on the construction of AT .
Lemma 4 For every (T, τ) ∈ L(Acan), we have (T, τ) ∈
L(AT ) iff I(T,τ) |= T . It can be constructed in time dou-
ble exponential in |K|, and has exponentially many states in
|K|.
Proof. For AT , we give the missing transitions and states
(see Section 4.1). First, we show how the announced “navi-
gation” works. First, for non-transitive roles, we use the fol-
lowing transitions to navigate the automaton to the unique
world where d is fresh, for all states (∼ n rD)(d):
δ((∼ n rD)(d), (I, x)) = false if d /∈ ∆I
δ((∼ n rD)(d), (I, x)) = ((0, Fd) ∧ (0, q∗(∼n rD),d)) ∨
(−1, (∼ n rD)(d)) if d ∈ ∆I
δ(Fd, (I, x)) =
{
true if x = ε
(−1, F d) otherwise
δ(F d, (I, x)) =
{
true if d /∈ ∆I
false otherwise
For transitive roles, we use the following transitions to nav-
igate the automaton to the unique world where d is r-fresh,
for all states (∼ n rD)(d):
δ((∼ n rD)(d), (I, x)) = false if d /∈ ∆I
δ((∼ n rD)(d), (I, x)) = ((0, Fr,d) ∧ (0, q∗(∼n rD),d)) ∨∨
i∈[k]
(i, (∼ n rD)(d)) if d ∈ ∆I ,
where the transitions for Fr,d are given in the main part.
Counting for non-transitive Roles
The automaton implements the strategy suggested by
Lemma 3 via the following transitions. We first concentrate
on at-least restrictions, so let us fix a state q∗(>n r.D),d. Recall
that k is the bound on the outdegree, and let Nm,k be the set
of m-element subsets of [1, k]. The automaton then has the
following transitions for symbols (I, s) ∈ Σ with s 6= ⊥,
that is, for non-root worlds:
δ(q∗(>n r.D),d, (I, s)) =
∨
X∈Nn,k
∧
i∈X
(i, qd,r,D)
δ(qd,r,D, (I, x)) =
{
D(e) if x = r and (d, e) ∈ rI
false otherwise
For symbols (I,⊥) ∈ Σ, we have to additionally take suc-
cessors in I into account, which is implemented as follows.
Let SI,r(d) denote the set of all e with (d, e) ∈ rI . We then
define the transition for δ(q∗(>n r.D),d, (I,⊥)) as∨
S⊆SI,r(d)
( ∧
e∈S
(0, D(e)) ∧
∨
X∈Nn−|S|,k
∧
i∈X
(i, qd,r,D)
)
For states corresponding to at-most restrictions, q∗(6n r.D),d,
we include the complementary transitions, that is, for
(I, s) ∈ Σ with s 6= ⊥:
δ(q∗(6n r.D),d, (I, s)) =
∧
X∈Nn,k
∨
i∈X
(i, qd,r,D)
δ(qd,r,D, (I, x)) =
{
(≈D)(e) if x = r and (d, e) ∈ rI
true otherwise
where ≈D denotes the negation normal form of ¬D. More-
over, we define the transition for δ(q∗(6n r.D),d, (I,⊥)) as∧
S⊆SI,r(d)
( ∨
e∈S
(0,≈D(e)) ∨
∧
X∈Nn−|S|,k
∨
i∈X
(i, qd,r,D)
)
At-most Restrictions (Transitive Roles)
Finally, the following are the transitions for the at-most re-
strictions (for transitive roles). The strategy there is to try to
find n+ 1 r-successors satisfying D and accept if this fails,
thus “complementing” the strategy for the at-least restric-
tions. Let N be the set of all tuples n = (n1, . . . , n`) such
that
∑
i ni = n + 1. Then, δ(q
∗
(6n r.D),d, (I, x)) is defined
as follows:∧
n∈N
∧
X⊆[1,`]
∨
i∈X
(0, qA(6ni r.D),ai)∧
∧
i∈[1,`]\X
(0, qB(6ni r.D),ai)
δ(qA(6n r.D),d, (I, x)) = (0, F r,d) ∨ (0, q↓(6n r.D),d)
δ(qB(6n r.D),d, (I, x)) = (0, Fr,d) ∨ (−1, q↑(6n r.D),d)
Further, δ(q↓(6n r.D),d, (I, x)) is defined as (where m and
M are as in Section 4.1):∧
m∈M
(0, ploc
′
n0,r,D,d) ∨
k∨
i=1
(i, psucc(6ni r.D),d).
For states of the form ploc
′
n,r,D,d, the transition function is de-
fined as
δ(ploc
′
n,r,D,d, (I, x)) =
∧
Y⊆QI,r(d),|Y |=n
∨
e∈Y
≈ D(e).
For states of the form psucc(6n r.D), the transition function on
input • is defined as
δ(p(≤n rD),d, •) =
{
true if n > 0
false otherwise
On inputs of the form (I, x), we set δ(psucc(6n r.D),d, (I, x)) =
true if x 6= r or d is not in a root cluster; otherwise, we
define
δ(psucc(6n r.D),d, (I, x)) =
∧
n∈N
∨`
i=1
(0, q(6ni r.D),ai)
Finally, we set δ(q(6n r.D),d, (I, x)) = true in case d 6∈ ∆I ,
and otherwise
δ(q(6n r.D),d, (I, x))(0, qA(6n r.D),d) ∧ (0, qB(6n r.D),d).
It remains to define the acceptance condition F . We set
F = G1, G2, G3 where G1 = ∅, G2 contains all states of
the form q∗(∼n r.D),d and p
loc
n,r,D,d with n ≥ 1, and G3 = Q.
Note that, as mentioned in Section 4.1, the parity condition
enforces that states q↓(≥n rD),d with n ≥ 1 are not suspended
forever, that is, eventualities are finally satisfied.
Finally, it is not hard to see that the number of states of the
automaton AK (in particular that of AT ) is bounded expo-
nentially in |K|. Moreover, AT can be constructed in double
exponential time in |K| since the size of the alphabet and the
number of states are exponentially bounded in |K|.
Having Lemma 3 above at hand, it is routine to show the
correctness of the constructed automaton. Indeed, AT basi-
cally implements the ‘strategy’ provided by this lemma.
H Query Automaton Aϕ
We first prove the characterisation lemma.
Lemma 5. A function pi : x ∪ Iϕ → ∆I(T,τ) with pi(a) =
[ε]a, for every a ∈ Iϕ, is a match for ϕ in I(T,τ) iff there
is a qi such that for every B(t, t′) in qˆi, there is a witness
sequence
(d0, s0), w1, (d1, s1), w2, . . . , wn, (dn, sn),
where (di, si) ∈ ∆× SB and wi ∈ T and such that:
(a) s0 = s0B, sn ∈ FB,
(b) pi(t) = [w1]d0 , pi(t
′) = [wn]dn , and
(c) for every i ∈ [1, n], we have di−1, di ∈ ∆Iwi , wi ∈
[wi−1]di−1 if i 6= 1, and Iwi |= Bsi−1,si(di−1, di).
Proof. (⇒) Let pi be a match for q in I(T,τ), and let
B(t, t′) ∈ qˆ. We construct a sequence as required.
By definition of a match, we know that I(T,τ), pi |=
B(t, t′), that is, there is a word ν1 · · · νn ∈ L(E) and a se-
quence [w0]d0 , . . . , [wn]dn ∈ ∆I(T,τ) such that [w0]d0 =
pi(t), [wn]dn = pi(t
′), and for all i ∈ [1, n] we have that
(i) if νi = A?, then [wi−1]di−1 = [wi]di ∈ AI(T,τ) ,
(ii) if νi = r, then ([wi−1]di−1 , [wi]di) ∈ rI(T,τ) , and
(iii) if νi = r−, then ([wi]di , [wi−1]di−1) ∈ rI(T,τ) .
Observe now that the replacement of r and r− by r · r∗ and
r− · (r−)∗, respectively, for all transitive roles together with
the definition of encoding implies that we can assume with-
out loss of generality that for all i ∈ [1, n], we have:
(i)’ if νi = A?, then di−1 = di, and di ∈ AIwi ,
(ii)’ if νi = r, then (di−1, di) ∈ rIwi , and
(iii)’ if νi = r−, then (di, di−1) ∈ rIwi .
Moreover, there is a sequence of states s0, . . . , sn ∈ QB
such that s0 = s0B, sn ∈ FB and (si, νi, si+1) ∈ ∆B,
for all i ∈ [0, n − 1]. Thus, the sequence
(d0, s0), w1, . . . , (dn−1, sn−1), wn, (dn, sn) satisfies
Items (a)–(c) of the Lemma.
(⇐) Assume that the sequences exist for every
B(t, t′) ∈ qˆ. We show that pi is a match. Let
(d0, s0), w1, . . . , wn, (dn, sn) be the sequence for some
B(t, t′) ∈ qˆ. By Item (c), we obtain
I(w1) |= Bs0,s1(d0, d1), . . . ,I(wn) |= Bsn−1,sn(dn−1, dn).
Since (T, I, r) is a tree decomposition of I, we also have
I |= Bs0,s1(d0, d1), . . . , I |= Bsn−1,sn(dn−1, dn).
This implies I |= Bs0,sn(d0, dn) and, by Item (a), I |=
B(d0, dn). Finally, using Item (b), we obtain I, pi |=
B(t, t′).
The following lemma provides a crucial observation un-
derlying the design (and correctness) of the automaton.
Lemma 11. Let (d0, s0), w1, . . . , wn, (dn, sn) be a witness
sequence satisfying (a)–(c) from Lemma 5, and i < j. If
[wi]di ∩ [wj ]dj 6= ∅, then either j = i + 1 or there is an
i < m < j such that [wm]dm ∩ [wi]di ∩ [wj ]dj 6= ∅.
Proof. If j = i+ 1, we are done. So assume that j > i+ 1,
and define sets Wi = [wi]di and Wj = [wj ]dj , and
V =
⋃
i<k<j
[wk]dk .
Note that each of Wi and Wj are connected subsets of T .
By Condition (c), also V is connected. Moreover, by as-
sumption Wi ∩Wj 6= ∅, and, again by Condition (c), both
Wi ∩ V 6= ∅ and Wj ∩ V 6= ∅. Since they are subsets of a
tree, their joint intersection Wi ∩Wj ∩ V cannot be empty.
Hence, there is an m as required.
Lemma 6. There is 2ATA Aϕ such that for every (T, τ) ∈
L(Acan), we have (T, τ) ∈ L(Aϕ) iff I(T,τ) |= ϕ. It can be
constructed in exponential time in |ϕ| + |K| and has expo-
nentially in |ϕ|+ |K| many states.
For the construction of the automaton Aϕ, recall that k is
the outdegree underlying the input trees (T, τ) and that ∆ is
the finite domain (of size 2K). We construct the 2ATAAϕ =
(Q,Σ, q0, δ, F ) as follows. Recall that ϕ can be equivalently
rewritten into a disjunction q1∨ . . .∨qm of CRPQs. Slightly
abusing notation, we sometimes treat the qi as sets of atoms.
Set of states. States inQ take four forms. The basic states
are q0, and for each 1 ≤ i ≤ m, the CRPQ qˆi. States of the
third form are all tuples 〈p, Vl, Vr〉 such that there is a i such
that
– p ⊆ qˆi and Ip = ∅,
– Vl is a set of expressions (d, s) →B x such that B is the
automaton of some atom B(t, t′) in qˆi, s ∈ QB, d ∈ ∆,
x ∈ var(p), and for each B(t, t′) in ϕ, there is at most
one such expression,
– Vr is a set of expressions x →B (d, s) such that B is the
automaton of some atom B(t, t′) in qˆi, s ∈ QB, d ∈ ∆,
x ∈ var(p), and for each B(t, t′) in ϕ, there is at most
one such expression.
States of the fourth form are tuples 〈d, s,B, d′, s′〉 with
d, d′ ∈ ∆, s, s′ ∈ QB, and B in ϕ.
Intuitively, a state of form 〈p, Vl, Vr〉 expresses the fol-
lowing obligations:
– each atom B(t, t′) in p still has to be ‘processed’,
– each (d, s)→B x means that we need to find a path from
s to a final state in B which is also a path from d to the
image of variable x,
– each x→B (d, s) means that we need to find a path from
q0B to s in B which is also a path from the image of
variable x to d.
A state of the second form 〈d, s,B, d′, s′〉 expresses the
obligation that there is a path along which we can reach both
d′ from d in I(T,τ) and s′ from s in B.
Transition function. As a general proviso, we set
δ(q, •) = false, for all states q ∈ Q; in what follows, we
define the transitions only for symbols of the form σ =
(I, x) ∈ Σ. As the transition function does not depend on
x, we generally write only I.
The automaton starts off in state q0 by choosing non-
deterministically a disjunct qi:
δ(q0, I) =
∨
1≤i≤m
(0, qˆi).
For every state qˆi, we define a transition as follows. Let
Θ(qˆi) be the set of all triples (Q0, Vl, Vr) which can be the
result of the following procedure:
1. initialize Vl = Vr = Q0 := ∅;
2. for each B(a, b) ∈ qˆi, choose some sf ∈ FB and add
〈a, sB0,B, b, sf 〉 ∈ Q0;
3. for all B(x, a) ∈ qˆi, choose some sf ∈ FB and add
x→B (a, sf ) ∈ Vr;
4. for all B(a, x) ∈ qˆi, add (a, s0B)→B x ∈ Vl.
Intuitively, we choose an accepting state in FB for every
occurrence of an individual name as the second argument in
some atom B(t, t′). Moreover, obtain p from qˆi by dropping
all atoms mentioning an individual name. The transition for
qˆi is then
δ(qˆi, I) =
∨
(Q0,Vl,Vr)∈Θ(qˆi)
(
(0, 〈p, Vl, Vr〉) ∧
∧
q∈Q0
(0, q)
)
.
For transitions for states of the form 〈d, s,B, d′, s′〉, we
take inspiration from Lemma 11. We start with setting
δ(〈d, s,B, d′, s′〉, I) = false whenever {d, d′} 6⊆ ∆I , and
assume from now on that {d, d′} ⊆ ∆I . The base case is the
following:
δ(〈d, s,B, d′, s′〉, I)) = true if I |= Bs,s′(d, d′).
For the case when I 6|= Bs,s′(d, d′), we include the follow-
ing transitions:
δ(〈d, s,B, d′, s′〉, I) =
∨
i∈[k]
(i, 〈d, s,B, d′, s′〉) ∨
∨
d′′∈∆I ,
s′′∈QB
(
(0, 〈d, s,B, d′′, s′′〉) ∧ (0, 〈d′′, s′′,B, d′, s′〉))
Intuitively, the automaton looks for a node to continue (first
line) and then intersects the path non-deterministically (sec-
ond line, c.f., Lemma 11); it is successful if it finds a node
where the required path exists inside the associated interpre-
tation (base case).
For states of the form 〈p, Vl, Vr〉, we start with including
the transitions δ(〈p, Vl, Vr〉, •) = false whenever p = Vl =
Vr = ∅, and
δ(〈p, Vl, Vr〉, I) = false
whenever there is a (d, s)→A x ∈ Vl or a x→E (d, s) ∈ Vr
with d /∈ ∆I .
So assume now that 〈p, Vl, Vr〉 and I are compatible
in this sense, and let S = var(p) ∪ {x | (d, s) →B
x ∈ Vl} ∪ {x | x →B (d, s) ∈ Vr}. We denote with
P(S, k) the set of all partitions of S into k + 1 pairwise
disjoint, possibly empty sets S0, . . . , Sk. For each S =
(S0, . . . , Sk) ∈ P(S, k), define Θ(p, Vl, Vr,S) as the set of
all tuples (Q0, p1, V 1l , V
1
r , . . . , p
k, V kl , V
k
r ) that can be ob-
tained as the result of the following procedure.
1. for every x ∈ S0, choose a value dx ∈ ∆I ;
2. for every atom B(x, y) ∈ p with {x, y} ⊆ S choose sf ∈
FE and add 〈dx, s0B,B, dy, sf 〉 to Q0;
3. for every atom B(x, y) ∈ p with x ∈ S0, y ∈ Si for i >
0, choose a value dBy ∈ ∆I and a state sy ∈ QB, and
add 〈dx, s0B,B, dBy, sy〉 to Q0 and (dBy, sy) →B y to
V il ;
4. for every atom B(x, y) ∈ p with y ∈ S0, x ∈ Si for
i > 0, choose a value dBx ∈ ∆I and states sx ∈ QB,
sf ∈ FB, and add 〈dBx, sx,B, dy, sf 〉 ∈ Q0 and x →B
(dBx, sx) ∈ V ir ;
5. for every atom B(x, y) ∈ p with x, y ∈ Si for i > 0, add
B(x, y) to pi;
6. for every atom B(x, y) ∈ p with x ∈ Si, y ∈ Sj for
i 6= j and i, j > 0, choose values dBx, dEy ∈ ∆I
and states sx, sy , and add 〈dBx, sx,B, dBy, sy〉 ∈ Q0,
(dBy, sy)→B y ∈ V jl , and x→B (dBx, sx) ∈ V ir ;
7. for every (d, s)→B x ∈ Vl:
– if x ∈ S0, choose some sf ∈ FA and add
〈d, s,A, dx, sf 〉 ∈ Q0;
– if x ∈ Si for i > 0, then choose d′ ∈ ∆I and s′ ∈ QB,
and add 〈d, s,B, d′, s′〉 ∈ Q0 and (d′, s′)→B x ∈ V il ;
8. for every x→B (d, s) ∈ Vr:
– if x ∈ S0, add 〈dx, s0B,B, d, s〉 ∈ Q0;
– if x ∈ Si for i > 0, then choose d′ ∈ ∆I and s′ ∈ QB,
and add 〈d′, s′,B, d, s〉 ∈ Q0 and x→B (d′, s′) ∈ V ir .
We then include the following transition: δ(〈p, Vl, Vr〉, I) as
the following expression:
δ(〈p, Vl, Vr〉, I) =
∨
S∈P(S,k),
(Q0,p1,V 1l ,V
1
r ,...,p
k,V kl ,V
k
r )∈Θ(p,Vl,Vr,S)
δ∗
where δ∗ abbreviates∧
q∈Q0
(0, q) ∧
k∧
i=1
(i, 〈pi, V il , V ir 〉).
Finally, we define the parity acceptance condition as F = Q
to enforce that no state appears infinitely often.
It should be clear that the number of states of the automa-
ton is bounded by an exponential in |ϕ| and polynomially
in ∆, that is, exponentially in |K|. Moreover, it is easy to
verify that δ can also be computed in exponential time. To
finish the proof of Lemma 6, it remains to show correctness
of the constructed automaton.
Lemma 12. For every (T, τ) ∈ L(Acan), we have that
(T, τ) ∈ L(Aϕ) iff I(T,τ) |= ϕ.
Proof. (⇒) Assume some accepting run of Aϕ on (T, τ).
Let qˆi be the successor state of q0 in the accepting run. More-
over, define a mapping pi by taking:
– pi(a) = [ε]a for all a ∈ ind(qi);
– pi(x) = [w]d, if the automaton visits w in some state
〈p, Vl, Vr〉 and selects S0 with x ∈ S0 and dx = d.
Note thatw and d are uniquely defined by the construction of
Aϕ. In particular, the definition of the transitions for states
of the form 〈p, Vl, Vr〉 makes sure that each variable x is
instantiated precisely once, and thus in a unique world wx
to a unique value dx. We show how to read off from the
accepting run witnessing sequences for every B(t, t′) ∈ qˆi.
By Lemma 5, this implies that pi is a match for qi (and thus
for ϕ) in I(T,τ).
Throughout the construction we maintain the following
invariant:
(∗) if (d0, s0), w1, . . . , (dn, sn) is the currently con-
structed sequence for B(t, t′), then it satisfies (a)
and (b). Moreover, the automaton visits wi in state
(di−1, si−1,B, di, si), for all i ∈ [1, n].
Fix someB(t, t′) ∈ qˆi. We first distinguish cases on whether
or not t, t′ are constant names.
– If both t, t′ are constant symbols, then the automaton vis-
its ε in state 〈t, s0B,B, t′, sf 〉 for some sf ∈ FB. We ini-
tialize the sequence for B(t, t′) with (t, s0B), ε, (t′, sf ).
Obviously, (∗) is satisfied.
– If t is a constant name and t′ is not, then by construction
of Aϕ, in particular the treatment of Vl in the definition of
Θ, there is a sequence (d0, s0), w1, (d1, s1), . . . , (dn, sn)
such that d0 = t, s0 = s0B, dn = dx, wn = wx, sn ∈
FB, and which additionally satisfies (∗).
– The case that t′ is a constant name and t is not is analo-
gous (using Vr).
Now, take an atom B(x, y) ∈ qˆi with x, y ∈ var(qˆi). By
definition of Aϕ, there is a unique world w and a state
〈p, Vl, Vr〉 with B(x, y) such that the automaton visits w in
state 〈p, Vl, Vr〉 and selects S with x ∈ Si and y ∈ Sj for
i 6= j. Thus, one of the cases 3, 4, or 6 applies. We distin-
guish cases:
– In case of 3, by the treatment of Vl, there is a sequence
(d0, s0), w1, (d1, s1), . . . , (dn, sn) such that d0 = t, s0 =
s0B, dn = dx, wn = wx, sn ∈ FB, and which addition-
ally satisfies (∗).
– The case of 4 is analogous.
– In case of 6, we know that x ∈ Si, y ∈ Sj for some i, j >
0 and i 6= j. By construction, there are dBx, dBy ∈ ∆Iw
and states sx, sy and:
1. by the treatment of Vr in Θ: a sequence
(d0, s0), w1, . . . , wn, (dn, sn) with d0 = dx,
s0 = s0B, w1 = wx, dn = dBx, sn = sx, and
such that, for each i, the automaton visits wi in state
〈di−1, si−1,B, di, si〉;
2. by the treatment of Vl in Θ: a sequence
(d′0, s
′
0), w
′
1, . . . , w
′
m, (d
′
m, s
′
m) with d
′
0 = dBy ,
s′0 = sy , d
′
m = dy , and s
′
m ∈ FB, and and such
that, for each i, the automaton visits w′i in state〈d′i−1, s′i−1,B, d′i, s′i〉.
We then start with the sequence
(d0, s0), . . . , (dn, sn), w, (d
′
0, s
′
0), . . . , (d
′
m, s
′
m).
This sequence satisfies (∗) because of 1. and 2.
above and because the automaton visits w in state
〈dn, sn,B, d′0, s′0〉 = 〈dBx, sx,B, dBy, sy〉.
Thus, for each B(t, t′) ∈ qˆi, we have constructed a se-
quence satisfying (∗). Next, we refine these sequences
such that they also satisfy (c). Let (di−1, si−1), wi, (di, si)
be an infix of the sequence constructed so far for some
B(t, t′) ∈ qˆi. By (∗), we know that the automaton visits
wi in 〈di−1, si−1,B, di, si〉. We distinguish cases:
– If the automaton accepts at this point, the sequence satis-
fies (c) for this i, and we are done.
– If the automaton moves to some neighbor wi · j with
j ∈ [k], then we replace wi in the sequence by wi · j.
Obviously, invariant (∗) is preserved.
– If the automaton applies the intersection tran-
sition to d′′ ∈ ∆Iwi and s′′ ∈ QB,
then replace (di−1, si−1), wi, (di, si) with
(di−1, si−1), wi, (d′′, s′′), wi(di, si). Obviously, the
invariant (∗) remains preserved.
Because of the acceptance condition, the latter two cases ap-
ply only finitely often, so the process terminates with a se-
quence that satisfies (c) for all i. By Lemma 5, we know that
I(T,τ), pi |= B(t, t′).
(⇐) As I(T,τ) |= ϕ, there is a match pi for ϕ in I.
Thus, there is some i such that I(T,τ), pi |= B(t, t′), for
all B(t, t′) ∈ qˆi. By Lemma 5, there are witnessing se-
quences for each B(t, t′) ∈ qˆi satisfying Conditions (a)–
(c). Guided by these sequences, we construct an accepting
run of Aϕ. Throughout the construction of this run, some
invariants are preserved. First, whenever the automaton vis-
its a node w ∈ T in a state 〈p, Vl, Vr〉, then
(I1) var(p)∪{x | (d, s)→B x ∈ Vl}∪{x | x→B (d, s) ∈
Vr} is the set of all variables x such that the image of x
under pi is below or in w;
(I2) (d, s) →B x ∈ Vl implies d ∈ ∆Iw and, in the se-
quence for B, there is some i such that di = d, si = s
and for all j ≥ i, wj is below or equal w;
(I3) x →B (d, s) ∈ Vr implies d ∈ ∆Iw and in the se-
quence for B, there is some i such that di = d, si = s
and for all j ≤ i, wj is below or equal w.
Moreover, if the automaton visits a node w ∈ T in state
〈d, s,B, d′, s′〉 then
(I4) d, d′ ∈ ∆Iw and there are i < j such that, in the wit-
nessing sequence for B, we have di = d, si = s, dj = d′,
sj = j, and w ∈ [wi]d ∩ [wj ]d′ .
Throughout the definition of the run, we use sBf to refer
to the state sn in the witnessing sequence for eachB(t, t′) ∈
qˆi.
The automaton starts in state q0 and chooses to proceed in
qˆi. Define Q0, Vl, Vr by taking
Q0 = {〈a, s0B,B, b, sBf 〉 | B(a, b) ∈ qˆi}
Vl = {(a, s0B)→B x | B(a, x) ∈ qˆi}
Vr = {x→B (a, sBf ) | B(x, a) ∈ qˆi}
and extend the run according to this (possible) choice of
Q0, Vl, Vr. The invariants are obviously true after these first
transitions. Assume now that Aϕ visits w in state 〈p, Vl, Vr〉
and let S = var(p) ∪ {x | (d, s) →B x ∈ Vl} ∪ {x |
x →B (d, s) ∈ Vr}. First, define a partition S0, . . . , Sk
as follows: S0 contains all x ∈ S such that pi(x) = [w]d
for some d ∈ ∆Iw ; denote this witness d with dx. Si
contains all x ∈ S such that pi(x) = [v]d ∈ ∆Iv for
some v in the subtree rooted at w · i. Then, define a tuple
(Q0, p1, V 1l , V
1
r . . . , . . . , V
k
l , V
k
r ) as follows:
– For B(x, y) ∈ p with {x, y} ⊆ S0, add
〈dx, s0B,B, dy, sBf 〉 to Q0.
– Let B(x, y) ∈ p with x ∈ S0, y ∈ Si for i > 0.
Read off from the witnessing sequence for B(x, y) the
maximal ` such that wj = w for all j ≤ `, and add
〈dx, sB0,B, d`+1, s`+1〉 ∈ Q0 and (d`+1, s`+1) →B
y ∈ V il .
– Let B(x, y) ∈ p with y ∈ S0, x ∈ Si for i > 0.
Read off from the witnessing sequence for B(x, y) the
minimal ` such that wj = w for all j ≥ `, and add
〈d`, s`,B, dy, sn〉 ∈ Q0 and x→B (d`, s`) ∈ V ir .
– Let B(x, y) ∈ p with x, y ∈ Si for i > 0. Then add
B(x, y) ∈ pi.
– Let B(x, y) ∈ p with x ∈ Si, y ∈ Sj for i, j > 0 and
i 6= j. By definition of Si and Sj , there have to be indices
l < u ∈ [0, n] such that wm is below w, for all m < l and
all m ≥ l. Add 〈dl, sl,B, du, su〉 to Q0, (ddu,su) →B y
to V jl , and x→B (dl, sl) to V ir .
– Let (d, s)→B x ∈ Vl. We distinguish two cases:
– if x ∈ S0, then add 〈d, s,B, dx, dBf 〉 to Q0;
– if x ∈ Si for i > 0, then by invariant (I2), there is
some ` such that d` = d, s` = s, and for all j > `, wj
is below or equal w. By Condition (c), there have to be
j > ` and a successor v ofw such that dj ∈ ∆Iw∩∆Iv ,
and for all j′ > j, we have that wj is below or equal v.
Add 〈d, s,B, dj , sj〉 to Q0 and (dj , sj)→B x to V il .
– Let x→B (d, s) ∈ Vr. We distinguish two cases:
– if x ∈ S0, then add 〈dx, dB0,B, d, s〉 to Q0;
– if x ∈ Si for i > 0, then by invariant (I3), there is
some ` such that d` = d, s` = s, and for all j < `, wj
is below or equal w. By Condition (c), there have to be
j < ` and a successor v ofw such that dj ∈ ∆Iw∩∆Iv ,
and for all j′ < j, we have that wj is below or equal v.
Add 〈dj , sj ,B, d, s〉 to Q0 and (dj , sj)→B x to V ir .
We then extend the run by the constructed tuple
in the non-deterministic choice in the definition of
δ(〈p, Vl, Vr〉, (I, x)). It is routine to verify that the invari-
ants remain true.
It thus remains to show how to complete the run when the
automaton visits a node w in state 〈d, s,B, d′, s′〉. By (I4),
we know that there are i < j such that, in the witnessing
sequence for B, we have di = d, si = s, dj = d′, sj = j,
and w ∈ [wi]di ∩ [wj ]dj .
By Lemma 11, either j = i+ 1 or there is an i < m < j
such that there is some wˆ ∈ [wm]dm ∩ [wi]di ∩ [wj ]dj . In
the first case, we extend the run such that the automaton vis-
its wj in 〈d, s,B, d′, s′〉 and accepts, because of (c). Other-
wise, we extend the run by navigating the automaton in state
〈d, s,B, d′, s′〉 to node wˆ, and apply the intersection transi-
tion to d′′ = dm and s′′ = sm. It should be clear that (I4)
remains preserved.
Since the witness sequences are finite, this process termi-
nates after a finite number of steps and the constructed run
thus satisfies the parity condition.
