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Abstract
The purpose of this paper is to prove well-posedness for a problem that describes the
dynamics of a set of points by means of a system of parabolic equations. It has been seen in
Vela´zquez (Point dynamics in a singular limit of the Keller–Segel model. (1) motion of the
concentration regions, SIAM J. Appl. Math., to appear) that the considered model is the limit
of a singular perturbation problem for a system of the Keller–Segel type.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
The purpose of this paper is to study the mathematical well-posedness of
the following problem: To ﬁnd uðx; tÞ; M1ðtÞ;y; MNðtÞ and x1ðtÞ;y; xNðtÞ
such that
@u
@t
¼ Du þ 1
2p
XN
j¼1
MjðtÞ ðx  xjðtÞÞjx  xjðtÞj2
 ru rðurvÞ; ðx; tÞAR2 	 Rþ; ð1Þ
Dv þ u ¼ 0; ðx; tÞAR2 	 Rþ; ð2Þ
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’xiðtÞ ¼ GðMiðtÞÞAiðtÞ; t40; i ¼ 1; 2;y; N; ð3Þ
AiðtÞ ¼ 
XN
j¼1;jai
MjðtÞ
2p
ðxiðtÞ  xjðtÞÞ
jxiðtÞ  xjðtÞj2
þrvðxiðtÞ; tÞ; t40; ð4Þ
dMiðtÞ
dt
¼ uðxiðtÞ; tÞMiðtÞ; t40; i ¼ 1; 2;y; N: ð5Þ
Problem (1)–(5) has been derived in [20]. In that paper was analysed the asymptotics
of the solutions of the following system of equations as e-0þ:
@u
@t
¼ Du rðGeðuÞrvÞ; ðx; tÞAR2 	 Rþ; ð6Þ
Dv þ u ¼ 0; ðx; tÞAR2 	 Rþ; ð7Þ
where GeðuÞ ¼ 1eQðeuÞ; and the function QðsÞ is increasing, behaves as s for s small
and approaches to a constant as s-N: The function GðMÞ in (3) can be computed
in terms of the function QðsÞ: We will assume that GðMÞ is a smooth, positive
function deﬁned for M40: If system (1)–(5) is derived as the limit of (6), (7) as e-0
it would be natural to assume that Mið0Þ48p for i ¼ 1; 2;y; N; and also that
GðMÞ40 is deﬁned for M48p; limM-8pþ GðMÞ ¼ 1 and limM-NGðMÞ ¼ 0 (cf.
[20,21]). Nevertheless, since these assumptions are not really needed in order to show
well-posedness for problem (1)–(5) they will not be made in the following. Notice
also that the solution of Eq. (2) is not uniquely determined if not additional
assumptions are made. The precise meaning that will be given to this equation is
vðx; tÞ ¼  1
2p
Z
R2
logðjx  yjÞuðy; tÞ d2y: ð8Þ
By means of (8) we are prescribing the asymptotics of v as jxj-N: From now
on, each time that we refer to (2) it will be understood that v is uniquely prescribed
as in (8).
Problem (6), (7) is a particular case of the well-known Keller–Segel system
(cf. [6]). This system was introduced as a model of chemotactic aggregation.
The mathematical properties of this problem have been extensively studied in
recent years. In particular, a property that has deserved a lot of attention is the
fact that solutions of (6), (7) might blow-up in ﬁnite time if GeðuÞ ¼ G0ðuÞ ¼ u
(cf. [3,5–7,9,11–18]).
If e40; the solutions of (1.6), (1.7) are globally deﬁned in time under general
assumptions on the initial data. On the other hand if e ¼ 0; GeðuÞ ¼ u; and solutions
blow-up in ﬁnite time if their initial mass is large enough (cf. [15]). It is then a rather
natural question to try to understand the asymptotics of the solutions of (6), (7)
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when e approaches zero. This has been addressed in [20] using formal asymptotic
expansions. By means of these methods, it has been seen there that there are
solutions of (6), (7) having a ﬁnite amount of mass MiðtÞ concentrated in a
neighbourhood of a set of points xiðtÞ: In the limit e-0 the function u that
characterizes the solution of (6), (7) approaches to a continuous, bounded density
plus a set of moving Dirac masses placed at the points xiðtÞ and having masses MiðtÞ:
If we denote us u the smooth part of the solution in the limit e-0 it turns out that,
according to the analysis in [20], the joint dynamics of the singular parts of the
solution plus the smooth part is given by (1)–(5). Moreover, the question of
describing how the solutions of (6), (7) that are initially of order one can develop
regions with high mass densities by means of the blow-up mechanism for (6), (7) with
e ¼ 0 has been also considered in [21]. Therefore, system (1)–(5) can be considered as
a way of continuing the solutions of (6), (7) beyond the blow-up time for e ¼ 0:
From a mathematical point of view system (1)–(5) is not a standard PDE problem.
The reason is that in such system the PDE (1) is singular at the points xiðtÞ; i ¼
1;y; N: Since the position of the points xiðtÞ is part of the problem that one is trying
to solve, (1)–(5) is not just a PDE problem in a changing domain, but is in some sense
a ‘‘free boundary problem’’. The main difference with respect standard free
boundary problems is that the ‘‘free boundary’’ is not a curve or a surface, but a set
of moving points.
The main purpose of this paper is to prove that the solutions of (1)–(5) are well-
posed locally in time. Let us notice that in general global well-posedness for (1)–(5)
cannot be expected. Indeed, away from the singular points the leading terms of (1)–
(5) are the same as those of (6), (7) with e ¼ 0: Since in this case solutions of (6), (7)
blow-up in ﬁnite time, a similar phenomenon can be expected for the solutions of
(1)–(5) away from the singular points. Moreover, as it has been explained in [20]
singular points xiðtÞ; xjðtÞ evolving according to (1)–(5) can merge in ﬁnite time. In
particular, at that time solutions of (1)–(5) become singular. Therefore, coalescence
of singular points provides a new mechanism of singularity formation in ﬁnite time.
Several of the ideas used in this paper are common in the analysis of free boundary
problems. We will freeze the values of the masses MiðtÞ as well as the position of the
points xiðtÞ by means of a change of coordinates. Then near each point x ¼ xiðtÞ it
will be possible to rewrite (1) as
ut ¼ Du þ Mið0Þ
2p
1
r
@u
@r
þ f ; ð9Þ
where r denotes the distance from x to xiðtÞ and where f contains higher order terms
(including nonlinear ones). Therefore, the problem will be reduced to the study of
some properties of Eq. (9). The main consequence of this analysis will be the
derivation of a set of ‘‘a priori’’ estimates that will allow to solve the whole nonlinear
problem by means of a ﬁxed point argument. Therefore, the main difﬁculty of this
paper consists in obtaining suitable estimates for (9). This equation has some
analogies with the heat equation in dimension 2þ Mið0Þ
2p
 
; (at least for radial
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solutions). Since Mið0Þ40 it will be possible to derive the required estimates,
something that would not be true in general for large negative values of Mið0Þ:
The structure of this paper is the following. In Section 2, we include some basic
notation and we rewrite the original free boundary problem as a ﬁxed boundary
problem. This Section includes also a precise formulation of the main result of this
paper. Section 3 contains some basic ‘‘a priori’’ estimates for the linear
nonhomogeneous equation (9). The study of the whole nonlinear problem
considered in this paper is the content of Section 4.
2. Preliminary results
As stated in the Introduction, the main goal of this paper is to study problem (1)–
(5), with initial data:
uðx; 0Þ ¼ %uðxÞ; xAR2; ð10Þ
xið0Þaxjð0Þ; iaj; i; j ¼ 1; 2;y; N; ð11Þ
Mið0Þ40; i ¼ 1; 2;y; N ð12Þ
and where the precise meaning of (2) is given in (8).
In order to solve (1)–(5), (10)–(12) it is convenient to use a set of lagrangian co-
ordinates where the position of the unknown points xiðtÞ becomes ﬁxed. More
precisely, we introduce a new coordinate system by means of
x ¼ x þ
XN
i¼1
½xið0Þ  xiðtÞ jðx  xið0ÞÞ; ð13Þ
where j ¼ jðZÞ is a cutoff function, jACNðR2Þ satisfying j  1 for jZjpr
2
; j  0
for jZj4r; where rpmin jxið0Þxjð0Þj
10
: Moreover, we will assume also that
jrZjjpCr ; jr2ZjjpCr2 where, from now on and in the rest of the paper, C40 is a
generic constant that can change from line to line.
Taking into account (3) and (4) it would be natural to assume that, at least for
short times, the derivatives ’xi are bounded. Since this assumption will be repeatedly
used in the following we will write it as follows:
(H) The functions ’xiðtÞ are uniformly bounded by a constant K for i ¼ 1;y; N
and 0ptpT and T small enough.
Under assumption (H) the transformation x-x deﬁned in (13) is invertible for
0ptpT : Indeed, notice that @xk@xj ¼ dk;j þ
PN
i¼1 ½xið0Þ  xiðtÞk @j@Zj ðx  xið0ÞÞ: There-
fore det @xk@xj
 
a0 if T is small enough.
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Using the variable x deﬁned in (13) instead of x; (1) can be rewritten as
@u
@t

XN
i¼1
’xiðtÞjðxðx; fxjðtÞgÞ  xið0ÞÞrxu
¼
X2
k;c¼1
ak;cðx; fxjðtÞgÞ @
2u
@xk@xc
þ
X2
k¼1
bkðx; fxjðtÞgÞ @u
@xk
þ
XN
i¼1
X2
k;c¼1
MiðtÞ
2p
ðx xið0ÞÞk
jx xið0Þj2
ck;cðx; fxjðtÞgÞ @u
@xc
þ f ðu;ru;rv; x; fxjðtÞ : j ¼ 1;y; NgÞ; ð14Þ
where ak;cðx; fxjðtÞgÞ; bkðx; fxjðtÞgÞ; ck;cðx; fxjðtÞgÞ; f u; @u@xk; @v@xk; x; fxjðtÞg
 
are CN
functions in all their arguments. Moreover, under assumption (H), ak;c gives raise an
uniformly elliptic operator, and the following asymptotics hold:
ak;c-dk;c as t-0þ; ð15Þ
jbkj þ jck;c  dk;cj-0 as t-0þ; ð16Þ
f u;
@u
@xk
;
@v
@xk
; x; fxjðtÞg
 
-rxurxv þ u2 as t-0þ: ð17Þ
The rate of convergence in (15)–(17) depends only on the constant K in
assumption (H). Moreover, since x ¼ x þ ½xjð0Þ  xjðtÞ in the balls jx xjð0Þjpr2;
we have there that the previous limit behaviours are identities or, more precisely,
ak;c ¼ dk;c; bk ¼ 0; ck ¼ 1; f ¼ rxurxv þ u2 if jx xjð0Þjpr2:
On the other hand, using (13), (8) becomes
vðx; tÞ ¼  1
2p
Z
R2
uðZ; tÞ logðjxðx; fxjðtÞgÞ  yðZ; fxjðtÞgÞjÞJðZ; fxjðtÞgÞ d2Z; ð18Þ
where from now on, Jðx; fxjðtÞgÞ ¼ det @xj@xk
 
and xðx; fxjðtÞgÞ; yðx; fxjðtÞgÞ are
deﬁned by means of (13).
By convenience we will rewrite (14) as
@u
@t
¼
X2
k;c¼1
ak;cðx; fxjð0ÞgÞ @
2u
@xk@xc
þ
XN
j¼1
X2
k;c¼1
Mjð0Þ
2p
ðx xjð0ÞÞk
jx xjð0Þj2
ck;cðx; fxjð0ÞgÞ @u
@xc
þ fˆ ðx; tÞ; ð19Þ
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where:
fˆ ðx; tÞ ¼
X2
k;c¼1
ðak;cðx; fxjðtÞgÞ  ak;cðx; fxjð0ÞgÞÞ @
2u
@xk@xc
þ
XN
j¼1
X2
k;c¼1
ðMjðtÞ  Mjð0ÞÞ
2p
ðx xjð0ÞÞk
jx xjð0Þj2
ck;cðx; fxjðtÞgÞ
@u
@xk
þ
XN
j¼1
X2
k;c¼1
Mjð0Þ
2p
ðx xjð0ÞÞk
jx xjð0Þj2
ðck;cðx; fxjðtÞgÞ  ck;cðx; fxjð0ÞgÞÞ @u
@xk
þ f ðu;ru;rv; x; fxjðtÞ : j ¼ 1;y; NgÞ: ð20Þ
Problem (3)–(5), (10)–(12), (18)–(20) will be referred from now on as problem
(PF). This problem is equivalent to (1)–(5), (10)–(12) for classical solutions. The
main advantage of the former is that the positions of the singular points are ﬁxed.
In order to solve (PF) we need to introduce a suitable functional framework. It
will be analysed by writing it in the form
ut ¼Au þ f ; t40;
uð; 0Þ ¼ %uðÞ
for some suitable operator A: In order to measure the initial data %u we deﬁne a norm
jj  jjX as follows. By assumption Brðxjð0ÞÞ-Brðxið0ÞÞ ¼ | for iaj: Let us deﬁne
U ¼ R2\SNj¼1 Brðxjð0ÞÞ; and let us introduce the norm:
jjujjX ;d0;b  jjujjLNðR2Þ
þ max
j¼1;y;N
sup
0ojxxjð0Þj
jx xjð0Þj1d0 jrxuj þ jx xjð0Þj2d0 jr2xuj
n o" #
þ max
j¼1;y;N
sup
k¼0;1;2;y
r
2k
 2d0þb jjr2xujj
Cb B r
2k
ðxjð0ÞÞ\B r
2kþ1
ðxjð0ÞÞ
 
8><
>>:
9>=
>>;
2
664
3
775
þ jjujjC2þbðUÞ; ð21Þ
where 0od0o1; 0obo1 and U ¼ R2\
SN
j¼1 Brðxjð0ÞÞ: In (21) we use the following
notation. Given an arbitrary VCR2:
jjgjjCbðVÞ  sup
x;yAV
jgðxÞ  gðZÞj
jx Zjb
; ð22Þ
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jjgjjC2þbðVÞ  jjgjjLNðVÞ þ jjrgjjLNðVÞ
þ jjr2gjjLNðVÞ þ sup
x;ZAV;jxZjp1
jgðxÞ  gðZÞj
jx Zjb
: ð23Þ
In order to measure the size of the functions j; f that depend on both arguments
x; t; we introduce the following norms:
jjujjZ;d0;b  jjujjLNðR2	½0;T Þ
þ max
j¼1;y;N
sup
0ojxxjð0Þjpr2;0otoT
jx xjð0Þj1d0 jruj
n2664
þ jx xjð0Þj2d0ðjr2uj þ jutjÞ
o
þ sup
k¼0;1;2;y
r
2k
 2d0þb jjr2ujj
C
b;
b
2
x;t B r
2k
ðxjð0ÞÞ\B r
2kþ1
ðxjð0ÞÞ
 
	ð0;TÞ
 
2
664
8><
>>:
þ jjutjj
C
b;
b
2
x;t B r
2k
ðxjð0ÞÞ\B r
2kþ1
ðxjð0ÞÞ
 
	ð0;TÞ
 
3
775
9>=
>;
3
775þ jjujj
C
2þb;1þ
b
2
x;t ðUÞ
; ð24Þ
jj f jjW ;d0;b  jj f jjLNðR2	½0;T Þ
þ max
j¼1;y;N
sup
0ojxxjð0Þjpr2;0otoT
jx xjð0Þj3d0 jrf ðx; tÞj
n2664
þ sup
k¼0;1;2;y
r
2k
 2d0þb jj f jj
C
b;
b
2
x;t B r
2k
ðxjð0ÞÞ\B r
2kþ1
ðxjð0ÞÞ
 
	ð0;TÞ
 
8><
>:
9>=
>;
3
775: ð25Þ
Finally, we also need to introduce suitable norms for xjðtÞ  xjð0Þ and MjðtÞ:
jjxjðtÞjjY ;b  jjxjðtÞ  xjð0ÞjjLNð0;TÞ þ jj ’xjðtÞjjLNð0;TÞ
þ sup
0ot1;t2oT
j ’xðt1Þ  ’xðt2Þj
jt1  t2jb
; ð26Þ
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jjMjðtÞjjY˜; %b  jjMjðtÞjjLNð0;TÞ þ sup
0ot1;t2oT
jMðt1Þ  Mðt2Þj
jt1  t2j %b
; ð27Þ
where %b4b:
We can now formulate the main result of this paper:
Theorem 2.1. Suppose that %uðxÞX0 in (10) satisfies jj %ujjX ;%d0; %boN for some %b4b;
%d04d0; where d040 is small enough and 0obo1: Suppose also that jxjð0Þ 
xið0ÞjXk40 for all i; j ¼ 1; 2;y; N and that jj %ujjL1ðR2Þ ¼
R
R2 %u d
2xoN: Then, there
exists T40 depending only on jj %ujjX ;%d0; %b; k; jj %ujjL1ðR2Þ such that problem (PF) admits an
unique solution uðx; tÞ satisfying jjujjZ;d0;bpC jj %ujjX ;%d0; %b; jj %ujjL1ðR2Þ; k
 
:
The proof of Theorem 2.1 will be the main goal of this paper. We remark, as it has
been indicated before, that solving problem (PF) amounts to solving the original
problem (1)–(5), (10)–(12) if the obtained solutions are regular enough. We can then
obtain solutions for the original problem that are smooth away from the singular
points fxjðtÞg: The derived solutions are bounded near the points fxjðtÞg and the
difference juðx; tÞ  uðxjðtÞ; tÞj can be estimated as Cjx  xjðtÞjb; as it can be seen
from the deﬁnition of the norms jj  jjZ;d0;b (cf. (24)), and some additional regularity
can be obtained for the corresponding solutions near the points fxjðtÞg by using the
deﬁnition of this norm.
3. Analysis of a linear operator
Our goal is to obtain local existence and uniqueness for (3)–(5), (10)–(12), (18),
(19) considering this last equation locally near each singular point as a perturbation
of the constant coefﬁcient problem:
@c
@t
¼ Dxcþ a
r
@c
@r
; r ¼ jxj40; t40; ð28Þ
where a40 is a ﬁxed number. In a more precise manner, we need to study the
solution of (28) with initial values:
cðz; 0Þ ¼ dðz ZÞ; ZAR2: ð29Þ
The main goal of this section is to study the regularity properties of the solutions
of (28), (29), as well as similar results for the problem:
@u
@t
¼ Dxu þ a
r
@u
@r
þ f ðx; tÞ; ð30Þ
uðx; 0Þ ¼ %uðxÞ: ð31Þ
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We will derive estimates for (30), (31) by obtaining bounds for (28), (29) and then
using the variation of constants formula. Therefore, as a ﬁrst step, we begin with the
homogeneous problem (28), (29) (cf. Section 3.1). In Section 3.2 we will derive some
regularity properties for (30) and (31). Finally, in Section 3.3, we will include some
similar regularity properties for the solutions of the problem:
@u
@t
¼
X2
k;c¼1
ak;cðxÞ @
2u
@xk@xc
þ
XN
j¼1
X2
k;c¼1
ajck;cðxÞ ðx xjð0ÞÞkjx xjð0Þj2
 @u
@xc
þ f ðx; tÞ; ð32Þ
uðx; 0Þ ¼ %uðxÞ; ð33Þ
where aj40; the points xj; j ¼ 1;y; N; are a set of prescribed singular points, the
coefﬁcients ak;cðxÞ deﬁne an uniformly elliptic operator and ak;cðxÞ ¼ ck;cðxÞ ¼ dk;c
for jx xjð0Þjor; with r40 small enough.
3.1. The linearized problem: homogeneous equation
Notice that for radial solutions (28) is the heat equation in ‘‘space dimension’’
ð2þ aÞ: Actually, solutions of (28) might be decomposed in a radial part plus a term
with zero average in each circle @Brð0Þ: It turns out that for any a40 the radial part
can be expanded in a convergent series of even integer powers, exactly in the same
manner as it can be made for radial solutions of the heat equation in integer
dimensions. On the other hand, the nonradial part is not analytic near the origin
when a is not an integer, but in general it can be expanded in a convergent series of
noninteger powers. This will provide enough regularity to solve (PF). We begin with
the following preliminary result:
Proposition 3.1. The unique solution of (28), (29) bounded for each t40 is given by the
following representation formula:
cðx; tÞ ¼ 1jZj2 G
x
jZj;
t
jZj2
 !
; ð34Þ
where
Gðr; y; tÞ ¼ r
a
2
2p
XN
n¼N
einy
2pi
Z
g
Knn ð
ﬃﬃ
z
p Þ Inn ð
ﬃﬃﬃﬃ
zr
p Þezt dz; ð35Þ
for 0prpd0; where nn ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n2 þ a2
4
q
; d0 is small enough, r ¼ jxj and y is the angle
between Z and x measured in the counterclockwise sense. In (35) the contour g is
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contained in the half-plane fReðzÞ40g and becomes asymptotically vertical as jzj
approaches infinity. The functions Kn; In are the modified Bessel functions of order n (cf.
[1, p. 374]).
Remark 3.2. In Proposition 3.1, (34) is valid for arbitrary values of x; t: On the other
hand, representation (35) holds for 0pro1; but we will show its validity only for
small values of r; something that will be enough for our purposes and will require
simpler estimates than the general case.
In order to show Proposition 3.1 we begin proving a slightly weaker result:
Lemma 3.3. Suppose that the series in (35) converges for 0prpd0: Then the results in
Proposition 3.1 hold.
Proof. The existence of an unique solution of (28) and (29) bounded for t40 is
classical. Due to the invariance of (28) under rotations, we can assume without loss
of generality that Z ¼ jZje; e ¼ ð1; 0Þ: On the other hand, since dðx ZÞ ¼
1
jZj2 d
x
jZj  e
 
; we can write the solution of (28), (29), as in (34) where Gðx; tÞ solves:
@G
@t
¼ DxG þ a
r
@G
@r
; r ¼ jxj; ð36Þ
Gðx; 0Þ ¼ dðx eÞ ¼ dðr  1ÞdðyÞ; ð37Þ
where in this case ðr; yÞ are just the standard polar coordinates in the x-plane. More
precisely, x ¼ ðx1; x2Þ ¼ ðr cos ðyÞ; r sin ðyÞÞ: In order to solve (36) and (37) it is
convenient to use the representation formula dðyÞ ¼ 1
2p
Pn¼N
n¼N e
iny: We can then
write: Gðx; tÞ ¼ Gðr; y; tÞ ¼ 1
2p
Pn¼N
n¼N Gnðr; tÞeiny; where each of the function Gnðr; tÞ
solves
@Gn
@t
¼ @
2Gn
@r2
þ ðaþ 1Þ
r
@Gn
@r
 n
2
r2
Gn; ð38Þ
Gnðr; 0Þ ¼ dðr  1Þ: ð39Þ
We introduce the Laplace transform of a function Gnðr; tÞ as
G˜nðr; zÞ ¼
Z N
0
Gnðr; tÞezt dt:
Taking the Laplace transform of problem (38) we obtain
@2G˜n
@r2
þ ðaþ 1Þ
r
@G˜n
@r
 n
2
r2
G˜n  zG˜n ¼ dðr  1Þ: ð40Þ
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In order to solve (40) it is convenient to ﬁnd ﬁrst the general solution of the
homogeneous equation:
Y 00 þ ðaþ 1Þ
r
Y 0  n
2
r2
Y  zY ¼ 0: ð41Þ
To this end, we introduce a new set of variables
Y ¼ ra2H; X ¼ ﬃﬃﬃﬃzrp :
Using these new variables (3.40) is transformed in the modiﬁed Bessel equation (cf.
[1, p. 374]):
X 2HXX þ XHX  ðX 2 þ n2nÞH ¼ 0; ð42Þ
nn ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n2 þ a
2
4
s
: ð43Þ
We are interested in obtaining solutions of (36) and (37) that are bounded at the
origin and as r approaches inﬁnity. Since functions Gnðr; tÞ and G˜nðr; zÞ have similar
boundedness properties, it follows that the sought-for solution of (40) is given by
G˜nðr; zÞ ¼ cr
a
2 Innð
ﬃﬃﬃﬃ
zr
p Þ; 0oro1;
G˜nðr; zÞ ¼ cr
a
2
Innð
ﬃﬃ
z
p Þ
Knnð
ﬃﬃ
z
p ÞKnnð
ﬃﬃﬃﬃ
zr
p Þ; r41;
where InnðxÞ; KnnðxÞ are the usual modiﬁed Bessel functions (cf. [1, p. 374]). Deriving
these formulae we have used the fact that G˜nð; zÞ is continuous at r ¼ 1: On the other
hand, (40) yields the jump condition @G˜n@r
h i
r¼1
¼ 1: Therefore
c½I 0nnð
ﬃﬃ
z
p ÞKnnð
ﬃﬃ
z
p Þ  Innð
ﬃﬃ
z
p ÞK 0nnð
ﬃﬃ
z
p Þ ¼ Knnð
ﬃﬃ
z
p Þﬃﬃ
z
p : ð44Þ
It follows from (42) and standard computations that WðXÞ  KnnðX ÞI 0nnðX Þ 
InnðX ÞK 0nnðXÞ solves the equation WX þ 1XW ¼ 0: Combining this equation with the
asymptotics of WðXÞ as X-0þ; that can be obtained using the asymptotics of
InnðX Þ; KnnðXÞ we arrive at WðX Þ ¼ 1X: Therefore (44) yields c ¼ Knnð
ﬃﬃ
z
p Þ; and the
solution of (40) is given by
G˜nðr; zÞ ¼ r
a
2Knnð
ﬃﬃ
z
p ÞInnð
ﬃﬃﬃﬃ
zr
p Þ; 0oro1; ð45Þ
G˜nðr; zÞ ¼ r
a
2Innð
ﬃﬃ
z
p ÞKnnð
ﬃﬃﬃﬃ
zr
p Þ; r41: ð46Þ
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Using the inversion formula for the Laplace transform we ﬁnally obtain the
representation formula (35). This concludes the proof of Lemma 3.3. &
As a next step, to proceed with the proof of Proposition 3.1 we need to prove
convergence results for the series in (35). To this end, it will be convenient to rewrite
the integral terms there by introducing a new variable w ¼ ﬃﬃzp : Since for ReðwÞ40
the product KnnðwÞInnðwrÞ behaves as ewð1rÞ (up to algebraic terms) we obtain after
some elementary computations and suitable contour deformations that:
Fnnðr; tÞ 
1
2pi
Z
g
Knnð
ﬃﬃ
z
p ÞInnð
ﬃﬃﬃﬃ
zr
p Þezt dz ¼ 1
pi
Z
*g
KnnðwÞInnðwrÞew
2tw dw; ð47Þ
where *g is a contour contained in ReðwÞ40; symmetric with respect to the real axis,
that behaves asymptotically as zBjzje7ib; where b ¼ p
4
þ e0; e040 small. We will use
(47) to derive the following estimate:
Lemma 3.4. Suppose that Fnnðr; tÞ is as in (47). Let us assume that jnjX1: There exists
d040 and a constant C independent on t; n such that
jFnnðr; tÞjpC
e
1
20t
t
1
2
 nnn1
rn1 ; t40; 0orpd0; ð48Þ
where n1 is as in Proposition 3.1 (cf. also (43)).
Proof. We can rewrite Fnnðr; tÞ as:
Fnnðr; tÞ ¼
e
ð1rÞ2
4t
pi
ﬃﬃ
t
p
Z
*g
ez
2
w
KnnðwÞ
ew
InnðwrÞ
ewr
" #
dw; ð49Þ
where w ¼ 1
2
ð1rÞ
t
þ zﬃ
t
p : In order to estimate this integral we will use the following
representation formula for the modiﬁed Bessel functions (cf. [1, (9.6.18) and (9.6.23),
p. 376]):
KnðwÞ
ew
¼
ﬃﬃﬃ
p
p
w
2
$ %n
G nþ 1
2
$ % Z N
0
ewsð2s þ s2Þn12 ds; n40; ð50Þ
InðwÞ
ew
¼
w
2
$ %nﬃﬃﬃ
p
p
G nþ 1
2
$ % Z 2
0
ewsð2s  s2Þn12 ds; n40: ð51Þ
Due to (49) we need to estimate (50), (51) in the region argðwÞAðb;bÞ; b ¼ p4 þ e0:
Using (51), we obtain
InðwrÞ
ewr
&&&&
&&&&p
jwjr
2
 n
ﬃﬃﬃ
p
p
G nþ 1
2
$ % Z 2
0
eReðwrÞsð2s  s2Þn12 ds:
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Notice that the maximum of function eReðwrÞsð2s  s2Þn12 in sAð0; 2Þ is reached at
the unique point s1Að0; 1Þ that satisﬁes
n 1
2
 
1
s1
 1ð2 s1Þ
" #
¼ ReðwrÞ: ð52Þ
Then:
InðwrÞ
ewr
&&&&
&&&&p 2
jwjr
2
 n
ﬃﬃﬃ
p
p
G nþ 1
2
$ % eReðwrÞs11 ðs1ð2 s1ÞÞn12:
Using Stirling’s formula, as well as the fact that 0os1o1; we obtain the estimate
InðwrÞ
ewr
&&&&
&&&&pCe
jwjr
2
 n
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nþ 1
2
q
2es1 exp ReðwrÞ
n 1
2
$ % s1
 !
nþ 1
2
$ %
0
BBBB@
1
CCCCA
n1
2
: ð53Þ
On the other hand,
KnðwÞ
ew
&&&&
&&&&p
ﬃﬃﬃ
p
p jwj
2
 n
Gðnþ 1
2
Þ
Z N
0
½eassðs þ 2Þn 12 ds;
where a ¼ ReðwÞ
ðn 1
2
Þ
: The leading contribution to the integral in this formula is provided
by the region near the maximum of the function eassðs þ 2Þ that is placed at the
unique point s ¼ s240 satisfying 1s2 þ 1s2þ2 ¼ a: In order to study this contribution in
a more detailed manner we deﬁne the function:
cðt; s2Þ ¼ as2t þ logðtÞ þ logðs2t þ 2Þ:
Notice that @c@t ð1; s2Þ ¼ 0; @
2c
@t2
ðt; s2Þ ¼  1t2 
s2
2
ðs2tþ2Þ2: It then follows after some
computations that cðt; s2Þpcð1; s2Þ  m0 for 0ptp1 Z0; cðt; s2Þpcð1; s2Þ 
m0ðt  1Þ for tX1þ Z0 and cðt; s2Þpcð1; s2Þ  m0ðt  1Þ2; tAð1 Z0; 1þ Z0Þ; where
m040; Z040 are small numbers independent on t; s2: Plugging this inequalities in the
estimate of KnðwÞ
ew
&&& &&& above we obtain
KnðwÞ
ew
&&&&
&&&&p Cs2
jwj
2
 n
Gðnþ 1
2
Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðn 1
2
Þ
q ½eas2s2ðs2 þ 2Þn 12; ð54Þ
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for argðwÞAðb; bÞ: Using Stirling’s formula we arrive at
KnðwÞ
ew
&&&&
&&&&pCs2
jwj
2
 n
n
e1as2s2ðs2 þ 2Þ
ðn 12Þ
" #n 1
2
; ð55Þ
where we use also that n ¼ nn41 for jnjX1: Combining (49), (53), and (55) we
obtain
jFnnðr; tÞjp
Ce
ð1rÞ2
4t rnn
ðnnÞ
3
2
ﬃﬃ
t
p
Z
*g
s2
jwj
2
 2nn
jwj jez2 j Cs1s2ðs2 þ 2Þðn2  12Þ2
" #nn 12
jdzj:
Notice that the deﬁnition 1
s2
þ 1
s2þ2 ¼ a implies the asymptotics s2B2a for a-0þ; s2B1a
for a-N: Therefore s2p
Cðnn12Þ
jwj : On the other hand, there exists v40 such that
ReðwÞXvjwj for argðwÞAðb; bÞ: Taking into account also that w ¼ 1
2
ð1rÞ
t
þ zﬃ
t
p ; we
obtain after some computations that
jFnnðr; tÞjp
Ce
ð1rÞ2
4t r
1
2
ðnnÞ
1
2
ﬃﬃ
t
p
Z
R
eBs
2 1
t
þ jsjﬃﬃ
t
p
 
Cs1ðs2 þ 2Þjwjr
ðnn  12Þ
" #nn 12
ds; ð56Þ
where jsj ¼ jzj and B40 is a constant independent on w; t; nn; n:
The asymptotics of s2 implies that
Cs1ðs2þ2Þjwjr
ðnn 12Þ
pCs1 1þ jwjnn
 
r: In order to estimate
s1 we use (52). We have that s1B
ðnn 12Þ
jwjr if
jwjr
ðnn 12Þ
-N: On the other hand s1 is always
bounded by one. We then obtain the estimate
Cs1ðs2 þ 2Þjwjr
ðnn  12Þ
pC min 1þ jwj
nn
 
r; 1
- .
:
Plugging this in (56), and using the fact jwjp1
t
þ jsjﬃ
t
p ; it follows that
jFnnðr; tÞjp
Ce
1
16t
rnnﬃﬃﬃﬃﬃﬃ
nnt
p 1
t
þ 1ﬃﬃ
t
p
 Z
R
eBs
2
C min 1þ
1
t
þ jsjﬃ
t
p
 
nn
;
1
r
8<
:
9=
;
2
4
3
5
nn 12
ds; ð57Þ
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for rp12: We remark on pass that in (57) and in the forthcoming formulae the value
of B can change from line to line.
eBs
2
C min 1þ
1
t
þ jsjﬃ
t
p
 
nn
;
1
r
8<
:
9=
;
2
4
3
5
nn 12
¼ Ce
 Bs
2
ðnn 12Þ min 1þ
1
t
þ jsjﬃ
t
p
 
nn
;
1
r
8<
:
9=
;
2
4
3
5
nn 12
¼ C min 1þ 1
nnt
þ jsjﬃﬃﬃﬃ
nn
p ﬃﬃﬃﬃﬃﬃ
nnt
p
 
e
 Bs
2
ðnn 12Þ;
e
 Bs
2
ðnn 12Þ
r
8><
>:
9>=
>;
2
664
3
775
nn 12
p C min 1
nnt
þ 1ﬃﬃﬃﬃﬃﬃ
nnt
p þ 1
 
e
 Bs
2
ðnn 12Þ;
e
 Bs
2
ðnn 12Þ
r
8><
>>:
9>=
>>;
2
664
3
775
nn 12
 I :
Using this inequality in (57) and integrating in the variable s; we obtain
jFnnðr; tÞjp
Ce
1
16trnnﬃﬃﬃﬃﬃﬃ
nnt
p 1
t
þ 1ﬃﬃ
t
p
 
C min
1
nnt
þ 1
 
;
1
r
- ." #nn 12
for rp1
2
: ð58Þ
In order to estimate Fnnðr; tÞ we need to deal in a separate manner with several
cases. Suppose ﬁrst that tX 1nn; i.e.
1
nnt
p1: Then, since 0oro1
2
; we would have
jFnnðr; tÞjpCe
 1
16t rnnﬃﬃﬃﬃ
nnt
p 1
t
þ 1ﬃ
t
p
 
ðCÞnn 12: In particular, if rpd0  12C; 1nnptp1 it follows
that
jFnnðr; tÞjpC
e
1
20t
t
1
2
 nnn1
rn1 : ð59Þ
Actually, it follows from (58) that estimate (59) holds also for t41:
Suppose now that tp 1nn: In this case, we can estimate min
1
nnt
þ 1
 
; 1
r
n o
as
C min 1nnt;
1
r
n o
: We now distinguish two different subcases. Suppose ﬁrst that
rp %CðnntÞ; where %Co1 is some ﬁxed number to be precised later. Then
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1
r
X 1
CðnntÞX
1ﬃﬃﬃﬃ
nnt
p X1: Using this estimate and (58), we obtain
jFnnðr; tÞj
pCe
 116t rnn
ðnnÞ
1
2ðtÞ32
2C
nnt
" #nn 12
pCe
 1
16t rn1
ðnnÞ
1
2ðtÞ32
2Cr
nnt
 nnn1 2C
nnt
 n1 12
pCe
1
20tð2C %CÞnnn1rn1 :
If we choose 2C %Co1
2
; it then follows that
jFnnðr; tÞjpCe
1
20t
1
2
 nnn1
rn1 ; 0ptp 1
nn
; 0orp %CðnntÞ: ð60Þ
Let us consider now the subcase 0ptp 1nn and %CðnntÞpro12: We then deduce from
(58) that jFnnðr; tÞjpCe
 1
16trnn
ðnnÞ
1
2ðtÞ
3
2
Cﬃﬃﬃﬃ
nnt
p 1
r
h inn 12pCe 120te b2te b2tr12 Cﬃﬃﬃﬃﬃﬃ
nnt
p
 nn 12
; where b40
is a small number independent on n; t; r: Since %CðnntÞpr; it follows that
jFnnðr; tÞjpCe
1
20te
b %Cnn
2r e
b
2tr
1
2
Cﬃﬃﬃﬃﬃﬃ
nnt
p
 nn 12
;
for 0ptp 1
nn
; 0orp %CðnntÞ: ð61Þ
Since the numbers b; %C; do not depend on r; there exists d040; independent on n;
t; r such that e
b %C
2rpr for 0orod0: On the other hand e
b
2t Cﬃﬃﬃﬃ
nnt
p
 nn 12¼
e
 b
4nnt
 
Ce
 b
2nntﬃﬃﬃﬃ
nnt
p
 !nn 12
pðCˆÞnn12; where Cˆ is a ﬁxed number independent on n; t:
Using these estimates in (61) we arrive at
jFnnðr; tÞjpCe
1
20tðCˆÞnn 12rnnpCe 120t 1
2
 nnn1
rn1 ;
0ptp 1
nn
; %CðnntÞprod0: ð62Þ
Combining (59), (60) and (62) we ﬁnally obtain (48). &
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End of the Proof of Proposition 3.1. Notice that (43) and (48) yields convergence of
the series in (35) for 0orod0: Taking into account Lemma 3.3, Proposition 3.1
follows. &
Our next goal is to obtain estimates for Gð0; tÞ and Gðr; y; tÞ  Gð0; tÞ;
where G is as in (34) (cf. also (36), (37)). Notice that we are using the
two different notations Gðx; tÞ and Gðr; y; tÞ to denote the values of the function G
at the point x with polar coordinates r ¼ jxj and y: This convention be retained in the
following.
In the rest of the paper we will need to decompose rather often the different
functions in their radial part and angular part. More precisely, given an arbitrary
function f ¼ f ðx; tÞ ¼ f ðr; y; tÞ we deﬁne
f0ðr; tÞ  1
2p
Z 2p
0
f ðr; y; tÞdy; ð63Þ
fnrðr; y; tÞ ¼ f ðr; y; tÞ  f0ðr; tÞ: ð64Þ
Notice that by deﬁnition
R 2p
0 fnrðr; y; tÞdy ¼ 0 for any r40:
We will need some estimates on the functions G0; Gnr deﬁned by means of (63) and
(64) where G is as in (36) and (37). The following result holds:
Proposition 3.5. The functions G0; Gnr defined by means of (63) and (64), where G is
the solution of (36) and (37), satisfy the following estimates:
0pG0ðr; tÞpC min 1
t
;
1
t1þn0
- .
e
Qjxej2
t ; ð65Þ
jGnrðr; y; tÞjpCrn1
a
2
e
1
20t
t
; t40; 0orpd0; ð66Þ
jGnrðr; y; tÞjpC r
n1 a2
t
e
Q
t wfrpd0gðrÞ
"
þ wfrXd0gðrÞ min
1
t
;
1
t1þn0
- .
e
Qjxej2
t þ e
Qjxj2
t
 !#
for r40; t40: ð67Þ
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Proof. Using the representation formula (35) we obtain that
G0ðr; tÞ ¼  Fn0ðr; tÞr
 a
2
2p
:
Combining this formula with (48) we see that
jGðr; y; tÞ  G0ðr; tÞjpCrn1
a
2
e
1
20t
t
; t40; 0orpd0
and taking into account (64) we arrive at (66).
Estimate (66) provides bounds for the nonradial part of G; Gnr in the region
0prpd0: We now proceed to estimate Gnrðr; y; tÞ in the region r4d0: To this end we
decompose Gnr in the form:
Gnrðr; y; tÞ ¼ Gnr;1ðr; y; tÞ þ Gnr;2ðr; y; tÞ;
where G2;1ðr; y; tÞ; G2;2ðr; y; tÞ solve (36) and their initial values and boundary
conditions are respectively:
Gnr;1ðr; y; 0Þ ¼ dðr  1ÞdðyÞ; r4d0; Gnr;1ðd0; y; tÞ ¼ 0; t40; ð68Þ
Gnr;2ðr; y; 0Þ ¼ 0; r4d0; Gnr;2ðd0; y; tÞ ¼ Gnrðd0; y; tÞ; t40: ð69Þ
Let us proceed to estimate Gnr;1ðr; y; tÞ; Gnr;2ðr; y; tÞ: To deal with Gnr;1ðr; y; tÞ we
regularize the term a
r
in (36) in the region rpd0
2
; and replace it by a smooth, bounded
function in that region vanishing near the origin. Let us denote as %Gnrðx; tÞ the
solution of such regularized equation in R2 having as initial data that in the ﬁrst
equation of (68). The solution of such a problem satisﬁes the following estimate (cf.
[2,8]):
0p %Gnrðx; tÞpC e
 Qjxej
2
t
t
; 0oto1: ð70Þ
In order to derive (70) for times tX1 we use the fact that (36) admits an explicit
self-similar solution with the form
Gˆðr; tÞ ¼ 1
t1þn0
exp  r
2
4t
 
; r ¼ jxj: ð71Þ
This self-similar solution (multiplied by a suitable constant and with a shifting of the
origin of times) can be used as supersolution in order to estimate %Gnrðx; tÞ for tX1:
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We then obtain
0pGnr;1ðr; y; tÞpC min 1
t
;
1
t1þn0
- .
e
Qjxej2
t ; t40: ð72Þ
We now estimate Gnr;2ðr; y; tÞ: To this end we notice that Gˆnrðr; tÞ ¼ Ct exp  r
2
4t
 
;
r ¼ jxj; is a supersolution for (36) and the boundary conditions and initial data (69)
if C is chosen large enough. Therefore, by comparison
jGnr;2ðr; y; tÞjpC
t
exp  r
2
4t
 
; for t40; rXd0: ð73Þ
Combining (66), (72), and (73) we derive the following estimate for Gnr:
jGnrðr; y; tÞjpC r
n1 a2
t
e
Q
t wfrpd0gðrÞ
2
4
þ wfrXd0gðrÞ min
1
t
;
1
t1þn0
- .
e
Qjxej2
t þ
exp  Qjxj2
t
 
t
0
@
1
A
3
5: ð74Þ
The last term in (74) is far from optimal. We can improve it using again the self-
similar solution Gˆðr; tÞ above. Indeed, notice that (74) implies that for t ¼ 1 we have
jGnrðr; y; 1ÞjpGˆðr; t þ t0Þ where t0 is a large number of order one. Then
jGnrðr; y; tÞjp
exp  Qjxj
2
t
 
t1þn0 for tX1: This yields (67). In order to conclude the proof
of Proposition 3.5 it only remains to prove (65). This can be made using the
supersolution Gˆ; arguing exactly as in the derivation of (72). &
For further reference it will be convenient to reformulate the results in Proposition
3.5 in terms of the function c that solves (28) and (29) (cf. also (34)). It turns out that
the resulting estimates for c will allow to improve estimates (66) and (67) for the
function G; and as a consequence to improve the resulting estimates for c: More
precisely, the following result holds:
Proposition 3.6. Suppose that c ¼ cðx; tÞ is as in (28) and (29). Then there exist
positive constants C; Q; e0 such that the following estimates hold:
jc0ðx; Z; tÞjpC min
1
t
;
jZj2n0
t1þn0
( )
e
QjxZj2
t ; ð75Þ
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jcnrðx; Z; tÞjpC min
1
t
;
jZj2n0
t1þn0
( )
jxj
jZj
 n1 a2
e
QjZj2
t wfjxjpe0jZjgðxÞ
"
þ wfjxjXe0jZjgðxÞ e
QjxZj2
t þ e
Qjxj2
t
 !#
; ð76Þ
where c0ðx; Z; tÞ; cnrðx; Z; tÞ are defined by means of (63) and (64).
Remark 3.7. The polar coordinates used in (63) and (64) in the deﬁnitions of c0; cnr
are the ones associated to the variable x; i.e. x ¼ ðr cosðyÞ; r sinðyÞÞ: For instance we
can rewrite (63) for c as
c0ðx; Z; tÞ ¼
1
j@Bjxjð0Þj
Z
@Bjxjð0Þ
cðx; Z; tÞdH1ðxÞ; ð77Þ
where dH1 is the area measure on @Brð0Þ: However, due to the fact that Eq. (28) is
invariant under rotations around the origin, and taking into account also (29) we can
compute c0 in an equivalent manner as
c0ðx; Z; tÞ ¼
1
j@BjZjð0Þj
Z
@BjZjð0Þ
cðx; Z; tÞdH1ðZÞ ð78Þ
A similar formula for cnr can be obtained by means of analogous arguments.
Proof of Proposition 3.6. Using (34) we can rewrite c0 and cnr as
c0ðx; Z; tÞ ¼
1
jZj2 G0
x
jZj;
t
jZj2
 !
; ð79Þ
cnrðx; Z; tÞ ¼
1
jZj2 Gnr
x
jZj;
t
jZj2
 !
; ð80Þ
where G0; Gnr are deﬁned by means of (35), (63), and (64). Using (65), (66), (79), and
(80) we immediately obtain (75) as well as the following estimate:
jcnrðx; Z; tÞjpC
1
t
jxj
jZj
 n1 a2
e
QjZj2
t wfjxjpe0jZjgðxÞ
"
þ wfjxjXe0jZjgðxÞ min
1
t
;
jZj2n0
t1þn0
( )
e
QjxZj2
t þ e
Qjxj2
t
 ! !#
: ð81Þ
We now take advantage of (81) to improve (66). To this end, we ﬁrst notice that
cðx; Z; tÞ is the fundamental solution of (28), (29). Therefore, using the well known
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semigroup property of the solutions of (28), we have the following representation
formula:
Gðx; tÞ ¼
Z
R2
GðZ; t  1Þcðx; Z; 1Þd2Z; t41:
Decomposing c and G in its radial and nonradial part as in (63) and (64) we would
obtain
Gnrðx; tÞ ¼
Z
R2
GðZ; t  1Þcnrðx; Z; 1Þd2Z; t41: ð82Þ
Taking into account Remark 3.7 as well as the deﬁnition of c0; cnr; it follows thatR
@BjZjð0Þ cnrðx; Z; tÞdH
1ðZÞ ¼ 0: Decomposing G in radial and nonradial part in (82),
and using polar coordinates in Z in order to compute the integral on the right-hand
side of (82), it follows that
Gnrðx; tÞ ¼
Z
R2
GnrðZ; t  1Þcnrðx; Z; 1Þd2Z; t41: ð83Þ
On the other hand, by (66) we can estimate Gnrðx; 1Þ by means of a Gaussian. We
can obtain a supersolution for (28) of the form CGˆðr; t  aÞ with Gˆ as in (71), and
where C; a are suitable positive numbers. By comparison we then have
jGnrðx; tÞjp C
t1þn0
for t41:
Plugging this estimate in (83) we arrive at
jGnrðx; tÞjp C
t1þn0
Z
R2
j *cðx; Z; 1Þjd2Z; t42:
Using then (81) in this inequality it follows that
jGnrðx; tÞjp C
t1þn0
jxjn1 a2
Z
fjxjpe0jZjg
eQjZj
2
jZjn1 a2
dZþ
Z
fjxjXe0jZjg
jZj2n0dZ
" #
:
Notice that since
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ a
2
$ %2q o1þ a
2
we have n1  a2o1; (cf. (43)). We ﬁnally obtain
after some elementary computations the following estimate:
jGnrðx; tÞjpCjxj
n1 a2
t1þn0
for tX2: ð84Þ
Estimate (84) provides an improvement of the result obtained in (67) for jxjpd0
and tX2: Therefore, using (84) to estimate Gnr for jxjpd0 and (67) to derive bounds
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for jxj4d0 we deduce that
jGnrðr; y; tÞjpC min 1
t
;
1
t1þn0
- .
rn1
a
2e
Q
t wfrpd0gðrÞ
"
þ wfrXd0gðrÞ e
Qjxej2
t þ e
Qjxj2
t
 !#
:
This estimate combined with (80) yields (76). This concludes the proof of
Proposition 3.6. &
We will also need some bounds for the derivatives of the solutions of the equation
satisﬁed by G0; namely (cf. (38)):
@U
@t
¼ @
2U
@r2
þ ðaþ 1Þ
r
@U
@r
: ð85Þ
Given U ; solution of (85), we deﬁne functions V ; W by means of
W ¼ 1
r
V ¼ 1
r
@U
@r
: ð86Þ
Differentiating (85) we obtain that V ; W solve, respectively, the equations:
Vt ¼ Vrr þ ðaþ 1Þ
r
Vr  ðaþ 1Þ
r2
V ; ð87Þ
Wt ¼ Wrr þ ðaþ 3Þ
r
Wr: ð88Þ
We will use the following estimate for the solution of the fundamental solutions of
(87) and (88):
Proposition 3.8. Suppose that W is the unique solution of (88) with initial data
Wðr; 0Þ ¼ dðr  1Þ: ð89Þ
There exist C; Q real numbers independent on r, t such that the following estimate
holds:
jWðr; tÞjpCﬃﬃ
t
p e
 Qðr1Þ
2
t
ðmaxfr; tgÞ32þa2
; r40; t40: ð90Þ
Moreover, suppose that jðr; l; tÞ solves (87) with initial data
jðr; l; 0Þ ¼ dðr  lÞ; r40; l40: ð91Þ
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Then:
jjðr; l; tÞjp Cr
l
ﬃﬃ
t
p e
 QðrlÞ
2
t
max rl;
t
l2
n o 3
2þ
a
2
: ð92Þ
Proof. We remark that problem (88) and (89) can be explicitly solved. Suppose ﬁrst
that N ¼ aþ 4 is an integer. Then (88) is just the heat equation restricted to radial
solutions in dimension N ¼ aþ 4: In that case the solution of (88) and (89) can be
obtained as a convolution of the caloric kernel with the measure dðr  1Þ: Therefore
Wðr; tÞ ¼ kN
ð4ptÞN2
e
r2
4t
 1
4t
Z
SN1
e
xy
2t dHN1ðyÞ;
where kN40 is a constant whose precise value is not relevant here, and dHN1 is the
area measure on the surface of the sphere SN1: Let us deﬁne FðxÞ ¼ FðrÞ ¼R
SN1 e
xy
2t dHN1ðyÞ; r ¼ jxj: The function FðrÞ is a radial solution of the equation
DNF ¼ F where DN is the N-dimensional laplacian. Using the fact that N  1 ¼
aþ 3; it turns out that FðrÞ ¼ %Car
a
2
1I1þa
2
ðrÞ; where I1þa
2
ðrÞ is the standard modiﬁed
Bessel function (cf. [1, p. 374]). The precise value of %Ca will not be needed in the
following. It then follows, after some computations that
Wðr; tÞ ¼ kðaÞ
ð2pÞ2þa2
e
1
4t
 r
2
4t
2t
1
r1þ
a
2
I
1þa
2
r
2t
 
: ð93Þ
The actual value of kðaÞ in (93) can be computed using the fact thatRN
0 Wðr; tÞdr-1 as t-0þ and the asymptotics I1þa
2
ðrÞB 1ﬃﬃﬃﬃﬃ
2pr
p er as r-N (cf. [1, p.
377]). It then follows that kðaÞ ¼ ð2pÞ2þa2:
The previous argument shows that Wðr; tÞ solution of (88) and (89) is given by (93)
if aþ 4 is an integer. For general values of a; a direct computation, as well as the fact
that I
1þa
2
ðÞ solves the modiﬁed Bessel equation, show a similar result. Therefore the
representation formula (93) is valid for arbitrary values of a40:
Using (93) we can obtain estimates for Wðr; tÞ: Let us recall that InðrÞpCðrÞn for
0prp1 and InðrÞpCerﬃrp for rX1 (cf. [1, (9.6.7) and (9.7.1)]). Using this, we arrive at
(90).
By the symmetry properties of (87) and (91) it follows that jðr; l; tÞ ¼ 1l V rl; tl2
 
where V solves (87) with initial condition Vðr; 0Þ ¼ dðr  1Þ: It then follows that
jðr; l; tÞ ¼ r
l2
W rl;
t
l2
 
: Using (90) we obtain (92) and the Proof of Proposition 3.8
follows. &
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3.2. The linearized problem: nonhomogeneous equation
In this Subsection we use the results in Propositions 3.5–3.8 to derive suitable
estimates for the solutions of the nonhomogeneous problem (30), (31). We begin
with a few preliminary technical results that are required in order to precise the exact
meaning that will be given to the solutions of (30) and (31). To this end we introduce
a suitable functional framework. Let us deﬁne the measure dmðxÞ ¼ jxjad2x; and the
space L2mðR2Þ as the space of functions satisfying:
jjf jj2L2mðR2Þ ¼
Z
R2
jf j2dmðxÞoN:
In an analogous manner we deﬁne H1mðR2Þ as the space of functions satisfying
jjf jj2H1mðR2Þ ¼
Z
R2
jf j2dmðxÞ þ
Z
R2
jrf j2dmðxÞoN:
The following result holds:
Lemma 3.9. Suppose that in (30) we take f  0 and that in (31) we assume that
%uAL2mðR2Þ: Then, there exists an unique solution of (30) and (31) in the sense of
semigroups (cf. [11]). More precisely, the operator Dþ a
r
@
@r generates an unique
evolution semigroup SðtÞ such that jjSðtÞ %ujjH1mðR2ÞoN for each t40:
Proof. This result is just consequence of standard functional analysis. Indeed, the
operator A ¼ ðDþ a
r
@
@rÞ is a symmetric operator in L2mðR2Þ that admits an unique
self-adjoint extension in a domain satisfying DðAÞCH1mðR2Þ (cf. [19, Theorem X.23]).
It is therefore possible to deﬁne an evolution semigroup SðtÞ ¼ eAt with the
properties stated in Lemma 3.9 using classical semigroup theory (cf. [10]). &
We now turn our attention to the nonhomogeneus problem (30), (31).
Lemma 3.10. Suppose that f in (30) belongs to LNðð0; TÞ; L2mðR2ÞÞ; and that
%uAL2mðR2Þ: Then there exists an unique solution of (30), (31) satisfying
jjuð; tÞjjH1mðR2ÞoN that is given by the variation of constants formula:
uð; tÞ ¼ SðtÞ %uðÞ þ
Z t
0
Sðt  sÞf ð; sÞds: ð94Þ
Proof. This result is just a consequence of standard results in semigroup theory (cf.
[10]). &
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In order to be able to use the estimates in Section 3.1, we need to relate the
semigroup SðtÞ in Lemma 3.9 to the kernel operator deﬁned by means of the
function cðx; Z; tÞ; (cf. Proposition 3.1). More precisely we have:
Lemma 3.11. The semigroup SðtÞ defined in Lemma 3.9 is given by the following
representation formula:
ðSðtÞ %uÞðxÞ ¼
Z
R2
cðx; Z; tÞ %uðZÞd2Z; t40; %uAL2mðR2Þ; ð95Þ
where cðx; Z; tÞ is as in Proposition 3.1.
Proof. Taking into account the density of CN0 ðR2\f0gÞ in L2mðR2Þ as well as the
continuity of the semigroup SðtÞ in %u; it is enough to derive the result for
%uACN0 ðR2\f0gÞ: Notice that for such functions %u the right-hand side of (95), that we
will denote as vðx; tÞ solves (28) if t40 and it is bounded (cf. Proposition 3.6). A
classical rescaling argument then yields jrvjpC 1
r
þ 1ﬃ
t
p
 
for rp1; 0otp1: There-
fore v is bounded in H1mðR2Þ by Cﬃtp : It then follows from Lemma 3.9 that
vð; tÞ ¼ ðSðtÞ %uÞðÞ: &
After having derived a representation formula for SðtÞ by means of the
fundamental solution constructed in Section 3.1, we will be able to derive suitable
regularity estimates for the solutions of (30) and (31). To this end we will need to
decompose u; %u; f in their radial part and angular part. More precisely, suppose that
u solves (30) and (31). We deﬁne u0; unr; %u0; %unr; f0; fnr as in (63) and (64). Notice that
u0; unr solve, respectively, the following problems:
u0;t ¼ Du0 þ a
r
@u0
@r
þ f0; u0ðr; 0Þ ¼ %u0ðrÞ; ð96Þ
unr;t ¼ Dunr þ a
r
@unr
@r
þ fnr; unrðx; 0Þ ¼ %unrðxÞ: ð97Þ
One of the key points in this subsection is to estimate the difference juðx; tÞ 
uð0; tÞj: More precisely we will estimate the differences ju0ðx; tÞ  u0ð0; tÞj and
junrðx; tÞ  unrð0; tÞj ¼ junrðx; tÞj: The following result holds:
Lemma 3.12. Let us fix d0; such that 0od0on1  a2: Suppose that the initial data %uðxÞ
in (30), (31) satisfies the following hypothesis:
j %uðxÞjp1; xAR2; ð98Þ
j %uðxÞ  %uð0Þjpjxjd0 ; xAR2; ð99Þ
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jr %uðxÞjpjxjd01; xAR2: ð100Þ
Let us assume also that the function f ¼ f ðx; tÞ in (30) satisfies
jf ðx; tÞj þ jxj jrxf ðx; tÞjpjxjd02; jxjp1; ð101Þ
jf ðx; tÞjp1 in R2: ð102Þ
Then there exists C40 such that the function unr solution of (97) satisfies
junrðx; tÞjpCjxjd0 ; xAR2; 0ptp1: ð103Þ
Proof. We have seen in the proof of Proposition 3.6 that cnr is the fundamental
solution associated to Eq. (28) (cf. for instance (83)). Taking into account (97), we
can then write the following variation of constants formula:
unrðx; tÞ ¼
Z
R2
cnrðx; Z; tÞ %unrðZÞdZþ
Z t
0
ds
Z
R2
cnrðx; Z; t  sÞfnrðZ; sÞdZ: ð104Þ
Using (98)–(102) as well as (63) and (64), it follows that %unr; fnr also satisfy
inequalities (98)–(102). Therefore (104) implies
junrðx; tÞjp
Z
R2
jcnrðx; Z; tÞjjZjd0dZþ
Z t
0
ds
Z
R2
jcnrðx; Z; t  sÞjjZjd02dZ
" #
 J1 þ J2:
We begin by estimating J1: To this end we use (76) in Proposition 3.6. In the ﬁrst
term on the right-hand side of (76) we bound minf1
t
; jZj
2n0
t1þn0 g by 1t: Then
J1pC
jxjn1a2
t
Z
fjxjpe0jZjg
e
QjZj2
t jZjd0ðn1a2Þ
 !
dZ
"
þ
Z
fjxjXe0jZjg
jZjd0 min 1
t
;
jZj2n0
t1þn0
( )
e
QjxZj2
t
 !
dZ
þ e
Qjxj2
t
Z
fjxjXe0jZjg
jZjd0 min 1
t
;
jZj2n0
t1þn0
( )
dZ
#
 J1;1 þ J1;2 þ J1;3:
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Making the change of variables Z ¼ z ﬃﬃtp we obtain
J1;1pCjxjd0 jxjﬃﬃ
t
p
 ðn1a2Þd0Z
fjzjX 1e0
jxjﬃ
t
p g
dzjzjd0ðn1a2ÞeQjzj2 dz
Cjxjd0 H jxjﬃﬃ
t
p
 
:
Standard computations show that HðÞ is a continuous function satisfying
HðxÞ-0 as x-0 and x-N: Therefore
J1;1pCjxjd0 : ð105Þ
On the other hand,
J1;2p
1
t
Z
fjxjXe0jZjg
jZjd0e
QjxZj2
t dZ
p jxj
e0
 d0 1
t
Z
R2
e
QjxZj2
t dZ
 !
pCjxjd0 : ð106Þ
We now estimate J1;3 as
J1;3pCjxjd0 jxj
2
t
 !
exp Qjxj
2
t
 !
pCjxjd0 : ð107Þ
Combining (105), (106) and (107) we obtain the inequality
J1pCjxjd0 : ð108Þ
Concerning J2; using (76), as well as the fact that by assumption 0ptp1; we
readily see that
J2pCjxjn1
a
2
Z
fjxjpe0jZjg
dZ
Z minfjZj2;1g
0
ds
s
e
QjZj2
s jZjd02ðn1a2Þ
" #
þ Cjxjn1a2
Z
fjxjpe0jZjg
dZ
Z 1
minfjZj2;1g
ds
s1þn0
e
QjZj2
s jZj2n0þd02ðn1a2Þ
" #
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þ C
Z
fjxjXe0jZjg
dZ
Z minfjZj2;1g
0
jZjd02 e
QjxZj2
s þ e
Qjxj2
s
 ! !
ds
s
" #
þ C
Z
fjxjXe0jZjg
dZ
Z 1
minfjZj2;1g
e
QjxZj2
s þ e
Qjxj2
s
 !
jZj2n0þðd02Þ
s1þn0
ds
2
66664
3
77775
 J2;1 þ J2;2 þ J2;3 þ J2;4:
Let us proceed to estimate the terms J2;1; J2;2; J2;3: Making the change of
variables s ¼ jZj2z; we obtain
J2;1pCjxjn1
a
2
Z
fjxjpe0jZjg
dZjZjd02ðn1a2Þ
Z minf1; 1jZj2g
0
dz
z
e
Q
z
" #
pCjxjn1a2
Z
fjxjpe0jZjg
dZjZjd02ðn1a2ÞeQjZj2pCjxjd0 : ð109Þ
A similar change of variables yields
J2;2pCjxjn1
a
2
Z
fjxjpe0jZjg
dZjZjd02ðn1a2Þ
Z 1
jZj2
minf1; 1jZj2g
ds
z1þn0
e
Q
z
2
4
3
5
pCjxjn1a2
Z
fjxje0pjZjp1g
dZjZjd02ðn1a2ÞpCjxjd0 : ð110Þ
Analogous arguments provide the following estimate for jxj small:
J2;3pC
Z
fjxjXe0jZjg
dZ
Z jZj2
jxZj2
0
ðjZjd02e
Q
z Þ dz
z
2
64
þ
Z minfjZj2;1g
jxj2
0
ðjZjd02e
Q
z Þ ds
s
3
75 ð111Þ
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¼Cjxjd0
Z
f 1e0Xjyjg
jyjd02 dy
Z jyj2
jyej2
0
e
Q
z
dz
z
2
64
þ
Z jyj2
0
e
Q
s
dz
z
3
75
ðJ2;3;1 þ J2;3;2Þjxjd0 :
It can be easily checked that J2;3;2 is bounded. On the other hand
R jyj2jyej2
0 e
Q
z dz
z
diverges logarithmically as y approaches e; whence J2;3;1 is also bounded. Then
J2;3pCjxjd0 ;
for small jxj: Using then the maximum principle we obtain the same estimate for
arbitrary values of x:
Finally, we estimate J2;4 as follows:
J2;4pC
Z
fjxjXe0jZjg
jZj2n0þðd02ÞdZ 1jx Zj2n0
Z N
jZj2
jxZj2
e
Q
s
s1þn0
ds þ 1jxj2n0
Z N
0
e
Q
s
s1þn0
ds
2
4
3
5
pCjxjd0
Z
f 1e0Xjyjg
jyjðd02Þdy jyj
2n0
jy  ej2n0
Z N
jyj2
jyej2
e
Q
s
s1þn0
ds þ jyj2n0
2
4
3
5
pCjxjd0 : ð112Þ
Combining (109)–(112) we obtain
J2pCjxjd0 :
that combined with (108) ﬁnally yields (103). &
We now estimate the difference ju0ðr; tÞ  u0ð0; tÞj: Since in general u0ð0; tÞ is
nonzero, such a difference will be derived by means of bounds on ru0: More
precisely, we have:
Lemma 3.13. Let us assume that the functions %u; f satisfy (98)–(102) in Proposition
3.12, with 0od0on1  a2o1: Then, the function u0 that solves (96) verifies the following
estimates:
ju0ðr; tÞjpC; r40; 0ptp1; ð113Þ
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@u0
@r
ðr; tÞ
&&&&
&&&&pCrd01; 0ptp1; 0prp1; ð114Þ
where C is a real constant independent on r; t:
Proof. Arguing as in the proofs of Propositions 3.6 and 3.12 we can deduce that c0
is the fundamental solution associated to radial solutions of (28). Using (96) we
derive the following representation formula for u0:
u0ðx; tÞ ¼
Z
R2
c0ðx; Z; tÞ %u0ðZÞdZþ
Z t
0
ds
Z
R2
c0ðx; Z; t  sÞf0ðZ; sÞ dZ: ð115Þ
Combining (115) with (75) in Proposition 3.6, and using the fact that f0; %u0 satisfy
(98)–(102), we obtain
ju0ðx; tÞjpC
Z
R2
e
QjxZj2
t
t
dZ
þ C
Z t
0
ds
Z
R2
min
1
ðt  sÞ;
jZj2n0
ðt  sÞ1þn0
( )
jZjd02e
QjxZj2
ts dZ
" #
pC þ C
Z
R2
dZ
Z minfjZj2;1g
0
jZjd02
s
e
QjxZj2
s ds
" #
þ C
Z
R2
dZ
Z 1
minfjZj2;1g
jZj2n0þd02
s1þn0
e
QjxZj2
s ds
" #
ð116Þ
for 0ptp1:
In order to estimate the different terms in (116) we notice that the ﬁrst integral
term on the right-hand side contains the convolution of jZjd02 with a caloric
kernel. Due to general properties of the heat equation it follows that the maximum
of such convolution is reached at x ¼ 0: On the other hand in the last integral term in
(116), we can restrict the integration to the set jZjp1; since outside that region
the integrand vanishes. On bounding e
QjxZj2
s by 1, we then obtain the last term
of (116):
Z
R2
dZ
Z 1
minfjZj2;1g
jZj2n0þd02
s1þn0
e
QjxZj2
s ds
" #
pC
Z
B1ð0Þ
jZjd02 dZpC:
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Therefore, we deduce from (116) that
ju0ðx; tÞjpC þ C
Z
R2
jZjd02 dZ
Z minfjZj2;1g
0
1
s
e
QjZj2
s ds
" #
¼C þ C
Z
R2
jZjd02 dZ
Z minf1; 1jZj2g
0
1
s
e
Q
s ds
" #
pC ð117Þ
that yields (113).
We now proceed to derive (114) for jru0ðx; tÞj: Using (87) we have
@u0
@r
ðr; tÞ ¼
Z N
0
jðr; l; tÞ@ %u0
@r
ðlÞ dlþ
Z t
0
ds
Z N
0
jðr; l; t  sÞ@f
@r
ðl; sÞ dl
" #
:
Using (101) and (100) we then obtain
@u0
@r
ðr; tÞ
&&&&
&&&&pC
Z N
0
jðr; l; tÞjljd01dlþ
Z t
0
ds
Z N
0
jðr; l; sÞjljd03dl
" # 
 I1 þ I2:
We can estimate I1 by means of (92). Therefore
jI1jpCr
Z t
r
0
l1þaþd0
t2þ
a
2
e
QðrlÞ2
t
 !
dlþ C
Z N
t
r
l
1
2
þa
2
þd0
r
1
2
þa
2
ﬃﬃ
t
p e
QðrlÞ2
t
0
@
1
Adl
 I1;1 þ I1;2:
In order to estimate I1;1 we introduce a new variable l ¼ z
ﬃﬃ
t
p
: Thus
I1;1pCrt
d02
2
Z ﬃtp
r
0
ðz1þaþd0eQð
rﬃ
t
p zÞ2Þ dz
¼Crd01 rﬃﬃ
t
p
 2d0Z ﬃtpr
0
ðz1þaþd0eQð
rﬃ
t
p zÞ2Þ dz
Crd01H1 rﬃﬃ
t
p
 
:
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Standard computations show that H1ðxÞ is a continuous function that approaches
to zero if x-N or x-0þ: Therefore
I1;1pCrd01: ð118Þ
On the other hand, the same change of variables l ¼ z ﬃﬃtp provides the following
inequality for I1;2:
I1;2p
Ct
a
4
þd0
2
1
4
r
1
2
þa
2
Z Nﬃ
t
p
r
z
1
2
þa
2
þd0e
Qð rﬃ
t
p zÞ2
 
dz
¼Crd01 rﬃﬃ
t
p
 1
2
a
2
d0Z Nﬃ
t
p
r
z
1
2
þa
2
þd0e
Qð rﬃ
t
p zÞ2
 
dz
Crd01H2 rﬃﬃ
t
p
 
:
We have that H2ðxÞ-0 if x-0þ; due to the exponential decay of the integral. On
the other hand, H2ðxÞ approaches to a constant value if x-N: Therefore
I1;2pCrd01: ð119Þ
Combining (118) and (119) we derive the estimate
I1pCrd01: ð120Þ
We turn our attention to I2: Using again (92) we can split I2 as
I2pC
Z t
0
ds
Z s
r
0
rl1þd0þae
QðrlÞ2
s
s2þ
a
2
0
B@
1
CAdl
þ C
Z t
0
ds
Z N
s
r
rl
5
2
þd0þa2 e
QðrlÞ2
s
s
1
2r
3
2
þa
2
0
B@
1
CAdl
 I2;1 þ I2;2:
In order to deal with I2;1; I2;2 we introduce new variables x ¼ lr; u ¼ sr2: Then
I2;1pCrd01
Z N
0
du
u2þ
a
2
Z u
0
ðx1þd0þae
Qð1xÞ2
u Þ dx:
An analysis of the asymptotics of the integral above as u-0þ; u-N shows that
the double integral is bounded if 0od0o1: Then
I2;1pCrd01: ð121Þ
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On the other hand, the same change of variables (x ¼ l
r
; u ¼ s
r2
) yields
I2;2pCrd01
Z N
0
duﬃﬃﬃ
u
p
Z N
u
ðx52þd0þa2 e
Qð1xÞ2
u Þ dx;
and estimating again the double integral by means of a constant we arrive at
I2;2pCrd01: ð122Þ
Putting together (121) and (122) we then derive the estimate
I1pCrd01: ð123Þ
and combining (120) and (123) we ﬁnally obtain (114). &
3.3. Estimates for the linearized operator with several singular points
In this subsection we will derive some regularity properties for the solutions of (32)
and (33). Well-posedness for this problem can be derived as Lemmata 3.9 and 3.10,
although using this time a different weighted Hilbert space. Let us introduce the
measure dmðxÞ ¼QNj¼1 jx xjjaj d2x; where the points xj and the numbers aj are as in
(32). Then, Lemmata 3.9 and 3.10 hold for (32), (33) without more changes than
replacing the operator A there by A ¼ ðDþPNj¼1 ajrj @@rjÞ; and the measure dmðxÞ by
the one given above. Just for convenience we collect the corresponding result as
follows:
Proposition 3.14. There exists an unique semigroup SðtÞ associated to problem (32)
and (33) f ¼ 0; such that for %uAL2m ðR2Þ; the corresponding solution of (32) and (33) is
given by SðtÞ %u; and where jjSðtÞ %ujjH1m ðR2ÞoN for each t40: Moreover, for each
fALNðð0; TÞ; L2m ðR2ÞÞ and %uAL2m ðR2Þ; the unique solution of (32) and (33) satisfying
jjuð; tÞjjH1m ðR2ÞoN can be computed by means of the variation of constants formula:
uð; tÞ ¼ SðtÞ %uðÞ þ
Z t
0
Sðt  sÞf ð; sÞ ds: ð124Þ
The main result derived in this subsection is the following:
Proposition 3.15. Suppose that u solves (32) and (33) in the sense defined in Proposition
3.11. Then, for each T40 fixed, there exists C40; such that the following
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estimate holds:
jjujjZ;d0;bpCðjj %ujjX ;d0;b þ jj f jjW ;d0;bÞ; ð125Þ
where the norms jj  jjX ;d0;b; jj  jjZ;d0;b; jj  jjW ;d0;b are as in (21),(24) and (25),
respectively, and where d040 satisfies d0on1  a2:
Proof. From now on, we will drop the dependence on d0; b in the norms jj  jjX ;d0;b;
jj  jjZ;d0;b; jj  jjW ;d0;b whenever such dependence is clear. Let us introduce a cutoff
zðxÞ that takes the value zðxÞ ¼ 1 in a neighbourhood of the point x ¼ xkð0Þ for some
value of kAf1;y; Ng: Given u solution of (32) and (33), we deﬁne the function
vðx; tÞ ¼ zðxÞuðx; tÞ that solves:
@v
@t
¼ Dv þ Mkð0Þ
2p
ðx xkð0ÞÞ
jx xkð0Þj2
 rv þ hðx; tÞ þ zðxÞf ðx; tÞ; ð126Þ
where the support of h is in r
4
pjx xkð0Þjpr2; h has the same regularity as rv and r
has been chosen small enough. Classical semigroup estimates (cf. [10]) yield that
jjhð; tÞjjL2ðR2ÞpCðjj %ujjXþjj f jjW Þﬃtp : Using Proposition 3.11 we can then write vðx; tÞ by
means of the variation of constants formula (94). More precisely, we have
uðx; tÞ ¼ u1ðx; tÞ þ u2ðx; tÞ;
where
u1ð; tÞ ¼SðtÞ %uðÞ þ
Z t
0
Sðt  sÞðzðÞf ð; sÞÞds;
u2ð; tÞ ¼
Z t
0
Sðt  sÞðhð; sÞÞds:
In order to estimate u2ð; tÞ we then use Proposition 3.6, (cf. (75) and (76)) as well as
classical regularity theory for parabolic equations. It then follows that u2ð; tÞ as well
as its derivatives are bounded in a ball of, say, radius r
8
by means of C ðjj %ujjX þ
jj f jjW Þ: A similar result can be derived for u1ð; tÞ: Therefore, since it is possible to
estimate the derivatives of u in Br
8
ð0Þ; it follows that (changing if needed the
characteristic radius associated to the cutoff zðÞÞjjhjjW is bounded by means of
C ðjj %ujjX þ jj f jjW Þ: This means that we can restrict ourselves to bound the
contribution due to the term zðxÞf ðx; tÞ in (126). Using Lemmae 3.12, 3.13, it
follows that
juðx; tÞ  uð0; tÞjpCðjj %ujjX þ jj f jjW Þjxjd0 ; ð127Þ
@u
@x
&&&&
&&&&pCðjj %ujjX þ jj f jjW Þjxjd01: ð128Þ
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We can then apply classical regularity theory in order to estimate the remaining
derivatives in the norm jjujjZ (cf. (24)). More precisely, given any point x0 such that
jx0  xjjo1; we deﬁne new space variables by rescaling the distances to xj with
jx0  xjj and time variables with jx0  xjj2: Taking into account the regularity in the
norms jj  jjZ; jj  jjW (cf. (24) and (25)) as well as standard parabolic estimates we
then obtain (125). Notice that in order to derive the corresponding estimates for the
term jj  jjC2þbðUÞ in (21) we use the uniform ellipticity of the coefﬁcients ak;c as well as
the regularity properties of the coefﬁcients ck;c in (32) and (33). &
4. Solving the nonlinear problem
In this section we will use the previous estimates to prove Theorem 2.1 by means
of a ﬁxed point argument. Let us recall that for classical solutions we have
reformulated, (1)–(5), (10)–(12) as problem (PF) written in Section 2. This new
formulation is very convenient in order to state it as a ﬁxed point problem in a
suitable functional framework. To this end, we argue as follows. Let us rewrite (19)
as
ut ¼ Au þ fˆðx; tÞ; ð129Þ
uð; tÞ ¼ %uðÞ; ð130Þ
where A is the linear operator described in Subsection 3.3. Let us deﬁne ua; ub as the
solutions of the following problems:
ua;t ¼ Aua; ð131Þ
uað; tÞ ¼ %uðÞ ð132Þ
and
ub;t ¼ Aub þ fˆðx; tÞ; ð133Þ
ubð; tÞ ¼ 0: ð134Þ
Notice that ua is uniquely deﬁned by means of (131) and (132). By assumption (cf.
Theorem 2.1) we have that jj %ujjX is bounded for some %b4b and some %d04d0: Using
Proposition 3.15 it follows that jjuajjZ is uniformly bounded where jj  jjZ is deﬁned
by means of %b; %d0: In particular, this implies that
jjua  %ujjZpyðTÞ; ð135Þ
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where jj  jjZ is now deﬁned by means of b; d0; convention to be retained henceforth,
and where yðTÞ can be made arbitrarily small if T is chosen small enough.
We now deﬁne a transformation T :ðfxjg; fMjg; ubÞ-ðfx˜jg; fM˜jg; u˜bÞ such that a
ﬁxed point of T is a solution of (PF). Let us choose functions xjðtÞ; MjðtÞ and u such
that (cf. (24), (26), and (27)):
max
j
ðjjxjðÞjjY þ jjMjðÞjjY˜Þ þ jjubjjZoN: ð136Þ
We then deﬁne u ¼ ua þ ub: Using this function u we deﬁne v by means of (18) and
fˆðx; tÞ using (20). We then deﬁne u˜b as the solution of (133), (134) and u˜ ¼ ua þ u˜b: By
means of this function u˜ we then deﬁne new functions x˜j; M˜j; using the differential
equations (3)–(5). Our goal is to derive estimates for the functions u˜b; x˜j; M˜j: We
claim that
jju˜bjjZpyðTÞ; ð137Þ
where yðTÞ can be made arbitrarily small if T is small enough. Estimate (137) is then
a consequence of (133) and (134). In order to verify (137) we notice that fˆðx; tÞ
contains different types of terms. The most singular of these are the ones having the
form
ðMjðtÞMjð0ÞÞ
rj
@u
@rj
: Due to the uniform h´olderianity of MjðtÞ with exponent %b4b; it
follows that jjðMjðtÞMjð0ÞÞ
rj
@u
@rj
jjWpyðTÞ; with yðTÞ small for T small enough. Estimate
(137) is then a consequence of Proposition 3.15.
Taking into account (137) it follows that the transformation T brings a set
jju  uajjZp1 to itself if T is chosen small enough. In order to be able to
deﬁne v in next iteration, we also need to check that it is possible to obtain
estimates for
R
R2
jujd2x: To this end, notice that fˆðx; tÞ ¼ rvru þ u2 if jxj is
large enough. Since
R
R2
j %ujd2xoN; using standard estimates for caloric
equations it follows that u˜a solution of (131) and (132) satisﬁes the estimateR
R2
ju˜ajd2xpC for 0ptpT : On the other hand we can assume in our functional
space the assumption jjrujjL1ðR2ÞpC with t depending only on the regularity
of the initial data. We therefore obtain estimates of the form jju˜bjjL1ðR2ÞpC
for 0ptpT ; where C depends only on the initial data. This provides the
desired estimates on jju˜jjL1ðR2Þ and therefore on v: Moreover, it turns out that T is
a contractive transformation there. Indeed, given functions fxj;1g; fxj;2g; fMj;1g;
fMj;2g; ub;1; ub;2 satisfying (136) and T40 small, there exists yðTÞo1 such that the
corresponding functions u˜1; u˜2 deﬁned by means of (19) as indicated before (cf. also
(18) and (20)) satisfy
jju˜1  u˜2jjZ
py max
j¼1;y;N
fjjxj;1ðÞ  xj;2ðÞjjY þ jjMj;1ðÞ  Mj;2ðÞjjY˜g þ jju1  u2jjZ
" #
: ð138Þ
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In order to check the contractivity property (138) we need to estimate the
contributions due to terms like
ðMj;1ðtÞMjð0ÞÞ
r
@u1
@r  ðMj;2ðtÞMjð0ÞÞr @u2@r ; that can be
rewritten as
ðMj;1ðtÞ  Mj;2ðtÞÞ
r
@ub;1
@r
þ ðMj;2ðtÞ  Mjð0ÞÞ
r
@ðub;1  ub;2Þ
@r
:
Using again that %b4b in (27) we readily obtain that
ðMj;1ðtÞ  Mj;2ðtÞÞ
r
@ub;1
@r
&&&&
&&&&
&&&&
&&&&
W
pyðTÞjjMj;1ðÞ  Mj;2ðÞjjY˜;
with yðTÞ small for T small enough. On the other hand, due to the uniform
holderianity of Mj;2ðtÞ; it follows that:
ðMj;2ðtÞ  Mjð0ÞÞ
r
@ðub;1  ub;2Þ
@r
&&&&
&&&&
&&&&
&&&&
W
pyðTÞjjub;1  ub;2jjZ:
The remaining terms in fˆ are less singular than
ðMjðtÞMjð0ÞÞ
rj
@u
@rj
and they can be
analysed in a more standard manner. In order to conclude the argument it only
remains to provide contractivity estimates for MjðtÞ; xjðtÞ: More precisely, the
following estimates hold:
jjx˜j;1ðÞ  x˜j;2ðÞjjYp y max
j¼1;y;N
fjjxj;1ðÞ  xj;2ðÞjjY þ jjMj;1ðÞ  Mj;2ðÞjjY˜g
"
þ jju1  u2jjZ
#
; ð139Þ
jjM˜j;1ðÞ  M˜j;2ðÞjjY˜p y max
j¼1;y;N
fjjxj;1ðÞ  xj;2ðÞjjY þ jjMj;1ðÞ  Mj;2ðÞjjY˜g
"
þ jju1  u2jjZ
#
: ð140Þ
Eq. (139) follows from (3), (4), and standard regularity theory for differential
equations. The required Ho¨lder regularity for v is just a consequence of (18). On the
other hand (5) yields Lipschitz estimates for MjðtÞ; and in particular this implies
contractivity estimates for the norm jj  jjY˜: This concludes the proof.
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