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Mechanisms controlling excitation energy transport (EET) in light-harvesting complexes remain
controversial. Following the observation of long-lived beats in two-dimensional electronic spec-
troscopy of PC645, vibronic coherence, the delocalization of excited states between pigments sup-
ported by a resonant vibration, has been proposed to enable direct down-conversion from the highest-
energy states to the lowest-energy pigments. Here, we instead show that for phycobiliprotein PC645
an incoherent vibronic transport mechanism is at play. We quantify the solvation dynamics of indi-
vidual pigments using ab initio QM/MM nuclear dynamics. Our atomistic spectral densities repro-
duce experimental observations ranging from absorption and fluorescence spectra to the timescales
and selectivity of down-conversion observed in transient absorption measurements. We demonstrate
that bilin solvation controls EET pathways and that direct down-conversion proceeds incoherently,
enhanced by large reorganization energies and a broad collection of high-frequency vibrations. We
thus suggest that engineering local solvation dynamics represents a potential design principle for
nanoscale control of EET.
Introduction
Understanding the solvation dynamics of multiple
pigments in a heterogeneous medium is essential for being
able to control excited state dynamics in artificial materi-
als. Natural photosynthesis demonstrates this capability
in light-harvesting complexes, which exert nanoscale con-
trol over excitation transport between pigments via the
protein environment. However, at present, it is not pos-
sible to experimentally disentangle excitation dynamics
from the many timescales of the vibrational bath, which
include intramolecular pigment vibrations, fluctuations
of neighboring amino acids, reorientation of proximate
biological water, and reorganization of the bulk water
solvent. Thus, quantitatively connecting the atomic scale
motions of the pigment-protein environment to the dy-
namics of excitation transport in light-harvesting com-
plexes remains a grand challenge at the interface of ma-
terials science and chemical physics.
It has long been speculated that simple design prin-
ciples connect the complex atomic structure of pigment
environments to the regulation of EET pathways in LHCs
[1–5]. Recently, there has been growing interest in un-
derstanding the role of the vibrational environment in
enhancing transport between energetically detuned pig-
ments. The presence of a vibration with the same fre-
quency as the pigment energy gap can enhance trans-
port either coherently, via delocalization, or incoherently,
via discrete hopping. Long-lived beat signals in nonlin-
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ear spectroscopic measurements of multiple LHCs have
been interpreted as evidence for vibronic coherence, the
delocalization of excited states between pigments (exci-
tons) supported by a long-lived resonant vibration [6–15].
To date, vibronic coherence has been proposed to en-
hance transport between energetically remote states in
two excitation transport processes associated with light-
harvesting: charge separation in the reaction center [6–8]
and direct down-conversion in the bilin-containing pro-
tein PC645 [9]. Here, we instead show that for phyco-
biliprotein PC645 an incoherent vibronic transport mech-
anism is at play. We find that flexible bilins, unlike rigid
chlorophylls, exhibit large reorganization energies tuned
by individual bilin-protein environments, suggesting that
phycobiliproteins undergo incoherent energy transfer en-
hanced by the presence of a broad collection of high-
frequency, intramolecular vibrations.
In vivo, PC645 absorbs high-energy photons and down-
converts the excitation energy to be resonant with the
reaction center of Photosystem II. Transient absorption
measurements on isolated proteins reveal that photoexci-
tation of the high-energy core dihydrobiliverdins (DBVs,
Figure 1a blue and green), is followed by transfer to the
low-energy phycocyanobilin 82s (PCB82s, Figure 1a red
and cyan), skipping the energetically intermediate meso-
biliverdins (MBVs, Figure 1a brown and magenta) [16].
Direct down-conversion cannot be explained by inter-
pigment electronic couplings [17], implying that the vi-
brational dynamics determined by local protein environ-
ments must influence the pathways of EET.
Quantifying the ultrafast vibrational dynamics of spe-
cific chromophores in LHCs remains a challenge for both
theory and experiment. Using a combination of linear
and non-linear spectroscopic data, one can parameter-
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2ize a model that describes the local vibrational environ-
ments of each pigment [18]. However, multiple distinct
vibrational environments quickly lead to an intractable
number of free parameters. Atomistic nuclear dynamics
simulations have the potential to bypass the inverse prob-
lem [19–22] but have not previously managed to quanti-
tatively reproduce spectroscopic signals, thus restricting
their ability to inform on biological function.
For the first time, we successfully connect unique
pigment-protein vibrational environments to spectro-
scopic signals by incorporating pigment forces calcu-
lated with ground-state density functional theory (DFT).
We extract bilin reorganization energies with a wider
spread and larger average value than previously expected
[9, 17, 23], allowing for quantitative reproduction of lin-
ear spectra in the absence of free parameters. Addition-
ally, our EET simulations yield transfer pathways and
timescales in good agreement with experimental tran-
sient absorption measurements. To generalize our find-
ings, we examine the simplest representative model sys-
tem, a dimer with a resonant vibration, and define a ratio
that distinguishes between the coherent and incoherent
transport regimes. We find that transport between bilins
in PC645 occurs incoherently, suggesting that Fo¨rster
spectral overlaps tuned by local bilin-protein environ-
ments control EET and enable direct down-conversion.
Results and discussion
Ab Initio Simulations of Protein Solvation
Reproduce Linear Spectra
To understand the role of the local pigment envi-
ronments in controlling EET, we first characterize the
atomistic origin of the bilin solvation dynamics. The ex-
citation energy of a pigment bound in a protein pocket,
given as the difference between the ground and first ex-
cited state energies, fluctuates due to the nuclear motions
of the chromophore, the surrounding protein residues,
and the proximate water. Simulating excitation energy
fluctuations requires performing nuclear dynamics that
sample the ground-state potential energy surface (PES)
and calculating the excitation energy at regular intervals.
These fluctuations can be characterized by a spectral
density that describes coupling of the electronic excited
state to a continuous distribution of vibrational modes
[24]. Given the significant computational cost of obtain-
ing nuclear forces quantum mechanically (QM), previous
calculations have always used classical or semi-empirical
molecular mechanics (MM) force fields to propagate nu-
clear dynamics for entire LHCs [19–22, 25]. However, in
many cases, the MM PES sampled during nuclear dy-
namics differs substantially from the QM PES on which
excitation energies are defined, causing the calculated
spectral densities to report incorrect vibrational frequen-
cies and coupling amplitudes [26].
We construct spectral densities using nuclear dynam-
ics calculated on an ab initio QM/MM PES that com-
bines bilin nuclear gradients calculated using DFT with
an MM force field to treat the surrounding protein envi-
ronment (Figure 1b), thereby resolving the mismatch be-
tween nuclear dynamics trajectories and excited state cal-
culations. Figure 1 provides an overview of our procedure
for constructing spectral densities. For each bilin, we
construct energy-gap trajectories (Figure 1c) by calculat-
ing excitation energies with time-dependent density func-
tional theory (TDDFT) on 20,000 geometries extracted
at two femtoseconds intervals from our 40 picosecond (ps)
QM/MM production runs. Fourier transforms of the two-
time correlation functions of the energy-gap trajectories
define unique spectral densities that characterize individ-
ual bilin environments (Figure 1d).
Spectroscopic signals and EET dynamics depend in-
timately on the solvation dynamics of individual chro-
mophores. The solvation capacity of the local vibrational
environment is quantified by the total reorganization en-
ergy (λ) of the spectral density which measures the en-
ergy dissipated as the chromophore relaxes following ex-
citation. Previous studies have assumed that all bilins
have identical spectral densities and assigned a reorga-
nization energy of either 260 cm−1 [23], 314 cm−1 [9],
or 480 cm−1 [17]. Our spectral densities, shown in gray
in the subpanels of Figure 2, reveal larger reorganization
energies ( 〈λ〉 = 909 cm−1) and significant variations be-
tween different bilins. The spread in our reorganization
energies (λ = 627 - 1414 cm−1) is consistent with the
presence of three chemically distinct bilins with different
conjugation lengths and either one or two covalent pro-
tein linkages. The variability of the reorganization ener-
gies between chemically identical bilins bound in distinct
protein environments (e.g. MBVA and MBVB) demon-
strates the importance of the protein scaffold in deter-
mining the local solvation dynamics. On the other hand,
all eight bilin spectral densities show a peak near 1650
cm−1 which is consistent with the assignment of a long-
lived 1580 cm−1 mode as intramolecular C=C or C=N
vibrations in broad-band transient absorption measure-
ments [9].
Incorporating the ab initio QM/MM spectral densi-
ties into absorption and fluorescence simulations (solid
black lines) results in excellent agreement with experi-
mental spectra (open grey circles), as shown in Figure 2.
We note that the negative features observed in simulated
spectra are unphysical but do not impact the quality of
the lineshapes (Figure S4). To account for both the large
reorganization energies and the multiple timescales of vi-
brational relaxation encoded in the structure of our spec-
tral densities, we employ numerically exact hierarchical
equations of motion (HEOM) [27, 28], implemented in
QMaster [29]. HEOM has been shown to yield realis-
tic simulations of exciton dynamics in LHCs [30–32], but
its computational complexity limits our spectral densities
to including a total of 24 Drude-Lorentz peaks for full-
system simulations, each representing a distributions of
bath modes. We construct four classes of abridged spec-
3Figure 1: PC645 and computational methodology for spectral density construction. a, Structure and reorganized
energy levels of PC645, where we have defined a bilin color scheme that remains consistent throughout. Gray lines in the
energy level diagram are drawn schematically to represent the exciton eigenstates of the core DBVs (blue and green) due to
the significant excitonic coupling of 319.4 cm−1, more than three times larger than any other coupling in PC645. b, For each
bilin, we simulate 50 ps of mixed QM/MM nuclear dynamics in which that bilin is treated quantum mechanically, while the
remaining protein is treated with a classical force field. c, We construct energy-gap trajectories by calculating full TDDFT
excited states for each bilin on geometries extracted at two femtosecond intervals from our QM/MM trajectories. d, We
construct an energy-gap correlation function for each bilin and Fourier transform to obtain eight unique bilin spectral densities.
tral densities for each bilin starting with Class 1 (eight
or nine peaks per bilin) and successively coarse-graining
to incorporate fewer peaks until we reach Class 4 (two
peaks per bilin). Peak parameters for all spectral densi-
ties are given in Table S1-S4. Abridged spectral densities
used for spectroscopic calculations are shown with our
consistent bilin color scheme in the subpanels of Figure
2. We justify our abridged spectral densities by com-
paring simulated monomer absorption and fluorescence
spectra, as described in supplementary information sec-
tion two. Supplementary information section three dis-
cusses the system Hamiltonian, ab initio transition dipole
moments, details of the fluorescence simulations, and in-
homogeneous broadening.
We validate our spectral densities by comparing to two
features of the experimental spectra: the Stokes shift,
defined as the frequency difference between the highest
energy fluorescence peak and the lowest energy absorp-
tion peak, and the overall width of the absorption spec-
trum. Together, these observables are quite sensitive to
the distribution of reorganization energies between the
different bilins of PC645. Employing the lowest energy
bilin spectral density for all pigments, such as would be
extracted from a fluorescence line-narrowing experiment,
results in an absorption spectrum with a full-width at
half maximum (FWHM) that is 25% too small (Figure
S5). The absorption spectrum contracts in this case be-
cause we underestimate the reorganization energies of the
PCB158s and MBVs. If we instead use the average of the
eight bilin spectral densities for all pigments, we obtain
an absorption spectrum with a Stokes shift that is 55%
too large (Figure S6). The Stokes shift expands because
we substantially overestimate the reorganization energy
of the PCB82s that dominate the fluorescence and low-
energy absorption features. Thus, 18% error between the
experimental and simulated Stokes shift and very good
agreement with the overall absorption linewidth repre-
sents a strong validation of the solvation dynamics en-
4Figure 2: Comparison between absorption and fluorescence simulated with atomistic spectral densities and
experimental spectra. Unabridged (gray) and abridged (colored) bilin spectral densities are shown in the subpanels, where
the latter are used for spectroscopic simulations. Each spectral density panel is labeled with the bilin name and the calculated
reorganization energy λ. The main panel compares the calculated absorption and fluorescence spectra (solid black lines) with
experimental spectra (open circles).
coded in our atomistic spectral densities.
To the best of our knowledge, in the absence of free pa-
rameters, Figure 2 represents the closest reported agree-
ment between experimental lineshapes and ab initio sim-
ulations of absorption and fluorescence spectra for pig-
ments in a heterogeneous environment.
Protein Solvation Drives Down-Conversion
The spectral density connects the atomistic dynam-
ics of the bilin vibrational environment to both spectro-
scopic lineshapes and EET pertinent to light-harvesting.
Having validated our atomistic QM/MM spectral densi-
ties against absorption and fluorescence spectra, we now
confirm that they also describe the experimental observ-
ables associated with direct down-conversion in PC645.
Experimental transient absorption measurements, com-
bined with global kinetic analysis, indicate that initial
excitation of the DBV core is followed by direct trans-
port to the low-energy PCB82 pigments with a rate of
1.7 ps−1 [9, 16]. Neither the rates nor selectivity of di-
rect down-conversion have been successfully reproduced
using previously estimated unstructured spectral densi-
ties [23]. Here, we show that numerically exact HEOM
simulations combined with our novel spectral densities
yield accurate predictions of the pathways and rates as-
sociated with down-conversion.
The large reorganization energies of our QM/MM spec-
tral densities are essential for correctly predicting the
5Figure 3: EET pathways and down-conversion rates simulated with HEOM. Arrow thickness is proportional to the
exciton flux leaving the DBV core integrated over one picosecond after an initial photoexcitation with (a) 30% or (b) 100% of
calculated reorganization energy. The corresponding rates from the DBV core to both PCB82s are reported below each panel.
selectivity of transport from the DBV core to the low-
energy PCB82s. Simulated EET pathways following pho-
toexcitation of the DBV core are shown in Figure 3a and
3b. Arrow thickness in Figure 3 is proportional to ex-
citon flux, the net amount of excitation that is trans-
ferred from the DBVs to an acceptor pigment in a 1.0
ps interval following photoexcitation. We perform exci-
ton flux calculation using Class 2 spectral densities for
the MBVs and Class 4 spectral densities for the remain-
ing pigments (supplementary information section two).
In Figure 3a we rescale the spectral densities to match
the average magnitude of reorganization energy used in
previous simulations (〈λ〉 = 260 cm−1, labeled 30%). In
the presence of a smaller average reorganization energy,
the more weakly solvated DBV core primarily transports
excitation to the energetically adjacent MBVB , qualita-
tively reproducing previous results [23]. EET simulations
using the full reorganization energy (Figure 3b, labeled
100%), however, show enhanced direct transfer to the
low-energy PCB82s, in reasonable agreement with global
kinetic analysis of transient absorption measurements.
In addition to influencing selectivity, the large reorga-
nization energies also increase the rate of direct down-
conversion. HEOM is a non-Markovian theory, and as a
result, the rates of transport vary as a function of time
in response to changes in the vibrational energy distribu-
tion. We extract a best-fit rate of down-conversion from
HEOM simulations using Class 1 spectral densities with
a four-site model containing only the core DBVs and the
low-energy PCB82s (supplementary information section
four). Class 1 spectral densities (e.g. Figure S1a) explic-
itly incorporate the high-frequency mode (∼1650 cm−1)
previously assigned to an intramolecular bilin vibration.
The rescaled spectral densities (Figure 3a, 30%) result
in a transport rate of 0.8 ps−1, substantially slower than
the experimentally observed 1.7 ps−1. However, using
the full reorganization energy of our spectral densities
(Figure 3b, 100%), we find the simulated rate of trans-
port to be 1.6 ps−1, within 8% of the experimental value.
Down-Conversion Occurs via an Incoherent Vibronic
Mechanism
We have demonstrated that HEOM simulations us-
ing our atomistic spectral densities reproduce both the
linear spectra and direct down-conversion of PC645, but
what are the mechanistic principles connecting bilin vi-
brational environments to regulation of EET pathways?
In particular, the relative importance of short-lived, low-
frequency, intermolecular vibrations versus long-lived,
high-frequency, intramolecular vibrations remains con-
troversial [1, 14]. In this section, we assess how the
mechanism of EET in PC645 arises from the interplay
of inter-pigment couplings with structured spectral den-
sities. First, we introduce the simplest representative
model system that captures the essential features of vi-
bronic transport in the presence of a long-lived high-
frequency vibration and define a ratio that distinguishes
between the coherent and incoherent transport regimes.
Second, we demonstrate that PC645 experiences inco-
herent vibronic transport and that the long-lived near-
6Figure 4: Regimes of coherent and incoherent vibronic transport. a, Energy levels of a detuned model dimer with a
vibration on the acceptor pigment that is nearly resonant with the site energy gap. The yellow shading represents the possible
delocalization between the donor and vibronic transition of the acceptor pigment. b, Rate of transport from donor to acceptor
as a function of the reorganization energy of the low-frequency background (λdeph), where ED - EA = 350 cm
−1, V = 24.3
cm−1, λvib = 52.6 cm−1, Ωvib = 403.5 cm−1, and γvib = 5.2 cm−1. HEOM rates (black) and Fo¨rster rates (dashed red) agree in
the incoherent regime, but Fo¨rster does not accurately describe transport in the coherent regime. c, Mechanism of incoherent
vibronic enhancement of transport, in which a nearly-resonant vibration can generate a vibronic sideband in the absorption
(black) that can enhance overlap with the fluorescence (gray). Without the vibration, absorption (light blue) does not overlap
with fluorescence, and thus no transport occurs.
resonant vibration assigned to support vibronic coher-
ence plays no functional role in transport. Finally, we
show that generalized Fo¨rster theory explains the mech-
anism of transport in PC645, consistent with recent work
on other PPC aggregates [29, 33–36], and that local pro-
tein solvation enables direct down-conversion by control-
ling Fo¨rster spectral overlaps.
The transition from coherent to incoherent vibronic
transport is governed by the ratio of the vibronic coupling
(Vvib) to the rapidly relaxing component of the pigment
reorganization energy (λdeph). Figure 4a depicts an ener-
getically detuned dimer with a long-lived high-frequency
vibration on the low-energy acceptor pigment. We de-
fine the basis as a direct-product of three indices: the
electronic state of the acceptor (|ga〉, |ea〉), the electronic
state of the donor (|gd〉, |ed〉), and the vibrational state of
the acceptor on either the ground- or excited-state har-
monic oscillator (|0g〉, |0e〉, |1e〉). We note that the con-
clusions drawn from this model hold whether or not the
vibration is placed on the acceptor, donor or both [37].
Delocalization between the nearly degenerate states (|ga,
ed, 0g〉, |ea, gd, 1e〉) is sustained by Vvib (eq. 1), the prod-
uct of the electronic coupling (V) and the Franck-Condon
factor[37].
Vvib = V · 〈1e|0g〉 ∼ V ·
√
λvib
Ωvib
(1)
Simultaneously, the inertial relaxation of low-frequency
intermolecular vibrations on timescales faster than trans-
port (λdeph) drives excitations to localize on individual
pigments [38–40]. In order for vibronic transport to oc-
cur coherently (i.e. aided by delocalization), the vibronic
coupling should be larger than the rapidly reorganizing
component of solvation (i.e. λdeph  V·〈1e|0g〉). In con-
trast, as λdeph becomes greater than vibronic coupling,
the excitation localizes and transport can be described
by incoherent hopping. In the incoherent limit, assum-
ing vibrational relaxation is not too slow, Fo¨rster theory
captures the rate of excitons hopping between pigments
as given by eq. 2,
Ka←d =
|Vd,a|2
pih¯2
Re[
∫ ∞
0
Aa(t)F
∗
d (t)dt] (2)
where the V is the electronic coupling, Aa(t) is the ab-
sorption lineshape of the acceptor and Fd(t) is the fluo-
rescence lineshape of the donor. In the coherent regime,
where λdeph  V〈1e|0g〉, Fo¨rster theory (dashed red)
overestimates the rate of transport compared to HEOM
(solid black) because it does not account for the pos-
sibility of back-transfer between the nearly degenerate
states (Figure 4b). In the incoherent regime, where
λdeph  V〈1e|0g〉, HEOM and Fo¨rster theory predict
equivalent transport rates. The Fo¨rster rate between the
donor and acceptor pigments is determined by Fermis
golden rule and requires dissipating the energy difference
7into the vibrational environment. Thus the presence of a
resonant, intramolecular vibration can enhance incoher-
ent transport by providing a channel for dissipating the
excess energy, as seen by the presence of a vibronic side-
band that increases the absorption/fluorescence overlap
(Figure 4c).
We find that direct down-conversion in PC645 occurs
in the incoherent regime of vibronic transport. Lim-
ited delocalization between the DBVs due to their strong
electronic coupling and the many timescales of vibra-
tional relaxation complicates the assignment of both
λdeph ( 250 cm−1) and the electronic coupling be-
tween the DBVs and PCB82s (∼50 cm−1), as described
in supplementary information section four. Additionally,
the high-frequency vibration on each of the DBVs and
PCB82s has a Franck-Condon factor of ∼0.25, support-
ing a vibronic coupling of at most 12 cm−1. Thus, we
find that the ratio of λdeph to the vibronic coupling in
PC645 is at least 20, indicating the dominance of inco-
herent vibronic transport.
The presence of long-lived oscillations in nonlinear
spectroscopic measurements led to the suggestion of
functionally relevant vibronic coherence in PC645 [9].
We directly probe this hypothesis by manipulating the
high-frequency vibration previously assigned to sup-
port vibronic signatures and demonstrate that the high-
frequency mode plays no functional role in transport.
Coherent vibronic transport is known to exhibit a sharp
resonance condition as a function of the vibrational fre-
quency [6, 9]. The resonance condition arises because
vibronic delocalization between the donor and the vi-
brationally excited acceptor only occurs when the en-
ergy gap is smaller than, or the same order of magni-
tude as, the vibronic coupling (i.e. Vvib ∼ 12 cm−1). In
the case of PC645, partial delocalization in the DBVs
means that there are two possible resonance conditions
to consider depending on whether the DBV core eigen-
or pigment-states act as the donor. To explore the pos-
sible resonance conditions, we examine population dy-
namics calculated in a four-site model containing only
the DBVs and PCB82s. We use Class 1 spectral den-
sities with four possible positions of the high-frequency
mode (Figure 5a): the original positions (∼1650 cm−1),
the DBVD-PCB82C site energy difference (1550 cm
−1),
the low-energy DBV exciton-PCB82C energy difference
(1220 cm−1), and the complete removal of the high-
frequency peak. We observe minimal differences in the re-
sulting population dynamics (Figure 5b). An additional
exhaustive scan of the peak position between 1100 cm−1
and 1800 cm−1 shows no greater variations in population
dynamics. We have therefore demonstrated the absence
of a sharp resonance condition, further supporting our
assignment of incoherent vibronic transport.
Consistent with the incoherent transport regime,
Fo¨rster theory captures the dominant contributions to
the rate of down-conversion in PC645. In order to de-
scribe incoherent transport in the presence of strong cou-
pling between DBVs, we use a generalization of Fo¨rster
theory [41] that treats excitations within the DBV core
as delocalized but assumes transport out of the core can
be described as an incoherent hop. Due to rapid exciton
relaxation within the DBV core, the rate of transport
out of the core is determined by the overlap between the
lowest-energy DBV exciton fluorescence and the absorp-
tion spectra of the remaining pigments. We simulate ab-
sorption spectra for the non-DBV pigments using Kubo
lineshapes, which are exact for local excitations. We sim-
ulate the low-energy DBV exciton fluorescence using an
extension of Kubo theory [33, 34, 41], which neglects the
localization of excitons resulting from vibrational fluctu-
ations (Figure S10). Generalized Fo¨rster theory predicts
a rate of 1.4 ps−1, within 15% of the HEOM result (Fig-
ure 5c).
Using generalized Fo¨rster theory, we can explain the
relative mechanistic role of low-frequency, intermolecular
vibrations and high-frequency, intramolecular vibrations
in controlling direct down-conversion in PC645. To un-
derstand the impact of bilin vibrational environments on
transport rates and pathways, we examine the absorp-
tion/fluorescence overlap between the DBV core (grey
lines) and either PCB82C (cyan, Figure 5d) or MBVB
(magenta, Figure 5e). The Stokes shift of the DBV
core (∼280 cm−1) enhances the energetic overlap with
the lower-energy pigments and dramatically increases the
overall rates of transport. Despite almost perfect align-
ment of the DBV fluorescence with the MBV absorp-
tion spectra, excitation is preferentially transported to
PCB82s due to the presence of broad vibronic sidebands.
In contrast to the narrow resonance condition associated
with coherent vibronic transport (width on the order of
|V〈1e|0g〉|), the existence of wide absorption and fluo-
rescence features allows for incoherent vibronic enhance-
ment with a broad resonance condition (width on the
order of the homogeneous linewidth). Finally, we note
that given the importance of the Stokes shift in deter-
mining the rate and pathways of excitation transport,
the demonstration of modified local solvation dynamics
for chemically identical bilins within PC645 represents a
potential design principle for nanoscale control of EET.
Conclusion
The inability to connect pigment-protein solvation
dynamics and regimes of EET has previously concealed
the underlying design principles at play in photosyn-
thetic LHCs. We have demonstrated how specific fea-
tures of the pigment vibrational environments in PC645
exert nanoscale control of EET pathways and enable di-
rect down-conversion. We accessed the atomistic origin
of local solvation for each bilin using ab initio QM/MM
nuclear dynamics. Our simulations identified disparities
between bilin vibrational environments, which had not
been sucessfully extracted from experimental measure-
ments, yielding excellent agreement with absorption and
fluorescence spectra. In contrast to previous interpreta-
8Figure 5: Direct down-conversion in PC645 is driven by incoherent vibronic transport. a, Four different PCB82C
spectral densities that we use to examine the impact of the high-frequency vibration on direct down-conversion. While cyan
represents the case where the high-frequency vibration has been removed entirely, it is also implicitly added to the following
three cases in which the high-frequency vibration is shown by itself for clarity: the vibration in its original position in our
QM/MM spectral densities (black), the vibration shifted to be in resonance with the DBVD - PCB82C site energy difference
(1550 cm−1, dashed gray), the vibration shifted to be in resonance with the low-energy DBV exciton - PCB82C energy difference
(1220 cm−1, black circles). Note that all four sites present in our population dynamics simulations use their individual spectral
densities, but the changes to the high-frequency peak are equivalently applied to the other three sites. b, Population dynamics
of a four-site system containing the DBVs and PCB82s. Lines representing the sum PCB82 population are labeled by their
representation in panel a. c, An energetic depiction of down-conversion where site energies are fully reorganized and arrows
represent the combined flux from the DBV core to the MBVs or PCB82s. The flux arrow from DBVs to PCB82s is labeled
with the effective transport rate obtained from theory and experiment. Note that excitons are drawn schematically to represent
DBV delocalization. d, Kubo monomer absorption for MBVB (magenta), Kubo DBV core fluorescence (gray), and absorption
/ fluorescence overlap weighted by the coupling to the lowest energy DBV exciton (outlined magenta). e, Kubo monomer
absorption for PCB82C (cyan), Kubo DBV core fluorescence (gray), and absorption / fluorescence overlap weighted by the
coupling to the lowest energy DBV exciton (outlined cyan).
tions, we have identified that down-conversion proceeds
via an incoherent vibronic transport mechanism where:
• excitations are localized on individual bilins (ex-
cept for the DBV core) and transport occurs via
incoherent hops,
• direct down-conversion is enhanced by large reorga-
nization energies and the presence of a wide collec-
tion of high-frequency vibrations that induce broad
vibronic sidebands.
Thus, our findings indicate that coherent vibronic trans-
9port is not relevant for biological light-harvesting in cryp-
tophyte algal antenna complexes.
The incoherent vibronic mechanism assigned here to
PC645 is far more robust to imperfections than its co-
herent counterpart and could act as a blueprint for the
design of artificial excitonic materials. Recent advances
in biomimetic light-harvesting technologies have demon-
strated novel architectures, e.g. metal-organic frame-
works (MOFs) [42] and DNA origami [43], that can pre-
cisely place pigments within a hierarchically organized
assembly. To fully realize nanoscale control of EET, we
must iteratively simulate and design the local vibrational
environments of pigment-scaffold architectures. How-
ever, the complexity of our current procedure is infeasi-
ble for high-throughput application, pointing towards the
need for new and more efficient computational strategies
and approximations.
Methods
We perform eight QM/MM nuclear dynamics sim-
ulations where the forces on one bilin are constructed
from ground-state DFT calculations for each trajectory.
We begin each QM/MM trajectory with 10 picosec-
onds of equilibration followed by 40 picoseconds of pro-
duction run. We construct energy gap trajectories for
each bilin using time-dependent density functional the-
ory (TDDFT) calculations on geometries sampled every
two femtoseconds, for a total of 20,000 geometries per
bilin. We use the energy gap trajectories to construct
two-time correlation functions and then Fourier trans-
form to obtain the spectral density for each bilin. Over-
all, the eight 50 picosecond QM/MM trajectories took
over nine months to run, and cost more than two million
CPU hours. The details of the initial geometry prepa-
ration, separation of the quantum from classical regions,
excited-state energy calculations, and the construction
of the spectral densities is described in supplementary
information section five.
Exciton dynamics simulations were performed with
the QMaster software package [29] that provides a high-
performance implementation of HEOM, which runs flex-
ibly on both GPU and CPU architectures [12, 29, 44].
HEOM fluorescence calculations used a development ver-
sion of QMaster. All HEOM results presented were run
at a hierarchy depth of six except for rate calculations,
which were run at a hierarchy depth of five (supplemen-
tary information section four).
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I. SUPPLEMENTARY INFORMATION
System Hamiltonian
We describe energy transfer using a Frenkel exciton
Hamiltonian and assume that only one of the pigments is
excited at a time. The Hamiltonian of the single exciton
manifold reads
Hex =
N∑
m=1
0m|m〉〈m|+
∑
m>n
Jmn(|m〉〈n|+ |n〉〈m|). (S1)
Here |m〉 denotes the state in which pigment m is excited
while the other pigments remain in the electronic ground
state. Jmn denotes the electronic coupling between the
excited states on pigments m and n.
The pigments are coupled to the protein environment
modeled by a set of independent harmonic oscillators
Hphon =
∑
m,i
h¯ωib
†
i,mbi,m, (S2)
and we assume a linear coupling of the exciton system
to the vibrations
Hex−phon =
∑
m
|m〉〈m|
∑
i
h¯ωi,mdi,m(bi,m+b
†
i,m). (S3)
The reorganization energy, λm =
∑
i h¯ωi,md
2
i,m/2, is
added to the exciton energies in eqn (S1), εm = ε
0
m +
λm. The phonon mode dependent coupling strength is
captured by the spectral density
Jm(ω) = pi
∑
ξ
h¯2ω2ξ,md
2
ξ,mδ(ω − ωξ,m) (S4)
which can also be defined as a sum of Drude-Lorentz
peaks of form
J(ω) =
βh¯√
pi
Npeaks∑
i=1,s=±
λiγiω
2
1
γ2i + (ω + sΩi)
2 . (S5)
where λi is the peak reorganization energy, γi defines
the peak width, Ωi defines the center frequency, and β
is the inverse temperature. The PC645 system Hamilto-
nian was constructed by Mirkovich et. al [17] assuming
an identical spectral density for all sites with a reorgani-
zation energy of 478.24 cm−1. In order to combine the
Mirkovich Hamiltonian with our spectral densities, we
need to modify the diagonal elements, which denote the
excited state energy of each chromophore plus the reor-
ganization energy of that chromophore as defined above.
To account for the reorganization energies of our unique
spectral densities, we subtract off 478.24 cm−1 from each
site energy and add the corresponding reorganization en-
ergy of that bilin’s spectral density, preserving the un-
derlying 0m values obtained previously.
Spectral Densities
While HEOM is numerically exact, large reorgani-
zation energy values require substantial hierarchy depth
to ensure convergence. The particularly large reorganiza-
tion energies of the MBVs require a depth of Nmax=6 for
all full-system calculations presented in this manuscript,
which restricts us to including a total of 24 bath modes
over all eight sites and necessitates coarse graining of our
spectral densities. We construct four classes of abridged
spectral densities for each bilin that include successively
fewer peaks. Construction is guided by four metrics:
• L1 and L2 norms of error between the abridged and
unabridged spectral densities
• the relative distribution of reorganization energy
along the frequency axis, e.g. how much of the
reorganization energy is contained between 0 and
200 cm−1 versus between 200 and 400 cm−1, etc
• monomer absorption and fluorescence lineshapes
• three-site population dynamics, including the core
DBV bilins along with each other site in turn
We note that no experimental data of any kind was ref-
erenced during spectral density construction. Leveraging
all five of these metrics simultaneously allows us to sys-
tematically and optimally reduce complexity while pre-
serving essential observables given the constraints.
We define the first and most accurate set of spectral
densities as Class 1, and these include either eight or nine
peaks depending on the bilin. Class 1 spectral densities
have enough peaks to accurately capture the majority
of the sharp features observed in the unabridged spectral
densities, but contain too many bath modes to be applied
to full-system calculations given the numerical complex-
ity of the hierarchical equations of motion exciton dy-
namics method. Class 2 spectral densities include either
five or six peaks depending on the bilin and therefore can
only accurately represent some of the sharp features ob-
served in the unabridged spectral densities. Despite the
limitations, simulations with Class 2 spectral densities
are able to accurately reproduce absorption, fluorescence,
and population dynamics obtained from simulations with
the more accurate Class 1 spectral densities. Class 3 and
Class 4 spectral densities contain three and two peaks,
respectively, and cannot accurately capture any of the
sharp features observed in the unabridged spectral den-
sities. Spectral densities of all four classes for PCB82C
are shown in Figure S1, while spectral density parame-
ters for all classes and all bilins are given below in Table
S1, S2, S3, and S4.
We construct Class 1 spectral densities by trying to
minimize L1 and L2 error with respect to the unabridged
spectral densities while also preserving the relative dis-
tribution of reorganization energy. Class 1 spectral den-
sities are too complex for use in full-system calculations,
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Figure S1: Four spectral density classes for PCB82C. a, Class 1, nine peaks. b, Class 2, five peaks. c, Class 3, three
peaks. d, Class 4, two peaks.
Figure S2: Monomer absorption and fluorescence. a, All four classes of spectral densities for PCB82C with Class 1 (nine
peaks) shown in red, Class 2 (5 peaks) shown in blue, Class 3 (3 peaks) shown in green, and Class 4 (two peaks) shown in
magenta. b, Monomer absorption (solid) and fluorescence (dashed) calculated with HEOM using the four classes of spectral
densities. Stokes shifts are depicted graphically above.
but we can use them to run monomer HEOM calculations
up to a hierarchy depth of Nmax=12 for precise conver-
gence. As seen in Figure S2, for PCB82C , monomer sim-
ulations with the Class 2 spectral density (blue) are able
to reproduce absorption and fluorescence lineshapes and
Stokes shift obtained from simulations with the Class 1
spectral density (red). While the Class 3 and Class
4 spectral densities cannot reproduce the lineshape or
Stokes shift, the addition of a peak near zero frequency
in Class 3 compared with Class 4 dramatically improves
both observables, as shown in Figure S2. This demon-
strates the importance of accurately capturing the pure
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dephasing rate, which is defined as the spectral density
slope at zero frequency, since it directly impacts the op-
tical dephasing time which influences Stokes shift. We
were able to obtain Class 2 spectral densities that ac-
curately reproduced both lineshape and Stokes shift ob-
tained from Class 1 spectral densities for all eight bilins.
As seen in Figure S3, while we found population dynam-
ics to be less sensitive to spectral density structure com-
pared with spectroscopy, MBV bilin population dynamics
in particular remained susceptible to changes in the spec-
tral density structure. Therefore, full system population
dynamics and population flux simulations presented in
the main text use Class 2 spectral densities for MBVs
and Class 4 spectral densities for all other bilins.
Spectroscopy
Ab initio transition dipole moments for each bilin,
necessary for accurate spectroscopic simulations, were
obtained from TDDFT calculations and averaged over
bilin trajectories. Our eight transition dipole vectors are
given in Table S5.
Inhomogeneous broadening was accounted for in ab-
sorption and fluorescence simulations by averaging 100
calculations in which each bilin excitation energy was
perturbed by a value drawn randomly from a Gaussian
distribution with a width of 150 cm−1. This width was
selected to be approximately the average of the inhomo-
geneous line broadening values used by Mirkovich et. al
[17].
Fluorescence results presented in the main text are
Boltzmann weighted sums of monomer fluorescence cal-
culations run with HEOM at a hierarchy depth of
Nmax=12. The additional computational complexity of
fluorescence compared to absorption prevents full system
simulations from achieving convergence in the hierarchy.
Calculations including only the four lowest energy bilins,
the PCB158s and PCB82s, are feasible and reasonably
accurate given that fluorescence spectra are dominated
by the response of low energy sites. We observed that
four-site calculations are indistinguishable from a Boltz-
mann weighted sum of four monomer lineshapes. There-
fore, we present monomer-based results that allow larger
Nmax values.
Absorption and fluorescence spectra presented in the
main text can be seen to go slightly below zero amplitude,
which is unphysical. We expect negative features arise
due to the high-temperature approximation made by the
QMaster implementation of HEOM. In order to ensure
that negative features are not impacting the overall line-
shape, we compared HEOM monomer absorption and flu-
orescence spectra to Kubo lineshapes, which are exact for
monomers, shown in Figure S4. Monomer calculations
employed Class 1 spectral densities, and the HEOM cal-
culations were run at a hierarchy depth of Nmax=12.
While HEOM lineshapes appear to be slightly too nar-
row, their features remain minimally perturbed by nega-
tive features.
Absorption and fluorescence spectra are highly sensi-
tive to spectral density structures and pigment reorgani-
zation energies. Due to experimental constraints, spec-
tral densities of the lowest energy bilins, such as would
be extracted from fluorescence line narrowing, are often
used for all pigments. However, if we employ PCB82C
spectral densities for all pigments, we obtain an absorp-
tion spectrum with a full-width at half maximum 25%
too small, as seen in Figure S5. The decreased spectral
width is due to the reduced reorganization energy of the
high-energy MBVs and DBVs, while the Stokes shift re-
mains accurate given that the reorganization energies of
the PCB82s remain essentially unchanged. In order to
present a fair comparison with our non-identical spec-
tra, Class 4 PCB82C spectral densities were used for
MBVs and DBVs, Class 3 PCB82C spectral densities
were used for PCB158s, and Class 2 PCB82C spectral
densities were used for PCB82s.
In contrast, if we employ the average of the eight bilin
spectral densities for all pigments, we obtain an absorp-
tion spectrum that overestimates the Stokes shift by 55%,
as seen in Figure S6. The increased Stokes shift follows
from the increase in the reorganization energy of our low-
est energy pigments when using the average spectral den-
sity. We note that average spectral densities were made
by averaging the eight raw bilin spectral densities and
then using the same construction procedure to obtain
the four spectral density classes as detailed previously.
Once again, in order to present a fair comparison with
our non-identical spectra, Class 4 average spectral den-
sities were used for MBVs and DBVs, Class 3 average
spectral densities were used for PCB158s, and Class 2
average spectral densities were used for PCB82s.
We note that in both of the examples presented, Hamil-
tonian site energies were adjusted according to the re-
organization energies in order to continue to preserve
the underlying 0m values. While many different sets of
spectral densities could in principle yield reasonable ab-
sorption and fluorescence spectra, the significant spec-
troscopic error introduced when employing two common
approximations provides further evidence that our spec-
tral densities and their associated reorganization energies
have accurately captured physically relevant details of
individual bilin vibrational environments in PC645. Fi-
nally, we note that for both the examples presented here
and the spectra presented in the main text, an additional
85 cm−1 was added to all site energies to ensure align-
ment with the experimental fluorescence peak. This has
no impact on the Stokes shift or the absorption lineshape
that we depend on to validate our spectral densities.
Dynamics
Figure S7 shows one picosecond of full system
population dynamics calculated at a hierarchy depth of
Nmax=6. The exciton is initially localized on the high-
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Figure S3: Three-site population dynamics. We note that Class 3 have dynamics identical to Class 4 spectral densities.
a, Three classes of MBVB spectral densities with Class 1 shown in solid, Class 2 shown in short dashed, and Class 4 shown
in long dashed. b, Three-site population dynamics from the DBV core (blue and green) to MBVB (magenta) using the three
different classes of spectral density for the MBVB while Class 4 spectral densities were used for the DBV core. c, Three classes
of PCB82C spectral densities with Class 1 shown in solid, Class 2 shown in short dashed, and Class 4 shown in long dashed.
d, Three-site population dynamics from the DBV core (blue and green) to PCB82C (cyan) using the three different classes of
spectral density for the PCB82C while Class 4 spectral densities were used for the DBV core.
est energy bilin, DBVD (green), and can be seen to
rapidly delocalize over the DBV core (blue and green)
before down-converting to the low energy PCB82s (cyan
and red). The minimal populations of the intermediate
MBVs (magenta and brown) represent an improvement
over previous simulation of PC645 exciton dynamics [23]
given the better agreement with experimental transient
absorption measurements [16].
We perform four-site HEOM population dynamics sim-
ulations including the DBV core and the low energy
PCB82s in order to isolate the DBV to PCB transfer rate.
The populations of the two DBVs and the two PCB82s
are summed separately in order to obtain a dimer-like
system from which we extract rates as per Dijkstra et.
al [45]. Summed populations obtained from HEOM cal-
culations are compared to populations obtained from re-
sulting rate equations in Figure S8 and are found to agree
with minimal error.
We calculate rates in this way at a range of scaled
reorganization energies and using two different classes of
spectral densities to further demonstrate the importance
of our large reorganization values and of resolved spectral
density features for accurate rate prediction. As seen in
Figure S9, the rate in best agreement with experiment is
obtained at our full reorganization energy and with the
more accurate Class 2 spectral densities.
While rate calculations presented here were run at a
hierarchy depth of Nmax=6, our four-site population dy-
namics no longer include the bilins with the largest re-
organization energies, and thus we determined that they
converged at a hierarchy depth of Nmax=5. The sig-
nificantly reduced computational cost at this depth al-
lowed us to use Class 1 spectral densities to simulate
down-conversion rates presented in the main text while
maintaining strict convergence. We note that the rate of
down-conversion obtained from simulations with Class
1 spectral densities differs by less than 0.015 ps−1 com-
pared with the rate obtained from simulations with Class
2 spectral densities.
Fo¨rster overlaps presented in the main text rely on
the accuracy of Kubo fluorescence for the tightly bound
DBV core. However, Kubo lineshapes fail to describe
the time-dependent dynamic localization process cap-
tured by HEOM, as shown in Figure S10. The additional
Stokes shift increases overlap with the PCB82 absorption
by 12%. The increased rate is mitigated by an estimated
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Figure S4: Comparing monomer lineshapes. Monomer Kubo absorption and fluorescence (dashed) are compared to
monomer HEOM absorption and fluorescence (solid) for two representative bilins, MBVB (magenta) and PCB82C (cyan).
10% decrease of |V 2eff | as a result of dynamic localization
in the DBV core.
While most of the electronic couplings in PC645 are
weak enough (V 50 cm−1) that a site-basis description
is appropriate, the strong electronic coupling between the
DBVs (∼320 cm−1) indicates that some exciton delocal-
ization is present. While delocalization can increase cou-
pling, we find that the exciton and site basis description
of the DBV core both have at most 50 cm−1 of coupling
to the PCB82s. In our ab initio QM/MM spectral den-
sities, the DBVs and PCB82s have a long-lived (∼200 fs
lifetime), high-frequency (∼1650 cm−1) vibration with at
most 96 cm−1 of reorganization energy which supports a
12 cm−1 vibronic coupling. The assignment of λdeph for
down-conversion in PC645 is complicated by both the
presence of strong electronic coupling in the DBV core
and the many timescales of vibrational relaxation evi-
denced by the structured form of the spectral densities.
The ∼250 cm−1 shift in the fluorescence of the DBV core
during the first 200 fs following excitation (Figure S10),
however, is a lower bound for λdeph. We thus find that
the ratio of λdeph to the vibronic coupling is at least 20,
indicating the dominance of an incoherent vibronic trans-
port mechanism.
QM/MM Spectral Density Construction
Starting from the PC645 X-ray structure reported
by Curmi et al. [46], we constructed AMBER [47] molec-
ular mechanics force fields for each bilin with Antecham-
ber, part of AmberTools13 [47]. We performed QM/MM
nuclear dynamics using NWChem version 6.3 [48] with a
quantum mechanical treatment of a single bilin in each
trajectory. We separated the quantum and classical re-
gions of each calculation by inserting a fictitious hydrogen
atom as a link into each bilin-protein bond [49]. Given
the aqueous protein environment, we assumed that car-
boxylic acid groups were deprotonated, resulting in a
net charge of -2 on each bilin. We added all bilin hy-
drogens by hand while allowing NWChem to automat-
ically add hydrogens to the protein backbone assuming
neutral pH. We obtained initial partial charges for bilin
force fields from vacuum density functional theory calcu-
lations using the B3LYP exchange-correlation functional
[50–52] and a 6-31G basis set. We solvated the protein
using default directives in NWChem. Subsequently, we
performed a geometry optimization on the quantum me-
chanically treated bilin in the presence of protein partial
charges prior to running each trajectory. A geometry
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Figure S5: The sensitivity of linear spectra to spectral densities: low energy SDs Absorption and fluorescence spectra
using spectral densities from the lowest energy bilin PCB82C (gray) compared with those using unique spectral densities (black).
optimization consisted of ten cycles that each included
3000 MM optimization steps in which we held the QM
region fixed followed by ten QM optimization steps in
which we held the MM region fixed. Following the geom-
etry optimization, we calculated new partial charges for
each bilin in the presence of the protein environment and
updated the underlying force field files. After the initial
optimization, used to determine the bilin force field pa-
rameters, we performed ten additional optimization cy-
cles such that final gradients were below thermal fluctu-
ations. This yielded eight separate optimized structures,
one for each bilin, from which to start our QM/MM tra-
jectories.
We began each trajectory with 10 picoseconds of equi-
libration, during which the simulation temperature sta-
bilized at 295K. We employed Berendsen’s thermostat
[53], standard in NWChem, which is known to correctly
approximate the canonical ensemble for simulations in-
cluding thousands of atoms, such as an LHC[54]. Af-
ter equilibration, we performed 40 picosecond production
runs. We used a 0.5 femtosecond time step for both equi-
libration and production runs. Overall, the eight 50 pi-
cosecond QM/MM trajectories took nearly nine months
to run, and cost over two million CPU hours.
To construct energy gap trajectories for each bilin, we
extracted geometries at two femtosecond intervals, for
a total of 20,000 geometries per bilin. We ran time de-
pendent density functional theory (TDDFT) calculations
using the B3LYP functional and 6-31G basis set on the
resulting 160,000 geometries on both Harvard’s Odyssey
cluster and the Edison supercomputer at the Department
of Energy NERSC facility, using a combined four million
CPU hours. We note that while TDDFT often incor-
rectly predicts excitation energies, cancellation of error
results in good descriptions of the curvature of the po-
tential energy surface that we depend on here [55, 56].
For each geometry, we calculated the first five excited
states and selected the brightest state, defined as the one
with the largest oscillator strength. For a small fraction
of calculations (<1%) where two states were within 0.05
oscillator strength, we used their transition dipole vectors
to find a linear combination of the two states with maxi-
mized oscillator strength. Separately, roughly 5% of the
TDDFT calculations failed to converge, requiring us to
re-run these calculations with the larger 6-31G* basis set.
To make sure that mixing results from two different basis
sets did not introduce numerical issues, we additionally
ran 6-31G* TDDFT for all geometries of a single bilin.
We found the resulting energy gap correlation function
to be nearly identical to that constructed with the mixed
6-31G and 6-31G* results.
Following Ref. [57], we constructed two-time bath cor-
relation functions from the energy gap trajectories. To
ensure that the correlation functions decayed to zero after
roughly two picoseconds, we convolved the resulting cor-
relation functions with a Gaussian having a standard de-
viation of 24 femtoseconds, as per Ref. [19]. We Fourier
transformed the resulting correlation functions to obtain
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Figure S6: The sensitivity of linear spectra to spectral densities: average SDs Absorption and fluorescence spectra
using average spectral densities (gray) compared with those using unique spectral densities (black).
a spectral density for each bilin. Drude-Lorentz peaks
were then fit to each spectral density to allow for their ap-
plication to exciton dynamics with the hierarchical equa-
tions of motion (HEOM) approach [27, 28].
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DBVC DBVD
λ(cm−1) γ(cm−1) Ω(cm−1) λ(cm−1) γ(cm−1) Ω(cm−1)
95.8 7.50 5.95 114.0 10.50 4.0
148.2 90.00 110.0 120.0 70.00 80.0
63.0 16.00 352.0 52.0 50.00 310.0
50.0 37.00 540.0 24.2 13.00 480.0
40.0 40.00 740.0 15.4 12.00 599.0
71.6 55.00 945.0 70.0 55.00 898.0
183.6 80.00 1330.0 186.6 80.00 1370.0
96.0 30.00 1620.0 90.4 25.00 1660.0
MBVA MBVB
λ(cm−1) γ(cm−1) Ω(cm−1) λ(cm−1) γ(cm−1) Ω(cm−1)
107.4 6.50 5.0 162.0 10.20 7.0
268.0 40.00 60.0 200.0 50.00 53.0
264.0 100.00 255.0 131.0 43.00 180.0
48.0 30.00 530.0 66.0 18.00 355.0
200.0 80.00 800.0 150.6 140.00 643.0
20.0 14.00 1010.0 50.0 16.00 881.0
376.0 90.00 1300.0 12.0 20.00 1010.0
160.0 25.00 1640.0 245.8 90.00 1320.0
86.0 25.00 1660.0
PCB158C PCB158D
λ(cm−1) γ(cm−1) Ω(cm−1) λ(cm−1) γ(cm−1) Ω(cm−1)
128.0 15.00 14.0 154.0 7.50 6.0
80.0 30.00 105.0 60.8 34.00 69.0
46.0 18.00 197.0 110.6 72.00 275.0
118.0 55.00 330.0 24.0 20.00 545.0
56.0 25.00 550.0 150.0 84.00 725.0
185.2 88.00 780.0 24.0 15.00 888.0
14.0 9.00 1014.0 12.0 10.00 1005.0
242.2 80.00 1300.0 332.6 80.00 1260.0
104.6 23.00 1635.0 158.0 60.00 1600.0
PCB82C PCB82D
λ(cm−1) γ(cm−1) Ω(cm−1) λ(cm−1) γ(cm−1) Ω(cm−1)
79.6 10.50 9.5 63.4 8.00 5.0
30.4 12.00 42.0 92.0 80.00 70.0
131.2 150.00 223.0 28.0 24.50 220.0
30.0 25.00 515.0 70.0 80.00 488.0
40.0 62.00 743.0 58.0 65.00 810.0
33.0 25.00 888.0 16.0 16.00 1009.0
8.0 15.00 1015.0 220.0 80.00 1305.0
244.8 80.00 1305.0 80.0 22.00 1675.0
80.0 25.00 1665.0
TABLE S1: Class 1 spectral density parameters.
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DBVC DBVD
λ(cm−1) γ(cm−1) Ω(cm−1) λ(cm−1) γ(cm−1) Ω(cm−1)
244.0 90.00 0.0 234.0 80.00 0.0
63.0 16.00 352.0 52.0 40.00 310.0
50.0 37.00 540.0 20.2 13.00 480.0
40.0 40.00 740.0 15.4 12.00 599.0
71.6 55.00 945.0 70.0 55.00 898.0
279.6 120.00 1400.0 281.0 120.00 1420.0
MBVA MBVB
λ(cm−1) γ(cm−1) Ω(cm−1) λ(cm−1) γ(cm−1) Ω(cm−1)
375.4 50.00 0.0 362.0 50.00 0.0
264.0 100.00 255.0 131.0 43.00 180.0
48.0 30.00 530.0 66.0 18.00 355.0
40.0 18.00 695.0 150.6 140.00 643.0
180.0 80.00 900.0 50.0 16.00 881.0
536.0 120.00 1400.0 343.8 120.00 1420.0
PCB158C PCB158D
λ(cm−1) γ(cm−1) Ω(cm−1) λ(cm−1) γ(cm−1) Ω(cm−1)
128.0 15.00 14.0 214.8 34.00 0.0
80.0 30.00 105.0 110.6 72.00 275.0
164.0 55.00 300.0 24.0 20.00 545.0
56.0 25.00 550.0 174.0 84.00 750.0
199.2 100.00 810.0 12.0 10.00 1005.0
346.8 120.00 1420.0 490.6 140.00 1420.0
PCB82C PCB82D
λ(cm−1) γ(cm−1) Ω(cm−1) λ(cm−1) γ(cm−1) Ω(cm−1)
110.0 15.00 9.5 63.4 8.00 5.0
131.2 150.00 223.0 92.0 80.00 70.0
30.0 25.00 515.0 28.0 24.50 220.0
81.0 80.00 870.0 144.0 180.00 700.0
324.8 120.00 1400.0 300.0 120.00 1400.0
TABLE S2: Class 2 spectral density parameters.
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DBVC DBVD
λ(cm−1) γ(cm−1) Ω(cm−1) λ(cm−1) γ(cm−1) Ω(cm−1)
95.8 7.50 5.95 114.0 10.50 4.0
372.8 250.00 400.0 267.0 350.00 400.0
279.6 120.00 1400.0 291.6 120.00 1420.0
MBVA MBVB
λ(cm−1) γ(cm−1) Ω(cm−1) λ(cm−1) γ(cm−1) Ω(cm−1)
107.4 6.50 5.0 162.0 10.20 7.0
800.0 350.00 400.0 609.6 350.00 400.0
536.0 120.00 1400.0 331.8 120.00 1420.0
PCB158C PCB158D
λ(cm−1) γ(cm−1) Ω(cm−1) λ(cm−1) γ(cm−1) Ω(cm−1)
128.0 15.00 14.0 154.0 7.50 6.0
499.2 350.00 400.0 381.4 350.00 450.0
346.8 120.00 1420.0 490.6 140.00 1420.0
PCB82C PCB82D
λ(cm−1) γ(cm−1) Ω(cm−1) λ(cm−1) γ(cm−1) Ω(cm−1)
79.6 10.50 9.5 63.4 8.00 5.0
272.6 350.00 450.0 264.0 350.00 450.0
324.8 120.00 1400.0 300.0 120.00 1400.0
TABLE S3: Class 3 spectral density parameters.
DBVC DBVD
λ(cm−1) γ(cm−1) Ω(cm−1) λ(cm−1) γ(cm−1) Ω(cm−1)
468.6 250.00 400.0 381.0 350.00 400.0
279.6 120.00 1400.0 291.6 120.00 1420.0
MBVA MBVB
λ(cm−1) γ(cm−1) Ω(cm−1) λ(cm−1) γ(cm−1) Ω(cm−1)
907.4 350.00 400.0 771.6 350.00 400.0
536.0 120.00 1400.0 331.8 120.00 1420.0
PCB158C PCB158D
λ(cm−1) γ(cm−1) Ω(cm−1) λ(cm−1) γ(cm−1) Ω(cm−1)
627.2 350.00 400.0 535.4 350.00 450.0
346.8 120.00 1420.0 490.6 140.00 1420.0
PCB82C PCB82D
λ(cm−1) γ(cm−1) Ω(cm−1) λ(cm−1) γ(cm−1) Ω(cm−1)
352.2 350.00 450.0 327.4 350.00 450.0
324.8 120.00 1400.0 300.0 120.00 1400.0
TABLE S4: Class 4 spectral density parameters.
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Bilin Lx Ly Lz
DBVC 1.316 3.062 3.082
DBVD 0.794 3.260 2.604
MBVA 0.882 3.535 -2.359
MBVB 0.072 -3.517 2.947
PCB158C 3.414 0.195 2.944
PCB158D 3.304 -1.780 -2.438
PCB82C 0.935 -1.908 4.243
PCB82D 1.949 0.365 -4.359
TABLE S5: Transition dipole vectors given in atomic units.
Figure S7: Full system population dynamics. One picosecond of population dynamics calculated with Class 2 spectral
densities (six peaks) on the MBVs (brown and magenta) and Class 4 spectral densities (two peaks) on all other sites.
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Figure S8: DBV to PCB82 populations: HEOM vs rate equation. Summed DBV populations (blue) and summed
PCB82 populations (red) obtained from HEOM calculations (solid) are compared with the summed populations given by a
rate equation (dashed) that employs the extracted rate of 1.57 ps−1.
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Figure S9: DBV to PCB transfer rate as a function of reorganization energy. EET rate as a function of reorganization
energy scaling extracted from four-site HEOM calculations. The experimental rate is shown in red, HEOM simulations with
Class 2 spectral densities (five peaks) shown in solid black, and HEOM simulations with Class 4 spectral densities (two peaks)
shown in dashed black.
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Figure S10: Time-dependence of HEOM DBV fluorescence compared to Kubo lineshape. Kubo fluorescence (black)
fails to describe the dynamic localization captured by HEOM (gray) over 2 fs (solid), 20 fs (long dashed), and 200 fs (short
dashed).
