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ABSTRACT
This paper addresses the problem of maximum data rate
learning in small cells networks. Considering a shared carrier
deployment, small cell users have to adapt their energy in
such a way to not disturb macro-cellular communications.
In such a context, small cell users would probably undergo
unacceptable levels of interference, thereby considerably af-
fecting their performance. The objective of our work is to
propose a method for fast prediction of these events and their
corresponding maximum achievable data rates. This can help
small cell users to select the optimal transmission strategy.
Index Terms—Mutual information estimation, G-estimation,
Random matrix theory.
1. INTRODUCTION
With the growing demands for wireless high data rate appli-
cations, current 3G cellular networks are experiencing real
difficulties for meeting capacity needs. Given the fast rate at
which applications evolved, a considerable increase in data
traffic is predicted, [1].
Despite its interesting features, Long Term Evolution
(LTE), the significantly faster technology, suffers like its
predecessors from serious restrictions, namely, a limited cov-
erage and a reduced capacity on the cell edge. The principal
reason can be attributed to the macro-cellular structure itself,
in which a macro cell covers a large area and essentially en-
sures the coverage for outdoor users. On the contrary, indoor
users which are estimated to contribute to 90% of all data
traffics [11] suffer from a weak coverage.
To circumvent these limitations, an attractive solution
consists in shrinking current cells by deploying micro or pico
cells with a reduced coverage range of ten to several hun-
dreds of meters, thereby creating a massively dense network
of several small cells. Although proposed initially to solve
the problem of weak indoor coverage, small cells can be de-
ployed either in outdoor (pico-cells) or indoor environments
(femto-cells). Clearly, if we consider their ease of integration
to the existing infrastructure as well as their fully compatibil-
ity with macro-cells, small cell networks remain among the
most promising techniques.
However, when it comes to small cells deployment, a ma-
jor issue is represented by the way spectrum resources are
allocated to small cells networks. Three main options exist
[4]:
• Separate carrier deployment: Macro-cell and small cell
networks are dedicated separate spectrum.
• Shared carrier deployment: Small cell networks are al-
lowed to share the same spectrum as the macro-cells
• Partially shared carrier deployment: Small cell net-
works are allowed to share only a fraction of the spec-
trum.
Obviously, shared and partially shared carriers deployments
are less expensive and allow to reach better spectral effi-
ciency, the price to be paid is a high inter-tier interference
between small cell and macro-cell users. This calls for in-
terference management strategies that will principally serve
to reduce the interference caused by small cell users on
macro-cell users. Among the various types of interference
management strategies, we distinguish two classes, namely,
interference cancellation techniques and interference avoid-
ance techniques [7]. In the context of small cells, interference
cancellation methods are in general discarded in favor of
interference avoidance based techniques, for they assume
knowledge of the interfering signal and are more difficult to
implement. On the other hand, interference avoidance tech-
niques rely on power control methods in which, each user in
the small cell network perform self-adaption of its power in
such a way to sufficiently protect the macro-cellular network
[7]. In this line of research, several works have proposed
optimal power policies that guarantees sufficient protection
of the macro-cellular network, [8, 5]. These works suppose in
general a perfect estimation of the power level of the interfer-
ing signal, a hypothesis which rarely holds especially when
the length of the observation window is reduced.
Taking a look on the previous research on this field re-
veals that there is a special focus on how interference affect
the over-all system capacity [6, 2]. In this paper, we will con-
sider a different point of view. More explicitly, we assume
that each user in the small cell adjusts its power according to
an interference avoidance based algorithm in such a way that
it guarantees little interference to the macro-cell users. Com-
munication between small cell users should be preceded by
a short sensing period, in which they estimate their mutual
information and adapt accordingly their rate. Obviously, the
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length of the sensing period will play a key role in the es-
timation of the maximum achievable rate. Since the sensing
period does not correspond to data transmission, the small cell
transmitter should make it as short as possible while ensuring
an acceptable estimation quality of its mutual information.
The objective of our work is to propose efficient techniques
that provide accurate maximum rate estimates even for short
sensing periods compared to the spatial dimensions, and to
compare their performance with that of the commonly used
techniques.
This paper is organized as follows: we describe in section
2 the system model. Then we present in section 3 and section
4 the first order results of the proposed and traditional estima-
tors. Finally, we provide in section 5 numerical simulations
that support the accuracy of the derived results.
2. SYSTEMMODEL
Consider a communication link between two users of the
small cell network, a receiver equipped with N antennas
and a transmitter. Also assume that the communication link
is disturbed by the presence of K interferers of the macro-
cell network. and that, each interferer is equipped with nk
transmitting antennas.
Figure 1 describes this scenario in the case of two interfer-
ing macro-cell users. We assume that the transmission phase
is preceded by a sensing period where the transmitter probes
its surrounding environment(see fig.2).
Let H denote N × n0 multiple-input multiple output
(MIMO) channel matrix between the small cell transmit-
ter and the small cell receiver, and Gk the MIMO channel
between the kth macro cell transmitter and the small cell
receiver. It is natural to assume that the small cell receiver
knows perfectlyH but knows nothing onGk.
Denote byM the length of the sensing period. During this
period, the received signal correspond to the incurred interfer-
ence and noise. Concatenating M signal received vectors, the
received matrix writes as:
Y =
K∑
k=1
GkXk + σW
where Xk and W stand for the signal emitted by the kth
macro-cell users and the noise matrix.
The maximum achievable rate I for a noise power σ2
reads:
I =
1
N
log det
(
IN +
1
σ2
(GGH +HHH)
)
− 1
N
log det
(
IN +
1
σ2
GGH
)
(1)
whereG = [G1, · · · ,GK ].
If M , the number of available observations is too large as
compared to the number of receiver antennas, the unknown
interference plus noise covariance matrix can be substituted
by its standard empirical estimate 1MYY
H. Hence, the fol-
lowing mutual information estimator :
Iˆ =
1
N
log det
(
1
M
YYH +HHH
)
− 1
N
log det(
1
M
YYH)
is consistent, i.e, converges rapidly to I as M →∞.
However, in practice, the sensing period should be made
as short as possible, thereby implying M is of the same order
as N . Based on tools borrowed from random matrix theory,
we provide in this paper a consistent estimate for the mutual
information in the regime N,M,n =
∑K
k=1 nk, n0 → ∞
with : 
0 < lim inf
N
n
≤ lim sup N
n
< +∞,
1 < lim inf
M
N
≤ lim supM
N
< +∞,
0 < lim inf
n0
N
≤ lim sup n0
N
< +∞.
(2)
This regime will be simply referred to as M,N → +∞.
But before that, we shall study the behavior of the stan-
dard mutual information estimator Iˆ . In particular, we will
prove that it is biased and compute its asymptotic bias.
3. TRADITIONAL ESTIMATOR
Under the asymptotic regime (2), the traditional estimator is
biased. Its asymptotic bias will depend on the deterministic
quantity κ that we define in the following lemma:
Lemma 3.1 ([10]). The following equation:
κ =
1
M
tr
((
GGH + σ2IN
)(GGH + σ2IN
1 + κ
+HHH
)−1)
admits a unique positive solution κ.
The asymptotic bias is thus defined as:
Theorem 3.1 ([10]). Let T =
(
HHH + GG
H+σ2IN
1+κ
)
. Then,
Iˆ − V a.s.−−−−−−−→
M,N→+∞
0
where
V = − 1
N
log det(T) +
M
N
log(1 + κ)− M
N
κ
1 + κ
.
4. CONSISTENT ESTIMATION OF THE MAXIMUM
DATA RATE
As aforementioned, the traditional estimator is biased. Find-
ing a consistent estimator for the maximum mutual informa-
tion is the main objective of our work. Our study is based
on the use of random matrix theory whose results are accu-
rate once the dimensions are of the same order of magnitude.
This situation is frequently encountered in digital communi-
cations, domain where these techniques have been success-
fully applied since the nineties.
We assume that the secondary receiver has perfect knowl-
edge of H. It is then natural to assume that our estimator
includes this knowledge. This makes our study more tricky
since the first term in (1) depends jointly on the eigenvec-
tors of HHH and GGH, in addition to their corresponding
eigenvalues. To overcome these difficulties, we will use the
approach of [9], more appropriate for dealing with the cases
where eigenvectors and eigenvalues have to be taken into ac-
count. The following theorem presents the obtained estima-
tor:
Theorem 4.1. Consider the quantity:
IˆG =
1
N
log det
(
IN + yˆNHH
H
(
1
M
YYH
)−1)
+
M −N
N
[
log
(
MyˆN
M −N
)
+ 1
]
− MyˆN
N
where yˆN is the unique real positive solution of the following
equation:
yˆN =
yˆN
M
trHHH
(
yˆNHH
H +
1
M
YYH
)−1
+
M −N
M
.
Then under some mild assumptions, the following holds true:
IˆG − I a.s.−−−−−−−→
M,N→+∞
0.
Throughout this paper, we refer to the proposed estima-
tor as the G-estimator in reference to G-estimation methods
introduced by Girko [3]. To assess the performance of the G-
estimator, we study hereafter its fluctuations around the exact
value of the mutual information. In particular, we provide the
expression of its variance and show that it has asymptotically
a Gaussian behavior. More explicitly, we prove the following.
Theorem 4.2. Let y∗N be the deterministic quantity:
y∗N = 1−
1
M
tr
(
(GGH + σ2IN )(HH
H +GGH + σ2IN )
−1)
Under some mild assumptions, the G-estimator verify the fol-
lowing:
N√
θN
(
IˆG − I
)
−−−−−−−→
M,N→+∞
N (0, 1).
where θN is given by (3):
5. SIMULATIONS
We present in this section the results of the carried out simu-
lations. We consider the case where the small cell receiver is
equipped with N = 4 antennas and collects during M = 15
samples data stemming from n0 = 4 antennas. We assume
that the communication link with the transmitter is degraded
by the interference of K = 8 mono-antenna users. Fig. 3
displays the theoretical and empirical normalized error vari-
ance of the G-estimator with respect to the SNR = 1σ2 given
respectively by:
MSEth =
θN
I2
MSEg,emp =
1
P
P∑
i=1
N2(IˆiG − I)2
I2
where IˆiG is the G-estimator at the i-th Monte Carlo iteration
with P is the total number of iterations. We also display in
the same graph the empirical normalized mean square error
of the traditional estimator defined as:
MSEemp =
1
P
P∑
i=1
N2(Iˆi − I)2
I2
.
We note that the proposed estimator exhibits better perfor-
mance for the whole SNR range. Finally to assess the Gaus-
sian behavior of the proposed estimator, we represent in fig.
4 its corresponding histogram when the SNR is set to 10dB.
We note a good fit between theoretical and empirical results
although the system dimensions are small.
6. CONCLUSION
We have proposed in this work an efficient method for fast
rate estimation of the mutual information in small cells net-
works. We have shown in particular that our method exhibits
θN = 2 log(My
∗
N )− log ((M −N)
(
M − tr
((
IN +HH
H
(
GGH + σ2IN
)−2)))
(3)
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Fig. 3: Theoretical and empirical variances with respect to the SNR
higher performance than the traditional estimation technique.
Numerical simulations have been provided and strongly sup-
port the accuracy of our results even for usual system dimen-
sions.
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