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Seznam pojmov
Mocˇ na laktatnem pragu (angl. Functional threshold power, FTP)
Maksimalna mocˇ, ki jo je kolesar sposoben vzdrzˇevati eno uro.
Normalizirana povprecˇna mocˇ (angl. Normalized Power, NP) Mera
mocˇi, ki zahtevnost kolesarskega treninga opiˇse bolje kot povprecˇna
mocˇ.
Faktor intenzivnosti (angl. Intensity Factor, IF) Razmerje med nor-
malizirano povprecˇno mocˇjo in mocˇjo na laktatnem pragu.
Hitrost vzpenjanja (ital. Velocita` ascensionale media, VAM) Povprecˇna
hitrost vzepnjanja v metrih nadmorske viˇsine na uro.
L-BFGS-B Algoritem za optimizacijo Limited-memory Broyden-Fletcher-
Goldfarb-Shanno.
VO2 max Maksimalna aerobna kapaciteta, najvecˇja kolicˇina kisika, ki jo
sˇportnik lahko porabi v eni minuti.
TSS Metoda ocenjevanja napora treningov Training Stress Score, temelji na
podatkih o mocˇi.
TRIMP Metoda ocenjevanja napora treningov Training Impulse, temelji na
podatkih o frekvenci srcˇnega utripa.

Povzetek
Naslov: Modeliranje odnosa med treningi in zmogljivostjo v sˇportu
Na podrocˇju sˇportnega treniranja je za izboljˇsanje posameznikove sˇportne
zmogljivosti izredno pomembno predpisovanje ucˇinkovitih nacˇrtov treningov.
V zˇelji po boljˇsem razumevanju spreminjanja sˇportne zmogljivosti so odnos
med treningi in zmogljivostjo poskusˇali opisati z matematicˇnimi modeli. V
tem diplomskem delu je predstavljen Banisterjev model in metoda za ocenje-
vanje napora treningov ”Training Stress Score”. Opravljen je tudi pregled
obstojecˇih sˇtudij na temo Banisterjevega modela in preizkus kvalitete napo-
vedi modela na podatkih o treningih in testiranjih zmogljivosti sˇestih cestnih
kolesarjev. Kvaliteta napovedi se je izkazala za slabo, med preizkusom so
predstavljene tudi slabosti modela.
Kljucˇne besede: sˇportno treniranje, matematicˇno modeliranje, Banisterjev
model, matematicˇna optimizacija.

Abstract
Title: Modeling the relationship between physical training and performance
in endurance sports
Exercise regimen is an integral part of sports coaching, the goal of which
is to improve an individual’s athletic performance. In an effort to better
understand and optimize athletic performance, exercise physiologists have
developed mathematical models of physical training and performance. Ban-
ister model and ”Training Stress Score”, a method to quantify training load
have been presented in this thesis. An overview of existing literature has
been conducted and Banister model has been tested on training data of six
road cyclists. Model’s prediction quality has been proven poor and its short-
comings have been exposed during evaluation.
Keywords: sports coaching, mathematical modelling, Banister model, math-
ematical optimization.

Poglavje 1
Uvod
Sposobnost predpisovanja ucˇinkovitih nacˇrtov treningov je bila zgodovinsko
najbolj pogojena z izkusˇenostjo sˇportnih trenerjev. Sodobnejˇsi pristop je
uporaba znanstvenih metod, ki temeljijo na razumevanju odnosa med tre-
ningi, fiziolosˇkimi prilagoditvami, ki jih ti povzrocˇajo, in ucˇinka teh prilago-
ditev na sˇportno zmogljivost posameznika.
Ena od teh metod je modeliranje odnosa med treningi in zmogljivostjo
posameznega sˇportnika oziroma napovedovanje zmogljivosti iz podatkov o
treningih. Obstajajo matematicˇni modeli, ki sˇportnika obravnavajo kot sis-
tem, ki ima na vhodu podatke o treningih, na izhodu pa razlicˇne komponente
ucˇinkov treningov. Negativne, kot npr. utrujenost, in pozitivne, fiziolosˇke
prilagoditve, ki izboljˇsujejo sˇportno zmogljivost posameznika. Koncˇno napo-
ved zmogljivosti nato dobimo z interakcijo teh komponent. Vrednosti kom-
ponent se s cˇasom spreminjajo (padajo), v modelih se kot najmanjˇsa cˇasovna
enota tipicˇno uporablja 1 dan.
Modeliranje ucˇinka treningov na zmogljivost sˇportnikov omogocˇa pripravo
boljˇsih in bolj individualiziranih nacˇrtov treningov. Trenerjem pomaga pred-
vsem pri cˇasovni razporeditvi treningov, za doseganje najboljˇse forme takrat,
ko bi jo zˇeleli. Tempiranje forme velja za enega najtezˇjih delov sestavljanja
nacˇrtov treningov, ki bi ga lahko z uspesˇnim modeliranjem zmogljivosti eno-
stavno resˇili.
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2 POGLAVJE 1. UVOD
V literaturi se najbolj pogosto pojavlja Banisterjev model, ki ga je pre-
dlagal dr. Eric Banister leta 1976 [4]. Na temo tega modela obstaja veliko
sˇtudij, kjer so z njim napovedovali zmogljivost sˇportnikov v vecˇ razlicˇnih
sˇportih. Napovedi so se izkazale za dobre, ampak le cˇe je bilo na voljo dovolj
rezultatov testiranj zmogljivosti [6].
1.1 Cilji
Na podatkih treningov cestnih kolesarjev bomo preverili kvaliteto napovedi
Banisterjevega modela. Napovedovali bomo rezultat zadnjega testiranja in
ga primerjali z izmerjeno vrednostjo. Kot mero zmogljivosti uporabljamo
Mocˇ na laktatnem pragu (angl. Functional threshold power, FTP).
Sˇtudije s tega podrocˇja se osredotocˇajo predvsem na uporabnost napovedi
modelov in le na kratko opiˇsejo matematicˇen postopek prilagajanja modela
posamezniku. Ta postopek bomo bolj natancˇno opisali in napoved modelov
skusˇali izboljˇsati z uporabo sodobnejˇsih statisticˇnih metod.
Prvotno smo zˇeleli analizirati tudi model Performace Potential, zaradi
omejene kolicˇine vsebine pa smo se osredotocˇili le na Banisterjev model.
Poglavje 2
Podatki
Za preizkus modelov potrebujemo cˇim vecˇ podatkov o treningih in testira-
njih zmogljivosti sˇportnikov v nekem cˇasovnem obdobju. Ker se lastnosti
sˇportnika in s tem vrednosti parametrov modela cˇez cˇas spreminjajo [8], mo-
dele ucˇimo in testiramo samo na podatkih ene sezone. V ostalih raziskavah so
uspeli z Banisterjevim modelom napovedovati zmogljivost v razlicˇnih sˇportih
in z uporabo razlicˇnih nacˇinov ocenjevanja naporov treningov. V nalogi se
bomo omejili le na kolesarstvo, predvsem zaradi dostopnosti podatkov.
Za uporabo v matematicˇnih modelih moramo treninge sˇtevilsko ovredno-
titi. Vsakemu treningu zˇelimo prirediti neko sˇtevilsko oceno, v kateri skusˇamo
zajeti lastnosti, ki vplivajo na fiziolosˇke prilagoditve sˇportnika in s tem na
spremembo zmogljivosti. Obstaja vecˇ metod za ocenjevanje napora trenin-
gov, v kolesarstvu pa se najvecˇ uporabljajo take, ki temeljijo na frekvenci
srcˇnega utripa ali mocˇi. V podatkih, ki jih uporabljamo v nalogi, so treningi
ocenjeni z metodo Training Stress Score (TSS), ki jo opiˇsemo v podpoglavju
2.1.
Za nalogo smo uspeli pridobiti podatke o treningih in testiranjih sˇestih
kolesarjev, za vsakega po eno sezono. Gre za slovenske kolesarje, od boljˇsih
amaterjev do poklicnih kolesarjev, ki tekmujejo v razlicˇnih kontinentalnih
ali profesionalnih ekipah. Za vsakega imamo na voljo datume treningov in
njihove vrednosti TSS ter rezultate od 4 do 15 testiranj FTP.
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2.1 Training Stress Score
Ocena temelji na Normalizirani povprecˇni mocˇi (angl. Normalized Power,
NP) in Faktorju intenzivnosti (angl. Intensity Factor, IF ). Zaradi visoke va-
riabilnosti mocˇi med kolesarjenjem sama povprecˇna mocˇ ni dober indikator
zahtevnosti treninga. Koncept normalizirane mocˇi temelji na naslednjih dej-
stvih:
• Fiziolosˇki odzivi na spremembe intenzivnosti niso takojˇsnji, kljub temu
pa so predvidljivi.
• Mnogi pomembni fiziolosˇki odzivi niso linearno odvisni od intenzivno-
sti.
Normalizirana povprecˇna mocˇ sˇe vedno ni dovolj za oceno napora tre-
ninga, saj ne uposˇteva fizicˇne pripravljenosti posameznika. Za to uporabimo
IF, ki ga izracˇunamo kot razmerje med NP in FTP.
Pri izracˇunu TSS uposˇtevamo sˇe trajanje treninga, kjer je s trajanje tre-
ninga v sekundah [8]:
TSS = 100 · s · NP · IF
3600 · FTP (2.1)
2.2 Pretvorba podatkov
Za lazˇjo obdelavo smo vse podatke pretvorili v obliko CSV z naslednjimi
stolpci:
id kolesarja datum TSS FTP
Pri sˇtirih kolesarjih so podatki v obliki delovnega zvezka Excel. Rocˇno
smo izbrali relevantne stolpce (datum, TSS in FTP) in jih izvozili v obliko
CSV.
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2.2.1 Izracˇun vrednosti FTP za kolesarja brez merilca
mocˇi
Eden od kolesarjev ni imel merilca mocˇi, testiranja je zato opravljal z vozˇnjo
v klanec. Pri dovolj strmih klancih zunanji dejavniki (kot npr. veter) nimajo
veliko vpliva na hitrost, zato lahko dovolj natancˇno izracˇunamo povprecˇno
mocˇ kolesarja. Mocˇ izracˇunamo iz podatka o povprecˇnem naklonu klanca,
vrednosti Hitrosti vzpenjanja (ital. Velocita` ascensionale media, VAM ) in
mase kolesarja. Testiranja je opravljal na klancu Zelena magistrala, s pov-
precˇenim naklonom 8% [15].
Najprej izracˇunamo relativno mocˇ kolesarja v [W
kg
]:
Relativna mocˇ =
VAM
100 · (2 + naklon
10
)
(2.2)
Absolutno mocˇ v [W] dobimo tako da relativno mocˇ [W
kg
] pomnozˇimo z maso
kolesarja. Podatka o masi kolesarja nimamo, predpostavimo, da ima 75 kg.
Tako dobimo oceno povprecˇne mocˇi te vozˇnje, iz katere lahko izracˇunamo
oceno FTP. Kolesar je opravljal testiranje z intenzivnostjo Tempo, priblizˇno
90% FTP mocˇi. Mocˇ iz testiranj tako delimo z 0.9, da dobimo oceno mocˇi
FTP [9].
2.2.2 Izracˇun vrednosti TSS in FTP iz datotek kole-
sarskih racˇunalnikov
Za enega od kolesarjev imamo na voljo vse datoteke izvozˇene iz kolesarskih
racˇunalnikov. Te datoteke vsebujejo podatke o geografski lokaciji, hitrosti,
frekvenci srcˇnega utripa, mocˇi in kadenci (sˇtevilo obratov pedal na minuto)
celotnih treningov. Podatki so zapisani v sekundnih intervalih.
Zanima nas le vrednost TSS vsakega treninga in cˇasovni intervali v tre-
ningih, iz katerih lahko ocenimo trenutno vrednost FTP. Take intervale in
vrednosti TSS najlazˇje poiˇscˇemo s programom za analizo kolesarskih trenin-
gov WKO [17]. Isˇcˇemo 5 in 20-minutne intervale, ki jih je kolesar prevozil
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z maksimalno mozˇno mocˇjo. Oceno vrednosti FTP iz 5-minutnega inter-
vala dobimo tako, da povprecˇno mocˇ pomnozˇimo z 0.8, povprecˇno mocˇ 20-
minutnih intervalov pa mnozˇimo z 0.95 [9].
Poglavje 3
Banisterjev model
V literaturi se na podrocˇju modeliranja odnosa med treningi in zmogljivostjo
najvecˇkrat pojavlja Banisterjev ”impulse-reponse model”, ki ga je predlagal
Dr. Eric Banister leta 1976 [4]. V tem cˇlanku sprva predlagajo modeliranje
zmogljivosti na podlagi sˇtirih njenih sestavnih komponent:
• vzdrzˇljivost,
• mocˇ,
• spretnost,
• fiziolosˇki dejavniki.
Vpliv posameznih komponent na dosezˇene rezultate je odvisen predvsem
od sˇporta, pri dviganju utezˇi je najbolj pomembna mocˇ, pri teku pa vzdrzˇlji-
vost. Dodatno imamo sˇe komponento utrujenosti, ki na zmogljivost vpliva
negativno. Interakcijo med komponentami za napoved zmogljivosti je tezˇko
dolocˇiti, njihove vrednosti bi lahko sesˇtevali, mnozˇili... Zato predlagajo vecˇ
razlicˇic modela, tudi takega z eno samo komponento zmogljivosti, ki pred-
stavlja vse pozitivne ucˇinke treninga in model z dvema komponentama; ta
ima poleg pozitivne sˇe komponento utrujenosti. Ta se je izkazal za najbolj
natancˇnega [2] in tudi v drugih sˇtudijah uporabljajo razlicˇico z dvema kom-
ponentama.
7
8 POGLAVJE 3. BANISTERJEV MODEL
V modelu so ucˇinki treninga modelirani s prenosno funkcijo med vhodi in
izhodi. Na vhodu ima funkcija dnevne doze treninga, izrazˇene npr. s TSS,
na izhodu pa vrednosti komponent. Vsak trening ima nek pozitiven ucˇinek
na zmogljivost, povzrocˇa pa tudi utrujenost, ki negativno vpliva na zmoglji-
vost. Iz interakcije med komponentama dolocˇimo napoved zmogljivosti, npr.
FTP ob nekem cˇasu. V tej razlicˇici modela za napoved preprosto odsˇtejemo
vrednost komponente utrujenosti od pozitivne.
Ucˇinek obeh komponent v cˇasu eksponentno pada (z razlicˇnima ekspo-
nentoma), velikost obeh komponent pa model uravnava s sˇe dvema parame-
troma:
pt = p0 + ka
t−1∑
s=0
wse
−(t−s)/τa − kf
t−1∑
s=0
wse
−(t−s)/τf , (3.1)
pt je napoved zmogljivosti posameznika na dan t, p0 zacˇetna zmogljivost
(na dan t = 0), ka in kf sta koeficienta velikosti pozitivne in negativne
komponente, τa in τf cˇasovni konstanti, ki dolocˇata hitrost padanja pozitivne
in negativne komponente skozi cˇas, ws pa kolicˇina treninga na dan s.
Parametra ka in kf poleg uravnavanja velikosti ucˇinka obeh komponent
sluzˇita sˇe prilagajanju modela na razlicˇne nacˇine ocenjevanja napora tre-
ningov. Vrednosti parametrov ka in kf pri modelu istega kolesarja bi bile
razlicˇne, cˇe bi namesto TSS uporabili npr. Training Impulse (TRIMP) oceno.
Model je bil uspesˇno uporabljen v razlicˇnih sˇportih, vkljucˇujocˇ dvigovanje
utezˇi, met kladiva, tek, plavanje, kolesarstvo, triatlon... Na podlagi podatkov
o treningih lahko z njim pojasnimo vsaj 70%, pogosto vecˇ kot 90% sprememb
v zmogljivosti posameznika [8].
9Slika 3.1: Shema Banisterjevega modela. Z modelom napovemo pozitivno in
negativno komponento, ki jih odsˇtejemo za koncˇno napoved zmogljivosti. Ko
je pozitivna komponenta viˇsja od negativne, je zmogljivost viˇsja od zacˇetne.
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3.1 Omejitve vrednosti parametrov
Cˇe za parametre modela velja,
• da je ka manjˇsi od kf
• in τf manjˇsi od τa,
je kratkorocˇni ucˇinek na sˇportno zmogljivost posameznika negativen (za-
radi utrujenosti), dolgorocˇni pa pozitiven, saj velikost pozitivne komponente
pada pocˇasneje.
Nekateri zgornja pogoja obravnavajo kot obvezna [8], drugi pa jih ne
omenjajo in ne uposˇtevajo. Cˇe bi lahko natancˇno modelirali utrujenost in
vplive dejavnikov, ki izboljˇsujejo zmogljivost, se zdi logicˇno, da za vsak model
veljata. V to dvomimo, zato se v nalogi ne bomo omejili samo na modele,
ki pogojema ustrezajo. Zanima nas, cˇe lahko tudi tako dosezˇemo kvalitetno
napoved.
Poglavje 4
Prilagajanje modela
Sˇtiri parametre modela zˇelimo za vsakega kolesarja izbrati tako, da bo z
modelom mogocˇe kar najbolje napovedovati zmogljivost tega kolesarja. Na-
poved zmogljivosti naj bo na dan testiranja kar najbolj podobna dejanskemu
rezultatu tega testiranja.
Podatke vsakega kolesarja razdelimo na 2 mnozˇici, ucˇno in testno. Ucˇna
mnozˇica vsebuje podatke o vseh testiranjih FTP razen zadnjega in treningih
do predzadnjega testiranja. Na tej mnozˇici bomo dolocˇili parametre modela.
Kvaliteto modela ocenimo tako, da na podlagi podatkov o vseh treningih
napovemo zmogljivost na dan zadnjega testiranja in rezultat primerjamo s
pravo vrednostjo.
Med ucˇenjem kvaliteto napovedi ocenimo glede na napako (razliko med
napovedjo in dejanskim rezultatom) vseh testiranj. Napake zˇelimo sesˇteti,
da pa se izognemo negativnim vrednostim, jih najprej sˇe kvadriramo (s tem
tudi bolj kaznujemo vecˇje napake). Imamo funkcijo napake, katere vrednost
je vsota kvadratov napak za podane parametre modela. Najboljˇso napo-
ved poiˇscˇemo tako, da najdemo mnozˇico parametrov, za katero je vrednost
funkcije napake najmanjˇsa.
11
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4.1 Minimizacija funkcije napake
Za iskanje parametrov, pri katerih je vrednost funkcije napake najmanjˇsa,
uporabimo metodo Limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-
BFGS-B) [3].
L-BFGS-B je kvazi-Newtonova metoda za resˇevanje nelinearnih optimi-
zacijskih problemov. Take probleme matematicˇno opiˇsemo kot
x∗ = arg min
x
f(x), (4.1)
kjer je f : IRn → IR parcialno odvedljiva nelinearna funkcija.
V primeru prilagajanja Banisterjevega modela minimiziramo funkcijo na-
pake:
S =
n∑
i=0
(yi − Banister(xi, ka, kf , τa, τf ))2, (4.2)
kjer je yi rezultat testiranja na dan xi, Banister(xi, ka, kf , τa, τf ) pa napoved
modela na dan xi.
Metoda za iskanje najnizˇje tocˇke uporablja gradient. Gradient je vektor,
ki kazˇe v smeri najhitrejˇsega narasˇcˇanja funkcije, v minimumih in maksi-
mumih funkcije pa je enak nicˇ. Pri racˇunanju lahko uporabljamo numericˇni
priblizˇek gradienta, metoda pa resˇitev najde hitreje, cˇe gradient izracˇunamo
analiticˇno.
Gradient funkcije izracˇunamo kot vektor parcialnih odvodov po vseh spre-
menljivkah:
∇f = ( df
dx1
,
df
dx2
, ...,
df
dxn
). (4.3)
Gradient funkcije napake je torej:
∇S =
n∑
t=1
t−1∑
s=0
(yi − Banister(xi, ka, kf , τa, τf ))

−2wse
−(t−s)
τa
2wse
−(t−s)
τf
−2e
−(t−s)
ta ka(t−s)ws
t2a
2e
−(t−s)
tf kf (t−s)ws
t2f

T
. (4.4)
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4.1.1 Uposˇtevanje omejitev parametrov
Cˇe pri minimizaciji zˇelimo uposˇtevati predlagane omejitve Banisterjevega
modela (iz poglavja 3.1) lahko to naredimo tudi z metodo L-BFGS-B tako,
da model re-parametriziramo.
Metoda L-BFGS-B omogocˇa omejitve vrednosti parametrov z zgornjo in
spodnjo mejo v obliki ai ≤ xi ≤ bi, kjer sta ai in bi poljubni sˇtevilski kon-
stanti, xi pa parameter funkcije, ki jo minimiziramo.
Da uveljavimo pogoj ka ≤ kf v enacˇbi modela parameter kf zamenjamo
z ka + ∆k, podobno zamenjamo τa z τf + ∆τ . Dobimo re-parametrizirano
enacˇbo modela:
pt = p0 + ka
t−1∑
s=0
wse
−(t−s)/(τf+∆τ) − (ka + ∆k)
t−1∑
s=0
wse
−(t−s)/τf , (4.5)
s parametri {ka,∆k, τf ,∆τ}. Nato optimizacijski metodi postavimo pogoja,
da sta ∆k in ∆τ pozitivni sˇtevili. Po dobljeni resˇitvi optimizacije parametre
zamenjamo nazaj, kf = ka + ∆k in τa = τf + ∆τ , da lahko uporabljamo
izvirno enacˇbo modela (3.1).
4.2 Implementacija v R
R je programski jezik in okolje prilagojeno statisticˇnemu delu [14]. Vsebuje
implementacije pogosto uporabljenih statisticˇnih in drugih racˇunskih algo-
ritmov, med drugim tudi vecˇ metod za minimizacijo funkcij.
Za minimizacijo funkcije napak najprej implementiramo funkcijo, ki z
izracˇunom enacˇbe 3.1 ob podanih parametrih modela vrne napoved zmoglji-
vosti na dan t.
V R je racˇunanje z vektorji veliko hitrejˇse kot operacije nad posameznimi
elementi vektorjev. Pri izracˇunu vsot (npr.
∑t−1
s=0wse
−(t−s)/τa) zato najprej
izracˇunamo vektor e−(t−s)/τa , s = 0...t−1, ga mnozˇimo z vektorjem vrednosti
TSS in z funkcijo sum() sesˇtejemo elemente.
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banister <- function(df, t, ka, kf, ta, tf) {
# Banisterjev model, vrne napoved zmogljivosti na dan t
# df je tabela podatkov o kolesarju s stolpci:
# datum, TSS, FTP
# Zacˇetni FTP, rezultat prvega testiranja
p0 = df$FTP[1]
# Vektor od 1 do t brez t
# napoved na dan t uposˇteva treninge do t-1,
# na dan 1 je napoved enaka p0
s = head(1:t,-1)
# Izracˇunamo pozitivno in negativno komponento
pozitivna = sum(exp(-(t - s) / ta) * df[s, ’TSS’])
negativna = sum(exp(-(t - s) / tf) * df[s, ’TSS’])
p0 + ka * pozitivna - kf * negativna
}
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Nato implementiramo funkcijo napak, ki jo bomo optimizirali:
sum_square_errors <- function(params, df) {
# Funkcija napak, vsota kvadratov napak v tocˇkah testiranj
# df je tabela podatkov o kolesarju s stolpci:
# datum, TSS, FTP
ka = params[1]
kf = params[2]
ta = params[3]
tf = params[4]
# Napovedi modela v tocˇkah testiranj
napovedi = banister_v(df, which(meritve_sel), ka, kf, ta, tf)
prave_vrednosti = df[meritve_sel, ’FTP’]
# Vsota kvadratov napak v tocˇkah testiranj
sum((napovedi - prave_vrednosti) ^ 2)
}
Pred klicem optimizacijske metode za hitrejˇse izvajanje implementiramo
sˇe gradient funkcije napak (sum square errors.grad) in izberemo zacˇetni
priblizˇek resˇitve (initial params).
result = optim(
par = initial_params,
fn = sum_square_errors,
gr = sum_square_errors.grad,
method = ’L-BFGS-B’,
df=df)
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Poglavje 5
Vrednotenje modela
5.1 Rezultati pri samostojni uporabi metode
L-BFGS-B
Pri samostojni uporabi metode L-BFGS-B je napoved, ki jo dobimo kot
resˇitev (minimum) funkcije napake, vsaj na pogled smiselna in se dobro pri-
lega dejanskim rezultatom meritev zmogljivosti (glejte sliko 5.1).
V tem primeru model ucˇimo na vseh meritvah, saj preizkusˇamo samo pra-
vilnost nasˇe implementacije Banisterjevega modela. Za testiranje kvalitete
napovedi bomo kasneje model ucˇili na meritvah v ucˇni mnozˇici (vse meritve
razen zadnje), nato pa napovedovali rezultat zadnjega testiranja.
Opazimo, da je resˇitev minimizacijskega problema mocˇno odvisna od iz-
bire zacˇetnega priblizˇka, tj. vrednosti parametrov ka, kf , τa, τf , pri katerih
metoda L-BFGS-B zacˇne iskanje. Pri razlicˇnih zacˇetnih priblizˇkih so resˇitve
(in s tem napovedi modela) zelo razlicˇne. Cˇe zacˇetne parametre slabo izbe-
remo, lahko dobimo tudi zelo slabo napoved, ki mocˇno odstopa od dejanskih
rezultatov testiranj, zmogljivost sˇportnika pa se spreminja hitreje, kot je to
mogocˇe. Pri uporabi modela seveda ne zˇelimo, da je za kvalitetno napoved
potrebno dobro izbrati zacˇetne parametre.
Zanima nas, koliko razlicˇnih resˇitev (in napovedi) dobimo z izbiro razlicˇnih
zacˇetnih parametrov. Optimizacijsko metodo izvedemo z razlicˇnimi zacˇetnimi
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Slika 5.1: Napovedana zmogljivost (modra cˇrta) in testiranja zmogljivosti
(zelene pike) za enega izmed kolesarjev.
parametri, nato pa primerjamo dobljene napovedi. Za razlicˇne zacˇetne para-
metre generiramo kartezicˇni produktA4 mnozˇiceA = {5, 15, 25, 35, 45, 55, 65,
75}, ki zajema celoten nabor vrednosti parametrov, ki se pojavljajo v lite-
raturi. Tako dobimo 84 = 4096 razlicˇnih vektorjev zacˇetnih vrednosti, s
katerimi preizkusimo optimizacijsko metodo.
Pri tem si zapomnimo vse dobljene resˇitve, ki so si med sabo dovolj
razlicˇne. Kot dovolj razlicˇne uposˇtevamo tiste, ki se od vseh ostalih po
vsotah kvadratov razlik v vseh tocˇkah napovedi razlikujejo za vsaj 10000.
Povprecˇna razlika med dvema razlicˇnima napovedma v eni tocˇki mora tako
biti
√
10.0000
334
= 5.47 (334 je sˇtevilo dni, za katere napovedujemo zmogljivost
kolesarja).
Pri vseh kolesarjih dobimo nekaj deset resˇitev, odvisno od sˇtevila testi-
ranj. Nekaj jih je smiselnih, vecˇina pa je ocˇitno napacˇnih, saj se zmogljivost
spreminja veliko hitreje, kot je to sploh mogocˇe. Take resˇitve lahko dobimo
zaradi problema prevelikega prilagajanja ali problema lokalnih minimumov.
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Problem prevelikega prilagajanja se pogosto pojavlja, ko imamo malo
znanih vrednosti ciljne spremenljivke. Model v takem primeru namesto pra-
vega razmerja med podatki opiˇse napake ali sˇum. Znacˇilen je dober rezultat
(nizka vrednost funkcije napake) na ucˇni mnozˇici, na testni mnozˇici pa je
rezultat slab.
Pri optimizaciji nekonveksnih funkcij je pogost problem lokalnih mini-
mumov. V takih primerih optimizacijska metoda ne najde najboljˇse resˇitve,
ampak samo najboljˇso lokalno resˇitev, tj. najboljˇsa resˇitev na nekem ome-
jenem obmocˇju preiskovanja. Pri napovedih takih modelov je znacˇilen slab
rezultat tako na ucˇni kot tudi na testni mnozˇici.
Slika 5.2: Smiselne resˇitve (modre cˇrte), ocˇitno napacˇne resˇitve (rdecˇa cˇrta)
in testiranja zmogljivosti (zelene pike) za enega izmed kolesarjev.
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ka kf τa τf Vsota kvadratov napak
1 4.99 4.97 82.93 83.20 163
2 0.77 0.74 35.12 36.24 385
3 55.42 55.60 2.77 2.75 468
4 0.09 63.93 6.71 0.15 576
5 43.86 43.91 5.81 5.80 582
6 6.09 6.02 14.66 14.76 617
7 25.03 24.97 10.00 10.00 649
8 0.02 19.83 22.02 0.16 683
9 4.06 4.56 7.12 6.30 3635
10 19.05 16.92 7.53 8.27 79887
...
Tabela 5.1: Najboljˇse resˇitve optimizacijske metode za enega izmed kolesar-
jev. urejene narasˇcˇajocˇe po vsoti kvadratov napak. Prvih osem resˇitev je
smiselnih, ostale so ocˇitno napacˇne.
Za enega izmed kolesarjev dobimo 31 razlicˇnih resˇitev (glej tabelo 5.1), od
tega jih je 8 smiselnih, vse ostale pa so ocˇitno napacˇne. Cˇe resˇitve uredimo po
vsoti kvadratov napak, opazimo, da je ta pri napacˇnih resˇitvah zelo visoka,
torej gre pri teh za problem lokalnih minimumov. To lahko resˇimo z boljˇso
izbiro zacˇetnih parametrov.
Problematicˇno je tudi, da dobimo vecˇ smiselnih resˇitev, ki imajo podobne
vsote kvadratov napak. Vedno zˇelimo najti tisto resˇitev (vrednosti sˇtirih
parametrov modela), s katerimi bomo na testni mnozˇici dosegli najboljˇse
rezultate. To ni nujno tista, ki na ucˇni mnozˇici dosezˇe najboljˇse rezultate.
Zato, namesto da izberemo resˇitev z najmanjˇso vsoto napak, analiziramo
lastnosti tistih, ki na testni mnozˇici dosegajo dobre rezultate. Nato lahko zˇe
med postopkom optimizacije damo prednost takim resˇitvam, npr. z uvedbo
regularizacije.
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5.2 Primerjava resˇitev minimizacije
Ker pri izvajanju optimizacijske metode z izbiro razlicˇnih zacˇetnih priblizˇkov
dobimo vecˇ razlicˇnih resˇitev, zˇelimo najti neke skupne lastnosti tistih, s ka-
terimi lahko dobro napovemo rezultate prihodnjih testiranj zmogljivosti. Za
zacˇetek nas zanima, koliko smiselnih resˇitev sploh dobimo, cˇe imamo razlicˇno
sˇtevilo testiranj.
Predvidevamo, da je sˇtevilo resˇitev odvisno tudi od samih podatkov in
ne samo od sˇtevila testiranj, zato primerjamo sˇtevilo resˇitev na podatkih
vecˇ kolesarjev, izberemo 3 z najvecˇ testiranji FTP, ti jih imajo od 7 do 9.
Poiˇscˇemo sˇtevilo resˇitev pri vseh testiranjih, nato pa odstranimo najbolj “sre-
dinsko”testiranje (ta ima najmanjˇso povprecˇno oddaljenost od vseh ostalih),
ponavljamo, dokler ne ostanejo samo 4. Rezultati so vidni na sliki 5.3.
Slika 5.3: Sˇtevilo resˇitev glede na sˇtevilo testiranj za tri kolesarje z najvecˇ
testiranji.
Smiselne resˇitve definiramo kot resˇitve, pri katerih je povprecˇna razlika
med napovedmi in rezultati testiranja manjˇsa od 5 W. Taksˇna natancˇnost
22 POGLAVJE 5. VREDNOTENJE MODELA
je potrebna za prakticˇno uporabnost modela, napoved bi se morala od de-
janskega rezultata testiranja razlikovati za najvecˇ 2% [8]. Zmogljivost takih
resˇitev se tudi ne sme spreminjati prehitro (problem prevelikega prilagaja-
nja), kar dolocˇimo rocˇno. Za vse razlicˇne resˇitve pa mora veljati, da se v
povprecˇju v vsaki tocˇki napovedi razlikujejo za vsaj 5.47 W.
Opazimo, da je sˇtevilo resˇitev pri istem sˇtevilu testiranj lahko razlicˇno,
vseeno pa je viden trend upadanja z viˇsanjem sˇtevila testiranj. Zaradi majhne
kolicˇine podatkov tezˇko sklepamo na kakrsˇnokoli eksplicitno odvisnost med
sˇtevilom testiranj in sˇtevilom razlicˇnih resˇitev, da bi lahko dolocˇili, pri koliko
testiranjih dobimo samo eno resˇitev. Precej nespodbudno izgleda tudi to, da
tudi pri velikem sˇtevilu testiranj (7 do 9) dobimo vecˇ razlicˇnih resˇitev.
5.2.1 Pregled resˇitev po kolesarjih
Za boljˇsi pregled nad napovedmi si ogledamo vse resˇitve posameznih kole-
sarjev. Pri tej primerjavi podatke razdelimo na ucˇno in testno mnozˇico, saj
zˇelimo primerjati kakovost napovedi na testni mnozˇici (zadnje testiranje).
Modela seveda ne smemo ucˇiti na rezultatih testiranj, ki jih bomo napove-
dovali (tj. testna mnozˇica).
Pri analizi izpustimo podatke kolesarjev 1 in 4, saj imata samo rezultate
sˇtirih testiranj, ostali pa jih imajo med 7 in 9.
Resˇitve pri kolesarju 3
V sliki 5.4 vidimo 5 razlicˇnih smiselnih resˇitev za kolesarja 3. Sˇtiri napo-
vedi, pri katerih se zmogljivost spreminja zelo pocˇasi (ali sploh ne), gotovo
ne opiˇsejo pravilno spreminjanja zmogljivosti. Peta resˇitev (pri kateri se zmo-
gljivost v nekih omejenih mejah spreminja na dnevni ravni) je tudi edina, za
katero veljajo pogoji iz poglavja 3.1
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Slika 5.4: Vse smiselne resˇitve pri ucˇenju modela brez zadnjega testiranja
(rdecˇa pika) za kolesarja 3.
Resˇitve pri kolesarju 5
Pri napovedih za kolesarja 5 (slika 5.5) vse napovedi opisujejo spreminjanje
zmogljivosti, kot bi lahko izgledalo v resnici. Na podlagi predznanja za no-
beno napoved ne moremo trditi, da je bolj verjetno pravilna kot ostale. Cˇe
uposˇtevamo pogoje iz poglavja 3.1, sˇe vedno dobimo 3 resˇitve (na sliki 5.6 in
v tabeli 5.2).
ka kf τa τf Vsota kvadratov napak Napaka napovedi
80.11 80.09 83.06 83.07 163 3.9
25.03 24.98 10.01 10.02 649 13.8
25.18 25.15 33.08 33.12 420 6.8
Tabela 5.2: Smiselne resˇitve za kolesarja 5, ki ustrezajo pogojem iz poglavja
3.1, vsota kvadratov napak na ucˇni mnozˇici in napaka napovedi zadnjega
testiranja.
Opazimo, da se parametri razlicˇnih resˇitev zelo razlikujejo, kljub temu,
da so si napovedi podobne. To je precejˇsen problem tega modela, pogosto
omenjen tudi v literaturi. Sˇe posebej pri parametrih ka in kf , ker z njima
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samo mnozˇimo obe komponenti (glejte enacˇbo 3.1). Cˇe sta si podobna (pri
vseh kolesarjih smo dobili le take resˇitve), na napovedi ni skoraj nobene
razlike, cˇe sta vrednosti obeh blizu npr. 10 ali 50.
Tri preostale resˇitve lahko primerjamo sˇe po vsoti kvadratov napak na
ucˇni mnozˇici. Resˇitev z najmanjˇso napako na ucˇni mnozˇici dosezˇe najmanjˇso
napako napovedi na testni mnozˇici. Tudi srednja in najslabsˇa resˇitev (po
napaki na ucˇni mnozˇici) dosezˇeta srednjo in najslabsˇo napoved zadnjega te-
stiranja. Zˇeleli bomo torej resˇiti problem lokalnih minimumov in najti resˇitev,
ki ima na ucˇni mnozˇici najmanjˇso vsoto napak.
Slika 5.5: Vse smiselne resˇitve pri ucˇenju modela brez zadnjega testiranja
(rdecˇa pika) za kolesarja 5.
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Slika 5.6: Vse smiselne resˇitve, ki ustrezajo pogojem iz poglavja 3.1, pri
ucˇenju modela brez zadnjega testiranja (rdecˇa pika) za kolesarja 5.
Resˇitve pri kolesarju 6
Slika 5.7: Vse smiselne resˇitve pri ucˇenju modela brez zadnjega testiranja
(rdecˇa pika) za kolesarja 6.
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Enako kot pri kolesarju 3 (glejte poglavje 5.4) dobimo resˇitve, pri katerih se
zmogljivost spreminja zelo pocˇasi, ki gotovo ne opiˇsejo realne slike. Edina
resˇitev, ki bi lahko bila pravilna, je spet edina, ki ustreza pogojem iz poglavja
3.1. Prav tako nobena od resˇitev niti priblizˇno ne napove rezultata zadnjega
testiranja. Edini primer dobre napovedi je pri kolesarju 5 (glejte sliko 5.6),
kjer pa je cˇas med zadnjim in predzadnjim testiranjem veliko krajˇsi. Zˇe
zaradi tega je napoved bolj tocˇna, saj napoveduje zmogljivost samo za nekaj
dni naprej, pri kolesarjih 3 in 6 pa je razlika med zadnjim in predzadnjim
testiranjem nekaj mesecev.
Resˇitve pri kolesarju 2
Slika 5.8: Vse smiselne resˇitve pri ucˇenju modela brez zadnjega testiranja
(rdecˇa pika) za kolesarja 2.
Pri kolesarju 2 s pogojem za smiselne resˇitve, da je povprecˇna napaka
napovedi testiranja manjˇsa od 5 W, ne dobimo nobene resˇitve. Preizkusimo
manj strog pogoj, kjer je povprecˇna napaka napovedi testiranja lahko najvecˇ
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7 W. Tako dobimo eno resˇitev, ki se ne prilega niti ucˇni mnozˇici, spremi-
njanje zmogljivosti, kot ga opiˇse, pa tudi ni mogocˇe. Model spreminjanja
zmogljivosti tega kolesarja ocˇitno ne more opisati.
5.3 Preizkus modela na podatkih iz cˇlanka
V enem od cˇlankov [5] testirajo uporabnost modela na podatkih kolesarja,
ki je treninge opravljal na sobnem kolesu v obdobju 5 mesecev. Napor tre-
ningov je izrazˇen z BikeScore, metodo ocenjevanja napora treningov, ki je
zelo podobna metodi TSS, zmogljivost pa merijo s 5-minutnim testom ma-
ksimalne mocˇi. Kvaliteto napovedi ocenijo z R2, ki je pricˇakovano zelo visok
(0.979), saj model prilagajajo vsem rezultatom testiranj (teh je 9).
Najprej preizkusimo nasˇ postopek minimizacije funkcije napake na po-
datkih vseh testiranj. V cˇlanku so prav tako minimizirali vsoto kvadratov
napak, z Excelovim orodjem ”Resˇevalnik”, ki uporablja metodo generalizira-
nega gradientnega spusta [11]. Njihova resˇitev minimizacije vsote kvadratov
napak je ka = 0.18, kf = 0.23, τa = 36, τf = 18, katere vsota napak je 193. Z
nasˇo metodo pridemo do resˇitve ka = 4.50, kf = 4.56, τa = 28.47, τf = 27.84,
ki ima vsoto kvadratov napak 34. Napovedi modela, ki jih dobimo s tema
resˇitvama, so na sliki 5.9.
Nato poskusimo napovedati rezultat zadnjega testiranja na podatkih prej-
sˇnjih, model torej ucˇimo na vseh testiranjih, razen zadnjem. Dobimo resˇitev
ka = 4.94, kf = 5.00, τa = 27.47, τf = 26.88, katere parametri so podobni
resˇitvi pri ucˇenju modela na vseh testiranjih, napovedi pa sta prakticˇno iden-
ticˇni (glejte sliko 5.9).
Napoved modela zadnjega testiranja, ko model ucˇimo na prejˇsnjih testi-
ranjih, je v tem primeru tocˇna. Mozˇno je, da je napoved dobra predvsem
zaradi kratkega cˇasa med zadnjim in predzadnjim testiranjem (17 dni). Na
kvaliteto napovedi vpliva tudi izbira metod ocenjevanja napora treningov in
merjenja zmogljivosti, ki sta drugacˇni, kot pri nasˇih podatkih. Pri kolesarje-
nju na sobnem kolesu je tudi veliko manj vpliva zunanjih dejavnikov, kot pri
kolesarjenju zunaj.
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Slika 5.9: Napoved spreminjanja zmogljivosti iz cˇlanka (cˇrna), napoved z
nasˇim postopkom minimizacije (modra) in napoved, ki jo dobimo pri ucˇenju
modela brez zadnjega testiranja (rdecˇa).
5.4 Rezultati
5.4.1 Uposˇtevanje omejitev modela
V analizi resˇitev (v poglavju 5.2) pri podatkih kolesarjev 3 in 6 opazimo,
da se z uposˇtevanjem pogojev iz poglavja 3.1 znebimo napacˇnih resˇitev, pri
katerih se zmogljivost spreminja zelo pocˇasi. Pri kolesarju 5 z uposˇtevanjem
istih pogojev izlocˇimo dve od petih resˇitev, vseh pet pa opisuje spreminjanje
zmogljivosti, kot bi lahko izgledalo v resnici. Pri optimizaciji je ocˇitno smi-
selno uposˇtevati pogoje iz poglavja 3.1, saj izlocˇimo nekaj napacˇnih resˇitev,
ne izgubimo pa nobene prave. V poglavju 4.1.1 smo opisali, kako jih lahko
uposˇtevamo pri uporabi metode L-BFGS-B.
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5.4.2 Napake na ucˇni in testni mnozˇici
Kolesar 5 (glejte podpoglavje 5.2.1) je edini, pri katerem imamo kljub uposˇte-
vanju omejitev parametrov sˇe vedno vecˇ kot eno resˇitev. Cˇe primerjamo na-
pake napovedi na ucˇni in testni mnozˇici (glejte tabelo 5.2) so med sabo ko-
relirane, napoved z najmanjˇso napako na ucˇni mnozˇici dosezˇe tudi najboljˇso
napoved zadnjega testiranja. Ker imamo samo en tak primer, ne moremo
predpostavljati, da to velja tudi v splosˇnem. Vseeno pri vsaki minimizaciji
iˇscˇemo resˇitev z najmanjˇso napako na ucˇni mnozˇici, saj nismo nasˇli nobenih
resˇitev z sicer viˇsjo napako na ucˇni mnozˇici, ki bi dosegle boljˇsi rezultat na
testni mnozˇici.
5.4.3 Kvaliteta napovedi
Ker smo pri analizi resˇitev podatke zˇe razdelili na ucˇno in testno mnozˇico,
lahko ocenimo kvaliteto napovedi modela. Pri kolesarju 2 se model ne pri-
lega niti ucˇni mnozˇici, ne najde nobene dobre resˇitve. Pri kolesarjih 3 in 6
se model lepo prilega ucˇni mnozˇici in z uposˇtevanjem omejitev parametrov
lahko dolocˇimo eno resˇitev, za katero menimo, da je najboljˇsa. Vseeno pa
nobena ne dosezˇe dobre napovedi zadnjega testiranja, napovesta celo naspro-
tno spremembo. Le pri kolesarju 5 je napoved precej tocˇna, ampak predvsem
zaradi majhne cˇasovne razlike med zadnjim in predzadnjim testiranjem. Pro-
blem pri tem kolesarju je tudi dejstvo, da imamo 3 resˇitve, ki se zelo dobro
prilegajo ucˇni mnozˇici, kljub zelo razlicˇnim vrednostim parametrov pa dajo
skoraj isto napoved.
5.4.4 Postopek minimizacije
Pri minimizaciji torej uposˇtevamo omejitve med parametri (glejte poglavje
4.1.1). Da se izognemo lokalnim minimumom je potrebno sˇe dobro izbrati
zacˇetni priblizˇek resˇitve. Najbolj preprost pristop je, da izracˇunamo vsoto
kvadratov napak za vecˇ zacˇetnih priblizˇkov in uporabimo tistega, ki ima naj-
manjˇso vsoto kvadratov napak. Malo boljˇsi pristop je uporaba metode simu-
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liranega ohlajanja, ki ucˇinkovito aproksimira globalni minimum kompleksnih
funkcij. Metoda se premika med nakljucˇno generiranimi stanji (resˇitvami),
pri cˇemer se iz trenutnega stanja vedno premakne v boljˇsega, v slabsˇega
pa z verjetnostjo, ki je odvisna od trenutne ”temparature”, ki z izvajanjem
pada [10]. Tako dobimo priblizˇek globalnega minimuma, ki ga uporabimo
kot zacˇetni priblizˇek za metodo L-BFGS-B.
Obstaja sˇe veliko metod, ki bi jih lahko uporabili za izbiro zacˇetnega
priblizˇka, metode razveji in omeji, genetski algoritmi, hevristicˇne preiskovalne
metode... Vseeno predlagamo uporabo metode simuliranega ohlajanja, saj
je ena najpreprostejˇsih metod in na nasˇih podatkih dosezˇe dobre rezultate.
Poglavje 6
Sklepne ugotovitve
Na nasˇih podatkih z modelom nismo uspeli napovedati spreminjanja zmo-
gljivosti. Model se v vecˇini primerov dobro prilega ucˇni mnozˇici, rezultati na
testni mnozˇici pa so slabi. Zdi se, kot da se lahko prilega nekemu poljubnemu
spreminjanje ciljne spremenljivke (zˇe zaradi kompleksnosti - 4 parametri),
nima pa nekih specificˇnih lastnosti, zaradi katerih bi lahko uspesˇno napove-
doval rezultate prihodnjih testiranj in s tem spreminjanje sˇportne zmogljivo-
sti.
6.1 Primerjava z ostalimi sˇtudijami
Morda je pri nasˇih podatkih problem v nacˇinu ocenjevanja napora treningov
s TSS ali v ocenjevanju zmogljivosti s FTP, zato primerjamo nasˇe ugotovitve
z rezultati nekaterih ostalih sˇtudij. Pfeiffer [13] je pregledal 19 sˇtudij upo-
rabnosti Banisterjevega modela, v katerih so na podatkih razlicˇnih sˇportov
analizirali kvaliteto napovedi. V sˇtudijah so uporabljeni razlicˇni pristopi k
ocenjevanju napora treningov in testiranja zmogljivosti, pri teku in kolesar-
stvu vecˇinoma uporabljajo oceno napora treningov TRIMP in napovedujejo
vrednost maksimalne aerobne kapacitete (VO2 max). V vsaki izmed njih
analizirajo podatke od 2 do 8 sˇportnikov, kvaliteto napovedi pa ocenjujejo z
R2.
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R2 oz. koeficient determinacije meri kvaliteto napovedi, po vrednosti
je omejen med 0 do 1, razlagamo pa si ga lahko kot delezˇ variance ciljne
spremenljivke, ki smo ga z modelom uspeli pojasniti.
Pri vseh analiziranih sˇtudijah je R2 visok, napoved se torej dobro pri-
lega testiranjem zmogljivosti. Samo na podlagi visokega R2 sˇe ne moremo
sklepati, da so napovedi modela dobre, vsak kompleksen model (npr. zˇe poli-
nom dovolj visoke stopnje) se bo dobro prilegal poljubnim vrednostim ciljne
spremenljivke. Napoved rezultatov prihodnjih testiranj (in testiranj v testni
mnozˇici) pa je vseeno lahko slaba, do cˇesar je priˇslo tudi pri nasˇih podatkih
(glejte poglavje 5.2.1).
Slabo kvaliteto napovedi na testni mnozˇici so ugotovili tudi v nekate-
rih ostalih sˇtudijah [7, 16], poleg tega pa kritizirajo tudi visoko korelacijo
parametrov ka in kf .
6.2 Mozˇnosti za nadaljnje delo
Napovedi modela so premalo natancˇne, da bi si z njimi lahko pomagali pri
nacˇrtovanju treningov [1]. Banisterjev model v nespremenjeni obliki obstaja
zˇe od leta 1976 [4], predlaganih je bilo nekaj alternativnih modelov, ki pa
se niso izkazali za boljˇse [12]. Napovedi takih modelov bi lahko poizkusili
izboljˇsati z uporabo bayesovskih metod, pri cˇemer bi za prilagajanje mo-
dela uposˇtevali podatke vecˇ sˇportnikov. Na vecˇji kolicˇini podatkov bi lahko
tudi analiticˇno dolocˇili, koliko rezultatov testiranj je potrebnih za stabilno
napoved modela. Kot glavne pomanjkljivosti vseh teh modelov se izposta-
vlja neuposˇtevanje predznanja [16], po nasˇem mnenju pa je velik problem
uposˇtevanje le ene sˇtevilske ocene vsakega treninga.
Dostopnost in kolicˇina podatkov o kolesarskih treningih je veliko boljˇsa
kot leta 1976, lahko npr. dolocˇimo, koliko cˇasa je kolesar vozil s katero
od razlicˇnih stopenj intenzivnosti. Za vsako stopnjo intenzivnosti vemo,
kaksˇne fiziolosˇke prilagoditve povzrocˇa, za vsako prilagoditev pa priblizˇno,
kako vpliva na zmogljivost. Predlagamo raziskovalno delo na razvoju mo-
dela, ki bi razlikoval med razlicˇnimi stopnjami intenzivnosti in napovedoval
zmogljivost z uporabo tega predznanja.
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