Abstract| The problem of classifying signals is of interest in several application areas. Typically we are given a nite number m of pairwise disjoint sets C 1 ;: : : ;Cm of signals, and we would like to synthesize a system that maps the elements of each C j into a real number a j , such that the numbers a 1 ; :: : ;am are distinct. In a recent paper it is shown that this classi cation can be performed by certain simple structures involving linear functionals and memoryless nonlinear elements, assuming that the C j are compact subsets of a real normed linear space. Here we give a similar solution to the problem under the considerably weaker assumption that the C j are relatively compact and are of positive distance from each other. An example is given in which the C j are subsets of Lp(a;b); 1 p < 1.
I. Introduction T HE problem of classifying signals is of interest in several application areas. (E.g., it arises in connection with both automatic target recognition and symbol detection in digital communication using analog channels.) Typically we are given a nite number m of pairwise disjoint sets C 1 ; : : :; C m of signals, and we would like to synthesize a system that maps the elements of each C j into a real number a j , such that the numbers a 1 ; : : :; a m are distinct. In a recent paper 3] it is shown that this classi cation can be performed by certain simple structures involving linear functionals and memoryless nonlinear elements, assuming that the C j are compact subsets of a real normed linear space. In Section II we give a similar solution to the problem under the considerably weaker assumption that the C j are relatively compact (i.e., have compact closure) and are of positive distance from each other. An example is given in which the C j are subsets of L p (a; b); 1 p < 1. This example shows that a very wide class of signals can be classi ed using the structures described. The signals need not be continuous, in contrast with those of the example given in 3].
II. Classification Theorem
We need a few preliminaries: Let C 1 ; : : :; C m be subsets of a real normed linear space X, with m > 1. Let us say that the collection fC 1 ; ; C m g is strongly separated if each C i is nonempty and the distance between each pair of sets is positive in the usual sense that 0 < inff jja ? bjj : a 2 C i ; b 2 C j g; i 6 = j:
We de ne a classi er on i C i to be a functional that for each i assigns a real number a i to every x 2 C i where a 1 ; ; a m are distinct. Let X be the set of bounded linear functionals on X (i.e., the set of bounded linear maps from X to the reals IR). Given a compact subset C of X, let Y be any set of continuous maps from X to IR that is dense in X on C, in the sense that for each 2 X and any > 0 there is a y 2 Y such that j (x) ? y(x)j < , x 2 C. Examples of such sets Y are given in Section II.C.
Finally, let U be any set of continuous maps u : IR ! IR such that given > 0 and any bounded interval ( 1 ; 2 ) IR there exists a nite number of elements u 1 ; : : :; u`of U for which j exp( ) ? P j u j ( )j < for 2 ( 1 ; 2 ). 1 Our classi cation result is as follows. Continuing with the proof and using the separability of the C i , we see that f satis es x 1 ; x 2 2 C 0 ; jjx 1 ? x 2 jj < ) jf(x 1 ) ? f(x 2 )j = 0 for any su ciently small positive , showing that f is uniformly continuous on C 0 .
Note that K := C 1 C 2 : : : C m ; (with C i the closure of C i ), being the union of nitely many compact sets, is compact. Since C 0 is dense in K, there exists 2, pp. 99, Problem 13] a unique continuous extension of the functional f from C 0 to K. Let g denote this extension. Using the lemma we obtain the desired result.
A. Comments Theorem 1 shows that the simple structure illustrated in Fig. 1 consisting of elements y i of a class of functionals, 2 1 Of course we can take U to be the set whose only element is exp( ), or the set fu : u( ) = ( ) n =n!; n 2 f0; 1;: : :gg. 2 The functionals can be taken to be linear. As mentioned earlier, examples are given in Section II.C. a memoryless nonlinear map h, and a quantizer (here a map Q that for each j takes numbers in the interval (a j ?0:25 ; a j +0:25 ) into a j , where = min i6 =j ja i ?a j j) 3 is capable of implementing any classi er on strongly separated relatively compact sets. The theorem shows also that neural networks of a certain architecture with a single hidden layer may be used to implement the map h. This architecture is illustrated in Fig. 2 where every u j block represents the evaluation of a real-valued function u j dened on the reals. 4 As described above, the u j are drawn from a set U of continuous functions whose nite sums can approximate the exponential function exp( ) on bounded intervals. In particular, u j can be taken to be exp( ) for all j. B. Example of C 0
Here we prove a theorem which provides a class of examples of relatively compact sets of particular interest concerning the classi cation of signals. Given ; ; > 0; let A( ; ; ) denote any set of real-valued functions dened on a xed nite interval a; b] such that for every x 2 A( ; ; ):
1) The number of discontinuities of x is at most .
2) For every interval of continuity I of x, jx(t 1 ) ? x(t 2 )j jt 1 ? t 2 j; 8 t 1 ; t 2 2 I:
3 Take in Theorem 1 to be less than :25 . 4 An important problem not considered in this paper is that of actually determining the elements in Figs. 1 and 2. 3) jx(t)j ; 8 t 2 a; b]: Let L p (a; b), with 1 p < 1, denote the usual normed space of real-valued Lebesgue-measurable functions de ned on a; b] that are p th power integrable. we can take Y = S.) 5 Theorem 3: Let f 2 L p (a; b) and let C be a compact subset of L p (a; b). Then for each > 0 there exists an s 2 S such that jf(x) ? s(x)j < ; x 2 C: Note that the elements of S are simpler in form than the integrals involving a kernel mentioned at the beginning of this section, in that a member of S is speci ed by just a nite number of parameters.
