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On well-posedness for the Benjamin-Ono equation
Ni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∗
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Abstrat
We prove existene of solutions for the Benjamin-Ono equation with data in Hs(R), s > 0.
Thanks to onservation laws, this yields global solutions for H
1
2 (R) data, whih is the natural
nite energy lass. Moreover, inonditional uniqueness is obtained in L∞
t
(H
1
2 (R)), whih
inludes weak solutions, while for s > 3
20
, uniqueness holds in a natural spae whih inludes
the obtained solutions.
1 Introdution
Let us onsider
(1.1) ∂tu+H∂
2
xu+ u∂xu = 0, u(x, t = 0) = u0(x), (t, x) ∈ R2.
Here and hereafter, H is the Hilbert transform, dened by
(1.2) Hf(x) =
1
π
∫
f(y)
x− ydy =
1
π
vp
1
x
⋆ u = F−1(−isgn(ξ)fˆ(ξ)).
We will restrit ourselves to real-valued u0.
Remark 1.1 One ould deal with omplex-valued u0 at the expense of an additional ondition:
u0 ∈ B˙−
1
2
,1
2 would probably be suient in our setting, and this somehow enodes that u0 has zero
mean, taming the behavior of low frequenies.
Equation (1.1) deals with wave propagation at the interfae of layers of uids with dierent densities
(see Benjamin [1℄ and Ono [15℄), and it belongs to a larger lass of equation modeling this type of
phenomena, some of whih are ertainly more physially relevant. Mathematially, however, (1.1)
presents several interesting and hallenging properties; the exat balane between the degree of the
nonlinearity and the smoothing properties of the linear part prelude any hope to ahieve results
through a diret xed point proedure, be it in Kato smoothing type of spaes or more elaborate
onormal (Bourgain) spaes. In fat, the ow assoiated to (1.1) fails to be C∞ (Molinet-Saut-
Tzvetkov [14℄, and even uniformly ontinuous (Koh-Tzvetkov [12℄). By standard energy methods
(ignoring therefore the dispersive part), one may obtain loal in time solutions for smooth data,
e.g. u0 ∈ Hs with s > 32 and reah s = 32 by taking in aount some form of dispersion (Pone [16℄
and referenes therein). On the other hand, (1.1) has global weak L2 and H
1
2
solutions (Ginibre-
Velo[6℄) and this result relies heavily on dispersive estimates for the nonlinear equation as well as
∗
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the following two onservation laws:∫
R
u2(x, t) dx =
∫
R
u20(x) dx,(1.3) ∫
R
|√−∆
1
2u(x, t)|2 dx+ 1
3
∫
R
u3(x, t) dx =
∫
R
|√−∆
1
2u0(x)|2 dx+ 1
3
∫
R
u30(x) dx.(1.4)
Reently, progress has been ahieved on the Cauhy problem for data in Sobolev spaes, by using
more sophistiated methods: Koh and Tzvetkov [11℄ obtained s > 54 , and subsequently Kenig
and Koenig [9℄ improved this result to s > 98 (both use Strihartz estimates whih are tailored
to the frequeny, a proedure diretly inspired by work on quasilinear wave equations); Tao [18℄
obtained H1 solutions, using a (omplex) variant of the Hopf-Cole transform (whih linearizes
Burgers equation). These solutions an be immediately extended to global ones thanks to another
onservation law ontrolling the H˙1 norm (equation (1.1), being ompletely integrable, has an
innite hierarhy of onservation laws, a fat whih at the moment annot be onneted with the
Cauhy problem at low regularity). After ompletion of the present work (whih originally obtained
s > 14), we learned that Ionesu and Koenig [8℄ improved existene all the way down to s = 0,
whih yields global L2 solutions. While this obviously supersedes our result, uniqueness is meant
in the lass of limits of smooth solutions; we obtain uniqueness in a natural spae (whih inludes
the linear ow) provided s > 320 . Moreover, one an then dedue an unonditional well-posedness
result for L∞(H
1
2 ) solutions: this is the natural energy lass and it ontains the aforementioned
weak solutions. Our main result reads as follows:
Theorem 1 For any s > 320 , there exists a unique strong solution of the Benjamin Ono equa-
tion (1.1), whih is C0
lo
(Rt;H
s(Rx)). Furthermore, if s ≥ 1/2, this solution is global and unique in
L∞
lo
(Rt;H
s(Rx)), while for
3
20 < s < 1/2, uniqueness holds in suitable spaes (see Theorem 3). As
a onsequene, in the energy spae, H1/2, weak solutions are strong.
In fat, in this paper we onstrut solutions for s > 0 and prove along the way that they enjoy
better estimates than the mere L∞t (H
s) bound mentioned above. Then using this knowledge, we
are able to either prove unonditional uniqueness if s ≥ 12 , or uniqueness in the onstrution lass
if
1
8 < s <
1
2 . Let us outline briey the proedure, when s >
1
4 .
• We work with smooth solutions, and obtain a priori estimates in various spaes with low
regularity. Classial proedures allow to pass to the limit later on, yielding solutions for low
regularity data.
• We perform a renormalization in the spirit of Tao [18℄. As far as we know, this trik goes bak
to Hayashi-Ozawa [7℄ when dealing with nonlinear Shrödinger equations with derivatives:
faing an operator (∂2x + a(x)∂x)φ, one may redue it to (∂
2
x + (−∂xa(x)/2 + a2(x)/4))ψ
through onjugation: ψ = exp(− ∫ x a(y) dy/2)φ. As observed in [18℄, the Hilbert transform
is nothing but multipliation by −i on positive frequeny; and we may redue ourselves to
positive frequeny beause the solution is real-valued. As suh, the exponential fator will be
purely imaginary (otherwise, one needs some form of deay at innity to make it bounded
after spae integration) and is therefore irrelevant when dealing with Lebesgue norms.
• Rather than performing the above onjugation globally, we rst paralinearize the equation
and gauge away only the worst term, whih is when a low-high frequenies interation takes
plae with the derivative falling on the high frequenies. In eet, we are replaing the
exponentiation proedure by a paraprodut with the exponential fator. While this reates a
lot of error terms, it highlights learly whih are the terms one should fous on.
2
• We use (a variant of) onormal spaes Xs,b; in fat, as remarked by Tao [18℄, should one
silently drop the low-high interation in the original equation mentioned above, the resulting
equation an be proved to be well-posed in X0
+, 1
2
+
. However, we need to deal with the
exponential fator oming from the gauge transformation, and this is where an
1
4 loss ours
in a natural way.
• Inverting the gauge in onormal spaes will lose a 14 fator in spatial regularity (as an interpo-
lation between two rude estimates, an Xs,0 one whih does not lose anything and an Xs,1
whih loses only
1
2 thanks to a smoothing eet). Meanwhile, the gauge ation only requires
the exponential fator to be roughly in X1,
1
2
whih mathes exatly. On the other hand we
may still invert the gauge without loss in any Lebesgue-like spae-time or time-spae norm,
whih allows to retain our solution at Hs level.
• Obtaining an a priori estimate does not provide uniqueness, and one has to perform a separate
argument. This requires taking dierenes of two solutions, and performing another gauge
transform. Dissymetry leads to worst terms than before, but by using all the a priori knowledge
one has on both solutions (and espeially one being the limit of smooth solutions onstruted
before), we are able to lose an a priori estimate in (a suitable version of) X−
1
2
, 1
2
.
• The unonditional uniqueness result in Hs, s ≥ 1/2 is obtained by adapting slightly the
uniqueness result for s14+. The main step is to obtain an L
4
t (L
∞
x ) a priori bound on the
solution whih is then bootstrapped to get a bound in X0,
1
2
; this turns out to be enough to
handle the previous uniqueness argument (using that we have
1
4− derivatives of sope).
In order to go further down, s < 14 , one has to split w in dierent parts and perform an iteration
on the nonlinear quadrati terms using this deomposition, whih allows to reover the seemingly
hopeless 1/4 loss from the gauge. We only sketh the proof of the following result.
Theorem 2 For any s > 0, there exists a strong solution of the Benjamin Ono equation (1.1),
whih is C0
lo
(Rt;H
s(Rx)), and unique as a limit of smooth solutions.
Uniqueness for 0 < s < 14 turns out to be muh harder than for s >
1
4 and we only provide an outline
of the proof in the ase s > 3/20; while obtaining existene for s > 18 is a relatively straightforward
modiation of our main argument for s > 14 , the uniqueness part is quite involved and most likely
not optimal; there remains a gap in the 0 ≤ s ≤ 320 range.
Finally, we note that L. Molinet has ([13℄) obtained (global) well-posedness for the Benjamin-
Ono equation on the torus, for H
1
2 (T) data.
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2 Statement of results
Before stating any results, we need to dene several funtional spaes whih will be of help. We
start with (inhomogeneous) Besov spaes ([2℄ for details). Let us reall that a Littlewood-Paley
deomposition is a olletion of operator (∆j)j∈Z dened as follows: let φ ∈ S(Rn) suh that
φ̂ = 1 for |ξ| ≤ 1 and φ̂ = 0 for |ξ| > 2, φj(x) = 2njφ(2jx), Sj = φj ∗ ·, ψj(x) = (φj+1 − φj)(x),
3
∆j = Sj+1−Sj = ψj ∗·. For notational onveniene, we may sometimes refer to S0 as ∆−1. We shall
denote by uj = ∆ju and u≺j = Sj−1u. Finally, we dene the paraprodut between two funtions
f, g as
(2.1) Tgf =
∑
j
Sj−1(g)∆j(f),
whih aptures the low frequenies (of g) vs high frequenies (of f ) interation in the produt gf .
Definition 2.1 Let f be in S ′(Rn), s ∈ R and 1 ≤ p, q ≤ +∞. We say f belongs to Bs,qp if and
only if
• S0f ∈ Lp.
• The sequene (εj)j∈N with εj = 2js‖∆j(f)‖Lp belongs to lq.
Two modiations will be of interest, to handle the additional time variable.
Definition 2.2 Let u(x, t) ∈ S ′(Rn+1). We say that u ∈ Lρt (Bs,qp ) if and only if, for all j ≥ −1,
(2.2) 2js‖∆ju‖Lρt (Lpx) = εj ∈ l
q.
Definition 2.3 Let u(x, t) ∈ S ′(Rn+1). We say that u ∈ Bs,qp (Lρt ) if and only if, for all j ≥ −1,
(2.3) 2js‖∆ju‖Lpx(Lρt ) = εj ∈ l
q.
Finally, we dene onormal spaes: set
(2.4) ∆±jkv(x, t) = F−1τ,ξ (χ±ξ≥0ψ±jk(τ, ξ))Ft,x(v)), ∆jkv(x, t) = ∆+jkv(x, t) + ∆−jkv(x, t)
with
ψ±jk(τ, ξ) = ψj(ξ)ψk(τ ∓ ξ2),
whih (dyadially) loalizes |ξ| at 2j and |τ ∓ ξ2| at 2k.
Definition 2.4 Let u(x, t) ∈ S ′(Rn+1), s, b ∈ R and 1 ≤ q ≤ +∞. We say that u ∈ Xs,b,q if and
only if, for all j ≥ −1,
(2.5) ‖∆jku‖L2t,x . 2
−js−kbεjk, (εjk)jk ∈ lq.
Xs,b,q is endowed with its natural norm. An alternative denition is as follows:
(2.6) u ∈ Xs,b,q ⇔ S0(−t)u(t, ·) ∈ Bb,q2,t ;Bs,q2,x
where S0(t) = e
−tH∂2x
is the free evolution group.
Definition 2.5 For T > 0, we say that u ∈ Xs,b,qT if u ∈ Xs,b,qloc(t) and
(2.7) ‖u‖
Xs,b,qT
= inf{‖v‖Xs,b,q with v ∈ Xs,b,q, (v − u) |t∈(−T,T )= 0, v |t/∈[−2T,2T ]= 0}
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We shall use the following result to estimate norms in Xs,b,qT
Lemma 2.6 Consider u the solution of
(∂t +H∂
2
x)u = f, u |t=0= u0.
Then for any s and 0 < b < 1
‖u‖
Xs,b,qT
≤ CT (‖u0‖Bs,q2 + ‖f‖Xs,b−1,qT ).
Proof: Take a sequene fn realizing the inf in (2.7) and un solution of
(∂t +H∂
2
x)un = fn, u |t=0= u0.
Clearly (un−u) ||t|≤T= 0. Let us study rst the ontribution to un of the low onormal frequenies
(k = 0), i.e. let u0n be the solution of
(∂t +H∂
2
x)u
0
n =
∑
j
∆0,jfn = f
0
n, u |t=0= u0.
Then
(2.8) ‖∆ju1n‖Xs,0,2T ≤ C‖∆jun‖L2(−2T,2T );Hs ≤ C(‖∆ju0‖Hs + ‖∆jf
0
n‖L1(−2T,2T );Hs)
≤ C(‖∆ju0‖Hs + ‖∆jf0n‖L2(−2T,2T );Hs) ≤ C(‖∆ju0‖Hs + ‖∆jf0n‖Xs,−1,2)
As a onsequene
‖u1n‖Xs,b,q ≤ C(‖u0‖Bs,q2 + ‖f0n‖Xs,b−1,q ).
Let us now study the ontributions of the high onormal frequenies. Let u1n = Tf
1
n be the solution
of
(∂t +H∂
2
x)u
1
n =
∑
k 6=0,j
∆k,jfn = f
0
n, u |t=0= 0.
Then the same argument as above shows that if g ∈ Xs,0,2, v = Tg is bounded in Xs,0,2 and as a
onsequene, for φ ∈ C∞0 (R) equal to 1 on [−T, 2T ], w = φ(t)v being a solution of
(∂t +H∂
2
x)w = g + φ
′(t)v
satises
i(τ − |ξ|ξ)ŵ(τ, ξ) = ̂g + φ′(t)v(τ, ξ)
and
‖w‖Xs,1,2 ≤ C(‖g‖Xs,0,2 + ‖φ′(t)v‖Xs,0,2) ≤ C(‖g‖Xs,0,2)
This shows that T is ontinuous from Xs,0,2 to Xs,1,2. By duality (sine T ∗ has essentially the same
form as T ) it is also ontinuous from Xs,−1,2 to Xs,0,2 and by (real) interpolation in k at xed j
and lq-summing the j, from Xs,b−1,q to Xs,b,q (for 0 < b < 1). Finally we obtained
‖u‖
Xs,b,qT
≤ ‖un‖Xs,b,q . ‖u0‖Bs,q2 + ‖fn‖Xs,b−1,q →n→+∞ ‖u0‖Bs ,q2 + ‖f‖Xs,b−1,q .

Using (2.6) and writing
u(t) = S0(t)
1
2π
∫
τ
eitτFt→τ (S0(−t)u(t, ·))dτ.
we see easily that Xs,
1
2
,1
inherits the properties of the solutions of the linear equation S0(t)u0. We
now reall several of them whih will be of interest.
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Proposition 2.7 The following properties hold true:
• Strihartz
(2.9) ‖u‖L4t (Bs,1∞ ) . ‖u‖Xs, 12 ,1 .
• Maximal funtion
(2.10) ‖u‖B0,14 (L∞t ) . ‖u‖X 14 , 12 ,1 .
• Bilinear smoothing
(2.11) ‖Sj−1u∆jv‖L2t,x . 2
− j
2 ‖u‖
X0,
1
2 ,1
‖v‖
X0,
1
2 ,1
.
• Smoothing
(2.12) ‖u‖
B
s+ 12 ,1
∞ (L
2
t )
. ‖u‖
Xs,
1
2 ,1
.
Proof: Strihartz, smoothing and maximal funtion estimates are all lassial in the Shrödinger
ontext and extend routinely to the Benjamin-Ono situation. The bilinear estimate is the 1D ase
of a generi L2t,x bilinear estimate, namely ‖∆keit∆u0∆je±it∆v0‖L2t,x . 2
n−1
2
k− j
2 ‖∆ku0‖2‖∆jv0‖2,
where n is the spae dimension. However one an provide a very simple proof of the 1D ase through
the following identity (whih works equally well without a omplex onjugation on one fator):∣∣∣∣∫ e−it|ξ−η|2 g¯(η − ξ)eit|η|2f(η) dη∣∣∣∣2 = ∫ e2itξ(η−λ)f(η)f¯(λ)g¯(η − ξ)g(λ− ξ) dη dλ∫ ∣∣∣∣∫ e−it|ξ−η|2 g¯(η − ξ)eit|η|2f(η) dη∣∣∣∣2 dt = ∫ δ(2ξ(η − λ))f(η)f¯ (λ)g¯(η − ξ)g(λ − ξ) dη dλ∫ ∣∣∣(e−it|·|2 g¯ ∗ eit|·|2f)(ξ) dη∣∣∣2 dt dξ = ∫ f(η)f¯(λ)g¯(η)g(λ) dη dλ
2|η − λ| ,
from whih the result follows whenever f and g have disjoint ompat support. 
After these preliminaries, we an proeed with our main result in the ase where s ≥ 14 .
Theorem 3 Let u0 ∈ B
1
4
,1
2 . Then there exists a loal in time solution u ∈ C[−T, T ];B
1
4
,1
2 ) to (1.1),
whih is unique provided that
(2.13) u ∈ B
3
4
,1
∞ (L2t ) ∩B0,14 (L∞t ) ∩X0,
1
2
,1.
Moreover the map S(t) : u0 → u is ontinuous from the ball
B(0, R) = {u0 ∈ B
1
4
,1
2 ; ‖u0‖
B
1
4 ,1
2
≤ R}
to the spae
L∞t (B
1
4
,1
2 ) ∩ L4t (B
1
4
,1
∞ ) ∩B
3
4
,1
∞ (L2t ) ∩B0,14 (L∞t ) ∩X0,
1
2
,1.
Furthermore, we have propagation of regularity.
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Theorem 4 if u0 ∈ Hσ, σ > 14 , then S(t)u0 ∈ C((−T, T );Hσ) and
sup
t∈(−T,T )
‖S(t)u0‖Hσ ≤ C(‖u0‖
B
1
4 ,1
2
)‖u0‖Hσ .
In partiular, when σ = 12 , the ow map is dened for all t ∈ R and we have a global bound on the
H
1
2
norm.
The uniqueness part of Theorem 3 relies on estimates whih are of independent interest when
studying the regularity of the ow map.
Theorem 5 Let u and u˜ be two solutions to (1.1) verifying (2.13). Then There exist T > 0
(depending on the size in B
1/4,1
2 of u0, u˜0) suh that we have
‖u− u˜‖
Ct(B
− 12 ,1
2 )
≤C(u0, u˜0)‖u0 − u˜0‖
B
− 12 ,1
2
(2.14)
‖u− u˜‖
X
− 34 ,
1
2 ,1
T
≤C(u0, u˜0)‖u0 − u˜0‖
B
− 14 ,1
2
(2.15)
whih implies uniqueness; moreover, the ow map is C
1
4
from L2 to X0,
1
2
,1
and C
1
3
from L2 to
Ct(L
2).
We proeed with statements for the 0 < s < 18 range.
Theorem 6 Let u0 ∈ Bs,12 , s > 0. There exists a loal in time solution u ∈ C[−T, T ];Bσ,12 ) to
(1.1), and the ow map is ontinuous as in Theorem 3. Moreover, uniqueness holds when
(2.16) u ∈ B
13
20
,1
∞ (L2t ) ∩B
− 1
10
,1
4 (L∞t ) ∩X−
1
10
, 1
2
,1 ∩X0, 14 ,1.
We make a few remarks before proeeding with the proofs. The Benjamin-Ono equation (1.1) is
invariant under resaling: if u(x, t) is a solution,
uλ = λu(λx, λ
2t)
is a solution for any λ > 0. As suh, the sale-invariant Sobolev norm is H˙−
1
2
, and onsequently, we
are in a subritial situation w.r.t. saling. For example, ‖uλ‖2 = λ
1
2‖u‖2; if u has lifespan T , uλ
will have lifespan λ−2T . Therefore, loal in time existene an be redued to time O(1) existene
for small data, provided we work with subritial norms, by taking λ = ε. Note that
‖uε‖B˙s2 ∼ ε
1
2
+s.
In the superritial setting, i.e. u0 ∈ Hs with s < −12 , one may prove (1.1) to be ill-posed in the
Hadamard sense, see [4℄.
3 Gauge and onormal spaes
Suppose we have a smooth solution u to (1.1). One would like to obtain an a priori estimate on u
in Y
1
4 ∩X0, 12 ,1, where we set
(3.1) Y s = L∞t (Bs,21 ) ∩ L4t (Bs,1∞ ) ∩B
s+ 1
2
,1
∞ (L2t ) ∩B
s− 1
4
,1
4 (L∞t ),
7
and emphasize the embedding Xs,
1
2
,1 →֒ Y s (Proposition 2.7). Observe that we will mainly use
s = 14 , and that while we seek u ∈ Y
1
4
, in the onormal spaes, u will be only X0,
1
2
,1
. This
1
4 loss
is a side eet of a gauge transform: due to the bad term Tu∂xu in the nonlinearity, we need to
renormalize, setting
w± = Texp∓ i
2
∫ x uu±,
where the antiderivative of u,
∫ x
u = U(t, x) is dened as follows : Consider Ψ ∈ C∞0 (R) suh that∫
Ψ(y)dy = 1 and dene
U(t, x) =
∫
y
Ψ(y)
∫ x
y
u(t, z)dzdy +G(t)
with G to be xed later. Obviously
∂xU(t, x) =
∫
y
Ψ(y)u(t, x)dy = u(t, x)
and
(3.2)
∂tU(t, x) =
∫
y
Ψ(y)
∫ x
y
∂tu(t, z)dzdy +G
′(t)
=
∫
y
Ψ(y)
∫ x
y
−H∂2zu(t, z)−
1
2
∂z(u
2(t, z))dzdy +G′(t)
= −H∂xu(t, x)− 1
2
u2(t, x) +
∫
y
(
HΨ′(y)− 1
2
Ψ(y)
)
u(t, y)dy +G′(t).
Now we hoose
G(t) =
∫ t
s=0
∫
y
(
−HΨ′(y) + 1
2
Ψ(y)
)
u(s, y)dyds
so that
(3.3) ∂tU(t, x) = −H∂xu(t, x)− 1
2
u2(t, x).
Remark that the onstrution of the anti derivative of u makes sense for u ∈ L2x,tlo.
One has to deal with the imaginary exponential and the Xs,θ,1 spaes. There will be several
terms whih involve both, and a typial one would be (where φ+ = P+φ is the projetion on
{ξ > 0})
Texp(i
∫ x u)φ+,
where φ may be the nonlinear term in the new unknown, say φ+ = P+(∂xv
−v+), or simply φ ∈
Xs,b,1. As suh, one has to onsider the following situation:
φ ∈ Xs,±
1
2
,1
+ and u ∈ X
0, 1
2
,1
T .
The key idea is that we may be able to perform this (para)-produt at the ost of a
1
4 spatial
derivative. Hene, if one is looking for the gauged funtion v ∈ X
1
4
, 1
2
,1
T , inverting the gauge transform
yields u ∈ X0,
1
2
,1
T , and losing a nonlinear estimate in v requires the estimate whih follows.
Proposition 3.1 Let u ∈ X0,
1
2
,1
T be a solution of (1.1). Denote by K the operator of para-
multipliation by ei
∫ x u
, and let 0 < b < 1. Then K maps Xs,±b,1+,T to X
s− b
2
,±b,1
+,T with norm smaller
than
C(1 + ‖u‖
X
0, 12 ,1
T
).
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Remark 3.2 As will be lear from the proof, this result above extends to the ase where u is
a nite sum of solutions of (1.1). The result extends as well to the omposition of several suh
paraproduts (i.e. we lose b/2 of a derivatives one and for all) or more generally to operators of
the following kind
w 7→
∑
j
Sj−2(e
i
∫ x u1)Sj−2(ei ∫ x u2)∆jw
with a bound
C(1 + ‖u1‖
X
0, 12 ,1
T
)(1 + ‖u2‖
X
0, 12 ,1
T
)
where u1 u2 are two solutions of (1.1). This fat will be of importane in the proof of uniqueness
(see setion 5).
We rst remark that the para produt preserves the ξ loalization. As a onsequene, by interpo-
lation the result redues to proving the following two ases:
• First, K mapsXs,0,q+,T toXs,0,q+,T given the exponential fator is imaginary, hene bounded (notie
we do not use any other information in this ase: the ontinuity onstant is O(1)).
• Seond, K maps Xs,1,2+,T to Xs,1,2+,T , with q = 1,∞.
Indeed, if these two points are proven, then, to reover all ases 1 ≤ q ≤ +∞, it sues to use the
lassial interpolation result (see [2, Theorem 5.6.1℄)
Lemma 3.3 Let A be a Banah spaes and lsq(A) be the spae of sequenes (an)n∈N suh that
‖(an)‖lsq(A) =
(∑
n
(2sn‖an‖A)q
)1/q
< +∞
Then for any s0 6= s1, 0 < q0,1,2 ≤ +∞, s = θs0 + (1− θ)s1 the real interpolation spaes satisfy
(ls0q0(A), l
s1
q1 (A))θ,q2 = l
s
q2(A)
In fat we frequently use the following (easier)
Lemma 3.4 Let lsq be the spae of omplex valued sequenes (an)n∈N suh that
|(an)|lsq(A) =
(∑
n
(2sn|an|)q
)1/q
< +∞
Then for any s0 < s = θs0 + (1− θ)s1 < s1, and any sequene (an) in ls0∞ ∩ ls1∞,
‖(an)‖ls1 ≤ ‖(an)‖θls0∞‖(an)‖
(1−θ)
l
s1
∞
(we exhange l∞ bound for l1 summability).
Proof: We have
|an| ≤ 2nsj‖(an)‖lsj∞
and to estimate
∑
n |an2ns, we use the s0 bound to bound the sum for n ≤ N and the s1 bound for
the sum for n > N and optimize on N . 
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The seond point is the most diult one and we proeed with it. In fat, we only deal with
the ase q = 2 and reover the other ases by (yet another) interpolation. Notie also that due
to the para-produt struture, the spatial regularity is irrelevant (and we shall x it to s = 0).
Consequently, it sues to work at xed j. Finally, we rst prove a global (i.e. without the index
T ) version of the estimate (assuming that the funtions are ompatly supported in (−2T, 2T )),
the loal estimate follows by a limiting proedure. We onsider Sj−1(e
i
∫ x u)∆j(φ) and apply the
Shrödinger operator,
(i∂t − ∂2x)(Sj−1(ei
∫ x u)∆j(φ)) = F1 + F2,
with
F1 = (i∂t − ∂2x)(Sj−1(ei
∫ x u))∆j(φ) + Sj−1(ei ∫ x u)(i∂t − ∂2x)∆j(φ),
and
F2 = −2∂xSj−1(ei
∫ x u)∂x∆j(φ) = −2iSj−1(ei ∫ x uu)∆j(∂xφ).
We estimate all these terms in L2, knowing φ ∈ X0,1,2. The last term in F1 is trivially ok: we
ontrol it by the norm of (i∂t − ∂2x)∆j(φ) in L2. To deal with the rst term, one simply reall the
denition of
∫ x
u and due to (3.3), we an replae ∂t
∫ x
u by −H∂xu− 12u2. As a onsequene, the
rst term in F1 is equal to
T
ei
∫ x u( 3u2
2
+(H−i)∂xu)
φ.
This proedure yields two terms: the rst one, namely Sj−1(u
2ei
∫ x u)∆j(φ), is ubi, and by
Strihartz inequality (2.9), we get u2 in L4t (L
2
x) and φ in L
4
t (L
∞
x ). Hene, the ontribution of
this term is bounded by
‖u‖L∞t (L2x)‖u‖L4t (L∞x )‖∆j(φ)‖L4t ;L∞x . ‖u‖
2
X0,
1
2 ,1
‖∆jΦ‖
X0,
1
2 ,1
.
The other term is equal to Sj−1((H − i)∂xuei
∫ x u)∆j(φ). Thus, it is essentially the same thing as
F2, exept for the distribution of derivatives; given the paraprodut struture, it will be easier to
deal with than F2, and onsequently we shall fous only on F2. We have
(3.4) Sj−1(e
i
∫ x uu)∆j∂xφ = ei ∫ x uSj−1u∆jφ+ ([Sj−1, ei ∫ x u]u)∆j∂xφ.
The rst term is the main one, we simply use (2.11) to deal with this term and obtain
(3.5)
‖ei
∫ x uSj−1u∆j∂xφ‖L2t,x = ‖Sj−1u∆j∂xφ‖L2t,x
. ‖u‖
X0,
1
2 ,1
2−
j
2‖∆jφ‖
X1,
1
2 ,1
. ‖u‖
X0,
1
2 ,1
2
j
2‖∆jφ‖
X0,
1
2 ,1
whih yields the 1/4 loss in Proposition 3.1 . For the remaining ommutator, we use the following
lassial lemma:
Lemma 3.5 Let f ∈ Lp, ∇g ∈ L∞, then
(3.6) ‖[Sj , g]f‖p . 2−j‖∇g‖∞‖f‖p.
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We provide the (trivial) proof for sake of ompleteness: given Sjf = 2
njφ(2j ·) ⋆ f , one writes
[Sj , g]f(x) =
∫
2njφ(2j(x− y))(g(y) − g(x))f(y)dy
|[Sj, g]f(x)| ≤
∫
2nj|φ|(2j(x− y))|x− y|‖∇g‖∞|f |(y)dy,
≤ 2−j‖∇g‖∞
∫
2njθ(2j(x− y))|f |(y)dy,
‖[∆j , g]f‖p ≤ 2−j‖∇g‖∞‖θ‖1‖f‖p,
sine θ(x) = |x||φ|(x) ∈ L1. 
Hene, this term is treated using Strihartz estimate (2.9), exatly as the ubi terms above,
namely
‖([Sj−1, ei
∫ x u]u)∆j∂xφ‖L2t,x . 2−j‖u ei
∫ x u‖L4t (L∞x )‖u‖L∞t (L2x) 2j‖∆jφ‖L4t (L∞x )
. ‖u‖2
X0,
1
2 ,1
‖∆jφ‖
X0,
1
2 ,1
.
Colleting all the estimates yields
‖(i∂t − ∂2x)
(
Sj−1(e
i
∫ x u)∆j(φ)) ‖L2t ,x . (1 + ‖u‖2X0, 12 ,1)2 j2 ‖∆jφ‖X0,1,2 ,
given the embedding X0,1,2 →֒ X0, 12 ,1 (at xed j). Therefore,
‖Sj−1(ei
∫ x u)∆j(φ)‖X0,1,2 . 2 j2 (1 + ‖u‖2
X0,
1
2 ,1
)‖∆jφ‖X0,1,2 .
On the other hand, we learly have
‖Sj−1(ei
∫ x u)∆j(φ)‖L2t,x = ‖Sj−1(ei
∫ x u)∆j(φ)‖X0,0,2 . ‖∆jφ‖X0,0,2 .
We an now deompose all terms aording to the onormal sale (k) and by real interpolation on
these k sequenes get
‖Sj−1(ei
∫ x u)∆j(φ)‖
X0,
1
2 ,q
. 2
j
4 (1 + ‖u‖
X0,
1
2 ,1
)‖∆jφ‖
X0,
1
2 ,q
,
whih, after summing in j, is the desired result: namely, for any 1 ≤ q ≤ +∞, K maps X0, 12 ,q to
X−
1
4
, 1
2
,q
. We now have to show that this result still hold with the loal in time Bourgain spaes
X
0, 1
2
,q
T to X
− 1
4
, 1
2
,q
T . For this we ome bak to (3.10) and replae all ourrenes in the right hand
side of w and u respetively by un and wn where these sequenes are minimizing sequenes for
Denition 2.5. Now we dene u˜nj to be equal to the (new) left hand side. Obviously, u˜
n =
∑
j u˜
n
j is
equal to u on [0, T ] and applying the (global) estimate we just got yields
(3.7) ‖u˜n‖
X0,
1
2 ,1
. (1 + ‖un‖
X0,
1
2 ,1
)‖wn‖
X
1
4 ,
1
2 ,1
+ ‖un‖2
X0,
1
2 ,1
+ ‖u0‖L2x‖un‖L4t (B
1
4 ,1
∞ )
+ ‖u0‖L2x(‖un‖X0, 12 ,1 + 1)‖u
n‖
X0,
1
2 ,1
. 
We shall also need to invert the estimates in Proposition 3.1:
Proposition 3.6 Let u ∈ X0,
1
2
,1
T be a solution of (1.1). Let w be dened (as a real valued funtion)
by
w = w+ + w−, w± = P±S0u+
∑
j≥0
w±j , w
±
j = Sj−1(e
∓ i
2
∫ x u)∆+j u.
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Then we have
‖u‖
X0,
1
2 ,1
. (1 + ‖u‖
X0,
1
2 ,1
)‖w‖
X
1
4 ,
1
2 ,1
+ ‖u‖2
X0,
1
2 ,1
+ ‖u0‖L2x‖u‖L4t (B
1
4 ,1
∞ )
+ ‖u0‖L2x(‖u‖X0, 12 ,1 + 1)‖u‖X0, 12 ,1 .(3.8)
The low frequeny part is a trivial issue. As before, let us rst prove the estimate in global spaes.
Let us fous on the high frequenies : from now on, denote by F = exp(i
∫ x
u). We write
(3.9)
w+j = Sj−1F∆ju
+
= F∆ju
+ +
∑
k≥j−1
∆k(F )∆ju
+
As a onsequene
(3.10)
∆ju
+ = F−1w+j − F−1
∑
k≥j−1
∆k(F )∆ju
+
= Sj−3(F
−1)w+j +
∑
k≥j−3
∆k(F
−1)w+j − F−1
∑
k≥j−1
∆k(F )∆ju
+
= Sj−3(F
−1)w+j + ∆˜j
∑
k∼j
∆k(F
−1)w+j
− ∆˜j
F−1 ∑
k≥j−1
∆k(F )∆ju
+
 ,
due to the frequeny loalization of w+j , with ∆˜j an enlargement of ∆j ; the rst term is ok aording
to Proposition 3.1 (where, obviously, the sign of the phase term is irrelevant). We now proeed with
the remaining terms, and need to estimate
‖∆ju+ − Sj−3(F−1)∆jw+)‖
X0,
1
2 ,1
.
For lak of a better alternative, we proeed as in the proof of Proposition 3.1. On one hand we have
(reall L2t,x = X
0,0,2
) using (2.9), T . 1, and v being either u or w,
(3.11) ‖∆kF±1∆jv+‖X0,0,2 . 2−k‖∆k∂x(e∓i
∫ x u)‖L∞t (L2x)‖∆jv+‖L2T (L∞x )
. 2−k‖u e∓i
∫ x u‖L∞t (L2x)‖∆jv+‖L4t (L∞x ) ≤ 2−k‖u0‖L2‖∆jv‖X0, 12 ,1
and onsequently (notie the spatial regularity gain !)
(3.12) ‖∆ju+ − Sj−3(F−1)∆jw+)‖X1,0,2 . ‖u0‖L2(‖∆jw‖X0, 12 ,1 + ‖∆ju‖X0, 12 ,1).
On the other hand we ompute
(3.13) ‖(∂t +H∂2x)(∆ju+ − Sj−3(F−1)∆jw+)‖X0,0,2 ,
for whih we proeed dierently: given we are on ξ > 0 as well, we may use the equation for the
rst term and a omputation similar to the proof of Proposition 3.1 for the paraprodut. Obviously,
we have
‖(∂t +H∂2x)∆ju+‖L2t,x . 2
j‖∆+j (u2)‖L2t,x ,
and using a paraprodut deomposition for u2 and T . 1,
‖(∂t +H∂2x)∆ju+‖L2t,x . 2
j(2−
j
2 ‖u‖2
X0,
1
2 ,1
+ 2−
j
4‖u‖
L4t (B
1
4 ,1
∞ )
‖u0‖L2x).
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Remark 3.7 One ould deal with the remainder term dierently and estimate it only with X0,
1
2
,1
norms: due to support onditions, only opposite frequenies interations our, for whih one may
use the smoothing eet as on the paraprodut terms.
The paraprodut term in (3.13) requires distributing the i∂t − ∂2x operator:
• rst, on the exponential fator, using the equation on u and F−1∂xu = ∂x(uF−1)− u∂xF−1,
‖Sj−3
(
(i∂t − ∂2x)F−1
)
∆jw
+‖L2t,x
.‖Sj−3
(
F−1u2
)
∆jw
+‖L2t,x + ‖Sj−3∂x
(
F−1u
)
∆jw
+‖L2t,x
.‖u0‖L2‖u‖L4t (L∞x )‖∆jw‖L4t (L∞x ) + 2
j‖u‖L∞t (L2x)‖∆jw+‖L4t (L∞x )
.‖u0‖L2‖u‖X0, 12 ,1‖wj‖X0, 12 ,1 + 2
j‖u0‖L2‖wj‖X0, 12 ,1 .
• For the next term, we use the (algebrai) omputation (4.4) from the next setion to remark
that w+ satises an equation whih is no worse than u, hene, disarding the exponential
fator,
‖Sj−3(F−1)∆j(∂t +H∂2x)w+‖L2t,x .‖∆j∂x(u
2)‖L2t,x + ‖Sj−1∂x(Fu)u
+
j ‖L2t,x
+ ‖Sj−1(Fu2)u+j ‖L2t,x + ‖Sj−1(Fu)∂xu
+
j ‖L2t,x
.2j(2−
j
2 ‖u‖2
X0,
1
2 ,1
+ 2−
j
4‖u‖
L4t (B
1
4 ,1
∞ )
‖u0‖L2x)
+ 2j‖u‖L∞t (L2x)‖u
+
j ‖L4T (L∞x )
+ ‖u‖L∞t (L2x)‖u‖L4t (L∞x )‖u
+
j ‖L4t (L∞x )
.2j(2−
j
2 ‖u‖2
X0,
1
2 ,1
+ 2−
j
4‖u‖
L4t (B
1
4 ,1
∞ )
‖u0‖L2x)
+ ‖u0‖L2(2j + ‖u‖X0, 12 ,1)‖uj‖X0, 12 ,1 .
• Finally, the last term omes from distributing the laplaian,
(3.14)
‖Sj−3
(
∂xF
−1
)
∆j∂xw
+
j ‖L2t,x .2
j‖Sj−3
(
F−1u
) ‖L∞t (L2x)‖∆jw+‖L2T (L∞x )
.2j‖u0‖L2‖∆jw‖X0, 12 ,1 .
Colleting all terms
‖∆ju+ − Sj−3
(
F−1
)
w+j ‖X0,1,2 . 2j
(
2−
j
4
(‖u‖2
X0,
1
2 ,1
+ ‖u0‖L2x‖u‖L4t (B
1
4 ,1
∞ )
)
(3.15)
+ ‖u0‖(‖u‖
X0,
1
2 ,1
+ 1)(‖wj‖
X0,
1
2 ,1
+ ‖uj‖
X0,
1
2 ,1
)
)
.
By Hölder for k-sequenes,
‖f‖
X0,
1
2 ,1
≤ (‖f‖X0,0,2‖f‖X0,1,2)1/2
and we obtain from (3.12) and (3.15)
‖∆ju+ − Sj−3(F−1)∆jw+‖
X0,
1
2 ,1
. 2−
j
4
(‖u‖2
X0,
1
2 ,1
+ ‖u0‖L2x‖u‖L4t (B
1
4 ,1
∞ )
)
+ ‖u0‖(‖u‖
X0,
1
2 ,1
+ 1)(‖wj‖
X0,
1
2 ,1
+ ‖uj‖
X0,
1
2 ,1
).
Summing over j provides our estimate. 
Next we an obtain similar results for any Lp, Lq norm, but without any spatial regularity loss:
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Proposition 3.8 For any mixed LpLq norm (independently of the order (t, x) or (x, t)), we have
(3.16) (1− ‖u0‖2)‖uj‖LpLq ≤ ‖wj‖LpLq ≤ ‖uj‖LpLq ,
and onsequently
(3.17) (1− ‖u0‖2)‖u‖Y s ≤ ‖w‖Y s ≤ ‖u‖Y s .
Remark 3.9 As the proof below shows, the result still hold if the renormalization is performed
using another solution of (1.1) (or a sum of suh solutions)
Proof: Reall
w+j = F≺ju
+
j ,
w+j = Fu
+
j +
∑
k>j
(∆kF )u
+
j ,
u+j = F
−1w+j −
∑
k>j
F−1(∆kF )u
+
j .
Write
‖uj‖LpLq ≤ ‖wj‖LpLq +
∑
k>j
‖∆k(F )uj‖LpLq ,
together with
‖∆kF‖L∞t,x . 2−k‖∆k∂xF‖∞ . 2−k‖∆k(uF )‖∞ . 2−
k
2 ‖u‖L∞t (L2x) . 2−
k
2 ‖u0‖L2x ,
we obtain the desired ontrol. 
Remark 3.10 The 1/4 loss in the gauge transformation, when b = 12 , is responsible for the s >
1/4 assumption in our main Theorem. Further omputations suggest that this loss in the gauge
transform is unavoidable with the rather rude method we developed here. The improvements over
s = 14 utilize the lesser
1
8 loss whih ours when dealing with the b =
1
4 ase.
4 Existene
We now ome bak to onsidering a smooth solution u to (1.1). From the renormalization estimates,
we know that, provided we an estimate w ∈ X 14 , 12 ,1, we will have u ∈ X0, 12 ,1 by using the gauge
estimate proved earlier, and moreover, u in some LpLq spae is equivalent to the same properties
on w.
In the sequel we shall adopt the following onvention. For w a (smooth) funtion, we shall denote
by w≺j any term obtained by applying to w a spetral ut-o supported in the set |ξ| ≤ 2j−K for a
suiently large (but xed) K. We shall also denote by w∼j any term obtained by applying to w a
spetral ut-o supported in the set 2j−N ≤ |ξ| ≤ 2j+N for a suiently large (but xed) N . If the
ut of is supported in the set where ±ξ ≥ 0 then we will denote the result by u±j . The onvention
will be taken that if we write v≺jwj we have hosen N ≤ K − 3 so that this expression is still
loalized in the set |ξ| ∼ 2j .
The main result in this setion is the following.
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Theorem 7 Let u be a solution to (1.1) verifying (2.13), and w dened by Proposition 3.6, with
small ‖u0‖L2x. Then we have (if ‖u0‖B 14 ,12
is small enough)
(4.1) ‖w‖
X
1
4 ,
1
2 ,1
T=1
. ‖w0‖
B
1
4 ,1
2
+ ‖u‖
X
0, 12 ,1
T=1
‖w‖
X
1
4 ,
1
2 ,1
T=1
+ (1 + ‖u‖
X
0, 12 ,1
T=1
)‖w‖2
X
1
4 ,
1
2 ,1
T=1
+ ‖u‖3
Y
1
4
+ ‖u‖2
Y
1
4
‖w‖
Y
1
4
+ ‖w‖3
X
1
4 ,
1
2 ,1
T=1
.
Proof: One again, the low frequenies (|ξ| . 1) is a trivial issue: the derivative in the nonlinearity
vanishes and one may use, say, Strihartz to estimate the quadrati term. We proeed with higher
frequenies, and aordingly will sum only over j ≥ 0. We begin by a paralinearization of the
equation, starting with
(4.2)
∆+j (u
2) = ∆+j (2
∑
k∼j
2Sk−1u∆ku+
∑
j.k∼k′
ukuk′)
= ∆+j (2Sj−1u
∑
k∼j
∆ku+
∑
j.k
u2∼k)
where the additional terms oming from freezing k = j in the Sk−1 operator are transferred to the
remainder term. Now, taking further advantage of support onsiderations,
(4.3) ∂x∆
+
j (u
2) = 2u≺j∂xu
+
j + 2[∆
+
j , u≺j ]∂xu
+
∼j + 2∆
+
j ((∂xu≺j)u
+
∼j) +
∑
j.k
∆+j ∂x(u∼ku
+
∼k)
As a onsequene, we an loalize equation (1.1),
∂tu
+
j − i∂2xu+j + u≺j∂xu+j = −∆+j ((∂xu≺j)u+∼j)− 12
∑
j.k∆
+
j ∂x(u∼ku
+
∼k)
− [∆+j , u≺j ]∂xu+∼j
= fj,1 + fj,2 + fj,3 = f
+
j
Reall that w is dened by
w+j = Sj−1(e
− i
2
∫ x u)∆+j (u),
whih yields the equation on w+j :
∂tw
+
j − i∂2xw+j =Sj−1(e−
i
2
∫ x u)f+j + u+j Sj−1((12H∂xu+ 14u2)e− i2 ∫ x u)(4.4)
+
(
Sj−1(ue
− i
2
∫ x u)− Sj−1uSj−1(e− i2 ∫ x u)) ∂xu+j .
The origin of the seond term is lear: it omes from the linear operator hitting the exponential
fator: we use (3.3) to exhange time derivatives for spae derivatives. Note that the u2 term is
really ubi, hene it will be easier to deal with. The last term and the H∂xu term are, up to
ommutators, wj∂xu≺j . We will see when dealing with fj that we also get a term like this and a
whole set of ommutation terms whih are supposed to be better in that they require no onormal
spaes to deal with them.
Heuristially, when summing over j, we have eliminated (up to ommutators !) the worse term,
namely Tu∂xu, and are left with T∂xuw: but from the produt rules in the Appendix,
‖T∂xuw‖
X
1
4 ,−
1
2 ,1
T=1
. ‖u‖
X
0, 12 ,1
T=1
‖w‖
X
1
4 ,
1
2 ,1
T=1
,
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whih will be ok to lose the estimate.
We now proeed with estimating all right-handside terms in (4.4) in the spae X
1
4
,− 1
2
,1
T=1 . This
term has the form F (u,w, ∂xu, ∂xw). To make the exposition more lear, we shall in a rst step
proeed as if w were in X
1
4
, 1
2
,1
(the global Bourgain spae) and estimate the right hand side in
X
1
4
,− 1
2
,1
(and u in X0,
1
2
,1 ∩ Y 14 ). We shall give at the end of the setion the modiations required
to handle the argument.
• We rst deal with the ones oming from the exponentiation/paraprodut, starting with P1 =
u+j Sj−1(e
− i
2
∫ x uH∂xu). Denoting (again) by F = e− i2 ∫ x u, we have
(4.5) P1 = u
+
j F≺jH∂xu≺j + u
+
j [Sj−1, F≺j ]H∂xu≺j + u
+
j Sj−1(
∑
j.k
F∼kH∂xu∼k)
+ u+j Sj−1(F∼jSj−1H∂xu+ F≺jH∂xu∼j)
beause the other terms vanish by support onsiderations. The ontribution to the RHS
of (4.4) of the rst of these terms (whih is nothing but w+j H∂xu≺j) is estimated by onormal
produt laws (A.13) (T
X−1,
1
2 ,1
: X
1
4
, 1
2
,1 7→ X 14 ,− 12 ,1), notiing that the Hilbert transform is
harmless with onormal spaes (whih depend only on the size of the Fourier transform).
Terms whih have high frequenies of F will be ubi: heuristially,
∆k(e
− i
2
∫ x u) = Fk ≈ 2−k∂x(Fk) ≈ 2−k∆k(uF ),
hene we have
‖Fk‖L4x(L∞t ) ≤ 2−k‖u‖L4x(L∞t ).
Pik the third term in (4.5), all it G3, we use
‖∂xuk‖L∞x L2t ≤ 2
k
4 ηk‖u‖
B
3
4 ,1
∞ (L
2
t )
,
with
∑
j ηj . 1, (ηj)j a generi sequene whih may hange from line to line, and
‖u+j ‖L4xL∞t ≤ ‖u‖L4x(L∞t ),
to get
‖G3‖L2t,x . 2
− 3
4
jηj‖u‖2L4x(L∞t )‖u‖B 34 ,1∞ (L2t )
,
whih means the sum over j is in X
3
4
,0,∞ →֒ X 14 ,− 12 ,1 whih is ok. This trik of estimating
Fk for k ≥ j by 2−k∂xFk yielding another fator u will be used several times in the sequel and
suh terms will be referred as ubi terms.
The next term we dispose of is G2 = u
+
j [Sj−1, F≺j ]H∂xu≺j : in a similar way,
‖G2‖L2t,x . ‖u
+
j ‖L∞t (L2x)2−j‖u‖L4t (L∞x )‖H∂xu≺j‖L4t (L∞x )
. ηj‖u‖
L∞t (B
1
4 ,1
2 )
‖u‖
X0,
1
2 ,1
‖u‖
L4t (B
1
4 ,1
∞ )
2−
j
2 ,
whih again means the sum over j to be in X
1
2
,0,∞ →֒ X 14 ,− 12 ,1.
The third term from (4.5) splits into two terms: the rst one, whih has F∼j , an be treated
exatly like the high frequenies interations, to end up in X
3
4
,0,∞
. The very last one an be
rewritten as
u+j Sj−1(F≺jH∂xu∼j) = u
+
j F≺jSj−1(H∂xu∼j) + u
+
j [Sj−1, F≺j ]H∂xu∼j ,
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whih are two terms idential to the very rst one and seond in (4.5), up to the replaement
of u≺j by respetively Sj−1u∼j and u∼j , whih is harmless. To reap,
‖
∑
j
P1‖
X
1
4 ,−
1
2 ,1
. ‖w‖
X
1
4 ,
1
2 ,1
‖u‖
X0,
1
2 ,1
+ ‖u‖
X0,
1
2 ,1
‖u‖2
Y
1
4
+ ‖u‖3
Y
1
4
.
• Term P2 = (Sj−1(uF ) − Sj−1uSj−1F )∂xu+j : we have
(4.6) P2 = ∂xu
+
j [Sj−1, F≺j ]u≺j + ∂xu
+
j Sj−1(
∑
j.k
F∼ku∼k)
+ ∂xu
+
j Sj−1(F∼jSj−1u+ F≺ju∼j)
whih is essentially the same term as before (summing a 2−k will kill the shifted derivative),
and therefore an be estimated in the same way. The only term whih requires a slightly
dierent treatment is the very last one, namely
P24 = ∂xu
+
j Sj−1(F≺ju∼j).
Rewrite again
P24 = ∂xu
+
j [Sj−1, F≺j ]u∼j + ∂xu
+
j F≺jSj−1u∼j
= ∂x(w
+
j Sj−1u∼j)− w+j ∂xSj−1u∼j − u+j Sj−1u∼j∂xF≺j ,
and now the rst two terms are ok by onormal produt rules (in a sense, they are both
high-high frequenies interations whih are already present in the f+j term) and the last one
is again ubi.
• We now proeed with the F≺jf+j term: the very rst term F≺jfj,1 sums up to T∂xuw. By using
the onormal estimates (A.13), we an estimate the para-produt in X
1
4
,− 1
2
,1
. The seond one
is (where we only retain the diagonal term for notational onveniene)
P3 = F≺j∂x(∆j
∑
j.k
u+k uk).
Again, we would like to have wk rather than uk: reall
u+k = F
−1w+k − F−1
∑
k.l
Flu
+
k .
Obviously, the simplest ase is when we have u+u−, for the F fators anel (beause F¯ = F−1
as an imaginary exponential) and we obtain
P31 = F≺j∂x(∆j
∑
j.k
w+k w
−
k )
as the main term whih, using (A.11) and Proposition 3.1, leads to
‖
∑
j
P31‖
X
1
4 ,−
1
2 ,1
. C(1 + ‖u‖
X0,
1
2 ,1
)‖w‖2
X
1
4 ,
1
2 ,1
.
The other term is
P32 = F≺j∂x
∆j∑
j.k
w+k (
∑
l>k
Flu
−
k )
 ,
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whih is obviously ubi and an be dealt with as before, to end up in
X
3
4
,0,∞ →֒ X 14 ,− 12 ,1.
Let us now study the ase when we have u+u+. By support onsiderations, the only term
appearing is
F≺j∂x∆
+
j (u
+
∼ju
+
∼j) = ∂x
(
F≺j∆
+
j (u
+
∼ju
+
∼j)
)
− (∂xF≺j)∆+j (u+∼ju+∼j)
the seond term is ubi and an be estimated as before, we only have to estimate
∂x
(
F≺j∆
+
j (u
+
∼ju
+
∼j)
)
= ∂x∆
+
j (F≺ju
+
∼ju
+
∼j) + ∂x
(
[F≺j ,∆
+
j ](u
+
∼ju
+
∼j)
)
,
= ∂x∆
+
j (w
+
∼ju
+
∼j) + ∂x
(
∆+j (F∼ju
+
∼ju
+
∼j) + [F≺j ,∆
+
j ](u
+
∼ju
+
∼j)
)
,
for whih the seond and third terms are, one again, ubi.
Finally, using produt law (A.11), the remaining term is estimated in X
1
4
,− 1
2
,1
.
• Let us nally deal with the ommutator whih appear in fj :
Cj = F≺j [∆
+
j , u≺j ]∂xu
+
∼j.
We ommute F≺j to obtain F≺ju
+
∼j whih we know is w
+
∼j + F∼ju
+
∼j . The ontribution of
Fju
+
j will then be ubi, and the additional ommutators, namely [F≺j ,∆j ] or [F≺j , ∂x] all
gain regularity and will yield ubi terms. Thus, we are nally left with estimating (at worse
!)
C˜j = [∆
+
j , u≺j ]∂xw
+
∼j ,
whih we intend to deal with in onormal spaes. Let us postpone the issue and turn to the
detail of the ubi terms:
Cj = F≺j
(
∆+j (u≺j∂xu
+
∼j)− u≺j∂xu+j
)
= ∆+j (F≺ju≺j∂xu
+
∼j)− u≺jF≺j∂xu+j + [F≺j ,∆+j ](u≺j∂xu+∼j)
= ∆+j (u≺j∂x(F≺ju
+
∼j))− u≺j∂x(F≺ju+j )
−∆+j (u≺j(∂xF≺j)u+∼j) + u≺j(∂xF≺j)u+j + [F≺j ,∆+j ](u≺j∂xu+∼j)
= [∆+j , u≺j ]∂xw
+
∼j +∆
+
j (u≺j∂x(F∼ju
+
∼j))
−∆+j (u≺j(∂xF≺j)u+∼j) + u≺j(∂xF≺j)u+j + [F≺j ,∆+j ](u≺j∂xu+∼j)
for whih the last for terms are ubi. Hene we are left with C˜j : we will rely on the next
lemma, whih tells us we really have an harmless variant of T∂xuw, and we are done.
Lemma 4.1 Let us onsider G whih is spetrally loalized at |ξ| ≤ 2j−1 and F whih is spetrally
loalized at |ξ| ∼ 2j . Then one may estimate [∆j , G]∂xF in onormal spaes as if it were (∂xG)F .
Proof: This will follow from a areful rewriting of the ommutator:
C =−
∫
y
2jφ(2j(x− y))(G(x) −G(y))∂yF (y) dy,
=−
∫ 1
0
∫
y
2j(x− y)φ(2j(x− y))G′(y + θ(x− y))∂yF (y) dy dθ.
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Set ψ(z) = zφ(z) and ψj(z) = 2
jψ(2jz), G′ = g and 2−j∂xF = f ,
C = −
∫ 1
0
∫
y
ψj(x− y)g(y + θ(x− y))f(y) dy dθ.
Let us denote by Iθ(x) the integral over y, with a xed θ. By Planherel, and through hanges of
variable,
Iθ(x) =
∫
ξ,η
eixξψˆj(ξ)e
iη θ
1−θ
x 1
1− θ gˆ(
η
1− θ )fˆ(ξ − η) dη dξ,
Iθ(x) =
∫
λ,µ
eix(µ+(1−θ)λ+θλ)ψˆj(µ+ (1− θ)λ)gˆ(λ)fˆ(µ) dµ dλ,
Iθ(x) =
∫
ξ,η
eixξψˆj(ξ − η + (1− θ)η)gˆ(η)fˆ (ξ − η) dη dξ,
=F−1ξ
(∫
η
ψj(ξ − θη)gˆ(η)fˆ (ξ − η) dη
)
.
Hene, Iθ(x) is the inverse Fourier transform of a restrited onvolution between gˆ and fˆ : but all
onormal spaes estimates are proven using Planherel and utting the Fourier spae into arefully
hosen bloks: here we only get part of them, as the presene of ψˆj(ξ − θη) redues the number
of situations where the onvolution is non zero. Therefore, we an estimate Iθ(x) as if it were
gf ∼ G′F , independently of θ, whih is the desired result. 
Colleting all terms, we obtain that our soure term (after summing over j) is ontrolled in
X
1
4
,− 1
2
,1
by
‖w‖
X
1
4 ,
1
2 ,1
‖u‖
X0,
1
2 ,1
+ ‖u‖
X0,
1
2 ,1
‖u‖2
Y
1
4
+ ‖u‖3
Y
1
4
+ (1 + ‖u‖X0, 1
2
,1)‖w‖2X 14 ,12 ,1 + ‖u‖
2
Y
1
4
‖w‖
Y
1
4
.
Using (3.17), and inverting the linear operator, we obtain our a priori estimate. 
This estimate, when ombined with Proposition 3.6, yields an a priori bound (for small data)
on the norm in X
1
4
,− 1
2
,1
of the r.h.s. of (4.4) by
‖u‖
X0,
1
2 ,1
‖w‖
X
1
4 ,
1
2 ,1
+ (1 + ‖u‖
X0,
1
2 ,1
)‖w‖2
X
1
4 ,
1
2 ,1
+ ‖w‖3
X
1
4 ,
1
2 ,1
We want loal Bourgain spaes instead of global ones (i.e. we want norms in X
s, 1
2
,1
T=1 ). For this we
have to take sequenes un and wn with supports in [−2T, 2T ] and equal to u and w respetively
minimizing (2.7) and dene w˜+j to be the solution of the non linear Shrödinger equation with initial
data w+j |t=0 and with a r.h.s obtained by substituting in the r.h.s of (4.4) every ourrene of u by
un and every ourrene of w by wn. In fat, in the analysis above, there were also parts of u and
w for whih we used the lassial norms Y
1
4
. In that ase we keep u and w in the r.h.s. This means
that we make the substitution only on the dyadi parts for whih we used Xs,
1
2
,1
norms. We now
remark that w˜+j = w
+
j for |t| ≤ T . Passing to the limit n→ +∞ and using lemma 2.6 gives (4.1).
Remark that several dierent Xs,b,q norms ould have been used for the same funtion u (for
whih the minimizing sequenes an dier). This does not matter, as long as we make the substitu-
tion with the sequene orresponding to the norm whih is used. This will be used in the uniqueness
Theorem.
To prove the existene part of our Theorem for s > 14 , we only have to set up a bootstrap
argument. Sine we have xed T = 1, we an not use any bootstrap on time, but rather will
use again the sale non invariane of the L2 and H1/4 spaes: we x u0 ∈ B
1
4
,1
2 and onsider
uλ = λ
1
2u(λ2t, λx). Then if u is smooth the norm of uλ and wλ in the spaes above tend to 0
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as λ tends to 0, whih allow to apply the usual bootstrap argument. Existene is then obtained
through a limiting proedure from smooth solutions (notie that passing to the limit in the equation
is trivial, given our a priori ontrol). Finally, ontinuity of the ow map is a simple onsequene
of the lassial Bona-Smith argument: for example, one an implement it exatly as in [11℄ and we
therefore skip it.
It remains to prove Theorem 4, whih is nothing but persistene of regularity. This requires to
arefully hek that all nonlinear estimates an be rewritten with one fator in (Xs,b,2T=1+X
s, 1
2
,1
T=1 )∩Y s,
with s > 14 and b >
1
2 . This is ertainly obvious on all ubi terms, and follows from the produt
rules in the Appendix for quadrati terms. We leave the details to the reader.
5 Uniqueness
We now prove Theorem 5. Suppose we have two solutions u and v to (1.1), suh that
(5.1) u, v ∈ Y 14 ∩X0,
1
2
,1
T=1 .
Remark that in order to prove Theorem 5, we an assume that one of the solutions (say, u) is the
one we have just onstruted (and onsequently T
e∓
i
2
∫ x uu± = w± enjoys better estimates, namely
w ∈ X
1
4
, 1
2
,1
T=1 ). Later, we will use both informations: the
1
4 regularity and the weaker onormal spae.
Before proeeding, we shall reall that v (and u) satisfy
‖v‖
X0,
1
2 ,1
≤ C(5.2)
‖∆j(v)‖L∞x ;L2t ≤ 2
− 3
4
jcj , cj ∈ l1(5.3)
∆j(v)‖L4x;L∞t ≤ cj ∈ l1(5.4)
Furthermore, sine u is the solution we just onstruted, its renormalized version
(5.5) w±j = Sj−1(e
∓ i
2
∫ x u)∆±j (u).
satisfy the additional estimate
(5.6) ‖w‖
X
1
4 ,
1
2 ,1
≤ C
let us dene δ = u− v. Then
(5.7) ∂tδ +H∂
2
xδ +
1
2
∂x((u+ v)δ) = 0.
One would like to obtain an a priori estimate on δ whih would imply uniqueness, or, even better,
Lipshitz dependene in a possibly weaker norm. However, one annot proess diretly with this
equation, again for the same reasons that required a renormalization proedure: indeed, a typial
troublesome term is 2u∂xδ, or more preisely the paraprodut Tu∂xδ.
Remark 5.1 One may hope to get away with the problem by using a weaker norm, namely a norm
with negative spatial regularity: a good andidate appears to be X
− 1
2
, 1
2
,1
T=1 . One an hek that
we would later need a T
X
0, 12
T=1
X
− 3
2
, 1
2
T=1 → X
− 1
2
,− 1
2
T=1 estimate whih unfortunately fails. In fat, one
partiular term in the onormal deomposition ends up in X−1,0T=1 and no better.
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We deal with the problem by another renormalization. For existene, we renormalized the low
frequenies. Here, we lost the symmetry in the nonlinear term, and we would like to take advantage
of the additional properties of u, the good solution. Rewrite the equation, using v = u− δ,
(5.8) ∂tδ +H∂
2
xδ + (u− δ)∂xδ + δ∂xu = 0.
whih suggests a renormalization using u−δ = v as the exponential fator. However, one would like
to leave the derivative ating on produts of high frequenies, hene we rewrite one more (setting
V = u+ v), with paraprodut notations,
(5.9) ∂tδ +H∂
2
xδ + T∂xvδ + Tv∂xδ + ∂x
(
Tδu+
1
2
R(V, δ)
)
= 0,
Loalizing in frequenies in (5.8), we get
(5.10) ∂t∆
+
j (δ)− i∂2x∆+j (δ) + Sj−1v∂x∆+j (δ)
=−∆+j ∂x(δ≺ju+∼j)−∆+j ((∂xv≺j)δ+∼j)−
1
2
∆+j ∂x(
∑
j.k
V∼kδ∼k)− [∆+j , v≺j ]∂xδ+j
=f+j,1 + f
+
j,2 + f
+
j,3 + f
+
j,4.
Then dene ω+ on ξ > 0 by ω+0 = P
+(S0(exp− i2
∫ x
v)S0δ) and
ω+ = ω+0 + Texp− i
2
∫ x vδ+, i.e. ω+j = Sj−1(e− i2 ∫ x v)∆+j δ and ω+ = ω+0 +∑
j≥0
ω+j .
One may then dene ω by symmetry with ω− = ω¯+(−ξ) on the ξ < 0 part, so that the low
frequenies of δ and ω are the same and ω is real valued.
From the renormalization estimates, we know that δ ∈ X0,
1
2
,1
T=1 →֒ X
− 1
4
, 1
2
,1
T=1 , hene ω ∈ X
− 1
2
, 1
2
,1
T=1
by using the gauge estimate in Proposition 3.1. We will estimate ω in X
− 1
2
, 1
2
,1
T=1 whih, using Propo-
sition 3.6, smallness of the data and Proposition 3.1 again, yields estimate (2.14).
The equation on ωj is
(5.11) i∂tω
+
j + ∂
2
xω
+
j = Sj−1(e
− i
2
∫ x v)(f+j,1 + f+j,2 + f+j,3 + f+j,4)
+ δ+j Sj−1((v
2 +H∂xv)e
− i
2
∫ x v) + (Sj−1(− i
2
ve−
i
2
∫ x v)− iSj−1(v)Sj−1(e− i2 ∫ x v))∂xδ+j .
= P1 + P2 + P3 + P4 + P5 + P6
This is essentially the same algebrai alulation as for the existene part. Note that the v2 gives a
ubi ontribution, hene it will be easier to be dealt with (δ and ω an be estimated at the same
regularity level, without onormal spaes). The last term and the ∂xv term are, up to ommutations,
ωj∂xv≺j . As before, the whole set of ommutation terms are somewhat better in that they require
no onormal spaes to deal with them; however, we are at a lower regularity level and lost symmetry,
whih lead to additional diulties.
From our set of produt estimates (see (A.13)), we know that all terms T∂xvω will be ok, meaning
‖T∂xvω‖
X
− 12 ,−
1
2 ,1
T=1
. ‖v‖
X
0, 12 ,1
T=1
‖ω‖
X
− 12 ,
1
2 ,1
T=1
.
In this setion, for oniseness, we shall denote by F± = e±
i
2
∫ x v
. We now proeed with estimating
in X
− 1
2
,− 1
2
,1
T=1 all right-handside terms in 5.11.
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• Term P1 = F≺j∂x(δ≺ju+j ). As in the existene setion, we shall in a rst step work in global
Bourgain spaes as if u and v were also in the global spaes.
We need to deal with the relationship between δj and ωj .
ω+j = F
+
≺jδ
+
j = F
+δ+j +
∑
k>j
∆kF
+δ+j ,
(5.12) δ+j′ = F
−ω+j′ −
∑
k>j′
F−∆kF
+δ+j′ ,
where we used F−1+ = F−, and summing over j
′ ≤ j − 1,
δ+≺j = F
−ω+≺j −
∑
k>j′,j′<j
F−∆kF
+δ+j′ .
Now, the ontribution of δ+≺j to G, G
+
, is
(5.13)
P+1 =∂x(F
+
≺jδ≺ju
+
j ) + δ≺ju
+
j Sj−1(−
i
2
vF+)
=∂x(F+δ
+
≺ju
+
j )− ∂x
(
(F+ − F+≺j)δ+≺ju+j
)
+ δ+≺ju
+
j Sj−1(−
i
2
vF+)
=∂x(ω
+
≺ju
+
j )− ∂x
∑
k>j′,j>j′
F+k δ
+
j′u
+
j − ∂x
(
(F − F≺j)δ+≺ju+j
)
+ δ≺ju
+
j Sj−1(−
i
2
vF+)
=P+1,1 + P
+
1,2 + P
+
1,3 + P
+
1,4.
(remark that the F− fator in (5.12) anels with the F+ fator in front of δ≺ju
+
j ). The rst
term is ∂x(Tω+u
+) whih is estimated aording to (A.13),
‖∂x(Tω+u+)‖X− 12 ,−12 ,1 . ‖u‖X0, 12 ,1‖ω‖X− 12 ,12 ,1 .
Remark 5.2 This term is the one whih fores us to go down to −12 in regularity, apparently
wasting
1
4 .
Let us show how to estimate the remainder. The very last term (P+1,4) is ubi without
derivatives and an be estimated easily:
‖δ≺ju+j Sj−1(ivF )‖L2t,x . 2
− 3
4
j‖δ≺j‖L4x(L∞t )2+
3
4
j‖u+j ‖L∞x (L2t )‖v‖L4x(L∞t ).
But
2−
3
4
j‖δ≺j‖L4x(L∞t ) ≤ 2−
3
4
j‖ω≺j‖L4x(L∞t ) ≤ C‖ω‖X− 12 , 12 ,1
and the other terms are ontrolled by our a priori assumptions (5.3) and (5.4). Consequently
the sum over j will be in X0,0,∞ →֒ X− 12 ,− 12 ,1.
The last but one term, P+1,3, is again ubi beause we an derive F and kill the ∂x with it,
getting a v instead, hene the same estimate. The worst one is P+1,2. We have (throwing away
1/4 regularity on the Fk fator beause of the j
′
sum)
2
3
4
juj ∈ l1j (L∞x L2t ), 2−
3
4
j′δj′ ∈ L4x(L∞t ), 2
3
4
k∆kF ∈ L4x(L∞t ),
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where we used the usual trik ∆kF = ∂
−1∆k∂xF on the last term. Colleting everything
yields
2−
j
4P+1,2 ∈ l∞j (L2tL2x),
whih gives that P+1,2 ∈ X−
1
4
,0,∞ →֒ X− 12 ,− 12 ,1.
We turn to the δ−≺j ontribution to P1 whih when we substitute doesn't kill the F fator
in F≺j∂x(δ
−
≺ju
+
j ). Reall that u is the solution we onstruted: its renormalized version
w+ = T
e−
i
2
∫ x uu+ belongs to X 14 , 12 ,1. Furthermore,
F+ = e−
i
2
∫ x v = e i2 ∫ x δe− i2 ∫ x u,
Thus, if one sees the e−
i
2
∫ x u
ating on u, this term beomes after substitution and up to
additional ubi terms as above (to split the low frequenies of the exponential in the produt
of low frequenies of exponentials)
∂x(F˜≺jω
−
≺jw
+
j ) with F˜ = e
i
2
∫ x δ.
We an now apply exatly the same strategy as above to estimate ∂x(ω
−
≺jw
+
j ) and end up in
X−
1
4
,− 1
2
,1
(again, notie the gain of a quarter of derivatives from substituting w to u, together
with ontrol of w in X
1
4
, 1
2
,1
). Using Proposition 3.1 (whih loses the quarter of derivatives we
just gained) we estimate
‖T
e
i
2
∫ x δ
(
∂x(Tω−w
+)
) ‖
X−
1
2 ,−
1
2 ,1
. C(δ)‖ω‖
X−
1
2 ,
1
2 ,1
‖w‖
X
1
4 ,
1
2 ,1
.
All other terms we disarded are ubi again and easily disposed of.
• Let us study P2. This term is nothing (up to more ubi terms) but T∂xvω+ whih is estimated
using (A.13) in X−
1
2
,− 1
2
,1
.
• Let us study the ontribution of the third term P3 = F+≺j∂x(∆+j
∑
j.k Vkδk). Again, we would
like to have ωk rather than δk. We have
(5.14) P3 = ∂x∆j
∑
j.k
(F+≺kVkδk+(F
+
≺j−F+≺k)Vkδk)+[F+j , ∂x∆j]
∑
j.k
Vkδk = P3,1+P3,2+P3,3.
 term P3,1: due to support onditions, in the produt Vkδk, the interations −,− anel.
As a onsequene (sine Vk = 2uk − δk), it is enough to estimate (distributing the F+≺k
fator to δ+k )
∂x∆j
∑
j.k
(F+,≺kukδ
+
k = ∂x∆jR(u, ω
+)
as well as (distributing the F+≺k fator to u
+
k )
∂x∆j
∑
j.k
(F+,≺ku
+
k δ
−
k = ∂x∆jR(w, δ).
and
∂x∆j
∑
j.k
(F+,≺kδ
+
k δ
−
k = ∂x∆jR(δ, ω
+).
But sine u is the solution we onstruted in the previous setion, it is bounded in X0,
1
2
,1
and its renormalized version, w is bounded in X
1
4
, 1
2
,1
. On the other hand, by assumption,
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ω is bounded in X−
1
2
, 1
2
,1
and onsequently, aording to Proposition 3.1, δ is bounded in
X−
3
4
, 1
2
,1
. Finally, δ is a priori bounded in X0,
1
2
,2
and ω in X−
1
2
, 1
2
,1
by assumption. Now
the estimate on K1 follow from produt laws, namely (A.16).
 term P3,2: this will be a variation on the ubi term, as
P3,2 = ∂x∆j
∑
j≤l≤k
F+l Vkδk.
Reall that, using (2.12) and Proposition 3.8,
‖δk‖L∞x ;L2t ≤ C‖ωk‖L∞x ;L2t ck‖ω‖X− 12 , 12 ,1 , (ck)k ∈ l
1
and, aording to our a priori assumptions on v and u (5.4),
‖Vk‖L4x(L2t ) ≤ ck ∈ l
1
Hene,
‖δkVk‖L4x(L2t ) ≤ ηk ∈ l
1
k.
This together with
Fl ≈ 2−l(vF )l,⇒ ‖Fl‖L4x(L∞t ) ∼ 2−l‖v‖L4x(L∞t ) ∼ 2−l
nally we get an estimate in
X0,0,∞ →֒ X− 12 ,− 12 ,1.
 term P3,3 = [F
+
j , ∂x∆j ]
∑
j.k Vkδk The following Lemma (whih appeared in a slightly
dierent form in [3℄ shows that we an estimate this term as if we had ∂xF
+
j in plae of
the ommutator (and onsequently as we estimated P3,2)
Lemma 5.3 Let g(x, t) be suh that ‖∂xg‖Lp1x (Lq∞t ) < +∞, and f(x, t) ∈ L
p∞
x (L
q2
t ), with
1
p1
+ 1p∞ =
1
2 and
1
q∞
+ 1q2 =
1
2 , then h(x, t) = [∆j, g]f is bounded in L
1
x(L
2
t ) by
C2−j‖∂xg‖Lp1x (Lq∞t )‖f(x, t)‖Lp∞x (Lq2t )
Proof: We rst take p1 = 2, p∞ = ∞: set h(x) = [∆j , g]f , reall ∆j is a onvolution by
2jφ(2j ·), and denote ψ(z) = z|φ|(z):
h(x) =
∫
y
2jφ(2j(x− y))(g(y) − g(x))f(y)dy
=
∫
y,θ∈[0,1]
2jφ(2j(x− y))(x− y)g′(x+ θ(y − x))f(y)dθdy
|h(x)| ≤ 2−j
∫
y,θ∈[0,1]
2jψ(2j(x− y))|g′(x+ θ(y − x))||f(y)|dθdy
and then take suessively time norms and spae norms,
‖h(x, t)‖L2t ≤ 2
−j
∫
y,θ∈[0,1]
2jψ(2j(x− y))‖g′(x+ θ(y − x, t))‖Lq∞t ‖f(y, t)‖Lq2t dθdy
‖h(x)‖2L2t ,x ≤ 2
−j‖f‖L∞x (Lq2t )
∫
θ∈[0,1]
‖
∫
y
2jψ(2j(x− y))‖g′(x+ θ(y − x))‖Lq∞t dy‖L2xdθ
≤ 2−j
∫
θ∈[0,1]
‖
∫
z
2j
θ
ψ(
2j
θ
(x− z))‖g′(z)‖Lq∞t dz‖L2xdθ
≤ 2−j
∫
θ∈[0,1]
‖g′(x+ θz)‖L2x;Lq∞t dθ
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The ase p1 = ∞, p∞ = 2 is idential, exhanging f and g′ (in fat, this would be
the usual ommutator estimate !). The general ase then follows by bilinear omplex
interpolation. 
• Let us now deal with the ommutator whih appears in fj , P4, namely
P4 = F≺j[∆j , v≺j ]∂x
∑
k∼j
δ+k .
First, we may replae the F≺j fator by F : the dierene F − F≺j will lead to a ubi term
where we do not need to take advantage of the ommutator struture. Then, we ommute
F with everything else to obtain Fδk whih we know is ω
+
k +ubi terms. The additional
ommutators, namely [F,∆j ] or [F, ∂x] all gain regularity and yield ubi terms. Thus, we are
nally left with
C˜j = [∆j , v≺j ]∂x
∑
k∼j
ωk,
whih an be estimated in onormal spaes, exatly as we did for existene, through Lemma
4.1.
• Let us study P5 = δjSj−1(∂xvF ). Up to ommutator terms whih are ubi again, we have
P5 = δ
+
j F≺j∂xv≺j + δ
+
j Sj−1(
∑
k>j
∂xvkFk) + δ
+
j Sj−1(F+,≺jvj + v≺jF+,j),
beause other terms vanish by support onsiderations. The rst of these terms is T∂xvω whih
is ok in onormal spaes. The seond term is ok beause
Fk ≈ 2−k∂x(Fk) = 2−k∆k(vF ),
whih leads to a ubi term and the last one is basially the same.
• Term P6 = (Sj−1(vF ) − Sj−1vSj−1F )∂xδj : again, up to ommutators, we anel the seond
term to get
P6 ≈ Sj−1(
∑
k>j
vkFk)∂xδ
+
j ,
whih is essentially the same ubi term as before, and therefore ends up in X0,0,∞.
Finally, we an ollet all terms: reall
∂tω +H∂
2
xω = K,
and we just proved
‖K‖
X−
1
2 ,−
1
2 ,1
. C(u, v)‖ω‖
X−
1
2 ,
1
2 ,1
,
whih immediately yields using the equation
‖ω‖
X−
1
2 ,
1
2 ,1
. ‖ω0‖
B
− 12 ,1
2
,
As in the previous setion we an now pass from the global Bourgain spae to the orret loal
Bourgain spae proedure and obtain
‖ω‖
X
− 12 ,
1
2 ,1
T=1
. ‖ω0‖
B
− 12 ,1
2
,
whih provides uniqueness if ω0 = 0 and the desired ontinuity by inverting the gauge transform
and interpolation. 
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6 Uniqueness for weak nite energy solutions
In this setion we prove uniqueness in the natural nite energy spae, L∞t (H
1/2).
Theorem 8 Assume that v is an L∞t (H
1/2) solution to the Benjamin Ono equation
∂tv +H∂
2
xv = −
∂x
2
(v2).
Then v ∈ C1(Rt;D′(Rx)) and onsequently v |t=0 makes sense in D′. Then we have
‖v|t=0‖H1/2 . ‖v‖L∞(H1/2)
and if u is another suh solution, there exist C, T > 0 depending both only of ‖v‖L∞(H1/2),
‖u‖L∞(H1/2) suh that
(6.1) ‖u− v‖
X
− 12 ,
1
2 ,1
T
≤ C‖u|t=0 − v|t=0‖
B
− 12 ,1
2
≤ C‖u|t=0 − v|t=0‖H1/2
The rst part of the Theorem is lear as
∂tv = H∂
2
xv +
∂x
2
(v2) ∈ L∞t ;S ′.
To prove ontrol of v|t=0 in H
1/2
, we simply take a sequene tn > 0 → 0 suh that ‖v(tn)‖H1/2 ≤
‖v‖L∞;H1/2 and use v(tn)→ v |t=0 in D′. The main point is of ourse to prove (6.1). We will prove
this estimate assuming rst that u is the strong solution of (1.1) we onstruted in Setion 4. Then
applying this estimate to v |t=0= u0, it implies uniqueness and onsequently the fat that u is a
strong solution is no longer an assumption.
Applying etH∂
2
x
to v, remark that v is a solution of the Duhamel equation
v(t, ·) = e−tH∂2xv |t=0 −
∫ t
0
(e−(t−s)H∂
2
x(
∂x
2
(v2)).
We proeed to prove a few a priori bounds on v (and u). By resaling, we onsider again the small
datum ase, with T ∼ 1.
Lemma 6.1 Assume that v ∈ L∞T (H1/2), then for any ǫ > 0 there exist C > 0 suh that for any j
‖∆j(v)‖L4T (L∞) ≤ C(1 + T )
1/42j(−
1
4
+ǫ)‖v‖
3
2
L∞(−1,T+1;H1/2)
(1 + ‖v‖
1
2
L∞(−1,T+1;H1/2)
).
As a by produt, weak solutions are L4t,lo(L
∞).
Proof: Consider χ ∈ C∞0 (Rt). We have
‖χ(2jt)∆j(v)‖L2t,x ≤ C2
−j
and χ(2jt)∆j(v) satises
(6.2) (∂t +H∂
2
x)χ(2
jt)∆j(v) = 2
jχ′(2jt)∆j(v) +
1
2
χ(2jt)∂x∆j
∑
k≤j
vkvj +
∑
k>j
v2k

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and (using Sobolev injetion on one vk fator and the fat that the integrals in time are taken on
intervals of length of size 2−j) we estimate the right hand side in L2t,x by
‖v‖L∞t (H1/2) + (2
j
∑
k≤j
2−j + 2j
∑
k≥j
2−k)‖v‖2L∞t (Hs) . (1 + j)‖v‖L∞t (H1/2)
As a onsequene we obtain the following bounds
‖χ(2jt)∆j(v)‖X0,0,2 . 2−j‖v‖L∞t ;H1/2 , ‖χ(2
jt)∆j(v)‖X0,1,2 . (1 + j)‖v‖L∞t (H1/2).
Interpolating between these two bounds (j is xed), we obtain (remark that even though it is not
essential, we regain the l1 summability with respet to the k index by using Lemma 3.4)
‖χ(2jt)∆j(v)‖
X0,
1
2 ,1
.
√
j2−
j
2 ‖v‖L∞t (H1/2).
But, aording to (2.9), we have
‖χ(2jt)∆j(v)‖L4t (L∞) . ‖χ(2
jt)∆j(v)‖
X0,
1
2 ,1
,
and applying this inequality between times 0, 2−j , 2−j , 2× 2−j , ..., 2j × 2−j = 1, we obtain
‖∆j(v)‖L4t (L∞) .
√
j2−
j
4 ‖v‖L∞t (H1/2)(1 + ‖v‖
1
2
L∞t (H
1/2)
),
whih is denitely summable over j: in fat, we obtained that v ∈ L4t (B
1
4
−ǫ,1
∞ ) →֒ L4tL∞x . 
Corollary 6.2 For any 0 ≤ θ < 1, we have
‖v‖
X
1
2−θ,θ,2
. ‖v‖L∞t (H1/2)(1 + ‖v‖
1
2
L∞t (H
1/2)
).
We onsider the equation satised by χ(t)v
(∂t +H∂
2
x)χ∆j(v) = χ
′(t)∆j(v) +
1
2
χ(t)∂x∆j
∑
k≤j
vkvj +
∑
k>j
v2k

and we estimate the right hand side in L2t,x (using the L
4(L∞) estimate we just proved) by
2−
j
2 + 2j
∑
k≤j
√
k2k(−
1
4
)2−
j
2 + 2j
∑
k≥j
√
k2−
3k
4
As a onsequene we obtain
‖χ(t)∆j(v)‖X0,0,2 ≤ C2−
j
2C‖v‖L∞t (H1/2), ‖χ(t)∆j(v)‖X0,1,2 ≤ C2
j
2‖v‖2
L∞t (H
1/2)
whih reads
(6.3)
‖∆±j,k(χ(t)v)‖L2t,x ≤ C2
− j
2C‖v‖L∞t (H1/2)ck; ‖ck‖l2k ≤ 1
‖∆±j,k(χ(t)v)‖L2t,x ≤ C2
j
2
−k‖v‖2
L∞t (H
1/2)
ck; ‖ck‖l2k ≤ 1
and the use of Lemma 3.4 (with xed k) to regain the l2 summability in j) gives the Corollary. 
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We now return to the proof of (6.1). From the lemma, we know that δ ∈ X−ǫ,
1
2
+ǫ,2
T=1 →֒ X
− 1
4
, 1
2
,1
T=1 ,
hene ω ∈ X−
1
2
, 1
2
,1
T=1 as before. We will estimate again ω in X
− 1
2
, 1
2
,1
T=1 .
Before proeeding, reall that v satisfy
‖v‖
X−ǫ,
1
2 ,1
≤ C ⇒ ‖∆j(v)‖L4t (L∞x ) ≤ C2
ǫj
(6.4)
‖v‖L∞(H1/2) ≤ C ⇒ ‖∆j(v)‖L∞t (L2) ≤ C2−
j
2
(6.5)
aording to Corollary 6.2. Furthermore, sine u is the solution we just onstruted, it satises (5.2),
(5.3) and (5.4) and its renormalized version satisfy the additional estimate (5.6) (one ould atually
prove it to be even better, namely X
1
2
, 1
2
,2
.
Reall all terms T∂xvω are under ontrol aording to (A.15),
‖T∂xvω‖
X
− 12 ,−
1
2 ,1
T=1
. ‖v‖
X
0, 12 ,2
T=1
‖ω‖
X
− 12 ,
1
2 ,2
T=1
.
We now proeed with estimating in X
− 1
2
,− 1
2
,1
T=1 all right-handside terms in (5.11). We follow
losely the estimates in the previous setion and will only point out the dierenes. As before we
forget in the rst step the loal Bourgain spaes and work with global ones.
• Term P1 = F≺j∂x(δ≺ju+j ).
 Term P+1,1 = ∂x(Tω+u
+) whih is estimated aording to (A.13): the solution u that we
onstruted in Setion 4 is in X0,
1
2
,1
(it is atually even better sine the initial data is in
H1/2, it is in X
1
4
−0, 1
2
,1
)
 Term P+1,4. We remark that interpolating between (6.4) and (6.5), for any θ > 0, v is
bounded in
L
4
(1−θ)
t (L
2
θ ).
We hoose θ arbitrary lose to 0 and write
‖δ≺ju+j Sj−1(ivF )‖L2t,x . 2
− 1
2
j‖δ≺j‖
L
4
1−θ
t (L
2
θ )
2
1
2
j‖u+j ‖
L
2
θ
t (L
2
(1−2θ) )
‖v‖
L
4
(1−θ)
t (L
2
θ )
.
and using (5.3) and (5.4) we an estimate
‖u+j ‖
L
2
θ
x (L
2
(1−2θ)
t )
≤ 2(ǫ− 12 )j
As a onsequene, P+1,4 is in X
−ǫ,0,∞ →֒ X− 12 ,− 12 ,1.
 Term P+1,3. It is again ubi beause we an derive F and kill the ∂x with it, getting a
v instead, hene the same estimate.
 Term P+1,2. We write Fk ∼ 2−k(vF )k We remark that by support ondition, we an
restrit the sum to the set k ≤ j. We have to estimate
2j
∑
j′≤k≤j
2−k‖δj′‖
L
4
1−θ
t (L
2
θ )
‖(vF )k‖
L
4
1−θ
t (L
2
θ )
‖uj‖
L
2
θ
t (L
2
1−2θ
t )
≤ 2j
∑
j′≤k≤j
2
1
2
j′+(ǫ− 1
2
)j ≤ 2ǫj
whih gives an estimate in X−ǫ,0,∞
• The main terms in the δ−≺j ontribution to P1 are estimated as in the previous setion whereas
the ubi remainders are estimated as above.
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• Let us study P2. This term is nothing (up to more ubi terms) but T∂xvω+ whih is estimated
using (A.15) in X−
1
2
,− 1
2
,1
.
• Let us study the ontribution of the third term P3 = F+≺j∂x(∆+j
∑
j.k Vkδk). Again, we would
like to have ωk rather than δk. We have
(6.6) P3 = ∂x∆j
∑
j.k
(F+≺kVkδk+(F
+
≺j −F+≺k)Vkδk)+ [F+j , ∂x∆j]
∑
j.k
Vkδk = P3,1+P3,2+P3,3.
 Term P3,1 is estimated as in the previous setion
 term P3,2: this will again be a variation on the ubi term, as
P3,2 = ∂x∆j
∑
j≤l≤k
F+l Vkδk.
Reall that, using (2.9),
‖δk‖L4t (L∞x ) . ‖ωk‖L4t (L∞x ) ≤ ck2
k
2 ‖ω‖
X−
1
2 ,
1
2 ,1
, (ck)k ∈ l1.
On the other hand, using (6.5),
‖Vk‖L∞t (L2) ≤ C2−
k
2
and aording to Lemma 6.1
‖v‖L4t (L∞) . 1
As a onsequene
(6.7) ‖P3,2‖L2t,x . 2
j
∑
j≤l≤k
2−lck . 1.
This yields an estimate in
X0,0,∞ →֒ X− 12 ,− 12 ,1.
 Term P3,3: using the following Lemma (a simplied version of Lemma 5.3), we an
estimate this term, exatly as we estimated P3,2.
Lemma 6.3 Let g(x) be suh that ‖∂xg‖L∞x < +∞, then we have
‖[∆j , g]f‖L2x ≤ C2−j‖∂xg‖L∞x ‖f(x, t)‖L2x
• Let us now deal with the ommutator whih appears in fj , P4, namely
P4 = F≺j[∆j , v≺j ]∂x
∑
k∼j
δ+k .
First, we may replae the F≺j fator by F : the dierene F − F≺j will lead to a ubi term
where we do not need to take advantage of the ommutator struture. Then, we ommute
F with everything else to obtain Fδk whih we know is ω
+
k +ubi terms. The additional
ommutators, namely [F,∆j ] or [F, ∂x] all gain regularity and yield ubi terms. Thus, we are
nally left with
C˜j = [∆j , v≺j ]∂x
∑
k∼j
ωk,
whih an be estimated in onormal spaes, exatly as we did for existene through Lemma 4.1.
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• Let us study P5 = δjSj−1(∂xvF ). Up to ommutator terms whih are ubi again, we have
P5 = δ
+
j F≺j∂xv≺j + δ
+
j Sj−1(
∑
k>j
∂xvkFk) + δ
+
j Sj−1(F+,≺jvj + v≺jF+,j),
beause other terms vanish by support onsiderations. The rst of these terms is T∂xvω whih
is ok in onormal spaes (aording to (A.15)). The seond term is ok beause
Fk ≈ 2−k∂x(Fk) = 2−k∆k(vF ),
whih leads to a ubi term and the last one is basially the same.
• Term P6 = (Sj−1(vF ) − Sj−1vSj−1F )∂xδj : again, up to ommutators, we anel the seond
term to get
P6 ≈ Sj−1(
∑
k>j
vkFk)∂xδ
+
j ,
whih is essentially the same ubi term as before, and therefore ends up in X0,0,∞.
Finally, we an ollet all terms: reall
∂tω +H∂
2
xω = K,
and we just proved
‖K‖
X−
1
2 ,−
1
2 ,1
. C(u, v)‖ω‖
X−
1
2 ,
1
2 ,1
,
with a onstant C small if u and v are small in L∞;H1/2 (remark that the norms of the strong
solution u involved are ontrolled by ‖u + 0‖H1/2 and hene by ‖u‖L∞;H1/2). This immediately
yields using the equation
‖ω‖
X−
1
2 ,
1
2 ,1
. ‖ω0‖
B
− 12 ,1
2
,
We now use the substitution proedure whih gives
‖ω‖
X
− 12 ,
1
2 ,1
T=1
. ‖ω0‖
B
− 12 ,1
2
,
7 Existene and uniqueness in the s <
1
4 range
We now provide an outline of the proof of Theorem 6. A detailed proof involves a omplete rewriting
of the previous setions, whih, given the result from [8℄, is not worth the eort at this stage where
the uniqueness part is not optimal.
We start with existene in the 0 < s < 14 range. We seek the renormalized funtion w ∈ Xε,
1
2
,1
.
Assume for now that the mapping from Proposition 3.1 holds true, despite the fat that we now
expet u ∈ X− 14+ε, 12 ,1. Moreover, we also assume u ∈ X− 18+ε, 14 ,1, by using Proposition 3.1 when
b = 14 rather than
1
2 together with the a priori knowledge on w. Ignore as well the ubi terms in
the equation for w, we deompose
w = wL + w1 + w2 + w3,
where wL is the linear part, hene wL ∈ Xε,∞,1. The three other terms ome from inverting the
linear operator on the bilinear term (whih involves interations between u and w).
• We set w1 to be the term assoiated to soure terms R1(u,w) ∈ Xε+(ε− 14 )+ 12 ,− 12 ,1, whih gains
1
4 spatial regularity. These terms ome from all bilinear interations where, in the notation of
the Appendix, the output is Xs+s
′+ 3
2
,− 1
2
,1
.
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• Next, w2 omes from (reminder) soure terms R2(u,w) ∈ Xε+(ε− 14 ),− 14 ,1 ∩ Xε+(ε− 18 ),− 12 ,1 ∩
Xε+ε,−
3
4
,1
; moreover, it is worth noting that R2 is loalized in the k
′′ < 2j′′ region, with
notations from the Appendix (and only involves the j′′ ∼ j′ ∼ j < k/2 zone on the u,w
fators), hene w2 ∈ X2ε− 14 , 34 ,1 ∩X2ε− 18 , 12 ,1 ∩X2ε, 14 ,1.
• Finally, w3 arises from the worst same spatial frequeny interations R3(u,w), whih are
(piking u ∈ Xε− 18 , 14 ,1) in X2ε− 18 ,− 12 ,1 and loalized at k′′ ∼ 2j′′, hene w3 ∈ X2ε− 18 , 12 ,1 ∩
Xε+(ε−
1
8
)+ 1
2
, 1
4
,1
, and moreover, its Fourier loalization is in the region j′′ ∼ 2k′′.
Obviously, wL ∈ Xε+(ε− 14 ), 34 ,1, and we may relabel w2 to be wL+w2. Similarly, all ubi terms will
be ontrolled in X2ε,0,2 (notie in the s = 14 ase, we had
1
2 spatial regularity to spare, whih now
beomes only an ε), and inverting the linear operator yields yet another term whih we an safely
inorporate into w2. Stritly speaking, both wL and ubi terms have a part in the 2j
′′ < k′′, but
there one may trade onormal regularity for spatial regularity and add them to w1.
Given the regularity loss, we annot lose an a priori estimate at this level. However, one
may go bak to worst the bilinear interations, whih our in ∂xR(u,w), and perform further
substitution of u by w; the prie to pay is another bunh of harmless ubi terms, and new bilinear
interations K∂xR(w,w)), where K stands for a renormalization operator like in Proposition 3.1,
arising from the gauge. In the ase s = 14 , there was nothing to gain from suh a substitution, as
∂xR(w,w) ∈ X 12 ,− 12 ,1, and the 14 gain would be lost when applying K. Let us hek what estimates
we may get, realling that R = R1 +R2 +R3:
• on ∂xR(u,w1), we do not perform substitution, but the usual produt rules give
X2ε+
1
4
+ε− 1
4
,− 1
2
,1
whih will lose;
• on ∂xR(u,w2), we do not perform substitution on R1 and R2, but the usual produt rules
give Xε−
1
4
+2ε− 1
4
+ 1
2
,− 1
2
,1
whih will lose (we used b = 34 on w2); on the remaining (worst)
term R3, we need to substitute.
1. ∂xR3(w1, w2): this worst part is X
ε+ 1
4
+ε,− 1
2
,1
, where we took advantage of b = 14 on w2,
and this term will lose as well, losing 1/4 with K (no spare spatial regularity);
2. ∂xR2(w2, w2): assume one of the two fators is suh that j
′′ ∼ j < k (or j′′ ∼ j′ < k′),
then it will be X2ε,
1
2
by trading onormal for spatial, and this term will be X4ε,−
1
2
. The
gauge does not yield any loss when applied to suh a loalized (2j′′ ∼ k′′) term : in
fat, in the term whih yields the 1/2 loss when K ats on X0,1, one may use the 1/2
remaining onormal regularity (whih we threw away) to ompensate for the spatial loss.
Hene we lose as well. Now, if both fators are suh that k < j′′ and k′ < j′′, then this
term atually vanishes by support onsiderations (it requires k > 2j′′ !).
3. ∂xR3(w3, w2): using b
′ = 14 on w3, we get X
2ε− 1
8
+ 1
2
+2ε− 1
8
,− 1
2
,1
whih is tight.
Finally, we substitute on the whole ∂xR(u,w3):
• onsider ∂xR(w1, w3):
1. the easiest part R1(w1, w3) is X
2ε+ 1
4
+2ε− 1
8
+ 1
2
,− 1
2
,1
whih will lose;
2. the next one R2(w1, w3) will be X
2ε+ 1
4
+2ε− 1
8
,− 1
4
,1
, and K will only lose 18 whih is tight.
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3. the third part R3(w1, w3) is X
ε+ 1
4
+2ε− 1
8
+ 1
2
,− 1
2
,1
, where we took advantage of b = 14 on
w3, and this term will lose;
• onsider ∂xR(w2, w3):
1. the easiest part R1(w2, w3) is X
2ε− 1
8
+2ε− 1
8
+ 1
2
,− 1
2
,1
whih will lose;
2. the seond part R2(w2, w3) vanishes by support onsiderations (as w3 is loalized at
k ∼ 2j ∼ 2j′′ is does not ontribute: we are in a situation where k′′ < 2j′′ but atually
one may take k′′ < 2j′′ − 100 in the bilinear estimate whih yields w2).
3. the third part R3(w1, w3) is X
2ε− 1
8
+2ε+ 3
8
,− 1
2
,1
, where we took advantage of b = 14 on w3,
and this term will lose;
• onsider ∂xR(w3, w3):
1. the easiest part R1(w3, w3) is X
2ε− 1
8
+2ε− 1
8
+ 1
2
,− 1
2
,1
whih will lose;
2. the next one, R2(w3, w3), vanishes for the same reasons as in the previous ase.
3. the third part R3(w3, w3) is X
2ε− 1
8
+2ε+ 3
8
,− 1
2
,1
, where we took advantage of b = 14 on w3,
and this term will lose;
It remains to to deal with the gauge: the operator K ≡ Texp(∫ x u) ating on φ yields a term Tu∂xφ, in
whih we substitute w to u (atually, similar terms arise as well in the other fators, unlike before).
The worse terms our in the form of∑
l<j−2
∆l(
∑
l.k
∆kF
−1∆kF∆lu)∂x∆jφ,
where F is the imaginary fator. But given FF−1 = 1 = TFF
−1 + TF−1F + R(F,F ), we may
substitute the remainder term R(F,F ) to redue to estimating
‖∆lF∆lu∂x∆jφ‖2 . 2−l2
l
4 2
l
4 2
j
2 ,
using the smoothing estimate on u and the maximal funtion estimate on ∂xF and u. This allows
to lose the gauge as well.
Remark 7.1 It should be lear for the previous outline that whenever s > 18 , one does not need
to iterate the bilinear interations twie, but that an appropriate use of the gauge estimate in the
b = 14 ase is enough to lose, ombined with the fat that only an estimate on u ∈ Xσ,
1
4
,1
is required
for all worst terms R1, R2, R3. Note that all Duhamel terms in w end up in X
2ǫ, 1
2
,1
. When ǫ is
atually
1
8 , this translates into a regularity gain.
We now turn to uniqueness: reall the equation after renormalization by the worst solution v
(denoting by Kv the gauge operator) is
∂tω +H∂
2
xω + T∂xvω +Kv∂x(Tδu+R(2u, δ) −R(δ, δ)) = 0.
Note that as long as s ≥ 0, assuming the solution to be in Xs− 14 , 12 ,1, the gauge transform maps now
Xσ,±
1
2
,1
to Xσ−
1
4
− 1
2
(s− 1
4
),± 1
2
,1
and we may onsider ω ∈ X− 12 , 12 ,1 as in the range s > 14 .
The worst term appears to be Kv∂xTδu, on whih a omplete substitution produes a term
Kδ∂xTωw, where w is the renormalized solution Kuu. Unlike on the other paraprodut, the regu-
larity of the low frequenies is s′ = −12 for whih we barely reover the front derivative : however,
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the output before the gauge is then Xs+s
′,− 1
4
,1
and the gauge loss is slightly better; hene, from
w ∈ Xs, 12 ,1, we obtain a ondition s − 18 + 14(s − 14) > 0, whih is exatly s > 3/20. Next, R(2u, δ)
requires exatly the same treatment (full substitution) with the same result. The two remaining
terms (up to ubi terms) T∂xvω and ∂xR(δ, ω) are easier, and the same goes for all ubi terms
(though some beome atually quarti through frequeny deomposition of the derivative of the
exponential from the gauge).
A Bilinear estimates
A.1 Conormal dyadi blos produts
Reall that we dened a loalization w.r.t. ξ and τ − ξ|ξ|, see (2.4). Now set
(A.1) ∆±jku(x, t) = F−1τ,ξ (ψ±jk(τ, ξ)Ft,x(u)),
where we reall that
ψ±jk(τ, ξ) = χlog |ξ|∼jχlog |τ∓ξ2|∼k,
where ∼ means equivalent (exept for j = −1 or k = −1 for whih it means .). We dene two
spaes whih are the restrition to positive and negative spetrum of Xs,b,q.
Definition A.1 Let u(x, t) ∈ S ′(Rn+1), s, b ∈ R and 1 ≤ q ≤ +∞. We say that u ∈ Xs,b,q± if and
only if suppFt,xu ⊂ {±ξ ≥ 0} and for all j ≥ −1,
(A.2) ‖∆±jku‖L2t,x . 2
−js−kbεjk, (εjk)jk ∈ lq.
Remark A.2 If it were not for the ±ξ ≥ 0 restrition, we would have dened the usual Shrödinger
Bourgain spaes. As suh, all the estimates we need in Xs,b,q an be dedued from estimates
on produts of funtions in Xs,b,q±,T , by reduing to dyadi piees and sorting out all possible sign
ombinations. Therefore, all subsequent estimates ould be retrieved, one way or another, from the
existing literature, see [10, 17, 5℄. We eleted to give a self-ontained proof in order to streamline the
reading and highlight as best as possible what the optimal estimate is, depending on the frequenies
onstraints we set.
In our setting we are dealing with the Benjamin-Ono equation where u0 (and onsequently u) is
real-valued: hene, we only need to estimate its positive spetrum part, F−1ξ (χξ≥0uˆ(ξ)), to reover
u.
Later on, we will be interested in P+(P±vP+u), where P± are the spetral projetors on
positive/negative frequenies. From the disussion above, we are redued to estimating
∆+j′′k′′(∆
±
j′k′u∆
+
jkv),
while knowing a priori that j′ < j, due to the outer P+.
We set j♭ = min(j, j′, j′′) and j♯ = max(j, j′, j′′) and the remaining middle one is j♮. Similarly
with k, we have k♭ ≤ k♮ ≤ k♯. In the next two lemmata we set ‖ · ‖ = ‖ · ‖L2t,x .
Lemma A.3 (Sobolev) We have
(A.3) ‖∆+j′′k′′(∆±j′k′v∆+jku)‖ . 2
j♭
2
+ k
♭
2 ‖∆±j′k′v‖‖∆+jku)‖.
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Proof: The produt an be written as a onvolution in (τ, ξ), whih is then loalized aording to
∆+j′′,k′′. We may then use Bernstein inequalities in the right diretions using the support sizes and
the shape of the boxes. The proof of the next lemma impliitly ontains this one, so we do not give
any details. 
In some situations, we an do better than Sobolev inequalities: the usual (spatial) paraprodut
splitting implies the following relations between the indies for whih our funtion does not vanish
by support onsiderations:
• j << j′ and j′ ∼ j′′, hene j♭ = j and j♯ ∼ j′ ∼ j′′.
• j′ << j and j ∼ j′′, hene j♭ = j′ and j♯ ∼ j ∼ j′′.
• j′′ << j and j ∼ j′, hene j♭ = j and j♯ ∼ j′ ∼ j.
• j ∼ j′ ∼ j′′, hene j♭ ∼ j♯.
Lemma A.4 (Conormal regularity) • Let k′′ = k♯. if j′′ << j ∼ j′,
(A.4) ‖∆+j′′k′′(∆+j′k′v∆+jku)‖ . 2
k♭
2
+ k
♮−j♮
2 ‖∆+j′k′v‖‖∆+jku)‖,
and
(A.5) ‖∆+j′′k′′(∆−j′k′v∆+jku)‖ . 2
k♭
2
+ k
♮−j♭
2 ‖∆−j′k′v‖‖∆+jku)‖.
If j ∼ j′ ∼ j′′,
(A.6) ‖∆+j′′k′′(∆+j′k′v∆+jku)‖ . 2
k♭
2
+ k
♮
4 ‖∆+j′k′v‖‖∆+jku)‖.
• Let k = k♯. If j ∼ j′ ∼ j′′,
(A.7) ‖∆+j′′k′′(∆−j′k′v∆+jku)‖ . 2
k♭
2
+ k
♮
4 ‖∆−j′k′v‖‖∆+jku)‖.
• In all remaining ases, most notably inluding j′ << j ∼ j′′ irrespetive of k♯,
(A.8) ‖∆+j′′k′′(∆±j′k′v∆+jku)‖ . 2
k♭
2
+ k
♮−j♮
2 ‖∆±j′k′v‖‖∆+jku)‖.
Remark A.5 Reall τ − ξ2− (τ −σ− (ξ−η)2)− (σ∓η2) = (ξ−η)2±η2− ξ2, and assume k♯ = k′′.
The left handside is learly bounded by 2k
′′
+2k
′
+2k = O(2k
♯
). On the right handside, we onsider
dierent ases:
• if j′′ << j ∼ j′, then ξ − η ∼ −η. In the + + + ase, we get 2j♯ . k♯. In the + − + ase,
expanding leads to ξη and therefore j♭ + j♯ . k♯;
• if j′ << j ∼ j′′, similarly one gets j♭ + j♯ . k♯ in both ases;
• if j << j′ ∼ j′′, one has to swith u and v and we are bak in the previous ase (note that
for BO, this never happens in the +−+ ase);
• if j ∼ j′ ∼ j′′, we have ξ ∼ ξ − η ∼ ±η and again 2j♯ ∼ j♭ + j♯ . k♯.
Finally, if k♭, k♮ << k♯, then the left handside is atually exatly O(2k
♯
), in whih ase we get either
2j♯ ∼ k♯ (+++ ase) or j♭ + j♯ ∼ k♯(+−+ ase).
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Now a simple duality argument redues the study to the ase k′′ = k♯:
• if k = k♯, then 〈∆+j′′k′′(∆±j′k′u∆+jkv), ϕ〉 = 〈∆+jkv,∆+jk(∆∓j′k′ u¯∆+j′′k′′ϕ)〉 and we have to deal
with ∆+jk(∆
∓
j′k′ u¯∆
+
j′′k′′ϕ);
• if k′ = k♯, by the same reasoning, one has to deal with ∆±j′k′(∆−jkv¯∆+j′′k′′ϕ).
Remark A.6 Notie now we got all possible sign ombinations. However, from the symmetry with
respet to ξ = 0, the −−+ ase is no dierent from +−+. To summarize, we will deal with +±+
with k′′ = k♯.
We should now set k and k′: if we have the + + + ase, by symmetry we may hoose k′ ≤ k and
we are left with the paraprodut trihotomy; otherwise we get 2 separate ases. All in all, we get
3 + 3× 2 possible ases. Set
I(τ, ξ) = ψ+j′′k′′(τ, ξ)
∫
f(τ − σ, ξ − η)g(σ, η)dσdη,
with f, g being the spae-time Fourier transforms of two dyadi bloks of u, v. We have 2 ases:
• if g = Ft,x∆+j′k′v (+++ ase), τ − ξ2 = τ − σ− (ξ− η)2 +σ− η2+2η(−ξ + η), and we dene
F+(ξ, η) = 2η(−ξ + η) = (ξ − η)2 + η2 − ξ2.
• if g = Ft,x∆−j′k′v (+−+ ase), τ − ξ2 = τ − σ − (ξ − η)2 + σ + η2 + ((ξ − η)2 − η2 − ξ2) and
F−(ξ, η) = (ξ − η)2 − η2 − ξ2.
We now proeed as follows.
A.1.1 Case j′′ << j♯: remainder
This is the produt minus paraproduts and j♭ ∼ j♯ terms. We split the support of gˆ into non-
overlapping intervals of size 2j
′′
(reall j′′ = j♭), and the support of f will be fored into a interval
of omparable length but opposite with respet to the ξ = 0 frequeny. As suh, one has to deal
with
I =
∑
Q
φ+j′′k′′f−Q ⋆ gQ =
∑
Q
IQ.
We will later write (using L2ξ orthogonality of (fQ)Q, (gQ)Q)
‖I‖ ≤
∑
Q
‖IQ‖ ≤
∑
Q
M‖f−Q‖‖gQ‖ ≤M
(∑
Q
‖f−Q‖2
) 1
2
(∑
Q
‖gQ‖2
) 1
2
.M‖
∑
Q
f−Q‖‖
∑
Q
gQ‖ .M‖f‖‖g‖,
where M will be obtained when evaluating IQ in the next step.
Lemma A.7 Introdue a paraboli level set deomposition, where l ∈ Z,
(A.9) χl(ξ, η) = χl2k♮<F±(ξ,η)<(l+1)2k♮ and I
l
Q = ψ
+
j′′k′′
∫
χlfˆ−Q(ξ − η, τ − σ)gˆQ(η, σ)dσdη.
Then the family (I lQ)l is almost orthogonal in L
2
τ,ξ.
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Proof: Assume (ξ, τ) is in the support of I lQ and I
m
Q . We shall prove that l ∼ m. Certainly there
exist (σ1, η1) suh that
l2k
♮
< F (ξ, η1) < (l + 1)2
k♮
and |σ1 ∓ η21 | < 2k
′
and |(τ − σ1)− (ξ − η1)2| < 2k.
Similarly, there exist (σ2, η2) suh that
m2k
♮
< F (ξ, η2) < (m+ 1)2
k♮
and |σ2 ∓ η22 | < 2k
′
and |(τ − σ2)− (ξ − η2)2| < 2k.
Reall that, for any (σ, η), we have τ − ξ2 = τ − σ − (ξ − η)2 + σ ∓ η2 + F±(ξ, η), hene
F±(ξ, η1)− F±(ξ, η2) = τ − σ2 − (ξ − η2)2 + σ2 ∓ η22 − (τ − σ1 − (ξ − η1)2 + σ1 ∓ η21).
Given the self-imposed bounds, the right handside is bounded by 2(2k+2k
′
) = O(2k
♮
). This bounds
|F±(ξ, η1)− F±(ξ, η2)|, but by virtue of the lower bounds on F (ξ, η1) and F (ξ, η2), this dierene
is bounded from below by (l −m− 1)2k if m < l, hene l ∼ m. 
We an now perform Cauhy-Shwarz,
(A.10) I lQ(ξ, τ) ≤
(∫
A(Q,j′,k′,ξ,τ)
χl(ξ, η)dσdη
) 1
2 (∫
σ,η
χl(ξ, η)|f−Q|2|gQ|2
) 1
2
,
where
A(Q, j′, k′, ξ, τ) = {(σ, η), η ∈ Q, |η| ∼ 2j′ , |σ ∓ η2| ∼ 2k′ , |τ − σ − (ξ − η)2| ∼ 2k}.
We need to bound M2 =
∫
A χl; we start with integration w.r.t. σ: one annot improve upon what
the support size yields; namely, at xed (η, ξ, τ), the interval is at most min(2k
′
, 2k) = 2k
♭
. Now for
the integration w.r.t. η, one has an integral over a domain B, with xed (ξ, τ),
B = {η ∈ Q, , |η| ∼ 2j′ , l2k♮ < F±(ξ, η) < (l + 1)2k♮}.
We have to deal separately with the two ases, knowing that at any rate, η is in an interval of size
2j
′′
(whih yields Sobolev !):
• either F−, namely l2k♮ < −2ξη < (l+1)2k♮ . As suh, η is in an interval of size 2k♮/|ξ| ∼ 2k♮−j′′
and we obtain M . 2
k♭
2
+ k
♮−j♭
2 .
• either F+, namely l2k♮ < 2η2 − 2ξη < (l + 1)2k♮ . Note that (as |η| ∼ 2j′ >> 2j′′ ∼ |ξ|),
22j
′
. F+, and therefore |ξ|2 << l2k♮ . We have
|ηmax − ηmin| ≤
√
(l + 1)2k
♮−1 +
ξ2
4
−
√
l2k
♮−1 +
ξ2
4
≤ 2
k♮√
(l + 1)2k
♮
+ ξ
2
4
.
2k
♮
√
22j′
.
Therefore η is in an interval of size at most 2
k♮−j
2
, and we obtain M . 2
k♭
2
+ k
♮−j♮
2 .
>From (A.10), we have
‖IQ‖2 ≤
∑
l
∫
ξ,τ
I2l ≤M2
∫
ξ,τ,σ,η
|f−Q|2(ξ − η, τ − σ)|gQ|2(η, σ) ≤M2‖f−Q‖2‖gQ‖2.
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A.1.2 Case j♭ ∼ j♯
We write (with η = ξ/2 + λ)
I(τ, ξ) = φ+j′′k′′
∫
f(τ − σ, ξ
2
− λ)g(σ, ξ
2
+ λ)dσdλ.
Now F+ = 2λ2 − ξ2/2 and F− = −2λξ − ξ2. Again, dene level sets with l2k♮ < F± < (l + 1)2k♮
and with the harateristi funtion χl. We are led to M
2 =
∫
σ,λ χl, and a situation whih is very
similar to the reminder situation.
• If we have F−, the λ interval will be of size at most 2k♮/|ξ|, whih yields M . 2k
♭
2
+ k
♮−j♮
2
.
• If we have F+, the situation is worse: unlike in previous ases, F+ may very well be lose to
zero when λ varies. We have l2k
♮−1 + ξ
2
2 < λ
2 < (l + 1)2k
♮−1 + ξ
2
2 . Either l = 0 and λ varies
in an interval of size 2
k♮
2
, or l 6= 0 and either ξ24 + l2k
♮−1 < 2k
♮
, and we onlude
|ηmax − ηmin| ≤
∣∣∣∣∣
√
(1 + l)2k
♮−1 +
ξ2
4
−
√
l2k
♮−1 +
ξ2
4
∣∣∣∣∣ . 2k♮2
or
ξ2
4 + l2
k♮−1 > 2k
♮
and we onlude by
|ηmax − ηmin| ≤ 2
k♮√
l2k
♮−1 + ξ
2
4
. 2
k♮
2 .
Finally, we get M . 2
k♭
2
+ k
♮
4 .
A.1.3 Case j′ << j′′ ∼ j ∼ j♯: paraprodut
We still proeed with the same omputation as before (without introduing the intervals Q). Here,
we have |η| ∼ 2j′ .
Lemma A.8 We onsider again the paraboli level set deomposition,
χl(ξ, η) = χl2k♮<F±(ξ,η)<(l+1)2k♮ and I
l = ψ+j′′k′′
∫
χlf(ξ − η, τ − σ)g(η, σ)dσdη.
The family (I l)l is almost orthogonal in L
2
τ,xi.
the proof is word for word idential to the previous ase: we never used any support ondition in ξ
or η. 
Perform Cauhy-Shwarz,
I l(ξ, τ) ≤
(
sup
ξ,τ
∫
B(Q,j′,k′,ξ,τ)
χl(ξ, η)dσdη
) 1
2 (∫
η,σ
χl(ξ, η)|f |2 |g|2
) 1
2
,
where
B(Q, j′, k′, ξ, τ) = {(σ, η), |η| ∼ 2j′ |σ ∓ η2| ∼ 2k′ , |τ − σ − (ξ − η)2| ∼ 2k}.
Again, at xed (η, ξ, τ), the interval in σ is at most min(2k
′
, 2k) = 2k
♭
. For η, we have
B = {η ∈ Q, , |η| ∼ 2j′ , l2k♮ < F±(ξ, η) < (l + 1)2k♮}.
Split the two ases, knowing η is at most in an interval of size 2j
′
(whih is Sobolev):
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• either F−, namely l2k♮ < −2ξη < (l+1)2k♮ . As suh, η is in an interval of size 2k♮/|ξ| ∼ 2k♮−j .
This yields again M . 2
k♭
2
+ k
♮−j
2 .
• either F+, namely l2k♮ < 2η2 − 2ξη < (l + 1)2k♮ . Now, as |η| ∼ 2j′ << 2j ∼ |ξ|), |F+| ∼
2j+j
′+1
.
Assume ηξ < 0 (whih never happens for BO) then l > 0 and
|ηmax − ηmin| ≤
√
(l + 1)2k♮−1 +
ξ2
4
−
√
l2k♮−1 +
ξ2
4
≤ 2
k♮
4
√
l2k♮−1 + ξ
2
4
. 2
k♮−j
2 .
and η is again in an interval of size at most 2
k♮−j♮
2
and M . 2
k♭
2
+ k
♮−j♮
2
.
Assume now ηξ > 0, this fores k♮ . j + j′ or the η-set is empty, and −l ∼ 2j+j′+1−k♮ . Call
m = −l > 0:
−m2k♮ < 2η2 − 2ξη < (−m+ 1)2k♮ ,
and remark that (−m+ 1)2k♮−1 + ξ24 ≥ (η − ξ2)2 ∼ 22j. Hene
|ηmax − ηmin| ≤≤ 2
k♮
4
√
(−m+ 1)2k♮−1 + ξ24
. 2
k♮−j
2 .
and M . 2
k♭
2
+ k
♮−j♮
2
. Summing the l piees is the same as before (exept we have no Q).
A.1.4 Case j′′ ∼ j′ ∼ j♯: paraprodut
One may just reverse the order of f and g in the onvolution to get the very same result as in
the previous ase: this will be obvious for the + + + ase, while for + − +, we have a shifted
F− = 2ξη − 2ξ2 to whih the same omputation applies.
A.2 Produt estimates
Reall the paraprodut deomposition: uv = Tvu+ Tuv +R(u, v), where we dene
Tvu =
∑
j
Sj−1v∆ju, and R(u, v) =
∑
|j−j′|≤1
∆jv∆j′u.
In this setion we prove all important bilinear estimates. We rst state the estimates required to
obtain the existene and uniqueness in Hs, s > 1/4.
Proposition A.9 Let u ∈ Xs,b,q and v ∈ Xs′, 12 ,1. We onsider the mapping w = P+(P±v P+u).
• Assume moreover that s+ s′ ≥ −12 , we have
 if b = 12 , q = 1:
(A.11) ∂xP
+(R(P±v P+u)) ∈ Xs+s′,− 12 ,1.
 if s′ = 0, s > 14 b >
1
2 , q = 2:
(A.12) ∂xP
+(R(P±v P+u)) ∈ Xs,b−1,2 +Xs, 12 ,1.
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Assume moreover that s′ + 12 ≤ 0, then
• if b = 12 , q = 1:
(A.13) P+(TP±vP
+u) ∈ Xs+s′+1,− 12 ,1.
• if b > 12 , q = 2:
(A.14) P+(TP±vP
+u) ∈ Xs+s′+1,b−1,2 +Xs+s′+1,− 12 ,1.
We shall also need the following renement when dealing with the unonditional uniqueness in
L∞t (H
1/2).
Proposition A.10 Let u ∈ Xs, 12 ,2 and v ∈ X−1, 12 ,2. Then we have
(A.15) P+(TP±vP
+u) ∈ Xs,− 12 ,1.
Let u ∈ X− 12 , 12 ,1 and v ∈ X0, 12 ,2 ∩X0, 14 ,1. Then we have
(A.16) ∂xP
+(R(P±v P+u)) ∈ X− 12 ,− 12 ,1.
Proof: We expand all funtions dyadially, and are therefore left with estimating∑
j′′,k′′
∆+j′′.k′′(
∑
j′,j,k′,k
∆±j′,k′v ×∆+j,ku).
We set
‖∆+j,ku‖ ≤ βjk2−js−kb, ‖∆±j′,k′v‖ ≤ αj′k′2−j
′s′−k′b′
with α, β ∈ l1(j, k).
Obviously, in the +− ase, the rst onstraint is j′ < j otherwise by support ondition (the P+
in front of the produt) it vanishes. In the ++ ase, both funtions u, v play idential role and
therefore we onsider only two terms in the usual spatial paraprodut deomposition (disarding
Tuv). Given that for b >
1
2 , we obviously have X
s,b,1
± →֒ X
s, 1
2
,1
± , we will perform interpolation
to reover (most of the) q > 1 ases (whih are useful for propagation of Sobolev regularity and
unonditional uniqueness). In most instanes, b = b′ = 12 , but we will oasionally set b or b
′
to be
0, 14 , or
3
4 .
A.2.1 The remainder of the spatial paraprodut: j′ ∼ j ∼ j♯ and j′′ = j♭
Here it should be obvious that only the sum of the two regularities will be of importane, given the
j ∼ j′ ondition. We aordingly set σ = s+s′+ 12 , the ase σ = 0 being the borderline (worst) ase,
and the situation improving with σ > 0 whih provides better summability in several instanes.
Start with the −+ ase: we have j′′ + j . k♯ from the dispersion relation; either j′′ + j ∼ k♯ or
k♯ ∼ k♮. We onsider 3 ases, depending on k♯.
1. k′′ = k♯: then we have 2j′′ . j + j′′ . k′′. We deal with both j′′ << j and j′′ ∼ j. Pik the
onormal fator from (A.5), we get
cj′′,k′′ .
∑
k,k′.k′′
∑
j′′.j.k′′−j′′
2
k+k′
2
− j
′′
2
−j(s+s′)−k′b′−kbαj,k′βj,k.
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Given b, b′ ≥ 12 , we simply use α ∈ l∞(k′) and β ∈ l∞(k) to get k′′2 for the k, k′ sums, and
s+ s′ + 12 ≥ 0 to get, if s+ s′ > 0,
cj′′k′′ . 2
−σj′′(k′′ − 2j′′)k′′2 . 2( 12−ǫ)k′′2−(1−4ǫ+σ)j′′(k′′ − 2j′′)k′′22− ǫ2k′′−ǫj′′,
where, as 2j′′ . k′′, we trade onormal regularity for spatial regularity, and regain k′′, j′′
summability (ǫ > 0 is small). If s+ s′ < 0,
(A.17) cj′′k′′ . 2
− j
′′
2 (k′′ − 2j′′)k′′22−(s+s′)(k′′−j′′)
. 2(
1
2
−ǫ)k′′2−(1−4ǫ+σ)j
′′
2σ(2j
′′−k′′)(k′′ − 2j′′)k′′22− ǫ2k′′−ǫj′′.
Therefore, the output is X
3
2
+s+s′−4ǫ,− 1
2
+ǫ,1χ2j′′.k′′ .
2. k = k♯ then k >> 2j′′, and we have to sum over k > k′′ , k′ < k and j′′ < j < k − j′′. First,
we deal with j′′ << j: we have
cj′′,k′′ .
∑
k′′.k,k′.k
∑
j′′.j.k−j′′
2
k♭
2
+inf( j
′′
2
, k
♮−j♮
2
)−j(s+s′)−kb−k′b′αj,k′βj,k.
(a) We restrit the sum to k′ < k′′:
• if k′′ << k, j ∼ k − j′′, and onormal is better (k′′ − j . j′′),
cj′′,k′′ . 2
k′′
2
+j′′( 1
2
+s+s′)
∑
k>sup(k′′,2j′′)
2−k(s+s
′+b+ 1
2
)βk−j′′,k
∑
k′<k′′
2k
′( 1
2
−b′)αk−j′′,k′.
Now, if α, β ∈ l∞ and b′ = 12 , the last sum is less than k′′, and the rst sum is nite
beause s+ s′ + b ≥ 0,
cj′′k′′ . 2
k′′
2
+σj′′2−(σ+b) sup(k
′′,2j′′)k′′ . 2k
′′( 1
2
−ǫ)2−j
′′(1+σ−4ǫ)2−k
′′ ǫ
2
−j′′ǫk′′,
where again we may trade onormal regularity for spatial regularity, depending on
sup(k′′, 2j′′). Therefore, the output is X
3
2
+s+s′−4ǫ,− 1
2
+ǫ,1
.
• if k ∼ k′′, j < k′′ − j′′, whih means Sobolev is better:
cj′′,k′′ ∼
∑
k′.k′′
∑
j′′.j.k′′−j′′
2
k′
2
+ j
′′
2
−j(s+s′)−k′′b−k′b′αj,k′βj,k′′.
With b′ = 12 and α ∈ l∞, the rst sum yields k′′. Either s+ s′ ≥ 0 and we get
cj′′,k′′ . 2
j′′
2
−bk′′−j′′(s+s′)k′′(k′′ − 2j′′),
or s+ s′ < 0 and we get
cj′′,k′′ . 2
j′′
2
−bk′′+(k′′−j′′)(−s−s′)k′′,
where we only used β ∈ l∞. Assume j′′ < k′′/2, trading onormal regularity for
spatial regularity yields
cj′′,k′′ . 2
−(s+s′+2b+ 1
2
−ǫ)j′′2(
1
2
−ǫ)k′′(k′′ − 2j′′)k′′2− ǫ4k′′− ǫ2 j′′ ,
hene the output is X
3
2
+s+s′−2ǫ,− 1
2
+ǫ,1
.
If j′′ > k′′/2, from k ∼ k′′ and j << k − j′′ we get k′′ ∼ 2j′′, and j ∼ j′′, hene this
ase will be treated later (reall we are in a situation where j′′ << j).
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(b) Now we deal with k′′ < k′ < k:
• if j′′ < k′/2, pik Sobolev, and
cj′′,k′′ = 2
j′′
2
+ k
′′
2
∑
sup(k′′,2j′′)<k
∑
j′′<j<k−j′′
2−j(s+s
′)−kbβj,k
∑
sup(k′′,2j′′)<k′<k
2−k
′b′αj,k′ .
When s+ s′ > 0, one gets (disarding any summability in α, β)
cj′′,k′′ . 2
k′′
2 2−j
′′(s+s′− 1
2
)2−(b+b
′) sup(k′′,2j′′),
while when s+ s′ < 0, s+ s′ + b ≥ 0 and β ∈ l1, we get
cj′′k′′ ≤ 2k′′/2+σj′′−sup(k′′,2j′′)(s+s′+b+b′)
therefore, the output is Xs+s
′+2b+2b′− 1
2
−4ǫ,− 1
2
+ǫ,1
.
• if j′′ > k′/2,
(A.18) cj′′,k′′ . 2
k′′
2
∑
sup(k′′,2j′′)<k
2−kb
∑
j′′<j<k−j′′
2−j(s+s
′)βj,k
∑
k′′<k′<inf(k,2j′′)
2−b
′k′αj,k′2
inf( j
′′
2
, k
′−j
2
).
whih is non-zero only if k′′ < 2j′′.
 either k′ << k and j ∼ k − j′′, onormal is better,
cj′′k′′ . 2
k′′
2
+j′′( 1
2
+s+s′)
∑
k>2j′′
2−k(s+s
′+b+ 1
2
)βk−j′′,k
∑
k′′<k′<k
2k
′( 1
2
−b′)αk−j′′,k′.
Assume α, β ∈ l∞, then, as s+ s′ + b+ 12 > 0,
cj′′k′′ . 2
k′′
2
+σj′′2−2j
′′(σ+b)k′′,
and the output is Xs+s
′+2b+ 1
2
−4ǫ,− 1
2
+ǫ,1
.
 Either k′ ∼ k and j << k − j′′. Then Sobolev is better,
cj′′k′′ . 2
(k′′+j′′)/2
∑
sup(2j′′,k′′)<k
2−k(b+b
′)
∑
j′′<j<k−j′′
2−j(s+s
′)βj,kαj,k.
Disarding summability over α, β and setting b + b′ = 1, either s + s′ > 0 and
we get
cj′′k′′ . 2
(k′′+j′′)/22− sup(2j
′′,k′′)2−(s+s
′)j′′ ,
whih is Xs+s
′+ 3
2
−4ǫ,− 1
2
+ǫ,1
,
or s+ s′ < 0 and we get (reall s+ s′ + 1 > 0)
cj′′k′′ . 2
k′′
2 2− sup(2j
′′,k′′)(1+s+s′)2σj
′′
,
whih yields again Xs+s
′+ 3
2
−4ǫ,− 1
2
+ǫ,1
.
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We are left with j ∼ j′ ∼ j′′: we have
cj′′k′′ .
∑
k′′,k′≤k
2
k♭
2
+inf( j
′′
2
, k
♮
4
)−j′′(s+s′)−kb−k′b′αj′′k′βj′′k.
• Assume k′ < k′′:
 if j′′ < k
′′
2 , Sobolev is better,
cj′′k′′ . 2
−(s+s′− 1
2
)j′′
∑
k′<k′′≤k
2−kb+(
1
2
−b′)k′αj′′k′βj′′k
whih, disarding summability, yields
cj′′k′′ . 2
−(s+s′− 1
2
)j′′2−bk
′′
k′′,
and trading regularity, the output is Xs+s
′+ 3
2
−4ε,− 1
2
+ε,1
;
 if j′′ > k
′′
2 , onormal is better, (notie we may use k
′′ < 2j′′ − C with a large C
in this term and the previous one, should it be helpful)
cj′′k′′ . 2
k′′
4
−(s+s′)j′′
∑
k′<k′′<2j′′<k
2−kb+(
1
2
−b′)k′αj′′k′βj′′k
whih, assuming α, β ∈ l1, b′ = 12 is Xs+s
′+2b,− 1
4
,1
. Notie that if b′ = 14 , then
the output is Xs+s
′+2b,− 1
2
,1
.
• Assume k′′ < k′:
 if j′′ < k
′
2 , Sobolev is better,
cj′′k′′ . 2
−(s+s′− 1
2
)j′′+ k
′′
2
∑
sup(k′′,2j′′)<k′≤k
2−kb−b
′k′αj′′k′βj′′k
whih, disarding summability, yields
cj′′k′′ . 2
−(s+s′− 1
2
)j′′2
k′′
2
−(b+b′) sup(k′′,2j′′)k′′,
and the output is Xs+s
′+ 3
2
−4ε,− 1
2
+ε,1
;
 if j′′ > k
′
2 , onormal is better,
cj′′k′′ . 2
k′′
2
−(s+s′)j′′
∑
k′′<k′<2j′′<k
2−kb+(
1
4
−b′)k′αj′′k′βj′′k
whih, assuming α, β ∈ l1, b′ = 12 is Xs+s
′+2b,− 1
4
,1
. Notie again that if b′ = 14 ,
then the output is Xs+s
′+2b,− 1
2
,1
.
Remark A.11 Both last situations where j′′ > k♭/2 dene the R2 term in the
setion on existene when s < 14 . The gain depends on b (regularity s+ s
′ + 2b)
and one may set b′ = 0, 14 ,
1
2 , with respetive outputs having b
′′ = −1,−34 ,−12
3. Finally, k′ = k♯: notie the onormal fators are idential whether j′′ << j or j′′ ∼ j, and we
obtain exatly the same result as k = k♯ when j′′ << j.
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Proeed with the ++ ase: we have, by support onsiderations, j♭ ∼ j♯, and 2j′′ . k♯ from the
dispersion relation and we onsider 3 ases.
1. k′′ = k♯: assume k, k′ << k′′, then 2j′′ ∼ k′′,
cj′′k′′ .
∑
k,k′<k′′
inf(2
k♭
2
+ j
′′
2 , 2
k♭
2
+ k
♮
4 )αj′′k′2
−j′′s′−k′b′βj′′k2
−j′′s−kb.
Assume k < k′,
• if k′ < 2j′′, the onormal fator is better,
cj′′,k′′ . 2
−j′′(s+s′)
∑
k<k′<k′′
2
k′
4
+ k
2
−k′b′−kbαj′′,k′βj′′,k.
Given b = 12 and b
′ = 14 (or the other way around), use α, β ∈ l1, to get (trading
regularity)
cj′′k′′ . 2
−j′′(s+s′+1)+ k
′′
2 λj′′k′′ ,
and the output is Xs+s
′+1,− 1
2
,1χ2j′′∼k′′ ;
Remark A.12 This denes the R3 term in the setion on existene below s =
1
4 .
• if 2j′′ < k′, Sobolev is better,
cj′′,k′′ . 2
−j′′(s+s′− 1
2
)
∑
k<k′, 2j′′<k′
2
k
2
−k′b′−kbαj′′,k′βj′′,k.
Given b = b′ = 12 and disarding summability we to get (trading regularity)
cj′′k′′ . 2
−j′′(s+s′+2b′+ 1
2
−ε)+( 1
2
−ε)k′′λj′′k′′ ,
with λ ∈ l1, and the output is Xs+s′+ 32−ε,− 12+ε,1.
On the other hand, assume k < k′ ∼ k′′, then 2j′′ << k′′ and Sobolev is better, hene
cj′′k′′ . 2
−j′′(s+s′− 1
2
)2−b
′k′′
∑
k<k′′
2(
1
2
−b)kαj′′,k′′βj′′,k,
and with α, β ∈ l∞ and b = 1/2, we get Xs+s′+2b′+ 12−4ε,− 12+ε,1χ2j′′<k′′ .
2. k = k♯, we have 2j′′ . k. We have
cj′′,k′′ .
∑
k′′<k,k′<k
2
k♭
2
+inf( j
′′
2
, k
♮−j′′
2
)−j′′(s+s′)−kb−k′b′αj′,k′βj,k.
(a) We restrit the sum to k′ < k′′:
• if j′′ < k′′/2, Sobolev is better than onormal,
cj′′,k′′ . 2
−j′′(s+s′− 1
2
)
∑
k>k′′
2−kbβj′′,k
∑
k′<k′′
2k
′( 1
2
−b′)αj′′,k′.
Now the last sum yields k′′, and we get with b ≥ 12 ,
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cj′′k′′ . 2
−(s+s′− 1
2
)j′′2−bk
′′
k′′,
and again we may trade onormal regularity for spatial regularity, as k′′ ≥ 2j′′:
cj′′k′′ . 2
( 1
2
−ǫ)k′′2−j
′′(s+s′+1)k′′2−k
′′( 1
2
+b−ǫ)+ 3
2
j′′ .
Therefore, the output is Xs+s
′+2b+ 1
2
−4ǫ,− 1
2
+ǫ,1χ2j′′.k′′ .
• if j′′ > k′′/2, onormal is better (and reall k >> 2j′′),
cj′′,k′′ . 2
k′′
2 2−j
′′(s+s′+ 1
2
)
∑
k>2j′′
2−bkβj′′,k
∑
k′<k′′
2k
′( 1
2
−b′)αj′′,k′ .
The last sum is again k′′, and
cj′′k′′ . 2
k′′
2 2−j
′′(s+s′+ 1
2
+2b)k′′,
therefore, the output is Xs+s
′+2b+ 1
2
−ε,− 1
2
+ε,1χk′′<2j′′ .
(b) Now we deal with k′′ < k′ < k:
• if j′′ < k′/2, Sobolev is better,
cj′′,k′′ = 2
k′′
2 2−j
′′(s+s′− 1
2
)
∑
k>sup(k′′,2j′′)
2−kbβj′′,k
∑
sup(k′′,2j′′)<k′<k
2−b
′kαj′′,k′.
and
cj′′k′′ . 2
k′′/2−(s+s′− 1
2
)j′′−(b+b′) sup(k′′,2j′′),
whih is in Xs+s
′+ 3
2
−4ǫ,− 1
2
+ε,1
as b, b′ ≥ 12 .
• if j′′ > k′/2, onormal is better,
cj′′,k′′ = 2
k′′
2 2−j
′′( 1
2
+s+s′)
∑
k>sup(k′′,2j′′)
2−kbβj′′,k
∑
k′′<k′<k
2(
1
2
−b′)kαj′′,k′.
Therefore
cj′′k′′ . 2
( 1
2
−ǫ)k′′′−(s+s′+ 1
2
+2(b−2ǫ))j′′ ,
and the output is Xs+s
′+ 1
2
+2(b−2ǫ)−ε,− 1
2
+ǫ,1
.
3. Finally, k′ = k♯: we have 2j′′ . k′, and use the onormal fator.
cj′′k′′ = 2
k′′
2
−j′′( 1
2
+s+s′)
∑
sup(k′′,2j′′)<k′
αj′′,k′2
−b′k′
∑
k<k′′
2k(
1
2
−b)βj′′,k.
The last sum is (again) k′′, and
cj′′k′′ . 2
k′′( 1
2
−ǫ)−j′′( 1
2
+s+s′−2ǫ+2b′),
therefore, the output is X
1
2
+2b′+s+s′−4ǫ,− 1
2
+ǫ,1 →֒ X 32+s+s′−4ǫ,− 12+ǫ,1.
We an now ollet all ases to obtain that for any ǫ < 110 ,
R(u, v) ∈ X1+s+s′,− 12+ǫ,1.
Therefore, we have obtained the two ases of interest:
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• If s = 14 , s′ = 0 and b = b′ = 12 , ∂xR(u, v) ∈ X
1
4
,− 1
2
,1.
• If s > 14 and b > 12 , s′ = 0 and b′ = 12 , one has ∂xR(u, v) ∈ Xs,−
1
2
+ǫ,1
, exept for very spei
ases where j ∼ j′ ∼ j′′. Let us postpone them: by interpolation, Xsθ,b,2 ⊂ [Xs1,b,1,Xs2,b,1]θ,
we get the desired estimate, ∂xR(X
s,b,2,X0,
1
2
,1) 7→ Xs,− 12+ǫ,2. On the remaining terms, they
really require only β ∈ l2 provided b′ > 14 (to reover b− 12 at the end).
A.2.2 The spatial paraprodut: j ∼ j′′ ∼ j♯
Here, the value of s should be irrelevant: depending on s′, we might gain regularity (s′ = −3/4,
gain
1
4), just be even (s
′ = −1), or have a loss (s′ < −1). Hene the nal regularity should be
s+ 1 + s′ = σ.
>From the dispersion relation we have j′+j′′ . k♯. We split between values of k♯ as before, treating
both ±+ ases.
1. Case k′′ = k♯. Note that j′ and k♮ − j♮ = k♮ − j′′ are not omparable a priori, thus Sobolev
may be better.
• If k < k′ << k′′, we have j′ ∼ k′′ − j′′ and the onormal fator is always better, as
k′′ − j′′ > k′ − j′′, hene
cj′′k′′ .
∑
k<k′<k′′
2
k
2
+ k
′−j′′
2 2−j
′′s−(k′′−j′′)s′2−bk−b
′k′αk′′−j′′,k′βj′′,k,
for whih summing over k, k′ yields
cj′′k′′ .
∑
k<k′<k′′
2
k
2
+ k
′−j′′
2 2−j
′′s−(k′′−j′′)s′2−bk−b
′k′αk′′−j′′,k′βj′′,k,
disarding any summability in k, k′ to get
cj′′k′′ . 2
j′′(− 1
2
−s+s′)−k′′s′k′′2 . 2j
′′(− 1
2
−s+s′)−k′′(s′+ 1
2
)+ k
′′
2 k′′2,
and given that k′′ < 2j′′, with s′ + 12 ≤ 0 we obtain
cj′′k′′ . 2
j′′(− 3
2
−s−s′−3ǫ)+k′′( 1
2
−ǫ)λj′′,k′′ , with λ ∈ l1.
Therefore the output is X
3
2
+s+s′−3ǫ,− 1
2
+ǫ,1χk′′<2j′′ .
• If k < k′ ∼ k′′, then Sobolev is better as j′ < k′′ − j′′, and
cj′′k′′ .
∑
k<k′′
∑
j′<sup(j′′,k′′−j′′)
2
k
2
+ j
′
2
−j′′s−j′s′−bk−b′k′′αj′k′′βj′′k,
therefore, with −s′ + 12 > 0, and disarding the k sum (b ≥ 1/2)
cj′′k′′ . 2
−j′′s−bk′′αinf(j′′,k′′−j′′),k′′2
( 1
2
−s′) inf(j′′,k′′−j′′)k′′.
 If j′′ < k′′ − j′′, then
cj′′k′′ . 2
−j′′(s+s′+ 3
2
−4ǫ)+k′′( 1
2
−ǫ)λk′′,j′′ , with λ ∈ l1,
and the output is Xs+s
′+ 3
2
−4ǫ,− 1
2
+ǫ,1χ2j′′<k′′ .
45
 If k′′ < 2j′′, then
cj′′k′′ . 2
−j′′(s−s′+ 1
2
)+ k
′′
2
−(b′+s′)k′′αk′′−j′′,k′′.
If s′ + 12 = 0, one gets X
s+1,− 1
2
,1χk′′<2j′′ .
If s′ < −12 and disarding summability in α, β, then
cj′′k′′ . 2
−j′′(s+s′+ 3
2
)+ k
′′
2
+k′′((−s′)−b′)−j′′((−2s′)−1)k′′,
and with b′ = 12 and k
′′ < 2j′′, we get X
3
2
+s+s′−3ǫ,− 1
2
+ǫ,1χk′′<2j′′ .
• If k′ < k << k′′, then j′ ∼ k′′ − j′′, pik the onormal fator,
cj′′k′′ .
∑
k′<k<k′′
2
k′
2
+ k−j
′′
2 2−j
′′s−(k′′−j′′)s′2−bk−b
′k′αk′′−j′′,k′βj′′,k,
and, exatly as before, disarding any summability
cj′′k′′ . 2
−j′′(s−s′+ 1
2
)2−s
′k′′k′′
2
,
taking advantage of k′′ < 2j′′, we get Xs+s
′+ 3
2
−3ǫ,− 1
2
+ε,1χk′′<2j′′ .
• If k′ < k ∼ k′′, then j′ < k′′ − j′′, Sobolev is better, and we have
cj′′k′′ .
∑
k′<k′′
∑
j′<inf(j′′,k′′−j′′)
2
k′
2
+ j
′
2
−j′′s−j′s′−bk−bk′′αj′,k′βj′′k′′ ,
whih is even slightly better than the k < k′ ∼ k′′.
2. Case k = k♯: we have
cj′′k′′ =
∑
k′,k′′<k,
∑
j′<k−j′′
2
k♭
2
+inf( j
′
2
, k
♮−j′′
2
)2−j
′′s−j′s′−kb−k′b′αj′,k′βj′′,k.
• If k′ < k′′ << k, then j′ ∼ k − j′′, pik the onormal fator,
cj′′k′′ . 2
k′′
2
−j′′(s−s′+ 1
2
)
∑
k′<k′′<k<2j′′
2−ks
′−kb2
k′
2
−b′k′αk−j′′,k′βj′′,k.
The sum over k′ is irrelevant, assuming again s′ + b ≤ 0, we get, with no summability
over α, β
cj′′k′′ . 2
k′′
2
−j′′(s+s′+ 1
2
+2b)2j′′k′′,
whih means the output is Xs+s
′+2b+ 1
2
−3ǫ,− 1
2
+ǫ,1χk′′<2j′′ .
• If k′ < k′′ ∼ k, we are bak in a ase where k♯ ∼ k′′.
• If k′′ < k′ << k, then j′ ∼ k − j′′, onormal again,
cj′′k′′ . 2
k′′
2
−j′′(s−s′+ 1
2
)
∑
k′′<k′<k<2j′′
2−ks
′−kb−k′(b′− 1
2
)αk−j′′,k′βj′′,k.
The sum over k′ is irrelevant, and realling s′ + b ≤ 0, we are bak to the previous ase,
cj′′k′′ . 2
( 1
2
−ǫ)−j′′(s+s′+ 1
2
+2b−3ǫ)λj′′,k′′,
whih is Xs+s
′+2b+ 1
2
−3ǫ,− 1
2
+ǫ,1χk′′<2j′′ .
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• If k′′ < k′ ∼ k,and j′ . k − j′′, so that j′′ < k and Sobolev is better, hene
cj′′k′′ .
∑
sup(k′′,j′′)<k,
∑
j′<inf(k
2
,k−j′′)
2
k′′
2
+ j
′
2
−j′′s−j′s′−k(b+b′)αj′,kβj,k,
disarding summability, setting b = b′ = 1/2,
cj′′,k′′ . 2
k′′
2
−j′′s2− sup(k
′′,j′′)( 3
4
− s
′
2
) . 2
k′′
/
2−j′′(s+s′+ 3
2
)+j′′( 3s
′
2
+ 3
4
)
,
whih, for s′ ≤ −12 is Xs+s
′+ 3
2
−4ǫ,− 1
2
+ǫ,1
.
3. Finally, k′ = k♯.
• If k < k′′ ∼ k′ we are bak to a k♯ ∼ k′′ ase.
• If k′′ < k ∼ k′ we are bak to the very last ase of k♯ = k′.
• If k, k′′ << k′, then j′+ j′′ ∼ k′, hene j′′ . k′ < 2j′′ (and therefore k, k′′ < 2j′′ as well).
We have
cj′′k′′ .
∑
k′′,k<k′
2
k♭
2
+min( j
′
2
, k
♮−j′
2
)−k′s′−bk−b′k′2−j
′′(s−s′)αk′′−j′′,k′βj′′,k.
Disard summability and assume b = b′ = 12 , s
′ ≤ −12 ,
 Let k′′ < k << k′, then k′ ∼ j′ + j′′,
∗ if j′ = k′ − j′′ < k − j′
cj′′k′′ . 2
k′′
2
−j′′(s−s′+ 1
2
)
∑
k′′<k
∑
k<k′<j′′+ k
2
2−s
′k′− k
2 . 2
k′′
2
−j′′(s+s′+ 3
2
)j′′,
whih yields Xs+s
′+ 3
2
−4ε,− 1
2
+ε,1
;
∗ if k − j′ < k′ − j′′ we get, if s′ ≤ −1,
(A.19) cj′′k′′ . 2
k′′
2
−j′′(s−s′)
∑
k′′<k<2j′′
∑
j′′+ k
2
<k′<2j′′
2
j′′
2
−k′(1+s′)
. 2
k′′
2
−j′′(s−s′− 1
2
)−2j′′(1+s′)j′′,
and again the output is Xs+s
′+ 3
2
−4ε,− 1
2
+ε,1
, while for −1 < s′ ≤ −12 , retaining
the summability β ∈ l1,
cj′′k′′ . 2
k′′
2
−j′′(s−s′)∑
k′′<k<2j′′
∑
j′′+ k
2
<k′<2j′′ 2
j′′
2
−k′(1+s′)βj′′,k
. 2
k′′
2
−j′′(s−s′− 1
2
)−(j′′+ k
′′
2
)(1+s′)λj, with λ ∈ l1,
. 2
k′′
4
−j′′(s+s′+1)−(j− k
′′
2
)((−s′)− 1
2
)λj,
whih is Xs+s
′+1,− 1
4
,1
.
 Let k < k′′ << k′, then k′ ∼ j′ + j′′,
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∗ if k′ − j′′ < k′′ − j′,
(A.20) cj′′k′′ . 2
−j′′(s−s′+ 1
2
)
∑
k<k′′
∑
k′′<k′<j′′+ k
′′
2
2k
′(−s′)
. 2−j
′′(s+s′ 3
2
)+ k
′′
2
+(s′+1)j′′−(s′+1)k
′′
2 k′′,
whih is again Xs+s
′+ 3
2
−4ε,− 1
2
+ε,1
;
∗ if k′′ − j′ < k′ − j′′, either s′ ≤ −1,
cj′′k′′ . 2
−j′′(s−s′− 1
2
)+ k
′′
2
∑
k<k′′
∑
j′′+ k
′′
2
<k′<2j′′
2k
′(−s′−1) . 2−j
′′(s+s′ 3
2
)+ k
′′
2 k′′,
and we obtain Xs+s
′+ 3
2
−4ε,− 1
2
+ε,1
; or −1 < s′ ≤ −12 and retaining the summa-
bility β ∈ l1,
cj′′k′′ . 2
k′′
2
−j′′(s−s′)∑
k<k′′
∑
j′′+ k
′′
2
<k′<2j′′
2
j′′
2
−k′(1+s′)βj′′,k
. 2
k′′
2
−j′′(s−s′− 1
2
)−(j′′+ k
′′
2
)(1+s′)λj, with λ ∈ l1,
. 2
k′′
4
−j′′(s+s′+1)−(j− k
′′
2
)((−s′)− 1
2
)λj,
whih is again Xs+s
′+1,− 1
4
,1
.
Remark A.13 On both this term and the previously similar one, one may notie
that the output is suh that b′′ = −14 . As suh, applying a gauge transform will
result in a lesser loss (−18 in general, slightly more in the uniqueness part below
1/4).
Finally, olleting all terms, we got all ases we are interested in.
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