Abstract: By using properties of Markov homogeneous chains, we compute Banach measure of the set of all natural numbers which under Collatz motion after n step will visit the set of even numbers in N. As consequence, we get that the relative frequency of even numbers in the sequence of n-th coordinates of all Collatz sequences is equal to the number 2 3
It is shown also that an analogous numerical characteristic for numbers of the form 3m + 1 is equal to the number 3 5 + (−1) n+1 15×2 2(n−1) . By using these formulas it is proved that under Collatz conjecture the Collatz mapping has no an asymptotic mixing property (mod 3). It is constructed also an example of a real-valued function on the cartesian product N 2 of the set of all natural numbers N such that an equality its repeated integrals ( with respect to Banach measure in N ) implies that Collatz conjecture fails. In addition, it is demonstrated that Collatz conjecture fails for supernatural numbers.
Introduction
There are many works where the authors intensively use a probabilistic approach for the studying of asymptotic properties of various general systems. For example, probabilistic proofs of asymptotic distribution formulas of the number of short cycles in graphs with a given degree sequence and for hypergraphs are given in [2] . By virtue the non-lattice property of the lifetime distribution and the Hewitt-Savage zero-one law, another probabilistic proof of Blackwell's renewal theorem is given in [7] and so on. The present note is like to these article. More precisely, by virtue properties of Markov homogeneous chains and Banach measure P in N, we prove that under Collatz conjecture the Collatz mapping has no an asymptotic mixing property (mod 3)(This notion is given in Section 5). Recall, that the Collatz conjecture is a conjecture in mathematics named after Lothar Collatz, who first proposed it in 1937. The conjecture is also known as the 3n + 1 conjecture, the Ulam conjecture (after Stanislaw Ulam), Kakutani's problem (after Shizuo Kakutani), the Thwaites conjecture (after Sir Bryan Thwaites), Hasse's algorithm (after Helmut Hasse), or the Syracuse problem (cf. [4] ).
Take any natural number n. If n is even, divide it by 2 to get n/2. If n is odd, multiply it by 3 and add 1 to obtain 3n + 1. Repeat the process infinitely. The conjecture is that no matter what number you start with, you will always eventually reach 1.
As many authors have previously stated, Paul Erdós once said, "Mathematics may not be ready for such problems". Thus far all evidence indicates he was correct (cf. [5] ).
The conjecture has been checked by computer for all starting values up to 52 60 ≈ 5.764 × 10 18 (cf. [8] ). All initial values tested so far eventually end in the repeating cycle (4; 2; 1), which has only three terms. It is evident that such a computation result is not a proof of the Collatz conjecture and it remains today unsolved.
The rest of this note is the following. In Section 2 we consider some auxiliary notions and facts from the theory of Markov homogeneous chains and shift-invariant measure theory in N . In Section 3 we give the formula for a relative frequency of even numbers in the sequence of n-th coordinates of all Collatz sequences. In Section 4 we do same for numbers of the form 3m + 1. In Section 5 we construct a function on the cartesian product N 2 of the set of all natural numbers N such that an equality its repeated integrals with respect to Banach measure implies that Collatz conjecture fails. By using the main result of Section 4, it is proved (under Collatz conjecture) that Collatz mapping has no an asymptotic mixing property (mod 3). In Section 6 we demonstrate that Collatz conjecture fails for supernatural numbers.
Auxiliary notions and facts from the theory of Markov homogeneous chains and invariant measure theory
Let (Ω, F , P ) be a probability space. Assume that we have a physical system, which after each step changes its phase position. Assume that the possible positions are ǫ 0 and ǫ 1 . Let ξ n (ω) be a position of physical system after n steps (ω ∈ Ω). Clearly, the chain of logical transitions
depends on the chance factor. Assume that the following regularity condition is preserved: if after n steps the system is in position ǫ i , then, independently of its early positions it will pass to position ǫ j with probability p ij , i.e.,
The above described model is called Markov homogeneous chain. The following matrix
is called the matrix of transition probabilities of the physical system after 1 step. Besides there is also given the vector of initial distributions of the physical system , i.e.,
Let denote by P i (n)(i = 0, 1) the probability that the physical system will be in the position ǫ i after n steps, i.e.,
Then the vector (P
is called the vector of distributions of the physical system after n steps.
Lemma 2.1. ( [9] For an arbitrary natural number n, the following equality 
holds true.
Proof. Setting 8) it is obvious to see that
By using the method of the mathematical induction, one can easily show the validity of the following equality
Since |p 00 + p 11 − 1| < 1, we deduce that
Take into account the latter relation, by virtue of Lemma 2.1 we get
This ends the proof of Lemma 2.2
Definition 2.1. Let A be a shift invariant algebra of subsets of the set of all natural numbers N. A measure P on A is said to be shift-invariant (also called translation-invariant) if the condition
holds true for X ∈ A , where X + 1 = {x + 1 :
exists, where #(·) denotes the counting measure.
There exists a shift-invariant measure P defined on the powerset of N for which P (N) = 1.
Lemma 2.4. ([3], Examples, p. 371; p. 401 ) If
P is a shift-invariant measure defined on the powerset of N for which P (N) = 1, then
Lemma 2.5. Let P be a shift-invariant probability measure defined on the powerset of N. Let f : N → R be such a mapping that there exists a finite limit
By formula (2.16) we get
Since ǫ was taken arbitrary, Lemma 2.5 is proved.
Lemma 2.6. Let P be a shift-invariant measure defined on the powerset of N.
Then for all p ∈ [0, ∞) and r ∈ [1, ∞) a set K = p + rN has the density d(K) and the following equality d(K) = P (K) holds true.
In the sequel, under a probability space (Ω, F , P ) we will assume a triplet (N, P(N), P ), where P(N) denotes the powerset of the set of all natural numbers N and the measure P comes from Lemma 2.3.
In modular arithmetic notations, define the random variable ξ as follows:
3. On a formula for relative frequencies of even and odd numbers in the sequence of n-th coordinates of all Collatz sequences
By virtue the results of Lemmas 2.3-2.4, we get the validity of the following assertion.
Lemma 3.1. The following equalities hold true:
1)
2)
3)
Proof. Proof of the equality (3.1)
Proof of the equality (3.2).
Proof of the equality (3.3.)
Proof of the equality (3.4.)
Let ξ n (ω) be ξ applied to ω recursively n times; Clearly, the chain of logical transitions
depends on the chance factor, where ξ 0 (ω) = ω and ξ 1 = ξ for each ω ∈ Ω. The sequence (ξ n (ω)) n∈N is called a Collatz sequence starting at point ω.
We say that a system ξ n (ω) is in a position ǫ 0 (and write ξ n (ω) ∈ ǫ 0 ) if ξ n (ω) ≡ 0 (mod 2) and ξ n (ω) is in a position ǫ 1 (and write ξ n (ω) ∈ ǫ 1 ) if ξ n (ω) ≡ 1 (mod 2). Hence we have a system, which after each step changes its position and a set of possible positions are {ǫ 0 , ǫ 1 }.
By the method of mathematical induction one can get the validity of the following assertion.
Lemma 3.2. For each natural number n, a set {ω ∈ Ω : ξ n (ω) ∈ ǫ 0 } can be presented as a finite union of disjoint sets of the form p + rN where p ∈ [0, ∞) and r ∈ [1, ∞).
If after n steps the system is in position ǫ i , then, independently of its early positions it will pass to position ǫ j with probability p ij , i.e.,
(3.10)
The above described model is just Markov homogeneous chain with the matrix of transition probabilities
and with the vector of initial distributions
by Lemma 2.1 we get
For each natural number n ∈ N, let denote by ν (n) (ǫ 0 ) and ν (n) (ǫ 1 ) relative frequencies of even and odd numbers within the sequence (ξ n (k)) k∈N of n-th coordinates of all Collatz sequences, respectively, i.e.,
For each natural number n ∈ N, the relative frequencies ν (n) (ǫ 0 ) and ν (n) (ǫ 1 ) are computed by the following formula
and
Proof. By using the approach used in the proof of the Lemma 2.2, we get
On the one hand, for each natural number n ∈ N, the relative frequency of even numbers within the sequence (ξ n (k)) k∈N of n-th coordinates of all Collatz sequences coincides with the relative frequency of the pre-image ξ −1 n (2N) within Ω = N . By Lemma 2.7, the pre-image ξ −1 n (2N) is presented as a finite union of disjoint sets of the form p + rN where p ∈ [0, ∞) and r ∈ [1, ∞). By Lemma 2.6, such sets have relative frequencies(equivalently, density) which coincide with their Banach measure P . Take into account this fact and the formula (2.6), we get
This ends the proof of Theorem 3.1. It is clear that p 01 = 1 − p 00 = 1/2 and p 10 = 1 − p 11 = 3/4.
We say that a Collatz sequence ξ n (ω) starting at point ω is in a position ǫ 0 (and write ξ n (ω) ∈ ǫ 0 ) if ξ n (ω) ≡ 1 (mod 3) and ξ n (ω) is in a position ǫ 1 , otherwise.
By the method of mathematical induction one can get the validity of the following assertion. If after n steps the system is in position ǫ i , then, independently of its early positions it will pass to position ǫ j with probability p ij , i.e., (4.14)
For each natural number n ∈ N, let define ν (n) (ǫ 0 ) and ν (n) (ǫ 1 ) by the formulas Proof. By using the approach used in the proof of Lemma 2.2, we get 
Notice that for each natural number n ∈ N, the relative frequency of numbers within the sequence (ξ n (k)) k∈N of n-th coordinates of all Collatz sequences which are presented in the form 3m + 1 coincides with the relative frequency of the pre-image ξ n (3N+1) is presented as a finite union of disjoint sets of the form p+rN where p ∈ [0, ∞) and r ∈ [1, ∞). By Lemma 2.5, such sets have relative frequencies which coincide with their Banach measure P . Take into account this fact and the formula 2.31, we get
This ends the proof of Theorem 4.1. hold true.
Main results

Let denote by
Theorem 5.1. Let define g : Ω × Ω → R by the following formula: g(ω 1 , ω 2 ) = 1 if ξ ω1 (ω 2 ) = 0 (mod 2) and g(ω 1 , ω 2 ) = 0, otherwise. Then under Collatz conjecture we have that g ∈ G.
Proof. By Lemma 2.5 and Theorem 3.1, we get
If Collatz Conjecture is valid then relative frequency of even numbers within each Collatz sequence will be equal to 2/3 which implies
This ends the proof of Theorem 5.1. Proof. Under Collatz conjecture we get
On the other hand, by Lemmas 2.5 and Theorem 4.1, we get Notice that under Collatz conjecture, for each fixed k ∈ N , the sequence
If we equip the space (N 3 ) N with Tychonoff metric ρ, defined by
, then under Collatz conjecture the sequence of m-th three-dimensional coordinates of all Collatz sequence
N with respect to Tychonoff metric. Since the limit of three-dimensional coordinates of each Collatz sequence must belong to the set {(4, 2, 1), (2, 1, 4), (1, 4, 2)}, we deduce that the limit of the sequence (5.9) when m tends to infinity must belong to the set
(5.10)
For i = 0, 1, 2, let denote by ν i (4), ν i (2), ν i (1) the relative frequencies of numbers 4, 2, 1 in ith Collatz asymptotic sequences, respectively. Under Collatz conjecture and by the assumption that the numbers 1, 4, 2 have relative frequencies in each Collatz asymptotic sequences(this follows from the asymptotic mixing property (mod 3) of the Collatz mapping) we get
On the one hand, by Corollary 3.1 we know that the limit of the sequence of relative frequencies of odd numbers in the sequence (T n (ω)) ω∈Ω of n-th coordinates of all sequences ((T n (ω)) n∈N ) ω∈Ω when n tends to ∞ is equal to 1/3. Taking into account this fact and the asymptotic mixing property (mod 3) of the Collatz mapping we deduce that ν 0 (1) = ν 1 (1) = ν 2 (1) = 1/3. The latter equations and formula (5.11) imply that
(5.12) On the other hand, by Corollary 4.1 we know that the limit of the sequence of relative frequencies of numbers having a form 3m + 1 in the sequence (T n (ω)) ω∈Ω of n-th coordinates of all sequences ((T n (ω)) n∈N ) ω∈Ω when n tends to ∞ is equal to 3/5. Now taking into account this fact and the asymptotic mixing property (mod 3) of the Collatz mapping we deduce that ν 0 ({1, 4}) = ν 1 ({1, 4}) = ν 2 ({1, 4}) = 3/5. The latter equalities fail because
This ends the proof of the theorem.
The set N S (ordered by divisibility) is a directed-complete partial order, with as maximum element. An example of a complete chain in N S is Extensionality of the addition operation on N . For each n, m ∈ N we have n ⊕ s m = s −1 (s(x) + s(y)) = s −1 (ne 1 + me 1 ) = s −1 ((n + m)e 1 ) = n + m. 
The latter equality contradict to the non-equality
and Remark 6.2 is proved.
Collatz conjecture for supernatural numbers. Let ⊕ s be a plus operation in N s which comes from Lemma 6.1. Take any supernatural number n. If n is even, divide it by 2 to get n/2. If n is odd, multiply it by 3 and add 1 to obtain 3n ⊕ s 1. Repeat the process infinitely. The conjecture is that no matter what supernatural number you start with, you will always eventually reach 1.
Theorem 6.1. Collatz conjecture fails for supernatural numbers
Proof. Let take a supernatural number n for which 2 ∞ n. Then if we start with n then we get a stationary sequence n, n, · · · . Since 2 ∞ n we deduce that n differs from 1 and we no reach 1.
