Abstract
INTRODUCTION
Brain tumor is the main cause of cancer deaths worldwide. Brain tumor can affect people at any age. Brain tumor increases mortality among children and adults. The brain is one of the complex organs in the human body. There are more than 100 billion nerves present in human brain that are in an overlapped form. Due to such a complex structure of the human brain, a diagnosis of the tumor area in the brain is a challenging task. The tumor is due to uncontrollable growth of cells in the brain. There are basically two types of primary brain tumors that are Benign tumor and Malignant tumor. The tumor is small in size. The identification of the tumor is based on their growth pattern. Benign tumor grows slowly and it has well defined borders. It can be removed completely by surgery and it does not spread in the spinal cord, other parts of brain or other areas of the body. The malignant type of tumor is fast-growing and affects the healthy brain cells and may spread to other parts of the brain or spinal cord. It is more harmful and may remain untreated. So detection of such brain tumor location, identification and classification in earlier stage is a serious issue in medical science [1] . Imaging technology in Medicine helps doctors to observe the interior portions of the human body for easy diagnosis. Digital image processing is one of the tool by which it is easier to analyze medical images in a short span of times, by digital image processing it is possible to detect, identify and analyze the brain tumor easily. Digital image processing also has an advantage like reproducing original data without any change and enhancing an image which helps the Radiologist for diagnosis in earlier stage.
LITERATURE REVIEW
According to National Brain Tumor Society, people having primary tumor are about 688,000 and according to Central Nervous System (CNS) in the United States, 138,000 people with malignant tumor and 550,000 with nonmalignant tumors [2] . So classification of tumor is an important issue. Numbers of authors have worked on this issue, which described in this session. ShanShen et al proposed fuzzy cmeans clustering (IFCM). The proposed algorithm is based on neighborhood attraction. It is considered that it exist between neighboring pixels. This neighborhood attraction depends on the pixel intensities , the spatial position of the neighbor pixels and on neighborhood pixel structure . The classification of tumor is done with the help of artificial neural network (ANN) based on the similarity between feature vectors [3] . Dina Aboul Dahab et al proposed a technique for the enhancement an image in a spatial domain based on direct manipulation of pixels in a neighborhood of pixels. The enhancement in frequency domain based on the concept of the convolution theorem and spatial filters. In this paper author used probabilistic neural networks (PNN) which is based on learning vector quantization (LVQ). LVQ is a supervised competitive learning technique; it defines object boundaries and the rules for pixels that are the nearest neighborhood [4] . Chandrakant Biradar et al proposed an algorithm to extract the tumor region from MRI images. They applied DWT to decompose an image. The author applied segmentation on DWT image to extract tumor region. They extracted the features like size; shape and texture to classify the type of tumor .they have used SVM classifier for classification [5] 
PROPOSED METHODOLOGY
The MRI of brain is represented here as a gray scale image. These gray scale images are having intensity levels ranging from 0-255, where 0 represents black color and 255 represents white color. 
II. FEAURETURE EXTRAXTION
Feature extraction is a stage where we have extracted the features from the sharpened image, which required as an input for classifier. In this algorithm we have used discrete cosine transformation (DWT). It is one of the types of wavelet transformation. In this algorithm, two level decomposition of "Symlet" DWT is used. This transform is applied to enhanced image. The DWT divides enhanced image into four regions using low pass filter and high pass filter bank and gives four different coefficients like absolute coefficient, diagonal coefficient, horizontal coefficient and vertical coefficient. The major information of an image is present in absolute coefficients as compare to remaining three regions. So we have selected absolute coefficients for feature extraction. We extracted different features like Contrast, Homogeneity, Correlation, Energy etc. These features are used as an input to classifier for tumor declaration. 
III. CLASSIFICATION
Classification is the essential step, where the brain tumor MRI classified into cancerous and noncancerous classes. The selection of a particular classifier is based on number of inputs and number of outputs to the classifier, features extracted from patterns as well as the type of input images. There are number of classifiers can be used to classify an images into different classes. Some classifiers are as follows.
a. MULTILAYER PERCEPTRONS (MLP)
Multilayer perceptron"s are layered feed forward networks. These networks are mostly used for classification of an image into different classes. Multilayer perceptron"s are useful in number of applications, where statistical classification is required.
b. PRINCIPAL COMPONENT ANALYSIS (PCA)
PCA is useful to approximate the original information with the help of least number of component .PCA is useful for approximating data with lower dimensional vectors. The PCA approach is based on eigenvectors, which is based on covariance matrix of an original image. By using PCA the test image was first identified by projecting the original image onto the eigen space to extract the corresponding set of weights and then the comparison has done with the help of a set of weights of an image in the training set [9] .
c. SUPPORT VECTOR MACHINE (SVM)
After feature extraction from an image, classification is the main task. The performance of classifier depends upon the number of features, samples. There are number of classifiers available for classification. SVM is one of the supervised classifier which gives good results in medical diagnosis. It gives better result in a high dimension feature space. SVM has also been applied on different real world problems such as face recognition, text categorization; cancer diagnosis .This SVM classifier gives better result for classification of binary MRI images [10] .
d. PROBABLISTIC NEURAL NETWORK (PNN)
Probabilistic Neural Network is the classifier that is useful for medical application. In some algorithms feature extraction has done with the help of GLCM and classification of images has done by using PNN. This classifier gives fast and accurate classification [11] . In proposed methodology MLP classifier has used its advantage is that it is easy to use and it can easily approximate any gray scale input or output map. The MATLAB and Nerosolution tools have been used for the classification of brain tumor MRI. 1. The results of MLP that designed with 50% database for training and 50%database for testing a network with three hidden layers has been shown in Figure 3 and Table 1 . The TanhAxon function at hidden layer, Sigmoid Axon function at output layer and Levenberg learning rule has been used to design this MLP classifier. 2. The results of MLP that designed with 50% database for training and 50%database for testing a network with three hidden layers has been shown in Figure 4 and Table 2 . The Sigmoid Axon function at hidden layer, Sigmoid Axon function at output layer and Levenberg learning rule has been used to design this MLP classifier. 3. The results of MLP that designed with 60% database for training and 40%database for testing a network with three hidden layers has been shown in Figure 5 and Table 3 . The TanhAxon function at hidden layer, Sigmoid Axon function at output layer and Levenberg learning rule has been used to design MLP classifier. 4. The results of MLP that designed with 70% database for training and 30%database for testing a network with three hidden layers has been shown in Figure 6 and Table 4 .The TanhAxon function at hidden layer, Sigmoid Axon function at output layer and Levenberg learning rule has been used to design this MLP classifier. 5. The results of MLP that designed with 80% database for training and 20% database for testing a network with three hidden layers has been shown in Figure 7 and Table 5 .The Linear SigmoidAxon function at hidden layer, Sigmoid Axon function at output layer and Levenberg learning rule has been used to design this MLP classifier. 6. The results of MLP that designed with 50% database for training and 50%database for testing a network with five hidden layers. The TanhAxon function at hidden layer has been shown in Figure 8 and Table 6 , Sigmoid Axon function at output layer and Levenberg learning rule has been used to design this MLP classifier. 7. The results of MLP that designed with 60% database for training and 40%database for testing a network with five hidden layers has been shown in Figure 9 and Table 7 . The SigmoidAxon function at hidden layer, Sigmoid Axon function at output layer and Levenberg learning rule has been used to design this MLP classifier. 9. The results of MLP that designed with 70% database for training and 30%database for testing a network with five hidden layers has been shown in Figure 11 and Table 9 . The Sigmoid Axon function at hidden layer, Sigmoid Axon function at output layer and Levenberg learning rule has been used to design this MLP classifier. 10. The results of MLP that designed with 70% database for training and 30%database for testing a network with five hidden layers has been shown in Figure 12 and Table 10 .
RESULT AND DISCUSSION

Figure.5. Average MSE with S.D.B. for three runs
The Linear Sigmoid Axon function at hidden layer, Sigmoid Axon function at output layer and Levenberg learning rule has been used to design this MLP classifier. 12. The results of MLP that designed with 90% database for training and 10%database for testing a network with five hidden layers has been shown in Figure 14 and Table 12 . The Sigmoid Axon function at hidden layer, TanhAxon function at output layer and Levenberg learning rule has been used to design this MLP classifier. Figure. 14. Average MSE with S.D.B. for three runs 13. The results of MLP that designed with 90% database for training and 10%database for testing a network with five hidden layers has been shown in Figure 15 and Table13. The Sigmoid Axon function at hidden layer, Sigmoid Axon function at output layer and Levenberg learning rule has been used to design this MLP classifier. 
CONCLUSION
The proposed algorithm for classification of brain tumor MRI image classified MRI images database effectively into benign tumor and malignant tumor with the help of MLP classifier. The MLP classifier used here with three and five number of hidden layers by using different hidden layer functions and output layer functions. By observing the above results, it"s seen that MLP classifier is the best classifier for brain tumor MRI database. MLP classifier classified the database accurately at 90% database for training and 10%database for testing a network with five hidden layers, Sigmoid Axon function at hidden layer, Sigmoid Axon function at output layer with Levenberg learning rule. 
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