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Abstract
The aim of this paper is to investigate exponential stability of paths for a class of Hilbert
space-valued non-linear stochastic evolution equations. The analyses consist in using exponential
martingale formula, Lyapunov functional and some special inequalities derived for our stability
purposes. Various sucient conditions are obtained to ensure the stability of the strong solutions.
Several applications to stochastic partial dierential equations are studied to illustrate our theory.
In particular, by means of our results we loosen the conditions of certain stochastic evolution
systems from Haussmann (1978) or Ichikawa (1982). c© 1998 Elsevier Science B.V. All rights
reserved.
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The purpose of this paper is to investigate exponential stability of the sample paths
for certain Hilbert space-valued stochastic evolution equations. Roughly speaking, we
shall consider the following equation:
dXt =f(Xt; t) dt + g(Xt; t) dWt; t 2 [0; T ];
X0 = x0;
(0.1)
where T>0, f(; t) and g(; t) are families of (non-linear) operators in Hilbert spaces
and Wt is a Hilbert space-valued Wiener process. Under some circumstances, we also
devote ourselves to the consideration of a class of stochastic equations with time delays.
This sort of equation (with time delays or not) has been studied by several au-
thors over the last years. For instance, Caraballo and Liu (preprint), Ichikawa (1982),
Pardoux (1975) and Real (1982{1983) (among others) have established results on
the existence and uniqueness of solution. On the other hand, there exists an exten-
sive literature in pathwise stability of stochastic evolution equation. We should men-
tion here Caraballo (1990, 1994), Chow (1982), Haussmann (1978) and Ichikawa
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(1982). In particular, Haussmann (1978) obtained pathwise exponential stability with
probability one for linear f(x; t) and g(x; t). Caraballo (1990) generalized his results
to the equation with time delay variables. Also, Ichikawa (1982) proved similar re-
sults for the mild solution of semilinear stochastic system, i.e., for semilinear f(x; t)
and Lipschitz continuous g(x; t). In the meantime, Chow (1982) considered asymp-
totic stability for the sample paths of (0:1) when f(x; t) and g(x; t) do not depend
on t and a coercivity holds. Recently, following the ideas of Haussmann (1978) and
Ichikawa (1982), Caraballo (1994) somehow dealt with the almost sure stability for
non-linear stochastic dierential equation, and Mandrekar (1994) proposed another
Lyapunov functional, dierent from the usual one as in Haussmann (1978) and Ichikawa
(1982), to handle the almost surely asymptotic stability for similar nonlinear stochas-
tic equation. In connection with all the work mentioned above, special attention is
paid to the fact that on the one hand much work above seems to be dicult to be
generalised to cover pathwise stability for non-linear case and on the other hand, to
reach their ends, most authors somehow as the rst step show a certain pth moment
stability under some assumptions which turns out to be a bit stronger conditions upon
the equation, as a consequence, to obtain pathwise stability (occasionally, additional
assumptions are imposed). In particular, under some circumstances this approach does
not seem to work.
In this paper, by virtue of a direct approach quite dierent from those mentioned
above, we shall develop a Lyapunov programme for almost sure stability criteria per-
taining generally to non-linear stochastic dierential equations of evolution type. Appli-
cations of the theory to parabolic Ito^ equations will be considered as well. In particular,
in Section 1 we shall collect some basic preliminary results which are essential for our
stability analysis. A precise denition of almost sure stability is also introduced. In
Section 2, we shall start to meet our main results, namely, some sucient conditions
ensuring almost sure stability of stochastic evolution equation in innite dimensions.
Section 3 is devoted to the establishment of stability for a class of non-linear stochastic
evolution equations with time delays. In the last section, several examples are studied
to illustrate our theory. In particular, by means of the consequences derived in the pre-
vious sections, we loosen the conditions of certain stochastic evolution systems from
Haussmann (1978) and Ichikawa (1982).
1. Preliminaries
Let V be a Banach space and H;K be two real separable Hilbert spaces such that
V H HV ;
where the injections are continuous and dense. V is supposed to be a reexive Banach
space. In particular, we also assume both V and V  are uniformly convex.
We denote by k  k, j  j the norms in V and H , respectively; by ( ; ) the inner
product in H , and by h ; i the duality between V and V  (hx2V; y2V i).
Let Wt be a Wiener process dened over some complete probability space (
;F; P)
and take values into the separable Hilbert space K , with incremental covariance operator
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QW . Let fFtgt>0 be the -eld generated by fWs; 06s6tgt>0, then Wt is a martingale
relative to fFtgt>0 and we have the following representation of Wt :
Wt =
1X
i=1
itei;
where feig is an orthonormal set of eigenvectors of QW , it are mutually independent
real Wiener processes with incremental covariance i>0, QWei= iei and trQW =P1
i=1 i (tr denotes the trace of an operator).
The stochastic integral
R t
0 (s; !) dWs is dened as follows. Dene
L2(K;H) := fL2L(K;H): kLk22 = tr(LQWL)<1g;
where L(K;H) is the family of all bounded linear operators from K into H , equipped
with the usual operator norm topology. Let (t; !), t 2 [0; T ], be an Ft-measurable
L2(K;H)-valued process; we dene the norm for arbitrary t 2 [0; T ]
jjt =

E
Z t
0
k(s; !)k22 ds
1=2
:
As usual, we denote all L2(K;H)-valued predictable processes  such that jjT<+1
by N 2([0; T ];L2(K;H)), more simply N 2(0; T ).
The stochastic integral
R t
0 (s; !) dWs 2H is dened for all (t; !)2N 2(0; T ) byZ t
0
(s; !) dWs=L2 − lim
n!1
nX
i=1
Z t
0
(s; !)ei dis;
where t 2 [0; T ].
In this paper we shall consider the following innite-dimensional stochastic dier-
ential equation in V :
dXt =f(Xt; t) dt + g(Xt; t) dWt; t 2 [0; T ];
X0 = x0;
(1.1)
where T>0 and f(; t) :V !V  is a family of non-linear operators, Ft-measurable
almost surely in t. g(; t) :V !L(K;H) is an Ft-measurable, locally bounded mapping
almost surely in t such that g(Xt; t)2N 2(0; T ). In Section 3, we shall also consider
similar stochastic evolution equation with time delays.
Since we are mainly interested in exponential stability analysis, one shall assume
that there exists a unique process
Xt 2L2(0; T ;V )\L2(
;C(0; T ;H)); 8T>0;
which is called a strong solution of (1:1). Here C(0; T ;H) denotes the space of all
continuous functions from [0; T ] into H . In other words, Xt veries the following
integral equation in V :
Xt = x0 +
Z t
0
f(Xs; s) ds+
Z t
0
g(Xs; s) dWs; t>0; P-a.s. (1.2)
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where x0 2L2(
;F0; P;V ). For this purpose, for instance, one can suppose the follow-
ing assumptions hold (see Pardoux, 1975)
(a.1) (Measurability). t 2 (0; T ) 7!f(x; t)2V  is Lebesgue-measurable 8x2V;
a.e. t, 8T>0;
(a.2) (Hemicontinuity). The map 2R1 7! hf(x + y; t); zi 2R1 is continuous 8x;
y; z 2V; a.e. t;
(a.3) (Boundedness). There exists c>0 such that
kf(x; t)k6ckxk; 8x2V; a:e: t;
where k  k is the norm of V .
Let g(; t) be the family of operators from V into L(K;H) such that for arbitrary
h2H , k 2K , N 2R+, there exists L>0 such that
j(h; g(u; t)k)− (h; g(u; t)k)j6Lku− vk; 8u; v2V such that kuk; kvk6N;
where t! g(u; t) is Lebesgue measurable from (0; T ) into L(K;H), 8u2V .
We also suppose:
(a.4) (Coercivity). There exist >0, p>1 and , 2R1 such that
2 hf(x; t); xi+ kg(x; t)k226−kxk2 + jxj2 + ; 8x2V; a:e: t;
(a.5) (Monotonicity).
−2 hf(x; t)− f(x; t); x − yi+ jx − yj2>kg(x; t)− g(y; t)k22; 8x; y2V; a:e: t:
Theorem 1.1 (Ito^’s formula) (Pardoux, 1975). Let V (; t) :H !R1 be a nonlinear
functional satisfying that for all t 2R1
(i) V (x; t) is dierentiable in t and twice (Frechet) dierentiable in x with V 0t (; t),
V 0x (; t) and V 00xx (; t) locally bounded on H .
(ii) V (; t), V 0t (; t) and V 0x (; t) are continuous on H .
(iii) For all trace class operators T , tr(TV 00xx (; t)) is continuous on H !R.
(iv) If v2V then V 0x (v; t)2V , u!hV 0x (u; t); vi is continuous for each v 2V .
(v) kV 0x (v; t)k6C0(t)(1 + kvk), C0(t)>0, for all v2V .
Then for strong solution Xt of Eq. (1.1), we have
V (Xt; t)=V (X0; 0) +
Z t
0
LV (Xs; s) ds+
Z t
0
(V 0x (Xs; s); g(Xs; s) dWs);
where
LV (x; t)=V 0t (x; t) + hV 0x (x; t); f(x; t)i+ 12 tr(V 00xx (x; t)g(x; t)QWg(x; t)):
Unless otherwise specied, throughout this paper we suppose V (x; t), x2H , t 2R1,
to be involved below satises all conditions of Theorem 1.1.
Lastly, let us close this section by giving the precise denition of almost surely
exponential stability.
Denition 1.1. Eq. (1.1) or the strong solution of equation is said to be almost surely
exponentially stable (or simply, stable) if there exists a >0 such that for each x0 2V ,
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F0-measurable random vector,
lim sup
t!1
log jXt(x0)j
t
6− a:s: (1.3)
2. Stability of stochastic evolution equation
In this section we shall carry out a Lyapunov function programme to study almost
sure stability for non-linear stochastic evolution equation (1:1).
Assume V (x; t) is a C2;1-positive functional such that for any x2V, t 2R+,
V 0x (x; t)2V . We dene operators L and Q as follows: for x2V , t 2R+
LV (x; t)=V 0t (x; t) + hV 0x (x; t); f(x; t)i+ 12 tr[V 00xx (x; t)(g(x; t)QWg(x; t))] (2.1)
and
QV (x; t)= tr[V 0x ⊗V 0x (x; t)(g(x; t)QWg(x; t))]:
In particular, to our ends we need the following lemma which shall play an important
role in our stability analysis.
Lemma 2.1. Assume Xt is the strong solution of Eq. (1.1). Suppose g(x; t), V (x; t)
are dened as in the above sections and T; ;  are any positive numbers. Then
P

sup
06t6T
Z t
0
(V 0x (Xs; s); g(Xs; s) dWs)−

2
Z t
0
QV (Xs; s) ds

>

6e−: (2.2)
Proof. For every integer n>1, dene the stopping time
n=inf

t>0:

Z t
0
(V 0x (Xs; s); g(Xs; s) dWs)
+
Z t
0
QV (Xs; s) ds>n

;
and the process
xn= 
Z t
0
I<0; n=(s)(V
0
x (Xs; s); g(Xs; s) dWs)−
2
2
Z t
0
I<0; n=(s)QV (Xs; s) ds;
where < ; = is the stochastic interval. We suppose n=1 whenever the above set is
empty. Clearly, xn(t) is bounded and n"1 a.s.. Applying Ito^’s formula to exp[xn(t)],
we obtain that
exp[xn(t)] = 1 +
Z t
0
exp[xn(s)] dxn(s) +
2
2
Z t
0
exp[xn(s)]I<0; n=(s)QV (Xs; s) ds
= 1 + 
Z t
0
exp[xn(s)]I<0; n=(s)(V
0
x (Xs; s); g(Xs; s) dWs):
Therefore, one could easily see that exp[xn(t)] is a nonnegative martingale over t>0
with E(exp[xn(t)])= 1. Hence, by Doob’s maximal inequality we get that
P

sup
06t6T
exp[xn(t)]>e

6e−E(exp[xn(T )])= e−:
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That is,
P

sup
06t6T
Z t
0
I<0; n=(s)(V
0
x (Xs; s); g(Xs; s) dWs)
−
2
Z t
0
I<0; n=(s)QV (Xs; s) ds

>

6e−:
Now the required result follows by letting n!1.
Theorem 2.1. Let  1(t),  2(t) be two continuous non-negative functions. Assume that
for all x2V and t>0, there exist positive constants p>0, m>0, constants ; ; 
and (t)>0, a non-increasing function such that
(1) jxjpemt6V (x; t); (x; t)2V R+;
(2) LV (x; t) + (t)QV (x; t)6 1(t) +  2(t)V (x; t); (x; t)2V  R+;
(3)
lim sup
t!1
log
R t
0  1(s) ds

t
6; lim sup
t!1
R t
0  2(s) ds
t
6;
lim inf
t!1
log (t)
t
>− :
Then the strong solution of Eq. (1.1) satises
lim sup
t!1
log jXt(x0)j
t
6−m− [+ (_ )]
p
a:s:
for any x0 2V , F0-measurable random vector. In particular, if m> + _ , the
solution is almost sure exponentially stable.
Proof. By Ito^’s formula and denitions of L and Q, we can derive that
V (Xt; t)=V (x0; 0) +
Z t
0
LV (Xs; s) ds+
Z t
0
(V 0x (Xs; s); g(Xs; s) dWs): (2.3)
Due to exponential martingale inequality (i.e., Lemma 2.1), we have
P

!: sup
06t6w
 Z t
0
(V 0x (Xs; s); g(Xs; s) dWs)−
Z t
0
u
2
QV (Xs; s) ds

>v

6e−uv (2.4)
for any positive constants u; v and w. Letting >0 arbitrarily and taking
u=2(k); v= (k)−1 log k; w= k; k =1; 2; 3; : : : ;
we can then apply the well-known Borel{Cantelli lemma to obtain that for almost all
!2
, there exists an integer k0(; !)>0 such thatZ t
0
(V 0x (Xs; s); g(Xs; s) dWs)6(k)
−1 log k + (k)
Z t
0
QV (Xs; s) ds (2.5)
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for all 06t6k, k>k0(; !). Substituting this into Eq. (2.3) and using condition (2),
we see that almost surely
V (Xt; t)6 (k)−1 log k + V (x0; 0) +
Z t
0
LV (Xs; s) ds+
Z t
0
(k)QV (Xs; s) ds
6 (k)−1 log k + V (x0; 0) +
Z t
0
LV (Xs; s) ds+
Z t
0
(s)QV (Xs; s) ds
6 (k)−1 log k + V (x0; 0) +
Z t
0
( 1(s) +  2(s)V (Xs; s)) ds (2.6)
for all 06t6k, k>k0(; !). By virtue of Gronwall’s lemma, we derive that almost
surely
V (Xt; t)6

V (x0; 0) + (k)−1 log k +
Z t
0
 1(s) ds

exp
Z t
0
 2(s) ds

for all 06t6k, k>k0(; !).
On the other hand, there exists a positive integer k1() such that whenever t>k1()Z t
0
 1(s) ds6e(+)t ;
Z t
0
 2(s) ds6(+ )t; (t)−16e(+)t :
In particular, if (k − 1)6t6k and k>k0(; !)_ k1(), we have
(k)−16e(+)k6e(+)(+t):
We therefore obtain that for almost all !2
, if (k−1)6t6k and k>k0(; !)_k1(),
then
logV (Xt; t)6 log[V (x0; 0) + e(+)(t+) log k + e(+)t] + (+ )t
which implies immediately that
lim sup
t!1
logV (Xt; t)
t
6(+ )_ ( + ) + +  a:s:
Letting ! 0 gives
lim sup
t!1
logV (Xt; t)
t
6_  +  a:s:
Finally, we have
lim sup
t!1
log jXt(x0)j
t
6 lim sup
t!1
1
p
log[e−mtV (Xt; t)]
t
6−m− [(_ ) + ]
p
a:s:
as required.
Theorem 2.2. Let  1(t),  2(t),  3(t) be three continuous non-negative functions. As-
sume that for all x2V and t>0, there exist positive constants p>0, m>0, constants
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; ; ; ; 06<1, and (t)>0, a non-increasing function such that
(1) jxjpemt6V (x; t);
(2) LV (x; t) + (t)QV (x; t)6 1(t) +  2(t)V (x; t) +  3(t)V (x; t);
(3)
lim sup
t!1
log
R t
0  1(s) ds

t
6; lim sup
t!1
R t
0  2(s) ds
t
6(1− );
lim sup
t!1
log
R t
0  3(s) ds

t
6(1− ); lim inf
t!1
log (t)
t
>− :
Then the strong solution of Eq. (1.1) satises that if m>+ _ _ , the equation
is almost sure exponentially stable. Moreover,
lim sup
t!1
log jXt(x0)j
t
6−m− (+ _ _ )
p
a:s:
for any x0 2V , F0-measurable random vector.
Proof. Using the same notations as in the proof of Theorem 2.1, we can derive
from (2.6) that for arbitrary >0, there exists an integer k0(; !)>0 such that almost
surely
V (Xt; t)6 (k)−1 log k + V (x0; 0) +
Z t
0
LV (Xs; s) ds+
Z t
0
(s)QV (Xs; s) ds
6 (k)−1 log k+V (x0; 0) +
Z t
0
( 1(s)+  2(s)V (Xs; s) +  3(s)V (Xs; s)) ds
for all 06t6k, k>k0(; !). So by virtue of Gronwall’s lemma, we easily obtain that
almost surely
V (Xt; t)6

(k)−1 log k + V (x0; 0) +
Z t
0
 1(s) ds+
Z t
0
 3(s)V (Xs; s) ds

 exp
Z t
0
 2(s) ds

for all 06t6k, k>k0(; !). Further using Corollary 7.5, Ch.1 in Mao (1994), we
derive that almost surely
V (Xt; t)6 exp

1
1− 
Z t
0
 2(s) ds
( 
(k)−1 log k + V (x0; 0)
+
Z t
0
 1(s) ds
1−
+ (1− )
Z t
0
 3(s) ds
)1=(1−)
for all 06t6k, k>k0(; !).
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Hence, for the preceding >0, using condition (3) and carrying out a similar ar-
gument as above, there exists an integer k1 = k1()>0 such that if (k − 1)6t6k,
k>k1() _ k0(; !), we have
logV (Xt; t)6 (+ )t + log[(e(+)(t+) log k + V (x0; 0) + e(+)t)1−
+(1− )e(1−)(+)t]1=(1−)
which implies immediately that
lim sup
t!1
logV (Xt; t)
t
6(+ ) + (+ )_ (+ )_ ( + ) a:s:
Letting ! 0 gives
lim sup
t!1
logV (Xt; t)
t
6+ _ _  a:s:
Finally, we have
lim sup
t!1
log jXt(x0)j
t
6 lim sup
t!1
1
p
log[e−mtV (Xt; t)]
t
6−m− (+ _ _ )
p
a:s:
Theorem 2.3. Assume the solution of Eq. (1.1) satises that jXt(x0)j 6=0 for all t>0
a.s. provided jx0j 6=0 a.s. Let V (x)2C2(H ;R+) and  1(t)2R1,  2(t)>0 be two con-
tinuous functions. Assume that for all x2V and t>0, there exist constants p>0; >0
and 2R1 such that
(1) jxjp6V (x); x2V ;
(2) LV (x; t)6 1(t)V (x); x2V; t 2R+;
(3) QV (x; t)> 2(t)V 2(x); x2V; t 2R+;
(4)
lim sup
t!1
R t
0  1(s) ds
t
6; lim inf
t!1
R t
0  2(s) ds
t
>2:
Then the solution of Eq. (1.1) satises
lim sup
t!1
log jXt(x0)j
t
6−− 
p
a:s:;
where jx0j 6=02V a.s. is an F0-measurable random vector. In particular, if >, the
solution is almost sure exponentially stable.
Proof. Fix jx0j 6=0 a.s. It is easy to deduce by Ito^’s formula that
logV (Xt)6 logV (x0) +M (t) +
Z t
0

LV (Xs; s)
V (Xs)
− 1
2
QV (Xs; s)
V 2(Xs)

ds; (2.7)
where M (t)=
R t
0 (1=V (Xs))(V
0
x (Xs); g(Xs; s) dWs).
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Following a similar argument as in Lemma 2.1, we could deduce
P

!: sup
06t6w

M (t)−
Z t
0
u
2
1
V 2(Xs)
QV (Xs; s) ds

>v

6e−uv
for any positive constants u; v and w. Assigning >0 arbitrarily and taking
u= ; v=2−1 log k; w= k; k =1; 2; 3; : : : ;
where 0<<1, we then apply the well-known Borel{Cantelli lemma to obtain that
there exists an integer k0(; !)>0 for almost all !2
 such that
M (t)62−1 log k +

2
Z t
0
QV (Xs; s)
V 2(Xs)
ds
for all 06t6k, k>k0(; !). Substituting this into Eq. (2.7) and using conditions (2),
(3), we see that there exists a positive random integer k1() such that almost surely
logV (Xt)6 logV (x0) + 2−1 log k +
Z t
0
 1(s) ds− 12(1− )
Z t
0
 2(s) ds
for all (k − 1)6t6k, k>k0(; !)_ k1() which for the preceding >0 immediately
implies that
log jXt j
t
6
logV (Xt)
pt
6
1
pt
(logV (x0) + 2−1 log k + (+ )t
− 12 (1− )(2+ )t) :
Therefore,
lim sup
t!1
log jXt j
t
6 lim sup
t!1
1
pt
(logV (x0) + 2−1 log k + (+ )t
− 12 (1− )(2+ )t)
6
1
p
h
(+ )− (1− )

+

2
i
a:s:
Letting ! 0, ! 0, we can immediately obtain
lim sup
t!1
log jXt(x0)j
t
6− − 
p
a:s:
3. Stability of stochastic delay evolution equation
Assume l>0 and (t) is a random function such that(
 2 L2(
 [−l; 0];F0⊗B[−l; 0]; dP⊗ dt;V );
(0)= x0 2L2(
;F0; P;V );
where B[−l; 0] is the Borel -eld over [−l; 0]. Suppose () : [0;+1)! [0; l] is some
dierentiable function which shall play the role of time delays.
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In this section we shall use Lyapunov functional approach to study almost sure
stability for a class of stochastic evolution equations with variable delays. Precisely,
we shall consider the following stochastic evolution equation in V :8<
:
dXt=[A(Xt; t)+F(Xt−(t); t)] dt+[B(Xt; t)+G(Xt−(t); t)] dWt; t2[0; T ];
Xt=(t); t2[−l; 0];
(3.1)
where T>0, A(; t) :V !V , F(; t) :V !H are two families of non-linear operators,
Ft-measurable almost surely in t. B(; t), G(; t) :V !L(K;H) are two Ft-measurable,
locally bounded mappings almost surely in t such that both B(Xt; t) and G(Xt−(t); t) are
in N 2(0; T ). Once again we assume that Eq. (3.1) has a unique global strong solution
which is denoted simply by Xt(x0). To the ends, in Caraballo and Liu (preprint) some
conditions as in Section 1 are studied to assure the existence and uniqueness of strong
solutions to Eq. (3.1). Owing to the restriction of space, we shall not discuss them
in detail. Reader is referred to Caraballo and Liu (preprint) for further details on this
topic.
Set f(x; y; t)A(x; t) + F(y; t) and g(x; y; t)B(x; t) +G(y; t). Assume V (x; t) is a
C2;1-positive function such that for any x2V , t 2R+, V 0x (x; t)2V . We dene operators
L and Q as follows: for x; y2V , t 2R+
LV (x; y; t) = V 0t (x; t) + hV 0x (x; t); f(x; y; t)i
+ 12 tr[V
00
xx(x; t)(g(x; y; t)QWg(x; y; t)
)] (3.2)
and
QV (x; y; t)= tr[V 0x ⊗V 0x (x; t)(g(x; y; t)QWg(x; y; t))]: (3.3)
In order to obtain our major consequences, let us rst study two lemmas which
shall play an important role in our stability analysis of stochastic systems with variable
delays.
Lemma 3.1. Assume T>l>0 and h(t) is a continuous, nonnegative function dened
on [−l; T ]. Let w(t) be a continuous, nonnegative, nondecreasing function dened on
[0; T ] and u(t), v(t) be two continuous nonnegative functions.
Assume
h(t)6w(t) +
Z t
0
u(s)h(s) ds+
Z t
0
v(s)h(s− (s)) ds; 06t6T: (3.4)
Then for 06t6T
h(t)6
 
w(t) +
Z l
0
v(s) ds

sup
−l6r60
h(r)
!
exp
Z t
0
u(s) ds+
Z t
0
v(s) ds

: (3.5)
Proof. Dene
z(t)=w(t) +
Z t
0
u(s)h(s) ds+
Z t
0
v(s)h(s− (s)) ds
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which is nondecreasing. By Eq. (3.4) we have
h(t)6z(t); 06t6T: (3.6)
Moreover
h(s− (s))6

sup
−l6r60
h(r)

+ z(s); 06s6l;
and
h(s− (s))6z(s); l6s6T:
Therefore, for 06t6T
z(t)6w(t) +
Z t
0
u(s)z(s) ds+
Z l
0
v(s)

sup
−l6r60
h(r)

ds+
Z t
0
v(s)z(s) ds
6w(t) +

sup
−l6r60
h(r)
 Z l
0
v(s) ds+
Z t
0
(u(s) + v(s))z(s) ds:
By virtue of Gronwall’s lemma, we easily get
z(t)6
 
w(t) +
Z l
0
v(s) ds

sup
−l6r60
h(r)
!
exp
Z t
0
u(s) ds+
Z t
0
v(s) ds

and now the required inequality (3.5) follows from (3.6).
Lemma 3.2. Assume T>l>0 and h(t) is a continuous, nonnegative function dened
on [−l; T ]. Let w(t) be a continuous, nonnegative, nondecreasing function dened on
[0; T ] and u(t), v(t) be two continuous nonnegative functions. 06<1 and (t) is
dened as before.
Assume
h(t)6w(t) +
Z t
0
u(s)h(s) ds+
Z t
0
v(s)h(s− (s)) ds: (3.7)
Then
h(t)6 exp

1
1− 
Z t
0
u(s) ds

N (t)1− + (1− )2
Z t
0
v(s) ds
1=(1−)
;
(3.8)
where N (t)=w(t) + [2 sup−l6r60 h(r)]

R l
0 v(s) ds.
Proof. Dene
z(t)=w(t) +
Z t
0
u(s)h(s) ds+
Z t
0
v(s)h(s− (s)) ds
which is nondecreasing. By Eq. (3.7) we have
h(t)6z(t); 06t6T: (3.9)
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Moreover
h(s− (s))6

sup
−l6r60
h(r)

+ z(s); 06s6l;
and
h(s− (s))6z(s); l6s6T:
Therefore, noticing (jaj+ jbj)62(jaj+ jbj) for any real numbers a; b and >0, we
have
z(t)6w(t) +
Z t
0
u(s)z(s) ds+ 2
Z l
0
v(s)

sup
−l6r60
h(r)

ds+ 2
Z t
0
v(s)z(s) ds
6w(t) +

2 sup
−l6r60
h(r)
 Z l
0
v(s) ds+
Z t
0
u(s)z(s) ds+ 2
Z t
0
v(s)z(s) ds:
(3.10)
By virtue of Gronwall’s lemma, we can easily obtain
z(t)6
(
w(t) +

2 sup
−l6r60
h(r)
 Z l
0
v(s) ds+ 2
Z t
0
v(s)z(s) ds
)
 exp
Z t
0
u(s) ds

:
Letting N (t)=w(t) + [2 sup−l6r60 h(r)]

R l
0 v(s) ds and using Corollary 7.5, Ch.1 in
Mao (1994) again, we have
z(t)6
(
N (t) exp
Z t
0
u(s) ds
1−
+ exp
Z t
0
u(s) ds

2(1− )
Z t
0
v(s) ds
)1=(1−)
6 exp

1
1− 
Z t
0
u(s) ds

N (t)1− + 2(1− )
Z t
0
v(s) ds
1=(1−)
: (3.11)
Then the required inequality (3:8) follows from Eq. (3.9).
Now we are in a position to give our principal results.
Theorem 3.1. Let  1(t),  2(t),  3(t) be three continuous non-negative functions. As-
sume that for all x, y2V and t>0, there exist positive constants c1>0, c2>0, p>0,
m>0, constants , , ,  and (t)>0, a non-increasing function such that
(1) c1jxjpemt6V (x; t)6c2jxjpemt ;
(2) LV (x; y; t) + (t)QV (x; y; t)6 1(t) +  2(t)V (x; t) +  3(t)V (y; t);
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(3)
lim sup
t!1
log
R t
0  1(s) ds

t
6; lim sup
t!1
R t
0  2(s) ds
t
6;
lim sup
t!1
R t
0  3(s) ds
t
6; lim inf
t!1
log (t)
t
>− :
Then the strong solution of Eq. (3.1) satises
lim sup
t!1
log jXt(x0)j
t
6− m− [(c2=c1)+ (c2=c1)  e
ml+ (_ )]
p
a:s: (3.12)
Proof. By Ito^’s formula and denitions of L and Q, we can derive that
V (Xt; t) = V (x0; 0) +
Z t
0
LV (Xs; Xs−(s); s) ds
+
Z t
0
(V 0x (Xs; s); g(Xs; Xs−(s); s) dWs): (3.13)
By a similar argument as in Lemma 2:1, we could deduce
P

! : sup
06t6w
Z t
0
(V 0x (Xs; s); g(Xs; Xs−(s); s) dWs)
−
Z t
0
u
2
QV (Xs; Xs−(s); s) ds

>v

6e−uv (3.14)
for any positive constants u; v and w. Assigning >0 arbitrarily and taking
u=2(k); v= (k)−1 log k; w= k; k =1; 2; 3; : : : ;
we could then apply the well-known Borel{Cantelli lemma to obtain that there exists
an integer k0(; !)>0 such that for almost all !2
Z t
0
(V 0x (Xs; s); g(Xs; Xs−(s); s) dWs)
6(k)−1 log k + (k)
Z t
0
QV (Xs; Xs−(s); s) ds (3.15)
for all 06t6k, k>k0(; !). Substituting this into Eq. (3.13) and using condition (2),
we obtain that almost surely
V (Xt; t)6 (k)−1 log k + V (x0; 0) +
Z t
0
LV (Xs; Xs−(s); s) ds
+
Z t
0
(k)QV (Xs; Xs−(s); s) ds
6 (k)−1 log k + V (x0; 0) +
Z t
0
LV (Xs; Xs−(s); s) ds
+
Z t
0
(s)QV (Xs; Xs−(s); s) ds
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6 (k)−1 log k + V (x0; 0) +
Z t
0
( 1(s) +  2(s)V (Xs; s)
+  3(s)V (Xs−(s); s)) ds (3.16)
for all 06t6k, k>k0(; !), which immediately implies that
c1jXt jpemt6 (k)−1 log k + V (x0; 0) +
Z t
0
( 1(s) + (c2=c1) 2(s)  c1jXsjpems)
+ (c2=c1)eml 3(s)  c1jXs−(s)jpe(s−(s))m) ds (3.17)
for all 06t6k, k>k0(; !). So by virtue of Lemma 3:1, we derive that almost surely
c1jXt jpemt
6

V (x0; 0) + (k)−1 log k +
Z t
0
 1(s) ds+ (c2=c1)eml

"Z l
0
 3(s) ds

sup
−l6r60
jXrjp
#
 exp
Z t
0
(c2=c1) 2(s) ds+
Z t
0
(c2=c1)eml 3(s) ds

for all 06t6k, k>k0(; !).
Therefore, noticing condition (3) and following a similar argument as in the previous
proofs, we have for the preceding >0 there exists a positive integer k1() such that
whenever (k − 1)6t6k, k>k0(; !)_ k1(),
log(c1jXt jpemt)
6 log

V (x0; 0) + e(+)(t+) log k + e(+)t
+
"
(c2=c1)eml
Z l
0
 3(s) ds

sup
−l6r60
jXrjp
#
+(c2=c1)
Z t
0
 2(s) ds+ (c2=c1)eml
Z t
0
 3(s) ds
6 log
"
V (x0; 0) + e(+)(t+) + e(+)t + (c2=c1)eml
Z l
0
 3(s) ds

sup
−l6r60
jXrjp
#
+ log log k + (c2=c1)(+ )t + (c2=c1)eml(+ )t
which implies immediately that
lim sup
t!1
log(c1jXt jpemt)
t
6 (+ )_ ( + )
+ (c2=c1)(+ ) + (c2=c1)eml(+ ) a:s:
Letting ! 0 gives
lim sup
t!1
log(c1jXt jpemt)
t
6_  + (c2=c1)+ (c2=c1)eml a:s:
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Finally, we have
lim sup
t!1
log jXt(x0)j
t
6 lim sup
t!1
1
p
log[e−mt(c1jXt jpemt)]
t
6−m− [(_ ) + (c2=c1)+ (c2=c1)e
ml]
p
a:s:
as required.
Theorem 3.2. Let  1(t),  2(t),  3(t) be three continuous non-negative functions. As-
sume that for all x2V and t>0, there exist positive constants c1>0, c2>0, p>0,
m>0, constants , , , , 06<1, and (t)>0, a non-increasing function such
that
(1) c1jxjpemt6V (x; t)6c2jxjpemt ;
(2) LV (x; y; t) + (t)QV (x; y; t)6 1(t) +  2(t)V (x; t) +  3(t)V (y; t);
(3)
lim sup
t!1
log
R t
0  1(s) ds

t
6; lim sup
t!1
R t
0  2(s) ds
t
6(1− );
lim sup
t!1
log
R t
0  3(s) ds

t
6(1− ); lim inf
t!1
log (t)
t
>− :
Then the strong solution of Eq. (3.1) satises
lim sup
t!1
log jXt(x0)j
t
6− m− [(c2=c1)+ _ _ ]
p
a:s:
Proof. Using the same notations as in the proof of Theorem 3.1, we can easily get
from Eq. (3.16) that for arbitrary >0, there exists an integer k0(; !)>0 such that
almost surely
V (Xt; t)6 (k)−1 log k + V (x0; 0) +
Z t
0
LV (Xs; Xs−(s); s) ds
+
Z t
0
(s)QV (Xs; Xs−(s); s) ds
6 (k)−1 log k + V (x0; 0) +
Z t
0
( 1(s) +  2(s)V (Xs; s)
+  3(s)V (Xs−(s); s)) ds
for all 06t6k, k>k0(; !), which implies immediately that
c1jXt jpemt6 (k)−1 log k + V (x0; 0) +
Z t
0
( 1(s) + (c2=c1) 2(s)  c1jXsjpems
+(c2=c1) 3(s)e
ml  c1jXs−(s)jpems−m(s)) ds
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for all 06t6k, k>k0(; !). So by virtue of Lemma 3.2, we derive that almost surely
c1jXt jpemt
6 exp

c2
c1(1− )
Z t
0
 2(s) ds
( 
(k)−1 log k + V (x0; 0)
+

2 sup
−l6r60
jXrjp

(c2=c1)e
ml
Z l
0
 3(s) ds+
Z t
0
 1(s) ds
!1−
+ (c2=c1)(1− )2eml
Z t
0
 3(s) ds
)1=(1−)
for all 06t6k, k>k0(; !).
Therefore, in terms of condition (3) and following a similar argument as above,
for the preceding >0 there exists a random integer k1 = k1()>0 such that if
(k − 1)6t6k, k>k1(; !)_ k0(; !), we have
log(c1jXt jpemt)6 (c2=c1)(+ )t + log
"(
e(+)(t+) log k + V (x0; 0) + e(+)t
+(c2=c1)e
ml

2 sup
−l6r60
jXrjp
 Z l
0
 3(s) ds
!1−
+(c2=c1)(1− )2emle(1−)(+)t
#1=(1−)
which implies immediately that
lim sup
t!1
log(c1jXt jpemt)
t
6(c2=c1)(+ ) + (+ )_ (+ )_ ( + ) a:s:
Letting ! 0 gives
lim sup
t!1
log(c1jXt jpemt)
t
6(c2=c1)+ _ _  a:s:
Finally, we have
lim sup
t!1
log jXt(x0)j
t
6 lim sup
t!1
1
p
log[e−mt(c1jXt jpemt)]
t
6−m− [(c2=c1)+ _ _ ]
p
a:s:
4. Examples
In this section, let us apply the theory derived in the previous sections to several
examples to close this paper. First of all, we consider an example from Haussmann
(1978) whose conditions are greatly loosened by means of our methods to ensure
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almost sure stability (in a similar way, our approach can be also applied to some
examples from Ichikawa (1982)).
Example 4.1. Consider the following stochastic heat equation. For constant 2R18><
>:
dXt(x)=
@2
@x2
Xt(x) dt + Xt(x) dWt;
Xt(0)=Xt()= 0; X0(x)= x0>0;
(4.1)
where Wt is a real standard Wiener process. We take V =H 10 [0; ], H =L
2[0; ],
K =R1, g(u; t)= u(x) and f(u; t)Au=(d2=dx2)u(x) with D(A)= fu(x)2H ju(x);
u0(x) are absolutely continuous with u0(x); u00(x)2H , u(0)= u0(0)= 0g.
Firstly, in accordance with the equation we have f(0; t)= 0 and g(0; t)= 0, so the
equation admits a trivial solution Xt =0, provided X0 = 0. Therefore, by the uniqueness
and continuity of solution paths, it is easily shown that
Pf!2
: jXt(x0)j 6=0 for all t>0g=1;
provided jx0(x)j 6=0 a.s.
Introduce a Lyapunov functional V (u)= juj2, u2V , and it is easy to verify that
LV (u; t)6− 2 hru;rui+ 2juj26[−20 + 2]V (u)
and
QV (u; t)= 42V 2(u)
where 0 = inf u2H 10 jru(x)j
2=ju(x)j2: Hence, by virtue of Theorem 2.3, we know for
any real 2R1, the strong solution of equation is almost sure exponentially stable.
Moreover,
lim sup
t!1
log jXt(x0)j
t
6−

2
2
+ 0

a:s: (4.2)
Remark. Based on a semigroup argument of evolution equation, Haussmann (1978)
only showed that when 2<2, the solution of Eq. (4.1) is almost sure exponentially
stable which is deduced as a by-product of the mean square stability. Under some cir-
cumstances, by virtue of the approaches from Haussmann (1978) and Ichikawa (1982)
some information is lost to obtain pathwise stability.
Example 4.2. Let D= [0; 1] and 2<p<+1, r>0. We consider the following:8>>>>>><
>>>>>>:
dXt(x) =
"
@
@x
 @Xt(x)@x

p−2 @Xt(x)
@x
!
− a(x)Xt(x)
#
dt
+e−rt=2 dWt(x); t>0; x2D;
X0(x) = x0(x); x2D; Xt(0)=Xt(1)= 0; a:s:;
(4.3)
where a2L1(D) satises a(x)> ~a>0 a.s., x2D.
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Let H =L2(D), V =W 1; p0 (D) be a Sobolev space with elements satisfying above
boundary conditions. At the moment, f(u; t) is non-linear, g(u; t)= e−rt=2 and Wt(x) is
an H -valued Wiener process with a continuous covariance q(x; y) such that
Qv(x)=
Z 1
0
q(x; y)v(y) dy:
Assume q0 =
R 1
0 jq(x; x)j dx<+1 and 0 = inf u(x)2W 1; p0 (D) jru(x)j
2=ju(x)j2.
Introduce a Lyapunov functional as follows:
V (u; t)= e2(0+ ~a)t
Z
D
u(x)2 dx:
It is easy to verify that
LV (u; t)6 2(0 + ~a)V (u; t)− 20V (u; t)− 2 ~aV (u; t) + e(20+2 ~a−r)t
Z
D
q(x; x) dx
6 q0e(20+2 ~a−r)t (4.4)
and
QV (u; t)64q0e(20+2 ~a−r)tV (u; t): (4.5)
Therefore, we easily derive that
LV (u; t) +
1
4q0e(20+2 ~a−r)t
QV (u; t)6V (u; t) + e(20+2 ~a−r)t :
Using Theorem 2.1, we easily derive that
lim sup
t!1
log jXt(x0)j
t
6− r
2
a:s: (4.6)
Remark. To obtain almost sure stability at the above example, generally, it is not
sucient to take the place of diusion term g(u; t) by a slower decay than exponential-
type noise perturbation. To see this, for simplicity let us consider a one-dimensional
linear Ito^ equation
dXt =−pXt dt + (1 + t)−q dWt; t>0
with initial data X0 = 0, where p, q>0 are two constants. It is easy to obtain the
explicit solution
Xt =e−pt
Z t
0
eps(1 + s)−q dWs e−ptMt; t>0:
Noticing the law of the iterated logarithm
lim sup
t!1
Mtp
2 hMti log log hMti
=1 a:s:
and
lim sup
t!1
log
R t
0 e
2ps(1 + s)−2q ds

t
=2p;
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we therefore get the Lyapunov exponent
lim sup
t!1
1
t
log jXt j=0 a:s:
That is, in spite of the typical stability of ordinary dierential equation
dXt =−pXt dt;
the polynomial-type decay coecients of the noise are not sucient to ensure the
exponential stability of its stochastically perturbed system.
Example 4.3. Consider a stochastic partial dierential equation with constant time de-
lay (that is, (t)= 2h>0). Assume >0, (t; x) : [−2h; 0] [0; 1]
!V =H 10 ([0; 1])
is an F0-measurable process and for t>0, x2 [0; 1],
dXt(x)=


@2Xt(x)
@2x
+ Xt−2h(x)

dt + 2t3e−0t dWt(x);
Xt(0)=Xt(1)= 0; t>0;
Xt(x)= (t; x); x2 [0; 1]; t 2 [−2h; 0]; (4.7)
where 0 = inf y2V jry(x)j2=jy(x)j2 and Wt(x) is a Wiener process with a bounded,
continuous covariance q(x; y), namely, there exists a constant C>0 such that jq(x; x)j
6C.
For applying Theorem 3:1, we note that
hXt(x); Xt−2h(x)i6jXt j2 + 4 jXt−2hj
2;
where  is a positive constant which will be xed afterwards. On the other hand, in
order that the following inequality is satised
h()= 0 − − 4e
20h

>0;
it suces that, by a direct calculation,
0 −
p
(0)2 − 16e20h
2
<<
0 +
p
(0)2 − 16e20h
2
:
Hence, introduce Lyapunov functional V (u; t)= emt juj2. We have if 0>4e0h, it is
always possible to choose a suitable  such that Eq. (4.7) is exponentially stable.
Moreover, we have almost surely
lim sup
t!1
log jXt(x0)j
t
6−

0 − − 4e
20h


a:s: (4.8)
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