The Central African Economic and Monetary Community (CAEMC) has been a monetary union for several decades now. According to the hypothesis of endogenous optimal currency areas (OCAs), the degree of business cycle synchronisation across its member states should be significantly higher today than forty years ago. This paper examines cycle synchronisation along three different statistical dimensions and shows that (i) synchronisation has remained low throughout the period 1960 -2007, but (ii) it has marginally increased over time. These findings have important implications for the design of the economic integration process in Africa. A chronology of business cycles in CAEMC countries is provided.
Introduction
Monetary unification nowadays is a key objective of many African regional economic communities (REC) 1 . As a consequence, a lively debate on # The author 2009. Published by Oxford University Press on behalf of the Centre for the Study of African Economies. All rights reserved. For permissions, please email: journals.permissions@oxfordjournals.org whether specific regional clusters of African countries configure as optimal currency areas (OCAs) is currently ongoing (see for instance Fielding et al., 2004; Carmignani, 2006; Karras, 2007; Agbeyegbe, 2008; Bangake, 2008; Tapsoba, 2009 ). Most of the existing research focuses on the ex-ante assessment of conditions for an OCA, thus neglecting the possible endogeneity effect of currency unification 2 : even if they are not met ex-ante, the conditions for an OCA could still be achieved ex-post as a result of the formation of the currency union. The purpose of this paper is to fill the gap in the literature. Its relevance is twofold. From an academic perspective, the existence in Africa of currency unions that did not necessarily meet the OCA conditions at the time of their formation creates the opportunity for a direct test of the endogeneity effect. From a policy-making perspective, the finding that currency unions are endogenous would imply that quick monetary integration is a worthwhile option even if shocks are asymmetric across countries in the same region (as is often the case in Africa; see, for instance, Khamfula and Huizinga, 2004; Buigut and Valev, 2005; Houssa, 2008) . On the contrary, if currency unions were not endogenous, then a speedy monetary unification would not benefit countries collectively and might therefore jeopardise the whole regional integration initiative.
The idea that an OCA might be endogenous has gained momentum following the seminal work of Frankel and Rose (1998) . They find that, in a panel of OECD economies, the intensity of cross-country bilateral trade increases the bilateral correlation of a measure of economic activity. This result is combined with evidence provided by Rose (2000) that currency unions increase bilateral trade in a standard gravity model framework. Thus, an OCA would be endogenous in the sense that, when a currency union is formed, trade integration between its members increases, which in turn makes their business cycles more synchronised. In fact, deeper trade integration might not be the only channel through which monetary unions self-validate. Corsetti and Pesenti (2002) propose a model where pricing strategies in a monetary union induce business cycle synchronisation even in the absence of an effect on bilateral trade. Easier technological spillovers (in the spirit of Coe and Helpmann, 1995) might also contribute to greater synchronisation in the wake of monetary integration.
Much of the empirical literature on the endogeneity hypothesis follows the track set by Frankel and Rose (1998) and Rose (2000) and uses panel regressions and gravity models to estimate the effects of monetary unions in global data sets. 3 Results are not always unanimous. Fidrmuc (2004) extends the basic specification of Frankel and Rose (1998) and finds that synchronisation increases only to the extent that intra-industry trade grows. Belke (2007) instead links business cycle synchronisation to similarities in sectoral structures. Barro and Tenreyro (2007) use a newly developed instrumental variables procedure to control for the possible endogeneity of exchange rate arrangements and economic variables. They find, in line with Rose (2000) , that a common currency enhances trade. 4 However, they also find that a common currency decreases co-movements of shocks to real GDP, which is at odds with the endogeneity hypothesis. Tapsoba (2009) estimates the determinants of synchronisation in a large group of African countries. He finds that bilateral trade integration increases synchronisation, albeit the effect is quantitatively smaller than what is usually reported for industrial economies. After controlling for bilateral trade, the residual effect of monetary unions on synchronisation is found to be statistically insignificant.
This paper looks at the issue from a different perspective. Instead of estimating panel and/or gravity models on large samples of countries, it tests directly the endogeneity of a specific currency union: the Central African Economic and Monetary Community (CAEMC, perhaps better known by its French name Communauté Economique et Monétaire de l'Afrique Centrale). The CAEMC is indeed a very interesting case study. The currency union was set up during the colonial period. After independence, the members of the community decided to retain the basic monetary and exchange rate arrangements of the colonial times. This cluster of six countries has therefore been a currency union for several decades now. A straightforward test of endogeneity can be therefore implemented by computing measures of business cycle synchronisation across CAEMC countries and then checking whether or not they tend to increase over time. This will require the preliminary identification and dating of the business cycles of CAEMC countries. The resulting chronology represents an important innovative contribution of this paper given that no such thing is available for CAEMC countries in the literature 5 . Methodologically, the exercise proposed in this paper is similar to the one undertaken by Savva et al. (2007) and Darvos and Szapary (2008) . They both look at whether synchronisation between the EMU and the new/perspective EU members is increasing over time. Their sample is therefore very different from the one used in this paper. Moreover, since new/perspective EU members are not yet EMU members, their analysis cannot really be interpreted as a test of the endogeneity of an OCA. Fielding and Shields (2005) , on the contrary, specifically look at whether currency unions in West Africa have increased macroeconomic integration in the sub-region. Among the measures of macroeconomic integration that they consider are bilateral trade intensity and bilateral shock correlations. In this respect, their work provides evidence on whether or not West Africa is an endogenous OCA. Nevertheless, there are some important differences between their paper and this paper. First of all, they do not identify and date business cycles to assess synchronisation across countries. Their test is based on the estimation of panel specifications similar to those of Frankel and Rose (1998) and Rose (2000) . Furthermore, they treat the whole of the African Financial Community (CFA) as a unique monetary union. In fact, the CFA zone consists of two different unions: the West African Economic and Monetary Union (WAEMU) and the CAEMC. In spite of common origins and many similarities, the WAEMU and the CAEMC have different policy-making organs (including different central banks), different trade regimes (there are no free trade arrangements between the two unions) and a different pace of integration (as documented in UNECA, 2004) . In conducting a test of endogeneity, it is therefore important to distinguish between the two groups. The CAEMC is retained as the object of investigation in this paper because it has received less attention in previous works than the WAEMU.
The main result of this paper can be summarised as follows. The various indicators examined suggest that synchronisation across CAEMC countries is generally quite low, but somewhat increasing over time. Nevertheless, this increase is weak in economic and statistical terms, in line with the weak progress on regional trade integration and macroeconomic policy harmonisation/convergence.
The rest of this paper is organised as follows. Section 2 presents the chronology of recessions and expansions in CAEMC countries. Section 3 5 To the best of my knowledge. looks at the evolution of business cycle synchronisation in the region. Section 4 provides a discussion of the key results in light of the endogenous OCA hypothesis. Section 5 draws some policy conclusions and sets the lines for future research.
2 Detecting and dating business cycles
Methodology for the identification and dating of business cycles
The assessment of synchronisation requires the preliminary identification and dating of business cycles. In a nutshell, this amounts to determining the turning points in the series of a variable that can be regarded as a reliable broad-based measure of economic activity (i.e., GDP or industrial production). Starting with the seminal work of Burns and Mitchell (1946) , various algorithms for the determination of turning points have been proposed in the literature (see, for instance, the recent contributions of Artis et al., 2004; Proietti, 2005; Harding and Pagan, 2006) . Two main approaches can be identified. One goes under the name of classical cycle and dates back to the work of Bry and Boschan (1971) . The classical cycle selects its turning points on the basis of an absolute decline (or rise) of the reference series. The other approach is called deviation (or growth) cycle. In this case, the original reference series is first decomposed into a trend and a cyclical component by means of a filtering procedure. Then turning points are identified on the basis of the sequential oscillations of the cyclical component.
When the reference series is relatively persistent and rarely declining in absolute values (as was the case of GDP series in Europe in the early post-war decades, for instance), then the deviation cycle appears to be analytically more valuable. However, in the deviation cycle, the selection of turning points might be sensitive to the choice of the filtering procedure, so that different procedures generate different chronologies. The pragmatic methodological choice made in this paper is to present results based on both approaches. For the deviation cycle, the filter used to detrend the original reference series is the one proposed by Hodrick and Prescott (1997) , HP from now on. 6 Results obtained from the Baxter-King filter (Baxter and King, 1999) are substantially the same as those obtained from the HP filter. A short technical discussion of filtering procedures can be found in the Appendix of the working paper version of this article (Carmignani, 2009) . The reference series used for identification and dating is log real GDP (y). A crucial difference between dating the business cycle of African countries and of industrial countries is that for African countries GDP series are normally available only on an annual basis. In contrast, for industrial countries quarterly, if not monthly, series are available. Given that most of the existing literature focuses on industrial economies, the algorithms are generally designed to fit quarterly or monthly data. Some modifications are therefore necessary to apply them to annual data. This paper makes use of a simplified version of the algorithm presented by Artis et al. (2004 Artis et al. ( , 2005 . In short, the algorithm is based on the following representation. At any point in time t the economy is either in recession (R t ) or in expansion (E t ). The state (recession or expansion) observed at time t continues at time t þ 1 unless at time t þ 1 a termination sequence occurs. If a termination sequence occurs, then t is a turning point (peak of an expansion or trough of a recession), and t þ 1 is the first period of a new cyclical phase.
In the classical cycle, the expansion termination sequence (ETS) and the recession termination sequence (RTS) are defined as:
where D is the first-difference operator (so that Dy is the growth rate of real GDP) and c is a positive constant. The purpose of introducing c is to make sure that the algorithm isolates only major fluctuations, thus making the dating process more robust. In the application below, we follow Artis et al. (2004 Artis et al. ( , 2005 and set c ¼ 0.005 (¼ 0.5%). In words, equations (1) and (2) imply that time t is the peak of an expansion (the trough of a recession) if at time t þ 1 y decreases (grows) by more than 0.5% relative to year t. Otherwise, the expansion (recession) continues in t þ 1.
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In the deviation cycle, ETS and RTS are slightly modified to assure that the peak of an expansion (the trough of a recession) does not correspond to a negative (positive) value of the cyclical component of y. Therefore, let the 7 The magnitude of fluctuations in CAEMC countries is relatively larger than in European countries. This might suggest setting c above the 0.5% threshold value used by Artis et al. (2004 Artis et al. ( , 2005 Thus, in the deviation cycle, year t is the peak of an expansion (the trough of a recession) if the cyclical component of real GDP in the year t þ 1 decreases (grows) by more than 0.5% relative to the year t, and the cyclical component in the year t is positive (negative). Otherwise, the expansion (recession) continues in the year t þ 1.
A business cycle chronology for CAEMC countries
The algorithm is applied to log real GDP series of the six CAEMC (Carmignani, 2009 , available on-line). Table 1 reports some key summary statistics that help characterise the cyclical fluctuations in the six members of the monetary union. All durations are expressed in years.
A few stylised facts are worth noting. First of all, the classical cycle and the deviation cycle generate significantly different chronologies. The proportion of time in expansion is considerably longer in the classical cycle. This is to be expected, given that the definition of recession in the classical cycle (a decrease in the absolute level of log real GDP) corresponds to a rather unlikely event in most countries. Furthermore, turning points are more frequent in the deviation cycle. As a consequence, the average duration of a cycle is longer in the classical version. This reflects a significantly longer duration of expansions, since recessions tend to be longer in the deviation cycle.
Second, the classical cycle chronology (whose details can be found in Carmignani (2009)) reveals some common patterns across countries. All countries, with the exception only of Chad, go through at least one period of prolonged expansion, either at the beginning of the sample period (CAR, Congo, Gabon) or towards the end (Cameroon and Equatorial Guinea). Furthermore, the last years of the sample, characterised by booming oil prices, mark the beginning of a phase of expansion for the region as a whole. The pattern is, however, much less clear in the deviation cycle chronology, where episodes of prolonged expansion are dispersed over the whole of the sample period and the 2000s are not necessarily associated with an expansion at the regional level.
Third, a cursory glance at the sequence of turning points and phases suggests that business cycles are not very much synchronised. In the classical cycle chronology, the six countries happen to be in the same cyclical phase in only sixteen out of a total of forty-eight years. This common cyclical phase is always an expansion; that is, countries are never contemporaneously in a recession. Moreover, there are only two years when more than two countries change the cyclical phase in the same direction: in 1987, when four countries reach a trough, and in 1988, when three countries reach the peak of an expansion. Cycles look even less synchronised in the deviation cycle chronology, where all countries happen to be in the same cyclical phase only twice (1974 and 1998) in forty-eight years. However, more frequent turning points also imply that countries turn the cyclical phase in the same direction more often than in the classical cycle chronology.
Finally, it is interesting to look at cyclical dynamics around 1994, the year of the devaluation of the franc CFA. The chronologies indicate that prior to the devaluation Cameroon went through a phase of prolonged recession. For the other countries, in contrast, the late 1980s and early 1990s were a period of volatility, with frequent turning points and short-lasting cycles. Nevertheless, most of the region was in a recession in 1993 and entered an expansion between 1994 and 1995, at least according to the deviation cycle chronology. This suggests that the devaluation might have effectively boosted exports and the macroeconomic performance of CAEMC countries in the short-term. However, it does not imply that cycles across countries have become systematically more synchronised after the devaluation.
3 Business cycle synchronisation in the CAEMC region over time
Measuring business cycle synchronisation
The degree of synchronisation of the business cycles of the CAEMC countries is measured along three statistical dimensions. The first one is the intensity of co-movements across countries: the cross-country contemporaneous bilateral correlations of y, y c , Dy and Dy c are computed over four overlapping subperiods (1960-80, 1970-90, 1980-2000, 1987-2007 ). An increase in correlation coefficients over time, meaning that synchronisation is growing, can be taken as evidence in support of the endogeneity hypothesis. By Darvas and Szapary (2008) , in addition to the contemporaneous correlation, the leads and lags that maximise the bilateral correlations are also calculated. From an OCA perspective, zero or small lags/leads are optimal. Therefore, a progressive decrease of leads/lags is also to be interpreted as evidence that the CAEMC is a self-validating monetary union.
The second dimension pertains to the statistical properties of business cycles. The first-order autocorrelation (AC) and the standard deviation of each of the four series (y, y c , Dy and Dy c ) are computed for each of the six countries over each of the four sub-periods (1960-80, 1970-90, 1980-2000, 1987-2007) . The first-order AC measures the persistence of the cycle, whereas the standard deviation measures its volatility. The logic underlying the use of these two measures is that business cycles cannot be synchronised if they are very dissimilar in terms of their basic statistical properties. Therefore, a progressive reduction in the cross-country dispersion of AC and/or standard deviation will be interpreted as an increase in synchronisation.
The third dimension is the correspondence of cyclical phases across countries. If countries happen to be in the same phase at the same time, then the delegation of monetary policy to a regional central bank does not compromise the stabilisation of the national cycle. If instead countries go through different phases at different times, a unique regional monetary policy cannot contemporaneously accommodate the stabilisation needs of all union members. As a consequence, the discordance of cyclical phases makes the monetary union suboptimal. The statistical measure of concordance used in this paper follows Pagan (2001, 2006) . Let S it be 1 if country i is in recession at time t, and zero otherwise. Analogously, S jt is equal to 1 if country j is in recession at time t. Then the simple matching similarity coefficient (standard concordance index) between the two countries is as follows:
As discussed by Harding and Pagan (2001) , the index (5) 
Both, I ij and I* ij are computed for each pair of countries in CAEMC over each of the four sub-periods. Again, increasing values of the two indexes over time will be taken as evidence in support of the endogeneity hypothesis. average of all bilateral correlation coefficients calculated for a specific subperiod. The last column of the table reports the average of the lag/lead that maximises the bilateral correlations. As expected, the bilateral correlations of y are the highest. However, since they tend to be influenced by the trend of real GDP, they are also the least informative in terms of business cycle synchronisation. Therefore, the rest of the discussion focuses on the other three variables.
Evolution of business cycle synchronisation in CAEMC

Evidence from bilateral correlations
For each of the other three reference series, the bilateral correlations are rather low and hardly significant in statistical terms. This is evident from a comparison with bilateral correlations computed for EMU member states, Notes: For each country and each variable, the average bilateral contemporaneous correlation coefficient is computed as the average over each sub-period of the bilateral contemporaneous correlation coefficients between that country and all of the countries in the group. The column labelled 'average' shows the average of all bilateral correlation coefficients computed in each sub-period. In the last column, the average lag/lead is computed as the average of the lags/leads that maximise the bilateral correlation coefficients in each sub-period. CMR, Cameroon; CAR, Central African Republic; TCD, Chad; CNG, Congo; GBN, Gabon; GNQ, Equatorial Guinea. . In this respect, there is no evidence of systematic cyclical co-movement across countries in the CAEMC currency union. However, when comparing the first sub-period (1960 -80) with the last two sub-periods (1980 -2000 and 1987-2007) , some mild increase in the size of correlation coefficients is observed. In particular, for both Dy and Dy c , the average bilateral correlation is considerably higher in the last sub-period than in the first sub-period. For the other reference variable, y c , the highest average bilateral correlation is observed in the third sub-period. Moreover, for ten out of fifteen country pairs, the bilateral correlation coefficient of Dy and y c is higher in 1987-2007 than in 1960 -80; for nine out of fifteen the bilateral correlation coefficient of Dy c is higher in 1987-2007 than in 1960-80. One can therefore argue that, while remaining always rather low, the degree of co-movement of cyclical fluctuations has to some extent increased over time in the CAEMC area.
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The evidence from the last column of the table is consistent with the previous observations. Bilateral correlations are generally maximised for a non-zero lag, which implies a rather low degree of co-movement across countries. However, there is a generalised, mild tendency for lag/lead to decrease over time. In particular, the lag/lead decreases between the last and the first sub-period for ten out of fifteen country pairs when the reference variable is Dy, for eleven out of fifteen country pairs when the reference variable is y c and for nine out of fifteen country pairs when the 9 Average bilateral correlations between EMU members are as follows. For the variable Dy: 0.406 in 1960-80, 0.504 in 1970-90, 0.496 in 1980-2000 and 0.554 in 1987-2007 1960-80, 0.466 in 1970-90, 0.531 in 1980-2000 and 0.653 in 1987-2007. 10 The statistics reported in Table 2 for y c and Dy c are obtained from a Hodrick -Prescott trend-cycle decomposition of y with a smoothing parameter set according to the algorithm of Ravn and Uhlig (2002) . The synchronisation patterns observed from Table 2 hold when a fixed value of 100 is chosen for the smoothing parameter (as originally proposed by Hodrick and Prescott, 1997) . Let y c100 be the cyclical component computed using a smoothing parameter equal to 100 and yc RU the cyclical component computed using the Ravn and Uhlig algorithm. The two cyclical components indeed look remarkably similar. The average correlation between y c100 and yc RU is 0.8, whereas the average correlation between Dy c100 and Dyc RU is 0.9. The series y c100 and yc RU are in the same cyclical phase on average 87% of the time. The only substantive change when using a smoothing parameter equal to 100 is that the peak in the synchronisation of y c series is observed in the second sub-period and not in the third sub-period . Correlation coefficients are also marginally higher when setting the smoothing parameter equal to 100, but their trend remains only weakly upwards sloping. The extent to which the business cycles of CAEMC countries display similar statistical properties is assessed from the data in Table 3 . For each sub-period, the table shows the dispersion across CAEMC countries of (i) the first-order autocorrelation coefficient (AC) and (ii) the volatility (standard deviation) of each of the four reference variables. Dispersion is measured by the standard deviation of each variable's distribution across countries. In fact, because data for Equatorial Guinea became available only after 1985, the dispersion is computed for the group of the five remaining CAEMC countries until 1985 and for the full group of six countries afterwards. To make the analysis more robust, the table also Consider AC first. Between the first and last sub-periods, there is a decrease in dispersion for three out of the four reference variables. Focusing on the three variables that are more informative for business cycle analysis (Dy, Dy c and y c ), the general pattern is characterised by an increase in dispersion between the first and the second sub-period, followed by a decrease in subsequent sub-periods. However, only for the two detrended series, Dy c and y c , is the observed reduction in the third and fourth sub-periods sufficient to bring dispersion below its initial level. The dynamics of dispersion are qualitatively similar when Equatorial Guinea is removed from the sample. That is, the increase in dispersion between 1960-80 and 1970-90 does not appear to be driven by the inclusion of Equatorial Guinea in the CAEMC group.
Turning to standard deviation, its dispersion across countries is generally increasing between the first and the last sub-period. With the exception of y, however, this increase is not particularly strong. Moreover, the pattern is not monotonic and a decrease in dispersion is observed between the second and the third sub-period. It is only in the course of the last subperiod that countries become significantly more different in terms of the volatility of their national cycles. Two complementary factors could account for these growing differences. One is the increasing volatility of international primary commodity prices. Given the high dependence of CAEMC economies on primary commodity exports, more volatile international prices imply more volatile external shocks. The other factor is the transformation of Equatorial Guinea into a very fast growing oil economy at the end of the 1990s. As a matter of fact, if Equatorial Guinea is excluded from the sample, the dispersion of the standard deviation turns out to be lower in the last sub-period than in the first subperiod, even though still increasing between 1980-2000 and 1987-2007. Overall, the analysis of the statistical properties of business cycles provides rather ambiguous evidence. In terms of their persistence (as measured by AC), the cycles of CAEMC countries might have become marginally more similar over time. In terms of their volatility, stronger similarities started to emerge in the course of the 1980s and the early 1990s, but the tendency reversed in the late 1990s, following internal (oil boom 11 The full sets of first-order autocorrelation coefficients and standard deviations calculated for each country and each reference variable in each sub-period are reported in Carmignani (2009 
Evidence from concordance indexes
For each country i, Table 4 shows the sub-period average of bilateral concordance indexes (see equations (5) and (6)) between countries i and all of the other CAEMC members. The last row reports the average of all the fifteen bilateral concordance indexes calculated in each sub-period (in fact, due to missing data for Equatorial Guinea, the total number of bilateral concordance indexes calculated in the sub-period 1960 -80 is ten). Given that there are two possible chronologies, there is a total of four sets of indexes: standard index and mean-corrected index based on the classical chronology, and standard index and mean-corrected index based on the deviation chronology. The first striking aspects emerging from the data in the table is a substantial lack of concordance of cyclical phases across CAEMC countries. The standard index ranges between 0.5 and 0.75. However, the meancorrected index, on average barely above 0, indicates that cycles are largely independent and that the standard index is indeed inflated by the asymmetric duration of expansions and recessions, especially in the classical chronology. As a point of comparison, consider that for European countries, Harding and Pagan (2001) report standard concordance indexes around 0.9 and mean-corrected concordance indexes around 0.8 (somewhat lower values are reported for the only non-EMU member in the sample, the UK).
A second aspect that also appears from the table is that in general, after a decrease between the first and second sub-periods, concordance indexes tend to increase in the third and fourth sub-periods. Taking the CAEMC average as a reference, it can be seen that the two mean-corrected indexes, as well as the standard index based on the deviation cycle chronology are higher in 1987-2007 than in 1960-80. The standard index based on the classical cycle chronology instead significantly drops in the second and third sub-periods, but it is on the rise in the fourth sub-period.
Regional averages, however, hide different patterns at the national level. While Gabon, Congo and Cameroon quite closely replicate the regional dynamics, Chad, CAR and Equatorial Guinea display a more ambiguous evolution. In particular, in CAR none of the indexes is significantly higher in 1987-2007 than in 1960 -80, even though I* ij based on the classical chronology increases remarkably during the two intermediate sub- periods. In Equatorial Guinea, standard indexes on average increase, but mean-corrected indexes on average decrease. Finally, in Chad, there appears to be on average an increase in the concordance with the rest of the union in terms of classical cycle, but in terms of deviation cycle concordance seems to be diminishing. (5) and (6) To sum up the evidence, the bilateral concordance of cyclical phases remains relatively low throughout the observation period. However, similar to what was observed for other indicators of synchronisation, concordance marginally increases over time.
Sensitivity and robustness
The conclusion drawn from the analysis of the previous subsections is that the synchronisation of cycles across CAEMC countries is generally low and only weakly increasing over time. As further discussed in Section 4, this means that the currency union is not as endogenously optimal as one would expect from previous empirical results. This subsection considers alternative partitions of the sample period 1960-2007 to test the robustness of the above general conclusion and to see whether any structural changes have taken place in the region that might have offset the endogeneity effect.
An increase in the synchronisation of cycles between two countries can occur through any of the following channels (see, for instance, Tapsoba, 2009 ): (i) deeper bilateral (or intra-regional) trade integration, (ii) increased similarity of macroeconomic policies, (iii) increased similarity of productive structures and (iv) increased trade intensity with the rest of the world. The endogeneity effect should operate through the first two channels, in the sense that the formation of a currency union is expected to increase bilateral trade and strengthen policy harmonisation between the participating countries. However, if at the same time the countries in the currency unions face an increase in the degree of diversity of their productive structures and/or a decrease in their volume of trade with the rest of the world, then the endogeneity effect will be (to some extent) neutralised. These considerations suggest splitting the sample period into sub-periods such that within each sub-period the degree of similarity of productive structures across countries and/or the intensity of trade with the rest of the world are relatively constant. In this way, the evolution of synchronisation within each sub-period is driven only by changes in bilateral trade intensity and policy harmonisation. In other words, within each sub-period, the only channels at work are those through which the endogeneity effect is expected to be transmitted. One can then assess separately the strength of the endogeneity Empirically, the diversity of production structures between any two CAEMC members i and j at time t is defined as:
where m is a generic production sector (agriculture, industry or services) and v m denotes its GDP share. The index (7) is computed for each possible pair of CAEMC countries using data from the World Development Indicators of the World Bank. The average of (7) To see to what extent the observed increase in the diversity of productive structures might have defused the endogeneity effect, the 1960-2007 period is split into sub-periods according to the values of PD t . The problem is to identify the date (or dates) at which the system moves from a low-PD regime to a high-PD regime (or vice versa). Once identified, these dates can then be used to define sub-periods characterised by a relatively stable degree of diversity of productive structures. To be able to analyse the evolution of synchronisation within sub-periods, each sub-period will have to be further partitioned into partially overlapping 'blocks' of ten years each. This in turn implies that each sub-period should be of at least fifteen years to allow at least two blocks that overlap for five years. Hamilton (1989) proposes a dating procedure that makes use of a two-state Markov-switching regime representation of PD t . The application of this procedure yields a regime-switching date at 1992. 13 Between 1960 and 1992 (low-PD regime) PD averages 0.486, whereas between 1992 and 2007 (high-PD regime) the average is 0.67. The ten-year blocks are 12 If the sample period were split in sub-periods such that within each sub-period bilateral trade intensity and policy harmonisation are constant, then the endogeneity effect of the currency union would be voided by construction. Carmignani (2009) presents an alternative approach to the problem of controlling for structural changes in other determinants of synchronisation. 13 The switching date does not change if Equatorial Guinea is excluded from the sample. 1962-72, 1967-77, 1972-82, 1977-87, 1982-92, 1987-97, 1992-2002 and 1997-2007 . The first five of these blocks fall within the low-PD regime, the last two blocks fall within the high-PD regime, whereas the block 1987-97 overlaps both regimes and is therefore regarded as transitory. The measures of synchronisation described in Subsection 3.1 are recomputed for each block and averages across blocks within each of the two sub-periods. Table 5 reports, for each of the three reference variables Dy, y c and Dy c , the average of bilateral correlations taken over all pairs of countries. Averages of the other measures of synchronisation tell a very similar story and are available upon request.
To start with, consider the top part of the table, where the average bilateral correlation is shown for each variable and each block. If the increase in the diversity of productive structures across countries is the reason why monetary unification has not resulted in a sharp increase in synchronisation, then one should observe fast growing correlations during the low-PD regime and weakly growing (or even decreasing) correlations during the high-PD regime. In fact, the data in the table suggest that during the high-PD regime correlations have on average marginally decreased even though the extent of this decrease varies considerably, depending on the reference variable considered. This is consistent with the idea that, when productive structures have become very different across countries, business cycles have become less synchronised. However, the average correlation in the high-PD regime is generally higher than the average correlation in the low-PD regime (as the data in the bottom part of the table make clear). More importantly, during the low-PD regime, correlations do not display any strong tendency to increase. On the contrary, they remain generally low and below 0.1. In this sense, the increase in productive structure diversity across countries did not favour greater synchronisation. But even during the time when productive structures were not so different, synchronisation remained low and hardly growing over time.
The other variable that might have countervailed the effect of monetary unification on synchronisation is total trade integration (TT) with the rest of the world. As discussed in previous works (see, for instance, Baxter and Kouparitsas, 2005; Tapsoba, 2009) , larger trade flows with the rest of the world can increase the bilateral synchronisation of cycles between countries i and j over and above any effect due to bilateral trade. Possible transmission channels of this effect include greater opportunities for technological spillovers and/or a higher likelihood of experiencing similar global shocks. In this sense, TT might have been an obstacle to greater synchronisation in the region only to the extent that it has decreased over 765  770  775  780  785  790  795  800 time, reflecting a progressive isolation of CAEMC countries from global trade links. However, this does not seem to be the case. For each pair of countries i and j, TT can be simply measured as the sum of exports and imports of i plus the sum of exports and imports of j divided by the sum of the GDP of i and j. Taking averages over all pairs of CAEMC countries, an average of trade intensity of the CAEMC region is then obtained. This average increases from 1.403 in 1965-75 to 1.853 in 1995-2005 . With the exception of a few years before the 1994 devaluation, TT increases steadily throughout the sample period. Because trade intensity is not decreasing over time, one can reject the idea that synchronisation was kept low by negative trade shocks. Even so, it is interesting to analyse possible regime switches in the TT series. The only significant change in regime occurs in 1994, most likely in association with the devaluation of the CFA franc. Following that devaluation, the CAEMC also started a series of reforms to promote intra-regional trade and foster regional economic integration. Therefore, one wonders to what extent the switch from low-TT to high-TT regimes and the reforms introduced after the devaluation affected synchronisation. The rest of the subsection is devoted to answering that question.
To some extent, the data reported for the period 1987-2007 should already capture any possible effect from devaluation and reforms. Moreover, the partition used in Table 5 (with a switch date at 1992) is very similar to the one that would be obtained by imposing a switch date at 1994. The evidence presented in that table is therefore most likely to provide a good representation of possible changes in the patterns of synchronisation caused by the re-alignment of the exchange rate and the reforms. Nevertheless, as a further sensitivity check, correlations and concordance indexes have been recomputed for the sub-period 1994-2007 (and are available upon request) . It turns out that they are quite similar to those reported for the subperiod 1987-2007. Indeed, the only significant change is observed with respect to the average correlation of y Table 2 ). However, it must be noted that this average of 0.1 is still lower than the average of the sub-period 1980-93 (0.138) and is only marginally higher than the average of the first sub-period 1960-80. This confirms that the devaluation and the post-1994 reforms did not cause a structural break in the evolution of synchronisation. A common pattern seems to emerge from the statistical dimensions investigated in Section 3: synchronisation is low, but somewhat increasing over time. Thus, what do these results imply for the endogenous OCA hypothesis? To answer this question, the results of Section 3 must be compared against some benchmark. For this purpose, we consider the meta-estimates provided by Rose (2004 Rose ( , 2008 : (i) the formation of a currency union is expected to increase intra-union trade by between 30 and 90% in the longterm, even though for the EMU the trade effect ranges between 8 and 23%; (ii) each 1% increase in trade between two countries increases the bilateral correlation coefficient of detrended outputs by 0.02. However, there are three caveats in deriving benchmarks for the CAEMC from these two sets of meta-estimates. One is that most of the papers surveyed in the meta-analysis focus on the EMU, which is structurally a very different monetary union from the CAEMC. The second caveat is that the time frame of the meta-estimated effects is not explicit. The final caveat is stated explicitly by Rose (2004) in the following terms: '[Thus] it would be unreasonable for anyone to have too much confidence in the meta-analytic estimate of the effect of currency union on trade'.
Keeping all caveats in mind, however, an increase in the bilateral correlation coefficient of detrended series between 0.2 and 0.5 can be set a reasonable conservative benchmark. The estimates provided in Section 3 seem to put the CAEMC below this benchmark, thus confirming that the observed increase in synchronisation in the region is marginal. In this respect, it can be argued that the endogenous OCA hypothesis does not fully fit the CAEMC data. That is, the CAEMC currency union does not seem to be as endogenously optimal as would be expected from the result of previous panel and cross-country estimates. Nevertheless, there is some degree of endogeneity as the growing correlations of output fluctuations, the increasing similarities of the statistical properties of cycles and a stronger concordance of cyclical phases over time indicate.
The question that then remains to be discussed is what prevents the CAEMC from being a fully endogenous OCA. As noted in Section 3.3, the increase in diversity of productive structures has somewhat reduced post-1994 reforms had effectively increased synchronisation to a significant extent, then annual series of the standard deviation should exhibit a break around 1994. Various versions of Chow's test reject this hypothesis. synchronisation, but it cannot take all the blame for the weakness of the endogeneity effect. The same is true for structural changes in total trade intensity with the rest of the world. What really explains the lack of endogeneity is probably the fact that the two main channels through which a monetary union becomes endogenously optimal, namely the intensification of intra-regional trade and the harmonisation of policies across countries, are not fully at work in the CAEMC. Intra-regional trade in current dollars was US$149.26 millions in 1980. By 2007 it reached US$ 608.62 millions, with an average annual growth of around 11%. However, total international trade of CAEMC countries went up from US$ 7444.13 millions to US$ 42808.3 millions over the same period of time. This is equal to an average annual increase of around 17%. The proportion of regional trade in total international trade has therefore decreased from a mere 2% to an even smaller 1.4%. 15 This in turn reflects the persistence of high non-tariff barriers, most notably the lack of physical connectivity across countries and the poor state of transport infrastructures (see, for instance, UNECA, 2007). In a similar vein, the CAEMC did not introduce a rigorous framework for policy harmonisation in the region until 1997. This certainly goes some way towards explaining the lack of convergence of macroeconomic policies across union members. Between 1970 and 2006, the cross-country standard deviation of the budget balance has gone up from 3.65 to 12.33, mostly as a result of increased dispersion in revenues (while dispersion in expenditures is decreasing since 1998). Interestingly, monetary variables also display growing dispersion across countries: from 3.54 to 14.37 for the money growth rate and from 0.86 to 2.47 for the inflation rate. The fact that monetary variables do not converge in spite of a centralised monetary policy is indicative of persistent asymmetries in monetary policy transmission mechanisms. 16 
Conclusions and directions of future research
From a policy perspective, this paper has implications both for the design of CAEMC policy and institutions and for the process of monetary unification in Africa. With respect to the former, CAEMC countries must strengthen policy harmonisation and physical connectivity in order to 15 Trade data are taken from IMF (2008) . 16 For a systematic analysis of macroeconomic policy convergence in the region, see UNECA (2007) . activate the channels through which business cycles can become more synchronised and hence maximise the benefits from monetary integration. A revision of the existing set of convergence criteria might therefore be necessary. Furthermore, countries should take advantage of buoyant oil (and other natural resources) revenues to strengthen the public investment in infrastructures, particularly in relation to regional projects of transport development.
With respect to monetary unification in Africa, the CAEMC experience shows that currency areas are not necessarily endogenously optimal even after a long period of time. Nevertheless, they can be sustained in spite of this lack of optimality, and they do tend to generate somewhat more synchronised cycles over time. Therefore, it is probably not necessary that countries fully meet the optimality criteria before new unions are formed, or even before a continental union is envisaged. However, the unification process ought to be gradual, and attention must be devoted to the design of institutional arrangements for monetary and exchange rate policy, to the consolidation of political will and to the preparation of a credible framework to encourage de facto convergence of macroeconomic policy instruments.
From a research perspective, four issues to be explored in future work are worthy of mention. First, the statistical analysis of this paper should be extended to the other regional groupings in Africa. Indeed, even if they have not yet achieved the stage of monetary unions, several African RECs are making considerable progress in terms of trade integration and policy harmonisation frameworks. It would be interesting, therefore, to see whether such progress is making business cycles more synchronised. Second, future research should analyse whether or not there exist clusters of countries, within or across the borders of existing RECs, which already configure as OCAs and/or display the characteristics of fully endogenous OCAs. If such clusters existed, then one could envisage a process whereby monetary unions are first formed in those clusters, and then other countries join in after a gradual transition. Third, for the specific case of the CAEMC, it will be interesting to study the cyclical characterisation of macroeconomic policies. This investigation can be done at two levels. At the national level, the analysis should establish whether fiscal and monetary policy indicators are pro-cyclical, acyclical or anti-cyclical. At the regional level, the focus should be on the common monetary policy to understand whether it follows the cycle of any CAEMC member in particular. This would facilitate the assessment for each country of the costs and benefits associated with the weak synchronisation of business cycles. In fact, given that the CFA franc is pegged to the Euro, one can imagine that the CAEMC countries that benefit the most from the centralised monetary policy are those whose business cycle is more synchronised with the European business cycle. At least, this would be true to the extent that the European Central Bank bases its monetary policy on the European business cycle. Fourth, the statistical methodology could be extended to perform a formal test of synchronisation in CAEMC countries versus other country groupings (in Africa and/or outside Africa). The test would require the creation of country groupings whose members are selected at random and/or on the basis of criteria other than participation in the same currency union. A measure of synchronisation in these groupings should then be computed and a distribution derived. This distribution can then be used for a statistical inference on the significance of the degree of synchronisation observed in the CAEMC group.
