Abstract: The duration and occasional deletion rate of consonants differ from one language to another. What causes a language to preserve and lengthen some consonants but shorten and delete others? I show that the typology of consonant duration and occasional deletion in American English is affected by consonants' informativity -their average local predictability. Informativity can explain why usually-predictable segments such as American English /t/ are likely to be reduced even when they are locally unpredictable, but usuallypredictable segments are preserved even when they are redundant. I use four corpus studies to demonstrate that higher informativity leads to longer duration and reduced likelihood to delete even when other important factors such as the phonetic features, frequency, and local predictability of consonants are controlled for. The role of informativity in the duration and deletion rates of consonants can bridge the gap between phonetic performance and the actuation of phonological processes.
Introduction

What determines language-specific duration and deletion?
What determines the duration of segments and their propensity to delete? Previous research has shown that many phonetic factors affect the surface realization of phonemes. For instance, voiced stops tend to have shorter duration than voiceless stops (Crystal et al. 1988a; Lavoie 2001 ; among others), but their actual realization differs across languages. Comparative phonetic studies
Information theoretic considerations 1.2.1 Frequency
Associating word frequency with word reduction goes back to observations made by Sibawayh, an Arabic grammarian of the 8th century (Al-Nassir 1993; Carter 2004; Zhao and Jurafsky 2009 ). Zipf (1929) claims that the reduction of frequent linguistic elements follows from usage -frequent elements are under a greater pressure to become efficient. Greater efficiency implies simplification and reduced duration. At the word level, frequency has been associated with faster lexical retrieval and thereby shorter duration (Bell et al. 2009 ). If frequency is seen as facilitating performance, additional cognitive mechanisms such as practice may lead to a correlation between frequency and shorter duration.
Reducing frequent segments can be interpreted as beneficial from a stricter information theoretic interpretation. Given no other information, frequent linguistic elements are more likely to occur than less frequent elements and can therefore be more easily recovered by listeners. If some information is available, for instance if the listeners know that they heard a voiceless stop, but do not know which one they heard, guessing that it was a /t/ makes a better guess than /k/ or /p/, since /t/ is more frequent than /k/ or /p/ in English (Zipf 1929) .
A simple way to measure the frequency of a segment σ k in a language is to count the number of times that segment is encountered in a subset of the language (1). It is then possible to compare each segment's frequency with the frequency of all segments in the same subset (2). Since (2) is the same for all segments σ i , it is possible to always divide (1) by (2) to yield the maximum likelihood estimate (MLE) of the probability of seeing σ k , (3).
(1) The frequency σ k # σ k ð Þ
(2) The frequency of all segments, summed
3) The probability of σ k
Two possible complications with frequency-based accounts are that segment frequencies follow universal trends (Cohen Priva 2012) but languages differ in the surface realization of their segments, and that some infrequent segments such as American English /ŋ/ are readily reduced.
Local predictability accounts
Local predictability or contextual predictability is the probability of observing an event (e.g. the appearance of a segment) when the context is known. For instance, the frequency of /ŋ/ in English is low, but it is highly predictable when it is heard following standi- [staendɪ] . A local predictability-based account takes the 'best guess' story one step further. Consider the case of the -tion suffix in English in the word explanation. When speakers reach the sequence [ʃə] they already know that [n] follows. In other words, hearing [n] after the sequence of segments that precede it only confirms the speaker's expectations that [n] will follow. In itself, [n] provides no information. It is reasonable, therefore, that speakers could delete it, without harming the listener's ability to comprehend the word. 1 In information theoretic terms, hearing /n/ does not provide any new information. I define the amount of information a segment σ provides in the context c in which it appears using conditional probability as in (4). In order to transform the conditional probability of seeing σ in the context c to amounts of information, I take the negative log of (4) to yield (5), which is measured in bits. In the example above, listeners are positive that [n] is going to follow, which makes their estimate of Pr(n|[#ɛkspləneɪʃə) equal 1, and the amount of information provided by seeing /n/ in that context zero, as the log of 1 is 0: no information is gained.
(4) The conditional probability of seeing σ in context c Pr σjc ð Þ (5) The negative log probability of seeing σ in context c À log 2 Pr σjc ð Þ
The same principle applies when seeing a segment in some context that is very improbable or very probable. When the conditional probability of seeing a segment in its context is high, the amount of information it provides is low, and vice versa. From a functional perspective, speakers can reduce or delete predictable segments with less harm to their listeners, who can easily recover the reduced or deleted segments.
Different theories may define the context c differently or not use it at all. It is possible to set c to provide varying levels of information. The simplest approach is to set c not to provide any information. This is a simple transformation of segment probability often labeled uniphone (6). A common approach, taken for instance in Raymond et al. (2006) , is to take one or two preceding segments as the context, yielding specific measurements often labeled biphone (7) and triphone (8) respectively. Biphones and triphones represent very local contexts that can approximate phonotactics to a certain degree.
2 Another approach, taken in van Son and Pols (2003) , is to try to approximate the amount of information that is associated with a segment at a word-prediction level, by taking as context all the preceding segments (9). This measurement is the one used above to describe the case of the final /n/ in the word explanation.
(6) Uniphone
Information given all previous segments in the word À log 2 Pr σ i jσ 0 :::σ iÀ1 ð Þ
In order to estimate the probability of seeing a segment in context, it is common to use counts of segments and the contexts in which they appear. This approach is the same as the maximum likelihood approach, used above for calculating segment probabilities. The probability of seeing a segment in context is estimated to be (10), the number of times the speakers encountered σ in the context c over the number of times they encountered the context c.
(10) Estimate for conditional probability of seeing σ in the context of c PrðσjcÞ % #ðσ; cÞ #ðcÞ
Local predictability in its various forms has been shown to affect linguistic performance. Aylett and Turk (2006) show that syllable nuclei are shorter when they are locally predictable from context. Similar studies demonstrate the same 2 For instance, in English /ɚ/ follows unstressed vowels in very few words, making words such as adventurer atypical of English phonotactics.
for other levels of linguistic representation, such as consonants, morphemes, and words (Jurafsky et al. 2001; van Son and Pols 2003; Pluymaekers et al. 2005; van Son and van Santen 2005) . Other studies link local predictability to syntactic planning (Levy and Jaeger 2007; Jaeger 2010) and use it to provide a basis for markedness (Hume 2008) . Adapting this view to segment duration and deletion ratios yields an expectation that more predictable segments would have shorter duration and delete more frequently than less predictable ones. This view is parallel to the view presented above for frequent segments. Raymond et al. (2006) have shown such effects for the deletion of word-medial /t/ and /d/ at syllable onsets (but surprisingly enough, the opposite held in codas).
3
A possible issue with basing reduction on contextual predictability is that such accounts predict that after controlling for their phonetic properties, all redundant segments will be as likely to be reduced, and all informative segments as likely to be preserved. This prediction is challenged in this paper.
Informativity
Informativity is the amount of information a linguistic element usually has, across the entire language, and can therefore explain why segments that are usually unpredictable have longer duration and are less likely to delete even when they are predictable in context. Informativity has been shown to affect both duration and deletion (Cohen Priva 2008; Cohen Priva and Jurafsky 2008; Adams et al. 2009 ), word-length (measured in segments; Piantadosi et al. 2011) , and word duration, after word predictability and phonological structure have been controlled for (Seyfarth 2014) .
I propose that language users record how useful and informative a segment usually is in the language. This knowledge then forms an expectation of the utility of each segment, which in turn affects the duration and deletion ratios of those segments. This model predicts that less informative segments will have shorter durations and be more likely to delete even when they are unpredictable given local context, other things being equal, and that more informative segments will have longer durations and be less likely to delete even when they are predictable given local context. Thus, in the following example from the Buckeye corpus (11), /d/ in sudden may be deleted because /d/ is expected to provide less information, even though it is locally unpredictable (and does provide information). Informativity can explain the frequent reduction of the infrequent American English /ŋ/ if it usually appears in contexts in which it is highly predictable.
To approximate segment informativity, the segment's negative log predictability given some definition of context is taken as in (5), and averaged across every case in which that segment appeared with any context. This is done by summing over contexts, with each context weighted by its co-occurrence with that segment (12). Averaging over contexts yields the expected value of that segment's negative log predictability.
(12) The informativity of σ (Bell et al. 2009 ). Segment deletion in casual speech is likely to follow similar considerations, as extreme reduction in duration can lead to deletion, as argued in Beckman (1996) for vowels. Functional pressures are often taken to affect performance in context -fast speech affects only words and segments articulated during fast speech. But there are reasons to believe that functional pressures can be generalized (perhaps over-generalized), and affect linguistic structure even in the absence of the environment in which the pressure tends to occur. Frisch (2004) attributes OCP effects in Arabic roots and English words to an accumulation of lexical choices. Each choice (between similar meanings, in borrowing) prefers roots that are more dissimilar and easier to process. Lexical choices accumulate over time and change the lexicon, such that words whose structure is more difficult to process are less likely to be found in the lexicon. That is, a functional pressure against some forms leads to lexical changes, resulting in an optimized lexicon. A similar argument can be made for duration-based lexicon optimization. Predictable words tend to have shorter duration than their phonological structure would otherwise predict (Bell et al. 2009 ). But words that are usually predictable (that have low informativity) also tend to have fewer segments than words that are usually unpredictable, as demonstrated cross-linguistically by Piantadosi et al. (2011) . While the duration of some word token can be affected by a particular speaker's performance, speakers cannot easily change the number of segments in a given word in order to make it shorter or longer, if they want to be understood. Thus a functional pressure to reduce predictable words operates regardless of the context in which the word appears.
The accumulation of functional pressures at the word level is encoded in the lexicon. At the level of segments, an accumulation of a functional pressure can be encoded in a preference for particular segment realizations. When observing a particular segment, its realization can have at least two types of sources. It can be affected by contextual pressures (rate of speech, casualness), but it can also be affected by an accumulation of functional pressures, which leads to a language-level preference for particular realizations.
Different approaches to the study of segmental properties
Considerable work has investigated the production of segments cross-linguistically and in American English in particular. Crystal and House (1982; Crystal and House 1988a , Crystal and House 1988b , Crystal and House 1990 investigated the duration and variability of English consonants and vowels in connected speech. They contrasted the average properties of different segment types in several environments, discussing phenomena such as the effect of stress on segments, the effect of voicing on preceding vowels, and more. While Crystal and House (1988a) report their findings for individual segments as well, the number of tokens per segment is relatively small (e.g. only 224 /p/s in all environments in Crystal and House [1988a] ), making it difficult to control for multiple factors. Lavoie (2001) contrasted the articulation of consonants in American English and Mexican Spanish in several environments, investigating several properties such as manner of articulation, duration, and intensity. As Crystal and House (1988a) did, Lavoie (2001) focused on summary statistics, and the number of tokens in her sample makes it impossible to control for multiple factors at once.
Other studies focused on individual segments, to allow for more detailed examination of a subset of the observed phenomena. For instance, Zue and Laferriere (1979) studied the distribution of word-medial /t, d/ surfacing as stops and flaps in several phonological environments in American English using word lists, each word embedded in a carrier phrase. Warner and Tucker (2011) compared the articulation of intervocalic oral stops in several phonetic environments and styles of speech, including read speech and phone conversations. Bouavichith and Davidson (2013) focused on intervocalic voiced stops in American English using words that were embedded in short stories.
The growing availability of corpora in recent decades has allowed researchers to use larger amounts of data to control for multiple factors at the same time. Van Santen (1992) used a substantial corpus of carefully articulated speech to analyze the effects of multiple factors on vowel duration (24,000 tokens), including syllable types, stress position, and position within a sentence. Van Son and van Santen (2005) used the same corpus to examine intervocalic consonants in a corpus of speech of two speakers of American English, focusing on information theoretic factors such as word and segment frequency alongside phonetic factors. Van Son and Pols (2003) assessed the contribution of multiple positional and information theoretic factors to segment duration in Dutch, while taking each phoneme's baseline duration as given (segment identity was used as a factor in the model).
Recently, there have been attempts to record language use in more natural settings. Part of the data collected in Warner and Tucker (2011) involves conversations between participants and people they know. This data is crucial for their claim that acoustic reduction is the normal way to communicate by showing that reduction occurs both in casual and in careful speech. The French and Spanish corpora in Torreira and Ernestus (2011) similarly rely on conversations. Raymond et al. (2006) used the Buckeye Corpus of Conversational Speech (Pitt et al. 2007 ) to investigate the multiple factors that affect word-medial /t, d/ deletion, and Cohen Priva (2008) used the Buckeye corpus to predict word-medial deletions of all consonants. Word-medial deletion is unlikely to surface in careful speech, and the move to casual speech facilitates the study of this phenomenon.
The combined advantage of using large corpora of conversational speech is that it allows us to investigate multiple factors affecting language production at once, in natural settings, avoiding the possibility that speakers attempt to produce idealized forms. The disadvantage of larger corpora is that their annotation may not provide as much detail as one would like to have. The choice made in this paper to focus on duration and deletion is due, in part, to the availability of these measurements.
Methods and materials
Method overview
In order to evaluate the relative contribution of information theoretic properties to the realization of segments in American English, it is necessary to control for additional factors that could influence segment duration as well. I therefore model duration and deletion using multivariate linear and logistic regressions, in which possible controls such as the phonetic properties of each segment, rate of speech, and information theoretic variables of interest can account for segment duration and deletion rates at the same time.
The Buckeye Corpus
The Buckeye Corpus of Conversational Speech (Pitt et al. 2007 ) provides data collected from 40 speakers at The Ohio State University, conversing freely with an interviewer. The corpus provides several values for each word: the speaker of the word, the duration of the word, the word in English (13), the dictionary (idealized) phonetic form (14), the word's actual pronunciation (15), and its part of speech (16). (13) Part of the challenge in using the corpus is to have a disciplined way to understand that in (15), /t/ was dropped by the speaker, that /ɪ/ surfaced as [ə] , and that the other segments remained unchanged. One way to align two strings together is to minimize a metric of edit-distance between the two strings, and use the list of edits that yielded the minimal edit-distance. One such way is to minimize the Levenshtein distance (Levenshtein 1966) . A simple calculation of edit-distance between strings requires that every operation of the list: substitution, deletion, and insertion is associated with an identical penalty. Thus, the (minimal) edit-distance between the strings "store" and "bored" is 3: /s/ was deleted, /t/ was replaced by /b/, and /d/ was inserted. It is not advisable to use equal penalties for the edit operations because some substitutions are phonologically plausible and other substitutions are not motivated. For instance, if the word makes surfaced as [meɪz] , neither /k/ nor /s/ are found in the output, but the algorithm should know to align the surface [z] with the underlying /s/, rather than with the underlying /k/. The penalties for each insertion, deletion and substitution were therefore modified to reflect phonological plausibility. I used the penalties in Table 1 to align the underlying representations with their surface forms. The penalties are only used to represent alignment preferences. If the algorithm ended up aligning a /t/ with a [ɾ] (penalty of 0.3), the alignment is subsequently considered to be valid. The results of the alignment process (the number of each segment aligned with each other segment, excluding vowels) can be found in Appendix A.
The corpus does not use the full set of IPA symbols, and uses instead a variant of Arpabet. This means that when a segment surfaces as a sound that is not in the alphabet, its closest equivalent is chosen. For instance, the alignment process aligned word-medial /ɡ/ with [ɡ] 1,446 times (93.2%), with [k] 18 times (1.2%), with [ŋ] 3 times (0.2%), with [j] once (0.1%), and considered it deleted 83 times (5.4%). This suggests an unusually high rate of /ɡ/ surfacing as a voiced stop, considering that Lavoie (2001) reports that /ɡ/ surfaces as an approximant 24% of the time ([ɰ] has no Arpabet equivalent). My analysis therefore focuses on whether an underlying segment surfaced or not, and if it surfaced, on the duration of the surface form. Thus, evidence for processes such as /ɡ/ fi [ɰ] can be found only in the duration of the surface [ɰ] . One limitation of this 
Source
Target Penalty
approach is that mergers are considered as a deletion of one of the segments. The alignment process guarantees that the deleted segment in this case is the one less similar to the surface form. In order to get reliable predictability scores, the Switchboard (Godfrey and Holliman 1997) and Fisher (Cieri et al. 2004 , Cieri et al. 2005 ) corpora were used to provide word counts in addition to the Buckeye corpus. Words that appeared in either corpus but not in the Buckeye corpus did not have Buckeye's dictionary representation, and the CMU dictionary was used instead. The Buckeye dictionary representation is similar to the CMU representation, but they are not identical. The substitutions in Table 2 were allowed, and the word was assumed to have its CMU representation. Other substitutions led to the exclusion of that word from the data.
Finally, word-level data had to be aligned with the segment-level data which contained segment duration. Segments in either source of data that did not have an equivalent in the other source were removed.
Calculating information theoretic measurements
In order to calculate the frequency, predictability, and informativity of each segment, I used several corpora of spoken American English. I collected word counts from the Switchboard (Godfrey and Holliman 1997) , Fisher (Cieri et al. 2004) and Buckeye (Pitt et al. 2007 ) corpora. Each word was assumed to have its phonetic representation in the CMU dictionary (Weide 1998) . The following information theoretic variables were assessed using maximum likelihood estimates from the corpora. 
CMU
Buckeye
-Word frequency is the number of times the word appeared in the corpora.
-Segment probability is the number of times the segment appeared in the dictionary representation of a word that appeared in the corpora (ignoring deletions, lenitions, etc.). The negative log (base 2) of segment probability is taken. This is the number of bits of information that the segment holds if no other information is known. -Segment predictability is the probability of observing a segment in the context in which it appears. The context used here is all the preceding segments within the same word. Segment predictability is calculated by dividing the time the context was seen with the target segment, by the times the context appeared with any segment (or ended without any segment following). In (17) the corpus contains just three words. The predictability of /s/ in the word talks is 0.25, as /s/ follows the talk-prefix once for every four occurrences of the prefix. The negative log (base 2) of predictability is taken. This is the number of bits of information that the segment holds if no other information is known except the preceding segments.
(17) Sample word counts:
The predictability of /s/ in the word talks:
The negative log predictability of /s/ in the word talks is −log 2 0.25 ¼ 2.
-Segment informativity is the weighted average of the negative log predictability of all the occurrences of a segment. In (18) the corpus consists of six words, and /s/ appears twice, once in the word talks in which it follows talkwith probability of 0.25 (−log 2 0.25 ¼ 2), and once in the word walks in which it follows walk-with probability of 0.5 (−log 2 0.5 ¼ 1). /s/ appears in talks 100 times, and in walks 300 times. The informativity of /s/ in this corpus is (100 * 2 þ 300 * 1)/(100 þ 300) ¼ 1.25.
(18) Sample word counts: talk  talks  talking  walk  walks  walking  The predictability of /s/ in the word walks:
The negative log predictability of /s/ in the word walks is −log 2 0.5 ¼ 1.
-Residual segment informativity: informativity is highly collinear with frequency. In order to remove the collinearity, segment informativity is residualized using segment probability. Suppose that for all the observations, the informativity of all segments isỹ and the (negative log) probability isx. A linear regression is performed, which fitsỹ % ax þ b. The predicted value of this regression is predicted ðỹÞ ¼ ax þ b (the values of a and b are fitted to best fit the predictions of the regressions toỹ). Rather than useỹ to approximate informativity in subsequent regressions,ỹ -predicted (ỹ) is used, thereby leaving only that part of informativity which is not explained by segment probability. -Residual segment predictability: both informativity and frequency are highly collinear with negative log predictability. In order to remove the collinearity, negative log predictability is residualized using negative log probability and informativity. Suppose that for all the observations, the negative log predictability of all observations isz, the informativity of the observations is y, and the negative log probability isx. A linear regression is performed, which fitsz %ãx þby þ c (the values of a, b, and c are fitted to best fit the predictions of the regressions to ðzÞ. The predicted value of this regression is predicted ðzÞ ¼ãx þby þ c. Rather than usez to approximate negative log predictability in subsequent regressions,z − predicted (z) is used, thereby leaving only that part of negative log segment predictability which is not explained by informativity or negative log probability.
Procedure
I used the phonological control variables in Table 3 to control for the base properties of segments. In addition, I used the phonological control variables in Table 4 to control for the properties of the neighboring vowels and word-level variables. Phrases were taken to be the Buckeye Corpus speakers' turns (as divided by the Buckeye Corpus annotators). A referee of this paper advised against using words that have only a few data points, so words whose frequency in each dataset was less than four were excluded. I used the step() function (Hastie and Pregibon 1992; Venables and Ripley 2002) in R (R Core Team 2014) to allow the best non-information theoretic model to be chosen automatically, and then added four information theoretic variables: word frequency, segment probability (uniphone), segment informativity, and the local predictability of the segment, all defined in Table 5 , and estimated from spoken corpora following a procedure detailed in Section 2.3. It is important to note that informativity is residualized using uniphone as the baseline and that local predictability is residualized using both uniphone probability and informativity. Thus, these factors will only be significant if they improve the model beyond the (unconstrained) effect variables they are residualized over.
The model was then reevaluated using a mixed-effects model with the identity of the word and speaker used as random intercepts, as well as by-subject random slopes for segment probability, informativity, and local predictability. I used R (R Core Team 2014), and the lmerTest package (Kuznetsova et al. 2014 ), which 
Variable
Value Segments the log median duration of all segments within words with the same part of speech POS deletion rate (deletion models) the log deletion rate of all segments with the same part of speech Phrase distance distance from the end of the phrase in words, logged Start position distance from the beginning of the word in segments, logged End position distance from the end of the word in segments, logged encapsulates the popular lme4 package (Bates et al. 2014 ) and adds p-values. The training of mixed-effects deletion models used nlminb as the optimization method using the optimx package (Nash and Varadhan 2011) .
The following additional transformations were also taken in order to allow the mixed effects models to converge.
-All variables were normalized. One advantage of this technique is that it allows for the comparison of effect sizes, not only significance. -Collinearities were removed using residualization (see Section 2.3).
-All multinomial variables were binarized. That is, rather than have a 4-level variable for places of articulation, I used four binary variables, each returning true if the relevant place of articulation was used. The step() function guaranteed that it would not be possible for all four variables to be selected, as that would over-specify the model (a consonant that is not labial, coronal, or dorsal is glottal). -Variables that apply to too little data kept the models from converging. Therefore, I removed variables which applied to less than 1% of the data. All data points to which the relevant variables would have applied to were removed. For instance, if fewer than 1% of the data were affricates, then all affricates were removed from the model. I list the variables that were removed in each model separately.
For each model, I report the coefficients and p-values of the variables of interest. The full models are reported at Appendix B.
Duration models
Segment duration was modeled using log-transformed values, since the distribution of segment durations is skewed: the mean duration is higher than median 
Variable Value
Word frequency the frequency of the word, logged Segment probability the negative log unigram probability of observing the segment () Segment informativity the informativity of the segment () using all earlier segments in the same word as context residualized using segment probability Segment local predictability the negative log local predictability of the segment () using all earlier segments in the same word as context residualized using segment probability and segment informativity duration. However, only one of the variables of interest lost its significance when the model was computed using non-logged duration values: contextual predictability in intervocalic contexts. Other variables, including informativity, maintained their direction and significance. Since log durations are used, the regression attempts to fit the weights β 0 . . . β n in the formula in (19), where y is a vector of observed durations, and x i. . .n are vectors of predictors. The formula can be further simplified to (20) and (21). The formula in (21) shows that the regression is a regression of multipliers -a binary feature whose coefficient equals 0.1 does not indicate that the duration is 0.1 milliseconds longer when this feature is 'true', but rather that the duration is e 0.1 times as long when the feature is 'true' than it would have been had this feature been 'false'. A zero coefficient therefore would not affect the duration since e 0 ¼ 1. Significance is tested by estimating how likely it is that the coefficient of a variable is really positive or negative (that it is not zero).
In order to insure that the model does not over-represent extreme values, only the middle 99% of data points were used in each model.
Deletion models
A logistic regression calculates the log odds of observing the outcome, in this case the log odds of observing segment deletion. If the probability of observing an event (in this case, the probability of deleting the segment) is p, then the regression predicts (22). This means that the regression attempts to fit the weights β 0 . . . β n in the formula in (23), where p is the probability of observing deletion in that case, and x i. . .n are vectors of predictors. As with linear regression of log values, the resulting regression is a regression of multipliers. A binary feature whose coefficient equals 0.1 indicates that the odds for deletion are e 0.1 times higher than they would have been had this feature been 'false'. Significance is tested by estimating how likely it is that the coefficient of a variable is really positive or negative (that it is not zero). For a full explanation on interpreting logistic regressions in the context of linguistic variation, see Bresnan et al. (2007) .
Methodological differences between this study and previous studies
Cohen Priva (2008) studied the residual effect informativity has on the deletion of word-medial onsets and codas while controlling for other phonological, phonetic, and information theoretic factors. The studies were performed only on part of the Buckeye corpus (Pitt et al. 2007 ) and suffered from multiple collinearities. Additionally, those studies did not investigate how segment informativity affects the duration of word-medial segments (though some of the segment duration data was explored in Cohen Priva and Jurafsky [2008] ).
The following studies are designed to complement and address the shortcomings of the previous studies in several ways. First, information theoretic measurements are measured using a significantly larger collection of spoken English. Second, data from all 40 speakers in the Buckeye corpus is used to measure segment duration and deletion ratios, whereas previous studies used only 20 speakers. Third, the duration of segments is measured alongside deletion ratios. Fourth, the collinearities between information theoretic measurements are removed, using residualization. Fifth, liquids and glides are excluded as there are too few of them for the number of controls that are required to describe the differences among them. Therefore the chance of overfitting the data is lower.
Finally, Raymond et al. (2006) and Cohen Priva (2008) tested the effect various factors have on onsets and codas separately. This paper takes a different approach. Since the concepts coda and onset group together different phonological environments, I chose to study here the role of information theoretic variables in intervocalic and postvocalic preconsonantal positions. Thus, there are fewer phonological features to control for in each data set, and the risk of collapsing the difference between different phenomena is reduced. However, the two environments are subject to different weakening pressures. Deleting postvocalic preconsonantal segments simplifies syllable clusters by changing VCCV sequences to VCV sequences, simplifying CCV(C) syllables to less marked CV(C) syllables and CVC syllables to unmarked CV syllables. In contrast, deleting intervocalic consonants complicates syllable structure as it creates marked onset-less syllables. Intervocalic consonants are subject to lenition processes such as spirantization, which do not always affect postvocalic positions (American English tapping is one such case [Kahn 1976; Zue and Laferriere 1979] ). Intervocalic positions are often the locus of various lenition processes such as spirantization and sonorization. In American English one such outcome is tapping. However, it is not a typical environment for deletion, as the data set used in these study shows: 4.2% of the segments in intervocalic positions delete, while 5.9% of the segments in postvocalic preconsonantal positions delete (Using R's prop.test(), p < 10 -15
). Intervocalic positions are therefore a good test case to investigate what effect information theoretic variables have on segment duration, and subsequently on segment deletion.
Number of observations
The study was performed using 28,793 segments (after excluding deleted segments and using the middle 99% of the data points).
Results
Low segment probability (high negative log probability), high informativity, and low local predictability (high negative log predictability) all led to higher segment duration (probability β ¼ 0.16, SE ¼ 0.012, t ¼ 13.41, p < 10 -15 ; informativity
; predictability β ¼ 0.02, SE ¼ 0.0058, t ¼ 3.415, p < 0.001). High word frequency did not have a significant effect on segment duration (β ¼ -0.014, SE ¼ 0.0099, t ¼ -1.382, p ¼ 0.167), but it does trend in the expected direction: segments in frequent words have shorter duration. It is possible that the lack of significance can be attributed to the inclusion of word as a random intercept, which removed some of the variability that wordbased variables could explain. 5 The relative contribution of information theoretic variables can be seen in Figure 1 .
5 Word frequency is measured in log number of words in several corpora. Higher frequency yields higher log frequency. Frequent, predictable, and low-informativity segments provide less information and therefore have lower uni/bi/triphone or local predictability or informativity scores. They are measured using negative log (conditional) probability.
Among the control variables, segments were shorter the further they were from phrase-final position, as predicted by phrase-final lengthening (β ¼ -0.025,
). Faster rate of speech predictably decreased
). Many additional segment-level phonetic variables, as well as adjacency to stress, affected the duration of segments, providing support to the assumption that information theoretic considerations do not override the phonetic baseline, but rather enhance it to suit other functional needs. For a complete list of control variables and their effect, see Table 6 .
Discussion
The results show that high information leads to longer segment duration. Phonetic variables greatly influence segment duration, but even after such variables are controlled for, the duration of segments that had high uniphone scores (low probability) and high informativity and that were unpredictable in their context was relatively longer.
These results establish the importance of segment informativity as they show that informativity affects not only deletion ratios but also the duration of segments. Reduced duration may in turn lead to deletion (Beckman 1996) , which is the focus of the following study.
Intervocalic segment deletion 3.2.1 Introduction
The intervocalic segment duration study shows that the duration of segments is affected by information theoretic factors. But diminished duration does not have to lead to deletion. Deletion may happen when the duration of a segment is reduced beyond the minimal duration that would allow the articulators to pronounce it. For different segments the threshold beyond which deletion would occur may be different. Deletion may therefore be independent of durational modulation, and independently driven.
It is therefore important to verify that information theoretic factors affect the deletion ratios of segments in the same environment in which durational effects were found.
Number of observations
The study was performed against 30,052 observations.
Results
Information theoretic variables trended similarly. Low segment probability trended in the expected direction and decreased likelihood to delete, while high segment informativity and low local predictability significantly reduced likelihood to delete (probability ), and words in the onset of stressed syllables were less likely to delete (β ¼ -0.85, SE ¼ 0.097, z ¼ -8.821, p < 10 -15 ).
For a complete list of control variables and their effects, see Table 7 .
The relationship between part of speech and likelihood to delete is interesting. Segments in adverbs were more likely to be affected by deletion than segments in verbs, which were overall more likely to be deleted than segments in nouns and adjectives. Within verbs, segments in past tense verbs were more likely to be deleted than segments in present tense or past participle.
Discussion
The absence of strong effect for the segment's uniphone probability may be due to the greater number of observations required in a logistic regression than in a linear regression. High segment informativity and local predictability do predict decreased likelihood to delete, signifying the role of information in phonetic realization.
Postvocalic segment duration 3.3.1 Introduction
The goal of this study and the subsequent study is to verify that the information theoretic effects found for intervocalic consonants persist in other environments. This environment replaces the coda environment used in Raymond et al. (2006 ), Cohen Priva (2008 , and Cohen Priva and Jurafsky (2008) , even though some of the segments in such positions are actually the first consonant in a complex onset. For instance, CELEX (Baayen et al. 1995 ) treats the /s/ in estrange and the /p/ in appreciate as the first consonant of the second syllable in both words.
The expectation is that the correlation between duration and information that was observed in the intervocalic context would be replicated in the postvocalic preconsonantal environment as well.
Excluded segments
Post-alveolar segments (less than 0.5% of the data), dentals (less than 0.2% of the data), and affricates (less than 0.2% of the data) were excluded to avoid over-fitting and to allow the model to converge, as described in the methods section.
Number of observations
The study was performed using 36,334 segments (after excluding deleted segments and using the middle 99% of the data points).
Results
Information theoretic variables trended as expected. Low probability, high informativity significantly predicted long segment duration, and low contextual predictability trended in the expected direction, predicting long segment duration (probability β ¼ 0.038, SE ¼ 0.015, t ¼ 2.463, p < 0.05; informativity β ¼ 0.027, SE ¼ 0.0083, t ¼ 3.292, p < 0.01; predictability β ¼ 0.0098, SE ¼ 0.0055, t ¼ 1.787, p < 0.1). In this dataset word frequency was significant, predicting that post-vocalic segments in frequent words would be shorter (β ¼ -0.04, SE ¼ 0.011, t ¼ -3.572, p < 0.001). The relative contribution of information theoretic variables can be seen in Figure 3 .
As before, high speech rate predicted shorter duration (β ¼ -0.53, SE ¼ 0.01, t ¼ -51.097, p < 10 ), and segments were affected by their part of speech (β ¼ 0.016, SE ¼ 0.0052, t ¼ 3.173, p < 0.01). Many phonetic factors also affected segment duration, demonstrating again that information theoretic effects modulate, rather than determine, duration. For a complete list of control variables and their effect, see Table 8 .
Discussion
The results provide further support for the intervocalic consonant duration study. High information content predicts longer duration, as the previous studies showed. 
Informativity affects consonant duration and deletion
The correlation between duration and information was therefore not environment specific, but rather a fundamental property of American English segments.
Postvocalic segment deletion 3.4.1 Introduction
As with the intervocalic case, it is not necessary that reduced duration will lead to deletion. As I argued above, high ratios of occasional deletion patterns may be a necessary step before optional and obligatory deletions are encoded in speakers' competence grammar. I replicate the intervocalic study of consonant deletion in postvocalic preconsonantal positions to see whether in this environment, too, high information is correlated with reduced likelihood to delete.
Excluded segments
The segments that were excluded in the duration study above were also excluded in the deletion study.
Number of observations
The study was performed using 39,005 segments.
Results
Low segment probability and low local predictability trended in the expected direction, decreasing deletion rates (probability
The relative contribution of information theoretic variables can be seen in Figure 4 .
Among the controls, high rate of speech increased likelihood to delete (β ¼ 0.33, SE ¼ 0.036, z ¼ 9.153, p < 10 ). Distance from phrase-final position increased likelihood to delete (β ¼ 0.082, SE ¼ 0.028, z ¼ 2.931, p < 0.01. It is interesting to note that, in this model, in which the baseline place of articulation is labial (there are no glottals in this position), the model found no difference between coronals and labials (β ¼ -0.033, SE ¼ 0.15, z ¼ -0.22, p ¼ 0.828), while in a model that did not include information theoretic measurements, coronals were more likely to delete than labials. For a complete list of control variables and their effects, see Table 9 .
The relationship between part of speech and likelihood for segment deletion was different from the one in prevocalic positions. Segments in nouns and adjectives were more likely to be affected by post-vocalic segment deletion than segments in verbs.
Discussion
Segment deletion in postvocalic positions followed a similar pattern to segment duration in the same environment. The repeated similarity to duration studies suggests that the effect information theoretic variables have on segment duration and deletion ratios is consistent. High amount of information leads to increased duration and preservation, whereas low amount of information is associated with reduction in duration and ultimately deletion.
The significance of most variables was lower across the board compared with the duration study (Section 3.3). The absence of significance for some variables may be due to the loss of predictive power in logistic regressions and not due to fundamentally different factors. The diminished significance of some phonetic factors suggests that some of the place-specific patterns we observe may be explained by information theoretic measures.
Discussion and conclusion
The four studies above demonstrate the advantages of using large corpora to estimate the contribution of variables of interest while controlling for other Informativity affects consonant duration and deletion factors. The corpus is big enough to show that several information theoretic measurements -in particular low predictability and high informativity of segments -are predictive of longer duration and reduced likelihood to delete, even after phonetic factors and segment probability have been controlled for, and even in cases in which segment probability does not affect duration and deletion significantly. One remaining puzzle is the need for informativity.
Informativity is the expected value of local predictability, which has been the focus of much research in recent years. Is there a real need for informativity, or should local predictability suffice? I performed model comparisons against equivalent models in which the residualization had been removed. In both duration models, informativity was significant (intervocalic model, p < 10 Local predictability accounts for a broad range of phenomena, but it does not completely correlate with the propensity of a segment to delete. While it is generally true that segments are more likely to delete the more predictable they are, some segments delete even when they are not locally predictable, while other segments do not delete even when they provide no information. Consider the cases of /t/-deletion in examples (24) and (25), and the cases of /d/-deletion in examples (26) and (27) The deleted /t/s and /d/s are unpredictable if context is measured from the beginning of the word as in (28). 6 The same holds for a context of two previous segments (triphone), as in (29).
(28) Word Prob.
On the other hand, the corpus contains just a single case of /m/-deletion out of 286 instances of /m/ in words that begin with home-, even though /m/ follows /hoʊ/ in a ratio of 2:5, and despite the high frequency of the word home. 7 Local predictability does not predict the existence of /t/-and /d/-deletion processes in English, and the relative absence of /m/-deletion processes. That predictability does not always coincide with reduced duration and higher deletion rates is further demonstrated by the fact that deletion processes may remove segments that do carry information, contrary to expectation. Consider the diachronic case of the deletion of French plural markers that led to the conflation of the plural form of words such as pommes with their singular forms (pomme), or the case of Puerto Rican Spanish (Hochberg 1986) , in which /s/-deletion may remove agreement markers and conflates second and third person verb forms. While such local loss of information may lead to compensation elsewhere (for instance, it may increase the use of pronouns), it is hard to claim that deletion processes in language only serve to improve communication.
Informativity fills the gap that local predictability leaves. Though informativity is based on local predictability, it 'carries over' segments' behavior in all contexts, even to atypical contexts. Thus, a segment that is usually predictable has low informativity, which leads it to behave as if it is predictable even in contexts in which it is not predictable. Bybee (2014) suggested a similar mechanism for sound change, in which a typical phonological environment leads to sound change even in the absence of the triggering phonological environment. If local predictability affects speaker performance, as many studies including this one demonstrate, then its properties can be over-generalized and apply in other contexts. Functional considerations (in this case local predictability) shape a mental representation (in this case phone informativity), which then affects language use.
One of the predictions the current study makes is that informativity-based effects will not be limited to American English nor to the level of the segment. Piantadosi et al. (2011) showed that informativity affects the length (in segments) of words in the lexicons of several European languages, and Seyfarth (2014) found that informativity affects word duration. Adams et al. (2009) found that informativity affects the duration and deletion ratios of German codas. With the growing availability of carefully annotated corpora for other languages, I expect similar effects to be found for additional languages.
Future research should also investigate whether informativity contributes to competence-based phenomena such as the actuation of phonological processes. Segments that are prone to be reduced in some languages (e.g., English /t/, Romance /s/) are predicted to have lower informativity in the languages in which they are reduced than in languages in which they are preserved.
This paper revisits and expands on the findings of Cohen Priva (2008) and Cohen Priva and Jurafsky (2008) . It establishes the importance of information content and, in particular, segment informativity to performance-related phonetic and phonological phenomena, the duration and deletion ratios of segments. Its findings invite future research into the extent to which informativity affects language at different levels of representation. 
