Abstract. In this paper, we propose a method of hiding sensitive classification rules from data mining algorithms for categorical datasets. Our approach is to reconstruct a dataset according to the classification rules that have been checked and agreed by the data owner for releasing to data sharing. Unlike the other heuristic modification approaches, firstly, our method classifies a given dataset. Subsequently, a set of classification rules is shown to the data owner to identify the sensitive rules that should be hidden. After that we build a new decision tree that is constituted only non-sensitive rules. Finally, a new dataset is reconstructed. Our experiments show that the sensitive rules can be hidden completely on the reconstructed datasets. While non-sensitive rules are still able to discovered without any side effect. Moreover, our method can also preserve high usability of reconstructed datasets.
Introduction
Currently, many efficient data mining algorithms have been proposed. On one hand, these algorithms can be used by data owners to extract useful patterns from collected data. On the other hand, the algorithms can become a threat in privacy issue. They can be used in combination with other techniques to disclose sensitive private data. For example, a mining result on the medical dataset can help re-identifying of individual person, although the dataset seems to be anonymous.
Not only the threat for individual privacy, but the sensitive private patterns should also be aware. In business, although data sharing is useful for business partners to discover global patterns. However, giving datasets to the others without careful consideration can cause the loss of competitive ability. For example, consider the scenario when a credit card company releases credit card approval dataset for a new home loan company. Each record in the dataset is individual applicant. The collected attributes of each applicant in this dataset can be financial status, number of working years at the current company, gender, salary level, living area and range of age. While the class is the approval result. The purpose of the home loan company is to build a classification model to classify their home loan applicants. The dataset must be provided because two companies have different views on each attribute. However, some sensitive patterns can be discovered from the given dataset. More specifically, the patterns that exist in the dataset can give competitive ability to the others more than data owners expect. For example, it can be used to identify appropriate groups of customers, or even individual person to send advertising mail. It can be done by changing the class label to be the post code of living area. Although it might not be able to do accurately, only narrow down the scope can be consider as privacy threat. Therefore, the privacy of sensitive patterns also needs to be concerned and preserved.
To preserve the privacy of sensitive patterns, obviously, the dataset is needed to be modified. Consequently, the dataset correctness will be destroyed definitely. However, if the overall characteristics of the dataset can be maintained, the dataset is still usable. In other words, the usability of the dataset is also needed to be preserved. Therefore, modification should be done properly. Recently, many works proposed to hide sensitive association rules [1] . Almost all use heuristic approach to modify the datasets directly by support or confident values decreasing.
Compared with association rule mining, classification rule mining seems to be more complicated problem. Instead of existing of items in association rules mining , classification deals with attributes and attribute values. Moreover, instead of association between attribute values, the ability to classify dataset of each attribute is considered. Therefore, in preserving privacy of classification rules, a heuristic approach to modify dataset directly should be designed with a great care. Otherwise, the usability of modified datasets can be lost by side effect of modification. As we will demonstrate that the heuristic approach may be an inappropriate approach for classification rules hiding.
In this paper, we propose a classification rule hiding method for categorical datasets by reconstruction approach. Instead of arbitrary dataset modification, our method reconstructs a new dataset that contains only non-sensitive rules. Additionally, the usability of new dataset is also preserved. In our method, we extract classification rules of an original dataset firstly by a rule-based classification algorithm. Subsequently, set of non-sensitive classification rules is used to build a decision tree by our algorithm. Finally, a new dataset is reconstructed from the decision tree.
The rest of this paper is organized as follows. Section 2 provides a review of related work. Our proposed approach is shown in Section 3. The experiments and results are brought up in Section 4. Finally, Section 5 gives the conclusion.
Related Work
Generally, the privacy problem of individual person can be addressed by using some well-known database techniques such as security view management. Statistical security-control is another approach [2] , Noise values are added into an original dataset to preserve the privacy, while the correctness of some aggregated values e.g. mean or variance are still preserved.
However, privacy preserving data mining (PPDM) is a different issue. In PPDM, data mining algorithms are also considered. Moreover, not only the pri-vacy of the individuality is concerned, but also the sensitive patterns. The available approaches can be categorized into a few different groups such as heuristicbased, cryptography-based and reconstruction-based techniques [1] . For association rules privacy preserving, most works tackled the problem by using heuristic approaches [3, 4] . Selected values in the dataset are changed to decrease support and/or confident values of sensitive rules. The rules will be hidden successfully if their support and/or confident values are less than specific thresholds. Regarding the classification tasks, most of the research works focus on preserving privacy of individuality [5, 6] .
Our reconstruction-based approach for classification problem is motivated by a reconstruction-based approach for association rules privacy preserving [7, 8] . These works preserve the privacy by firstly extracting selected characteristics of the datasets. The preserving process is done on the characteristics, following by reconstruction of new dataset. The approach of dataset reconstruction has advantageous over the heuristic data modification approaches since it hardly introduces side-effect [1] .
Privacy Preserving in Mining Classification Rules

Drawbacks of Heuristic Modification Method
In this section, we demonstrate drawbacks of heuristic modification method by examples. A credit card approval sample dataset is shown in Table 1 . Every record represents a single person who applied for credit card. The categorical dataset consists of four attributes : the number of years at current work, the marriage status , the gender of applicant, and an attribute of whether the name is on a "black list" or not. Finally, each class label is an approval result. For rule hiding demonstration, firstly, we use a classification algorithm (C4.5 [9] ) to obtain a whole set of classification rules. The set of rules is shown in Table 2 .
Suppose that the owner of the dataset wants to hide the rule: "# years at current work = medium & black list = yes → approval result = NO". The easiest heuristic method (in terms of association rule mining) is to decrease the confidence of the rule. This can be done by alternating values in the right hand side, the class, of the corresponding records. In classification context, it is decreasing of ability to classify datasets. In this case, corresponding records are record number 6 and 14. Suppose that the sixth record is chosen. Subsequently, its class label is changed to YES. For checking whether the hiding successes, the dataset has to be classified again. The set of rules on modified dataset is listed in Table 3 .
From the result, it seems that the sensitive rule has been hidden successfully. However, there are some differences between the original and the modified set of rules. Some non-sensitive rules are lost e.g. the second, the third and the fifth rules of original dataset. Moreover, some insignificant patterns also become significant. For example, in the original set of rules, there is no rule likes the second, the third and the fourth rules of new set of rules. This result occurs because most of classification algorithms generate the rules according to the # years at current work = short ∧ gender = female NO 2 # years at current work = short ∧ gender = male YES 3 # years at current work = long YES 4 # years at current work = medium ∧ black list = yes YES 5 # years at current work = medium ∧ black list = no NO datasets classifying ability of each attribute. An arbitrary modification of some data may effects the ability unintentionally. The worst case of heuristic modification is when the owner wants to hide the sensitive rules that contains the attribute with the highest ability to classify the datasets e.g. root node of decision tree. For example, the owner wants to hide rule: "# years at current work = long → approval result = YES". Obviously, there are four corresponding records: the third, the seventh, the twelfth and the thirteenth records. To hide the sensitive rule, assume that the third record is chosen, its class label is changed to NO. Table 4 shows the classification result on modified dataset. As we expected, the set of rules is substantially different from the original set of rules.
Obviously, the sensitive rule hiding by dataset modification would impact derived rules significantly. The side effect seems to be uncontrollable. Moreover, the usability of modified datasets is decreased enormously. Therefore, we purpose a radically different way for hiding sensitive classification rules by reconstructionbased approach. Rather than modification of the datasets for changing knowledge, our approach focus on knowledge controlling. Our result datasets may look different from the original. However, theirs characteristics are still preserved, both knowledge and usability. 
Problem Statement
Given a dataset D, a set of classes C, a set of classification rules R over D, and also R ⊂ R, R is a set of sensitive rules, find a dataset D such that there exists only a set of rules R − R can be derived.
Dataset Reconstruction Method
Our approach starts with classifying original dataset by rule-based classification algorithms e.g. RIPPER [10] . After a set of classification rules is extracted, the owner can identify the sensitive rules. The remaining non-sensitive rules are considered as characteristics of the dataset. Therefore, they are used to build a dataset generator, a decision tree, by our algorithm. Obviously, a number of used rules effects amount of the characteristics to be preserved. So, the unpruned classification rules, less significant rules, can be used in the decision tree building algorithm. Our approach excludes the set of sensitive rules in the algorithm. Therefore, there is no such directly derivable rule in the reconstructed datasets. Finally, a non-sensitive dataset is reconstructed at the same number as the original dataset by the decision tree. In this step, we modify a data generator from the Very Fast Machine Learning toolkit (VFML) [11] for our purpose. Generally, VFML data generator generates a dataset based on concept of an input decision tree. Therefore, we replace the randomized decision tree generator in VFML by the decision tree from the previous step. Each record is built and assigned each attribute value with uniform probability. Then, it is induced through the respected path in the decision tree. Finally, a class label is assigned to the record with the terminal node of the tree. Using uniform probability data generator provides an advantage to our approach. Obviously, the number of reconstructed records in each path of the trees can be estimated. For example, if a binary attribute "gender" is chosen as the root of a tree, approximated half of reconstructed records will have "male" attribute value, otherwise "female". Table 5 . Decision tree building algorithm Inputs: R is set of classification rules.
R is set of sensitive rules. Outputs: DT is a decision tree.
While there is any rule to be induced do select a rule r from R − R to be induced order by the classifying ability. While the number of approximated reconstructed records does not excess the number of records that is classified by rule r in the original dataset While the rule r is not induced completely do select the least common attribute in r, put selected attribute as non-terminal node of DT . End while. Assign a class for the selected rule. End while. End while.
The decision tree building algorithm is shown in Table 5 . In the algorithm, each non-sensitive rule is put in a decision tree one by one. The ordering of rules selection is based on their ability to classify original dataset. When any rule is put earlier, it will be in the higher level of the tree. With a uniform probability characteristic of the dataset generator, a rule that appears in the higher level will be used to generate more records. This can help maintaining similarity between original and reconstructed datasets.
For each selected rule, all of its attributes will becomes a node of the decision tree. The least common attribute among set of all rules is chosen firstly. This can provide many options to induce the trees by allowing a rule to be reflected on many paths of the tree. A number of paths effects the ability to classify the dataset of the each rule. Therefore, we can obtain the most similar dataset in term of usability by controlling the numbers.
Regarding the complexity, this algorithm has O(mn) time complexity, where m is the number of non-sensitive rules and n is the number of attributes of a given dataset.
Experiments and Results
Two real-life datasets, Credit Card Applicants Approval and 1984 United States Congressional Voting Records datasets from UCI Repository were used in our experiments. For the first dataset, the continuous attributes were transformed to categorical attributes. The number of records is 690 on 15 attributes. While, the voting dataset contains 435 records on 16 attributes.
In the experiments, two rule based classification algorithms: RIPPER and C4.5 Rule were selected. The numbers of classification rules by RIPPER of credit card and voting dataset were 5 and 4 respectively. C4.5 Rule could also discover the same numbers of rules. 26 and 21 unpruned classification rules were discovered on credit card dataset by RIPPER and C4.5 Rule respectively. While both of them could discover 9 unpruned classification rules on voting dataset. For each experiment, two classification algorithms are used. After a set of classification rules is generated by the first algorithm, some random rules are selected as the sensitive rules. The set of remaining non-sensitive rules are used to build a decision tree by our algorithm. Subsequently, the tree is used to generate a new non-sensitive reconstructed dataset. Finally, the second classification algorithm is used to evaluate the reconstructed dataset. In the experiments, the first and second classification algorithms can be both the same or different algorithms. In our experiments, both single and many rules hiding were investigated.
Evaluation Metrics
There are three metrics for evaluation. Firstly, the privacy issue must be considered. More specifically, the existing of sensitive rules is considered from the entire set of rules discovered by the second algorithm. Secondly, the side effect from the hiding approach is considered. There are two main metrics to evaluate the side effect: a number of ghost rules and false-drop rules. Ghost rules are the rules that are not sensitive rules and do not exist in the original dataset, but reconstructed dataset. On the contrary, false-drop rules are the non-sensitive rules that do not exist in the reconstructed dataset, but original dataset. These two numbers can also be seen when the second classification algorithm is used. Obviously, these numbers should be kept minimal.
The last metric is the usability of the reconstructed dataset. Because the released dataset are usually used to build the classification model. Therefore, the ability to classify datasets of each attribute should be measured as the usability metric. In the experiments, the gain ratio [9] is used to served our propose. We measure the percentages of gain ratio variations between the original and reconstructed dataset with Equation 1.
where o i and r i are gain ratios for the ith attribute on the original and reconstructed datasets. While n is the number of entire attributes. In order to evaluate the usability of our decision tree building algorithm, another algorithm has been developed to be compared. It is almost the same as the algorithm in Table 5 , but each rule will be put in the tree as many as possible. With this algorithm, the impact of controlling a number of paths for each rule can be investigated. In the experiment, the compared algorithm is called "ALL" algorithm, While our purposed algorithm is called "CONTROLLED". 
Experimental Results and Discussion
The experimental results of single rule hiding are presented in Table 6 . From the results, our approach can hide sensitive rules successfully. There is no discovered sensitive rules in any experiments even we used only a set of pruned rules to build the decision trees. Moreover, side effect in term of ghost and false drop rules was hardly found. Even when the first and the second classification algorithms were different, we were able to avoid the side effect successfully by using all unpruned rules to build the decision trees. Remarkably, the side effect could be found in the voting dataset more than the credit card dataset. It means that our approach can hide sensitive patterns in datasets with more discoverable knowledge better than the less one. Table 7 shows the experiment results when many sensitive rules were selected to be hidden. In this experiment, RIPPER was used as the first and the second classification algorithms. All unpruned rules were used in the reconstruction process. Obviously, our approach can hide the sensitive rules, and avoid the side effect successfully. The Figure 1 shows the usability on reconstructed datasets. In this experiment, RIPPER was used as the first and the second classification algorithms. The percentages of gain ratio variations by numbers of used rules are shown. At 16% of used rules, only pruned classification rules were used, while all unpruned rules were used at 100%.
Generally, the variation decreases when more rules are used in both algorithms. Obviously, our purposed decision tree building algorithm (CON-TROLLED) can be used in reconstruction process much more better than the compared algorithm (ALL). Compared with ALL algorithm, controlling a number of paths for each rule in our purposed algorithm can reduce gain ratio variations efficiently. It means that our algorithm can also preserve the usability as well as the privacy. 
Conclusion
In this paper, we proposed a method of preserving privacy of classification rules of categorical datasets. We can hide sensitive rules by reconstructing a new dataset which is still similar to the original dataset in terms of knowledge, except the sensitive part. Additionally, our approach can archive high usability of reconstructed datasets. We found that the difference in original and reconstructed datasets can be reduced when we have a large number of rules. In our future work, the efficiency of the approach will be considered.
