Let X be a set and k a field. We show the so-called JF-embeddings of k X in a division ring have inversion height at most two, and give examples of inversion height one and two.
Introduction
A commutative domain has a unique field of fractions up to isomorphism. More generally, an Ore domain has a unique division ring of fractions, but this is no longer true for more general domains. For instance, if k is a field and R = k X denotes the free k-algebra on the set X one can find, at least, three different sources for embeddings of R into a division ring.
Historically, the first one is due to Mal'cev [Mal48] and Neumann [Neu49] (see also [Pas77, DL82] ) using the Mal'cev-Neumann series ring over the free group generated by X. In [Jat69] , A.V. Jategaonkar observed that a k-algebra T that is only a one sided Ore domain contains a free k-algebra, hence the one sided Ore division ring of quotients of T is a division ring containing a free k-algebra. More recently, it has been proved that many division rings contain free algebras and free group algebras. For the case of the division ring of fractions of the Weyl algebra see the work by Makar-Limanov [ML83] , and for other examples see, for example, [FGS96, GS96] and [Lor86] .
If R is a domain embedded in a division ring E then the division ring of fractions of R inside E is the minimal subdivision ring D of E containing R. The division ring D can be constructed in stages, by building a (countable) tower of overrings of R inside E, starting with R and adding at each stage the inverses of non-zero elements of the previous stage. The inversion height of the embedding is the length of such a tower, see Section 2 for the precise definition.
The concept of inversion height was already considered by Neumann [Neu49, p. 215] , where he conjectured that the inversion height of the Mal'cev-Neumann embedding of the free group algebra was infinite. As far as we know, this conjecture has only been proved for the free group on an infinite set by C. Reutenauer [Reu96] , see below for further explanation. In [Fis71] , Fisher showed that some of the embeddings of the free algebra on two generators constructed by Jategaonkar have inversion height 2, and he also constructed embeddings of the free algebra on two generators of inversion height one. The terminology of inversion height was introduced by Gelfand and Retakh in [GR97] , see also [GGRW05, Definition 1.1.6] in relation with the theory of quasideterminants. Reutenauer in [Reu96] computed the inversion height of the entries of the inverse of a generic matrix, concluding that the inversion height of the Mal'cev-Neumann embedding of the free algebra on infinitely many variables and hence, of the group algebra on the infinitely generated free group, is infinite.
In this paper we continue these investigations, completing the line initiated by Fisher with the study of the inversion height of the Jategaonkar embeddings. After giving a precise definition of a JF-embedding, that is, of a Jategaonkar-Fisher embedding, we show that such embeddings have inversion height at most two. Then we give examples of JF-embeddings, of inversion height one in Section 4 and of inversion height two in Section 5, of the free algebra on an arbitrary set X with at least two elements. It is interesting to note that, for JF-embeddings, the embedding of the free algebra does not extend to an embedding of the free group; we study this question in Section 6. However, using the Magnus-Fox embedding of the free group algebra inside the free power series ring and the techniques of [Lic84] , we show in Section 7 that our JF-embeddings produce also embeddings of the free group algebra of inversion height one and two.
All our rings are associative with one, and ring morphisms are unital. By field we understand a commutative field and we reserve the terminology division ring for the non-necessarily commutative setting. For unexplained terminology we refer the reader to Lam's book [Lam99] .
Basic definitions
2.1. Definition. Let R be a domain embedded in a division ring E. As in [Fis71] , we define inductively: Q 0 (R, E) = R, and for n 0 Q n+1 (R, E) = subring of E generated by r, s −1 r, s ∈ Q n (R, E), s = 0 .
is the intersection of all division subrings of E that contain R. We say D is the division ring of fractions of R inside E. We define h E (R), the inversion height of R (inside E), as ∞ if there is no n ∈ N such that Q n (R, E) is a division ring. Otherwise,
An element x ∈ D is said to have height 0 if x ∈ R, while x is said to have height n 1 if
R is a division ring if and only if h E (R) = 0 for any division ring E containing R if and only if h E (R) = 0 for a division ring E containing R.
If R is a left (right) Ore domain, but not a division ring, then the universal property of the Ore localization implies that h E (R) = 1 for any division ring E containing R.
If R has an embedding in a division ring of inversion height one then it does not need to satisfy any kind of Ore condition. J.L. Fisher [Fis71] gave an example of an embedding of the free algebra k x, y inside a division ring of inversion height one. We shall show that such examples exist for a free algebra on an arbitrary set, with at least two elements, in Proposition 4.1 and Theorem 4.12.
Remarks.
(i) Each element of D can be built up from elements of R in stages, using addition, subtraction, multiplication and division by non-zero elements.
depends on the embedding R → E considered. Hence we will talk about the inversion height of the embedding R → E. (iv) The height of an element x ∈ D is the minimal number of successive inversions required to express the element x (from elements of R) as defined in [GR97] . (v) If S is another subring of E such that R ⊆ S, then Q n (R, E) ⊆ Q n (S, E) and the division ring of fractions of R inside E is contained in the division ring of fractions of S inside E.
Now we prove that given an embedding of the free algebra on two generators of inversion height m, with 1 m ∞, there exists an embedding of the same inversion height m of the free algebra on an infinite countable number of generators. 
Proof. Consider the embedding
We identify k Z with its image in k x, y . We show that Q 1 (k x, y , E) = Q 1 (k Z , E). Then the result will follow by the definition of inversion height.
By Remarks 2.
where f 0 , . . . , f n ∈ k Z . Hence
JF-embeddings
To fix the notation, we recall that for a ring R with a ring endomorphism α : R → R, the skew polynomial ring R[x; α] is the set of polynomials
with the ring structure given by the component-wise addition and the convolution product determined by the rule xr = α(r)x for any r ∈ R.
The following result by A.V. Jategaonkar [Jat69] is crucial for our investigations.
3.1. Jategaonkar's Lemma. Let R be a domain. Let k be a subring of R. Let I be a set with |I | 2. Let X = {x i } i∈I ⊆ R. Suppose (i) the elements of X are right linearly independent over R.
(ii) The elements of k commute with X.
Then the subring of R generated by k and X is k X , the free k-ring on X.
As it was observed by A.V. Jategaonkar, an example where this lemma can be applied is R = K[x; α] with α : K → K a non-onto ring endomorphism of the field K. In this situation, if t ∈ K \ α(K), it is easy to see that x, tx are right linearly independent over R. If k is a subfield of K fixed by α, then the subring generated by k, x, tx is a free k-algebra on two generators inside the left (but not right) Ore domain R. Therefore, if Q is the left Ore division ring of fractions of R, we obtain an embedding of the free k-algebra on two generators inside Q.
Examples of these embeddings where considered by J.L. Fisher in [Fis71] to construct embeddings of the free algebra on two generators of inversion height 2.
Motivated by these results we give the following definition that is crucial for the rest of the paper. It singles out a class of embeddings of the free algebra into a division ring which gives an abstract setting to the situation considered by J.L. Fisher and allows to generalize it to an arbitrary number of indeterminates.
3.2. Definition. Let K, k be division rings. Suppose K has a fixed structure of k-ring (i.e.: a morphism of rings k → K). Let α : K → K be a morphism of k-rings which is not onto. Consider the skew polynomial ring K[x; α].
Let I be a set with |I | 2. Let {t i } i∈I ⊆ K. Suppose (a) the elements of {t i } i∈I are right linearly independent over α(K). In this way we get an embedding of k X , the free k-ring on X, in a division ring [Jat69] k X → Q.
In this setting we say
k X → Q is a (K, k, α, I, {t i } i∈I , t i 0 )-JF-embedding.
Remarks.
(i) If K is a commutative field, conditions (b), (c) and (d) are superfluous. Since k ∪{α n (t i t 
is a division ring [Coh95, Theorem 2.3.1]. Therefore we get
So sometimes we will talk about the (K, k, α, I,
Proof. Consider the skew polynomial ring K[z; α]. The elements of the set {s i = t i t
(a) the elements of {s i } i∈I are right linearly independent over α(K) since t i 0 is in the center of K; (b) for all a ∈ k, i ∈ I , as i = s i a; (c) s i 0 = 1 is in the center of K; (d) the subring generated by k ∪ {α n (s i s
n 0} is T and therefore it is left Ore.
By Jategaonkar's Lemma 3.1, the subalgebra generated by Z and k is the free k-ring k Z .
is a left Ore domain and
So Q 2 (k X , Q) contains a division ring that contains k X , but, on the other hand,
The next two sections are devoted to give examples of JF-embeddings of k X of inversion height one and two.
JF-embeddings of inversion height 1

The finite case
Let k be a division ring. Consider k [t] , the polynomial ring with coefficients in k with its natural structure of k-ring. Fix n 2. Let α :
Let K be the left (and right) Ore division ring of fractions of k [t] . By the universal property of Ore localization, α can be extended to a morphism of k-rings α :
It is not difficult to verify conditions (a)-(d) in Definition 3.2. Hence we obtain a (K, k, α, I,
Proposition. Q is a division ring of fractions of k X and k X → Q has inversion height 1.
Proof. Let M be the (free) monoid generated by X.
Step
We prove it by induction on r.
By the division algorithm there exists 1 b < r such that r = bn + l for some l ∈ {0, . . . , n − 1}. Then
Now by induction hypothesis there exists m
Step 2. Notice that
The infinite case
The following well-known result will be useful to construct the example in Proposition 4.12.
Lemma. Let k be a division ring. Let M be an ordered commutative monoid. Consider the monoid k-ring kM. Then kM is a left (and right) Ore domain.
Proof. Notice kM is a domain because M is an ordered monoid and k a division ring. Let X be a finite subset of M. Let k[X] denote the monoid algebra on the free commutative monoid generated by X. Let X denote the submonoid of M generated by X. The monoid subring k X of the domain kM is a homomorphic image of the noetherian ring k[X], so it is a noetherian domain. By Goldie's Theorem, k X is a (two sided) Ore domain. Therefore we can conclude that kM is an Ore domain. P Following the spirit of the finite case, in order to give embeddings of inversion height one for an arbitrary infinite set X, we need to construct a special kind of semiring with λ elements for any infinite cardinal number λ. We recall that a semiring is a set with two compatible operations, sum and product, such that it is an additive monoid and has a semigroup structure with respect to the product. In the JF-embedding, we shall use M λ as a set of exponents.
The set M λ will be an ordinal number. Its semiring structure will be based on the ordinal arithmetic. In general, the usual sum and product of ordinal numbers is neither commutative nor cancellative. For example, 1 + ω = ω = ω + 1, 2 · ω = ω = ω · 2. However, there exist what are called the normal sum and normal product of ordinal numbers that are both commutative and cancellative operations. Now we shall give the necessary definitions to introduce these operations and to be able to show the properties of interest to us. Our basic reference for this topic is the book by W. Sierpiński [Sie58] . 
where r and a 1 , . . . , a r are non-zero natural numbers, while λ 1 > · · · > λ r is a decreasing sequence of ordinal numbers.
Definition.
Let λ be an ordinal. Formula (2) is called the normal form of the ordinal number λ. Sometimes we abuse notation and allow some a l to be zero. 
Lemma. Let λ be an infinite cardinal number. Then the following hold:
By Remarks 4.4(i), ω < ω γ and ω ν < ω γ , thus we get a contradiction with the fact λ is a cardinal number.
(iv) By Remark 4.6, λ ω = (ω ω δ ) ω = ω ω δ ω = ω ω δ+1 . By Remarks 4.4(iii), λ ω is a prime component. P 4.9. Definition. [Sie58, XIV.28] Let λ and β be non-zero ordinal numbers. Abusing notation, with suitable re-labeling, the normal forms for these ordinals can be written using the same strictly decreasing set of exponents γ 1 > γ 2 > · · · > γ r . Thus λ = ω γ 1 m 1 + ω γ 2 m 2 + · · · + ω γ r m r , and β = ω γ 1 n 1 + ω γ 2 n 2 + · · · + ω γ r n r , where n i , m i ∈ N. Then the natural sum ⊕ and natural product ⊗ of λ and β are defined by
In addition we define 0 ⊕ λ = λ ⊕ 0 = λ, and 0 ⊗ λ = λ ⊗ 0 = 0 for any ordinal number λ.
The operations ⊕ and ⊗ are associative, commutative and cancellative: Notice R λ is a left Ore domain by Lemma 4.2. Let K = Q l cl (R λ ). Since α is injective, α can be extended to K. Let α : K → K be its extension.
Consider now the skew polynomial ring Proof. This proof follows the same structure as the proof of Proposition 4.1. Let M be the free monoid generated by X.
We claim Step 1: Let γ be an ordinal number smaller than λ ω and let s ∈ N. Then there exists m ∈ N such that (t γ x s )x m ∈ M.
We can suppose the normal form of γ is 
Notice η < ω ω δ = λ.
. . , r, we can suppose
for some ordinal numbers δ > β 2 > · · · > β p 0 and l i1 , . . . , l ip ∈ N.
Call l 11 the leading natural exponent of γ . To prove Step 1 we proceed by induction on the leading natural exponent of γ .
If l 11 = 0, then ε = 0, γ < ω ω δ = λ, and
Suppose l 11 1. Then
Define
Then
Then Now looking at (5)- (7), we see that we can apply induction hypothesis to the leading natural exponent of ν, l 11 − 1. Hence there exists m ∈ N such that (t ν x s )x m ∈ M.
Thus (t γ x s )x m+1 = (t γ x s )xx m = x η (t ν x s x m ) ∈ M. Now the proof of the result follows with Steps 2 and 3 as in Proposition 4.1. P
JF-embeddings of inversion height 2
The following J-embedding appeared in [Jat69] . It also can be seen as a generalization of the example of inversion height 2 given by J.L. Fisher [Fis71] . Our computations of the inversion height will be a little bit sketchy, as the proofs are almost the same as the ones given by J.L. Fisher.
Let J be a set with |J | 1. Let k be a commutative field. Set K = k(t in | i ∈ J, n 1), the field of fractions of the polynomial ring k[t in | i ∈ J, n 1] on the variables {t in } n 1 i∈J . Let α : K → K be the monomorphism of k-rings given by α(t in ) = t in+1 for i ∈ J , n 1. Then the elements of {1} ∪ {t i1 } i∈J are right linearly independent over α(K). Consider K[x; α]. Define x i = t i1 x. Then, by Jategaonkar's Lemma 3.1, the k-algebra generated by X = {x} ∪ {x i } i∈J is a free k-algebra inside K[x; α]. Since K is a commutative field, we obtain a (K, k, α, {1} ∪ J, {1} ∪ {t i1 } i∈J , 1)-JF-embedding k X → Q → E, where Q is the left Ore division ring of fractions of K[x; α], and E the Laurent power series division ring containing Q, cf. Remarks 3.3(iii).
Note that we recover Fisher's example when |J | = 1. We already know, by Proposition 3.5 and Remarks 2.2(vi), h E (k X ) 2. The following lemma is crucial to show that h E (k X ) = 2.
Lemma. If r
∈ k X , then r = n j =0 f j x j , where f j = ε,γ a εγ t ε i 1 i 1 1 · · · t ε i j i j j , a εγ ∈ k, ε = (ε i 1 , . . . , ε i j ) ∈ {0, 1} j , γ = (i 1 , .
. . , i j ) ∈ J j and almost all a εγ are zero.
Proof. The proof follows easily observing that
and M = {finite products of elements of S}.
Note that if s ∈ S, the degree of s on t il is at most one.
The set M is a multiplicative set of the commutative domain k[t in | i ∈ J, n 1], so we can localize at M.
is a subring of E, where E is as in Remarks 3.3(iii). Let r ∈ k X \ {0} ⊆ E. We find an expression of r −1 ∈ E. By Lemma 5.1, r = (
where
On the other hand,
Proof. [Fis71, Lemma 6 ]. P
Proposition. Q is the division ring of fractions of k X inside Q and h
Proof. Q is the division ring of fractions because k ⊆ Q 1 (k X , Q) and
The preceding discussion shows that h Q (k X ) = h E (k X ) = 2. P
The group ring point of view
Throughout this section we consider a (K, k, α, I, {t i } i∈I , t i 0 = 1)-JF-embedding k X → Q and we assume that the elements in {α n (t i )} i∈I n 0 are in the center of K. The free group on {x i } i∈I is not contained in Q because, if i = i 0 , the commutativity of {α n (t i )} i∈I, n 0 implies that
Notice (8) also holds if t i 0 = 1 by Lemma 3.4. Let G be the subgroup of Q \ {0} generated by {x i } i∈I . By definition, x i = t i x hence, in our situation,
In this section we will briefly study the structure of the group G and how it is embedded in Q. To this aim set N = {x n t i x −n } n∈Z i∈I G.
The map Q → Q given by left conjugation by x is clearly an automorphism of Q. Moreover it coincides with α on K. We call this extension again α. So α : Q → Q, α(q) = xqx −1 for all q ∈ Q. Therefore for every n ∈ Z, x n t i x −n = α n (t i ). Moreover, if n 0, α n (t i ) ∈ K.
Lemma.
(i) N is an abelian group and it is the normal subgroup of G generated by {t i } i∈I .
(ii) The elements x n t i x −n are transcendental over k for each n ∈ Z, i ∈ I . In particular, they are torsion-free. (iii) G/N is the infinite cyclic group generated by Nx.
Proof. (i) To show that N is abelian, it is enough to show the generators commute. Now note that the commutativity of the product of elements in {α n (t i )} i∈I n 0 implies the commutativity of the product of elements in {α n (t i )} i∈I
n∈Z
. The rest of the statement is clear.
a contradiction because, by the definition of JF-embedding, t i / ∈ α(K). (iii) Since, for any i ∈ I , xt i = α(t i )x it is clear that G/N is generated by
Nx. Suppose there exists n 1 such that x n ∈ N . Then, by (i) , α(α n−1 (t i )) = α n (t i ) = x n t i x −n = t i , a contradiction.
(iv) We know N ¡ G and G/N is infinite cyclic generated by Nx.
Therefore r = 0, and x r = 1. P
Lemma. Suppose the evaluation homomorphism
ev : α(K) z i i ∈ I \ {i 0 } → Q,
where z i → t i , and a → a for all a ∈ α(K) is injective. Then N is a torsion free abelian group.
Proof. Suppose there exist s > 1, and integers n 1 < n 2 < · · · < n l such that
where ε i uv = ±1. Then
If ε i 11 = · · · = ε i r 1 1 = 1, there is a contradiction. If ε i 11 = · · · = ε i r 1 1 = −1, we invert the leftand right-hand side of the equality to get a contradiction. If some ε i u1 are 1 and some −1, we move the negative to the right-hand side to obtain a contradiction. P In general, the group ring kN is not contained in the division ring of fractions of k X .
Example. Let K = k(t) be the field of fractions of the polynomial ring
is integrally closed in its field of fractions. We claim that t n / ∈ α(K) for all n 1. Suppose t n ∈ α(K) = k(t 2 + t) for some n 1. Since t n is integral over k[t 2 + t] and k[t 2 + t] is integrally closed, our assumption on t n implies t n ∈ k[t 2 + t]. Hence there exist a 0 , . . . , a m ∈ k, with a m = 0, such that
But this is not possible because the foregoing equality forces t 2m = t n and if 0 j m is the least one such that a j = 0, then there exists a monomial on t j . So the claim is proved. Consider now the (K, k, α, I = {1, 2}, {1, t}, 1)-JF-embedding. That is, the free k-algebra on two generators inside K[x; α] generated by x and tx. In this case N = {x n tx −n } n∈Z = {α n (t)} n∈Z . Note that t is algebraic over α(K) for t is a root of the polynomial z 2 + z − (t 2 + t) over the polynomial ring α(K) [z] . Therefore the ring kN is not contained in Q because t 2 , t, xtx −1 = α(t) ∈ N and t 2 + t − (xtx −1 ) = 0, so these elements are not k-independent inside Q. 
Proposition. Suppose the evaluation homomorphism
Proof. Suppose
where n l ∈ N, n l = n s , if l = s and d l ∈ k. Only a finite number of t i appear in the expression of n l . Call them t i 1 , . . . , t i r . We may suppose
We prove by induction on m that
If m = 1, the result follows because Q is a domain. Suppose the result holds for m − 1 1. Conjugating by a suitable power of x, using that the elements in {α n (t i )} i∈I n 0 are in the center of K and reordering the summands, we may suppose 0 r l1 < r l2 < · · · < r lu l , 0 r 11 r 21 · · · r m1 .
If (r l1 , s li 1 1 , . . . , s li r 1 ) is the same for all l, then we can factor out α r l1 (t
) from (9). Since n l = n s , if l = s, we go on this way until we find j 0 such that not all (r lj 0 , s li 1 j 0 , . . . , s li r j r ) are equal. So we can suppose that in (10) (r l1 , s li 1 1 , . . . , s li r 1 ) are not equal for all l.
If r 11 = r 21 = · · · = r m1 , since α and α r 11 are injective, we could express (9) as
where α(a l ) ∈ N . Putting together all (s li 1 1 , . . . , s li r 1 ) which are equal, applying ev is injective and induction hypothesis we get the result. Hence suppose there exists l 0 such that r 11 = r 21 = · · · = r l 0 −11 < r l 0 1 · · · r m1 . Since, by Lemma 6.1, N is abelian and, by Lemma 6.2, torsion free kN is a two-sided Ore domain (this is implicit, for example, in Lemma 4.2). Hence kG ∼ = kN[x, x −1 ; α] is a two-sided Ore domain. The universal property of the Ore localization implies that the division ring of quotients of kG is contained in Q. By the construction of X and G it is clear that the division ring of fractions of k X in Q is the same as the division ring of fractions of KG. P
The examples revisited
Observe that our examples of JF-embeddings in Sections 4 and 5 satisfy that the elements in the set {α n (t i )} i∈I n 0 are in the center of K. So we can specialize the previous results to these examples.
(a) Consider the (K, k, α, {1} ∪ J, {1} ∪ {t i1 } i∈J , 1)-JF-embedding of Section 5. Consider the group G generated by {x i } i∈{1}∪J . G = {x i } i∈{1}∪J = {x} ∪ {x i } i∈J Q \ {0}. Notice N is the free abelian group on {t in } n 1 i∈J ∪ {x n t i1 x −n } n<0 i∈J . If we relabel x n t i1 x −n , n < 0, as t in+1 , we get N is the free abelian group on {t in } n∈Z i∈J . And G = N x , where x acts as xt in = t in+1 x for all n ∈ Z, i ∈ J . That is,
Also, the evaluation map Define the following equivalence relation of pairs
Since M λ is cancellative, (11) is equivalent to
We denote by γ δ the equivalence class of (γ , δ).
H λ can be endowed with a group structure via the binary operation
Furthermore H λ is an ordered group with positive cone P = {γ δ | γ > δ}. Also H λ can be endowed with a ring structure via the binary operation
for all γ δ, ε η ∈ H λ . With these operations H λ is a commutative domain. Consider the multiplicative subset of H λ
We can localize H λ at S to obtain
We will express the elements of S −1 H λ as λ ⊗ n (γ δ) with n ∈ Z. Notice when n > 0, (
Proposition. (i) There is an injective morphism of groups
ψ is a morphism,
ψ is onto by (ii) .
(iv) By (iii) and Lemma 6.1(iv).
(v) and (vi) follow from Proposition 6.4. P
Embedding the free group algebra
We use Jategaonkar embeddings to obtain embeddings of the free group algebra of inversion height at most two via the so-called Magnus-Fox embedding. The neater version of this result is the following due to P. Ara and W. Dicks [AD06, Theorem 2.11] where there is also a nice explanation of the embedding's history. For weaker versions, that are sufficient for our applications, see for example the work by A.I. Lichtman [Lic84, Proposition 3] .
Let X be a set, and let R be a ring. We denote by R X the power series ring on X. 
Definition.
Consider the monoid N ∪ {∞} with the ordering defined by the usual ordering on N and ∞ > n for all n ∈ N. The sum on N is defined as usual and n + ∞ = ∞ + n = ∞ for all n ∈ N ∪ {∞}. Let S be a ring. By a valuation on S we understand an onto map v : S → N ∪ {∞} such that
A ring S endowed with a valuation v is called a valuation ring. The completion of S with respect to v is the ring S = lim ←− S/I n where I n = {x ∈ S | v(x) n}. Alternatively, we will also refer to S as the completion of S with respect to a descending chain of ideals {I n } n∈N .
The following result is implicit in the proof of [Lic84, Proposition 4]. 
Lemma. Let S be a valuation ring with valuation
Proof. Define the sequence of ideals of k X , J n = k X ∩ {f ∈ S | v(f ) n} for n 1. Notice the completion of k X with respect to {J n } n 1 is contained in S. By (13), X n ⊆ J n . On the other hand, since v| k = 0, we have J m ⊆ X . Hence J nm ⊆ X n for all n 1. Therefore, k X , the completion of k X with respect to X n and the completion of k X with respect to {J n } n 1 are isomorphic, and k X ⊆ S. P Therefore p −1 ∈ U . This shows Q 1 (kH, E) ⊆ U . By Remarks 7.7(i), (ii) , Q 2 (kH, E) is the division ring of fractions of kH inside Q. By Lemma 5.2, (t i1 − t 2 i2 ) −1 belongs to the division ring of fractions of kH (and k X ) inside Q, but (t i1 − t 2 i2 ) −1 / ∈ U . Therefore (t i1 − t 2 i2 ) −1 / ∈ Q 1 (kH, E). P
Examples of non-Hughes-free embeddings
It was proved by Ian Hughes [Hug70] (see also [DHS04] ) that two Hughes-free embeddings of a crossed product group ring are isomorphic as fields of fractions of the crossed product group ring. Later J. Lewin [Lew74] showed that the embedding of the k-free group algebra (in fact of a crossed product group ring [LL78, Section 2]) inside its universal field of fractions is a Hughes-free embedding. Therefore an embedding of the k-free group algebra inside a division ring is Hughes-free if and only if it is fully inverting. In the following we prove that some JFLembeddings are not Hughes-free. These are an infinite family of examples. For another nonHughes-free example see [Lew74] . Consider a (K, k, α, I , {t i } i∈I , t i 0 )-JFL-embedding kH → Q where K is a commutative field. Then kH → Q is not a Hughes-free embedding.
Proposition.
Proof. Let i ∈ I \ {i 0 }. Consider the matrix W = On the other hand, we have
Now we prove that this matrix is full in the k-free group algebra. Hence by the discussion before this proposition the result follows. To see this we use that a matrix in a free algebra k {h i } i∈I is full over k {h i } i∈I if and only if it is full over the k-free group algebra kH . Suppose 
