Pseudoreplication is one of the most influential methodological issues in ecological and animal behavior research today. At its inception, the idea of pseudoreplication highlighted important concerns about the design and analysis of experiments in ecology. The doctrine purported to provide a unified view of experimental design and analysis, wherein precise criteria could be used to assess manuscripts and research proposals for acceptance or rejection. Few methodological doctrines have had as much impact as pseudoreplication, yet there has been very little critical analysis of it. In this paper, the authors extend the growing criticism of the concept of pseudoreplication. The authors argue that the core ideas behind pseudoreplication are based on a misunderstanding of statistical independence, the nature of control groups in science, and contexts of statistical inference. The authors also highlight how other areas of research have found and responded to similar issues in the design and analysis of experiments through the use of more advanced statistical methods. Ultimately, there are no universal criteria for accepting or rejecting experimental research; all research must be judged on its own merits.
In his seminal paper on the design of experiments in ecology, Hurlbert (1984) brought into mainstream usage the term pseudoreplication, first in ecology and subsequently animal behavior (Kroodsma, 1989 (Kroodsma, , 1990 Kroodsma et al., 2001; Lombardi & Hurlbert, 1996) . The methodological doctrine of pseudoreplication offers several heuristic guidelines for the design of experiments and analysis of experimental data. Experimental designs that violate these guidelines are labeled pseudoreplicated and no valid statistical inferences can be made about them.
In the next sections, we will articulate the notion of pseudoreplication and argue that it is a flawed methodological doctrine. We will begin by explaining the basic doctrine of pseudoreplication as outlined by Hurlbert (1984) . Next, we will illustrate how pseudoreplication confuses issues of spatiotemporal proximity with issues of statistical independence. We will then argue that the heuristics guidelines offered to avoid pseudoreplication are problematic.
Much of what we discuss is based on Hurlbert's (1984) original paper. His subsequent commentaries and book reviews (Hurlbert, 1993 (Hurlbert, , 1994 (Hurlbert, , 1997 (Hurlbert, , 2004 Lombardi & Hurlbert, 1996) cover largely the same ground. Kroodsma (1989 Kroodsma ( , 1990 Kroodsma et al., 2001 ) applied Hurlbert's (1984) ideas to song-play-back studies, but no new ideas were added to the basic idea of pseudoreplication. The consensus report of McGregor et al. (1992) accepted the basic ideas set out by Hurlbert (1984) but also added nothing new to the basic doctrine. Our concerns about the methodological and statistical controversies surrounding pseudoreplication are not novel (e.g., Oksanen, 2001 Oksanen, , 2004 Underwood, 1997; Wiley, 2003) , but our particular approach to this problem, through the use of Monte Carlo simulation, will strengthen the mathematical and empirical foundations for these concerns.
What Is Pseudoreplication? Hurlbert (1984) stated the problem in several different ways. We will begin by briefly discussing each of these statements of the meaning of pseudoreplication and then tie them together into a clear statement of what pseudoreplication is. The first statement of the problem is expressed narrowly in analysis of variance terms:
Pseudoreplication may be defined, in analysis of variance terminology, as the testing for treatment effects with an error term inappropriate to the hypothesis being considered (Hurlbert, 1984, p. 187). This suggests that the problem of pseudoreplication is an error in calculating the F-ratio in an analysis of variance, but Hurlbert has a deeper issue in mind.
A few pages later, Hurlbert (1984) states that the problem is in using an inappropriate statistical analysis for an experimental design used to test a hypothesis.
[The problem of pseudoreplication is]. . .a particular combination of experimental design (or sampling) and statistical analysis which is inappropriate for testing the hypothesis of interest (pp. 190). This definition also makes sense of Hurlbert's first statement of the problem of pseudoreplication in analysis of variance terminology. A statistical analysis inappropriate for the data will often have an incorrect calculation of the error term. There is, however, nothing new in this statement of the problem.
If this is all Hurlbert (1984) intended, then we can offer no substantial disagreement. Hulbert (1984) , however, emphasized a different and more interesting point throughout the remainder of his paper. The problem of pseudoreplication is not merely the inappropriate application of statistical analyses, but rather that certain experimental designs are inherently invalid. Indeed, Hurlbert (1984) enumerated which kinds of experimental designs are problematic when used with inferential statistics:
If treatments are spatially or temporally segregated (B-1, 2, 3), if all replicates of a treatment are somehow interconnected (B-4), or if "replicates" are only samples from a single experimental unit (B-5), then replicates are not independent [see Table 1 ]. If one uses the data from such experiments to test for treatment effects, then one is committing pseudoreplication (pp. 198). This is the clearest statement of the problem of pseudoreplication in the literature. Pseudoreplication occurs when treatment or experimental conditions are spatiotemporally isolated, when conditions are somehow physically interconnected, or when multiple measurements are taken from a single unit. All of these lead to nonindependence in the data according to Hurlbert (1984) . The claim appears to be that locations close in space or time are by their very nature statistically dependent.
After introducing this basic concept of pseudoreplication, Hurlbert (1984) then distinguished three types of pseudoreplication: Simple, Temporal, and Sacrificial. Simple pseudoreplication is the core doctrine of pseudoreplication. Simple pseudoreplication occurs when experimental design B-5 (see Table 1 ) is used:
The most common type of "controlled" experiment in field ecology involves a single "replicate" per treatment. This is neither surprising nor bad. Replication is often impossible or undesirable when very large-scale systems (whole lakes, watersheds, rivers, etc.) are studied . . . .
What is objectionable is when the tentative conclusions derived from unreplicated treatments are given an unmerited veneer of rigor by the erroneous application of inferential statistics (pp. 199 -200) .
For Hurlbert (1984) , the experimental designs B1 to B4 are all special cases of simple pseudoreplication (see Table 1 ). That is, a researcher might study a particular lake or watershed, but nothing learned from that system could be said to be knowledge about lakes or watersheds in general because adequate replication is not possible.
Temporal pseudoreplication also occurs when repeated measures are taken on an experimental unit over time.
This differs from simple pseudoreplication only in that the multiple samples from each experimental unit are not taken simultaneously but rather sequentially over each of several dates . . . Dates are then taken to represent replicated treatments and significance test are applied. Because successive samples from a single unit are so obviously going to be correlated with each other, the potential for spurious treatment effects is very high with such designs (Hurlbert, 1984, pp. 204 -205) .
If the point is that treating repeated measures, say from the same animals, as independent data points is an error, then we completely agree. If, however, the claim is that because repeated measures may be correlated in time, they cannot be used in statistical analysis, then we disagree. Repeated measures analyses are often valid, and techniques have been developed for adjusting p values as a function of correlations in the data. It is not clear from Hurlbert's (1984) discussion, but if he does reject repeated measures analyses, then this view may stem from the view that physical conditions cannot be adequately controlled, either spatially or temporally.
There are types of data that are not appropriate for repeated measures analyses. One example is the analysis of data for the relationship among cycles. A relatively small literature in the past looked for estrous or menstrual synchrony in groups of female mammals often using repeated measures analyses applied to multiple cycles within subjects over time (see Yang & Schank, 2006 , for further discussion and references). Analyzing cyclic data with linear models is not merely a mistake, but also comes closest to the actual meaning of the term pseudoreplication as false replication in the analysis of data. This is because any oscillating system repeatedly goes through the same phases or states. If an oscillator has a stable rhythm, then to use as separate data points the timing This results when an experimental design involves true replication of treatments but where the data for replicates are pooled prior to statistical analysis . . . or where the two or more samples or measurements taken from each experimental unit are treated as independent replicates. . . . Information on the variance among treatment replicates exists in the original data, but is confounded with the variance among samples (within replicates) or else is effectively thrown away when the samples from the two or more replicates are pooled (hence "sacrificial") (Hurlbert, 1984, pp. 205) .
A researcher may start out with one of the experimental designs A-1 to A-3, but by pooling the data ends up with design B-5, which then results in simple pseudoreplication. Later, we will argue that the decision whether or not to pool data, is an empirical and not an a priori decision.
Hurlbert's general concern with the possibility of contamination due to spatiotemporal proximity within levels of analysis is at the heart of his concern in the analysis of data for each type of pseudoreplication and it is valid concern. In behavioral and ecological research, however, some degree of spatiotemporal overlap is always necessary. The problem of pseudoreplication rests on the question of whether data gathered with any degree of spatiotemporal proximity is too intercorrelated and statistically interdependent to permit statistical inference. The now standard approach for dealing with these issues is to use appropriate experimental controls and statistical models for correlated and multilevel data.
The difficulty in analyzing data gathered across multiple levels of analysis is not new. Indeed, changes in correlation coefficients as data are aggregated at different levels of analysis were first observed by Pearson (1896) . This problem was independently rediscovered multiple times, most recently in sociology (e.g., Hammond, 1973; Robinson, 1950) , education research (e.g., Cronbach, 1976; Lindquist, 1940) , and ecology (e.g., Hurlbert, 1984) . Historically, there have been three methods employed to deal with the levels of analysis problem in each field. The first, more naive method is to simply note its existence and then keep doing what was done before. A second, more traditional method is to push for more complex statistical models, as with the development of hierarchical linear modeling (HLM) in education research (Raudenbush & Bryk, 1988) , the call for wider use of mixed-model or nested ANOVA designs in animal behavior research (e.g., Kirk, 1982) , and to reemphasize the control of physical conditions. The third, more reactionary method employed to deal with this problem involves specification of rigorous criteria for the wholesale acceptance or rejection of a multitude of seemingly benign experimental designs (e.g., Cronbach, 1976; Hurlbert, 1984) .
The initial reception of Hurlbert's (1984) paper reflected genuine and widespread concern about the design and analysis of experiments. Ultimately, though, increased methodological sophistication, careful thought, and the development of new statistical models are solving these problems (e.g., Raudenbush & Bryk, 1988) . For example, in the fields of sociology and education research, the "units of analysis" problem largely disappeared with the arrival of multilevel ANOVA and HLM analyses.
It is thus surprising to note the continued persistence of the doctrine of pseudoreplication in ecology and behavioral research. The persistence of this methodological doctrine and its methodological guidelines likely stem from the intersection of poor training in statistical inference at the graduate and undergraduate levels (Cohen, 1994; Oakes, 1986) , the necessarily messy and difficult conditions under which even the best ecological and behavioral research must be done (Oksanen, 2001 (Oksanen, , 2004 Underwood, 1997; Wiley, 2003 What Are Experimental Units?
Experimental units are the things that treatments or manipulations are applied to in experimental contexts. In a rat study testing the effects of an antipsychotic drug on behavior, the treatment or manipulation is the antipsychotic drug. In behavioral research, the experimental unit is typically an individual animal. For Hurlbert (1984) , the individual organism holds no special status in experimental research. Experimental units are determined by spatiotemporal proximity, physical connectedness, and physical boundaries. For example, any study involving the fish in an aquarium must have the aquarium (no matter the size) as the experimental unit and not the fish in the aquarium. The reason is that by virtue of being in close spatial proximity bounded by the sides and bottom of the aquarium, they form a single entity (for purposes of experimental analysis) with correlated parts (i.e., the fish). The same can be said for an aviary or a room in a vivarium for housing birds or rats.
This way of identifying experimental units explains why Hurlbert (1984) classifies experimental designs of Type B as pseudoreplicated and why they all reduce to B-5 (see Table 1 ). In experimental designs of Type B-1, replicates in the treatment condition are spatially adjacent to each other and the same is true for the control condition. In addition, one treatment replicate is adjacent to a control replicate. Thus, replicates are spatially segregated but there is also no clear boundary between the treatment replicates and control replicates. In B-2, the replicates are clearly more spatially clumped and for Hurlbert (1984) , they form only one experimental unit and one control unit. In B-3, the experimental replicates only form one unit because they are in the same chamber or room. In B-4, the replicates again form only one unit because there is some identifiable physical connection among replicates even though they are not spatially adjacent.
We do not disagree that the spatial arrangement of experimental units is often an important consideration in the design of experiments. What we take issue with is the arbitrary bundling of entities into experimental units based on spatial relationships, boundaries, or physical connectedness. Whether or not spatial relationships, boundaries, or physical connectedness generates statistical dependencies is an empirical question. Our central argument is that statistical dependencies can be detected with appropriate multilevel models, control of physical conditions, or replication of studies. As we show below, relying on the heuristics are believed to avoid pseudoreplication will inevitably reduce the ability to control and detect these statistical dependencies.
Units of Analysis and Statistical Independence
An obvious problem with trying to settle this problem is that there are no satisfactory criteria for drawing boundaries around experimental units (see Burstein, 1980 , for an excellent overview of this problem in the context of education research). Experiments involving organisms often involve multiple levels of units of analysis: individual organisms; repeated measures of behavior of organisms; organisms nested in plots, pens, or rooms; plots, pens, or rooms nested within laboratories or field sites; laboratories or field sites nested in regions; and so forth. Moving up levels can lead to indefinitely many upper levels (e.g., above the room would be buildings, regional laboratories, and even laboratories around the world).
If we did not have long established principles for limiting the importance of higher levels, experimental research would be impossible. Representative samples are necessary for estimating population parameters and making inferences at the population level, but questions about causal mechanisms are often much more limited in scope (see Conclusions, below) . Over the history of study of causal mechanisms, two important principles have been developed that make progress feasible. First, we control physical conditions at lower levels as much as possible. If successful, there is no reason to analyze higher-level units such as rooms. Failure of control at lower levels can be reliably detected by statistical inference models that account for the possible dependencies at these levels. Second, we depend on replication, both within and between experiments. If the effect in question is truly confounded in a manner that cannot be detected locally, other researchers will fail to replicate the results. This does raise some issues in behavioral or ecological research, when for example studying an endangered species or analyzing "experiments of nature" that cannot be replicated (Oksanen, 2001 (Oksanen, , 2004 , but the identification of a given "experimental unit" is an empirical question. Spatiotemporal proximity and connectedness do not always and everywhere imply statistical dependence.
An almost trivial example can illustrate what we mean. Suppose we wish to determine which of two urns contains the greater proportion of red to blue marbles. The two urns could be viewed as experimental units representing an experimental design of Type B-5. Suppose the urns are quite large and contain several thousand marbles each: each marble is either red or blue. How could we apply a statistical test to decide if there is a difference in the frequency red marbles without counting all the marbles? One approach would be to implement a controlled experiment. First, stir up the marbles in each urn to make sure they are thoroughly mixed. Second, attach a cup that holds about 10 marbles to the end of a pole. Plunge it into each urn 10 times and draw out about 10 marbles for each sample (after each sample is drawn, put the marbles back in and stir the urn again). Compute the frequency of red marbles for each sample and perform a two-sampled t test with 18 degrees of freedom. Each sample is statistically independent of the other (i.e., the frequency of red marbles in one sample does not statistically depend on any other sample drawn) precisely because of the experimental controls and procedures used to conduct the experiment.
Experiments with animals are far more complicated than this toy example, but tools and techniques exist for reasonably analyzing experimental designs that would otherwise be classified as pseudoreplicated and rejected without further consideration. Individual researchers will always face the possibility of confounding factors. Whether or not they can increase the odds of detecting confounds depends on how they design their experiments. Hurlbert (1984) offered several recommendations on how to avoid pseudoreplication. As we show below, following this advice can make the detection of confounds more difficult.
Recommendations on Statistical Inference
Averaging Hurlbert (1984) and Kroodsma (1990) recommend averaging measurements within "experimental units." In particular, Hurlbert (1984) recommends that multilevel statistical analyses should be avoided because This [multiple measurements from each experimental unit] is often desirable. It increases the sensitivity of the experiment by increasing the precision with which properties of each experimental unit, and hence each treatment, are estimated. However, multiple samples per experimental unit do not increase the number of degrees of freedom available for testing for a treatment effect. In such tests, the simplest and least errorprone approach usually is to use only a single datum (mean of the samples) for each experimental unit and to omit completely any formal analysis of the data for individual samples and subsamples. Fancier approaches, e.g., nested analyses of variance, will not be any more powerful in detecting treatment effects, but will be more susceptible to calculation and interpretation error (p. 201).
In fairness, the above statement was made prior to the widespread use of multilevel techniques (e.g., Goldstein, 1995; Hox, 1995; Kreft & de Leeuw, 1999; Sniders & Bosker, 1999) , but Hurlbert (2004) still did not acknowledge that multilevel models address many of the issues with which he is concerned. Hurlbert does, however, recognize that repeated measures could increase the precision of measurement of the properties of interest. If repeated measures do increase the precision of measurement, this will reduce measurement error and thus increase the likelihood of detecting statistically significant differences. Because there is more information in multiple measurements than a single measurement, they must be appropriately analyzed, which means taking into consideration the degrees of freedom they introduce and the information they reveal. Although Hurlbert (1984) does recognize that there is additional information in multiple measurements, he still recommends averaging. Later, we show that averaging destroys information within units, which may be interesting, important, or lead to the detection of experimental biases. We are not the first to recognize the problem with averaging; it was widely known in the educational research literature prior to the development of the concept of pseudoreplication (Hopkins, 1982) . Thus, because averaging destroys information, it should to be avoided.
Pooling
The flip side of averaging is that we should never pool data across units of analysis below treatment and control conditions. For example, a study might be conducted in which treatment and control animals are nested within cages or pens. A nested-ANOVA could be used to assess any effects of the treatment. If there is no statistically significant effect among cages or pens within condi-tions, then it may be justified to pool individuals within conditions and ignore cages or pens as a unit of analysis. This is sacrificial pseudoreplication, according to Hulbert (1984) , where the term sacrificial refers to eliminating units of analysis in the data (e.g., cages or pens).
To pool or not to pool units comes down to a decision about whether potential units of analysis within conditions are contributing statistically to the observed effects. If they do not, then estimates of error may be better if the level can be pooled into a more accurate estimate of error. Statisticians have worked out how to objectively make these decisions for nonrepeated measures data (e.g., see Bancroft, 1964 , for an early paper on this topic). For example, for a 2-level nested ANOVA model, the problem is to decide when to pool estimates of the means squares between nested units with the mean squares within nested units. Rules for setting appropriate ␣ ␤ values (i.e., the alpha level for concluding there is no effect when pooling data) for when to pool were first given an objective basis using early computers and Monte Carlo simulations to evaluate the effects of selecting different ␣ ␤ values on Type I and II error rates (Bancroft, 1964) . The most conservative decision rule is to never pool. The most liberal rule is to always pool. The liberal rule is the most likely to reduce Type II error, but at the expense of potentially increasing the Type I error. Bancroft (1964) and others have recommended a mixed rule in which the decision to pool is based on a p value for an effect of blocks or units greater than ␣ ␤ ϭ 0.25. The key point is that pooling across units of analysis is not necessarily a statistical error. It is a decision made after an appropriate statistical analysis reveals that there are no detectable dependencies across what we thought may have been units of analysis and is quite commonly done in multilevel analyses. Thus, just as we should always choose statistical analyses that reveal the most information, we should not assume information exists for which we have evidence that there effects at the level we would like to pool.
We want to emphasize that pooling should only be done by following sound statistical procedures. Leger and Didrichsons (1994) recommended that pooling could be done even on repeated measures data from the same animals and without first testing whether there are statistical differences among units of analysis. Jenkins (2001) showed that the assumptions made about pooling by Leger and Didrichsons (1994) can produce large Type I errors. When effects cannot be ruled out, pooling should be avoided in favor of multilevel approaches.
Computer Simulations at Two Levels
To illustrate the points just made, we present Monte Carlo simulations of two-level nested data sets from hypothetical experiments. These simulation experiments are generic and could apply to field studies or laboratory studies with individuals nested in pens, plots, or cages. Since the notion of pseudoreplication originated in ecology, we will use an ecological example for purposes of illustration.
Suppose a researcher tests a chemical to determine if it acts as a pheromone for attracting male insects of a particular species. The researcher decides to measure the effectiveness of the pheromone by applying it to a square study area, marked off in a 4 ϫ 4 grid of blocks (i.e., experimental units). The pheromone is applied to eight randomly selected blocks and the other eight blocks are used as controls. A possible layout is illustrated in Figure 1a . Suppose males are distributed randomly over the square study area for every treated block, and the effect of the pheromone, on average, is to increase the density of males by two per square measurement unit (e.g., square meter), which is about 18% in our simulated experiments. This is illustrated in Figure 1b , where each pixel represents a male. To create a uniform random distribution within each of the blocks of the study area, we generated random integer coordinates for each male-only one male can occupy coordinate position-to distribute them into treatment and control at specific densities.
Repeated Monte Carlo simulations of sampling with increasing sample size for each block illustrate that the power for the treatment condition goes up in exactly the same way for both averaging and nested ANOVA models (see Figure 2) . Thus, the number of samples taken from each block greatly affects statistical power and in the same way for both averaged scores using a t test and for a nested ANOVA, without changing the degrees of freedom at the treatment level.
There are two conclusions to draw so far from these simulations regarding averaging. First, if within block sample sizes are the same, then averaging is mathematically equivalent to the treatment level in a nested ANOVA (because a t test performed on data averaged within blocks is mathematically equivalent to the main effect of nested ANOVA model; see also Hopkins, 1982) . Second, power increases as the number of samples within blocks increases. Thus, the number of samples or measurements taken within blocks can greatly affect the outcome of a statistical test.
There is a reason not to average. Preexisting differences among units, such as systematic spatial gradients, can reduce the power to detect real differences. This suggests that all relevant levels of data should be formally analyzed. Suppose we perform another set of simulation experiments and introduce an exponential contamination gradient into the distribution of males. Suppose the total number of males is partitioned into those affected by the treatment and those that are not. Those that are not, are randomly distributed across the study area with an exponential distribution; the remainders are uniformly distributed within treatment blocks.
In Figure 3a , an increasingly strong exponential gradient was produced across the test area (see Figure 1b ,d for an example layout and distribution of individuals across space). Correspondingly, the power to detect differences between treatment and control conditions decreased as the gradient became stronger (Figure 3a) . Using only an averaging approach provided no information for deciding whether to accept the null hypothesis or suspect a possible Type II error (because of a density gradient across the experimental layout). In nested ANOVAs and other multilevel models (e.g., Goldstein, 1995; Hox, 1995; Kreft & de Leeuw, 1999; Sniders & Bosker, 1999) , there is additional information available that may allow such decisions to be made. Figure 3b depicts a power plot for detecting block effects (i.e., discover the systematic gradient) as the gradient is increased. The power to detect the gradient via the block effects approached 1.0 as the gradient becomes stronger. A significant block effect together with no main effect of treatment may indicate a Type II error due to a confound. If this were an actual study, follow up studies should be conducted to determine why there were block effects and how to control for them to reduce possible Type II errors. Conducting this experiment according to the doctrine of pseudoreplication, however, would prevent detection of the block effect. Thus, knowledge about levels of data can be used to design better experiments and to improve statistical power.
Returning to our first simulation experiments, we find that pooling can also modestly increase the power of statistical tests (see Figure 2) . If a test already has considerable power before pooling, little can be added by pooling (see Figure 2 as power approaches 1.0). Nevertheless, notice that pooling by the mixed rule in Figure 2 does as well or better than the conservative rule for both Type I and Type II errors. If there are block differences (the worst case for the mixed rule, see Figure 3 ), the mixed rule does not permit pooling when the effect of blocks is significant at ␣ ␤ level. Thus, pooling is appropriate if proper rules are followed for when and when not to pool. Hurlbert (2004) has now come to accept the modern view on pooling:
A second situation would be a factorial experiment where each treatment combination is applied to only a single experimental unit. Results from such an experiment could be analyzed with an ANOVA that uses the interaction mean square as an estimate of the true error mean square. If there is no interaction of the treatment factors, the interaction mean square is an unbiased estimate of the true error mean square and its use to test for treatment effects is valid [that is, pooling can be done]. If there is factor interaction, this use of the interaction mean square will render such tests conservative, that is, of low power, so that, again, if low p values are obtained they constitute strong evidence for treatment effects.
Thus lack of treatment replication not only does not constitute pseudoreplication, it also does not necessarily preclude valid tests for treatment effects (Hurlbert, 2004, p. 595) . Treatment blocks are black and controls are white (a) and correspond to (b). Males are indicated by pixels and the density of males is the number of males per square measurement unit (e.g., square meter). The illustrations on the right consist of a second randomly generated experimental layout (c), which corresponds to (d). The density of males is again indicated by the pixels except now there is an exponential density gradient across the surface (d). This gradient corresponds to the most extreme gradient results illustrated in Figure 3 (below). In both cases, there are on average 18% more males per measurement unit in treatment than control blocks. For the purposes of illustration, however, the treatment blocks have 33% more pixels per measurement unit in the treatment than control conditions because 18% is not easily detectable visually.
Recommendations on Experimental Design
In addition to the recommendations for how to handled data for statistical inference, the doctrine of pseudoreplication has recommendations for the design of experiments. In particular, we find two recommendations problematic: (a) physical control of environmental conditions should apparently be avoided; and (b) treatments and control conditions should be systematically interspersed rather than randomly interspersed. Hurlbert (1984) distinguished between true controls and regulative controls (i.e., the physical control of environmental conditions).
Physical Control and Regulation of the Environment
A third meaning of control in experimental contexts is regulation of the conditions under which the experiment is conducted. It may refer to the homogeneity of experimental units, to the precision of particular treatment procedures, or, most often, to the regulation of the physical environment in which the experiment is conducted. Thus some investigators would speak of an experiment conducted with inbred white mice in the laboratory at 25°Ϯ 1°C as being "better controlled" or "more highly controlled" than an experiment conducted with wild mice in a field where temperature fluctuated between 15°and 30°. This is unfortunate usage, for the adequacy of the true controls (i.e., control treatments) in an experiment is independent of the degree to which the physical conditions are restricted or regulated. Nor is the validity of the experiment affected by such regulation. Nor are the results of statistical analysis modified by it; if there are no design or statistical errors, the confidence with which we can reject the null hypothesis is indicated by the value of P alone. These factors are little understood by many laboratory scientists.
This third meaning of control undoubtedly derives in part from the misinterpretation of the ancient but ambiguous dictum, "Hold constant all variables except the one of interest." This refers not to temporal constancy, which of no general value, but only to the desired identity of experimental and control systems in all respects except the treatment variable and its effects (Hurlbert, 1984, pp. 191-19 ).
Hurlbert appears to reject the importance of physical control or regulation of the environment for the control of possible intervening variables. We believe this is a mistake. While reflexively holding environmental variables constant can be a mistake when they affect responses in treatment and control conditions, not regulating environmental variables can lead to confounded and uninterpretable results. For example, many infant small mammals, such as rats and mice, have at best extremely limited thermoregulatory abilities. Small changes in ambient temperature can qualitatively change behavior (e.g., Blumberg, Efimova, & Alberts, 1992) .
Failure to regulate environmental variables can also increase variance. For example, an experiment with inbred mice in a temperature-controlled laboratory versus an experiment with field mice with considerable variation in temperature, may lead to considerable differences in variance in the response variables. If mean differences between treatment and control conditions are the same under regulated and unregulated environmental conditions, then the increased variance introduced by unregulated environmental variables may make it practically impossible to detect a genuine effect with the number of animal available (i.e., because the effect size may be greatly reduced in unregulated conditions due to increased variance). It is more important to note that unregulated environmental variables, such as temperature, can exhibit systematic local variation over space and time, which can confound even the best-designed experiments (see the contamination simulations below). Thus, regulation of environmental variables is often essential for well-controlled experiments. This is especially true when the aim is to detect causal mechanisms. Causal mechanisms are typically very complex, involving multiple interacting components that span multiple levels of orga- Figure 1 ). For each increment in sample size, 10,000 simulations were run and the power (y-axis) of each test was the proportion of the 10,000 simulations in which a significant effect was detected at the ␣ ϭ .05 level. Thus, if each simulated experiment detected an effect at the 0.05 level, the power to detect that effect is 1.0. If none were detected, the power was 0.0. Both averaging and the main effect of a nested ANOVA model (for n Ն 2) produced mathematically identical results as expected (but see Figure 5 below). A mixed rule for pooling (␣ B ϭ 0.25, see text), resulted in a tiny bit more power in the middle range of the sample sizes tested with no increase in the Type I error rate.
nization (Kauffman, 1971; Lehrman, 1953; Tinbergen, 1963) . Discovering causes requires careful physical control of possible intervening causal factors and precise experimental manipulations of putative causal mechanisms. Parametric variation of all possible intervening extrinsic variables is an intractable requirement, so holding them constant or carefully regulating them is essential. For example, consider research on genetic mechanisms of behavior using knockout and transgenic animals. In these cases, researchers are ever striving for ideal behavior experiments consisting of mice that are genetically identical except for the mutant gene in question, raised and bred under identical and carefully regulated environmental conditions (Bailey, Rustay, & Crawley, 2006; Crawley, 1999; van der Staay & Steckler, 2001 , 2002 . To be sure, raising and breeding animals under carefully regulated environmental conditions creates issues for the generalizability of genetic mechanisms to more naturalistic contexts, but it is essential for ruling out the myriad numbers of possible intervening variables that undermine causal interpretations.
Randomization, Interspersion, and Statistical Independence
For Hurlbert (1984) , the statistical independence of experimental units is achieved by interspersion of treatments across experimental units (i.e., this distribution of experimental units in space and time, which, e.g., can be random or systematic). Of the two notions, interspersion of treatments is more fundamental than randomization: ". . . in some ways, interspersion is the more critical concept or feature; randomization is simply a way of achieving interspersion in a way that eliminates the possibility of bias and allows accurate specification of the probability of a Type I error" (Hurlbert, 1984, p. 192) . This implies that statistical independence Figure 1 . The Monte Carlo simulation procedure followed the procedure described in Figure 2 . The treatment, on average, produced a difference of four individuals per block between treatment and controls. Four nonoverlapping random samples were collected from each block for a total of N ϭ 64 samples. Gradients reduced the power of statistical tests even with pooling by the mixed rule (␣ B ϭ 0.25), which differed negligibly from the conservative rule (a). The reason is that as block differences are detected at the 0.25 level, pooling is not allowed. Using a nested design also permitted the detection of block effects, which indicated a gradient existed and an explanation for the decrease in power even though the mean difference between treatments and controls was, on average, four individuals per square measurement unit for all the gradients (b). Thus, pooling does no harm and by not averaging, it was possible to detect gradients.
depends on the interspersion of treatments in space and time (Hurlbert, 1984) . The less interspersed treatments are, the more likely it is that they are statistically dependent, owing to their spatiotemporal proximity (Hurlbert, 1984) . In this view, isolation in space and time implies that treatments are not statistically independent (see Table 1 ) because experimental units are close to each other but far from the control units.
As we saw earlier, spatiotemporal proximity was also assumed to imply statistical nonindependence (see Table 1 ). Thus, if both proximity and isolation create statistical dependence, it appears that interspersion is the only way to get statistical independence. Interspersion, however, places experimental and control units in close spatial proximity, which should create statistical dependencies between experimental control units. It appears that we are damned if we segregate and damned if we intersperse experimental and control units.
This inherent inconsistency in the doctrine of pseudoreplication is resolved once we recognize that statistical independence is not mathematically related to either proximity or isolation. Stated simply, two events are statistically independent if and only if the occurrence of one makes the other neither more nor less probable. Numerous factors can influence statistical independence such as spatiotemporal proximity, but these factors should not be confused with the definition of statistical independence.
The absurdity of trying to avoid both spatiotemporal proximity and isolation is brought out in an example of how to avoid pseudoreplication by Heffner, Butler, & Reilly (1996): Let us say, for example, that one wanted to test whether a certain compound found within the young, growing shoots of annual grasses was responsible for the spring onset of the reproductive season in female rodents that eat these grasses. One might design a laboratory study in which females rodents are placed individually in 20 cages, half of which are chosen randomly and supplied with rodent chow with the grass compound added and the other half with unaltered rodent chow (the "control"). Rodents are then examined daily for signs of estrus. Treatments are clearly replicated in this design. There are 20 cages with a single rodent in each; 10 cages are supplied with the compound and 10 cages are not. However, the replicates are probably not independent unless the cages are situated far apart in separate rooms. Why? Mammalogists know that estrus can be induced in female rodents via airborne chemical cues released by other females already in estrus. Thus, 20 caged rodents held in a single laboratory room will not respond independently to treatments affecting reproductive cycles . . . . (pp. 2558 -2559) In this case, each cage is an experimental unit. Cages within the same room are not independent, and can lead to pseudoreplication (Table 1 , B-4.1). If treatment conditions are segregated by rooms, however, then the experimental units within rooms are no longer independent (see experimental designs B-3). Thus, to segregate treatment conditions by room implies that experimental units are statistically dependent, but not to separate them also results in statistical dependence. This illustrates the inconsistency in the doctrine of pseudoreplication of logically tying spatiotemporal proximity to statistical dependence, but it also highlights that controlled manipulative experiments are typically about mechanisms and not population parameters. In Heffner's hypothetical experiment, the hypothesis of interest is whether the compounds found in young grass shoots cause early estrus. This requires careful control of physical conditions. Whether this mechanism occurs in natural populations requires collecting representative data on correlates of the laboratory discovered mechanism (e.g., age and consumption of grass shoots and estrus onset).
The subordination of randomization to interspersion also violates one of the most fundamental practices of modern scientific research. Fisher (1935) was among the first to advocate random assignment of individuals to treatments and treatments to blocks (Gigerenzer et al., 1989) . The point of randomization is to prevent the conscious or unconscious creation of correlations between individuals within and among all levels of the data prior to an experiment. Every parametric and nonparametric statistical technique assumes randomization. Even critics of null hypothesis significance testing (e.g., Gigerenzer et al., 1989) recognize the fundamental importance of randomization in the design of experiments. By making randomization a secondary priority, the doctrine of pseudoreplication violates this assumption. Moreover, as the results of our Monte Carlo experiments show, interspersion without randomization results in a decreased ability to detect contamination and block effects.
Simulated Contamination Experiments
According to the doctrine of pseudoreplication, because interspersion is more fundamental than randomization, randomization produces layouts that are inadequately interspersed (Hurlbert, 1984) . Figure 4a is a maximally interspersed layout forming the ideal checkerboard shape for interspersed square layouts. Figure 4b illustrates three examples of random but probably unsatisfactory interspersive layouts (see Table 1 ). The first thing to notice about the layout in Figure 4a is that there are only two such layouts for any even subdivision of a square area (just invert the black and white squares for the other maximally interspersed layout in Figure 4a) . Thus, as the dimensions of a square layout increase, the proportion of maximally interspersed layouts rapidly decreases (e.g., for 4 ϫ 4 layouts, the proportion of maximally interspersed layouts is 0.00016). Nonperfectly interspersed layouts are overwhelmingly typical in the set of all possible n ϫ n layouts. For instance, in Figure 4c , we randomly flipped two blocks in the maximally interspersed layout at the top (see Figure 4 ) and produced a "very unsatisfactory" interspersed layout. Of the 12,870 (i.e., 16!/[8!8!] ) possible layouts for a 4 ϫ 4 layout, 12,868 may be inadequately interspersed, and no criterion is provided for accepting appropriately interspersed layouts except for the bad layout illustrated in Figure 1 of Hurlbert (1984) .
If randomization often fails to produce sufficient interspersion, can randomization be eliminated? According to Hurlbert (1984) , the only real problem with systematic designs is the ". . .risk that the spacing interval coincides with the period of some periodically varying property of the experimental area. That risk is very small in most field situations" (Hurlbert, 1984, p. 194) . It may seem unlikely that spatial patterns will exactly correspond to systematic layouts, but as we will show, they are easily produced by interactions or contamination among units. Thus, we believe that it is an error use systematic interspersion rather than random dispersion.
To illustrate this point, consider a third set of simulation experiments. This time suppose that experimental procedure applied to the treatment blocks results in contamination of adjacent control blocks. Suppose that the degree of contamination is proportional to the number of experimental blocks surrounding each control block.
For example, in the hypothetical pheromone study, the application of the pheromone to treatment areas caused females in nontreated control blocks to release a sexual attractant pheromone in proportion to the pheromone present in surrounding blocks. Figure 4a illustrates a completely systematic 4 ϫ 4 layout. Notice that there are two control blocks surrounded on all four sides by experimental blocks, but the remaining control blocks are surrounded on three sides. In the three other example random layouts illustrated in Figure 4b -c, all possible variations can occur by chance ranging from no control blocks adjacent to an experimental block to all four sides adjacent. If contamination of control blocks is a function of the number of sides adjacent to an experimental block, there will be less variation in general among blocks in a systematic design than for random layouts. Thus, contamination effects are more likely detected as an effect of blocks using a randomized design than a systematic design. By detecting possible contamination effects via completely randomized layouts, Type II error rates can be reduced and more accurate estimates of effect size can be achieved. Figure 5 illustrates the results of a series of simulated contamination experiments on the power to detect a difference. Power decreased as expected for both systematic and random layouts as the degree of contamination increased (i.e., the observed difference between treatment and control means decreased as a function of contamination from treatment to control blocks). As contamination increased for random layouts, however, so did the likelihood of finding an effect by blocks. This was not true for systematic (i.e., interspersed) designs. An effect by blocks could mean several things, such as preexisting differences among blocks, but it could also indicate that contamination occurred during a study. Finding a significant effect by blocks signals to an investigator that the investigator should search for the source of the significant block effect, which may lead to the discovery of contamination and the subsequent redesign of a study to control for contamination allowing the detection of actual effects. It is possible to deliberately avoid detection of small block effects, for instance by using small sample sizes (Wiley, 2003) , but researchers should aim for the detection of all biases imposed by an experimental design, small or large, to facilitate progress in the testing of theories. This is also another reason to avoid averaging over samples or measurements within experimental units, because information is lost that may point to contamination or other intervening variables that can increase Type I or Type II errors.
Conclusions
The ready reception Hurlbert's (1984) boil down to how to analyze data and how to design experiments appropriate for statistical inference. Hurlbert's (1984) overemphasis on the relationship between statistical independence and spatiotemporal proximity is at the heart of the problem with pseudoreplication and led to recommendations on how to handle data and design experiments that were unsound.
Developments in multilevel modeling can handle many of the worries associated with multilevel and repeated measures data (e.g., Goldstein, 1995; Hox, 1995; Kreft & de Leeuw, 1999; Sniders & Bosker, 1999) . For example, Stamps and Blozis (2006) represent collaboration between an animal behavior researcher and quantitative psychologist in the application of multilevel modeling. Their paper is an interesting demonstration of the use of multilevel modeling and shows how artifacts can arise when data are averaged at a given level. Similarly, problems with gathering and analyzing data in sociology and education research (Cronbach, 1976; Hammond, 1973; Lindquist, 1940; Robinson, 1950) were overcome through the use of more complex, multilevel statistical models (e.g., Hopkins, 1982; Raudenbush & Bryk, 1988) . Animal behavior research has long known about nested and mixed model ANOVA (e.g., Kirk, 1982) , but these advances do not seem to have percolated into the ecological literature in the way that pseudoreplication percolated into animal behavior.
It is not always practical to use multilevel statistical analyses because of the number of animals available and physical constraints on the facilities available to test them-though with the development multilevel models in addition to HLM, small sample size is less problematic (e.g., Hox & Maas, 2001; Qian & Shen, 2007; Zhang & Wilson, 2006) . Does this imply that these constraints are serious inferential limitations on behavioral research with relatively small numbers of animals? There is no easy answer to this question; it can only be answered on a case-by-case basis by taking into account an entire study, its design, and relation to previous results. Consider, for example, Freed-Brown, King, Miller, & West's (2006) study of female sociality in cowbirds. Viewed from the perspective of Hurlbert (1984) , this study was a paradigm of pseudoreplication, involving only two replicates of adult females with juvenile males and two replicates of juvenile males and females. Statistical tests were done within and between groups and repeated measures were compared across experimental conditions over time. Yet, a careful reading of this study reveals an elegant series of seven experiments that taken as a whole address specific hypotheses and provide controls for each other. For instance, in Experiments 2 and 7, juvenile males were switched across replicates (2) and social conditions (7) revealing that switching across replicates had no effect but across social conditions did have effects. Throughout the presentation of the study, reference was made to previous replication of results. Although space limits an adequate review, the point we wish to make is that evaluating research and inferences is far more difficult than applying simple heuristic rules. Figures 1 and 4) . With no contamination, the difference between treatment and control means is 8, but as contamination increases the difference between treatment and control means decreases from left to right on the x-axis. The y-axis is the power to detect differences between treatment and control means and among blocks. The simulation procedure was the same as described in the legend of Figure 2 . There was, however, contamination between control and treatment blocks as a function of the number of sides that happen to be adjacent among blocks. For example, a control block surrounded by three treatment blocks received three times the contamination received by a control block adjacent to only one treatment block. We assumed that, independent of contamination, the expected difference between control and treatment conditions was eight individuals, and four nonoverlapping samples were collected from each block. Contamination will decrease the difference between treatment and control conditions and thus the power to detect differences. The most extreme contamination reduced the expected difference to less than 1.0. As expected, contamination reduced the expected difference between treatment and control conditions and the power to detect an effect decreased rapidly after the expected difference fell below four. This was true for both random and systematic layouts. The power to detect block effects caused by contamination, however, only increased for random layouts and not systematic layouts. This is because contamination in systematic designs was about the same for each control block by virtue of the uniform layout. Thus, a random layout increases the power to detect confounds such as contamination and therefore alert a researcher to possible experimental error and failure to detect an actual effect.
Pseudoreplication is, at best, a neologism for the long recognized problem of experimental confounds (Underwood, 1997) or for the failure of statistical independence (Millar & Anderson, 2004 ), but at worst, it is a pseudoproblem that sets impossible standards for design and analysis of experiments. Our recommendation is that pseudoreplication not be invoked when reviewing research manuscripts and research proposals. The critical reevaluation of pseudoreplication presented here and elsewhere (Oksanen, 2001 (Oksanen, , 2004 suggests that reviewers and editors should not use the term pseudoreplication as a criterion for evaluating experimental research. Reviewers and editors should consider the inferential context of the study under consideration and clearly articulate the exact nature of potential confounds, the adequacy of experimental controls, and consider the context of the entire study.
