We present a one-sided error property testing algorithm for H-minor freeness in boundeddegree graphs for any minor H that is a minor of the (k × 2)-grid (for any k ∈ N). This includes, for example, testing whether a graph is a cactus graph and testing minor-freeness for minors which are cycles with parallel chords. The query complexity of our algorithm in terms of the number of vertices in the graph, n, isÕ(n 2/3 / 5 ). Czumaj et al. showed that cycle-freeness and C k -minor freeness can be tested with query complexityÕ( √ n). In contrast to these results, we analyze the structure of the graph and show that either we can find a subgraph of sublinear size that includes the forbidden minor, H, or we can find a pair of disjoint subsets of vertices whose edge-cut is large, and such that the induced subgraph of each subset is connected. We then prove a combinatorial lemma which shows that the latter structure includes H as a minor.
Introduction
In graph property testing, the goal is to test whether a given input graph has a property or is far from the property (according to some metric) while looking at a very small part of the graph (sublinear in the number of vertices). This was first studied by Goldwasser, Goldreich and Ron [9] , where the graph was represented as an adjacency matrix, and the metric was the number of entries in this matrix that have to be modified for the graph to have the property. While this model captures properties of dense graphs well, a more natural one for sparse graphs is the bounded degree model, first studied by Goldreich and Ron [8] , where the graph is given as adjacency lists. In the bounded degree model, the metric is the fraction of edges of the input graph that have to be modified. Two-sided (error) property testers are randomized algorithms that are allowed to err on all graphs, while one-sided (error) property testers are required to present a witness against the property when they reject.
The study of graph minors began with the work of Wagner [17] and Kuratowski [12] . In a seminal work on graph minors, Robertson and Seymour [16] proved the Graph-Minor Theorem, which states that every family of graphs that is closed under forming minors is characterized by a finite list of forbidden minors. As a consequence of their work, they gave a classical decision algorithm with a running time ofÕ(n 3 ) to test whether a fixed graph H is a minor of G. In the setting of property testing, Goldreich and Ron [8] showed that K 3 -minor freeness (i.e. cycle-freeness) can be tested with two-sided error and query complexity that is a polynomial in 1/ only. Czumaj, Shapira and Sohler [4] studied a partitioning of graphs that have low expansion (like minor free graphs), which yields two-sided tests for hereditary properties. The problem of testing general H-minor freeness was studied by Benjamini, Schramm and Shapira in [1] , where they showed that every minor-closed property of sparse graphs is testable with two-sided error and query complexity independent of the graph's size, although they could only give an upper bound that was triple-exponential for the query complexity in 1/ . Hassidim et al. [11] used partition oracles to give an easier two-sided tester for the property of H-minor freeness with query complexity 2 poly(1/ ) . This was further improved by Levi and Ron [14] to obtain a two-sided tester with query complexity that is quasi-polynomial in 1/ .
Czumaj et al. [5] studied H-minor freeness testers with one-sided error. They showed that C k -freeness is testable withÕ( √ n) queries for bounded degree graphs for k ≥ 3 and that any one-sided tester for H-minor freeness requires Ω( √ n) queries when H contains a cycle. When H is a forest, they showed that there is a one-sided tester for H-minor freeness whose query complexity depends only on . Benjamini, Schramm and Shapira [1] conjectured that for any fixed H, H-minor freeness can be tested withÕ( √ n) queries by a one-sided tester on bounded degree graphs. The results of [1] imply that the optimal complexity of a two-sided tester may depend on the size of H (and and ∆) only. On the other hand, it is proved in [5] that the hardness of the one-sided problem depends on the structure of H. Since all embeddings of H into G may be much larger than H itself, the challenge lies in exploring the proper subgraph to find a witness. However, finding a witness can be worthwhile because it can make the decision of the tester more comprehensible (cf. the discussion in [5] ). In [5] , the problem of finding C k -minors is reduced to a tester for bipartiteness [10] , which in turn finds odd cycles when two random walks that start from the same vertex collide. Our algorithm is based on a different approach.
Our results
In this paper, we extend the study of testing H-minor freeness for a fixed graph H with one-sided error. We obtain algorithms with query complexityÕ(n 2/3 / 5 ) for H-minor freeness when H is a minor of the (k × 2)-grid, which includes a large class of graphs like cycles with non-intersecting chords and the forbidden minor that defines cactus graphs.
The main ingredient in our algorithm is a method to employ a partition of the graph that is derived from a partition into connected parts of size roughly n 1/3 by Lenzen and Levi [13] , and a combinatorial lemma about the existence of H-minors that depends on the number of cut edges between two parts. We prove the following theorem. Theorem 1. Given a graph G with degree at most ∆, and a parameter , for every constant k, there is a one-sided (error) -test with query complexityÕ(n 2/3 / 5 ) for testing H-minor freeness, where H is a minor of the (k × 2)-grid.
While we do not attain the upper bound ofÕ( √ n) conjectured by Benjamini et al. [1] , our techniques are significantly different from the ones of Czumaj et al. [5] , which is the only other work that gives one-sided testers for minor freeness that we are aware of. In contrast to other partitioning schemes often used in property testing, the edges between the parts of our partition are not negligible. This would seem like a limitation to obtaining sublinear query complexity since we can no longer assume that the graph is Θ( )-far from being H-minor free after removing the edges going across the parts. In particular, we might have to find a minor that crosses the cut of two parts.
An additional obstacle is that we cannot recover the part of a vertex in general because it can be rather large but yields some non-trivial guarantees. However, we can show that if the input graph is -far from being H-minor free, then we can either find a large cut between two parts, which implies the existence of an H-minor, or we can recover a superset of a part that contains an H-minor.
Our work throws open two natural questions. The first is whether the technique of partitioning can be used to obtain a one-sided tester for H-minor freeness that matches the conjecturedÕ( √ n) upper bound. Roughly speaking, the complexity of the algorithm given in Theorem 1, in terms of n, results from the fact that the size of the parts isÕ(n 1/3 ), and the fact that checking to which part a vertex belongs to takesÕ(n 1/3 ) as well. The second question is whether similar techniques can be used to design one-sided testers for a larger class of minors with sublinear query complexity. The limitation of our current approach to (k × 2)-grid minors arises from the inner structure of the parts that we can assume, namely connectivity. Extending these guarantees, one may hope to find other minors, for example, (k × k)-grid-minors.
Overview of Our Algorithm
Suppose that G is -far from being H-minor free, where H is a minor of the (k × 2)-grid. The algorithm uses a partition by Lenzen and Levi [13] into core clusters and remote clusters of sizẽ O(n 1/3 ). We draw a uniform sample of edges of constant size (which contains an edge of a minor with constant probability) and distinguish two cases. If an edge belongs to a minor that is contained in a single cluster, then it suffices to check the cluster for this minor. For core clusters, we can do this by using a partition oracle, but for remote clusters we use a promise on the diameter of the cluster to recover a superset of the remote cluster.
The other case is that the minor lies across clusters. In particular, we argue that the minor must then lie across core clusters. We show that if the cut between two clusters is greater than some threshold f = f (|H|), this implies an H-minor. In fact, we show that this is true for every pair of disjoint subsets of vertices such that their respective induced subgraphs are connected. Given that, we analyze the edge cut of a coarser partition into super clusters and show that if the total size of all cuts that exceed this above-mentioned threshold is small, then actually all edges between clusters can be removed. To obtain access to the partition into super clusters we make use of another coarser partition into Voronoi cells for which we also do not have a partition oracle but, roughly speaking, can answer membership queries efficiently.
Preliminaries
The graphs we consider are simple, undirected, and have a known degree bound ∆. We denote the number of vertices in the graph at hand by n and we assume that each vertex v has a unique id, which for simplicity we also denote by v. There is a total order on the ids, i.e., given any two distinct ids u and v, we can decide whether u < v or v < u. The total order on the vertices induces a total order r on the edges of the graph in the following straightforward manner: r({u, v}) < r({u , v }) if and only if min{u, v} < min{u , v } or min{u, v} = min{u , v } and max{u, v} < max{u , v }. The total order over the vertices also induces an order over those vertices visited by a Breadth First Search (BFS) starting from any given vertex v, and whenever we refer to a BFS, we mean that it is performed according to this order.
Whenever referring to one of the above orders, we may refer to the rank of an element in the respective order. This is simply the index of the respective element when listing all the elements according to the order starting with the smallest.
Let G = (V, E) be a graph, where V = [n]. We will say that a graph G is -far from a property P if at least n∆ edges of G have to be modified in order to convert it into a graph that satisfies the property P . In this paper, the property P that is of interest is H-minor freeness. We will assume that the graph G is represented by a function
We will now define the notion of one-sided (error) property testers.
Definition 2 (One-sided testers). A one-sided (error) -test for a property P of bounded degree graphs with query complexity q is a randomized algorithm A that makesueries to f G for a graph G. The algorithm A accepts if G has the property P . If G is -far from P , then A rejects with probability at least 2/3.
We denote the distance between two vertices u and v in G by d G (u, v). For vertex v ∈ V and an integer r, let Γ r (v, G) denote the set of vertices at distance at most r from v. When the graph G is clear from the context, we shall use the shorthands d(u, v) and Γ r (v) for d G (u, v) and Γ r (v, G), respectively. For a subset of vertices S ⊆ V , we denote by G[S] the subgraph induced on S in G.
Definition 3 (Graph minors).
A graph H is a minor of G, if H can be obtained from G by a sequence of vertex deletions, edge deletions and edge contractions: For an edge (u, v) ∈ G, delete the vertices u, v, and create a new vertex w. For each neighbor z of either u or v in the graph, add a new edge (w, z).
For a graph G = (V, E) and a pair of disjoint subsets of vertices A ⊂ V and B ⊂ V let
When it is clear from the context, we omit the subscript. We say that a pair of subsets of vertices A and B is adjacent if E G (A, B) = ∅. The following theorem by Erdős and Szekeres is a classic result from number theory that was stated in a geometric wording originally.
Lemma 5 (Erdős and Szekeres [7] ). Given a sequence of natural numbers S = (s i ) i∈[n] of length n, there exists a subsequence of length √ n that is either monotonically increasing or monotonically decreasing.
Combinatorics
In this section we prove the combinatorial lemma that gives a sufficient condition for the existence of a (k × 2)-grid as a minor in the graph. To that end, we will consider the following auxiliary graph, which can be thought of as being induced by a partition of another graph's vertex set.
Definition 6. Let G = (V, E) be a graph and P a partition of its vertex set. The graph G[P] is defined as the graph with vertex set P, and {P, P } ⊆ P is an edge if and only if there are vertices v ∈ P, u ∈ P such that {u, v} ∈ E.
Notice that this graph is isomorphic to the minor of G obtained by contracting every edge of G[P ], for all P ∈ P, so we will often refer to this minor also by G[P].
Lemma 7. Given a tree T = (V, E) of bounded degree ∆ and a subset of relevant vertices Q ⊆ V , there exists a partitioning P of V such that T [P] is a path minor of T of length log ∆ |Q| and for every P ∈ P, it holds that P ∩ Q = ∅.
Proof: We will construct the claimed partition. Let P = {{v} | v ∈ V }. If {P, P } is an edge in T [P] such that at most one of P, P contains a relevant vertex and the minimum degree of P, P is at most two, update P = P \ P and P = P ∪ P . Repeat this process until no such edges remain. Note that the resulting T [P] is still a tree of maximum degree ∆ and that every part contains at most one relevant vertex, that is, |P ∩ Q| ≤ 1 for all P ∈ P.
Since T [P] is a tree with at least |Q| vertices, it has diameter ≥ log ∆ |Q|. Let L = (P 1 , P 2 , . . . , P ) be a simple path in T [P]. Every part P i ∈ L that contains no relevant vertex has at least one neighbor that is not in L, otherwise it is of degree two and would have been merged previously. For every such part P i , let T i be the subtree rooted at P i in T [P] that is obtained by (virtually) removing the (at most two) edges between P i and its neighbors in L. The tree T i must contain at least one part that has non-empty intersection with Q, otherwise it would have been contracted. We update the partition by setting P i = ( P ∈T i P ) ∪ P i and P = P \ ( P ∈T i P ) for every such part P i . Now, we have that for every P i on the path L, P i ∩ Q = ∅, and we have also not shortened the path. Therefore, T [P] is the desired path minor of T .
Equipped with Lemma 7, we can prove the sufficient condition.
Proof: We prove the contrapositive of the statement of the lemma. Let
, the size of the set Q 1 is at least ∆ ∆ k 2 +1 . By Lemma 7, there exists a partition
. Let {u 1 , u 2 , · · · , u r } be this path. For each vertex u j in the path minor T 1 [P 1 ], it holds that |Γ(u j ) ∩ V 2 | ≥ 1. Now for each vertex u j in the path minor, remove all the edges to V 2 except the one of lowest rank, so that |Γ(u j ) ∩ V 2 | = 1.
Since the degree of G is at most ∆, the number of vertices in V 2 adjacent to Q 1 that remain after these edge deletions is at least ∆ k 2 . Denote this set of vertices by Q 2 . By Lemma 7, there exists a partition 
Underlying Partitions
In this section we describe a method to partition the graph into small connected parts with certain properties that enable us to apply Lemma 8. The partition technique is very similar to the one that appears in [13] , which is used for the local construction of sparse spanners. We make minor adaptation to suit our needs. In the next section, Section 5, we show how to utilize these partitions, along with Lemma 8, for testing the forbidden minors. Three different partitions are described next, one of which is a refinement of the other two. As described in more detail in the next sections the properties of these partitions are as follows. The refined partition into core clusters can be locally recovered. The edge cut of this partition is not necessarily small, even if the input graph excludes the forbidden minor. The second partition into Voronoi cells will be useful for checking the edge cut of the third partition into super clusters, which in turn is guaranteed to have a small edge cut in case the graph excludes the forbidden minor.
Parameters. We sample uniformly at random from [b log n/ log(1 + ), b log n/ log(1 + ) + ∆/ ], and let t def = cn 1/3 ln n · ∆/ where c and b are sufficiently large constants. The parameter affects the diameter of the parts of the partition. It is picked randomly so as to ensure that only a small fraction of the edges are in the edge cut of the partition.
Centers. Pick a set S ⊂ |V | of Θ( n 2/3 / ln n) vertices at random. We shall refer to the vertices in S as centers. For each vertex v ∈ V , its center, denoted by c(v), is the center which is closest to v amongst all centers (break ties between centers according to the rank). We deal with the partitioning of remote vertices later. Given a vertex v ∈R, one can determine its center by exploring its -hop neighborhood. However, it is much more costly to find all vertices that belong to its Voronoi cell, which may have size Ω(n). We now describe how to further refine the partition given by the Voronoi cells so that the number of vertices in each cluster isÕ(n 1/3 ∆/ ).
Core clusters. For each Voronoi cell, consider the BFS tree spanning it, as described in Section 2, which is rooted at the respective center. For every v ∈ V , let p(v) denote the parent of v in this BFS tree. If v is a center then p(v) = v. For every v ∈ V \ S, let T (v) denote the subtree of v in the above-mentioned BFS tree when we remove the edge {v, p(v)}. Now consider a Voronoi cell. We define the core cluster of a vertex v as follows:
If |Vor(v)| ≤ t then the core cluster of v is Vor(v).

If |T (v)| ≥ t, where |T (v)| denotes the number of vertices in T (v)
, then the core cluster of v is the singleton {v}.
Otherwise, v has a unique ancestor u for which |T (u)| < t and |T (p(u))| ≥ t. The core cluster of v is the set of vertices in T (u).
For a vertex v ∈R, let cluster(v) denote the cluster of v. For a cluster C, let c(C) denote the center of the vertices in C (all the vertices in the cluster have the same center). Let Vor(C) denote the Voronoi cell of the vertices in C.
This describes a partition of V into R andR, a refinement ofR into Voronoi cells, and a refinement of this partition into core clusters (see Fig. 1a ). It was shown in [13] that the number of core clusters is not much higher than the number of Voronoi cells.
Lemma 9 (Lemma 1 in [13] ). The number of core clusters, denoted by s, is at most |S|+n (∆+1)/t.
Note that core clusters are, like Voronoi cells, connected.
Lemma 10. For every vertex v ∈R, cluster(v) is connected.
Proof: This follows from the construction since every core cluster is either a Voronoi cell, a singleton vertex, or the subtree of the BFS tree of a Voronoi cell.
Even more, Voronoi cells are still connected if one removes a cluster that is not a singleton. In contrast to Voronoi cells, core clusters are guaranteed to be sufficiently small by construction, which allows us to fully explore them in an efficient manner. An explicit procedure for this is given in Section 5.1. However, it might still be possible for the overall edge cut to be large, even if there are only few edges in individual cuts between two core clusters. To this end, we group core clusters and consider the cut between pairs of a core cluster and such a resulting super cluster instead.
Definition 12. For a core cluster A, define its adjacent vertices ∂A def = {v | u ∈ A ∧ v ∈R \ A ∧ {u, v} ∈ E}, i.e., the set of vertices that are adjacent to a vertex in A, excluding A. Marked Clusters. Each center is marked independently with probability p def = 1/n 1/3 . If a center is marked, then we say that its Voronoi cell is marked and all the clusters in this cell are marked as well.
Super Clusters. Let A be a cluster which is not marked but is adjacent to at least one marked cluster. Let {u, v} be the edge with minimum rank such that u ∈ A and v ∈ B, where B is a marked cluster. We say that the cluster A joints the cluster B. The super cluster of B consists of B and all the clusters which joint B.
After considering pairs of clusters and super clusters (and bounding the number of edges between them), only few pairs of core clusters (A, B) are left such that neither A nor B are member of a super cluster with high probability. Lemma 14. With probability at least 1 − o(1), it holds that |c(∂A)| ≤ n 1/3 log n for every core cluster A that is not adjacent to a marked cluster.
Proof: The probability that cluster A is not adjacent to a marked cell is (1 − p) |c(∂A)| ≤ e −p|c(∂A)| . Therefore, if |c(∂A)| > p −1 ln n, then the probability that A is not adjacent to a marked cluster is at most 1/n. Since there are at mostÕ(n 2/3 ) many core clusters, the lemma follows from a union bound.
This settles the three partitions of vertices fromR into Voronoi cells, core clusters and super clusters. We now describe a way to partition the remote vertices into remote clusters (see Fig. 1b ) such that (with high probability) the total number of edges that go out from each remote cluster is at most O( n∆) even if the graph is -far from being H-minor free. Basically, this implies that one can test a remote cluster isolated from the remaining graph because all outgoing edges can be removed such that G is still Ω( )-far from being H-minor free. The partitioning uses ideas of Elkin and Neiman [6] .
Remote clusters We will first describe the algorithm of Elkin and Neiman [6] . Given an integer h and a parameter 0 < δ ≤ 1, each vertex v draws r v according to the exponential distribution with parameter β = ln(n/δ)/h. By Claim 2.3 in [6] , with probability at least 1 − δ, it holds that r v < h for all v ∈ V . Each vertex v receives r u from every vertex u within distance at most h, and stores the values m u (v) = r u − d(u, v). We use this technique to obtain a partition of R as follows. Every vertex v ∈ R is assigned to the vertex u ∈ R such that m u (v) = max w∈R {m w (v)}, if there is more than one such vertex, pick the one with minimum rank (see Fig. 1b ). We say that u is the leader of v denoted by L(v) and that {w ∈ R |L(w) = L(v)} is the remote cluster of v. We note that we run this algorithm on
, therefore a vertex u can not be assigned to a vertex on a different connected component in G [R] .
Like core clusters, remote clusters are also connected.
Lemma 15. For every v ∈ R, the subgraph induced on the remote cluster of v is connected. Similarly 1 as in [6] , we define C(v) = {u | m u (v) ≥ max w∈V {m w (v) − 1}}, for every v ∈ R. We will use an observation about the size of this set to argue that the number of cut-edges between remote clusters is small.
Lemma 16 (Proof of Lemma 2.2 in [6]). For every
For δ = 1/n b−1 and h = , we obtain that Exp[C(v)] ≤ (1 + ). Define the edge-cut of R to be
Lemma 17. With probability at least 5/6, |K| ≤ 6 ∆|R| ≤ 6 ∆n.
Proof: Define B = {v ∈ R |C(v) > 1}. Observe that e ∩ B = ∅ for any edge e ∈ K. To see this, consider an edge {u, v} ∈ K. Let u and v denote the leaders of u and v, respectively, and assume w.l.o.g. that u has higher rank than v . By the triangle inequality
Since u has higher rank than v it holds that m u (u) ≤ m v (v), and so it follows that m v (u) ≥ m u (u) − 1. Thus {v , u } ⊆ C(u), which implies that u ∈ B, as required.
Hence |K| ≤ ∆|B|. By Lemma 16 and the linearity of expectation, we obtain that with probability at least 5/6, |B| ≤ 6 |R| and so we get the desired bound on |K|.
It remains to bound the number of edges between remote clusters and core clusters.
Lemma 18 (Lemma 6 in [13] ). Exp[|E(R,R)|] ≤ n.
The Algorithm
We first analyze a global version of the tester (see Algorithm 1) and show how to turn it into a local algorithm in Section 5.1. This will give a proof of Theorem 1.
For the sake of this exposition, think of the graph being partitioned into core clusters and remote clusters. Our tester draws Θ(∆ ∆ k 2 / ) edges at random from the input graph G. It follows that at least one of these edges is part of a minor with constant probability if G is -far from being H-minor free.
To find such a minor, the algorithm employs the partitioning. If the minor is entirely contained in a cluster, the algorithm can explore the whole cluster to find this minor. It therefore remains to deal with minors that are not entirely contained in a single cluster.
The basic idea is to prove that either an edge that is one out of many that connect a cluster A and an adjacent (disjoint) super cluster B will be sampled, which then implies the existence of H as a minor, or the total number of edges between clusters is at most n∆/2. The latter implies that the edges between clusters can be removed such that the graph is still /2-far from being H-minor free. Lemma 8 covers the first case and states that a large cut between A and B implies the existence of the k × 2-grid as a minor, and therefore H as a minor.
However, bounding the number of edges between clusters in the second case is a bit more complicated. In particular, a naive bound over all pairs of clusters is quite costly. Therefore, we classify edges and analyze each class independently.
First, we observe that the total number of edges between remote clusters and clusters is O( n∆) with constant probability. It remains to bound the number of edges between core clusters. To this end, we analyze the total number of edges between core clusters within the same Voronoi cell, the total number of edges between two unmarked core clusters and the total number of edges between core clusters and super clusters separately. This covers all relevant edges between clusters at least once and gives an upper bound on their total number. Theorem 1 follows from the the efficient implementation given in Section 5.1 and the correctness and the soundness of the tester, which we prove in Section 5.2, respectively.
Efficient Implementation
In this subsection we describe how Algorithm 1 can be implemented in query and time complexitỹ O(n 2/3 / 5 ) · poly(∆, f ) w.h.p. 
ii. If C v (and symmetrically for C u ) joints a cluster
3. Return ACCEPT.
Θ(n 1/3 logNote on the running time The running time of our H-minor testing algorithm is alsoÕ(n 2/3 ). In Steps 2c, 2(d)i and 2(d)ii, Algorithm 1 rejects based on the number of edges crossing a cut. The time complexity for these steps is the same as the query complexity to compute the cut size. In
Step 2b, Algorithm 1 tests if H exists as a minor in the cluster C of sizeÕ(n 1/3 ). To test this we proceed as follows: First, we check whether G[C] has treewidth at most 2 k 5 . This can be done in timeÕ(n 1/3 ) (see [2] ). By a theorem of Robertson, Seymour and Thomas [15] , if the treewidth is more than 2 k 5 , then G[C] contains the (k × 2)-grid as a minor and the algorithm can reject right away. Otherwise, we know that G[C] has treewidth at most 2 k 5 . Now, there is anÕ(n 1/3 )-time algorithm to test if G[C] contains H as a minor (see [3] ).
Correctness
Lemma 19. Algorithm 1 accepts every graph G that is H-minor free, where H is a minor of the k × 2-grid.
Proof: The completeness of the test is based on Lemma 8. We show that if the algorithm rejects, then G has H as a minor. By Lemma 8, it suffices to show that a rejection implies that G is not f (k, ∆)-separable since this would imply that G contains the (k × 2)-grid as a minor, and hence H also as a minor.
Step 2b rejects only if G has H as a minor. To apply Lemma 8 to Step 2c, it suffices to show that for any w ∈R such that cluster(w) is not a singleton, G[Vor 
Otherwise, since C u is not a singleton and since ∂C contains a vertex v which is in Vor(C u ) \ C u , the claim follows from Lemma 11.
Lemma 20. Algorithm 1 rejects every graph G that is -far from being H-minor free with probability 2/3.
Proof: Assume that G is -far from being H-minor free. Let P denote the partition obtained by the algorithm (namely, the partition of the entire graph as described in Section 4). We say that an edge e = {u, v} violates the f -separability property with respect to P if either:
1. There exist a core cluster A ∈R and a cluster or a super cluster, B ∈R such that e ∈ E(A, B)
and |E(A, B)| > f , 2. or, if either for w = u or for w = v it holds that: w ∈R, cluster(w) is not a singleton, and |E(Vor(w) \ cluster(w), cluster(w))| > f .
Let F denote the set of edges which violate the f (k, ∆)-separability property with respect to P.
Define def = /(1000f (k, ∆)). If |F| > n∆, then with probability at least 99/100, the algorithm finds a violation in one of the steps: Step 2c, Step 2(d)i or Step 2(d)ii. Note that we do not need to check any edges between a core cluster and a remote cluster nor any edges between two remote clusters. By Markov's inequality and Lemma 18, with probability at least 99/100, |E(R,R)| ≤ 100 n. By Lemma 17, with probability at least 99/100, |K| ≤ 100 n∆. Thus, after removing these |E(R,R) ∪ K| ≤ n∆/3 edges, the graph is still /3-far from being (k × 2)-grid minor free, and hence /3-far from being H-minor free.
Assume that |F| ≤ n∆. We will show that with probability at least 96/100, we can separate G into clusters by removing at most n∆ · 500f = n∆/2 edges. Therefore, the resulting graph is /2-far from being H-minor free, and with probability at least 2/3, the algorithm rejects in Step 2b.
Separating G into clusters.
1. As argued above, |E(R,R) ∪ K| ≤ 200 n∆ with probability at least 98/100. Therefore, we can separate G into G[R] and G[R 1 ], . . . , G[R j ], where R 1 , . . . , R j is the partition of R into remote clusters.
2. Next, we remove all the edges in F. In order to separate each Voronoi cell into its core clusters we simply remove all the edges between different clusters in the same Voronoi cell. The number of edges which are incident to singleton clusters are at most ∆s. Since we removed the edges in F, for a cluster A which is not a singleton, we have that E(A, Vor(A) \ A) ≤ f . Therefore by removing at most s(∆ + f ) edges we separate all the Voronoi cells into clusters.
3. By Lemma 14, with probability at least 1 − o(1), we can separate all the clusters, A, for which c(∂A) does not contain a marked center by removing at most 3sf p −1 ln n edges.
4. The expected number of marked clusters is sp, therefore with probability at least 99/100 the number of marked clusters is at most 100sp. Thus, with probability at least 99/100 the number of pairs A, B ∈R such that A is a cluster and B is a super cluster is at most s · 100sp Since we removed all edges in F, we have that E(A, B) < f for each such pair. Therefore, the number of edges between clusters and super clusters is at most 100f s 2 p.
To conclude, with probability at least 96/100, we can separate G into clusters and remote clusters by removing at most 200 n∆ + n∆ + 2 n 2/3 ∆ c ln n (∆ + f ) + 3 n2∆ c + 200 n∆ c ln n ≤ n∆ · 500f ≤ n∆/2 edges.
