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Abstract
We extend the notion of a p-permutation equivalence between two p-blocks A and B of finite groups G
and H , from the definition in [BX08] to a virtual p-permutation bimodule whose components have twisted
diagonal vertices. It is shown that various invariants of A and B are preserved, including defect groups,
fusion systems, and Ku¨lshammer-Puig classes. Moreover it is shown that p-permutation equivalences have
additional surprising properties. They have only one constituent with maximal vertex and the set of p-
permutation equivalences between A and B is finite (possibly empty). The paper uses new methods: a
consequent use of module structures on subgroups of G × H arising from Brauer constructions which in
general are not direct product subgroups, the necessary adaptation of the notion of tensor products between
bimodules, and a general formula (stated in these new terms) for the Brauer construction of a tensor product
of p-permutation bimodules.
1 Introduction
Let G and H be finite groups, O a complete discrete valuation ring of characteristic 0 which contains a root of
unity whose order is equal to the exponent of G×H . We denote by K the field of fractions of O, and by F its
residue field whose characteristic we assume to be a prime p. Furthermore we assume that A is a block algebra
of OG and B is a block algebra of OH . Various authors have defined notions of equivalence between A and B
(e.g. [Br90], [Br95], [R96], [P99], [BX08], [L09]). They are divided into two parts: those that are equivalences of
categories (as for instance Morita equivalences, derived equivalences, splendid Rickard equivalences), and those
that are isomorphisms between associated representation rings (as for instance perfect isometries and isotypies),
preserving additional features on the representation ring level. The first attempt to define a strongest possible
equivalence on a representation ring level goes back to [BX08], where a preliminary notion of a p-permutation
equivalence was defined. [BX08] made the restrictive assumptions that the blocks A and B have a common
∗MR Subject Classification: 20C20, 19A22Keywords: p-permutation modules, trivial source modules, blocks of group
algebras, fusion systems, perfect isometries, isotypies, splendid Rickard complexes.
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defect group D, that certain fusion categories are equivalent, and some results on this notion were only proved
under the hypothesis that D is abelian. This notion was soon after extended in [L09] to source algebras, see
also [L18, Section 9.5].
In this paper we cast the net much wider and define a p-permutation equivalence as an element γ ∈ T∆(A,B),
the representation group of finitely generated p-permutation (A,B)-bimodules whose indecomposable direct
summands, when regarded as left O[G × H ]-modules, have twisted diagonal vertices, i.e., vertices of the form
∆(P, φ,Q) := {(φ(y), y) | y ∈ Q}, the graph of an isomorphism φ : Q
∼
→ P between a p-subgroup Q of H and a
p-subgroup P of G, with the property that
γ ·
H
γ◦ = [A] ∈ T∆(A,A) and γ◦ ·
G
γ = [B] ∈ T∆(B,B) , (1)
where γ◦ ∈ T∆(B,A) is the O-dual of γ and ·
H
is induced by the tensor product over OH , or equivalently,
over B. We show that a p-permutation equivalence forces the defect groups and fusion systems of A and B to
be isomorphic. In fact, via the notion of γ-Brauer pairs, it selects an isomorphism between defect groups and
fusion systems, unique up to G×H-conjugation in a precise sense, see Theorem 1.1. Moreover, we show that a
splendid Rickard equivalence between A and B induces a p-permutation equivalence, and that a p-permutation
equivalence between A and B induces an isotypy, see Theorem 1.6. The goal of this paper is twofold: On the
one hand, we want to understand what p-permutation equivalences can look like by finding necessary conditions
on such an element γ ∈ T∆(A,B). On the other hand, we want to study which invariants of A and B are
preserved under a p-permutation equivalence.
It turns out that the language of Brauer pairs (cf. 4.1(b) for a definition) is crucial for the study of p-
permutation equivalences. We denote by −∗ the antipode x 7→ x−1 of any group algebra of a groupX . Note that
any (A,B)-bimodule belongs to the block algebraA⊗OB∗ ofOG⊗OH , when viewed asO[G×H ] ∼= OG⊗OOH-
module. A γ-Brauer pair is an (A ⊗O B
∗)-Brauer pair (X, e ⊗ f∗), where X is a p-subgroup of G × H , e is
a block idempotent of OCG(p1(X)) and f is a block idempotent of OCH(p2(X)), where p1 : G ×H → G and
p2 : G×H → H denote the canonical projections, which satisfies γ(X, e⊗f∗) 6= 0 ∈ T (FNG×H(X, e⊗f∗)). Here,
NG×H(X, e⊗ f∗) denotes the G×H-stabilizer of the Brauer pair (X, e⊗ f∗), and the expression γ(X, e⊗ f∗),
is defined by applying the Brauer construction with respect to X (cf. 3.2(b)) to γ and then cutting with the
idempotent e ⊗ f∗. Note that X is necessarily a twisted diagonal subgroup ∆(P, φ,Q) and that CG×H(X) =
CG(P ) × CH(Q), so that e is a block idempotent of OCG(P ) and f is a block idempotent of OCH(Q). The
following theorem shows that even though A and B are no longer required to have a common defect group, the
element γ selects through the choice of a maximal γ-Brauer pair an isomorphism φ : E
∼
→ D between defect
groups D and E of A and B, respectively. Recall that (A⊗O B∗)-Brauer pairs form a G×H-poset.
1.1 Theorem Assume that γ ∈ T∆(A,B) is a p-permutation equivalence between A and B.
(a) The set of γ-Brauer pairs is closed under G × H-conjugation and under taking smaller Brauer pairs.
Moreover, the maximal γ-Brauer pairs form a single G×H-conjugacy class.
(b) Let (∆(D,φ,E), e⊗ f∗) be a maximal γ-Brauer pair. Then D is a defect group of A, E is a defect group
of B, (D, e) is a maximal A-Brauer pair, (E, f) is a maximal B-Brauer pair, and the isomorphism φ : E
∼
→ D
is an isomorphism between the fusion systems of B and A associated to (E, f) and (D, e), respectively.
The above theorem follows from the more precise Theorems 10.11 and 11.2.
The following theorem states additional restrictive properties of p-permutation equivalences.
1.2 Theorem Suppose that γ ∈ T∆(A,B) is a p-permutation equivalence between A and B and let
(∆(D,φ,E), e ⊗ f∗) be a maximal γ-Brauer pair.
(a) Every indecomposable (A,B)-bimodule appearing in γ has a vertex contained in ∆(D,φ,E).
(b) Up to isomorphism, there exists a unique indecomposable (A,B)-bimoduleM appearing in γ with vertex
∆(D,φ,E). Its coefficient in γ is 1 or −1.
The module M in Theorem 1.2 is called the maximal module of γ. Theorem 1.2 follows from the stronger
statements in Theorem 14.1 and 14.3.
The following theorem shows that Brauer constructions of p-permutation equivalences lead again to p-
permutation equivalences or even Morita equivalences. It follows from the more precise statements in Theo-
rem 11.4, Theorem 14.5, and Proposition 14.4.
2
1.3 Theorem Let γ ∈ T∆(A,B) be a p-permutation equivalence and let (∆(P, φ,Q), e ⊗ f∗) be a γ-Brauer
pair. Set I := NG(P, e) and J := NH(Q, f), let Y := NG×H(∆(P, φ,Q), e ⊗ f∗) = NI×J(∆(P, φ,Q)), and let
γ′ ∈ T (OY ) denote the unique lift of γ(∆(P, φ,Q), e ⊗ f∗) ∈ T (FY ).
(a) resYCG(P )×CH(Q)(γ
′) ∈ T∆(OCG(P )e,OCH(Q)f) is a p-permutation equivalence between OCG(P )e and
OCH(Q)f .
(b) indI×JY (γ
′) ∈ T∆(OIe,OJf) is a p-permutation equivalence between OIe and OJf .
(c) If (∆(P, φ,Q), e⊗ f∗) is a maximal γ-Brauer pair then γ′ = ±[M ′] for an indecomposable p-permutation
OY -module M ′ which arises from the maximal module M of γ by M ′ = M(∆(P, φ,Q), e ⊗ f∗). Moreover,
ResYCG(P )×CH(Q)(M
′) induces a Morita equivalence between OCG(P )e and OCH(Q)f , and Ind
I×J
Y (M
′) induces
a Morita equivalence between OIe and OJf .
(d) Suppose that (∆(P, φ,Q), e ⊗ f∗) is a maximal γ-Brauer pair, set Y˜ := NG×H(∆(P, φ,Q)) and
let M˜ ∈ OYmod be the Green correspondent of M , then the p-permutation (ONG(P ),ONH(Q))-bimodule
Ind
NG(P )×NH(Q)
Y (M˜) induces a Morita equivalence between the Brauer correspondents of A and B.
The following interesting additional properties of p-permutation equivalences follow from the more precise
Theorems 11.10 and 12.3.
1.4 Theorem (a) The number of p-permutation equivalences between A and B is finite (possibly zero).
(b) If γ ∈ T∆(A,B) satisfies one of the two equations in (1) then it also satisfies the other.
Another invariant of a block algebra is given by the collection of Ku¨lshammer-Puig classes (see 4.6), one for
every centric subgroup of a defect group in the associated fusion system. Since the fusion systems of A and B
are isomorphic, centric subgroups correspond. This gives a way to compare Ku¨lshammer-Puig classes of A and
B. The following theorem follows from the more precise Theorem 13.4.
1.5 Theorem Suppose that γ ∈ T∆(A,B) is a p-permutation equivalence between A and B and let
(∆(P, φ,Q), e ⊗ f∗) be a γ-Brauer pair such that Z(P ) is a defect group of the block algebra OCG(P )e. Set
I := NG(P, e), J := NH(Q, f), I := I/PCG(P ) and J := J/QCH(Q), and let κ ∈ H2(I, F×) and λ ∈ H2(J, F×)
be the corresponding Ku¨lshammer-Puig classes of (P, e) and (Q, f). Then the isomorphism between I and J
induced by NG×H(∆(P, φ,Q)) (see Proposition 11.1) makes κ correspond to λ.
The following theorem is proved in Section 15.
1.6 Theorem (a) Suppose that the chain complex C• is a splendid Rickard equivalence between A and B (see
Definition 15.1). Then the element γ :=
∑
n∈Z(−1)
n[Cn] ∈ T∆(A,B) is a p-permutation equivalence between
A and B.
(b) Suppose that γ ∈ T∆(A,B) is a p-permutation equivalence between A and B and let (∆(D,φ,E), e⊗f∗)
be a maximal γ-Brauer pair. Then the Brauer constructions with respect to subgroups of ∆(D,φ,E), yield an
isotypy between A and B.
In [P99], Puig proved that some of the invariants (defect groups, fusion systems) of blocks considered here
are preserved by splendid Rickard equivalences. Therefore, in view of Theorem 1.6(a), our results provide a
significant improvement. We also use different techniques. That Ku¨lshammer-Puig classes, cf. Theorem 1.5 are
preserved was not even known under the stronger hypothesis of a splendid Rickard equivalence.
One main point of view and crucial tool in this paper is that the Brauer construction of an (A,B)-bimodule
with respect to a twisted diagonal subgroup ∆(P, φ,Q) of G × H yields a module for the normalizer Y of
∆(P, φ,Q). Rather than working with the restriction of this Brauer construction to CG(P ) × CH(Q), we
consistently work with the resulting OY -module. This requires to lift the construction of tensor products of
bimodules to a generalized tensor product functor
−
X,Y
⊗
H
− : kXmod× kYmod→ k[X∗Y ]mod (2)
for an arbitrary commutative ring k and subgroups X 6 G × H and Y 6 H × K, where X ∗ Y 6 G × K is
the composition of X and Y , viewed as correspondences between G and H , and H and K, respectively . This
type of generalized tensor product was first used by Bouc in [Bc10b]. In Section 6 we develop the necessary
properties of this generalized tensor product. Another main ingredient of our approach is a formula for the
3
Brauer construction of the tensor product M ⊗OH N of two p-permutation bimodules M ∈ OGmodOH and
N ∈ OHmodOK in terms of a direct sum of tensor products of Brauer constructions of X and of Y . This
formula goes back to earlier work in [BD12] and is refined to a block-wise version in Section 7.
The paper is arranged as follows. Section 2 recalls facts about subgroups X of direct product groups G×H
and the composition X ∗ Y 6 G × K if Y 6 H × K. In Section 3 we recall the necessary preliminaries
on p-permutation modules and add some technical lemmas that are used later. Preliminaries on blocks and
Brauer pairs, together with some additional results on p-permutation modules in a block are given in Section 4.
In Section 5 we introduce Brauer pairs for p-permutation modules, generalizing the concept of Brauer pairs
of group algebras and blocks. We show that these Brauer pairs have very similar properties as the ones for
blocks, cf. Proposition 5.3. In Section 6 we introduce the generalized tensor product (2) and prove basic
properties of this construction. The main result in Section 7 is a formula (see Theorem 7.5) for the Brauer
construction of the tensor product of two p-permutation bimodules. This formula incorporates the generalized
tensor product and blocks. In Section 8 we recall Broue´’s notion of perfect isometry and prove several related
results, while Section 9 introduces various representation groups associated to p-permutation modules, their
relations with other representation groups, the notion of a Brauer pair for an element in the representation
group of p-permutation modules, and the notion of a p-permutation equivalence. In Section 10 we study Brauer
pairs of p-permutation equivalences and prove several surprising results; surprising, because one would not
expect them to hold for virtual modules, but only for actual modules (cf. Proposition 10.8 and Theorem 10.11).
Section 11 establishes that a p-permutation equivalence γ induces an isomorphism between the fusion systems
of the underlying blocks (Theorem 11.2) and p-permutation equivalences on local levels through the Brauer
construction with respect to a γ-Brauer pair (see Theorem 11.4). This section also contains character theoretic
results that are interesting in their own right (see Proposition 11.8) and imply that irreducible characters that
correspond via local equivalences have the same extension properties with respect to the inertia groups of their
corresponding Brauer pairs. These properties lead to the finiteness of p-permutation equivalences between
two given blocks. In Section 12 we prove a character theoretic criterion for an element in T∆(A,B) to be a
p-permutation equivalence which leads to the equivalence of the two conditions in (1). That a p-permutation
equivalence preserves the Ku¨lshammer-Puig classes is proved in Section 13. Section 14 establishes that every
p-permutation equivalence has a maximal module and that the Green correspondent of the maximal module
induces Morita equivalences between associated blocks on the local levels associated with the defect groups.
Finally, in Section 15 we show that p-permutation equivalences are logically nested between splendid Rickard
equivalences and isotypies.
1.7 Notation Throughout this paper we will use the following notation:
For a group G and g ∈ G we write cg : G→ G or just g− for the conjugation map x 7→ gxg−1. For subgroups
K and H of G, we write K 6G H to denote that K is G-conjugate to a subgroup of H .
For a ring R we denote by Z(R), R×, J(R) its center, its unit group, and its Jacobson radical, respectively.
Unadorned tensor products are taken over the ground ring that should be apparent from the context. For
R-modules M and N , we write M | N to indicate that M is isomorphic to a direct summand of N .
For a left G-set X , H 6 G, and x ∈ X , we write XH for the set of H-fixed points of X , [H\X ] for a set of
representatives of the H-orbits of X , and stabH(x) for the stabilizer of x in H .
Throughout this paper, (K,O, F ) denotes a p-modular system and pi denotes a prime element of O. We
say that (K,O, F ) is large enough for a finite group G if O contains a root of unity of order |G|. We write
·¯ : O → F and ·¯ : OG → FG for the natural epimorphisms. If M is an FG-module, we will view it without
further explanation also as OG-module via restriction along OG → FG. Thus, expressions as am ∈ M and
ab ∈ FG are defined for a ∈ OG, m ∈M and b ∈ FG.
2 Subgroups of direct product groups
This section recalls basic facts and constructions related to subgroups of direct product groups. For more details
the reader is referred to [Bc10a]
2.1 Let G, H , and K be finite groups and let X 6 G×H and Y 6 H ×K be subgroups.
(a) We denote by p1 : G×H → G and p2 : G×H → H the canonical projections. Setting
k1(X) := {g ∈ G | (g, 1) ∈ X} and k2(X) := {h ∈ H | (1, h) ∈ X}
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one obtains normal subgroups ki(X) of pi(X) and canonical isomorphisms X/(k1(X)×k2(X))→ pi(X)/ki(X),
for i = 1, 2, induced by the projection maps pi. The resulting isomorphism ηX : p2(X)/k2(X)
∼
→ p1(X)/k1(X)
satisfies ηX(hk2(X)) = gk1(X) if and only if (g, h) ∈ X . Here, (g, h) ∈ p1(X)× p2(X).
(b) If φ : Q
∼
→ P is an isomorphism between subgroups Q 6 H and P 6 G then
∆(P, φ,Q) := {(φ(y), y) | y ∈ Q}
is a subgroup of G×H . Subgroups arising this way will be called twisted diagonal subgroups of G×H . For P 6 G
we also set ∆(P ) := ∆(P, idP , P ) 6 G×G. Note that a subgroup X 6 G×H is twisted diagonal if and only if
k1(X) = {1} and k2(X) = {1}. Note also that for (g, h) ∈ G×H one has
(g,h)
∆(P, φ,Q) = ∆( gP, cgφc
−1
h ,
hQ).
(c) The subgroup X◦ := {(h, g) ∈ H × G | (g, h) ∈ X} of H × G is called the opposite subgroup of X .
Clearly, one has (X◦)◦ = X .
(d) The composition of X and Y is defined as
X ∗ Y := {(g, k) ∈ G×K | ∃h ∈ H : (g, h) ∈ X, (h, k) ∈ Y } .
It is a subgroup of G × K. Composition is associative. If ∆(P, φ,Q) 6 G × H and ∆(Q,ψ,R) 6 H ×K are
twisted diagonal subgroups then ∆(P, φ,Q)∗∆(Q,ψ,R) = ∆(P, φψ,R) 6 G×K. Note that (X ∗Y )◦ = Y ◦∗X◦,
for arbitrary X 6 G×H and Y 6 H ×K.
The following lemma follows immediately from the definitions.
2.2 Lemma Let G, H and K be finite groups and let X 6 G×H and Y 6 H ×K be subgroups.
(a) One has X ∗X◦ = ∆(p1(X)) · (k1(X)×{1}) = ∆(p1(X)) · ({1}× k2(X)) = ∆(p1(X)) · (k1(X)× k2(X)).
(b) One has X ∗X◦ ∗X = X .
(c) If p1(X) 6 P 6 NG(k1(X)) then
(
∆(P ) · (k1(X)× {1})
)
∗X = X .
(d) For any g ∈ G, h ∈ H , and k ∈ K, one has (g,h)X ∗ (h,k)Y = (g,k)(X ∗ Y ).
2.3 Notation Let G and H be finite groups, let ∆(P, φ,Q) be a twisted diagonal subgroup of G×H , and let
S 6 NG(P ) and T 6 NH(Q). We denote by N(S,φ,T ) the subgroup of S consisting of all elements g ∈ S such
that there exists an element h ∈ T satisfying cgφch = φ as functions from Q to P . Note that if S contains
CG(P ) then also N(S,φ,T ) contains CG(P ). Moreover, if P 6 S and Q 6 T then P 6 N(S,φ,T ). We further
set Nφ := N(NG(P ),φ,NH(Q)). Note that this definition of Nφ corresponds to Nφ−1 in the literature on fusion
systems, see for instance [AKO11].
The following proposition follows again immediately from the definitions and the conjugation formula in
2.1(b).
2.4 Proposition Let G and H be finite groups, let ∆(P, φ,Q) be a twisted diagonal subgroup of G×H , and
let CG(P ) 6 S 6 NG(P ) and CH(Q) 6 T 6 NH(Q) be intermediate subgroups.
(a) One has NG×G(∆(P )) = ∆(NG(P )) · (CG(P )× {1}) = ∆(NG(P )) · ({1} × CG(P )).
(b) For X := NG×H(∆(P, φ,Q)) one has k1(X) = CG(P ), k2(X) = CH(Q), p1(X) = Nφ, p2(X) = Nφ−1 .
(c) For X := NS×T (∆(P, φ,Q)) one has k1(X) = CG(P ), k2(X) = CH(Q), p1(X) = N(S,φ,T ), p2(X) =
N(T,φ−1,S).
3 p-permutation modules
In this section we recall module theoretic preliminaries and prove some results on p-permutation modules that
will be needed later. For standard concepts of modular representation theory the reader is referred to [NT89].
We first recall concepts for modules over group rings kG, where k is an arbitrary commutative ring.
3.1 Let k be a commutative ring and let G and H be finite groups.
(a) We always assume that, for a (kG, kH)-bimodule M , the induced left and right k-module structures
coincide: αm = mα for m ∈ M and α ∈ k. One obtains an isomorphism between categories kGmodkH ∼=
k[G×H]mod via the formula (g, h)m = gmh
−1 for m ∈ M and (g, h) ∈ G × H . We try to be consistent to
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translate a left G ×H-action into a (G,H)-biaction, i.e., we take the second component of the direct product
to the right hand side. Similarly, we may view left kG-modules as right kG-modules via the anti-involution
−∗ : kG→ kG, g 7→ g−1.
(b) For a (kG, kH)-bimodule M , we usually view its k-dual M◦ := Homk(M, k) as a (kH, kG)-bimodule via
(hfg)(m) := f(gmh), for f ∈M◦, m ∈M , g ∈ G and h ∈ H . Similarly, if M is a left (resp. right) kG-module,
we consider M◦ as right (resp. left) kG-module. However, we sometimes switch sides using the identification
in (a). More generally, if X 6 G × H and M is a left kX-module, we can view M◦ as left kX◦-module via
((h, g)f)(m) = f((g−1, h−1)m) for f ∈M◦, m ∈M and (g, h) ∈ X .
(c) The trivial kG-module has underlying k-module k and satisfies gα = α for all g ∈ G and α ∈ k. We
denote it by kG.
(d) If H 6 G, g ∈ G, and M is a kH-module, then we denote by gM the left k[ gH ]-module with underlying
k-module M and gH-action given by restricting the H-action along the isomorphism c−1g :
gH → H .
(e) For subgroups Q 6 P 6 G and a kG-module M we denote by MP := {m ∈M | xm = m for all x ∈ P}
the set of P -fixed points and by trPQ : M
Q →MP the relative trace map defined by m 7→
∑
x∈[P/Q] xm.
(f) Let H be a subgroup of G, let e ∈ kH ∩ Z(kG) be an idempotent, and let N be a kH-module. Then
IndGH(eN)
∼= eIndGH(N) as kG-modules. In fact, this follows from the obvious kG-module isomorphism kG⊗kH
eN ∼= e(kG⊗kH N).
(g) Recall that a permutation kG-module M is a module that is isomorphic to kX for some finite left G-set
X . Equivalently, M has a k-basis that is permuted by G.
Recall that (K,O, F ) denotes a p-modular system.
3.2 Let G be a finite group. The following constructions and statements will be used extensively throughout
the paper.
(a) One has a functor ?: OGmod→ FGmod, given on objects byM 7→M := FG⊗OGM ∼= F⊗OM ∼=M/piM .
(b) For any p-subgroup P 6 G, one has a functor −(P ) : OGmod→ F [NG(P )/P ]mod given on objects by
M 7→M(P ) :=MP /
(
piMP +
∑
Q<P
trPQ(M
Q)
)
.
The module M(P ) is called the Brauer construction of M at P . We often view M(P ) as F [NG(P )]-module via
inflation without notational indication. Similarly, one defines the Brauer construction M(P ) of an FG-module
M by M(P ) = MP /
∑
Q<P tr
P
Q(M
Q). The canonical map MP → M(P ) is denoted by BrMP , or just BrP , and
is called the Brauer map. Note that, for any intermediate subgroup P 6 H 6 NG(P ) and any OG-module or
FG-module M , one has Res
NG(P )
H (M(P )) =
(
ResGH(M)
)
(P ) as FH-modules.
(c) For a finite G-set X , the Brauer construction of the permutation OG-module OX can be described as
follows: The composition of the canonical maps O[XP ] → (OX)P → (OX)(P ) induces an isomorphism of
F [NG(P )/P ]-modules F [X
P ]
∼
→ (OX)(P ), see [Br85, (1.1)(3)]. In the special case where M = OG and G
acts by conjugation, the map BrOGP translates under the above canonical isomorphism to the projection map
brP = br
G
P : (OG)
P → FCG(P ),
∑
g∈G αgg 7→
∑
g∈CG(P )
αgg. This map is an O-algebra homomorphism, called
the Brauer homomorphism. Note that brP (Z(OG)) ⊆ Z(FCG(P ))NG(P ) = Z(FNG(P )) ∩ FCG(P ).
(d) Let H be a subgroup of G, let M be an indecomposable OG-module (resp. FG-module) with vertex P
and let N be an indecomposable OH-module (resp. FH-module) with vertex Q. IfM | IndGH(N) then P 6G Q.
If N | ResGH(M) then Q 6G P .
Recall that an OG-module (resp. FG-module) M is called a p-permutation module if ResGP (M) is a permu-
tation module for each p-subgroup P of G. An (OG,OH)-bimodule (resp. (FG,FH)-bimodule) M is called a
p-permutation bimodule if it is a p-permutation module when considered as O[G×H ]-module (resp. F [G×H ]-
module). If M is indecomposable its vertices form a conjugacy class of p-subgroups of G×H .
In the next part of this section we recall some basic properties of p-permutation modules that will be used
later. For more details on p-permutation modules we refer the reader to [Br85] and to [L18, Sections 5.10, 5.11].
3.3 Proposition Let G be a finite group.
(a) Let M be an OG-module or an FG-module. Then the following are equivalent:
(i) M is a p-permutation module.
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(ii) M is isomorphic to a direct summand of a permutation module.
(iii) Each indecomposable direct summand of M has the trivial module as source.
(b) The functor M 7→ M induces a vertex-preserving bijection between the set of isomorphism classes of
indecomposable p-permutationOG-modules and the set of isomorphism classes of indecomposable p-permutation
FG-modules.
(c) For each p-subgroup P of G, the Brauer construction M 7→ M(P ) induces a bijection between the
set of isomorphism classes of indecomposable p-permutation OG-modules (resp. FG-modules) with vertex P
and the set of isomorphism classes of indecomposable projective F [NG(P )/P ]-modules. Moreover, if M is
an indecomposable p-permutation FG-module with vertex P then the F [NG(P )]-module M(P ) is the Green
correspondent of M .
Proof See [Br85, (0.4), (3.2), (3.4), (3.5)].
3.4 Remark In view of (iii) in Part (a) of the previous proposition, p-permutation modules are often called
trivial source modules in the literature. The reformulations of Part (a) allow to see quickly that the class of trivial
source modules is closed under the usual constructions of restriction, induction, inflation, Brauer construction,
⊗O, ⊕, taking direct summands, and taking duals. Note that projective modules are p-permutation modules.
Note also that Part (b) and the Krull-Schmidt theorem imply that the functor ?: OGmod → FGmod induces
a bijection between the set of isomorphism classes of p-permutation OG-modules and the set of isomorphism
classes of p-permutation FG-modules. We will denote the category of p-permutation OG-modules by OGtriv.
Similarly we define FGtriv, OGtrivOH , etc.
3.5 Proposition Let G be a finite group, let M,N ∈ OGtriv, and let P be a p-subgroup of G.
(a) One has M(P )◦ ∼= (M◦)(P ) as F [NG(P )]-modules.
(b) One has canonical isomorphisms M(P ) ∼= M(P ) and (M ⊗O N)(P ) ∼= M(P ) ⊗F N(P ) of F [NG(P )]-
modules. Moreover, if Q is a p-subgroup of NG(P ) one has a canonical isomorphism (M(P ))(Q) ∼= M(PQ) of
F [NG(P ) ∩NG(Q)]-modules.
(c) The canonical map HomOG(M,N) → HomFG(M,N), f 7→ f , induces an F -linear isomorphism F ⊗O
HomOG(M,N)
∼
→ HomFG(M,N). In particular one has
dimK HomKG(K⊗OM,K⊗O N) = rkOHomOG(M,N) = dimF HomFG(M,N) .
Proof (a) See the proof of [Br85, (2.4)(2)].
(b) In all three cases one obtains natural homomorphisms which are functorial in M (resp. M and N).
Moreover, ifM (resp.M and N) is a permutation module then 3.2(c) implies that these maps are isomorphisms.
Thus, they are also isomorphisms for direct summands of permutation modules.
(c) This follows again immediately by reduction to the case of permutation modules.
The statements of the following lemma are folklore. We provide quick proofs for the reader’s convenience
and note that all statements also hold if M is a p-permutation FG-module, mutatis mutandis.
3.6 Lemma Let G be a finite group, let P be a p-subgroup of G, and let M ∈ OGtriv.
(a) Assume that M is indecomposable and that Q is a vertex of M . Then
M(P ) 6= {0} ⇐⇒ OP | Res
G
P (M) ⇐⇒ P 6G Q .
(b) Assume that M is indecomposable, that Q is a vertex of M , and that P is normal in G. Then one has
P 6 Q if and only if P acts trivially on M .
(c) Assume that M is indecomposable and that P is normal in G. Then one of the two following must hold:
(i) P acts trivially on M and M(P ) =M , or
(ii) OP ∤ Res
G
P (M) and M(P ) = {0}.
(d) There exists a decomposition ResGNG(P )(M) = L ⊕ N into O[NG(P )]-submodules with the following
property: P acts trivially on L and OP ∤ Res
NG(P )
P (N). Moreover, M(P )
∼= L.
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Proof (a) Let X be a P -set such that ResGP (M)
∼= OX as OP -modules. The first and second statement are
both equivalent to XP 6= ∅. Since the trivial OP -module has vertex P , 3.2(d) shows that the second statement
implies the third. Conversely, since M has trivial source, one has OQ | Res
G
Q(M), and the third statement
implies the second.
(b) If P acts trivially onM then OP | Res
G
P (M) and Part (a) implies P 6 Q. Conversely, sinceM | Ind
G
Q(FQ),
the Mackey formula and P 6 Q imply that P acts trivially on M .
(c) Let Q be a vertex of M . If P 6 Q then (i) holds by Part (b). If Q does not contain P then (ii) holds by
Part (a).
(d) This follows by applying Part (c) and the last statement in 3.2(b) to each indecomposable direct summand
of ResGNG(P )(M).
The following Lemma is well-known and an easy exercise.
3.7 Lemma Let G be a finite group, M ∈ FGtriv, P 6 G a p-subgroup, and let i ∈ (FG)
H be an idempotent,
fixed under the conjugation action of a subgroup H of G containing P . Then, for each m ∈ MP , one has
BrMP (im) = br
G
P (i)Br
M
P (m). In particular, one obtains a canonical isomorphism (iM)(P )
∼
→ brGP (i)M(P ) of
F [NH(P )]-modules.
The following lemma will be used repeatedly.
3.8 Lemma (a) Let G be a finite group, let M ∈ OGtriv be indecomposable, and let P be a p-subgroup of
G. Then each vertex of each indecomposable direct summand of the F [NG(P )]-module M(P ) is contained in a
vertex of M . (Note that M(P ) = {0} is possible, in which case the statement is vacuously true.)
(b) Let G and H be finite groups and let M ∈ OGtrivOH be indecomposable with twisted diagonal ver-
tices. Let X be any p-subgroup of G × H . Then each vertex of each indecomposable direct summand of the
F [NG×H(X)]-module M(X) is again twisted diagonal.
Proof Part (b) is an immediate consequence of Part (a). In order to prove Part (a), note that M(P ) =
M(P ) =
(
ResGNG(P )(M)
)
(P ) and, by Lemma 3.6(d), the latter F [NG(P )]-module is isomorphic to a direct
summand (possibly {0}) of ResGNG(P )(M). Thus, Proposition 3.3(b) and 3.2(d) imply the result.
The following lemma will be used in the proof of Proposition 11.5.
3.9 Lemma Let G be a finite group, let Q be a p-subgroup of G, let M ∈ F [NG(Q)]triv be indecomposable,
and let R be a vertex of M . If P is a p-subgroup of NG(Q) satisfying NG(P ) 6 NG(Q) and P 6
gR, for each
g ∈ GrNG(Q), then (Ind
G
NG(Q)(M))(P )
∼=M(P ) as F [NG(P )]-modules.
Proof By 3.2(b), it suffices to show that
(
ResGNG(P )(Ind
G
NG(Q)(M))
)
(P ) ∼=
(
Res
NG(Q)
NG(P )
(M)
)
(P ) as F [NG(P )]-
modules. The Mackey formula yields ResGNG(P )(Ind
G
NG(Q)(M))
∼=
⊕
g∈[NG(P )\G/NG(Q)]
Lg, where
Lg := Ind
NG(P )
NG(P )∩
g
NG(Q)
(
Res
g
NG(Q)
NG(P )∩
g
NG(Q)
( gM)
)
,
for g ∈ G. Since L1 = Res
NG(Q)
NG(P )
(M), it suffices to show that for each g ∈ G r NG(Q) one has Lg(P ) = {0}.
Assume that there exists an element g ∈ GrNG(Q) such that Lg(P ) 6= {0}. By Lemma 3.6(a), there exists an
indecomposable direct summand of Lg which has a vertex S that contains P . Two applications of 3.2(d) imply
that there exists x ∈ NG(Q) and y ∈ NG(P ) such that S 6
ygxR. Thus P 6 ygxR and, since y ∈ NG(P ), we
obtain P 6 gxR, with gx /∈ NG(Q), contradicting the hypothesis of the Lemma. The result now follows.
4 Block theoretic preliminaries
Throughout this section let G and H be finite groups and assume that (K,O, F ) is large enough for G and H
and that F = O/(pi) is algebraically closed.
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4.1 Blocks, Brauer pairs, defect groups. (a) Recall that OG has a unique decomposition OG = B1⊕ · · · ⊕Bt
into indecomposable two-sided ideals, the blocks of OG. If one decomposes the identity element of OG according
to the block decomposition, 1 = e1 + · · · + et, then e1, . . . , et are central, pairwise orthogonal idempotents of
OG and ei is an identity element of Bi, called the block idempotent of Bi. Thus, Bi = eiOG is an O-algebra in
its own right. The block idempotents of OG are precisely the primitive idempotents of Z(OG). The identity
element of a block B will be denoted by eB. One obtains a bijection B 7→ eB between the blocks of OG and
the primitive idempotents of Z(OG). Similar statements hold for FG and the reduction map ?: OG → FG,∑
g∈G αgg 7→ αgg induces bijections Bi 7→ Bi (resp. e 7→ e) between the blocks of OG and the blocks of FG
(resp. the block idempotents of OG and those of FG). More generally, B is called a sum of blocks of OG, if
B = eOG for some central idempotent e 6= 0 of OG, i.e., B =
⊕
i∈I Bi and e =
∑
i∈I ei for a unique subset I
of {1, . . . , t}. In this case eB := e is an identity of B. This way, sums of blocks and non-zero idempotents of
Z(OG) are in bijective correspondence. Similarly, one defines sums of blocks of FG. Every block idempotent
of O[G ×H ] = OG ⊗O OH is of the form e ⊗ f for uniquely determined block idempotents e of OG and f of
OH . Note that we identify the O-algebras O[G×H ] and OG⊗O OH via (g, h) 7→ g ⊗ h.
(b) Recall that a Brauer pair of FG is a pair (P, e), where P is a p-subgroup of G and e is a block idempotent
of F [CG(P )]. Note that the block idempotents of F [CG(P )] coincide with those of F [PCG(P )]. The group G
acts by conjugation on the set of Brauer pairs of FG:
g
(P, e) := ( gP, ge), for g ∈ G. We denote the G-stabilizer
of the Brauer pair (P, e) by NG(P, e). Note that PCG(P ) 6 NG(P, e) 6 NG(P ). For Brauer pairs (P, e) and
(Q, f) of FG, one writes (Q, f) P (P, e) if Q 6 P 6 NG(Q, f) and brP (f) ·e = e (or equivalently brP (f) ·e 6= 0).
The transitive closure of the relation P on the set of Brauer pairs of FG is denoted by 6. It is a partial order
and is respected by G-conjugation.
If e is a central idempotent of FG then brP (e) is an NG(P )-stable central idempotent of FCG(P ) and also
a central idempotent of FNG(P ), see 3.2(c). If B is a sum of blocks of FG, one says that a Brauer pair (P, e)
is a B-Brauer pair if brP (eB)e = e, or equivalently, brP (eB)e 6= 0. Every Brauer pair is a B-Brauer pair for a
unique block B of FG, and in this case ({1}, eB) 6 (P, e); see also Proposition 4.2(a) below. Let B be again a
sum of blocks of FG. The set of B-Brauer pairs is closed under G-conjugation and if (Q, f) 6 (P, e) are Brauer
pairs of FG then (P, e) is a B-Brauer pair if and only if (Q, f) is a B-Brauer pair. This follows also immediately
from Proposition 4.2(a) below. The set of B-Brauer pairs is denoted by BP(B).
For a sum B of blocks of OG we simply define BP(B) := BP(B) and call them Brauer pairs of B. Thus,
Brauer pairs by default are viewed as pairs (P, e), where e is an idempotent of a group algebra over F . Sometimes
it is convenient to lift the idempotent e to an idempotent over O. We denote the set of the resulting pairs by
BPO(B) or BPO(B).
(c) A defect group of a block B of FG is a subgroup D of G, minimal with respect to the property that
eB ∈ trGD((FG)
D), see [NT89, Section 5.1]. The defect groups of B form a G-conjugacy class of p-subgroups of
G. A subgroup D of G is a defect group of B if and only if ∆(D) is a vertex of B, viewed as indecomposable
F [G × G]-module, see [NT89, Theorem 10.8]. If P is a normal p-subgroup of G then P is contained in each
defect group of each block B, see [NT89, Theorem 5.2.8], and eB is contained in the F -span of the p
′-elements
of CG(P ), see [NT89, Theorem 3.6.22(ii)]. Similarly one defines defect groups of blocks of OG. All the above
statements hold again over O and defect groups don’t change under reduction of blocks modulo pi.
The following Proposition recalls more standard facts about Brauer pairs, see Theorem 1.8 and 1.14 in
[BrP80].
4.2 Proposition (a) For each Brauer pair (P, e) of FG and each subgroup Q 6 P , there exists a unique
Brauer pair (Q, f) of FG such that (Q, f) 6 (P, e). In particular, if (R, g) 6 (P, e) are Brauer pairs of FG and
R 6 Q 6 P then there exists a unique Brauer pair (Q, f) of FG satisfying (R, g) 6 (Q, f) 6 (P, e).
(b) Let (Q, f) and (P, e) be Brauer pairs of FG. If (Q, f) 6 (P, e) and Q P P then (Q, f) P (P, e).
(c) Let B be a block of FG. Then the maximal elements in the poset of B-Brauer pairs form a single full
conjugacy class. Moreover, a B-Brauer pair (P, e) is a maximal B-Brauer pair if and only if P is a defect group
of B.
The following Proposition is well-known. We give a proof for the reader’s convenience. Note that G × G
acts on FG via its F [G×G]-module structure and that G acts on FG via conjugation. These actions are linked
via the diagonal embedding ∆: G 7→ G×G, g 7→ (g, g), so that (FG)∆(H) = (FG)H for all subgroups H 6 G.
4.3 Proposition Let B be a block of FG and let eB denote the identity element of B. Furthermore, let (Q, e)
be a B-Brauer pair and set I := NG(Q, e).
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(a) One has B(∆(Q)) ∼= F [CG(Q)]brQ(eB) as F [NG×G(∆(Q))]-modules.
(b) One has eB(∆(Q))e ∼= F [CG(Q)]e as F [NI×I(∆(G))]-modules.
Proof (a) Recall that brQ : (FG)
Q → F [CG(Q)] is a surjective F -algebra homomorphism and an
F [NG×G(∆(Q))]-module homomorphism. Since B
Q = (FG)QeB and brQ is multiplicative, we obtain
brQ(B
Q) = brQ((FG)
Q)brQ(eB) = F [CG(Q)]brQ(eB). Moreover, we have ker(brQ) =
∑
R<Q tr
Q
R((FG)
R).
Thus, ker(brQ) ∩BQ =
∑
R<Q tr
Q
R(B
R). Altogether, we obtain
B(∆(Q)) = BQ
/ ∑
R<Q
trQR(B
R) ∼= F [CG(Q)]brQ(eB)
as F [NG×G(∆(Q))]-modules.
Part (b) follows immediately from Part (a).
4.4 The fusion system of a block. Next we define the fusion system associated to a block, a structure and
block invariant introduced by Puig. See [AKO11] for the definition of fusion systems, saturated fusion systems
and basic facts about them. Let B be a block of FG and let (P, e) be a maximal B-Brauer pair. For Q 6 P ,
denote by eQ the unique block idempotent of FCG(Q) such that (Q, eQ) 6 (P, e), cf. 4.2(a).
The fusion system of B, associated with (P, e), is the category F whose objects are the subgroups of P , and
whose morphism set HomF (Q,R), for subgroups Q and R of P , is defined as the set of group homomorphisms
arising as conjugation maps cg : Q→ R, where g ∈ G satisfies
g
(Q, eQ) 6 (R, eR). The category F is a saturated
fusion system on P , see for instance [AKO11, IV.3] for a proof.
Recall that, for a general fusion system F on a p-group P , a subgroup Q of P is called fully F-centralized
(resp. fully F-normalized) if |CP (Q)| > |CP (Q′)| (resp. |NP (Q)| > |NP (Q′)|) for all subgroups Q′ of P that are
F -isomorphic to Q. Recall also that a subgroup Q of P is called F-centric if CP (Q
′) = Z(Q′) for all Q′ that
are F -isomorphic to Q.
We will need the following result that goes back to Alperin and Broue´, see [AB79]. We’ll use the formulation
given in [L06, Theorems 2.4 and 2.5] and in [K07, Theorem 3.11(i)].
4.5 Proposition Let B be a block of FG, let (P, e) be a maximal B-Brauer pair, and let F be the fusion
system associated to B and (P, e). For every subgroup Q of P , denote by eQ the unique primitive idempotent
in Z(F [CG(Q)]) such that (Q, eQ) 6 (P, e).
(a) A subgroup Q of P is fully F -centralized if and only if CP (Q) is a defect group of F [CG(Q)]eQ. In this
case (CP (Q), eQCP (Q)) is a maximal Brauer pair of the block algebra F [CG(Q)]eQ. In particular, Q is F -centric
if and only if Z(Q) is a defect group of F [CG(Q)]eQ.
(b) A subgroup Q of P is fully F -normalized if and only if NP (Q) is a defect group of the block algebra
F [NG(Q, eQ)]eQ. In this case (NP (Q), eNP (Q)) is a maximal F [NG(Q, eQ)]eQ-Brauer pair.
4.6 Ku¨lshammer-Puig classes. Let (P, e) be a self-centralizing Brauer pair of FG, i.e., such that Z(P ) is the
defect group of the block F [CG(P )]e. Set I := NG(P, e) and I := I/PCG(P ). By [NT89, Theorems 5.8.10 and
5.8.11], P is the defect group of the block F [PCG(P )]e and hence, by [NT89, Lemma 5.8.12], the block algebra
F [PCG(P )]e has a unique simple module V . Since V is I-stable, the canonical cohomology class κ ∈ H2(I, F×),
assigned to the data PCG(P ) E I and V by Schur (see [NT89, Theorem 3.5.7]), is called the Ku¨lshammer-Puig
class of (P, e).
Recall that a surjective group homomorphism f : G → G induces two functors over any commutative ring
k: The inflation functor InfG
G
:
kGMod→ kGMod which is given by restriction along the homomorphism f ; and
the deflation functor DefG
G
: kGMod → kGMod which assigns to a kG-module M the largest factor-module on
which N := ker(f) acts trivially. More explicitly, DefG
G
(M) = kG ⊗kG M ∼= M/INM , where kG is viewed as
(kG, kG)-bimodule using f for the right module structure, and where IN is the ideal of kG generated by the
elements x− 1, x ∈ N . Note that IN = ker(kG→ kG).
4.7 Proposition Let B be a block of FG with normal defect group P E G.
(a) For any B-module M one has an FG-module isomorphism M/J(M) ∼= InfGG/PDef
G
G/P (M).
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(b) Let Q be a normal subgroup of G with Q 6 P . Then M 7→ InfGG/PDef
G
G/P (M) induces a bijection
between the set of isomorphism classes of indecomposable p-permutation B-modules with vertex Q and the set
of isomorphism classes of simple B-modules.
Proof Denote by · : FG→ F [G/P ] the canonical F -algebra homomorphism. Then, by [NT89, Theorems 5.8.10
and 5.8.7(ii)], B is a non-zero sum of blocks of F [G/P ] of defect 0 and therefore a semisimple F -algebra.
(a) As above, let IP denote the ideal of FG generated by the elements x− 1, x ∈ P . It suffices to show that
IPM = J(M). Since P is normal in G, P acts trivially on every simple B-module and IP annihilates every
simple B-module. Thus, IP ⊆ J(B) and IPM ⊆ J(B)M = J(M). For the converse it suffices to show that
M/IPM is semisimple as FG-module. But the FG-module M/IPM is the inflation of a semisimple B-module,
and therefore semisimple.
(b) By Proposition 3.3(c) the Brauer constructionM 7→M(Q) and InfGG/Q define inverse bijections between
the set of isomorphism classes of indecomposable p-permutation B-modules with vertex Q and the set of
isomorphism classes of projective indecomposable F [G/Q]-modules which after inflation belong to B. Each
such projective indecomposable F [G/Q]-module is the projective cover PV in F [G/Q]mod of a simple B-module
V , viewed as F [G/Q]-module. Thus, using Part (a), it suffices to show that for M = InfGG/Q(PV ) one has
M/J(M) ∼= V as FG-modules. But this is clear, since the FG-submodules U of M are the same as the
F [G/Q]-submodules of PV and the factor module M/U is semisimple as FG-module if and only if PV /U is
semisimple as F [G/Q]-module.
4.8 Proposition Let B be a block of FG with central defect group P , let Q 6 P , and denote by · : FG →
F [G/Q] the natural surjective F -algebra homomorphism.
(a) The image B ⊆ F [G/Q] of B is a block of F [G/Q] with defect group P/Q. Up to isomorphism, B has
a unique simple module V .
(b) Up to isomorphism, there exists a unique indecomposable p-permutation B-module M with vertex Q.
It is isomorphic to the inflation of the unique indecomposable projective B-module PV . Moreover, one has an
F [G/Q]-module isomorphism V ∼= Inf
G/Q
G/PDef
G
G/P (M) and Inf
G
G/Q(V ) is the unique simple B-module.
Proof (a) This follows from Theorems 5.8.10 and 5.8.11 and from Lemma 5.8.12 in [NT89].
(b) This follows from Proposition 4.7(b), Part (a), and Proposition 3.3(c).
5 Brauer pairs for p-permutation modules
Throughout this section, G denotes a finite group. In analogy to Brauer pairs for blocks, we introduce Brauer
pairs for p-permutation modules.
5.1 Definition Let M ∈ OGtriv or M ∈ FGtriv. We call a Brauer pair (P, e) of FG an M -Brauer pair if
M(P, e) := e ·M(P ) 6= {0}. Note that M(P, e) is an FIe-module, where I := NG(P, e). For M ∈ OGtriv the
set of M -Brauer pairs coincides with the set of M -Brauer pairs. It is denoted by BP(M) or BP(M). The
corresponding set of Brauer pairs over O will be denoted by BPO(M) or BPO(M).
This generalizes the notion of B-Brauer pairs for a block B of OG in the following sense: A Brauer pair
(P, e) of FG is a B-Brauer pair as defined in 4.1(b) if and only if (∆(P ), e ⊗ e∗) is a B-Brauer pair of the
indecomposable O[G×G]-module B as defined above.
5.2 We will use the following Morita equivalence between block algebras in the proof of the next two propo-
sitions. Recall from [NT89, Theorem 5.5.12] that if (Q, f) is a Brauer pair of OG, if I := NG(Q, f), and if
e := tr
NG(Q)
I (f) is the block idempotent ofO[NG(Q)] covering f , i.e., the unique block idempotent e ofO[NG(Q)]
such that ef 6= 0, then one has a Morita equivalence between O[NG(Q)]emod and OIfmod given by tensoring
from the left with the (OIf,O[NG(Q)]e)-bimodule fO[NG(Q)] = fO[NG(Q)]e. This functor is naturally iso-
morphic to the functor f · Res
NG(Q)
I . Its inverse is given by tensoring with the (O[NG(Q)]e,OIf)-bimodule
O[NG(Q)]f = eO[NG(Q)]f . It is naturally isomorphic to the functor Ind
NG(Q)
I . This Morita equivalence
induces a similar equivalence over F .
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The following proposition generalizes standard facts on Brauer pairs for blocks to Brauer pairs for p-
permutation modules. Part (c) can also be derived from Theorem 2.5 in [S90], but we give an independent
proof.
5.3 Proposition Let M be a p-permutation FG-module.
(a) Assume that M belongs to a sum of blocks B of FG, i.e., eBM =M . Then BP(M) 6 BP(B).
(b) BP(M) is a G-stable ideal in the poset BP(FG), i.e., it is stable under G-conjugation and if (Q, f) 6
(P, e) are Brauer pairs of FG such that (P, e) is an M -Brauer pair then also (Q, f) is an M -Brauer pair.
(c) Assume that M is indecomposable. Then the maximalM -Brauer pairs are precisely the M -Brauer pairs
(P, e), where P is a vertex of M . Moreover, any two maximal M -Brauer pairs are G-conjugate.
Proof (a) By Lemma 3.7 we have {0} 6= eM(P ) = e((eBM)(P )) = e brP (eB)M(P ), and therefore e brP (eB) 6=
0. Thus, (P, e) is a B-Brauer pair.
(b) For any Brauer pair (P, e) of FG and any g ∈ G one has ge ·M( gP ) ∼=
g(e ·M(P )) as F [NG(
gP, ge)]-
modules. Thus, (P, e) is an M -Brauer pair if and only if
g
(P, e) is an M -Brauer pair.
Now let (Q, f) 6 (P, e) be Brauer pairs of FG and assume that (P, e) is an M -Brauer pair. In order to
show that (Q, f) is an M -Brauer pair, we may assume that (Q, f) P (P, e). Then P 6 NG(Q, f) =: I and
brP (f)e = e. For the FI-module f ·M(Q), Lemma 3.7 and Proposition 3.5(b) imply the following isomorphisms
of FCG(P )-modules:
(
f ·M(Q)
)
(P ) ∼= brP (f) ·
(
M(Q)(P )
)
∼= brP (f) ·M(P ). With this we obtain {0} 6=
e ·M(P ) = e · brP (f) ·M(P ) ∼= e ·
(
f ·M(Q)
)
(P ), which implies f ·M(Q) 6= {0}.
(c) First we claim that any twoM -Brauer pairs of the form (P, e), where P is a vertex ofM , are G-conjugate.
As the vertices of M are G-conjugate, it suffices to fix a vertex P of M and to show that any two M -Brauer
pairs of the form (P, e) are NG(P )-conjugate. By Proposition 3.3(c), the F [NG(P )]-module M(P ) is the Green
correspondent of M . Thus, by Lemma 5.5.4 in [NT89], eM(P ) 6= {0} if and only if the block eF [CG(P )] is
covered by the block of FNG(P ) to whichM(P ) belongs. But all these blocks eF [CG(P )] are NG(P )-conjugate,
see Lemma 5.5.3 in [NT89], and the claim is proved.
In order to prove the statements in (c) it suffices now to show the following claim: Each M -Brauer pair
(Q, f) is contained in some M -Brauer pair (P, e), where P is a vertex of M . First note that, since (Q, f) is an
M -Brauer pair, we haveM(Q) 6= {0}. This implies that Q is contained in a vertex P ofM (see Lemma 3.6(a)).
We proceed by induction on the index [P : Q]. If Q = P , the claim is trivially true. Assume now that
Q < P . Set I := NG(Q, f). Since (Q, f) is an M -Brauer pair, we have fM(Q) 6= {0} and there exists
an indecomposable direct summand N of the F [NG(Q)]-module M(Q) such that fN 6= {0}. By 5.2, the
FIf -module fN is indecomposable. Assume first that fN has vertex Q. Since, by 5.2, fN | Res
NG(Q)
I (N) and
N ∼= Ind
NG(Q)
I (fN), also N has vertex Q (see 3.2(d)). Since N |M(Q) | Res
G
NG(Q)(M) (see Lemma 3.6(d)), also
M has vertex Q by the Burry-Carlson-Puig Theorem (see [NT89, Theorem 4.4.6]), a contradiction. Thus, the
FIf -module fN has a vertex R with Q < R. By Lemma 3.6(a) we have (fN)(R) 6= {0}. Since fN | fM(Q), we
also have (fM(Q))(R) 6= {0}. Since {0} 6= (fM(Q))(R) ∼= brR(f)M(R) as F [CG(R)]-modules (see Lemma 3.7
and Proposition 3.5(b)) we obtain brR(f) 6= 0, and since brR(f) is central in F [CG(R)], there exists a block
idempotent e of FCG(R) such that e brR(f) = e and e ·M(R) 6= {0}. As R 6 I and e brR(f) = e, we have
(Q, f) ⊳ (R, e). Since e ·M(R) 6= {0}, also (R, e) is an M -Brauer pair. Applying the induction hypothesis to
(R, e) we have (R, e) 6 (P ′, e′) for some M -Brauer pair (P ′, e′) such that P ′ is a vertex of M . This concludes
the proof.
5.4 Proposition LetM and N be indecomposable p-permutation FG-modules, suppose that (P, e) ∈ BP(FG)
is both a maximal M -Brauer pair and a maximal N -Brauer pair, and set I := NG(P, e). Then M(P, e) and
N(P, e) are indecomposable p-permutation FIe-modules. Moreover, M ∼= N if and only if M(P, e) ∼= N(P, e)
as FIe-modules.
Proof This is an immediate consequence of Proposition 5.3(c), the Green correspondence, and the Morita
equivalence from 5.2 (with (Q, f) replaced by (P, e)).
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6 Extended tensor products and homomorphisms
Throughout this section, G, H , and K denote finite groups and k denotes a commutative ring. We consider
extended versions of tensor products and homomorphism sets of bimodules for group algebras and prove several
basic facts about this construction.
6.1 (a) Let X 6 G × H and Y 6 H × K. Further, let M ∈ kXmod and N ∈ kYmod. Since k1(X) ×
k2(X) 6 X , the k-module M can be viewed as (k[k1(X)], k[k2(X)])-bimodule. Similarly, N can be considered
as (k[k1(Y )], k[k2(Y )])-bimodule, andM⊗k[k2(X)∩k1(Y )]N is a (k[k1(X)], k[k2(Y )])-bimodule. Note that k1(X)×
k2(Y ) 6 X ∗ Y and that this bimodule structure can be extended to a k[X ∗ Y ]-module structure such that, for
(g, k) ∈ X ∗ Y , m ∈M , and n ∈ N , one has
(g, k) · (m⊗ n) = (g, h)m⊗ (h, k)n , (3)
where h ∈ H is chosen such that (g, h) ∈ X and (h, k) ∈ Y . To the best of our knowledge, this construction
was first used in [Bc10b]. We will denote this extended tensor product by M
X,Y
⊗
kH
N ∈ k[X∗Y ]mod and obtain a
functor −
X,Y
⊗
kH
− : kXmod× kYmod→ k[X∗Y ]mod. A quick calculation shows that this construction is associative:
If also L is a finite group, Z 6 K × L, and P ∈ kZmod then (M
X,Y
⊗
kH
N)
X∗Y ,Z
⊗
kK
P and M
X,Y ∗Z
⊗
kH
(N
Y,Z
⊗
kK
P ) are
canonically isomorphic under (m ⊗ n) ⊗ p 7→ m ⊗ (n ⊗ p), for m ∈ M , n ∈ N and p ∈ P . Clearly,
X,Y
⊗
kH
also
behaves distributively with respect to direct sums. Moreover, for any g ∈ G, h ∈ H , and k ∈ K one has an
isomorphism
(g,k)
(M
X,Y
⊗
kH
N) ∼= (g,h)M
(g,h)
X,
(h,k)
Y
⊗
kH
(h,k)N (4)
of k[
(g,k)
(X ∗ Y )]-modules, cf. Lemma 2.2(d).
(b) Let X 6 H × G, Y 6 H × K, M ∈ kXmod, and N ∈ kYmod. Then, M ∈ k[k1(X)]modk[k2(X)], N ∈
k[k1(Y )]modk[k2(Y )] and consequently, Homk[k1(X)∩k1(Y )](M,N) ∈ k[k2(X)]modk[k2(Y )]. This bimodule structure
can be extended to a k[X◦ ∗ Y ]-module structure satisfying(
(g, k) · f
)
(m) = (h, k)f
(
(h, g)−1m
)
,
for (g, k) ∈ X◦ ∗Y , f ∈ Homk[k1(X)∩k1(Y )](M,N), and m ∈M , where h ∈ H is chosen such that (h, g) ∈ X and
(h, k) ∈ Y . We leave the details of this straightforward verification to the reader. We will denote the resulting
k[X◦ ∗ Y ]-module by LHomX,Y
kH (M,N). The symbol LHom is used, since often G, H and K will coincide and
it might not be clear if one uses homomorphisms of left modules or right modules.
(c) Let X 6 G×H , Y 6 K ×H , M ∈ kXmod, and N ∈ kYmod. Similarly as in (b), considering homomor-
phisms with respect to right module structures, we obtain Homk[k2(X)∩k2(Y )](M,N) ∈ k[k1(Y )]modk[k1(X)]. This
bimodule structure can be extended to a k[Y ∗X◦]-module structure satisfying(
(k, g) · f
)
(m) = (k, h)f
(
(g, h)−1m
)
,
for (k, g) ∈ Y ∗X◦, f ∈ Homk[k2(X)∩k2(Y )](M,N), and m ∈ M , were h ∈ H is chosen such that (k, h) ∈ Y and
(g, h) ∈ X . We denote the resulting k[Y ∗X◦]-module by RHomX,Y
kH (M,N).
(d) Let X , Y , M , and N be as in (c). Note that, by restriction along the flip isomorphism τ : X → X◦,
(g, h) 7→ (h, g), we obtain a kX◦-module M τ and similarly, a kY ◦-module N τ . With these operations, one has
the equality RHomX,Y
kH (M,N)
τ = LHomX
◦,Y ◦
kH (M
τ , N τ ) of k[X ∗ Y ◦]-modules.
Note that the tensor product construction in 6.1(a) generalizes both the tensor product of bimodules (when
X = G×H and Y = H ×K) and the internal tensor product of kG-modules (when X = Y = ∆(G)).
For later use, we will state the following theorem due to Serge Bouc, see [Bc10b].
6.2 Theorem Let X 6 G×H , Y 6 H ×K, M ∈ kXmod and N ∈ kYmod. Then one has an isomorphism
IndG×HX (M)⊗kH Ind
H×K
Y (N)
∼=
⊕
t∈[p2(X)\H/p1(Y )]
IndG×K
X∗
(t,1)
Y
(M
X,
(t,1)
Y
⊗
kH
(t,1)N)
of (kG, kH)-bimodules.
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In the sequel we need to establish a list of functorial properties of the extended construction of tensor
products and homomorphism functors. The following proposition generalizes the usual adjunction between the
tensor product and homomorphism functors.
6.3 Proposition Let G, H , K and L be finite groups, let X 6 G ×H , Y 6 H ×K and Z 6 G × L, and let
M ∈ kXmod, N ∈ kYmod and P ∈ kZmod. Then there exists an isomorphism
LHomX∗Y,Z
kG
(
M
X,Y
⊗
kH
N,P
)
∼= LHom
Y,X◦∗Z
kH
(
N,LHomX,Z
kG (M,P )
)
of k[(X ∗ Y )◦ ∗ Z]-modules which is functorial in M , N and P .
Proof It is a straightforward verification that the functions
Homk[k1(X∗Y )∩k1(Z)]
(
M ⊗k[k2(X)∩k1(Y )] N,P
)
↔ Homk[k1(Y )∩k1(X◦∗Z)]
(
N,Homk[k1(X)∩k1(Z)](M,P )
)
f 7→
(
n 7→
(
m 7→ f(m⊗ n)
))(
m⊗ n 7→ (f ′(n))(m)
)
←7 f ′
are well-defined, mutually inverse homomorphisms of k[(X ∗ Y )◦ ∗ Z]-modules and natural in M , N and P .
A similar adjunction isomorphism exists for RHom and can be deduced from the above proposition via the
functor −τ , see 6.1(d).
In the special case where Y = X◦ and Z = X ∗ X◦, the following proposition gives a different type of
adjunction. Recall from Lemma 2.2(b) that X ∗X◦ ∗X = X and X◦ ∗X ∗X◦ = X◦.
6.4 Proposition Let X ∈ G×H , M ∈ kXmod, N ∈ kX◦mod, and P ∈ k[X∗X◦]mod.
(a) There exists an isomorphism
Homk[X∗X◦](M
X,X◦
⊗
kH
N,P ) ∼= HomkX◦
(
N,LHomX,X∗X
◦
kG (M,P )
)
of k-modules which is natural in M , N and P .
(b) There exists an isomorphism
Homk[X∗X◦](M
X,X◦
⊗
kH
N,P ) ∼= HomkX
(
M,RHomX
◦,X∗X◦
kG (N,P )
)
of k-modules which is natural in M , N and P .
Proof (a) Again, it is straightforward to verify that the maps
Homk[X∗X◦]
(
M ⊗kk2(X) N,P
)
↔ HomkX◦
(
N,Homkk1(X)(M,P )
)
f 7→
(
n 7→
(
m 7→ f(m⊗ n)
))(
m⊗ n 7→ (f ′(n))(m)
)
←7 f ′
are well-defined, mutually inverse k-module homomorphisms which are natural in M , N and P .
(b) The maps analogous to the ones in (a) give again the desired isomorphisms.
The following lemma generalizes a well-known compatibility of the tensor product and induction in the
special case that G = H = K, X = Y = ∆(G).
6.5 Lemma Let X ′ 6 X 6 G×H and Y ′ 6 Y 6 H ×K.
(a) Let M ′ ∈ kX′mod and N ∈ kYmod. There exists a k[X ∗ Y ]-module homomorphism
α1 : Ind
X∗Y
X′∗Y (M
′
X′,Y
⊗
kH
N)→ IndXX′(M
′)
X,Y
⊗
kH
N
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which maps (g, k)⊗ (m′ ⊗ n) to
(
(g, h)⊗m′
)
⊗ (h, k)n, for (g, k) ∈ X ∗ Y , m′ ∈ M ′ and n ∈ N , where h ∈ H
is chosen such that (g, h) ∈ X and (h, k) ∈ Y . The homomorphism α1 is functorial in M ′ and N , and if
p2(X) 6 p1(Y ) then α1 is an isomorphism.
(b) Let M ∈ kXmod and N ′ ∈ kY ′mod. There exists a k[X ∗ Y ]-module homomorphism
α2 : Ind
X∗Y
X∗Y ′(M
X,Y ′
⊗
kH
N ′)→M
X,Y
⊗
kH
IndYY ′(N
′)
which maps (g, k)⊗ (m⊗ n′) to (g, h)m⊗
(
(h, k)⊗ n′), for (g, k) ∈ X ∗ Y , m ∈M , and n′ ∈ N ′, where h ∈ H
is chosen such that (g, h) ∈ X and (h, k) ∈ Y . The homomorphism α2 is functorial in M and N ′, and if
p2(X) > p1(Y ) then it is an isomorphism.
Proof We only prove Part (a). Part (b) is proved similarly. It is straightforward to verify that the map α1 is well-
defined and a natural k[X ∗ Y ]-module homomorphism. Now assume that p2(X) 6 p1(Y ). It is again straight-
forward to verify that one obtains a well-defined k[X ∗ Y ]-module homomorphism β1 : Ind
X
X′(M
′)
X,Y
⊗
kH
N →
IndX∗YX′∗Y (M
′
X′,Y
⊗
kH
N) by mapping
(
(g, h) ⊗m′
)
⊗ n to (g, k) ⊗
(
m′ ⊗ (h, k)−1n
)
, for (g, h) ∈ X , m′ ∈ M ′, and
n ∈ N , were k ∈ K is chosen such that (h, k) ∈ Y (using p2(X) 6 p1(Y )). It is obvious that α1 and β1 are
inverses.
6.6 Let X 6 G ×H and M ∈ kXmod. Recall from Lemma 2.2(a) that X ∗X◦ = (k1(X) × {1})∆(p1(X)) =
{(g, g′) ∈ p1(X)× p1(X) | gk1(X) = g′k1(X)}. Moreover, k[k1(X)] can be considered as left k[X ∗X◦]-module
via (g, g′)n := gng′−1, for n ∈ k1(X) and (g, g′) ∈ X ∗X◦. Thus, we obtain a k[X ]-module k[k1(X)]
X∗X◦,X
⊗
kG
M
and a k[X◦]-module LHomX,X∗X
◦
kG (M, k[k1(X)]), sinceX∗X
◦∗X = X andX◦∗X∗X◦ = X◦ (see Lemma 2.2(b)).
Similarly, k[k2(X)] is a left k[X
◦ ∗ X ]-module via (h, h′)n = hnh′−1 for n ∈ k2(X) and (h, h′) ∈ X◦ ∗ X .
Thus, one obtains a k[X ]-module M
X,X◦∗X
⊗
kH
k[k2(X)] and a k[X
◦]-module RHomX,X
◦∗X
kH (M, k[k2(X)]).
We leave the straightforward proof of the following proposition to the reader.
6.7 Proposition Let X 6 G×H and M ∈ kXmod.
(a) The map
M◦ → LHomX,X∗X
◦
kG (M, k[k1(X)]) , λ 7→
(
m 7→
∑
g∈k1(X)
λ(g−1m)g
)
,
is a well-defined isomorphism of kX◦-modules. Its inverse maps the homomorphism f to
(
m 7→ t(f(m))
)
, where
t denotes the k-linear extension of k1(X)→ k, g 7→ δg,1.
(b) The map
M◦ → RHomX,X
◦∗X
kH (M, k[k2(X)]) , λ 7→
(
m 7→
∑
h∈k2(X)
λ(mh−1)h
)
,
is a well-defined isomorphism of kX◦-modules. Its inverse maps f to
(
m 7→ t(f(m))
)
.
(c) The maps a⊗m 7→ am and m⊗ a 7→ ma define k[X ]-module isomorphisms
k[k1(X)]
X∗X◦,X
⊗
kG
M →M and M
X,X◦∗X
⊗
kH
k[k2(X)]→M
with inverses given by m 7→ 1⊗m and m 7→ m⊗ 1.
(d) Assume that K 6 k1(X) with K E p1(X), that e ∈ Z(k[k1(X)])p1(X) is an idempotent, and that
M ∈ kX(e⊗1)mod. Then one has an isomorphism of kX-modules
InfXX/(K×{1})Def
X
X/(K×{1})(M) = k[X/(K × {1})]⊗kX M
∼= k[k1(X)/K]e
X∗X◦,X
⊗
kG
M ,
given by (g, h)(K×{1})⊗m 7→ e⊗(g, h)m with inverse (gK)e⊗m 7→ 1⊗(g, 1)m, where e is the image of e under
the canonical k-algebra homomorphism k[k1(X)]→ k[k1(X)/K] and where k[k1(X)/K]e is a k[X ∗X◦]-module
via (g1, g2) · a = g1ag
−1
2 for (g1, g2) ∈ X ∗X
◦ and a ∈ k[k1(X)/K]e.
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6.8 Proposition (a) Let X 6 G×H , Y 6 G×K, M ∈ kXmod, and N ∈ kYmod. The map
α1 : LHom
X,X∗X◦
kG (M, k[k1(X)])
X◦,Y
⊗
kG
N → LHomX,Y
kG (M,N) , f ⊗ n 7→
(
m 7→ t(f(m))n
)
,
is a well-defined k[X◦ ∗ Y ]-module homomorphism and functorial in M and N . Here t denotes the canoni-
cal projection map k[k1(X)] → k[k1(X) ∩ k1(Y )]. If M is projective as left k[k1(X)]-module then α1 is an
isomorphism.
(b) Let X 6 G×H , Y 6 K ×H , M ∈ kXmod, and N ∈ kYmod. The map
α2 : N
Y,X◦
⊗
kH
RHomX,X
◦∗X
kH (M, k[k2(X)])→ RHom
X,Y
kH (M,N) , n⊗ f 7→
(
m 7→ nt(f(m))
)
,
is a well-defined k[Y ∗X◦]-module homomorphism and functorial in M and N . Here, t denotes the canonical
projection map k[k2(X)] → k[k2(X) ∩ k2(Y )]. If M is projective as right k[k2(X)]-module then α2 is an
isomorphism.
Proof (a) Set A := k1(X) ∩ k1(Y ) and B := k1(X). It is straightforward to verify that
α1 : HomkB
(
M, kB
)
⊗kA N → HomkA(M,N) , (f ⊗ n) 7→
(
m 7→ t(f(m))n
)
,
is well-defined and functorial in M and N . A careful but straightforward computation also shows that α1 is a
k[X◦ ∗ Y ]-module homomorphism. Next assume that M is projective as left kB-module. Note that, for fixed
N , the map α1 is also a natural transformation between two additive contravariant functors kBmod → kmod.
Thus, in order to show that α1 is an isomorphism it suffices to show this when M = kB. Using the natural
isomorphism kB → HomkB(kB, kB), b 7→ ρb, with ρb(b
′) = b′b for b, b′ ∈ B, it suffices to show that the k-linear
map
α˜1 : kB ⊗kA N → HomkA(kB,N) , b⊗ n 7→
(
b′ 7→ t(b′b)n
)
,
is bijective. But this is easily verified: If b1, . . . , bd ∈ B are representatives of B/A, then the map
β˜1 : HomkA(kB,N)→ kB ⊗kA N , f
′ 7→
d∑
i=1
bi ⊗ f
′(b−1i ) ,
is an inverse to α˜1.
(b) This is proved in a similar way as Part (a).
6.9 Corollary Let X 6 G×H , M ∈ kXmod, N ∈ kX◦mod, and P ∈ k[X∗X◦]mod.
(a) If M is projective as left k[k1(X)]-module then one has a k-module isomorphism
Homk[X∗X◦]
(
M
X,X◦
⊗
kH
N,P
)
∼= HomkX◦
(
N,M◦
X◦,X∗X◦
⊗
kG
P
)
.
(b) If N is projective as right k[k1(X)]-module then one has a k-module isomorphism
Homk[X∗X◦]
(
M
X,X◦
⊗
kH
N,P
)
∼= HomkX
(
M,P
X∗X◦,X
⊗
kG
N◦
)
.
Proof This follows immediately from Propositions 6.4, 6.8, and 6.7.
The following lemma will be used in the proof of Lemma 10.4. Recall the definition of N(S,φ,T ) from 2.3.
6.10 Lemma Let φ : Q
∼
→ P be an isomorphism between subgroups Q 6 H and P 6 G. Furthermore,
let CG(P ) 6 S 6 NG(P ) and CH(Q) 6 T 6 NH(Q) be intermediate groups. Set X := NS×S(∆(P )),
X ′ := ∆(N(S,φ,T ))(CG(P )× {1}) 6 G×G, and Y := NS×T (∆(P, φ,Q)) 6 G×H .
(a) One has Y ∗ Y ◦ = X ′ 6 X = X ∗X , X ∗X ′ = X ′ and X ∗ Y = X ′ ∗ Y = Y .
(b) Let M ∈ kYmod, N ∈ kY ◦mod, and V,W ∈ kXmod. If N is projective as right k[CG(P )]-module then
one has a k-linear isomorphism
HomkY
(
V
X,Y
⊗
kG
M,W
X,Y
⊗
kG
N◦
)
∼= HomkX
(
V
X,X
⊗
kG
IndXX′(M
Y,Y ◦
⊗
kH
N),W
)
.
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Proof (a) All assertions follow immediately from Lemma 2.2 and Proposition 2.4.
(b) By Part (a), Lemma 6.5(b), and the associativity property in 6.1(a) we obtain isomorphisms
V
X,X
⊗
kG
IndXX′(M
Y,Y ◦
⊗
kH
N) ∼= IndX∗XX∗X′
(
V
X,X′
⊗
kG
(M
Y,Y ◦
⊗
kH
N)
)
∼= IndXX′
(
(V
X,Y
⊗
kG
M)
X∗Y ,Y ◦
⊗
kH
N
)
of kX-modules. Thus, using again Part (a), the usual adjunction of Ind and Res, and Corollary 6.9(b), we
obtain isomorphisms
HomkX
(
V
X,X
⊗
kG
IndXX′(M
Y,Y ◦
⊗
kH
N),W
)
∼= HomkX
(
IndXX′
(
(V
X,Y
⊗
kG
M)
X∗Y ,Y ◦
⊗
kH
N
)
,W
)
∼=
∼= HomkX′
(
(V
X,Y
⊗
kG
M)
X∗Y ,Y ◦
⊗
kH
N,ResXX′(W )
)
∼= HomkY
(
V
X,Y
⊗
kG
M,ResXX′(W )
X′,Y
⊗
kG
N◦
)
of k-modules, since N is projective as right module for k[CG(P )] = k[k1(Y
◦)], see Proposition 2.4(c). Finally,
ResXX′(W )
X′,Y
⊗
kG
N◦ = W
X,Y
⊗
kG
N◦ as k[Y ]-modules, since X ′ ∗ Y = X ∗ Y = Y by Part (a) and since k2(X ′) =
CG(P ) = k2(X) by Proposition 2.4(c). This completes the proof.
7 Tensor products of p-permutation bimodules
Throughout this section, G, H and K denote finite groups.
7.1 Let k be a commutative ring. The following observation will allow us to create situations where α1 and
α2 in Lemma 6.5 are isomorphisms. Let X 6 G×H , Y 6 H ×K, M ∈ kXmod, and N ∈ kYmod. We define
X˜ := {(g, h) ∈ X | ∃k ∈ K : (h, k) ∈ Y } .
Then X˜ 6 X , p2(X˜) 6 p1(Y ), k2(X˜) ∩ k1(Y ) = k2(X) ∩ k1(Y ), and X˜ ∗ Y = X ∗ Y . Moreover, one has
ResX
X˜
(M)
X˜,Y
⊗
kH
N =M
X,Y
⊗
kH
N as k[X∗Y ]-modules. Similarly, one can define Y˜ 6 Y with the analogous properties.
The use of this method is illustrated in the proof of the following lemma.
For the remainder of this section we assume that O is a complete discrete valuation ring of characteristic 0
with residue field F of characteristic p > 0.
7.2 Lemma Let X 6 G×H and Y 6 H ×K.
(a) If M ∈ OXtriv and N ∈ OY triv then M
X,Y
⊗
OH
N ∈ O[X∗Y ]triv.
(b) If M ∈ OXmod and N ∈ OYmod are indecomposable with twisted diagonal vertices then each indecom-
posable direct summand of the O[X ∗ Y ]-module M
X,Y
⊗
OH
N has twisted diagonal vertices.
Proof (a) This can easily be seen by using a tensor product construction on bisets. We give a different proof
to illustrate the method from 7.1. Since ResX
X˜
(M) is again a p-permutation module, we may assume that
p2(X) 6 p1(Y ). Next, since
X,Y
⊗
OH
respects direct sums, we may assume that M = IndXX′(OX′) for some subgroup
X ′ of X . Using Lemma 6.5(a), we obtain M
X,Y
⊗
OH
N ∼= IndX∗YX′∗Y (OX′
X′,Y
⊗
OH
N). Since the class of p-permutation
modules is stable under induction, we may assume that X = X ′ and M = OX . Similar arguments for Y and N
reduce further to the case that N = OY . But in this case we have M
X,Y
⊗
OH
N = OX∗Y , the trivial module, which
is a p-permutation module.
(b) Since
X,Y
⊗
OH
respects direct sums and by 3.2(d), we may use 7.1 to reduce to the case where p2(X) 6
p1(Y ). Since
X,Y
⊗
OH
respects direct sums, we may also assume that M = IndXX′(M
′) for some twisted diagonal
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subgroup X ′ of X and some indecomposable moduleM ′ ∈ OX′mod. Lemma 6.5(a) now implies thatM
X,Y
⊗
OH
N ∼=
IndX∗YX′∗Y (M
′
X′,Y
⊗
OH
N), and by 3.2(d) we may assume that X is twisted diagonal. Similar considerations for Y
and N reduce further to the situation that also Y is twisted diagonal. But then also X ∗ Y and its subgroups
are twisted diagonal. This completes the proof.
Next we recall and improve Theorem 3.3 from [BD12]. For a fixed twisted diagonal p-subgroup ∆(P, σ,R) 6
G×K we denote by Γ = ΓH(P, σ,R) the set of triples (φ,Q, ψ), where Q 6 H and ψ : R
∼
→ Q and φ : Q
∼
→ P
are isomorphisms with φ ◦ ψ = σ. The group H acts on ΓH(P, σ,R) by
h
(φ,Q, ψ) := (φc−1h ,
hQ, chψ). Note
that stabH(φ,Q, ψ) = CH(Q). For M ∈ OGmodOH , N ∈ OHmodOK , and (φ,Q, ψ) ∈ ΓH(P, σ,Q), one has an
(F [CG(P )], F [CK(R)])-bimodule homomorphism
Φ(φ,Q,ψ) : M(∆(P, φ,Q)) ⊗F [CH(Q)] N(∆(Q,ψ,R)) → (M ⊗OH N)(∆(P, σ,R)) , (5)
Br∆(P,φ,Q)(m)⊗ Br∆(Q,ψ,R)(n) 7→ Br∆(P,σ,R)(m⊗ n) ,
see [BD12, 3.1(h)], which is natural in M and N . The following theorem describes (M ⊗OH N)(∆(P, σ,R)) as
(F [CG(P )], F [CK(R)])-bimodule, for a particular class of modules M and N .
7.3 Theorem ([BD12, Theorem 3.3]) Let ∆(P, σ,R) 6 G × K be a twisted diagonal p-subgroup, let Γ =
ΓH(P, σ,R) be as above and let Γ˜ ⊆ Γ be a set of representatives of the H-orbits of Γ. Furthermore let
M ∈ OGtrivOH and N ∈ OHtrivOK be p-permutation bimodules all of whose indecomposable direct summands
have twisted diagonal vertices. Then the direct sum of the homomorphisms Φ(φ,Q,ψ), (φ,Q, ψ) ∈ Γ˜ yields an
isomorphism
Φ:
⊕
(φ,Q,ψ)∈Γ˜
M(∆(P, φ,Q)) ⊗F [CH(Q)] N(∆(Q,ψ,R)) → (M ⊗OH N)(∆(P, σ,R)) (6)
of (F [CG(P )], F [CK(R)])-bimodules which is natural in M and N .
Note that not only CG(P ) × CK(R), but also the bigger group NG×K(∆(P, σ,R)) acts on the right
hand side of the isomorphism (6). The corollary below describes the F [NG×K(∆(P, σ,R))]-module struc-
ture of (M ⊗OH N)(∆(P, σ,R)). First note that the domain of the homomorphism Φ(φ,Q,ψ) in (5) car-
ries an F [NG×H(∆(P, φ,Q)) ∗ NH×K(∆(Q,ψ,R))]-module structure via the extended tensor product con-
struction in 6.1. This module structure extends the F [CG(P )] × F [CK(R)]-module structure from (5),
since k1(NG×H(∆(P, φ,Q))) = CG(P ), k2(NG×H(∆(P, φ,Q))) = CH(Q) = k1(NH×K(∆(Q,ψ,R))) and
k2(NH×K(∆(Q,ψ,R))) = CK(R) by Proposition 2.4(b). It is a straightforward verification that Φ(φ,Q,ψ) in (5)
actually defines a homomorphism
Φ(φ,Q,ψ) : M(∆(P, φ,Q))
NG×H (∆(P,φ,Q)),NH×K(∆(Q,ψ,R))
⊗
FH
→ (M ⊗OH N)(∆(P, σ,R)) (7)
of F [NG×H(∆(P, φ,Q)) ∗NH×K(∆(Q,ψ,R))]-modules.
7.4 Corollary Let M ∈ OGtrivOH , N ∈ OHtrivOK , (P, σ,R) 6 G × K, and Γ˜ ⊆ Γ = ΓH(P, σ,R) be as in
Theorem 7.3.
(a) The group NG×K(∆(P, σ,R)) × H acts on Γ via
((g,k),h)
(φ,Q, ψ) := (cgφc
−1
h ,
hQ, chψc
−1
k ). For the
induced action of NG×K(∆(P, σ,R)) on the H-orbits [φ,Q, ψ]H of Γ one has stabNG×K(∆(P,σ,R))([φ,Q, ψ]H) =
NG×H(∆(P, φ,Q)) ∗NH×K(∆(Q,ψ,R)), for each (φ,Q, ψ) ∈ Γ.
(b) Let Γ̂ ⊆ Γ˜ be a set of representatives of the NG×K(∆(P, σ,R)) ×H-orbits of Γ. The homomorphisms
Φ(φ,Q,ψ), (φ,Q, ψ) ∈ Γ̂, in (7) induce an isomorphism
Φ:
⊕
γ=(φ,Q,ψ)∈Γ̂
Ind
NG×K(∆(P,σ,R))
X(γ)∗Y (γ)
(
M(∆(P, φ,Q))
X(γ),Y (γ)
⊗
FH
N(∆(Q,ψ,R))
)
∼
→ (M ⊗OH N)(∆(P, σ,R))
of F [NG×K(∆(P, σ,R))]-modules which is natural in M and N , with X(γ) := NG×H(∆(P, φ,Q)) and Y (γ) :=
NH×K(∆(Q,ψ,R)), for γ = (φ,Q, ψ) ∈ Γ.
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Proof (a) The first statement is clear and the second statement is a straightforward verification.
(b) First note that, for (φ,Q, ψ) ∈ Γ, one has X(γ) ∗ Y (γ) 6 NG×K(∆(P, σ,R)), by Part (a). Now let
(φ,Q, ψ) ∈ Γ˜, (g, k) ∈ NG×K(∆(P, σ,R)), m ∈M
∆(P,φ,Q), and n ∈ N∆(P,ψ,R). Then there exists (φ′, Q′, ψ′) ∈ Γ˜
and h ∈ H such that ((g,k),h)(φ,Q, ψ) = (φ′, Q′, ψ′), and we have
(g, k) · Φ(φ,Q,ψ)
(
Br∆(P,φ,Q)(m)⊗Br∆(Q,ψ,R)(n)
)
= (g, k) · Br∆(P,σ,R)(m⊗ n) = Br∆(P,σ,R)(gm⊗ nk
−1)
= Br∆(P,σ,R)(gmh
−1 ⊗ hnk−1) = Φ(φ′,Q′,ψ′)
(
Br∆(P,φ′,Q′)(gmh
−1)⊗ Br∆(Q′,ψ′,R)(hnk
−1)
)
.
This equation shows that if one transports the F [NG×K(∆(P, σ,R))]-module structure from the right hand side
of the isomorphism Φ in (6) via Φ−1 to the left hand side, then this action permutes the direct summands
according to the action of NG×K(∆(P, σ,R)) on H\Γ ∼= Γ˜. Moreover, the stabilizer of the (φ,Q, ψ)-component
equals NG×H(∆(P, φ,Q)) ∗ NH×K(∆(Q,ψ,R) by Part (a). Thus, the isomorphism in (6) defines the desired
F [NG×K(∆(P, σ,R))]-module isomorphism of Part (b).
In the next theorem we will give block-wise versions of Theorem 7.3 and Corollary 7.4. Note that for a
twisted diagonal p-subgroup ∆(P, φ,Q) of G ×H one has CG×H(∆(P, φ,Q)) = CG(P ) × CH(Q) and that, for
Brauer pairs (P, e) and (Q, f) of FG and FH , respectively, the pair (∆(P, φ,Q), e ⊗ f∗) is a Brauer pair of
F [G×H ] ∼= FG⊗F FH .
7.5 Theorem Let (P, e) be a Brauer pair of FG and let (R, d) be a Brauer pair of FK. Suppose that σ : R
∼
→ P
is an isomorphism and let CG(P ) 6 S 6 NG(P, e) and CK(R) 6 T 6 NK(R, d) be intermediate subgroups.
Furthermore, let Ω := ΩH((P, e), σ, (R, d)) denote the set of triples (φ, (Q, f), ψ), where (Q, f) is a Brauer pair
of FH and ψ : R
∼
→ Q and φ : Q
∼
→ P are isomorphisms such that σ = φ ◦ ψ. Finally, let M ∈ OGtrivOH and
N ∈ OHtrivOK be p-permutation modules all of whose indecomposable direct summands have twisted diagonal
vertices.
(a) The group NG×K(∆(P, σ,R)) × H acts on Ω via
((g,k),h)
(φ, (Q, f), ψ) = (cgφc
−1
h ,
h
(Q, f), chψc
−1
k ) and
stabH(φ, (Q, f), ψ) = CH(Q).
(b) Let Ω˜ ⊆ Ω be a set of representatives of the H-orbits of Ω. One has an isomorphism. The restrictions
Φ(φ,(Q,f),ψ) of Φ(φ,Q,ψ) in (5) to eM(∆(P, φ,Q))f ⊗F [CH(Q)] fN(∆(Q,ψ,R))d define an isomorphism
Φ:
⊕
(φ,(Q,f),ψ)∈Ω˜
eM(∆(P, φ,Q))f ⊗F [CH(Q)] fN(∆(Q,ψ,R))d
∼
→ e(M ⊗OH N)(∆(P, σ,R))d (8)
of (F [CG(P )]e, F [CK(R)]d)-bimodules, which is natural in M and N .
(c) Let Ω̂ ⊆ Ω˜ ⊆ Ω be a set of representatives of the NS×T (∆(P, σ,R)) × H-orbits of Ω. Then
the homomorphisms Φ(φ,(Q,f),ψ) : eM(∆(P, φ,Q))f ⊗F [CH(Q)] fN(∆(Q,ψ,R))d → e(M ⊗OH N)(∆(P, σ,R))d,
(φ, (Q, f), ψ) ∈ Ω̂, induce an isomorphism
Φ:
⊕
ω∈Ω̂
Ind
NS×T (∆(P,σ,R))
X(ω)∗Y (ω)
(
M(ω)
X(ω),Y (ω)
⊗
FH
N(ω)
) ∼
→ e
(
M ⊗OH N
)(
∆(P, σ,R)
)
d (9)
of NS×T (∆(P, σ,R))-modules which is natural in M and N . Here, for ω = (φ, (Q, f), ψ) ∈ Ω̂, we set X(ω) :=
NS×H(∆(P, φ,Q), e⊗f∗), Y (ω) := NH×T (∆(Q,ψ,R), f⊗d∗),M(ω) := eM(∆(P, φ,Q))f ∈ FX(ω)triv, N(ω) :=
fN(∆(Q,ψ,R))d ∈ FY (ω)triv.
(d) Assume that G = K, (P, e) = (R, d), S = T , and σ = idP . Let Λ := ΛH(P ) be the set of pairs
(φ, (Q, f)), where (Q, f) is a Brauer pair of FH and φ : Q
∼
→ P is an isomorphism. The group S ×H acts on Λ
via
(g,h)
(φ, (Q, f)) = (cgφc
−1
h ,
h
(Q, f)), for (g, h) ∈ S ×H and (φ, (Q, f)) ∈ Λ. Let Λ̂ ⊆ Λ˜ ⊆ Λ be such that Λ˜
(resp. Λ̂) is a set of representatives of the H-orbits (resp. S ×H-orbits) of Λ. Then one has an isomorphism
e(M ⊗OH N)(∆(P ))e ∼=
⊕
(φ,(Q,f))∈Λ˜
eM(∆(P, φ,Q))f ⊗F [CH(Q)] fN(∆(Q,φ
−1, P ))e (10)
of (F [CG(P )]e, F [CG(P )]e)-bimodules, and an isomorphism
e(M ⊗OH N)(∆(P ))e ∼=
⊕
λ∈Λ̂
Ind
NS×S(∆(P ))
∆(I(λ))(CG(P )×{1})
(
M(λ)
X(λ),Y (λ)
⊗
FH
N(λ)
)
(11)
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of F [NS×S(∆(P ))](e ⊗ e∗)-modules. Here, for λ = (φ, (Q, f)) ∈ Λ, we set X(λ) := NS×H(∆(P, φ,Q), e ⊗ f∗),
Y (λ) := NH×S(∆(Q,φ
−1, P ), f ⊗ e∗), M(λ) := eM(∆(P, φ,Q))f ∈ FX(λ)triv, N(λ) := fN(∆(Q,φ
−1, P )e ∈
FY (λ)triv, and I(λ) := N(S,φ,NH(Q,f)).
Proof (a) This follows immediately from the definitions.
(b) Multiplication of the isomorphism in (6) with e from the left and d from the right yields again an isomor-
phism of (F [CG(P )]e, F [CK(R)]d)-bimodules. For (φ,Q, ψ) ∈ Γ˜, the corresponding summand on the left hand
side of this isomorphism can be written as the obvious direct sum over the block idempotents f of F [CH(Q)].
Moreover, if (φ,Q, ψ) runs through Γ˜ and, for each such (φ,Q, ψ), f runs through the block idempotents of
FCH(Q), then (φ, (Q, f), ψ) runs through a set of representatives of the H-orbits of Ω. This proves the claim
for this particular set of representatives Ω˜ derived from Γ˜. If
˜˜
Ω is an arbitrary set of representatives of the
H-orbits of Ω, then for each (φ, (Q, f), ψ) ∈ Ω˜ there exists a unique (φ′, (Q′, f ′), ψ′) ∈
˜˜
Ω and an element h ∈ H
such that
h
(φ, (Q, f), ψ) = (φ′, (Q′, f ′), ψ′). One obtains a well-defined isomorphism
ζh : eM(∆(P, φ,Q))f ⊗F [CH(Q)] fN(∆(Q,ψ,R))d
∼
→ eM(∆(P, φ′, Q′))f ′ ⊗F [CH(Q′)] f
′N(∆(Q′, ψ′, R))d
by mapping Br∆(P,φ,Q)(m)⊗ Br∆(Q,ψ,R)(n) to Br∆(P,φ′,Q′)(mh
−1)⊗ Br∆(Q′,ψ′,R)(hn), which is independent of
the choice of h, such that Φ(φ′,(Q′,f ′),ψ′) ◦ ζh = Φ(φ,(Q,f),ψ). This implies the statement in Part (b).
(c) Note that the right hand side of (8) is an F [NS×T (∆(P, σ,R))]-module in a natural way. For ω =
(φ, (Q, f), ψ) ∈ Ω, we set X ′(ω) := ∆(P, φ,Q) and Y ′(ω) := ∆(Q,ψ,R). Let (g, k) ∈ NS×T (∆(P, σ,R)) and
ω = (φ, (Q, f), ψ) ∈ Ω˜. Then there exists a unique ω′ = (φ′, (Q′, f ′), ψ′) ∈ Ω˜ and an element h ∈ H such that
((g,k),h)ω =: ω′ ∈ Ω˜. One verifies as in the proof of Corollary 7.4(b) that
(g, k)Φω
(
eBrMX′(ω)(m)f ⊗ fBr
N
Y ′(ω)(n)d
)
) = Φω′
(
eBrMX′(ω′)(gmh
−1)f ′ ⊗ f ′BrNX′(ω′)(hnk
−1)d
)
, (12)
for m ∈MX
′(ω) and n ∈ NY
′(ω). This implies that if one transports the FNS×T (∆(P, σ,R))-module structure
of the right hand side of (8) via Φ−1 to the left hand side then NS×T (∆(P, σ,R)) permutes the components
of the left hand side according to its action on the H-orbits of Ω. Moreover, it is straightforward to verify
that (g, k) ∈ NS×T (∆(P, σ,R)) stabilizes the H-orbit of ω = (φ, (Q, f), ψ) if and only if (g, k) ∈ X(ω) ∗ Y (ω).
Equation (12) also implies that, for ω ∈ Ω˜, the F [X(ω) ∗Y (ω)]-module structure of the ω-component of the left
hand side of (8) coincides with the extended tensor product structure introduced in 6.1(a).
(d) Consider the bijection α : Ω = ΩH((P, e), idP , (P, e)) → ΛH(P ), (φ, (Q, f), φ−1) 7→ (φ, (Q, f)) and the
group homomorphism κ : NS×S(∆(P )) × H 7→ S × H , ((s1, s2), h) 7→ (s1, h). Recall from Proposition 2.4(a)
that NS×S(∆(P )) = ∆(S) · ({1} × CG(P )) and note that {1} × CG(P ) acts trivially on Ω. Therefore, one has
α( ((s1,s2),h)ω) = (cs1φc
−1
h ,
h
(Q, f)) =
κ((s1,s2),h)α(ω) ,
for ω = (φ, (Q, f), φ−1) ∈ Ω and ((s1, s2), h) ∈ NS×S(∆(P )) ×H . Thus, the bijection α maps Ω˜ (resp. Ω̂) to
a set of representatives of the H-orbits (resp. S ×H-orbits) of Λ. Now, the isomorphisms in (10) and (11) are
immediate consequences of the isomorphisms in (8) and (9), after noting that X(λ) ∗ Y (λ) = ∆(I(λ))(CG(P )×
{1}), since Y (λ) = X(λ)◦, see Proposition 2.4(c) and Lemma 2.2(a).
8 Character groups and perfect isometries
Throughout this section, G, H , K denote finite groups. We assume that the p-modular system (K,O, F ) is large
enough for G, H , K, and the groups H1, . . . , Hn appearing in Lemma 8.6 and Corollary 8.8. In this section,
we recall and introduce notation, concepts, and basic results related to character groups and perfect isometries
and we prove some results on perfect isometries that will be used in later sections.
For more details on the character group concepts of this section we refer the reader to [NT89, Section 3.6].
8.1 Notation (a) Let A be a finite-dimensional algebra over a field k. Recall that the Grothendieck group
R(A), with respect to short exact sequences, is a free abelian group with Z-basis given by elements [S], where S
runs through a set of representatives of the isomorphism classes of simple left A-modules. For any M ∈ Amod
one sets [M ] := [S1]+ · · ·+[Sn], where S1, . . . , Sn are the composition factors ofM , (repeated according to their
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multiplicities). If also B is a finite-dimensional algebra over the same field then we set R(A,B) := R(A⊗B◦),
where B◦ denotes the opposite algebra of B. This notation is motivated by the canonical category isomorphism
AmodB
∼= A⊗B◦mod. Thus, each M ∈ AmodB defines an element [M ] ∈ R(A,B). If B is a group algebra kH ,
then we always identify (kH)◦ with kH using the isomorphism h◦ 7→ h−1. If additionally A = kG is a group
algebra, we consequently identify kG⊗ (kH)◦ with k[G×H ] via g ⊗ h◦ 7→ (g, h−1).
(b) For an idempotent e ∈ Z(KG) we identify R(KGe) with the virtual character group of KGe, the free
Z-span of the irreducible characters Irr(KGe) of KGe. This way, R(KGe) ⊆ R(KG). Similarly, if e is an
idempotent in Z(FG) we identify R(FGe) with the group of virtual Brauer characters belonging to FGe. This
way, R(FGe) ⊆ R(FG). For convenience, we view Brauer characters throughout as class functions on G (rather
than on Gp′) with values in K that vanish on G r Gp′ . Here, Gp′ denotes the set of p
′-elements of G, i.e.,
elements whose order is not divisible by p. By scalar extension from Z to K we view these Grothendieck groups
also as embedded into K-vector spaces, denoted by KR(KG), etc., and we identify KR(KG) with the K-vector
space of K-valued class functions on G, or by linear extension also as subspace of the space of K-linear functions
from KG to K. In particular, we identify KR(FG) with the space of K-valued class functions on G which vanish
on G r Gp′ . Note that for any idempotent e ∈ Z(OG) one has KR(FGe) ⊆ KR(KGe) as K-vector spaces of
function on G. In fact, since the determinant of the Cartan matrix of FGe is non-zero, each irreducible Brauer
character in FGe is a Q-linear combination of projective indecomposable characters of KGe.
If e ∈ Z(KG) and f ∈ Z(KH) are idempotents then, with the convention in (a), one has a group
R(KGe,KHf) := R(K[G × H ](e ⊗ f∗)). Multiplication of (KG,KH)-bimodules with e from the left and f
from the right induces a projection map R(KG,KH) → R(KGe,KHf) which we denote by µ 7→ eµf . Taking
K-duals defines a map R(KGe,KHf)→ R(KHf,KGe), µ 7→ µ◦, for idempotents e ∈ Z(KG) and f ∈ Z(KH).
Similar notations apply with K replaced by F .
(c) Tensor products of bimodules induce bilinear maps
R(KG,KH)×R(KH,KK)→ R(KG,KK) , (µ, ν) 7→ µ ·
H
ν ,
and extended tensor products (see 6.1(a)) induce bilinear maps
R(KX)×R(KY )→ R(K[X ∗ Y ]) , (µ, ν) 7→ µ
X,Y
·
H
ν ,
for X 6 G×H and Y 6 H ×K. Each µ ∈ R(KG,KH), induces a group homomorphism
Iµ : R(KH)→ R(KG) , ψ 7→ µ ·
H
ψ ,
using the special case K = {1} from the beginning of Part (c). Note that similar constructions do not work for
(bi-)modules over F , since an (FG,FH)-bimodule is not necessarily flat as right FH-module.
(d) If e is an idempotent in Z(OG) then the decomposition map deG : R(KG) → R(FGe) ⊆ KR(KGe) is
given by
(deG(χ))(g) =
{
χ(ge), if g ∈ Gp′ ,
0, otherwise,
for χ ∈ R(KG) and g ∈ G. If e = 1, one obtains the usual decomposition map dG : R(KG)→ R(FG).
More generally, for a p-element u ∈ G and an idempotent e ∈ Z(O[CG(u)]), the generalized decomposition
map d
(u,e)
G : KR(KG)→ KR(FCG(u)e) is given by(
d
(u,e)
G (χ)
)
(g) =
{
χ(uge) , if g ∈ CG(u)p′ ,
0 , otherwise,
for χ ∈ KR(KG) and g ∈ CG(u). If χ ∈ Irr(KG) belongs to a sum of blocks A of OG and e is a primitive
idempotent in Z(O[CG(u)]) then Brauer’s second main theorem (see [NT89, Theorem 5.4.2]) implies that
d
(u,e)
G (χ) = 0 unless (〈u〉, e) is an A-Brauer pair. For u = 1 one recovers the decomposition map d
e
G from above.
8.2 Remark (a) Let M ∈ KGmodKH , N ∈ KHmodKK , and let µ ∈ R(KG,KH) and ν ∈ R(KH,KK) denote
their respective characters as left modules for K[G×H ] and K[H×K]. Then the character µ ·
H
ν ∈ R(KG,KK)
of M ⊗KH N viewed as left K[G×K]-module is given by
(µ ·
H
ν)(g, k) =
1
|H |
∑
h∈H
µ(g, h)ν(h, k) , (13)
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for (g, k) ∈ G × K. In the special case that M = V ⊗K W and N = W ′ ⊗K U with irreducible modules
V ∈ KGmod, W,W ′ ∈ KHmod, and U ∈ KKmod, one has M ⊗KH N ∼= V ⊗ U ∈ K[G×K]mod if W
◦ ∼= W ′, and
M ⊗KH N = {0} if W ◦ 6∼=W ′. Thus,
(χV × χW ) ·
H
(χW ′ × χU ) =
{
χV × χU , if χ◦W = χW ′ ,
0 , otherwise.
(14)
(b) If e ∈ Z(KG) is an idempotent then the character of KGe, viewed as element in R(KGe,KGe) ⊆
R(K[G×G]) is given by
∑
χ∈Irr(KGe) χ× χ
◦.
Parts (a) and (c) of the following definition are due to Broue´, see [Br90].
8.3 Definition Let µ ∈ R(KG,KH).
(a) The virtual character µ is called perfect if it satisfies the following two conditions:
(i) For all (g, h) ∈ G×H , one has µ(g, h) ∈ |CG(g)|O ∩ |CH(h)|O .
(ii) If (g, h) ∈ G×H is such that µ(g, h) 6= 0, then g is a p′-element if and only if h is a p′-element.
(b) We call the virtual character µ quasi-perfect if it satisfies condition (ii) in Part (a).
(c) Assume that e ∈ Z(KG) and f ∈ Z(KH) are idempotents and that µ ∈ R(KGe,KHf). One calls µ an
isometry between KGe and KHf if the map Iµ : R(KHf)→ R(KGe) is bijective and satisfies (Iµ(ψ), Iµ(ψ′))G =
(ψ, ψ′)H , for all ψ, ψ
′ ∈ R(KHf). If additionally µ is perfect, then µ is called a perfect isometry between KGe
and KHf .
Broue´’s abelian defect group conjecture in its weakest form states that if OGe is a block of OG (e its
block idempotent) with abelian defect group D and O[NG(D)]f the block of O[NG(D)] which is in Brauer
correspondence with OGe, i.e., brD(e) = f , then there exists a perfect isometry µ ∈ R(KGe,KNG(D)f).
8.4 Remark Let e ∈ Z(KG) and f ∈ Z(KH) be idempotents and let µ ∈ R(KGe,KHf). The first two of the
following statements are quick consequences of (14).
(a) The following are equivalent:
(i) µ is an isometry between KGe and KHf .
(ii) µ ·
H
µ◦ = [KGe] ∈ R(KGe,KGe) and µ◦ ·
G
µ = [KHf ] ∈ R(KHf,KHf).
(iii) There exists a bijection Irr(KHf)
∼
→ Irr(KGe), ψ 7→ χψ, and elements εψ ∈ {±1}, for ψ ∈ Irr(KHf),
such that µ =
∑
ψ∈Irr(KHf) εψ · χψ × ψ
◦.
(b) One has µ 6= 0 if and only if µ ·
H
µ◦ 6= 0 in R(KGe,KGe).
(c) The elements in R(KGe,KHf) that satisfy Condition (i) (resp. Condition (ii)) in Definition 8.3(a) form
a subgroup of R(KGe,KHf).
(d) If e ∈ Z(OG), f ∈ Z(OH), and µ is the character of an indecomposable module M ∈ OGetrivOHf with
twisted diagonal vertex then µ satisfies Conditions (i) and (ii) in Definition 8.3(a); see [Br90, Proposition 1.2].
(e) If µ is quasi-perfect then the K-linear extension KR(KHf) → KR(KGe) of Iµ restricts to a map
KR(FHf) → KR(FGe). In fact, this follows immediately from the formula in (13) in the special case that
K = {1}.
8.5 Proposition Let µ ∈ R(KGe,KHf). The following are equivalent:
(i) The virtual character µ is quasi-perfect.
(ii) One has dG ◦ Iµ = Iµ ◦ dH as maps KR(KH)→ KR(KG).
(iii) One has dH ◦ Iµ◦ = Iµ◦ ◦ dG as maps KR(KG)→ KR(KH).
Proof Clearly, µ is quasi-perfect if and only if µ◦ is quasi-perfect. Thus it suffices to show the equivalence of
(i) and (ii).
Assume first that (i) holds and let ψ ∈ KR(KH) and g ∈ G. Consider the case that g /∈ Gp′ . By
Equation (13), we have Iµ(dH(ψ))(g) = |H |−1
∑
h∈H µ(g, h)(dH(ψ))(h). By our assumptions, µ(g, h) = 0 for
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every h ∈ Hp′ . On the other hand, if h ∈ H rHp′ then (dH(ψ))(h) = 0. Thus, we obtain Iµ(dH(ψ))(g) = 0 =
dG(Iµ(ψ))(g). Now consider the case that g ∈ Gp′ . Then, again by (13), we have
|H | · dG(Iµ(ψ))(g) = |H | · Iµ(ψ)(g) =
∑
h∈H
µ(g, h)ψ(h) =
∑
h∈Hp′
µ(g, h)ψ(h) = |H | · Iµ(dH(ψ))(g) ,
and (ii) holds.
Now assume that (ii) holds. Let (g, h) ∈ G×H and assume that µ(g, h) 6= 0. Let ψ ∈ KR(KH) denote the
characteristic function on the conjugacy class of h. If g ∈ Gp′ and h /∈ Hp′ then dH(ψ) = 0 and (13) implies
the contradiction 0 = Iµ(dH(ψ))(g) = dG(Iµ(ψ))(g) = Iµ(ψ)(g) = |CH(h)|
−1 · µ(g, h) 6= 0. And if g /∈ Gp′ and
h ∈ Hp′ then we obtain the contradiction 0 = dG(Iµ(ψ))(g) = Iµ(dH(ψ))(g) = |CH(h)|−1 · µ(g, h) 6= 0. Thus,
(i) holds.
8.6 Lemma Let H1, . . . , Hn be finite groups and let µi ∈ R(KG,KHi), i = 1, . . . , n, be virtual characters such
that
∑n
i=1 µi ·Hi
µ◦i =
∑
χ∈Ω χ × χ
◦, for some subset Ω ⊆ Irr(KG). Then Ω is the disjoint union of subsets Ωi,
i = 1, . . . , n, with the property that µi ·
Hi
µ◦i =
∑
χ∈Ωi
χ× χ◦.
Proof For each i = 1, . . . , n we write µi =
∑
χ∈Irr(KG) χ × ψi,χ with ψi,χ ∈ R(KHi). Equation (14) implies
that, for each χ ∈ Irr(KG), the coefficient of χ × χ◦ in
∑n
i=1 µi ·Hi
µ◦i is equal to
∑n
i=1(ψi,χ, ψi,χ)Hi . Thus,∑n
i=1(ψi,χ, ψi,χ)Hi is equal to 1 if χ ∈ Ω and equal to 0, if χ /∈ Ω. This implies ψi,χ = 0 for all i = 1, . . . , n if
χ /∈ Ω. Moreover, if χ ∈ Ω, then there exists a unique i ∈ {1, . . . , n} such that ψi,χ 6= 0. For i = 1, . . . , n we
define Ωi as the set of those χ ∈ Ω with ψi,χ 6= 0. Now the lemma follows.
8.7 Lemma Let e be a block idempotent of OG, f a block idempotent of OH and suppose that µ ∈
R(KGe,KHf) is a quasi-perfect virtual character such that there exists a non-empty subset Ω of Irr(KGe)
with µ ·
H
µ◦ =
∑
χ∈Ω χ× χ
◦. Then Ω = Irr(KGe) and µ is an isometry between KGe and KHf .
Proof After writing µ as a Z-linear combination of the basis elements χ× ψ◦, (χ, ψ) ∈ Irr(KGe)× Irr(KHf),
and using Equation (14), the hypothesis µ ·
H
µ◦ =
∑
χ∈Ω χ×χ
◦ implies that there exists a subset Λ of Irr(KHf)
and a bijection α : Ω → Λ such that µ =
∑
χ∈Ω εχ · χ × α(χ)
◦, with εχ ∈ {±1} for χ ∈ Ω. This implies
µ◦ ·
G
µ =
∑
ψ∈Λ ψ × ψ
◦. As µ is quasi-perfect, so is µ◦. Thus, by symmetry, it suffices now to show that
Ω = Irr(KGe).
For χ, χ′ ∈ Irr(KGe) set mχ,χ′ := (dG(χ), χ′)G ∈ K. Then mχ′,χ = mχ,χ′ and if χ has height 0 then
mχ,χ′ 6= 0 for all χ
′ ∈ Irr(KGe), see [NT89, Lemma 3.6.34(ii)]. Thus, to complete the proof it suffices to show
that if χ ∈ Ω and χ′ ∈ Irr(KGe) with mχ,χ′ 6= 0 then also χ′ ∈ Ω. But this holds if and only if dG(Ω) ⊆ 〈Ω〉K.
So let χ ∈ Ω and set ψ := α(χ). Then Iµ(ψ) = εχ · χ. Since µ is quasi-perfect, Proposition 8.5 implies that
dG(χ) = εχ · dG(Iµ(ψ)) = εχ · Iµ(dH(ψ)) ∈ Iµ(KR(KHf)) ⊆ 〈Ω〉K ,
and the proof is complete.
8.8 Corollary Let e be a block idempotent of OG, let H1, . . . , Hn be finite groups, and, for each i = 1, . . . , n,
let fi be a block idempotent of OHi. Furthermore, for i = 1, . . . , n, let µi ∈ R(KGe,KHifi) be a quasi-
perfect virtual character such that
∑n
i=1 µi ·Hi
µ◦i =
∑
χ∈Ω χ × χ
◦ in R(KGe,KGe) for some non-empty subset
Ω ⊆ Irr(KGe). Then there exists a unique i ∈ {1, . . . , n} such that µi 6= 0. Moreover, Ω = Irr(KGe) and µi is
an isometry between KGe and KHifi.
Proof Applying Lemma 8.6, we see that Ω is a disjoint union of subsets Ωi such that µi ·
Hi
µ◦i =
∑
χ∈Ωi
χ×χ◦.
Note that µi 6= 0 if and only if Ωi 6= ∅. Choose i ∈ {1, . . . , n} such that Ωi is non-empty. Then Lemma 8.7
implies that Ωi = Irr(KGe) and that µi is an isometry between KGe and KHifi. This also implies that Ωj = ∅
for all j 6= i in {1, . . . , n} and therefore µj = 0 for all j 6= i in {1, . . . , n}.
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8.9 Corollary Let e be a block idempotent ofOG, let f ∈ Z(OH) be an idempotent, and let µ ∈ R(KGe,KHf)
be a quasi-perfect virtual character satisfying µ ·
H
µ◦ = [KGe] in R(KGe,KGe). Then there exists a unique
primitive idempotent f ′ of Z(OHf) such that µ = µ · f ′. Furthermore, µ is an isometry between KGe and
KHf ′.
Proof Let f ′1, . . . , f
′
n denote the primitive idempotents of Z(OHf), and for each i = 1, . . . , n, set µi := µ · f
′
i ∈
R(KGe,KHf ′i). Then µ =
∑n
i=1 µi and
n∑
i=1
µi ·
H
µ◦i = µ ·
H
µ◦ = [KGe] =
∑
χ∈Irr(KGe)
χ× χ◦ .
Proposition 8.5(ii), together with the fact that dH respects the block decomposition, implies that with µ also
µi is quasi-perfect. Now Corollary 8.8 applies and the proof is complete.
The following corollary is an immediate consequence of Corollary 8.9. It also slightly generalizes a result in
[Br90, The´ore`me 1.5(2)].
8.10 Corollary Let e ∈ Z(OG) and f ∈ Z(OH) be idempotents. Let I denote the set of primitive idempotents
e′ of Z(OGe) with e′e = e′ and let J denote the set of primitive idempotents f ′ of Z(OHf) with f ′f = f ′.
Suppose that µ ∈ R(KGe,KHf) is a quasi-perfect isometry between KGe and KHf . Then, for each e′ ∈ I
there exists a unique f ′ ∈ J such that e′µf ′ 6= 0. Conversely, for each f ′ ∈ J there exists a unique e′ ∈ I such
that e′µf ′ 6= 0. These conditions define inverse bijections between I and J . Moreover, if e′ ∈ I and f ′ ∈ J
satisfy e′µf ′ 6= 0 then e′µf ′ is an isometry between KGe′ and KHf ′.
Proof First note that by Proposition 8.5(ii), with µ also e′µf ′ is a quasi-perfect character for every e′ ∈ I and
f ′ ∈ J . Next let e′ ∈ I. Then, Corollary 8.9 applied to e′ and f and the quasi-perfect virtual characters e′µf ′,
f ′ ∈ J , implies that there exists a unique f ′ ∈ J with e′µf ′ 6= 0 and that e′µf ′ is an isometry between KGe′
and KHf ′. This proves the first statement. Symmetrically, fixing f ′ ∈ J and using µ◦, we obtain the second
statement. The remaining statements are clear from the above.
The following Lemma will be used in Section 10.
8.11 Lemma Let e ∈ Z(KG) and f ∈ Z(KH) be idempotents and let µ ∈ R(KGe,KHf) be quasi-perfect such
that dG ◦ Iµ : R(KHf) → KR(KGe) is non-zero. Then dG×H(µ) 6= 0. In particular, if e 6= 0 6= f and µ is a
quasi-perfect isometry between KGe and KHf , then dG×H(µ) 6= 0.
Proof Since µ is quasi-perfect, we have dG ◦ Iµ = Iµ ◦dH as maps from KR(KHf) to KR(KGe) by Lemma 8.5.
Since µ is quasi-perfect, it follows from Equation (13) and the definition of quasi-perfect that Iµ ◦ dH =
IdG×H (µ) ◦ dH as functions from KR(KHf) to KR(KGe). Thus, we have IdG×H(µ) ◦ dH = dG ◦ Iµ 6= 0 and hence
dG×H(µ) 6= 0.
The following lemma is an immediate consequence of the definition of
X,Y
⊗
KH
and will be used in Section 10.
8.12 Lemma Let X 6 G×H and Y 6 H×K be subgroups satisfying k1(Y ) 6 k2(X). Further let µ ∈ R(KX)
and ν ∈ R(KY ) be such that µ
X,Y
·
H
ν ∈ R(K[X ∗ Y ]) is equal to [M ] or to −[M ] for some non-zero module
M ∈ K[X∗Y ]mod. Then res
Y
k1(Y )×k2(Y )
(ν) 6= 0.
Proof Clearly, resXk1(X)×k1(Y )(µ) ·k1(Y )
resYk1(Y )×k2(Y )(ν) = res
X∗Y
k1(X)×k2(Y )
(µ
X,Y
·
H
ν) and the latter is equal to
resX∗Yk1(X)×k2(Y )([M ]) or its negative, and therefore non-zero. The result now follows.
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9 Grothendieck groups of p-permutation modules and p-
permutation equivalences
We assume again that G and H are finite groups and that the p-modular system (K,O, F ) is large enough for
G and H .
9.1 Grothendieck groups of p-permutation modules. (a) For an idempotent e ∈ Z(OG), we denote by T (OGe)
the Grothendieck group of the category OGetriv with respect to direct sums. The group T (OGe) is free as
abelian group with standard basis given by the elements [M ], where M runs through a set of representatives of
the isomorphism classes of indecomposable p-permutation OGe-modules. For an arbitrary moduleM ∈ OGetriv
we write [M ] = [M1]+ · · ·+[Mr] ∈ T (OGe) ifM =M1⊕· · ·⊕Mr is a decomposition ofM into indecomposable
submodules. We always view T (OGe) as a subgroup of T (OG) in the natural way. Moreover, we say that an
indecomposable module M ∈ OGtriv appears in an element ω ∈ T (OG), if [M ] occurs with non-zero coefficient
in ω with respect to the above standard basis. Note that multiplying a p-permutation OG-modules with e
defines a projection map T (OG) → T (OGe), ω 7→ eω. Similarly, we define the Grothendieck group T (FGe).
If additionally f ∈ Z(OH) is an idempotent then we define T (OGe,OHf) := T (O[G × H ](e ⊗ f∗)). If
M ∈ OGetrivOHf we denote by [M ] the corresponding element in T (OGe,OHf). Similar notations will be used
over F . The Z-span of the elements [M ] ∈ T (OGe), where M is an indecomposable projective OGe-module
will be denoted by Pr(OGe). We also use the notations Pr(OGe,OHf), Pr(FGe) and Pr(FGe, FHf) with
obvious meanings.
(b) Tensor products of bimodules and generalized tensor products as introduced in Section 6 induce maps on
Grothendieck group levels that we denote again by ·
H
and
X,Y
·
H
, as in 8.1. Similarly, the Brauer construction with
respect to a p-subgroup P of G induces a homomorphism T (OG) → T (F [NG(P )/P ]), ω 7→ ω(P ). Often we
will also consider ω(P ) as element of T (F [NG(P )]) after applying inflation. Note that for a Brauer pair (P, e)
of FG, one obtains a homomorphism −(P, e) : T (FG) → T (FIe), ω 7→ ω(P, e) = eω(P ), where I = NG(P, e).
Similarly, one obtains a homomorphism −(P, e) : T (OG)→ T (FIe).
(c) For each idempotent e ∈ Z(OG) we have a commutative diagram
Pr(OGe) ⊆ T (OGe) κG qqqqqqqqqqq
q
qqqqqqqqq
qq R(KGe)
q
qq
qq
qq
qq
qq
q
qq
qq
qq
qq
qq
q
≀
q
qq
qq
qq
qq
qq
q
qq
qq
qq
q
qq
qq
≀
q
qq
qq
qq
q
qq
qq
qq
qq
qq
q
qq
q
dG
Pr(FGe) ⊆ T (FGe)
ηG
q
qq
qq
qq
q
qq
qq
qqqqqqqqqqq R(FGe)
whose top horizontal map κG is induced by the scalar extension functors K⊗O −, whose left vertical maps are
induced by the scalar extension functor F ⊗O−, whose right vertical map is the decomposition map, and whose
bottom horizontal map ηG sends [M ] to [M ] for any M ∈ FGetriv. In other words, if M is indecomposable
(i.e., [M ] ∈ T (FGe) a standard basis element) then [M ] is mapped to the sum of its composition factors (in
terms of the standard basis in R(FGe)). Recall from Proposition 3.3(b) that the left vertical maps are indeed
isomorphisms preserving the standard basis elements and vertices. Recall also from [NT89, Theorem 3.6.15(i)]
that the map κG is injective on Pr(OGe).
For an element ω ∈ T (FGe) we will denote the image under κG of the corresponding element in T (OGe) by
ωK ∈ R(KGe).
The following proposition is well-known to specialists. We state it for easy reference.
9.2 Proposition Let A be a block of OG and let B˜P(A) denote a set of representatives of the G-orbits of
A-Brauer pairs.
(a) The map
T (A) 7→
∏
(P,e)∈B˜P(A)
R(F [NG(P, e)]e) , ω 7→
(
ηNG(P,e)(ω(P, e))
)
(P,e)∈B˜P(A)
,
is an injective group homomorphism and has finite cokernel.
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(b) The map
T (A) 7→
∏
(P,e)∈B˜P(A)
R(K[NG(P, e)]e) , ω 7→
(
(ω(P, e)K)
)
(P,e)∈B˜P(A)
,
is an injective group homomorphism.
Proof (a) By Conlon’s Theorem (see [Be98, Theorem 5.5.4]), one has an injective map
T (OG) 7→
∏
P
R(F [NG(P )]) , ω 7→
(
ηNG(P )(ω(P ))
)
P
,
where P runs through a set of representatives of the G-conjugacy classes of p-subgroups of G. By Proposi-
tion 3.3(c) it has finite cokernel. By Lemma 3.7, this map splits into a direct sum of maps with respect to each
block A of OG. Further, the Morita equivalence in 5.2 gives the statement of Part (a).
(b) This follows from Part (a) and the commutativity of the diagram in 9.1(c).
The following Lemma will be used in the proof of Lemma 10.7.
9.3 Lemma Let 0 6= ω ∈ T (FG) and let (P, e) be a Brauer pair of FG which is maximal among all the Brauer
pairs (Q, f) of FG satisfying M(Q, f) 6= {0} for some indecomposable FG-module M appearing in ω.
(a) Let M be an indecomposable p-permutation FG-module appearing in ω and satisfying M(P, e) 6= {0}.
Then (P, e) is a maximalM -Brauer pair,M(P, e) is an indecomposable p-permutation F [NG(P, e)]-module, and
the coefficient of [M ] in ω ∈ T (FG) equals the coefficient of [M(P, e)] in ω(P, e) ∈ T (F [NG(P, e)]).
(b) One has 0 6= ω(P, e) ∈ Pr(F [NG(P, e)/P ]).
Proof (a) The maximality of (P, e) and Proposition 5.3 imply that P is a vertex of M and that (P, e) is a
maximal M -Brauer pair. The rest follows from Proposition 5.4.
(b) This follows immediately from Part (a) and Proposition 3.3.
9.4 Remark We will need to use the following result from [BX08, Corollary 2.6], stating that the generalized
decomposition map on characters of p-permutation OG-modules is an element of the Brauer character ring
(without extending scalars) and can be expressed via the Brauer construction: Let M ∈ OGtriv and let u ∈ G
be a p-element. Then
duG(κG([M ])) = ηCG(u)(res
NG(〈u〉)
CG(u)
([M(〈u〉)])) (15)
in R(F [CG(u)]).
9.5 Lemma Let ω ∈ T (FG). For every Brauer pair (P, e) of FG set χ(P,e) := (ω(P, e))
K ∈ R(K[NG(P, e)])
and ψ(P,e) := res
NG(P,e)
CG(P )
(χ(P,e)) ∈ R(K[CG(P )]). Assume that, for every Brauer pair (P, e) of FG, the following
two conditions are satisfied:
(i) If χ(P,e) 6= 0 in R(K[NG(P, e)]) then ψ(P,e) 6= 0 in R(K[CG(P )]).
(ii) If ψ(P,e) 6= 0 in R(K[CG(P )]) then dCG(P )(ψ(P,e)) 6= 0 in R(F [CG(P )]).
Then, for any two Brauer pairs (P, e) 6 (Q, f) of OG, one has: If ψ(Q,f) 6= 0 in R(K[CG(Q)]) then ψ(P,e) 6= 0
in R(K[CG(P )]).
Proof Arguing by induction on [Q : P ] we may assume that (P, e) E (Q, f) and that Q/P is cyclic. Thus,
there exists u ∈ Q such that P 〈u〉 = Q. Assume that ψ(P,e) = 0 in R(K[CG(P )]) and set I := NG(P, e).
Then, by (i), also χ(P,e) = 0 in R(KI). By Lemma 3.7 applied to the I-stable idempotent e, the element
ω(P ) ∈ T (FNG(P )) and the p-subgroup 〈u〉 6 I, we obtain (eω(P ))(〈u〉) = br〈u〉(e)(ω(P )(〈u〉)) in T (NI(〈u〉)).
Note that br〈u〉(e) = brQ(e). Thus, by Proposition 3.5(b), after further restriction (omitted in the notation) we
obtain
(eω(P ))(〈u〉) = brQ(e)ω(Q)
in T (F [NI(〈u〉)∩NG(Q)]). Applying Equation (15) to eω(P ) ∈ T (FI) and noting that CI(u) 6 NI(〈u〉)∩NG(Q),
we obtain further
ηCI (u)(brQ(e)res
NG(Q)
CI(u)
(ω(Q))) = ηCI (u)res
NI(〈u〉)
CI(u)
((eω(P ))(〈u〉)) = duI ((eω(P ))
K) = duI (χ(P,e)) = 0
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Restricting further to CG(Q), multiplying by f , and using that fbrQ(e) = f , we finally have
0 = ηCG(Q)
(
fbrQ(e)res
NG(Q)
CG(Q)
(ω(Q))
)
= ηCG(Q)
(
res
NG(Q,f)
CG(Q)
(fω(Q))
)
= dCG(Q)(res
NG(Q,f)
CG(Q)
(fω(Q))K) = dCG(Q)(ψ(Q,f)) .
Condition (ii) now implies that ψ(Q,f) = 0, and the result follows.
The following definition is similar to Definition 5.1. It will be used extensively in Section 10.
9.6 Definition Let ω ∈ T (FG) or ω ∈ T (OG). A Brauer pair (P, e) of FG is called an ω-Brauer pair if
ω(P, e) = eω(P ) 6= 0 in T (F [NG(P, e)]). The set of ω-Brauer pairs is denoted by BP(ω). Its corresponding set
of Brauer pairs over O is denoted by BPO(ω).
9.7 Notation Let X be a subgroup of G×H and let d ∈ Z(O[G×H ]). We denote by T∆(OXd) the subgroup
of T (OXd) which is spanned by all standard basis elements [M ], whereM is an indecomposable p-permutation
OXd-module with twisted diagonal vertices (as subgroups of G × H). If e ∈ Z(OG) and f ∈ Z(OH) are
idempotents then we set T∆(OGe,OHf) := T∆(O[G×H ](e⊗ f∗)). Similarly we define groups T∆(FXd) and
T∆(FGe, FHf).
9.8 Definition Let e ∈ Z(OG) and f ∈ Z(OH) be non-zero idempotents. A p-permutation equivalence
between OGe and OHf is an element γ ∈ T∆(OGe,OHf) satisfying
γ ·
H
γ◦ = [OGe] in T∆(OGe,OGe) and γ◦ ·
G
γ = [OHf ] in T∆(OHf,OHf). (16)
The set of p-permutation equivalences between OGe and OHf will be denoted by T∆o (OGe,OHf) (‘o’ for
‘orthogonal’). Similarly, we define p-permutation equivalences between FGe and FHf , and denote the resulting
set by T∆o (FGe, FHf). Clearly, an element γ ∈ T
∆(OGe,OHf) is a p-permutation equivalence between OGe
and OHf if and only if γ ∈ T∆(FGe, FHf) is a p-permutation equivalence between FGe and FHf . Moreover,
we denote the set of elements γ ∈ T∆(OGe,OHf) satisfying the first (resp. second) equation in (16) by
T∆l (OGe,OHf) (resp. T
∆
r (OGe,OHf)) and call them left (resp. right) p-permutation equivalences between
OGe and OHf . We will see later that T∆l (OGe,OHf) = T
∆
o (OGe,OHf) = T
∆
r (OGe,OHf).
9.9 Proposition Let e ∈ Z(OG) and f ∈ Z(OH) be non-zero idempotents and let γ ∈ T∆o (OGe,OHf). Then
µ := κG×H(γ) ∈ R(KGe,KHf) is a perfect isometry between KGe and KHf .
Proof The virtual character µ is perfect by Remark 8.4(c) and (d). Moreover, applying κG×G to the equation
γ ·
H
γ◦ = [OGe] in T (OGe,OGe) implies µ ·
H
µ◦ = [KGe] ∈ R(KGe,KGe). Similarly, γ◦ ·
G
γ = [OHf ] implies
µ◦ ·
G
µ = [KHf ] ∈ R(KHf,KHf). By Remark 8.4(a), µ is an isometry between KGe and KHf .
10 Brauer pairs of p-permutation equivalences
Throughout this section we assume that G and H are finite groups and that the p-modular system (K,O, F )
is large enough for G and H . Moreover, we fix a non-zero sum A = OGeA of blocks of OG and a non-zero
sum B = OHeB of blocks of OH , with eA and eB their respective identity elements. Furthermore, we assume
throughout this section that γ ∈ T∆l (A,B), i.e., γ ∈ T
∆(A,B) and γ satisfies
γ ·
H
γ◦ = [A] in T∆(A,A). (17)
Instead of requiring that γ is a p-permutation equivalence between A and B, we prove as much as we can under
the weaker assumption in (17) and we will finally show in Section 12 that this implies that γ is a p-permutation
equivalence between A and the sum of the blocks B′ of OH that support γ from the right, i.e., the sum of those
blocks B′ with γeB′ 6= 0 in T (OG,OH). Note that Equation (17) implies that A is precisely the sum of those
blocks of OG that support γ from the left.
The main result in this section is Theorem 10.11, especially Parts (a) and (b), which show that the γ-Brauer
pairs behave exactly as the Brauer pairs of an indecomposable p-permutation module.
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10.1 Notation Let ∆(P, φ,Q) be a twisted diagonal p-subgroup of G × H . We will abbreviate the element
γ(∆(P, φ,Q)) ∈ T (F [NG×H(∆(P, φ,Q))]) by γ(P, φ,Q) and will denote the resulting elements in the other
representation groups of NG×H(∆(P, φ,Q)) from the diagram in 9.1(c) by
γ(P, φ,Q) 7→ µ(P, φ,Q)
←
7
←
7
γ(P, φ,Q) 7→ ν(P, φ,Q)
Via restriction, we will also view these elements in the corresponding Grothendieck groups of any subgroup of
NG×H(∆(P, φ,Q)), in particular of the subgroup CG(P ) × CH(Q) = CG×H(∆(P, φ,Q)). Note that the four
maps commute with restrictions, so that the restricted elements still are related through these maps.
10.2 Remark (a) Let ∆(P, φ,Q) be a twisted diagonal p-subgroup of G × H . If (P, e) is a Brauer pair
of FG and (Q, e) is a Brauer pair of FH then (∆(P, φ,Q), e ⊗ f∗) is a Brauer pair of F [G × H ], using that
CG×H(∆(P, φ,Q)) = CG(P )×CH(Q). Conversely, if (∆(P, φ,Q), e⊗f∗) is a Brauer pair of F [G×H ] then (P, e)
is a Brauer pair of FG and (Q, f) is a Brauer pair of FH . In this case, with I := NG(P, e) and J := NH(Q, f),
one has NG×H(∆(P, φ,Q), e ⊗ f∗) = NI×J(∆(P, φ,Q)) and eγ(P, φ,Q)f ∈ T∆(O[NI×J (∆(P, φ,Q))](e ⊗ f∗)).
Moreover, (∆(P, φ,Q), e⊗ f∗) is an A⊗B∗-Brauer pair if and only if (P, e) is an A-Brauer pair and (Q, f) is a
B-Brauer pair. We will denote the set of A⊗ B∗-Brauer pairs (X, d), where X 6 G×H is a twisted diagonal
p-subgroup, by BP∆(A,B), or BP∆O(A,B) if lifted to O.
(b) Note that, for every (∆(P, φ,Q), e ⊗ f∗) ∈ BP∆O(OG,OH), the element eµ(P, φ,Q)f ∈
R(K[CG(P )]e,K[CH(Q)]f) is perfect. In fact, eγ(P, φ,Q)f ∈ T∆(O[CG(P )]e,O[CH(Q)]f), by Lemma 3.8(b)
and then Remark 8.4(d) applies. Moreover, the restriction of eγ(P, φ,Q)f to CG(P )×{1} and to {1}×CH(Q)
yields elements of Pr(O[CG(Q)]) and Pr(O[CH(Q)]), respectively, see Lemma 3.8(b). Note that eγ(P, φ,Q)f =
0 unless (P, e) is an A-Brauer pair and (Q, f) is a B-Brauer pair. Since every module appearing in γ has twisted
diagonal vertex, one has γ(X) = 0 ∈ T (O[NG×H(X)]) for every p-subgroup X 6 G ×H which is not twisted
diagonal. Thus, every γ-Brauer pair has a twisted diagonal subgroup as first component.
(c) Let ∆(P ′, φ′, Q′) 6 ∆(P, φ,Q) be twisted diagonal subgroups of G ×H , i.e., Q′ 6 Q, P ′ = φ(Q) 6 P ,
and φ′ = φ|Q′ . Furthermore, let (∆(P, φ,Q), e ⊗ f∗) and (∆(P ′, φ′, Q′), e′ ⊗ f ′∗) be O[G × H ]-Brauer pairs.
Then (∆(P ′, φ′, Q′), e′ ⊗ f ′∗) 6 (∆(P, φ,Q), e ⊗ f∗) if and only if (P ′, e′) 6 (P, e) and (Q′, f ′) 6 (Q, f).
The proofs of the following two Lemmas use the two statements and the notation in Theorem 7.5(d).
10.3 Lemma Let (P, e) ∈ BPO(A). Consider the set ΛB ⊆ Λ of pairs (φ, (Q, f)), where (Q, f) ∈ BPO(B) and
φ : Q
∼
→ P is an isomorphism, together with its H-action from Theorem 7.5(d). There exists a unique H-orbit
of pairs (φ, (Q, f)) ∈ ΛB such that
eµ(P, φ,Q)f 6= 0 in R(K[CG(P )]e,K[CH(Q)]f).
Moreover, for each pair (φ, (Q, f)) ∈ ΛB which satisfies this condition, the element eµ(P, φ,Q)f is a perfect
isometry between K[CG(P )]e and K[CH(Q)]f , and eν(P, φ,Q)f 6= 0 in R(F [CG(P )]e, F [CH(Q)]f).
Proof We apply the Brauer construction with respect to ∆(P ) to Equation (17). By Proposition 4.3(b), we
have eA(∆(P ))e ∼= F [CG(P )]e as (F [CG(P )], F [CG(P )])-bimodules. Thus, by Theorem 7.5(d), the following
equation holds in T∆(F [CG(P )]e, F [CG(P )]e):
[F [CG(P )]e] = [eA(∆(P ))e] = e(γ ·
H
γ◦)(∆(P ))e =
∑
(φ,(Q,f))∈Λ˜
eγ(P, φ,Q)f ·
CH(Q)
fγ◦(Q,φ−1, P )e ,
where Λ˜ denotes a set of representatives of the H-orbits of Λ, as in Theorem 7.5(d). If (Q, f) ∈ BPO(OG) r
BPO(B) then eγ(P, φ,Q)f = 0, since γ ∈ T (A,B). Thus, we may replace Λ˜ in the above summation by
Λ˜B := ΛB ∩ Λ˜. Lifting the last equation from F to O and extending scalars from O to K, we obtain the
equation
[K[CG(P )e]] =
∑
(φ,(Q,f))∈Λ˜B
eµ(P, φ,Q)f ·
CH(Q)
(eµ(P, φ,Q)f)◦
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in R(K[CG(P )]e,K[CG(P )]e). Since each eµ(P, φ,Q)f ∈ R(K[CG(P )]e,K[CH(Q)]f) is perfect, we can apply
Corollary 8.8 and obtain that there exists a unique element λ = (φ, (Q, f)) ∈ Λ˜B such that eµ(P, φ,Q)f 6= 0
in R(K[CG(P )]e,K[CH(Q)]f) and that this element is a perfect isometry between K[CG(P )]e and K[CH(Q)]f .
The last statement of the lemma follows from Lemma 8.11.
10.4 Lemma Let (P, e) ∈ BPO(A) and set I := NG(P, e) and X := NI×I(∆(P )) = ∆(I)(CG(P ) × {1}).
Consider the set ΛB of pairs (φ, (Q, f)), where (Q, f) ∈ BPO(B) and φ : Q
∼
→ P is an isomorphism, together
with its I ×H-action from Theorem 7.5(d). For each λ = (φ, (Q, f)) ∈ ΛB we set
J(λ) := NH(Q, f), I(λ) := N(I,φ,J(λ)) 6 I, and X(λ) := NI×J(λ)(∆(P, φ,Q)) .
Then, X ∗ X(λ) = X(λ), and for each χ ∈ Irr(KX(e ⊗ e∗)), there exists a unique I × H-orbit of pairs
λ = (φ, (Q, f)) ∈ ΛB such that
χ
X,X(λ)
·
G
eµ(P, φ,Q)f 6= 0 in R(K[X(λ)](e⊗ f∗)) .
Moreover, for each λ = (φ, (Q, f)) ∈ ΛB satisfying this condition, one has
χ
X,X(λ)
·
G
eµ(P, φ,Q)f ∈ ±Irr(K[X(λ)](e ⊗ f∗)) .
Proof First note that X ∗X(λ) = X(λ) for each λ ∈ ΛB, by Lemma 6.10(b) with S = I, T = J(λ), and Y =
X(λ). Next, we apply the Brauer construction with respect to ∆(P ) to Equation (17). By Proposition 4.3(b),
we have eA(∆(P ))e ∼= F [CG(P )]e in FXmod. Thus, by Theorem 7.5(d) applied to S = I, we have
[F [CG(P )]e] =
∑
λ=(φ,(Q,f))∈Λ̂B
indXX′(λ)
(
eγ(P, φ,Q)f
X(λ),X(λ)◦
·
H
fγ◦(Q,φ−1, P )e
)
in T∆(FX(e ⊗ e∗)), where X ′(λ) := X(λ) ∗ X(λ)◦ = ∆(I(λ)) · (CG(P ) × {1}) 6 X and Λ̂B is a set of
representatives of the I ×H-orbits of ΛB. Lifting this equation from F to O and extending scalars from O to
K, we obtain
[K[CG(P )]e] =
∑
λ=(φ,(Q,f))∈Λ̂B
indXX′(λ)
(
eµ(P, φ,Q)f
X(λ),X(λ)◦
·
H
(eµ(P, φ,Q)f)◦
)
in R(KX(e⊗ e∗)). Now let χ ∈ Irr(KX(e⊗ e∗)) and apply the group homomorphism(
χ
X,X
·
G
−, χ
)
X
: R(KX(e⊗ e∗))→ Z
to the last equation. We obtain(
χ
X,X
·
G
[KCG(P )e], χ
)
X
=
∑(
χ
X,X
·
G
indXX′(λ)
(
eµ(P, φ,Q)f
X(λ),X(λ)◦
·
H
(eµ(P, φ,Q)f)◦
)
, χ
)
X
,
where the sum runs over elements λ = (φ, (Q, f)) ∈ Λ̂B. Applying Proposition 6.7(c) to the left hand side and
Lemma 6.10(b) to the right hand side of the last equation, we obtain
1 =
∑
λ=(φ,(Q,f))∈Λ̂B
(
χ
X,X(λ)
·
G
eµ(P, φ,Q)f, χ
X,X(λ)
·
G
eµ(P, φ,Q)f
)
X(λ)
.
The statements in the lemma are now immediate.
Note that in general restrictions of virtual non-zero characters can vanish. However:
10.5 Corollary Let (∆(P, φ,Q), e ⊗ f∗) ∈ BP∆O(A,B) and set I := NG(P, e) and J := NH(Q, f). Then
eµ(P, φ,Q)f 6= 0 in R(K[NI×J(∆(P, φ,Q))](e ⊗ f
∗))
if and only if, after restriction,
eµ(P, φ,Q)f 6= 0 in R(K[CG(P )]e,K[CH(Q)]f).
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Proof Set Y := NI×J(∆(P, φ,Q)) and µ := eµ(P, φ,Q)f ∈ R(KY (e⊗f∗)). We need to show that if µ 6= 0 then
also resYCG(P )×CH(Q)(µ) 6= 0. Set X := NI×I(∆(P )) = ∆(I) ·(CG(P )×{1}). Then, following the construction in
7.1, we have X˜ = ∆(N(I,φ,J)) · (CG(P )×{1}) (with respect to Y ), since p1(Y ) = N(I,φ,J) by Proposition 2.4(c).
Moreover, Lemma 2.2(a) applied to Y implies X˜ = Y ∗ Y ◦. By 7.1 and Proposition 6.7(c) we obtain
[K[CG(P )]e]
X,Y
·
H
µ = resX
X˜
([K[CG(P )]e])
X˜,Y
·
H
µ = µ
in R(KY (e⊗ f∗)), since X ∗Y = X˜ ∗Y = Y ∗Y ◦ ∗Y = Y . Therefore, K[CG(P )]e has an irreducible constituent
χ ∈ Irr(KX(e⊗ e∗)) such that
χ
X,Y
·
H
µ 6= 0 in R(KY (e⊗ f∗)).
By Lemma 10.4, χ
X,Y
·
H
µ ∈ ±Irr(KX(e⊗ e∗)). Now, Lemma 8.12 implies that resYCG(P )×CH(Q)(µ) 6= 0.
10.6 Corollary Let (∆(P ′, φ′, Q′), e′ ⊗ f ′∗) 6 (∆(P, φ,Q), e ⊗ f∗) ∈ BP∆O(A,B). If eµ(P, φ,Q)f 6= 0 in
R(K[CG(P )]e,K[CH(Q)]f) then e
′µ(P ′, φ′, Q′)f ′ 6= 0 in R(K[CG(P ′)]e′,K[CH(Q′)]f ′).
Proof We apply Lemma 9.5 to γ ∈ T (F [G×H ]) and the inclusion of A⊗B∗-Bauer pairs (∆(P ′, φ′, Q′), e′⊗f ′∗) 6
(∆(P, φ,Q), e⊗f∗). Condition (i) in Lemma 9.5 is satisfied by Corollary 10.5. And Condition (ii) in Lemma 9.5
is satisfied by Lemma 10.3.
10.7 Lemma Let M be an indecomposable p-permutation (A,B)-bimodule that appears in γ and let
(∆(P, φ,Q), e ⊗ f∗) ∈ BPO(M). Then eµ(P, φ,Q)f 6= 0 in R(K[CG(P )]e,K[CH(Q)]f).
Proof We abbreviateX := ∆(P, φ,Q). By Corollary 10.6 we may assume that the A⊗B∗-Brauer pair (X, e⊗f∗)
is maximal with respect to the property that there exists an indecomposable p-permutation (A,B)-bimodule N
appearing in γ such that eN(X)f 6= {0}. Then, by Lemma 9.3(b), we have 0 6= eγ(X)f ∈ Pr(O[NI×J (X)/X ]),
where I := NG(P, e) and J := NH(Q, f). Since the map κ in 9.1(c) is injective on Pr(O[NI×J (X)/X ]) we
have eµ(P, φ,Q)f 6= 0 in R(K[NI×J(X)/X ]). Since inflation is injective on character groups and commutes
with the map κ, we obtain that eµ(P, φ,Q)f 6= 0 in R(K[NI×J(X)]). Finally, Corollary 10.5 implies that, after
restriction, eµ(P, φ,Q)f 6= 0 in R(K[CG(P )]e,K[CH(Q)]f).
The following proposition gives convenient reformulations of being a γ-Brauer pair, see Definition 9.6.
10.8 Proposition Let (∆(P, φ,Q), e⊗ f∗) ∈ BP∆O(A,B) and set I := NG(P, e) and J := NH(Q, f). Then the
following are equivalent:
(i) (∆(P, φ,Q), e ⊗ f∗) ∈ BPO(γ), i.e., eγ(P, φ,Q)f 6= 0 in T (F [NI×J(∆(P, φ,Q))](e ⊗ f
∗)).
(ii) eγ(P, φ,Q)f 6= 0 in T (F [CG(P )]e, F [CH(Q)]f).
(iii) eµ(P, φ,Q)f 6= 0 in R(K[NI×J(∆(P, φ,Q))](e ⊗ f∗)).
(iv) eµ(P, φ,Q)f 6= 0 in R(K[CG(P )]e,K[CH(Q)]f).
(v) eν(P, φ,Q)f 6= 0 in R(F [NI×J(∆(P, φ,Q))](e ⊗ f∗)).
(vi) eν(P, φ,Q)f 6= 0 in R(F [CG(P )]e, F [CH(Q)]f).
(vii) (∆(P, φ,Q), e ⊗ f∗) ∈ BPO(M) for some indecomposable module M ∈ AtrivB appearing in γ.
Proof Clearly, by the diagram in 10.1, each of the conditions (ii)–(vi) implies (i). Similarly, the condition in
(vi) implies each of the conditions (i)–(v). Moreover, (iv) implies (vi) by Lemma 10.3. Finally, (vii) implies (iv)
by Lemma 10.7, and clearly (i) implies (vii). This completes the proof of the lemma.
10.9 Corollary Let (P, e) be an A-Brauer pair and define ΛB as in Lemma 10.3. Then there exists a unique
H-orbit of pairs (φ, (Q, f)) ∈ ΛB with the property that (∆(P, φ,Q), e ⊗ f
∗) is a γ-Brauer pair.
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Proof This follows immediately from Lemma 10.3 and the equivalence of (i) and (iv) in Proposition 10.8.
The following Theorem shows that every p-permutation equivalence between A and B determines a bijection
between the block direct summands of A and of B, and that it is the sum of p-permutation equivalences between
corresponding blocks.
10.10 Theorem Assume that γ ∈ T∆l (A,B). Let I denote the set of primitive idempotents of Z(A) and let J
denote the set of primitive idempotents of Z(B). For each e ∈ I there exists a unique f in J such that eγf 6= 0
in T∆(OGe,OHf). If e ∈ I and f ∈ J satisfies eγf 6= 0 then eγf ∈ T∆l (OGe,OHf).
In particular, if γ is a p-permutation equivalence between A and B, then the condition eγf 6= 0 defines a
bijection between I and J , and if eγf 6= 0 then eγf is a p-permutation equivalence between OGe and OHf .
Moreover, γ =
∑
e∈I eγf , where f ∈ J corresponds to e.
Proof The first statement follows immediately from Corollary 10.9 applied to the A-Brauer pair ({1}, e).
Thus, γ =
∑
e∈I eγf , where f ∈ J denotes the element corresponding to e. Suppose that eγf 6= 0. Then
eγ = eγf and multiplying the equation γ ·
H
γ◦ = [A] with e from left and right yields eγf ·
H
(eγf)◦ = [OGe].
Thus, eγf ∈ T∆l (OGe,OHf).
We are now ready to prove the main theorem of this section. It shows that γ-Brauer pairs behave very
similar to M -Brauer pairs of an indecomposable p-permutation module M , cf. Proposition 5.3(b).
10.11 Theorem (a) The set of γ-Brauer pairs form a G×H-stable ideal in the poset of A⊗B∗-Brauer pairs.
(b) If A and B are blocks then any two maximal γ-Brauer pairs are G×H-conjugate.
(c) For (∆(P, φ,Q), e ⊗ f∗) ∈ BP∆O(γ) the following are equivalent:
(i) (∆(P, φ,Q), e ⊗ f∗) is a maximal γ-Brauer pair;
(ii) (P, e) is a maximal A-Brauer pair;
(iii) (Q, f) is a maximal B-Brauer pair.
Proof (a) Clearly, the set of γ-Brauer pairs is closed under G×H-conjugation. Moreover, by Corollary 10.6
and Proposition 10.8, the set of γ-Brauer pairs is an ideal in the poset of A⊗B∗-Brauer pairs.
(b) Now assume that A and B are blocks. Let (D, eD) be a maximal A-Brauer pair overO. By Corollary 10.9
there exists a B-Brauer pair (E, fE) over O and an isomorphism ψ : E
∼
→ D such that (∆(D,ψ,E), eD ⊗ f∗E) is
a γ-Brauer pair. Let (∆(P ′, φ′, Q′), e′ ⊗ f ′∗) be an arbitrary γ-Brauer pair. We will first prove that
(∆(P ′, φ′, Q′), e′ ⊗ f ′∗) 6G×H (∆(D,ψ,E), eD ⊗ f
∗
E) . (18)
Since any two maximal A-Brauer pairs are G-conjugate, we may assume that (P ′, e′) 6 (D, eD). Set R :=
ψ−1(P ′) 6 ψ−1(D) = E and let fR denote the unique block idempotent of O[CH(R)] such that (R, fR) 6
(E, fE). Since (∆(D,ψ,E), eD ⊗ f∗E) is a γ-Brauer pair, Part (a) implies that also (∆(P
′, ψ|R, R), e′ ⊗ f∗R) is a
γ-Brauer pair. Since also (∆(P ′, φ′, Q′), e′ ⊗ f ′∗) is a γ-Brauer pair, Corollary 10.9 implies that (ψ|R, (R, fR))
and (φ′, (Q′, f ′)) are H-conjugate. Thus,
(∆(P ′, φ′, Q′), e′ ⊗ f ′∗) ={1}×H (∆(P
′, ψ|R, R), e
′ ⊗ f∗R) 6 (∆(D,ψ,E), eD ⊗ f
∗
E)
and the claim is proven. This implies that (∆(D,ψ,E), eD ⊗ f∗E) is a maximal γ-Brauer pair, and also that
every other maximal γ-Brauer pair is G×H-conjugate to (∆(D,ψ,E), eD ⊗ f∗E).
(c) Let A and B be again sums of blocks. First recall from Remark 10.2(b) that every γ-Brauer pair has a
twisted diagonal subgroup as first component. Thus, (ii) implies (i) and (iii) implies (i), by the last statement
in Remark 10.2(a).
In order to see that (i) implies (ii) and (iii) we claim that it suffices to show this in the situation where A and
B are blocks. In fact, (∆(P, φ,Q), e ⊗ f∗) is an A′ ⊗B′∗-Brauer pair for the unique block direct summands A′
of A and B′ of B, respectively, that satisfy ({1}, eA′) 6 (P, e) and ({1}, eB′) 6 (Q, f). Applying Corollary 10.9
to the A-Brauer pair ({1, }, eA′), we see that B′ is uniquely determined by A′. Writing γ as the sum of the
elements e′γf ′, where e′ and f ′ run through the block idempotents of OG and OH with eAe′ = e′ and eBf ′ = f ′,
then multiplying both sides of (17) by eA′ from the left and right, we see that (eA′γeB′) ·
H
(eA′γeB′)
◦ = [A′] in
T∆(A′, A′). Since (∆(P, φ,Q), e ⊗ f∗) is a maximal γ-Brauer pair, it is also a maximal eA′γeB′-Brauer pair.
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Since maximal A′-Brauer pairs (resp. B′-Brauer pairs) are also maximal A-Brauer pairs (resp. B-Brauer pairs),
we may assume from now on that A and B are blocks.
Now let (D, eD) be a maximal A-Brauer pair and let the γ-Brauer pair (∆(D,ψ,E), eD ⊗ f∗E) be chosen as
in the proof of Part (b). Then, by the claim proved there, we know that (∆(D,ψ,E), eD ⊗ f∗E) is a maximal
γ-Brauer pair. Thus, by Part (b), (∆(P, φ,Q), e ⊗ f∗) 6G×H (∆(D,ψ,E), eD ⊗ f∗E). This already shows that
(i) implies (ii). Finally, in order to show that (i) implies (iii), it suffices to show that (E, fE) is a maximal
B-Brauer pair, i.e., that E is a defect group of B.
So let q denote the order of a defect group of B. It suffices to show that q 6 |E|, since (E, fE) is a B-Brauer
pair. Set µ := κG×H(γ) ∈ R(KG,KH). Then µ ·
H
µ◦ = [KGeA] in R(KG,KG). Lemma 8.7 now implies that µ
is an isometry between KGeA and KHeB. This implies further that
rkO(B) = dimK(KHeB) = dimK(µ
◦ ·
G
µ) = rkO(γ
◦ ·
G
γ) , (19)
where dimK and rkO also denote the integer-valued maps induced on the Grothendieck groups. Since every γ-
Brauer pair is contained in a G×H-conjugate of (∆(D,ψ,E), eD⊗f∗E), Lemma 10.7 and Proposition 10.8 imply
that every indecomposable A⊗B∗-module that appears in γ has a vertex contained in ∆(D,ψ,E). Therefore,
every indecomposable B ⊗A∗-module that appears in γ◦ has a vertex contained in ∆(E,ψ−1, D). The Mackey
formula for bimodules, see Theorem 6.2, implies that each indecomposable B ⊗ B◦-module that appears in
γ◦ ·
G
γ has a vertex of order dividing |E|. By Theorem 4.7.5 in [NT89], the p-part of the O-rank of each such
indecomposable B ⊗B◦-module is a multiple of |H |2p/|E|. Thus, using Equation (19), rkO(B)p is a multiple of
|H |2p/|E|. On the other hand, by Theorem 5.10.1 in [NT89] we know that rkO(B)p = |H |
2
p/q. This implies that
q divides |E| and the proof of Part (c) is complete.
We conclude this section by proving an inverse to the association constructed in Corollary 10.9. This will
be used in Section 11 to show that if γ ∈ T∆(A,B) satisfies (17) then the fusion systems of A and B are
isomorphic.
10.12 Lemma Let (Q, f) ∈ BPO(B′) for a block B′ of OH satisfying γeB′ 6= 0. Then there exists a unique
G-conjugacy class of pairs ((P, e), φ), where (P, e) ∈ BPO(A) and φ : Q
∼
→ P is an isomorphism, such that
(∆(P, φ,Q), e⊗ f∗) is a γ-Brauer pair. Here, G acts on the set of such pairs via g((P, e), φ) = (( gP, ge), cg ◦ φ).
Proof We first show the existence part of the lemma. There exists a block direct summand A′ of A such that
eA′γeB′ 6= 0 in T (OG,OH). In other words, ({1}, eA′ ⊗ e∗B′) is a γ-Brauer pair. Let (∆(D,ψ,E), eD ⊗ f
∗
E)
be a maximal γ-Brauer pair containing ({1}, eA′ ⊗ eB′), then (∆(D,ψ,E), eD ⊗ f∗E) is also an A
′ ⊗B′∗-Brauer
pair and (E, fE) is a maximal B
′-Brauer pair by Theorem 10.11(c). After conjugating this maximal γ-Brauer
pair by an element in {1} × H , if necessary, we may assume that (Q, f) 6 (E, fE). Setting P := ψ(Q) and
φ := ψ|Q : Q
∼
→ P , there exists a unique primitive idempotent e of Z(O[CG(P )]) such that (P, e) 6 (D, eD).
This implies that (∆(P, φ,Q), e ⊗ f∗) 6 (∆(D,ψ,E), eD ⊗ f
∗
E). Since the set of γ -Brauer pairs is an ideal, see
Theorem 10.11(a), also (∆(P, φ,Q), e ⊗ f∗) is a γ-Brauer pair.
Next, we show the uniqueness part. Consider eγ(P, φ,Q)f as element in T∆(O[CG(P )]e,O[CH(Q)]f) and
eµ(P, φ,Q)f as element in R(K[CG(P )]e,K[CH(Q)]f). Since γ ·
H
γ◦ = [A] in T∆(A,A), we obtain γ ·
H
γ◦ ·
G
γ = γ
in T∆(A,B) and
eγ(P, φ,Q)f = e(γ ·
H
γ◦ ·
G
γ)(∆(P, φ,Q))f = eγ(P, φ,Q)f ·
CH(Q)
f(γ◦ ·
G
γ)(∆(Q))f ,
in T∆(O[CG(P )]e,O[CH(Q)]f), where the last equation follows from Theorem 7.5(b) and Corollary 10.9. Ex-
tending scalars from O to K, the last equation implies
eµ(P, φ,Q)f = eµ(P, φ|Q, Q)f ·
CH(Q)
(
f(γ◦ ·
G
γ)(∆(Q))f
)K
in R(K[CG(P )]e,K[CH(Q)]f). By Lemma 10.3, eµ(P, φ|Q, Q)f is an isometry between K[CG(P )]e and
K[CH(Q)]f . Thus, the last equation implies
[K[CH(Q)]f ] =
(
f(γ◦ ·
G
γ)(∆(Q))f
)K
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in R(K[CH(Q)]f,K[CH(Q)]f). Using again Theorem 7.5(b), we can write
f(γ◦ ·
G
γ)(∆(Q))f =
∑
((P ′,e′),φ′)
fγ◦(∆(Q,φ′−1, P ′))e′ ·
G
e′γ(P ′, φ′, Q)f ,
in T∆(O[CH(Q)]f,O[CH(Q)]f), where ((P ′, e′), φ′) runs through representatives of the G-conjugacy classes of
pairs as described in the statement of the lemma. Thus,
[K[CH(Q)]f ] =
∑
((P ′,e′),φ′)
fµ(P ′, φ′, Q)◦e′ ·
G
e′µ(P ′, φ′, Q)f
in R(K[CH(Q)]f,K[CH(Q)]f). Corollary 8.8 now implies that, up to G-conjugacy, there exists a unique pair
((P ′, e′), φ′) such that e′µ(P ′, φ′, Q)f 6= 0 in R(K[CG(P )]e′,K[CH(Q)]f). Together with Proposition 10.8 this
implies the desired uniqueness statement.
11 Fusion systems, local equivalences and finiteness
Throughout this section we assume again that G and H are finite groups, and that the p-modular system
(K,O, F ) is large enough for G and H . Moreover, we assume that A = OGeA is a block of OG, B = OHeB is a
block of OH , and that γ ∈ T∆l (A,B) is a left p-permutation equivalence between A and B, i.e, γ ·
H
γ◦ = [A] in
T (A,A). Furthermore, we assume the notation from 10.1 and that (∆(D,φ,E), eD⊗f∗E) is a maximal γ-Brauer
pair. Then, by Theorem 10.11(c), (D, eD) is a maximal A-Brauer pair and (E, fE) is a maximal B-Brauer pair.
By A we denote the fusion system of A associated with (D, eD) and by B we denote the fusion system of B
associated with (E, fE).
In Theorem 11.2 we show that φ is an isomorphism between the fusion systems B andA. And in Theorem 11.4
we show that Brauer constructions with respect to subgroups of ∆(D,φ,E) applied to γ yields again local p-
permutation equivalences at various levels. Finally in Theorem 11.10 we show that there can only be finitely
many p-permutation equivalences between given blocks A and B.
11.1 Proposition Let (∆(P, ψ,Q), e⊗f∗) be a γ-Brauer pair and set I := NG(P, e), J := NH(Q, f). For every
g ∈ I there exists a unique element hCH(Q) ∈ J/CH(Q) such that cg ◦ψ = ψ ◦ ch : Q
∼
→ P . Similarly, for every
h ∈ J there exists a unique element gCG(P ) ∈ I/CG(P ) such that cg ◦ ψ = ψ ◦ ch. These associations define
mutually inverse group isomorphisms between I/CG(P ) and J/CH(Q). The isomorphism J/CH(Q)
∼
→ I/CG(P )
restricts to the isomorphism QCH(Q)/CH(Q)
∼
→ PCG(P )/P , hCH(Q) 7→ ψ(h)CG(P ), for h ∈ Q. The group
Y := NG×H(∆(P, ψ,Q), e ⊗ f∗) satisfies p1(Y ) = I, p2(Y ) = J , k1(Y ) = CG(P ), k2(Y ) = CH(Q) and the
resulting isomorphism ηY : J/CH(Q)
∼
→ I/CG(P ) from 2.1(a) is equal to the one described above.
Proof Let g ∈ I. With (∆(P, ψ,Q), e ⊗ f∗) also (g,1)(∆(P, ψ,Q), e ⊗ f∗) = (∆(P, cg ◦ ψ,Q), e ⊗ f∗) is a
γ-Brauer pair. Now, the uniqueness statement in Corollary 10.9 implies that there exists an element h ∈ H
such that
h
(cg ◦ ψ, (Q, f)) = (ψ, (Q, f)). This implies that h ∈ J and that cg ◦ ψ = ψ ◦ ch. Clearly, h ∈ J is
uniquely determined up to multiplication with elements of CH(Q) E J by this condition. It is easy to see that
this defines a group homomorphism from I/CG(P ) to J/CH(Q). A similar argument, now using Lemma 10.12,
implies the second statement and defines a group homomorphism from J/CH(Q) to I/CG(P ). Clearly, these
two homomorphisms are mutually inverses. The following statement is clear, since ψchψ
−1 = cψ(h). The last
statements about Y follow immediately from the above and Propostion 2.4(c).
Note that for the following theorem we only assume that γ ∈ T∆l (A,B).
11.2 Theorem The isomorphism φ : E
∼
→ D is an isomorphism between the fusion systems B and A.
Proof Using Alperin’s fusion theorem, see [AKO11, Theorem I.3.6], it suffices to show that for every subgroup
Q 6 E with P := φ(Q) 6 D and ψ := φ|Q : Q
∼
→ P , one has ψ−1 ◦ HomA(P, P ) ◦ ψ = HomB(Q,Q), an
equation of sets of automorphisms of Q. Let eP ∈ Z(O[CG(P )]) and fQ ∈ Z(O[CH(Q)]) be the unique
primitive idempotents such that (P, eP ) 6 (D, eD) and (Q, fQ) 6 (E, fE), and set I := NG(P, eP ) and J :=
NH(Q, fQ). Note that I/CG(P )→ HomA(P, P ), gCG(P ) 7→ cg, and J/CH(Q)→ HomB(Q,Q), hCH(Q) 7→ ch,
are group isomorphisms. Now the claim follows immediately from Proposition 11.1, noting that (∆(P, ψ,Q), eP⊗
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f∗Q) 6 (∆(D,φ,E), eD ⊗ f
∗
E) , by Remark 10.2(c), so that also (∆(P, ψ,Q), eP ⊗ f
∗
Q) is a γ-Brauer pair by
Theorem 10.11(a).
We can now improve the formulation of Lemma 10.4. Recall the definition of µ(P, φ,Q) from 10.1.
11.3 Lemma Let (∆(P, ψ,Q), e ⊗ f∗) ∈ BP∆O(γ) and set I := NG(P, e), J := NH(Q, f), X := NI×I(∆(P )) 6
G×G and Y := NI×J(∆(P, ψ,Q)) 6 G×H . Then X ∗ Y = Y and for every χ ∈ Irr(KX(e⊗ e∗)) one has
χ
X,Y
·
G
eµ(P, ψ,Q)f ∈ ±Irr(KY (e⊗ f∗)) .
Proof By Proposition 11.1, we have p1(Y ) = I. Therefore, Lemma 2.2(c) implies that X ∗ Y = Y .
By Lemma 10.4 there exists a B-Brauer pair (Q′, f ′) and an isomorphism ψ′ : Q′
∼
→ P such that 0 6=
χ
X,Y ′
·
G
eµ(P, ψ′, Q′)f ′ ∈ R(KY (e ⊗ f ′∗)), where Y ′ := NI×J′(∆(P, ψ′, Q′)) with J ′ := NH(Q′, f ′). There-
fore, by Proposition 10.8, (∆(P, ψ′, Q′), e ⊗ f ′∗) is a γ-Brauer pair. By Lemma 10.3 there exists h ∈ H such
that (∆(P, ψ,Q), e ⊗ f∗) =
(1,h)
(∆(P, ψ′, Q′), e⊗ f ′∗). This, together with Equation (4), implies
χ
X,Y
·
G
eµ(P, ψ,Q)f = χ
X,Y
·
G
(1,h)
(eµ(P, ψ′, Q′)f ′) =
(1,h)(
χ
X,Y ′
·
G
eµ(P, ψ′, Q′)f ′
)
6= 0
in R(KX(e⊗ f∗)), since (1,h)Y ′ = Y . By Lemma 10.4, this virtual character belongs to ±Irr(KY (e⊗ f∗)).
11.4 Theorem Let (∆(P, ψ,Q), e⊗f∗) ∈ BP∆O(γ) be a γ-Brauer pair and set I := NG(P, e) and J := NH(Q, f).
Suppose that CG(P ) 6 S 6 I and CH(Q) 6 T 6 J are intermediate groups related via the isomorphism in
Proposition 11.1 and set Y := NS×H(∆(P, ψ,Q), e⊗f∗) = NS×T (∆(P, ψ,Q)). Then, the element eγ(P, ψ,Q)f ∈
T (OY (e ⊗ f∗)), defined as in 10.1 and restricted to Y , satisfies
[O[CG(P )]e] = eγ(P, ψ,Q)f
Y,Y ◦
·
H
fγ(P, ψ,Q)◦e in T (O[NS×S(∆(P ))](e ⊗ e
∗)). (20)
Moreover, the element
γ˜ := indS×TY
(
eγ(P, ψ,Q)f
)
∈ T∆(OSe,OTf)
satisfies γ˜ ·
T
γ˜◦ = [OSe] in T∆(OSe,OSe). In particular, if γ is a p-permutation equivalence between A and B
then γ˜ is a p-permutation equivalence between OSe and OTf .
Proof We apply the Brauer construction with respect to ∆(P ) to Equation (17) and obtain after restriction
[O[CG(P )]e] = e(γ ·
H
γ◦)(∆(P ))e in T (O[NS×S(∆(P ))](e ⊗ e
∗)).
Next we apply Theorem 7.5(d) to the right hand side of the last equation. Note that p1(Y ) = S and p2(Y ) = T
by Propositions 2.4(c) and 11.1. Thus, Y ∗ Y ◦ = ∆(S)(CG(P ) × {1}) = NS×S(∆(P )) by Lemma 2.2 and
Proposition 2.4. By Corollary 10.9, the pair (ψ, (Q, f)) is, up to H-conjugation, the only pair such that
eγ(P, ψ,Q)f 6= 0. Thus, Theorem 7.5(d) implies Equation (20).
Next we apply indS×SNS×S(∆(P )) to both sides of Equation (20). First we show that the left hand side yields
[OSe] ∈ T∆(OSe,OSe). In fact, O[CG(P )] is an O[NS×S(∆(P ))]-permutation module with ∆(S) as stabilizer
of the standard basis element 1 ∈ CG(P ). Thus, O[CG(P )] ∼= Ind
NS×S(∆(P ))
∆(S) (O) in T (O[NS×S(∆(P ))]) and
3.1(f), applied to the central idempotent e⊗ e∗ of O[NS×S(∆(P ))], implies that
IndS×SNS×S(∆(P ))(O[CG(P )]e)
∼= e
(
IndS×SNS×S(∆(P ))(O[CG(P )])
)
e ∼= e IndS×S∆(S)(O)e
∼= eOSe = OSe
as (OSe,OSe)-bimodules. Next we show that applying indS×SNS×S(∆(P )) to the right hand side of Equation (20)
yields
indS×TY (eγ(P, ψ,Q)f) ·
T
(
indS×TY (eγ(P, ψ,Q)f)
)◦
(21)
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In fact, rewriting
(
indS×TY (eγ(P, ψ,Q)f)
)◦
= indT×SY ◦ (fγ(P, ψ,Q)
◦e) in the above expression, then applying
the Mackey formula in Theorem 6.2 to the resulting expression and noting that p2(Y ) = T and Y ∗ Y ◦ =
NS×S(∆(P )), one obtains that the expression in (21) is equal to
indS×SNS×S(∆(P ))
(
eγ(P, ψ,Q)f
Y,Y ◦
·
H
fγ(P, ψ,Q)◦e
)
in T (OSe,OSe) as desired.
The following proposition investigates maximal Brauer pairs of the local p-permutation equivalences from
Theorem 11.4 for the two extreme choices of S and T . It will use the notions introduced in 4.4 and the results
from Proposition 4.5.
11.5 Proposition For any subgroup P ofD let (P, eP ) denote the unique A-Brauer pair with (P, eP ) 6 (D, eD)
and for any subgroup Q of E let (Q, fQ) denote the unique B-Brauer pair with (Q, fQ) 6 (E, fE). Let Q 6 E
and set P := φ(Q). Then (∆(P, φ,Q), eP ⊗ f∗Q) is a γ-Brauer pair (cf. Remark 10.2(c) and Theorem 10.11(a)).
(a) Set γ′ := ePγ(P, φ,Q)fQ ∈ T∆l (O[CG(P )]eP ,O[CH(Q)]fQ). The O[CG(P )]eP ⊗ O[CH(Q)]f
∗
Q-Brauer
pair (∆(CD(P ), φ, CE(Q)), ePCD(P ) ⊗ f
∗
QCE(Q)
) is a γ′-Brauer pair. It is a maximal γ′-Brauer pair if and only
if P is fully A-centralized. In particular, (∆(Z(P ), φ, Z(Q)), eP ⊗ f∗Q) is a maximal γ
′-Brauer pair if and only
if P is A-centric.
(b) Set I := NG(P, eP ), J := NH(Q, fQ) and γ
′′ := indI×JNI×J(∆(P,φ,Q))(ePγ(P, φ,Q)fQ) ∈ T
∆
l (OIeP ,OJfQ).
The OIeP ⊗ OJf∗Q-Brauer pair (∆(ND(P ), φ,NE(Q)), eND(P ) ⊗ f
∗
NE(Q)
) is a γ′′-Brauer pair. It is a maximal
γ′′-Brauer pair if and only if P is fully A-normalized.
Proof By Theorem 11.4, we have γ′ ∈ T∆l (O[CG(P )]eP ,O[CH(Q)]fQ) and γ
′′ ∈ T∆l (OIeP ,OJfQ), so that we
can apply results from Section 10 to γ′ and to γ′′.
(a) First note that (∆(CD(P ), φ, CE(Q)), ePCD(P )⊗f
∗
QCE(Q)
) is an O[CG(P )]eP ⊗O[CH(Q)]f∗Q-Brauer pair,
since CCG(P )(CD(P )) = CG(P ) ∩ CG(CD(P )) = CG(PCD(P )) and CCH (Q)(CE(Q)) = CH(QCE(Q)). It is a
γ′-Brauer pair, since
ePCD(P )γ
′(∆(CD(P ), φ, CE(Q)))fQCE(Q) = ePCD(P )γ(∆(PCD(P ), φ, ECE(Q)))fQCE(Q) 6= 0
in T∆(O[CG(PCD(P ))]ePCD(P ),O[CH(QCE(Q))]fQCE(Q)) by Proposition 3.5(b) and Lemma 3.7, and since
(∆(PCD(P ), φ, ECE(Q)), ePCD(P ) ⊗ f
∗
QCE(Q)
) is a γ-Brauer pair by Theorem 10.11(a) and Proposition 10.8.
By Theorem 10.11(c), (∆(CD(P ), φ, CE(Q)), ePCD(P ) ⊗ f
∗
QCE(Q)
) is a maximal γ′-Brauer pair if and only if
CD(P ) is a defect group of O[CG(P )]eP . But, by Proposition 4.5(a), this is equivalent to P being fully A-
centralized.
(b) Note that (∆(ND(P ), φ,NE(Q)), eND(P )⊗ f
∗
NE(Q)
) is an OIeP ⊗OJf∗Q-Brauer pair, since CI(ND(P )) =
CG(ND(P )) and CJ (NE(Q)) = CG(NE(Q)). It is a straightforward verification that the p-subgroups ∆(P, φ,Q)
and ∆(ND(P ), φ,NE(Q)) of I×J satisfy the hypothesis of Lemma 3.9 (in place of the subgroups Q and P of G),
since every indecomposable O[NI×J(∆(P, φ,Q))]-module appearing in ePγ(P, φ,Q)fQ has a vertex contained in
∆(D,φ,E) by Lemma 10.7, Proposition 10.8, and Theorem 10.11. Thus, Lemma 3.9 together with Lemma 3.7
implies
eND(P )γ
′′(ND(P ), φ,NE(Q))fNE(Q) = eND(P )γ(ND(P ), φ,NE(Q))fNE(Q)
in T∆
(
O[CG(ND(P ))]eND(P ),O[CH(NE(Q))]fNH(Q)
)
. Since (∆(ND(P ), φ,NE(Q)), eND(P ) ⊗ f
∗
NE(Q)
) is a
γ-Brauer pair by Theorem 10.11(a), the element in the above equation is non-zero. This implies that
(∆(ND(P ), φ,NE(Q)), eND(P ) ⊗ f
∗
NE(Q)
) is a γ′′-Brauer pair. By Theorem 10.11(c), it is a maximal γ′′-Brauer
pair if and only if ND(P ) is a defect group of OIeP . But, by Proposition 4.5(b), this is equivalent to P being
fully A-normalized.
11.6 Schur classes. Let k be a field. Recall from the proof of [NT89, Theorem 3.5.7] that whenever N E G
and V is an irreducible G-stable kN -module which is k-split, i.e., EndkN (V ) = k, Schur assigned to these data
a canonical cohomology class κ ∈ H2(G/N, k×). This construction has the following properties:
(a) V extends to a kG-module if and only if κ = 1;
(b) The class assigned to V ◦ is κ−1;
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(c) If N 6 H 6 G then the canonical class assigned to N E H and V is res
G/N
H/N (κ); and
(d) If κi is the class assigned to Ni E Gi and Vi, for i = 1, 2, then κ1 × κ2 ∈ H2((G1 ×G1)/(N1 ×N2), F×)
is the canonical class assigned to N1 ×N2 E G1 ×G2 and V1 ⊗k V2.
11.7 Lemma Let k be a field, let G and H be finite groups, and let Y 6 G×H be such that p1(Y ) = G and
p2(Y ) = H . Set M := k1(Y ) E G, N := k2(Y ) E H and let ηY : H/N
∼
→ G/M (see 2.1(a)) be the isomorphism
induced by Y . Suppose that V ∈ kMmod is irreducible, G-stable, and k-split, and that W ∈ kNmod is
irreducible, H-stable and k-split. Denote by κ ∈ H2(G/M, k×) and λ ∈ H2(H/N, k×) their respective Schur
classes. Suppose further that there exists U ∈ kYmod with Res
Y
M×N (U) = V ⊗k W
◦. Then
λ = η∗Y (κ) ∈ H
2(H/N, k×) .
Proof The Schur class of V ⊗k W ◦ with respect to M ×N E Y is res
(G×H)/(M×N)
Y/(M×N) (κ× λ
−1), by 11.6(b), (c),
and (d). Since V ⊗kW ◦ extends to Y , the latter class is trivial. Let p2 : Y/(M×N)
∼
→ H/N be the isomorphism
induced by the projection p2 : G×H → H . Then also (p
−1
2 )
∗(res
(G×H)/(M×N)
Y/(M×N) (κ× λ
−1)) = 1 in H2(H/N, k×).
However, a straightforward cocycle computation shows that (p−12 )
∗(res
(G×H)/(M×N)
Y/(M×N) (κ × λ
−1)) = η∗(κ) · λ−1,
and the proof is complete.
The element µ in the next proposition will be specified in the follow-up proposition to eµ(P, φ,Q)f with the
notation as in 10.1.
11.8 Proposition Let G and H be finite groups, Y 6 G × H with p1(Y ) = G and p2(Y ) = H . Set M :=
k1(Y ) E G and N := k2(Y ) E H , and let ηY : H/N
∼
→ G/M denote the isomorphism induced by Y . Suppose
that e is a G-stable idempotent of Z(KM), f is an H-stable idempotent of Z(KN), and that µ ∈ R(KY (e⊗f∗))
is a virtual character such that resYM×N (µ) is an isometry between KMe and KNf .
(a) If α : Irr(KNf)
∼
→ Irr(KMe) denotes the bijection induced by resYM×N (µ) then α(
hNχ) = ηY (hN)α(χ),
for all χ ∈ Irr(KNf) and all h ∈ H . In particular, α induces a bijection α : Irr(KNf)/H
∼
→ Irr(KMe)/G.
(b) The group homomorphisms µ
Y,H
·
H
− and indG×HY (µ) ·
H
− from R(KHf) to R(KGe) coincide.
(c) Set X1 := (M ×M)∆(G) and X2 := (N ×N)∆(H). Then Y ∗ Y
◦ = X1 and Y
◦ ∗ Y = X2. Moreover,
the following are equivalent:
(i) µ
Y,Y ◦
·
H
µ◦ = [KMe] in R(KX1(e⊗ e∗)).
(ii) µ◦
Y ◦,Y
·
G
µ = [KNf ] in R(KX2(f ⊗ f∗)).
(iii) (µ, µ)Y = |Irr(KMe)/G|.
(iv) µ has precisely |Irr(KMe)/G| distinct irreducible constituents and each of them occurs with mul-
tiplicity ±1.
(d) Assume that the equivalent conditions (i)–(iv) in Part (c) hold and let J be a set of representatives of
the H-orbits of Irr(KNf). Then there exist irreducible characters µχ ∈ Irr(KY (e ⊗ f∗)) and signs εχ ∈ {±1},
for χ ∈ J , such that µ =
∑
χ∈J εχ · µχ and res
Y
M×N (µχ) =
∑
χ′∈[χ]H
α(χ′)× χ′◦ for all χ ∈ J .
(e) Assume that the equivalent conditions (i)–(iv) in Part (c) hold. Let χ ∈ Irr(KNf) and set ζ := α(χ) ∈
Irr(KMe), G1 := stabG(ζ), and H1 := stabH(χ). Then, ηY (H1) = G1 by Part (a). If κ ∈ H2(G1/M,K×) and
λ ∈ H2(H/N,K×) denote the respective extension classes of ζ and χ then κ = η∗Y (λ).
(f) Assume that the equivalent conditions (i)–(iv) in Part (c) hold. Then indG×HY (µ) ∈ R(KGe,KHf) is an
isometry between KGe and KHf .
Proof (a) By Remark 8.4(a) we can write
resYM×N (µ) =
∑
χ∈Irr(KNf)
εχ · α(χ)× χ
◦ (22)
with εχ ∈ {±1}, for χ ∈ Irr(KNf). Let (g, h) ∈ Y . Then (g,h)µ = µ and therefore, for every χ ∈ Irr(KNf),
εχ · gα(χ) ×
hχ◦ is again equal to one of the summands in the above sum. This implies gα(χ) = α( hχ) and
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εχ = ε hχ, and Part (a) is proved. For later use, let J ⊆ Irr(KNf) denote a set of representatives of the H-orbits
of Irr(KNf). Then the above also shows that χ 7→ α(χ)× χ◦ induces a bijection
J
∼
→ {α(χ)× χ◦ | χ ∈ Irr(KNf)}/Y . (23)
(b) Note that identifying H with H × {1} and G with G × {1}, the first map, given by the generalized
tensor product, maps R(KHf) to R(KGe), since Y ∗ (H ×{1}) = G×{1}. The statement follows directly from
Lemma 6.5(a) applied to Y 6 G×H and H × {1} 6 H × {1}.
(c) We will show that (i)⇒(iii)⇒(iv)⇒(i). Then also (ii)⇐⇒ (iii) by symmetry, since (µ◦, µ◦)Y ◦ = (µ, µ)Y
and |Irr(KGe)/G| = |Irr(KNf)/H |, by Part (a). But first we establish some facts that hold without further
hypotheses. Note that Y ∗ Y ◦ = X1 and Y ◦ ∗ Y = X2 by Lemma 2.2(a), since p1(Y ) = G and p2(Y ) = H . Set
θ1 := [KMe] ∈ R(KX1(e⊗ e∗)). Then Proposition 6.7(c) and Corollary 6.9(b) imply
(µ, µ)Y = (µ, θ1
X1,Y
·
G
µ)Y = (µ
Y,Y ◦
·
H
µ◦, θ1)X1 . (24)
Now write µ = a1µ1+ · · ·+arµr with pairwise distinct µ1, . . . , µr ∈ Irr(KY ) and non-zero integers a1, . . . , ar.
Since resYM×N (µi) is a multiple of the sum of a Y -orbit of Irr(K[M ×N ]), (22) and (23) imply that
(µ, µ)Y = a
2
1 + · · ·+ a
2
r > r > |J | = |Irr(KNf)/H | . (25)
Moreover, one has (µ, µ)Y = |Irr(KNf)/H |, if and only if there is a bijection {1, . . . , r}
∼
→ J , i 7→ χi, such that
ai = εχi and res
Y
M×N (µi) =
∑
χ′∈[χi]H
α(χ′)× χ′
◦
, (26)
for all i = 1, . . . , r, where [χ]H denotes the H-orbit of χ ∈ Irr(KNf). This shows that (iii) implies (iv), since
|Irr(KGe)/G| = |Irr(KHf)/H | by Part (a).
The same considerations apply to θ1 with res
X1
M×M (θ1) =
∑
ζ∈Irr(KMe) ζ × ζ
◦. Since θ1 is the character of a
KX1-module, each G-orbit sum
∑
ζ′ ζ
′ × ζ′◦ extends to an irreducible character and we obtain
(θ1, θ1)X1 = |Irr(KMe)/G| . (27)
Now, (i) implies (iii) by Equations (24) and (27).
Finally, we assume (iv) and aim to show (i). Since (iv) implies (µ, µ)Y = |J |, we obtain (26) and can write
µ =
∑
χ∈J εχµχ, with µχ ∈ Irr(KY ) satisfying res
Y
M×N (µχ) =
∑
χ′∈[χ]H
α(χ′)×χ′◦, for all χ ∈ J . If χ1, χ2 ∈ J
are distinct then µχ1
Y,Y ◦
·
H
µ◦χ2 = 0, by the definition of the extended tensor product (taken over KN in this case).
Thus
µ
Y,Y ◦
·
H
µ◦ =
∑
χ∈J
εχµχ
Y,Y ◦
·
H
εχµ
◦
χ =
∑
χ∈J
µχ
Y,Y ◦
·
H
µ◦χ .
Moreover, for each χ ∈ J , the character µχ
Y,Y ◦
·
H
µ◦χ of X1 is irreducible, since its restriction to M ×M is the
sum
∑
ζ′∈[α(χ)]G
ζ′ × ζ′◦ is the sum of an X1-orbit of elements in Irr(K[M ×M ]). Furthermore, the irreducible
characters µχ
Y,Y ◦
·
H
µ◦χ, χ ∈ J , are pairwise orthogonal, since their restrictions toM×M are. Thus, both µ
Y,Y ◦
·
H
µ◦
and θ1 are multiplicity-free sums of |J | pairwise distinct irreducible characters of X1. But by Equation (24)
and by (iv) we have (µ
Y,Y ◦
·
H
µ◦, θ1)X1 = (µ, µ)Y = |J |. This implies µ
Y,Y ◦
·
H
µ◦ = θ1 and the proof of Part (c) is
complete.
(d) This was shown in the proof of Part (c).
(e) This follows immediately from Part (c) and Lemma 11.7.
(f) By Theorem 6.2 we have
(indG×HY (µ)) ·
H
(indG×HY (µ))
◦ = (indG×HY (µ)) ·
H
(indH×GY ◦ (µ
◦)) = indG×GY ∗Y ◦(µ
Y,Y ◦
·
H
µ◦) , (28)
37
since p2(Y ) = p1(Y
◦) = H . Moreover, µ
Y,Y ◦
·
H
µ◦ = [KMe] in R(KX1(e ⊗ e∗)) by hypothesis. Thus, the last
expression in (28) equals indG×GX1 ([KMe]) which in turn equals [KGe] ∈ R(KGe,KGe). Similarly one shows that
(indG×HY (µ))
◦ ·
G
(indG×HY (µ)) = [KHf ]
in R(KHf,KHf). Now Remark 8.4(a) implies the result.
11.9 Proposition Let A be a block of OG, B a block of OH , γ ∈ T∆l (A,B), and let (∆(P, φ,Q), e ⊗ f
∗) ∈
BPO(γ). Set I := NG(P, e), J := NH(Q, f), and Y := NI×J(∆(P, φ,Q)). Then the element µ := eµ(P, φ,Q)f ∈
R(KY (e ⊗ f∗)) defined in 10.1 has the following properties:
(a) The restriction of µ to CG(P )× CH(Q) is a perfect isometry between K[CG(P )]e and K[CH(Q)]f .
(b) The conditions (i)–(iv) in Part (c), and therefore Parts (d), (e), and (f) of Proposition 11.8 hold for the
groups I and J , the subgroup Y 6 I × J , their normal subgroups CG(P ) and CH(Q), and the character µ.
Proof (a) This follows from Theorem 11.4 and Proposition 9.9.
(b) By Part (a) and Proposition 11.1, all the hypotheses of Proposition 11.8 are satisfied. Moreover, the
condition in Proposition 11.8(c)(i) holds by Equation (20) in Theorem 11.4. Thus, the proof is complete.
As an immediate consequence of the above proposition, we obtain the following finiteness result.
11.10 Theorem Let A be a block of OG and B a block of OH . The set T∆l (A,B) of left p-permutation
equivalences between A and B is finite. In particular, the set T∆o (A,B) of p-permutation equivalences between
A and B is finite and the group T∆o (A,A) of p-permutation self equivalences of A is finite.
Proof By Proposition 11.9, for each A ⊗ B∗-Brauer pair (Y, e ⊗ f∗), there are only finitely many choices
for the virtual character of γ(Y, e ⊗ f∗) ∈ T (OY (e ⊗ f∗)), since it has bounded norm by the condition in
Proposition 11.8(c)(iii). On the other hand, Proposition 9.2 implies that these characters determine γ.
12 A character theoretic criterion and moving from left to right
Throughout this section we assume that G and H are finite groups and that the p-modular system (K,O, F ) is
large enough for G and H . Further, we assume that A is a block algebra of OG and that B is a block algebra
of OH .
In this section we will prove a character theoretic criterion for an element γ ∈ T∆(A,B) to be in T∆l (A,B),
see Theorem 12.2. Since one of the conditions in this criterion is symmetric, we can derive that T∆l (A,B) =
T∆o (A,B) = T
∆
r (A,B), see Theorem 12.3.
12.1 Lemma Suppose that (D, eD) is a maximal A-Brauer pair, (E, fE) is a maximal B-Brauer pair, and
φ : E
∼
→ D is an isomorphism between the fusion systems B and A associated with (E, fE) and (D, eD),
respectively. Suppose further that one has A-Brauer pairs (P, e) and (R, d) and a B-Brauer pair (Q, f) with
(P, e) 6 (D, eD), (R, d) 6 (D, eD) and (Q, f) 6 (E, fE), and isomorphisms α : Q
∼
→ P and β : Q
∼
→ R such that
(∆(P, α,Q), e ⊗ f∗) 6G×H (∆(D,φ,E), eD ⊗ fE) and
(∆(R, β,Q), d⊗ f∗) 6G×H (∆(D,φ,E), eD ⊗ fE) .
Then (∆(P, αβ−1, R), e ⊗ d∗) ={1}×G (∆(P ), e ⊗ e
∗) and there exists g ∈ G such that cg ◦ α = β : Q
∼
→ P and
g(P, e) = (R, d).
Proof By assumption there exist (g1, h1), (g2, h2) ∈ G×H such that
(g1,h1)(∆(P, α,Q), e ⊗ f∗) 6 (∆(D,φ,E), eD ⊗ f
∗
E) and
(g2,h2)(∆(R, β,Q), d⊗ f∗) 6 (∆(D,φ,E), eD ⊗ f
∗
E) ,
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or equivalently,
g1(P, e) 6 (D, eD) ,
h1(Q, f) 6 (E, fE) ,
g2(R, d) 6 (D, eD) ,
h2(Q, f) 6 (E, fE) ,
g1P = φ( h1Q) , cg1αch−11
= φ : h1Q
∼
→ g1P , g2R = φ( h2Q) , cg2βch−12
= φ : h2Q
∼
→ g2R .
Thus, ch2h−11
∈ HomB(
h1Q, h2Q). Since φ : E
∼
→ D is an isomorphism between B and A, there exists g ∈ G such
that
gg1(P, e) = g2(R, d) and φch2h−11
= cgφ :
h1Q
∼
→ φ( h2Q) = g2R .
From this we obtain
g−12 gg1(P, e) = (R, d), cg−12 gg1
α = β : Q
∼
→ R, which implies
(1,g−11 g
−1g2)(
∆(P, αβ−1, R), e⊗ d∗
)
= (∆(P ), e⊗ e∗) ,
and the proof of the lemma is complete.
12.2 Theorem Let γ ∈ T∆(A,B). Then γ belongs to T∆l (A,B) if and only if the following hold:
(i) There exists a maximal element (∆(D,φ,E), eD ⊗ f∗E) in BPO(γ) such that (D, eD) is a maximal A-
Brauer pair, (E, fE) is a maximal B-Brauer pair and φ : E → D is an isomorphism between the fusion systems
B and A of B and A associated with (E, fE) and (D, eD), respectively;
(ii) Any two maximal elements in BPO(γ) are G×H-conjugate; and
(iii) For every (∆(P, ψ,Q), e ⊗ f∗) ∈ BPO(A ⊗ B∗) with (∆(P, ψ,Q), e ⊗ f∗) 6 (∆(D,φ,E), eD ⊗ f∗E),
setting I := NG(P, e), J := NH(Q, f), and Y := NI×J(∆(P, ψ,Q)), the element µ := γ(∆(P, ψ,Q), e ⊗ f∗)K in
R(KY (e ⊗ f∗)) satisfies
µ
Y,Y ◦
·
H
µ◦ = [K[CG(P )]e] in R(K[NI×I(∆(P ))]).
Proof First assume that γ ∈ T∆l (A,B). Let (∆(D,φ,E), eD ⊗ fE) be any maximal γ-Brauer pair. Then the
conditions in (i) are satisfied by Theorem 10.11(c) and by Theorem 11.2. Moreover, Theorem 10.11(b), implies
the condition in (ii), and Equation (20) in Theorem 11.4 implies the condition in (iii).
Next we assume that Conditions (i)–(iii) hold for γ ∈ T∆(A,B). We aim to show that γ ·
H
γ◦ = [A] in
T∆(A,A). By Proposition 9.2(b), it suffices to show that(
(γ ·
H
γ◦)(X, c)
)K
=
(
A(X, c)
)K
in T (K[NG×G(X, c)]) , (29)
for all (X, c) running through a set of representatives of the G×G-orbits of BP(A⊗A∗).
Claim 1: Both sides of (29) are 0 unless (X, c) =G×G (∆(P ), e ⊗ e
∗) for some Brauer pair (P, e) with
(P, e) 6 (D, eD). This is clear for the right hand side, since (∆(D), eD ⊗ e∗D) is a maximal Brauer pair of
the indecomposable p-permutation A ⊗ A∗-module A (see Proposition 5.3(c)). To prove this for the left hand
side of (29), assume that (X, c) ∈ BP(A ⊗ A∗) is such that the left hand side of (29) is non-zero. Then
also (γ ·
H
γ◦)(X, c) 6= 0 in T (F [NG×G(X, c)]). Since every indecomposable p-permutation O[G ×G]-module M
appearing in γ ·
H
γ◦ has twisted diagonal vertices (see Lemma 7.2(b)) and since every M -Brauer pair is also
an A ⊗ A∗-Brauer pair (see Proposition 5.3(a)), we can conclude that (X, c) is G × G-conjugate to a Brauer
pair of the form (∆(P, σ,R), e ⊗ d∗) with (P, e) 6 (D, eD) and (R, d) 6 (D, eD). Using Theorem 7.5(c) with
I := NG(P, e) for S and K := NG(R, d) for T , this implies that there exists a Brauer pair (Q, f) of OH and
isomorphisms α : Q
∼
→ P and β : R→ Q such that αβ = σ, γ(∆(P, α,Q), e⊗f∗) 6= 0 in T (F [NI×J(∆(P, α,Q))]),
and γ(∆(R, β−1, Q), d ⊗ f∗) 6= 0 in T (F [NK×J(∆(R,α,Q)])), where J := NH(Q, f). By Condition (ii) this
implies (∆(P, α,Q), e⊗f∗) 6G×H (∆(D,φ,E), eD⊗f∗E) and (∆(R, β
−1, Q), d⊗f∗) 6G×H (∆(D,φ,E), eD⊗f∗E).
Now Lemma 12.1 implies Claim 1.
With Claim 1 it now suffices to show that(
(γ ·
H
γ◦)(∆(P ), e ⊗ e∗)
)K
=
(
[A](∆(P ), e ⊗ e∗)
)K
in R(K[NI×I(∆(P ))]) , (30)
for all A-Brauer pairs (P, e) with (P, e) 6 (D, eD), where I := NG(P, e). By Proposition 4.3(b), the right
hand side of (30) equals [K[CG(P )]e]. We use the second part of Theorem 7.5(d) with S = I to compute
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the left hand side of (30). For Q 6 E let fQ denote the unique block idempotent of O[CH(Q)] such that
(Q, fQ) 6 (E, fE) and set Q0 := φ
−1(P ) and f0 := fQ0 . Then, with the notation in Theorem 7.5(d), the
summand for λ0 = (φ, (Q0, f0)) contributes the element
ind
NI×I(∆(P ))
∆(I(λ0))(CG(P )×{1})
(
γ(∆(P, φ,Q0), e ⊗ f
∗
0 )
Y0,Y
◦
0
·
H
γ(∆(P, φ,Q0), e⊗ f
∗
0 )
◦
)
,
where Y0 = NG×H(∆(Pφ,Q0), e ⊗ f∗0 ). Since φ is an isomorphism between the fusion systems B and A by
Condition (i), we have I(λ0) = I and therefore ∆(I(λ0))(CG(P ) × {1}) = NI×I(∆(P )). Thus, after applying
(−)K, the contribution of the summand parametrized by λ0 to the left hand side of (30) is equal to µ0
Y0,Y
◦
0
·
H
µ◦0
with µ0 := γ(∆(P, φ,Q0), e⊗f∗0 )
K. Condition (iii) now implies that this expression is also equal to [K[CG(P )]e] ∈
R(K[NI×I(∆(P ))]). Thus, it suffices to show Claim 2: Let (Q, f) be an OH-Brauer pair and α : Q
∼
→ P an
isomorphism with γ(∆(P, α,Q), e⊗ f∗) 6= 0 in T (F [NG×H(∆(P, α,Q), e ⊗ f∗)]) then λ = (α, (Q, f)) belongs to
the same I ×H-orbit as λ0. In order to prove this claim, note first that γ(∆(P, α,Q), e ⊗ f
∗) 6= 0 implies that
(Q, f) is a B-Brauer pair. Without loss of generality we may assume that (Q, f) 6 (E, fE). Condition (ii) now
implies that (∆(P, α,Q), e⊗f∗) 6G×H (∆(D,φ,E), eD⊗f∗E). Applying the symmetric statement of Lemma 12.1
to (∆(P, α,Q), e ⊗ f∗) and (∆(P, φ,Q0), e ⊗ f∗0 ), we obtain (α, (Q, f)) =H (φ, (Q0, f0)). This completes the
proof of the theorem.
12.3 Theorem Let A be a block of OG, B a block of OH and γ ∈ T∆(A,B). The following are equivalent:
(i) γ ∈ T∆l (A,B).
(ii) γ ∈ T∆r (A,B).
(iii) γ ∈ T∆o (A,B).
(iv) γ satisfies the conditions (i)–(iii) in Theorem 12.2.
Proof By Theorem 12.2, (i) is equivalent with (iv). Morover, clearly (iii) implies (i) and (ii). Next we show
that (i) implies (iii). In fact, assuming (i), Theorem 12.2 shows that the conditions (i)–(iii) in Theorem 12.2 are
satisfied. Since conditions (i) and (ii) are symmetric and since Condition (iii) for γ is equivalent to Condition (iii)
for γ◦, by Proposition 11.9 and the equivalence of (i) and (ii) in Proposition 11.8(c), we see that the conditions
(i)–(iii) also hold for γ◦ ∈ T∆(B,A). Now Theorem 12.2 implies that γ◦ ∈ T∆l (B,A). But this is equivalent to
γ ∈ T∆r (A,B). Thus, (i) implies (iii). Finally, if (ii) holds then γ
◦ ∈ T∆l (B,A), and, since (i) implies (iii), we
obtain γ◦ ∈ T∆o (B,A) and γ ∈ T
∆
o (A,B). Thus, (ii) implies (iii), and the proof is complete.
13 Ku¨lshammer-Puig classes
Throughout this section we assume that G and H are finite groups and that the p-modular system (K,O, F ) is
large enough for G and H . Further, we assume that A is a block algebra of OG, that B is a block algebra of
OH , and that γ ∈ T∆(A,B) is a p-permutation equivalence.
The main goal of this section is to show that Ku¨lshammer-Puig classes are ‘preserved’ by γ, see Theorem 13.4
for the precise statement. In order to prove this we need to take a closer look at the elements eγ(P, ψ,Q)f ,
for a γ-Brauer pair (∆(P, ψ,Q), e ⊗ f∗) with P and Q centric in the associated fusion systems. This is done in
Proposition 13.2.
13.1 Lemma Let (∆(D,φ,E), e⊗f∗) be a maximal γ-Brauer pair and let F denote the fusion system associated
to the maximal A ⊗ B∗-Brauer pair (D × E, e ⊗ f∗). Then the subgroup ∆(D,φ,E) of D × E is fully F -
normalized. Moreover, setting Y := NG×H(∆(D,φ,E), e⊗ f∗), the block OY (e⊗ f∗) has the normal subgroup
(Z(D)× Z(E)) ·∆(D,φ,E) of Y as defect group.
Proof Any G × H-conjugate subgroup of ∆(D,φ,E) which is contained in D × E must be again a twisted
diagonal subgroup and therefore of the form ∆(D,ψ,E) for some isomorphism ψ : E
∼
→ D. By Lemma 2.4(b),
one has ND×E(∆(D,ψ,E)) = (Z(D) × Z(E)) · ∆(D,ψ,E), whose order is independent of ψ. This proves the
first statement. The second statement follows immediately from Proposition 4.5(b).
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13.2 Proposition Let (∆(P, ψ,Q), e⊗ f∗) ∈ BPO(γ) and suppose that Z(P ) is a defect group of O[CG(P )]e.
Set
I := NG(P, e), J := NH(Q, f), Y := NI×J(∆(P, ψ,Q)), C := CG(P )× CH(Q),
Z := Z(P )× Z(Q), and Z ′ := ∆(Z(P ), ψ, Z(Q)) .
(a) One has
resYC(eγ(P, ψ,Q)f) = ε[N
′] in T (OC(e⊗ f∗)) ,
where ε ∈ {±1} and N ′ is the unique indecomposable p-permutation OC(e ⊗ f∗)-module with vertex Z ′
(cf. Proposition 4.8(b)). Moreover, the p-permutation OC(e ⊗ f∗)-module V ′ := InfCC/ZDef
C
C/Z(N
′) satisfies:
(i) F ⊗O V ′ is the unique simple FC(e⊗ f∗)-module;
(ii) K⊗O V ′ is a simple KC(e⊗ f∗)-module.
(b) Set ζ := infYY/Zdef
Y
Y/Z(eγ(P, ψ,Q)f) ∈ T (OY (e ⊗ f
∗)). There exists a simple KY (e ⊗ f∗)-module W
and a simple FY (e ⊗ f∗)-module W such that dY ([W ]) = [W ] in R(FY (e ⊗ f∗)) and such that the following
hold with ε from Part (a):
(i) κY (ζ) = ε[W ] in R(KY (e ⊗ f∗)) and Res
Y
C(W )
∼= K⊗O V ′;
(ii) ηY (ζ) = ε[W ] in R(FY (e ⊗ f∗)) and Res
Y
C(W )
∼= F ⊗O V ′.
(c) If (∆(P, ψ,Q), e ⊗ f∗) is a maximal γ-Brauer pair then there exists an indecomposable p-permutation
OY (e⊗ f∗)-module N such that
eγ(P, ψ,Q)f = ε[N ] in T (OY (e⊗ f∗)) and ResYC (N)
∼= N ′ ,
where ε is from Part (a).
We visualize the situation via the diagrams of elements
ζ 7→ ε[W ]
←
7
←
7
ζ 7→ ε[W ]
and
ε[V ′] 7→ ε[K⊗O V
′]
←
7
←
7
ε[F ⊗O V
′] 7→ ε[F ⊗O V
′]
(31)
in the diagrams of groups
T (OY (e⊗ f∗)) κY qqqqqqqqqqq
q
qqqqqqqqqqq R(KY (e ⊗ f∗))
≀
q
qq
qq
qq
qq
qq
q
qq
qq
qq
qq
qq
qq
q
qq
qq
qq
qq
qq
q
qq
qq
qq
qq
qq
q
dY
T (FY (e⊗ f∗))
ηY
q
qq
qq
qq
qq
qq
q
qqqqqqqqqqq R(FY (e⊗ f∗))
and
T (OC(e⊗ f∗)) κC qqqqqqqqqqqq qqqqqqqqqqq R(KC(e⊗ f∗))
≀
qq
qq
qq
qq
qq
qq
q
qq
qq
qq
qq
qq
q
q
qq
qq
qq
qq
qq
q
qq
qq
qq
qq
qq
q
dC
T (FC(e⊗ f∗))
ηC
qq
qq
qq
qq
qq
qq
q
qqqqqqqqqqqq R(FC(e⊗ f∗)) ,
where the right diagram of elements is the image of the left one under the restriction maps resYC , as shown in
the proof. Before we prove the proposition, we mention the following negative result:
13.3 Remark Assume the situation in Proposition 13.2. In general, the element eγ(P, ψ,Q)f ∈ T (OY (e⊗f∗))
is not plus or minus the class of an indecomposable p-permutation OY -module. In fact, let G = H be the
dihedral group of order 8, P the cyclic subgroup of order 4 and γ := [O[G × G/∆(G)]] − [O[G ×G/∆(P )]] ∈
T∆(OG,OG). Then γ is a p-permutation equivalence, P = Z(P ) = CG(P ) is a defect group of O[CG(P )], but
γ(∆(P )) = [O[Y/∆(G)]] − [O[Y/∆(P )]] in T (OY ).
Proof of Proposition 13.2. We set ω := eγ(P, ψ,Q)f ∈ T (OY (e⊗ f∗)) and ω′ := resYC(ω) ∈ T (OC(e⊗ f
∗)).
(a) Since Z(P ) is a defect group of O[CG(P )]e, Z(Q) is a defect group of O[CH(Q)]f . In fact, we can choose
a maximal γ-Brauer pair (∆(D,φ,E), e′ ⊗ f ′∗) such that (∆(P, ψ,Q), e ⊗ f∗) 6 (∆(D,φ,E), e′ ⊗ f ′∗). Then,
ψ is the restriction of φ and φ : E
∼
→ D is an isomorphism between the fusion systems A and B associated with
(D, e′) and (E, f ′), cf. Theorem 11.2, and since P is centric in the fusion system A, Q must be centric in the
fusion system B. Applying now Proposition 4.5 the claim follows. Thus, Z is a defect group of OC(e ⊗ f∗).
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Let U be an indecomposable OC-module appearing in ω′. We will show that Z ′ is a vertex of U . In fact, let
X 6 C denote a vertex of U . Since ∆(P, ψ,Q) acts trivially on every indecomposable OY -module appearing in
ω, the group Z ′ acts trivially on U . Thus, Z ′ 6 X . Moreover, X must be a twisted diagonal subgroup of Z,
since Z is the unique defect group of OC(e ⊗ f∗). This implies X = Z ′.
Since OC(e ⊗ f∗) has the central defect group Z, Proposition 4.8(b) implies that there exists a unique
p-permutation OC(e⊗ f∗)-module N ′ with vertex Z ′. Thus, by the previous paragraph, there exists ε ∈ Z with
ω′ = ε[N ′] ∈ T (OC). Since Lemma 10.3 implies that κC(ω
′) = ε[K ⊗O N
′] is an isometry between K[CG(P )]e
and K[CH(E)]f , we obtain ε ∈ {±1}. Moreover, by Proposition 4.8(b), the p-permutation OC(e⊗ f∗)-module
V ′ := InfCC/ZDef
C
C/Z(N
′) has the property that F ⊗O V ′ is the unique simple FC(e ⊗ f∗)-module. Note also
that F ⊗O V ′ can be viewed as the unique simple F [C/Z]pi(e ⊗ f∗)-module, where pi : OC → O[C/Z] denotes
the canonical map OC → O[C/Z]. Since O[C/Z]pi(e ⊗ f∗) is a block of defect 0 (see Proposition 4.8(a)), the
KC(e⊗f∗)-module K⊗O V ′ is simple, namely the inflation of the unique simple K[C/Z]pi(e⊗f∗)-module. This
establishes all the statements in Part (a).
(b) Since Z ′ 6 ∆(P, ψ,Q), Z ′ acts trivially on any indecomposable OY -module appearing in ω. Using
Z = Z ′ · (Z(P )× {1}) and Proposition 6.7(d), we obtain
ζ = infYY/Zdef
Y
Y/Z(ω) = inf
Y
Y/(Z(P )×{1})def
Y
Y/(Z(P )×{1})(ω) = [O[CG(P )/Z(P )]e]
Y ∗Y ◦,Y
·
G
ω (32)
in T (OY (e⊗f∗)), where e denotes the image of e under the canonical map O[CG(P )]→ O[CG(P )/Z(P )]. Note
that Y ∗ Y ◦ = ∆(I) · (CG(P )×CG(P )) by Lemma 2.2(a) and Proposition 11.1. We claim that the character of
the O[∆(I) · (CG(P ) × CG(P ))]-module O[CG(P )/Z(P )]e in (32) is irreducible. In fact, since O[CG(P )]e has
central defect group Z(P ), O[CG(P )/Z(P )]e is a block of defect 0. Thus, K[CG(P )/Z(P )]e is an irreducible
(K[CG(P )/Z(P )]e,K[CG(P )/Z(P )]e)-bimodule and via inflation an irreducible K[CG(P ) × CG(P )](e ⊗ e∗)-
module, which is a fortiori irreducible as K[∆(I) · (CG(P )×CG(P ))]-module. Now, (32) and Lemma 11.3 imply
that κY (ζ) = ε
′ · [W ], for some ε′ ∈ {±1} and some simple KY (e ⊗ f∗))-module W . Since clearly
resYC inf
Y
Y/Zdef
Y
Y/Z = inf
C
C/Zdef
C
C/Zres
Y
C : T (OY )→ T (OC) ,
we have resYC(ζ) = inf
C
C/Zdef
C
C/Zres
Y
C (ω) = inf
C
C/Zdef
C
C/Z(ω
′) = ε[V ′] and therefore resYC(ε
′[W ]) =
resYC (κY (ζ)) = κC(res
Y
C (ζ)) = εκC [V
′] = ε[K⊗O V ′]. This implies that ε′ = ε and establishes Statement (i) of
Part (b). Moreover, we have resYC (dY ([W ])) = dC(res
Y
C([W ])) = dC([K ⊗O V
′]) = [F ⊗O V ′] ∈ R(FC). Since
F ⊗O V ′ is an irreducible FC(e ⊗ f∗)-module, the previous equation implies that dY ([W ]) = [W ], for some
irreducible FY (e⊗ f∗)-module W . This completes the proof of Part (b).
(c) By Lemma 13.1, the block algebra OY (e⊗ f∗) has defect group Z ·∆(P, ψ,Q), a normal subgroup of Y .
Thus, by [NT89, Theorems V.8.7(ii) and V.8.10], O[Y/Z ·∆(P, ψ,Q)]pi(e ⊗ f∗) is a sum of blocks of defect 0,
where pi : OY → O[Y/Z ·∆(P, ψ,Q)] denotes the canonical homomorphism. Since ∆(P, ψ,Q) acts trivially on
every indecomposable OY -module appearing in ω, we have
ζ = infYY/Zdef
Y
Y/Z(ω) = inf
Y
Y/Z·∆(P,ψ,Q)def
Y
Y/Z·∆(P,ψ,Q)(ω) ,
where defYY/Z·∆(P,ψ,Q)(ω) ∈ T (F [Y/Z ·∆(P, ψ,Q)]) is a Z-linear combination of classes of simple p-permutation
modules.This property is preserved under inflation, so that also ζ is a Z-linear combination of classes of simple
p-permutation FY -modules. But since ηY (ζ) = ε[W ], we obtain that W is a simple p-permutation FY (e⊗ f∗)-
module and that ζ = ε[W ] in T (FY (e⊗ f∗)).
Since every indecomposable FY -module appearing in ω ∈ T (FY ) has vertex ∆(P, ψ,Q) and
infYY/Zdef
Y
Y/Z(ω) = ζ = ε[W ] ∈ T (FY ), Proposition 4.7(b) implies that ω = ε[N ] ∈ T (FY (e ⊗ f
∗)) for an
indecomposable p-permutation FY (e ⊗ f∗)-module N with vertex ∆(P, ψ,Q). Let N be the indecomposable
p-permutation OY (e⊗f∗)-module corresponding to N . Then ω = ε[N ] and N ′ ∼= ResYC(N), since ω
′ = resYC(ω).
This completes the proof of the proposition.
Next we show that p-permutation equivalences ‘preserve’ Ku¨lshammer-Puig classes.
13.4 Theorem Let A be a block ofOG, B a block ofOH , and γ ∈ T∆o (A,B). Further, let (∆(P, ψ,Q), e⊗f
∗) ∈
BPO(γ) and suppose that Z(P ) is a defect group of the block O[CG(P )]e. Then Z(Q) is a defect group
of the block O[CH(Q)]f , by Theorem 11.2 and the preservation of centric subgroups. Set I := NG(P, e),
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I := I/PCG(P ), J := NH(Q, f), and J := J/QCH(Q). Furthermore, let κ ∈ H2(I, F×) and λ ∈ H2(J, F×)
denote the Ku¨lshammer-Puig classes of (P, e) and (Q, f), respectively. Then
λ = η∗(κ) ∈ H2(J, F×) ,
where η : J
∼
→ I is induced by the isomorphisms in Proposition 11.1 and η∗ := H2(η, F×).
Proof LetM denote the unique simple F [PCG(P )]e-module and let N denote the unique simple F [QCH(Q)]f
∗-
module. Then, by 4.6, κ is the Schur class of M with respect to PCG(P ) E I, and λ
−1 is the Schur class of N
with respect to QCH(Q) E J . Set C := CG(P )×CH(Q), Y := NI×J(∆(P, ψ,Q)) and Y˜ := Y (P ×Q) 6 I × J .
By Proposition 11.1 and Lemma 11.7, it suffices to show that the irreducible F [C(P ×Q)]-moduleM ⊗F N can
be extended to Y˜ .
By Proposition 13.2(b), there exists an irreducible FY (e ⊗ f∗)-module W (it is denoted by W there) such
that ResYC(W )
∼= M ⊗ N . Consider the canonical isomorphism Y˜ /(P × Q) ∼= Y/Y ∩ (P × Q) and note that
Y ∩ (P ×Q) = (Z(P )×Z(Q))∆(P, ψ,Q) is a normal p-subgroup of Y and therefore acts trivially on W . Using
the above isomorphism we see that W extends to an FY˜ -module W˜ . Then, ResY˜C(P×Q)(W˜ )
∼= M ⊗ N , since
P ×Q acts trivially on W˜ and on M ⊗N and since ResY˜C (W˜ ) = Res
Y
C (W )
∼= M ⊗N . Thus, the I × J-stable
simple F [C(P ×Q)]-module M ⊗N can be extended to Y˜ and the proof is complete.
14 The maximal module of a p-permutation equivalence
Throughout this section we assume that G and H are finite groups and that the p-modular system (K,O, F ) is
large enough for G and H . Further, we assume that A is a block algebra of OG, that B is a block algebra of
OH , and that γ ∈ T∆o (A,B) is a p-permutation equivalence.
We will take a closer look at the Brauer pairs (and therefore vertices) of the indecomposable modules
appearing in γ. We establish that there is a unique indecomposable module M appearing in γ such that
BPO(M) = BPO(γ) and BPO(M) ⊃ BPO(N) for all other indecomposable modules N appearing in γ. More-
over, we show that the Brauer construction ofM with respect to a vertex ofM yields a p-permutation bimodule
that induces a Morita equivalences between the Brauer correspondents of A and B.
All results and definitions in this section have obvious analogues if A and B are block algebras over F .
14.1 Theorem Up to isomorphism, there exists a unique indecomposable (A,B)-bimodule M appearing in γ
whose vertex is of the form ∆(D,φ,E) where D is a defect group of A. Moreover, the multiplicity of [M ] in γ
equals 1 or −1.
Proof Existence: Let (∆(D,ϕ,E), e⊗f∗) ∈ BPO(γ) be a maximal γ-Brauer pair. Then, by Theorem 10.11(c),
D is a defect group of A. Since eγ(∆(D,φ,E))f 6= 0, there exists an indecomposable (A,B)-bimodule M
appearing in γ with eM(∆(D,φ,E))f 6= {0}. Thus, (∆(D,φ,E), e⊗f∗) ∈ BPO(M) and ∆(D,φ,E) is contained
in a vertex of M , by Proposition 5.3. Since M belongs to the block A ⊗ B∗ with defect group D × E and M
has twisted diagonal vertex, ∆(D,φ,E) must be a vertex of M .
Uniqueness: Let N be an indecomposable (A,B)-bimodule appearing in γ which has a vertex of the form
∆(D˜, φ˜, E˜), where D˜ is a defect group of A. We will show that N is isomorphic to M from above. Choose
block idempotents e˜ and f˜ of OCG(D˜) and OCH(E˜), respectively, such that (∆(D˜, φ˜, E˜), e˜⊗ f˜∗) is a maximal
N -Brauer pair. By Lemma 10.7 and Proposition 10.8(i) ⇐⇒ (iv), (∆(D˜, φ˜, E˜), e˜ ⊗ f˜∗) is a γ-Brauer pair.
Moreover, (D˜, e˜) is a maximal A-Brauer pair and Theorem 10.11(c) implies that (∆(D˜, φ˜, E˜), e˜ ⊗ f˜∗) is a
maximal γ-Brauer pair. By Theorem 10.11(b) and Proposition 5.3(c), we may choose (∆(D˜, φ˜, E˜), e˜⊗ f˜∗) to be
equal to (∆(D,φ,E), e ⊗ f∗). By Lemma 9.3(a), the coefficients of [M ] (resp. [N ]) in γ equals the coefficient
of [eM(∆(D,φ,E)f ] (resp. eN(∆(D,φ,E))f) in eγ(∆(D,φ,E))f ∈ T (FNG×H(∆(D,φ,E), e ⊗ f∗)). But, by
Proposition 13.2(c), the element eγ(D,φ,E)f ∈ T (FNG×H(∆(D,φ,E), e ⊗ f∗)) is of the form ε · [L] for some
ε ∈ {±1} and some indecomposable FNG×H(∆(D,φ,E), e⊗f∗))-module L. Thus, since both eM(∆(D,φ,E))f
and eN(∆(D,φ,E))f appear in eγ(∆(D,φ,E))f , we have
eM(∆(D,φ,E))f ∼= L ∼= eN(∆(D,φ,E))f .
Now, Proposition 5.4 implies that M ∼= N . Finally, the above statement about multiplicities implies that the
multiplicity of M in γ is equal to ε.
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14.2 Definition The module M from Theorem 14.1 is called the maximal module of γ and its multiplicity
ε ∈ {±1} in γ is called the sign of γ.
14.3 Theorem LetN be an indecomposable (A,B)-bimodule appearing in γ and letM be the maximal module
of γ. Then BPO(N) ⊆ BPO(M) = BPO(γ). If M 6∼= N then BPO(N) ⊂ BPO(M). In particular, every vertex
of N is contained in a vertex of M , with strict containment if N 6∼=M .
Proof By Lemma 10.7, we have BPO(N) ⊆ BPO(γ). To see that BPO(M) = BPO(γ), it suffices to show
that the maximal γ-Brauer pairs and the maximal M -Brauer pairs coincide, see Proposition 5.3(b) and The-
orem 10.11(a). If (∆(D,φ,E), e ⊗ f∗) is a maximal M -Brauer pair then it is a γ-Brauer pair by the first
statement, and even a maximal γ-Brauer pair by Theorem 10.11(c). Conversely, if (∆(D,φ,E), e ⊗ f∗) is a
maximal γ-Brauer pair then by the existence part of the proof of Theorem 14.1, it is also anM -Brauer pair, and
by the already established inclusion also a maximal M -Brauer pair. Finally, if M 6∼= N , then, by the definition
of M , the vertices of N have smaller order than the vertices of M so that the inclusion BPO(N) ⊂ BPO(M) is
proper.
14.4 Proposition Let (∆(D,φ,E), e ⊗ f∗) be a maximal γ-Brauer pair, let M be the maximal module of γ,
and let CG(D) 6 S 6 NG(D, e) and CH(E) 6 T 6 NH(E, f) be intermediate groups that correspond under
the isomorphism in Proposition 11.1. Let L ∈ O[NG×H(∆(D,φ,E))]triv be the Green correspondent of M . Then
the p-permutation (FSe, FTf)-bimodule
IndS×TNS×T (∆(D,φ,E))
(
(e⊗ f∗)L
)
induces a Morita equivalence between OSe and OTf .
Proof This follows immediately from Theorem 11.4 noting that eγ(∆(D,φ,E))f = ±[(e ⊗ f∗)L] ∈
T (ONG×H(∆(D,φ,E), e ⊗ f∗)) by Proposition 3.3 (c), Theorem 14.1, and Theorem 14.3.
14.5 Theorem Let ∆(D,φ,E) be a vertex of the maximal module M of γ and let A′ (resp. B′) be the block
algebra of ONG(D) (resp. ONH(E)) that is in Brauer correspondence with A (resp. B) via Brauer’s First
Main Theorem. Furthermore, let L ∈ O[NG×H(∆(D,φ,E))]triv be the Green correspondent of M . Then the
p-permutation (A′, B′)-bimodule
Ind
NG(D)×NH(E)
NG×H(∆(D,φ,E))
(L) (33)
induces a Morita equivalence between A′ and B′.
Proof There exist block idempotents e ofOCG(D) and f ofOCH(E) such that (∆(D,φ,E), e⊗f∗) is a maximal
M -Brauer pair and therefore a maximal γ-Brauer pair by Theorem 14.3. Set I := NG(D, e) and J := NH(E, f).
By Proposition 14.4, the p-permutation (ONG(D, e),ONH(E, f))-bimodule Ind
I×J
NI×J (∆(D,φ,E))
(
(e ⊗ f∗)L
)
in-
duces a Morita equivalence between OIe and OJf . Moreover, if e′ (resp. f ′) denotes the identity element of A′
(resp. B′) then the (ONG(D)e′,OIe)-bimodule ONG(D)e = e′ONG(D)e (resp. the (OJf,ONH(E)f ′)-bimodule
fONH(E) = fONH(E)f ′) induces a Morita equivalence between ONG(D)e′ = A′ and OIe (resp. between OJf
and ONH(E)f ′ = B′). Thus, the (A′, B′)-bimodule
ONG(D)e⊗OIe Ind
I×J
NI×J (∆(D,φ,E))
(
(e⊗ f∗)L
)
⊗OJf fONH(E)
induces a Morita equivalence between A′ and B′. However, the latter (A′, B′)-bimodule is isomorphic to
Ind
NG(D)×NH(E)
NI×J (∆(D,φ,E))
(
(e⊗ f∗)L
)
∼= Ind
NG(D)×NH(E)
NG×H(∆(D,φ,E))
Ind
NG×H(∆(D,φ,E))
NI×J (∆(D,φ,E))
(
(e⊗ f∗)L
)
which is isomorphic to the (A′, B′)-bimodule in (33), since Ind
NG×H(∆(D,φ,E))
NI×J (∆(D,φ,E))
(
(e⊗ f∗)L
)
∼= L.
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15 Connection with isotypies and splendid Rickard equivalences
Throughout this section we assume that G and H are finite groups and that the p-modular system (K,O, F ) is
large enough for G and H . Further, we assume that A is a block algebra of OG, that B is a block algebra of OH .
We will establish that a splendid Rickard equivalence between A and B induces a p-permutation equivalence
between A and B and that a p-permutation equivalence between A and B induces an isotypy between A and
B.
15.1 Definition A splendid Rickard equivalence between A and B is a bounded chain complex C• of p-
permutation (A,B)-bimodules satisfying the following properties:
(i) For every n ∈ Z, the vertices of indecomposable direct summands of Cn are twisted diagonal subgroups
of G×H .
(ii) One has C•⊗BC◦• ∼= A in the homotopy category of chain complexes of (A,A)-bimodules and C
◦
•⊗AC• ∼=
B in the homotopy category of chain complexes of (B,B)-bimodules. Here, A denotes the chain complex with
only one non-zero term A in degree 0, and C◦• denotes the O-dual of the chain complex C•.
The proof of the following theorem can be easily adapted from the proof of [BX08, Theorem 1.5].
15.2 Theorem If C• is a splendid Rickard equivalence between A and B then
γ :=
∑
n∈Z
(−1)n[Cn] ∈ T
∆(A,B)
is a p-permutation equivalence between A and B.
Next we will show that p-permutation equivalences induce isotypies. The following definition is due to Broue´,
cf. Definition 4.6 and the subsequent Remark 2 in [Br90] and Definition 2.1 in [Br95].
15.3 Definition An isotypy between A and B consists of the following data:
• Maximal Brauer pairs (D, e) ∈ BPO(A) and (E, f) ∈ BPO(B);
• an isomorphism φ : E
∼
→ D which is also an isomorphism between the fusion system B of B associated to
(E, f) and the fusion system A of A associated to (D, e); and
• a family of perfect isometries µQ ∈ R
(
KCG(φ(Q))eφ(Q),KCH(Q)fQ
)
, Q 6 E, where fQ denotes the unique
block idempotent of OCH(Q) with (Q, fQ) 6 (E, f) and, for P 6 D, eP denotes the unique block idempotent
of OCG(P ) with (P, eP ) 6 (D, e).
These data are subject to the following conditions:
(i) (Equivariance) For every Brauer pair (∆(P, ψ,Q), eP⊗f
∗
Q) 6 (∆(D,φ,E), e⊗f
∗) and every (g, h) ∈ G×H
such that also (g,h)(∆(P, ψ,Q), eP ⊗ f∗Q) 6 (∆(D,φ,E), e ⊗ f
∗), one has (g,h)µQ = µ( hQ).
(ii) (Compatibility) For every Q 6 E and every y ∈ CE(Q), setting P := φ(Q), x := φ(y), Q′ := Q〈y〉, and
P ′ := P 〈x〉, the diagram
KR(KCH(Q)fQ)
IQ
q
qq
qq
qq
qq
qq
q
qq
qq
qq
qq
qq
q KR(KCG(P )eP )
d
(y,fQ′)
CH(Q)
q
qq
qq
qq
q
qq
qq
qq
qq
qq
q
qq
qq
q
qq
qq
qq
qq
qq
q
qq
qq
qq
qq
qq
qq
d
(x,eP ′ )
CG(P )
KR(FCH(Q
′)fQ′)
IQ′
qq
qq
qq
qq
qq
qq
q
qqqqqqqqq
qq KR(FCG(P
′)eP ′)
commutes, where IQ denotes the K-linear extension of the group homomorphism IµQ =
µQ ·
H
− : R(KCH(Q)fQ) → R(KCG(P )eP ); cf. 8.1(b),(c),(d) for notation and Remark 8.4(e) for the bot-
tom map in the above diagram.
15.4 Theorem Let γ ∈ T∆(A,B) be a p-permutation equivalence between A and B and let (∆(D,φ,E), e ⊗
f∗) ∈ BPO(γ) be a maximal γ-Brauer pair. For every P 6 D (resp. Q 6 E) let (P, eP ) ∈ BPO(A)
(resp. (Q, fQ) ∈ BPO(B)) denote the unique Brauer pair with (P, eP ) 6 (D, e) (resp. (Q, fQ) 6 (E, f)).
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Then the data (D, e), (E, f), φ, and, for Q 6 E, the restriction µQ to CG(φ(Q)) × CH(Q) of the element
eφ(Q)µ(∆(φ(Q), φ,Q))fQ ∈ R(KNG×H(∆(φ(Q), φ,Q), eφ(Q) ⊗ f
∗
Q))
form an isotypy between A and B.
Proof By Theorem 10.11(c), (D, e) is a maximal A-Brauer pair and (E, f) is a maximal B-Brauer pair. By
Theorem 11.2 the isomorphism φ : E
∼
→ D is an isomorphism between the fusion system B of B associated to
(E, f) and the fusion system A of A associated to (D, e). Let Q 6 E and set P := φ(Q). Then (∆(P, φ,Q), eP ⊗
f∗Q) 6 (∆(D,φ,E), e⊗ f
∗) (see Remark 10.2(c)) and, by Theorem 10.11(a), (∆(P, φ,Q), eP ⊗ f∗Q) is a γ-Brauer
pair. Now, Proposition 11.9(a), implies that µQ is a perfect isometry between KCG(P )eP and KCH(Q)fQ.
Therefore the data have the required properties.
To see that the perfect ismometries µQ, Q 6 E, satisfy the equivariance axiom (i), let Q 6 E, P := φ(Q),
and (g, h) ∈ G×H such that
(g,h)
(∆(P, φ,Q), eP ⊗ f
∗
Q) 6 (∆(D,φ,E), e ⊗ f
∗) . (34)
In order to prove that (g,h)µQ = µ( hQ), it suffices to show that
(g,h)
γ(∆(P, φ,Q), eP ⊗ f
∗
Q) = γ(∆(φ(
hQ), φ, hQ), e
φ(
h
Q)
⊗ f∗
(
h
Q)
) . (35)
Since the Brauer construction commutes with conjugation, the left hand side is equal to γ(
(g,h)
(∆(P, φ,Q), eP ⊗
f∗Q)) and
(g,h)
(∆(P, φ,Q), eP ⊗ f∗Q) = (∆(
gP, cgφc
−1
h ,
hQ), geP ⊗
h
(f∗Q)). Moreover, by (34) and Remark 10.2(c),
we obtain ∆( gP, cgφc
−1
h ,
hQ) = ∆(φ( hQ), φ, hQ), ( gP, geP ) 6 (D, e), and (
hQ, hfQ) 6 (E, f). Thus,
gP =
φ( hQ), geP = e( gP ) = eφ( hQ), and
hfQ = f( hQ). This establishes Equation (35).
Finally, we show that the perfect isometries µQ, Q 6 E, satisfy the compatibility axiom (ii). Let Q 6 E
and y ∈ CE(Q) and set P := φ(Q), x := φ(y), Q′ := Q〈y〉, and P ′ := P 〈x〉 = φ(Q′).
Let γQ ∈ T∆(OCG(P )eP ,OCH(Q)fQ) denote the restriction of ePγ(∆(P, φ,Q))fQ to CG(P )×CH(Q) and
let γQ′ be defined similarly. Recall from [BX08, 2.1] the definition of a linear source OG-module and its associ-
ated representation group L(OG). Moreover, recall from [BX08, 2.3] the map −(〈x〉, x) : L(OCG(P )eP ) →
L(OCG(P ′)br〈x〉(eP )). The map −(〈x〉, x)eP ′ in the diagram below is defined as the composition of the
map −(〈x〉, x) with the natural projection from KL(OCG(P ′)br〈x〉(eP )) → KL(OCG(P
′)eP ′), noting that
br〈x〉(eP )eP ′ = eP ′ . Similarly, we define the map −(〈y〉, y)fQ′ . For any finite group X let piX : L(OX) →
T (FX) → R(FX) denote the composition of the homomorphism L(OX) → T (FX) induced by the functor
F ⊗O − : OXmod → FXmod and the map ηX : T (FX) → R(FX) from the diagram in 9.1(c). Moreover,
κX : L(OX) → R(KX) will denote the homomorphism induced by the functor K ⊗O − : OXmod → KXmod.
Now consider the following diagram:
L(OCH(Q)fQ)
γQ ·
CH(Q)
−
q
qq
qq
qq
qq
qq
q
qq
qq
qq
qq
qq
q L(OCG(P )eP )
−(〈y〉, y)fQ′
q
qq
qq
qq
qq
q
qq
qq
qq
qq
qqq
qq
−(〈x〉, x)eP ′
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
q
qq
qq
qq
qqq
qq
qq
qq
qq
qq
qq
qq
KL(OCH(Q′)fQ′)
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆❆qqqqqqqqqqqqqqqqqqqqqqqqqqq
γQ′ ·
CH(Q′)
−
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣qqqqq
qq
qq
qq
q
qq
qq
qq
qq
qqq KL(OCG(P ′)eP ′)
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆❆qqqqqqqqqqqqqqqqqqqqqqqqqqq
κCH(Q) κCG(P )
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆❆qqqqqqqqqqqqqqqqqqqqqqqqqqq
R(KCH(Q)fQ)
µQ ·
CH(Q)
−
q
qq
qq
qq
qq
qq
q
qq
qq
qq
qqqqq
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣qqqq
qq
q
qq
qq
q
qq
qqqq
qqqq
qqq
qq
R(KCG(P )eP )
piCH(Q′)
q
qq
qq
qq
qq
qq
q
qq
qq
qq
qq
qq
q
d
(y,fQ′)
CH(Q)
piCG(P ′)
q
qq
qq
qq
qq
qq
q
qq
qq
qq
qq
qq
q
d
(x,eP ′)
CG(P )
KR(FCH(Q
′)fQ′)
γQ′ ·
CH(Q′)
−
q
qq
qq
qq
qq
qq
q
qq
qq
qq
qqqqq KR(FCG(P
′)eP ′)
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Note that the diagram in the compatibility axiom equals the front square diagram involving the two
generalized decomposition maps in the cube-like diagram. By Brauer’s induction theorem, the map
κCH(Q) : L(OCH(Q)fQ) → R(KCH(Q)fQ) is surjective. Therefore, it suffices to show that the front square
diagram commutes after precomposing with κCH(Q). It follows that the front square diagram commutes if the
left, right and ceiling square diagram in the cube-like diagram commute and the concatenation of the rear
and floor square diagrams commute. Clearly, the ceiling square of the cube (involving the κ-maps) commutes.
Moreover, the left and right squares commute by Theorem 2.4 in [BX08]. Thus, it suffices now to show that
the concatenation of the rear square and the floor square commutes.
So let V be an indecomposable linear source OCH(Q)fQ-module. We need to show that
eP ′
(
γQ ·
CH(Q)
[V ]
)
(〈x〉, x) = γQ′ ·
CH(Q′)
(fQ′ [V (〈y〉, y)]) ∈ KR(FCG(P
′)eP ′) ,
in the notation of [BX08]. By the definition of −(〈x〉, x) and −(〈y〉, y) in [BX08, 2.3] it suffices to show that for
every θ ∈ Hom(〈x〉,O×), one has
eP ′(γQ ·
CH(Q)
[V ])(〈x〉, θ) = γQ′ ·
CH(Q′)
[fQ′V (〈y〉, θ ◦ φ)] . (36)
By a slight variation of Lemma 3.5(d) in [BX08], identifying 〈y〉 and 〈x〉 via φ, we see that the left hand side of
Equation (36) is equal to∑
ρ,σ∈Hom(〈x〉,O×)
ρ◦σ=θ
eP ′γQ(∆(〈x〉, φ, 〈y〉), ρ˜) ·
FCH(Q′)
V (〈y〉, σ ◦ φ) ∈ KR(FCG(P
′)eP ′) ,
where ρ˜ is defined as ρ ◦ p1 on ∆(〈x〉, φ, 〈y〉). But since γQ is a virtual p-permutation module, one
has γQ(∆(〈x〉, φ, 〈y〉), ρ˜) = 0, unless ρ = 1 is the trivial homomorphism, and in this case one has
γQ(∆(〈x〉, φ, 〈y〉), 1) = γQ(∆(〈x〉, φ, 〈y〉)), the usual Brauer construction. Thus, the left hand side of Equa-
tion (36) is equal to
eP ′γQ(∆(〈x〉, φ, 〈y〉)) ·
CH (Q′)
[V (〈y〉, θ ◦ φ)] .
Since γQ = ePγ(∆(P, φ,Q))fQ, Proposition 3.5(b) and Lemma 3.7 imply that
eP ′γQ(∆(〈x〉, φ, 〈y〉)) = eP ′br〈x〉(eP )γ(∆(P
′, φ,Q′))br〈y〉(fQ) = eP ′γ(∆(P
′, φ,Q′))brQ′(fQ) . (37)
Here we used that eP ′br〈x〉(eP ) = eP ′brP ′(eP ) = eP ′ , since P E P
′ and (P, eP ) 6 (P
′, eP ′), see Proposi-
tion 4.2(b). We claim that the last expression in (37) is equal to eP ′γ(∆(P
′, φ,Q′))fQ′ . In fact, assume that f
′
is a primitive idempotent of Z(OCH(Q
′)) such that eP ′γ(∆(P
′, φ,Q′))f ′ 6= 0. Then Corollary 10.9 implies that
there exists h ∈ H such that (φ, (Q′, fQ′)) =
h
(φ, (Q′, f ′)) = (φ ◦ c−1h , (
h
Q′,
h
f ′)). But Q′ =
h
Q′ and φ = φ ◦ c−1h
imply that h ∈ CH(Q′), and we obtain fQ′ =
hf ′ = f ′. Moreover, since brQ′(fQ)fQ′ = fQ′ , the claim is proved.
Thus, the left hand side of Equation (36) is equal to
eP ′γ(∆(P
′, φ,Q′))fQ′ ·
CH(Q′)
[V (〈y〉, θ ◦ φ)] ,
as desired, and the proof is complete.
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