The Double Chain Markov Model is a fully Markovian model for the representation of time-series in random environment. In this article, we s h o w that it can handle transitions of high-order between both a set of obsevations and a set of hidden states. In order to reduce the number of parameters, each transition matrix can be replaced by a Mixture Transition Model. We provide a complete derivation of the algorithms needed to compute the model. Three applications, the analysis of a sequence of DNA, the song of the wood pewee and the behavior of young monkeys, show that this model is of great interest for the representation of data which can be decomposed into a nite set of patterns.
Contents 1 Introduction
Several Markovian models can be used for the analysis of time-series in discrete time. Among them, we can cite the standard Markov c hain in which the value taken by a random variable X at time t is explained by the value taken by this same variable at time t − 1 ( rst-order model) or at time t − , . . . , t − 1 (high-order model). This model is completely visible since each state of the process is exactly identi ed with one value taken by the random variable. It is used in a lot of elds including meteorology, DNA analysis and mobility. See e.g. Dynkin (1965) , Kemeny & Snell (1976) and Kijima (1997) for more details.
The Hidden Markov Model (HMM) considers a slightly di erent process. Instead of observing the variable X governed by the Markov c hain, we observe a second random variable Y . T o e a c h state of the process (each v alue of X) corresponds a di erent probability distribution of the values taken by Y , the distribution e ectively used at time t being the one corresponding to the state taken by X t . In this process, the successive observations of the variable Y are supposed conditionally independent. Speech recognition is the rst eld of application of HMMs. Rabiner (1989) and MacDonald & Zucchini (1997) are good references.
One of the limitations of HMMs is the assumption of conditional independence of the observations. Another class of models used more particularly in biology remove this constraint. Markov models in random environment consider an observed variable Y whose transition process is represented by several transition matrices. At e a c h time t, a matrix is selected through a decision rule and is used to compute the next observation. See e.g. Cogburn (1984) and Collins & McNamara (1998) for additional information.
Both HMMs and models in random environment h a ve a M a r k ovian part and a non-Markovian one. In Berchtold (1999a) , we presented a fully Markovian model called the Double Chain Markov Model (DCMM). It can be viewed either as a HMM with a direct relation between successive observations or as a model under environment in which the decision rule is Markovian. More precisely, the DCMM combines two M a r k ov c hains, hence its name: an observed non-homogeneous Markov c hain and a hidden homogeneous one whose state at each time t decides of the matrix used in the visible process. Figure 1 presents the basic DCMM with rst-order hidden and visible processes.
The idea behind the DCMM is not completely new. Paliwal (1993) proposed a discrete HMM with a direct relation between observations. Wellekens (1987) also presented a similar model for the continuous case. Nevertheless, the presentation given in Berchtold (1999a) is a lot more detailed and shows that this type of model can be used successfully in di erent elds. In this article, we extend the principle of the DCMM by the use of Markovian dependences of order greater than 1. Let denotes the order of the dependence between the Xs, and f the order of the dependence between the Y s. Then, X t depends on X t− , . . ., X t−1 and Y t depends on X t and Y t−f , . . . , Y t−1 . Figure 2 shows these dependences. The development of the DCMM was driven by t wo considerations. Firstly, a lot of datasets present non-homogeneous Markovian dependences, but the numb e r o f t o o l s a vailable for their analysis is small. Secondly, rather than considering Markov c hains, HMMs and models in random environment as alternative approaches to a same problem, it would be more easy to consider a general model of which t h e y w ould be particular cases. Then, they could be estimated using a unique set of algorithms and it would become more easy to nd the best modeling for a particular set of data. In regard of these considerations, the DCMM is a good answer.
The model is formally de ned in Section 2 and its estimation is presented in Section 3. In Section 4, we i n troduce a modeling principle leading to a substantially more parsimonious model and Section 5 presents several applications of the DCMM. Finally, w e provide in appendix the complete derivation of the algorithms of Section 3.
Model
We consider a random variable Y taking value in the nite set {1, . . ., K} and a sequence of observations of Y . W e m a k e the assumption that the probability to observe a particular value y t at time t depends on the value of Y at time t − f to t − 1. Moreover, we suppose that the time-series is non-homogeneous and that the whole sequence is best represented using alternatively M transition matrices of order f . Since Y depends on its past, we need f observations to initialize the process. For convenience purpose, we n o t e Y −f +1 , . . . Y 0 these rst observations (see Figure 3) , and Y 1 , . . . , Y T the observations used in the computation of the log-likelihood. The probability of observing y t depends not only on the past of the variable Y t , but also on another unobservable variable X t taking value in the nite set {1, . . ., M}. A s f o r Y t , the probability to observe x t depends on the value of X t− , . . ., X t−1 , where is the order of the hidden dependence. Normally, w e w ould need successive v alues of X t to initialize the process, but since this variable is unobserved, we replace these elements by probability distributions. We n o t e π 1 the probability distribution of X 1 , π 2|1 the conditional probability distribution of X 2 given X 1 , . . . , a n d π |1,..., −1 the conditional probability distribution of X given X 1 , . . . , X −1 .
The Double Chain Markov Model is completely de ned by supposing that the transition matrix used to represent Y t given its past is chosen in function of the state of X t . In summary, a DCMM of order for the hidden chain and f for the visible one is fully described by the following elements:
• A set of hidden states, S(X) = {1, . . ., M}.
• A set of possible outputs, S(Y ) = {1, . . ., K}.
• The probability distribution of the rst hidden states given the previous states, π 1 , π 2|1 , . . ., π |1,..., −1 .
• An order transition matrix between hidden states, A = {a j ,...,j 0 }, j , . . ., j 0 ∈ S(X).
• A set of order f transition matrices between successive observations of the variable Y given a particular state of
. C can also be rewritten in a more convenient w ay a s C = {C (j 0 ) }, with C
A DCMM μ is de ned as μ = {π, A, C}. It has
independent parameters for the set of distributions π, M (M − 1) independent parameters for the transition matrix between hidden states A, and MK f −1 (K − 1) independent parameters for the transition matrices between observations. The total number of parameters can become very large when or f is greater than 1. It is then useful to replace π, A and C by modelings. We consider this question in Section 4.
Estimation
Since the DCMM can be viewed as a generalization of the HMM, similar estimation problems occur and they can be solved in the same way. W e consider three di erent questions:
1. The estimation of the likelihood of the data give n a m o d e l μ.
2. The estimation of π, A and C given the data.
3. The estimation of the optimal sequence of hidden states given a model μ and the data.
The rst problem is solved using a dynamic programming method. The estimation of the parameters is achieved through an Expectation-Maximization (EM) algorithm, and the optimal sequence of states is computed by the Viterbi algorithm. Sections 3.1 to 3.3 provide the main equations of each algorithm, and Section 3.4 presents the case of simultaneous data. The complete derivation of these algorithms is given in appendix.
Likelihood of the sequence of data
We w ant to compute the likelihood of the sequence of observations given the model μ:
For lisibility purpose, we write Y t for Y t = y t . Moreover, we will not further indicate that the computation is intended given the model μ. This problem can be solved through the Forward procedure developped by Rabiner (1989) for the estimation of the HMM. Let
For t = 2, w e h a ve
and for t = 3, . . . , , w e obtain
The likelihood of the entire sequence of observations is obtained by summing
The iterative computation of α t is su cient to obtain the likelihood. However, we de ne here another iterative algorithm similar to the Backward procedure appearing in Rabiner (1989) . It will be used later for the estimation of π, A and C. L e t
This de nition implies that
For t = T − 1, . . . , , w e h a ve
and for t = − 1, . . . , 1, w e obtain
With this result, the likelihood can be rewritten as
for t = 1, . . . , . Equation (6) corresponds to the case t = T .
Estimation of π, A and C
The complete identi cation of the DCMM requires the estimation of three sets of probabilities: π, A and C. This is done using an EM algorithm known in the speech recognition litterature as the Baum-Welch algorithm. Firstly, w e de nd the joint probability o f + 1 successive hidden states.
Similarly, for t = 1, . . . − 1, w e de ne the joint probability o f t + 1 successive hidden states:
Then, we de nd the joint distribution of successive hidden states. For t = , . . . , T ,
Similarly, for t = 1, . . . , − 1, w e de ne the joint probability o f t successive hidden states:
The following relations hold between γ and . F or t = 1, . . . , − 1,
and for t = , . . . , T − 1,
Using t and γ t we can write the reestimation formulas of π, A and C as follows. For t = 1,
and for t = 2, . . . , ,π
(13) The high-order transition probabilities between hidden states are computed aŝ
and the high-order transitions between observations are obtained aŝ
In practice, the estimation of the model is achieved using iteratively the forward-backward procedures and the reestimation formulas for π, A and C.
Optimal sequence of hidden states
Given an estimation of the model, we can search the optimal sequence of hidden states which maximizes the conditional probability
or equivalently the joint probability
In speech recognition, this is known as the global decoding problem . It can be solved through a dynamic procedure called the Viterbi algorithm (Forney, 1973) . For t = 1 and j 0 = 1, . . ., M, w e de ne
and for t = + 1, . . . , T and j −1 , . . . , j 0 = 1, . . . , M,
The optimal hidden state at time T is then determined aŝ Finally, the joint probability of the sequence of hidden states and the sequence of observations is
Simultaneous data
Consider a set of N independent sequences of data. We note S n the n th sequence, T n the number of data (not including the data used to initialize the visible Markov c hain), X n t the t th hidden state and Y n t the t th observation. Since the sequences are independent, the major part of the computation can be made separately upon each sequence. The likelihood L(S n ) of the n th sequence is obtain by computing the forward-backward procedures and applying equations (9) and (10). The global likelihood of all data is then equal to
The reestimation formulas for π, A and C must take i n to account the information provided by the N sequences. Then,π
The hidden states are obtained by running the Viterbi algorithm separately upon each sequence.
denotes the joint probability of hidden states and observations of the n th sequence, the global joint probability is equal to
because of the independence of each sequence.
Modeling of π, A and C
A DCMM with M hidden states, an order hidden chain and an order f visible chain has −1 g=0 M g (M − 1) independent parameters for π, M (M − 1) independent parameters for the transition matrix A, and MK f (K − 1) independent parameters for the M transition matrices C. When or f is large, the total number of parameters can become too large to be estimated. In this Section, we propose to solve this problem through the modeling of π, A and C. Note that results concerning π and A can also be used to reduce the number of parameters of a Hidden Markov Model.
Modeling of π
Note rst that when there is only one sequence of data, π is generally deterministic: there is a probability one to observe a particular state at each time t = 1, . . . , , and zero for the other states. In this case, the number of independent parameters for π is equal to zero and there is no need for a modeling.
In the general case, when there are two o r m o r e s i m ultaneous time-series, the number of parameters for the distributions π can become unnecessarily large. We consider then two modelings of π. The rst is based on an assumption of independence between the rst hidden states, and the second is computed from the transition matrix A.
If we m a k e the assumption that the rst hidden states are independent one from another, we can replace each distribution π with a uniform distribution. This solution does not add any extra parameter for π what is very convenient. On the other side, it is di cult to justify the independence between the rst hidden states, when there is an order dependence between the following hidden states.
A better solution is to suppose that the rst hidden states follow a transition process similar to the one of the next states, that is conform to the transition matrix A. This matrix can then be used to compute an approximation of π. F or the rst hidden state distribution,
This second solution is better than the rst, since it keeps a dependence relation between all hidden states. Moreover, since π depends on A only, it does not add any supplementary parameter to the model.
Modeling of A
When the order of the hidden relation is greater than 1, it is possible to replace the transition matrix A by a modeling. Among the class of Markov c hain modelings, the Mixture Transition Distribution model (MTD) introduced by Raftery (1985) is particularly interesting. The idea is to consider separately the e ect of each lag upon the period t: The MTD model is far more parsimonious than the corresponding whole parameterized Markov chain since, in addition to the M (M − 1) independent parameters of the transition matrix Q, i t requires only one additional parameter for each supplementary lag. It is also possible to use a di erent transition matrix Q to represent the relation between each lag and the period t. The resulting model (MTDg) can handle a greather set of situations, but it is less parsimonious. The MTD model is estimated by maximizing the log-likelihood
where n j ,...,j 0 is the number of sequences of the form
The estimation of the MTD model requires the knowledge of the quantities n j ,...,j 0 . In the case of the DCMM, these quantities are unknown, but they can be estimated. At time t, the probability to observe (19) is given by t−1 (j , . . . , j 0 ). W e can then approximate the number of appearances of this sequence throughout the whole set of data aŝ
Note that the quantitiesn j ,...,j 0 can be non-integer. Withn j ,...,j 0 known, the MTD model can be estimated using a constrained optimization procedure. Raftery & Tavar (1994) used a software called MTD, but the method introduced in Berchtold (1999b) is more convenient s i n c e i t d o e s n o t require the use of any external optimization procedure and can be implement e d o n a n y computing platform. A similar approach w as used once by S c himert (1992) in the context of a high-order Hidden Markov Model.
Modeling of C
The modeling of C is achieved through the same principle used for A. When the order of the visible chain is greater than 1, each transition matrix C can be replaced by a M T D m o d e l . F or each hidden state j 0 = 1, . . ., M, the number of transitions of the form
where 
Applications
In this Section, we analyze several sets of data showing di erent elds of application of the Double Chain Markov Model. Comparisons between models are carrying out using the Bayesian Information Criterion (BIC), which is de ned as
where L is the likelihood of the model, p is the number of independent parameters and T is the number of components in the likelihood. The model with the lowest BIC is chosen. The application of this criterion to Markovian models was discussed by Katz (1981) . According to the convention established by Bishop et al. (1975) we do not take i n to account the parameters estimated to zero.
DNA analysis
DNA sequences can be decomposed into an alphabet of 4 bases {A, C, G, T}. Since these 4 bases do not occur randomly inside a gene, it is of particular interest to nd a model giving the structure of a sequence. Here, we study a particular binary decomposition of the 4 letter alphabet, the purinepyrimidine alphabet. Each base is recoded as either purine ({A, G}) or pyrimidine ({C, T}). We consider the mouse αA-crystallin gene previously analyzed by A very (1987) and Raftery & Tavar (1994) . This is a length 1307 sequence, but we dropped the rst 5 data in order to have exactly 1302 components in the log-likelihood of each model. The complete data appear in Table 7 of Raftery & Tavar (1994) . Raftery & Tavar (1994) analyzed these data using Markov c hains and found that a second-order Mixture Transition Distribution model gives the best results. We tried to improve their results by the use of either a Hidden Markov Model or a Double Chain Markov M o d e l . T able 1 and 2 report our results.
According to BIC, and in spite of a greather number of parameters (6 instead of 3), the DCMM 2 (1 1) ts the data better than the MTD 2. This result is obtained through a signi cative improvement of the log-likelihood. The di erent models appearing in Tables 1 and 2 show the interest and the consequences of the use of a MTD model to replace a high-order Markov c hain inside a HMM or a DCMM. According to the theory, a model using a MTD modeling achieves a lower log-likelihood than the corresponding full parameterized model, but since it has a smaller number of parameters, it can often obtain a better BIC value.
Song of the wood pewee
We consider a time-series of length 1327, with three possible values corresponding to the three distinct phrases of the wood pewee song. The complete time-series appears in Table 4 . These data were originally described by Craig (1943) and reanalyzed in Chat eld & Lemon (1970), Bishop et al. (1975) , Raftery & Tavar (1994) and Berchtold (1999a) . Among the data, two patterns are highly represented. The pattern 1312 occurs 260 times and the pattern 112 occurs 40 times. Our results are summarized in Table 3 . Note that we dropped the rst data of the sequence in order to have exactly 1323 components in the log-likelihood of each model. Moreover, we did not consider the parameters equal to zero for the computation of BIC. This explains why some of our results are di erent from those of Raftery & Tavar .
The data exhibit a clear relation between successive observations, so neither the independence model nor the Hidden Markov Model achieve good results. Among the full parameterized Markov chains, the best model is the fourth order chain, and even if it doesn't appear in Table 3 ). In Berchtold (1999b) we used the Mixture Transition Distribution model with a di erent matrix for each lag (MTDg in Table 3 ), but it did not beat the fully parameterized Markov c hains. So, we tried di erent DCMM, and among them a model with two hidden states and second order transition matrices between both hidden states and observations proved to be better than any other modeling ( DCMM 2 (2 2) in Table 3 ). The use of higher order dependences did not improve the results. It is interesting to note that our nal model achieves a better log-likelihood than the fourth order fully parameterized Markov c hain does, with less parameters. We give hereafter the estimated parameters of the DCMM 2 (2 2) model. The distribution of the rst hidden state is π = (0 1), what means that the process starts in state 2 with probability This indicates that the second hidden state is the state 2 with probability one, whatever the rst hidden state is. As noted in Section 4.1, since we h a ve here only one sequence of data, the rst two hidden states are deterministic. The transition matrix between hidden states is (in reduced form) Note that since phrase 3 is never followed by itself, the last row o f C 1 and C 2 was not computed. The pattern 1312 appears very clearly in matrix C 1 . I f w e consider only subsequences 131, 312, 121 and 213, we h a ve
The product of these four probabilities gives 0.9018. So, once one of these transitions occurs, there i s a v ery high probability to create a sequence of the form ...13121312.... The other elements of this matrix correspond to short sequences of observations appearing only marginally in the data. The transition matrix C 2 corresponding to the second hidden state is somewhat more di cult to analyze. The pattern 112 has a good probability of appearance, but with a probability of 0.5083 it is less dominant than 1312 in C 1 :
The pattern 1312 also appears in this matrix:
but with a probability a s l o w as 0.1912, it is di cult to observe e v en only one complete realization of this pattern. The model roughly decomposes the whole sequence into three parts. This is shown in Table 4 , where the optimal hidden state sequence is given on the rst row and the corresponding observations are on the second row. The model is in state 2 during the rst 40 observations, then it switches to state 1 for the following 1028 observations, and nally goes back to state 2 for the last 259 observations. We m ust note that this decomposition into three parts is not perfect. State 2 appears sometimes in the median part of the time-series, for instance at time 180 and 229, what indicates a rupture in the 1312 pattern. Conversely, the subsequence 1312 can appear brie y when the process is in state 2, particularly in the beginning of the third part of the time-series. Nevertheless, such events are rare.
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Behavior of young monkeys
A Double Chain Markov Model can be used to explain the behavior of young rhesus monkeys. The data, provided by G e n e S a c kett, were collected using the following procedure: Young monkeys separated from their mother were socialized with other young monkeys during 5 minute periods and the behavior of one monkey (focal subject) and its relations with the other monkeys (interactors) were observed. The role of the focal subject in the interaction with the other subjects (Nonsocial, Initiate with contact, No response without contact, ...) was recorded along with the behavior of both the focal and the interactor monkeys. Only four behaviors were considered (Passive, Explore, Fear/Disturb, Play), the others like Sex and Aggression being not present or appearing only marginally in the data. More details about the procedure used to collect the data and traditional analysis can be found for instance in Worlein & Sackett (1997) and in Novak & Sackett (1997) . It must be noted that since these data were obtained by observing and interpreting the behavior of young monkeys, they are subjective and can possibly include mistakes. Our goal was to nd a model explaining the behavior of the focal subject in function of external in uences (the interactors), but without explicitly putting them into the model. Therefore, a hidden model seemed appropriate, but since the sequence of successive b e h a viors of monkeys are not completely random, we rejected the HMM because of the conditional independence hypothesis implied by this model. The DCMM seemed then a better choice. Since we are interested only in the transition process between the di erent b e h a viors of the focal subject, we did not consider neither the duration of each behavior nor the role of the focal subject in the interaction.
We considered data from two di erent m o n k eys. The rst was observed during 15 sessions ranging from 32 to 109 days of age. The second monkey was observed during 11 sessions ranging from 62 to 127 days of age. Table 5 presents our results for the analysis of the rst monkey.
The independence model is clearly rejected and, among the Markov c hains, the MTD 3 model obtains the best result. In spite of a larger number of parameters, the best overall result is achieved by the DCMM 2 (1 1) with two hidden states and rst-order transition matrices for both hidden and visible chains. The distribution of the rst hidden state is π = (0.3245 0.6755), the transition matrix between hidden states is The transition matrix corresponding to the second hidden state (C 2 ) is particularly interesting. It can be decomposed into two separate sets of behaviors, {Passive, Explore, Fear/Disturb} and {Play}, and it is impossible to go from one set to another. So, this two-state model identify really three di erent situations. In the rst, corresponding to the transition matrix C 1 , the young monkey can switch from any behavior to any o t h e r b e h a vior in at most two steps. We rename this situation state a . In the second situation ( b ), the monkey can have only one of the rst three behaviors, excluding playing, and in the third situation ( c ) Play is the only behavior. The state decomposition of the data is given in Table 6 .
The 15 sessions can be decomposed in two parts. During the rst 7 sessions, only states a and b occur. A look at the original data shows that the behavior Play is rare during this period. On the other hand, during the last 8 sessions, state b is replaced by state c . This shows an important c hange in the behavior of this subject, going from an attitude dominated by P assive and Fear/Disturb to a behavior mostly turned to Play .
The question was then to know if, observed in the same conditions, the second monkey could Contrarily to what was observed for the rst monkey, the second transition matrix is not perfectly separated into two m utually exclusive situations. Nevertheless, the global structure of this model is close to the one we found for the rst monkey. Moreover, a look at the data shows that the only behavior occuring when C 2 is active is Play , except for one appearance of Passive and one appearance of Explore at the end of session 9 for a total duration of 6 seconds. Considering the subjectivity of these data, we tried to recode these events as Play . The last row o f C 2 was then rewritten as (0 0 0 1), and adopting the states a , b and c previously used for the rst monkey, w e obtained the decomposition given in Table 7 . Compared to the rst monkey, this second subject is a lot more often in a situation where he can switch from any behavior to any other behavior ( a ) and he is only one time in state b (session 1). This can be explain by considering the respective age of each subject. The second subject is older and its data correspond roughly to the second part of the data of the rst monkey. S o i t is perfectly coherent to not observe state b after the rst session of the second monkey, since this state was observed only during the rst sessions for the rst monkey. To con rm that, we recomputed the DCMM 2 (1 1) model for the rst monkey, using only sessions 8 to 15. We obtained Except for the rst row o f C 2 , this latter model is closer to the model obtained for the second monkey than the model using all 15 sessions of the rst monkey. Most of the remaining di erences can be attributed to the small number of data and to the fact that Fear/Disturb appears only once here. Nevertheless, the same general structure is found once again, with a high probability (0.9494) to stay in the behavior Play when matrix C 2 is active. Given this, the DCMM 2 (1 1) ts well both sets of data and it is clear that the global behavior of the two m o n k eys is similar, even if there are some di erences in the parameters due to the particularities of each focal subject and its interactors.
Conclusion
In this article, we developped a fully Markovian model for the representation of non-homogeneous time-series called the Double Chain Markov Model (DCMM). This model can be viewed as an extension of both Markov c hains in random environment and Hidden Markov Models. We considered the inclusion of high-order dependences between hidden and/or visible events and we p r o vided the complete derivation of the estimation algorithms. Since a fully parameterized DCMM can have a very large number of parameters, we considered also the modeling of high-order dependences and we showed that the Mixture Transition Distribution model (MTD) is very useful in this context. A large part of this article is devoted to applications showing the use of the DCMM for the analysis of di erent t ypes of data. In particular, it proved to be able to t very well data presenting repetitive patterns, and the analysis of the corresponding hidden states provides a method to decompose and classify such data.
A Derivation of the results of Section 3
We provide in this appendix the complete derivation of the algorithms presented in Section 3. More details about their practical implementation can be found in Berchtold (1999a) . Note that even if the principle of these algorithms is not new, it is interesting to give them here with some details since, in the contrary of previous publications, we consider a very general model including Markovian relations between both hidden and visible variables, and high-order dependencies. This leads to more complex derivations, especially for the rst terms of the time-series.
A.1 Likelihood of the observed output sequence
The forward terms α t are obtained as follows. For t = 1, equation (2) is
. ., Y 0 are independent o f X 1 and the value of Y −f +1 , . . . , Y 0 is known, we can write
Finally, for t = + 1, . . . , T , equation (5) is
The backward terms β t are obtained as follows. For t = , . . ., T − 1, equation (7) is
A.2 Estimation of π, A and C For t = , . . . , T − 1, equation (11) is obtained as Equation (14) is computed aŝ . . . . . . . . . . . . (17) 
