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Abstract
Text does not fully specify the spoken form, so text-to-speech
models must be able to learn from speech data that vary in ways
not explained by the corresponding text. One way to reduce the
amount of unexplained variation in training data is to provide
acoustic information as an additional learning signal. When
generating speech, modifying this acoustic information enables
multiple distinct renditions of a text to be produced.
Since much of the unexplained variation is in the prosody,
we propose a model that generates speech explicitly conditioned
on the three primary acoustic correlates of prosody: F0, energy
and duration. The model is flexible about how the values of
these features are specified: they can be externally provided, or
predicted from text, or predicted then subsequently modified.
Compared to a model that employs a variational auto-
encoder to learn unsupervised latent features, our model pro-
vides more interpretable, temporally-precise, and disentangled
control. When automatically predicting the acoustic features
from text, it generates speech that is more natural than that from
a Tacotron 2 model with reference encoder. Subsequent human-
in-the-loop modification of the predicted acoustic features can
significantly further increase naturalness.
Index Terms: text-to-speech, controllable speech synthesis
1. Introduction
There are generally multiple ways in which a given text can be
spoken. These distinct renditions may be the result of seman-
tic distinctions, or different speaking styles, or simply natural
random variation. In all cases, the differences are acoustic and
are not fully specified by the text. Treating this variation as
unwanted noise, and averaging it away, results in a lack of vari-
ation in the synthesised speech [1]. ‘Average prosody’ is prob-
ably meaningless and not the same as ‘default’ prosody [2].
A popular approach to handling this unexplained variability
is to learn a latent space [3, 4, 5, 6]. During inference, a sam-
pled embedding from this latent space provides the information
missing from the text. However, this approach can lead to un-
desirable artefacts in the synthetic speech [7, 8] and, since the
latent space is learned in an unsupervised fashion, it is difficult
to choose an appropriate embedding to convey a specific desired
rendition of the text.
An alternative is to control specific acoustic features that
correlate with prosodic variation. Since these can be automati-
cally estimated from speech, it is simple to annotate the training
data with their values. These acoustic features offer a direct way
to synthesise prosodically distinct renditions of a text.
In our proposed model, we use three acoustic correlates
of prosodic variation: F0, energy and duration [9, 10]. Their
values are specified per-phone in the force-aligned reference
*These authors contributed equally to this work
speech during training. Our modified version of the Tacotron
2 encoder-decoder model [11] attends over a concatenation of
the encoder outputs and these acoustic features. The supervised
nature of these features ensures stability of model training.
We also add to the model an acoustic feature predictor
(AFP) to predict per-phone acoustic feature values, given the
encoder outputs [12, 13]. This enables the model to produce
natural synthesised speech from text alone, without requiring
any additional inputs, whilst offering the option of control when
desired.
The model thus contains interpretable, disentangled acous-
tic features that can be controlled at any desired temporal gran-
ularity, from individual phones to the whole utterance. This
allows external human-in-the-loop control to generate multi-
ple prosodically-distinct renditions of a given text.1 Since the
model predicts reasonable ‘default’ values of these features
from text, external control only needs to specify the subset of
values to be changed.
2. Related work
Modelling prosodic variation has been an area of research in-
terest for decades. Unit-selection approaches include explicitly
capturing variation in the recorded speech database [14]. Statis-
tical parametric synthesisers used regression trees to map para-
linguistic features to acoustic model parameters [15, 16]. Given
the ability of neural approaches to generate much more natural
speech than these older systems [11, 17, 18], recent research
has focused on different ways of modelling prosodic variation
within these approaches.
The model proposed is distinguished from preceding work
by providing control over explicit acoustic features with good
temporal precision. By ‘temporal precision’ we mean both the
ability to perform control at specified locations (e.g., per phone)
and for those changes to result in localised changes in the gen-
erated speech.
2.1. Explicit acoustic features vs. learnt latent dimensions
A popular approach to incorporate prosodic variation into neu-
ral TTS systems is to treat it as a residual component [5] – that
is, as acoustic variation not predictable from text – and to learn a
latent space which captures this information [3, 4, 5, 6, 19, 20].
Most commonly, the latent space is an embedding of an acoustic
reference mel spectrogram, e.g., [3, 5, 19]. Learnt latent spaces
are generally uninterpretable and the dimensions are typically
entangled. This renders the latent dimensions inconvenient for
use as external control ‘levers’. Model estimation procedures to
encourage disentanglement have been proposed [19], but these
appear to make the model highly sensitive to hyperparameter
1Samples: https://research.papercup.com/samples/temporal-
control-interspeech-2021
values, and hard to reproduce [21].
Instead of a learnt latent space, using acoustic features di-
rectly extracted from reference speech leads to stable and re-
producible model estimation as well as ensuring interpretabil-
ity. Our experimental results (Section 5) demonstrate that the
acoustic features are disentangled: they can be independently
controlled, unlike the dimensions of the learnt latent space in a
comparison model.
2.2. Temporal precision
The use of extracted acoustic features as additional input to a
TTS model has recently been explored as a means of prosodic
control, especially for F0 [17, 22, 23]. In [13], the authors
demonstrate control over multiple extracted acoustic features,
although by learning a global embedding that is unable to pro-
vide control with temporal precision.
FastSpeech 2 [17] is a non-autoregressive TTS model con-
ditioned on extracted F0 and energy features, which uses ex-
plicit phone durations. However, the features are required per-
frame, which is not readily suitable for human-in-the-loop con-
trol. FastPitch [23] addresses this challenge by modelling F0
per-phone, but no longer models energy.
To the best of our knowledge, there is no previous model
that provides precise and localised control over all of F0, en-
ergy and duration at an appropriate temporal granularity that
balances the competing requirements of i) accounting for unex-
plained acoustic variation, and ii) intuitive control for a human-
in-the-loop.
3. Proposed model and acoustic features
Ctrl-P follows a multi-speaker Tacotron 2 [11, 24] attention-
based encoder-decoder architecture, with modifications. A
separately-trained WaveRNN vocoder [25] is used to generate a
waveform from the mel spectrogram.
Let p1, ..., pN denote the sequence of phones to be syn-
thesised, and y1, ...,yT denote the sequence of frames from
the corresponding ground truth mel spectrogram. The proposed
modification to the Tacotron 2 architecture consists of concate-
nating the sequence of encoder outputs e1, ..., eN with the cor-
responding, phone-aligned acoustic features a1, ...,aN . In our
experiments, the acoustic features are 3-dimensional. The de-
coder has access to this enhanced representation via the atten-
tion mechanism. We now describe how to obtain these acoustic
features during training and inference.
3.1. Training
Using forced alignment, each phone pi aligns to a sequence of
frames, yα(i), ...,yβ(i), from the ground truth mel spectrogram.
The forced aligner uses the Kaldi Toolkit [26] with a model
trained on the TTS training data.
F0 is estimated using the RAPT algorithm [27] and root
mean square energy using the Librosa library [28]. We take the
average of these features per-phone. The duration of phone pi
is represented as the number of frames, βi−αi+1. For special
tokens in the phone sequence, representing word and sentence
boundaries, the value of all acoustic features is set to 0.
Each feature is normalised to zero mean and unit standard
deviation, per speaker. These three features are then concate-
nated to form ai.
In initial experiments, taking the log of feature values
[13, 17] did not improve performance. Per-utterance normal-
isation also degraded performance. Neither were used in the
experiments in Section 4.
3.2. Inference
During inference, ground truth acoustic features are not re-
quired, but are predicted by the model. The acoustic feature pre-
dictor (AFP) takes as input e1, ..., eN and predicts ã1, ..., ãN .
The AFP consists of two stacked LSTM blocks, each compris-
ing 2-layers of bidirectional LSTMs. The encoder outputs are
mapped to a sequence of 64-dimensional hidden states by the
first block, then to a sequence of 32-dimensional embeddings
by the second block, then through a fully connected layer to a
sequence of 16-dimensional embeddings and finally through a
tanh non-linearity, followed by a projection to 3 dimensions
to obtain the predicted acoustic features corresponding to each
phone in the encoder input: ã1, ..., ãN .
4. Experimental setup
We present experimental results to demonstrate that our pro-
posed model, Ctrl-P, provides acoustic feature control that is
more interpretable, disentangled and reproducible than the T-
VAE benchmark. We also show that the proposed model gener-
ates more natural-sounding speech than the T-VAE or Tacotron-
Ref benchmarks described in the next section, and that this nat-
uralness can be further increased by human-in-the-loop control.
4.1. Proposed model and benchmarks
The data set used for all models was a proprietary, multi-
speaker, Mexican-Spanish corpus consisting of approximately
38 hours of speech. Of this, ∼800 utterances were held-out for
validation, with all speakers present in the training set being
proportionately represented. We trained our modified Tacotron
2 model for 200k iterations using a weighted sum of gate
loss and mel spectrogram reconstruction loss [11]. The model
weights were then frozen and the AFP was trained for 400k it-
erations using an L1 loss between predicted and ground truth
acoustic features a1, ...,aN . We used the Adam optimiser in
both training phases.
In order to demonstrate the advantage of control using these
explicit, extracted features, we compared the performance of
our model against a temporal variational auto-encoder (hence-
forth: T-VAE) similar to the one described in [6] which learns
a latent space in an unsupervised fashion. This model uses a
secondary attention mechanism to align an input reference mel
spectrogram to the encoder outputs and thus produces a se-
quence of 3-dimensional latents, one per encoder time step (i.e.,
per phone). A KL divergence loss is applied to the latent space
to encourage its distribution to be close to a standard normal.
During inference, these latents are predicted from the encoder
output using a latent predictor (LP) whose architecture is iden-
tical to that of the AFP. The LP is trained in the same way as
the AFP, using an L1 loss between the predicted latents and the
latents produced from the reference mel spectrogram.
As a benchmark for naturalness, we used another well-
established model: Tacotron 2 with a fixed-length global em-
bedding predicted from a reference encoder [5] (henceforth:
Tacotron-Ref). Since this model offers no explicit control be-
yond providing a reference mel spectrogram, we did not include
this in our evaluations of controllability.












































































(a) Ctrl-P control of F0












































































(b) T-VAE control of F0












































































(c) Ctrl-P control of energy












































































(d) T-VAE control of energy












































































(e) Ctrl-P control of duration
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Shift latent 3
Disentanglement Plot
(f) T-VAE control of duration
Figure 1: Objective evaluation of disentangled control. x-axis:
fraction of the speaker-specific standard deviation by which the
feature (or latent) was shifted. Note that T-VAE required much
larger changes to obtain comparable acoustic differences. y-
axis: resulting change in that feature. Points represent the
mean; whiskers denote one standard deviation. Shifting the du-
ration below −0.25σ often generated speech that was too fast
for the Kaldi aligner, so these data points are omitted. Results
are averages across the validation set.
4.2. Waveform generation
For the subjective naturalness evaluations, samples were
vocoded with model-specific WaveRNN vocoders trained for
3M iterations on the mel spectrograms generated by their re-
spective model for the training set. For the objective control-
lability evaluations, because subjective quality was not being
measured, the large number of waveform samples required was
generated using the Griffin-Lim algorithm [29].
5. Results
5.1. Disentangled control
We begin by demonstrating that our proposed model provides
disentangled control over each individual acoustic feature. We
modified the entire contour of each feature (or latent, in the case
of the T-VAE benchmark) dimension by shifting it a fraction of
the per-speaker standard deviation for that dimension. The other
two dimensions were not shifted.
The average change in utterance-level F0, energy and du-
ration of the synthesised output was then measured. Figure 1
illustrates the measured changes for each acoustic feature. Fig-
ures 1a, 1c and 1e show that the Ctrl-P model is able to make
changes only to the specified feature. For example, increasing
the F0 feature results only in an increase in F0 of the synthe-
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(f) T-VAE control of duration
Figure 2: Objective evaluation for precision of temporal con-
trol. Results are averaged across all 65 validation set utter-
ances generated for a randomly chosen female speaker. Similar
behaviour was observed for all speakers.
(Figures 1b, 1d and 1f). Not only does a change in the value
of an individual latent result in a hard-to-interpret change of
multiple acoustic properties, those changes can be inconsistent
across utterances as seen in the wide standard deviation bands
(e.g., changes in F0 from shifting T-VAE latent 2).
5.2. Temporally-precise control
We randomly selected a subset of the stressed vowels within
an utterance and shifted each feature (or latent) dimension in
turn for that phone, leaving other phones unchanged. Forced
alignment was used to label the modified phones in the synthetic
output waveform and the change in F0, energy and duration was
measured.
Figure 2 shows that Ctrl-P achieves temporally-precise and
disentangled control of only the intended phones, for all three
features. In contrast, the temporal region of influence is un-
clear for T-VAE, with both the modified and unmodified phones
undergoing changes in acoustic properties. This might be at-
tributed to the use of an attention mechanism to align latents
with phones in T-VAE, in contrast to the hard alignment used
by Ctrl-P.
To illustrate the utility of having this fine-grained level of
control, we provide samples with varying renditions of the same
text that result in semantically distinct utterances.1
5.3. Reproducibility
By retraining Ctrl-P and T-VAE from different random seeds,
then applying the same analysis as Section 5.1, we are able to
quantify the reproducibility of each model. Figure 3 shows that
the effect of the T-VAE latent dimensions varies substantially












































































(a) Ctrl-P changing F0












































































(b) T-VAE changing latent 1












































































(c) Ctrl-P changing energy












































































(d) T-VAE changing latent 2












































































(e) Ctrl-P changing duration












































































(f) T-VAE changing latent 3
Figure 3: Objective evaluation of model reproducibility. Shift-
ing each input acoustic feature in Ctrl-P results in predictable
changes in the generated speech across random seeds. Shift-
ing each latent dimension in T-VAE results in unpredictable
changes.
across random seeds. There is no such sensitivity for Ctrl-P.
5.4. Naturalness
Figure 4 presents the results from a MUSHRA-like listening
test [30] of a randomly chosen selection of 5 validation utter-
ances each from 6 speakers (3 male and 3 female). The sam-
ples for Ctrl-P and T-VAE were generated using standard infer-
ence (i.e., acoustic features or latents were automatically pre-
dicted and not modified). For inference with Tacotron-Ref, the
speaker-specific mean embedding estimated from the training
set is used.
To create the Ctrl-P (human-in-the-loop) samples, the
acoustic features predicted by the AFP were modified by a hu-
man, aiming for higher fidelity to the original reference. The
uninterpretable and entangled behaviour of the T-VAE latents
made such human control impractical for T-VAE. Samples from
these 4 models plus a hidden reference (natural speech) and an-
chor were presented to 50 Spanish-speaking listeners recruited
via Amazon Mechanical Turk.
Listeners were asked to rate the naturalness of each sample
on a 0-100 scale in intervals of 10, based on how similar to the
reference they sound.
We filtered out listeners who failed to identify the hidden
reference (by ranking it the highest) more than 50% of the time,
leaving 32 valid listeners. Results are presented in Figure 4;
all pairs significantly differ in naturalness (two-sided t-test with
Holm-Bonferroni correction; p ≤ 0.05).















Figure 4: Results from a MUSHRA-like subjective evaluation of
naturalness. Each box spans the 1st to 3rd quartiles (Q1, Q3);
whiskers denote the range (capped at 1.5×(Q3−Q1)); outliers
are shown as individual points.
ate marginally more natural speech than the T-VAE model. This
is despite Ctrl-P being constrained to encoding the supervised
acoustic features whilst T-VAE is able to encode any informa-
tion it chooses from the reference mel spectrogram. Both mod-
els were found to produce more natural speech than Tacotron-
Ref.
Human-in-the-loop control of the Ctrl-P acoustic features
resulted in a further increase in naturalness. The temporal pre-
cision offered by the model enabled annotators to make spe-
cific, targeted adjustments to the rhythm, intonation and word
emphasis within the utterance. Moreover, this modification of
the acoustic features did not negatively impact the ability of the
matched neural vocoder (trained for Ctrl-P) to generate high-
quality waveforms.
6. Conclusions and future work
By modelling F0, energy and duration explicitly, the proposed
model provides interpretable, disentangled, and temporally-
precise control over those properties in the generated speech.
Model training is reproducible since it is not overly-sensitive to
random seed. The chosen feature set could be expanded to in-
clude other acoustic correlates of prosody, such as spectral tilt
or segmental reduction.
Future work might focus on improving the feature predic-
tions from the AFP by exploring alternate architectures and
training routines to obtain improved ‘default’ prosody for the
model, in the absence of, or as a better starting point for, human-
in-the-loop control. We also observed a tapering of the influ-
ence of control at the extremes of feature values seen during
training. Additional research could address this, aiming for a
model that is able to generalise beyond the range of feature val-
ues found in the data.
Our results demonstrate that the model is amenable to
human-in-the-loop modifications of the synthetic speech. How-
ever, whilst per-phone control over the three principal acoustic
correlates of prosody enabled improvements in naturalness to
be achieved, it may be preferable to provide more abstract con-
trols such as ‘emphasise this word’, or ‘create rising question
intonation’.
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C. Thomé, C. Raffel, A. Malek, D. Lee, F. Zalkow, K. Lee, O. Ni-
eto, J. Mason, D. Ellis, R. Yamamoto, S. Seyfarth, E. Batten-
berg, V. Moroz, R. Bittner, K. Choi, J. Moore, Z. Wei, S. Hi-
daka, nullmightybofo, P. Friesch, F.-R. Stöter, D. Hereñú, T. Kim,
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