A conjecture of Neumann and Wahl is confirmed with an explicit example. Some computational techniques are developed, and basic facts about cusps are reviewed.
Introduction
In this paper I answer a question asked by Neumann and Wahl about coverings of cusp singularities. In Proposition 4.1 of [5] , they prove that there exist cusps with no abelian cover by a complete intersection, and go on to conjecture that some cusps have no Galois cover by a complete intersection. As I shall show in the following, this conjecture turns out to be true; indeed, the cusp classified by the cycle (8, 2, 4, 3, 12) provides an explicit example. This precludes any obvious generalization of the main theorem of [5] (which says that the universal abelian cover of a quotient-cusp is a complete intersection) to a statement about cusps.
1.1. Background. I begin with a brief review of singularity links and cusps; for more details, see [4, 5] .
Consider a complex surface V ⊂ C n with an isolated singularity at p. It is known that there exists a resolution of the singularity; that is, a map π : V → V such that 1. π : π −1 (V − {p}) → V − {p} is an isomorphism, and 2. π −1 (p) is a complex curve whose only singularities are normal crossings. Define the link of the singularity (V, p) to be the oriented 3-manifold M that forms the boundary of a closed regular neighborhood of p. One can also construct the resolution graph, a representation of π −1 (p) whose vertices stand for the components of π −1 (p), weighted according to their self-intersection numbers (Euler numbers). Using the plumbing procedure described in [4] , the singularity link M can be reconstructed from the resolution graph. The topology of the resolution V is then determined by M . The cusp singularities are those whose resolution graphs are cyclic; equivalently, the link of a cusp is a torus bundle over the circle, with monodromy A having trace ≥ 3. Every cusp singularity also has a dual cusp whose link is −M (M with reversed orientation), a torus bundle with monodromy A −1 .
Using the plumbing calculus developed by Neumann [4] , one can reconstruct the monodromy A of a cusp's link from its cyclic resolution graph. Up to conjugation, the classifying matrix is of the form where e 1 , . . . , e k are the weights of the vertices.
Finally, a complex surface is a complete intersection (abbreviated "CI") if there exists an imbedding (V, p) ֒→ (C n , 0) such that V is given by (n − 2) equations. Karras [2] has shown that a cusp is a complete intersection if and only if the resolution cycle of the dual cusp has length ≤ 4.
Knowing from [5] that a cusp can always be covered by a CI, but not every cusp has an abelian covering by a CI cusp, we can now ask, must there always exist a Galois (normal) cover that is a complete intersection? 1.2. Strategy. As usual, we attack this topological problem by translating it into algebraic terms. This is easily done, since the topology of the minimal resolution of a cusp singularity is determined (up to orientation reversal) by the fundamental group of the singularity link M [1, 4] . Galois coverings now correspond to normal subgroups of π 1 (M ), which, as we shall see, is isomorphic to
Under this interpretation, the topological and algebraic descriptions can be used interchangeably: for example, "cover" and "subgroup" will be synonymous, and "cycle" will indicate the above expansion when applied to the classifying matrix of the cusp derived from a cyclic graph. Also, in discussions of the classifying matrix, we will assume that a basis has been chosen corresponding to the standard basis
After calculating π 1 (M ), we will prove two general propositions restricting the candidates for Galois covers that are CI's: one determining which subgroups of Z can be CI's, and one determining a maximal index for normal subgroups of Z 2 . We will then turn to a discussion of the cycle associated with a cusp and techniques for computing it. This will provide some motivation for a specific choice of a matrix, which we claim classifies a cusp with no Galois cover by a CI. Finally, we carefully examine all Galois covers of this cusp, using an algorithm implemented in Mathematica to check that the cycle lengths of each cover are longer than 4, and that the cover is therefore not a CI.
Throughout this paper we will make frequent use of duality to reduce the scope of our investigation. A covering of the dual cusp is also a covering of the original cusp [1, 5] , so we will need to consider both; fortunately, there exists a simple algorithm (presented in [4] and restated below) for determining the plumbing cycle of the link of a dual cusp, given the cycle of the original link. We can therefore be somewhat lax with regard to orientation, since any inconsistencies in orientation have no bearing on the present argument.
Algebraic Preliminaries
First we calculate the fundamental group of the singularity link M . Definition. Given two groups H, K and a homomorphism ϕ : K → Aut(H), the semi-direct product H ⋊ ϕ K is the product group with multiplication given by
Proof. We'll define U and V so that M = U ∪V , and apply the Seifert-van Kampen theorem.
M is a torus extended along the unit interval, with
is, it is identified at the endpoints with a "twist" by the automorphism A. Let
, where we understand "A(T 2 )" as indicating that the standard basis for the torus in V differs from that of U by the automorphism A. Then
Now the van Kampen theorem tells us that
with the additional relations given by i 1 (g) = i 2 (g) for each generator g. Noting that a ′ = tat −1 and b ′ = tbt −1 , this reduces to
which we recognize as Z 2 ⋊ ϕ Z.
Since we get the dual link −M by replacing
Hereafter we shall use the symbol ⋊ X to denote this product, specifying the monodromy X. Also, A will be used for the monodromy matrix of M , and G for the fundamental group of M . Now that we know π 1 (M ), we need to describe its normal subgroups. We shall follow the terminology of [5] : a proper subgroup of Z 2 ⋊ Z that surjects onto Z will be called a covering in the fiber (or a fiberwise cover ), and a subgroup that contains Z 2 will be a covering in the base. Proposition 2.2. Every Galois covering is (a) a Galois covering in the base followed by a Galois covering in the fiber, and (b) up to isomorphism, a covering in the fiber followed by a covering in the base (not necessarily Galois).
Proof. (a) Let G be the fundamental group of M , and let N be the normal subgroup corresponding to the Galois covering (i.e., the fundamental group of the cover). We can construct the following diagram of short exact sequences:
We want anÑ to satisfy N ⊳Ñ ⊳ G, with a fiber factor equal to that of G and base factor equal to that of N . Of course, all we need show isÑ ⊳ G, as N ⊳Ñ follows. Well, let ϕ : G → Z/n be given by ϕ(x, y) = y(mod n),
N is generated by N ∩ Z 2 and (x, n) for some x ∈ Z 2 . If we choose x to be 0, we can letÑ ′ be generated by N ∩ Z 2 and (0, 1). This choice of x may change N , but it will not change the isomorphism class of N .
Using Proposition 2.2(b), we can restrict our search to coverings of degree at most four in the base: IfÑ ′ has monodromy B, then N = L ⋊ B nZ = L ⋊ B n Z has monodromy B n , which has cycle n times longer than that of B. Proposition 2.2(a) tells us we need only look at normal covers in the fiber; this condition on N , together with the following corollary, will also limit our search. Proof. L → (L, 0), so conjugation by (0, 1) gives
L is therefore preserved by conjugation if and only if
Now conjugation of (x, n) by (b, 0) for any b ∈ Z 2 gives
Corollary 2.1 tells us we can restrict the number of subgroups of Z 2 by keeping Z 2 /(A n − I)Z 2 as simple as possible. We calculate this index for n = 1, 2, 3, 4:
Computation of the trace reveals that if x = trA,
We have
where x is the trace of A. To minimize the number of subgroups of all of these simultaneously, minimize the number of factors of |Z 2 /(A n − I)Z 2 |; let us require that x and x − 2 be prime, x + 2 be three times a prime, and x + 1 be twice a prime. For convenience, denote the prime factors of |Z 2 /(A n − I)Z 2 | as follows:
where p, q, r, and s are all prime.
Cycles
We now turn our attention to the cycle of a cover. Recall that the resolution graph for the link of a cusp singularity is cyclic, and each vertex with weight e i corresponds to a joining of trivial torus bundles by matrices of the form −ei 1 −1 0 . The monodromy of the entire link, then, is
where b i = −e i . Written this way, B classifies the link of a complete intersection (up to orientation) iff k ≤ 4. Now we need a method for expanding a given matrix in this form and an algorithm for finding the corresponding dual matrix. The tools for both are described in [4] ; I summarize briefly here. Definition. With B as in (8), call (b 1 , . . . , b k ) the cycle of the link determined by B (or more concisely, the cycle of B).
.
To find the cycle first compute the "continued fraction with minus signs" expansion of ω:
. . and let [c 1 , . . . , c l ] be the shortest period of this ultimately periodic continued
for n. Then the cycle of B is given by concatenating (c 1 , . . . , c l ) with itself n times.
Since this method depends on finding the period of a continued fraction, computation will be greatly simplified if the continued fraction is purely periodic. To derive a condition for immediate periodicity of a continued fraction with minus signs, we adapt the treatment given in [3] . The required results are analogous to the ordinary continued fraction case discussed there, but for completeness we include a proof. Proof. Since the continued fraction of a quadratic irrationality is eventually periodic, there exist i and j such that i < j and x i = x j (where x i and x j are complete quotients). Write
We now show that if x = a − 1/y, with a = ⌈x⌉ and x satisfying the hypotheses of the proposition, then a = 1 y . Well, 1/y = a − x, so 1/y = a − x. Now −1 < −x < 0, so adding a and substituting for a − x, we get a − 1 < 1/y < a, which defines the least integer function.
Applying this to (10), we find that
and therefore x i−1 = x j−1 . We can repeat this to get x 0 = x j−i , so the continued fraction is purely periodic.
In relation to the cycle of B, Proposition 3.1 requires
which, for t ≥ 3 and for a, b, d ∈ Z, reduces to the condition
Given a cover of a singularity link, its dual is also a cover, so we must inspect its cycle as well to ensure that no complete intersection cover exists. Indeed, given a matrix with a long cycle, its dual may well have a much shorter cycle.
If (b 1 , . . . , b k ) is the cycle of B, then from [1] we know b i ≥ 2 for each i, and b i ≥ 3 for some i. ).
As is observed in [5] , the length of the dual cycle can be written simply in terms of the entries of the original cycle as
For our example, we want to find a matrix whose trace satisfies the primality condition (7), and whose entries satisfy the condition for immediate periodicity given in (12).
First we choose a trace. The first four numbers satisfying (7) are 5, 13, 1621, and 6661. Computation time increases rapidly with the size of the trace; but 13 is too small to yield a long enough cycle, so we use 1621. Now we construct a matrix in SL 2 (Z) with trace 1621 whose entries satisfy a > b > −d ≥ 0. Some very brief experimentation with such matrices suggests
as an example of a matrix that fails the test for a monodromy of a CI. Computation reveals that the cycle of A is (8, 2, 4, 3, 12) , and the cycle of its dual has length 19.
Classifying Galois covers
Having chosen a matrix for the monodromy of M , we must examine the covers of degree up to 4 in the base. In particular, we want to know how a generator of Z in G acts on the fiber coverings L; the matix B of this action will be the monodromy of the cover, so the corresponding subgroup of π 1 (M ) will be L ⋊ B nZ. We will attempt to classify the fiberwise coverings that yield normal covers, working in generality when possible and using our specific choice of A from Section 3 for clarity. 4.1. One-fold covers. This first case is trivial: If N = L ⋊ B Z, then L = Z 2 or L = (A − I)Z 2 . Since [Z 2 : (A − I)Z 2 ] = q is prime, there can be no intermediate subgroups.
We already know g acts on Z 2 by A. But A commutes with (A − I), so g acts on (A − I)Z 2 by A as well. So the fiber coverings don't shorten the cycle in the one-fold case, and we need only choose A with cycle (and dual cycle) longer than 4 to secure the impossibility of a Galois cover of degree 1 in the base. . In Section 3 we discussed an algorithm for computing the dual matrix, so now we may treat only half of the possible covers.
Since the index of each subgroup in this case is a prime or a product of distinct primes, each subgroup is uniquely determined by its index. From the one-fold case, we already know that the index q subgroup is (A − I)Z 2 and doesn't change the action of g. (The dual subgroup is then (A + I)Z 2 and also does nothing to g.)
Consider the index 3 subgroup as the kernel of a map Z 2 → Z 3 . There are four distinct such mappings; their kernels are
Modulo 3, our matrix A is 2 2 0 2 , and it is easy to check that only the first subgroup in (17) is preserved by A. The index 3 subgroup, then, is given by
Conjugating A by ( 1 0 0 3 ) gives the action of g on this subgroup; it is
Knowing the subgroups of index 3 and q, one can find the subgroup of index 3q by acting on the index 3 subgroup with A − I. The action of g on this subgroup is then given by
, which is just A 3 . Calculating the cycle and dual cycle of A 3 , we find they have lengths 4 and 42, so the monodromy (A 3 ) 2 has cycle and dual cycle of lengths 8 and 84, well over the limit for complete intersections.
The index r subgroup represents the cover dual to the one represented by the 3q subgroup, but we'll need a basis representation for it in calculating four-fold covers.
As in the index 3 case, the possible subgroups are generated by {(1, 0), (0, r)} or {(t, 1), (r, 0)}, for 0 ≤ t < r. The first of these is not preserved by A, and conjugating A by ( t r
, which suggests we solve 221 + 1659t + 141t 2 ≡ 0 (mod r).
For r = 1623/3 = 541, we find t = 138 is the unique solution (modulo r), so the index r subgroup is r = 138 1 , 541 0 .
4.3.
Three-fold covers. Here we have [Z 2 : (A 3 − I)Z 2 ] = q(2s) 2 , so the group structure is somewhat more complicated: we have to contend with subgroups of index s 2 , as well as mixed subgroups. We can once again exploit duality to simplify the problem, though, so we'll only look at the subgroups of index q, 2, s, 2s, 2q, sq, s 2 , and s 2 q. Also, the index q subgroup is still (A − I)Z 2 , and we can use the same strategy employed in the two-fold case to move from index x to index xq. But A ≡ ( 0 1 1 1 ) (mod 2), so none of these subgroups are preserved. Therefore there is no normal cover of index 2 in the fiber.
Using the fact that there are no index 2 normal subgroups, a simple argument eliminates the 2s and 2q cases as well: Suppose one of these latter is normal; let K be this normal fiberwise subgroup of G. But then |G/K| = 2s or 2q, and in either case G/K has a subgroup of order 2, so there must be a normal index 2 subgroup of G. We already know this is not the case.
There are s + 1 possibilities for index s subgroups:
The requirement that A preserve these subgroups is equivalent to asking that We now calculate the relevant cycles, and find that the cycle and dual cycle of (A s1 ) 3 have lengths 3 · 149 and 3 · 3, respectively; while the cycle and dual of (A s2 ) 3 have lengths 3 · 14 and 3 · 12. None of these, then, are complete intersections. From the Sylow theorems we know there is exactly one order s 2 subgroup of Z 2 /(A 3 − I)Z 2 , so there can be only one normal subgroup of Z 2 of index s 2 . We can easily check that this subgroup is
Also, this subgroup is clearly preserved by A, since
We are now left with the sq and s 2 q cases. These subgroups are found simply by acting with (A − I) on the bases of the index s and index s 2 subgroups. If P represents the change of basis from one of these to Z 2 , then (A − I)P is the change of basis for the corresponding subgroup with the added factor of q. Then
We have already examined both of these matrices, so we are done with three-fold covers.
4.4.
Four-fold covers. This case is similar to the three-fold case, but simplified by the fact that we have already treated most of the relevant subgroups. The index is now 3p 2 qr, and we can use the same duality argument to focus our attention on half of the subgroups; of these, only those of index p, qp, rp, and 3p have not been discussed above.
As in the three-fold case, the p + 1 subgroups of index p are {(x, y) ∈ Z 2 | y ≡ 0 (mod p)} and
Again, the first of these can be immediately eliminated, since it is not preserved by A. We then solve as before for t such that 221 + 1659t + 141t 2 ≡ 0 (mod p), finding t = 139 or t = 608.
Thus, the two index p normal covers are Calculating cycles, we find that the cycle and dual cycle of (A p1 ) 4 have lengths 4 · 12 and 4 · 10, respectively; while the cycle and dual of (A p2 ) 4 have lengths 4 · 101 and 4 · 3.
We can find the composite subgroups using a method similar to the one used in the three-fold case. By the same argument as above, the action is unchanged on the qp subgroups:
Using the representation of the index r subgroup found in Section 4.2, we can calculate the normal index rp subgroups. Now we want 
We find that t = 541 and t = 653 solve this, so the actions of g on the two index rp subgroups are ). The classifying matrix (A (rp1) ) 4 has cycle length 4 · 8 and dual cycle length 4 · 10, and (A (rp)2 ) 4 has cycle length 4 · 8 and dual cycle length 4 · 34; the index rp covers, then, are not complete intersections.
Finally, we turn to the index 3p subgroups. In fact, we have already calculated the monodromies and cycles for these, as the following simple argument shows. Recall that adding a factor of q to the index leaves the monodromy unchanged, since (A − I) and A commute; thus the index 3p covers have the same monodromies as do the index 3qp covers. But these latter are dual to the index rp covers, whose classifying matrices (and duals) were computed above.
