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Resumen — The growing available capacity  on a sin- 
gle  chip is  leading to increasingly sophisticated appli- 
cations in the field of  embedded systems. In addition, 
the cloud computing paradigm, allows the extension 
of  the capabilities of  these systems using remote re- 
sources. Among the wide range of  applications that 
can arise in this context, are those in which it is  cri- 
tical to meet certain quality of  service (QoS) requi- 
rements, such as limited latency. In these cases, real- 
time operating  systems (RTOS)  provide a valid so- 
lution to guarantee predictability and response time 
using the resources of  the embedded system. Howe- 
ver, in applications where the elements to process can 
grow and decrease in a variable way, the load can ex- 
ceed the capabilities of the embedded system, which is 
an important limitation. In this paper, a new architec- 
ture is  proposed, aiming to take the most of  remotely 
available resources only when the  load temporarily 
exceeds the capabilities of the embedded system. The 
access to the remote resources is  done by using cloud 
platforms maintaining an acceptable level of  QoS for 
the application. 
Palabras clave —  Embedded system, Real-time ope- 
rating  system, Quality of  service, Cloud computing 
 
 
I.  Introduccio´n 
 
L desarrollo  que  los  sistemas  embebidos  esta´n 
experimentando en los u´ltimos tiempos  ha per- 
mitido  su extension  a nuevos  campos  de aplicacio´n 
como la automocion, robotica,  smart  cities  o health- 
care.  Sin embargo,  su desarrollo  en estos a´mbitos re- 
quiere  un  salto  cualitativo de  disen˜o  que  tenga  en 
cuenta   las  exigencias  de  rendimiento y  tiempo  de 
respuesta  que  estas  aplicaciones  requieren.  En  este 
sentido,  la calidad  de servicio (QoS—Quality  of Ser- 
vice ) es un aspecto  fundamental para  garantizar  su 
buen funcionamiento. 
El  mantenimiento de  una  calidad  de  servicio  en 
los tiempos  de respuesta  y calidad  del resultado  que 
los sistemas  embebidos  deben  proporcionar en esas 
aplicaciones,  los eleva a la categor´ıa de sistemas  de 
tiempo real [1]. En este tipo de sistemas, la validez de 
tegias  de  planificacio´n complejas.  Estas  estrategias 
pasan  por delegar  en un sistema  operativo  de tiem- 
po real embebido en los dispositivos la planificacion y 
ordenacio´n de la ejecucio´n de las tareas  para cumplir 
con las restricciones  impuestas por  las aplicaciones 
[2], [3]. 
Aunque  ese tipo  de  soluciones  proporcionan  im- 
portantes cotas  de satisfaccio´n de las restricciones, 
algunas  aplicaciones  pueden  verse desbordadas tem- 
poralmente por las caracter´ısticas de su ejecucio´n y 
requerir  unas  prestaciones  que exceden a su capaci- 
dad.  En estos casos, los sistemas  anteriores deber´ıan 
rechazar   la  ejecucio´n del  exceso de  tareas  que  ex- 
cedan  los  tiempos  de  respuesta   para  garantizar el 
cumplimiento hard  real-time  de la planificación [4].  
Sin embargo,  este tipo  de decisiones puede  provocar  
in- terrupciones del servicio inasumibles  en algunas 
apli- caciones cr´ıticas. Por  ejemplo, sistemas  e-health  
que supervisan  y controlan  variables  biome´tricas de 
va- rios individuos  simultaneamente, pueden 
experimen- tar  un  aumento de las necesidades  de 
co´mputo de- rivadas  del incremento  del conjunto  de 
individuos  a supervisar;  o por ejemplo,  un sistema  
de gestion  de trafico de una smart  city en el que cada 
veh´ıculo re- coge y transmite informacio´n sobre su 
estado  al res- to de veh´ıculos y a la sen˜alizacio´n del 
entorno  puede verse saturado igualmente  en 
escenarios  densos  con multitud de veh´ıculos. 
Una posible solucio´n para paliar los problemas 
puestos de manifiesto en aplicaciones del tipo indica- 
do, es la utilizacio´n auxiliar  de redes de area amplia 
y recursos externos  disponibles en la nube, por ejem- 
plo mediante infraestructuras IaaS (Infrastructure as 
a Service ), en la medida  en que estas  infraestructu- 
ras puedan  proporcionar de manera  escalable las ca- 
pacidades  necesarias.  Sin embargo,  tambie´n hay que 
tener  en cuenta  los costes econo´micos en los que se 
puede incurrir  al utilizar  estos recursos, en ocasiones 
los resultados vendr dada  no solo por su correccio´n proporcionales  al tiempo de proceso o la cantidad de 
sino tambie´n porque e´stos este´n a tiempo.  Es decir, 
existen unas restricciones  que condicionan  su funcio- 
namiento. El disen˜o y concepcion  de estos sistemas 
debe proponer,  por tanto, arquitecturas que contem- 
plen  los aspectos  de correccion,  adaptabilidad, pre- 
decibilidad,  seguridad  y tolerancia a fallos. 
La  evolucion  tecnologica  de  los dispositivos  em- 
bebidos  los dota  actualmente de  unas  prestaciones 
suficientes como para  implementar sobre ellos estra- 
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datos  procesados,  segu´n distintos modelos de utility 
computing  [5]. 
El objetivo  de este  trabajo es disen˜ar una  arqui- 
tectura que proporcione  un  conjunto  de servicios a 
aplicaciones  en sistemas  embebidos.  Empleando es- 
tos servicios, las aplicaciones  podran  incorporar re- 
cursos de procesamiento y almacenamiento en la nu- 
be, en la medida  en que estos  sean  necesarios  para 
mantener una  respuesta   en  tiempo  real  ante  exce- 
sos puntuales de  carga  de  trabajo. De esta  forma, 
se aprovechan al ma´ximo los recursos disponibles lo- 
calmente en el propio sistema integrado, junto a las
caracter´ısticas de predecibilidad y fiabilidad del sis-
tema operativo de tiempo real. Simulta´neamente, se
optimizan los costes derivados del uso de plataformas
IaaS, recurriendo a ellas u´nicamente en caso necesa-
rio.
El resto del trabajo se ha organizado de la siguien-
te manera. En primer lugar, se presenta un estudio
de los trabajos relacionados tanto con el aprovecha-
miento de recursos mu´ltiples en la nube como con dis-
tintos enfoques para garantizar QoS en la ejecucio´n
de aplicaciones. A continuacio´n se propone una ar-
quitectura que da respuesta a las necesidades y retos
planteados. Dicha arquitectura se ilustra posterior-
mente mediante una propuesta de caso de estudio.
Finalmente, se presentan las conclusiones as´ı como
las futuras direcciones de esta investigacio´n.
II. Trabajos relacionados
Un extremo en la configuracio´n de los sistemas dis-
tribuidos lo constituyen los sistemas compuestos por
dispositivos esencialmente sensores/actuadores que
carecen de capacidad de procesamiento para tomar
por s´ı solos las decisiones. Estos elementos, que hacen
ba´sicamente las funciones de transceptor, transmiten
la informacio´n para que sea tratada por un host con
capacidad suficiente [6], [7], [8]. Sin embargo, este
planteamiento puede infrautilizar las capacidades de
los propios dispositivos embebidos, resta agilidad en
la respuesta y requiere de una infraestructura per-
manente adicional para realizar el procesamiento.
Por otro lado, se han propuesto sistemas multi-
procesador como solucio´n embebida para un amplio
abanico de aplicaciones. En estos casos, no se requie-
re la configuracio´n de ningu´n elemento no embebido,
ya que los dispositivos empotrados cuentan con capa-
cidad suficiente. En entornos en los que intervienen
mu´ltiples dispositivos se pueden establecer me´todos
de planificacio´n que tengan en cuenta escenarios de
multiprocesamiento en uno [9], [10] o varios elemen-
tos embebidos con caracter´ısticas heteroge´neas [11],
[12]. Un paso ma´s de esta estrategia lo constituyen
los sistemas embebidos distribuidos que interactu´an
entre s´ı mediante una red de comunicaciones. Para
estos casos, tambie´n se han realizado propuestas con
el fin de mantener la calidad de servicio de las pres-
taciones [13], [14].
Entre las redes de sensores con escasa capacidad
de procesamiento, y aquellas formadas por multipro-
cesadores, pueden darse configuraciones intermedias
que repartan la carga de trabajo entre los dispositivos
embebidos distribuidos y algu´n elemento no embebi-
do. En esta l´ınea, un campo con intensa produccio´n
cient´ıfica, es el de la computacio´n mo´vil en la nu-
be (MCC—Mobile Cloud Computing). Su desarrollo
constituye un paradigma denominado oﬄoading [15]
en el que la nube se emplea para realizar el procesa-
miento de dispositivos mo´viles con recursos limitados
liberando de la carga de trabajo correspondiente del
procesador del dispositivo mo´vil. Las propuestas se
ordenan bajo dos tipos de enfoques [16]: por un lado
los sistemas que tratan de adaptar las aplicaciones
existentes identificando porciones de co´digo externa-
lizable [17], [18], [19], [20], y por otro, nuevas apli-
caciones que en su concepcio´n tienen en cuenta esta
idea [21], [22].
Gran parte de las proyectos relacionados con MCC
esta´n orientados fundamentalmente a alargar la vida
de las bater´ıas [23], [24]. En general, se persigue la
liberacio´n de la ma´xima cantidad de recursos compu-
tacionales locales. Sin embargo, el enfoque propuesto
en este art´ıculo pone el acento en el uso de recursos
en la nube para optimizar un conjunto de para´metros
de QoS, para lo cual puede ser necesario priorizar la
ejecucio´n de tareas en local frente al uso, por ejem-
plo, de servicios de infraestructura (IaaS).
Otro campo de intensa actividad investigadora re-
lacionado con el mantenimiento de tiempos de res-
puesta y en general con QoS, es la gestio´n de las
comunicaciones. En este a´rea, se han realizado apor-
taciones relacionadas con el ana´lisis adaptativo in-
teligente de los tiempos de servicio [25] y se han
propuesto arquitecturas orientadas a cumplir con los
requisitos de QoS [26], [27]. Estos trabajos no so´lo
tienen en cuenta para´metros de eficiencia energe´ti-
ca sino tambie´n proponen estrategias para su cum-
plimiento con especificaciones de funcionamiento en
tiempo real [28].
La utilizacio´n conjunta de las infraestructuras de
computacio´n distribuidas para garantizar la QoS es
una opcio´n que tambie´n esta´ siendo ampliamente
analizada [29], [30]. Los servicios que combinan los
recursos de infraestructuras distribuidas de distin-
to tipo (clusters, grids, cloud, etc) son un mecanis-
mo que refuerza los compromisos de QoS y permite,
por tanto, especificar restricciones de hard-RT sobre
elementos de computacio´n en red. En esta l´ınea, la
preocupacio´n por el mantenimiento de los tiempos
de respuesta de modelos de computacio´n en la nu-
be esta´ presente en numerosos trabajos en los que se
han analizado y propuesto soluciones de QoS para
sistemas cloud computing [31], [32], [33]. Aunque su
enfoque esta´ dirigido especialmente hacia aplicacio-
nes multimedia (online gaming, v´ıdeo bajo demanda)
sus conclusiones pueden ser trasladadas a otros sec-
tores (business, telemedicina, automocio´n, etc.) para
la provisio´n de servicios con QoS [34].
En conclusio´n, los sistemas embebidos con necesi-
dades de funcionamiento en tiempo real responden
adecuadamente a sus consideraciones de disen˜o. Las
mejoras en la tecnolog´ıa y los sistemas multiproce-
sador contribuyen a este propo´sito manejados conve-
nientemente por un RTOS. Sin embargo, estas nue-
vas capacidades no aportan mecanismos de flexibili-
dad que permitan eventualmente aumentar la carga
de procesamiento por encima de un determinado ni-
vel y por tanto, limitan su aplicacio´n a situaciones
acotadas de funcionamiento. Por otra parte, los re-
cursos de computacio´n en la nube pueden emplearse
para ejecutar una parte del procesamiento con una
cierta garant´ıa de QoS a cambio de un cierto coste,
pero en su concepcio´n actual se requiere una cone-
xio´n permanente y no esta´ planteada como apoyo
para una utilizacio´n bajo demanda en funcio´n de las
necesidades.
III. Arquitectura
Un sistema de tiempo real puede modelarse me-
diante un conjunto de tareas que se comunican de
acuerdo a un cierto patro´n o paradigma de compu-
tacio´n paralela [35]. De entre los varios existentes, el
paradigma master-slave es aplicable a gran cantidad
de problemas. Segu´n este paradigma, la carga de tra-
bajo a procesar de divide entre un conjunto de tareas
esclavas (slave). Una tarea principal (master), se en-
carga de distribuir el trabajo en las tareas slave. La
comunicacio´n se produce u´nicamente entre la tarea
master y cada una de las tareas slave. Las tareas sla-
ve se mantienen independientes entre s´ı, esto es, no
se comunican entre ellas [36].
La figura 1 ofrece una visio´n general de la ar-
quitectura propuesta, aplicada a un sistema real
en el que las tareas se comunican de acuerdo al
mencionado paradigma master-slave. La arquitec-
tura mostrada proporciona servicios de procesa-
miento flexible en la nube para aquellas aplica-
ciones que pueden descomponerse en un conjunto
{s1, s2, · · · , sk, sk+1, sk+2, sk+n} de tareas slave in-
dependientes que se ejecutan a peticio´n de una tarea
master. Realmente, la arquitectura puede proporcio-
nar sus servicios con independencia del paradigma
de programacio´n paralela concreto, y por tanto es
aplicable tambie´n a otros patrones de comunicacio´n
entre tareas.
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Fig. 1.Arquitectura propuesta para un sistema de tiempo real
en el que las tareas se comunican de acuerdo al paradigma
master-slave
El sistema operativo otorga a cada tarea una frac-
cio´n del tiempo de uso de procesador, suficiente para
la obtencio´n de un resultado correcto, mantenien-
do el comportamiento del sistema predecible en todo
momento en cuanto a latencia. La correccio´n del re-
sultado no implica necesariamente precisio´n, ya que
es posible el empleo de te´cnicas de computacio´n im-
precisa que permitan la obtencio´n de resultados acep-
tables, pero mejorables en la medida en que haya ma´s
tiempo disponible.
Con un conjunto de recursos limitado, y teniendo
en cuenta la predecibilidad del sistema, un intento
de creacio´n de ma´s de k tareas, dara´ lugar a una res-
puesta de excepcio´n por parte del sistema operativo,
y debera´ ser capturada por la tarea master. Es en
este punto cuando entra en funcionamiento el servi-
cio de creacio´n de tareas en la nube proporcionado
por la arquitectura (gestio´n de la nube, en el diagra-
ma de la figura 1). Tambie´n se requiere un servicio
de eliminacio´n de tareas, que sera´ utilizado cuando
el proceso master as´ı lo determine a partir de las
necesidades del entorno.
La figura 2 resume la actividad de la arquitectura.
En primer lugar, responde a los eventos de creacio´n
y eliminacio´n de tareas, dando lugar a la ejecucio´n
de los correspondientes servicios. La primera tarea
extra requiere una comprobacio´n previa de la dis-
ponibilidad de las diferentes plataformas en la nu-
be, previamente configuradas. Por ejemplo, las pla-
taformas utilizables pueden ser pu´blicas, accesibles
a trave´s de Internet, pero tambie´n privadas y acce-
sibles u´nicamente a trave´s de redes espec´ıficas. Una
vez determinada la lista de plataformas disponibles,
sera´ necesario realizar una seleccio´n de acuerdo a un
sistema de prioridades que puede tomar en conside-






























Fig. 2. Descripcio´n de la actividad de la arquitectura
La ejecucio´n de una tarea en la nube puede re-
querir el empleo de determinados datos de entrada
disponibles u´nicamente mediante los dispositivos ac-
cesibles por el sistema empotrado. Estos datos deben
enviarse a la plataforma en la nube para su proce-
samiento por parte de la tarea correspondiente. Las
latencias debidas a las transmisiones de datos deben
ser tenidas en cuenta por el sistema operativo a la ho-
ra de realizar la planificacio´n del proceso correspon-
diente a la propia arquitectura. De manera similar,
las tareas en la nube puede generar informacio´n que
deba visualizarse en dispositivos dependientes del sis-
tema empotrado.
En un sistema empotrado basado en multiproce-
sadores con memoria compartida, las tareas si, i ≤ k
pueden ser implementadas como threads del proceso
master. Las tareas si, i > k, sera´n ejecutadas en la
nube, y por tanto se llevara´n a cabo mediante proce-
sos de acuerdo a un modelo de procesamiento (gene-
ralmente multicomputador) propio de la plataforma.
El cumplimiento de los requerimientos de calidad de
servicio proporcionados por los servicios en red, ga-
rantiza la correccio´n de los resultados en el sistema
de tiempo real.
IV. Caso de estudio
Como ejemplo de aplicacio´n de la arquitectura pro-
puesta se propone un sistema de bu´squeda y localiza-
cio´n de objetos mo´viles en tiempo real, en un entorno
smart city. Un posible objetivo del sistema puede ser
la localizacio´n de personas dependientes (nin˜os o en-
fermos), o veh´ıculos robados en movimiento. Por tan-
to, la aplicacio´n puede estar orientada como apoyo a
los servicios de seguridad.
El personal de seguridad dispondra´ de un sistema
empotrado en un dispositivo mo´vil o integrado en
veh´ıculo de seguridad. El sistema analizara´ en tiem-
po real la informacio´n procedente de un nu´mero in-
determinado de videoca´maras situadas en un espa-
cio geogra´fico amplio (pol´ıgono, barrio o ciudad). El
nu´mero de fuentes que el sistema empotrado puede
procesar en tiempo real es evidentemente limitado,
por lo que existira´n zonas geogra´ficas en las que la
disponibilidad de ca´maras supera las capacidades del
sistema empotrado. En estos casos, la arquitectura
propuesta permite el aprovechamiento de platafor-
mas en la nube para el procesamiento de informacio´n
procedente de ca´maras extra.
La aplicacio´n que se propone como ejemplo debe
analizar mu´ltiples streams de v´ıdeo simulta´neamen-
te. Para ello, consta de un proceso master (figura 3)
que, a partir de las coordenadas de posicionamiento
obtiene una lista de direcciones de streaming corres-
pondientes a las ca´maras de seguridad disponibles
en el entorno de dicha posicio´n. Para cada una de
las fuentes localizadas, el proceso master creara´ un
thread para procesar el stream correspondiente em-
pleando los recursos disponibles en el propio disposi-
tivo empotrado. El sistema operativo de tiempo real,
planificara´ la ejecucio´n de los threads creados, pero
cuando e´stos superen en nu´mero un cierto valor k,
generara´ un evento al proceso master. En respuesta
a este evento, el proceso master utilizara´ el servi-
cio de creacio´n de tareas en la nube proporcionado
por la arquitectura. Como resultado de este servicio,
se ejecutara´ un proceso en la nube por cada ca´ma-
ra extra, cada uno de los cuales recibira´ la direccio´n
correspondiente al stream a procesar.
obtener nueva
posición
obtener lista de streamscámaras
¿quedan streams?
crear thread para análisis de stream
¿capacidad disponible?
servicio de creación de




obtener streams ya no presentes
en el entorno de la posición
servicio de eliminación de





Fig. 3.Descripcio´n del proceso master para la aplicacio´n de
bu´squeda y localizacio´n de objetos
Es conveniente aclarar que los streams pueden ob-
tenerse ya preprocesados de manera adecuada para
reducir el ancho de banda y la complejidad de los
algoritmos de localizacio´n de objetos. De esta for-
ma, ser´ıa posible acomodar ma´s tareas en el sistema
empotrado, reduciendo la necesidad de recurrir a los
recursos proporcionados en la nube.
V. Conclusio´n
Este trabajo propone una arquitectura que permi-
te aprovechar los recursos disponibles en la nube en
beneficio de aplicaciones con requerimientos de tiem-
po real y carga variable, que se ejecutan en sistemas
embebidos con capacidades limitadas. La arquitectu-
ra aporta un conjunto de servicios que abstraen a la
aplicacio´n la complejidad relacionada con la integra-
cio´n de recursos de computacio´n en la nube para el
desempen˜o de sus objetivos, adapta´ndose de manera
flexible a sus necesidades de carga cambiantes.
Un RTOS puede garantizar la ejecucio´n en tiempo
real de las tareas propias de la aplicacio´n, siempre
y cuando su nu´mero no exceda un determinado va-
lor. El excedente de tareas que se puede producir en
determinadas circunstancias es gestionado por la ar-
quitectura propuesta, empleando plataformas en la
nube que proporcionan sus servicios con una cierta
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QoS a un coste determinado. 
La arquitectura propuesta inicia una l´ınea de tra- 
bajo en curso en el ambito  del grupo de investigacio´n 
en  arquitecturas y tecnolog´ıas de  computadores,  y 
pone de manifiesto  una serie de retos para  ser abor- 
dados en trabajos futuros. 
Uno  de los principales  retos  es la integracio´n  de 
la  arquitectura  propuesta con  modelos  de  compu- 
tacion  paralela  en entornos  heteroge´neos, que tomen 
en consideracion  las necesidades  de comunicacio´n y 
sincronizacion  de threads  y procesos. Estos  modelos 
favorecen el intercambio de informacion  entre  tareas 
con independencia de su ubicacion en el sistema  em- 
potrado o en la nube, pero su utilizacion  tiene impli- 
caciones importantes para el mantenimiento de QoS. 
Por  otro  lado,  algunas  infraestructuras con soporte 
de QoS proporcionan servicios para ejecucion de pro- 
cesos de acuerdo  a un modelo concreto,  orientado a 
un  determinado tipo  de  aplicaciones.  Tal  es el ca- 
so de aplicaciones  que analizan  conjuntos  complejos 
de datos  (big data ), para  las que exiten  plataformas 
IaaS espec´ıficas que soportan frameworks  tales como 
MapReduce. 
Otra  posible ampliacion  es la consideracion de 
aplicaciones  en  las  que  la  computacion en  la  nube 
constituye una clara preferencia  frente a la ejecucio´n 
en el sistema  empotrado. En estos casos la arquitec- 
tura  puede ofrecer los recursos  locales para  aportar, 
por ejemplo,  una  solucion de alta  disponibilidad en 
caso de incapacidad de las  plataformas en la nube 
para  proporcionar disponibilidad y QoS. 
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