We begin with a sequence M of positive real numbers and we consider the Denjoy-Carleman class C M . We show how to construct Mapproximate solutions for complex vector …elds with C M coe¢ cients. We then use our construction to study micro-local properties of boundary values of approximate solutions in general M involutive structures of codimension one, where the approximate solution is de…ned in a wedge whose edge (where the boundary value exists) is a maximally real submanifold. We also obtain a C M version of the Edge-of-the-Wedge Theorem.
Introduction
Let M = (M j ) be a sequence of positive real numbers satisfying some properties. Also, let (z j ) be a sequence of complex numbers satisfying the estimate jz j j A j+1 M j (j = 1; 2; 3; :::); where A > 0 is a constant independent of j: Carleman's problem can be stated as follows:
Carleman' s Problem: Construct a function f = f (x) 2 C 1 ([ 1; 1]) such that for all j 2 N; f (j) (0) = z j ; and such that for some constant C > 0; independent of x 2 [ 1; 1] and j 2 N; f (j) (x) C j+1 M j ; for all x 2 [ 1; 1] and all j 2 N:
Assuming that the sequence M j = (j!) s ; s > 1; Mityagin (see (Mi) ) proved the existence of the required function f , while Dµ zanašija (see (Dz) ) constructed f explicitly. In this paper, assuming that the sequence M satis…es some properties (see Conditions (P 1) (P 4) in De…nition 3), we solve the following problem: R t , where the coe¢ cients a k (x; t) are in the class C M ( ) (see De…nition 1), and a function f = f (x) in the class C M (U ), construct (explicitly) a C M function u = u (x; t) which is an approximate solution of Lu = 0 (see De…nition 19 in section 4) and such that u (x; 0) = f (x) :
In general, it is not possible to construct homogeneous solutions of an overdetermined system with given initial data de…ned on an (appropriate) initial submanifold, but the existence of "approximate solutions", i.e., functions that satisfy the initial condition and are mapped by the vector …elds of the system into functions that, instead of vanishing identically, just vanish to in…nite order at the initial manifold, is a useful substitute. For instance, when the system is the Cauchy-Riemann equation @u = 0 in C n and the initial manifold is maximally real, approximate solutions correspond to almost analytic extensions of the initial data. The existence of approximate solutions proved to be useful when investigating the regularity of solutions of …rst order nonlinear pde, as shown, for example, in the papers (A) and (BP) . In these papers, it was crucial to show that approximate solutions in the right class exist for the linearized operator.
In the special case when M j = (j!) s so that the class C M is the Gevrey class G s of exponent s > 1; we solved the above problem (see (AH) ) with u in G s 0 and s 0 is any real number satisfying s 0 > s + 1. Building up on our method and on the explicit solution of the Carleman problem in (Dz) , Barostichi and Petronilho (see (BP) ) improved our result by constructing an approximate solution u in the same Gevrey space G s . Their construction of the approximate solution in the same Gevrey space was crucial to the proof of their main theorem on the Gevrey regularity of solutions of …rst order nonlinear pdes.
After we solve Problem 1, we use the (explicitly constructed) approximate solution to show the existence of almost analytic extensions for C M functions, and to obtain a C M version of the so called Edge-of-the-Wedge theorem. It is to be noted that our second main theorem in this paper (see Theorem 24) improves our previous Gevrey result in (AH) (see Theorem 5.1 on page 2858).
A natural question to arise is about the existence of solutions of Lu = f in the Denjoy-Carleman classes. Recently, P. Caetano and P.Cordaro (see (CC) ) investigated the Gevrey solvability for …rst order nonlinear pdes. A consequence of their main result (see Theorem 6.1 in (CC)) can be stated as follows: "Let s > 1. Then any …rst order linear pde with analytic coe¢ cients Lu = f satisfying the Nirenberg-Treves condition (P) has local solutions u 2 G s for every f 2 G s ". The authors believe that the above result can be generalized to the DenjoyCarleman classes and it is in fact the topic of an ongoing investigation. This paper is organized as follows: In section 2, we give all the background material about C M spaces which is necessary for stating our results. In section 3, we solve a Carleman problem in the C M class and we also prove that any
Then, in section 4, we use our solution of the Carleman problem in section 3 to solve Problem 1 (mentioned above). In section 5, we make a brief detour to review involutive structures and some basic geometric constructions which will be needed in section 6. In section 6, we prove our second main result about the M wavefront set (see De…nition 13) of boundary values of M -approximate solutions de…ned in wedges in M -involutive structures of rank 1 (which are not necessarily locally integrable), where the boundary value exists on a maximally real submanifold. We show that the M -wavefront set of the boundary value is located in the polar of a certain open convex cone in the tangent space of the maximally real submanifold (this cone was constructed in the original paper (EG) ). We use this second main result to obtain a C
Also, condition (P 3; 1) implies the (usual) logarithmic convexity condition: For all j = 1; 2; 3; :::
(ii) In the paper (RSW) (see corollary 6.2 on page 772), it is shown that the condition (P 3; 1) implies the following condition the sequence
The condition (P 3; 2) implies the following condition: For all 0 j n;
Condition (P 3; 3) insures that the class C M (U ) is invariant under composition. It also implies, in particular, that for all 0 j n;
(4) The condition (P 4) implies the (usual) Stability under di¤ erential operators condition; i.e., There are constants A > 1 and H > 1; independent of n and j, such that for all 1 j n; we have
We will often replace AH n 1 with C n (for instance by taking C = AH); hence the condition (P 4; 1) will take the form
(5) (i) If the sequence (M j ) satis…es conditions (P 1) and (P 3; 3), then it satis…es the following condition: For all n = 1; 2; 3; :::
Condition (A1) insures that every analytic function belongs to the class C M . (ii) If the sequence (M j ) satis…es conditions (P 3; 2 0 ) and (P 4; 1), then it satis…es the following useful condition: For C the same constant as in condition (P 4; 1) and for all 0 j n;
(iii) If the sequence (M j ) satis…es conditions (P 1), (P 3; 3 0 ) and (P 4; 1), then it satis…es the following condition: For all j; k 2 N, if we set n = jk, there is a constant C > 1, independent of n, such that
Associated Functions
De…nition 5 For each sequence (M j ) of positive numbers we de…ne its asso-
For the reader who is interested in learning more about associated functions and how each of the conditions which we impose on the sequence can be written in terms of the associated function, we recommend the paper by H. Komatsu (Ku) .
Lemma 6 Let (M j ) be a sequence of positive numbers satisfying conditions (P 1) and (A1), and let M (t) be its associated function. Then
(2) M (t) is an increasing convex function in log t which vanishes for su¢ ciently small t > 0 and increases more rapidly than log t p for any p as t ! +1. (3) Suppose that the sequence (M j ) satis…es condition (P 4; 1). Then for any k > 0, and for all t > 0
where A and H are as in condition (P 4; 1) : (4) The sequence (M j ) satis…es condition (P 4) if and only if for all t > 0
where A and H are as in condition (P 4) : (5) Suppose that the sequence (M j ) satis…es conditions (P 1) ; (A1), and (P 4; 1). Fix 0 < k < 1. Then for t large enough (t depends on k):
(6) Suppose that the sequence (M j ) satis…es conditions (P 1) ; (A1), and (P 4). Then for a …xed k > 0 and for t large enough,
where H and A are as in condition (P 4) :
Proof.
(1) We have log t
(2) ; (3) & (4): See (Ku) (Page 49, and Proposition 3.4 and Proposition 3.6 on pages 50-51).
(5) Since (M j ) satis…es condition (P 4; 1), we can use (2) to obtain
Now, since the sequence satis…es (P 1) and (A1), we can use part (2) of this lemma to conclude that for p 2 N and t > 0 large enough
The term on the RHS is 0 for t large enough. Hence, the inequality (4) follows.
(6) Using (3), we obtain
Now, using (2), we obtain for t large
where we proceed as in the proof of part (5) of this lemma. This gives the desired inequality in (5).
In the following lemma,
will denote an open subset containing the origin, x = (x 1 ; :::; x m ) 2 R m x and t 2 R t . Also, for z = (z 1 ; :::; z m ) 2 C m we use the notation
Lemma 7 Fix y 2 R m close to the origin, and 2 R m nf0g. Let M = (M j ) be a sequence of positive numbers satisfying conditions (P 3; 3 0 ), (P 4), and (A3).
There is a constant E > 1 (independent of x; t; y; and ) such that for all multi-indices 2 Z m + and all (x; t) 2 ;
where M (j j) is the associated function, to the sequence (M j ).
there is a constant C > 0 such that for all (x; t) 2 (possibly after shrinking ) and for all
We will use the multivariate Faa di Bruno's formula (see (CS) Theorem 2.1 on page 505 and Corollary 2.10 on page 512). Applying this formula to our situation, and keeping in mind the hypothses of the lemma, we get (for C larger than the one appearing above)
where p ( ; r) = f k 1 ; :::; k j j ; 1 ; :::; j j : for some 1 s j j ; k i = 0 and i = 0 for 1 i j j s; k i > 0 for j j s + 1 i j j ; and
Now, with A and H as in condition (P 4), we have
Making use of (3), this last ineqality becomes
Hence, with D a large constant, (7) becomes
where the last inequality follows by de…nition of p ( ; r) (see (CS) page 515) and the constant E is larger than D. This completes the proof of the lemma. We end this subsection with the following elementary lemma which will be used later in this paper.
Proof. (1) is by induction and for a proof of (2), see Lemma 4.2 in (BP).
The spaces C
Assuming that the sequence M satis…es properties (P 1), (P 2), (P 3), and (P 4; 1) ; A. Lambert (see (L) pages 69-70) was able to prove the existence of C M functions with compact support satisfying some speci…ed properties. Seventeen years prior to (L) , Dµ zanašija (see (Dz) ) had proved a similar result in the Gevrey class and used it to solve Carleman's problem in the Gevrey class. Before we state Lambert's result, we recall the following notation from (L): set M (0) j = 1 and for k = 1; 2; ::: set
For each j = 1; 2; :::; we have @ j a k =@t j (0) = 0; and (iv) There are constants A 1 ; B 1 ; C 1 > 1 and independent of j; k such that for all j; k 2 N,
is de…ned in (10).
FBI Transform and the M Wavefront Set
Following (CK), we de…ne the FBI transform of an M ultradistribution:
The FBI transform of 'u; denoted F 'u (y; ) ; is the integral (which, in reality, is a duality bracket)
In the paper (CK) , assuming that the sequence M = (M j ) satis…es conditions (P 1), (P 3; 1 0 ), (P 4; 1), and (A1), Chung and Kim proved the following FBI transform characterization of C M spaces (Here, M (t) is the associated function to the sequence (M j )). for all y 2 V and j j A 3 :
we can obtain additional information about the structure of the singularities at x 0 by examining the directions in which the above inequalities break down.
De…nition 13
and a conic neighborhood of 0 in R m nf0g such that the FBI estimate in Proposition (12) holds for all y 2 V; 2 ; j j A 3 : The M wave-front set of u; denoted W F M (u); is the complement in U R m nf0g of the set of all (x 0 ; 0 ) where u is M micro-regular.
3 Carleman' s Problem and Almost Analytic Extensions
Carleman' s Problem
We begin this section by extending lemma 3.1 in (BP) to the C M class. Here, we assume that our sequence M satis…es conditions (P 1) ; (P 2) ; (P 3), and (P 4; 1) : Lemma 14 Let fv k (x)g 1 k=0 be a sequence of C 1 functions de…ned on an open neighborhood, U R m of the origin, so that given K b U; there exists B > 0 such that
Then, shrinking U if necessary, there exists f = f (x; t) 2 C M (U ( 1; 1)) such that for each n = 0; 1; 2; :::
Proof. For k 2 N; let a k (t) be as in Lemma 9, and set
where D > 0 is to be determined at the end of this proof. Take an open neighborhood U of the origin in R m : For (x; t) 2 U [ 1; 1] we consider the formal series
Note that by de…nition, (11) and from Lemma 9, that the series in (13) converges uniformly on K [ 1; 1] : Shrinking U if necessary, we set for (x; t) 2 U [ 1; 1]
In order to show that f satis…es the conditions of Lemma 14, it su¢ ces to prove ( 1; 1) ) and satis…es (@ n g=@t n ) (x; 0) = v n (x) for all n 2 N; x 2 U: Let 2 Z m + and n 2 N be given.
Note that if k < n; then the sum, in i; above vanishes for i > k: We now have
Note that
where we have used condition (A2) in the last inequality. Hence,
where we have used condition (P 3; 3) in the last inequality. Using this last estimate, we return to our estimatation of j@ x @ n t g (x; t)j :
where we are assuming, and we could, that A 1 2: Choose D > 0 large enough so that
where A = max fDA 1 ; Bg is independent of and n: Hence, g 2 C M (U ( 1; 1)) and satis…es (@ n g=@t n ) (x; 0) = v n (x) for all n 2 N; x 2 U: This proves that f 2 C M (U ( 1; 1)) and satis…es condition (12). We now extend Lemma 14 to a multi-sequence fv (x)g 2Z n + and t 2 ( 1; 1)
n :
This generalizes Lemma 3.3 in (BP) to the situation m 6 = n and their Gevrey result to the class C M .
Lemma 15 Fix n 2 N: Let fv (x)g 2Z n + be a multi-sequence of C 1 functions, de…ned in a neighborhood U R m of the origin, such that given K b U , there exists a constant B > 1 such that
Then, shrinking U if necessary, there exists
Proof. For x 2 U and t 2 [ 1; 1] n ; we de…ne
where we set A (t= ) = a 1 t 1 = 1 ::: a n t n = n ;
and a j and j are as de…ned in Lemma 14. Applying @ x @ t to F we obtain a series whose general term is given by
It follows from (16) that for (x; t) 2 K [ 1; 1] n ; there exists a constant B > 1 such that jW (x; t)j B j j+j j+1 ! M j j M j j jG 1 ::: G n j ;
. We …rst consider the case n m: For convenience, we use the notation = (
where the constant B in the second inequality is larger than in the …rst. For the product in the above estimate, we can apply the techniques used in the proof of Lemma 14 (with m = n = 1). We conclude that for each j = 1; ::; n there exists a constant A j > 1 independent of j and j such that for all (x; t) 2 K [ 1; 1] n ; we have
where A = B A 1 ::: A n and we have used property (P 3; 3 0 ) to justify the last inequality. Using this last estimate, combined with the estimate in (18), we get X
Hence, shrinking U; we see that F 2 C M (U ( 1; 1) n ) and @ t F (x; 0) = v (x) 8x 2 U; 2 Z n + ; as desired. The case n > m is similar.
Existence of Almost Analytic Extensions
analytic extension of f if the following is true:
(ii) e f (x; 0) = f (x) for all x 2 U ; and (iii) For every (x; t) 2 U ( 1; 1) m and for all N = 1; 2; :::; there exists a constant C > 0 independent of N such that
Here, we write z j = x j + it j and @=@z j = 1=2 (@=@x j + i@=@t j ) for j = 1; :::; m: Notice that when M N = (N !) s ; s 1; the above de…nition agrees with the de…nition for almost analytic extensions of exponent s:
The following lemma generalizes Lemma 3.4 in (BP) to the C M case:
Proof. De…ne, for (x; t) 2 U ( 1; 1)
where A (t= ) is de…ned as in the proof of Lemma 15. The proof now is a consequence of Lemma 15.
Existence of M Approximate Solutions
Throughout this section, unless otherwise stated, R m R and U R m will denote open neighborhoods of the origin (in thier respective Euclidean spaces) such that U f0g
: Also, the sequence M will be assumed to satisfy conditions (P 1) ; (P 2) ; (P 3), and (P 4; 1) so that we can use the results proved in the previous section.
Lemma 18 Let f (x) 2 C M (U ) and a k (x; t) 2 C M ( ), k = 1; :::; m: Set u 0 (x) = f (x) and for j 1;
Then, given K b U , there exist constants B; D > 0 such that
there exists a constant A > 1 such that for all n 2 Z + ; 2 Z m + ; x 2 K; and k = 1; ::; m; we have
We now choose L; G > 1 such that the inequality (9) holds and we de…ne B = mAL and D = AG: We will prove (21) using induction on j: The case j = 0 is trivial:
Suppose now that (21) holds for j 1; j 1: Then it follows from (20) that
where fe k g m k=1 is the standard basis of R m : By our induction hypothesis, we have for all x 2 K :
and from (22) we have
Using (P 3; 3) and the inequality in (8) ; we obtain
It follows from this last estimate, together with (24), (25) and (9) that
This completes the proof.
De…nition 19 Consider the complex vector …eld
We are now in position to state and prove our main result in this section: L and are as in the above de…nition.
Then, shrinking ; there exists a function u = u (x; t) 2 C M ( ) which is a M approximate solution of L and such that u (x; 0) = f (x) : Moreover, there exists a constant C > 1 such that for all N 2 N, all 2 Z m + ; and all (x; t) 2 :
Proof. The conditions that u has to satisfy determine the Taylor coe¢ cients of the formal power series u(
It follows from our hypothesis that for each …xed j; u j 2 C M (U ) : It now follows from Lemma (18), that for every K b U there exist constants B; D > 1 such that
where E = max fBD; Cg and the second inequality follows from condition (P 4; 1) : It follows from Lemma 14 that, shrinking U; there exists u 2 C M ( ) such that for each j;
In particular, we have u (x; 0) = u 0 (x) = f (x) : It is now easy to see that u is our desired M approximate solution of L: Finally, using Taylor's theorem we obtain the estimate in (27).
Preliminaries on Involutive Structures
In this section we will brie ‡y recall some of the geometric notions and results we will need about involutive structures. For a good reference on Involutive structures, we refer the reader to the book (BCH) . We also point out that many of the constructions in this section are due to Eastwood and Graham (see (EG) for more details). We assume (M; V) is an M involutive structure (i.e., M is a C M manifold and V is a complex subbundle of CT M which is closed under the bracket operation) and the …ber dimension of V equals n: A smooth submanifold X of M is called maximally real if CT p M = V p CT p X for each p 2 X. If X is a maximally real submanifold and p 2 X; de…ne V X p = fL 2 V p : <L 2 T p Xg: We recall the following result from (EG) which is also valid for a general involutive structure.
Proposition 21 (Lemma II.1 in (EG)) V
X is a real subbundle of Vj X of rank n: The map = : Vj X ! T M which takes the imaginary part induces an isomorphism V X = T Mj X T X:
Proposition 21 shows that when X is maximally real, for p 2 X; = de…nes an isomorphism from V X p to an n dimensional subspace N p of T p M which is a canonical complement to T p X in the sense that T p M = T p X N p :
We say an open set W is a wedge in M at p 2 E with edge E if the following holds: there exists a Let E; W and p 2 E be as in the previous de…nition. The direction wedge p (W) T p M is de…ned as the interior of the set
It is easy to see that p (W) is a linear wedge in T p M with edge T p E:
Suppose W is a wedge in M with a maximally real edge X: As observed in (EG) , since p (W) is determined by its image in T p M T p X; the isomorphism = can be used to de…ne a corresponding wedge in V X p by setting
is a linear wedge in V X p with edge f0g, that is, it is a cone. De…ne
De…nition 23 Let W be a wedge in M with edge a maximally real submanifold
N 8N = 1; 2; 3; :::; where the constant C > 1 is independent of the section L and the integer N:
6 The M -Wavefront Set and Edge-of-the-Wegde Theorem
In this section, we will assume that the sequence M satis…es conditions (P 1) (P 4) : The following main result and its corollary are inspired by the results in (EG) and (AB) . This result also improves our previous Gevrey result in (AH) (see Theorem 5.1 on page 2858). 
Proof. Since W is a wedge in M with edge X, in a neighborhood (in M) of a point p 2 X, there are C M coordinates (x; t) = (x 1 ; : : : ; x m ; t) vanishing at p so that in , X = f(x; 0) : jxj < rg = B r (0); and W = X (0; ) for some > 0: Since X is maximally real, there exists a section L of V (near 0) and
Observe that, near 0, V = span C fLg. Using Theorem 20, let fZ 1 (x; t); :::; Z m (x; t)g be a complete set of M approximate …rst integrals for L in = B r (0) ( ; ) such that Z l (x; 0) = x l ; for 1 l m; and for all N 2 N there exists a constant C > 1, independent of N; ; and (x; t) 2 , such that for all 2 Z m + and all (x; t) 2 :
Set Z(x; t) = (Z 1 (x; t); : : : ; Z m (x; t)) and write Z(x; t) = x + A(x; t)t: It follows that
De…ne the vector …eld
and there is a constant C > 1 such that for all N = 1; 2; :::; we have jLf (x; t)j
We also know that lim
1 for jxj r, and (x) 0 when jxj 2r (r small). We will consider the following FBI transform of f : (29), we see that 0 =A(0; 0)R + < 0: Fix T 2 R + and let (s) = sT for 0 s 1: Consider the m-form ! = g dZ; where g(x; t) = e i Z(x;t)
where Q(x; t; y; ) = i Z(x; t) <Q(x; t; y; ) 1 4 C 0 jtj j j jy xj 2 :
This immediately implies that the …rst two terms on the RHS of (30) have an exponential decay for y near 0 and in a conic neighborhood of 0 . To estimate the third term, for N a positive integer, and so for all (y; ) 2 V C and for a suitable constant A > 0,
Since bf = u exists in D 0 M (X), so does b (M k f ) for all k = 1; :::; m: Hence, after decreasing , we get (see De…nition 10) that 8 > 0 9C > 0 :
We have @ x e Q ( ) (LZ k ) = X 
Thus,
Since the above inequality holds for each positive integer N; if we choose < Making use of the inequality (4), we have for some large B = B ( ) > 0; 3 2 M ( j j) M (j j) 0; for j j B:
Thus, for j j A 3 = max (1; B), and for some constant C > 1,
We can now use the inequality (5) to get constants B 0 and E so that
Looking back at (30), using proposition 12, and using the inequalities in (31) and (32), we obtain that there are constants A 1 ; A 2 ; A 3 > 0 such that jF u (y; )j A 1 e M (A2j j) for all (y; ) 2 V C with j j A 3 : Hence, 0; 0 = 2 W F M (u); as we desired.
A corollary to Theorem 24 is the following "Edge-of-the-Wedge" Theorem: 
