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Abstract - Data infegrofion and interpretation plays a 
crucial role in supervisory control. The paper defines a sei 
af generic inference sfeps for fhe dafa integratian and 
interpretafian process based on a fhree layer model of 
system representafions. The fhree layer model is used ta 
clari& fhe combination of canstrainf and object-centered 
represenfafians af the work domain throwing new lighf an 
the basic principles underlying fhe data infegration and 
infeTrefafion process af Rasmussen ’s abstraction 
hierarchy as well as ofher model-based approaches 
cambining constraint and object-cen fered representations. 
Based on these resulfs some implications for inferface 
design are outlined. 
Keywords: Cognitive Systems Engineering, work 
domain analysis, data integration, data interpretation, 
abstraction hierarchy, constraints. 
1 Introduction 
In Cognitive Systems Engineering, representations of 
the work domain, i.e. the system with which operators are 
supposed to interact through the interface, has been a 
major focus area. It has been argued that representations 
based on constraints, specifying proper functioning, are 
fundamental in order to cope with unanticipated events 
A primary task in supervisory control is to identify the 
state of the work domain based on measurements of key 
variables. This task comprises integration, derivation and 
interpretation of data and requires a viable representation 
of the work domain. The representation is supposed to 
serve both as an inferprefafive framework, enabling 
identification and interpretation of significant events 
(deviations from proper functioning), and as a reasoning 
framewark enabling causal reasoning about the relations 
between events. 
The paper describes the data integration and 
inteqxetation process using a model of the structural 
relations among three different forms of system 
representation that typically take part in work domain 
representations: 
1. A representation given in terms of causal 
relations among objects. 
2. A representation given in terms of constraints 
(relations between variables). 
(e.g. P I ,  W1). 
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3. A representation given in terms of variables. 
The model is referred to as the three layer model (TLM) 
and is used to defme a set of generic inference steps in the 
data integration and interpretation process. These 
inference steps involve data at all three layers of system 
representation. At the variable layer data reflect the 
quantitative and qualitative value of variables, at the 
constraint layer data reflect the state of constraints, and at 
the object-centered layer data reflect the state of objects. 
The paper discusses a combination of the three layer 
model and Rasmussen’s abstraction hierarchy [16]. The 
abstraction hierarchy and the three layer model are 
orthogonal. The former focuses on the relevant cantenf of 
the work domain (given at different means-end abstraction 
levels), whereas the latter focus on the relevant form of 
such representations. 
The combination of the abstraction hierarchy and the 
three layer model leads to a clarification of some 
fundamental unresolved issues related to the structure and 
form of work domain representations based on the 
abstraction hierarchy as well as its use in the data 
integration and interpretation process. More specifically, 
the three layer model makes explicit how constraint and 
object-centered representations of the work domain can he 
combined in a systematic manner. Something that is 
absolutely fundamental in order to support the data 
integration and interpretation process. 
The proposed inference steps defined on the hasis of the 
three layer model throw new light on the basic principles 
underlying the data integration and interpretation process 
of the abstraction hierarchy as well as other model-based 
approaches combining constraint and object-centered 
representations, such as e.g. Multilevel Flow Modeling 
[7], [SI, [9]. In other words, it is explained how such 
representations can serve both as a framework for 
interpretation and reasoning. 
Based on these results some implications for interface 
design are outlined. 
2 The three layer model 
The three layer model makes a distinction between three 
layers of system representation (variables, constraints, and 
objects and relations) (see Fig. 1). 
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objects anddations 
Fig. 1. The three layer model of representational forms. 
The upper layer contains a representation of the work 
domain in terms of objects that interact causally. A causal 
relation among two objects exists if a state change in the 
fust object can produce a state change in the second object 
(see the type 0 relation in Fig. 1). The actual symbolic 
reference of the objects and relations depends on the 
conceptualization of the work domain. According to 
Rasmussen [16] a work domain can be conceived at 
different levels of abstraction along the means-end 
dimension. In principle, the objects in the three layer 
model may refer to any of these levels, but here it is 
presumed that objects refer to functions at a specific level 
of means-end abstraction’. 
For an example of a formalized method for causal 
reasoning based on an abstract function-oriented 
representation see [ l l ]  and [IZ]. 
Representations based on relations among objects are 
reflected in natural language and form the basis for 
commonsense causal reasoning (see e.g. [15], [16], [18], 
[19]). This feature of object-centered representations 
makes them highly relevant in a human-machine context. 
The next layer in the three layer model contains a set of 
constraints describing relations between variables or 
relations between variables and constants. Typically, 
constraints are formulated in terms of mathematical 
relations between variables but may e.g. also be described 
by a graph in a coordinate system. Some of the constraints 
I Note that although the means-end dimension is left 
implicit in the three layer model, it is acrually necessary to 
refer to specific ends when formnlating the functions at 
the object-centered layer. 
specify the proper function of the functions at the ohject- 
centered layer, enabling an identification of the state of the 
functions. Other constraints may be used to specify causal 
relations among objects. However, as argued below this 
requires a causal interpretation of the cotstraints. 
Finally, the bottom layer of the three layer model 
contains system variables of which only a subset enters 
into constraints. 
2.1 Types of representation 
As argued by Rasmussen [16] constraint representations 
and object-centered representations, reflected in the three 
layer model, give rise to complementary representations of 
the work domain. “The two types of descriptions are in 
many respects complementary. In causal models, objects 
interact by events; the system is a set of objects related by 
a net of potential interactions in which changes or events 
propagate. Several quantitative variables are typically 
necessary to replace a description in terms of a state of a 
component or a mutual event between two components. 
The formal deterministic model is a network of relations 
among variables. In this model, the variables have 
replaced the physical objects as elements of the model. 
Physical objects are dissolved into a set of relations.” [16, 
p.1451. 
The three layer model attempts to make explicit how 
these complementary types of representations can be 
combined in work domain representations. In the 
following section the structural relationships among the 
different layers are described in greater detail. 
2.2 Structural relations 
Between the object-centered layer and the constraint 
layer there are relations describing links between objects 
and constraints specifyiog proper functioning (type 1 
relations in Fig. 1). These relations are many-to-many 
relations because several constraints may be needed to 
specify the proper functioning of an object-centered 
description of a function and because the same constraints 
may be used to specify the proper functioning of several 
functions. 
What about the cansal relations among objects, can they 
also be specified by constraints at the constraint level? 
The fust answer to this question is no. Mathematical 
functions or constraints express constant relations among 
the numerical values of (metrical) properties and can be 
used to state that something is invariably associated with 
something else. Mathematical functions make it possible 
to symbolize and to give precise quantitative descriptions 
and predictions of connections but they fail to state the 
one-sided (asymmetric) connection (causal production) 
that characterizes causation [2] .  
This does not mea& however, that constraint 
descriptions cannot be used to infer information about 
cansal relations at the object-centered layer. In order to do 
this it is necessary to perform an intelprefafiori of the 
81 6 
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mathematical function (constraint). Bunge [Z] argues that: 
“[Mathematical] functions, together with semantic rules 
stating the meaning of the variables tied by them, are often 
usefut to tell what happens and why it happens; if a causal 
meaning can be attached to some of the symbols 
intervening in a [mathematicall function (rarely, if ever, to 
all of them), such an interpreted [mathematical] function 
will reflect a causal connection. In other words, 
[mathematical] functions, which are syntactic forms, 
cannot replace causal propositions; at most, they may take 
part in the description of causal connections.” [2, p. 95, 
emphasis in original]. 
Based on Qualitative Process Theory [3] such 
interpretations of a constraint could be expressed by so- 
called qualitative proportionalities between the state 
variables of the objects in question2. In the three layer 
model a specific type of relation is used to link a causal 
relation at the object level and the constraints that take 
part in its description. This relation type is indicated by a 
dashed line (type 2 relation in Fig. 1). 
Finally, between the constraint layer and the variable 
layer, relations describe the link between constraints and 
the variables that enter into the constraints (type 3 
relations in Fig. 1). Obviously, these relations are also 
many-to-many relation. Note that not all the variables 
need to enter into constraints. 
2.3 Example 
In order to illustrate the application of the three layer 
model the simplified reservoir system, shown in Fig. 2, is 
used as an example. 
I 
Fig. 2. The simplified reservoir system. 
At the object-centered layer two objects represent the 
reservoir system (see Fig. 3). These objects denote a 
transport function and a storage function of the reservoir 
system, respectively. Each of the functions has a so-called 
state variable. The state variable for the transport function 
is the outlet flow (F$o) whereas the state variable for the 
storage function is the volume of the reservoir 0. 
A variable V1 is qualitative proportional to another 
variable V2 if there is a mathematical functional 
relationship between V1 and V2, and VI is increasing 
monotonic in its dependence on V2. Inverse qualitative 
proportionalities are defmed similarly, with the function 
being decreasing monotonic. 
The functions are related to constraints specifying 
proper functioning. The constraint specifying proper 
functioning of the transport (constraint number 1) 
expresses that the inlet flow (FQi) is equal to the outflow 
(Fco). For the storage there are two constraints (2  and 3). 
Constraint number 2 expresses that the rate of change of 
the volume (dV/dt) is proportional to the difference 
between the inlet flow (Fd and the outlet flow of 
the reservoir. Constraint number 3 expresses that the 
volume V is supposed to stay below a certain limit (Vmz) 
in order for the storage to function properly. 
I I Objectsandrelations 
Fig. 3. A three layer for the reservoir system 
Fig. 3 shows that the transport function interacts 
causally with the storage function. The causal relation is 
derived by a causal interpretation of the conservation law 
specifying the proper function of the storage. The causal 
interpretation of this constraint expresses that the rate of 
change of the reservoir volume is proportional to the inlet 
flow of the reservoir. This means that a state change of the 
transport function may cause a state change in the storage 
function (presuming that the inlet flow of the reservoir is 
equal to the outlet flow of the transport as stated in 
constraint number 4). There is no causal relation from the 
storage to the transport because changes in the volume of 
the reservoir, will not influence the inlet flow of the 
reservoir. 
2.4 TLM and the abstraction hierarchy 
Rasmussen’s abstraction hierarchy [16] specifies five 
levels of abstraction of a work domain organized along a 
means-end dimension. The levels of abstraction reflect 
a i  7 
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different conceptualizations of the work domain that can 
be decomposed into parts along the part-whole dimension. 
The bottom level of the hierarchy contains a 
representation of the physical components of the work 
domain. When moving upwards in the hierarchy, 
information about the physical implementation is 
discarded and information about the intended co-function 
of the components is added. At the top level, the purpose 
of the system is represented. 
The abstraction hierarchy focus on the content of a work 
domain representation and is in fact orthogonal to the 
three layers of system description discussed above which 
focus on theform of work domain representations. For this 
reason it is fruitful to consider a combination of the three 
layer model and the abstraction hierarchy. One way of 
thinking about this combination is to have instances of the 
three layers of system representation at each level of 
abstraction. The symbolic reference of the objects and 
relations is determined by the conceptualization of the 
work domain at the given level of abstraction. 
The means-end relation in the abstraction hierarchy link 
two objects at adjacent levels of abstraction. Seen from the 
point of view of the three layer model this type of relation 
corresponds to a relation among two objects that are part 
of parallel instantiations of the three layer model. The 
nature of the means-end relations among objects at 
different levels of means-end abstraction is virtually 
similar to the causal relation among objects at the same 
level (discussed earlier). This means that means-end 
relations may also be specified by a causal interpretation 
of constraints at the constraint layer. 
In the literature it is hard to fmd discussions of different 
forms of representations of the work domain, let alone 
discussions of the relation between the three different 
layers of system representation discussed here. Sometimes 
the focus is on constraints: “Because the system was built 
in a certain way, for a certain purpose, there will be certain 
relationships between variables. These relationships can 
be described as constraints .... [the abstraction hierarchy] 
provides a kamework for identifymg and integrating the 
set of goal relevant constraints that are operating in a 
given work domain. Each level in the hierarchy represents 
a different class of constraints ...” [2O, p. 5921 and 
sometimes the focus is on relations among objects: “The 
AH was used as a basis for developing a formal 
representation of DURESS. DURESS was described in 
terms of objects which comprise the system at each level 
of abstraction, along with the means-end links connecting 
those objects across levels” [I ,  p. 881. 
In the literature describing applications of the abstraction 
hierarchy one typically finds separate representations of 
the variables, constraints and the relations among objects 
(e.g. [I], [4]). Exceptions to this rule can be found in [17], 
[IO], but still the combination of constraint and object- 
centered representation is not treated systematically. 
Vicente [21] comments on the relation between an 
object-centered work domain analysis of DURESS I1 
based on the abstraction hierarchy and the equations 
(constraints) governing the system, but refrains from a 
discussion of the link between the dil‘ferent forms of 
representation: “Although it may be difficult to believe, 
the work domain representation just described is actually a 
qualitative, function-oriented representation of the same 
relations that where identified in a quantitative, function- 
independent form by the equations in Table 6.6 ... The 
structural means-end and part-whole relationships 
identified by the work domain analysis are actually 
implicitly represented in these equations goveming 
DURESS 11.” [21, p.1771. 
3 Generic inference steps 
Generic inference steps (information flow) in the data 
integration and interpretation process, based on the three 
layer model of system representation, are illustrated in Fig. 
4. Lind [6] has used a similar figure to illustrate the 
integration and interpretation process in MFM. The figure 
describes how the data values propagate between the 
different layers of system representation. At the variable 
layer data reflect the quantitative and qualitative value of 
variables, at the constraint layer data reflect the state of 
constraints, and at the object-centered layer data reflect the 
state of objects. 
6 I ?  
Fig. 4. The generic inference steps shown in the three 
layer model. 
Below the different inference steps are described. The 
numbers in the text refers to the numbers in Fig. 4. 
1) Integrofion. Integrating variables into higher-order 
variables. 
2) Derivofion. A constraint can be used to derive the 
value of a higher-order variable fiom the values of 
81 8 
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measured variables. The assumption here is that the 
constraint used is valid. 
Variable state identification. A constraint of the 
interval type (e.g. defmed by minim and maximum 
values) can be used to identify the state (qualitative 
value) of a variable (low/normavhigh or 
normal/abnormal), 
Constraint state identification. Based on the value of 
the variables entering into a constraint, it is possible 
to identify the state of the constraints (violatedlnot- 
violated). When the values of the variable are 
inconsistent with the constraint defining the 
intenelations between the variables the constraint is 
violated. This, of course, relies on the assumption that 
the variable values are valid. 
Object finction) state identification. Based on the 
state of constraints (violatedlnot-violated) it is 
possible to identify the state of objects (functions) at 
the object-centered layer. If the constraint(s) 
specifying the proper function is (are) violated the 
function isfailed, otherwise the function is ok. 
Causal reasoning based on an object-centered model. 
Reasoning about the state of the work domain based 
on an object-centered model representing causal 
relations among objects. 
The role of constraints taking part in an interpretative 
framework has been emphasized in [ll],  [13], [17]. The 
inference steps just described reveal that the result of the 
comparison process between data and constraints can he 
ambiguous. For interval constraints, for example, the 
result of the comparison process can be viewed either as a 
classification of some variable or as an identification of 
the state of an object (function). In the former case, the 
quantitative value of a variable is transformed into a 
qualitative value of the same variable (e.g. 
low/normal/high or normal/abnormal). In the latter case 
the quantitative value of a variable is used to identify the 
state of a function (failed, ok) of the work domain. This 
distinction is described in detail in [14] using the notion of 
scale transformation. 
In a human-machine context it is believed to be 
important to enable a judgment of the implication of a 
violated constraint at the object-centered layer comprising 
a representation of the goals and functions of the work 
domain. This puts strong demands on the interpretative 
framework being used, requiring an explicit representation 
of the relations between an object-centered representation 
and a constraint representation specifymg proper 
functioning. Particularly, in unfamiliar situations it is 
crucial that operators know what a violated constraint 
actually means in terms of disturbed goals and functions at 
the object-centered layer. Only at this layer of system 
representation it is possible to reason about causes and 
consequences at a plant wide level. 
4 Implications for interface design 
A traditional one-sensor-one-indicator interface would 
simply show the values of the sensed and derived 
variables by means of separable dimensions. This 
approach to interface design provides poor suppott for the 
operator supervising a complex work domain because the 
operator is left with the burden of integrating and 
interpreting data. 
A prototypical interface designed according to 
Ecological Interface Design principles (e.g. [20]) displays 
the variables that enter into the constraints of the work 
domain and allows the operator to compare perceptually, 
based on analytical geometry representing the constraints, 
the current behaviour of the work domain with the 
behaviour that is expected from the constraints. 
A complementary approach to interface design is to 
make explicit the result of the comparison process, in 
terms of the state of objects referring to functions of the 
work domain. In this approach the constraints serve a 
secondary role. An appropriate visualization of the object- 
centered layer (objects and their relations) would allow the 
operator to reason about the system at a plant wide level. 
Typically, this type of interface is referred to as an integral 
display. 
5 Conclusions 
A set of generic inference steps for the data integration 
and interpretation based on a model of the relation among 
three layers of system representation has been defmed. 
The three layer model has been used to clarify how to 
combine constraint and object-centered representations of 
a work domain. This has thrown new light on the structure 
of work domain representation based on the abstraction 
hierarchy and the basic principles underlying the data 
integration and interpretation process of the abstraction 
hierarchy as well as other model-based approaches 
combining constraint representations and object-centered 
representations. .It has been explained how such 
representations can serve both as a framework for 
interpretation and reasoning. Based on these results some 
implications for interface design has been outlined. 
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