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Abstract
Three basic analytical approaches have been proposed for the calculation of sen-
sitivity derivatives in shape optimization problems. The rst approach is based on
dierentiation of the discretized equations [1{3]. The second approach is based on
variation of the continuum equations [1,4,5] and on the concept of material deriva-
tive. The third approach [6] is based upon the existence of a transformation that
links the material coordinate system with a xed reference coordinate system. This
is not restrictive, since such a transformation is inherent to FEM and BEM imple-
mentations.
In this paper we present a generalization of the latter approach on the basis of a
generic unied procedure for integration in manifolds. Our aim is to obtain a single,
unied, compact expression to compute arbitrarily high order directional deriva-
tives, independently of the dimension of the material coordinates system and of the
dimension of the elements. Special care has been taken on giving the nal results
in terms of easy-to-compute expressions, and special emphasis has been made in
holding recurrence and simplicity of intermediate operations. The proposed scheme
does not depend on any particular form of the state equations, and can be applied
to both, direct and adjoint state formulations. Thus, its numerical implementation
in standard engineering codes should be considered as a straightforward process. As
an example, a second order sensitivity analysis is applied to the solution of a 3D
shape design optimization problem.
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1 INTRODUCTION
Most of analysis and design problems in engineering involve solving systems
of partial dierential equations (PDEs). Currently, the most powerfull and
widely used methods for solving PDEs are the so-called integral methods,
such as the Finite Element (FEM) and the Boundary Element (BEM) meth-
ods. The sensitivity analysis of this kind of methods requires taking derivatives
of functions dened through integration. In xed-geometry problems, the in-
tegration domains remain unchanged during the optimization process, and
sensitivity analysis is usually performed by analytical techniques. However,
integration domains are variable in shape optimization. This creates impor-
tant additional diculties [1] that have generally been overcome by employing
nite dierence approximations [7].
2 STATEMENT OF THE PROBLEM
According to the methology proposed by Navarrina and Casteleiro [8,9] the
rst step in the statement of a design optimization problem is the denition of
the criteria that will allow to decide whether a candidate design is acceptable
or not, as much as to select the preferable design among the acceptable ones.
The admissibility conditions are normally expressed by means of equality con-
straints (h() = 0) and inequality constraints (g()  0) that must be veried
by the nal design. On the other hand, the quality of dierent acceptable de-
signs can be normally compared by means of an adequate objective function
(f()), dened in such a way that a lower value of the function is associated
to a preferred design. The values (), in terms of which the constraints and
the objective function are dened, are called control variables of the problem.
The second step is the denition of a design parametric model, that for given
values of the selected design constants (c) and design variables (x) will deter-
mine the corresponding value of the fundamental properties (') that describe
the nature of the object to be designed and its interactions with the environ-
ment. Hence, the design variables (x) are the primal variables of the problem,
that is, the unknown parameters which optimal value must be found.
It is obvious that some of the control variables () might be expressed directly
in terms of the fundamental properties ('). However, in most of engineering
design problems, an important part of the control variables will not depend
directly on the properties of the design itself, but on the so-called state vari-
ables (!) that describe the behaviour of the design in construction, service or
fail conditions. Since the underlying physical phenomena must be analyzed,
the third step is the denition of an analysis model, that for given values
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of the fundamental properties (') will allow to compute the state variables
(!). Dierent analysis models could be proposed to analyze the same physical
phenomena, and each one should require specic input data (), that must
be well dened in terms of the fundamental properties ('). Moreover, the de-
pendence relationship between the input data () and the state variables (!)
may involve severe diculties. Thus, we symbolically represent the analysis
model by means of a system of n
!
implicit equations
 (;!) = 0;  (;!) = f 
i
(;!)g; i = 1; : : : ; n
!
; (1)
with n
!
unknowns (! = f!
i
g for i = 1; : : : ; n
!
), being  (;!) = 0 the so-
called state equation. Therefore, the optimum design problem takes the form
of a general constrained minimization problem
given c;
obtain x; that
for ' = '(c; x);
 = (');
! such that
 (;!) = 0
;
 = (';!);
minimize f();
verifying g
j
()  0; j = 1; : : : ;m;
h
`
() = 0; ` = 1; : : : ; p;
(2)
which solution must be found by means of a suitable Mathematical Program-
ming (MP) algorithm [8,10{12]. The set of all possible values of the design
variables is called design space. The subset in which the constraints are veri-
ed is called feasible region.
3 SENSITIVITY ANALYSIS
Mathematical Programming [12] shows that more ecient algorithms can be
achieved when the derivatives of the functions that dene the problem (objec-
tive function and constraints) are known, at least up to the rst order. The
techniques that let us evaluate these desired derivatives receive the generic
name of sensitivity analysis.
Let s be an arbitrary unit vector in the space of design variables, that rep-
resents a certain direction in which the actual design is modied. For given
3
functions (x), and  () the directional derivatives
D
s
(x) =
 
d
dx
(x)
!
s;
D
s

()



=(x)

=
 
d
d
()
!




=(x)
D
s
(x)
(3)
will be abbreviately written as
D
s
 =
d
dx
s; D
s
 =
d
d
D
s
: (4)
In these terms, we shall discuss how to obtain the rst order directional deriva-
tive D
s
z of any given function z() of the control variables.
3.1 First Order Direct Dierentiation Method
Direct dierentiation of (2) gives the rst order direct dierentiation method:
given s;
obtain D
s
' =
@'
@x
s;
D
s
 =
@
@'
D
s
';
D
s
! such that
"
@ 
@!
#
D
s
! =  
@ 
@
D
s
 ;
D
s
 =
@
@'
D
s
' +
@
@!
D
s
!;
D
s
z =
dz
d
D
s
;
(5)
where obtaining the directional derivatives of the state variables requires solv-
ing the linear system of n
!
equations with n
!
unknowns
"
@ 
@!
#
D
s
! =  
@ 
@
D
s
: (6)
In engineering practice, equation (1) is frequently a discretized form of a cer-
tain boundary-value problem. Most of the available analysis programs to solve
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this kind of problems (i.e. wide purpose FEM or BEM codes) do not provide
the derivatives of the state function ([@ =@!] and @ =@) required by (6). In
this cases, only nite dierence approximations can be used to obtain the di-
rectional derivatives of the state variables. This produces a signicative loss of
accuracy in the information supplied to the Mathematical Programming algo-
rithm and a high computational cost [1,7]. On the other hand, to implement
the additional computations required by (6) may involve some unexpected
conceptual and practical diculties, depending on the particular form of the
state equation that describes the underlying physical phenomena, and on the
numerical strategy outlined to solve it.
In optimum structural design |and particularly when the structural analysis
is performed by a FEM code| explicit distinctions are made between sizing
(xed-geometry) optimization and shape optimization [1,13]. In the former, the
diculties involved in the dierentiation of the state equation are signicantly
reduced, provided that the input variables that dene the structural shape do
not depend on the design variables, but only on the design constants. In the
latter, some subtle aspects |related to the dierentiation of functions dened
by integration in variable domains| interfere in the sensitivity analysis.
To these topics is mainly devoted this paper.
3.2 Higher order derivatives
For a given set of unit vectors fs

g;  = 1; : : : ; k, we are interested in com-
puting
D
s
1
;s
2
;:::;s
k
z = D
s
k
(: : :D
s
2
(D
s
1
z)) : (7)
A scheme for high order sensitivity analysis can be easily derived following the
same principles outlined before. Conceptually, such a scheme is only slightly
more complex than the rst order one, but the computational requirements
increase exponentially with the order of dierentiation, due to the number
of derivatives to be computed [8,9]. This precludes the use of Mathematical
Programming algorithms that require full high order information. However, a
high order sensitivity analysis for a given direction in the design space can be
performed with relatively small computational requirements. This provides an
extremely useful tool for improving rst order algorithms [6,8,10,11].
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3.3 Adjoint State
It is easy to show how the direct dierentiation computational scheme (5) can
be reordered [9], giving the so-called adjoint state method
given: s;
obtain: D
s
' =
@'
@x
s;
D
s
 =
@
@'
D
s
';

z
such that
"
@ 
@!
#
T

z
=  
 
dz
d
@
@!
!
T
;
D
s
z =
dz
d
@
@'
D
s
' + 
T
z
@ 
@
D
s
;
(8)
where the unknown vector 
z
is known as the adjoint state corresponding to
the function z(), associated to the so-called direct state (5). While in (5)
it is necessary to compute the derivatives of the state variables (D
s
!) as an
intermediate result for each direction s, in (8) it is necessary to compute 
z
for each function z(). Therefore, (8) will be preferred rather than (5) when
the number of functions to be derived is signicantly smaller than the number
of directions in which derivatives must be computed [14].
Normally, the adjoint state scheme in design optimization does not oer signif-
icant advantages over the direct dierentiation scheme. Consider that in prac-
tical optimization problems, the number of constraints is often much larger
than the number of design variables. In any case, a wide purpose general opti-
mum design system must include the possibility of using any of both schemes,
depending on the problem statement.
4 SENSITIVITY ANALYSIS FOR INTEGRAL METHODS
4.1 Discretized State Equations in Integral Methods
As it was mentioned before, equation (1) is frequently a discretized form |
obtained by means of one of the so-called integral methods| of a certain
boundary-value problem.
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Let the original form of this problem be:
nd u(r;); r 2


()  IR
dim(
)
such that P(u;) = 0 on 
()
and B(u;) = 0 on  () 


()
(9)
where 
 is an open bounded domain with Lipschitzian boundary @
 and
closure


,

  is the subset of


 where (boundary) conditions are prescribed,
r is the material coordinates vector of an arbitrary point in


, and P and B
are generic dierential-algebraic operators that represent the system of partial
dierential equations that must be satised on 
 and the prescribed conditions
that must be fullled on  .
In these terms, the state equation (1) is generally derived as follows:
(i) First, the so-called strong |or classical| form of the problem (9) must
be reduced to an equivalent weak |or variational| form. If this process
is based on a weighted residual approach [15,16], as usual, the variational
form can be written as
Z
r2
()
P(u;)



u=u(r;)
$(r;) d
+
Z
r2 ()
B(u;)



u=u(r;)
$(r;) d  = 0;
(10)
that must hold for all members $(r;) of a suitable class H
$
of test
functions dened on


(). The actual expression of the variational form
may dier from the one exposed in (10), since additional analytical work
(i.e. application of Greens' Identity [17], integration by parts or the Diver-
gence theorem [15]) could be specically applied, as the case may require,
in order to get more compact expressions, reduce derivability requisites,
etc.
(ii) Let H
u
be the class of trial functions (candidate solutions to satisfy the
above stated variational form), and let u(r;) 2 H
u
be the exact solution
of the previous problem. The rst step to develop the method is to con-
struct a nite-dimensional (discretized) approximation [15] of H
u
. Thus,
for a chosen set of trial functions
(r;) = f
i
(r;)g; i = 1; : : : ; n
!
(11)
let H

u
 H
u
be the collection of functions
b
u(r;;!) =
n
!
X
i=1
!
i

i
(r;) = !
T
(r;): (12)
The objective is to approximate the exact solution u(r;) of (10) in this
nite-dimensional context. Namely, for given values of the input variables
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 of the model, the unknown values of the state variables ! must be
determined (1) in such a way that the corresponding discretized solution
(12) is as close as possible to the exact solution of the boundary-value
problem.
(iii) Since the exact solution u(r;) will not be included (as a general rule) in
the subspace H

u
, variational equality (10) will not hold anymore. How-
ever, if we restrict the class of test functions H
$
to the collection H

$
generated by a chosen set of test functions
(r;) = f
i
(r;)g; i = 1; : : : ; n
!
(13)
the variational equality (10) is reduced to the system of n
!
equations
Z
r2
()
P(u;)



u=bu(r;;!)

i
(r;) d
+
Z
r2 ()
B(u;)



u=bu(r;;!)

i
(r;) d  = 0; i = 1; : : : ; n
!
;
(14)
with n
!
unknowns !.
(iv) For practical reasons, domains


 and

  can be discretized in subdo-
mains [18,19]. Thus


() =
n


[
e=1



e
() and

 () =
n
 
[
b=1

 
b
(); (15)
where each subdomain (



e
or

 
b
) is closed and consist on a nonempty
interior (

e
or  
b
, respectively) and a Lipschitzian boundary (@

e
or @ 
b
,
respectively), and


e
1
()
\


e
2
() = ; 8e
1
6= e
2
;
 
b
1
()
\
 
b
2
() = ; 8b
1
6= b
2
:
(16)
(v) And, nally, equations (14) can be reduced to the standard form (1),
being
 (;!) =
n


X
e=1
 


e
(;!) +
n
 
X
b=1
 
 
b
(;!) = 0 (17)
with
 


e
(;!) =
Z
r2

e
()
P(u;)



u=bu(r;;!)
(r;) d
;
 
 
b
(;!) =
Z
r2 
b
()
B(u;)



u=bu(r;;!)
(r;) d :
(18)
Thus, contributions  


e
and  
 
b
to the state equation (1) are obtained by
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Fig. 1. Standard FEM Mapping
computing and assembling terms of the general type
 
E
(;!) =
Z
r2E()

E
(r;;!) dE; (19)
where

E() is an element (that is, a closed subdomain with nonempty inte-
rior E() and Lipschitzian boundary @E()) of dimension dim(E)  dim(
)
within domain


.
4.2 Standard denition of elements
It is obvious that trying to calculate the element contributions (19) in terms
of the material coordinates r would be awkward [18,19]. However, in most of
the cases it is relatively easy to introduce an invertible dierentiable mapping
(see Figure 1)
 :

A        !



(;) r = (;)
(20)
such that the element

E() = (

; ) is the image of a convenient xed
reference domain

 (also called master element or parent domain) by the
coordinate transformation . Then, every point in the element

E, given by its
material (also called global) coordinates
r = fr
i
g; i = 1; : : : ; n
r
= dim(
) (21)
is the image of an unique corresponding point in the reference domain

, given
by its reference (also called local or natural) coordinates
 = f
i
g; i = 1; : : : ; n

= dim(E); (22)
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and the mapping depends on the input variables  that describe the numerical
model.
In a FEM context such a transformation is inherent to the formulation, and
is normally written as
(;) =
nnode
X
inode=1
r
inode
()N
inode
(); (23)
where the master element

 is dened by the reference coordinates f
inode
g of
the \nnode" so-called nodal points (or nodes) of the element [15,20]. In these
terms, the element

E is dened by the corresponding material coordinates of
the nodal points fr
inode
()g, and the so-called shape functions
N
inode
:

        ! IR
 N
inode
()
(24)
that must verify the standard interpolation conditions
N
inode
(
jnode
) =

0; if inode 6= jnode;
1; otherwise.
(25)
In these terms, the jacobian matrix of the transformation (20) can be written
as
J(;) =
@(;)
@
=
nnode
X
inode=1
r
inode
()
@
@
N
inode
(): (26)
Now, it seems clear that contributions (19) should be computed by integration
in terms of the reference coordinates . Thus (19) must be reduced to the
standard form
 
E
(;!) =
Z
2


(;;!)





dE
d





d; d =
n

Y
i=1
d
i
: (27)
It is obvious that


(;;!) = 
E
(r;;!)



r=(;)
: (28)
On the other hand, it is widely known [21] that for n

= n
r
the integration
jacobian jdE=dj is the determinant of the jacobian matrix (26). This result
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is frequently referred to as Theorem of Gauss-Binnet. Otherwise, the value
jdE=dj is generally computed by means of a specic expression that depends
on the dimension n
r
of the material coordinates space and the dimension n

of
the reference coordinates space. In engineering practice n
r
= 3 as maximum.
Thus, when n

= 1, E is a curve and j dE=dj is normally computed as the
modulus of the tangent vector; on the other hand, when n

= 2, E is a surface
and jdE=dj is normally computed as the modulus of the normal vector.
4.3 Integration of element contributions in reference coordinates
It seems to be not so widely known that the value jdE=dj in (27), that is the
integration jacobian corresponding to the mapping (20), admits the following
expression
dE =





dE
d





d =
q
det [G(;)] d; d =
n

Y
i=1
d
i
; (29)
where
G(;) = J
T
(;)J(;) (30)
is the so-called metric tensor [22] of the riemannian manifold E() (see Ap-
pendix I). An original, comprehensive and straightforward proof of (29) is
given in Appendix I. A classical, more involved proof can be found in [23].
This expression gives the \n

{dimensional hypersurface element in IR
n
r
", being
dE the generalized volume of the n

{dimensional hypercube dened by the in-
nitesimal vectors ft
i
(;) d
i
g, where t
i
(;) = @(;)=@
i
for i = 1; : : : ; n

are the so-called natural vectors of the reference coordinates. Thus, the inte-
gration jacobian jdE=dj is the square root of the determinant of the metric
tensor.
It is interesting to notice that this expression for the integration jacobian is
intrinsic to the riemannian n

{dimensional manifold. Thus, once the metric
tensor is known, the integration jacobian is completely dened regardless of
the dimension n
r
of the material space and the specic mapping (20) that we
use. Obviously, (29) is equivalent to the usual expressions of the dierential
elements of arc length, surface and volume when n
r
 3.
Hence, contributions (19) can be computed as
 
E
(;!) =
Z
2


(;;!)
q
det [G(;)] d; (31)
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being this expression valid for all cases n

 n
r
. Obviously, the metric tensor
is required to be positive-denite, for the mapping (23) to be acceptable (see
Appendix I). Therefore, det [G(;)] > 0 and the integration jacobian in (31)
is always well dened.
Finally, a numerical quadrature (very often a Gauss type formula) could be
implemented, resulting in
 
E
(;!) 
ngaue
X
igaue=1


(
igaue
; ;!)
r
det
h
G(
igaue
; )
i
W
igaue
: (32)
for selected sets of \ngaue"integration points f
igaue
g and weights fW
igaue
g.
The above stated numerical integration procedure does not depend either on
the dimension of the material coordinates space [n
r
] nor on the dimension of
the reference coordinates space [n

]. Thus, a general purpose subroutine should
be able to compute contributions (19) independently of the dimension of the
problem|generally 1D, 2D or 3D (it could be higher in special applications)|
and of the dimension of the elements being used.
4.4 First Order Sensitivity Analysis in Integral Methods
At this point we recall equations (5). For a given arbitrary unit vector s in the
space of design variables one should easily compute the directional derivative
of the input variables (D
s
). Therefore, taking into account equations (17),
one concludes that the terms which computation we must discuss are
"
@ 
@!
#
=
n


X
e=1
"
@
@!
 


e
(;!)
#
+
n
 
X
b=1
"
@
@!
 
 
b
(;!)
#
(33)
and
D

s
 =
n


X
e=1
D

s
 


e
(;!) +
n
 
X
b=1
D

s
 
 
b
(;!); (34)
where we introduce the symbolic operator
D

s
=
@
@
D
s
: (35)
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In these terms, (19) shows that the derivatives of the contributions  


e
and  
 
b
should be obtained by computing and assembling terms of the general type
"
@
@!
 
E
(;!)
#
=
"
@
@!
 
Z
r2E()

E
(r;;!) dE
!#
; (36)
and
D

s
 
E
(;!) = D

s
 
Z
r2E()

E
(r;;!) dE
!
: (37)
Normally, the shape of elements does not depend on the state variables !.
Thus, computation of terms (36) is considered trivial since
"
@
@!
 
E
(;!)
#
=
"
Z
r2E()
@
@!

E
(r;;!) dE
#
; (38)
which can be computed by integration in reference coordinates as
"
@
@!
 
E
(;!)
#
=
"
Z
2
@
@!


(;;!)
q
det [G(;)] d
#
: (39)
In shape optimization, however, the shape of elements does depend on the
input variables . For this reason, computation of terms (37) is much more
dicult, since the integration domains vary. Therefore, the derivative of the
integral cannot be computed by integration of the derivative, as in the former
case.
4.5 First Order Shape Sensitivity
Our goal is to compute contributions (37). Using equation (31) we can write
D

s
 
E
(;!) =
Z
2
D

s
 


(;;!)
q
det [G(;)]
!
d: (40)
For the sake of compacity we dene the symbolic operator D

s
such that
D

s
= D

s
+
1
2
D

s
ln

det [G(;)]

; (41)
13
which reduces (40) to the compact form
D

s
 
E
(;!) =
Z
2
D

s



(;;!)

q
det [G(;)] d: (42)
Finally, by means of some additional analytical work [24] we obtain the explicit
ready-for-computation expression
D

s
= D

s
+
1
2
Tr
h
G
 1
(;)D

s
G(;)
i
; (43)
where direct dierentiation of (30) and (26) gives
D

s
G(;) =
h
J
T
(;)D

s
J (;)
i
+
h
J
T
(;)D

s
J (;)
i
T
(44)
and
D

s
J (;) =
nnode
X
inode=1
D

s
r
inode
()
@
@
N
inode
(): (45)
On the other hand, (42) can be written in terms of the material coordinates
as
D

s
 
E
(;!) =
Z
r2E()
D
E
s

E
(r;;!) dE; (46)
by means of the corresponding symbolic operator
D
E
s
= D

s




r=(;)





=
 1
(r;)
: (47)
Expressions (42) and (46) are equivalent. So are operators (43) and (47). Since
integration is performed in reference coordinates, the expression (42) and the
operator (43) will be preferred in practice. However, equation (46) shows that
the derivative of an integral with respect to a parameter that modies the
integration domain can be easily calculated as the integral of the operator
(47) applied to the subintegrand function, that is
D

s
 
Z
r2E()

E
(r;;!) dE
!
=
Z
r2E()
D
E
s

E
(r;;!) dE; (48)
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which explains why recurrency is allowed in high order shape sensitivity ex-
pressions.
4.6 High Order Shape Sensitivity
When a shape sensitivity analysis of order k > 1 is required, we must develop
symbolic terms of the general type
D

s



  D

s

1
D
!
s
!

!
  D
!
s
!
1
 
E
=
D

s


  D

s

1
D
!
s
!
!
  D
!
s
!
1
 
Z
r2E()

E
(r;;!) dE
!
(49)
for values 0  

 k, 0  
!
 k, 1  

+ 
!
 k. Obviously, all the
related directional derivatives of lower order (up to the order k   1) of the state
variables, along directions s

1
; : : : ; s



and s
!
1
; : : : ; s
!

!
should be computed in
advance. In (49) we use the symbolic operators.
D

s
=
@
@
D
s
; D
!
s
=
@
@!
D
s
!: (50)
The result is simply obtained applying (38) and (46) recurrently, and can be
written symbolically as
D

s



  D

s

1
D
!
s
!

!
  D
!
s
!
1
 
E
=
Z
r2E()
D
E
s



  D
E
s

1
D
!
s
!

!
  D
!
s
!
1

E
(r;;!) dE;
(51)
which should be actually expressed for integration in reference coordinates as
D

s



  D

s

1
D
!
s
!

!
  D
!
s
!
1
 
E
=
Z
r2E()
D

s



  D

s

1
D
!
s
!

!
  D
!
s
!
1


(;;!)
q
det [G(;)] d:
(52)
Notice that the shape variation is entirely introduced in the sensitivity analysis
by means of the sequential directional derivatives of the jacobian matrix (26)
of the transformation, that is, through the sequential directional derivatives of
the nodal coordinates r
inode
(), that must be known in advance up to the order
15
Fig. 2. Design Model
k. For   k, the {order directional derivative of the jacobian matrix (26)
along directions s
1
; : : : ; s

in the space of design variables can be obviously
written as:
D

s


  D

s

1
J (;) =
nnode
X
inode=1
D

s


  D

s

1
r
inode
()
@
@
N
inode
(): (53)
5 APPLICATION EXAMPLE
In this example we present the sensitivity analysis performed during the shape
optimization of a 3D structure: a concrete roof spanning over a square room
and supported on its four vertices (see Figure 2). The shape of the roof is de-
ned by its mid-surface and the thickness distribution. Thus, over a point of
material coordinates (r
1
; r
2
; 0), the height of the mid-surface r
3
(r
1
; r
2
) (mea-
sured from the plane of the supports) and the corresponding half-thickness of
the wall (r
1
; r
2
) are modelled as
r
3
(r
1
; r
2
) = x
2
+ (x
1
  x
2
)
"
r
2
1
+ r
2
2
L
2
#
+ (x
2
  2x
1
)
"
r
2
1
r
2
2
L
4
#
;
(r
1
; r
2
) = x
4
+ (x
3
  x
4
)
"
r
2
1
+ r
2
2
L
2
#
+ (x
5
+ x
4
  2x
3
)
"
r
2
1
r
2
2
L
4
#
;
(54)
for given values of the design variables fx
1
; x
2
; x
3
; x
4
; x
5
g. The outside and
inside surfaces of the roof are generated by carrying the half-thickness of the
16
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Fig. 3. FEM second order predicted values (solid lines) and FEM computed results
(squares) of the following control variables: vertical displacement at the keystone
(a), and horizontal reaction at the support (b), versus design variable x
2
. [Load case
1; x
opt
2
= 1:83992 m (circles)]
wall over the mid-surface normal vector. As geometric side constraints we
impose
x
1
 0:000m; x
2
 0:000m; x
3
 0:050m; x
4
 0:050m; x
5
 0:075m;(55)
in order to avoid geometrically unfeasible designs, ensure the roof mid-surface
to be entirely over the supports plane, and limit the minimum thickness of
the wall. As design constants we choose L = 12m (span), q
s
= 0:784KPa
(snow load), E = 0:294  10
8
KPa (Young modulus),  = 0 (Poisson modulus),
and 
c
= 0:23  10
4
Kg=m
3
(density of concrete). The objective function is the
weight of the roof. As load cases we consider self weight (case 1), and self
weight plus snow load (case 2). We state that

I
 0:000 KPa; 
III
  980:000 KPa (56)
to limit the maximum allowable tension (
I
) and compression (
III
) in both
load cases.
The structural behaviour is analyzed by a linear elastic three-dimensional
FEM model. Because of symmetry, only a quarter of the roof is discretized
in 20-nodes 3D isoparametric elements. Null displacements are prescribed at
the supports. Integration is performed by Gauss quadratures, using 3 3 3
points for the 3D elements and 3  3 points for their boundaries. The stress
constraints are imposed at the Gauss integration points located at the center
of the upper and lower layers of each element. The results presented in this
paper were obtained with a mesh of 331 elements. Therefore, 72 non-linear
inequality constraints were imposed (considering both load cases). A tolerance
of 0:490 KPa was accepted in the stress constraints violation.
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Fig. 4. FEM second order predicted values (solid lines) and FEM computed results
(squares) of the following control variables: 
I
at Gauss points LWE1 (a), LWE3
(c) and LWE9 (e), and 
III
at Gauss points UPE1 (b), UPE3 (d) and UPE9 (f),
versus design variable x
2
. [Load case 1; x
opt
2
= 1:83992 m (circles)]
In Figures 3 and 4 we compare some predicted values (obtained from the sec-
ond order sensitivity analysis at the optimal solution) with the corresponding
FEM computed results for dierent values of the design variable x
2
around
the optimum.
Namely, we compare the corresponding values of the vertical displacement
at the keystone (see Figure 3a), the horizontal reaction at the supports (see
Figure 3b), and the 1st and 3rd principal stresses at several points in which
constraints are imposed (see Figure 4) for load case number 1. (Note: LWE#
18
and UPE# respectively stand for the Gauss points located at the center of
the lower and upper layers of element number #; being element number 1
the closest to the keystone, element number 9 the closest to the support, and
element number 3 the closest to the center of one of the free borders.)
The optimization process was performed by the DAO
2
computer aided opti-
mum design system [9] developed by the authors, giving the optimal solution
x
1
= 0:680m; x
2
= 1:840m; x
3
= 0:050m; x
4
= 0:050m; x
5
= 0:075m:(57)
As shown in Figures 3 and 4, the quality of the quadratic approximations of
the structural behaviour (obtained by high order sensitivity analysis) explains
the eciency, reliability and robustness of the DAO
2
system [6,9]. A detailed
description of this optimization problem can be found in [6]. A description of
the proposed MP algorithm can be found in [10,11].
6 APPENDIX I.{ A General Expression of the Hypersurface Ele-
ment for Integration in Manifolds
Let E be an open domain in IR
n
r
of dimension n

 n
r
, and let  be an
open reference domain in IR
n

, such that

E is the image of

 by the invertible
dierentiable mapping
 :

  IR
n

       !

E  IR
n
r
 r = ()
(58)
Let  be an arbitrary point in

 given by its reference coordinates
 = f
i
g; i = 1; : : : ; n

= dim(E); (59)
and let r = () be the corresponding point in

E given by its material coor-
dinates
r = fr
i
g; i = 1; : : : ; n
r
: (60)
Let d be an arbitrary innitesimal vector in IR
n

, and let dr be the corre-
sponding innitesimal vector in IR
n
r
that joins the point r = () to the point
r + dr = ( + d) (see Figure 5). Therefore we can write
dr = J() d; J () =
@()
@
; (61)
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where J () is the jacobian matrix of the mapping. Then, the distance ds
between the point r = () and the point r + dr = ( + d) is given by the
modulus of the innitesimal vector dr. Thus
ds =
p
dr
T
dr =
q
d
T
G() d; G() =
h
J
T
()J ()
i
; (62)
where the matrix G() is the so-called metric tensor, which is required to be
positive-denite for the mapping (58) to be acceptable. According to the above
expression [22] E is said to be a riemannian n

{dimensional manifold in IR
n
r
.
Let the so-called natural vector of the reference coordinate 
i
at r = () be
t
i
() =
@()
@
i
; i = 1; : : : ; n

: (63)
Obviously, each natural vector is tangent to its corresponding coordinate curve
(see Figure 5). In these terms, the jacobian matrix (61) can be written as
J () =
2
4
@()
@
1
  
@()
@
n

3
5
=
h
t
1
()    t
n

()
i
; (64)
and the coecients of the metric tensor dened in (62) are
G() = [g
ij
()] ; g
ij
() = t
T
i
()t
j
();

i = 1; : : : ; n

;
j = 1; : : : ; n

:
(65)
We are now interested in obtaining an expression for the \n

{dimensional
hypersurface element in IR
n
r
", that is the generalized volume dE of the n

{
dimensional hypercube dened by the innitesimal vectors ft
i
() d
i
g for i =
1; : : : ; n

(see Figure 5).
We shall rst show by induction that the generalized volume dE
k
of the
k{dimensional hypercube dened by the innitesimal vectors ft
i
() d
i
g for
i = 1; : : : ; k  n

is
dE
k
=
q
det [G
k
()] d
1
   d
k
; G
k
() = [g
ij
()] ;

i = 1; : : : ; k;
j = 1; : : : ; k;
(66)
where
G
k
() =
h
J
T
k
()J
k
()
i
; J
k
() = [t
1
()    t
k
()] : (67)
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a) b)
Fig. 5. a) Innitesimal vectors dr and ft
i
d
i
g, and 2{dimensional hypersurface
element ( dE) in IR
3
. b) Denition of the hypersurface element dE
+1
in terms of
the hypersurface element dE

.
It is obvious that (66) holds for the case k = 1, since the length of the segment
(1-dimensional cube) dened by the innitesimal vector ft
1
() d
1
g in IR
n
r
is
dE
1
= jt
1
()j d
1
=
q
t
T
1
()t
1
() d
1
=
q
det [G
1
()] d
1
: (68)
We shall prove now that if (66) holds for any given k =  < n

then (66) holds
inmediately for k =  + 1  n

.
Let dE

be the generalized volume of the {dimensional hypercube dened
by the set of innitesimal vectors ft
i
() d
i
g for i = 1; : : : ;  < n

. When the
innitesimal vector ft
+1
() d
+1
g is added to the former set, it seems natural
to dene the generalized volume of the corresponding ( + 1){dimensional
hypercube as
dE
+1
= dE

jn
+1
()j d
+1
; (69)
where n
+1
() is the projection of t
+1
() on the orthogonal subspace to the
vectors t
i
() for i = 1; : : : ;  (see Figure 5.b). To get an expression for jn
+1
()j
we write
n
+1
() = t
+1
() 

X
i=1

i;+1
()t
i
() = t
+1
()  J

()
+1
(); (70)
where the unknown coecients 
+1
() = f
i;+1
()g for i = 1; : : : ;  must be
obtained by imposing that n
+1
() be orthogonal to all the vectors t
i
() for
i = 1; : : : ; . Thus
n
+1
() = t
+1
()  J

()G
 1

()g
+1
(): (71)
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Finally, by means of a Cholesky factorization [25] it can be shown [24] that
det [G

()]
h
g
+1;+1
()  g
T
+1
()G
 1

()g
+1
()
i
= det [G
+1
()] ; (72)
which completes the proof, since if (66) holds for k = , introducing (71) in
(69) and taking into account (72) we obtain
dE
+1
=
q
det [G
+1
()] d
1
   d
+1
: (73)
Therefore (66) holds for all k > 0. In particular, for k = n

we get
dE =
q
det [G()] d
1
   d
n

: (74)
7 CONCLUSIONS
An unied approach for high order shape design sensitivity analysis has been
presented in this paper. The proposed approach is based on a generic procedure
for integration in manifolds. An original, comprehensive and straightforward
proof of this procedure is given in Appendix I. Thus, we obtain a single,
unied, compact expression to compute high order directional shape sensitivity
derivatives, independently of the dimension of the material coordinates system
and of the dimension of the elements.
The sensitivity analysis is naturally based upon the existence of a transforma-
tion that links the material coordinate systemwith a xed reference coordinate
system. This is not restrictive, because such a transformation does usually ex-
ist in a simple form. Moreover, the implementation of this formulation takes
advantage of the fact that such a transformation is inherent to FEM and BEM
practical implementations.
Special care has been taken on giving the nal results in terms of easy-to-
compute expressions, and special emphasis has been made in holding recur-
rence and simplicity of intermediate operations. The proposed scheme does
not depend on any particular form of the state equations, and can be applied
to both, direct and adjoint state formulations. Thus, its numerical implemen-
tation in standard engineering codes should be considered as a straightforward
process.
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