This paper may be read without a knowledge of our first two papers on interpolation . Let xi1) xis) , xss) tin) xgn)
x ( nn) be a triangular matrix where for each n (2) 1 Z X(1n) > xgn) > . . . > x, (," ) All the x ( . n) may be written in the form cos 8 ." ) ; hence for each 9)? we may define a triangular matrix Let f(x) be defined in [-1, +1] ; then we define the nth Lagrange interpolatory polynomial of f(x) with respect to 9 as the polynomial Ln(f) of degree (n -1) at most taking at the points xi n), xgn), x(nn) the values f(xin)), f(xgn)) , , f( (.")). It may be verified that Con(x) = 11 (x -xrn') = 11 (x -X,)-P-1 r-1
We shall explicitly indicate the upper and double indices only when some misunderstanding may arise . The polynomials l,(x) (for which we omitted to indicate explicitly their dependence upon n) are independent of f (x) and dependent only upon X11, v, and n ; following Fejér they are called the fundamental functions of interpolation . For these it is easy to verify that n n (6a) E l..n(x) _-E l(x) _-1, n = 1, 2, . . ., 
We intend to consider chiefly the case of two general and very often used matrices . The first of them is obtained as follows : let p(x) be nonnegative and integrable in Lebesgue's sense (L-integrable) for [-1, +11 . Then a sequence of uniquely determined polynomials wo (x), w i (x), corresponds to p(x) so that can(x) is a polynomial of degree n with (8a) coeff. x n in w n (x) = 1 and (8b) L1 w n (x)w n (x)p(x) dx = 0, n 76 m.
The sequence of such polynomials is called orthogonal with respect to the weight function p(x) . The sequence of polynomials %(x), Q. we call a sequence of normal-orthogonal polynomials with respect to p(z) . The polynomials Wn (x) and Sln (x) evidently differ only in a constant factor dependent only upon n. By (8b) it is easy to see that all roots of w ,,(x) are real and situated in [-1, +1] . Taking these roots for n = 1, 2, . . . we obtain the so called p-matrix . It is well known that for p(z) _-1 we obtain the sequence of Legendre-polynomials Pn(x), for p(x) = 1/v/(1 -x2) the Tchebycheff-polynomials Tn (x), and in general, for p(x) _ (1 -x)"(1 + x) 8 with a > -1, 0 > -1, the Jacobi-polynomials P .") (x) . The second class of matrices has been found by Fejér2 in his paper about Lagrange-interpolation . According to his notation the matrix 9J1 is normal, if where cl-and later all the other c's-are positive constants independent of x, n, k . Their dependence upon accidental parameters will always be explicitly stated . Fejér proved that e .g . the sequence of Jacobi-polynomials P;,"'(x) presents a normal matrix if -1 < a 5 0, -1 < 0 5 -0 and a strongly normal one, if -1 < a < 0. Orthogonal polynomials, and especially Jacobi-polynomials, play a most important part in many problems of analysis ; we mention here only the works of Legendre, Laplace, Jacobi, Bruns Tchebycheff, A. Markoff, Stieltjes, Christoffel, Darboux, Fejér, S . Bernstein and Szegö. In the general theory of orthogonal polynomials (i .e . for general p(x)) an important step has been made by G . Szegö .a He succeeded in proving for a general class of weight-functions the asymptotic formulae of Laplace-Darboux concerning Jacobi-polynomials . Thus he proved that if p(x) is such that to p (cos where a depends in a given way upon p(x) . In order to give a simple example, he proved this for e < z9o <_ zr -e and n -> oc, if p(x) remains in [-1, +1] between two positive bounds and the first and second derivatives of p(x) in the same interval exist . S . Bernstein' proved a theorem, which is analogous to the above mentioned theorem of Szegö . He proved the asymptotic formula (13) if, in [-1, + 1] p(x) i/(1 -x2) remains between two positive bounds and uniformly satisfies here a logarithmic Lipschitz condition with the exponent 1 + e . For this theorem, Szegö gives a very simple proof in his book to be published . The papers of J . Shohat' also contain general results of this kind . The problems concerning orthogonal polynomials can be divided into four classes : a) the behavior of the polynomials within the interval [-1, +1] ((internal behavior), b) the behavior of the polynomials upon the plane cut along [-1, +1] (external behavior), c) distance of consecutive roots (problems of the finer distribution of roots), d) number of roots in a fixed subinterval (problems of the mean-distribution of roots) . Problems concerning a) are completely solved by Szegö and Bernstein for a rather general class of weight-functions ; if we require the weight function only to satisfy Szegö's and Bernstein's methods are based upon asymptotic formulae for polynomials . But it is probable that in the general case such a formula does not exist not even for continuous weights remaining between two positive bounds . Thus, in this way we cannot obtain any answer to questions such as e .g . what is the effect of the singularities of the weight function (loci of discontinuity, infinities, zeros) upon the distribution of roots, whether this effect is only local etc . The investigation of this last question will be a main object of our paper . Here we make use of a principle introduced by Fejér : we derive the structure of the matrix from the properties of interpolatory fundamental functions belonging to 931 . Fejér deals with two such properties . The first 2 is the property of being strongly normal, from which he deduces the relation
which-from what precedes-means a statement about the distribution of roots of certain Jacobi-polynomials . The second property' is the non-negativeness of the Cotes-numbers belonging to 911, from which we once more obtain (17) . Theorems deducing properties of 9N from some interpolatory properties we shall call Fejérian theorems . We proved' two such theorems, the application of which to p-matrices gave the following two theorems . I . If throughout [-1, +1] c6 5 p(x) < c7 and p(x) is L-integrable, then (n) 6,(n) S CS n v=0,1,2, . . .(n-1),n, n=1,2, . . ., ion) =0, t,,±1=a for the corresponding matrix SJJ2' . (See (3) .)
By systematic application of Fejér's principle we obtain Fejérian theorems for each of the four classes mentioned above, theorems, which may be applied to p-matrices as well as to strongly normal ones . Properly speaking we deduce the theory of both classes of polynomials from that of a more general class of polynomials, the roots of which form a matrix SJJ1, and for which the values of the fundamental functions l(x) satisfy certain conditions . In §2 we consider problem a) . That will be the only section in which we shall not explicitly express a Fejérian-theorem . Our theorem I asserts for strongly normal polynomials Wn(x) I S 8 -,/_n, -1 -<-x < +1, n = 1, 2, . . .
1/Cl 2n
where cl is any constant for which (11) [c, d] of [a, b] the weight is bounded, p(x) <--_ M, then a factor with \/n can be appended to the right side, if we take c11 = c11 (M) . For c = a = -1, d = b = +1 we find implicitly and qualitatively the same as Shohat .' By this and by the results of §3 we obtain e . It is probable, that in (18a) and (18b) the factor n or -,/n may be improved to c1a(a, b, m)i ./n or to c14 (e, a, b, m) respectively-this is true in the mean-and also in (19b) we may omit from the denominator the factor with \/n . If in [-1, +1] p(x) z m > 0 and in the subinterval [a, b] p(x) <= M, then we proved that there exists an n(n) such that q(n) -> 0 for n -, co and that in [a + e, b -e] wn(x) I < cis(a, b, e, m,
We omit the details of the proof .
' See footnote 6, p . 41, formula (60) .
In §3 we are concerned with b) problems . (20) is satisfied hence (21) holds too . Formula (21) presents less than the above quoted formula of Szegö but it refers to a wider class of weight-functions : e .g . (21) holds for the weight-function p(x) _ e1/xz, whereas Szegö's formula has nothing to say in this case .
We shall give a direct and elementary proof of the aforesaid theorem, but we are bound to mention that it is to be deduced indirectly from a deep theorem of L . Kalmár10 by the following note of Polya :
11 If upon the matrix 9)t we have 
where A (n), though arbitrarily slowly, tends to infinity, and we may postulate other, more general conditions for the weight function . In the case of strongly normal polynomials the former of us proved in another way, that for
give the details of the proof .
In §5 we consider d) problems . The analysis is based upon two Fejérian-theorems . The first of them states, that the uniform distribution in the sense (16) of the matrix 171 is a consequence of condition (20) ; we give for this a completely elementary direct proof . If for a matrix 9N with the absolute constant K'
for ($ -a)n > c23(K', e) . This means, that for uniformly bounded fundamental functions the uniform distribution is already effected for very small subintervals [a, 3] , the size of which depend upon n. If [a, 0] means any interval in [0, 1r] , then by the condition (24) 1,(x) 1 < c24n c2b , -1 < x < +1, we have (25) a n < C26(C2b, C24, E)n J+e , r T « :g4(' n) 5 0 which establishes the uniform distribution already for intervals of the length 1/n" E . This is not very much weaker than the former conclusion .
By applying the above-arguments to sequences of strongly normal polynomials we immediately see that the fundamental points are distributed according to (23) . Thus for orthogonal polynomials we obtained a new and strictly v=1,2, . . . n=1,2, .
elementary proof of our theorem that, if the L-integrable p(x) weight-function is in [-1, +1] not less than 0 and the aggregate of the points x with p(x) = 0, is of measure 0, then the distribution of the elements of the matrix 9fl' formed of the roots of the respective orthogonal polynomials is uniformly dense in [0, 7r] . Here we must remark, that although our hypothesis is more general than that of Szegö, we obtained only the sufficient condition for the uniform distribution of the roots ; the necessary and sufficient condition-as the first of us provedis connected with the transfinite diameter of the aggregate of points, for which p(x) = 0 . We omit the proof here .
Our second theorem states that, if the L-integrable weight function is >= m > 0 in [-1, +1] , then (25) holds for the corresponding matrix 9T1' ; if in addition, (23) From the point of view of the theory of uniform distribution we make following remarks . Weyl's criterion for the uniform distribution of 97t under (1) postulates, that for n -> oo the expressions sk =-E 1 e2 .:koS°' tend to 0 for any positive integer k. Our theorems of §5 deduce the uniform distribution from the behavior of certain polynomials associated with S1)1 . It is to be noticed that instead of asymptotic equalities we have in the condition only inequalities and that we obtain also an error-term, that could not be obtained by Weyl's criterion . It would be plausible to ask, whether the uniform distribution with error-term is to be deduced from an inequality relative-in [-1, +11-to From what is said before the reader may see the chief results of this paper : the uniformity of the method, the statement that the polynomials and their roots essentially depend only upon the local values of the weight function and asymptotic formulae of more general validity than before . We hope to consider the other fundamental problems in another paper .
PROOF . As the arithmetic mean is not less than the geometric mean we may write
As the x,'s are in [-1, +1], we have after Schur14
This proof is very simple, but Schur's theorem which we applied is not of interpolatory nature . Hence it will perhaps be of some interest to give another proof for it . We require since for f(x) = T n_1 (x)(T n _ 1 (cos ~) = 2 12 cos (n -1)0), in [-1, +1] max I Tn _1 (x) I = 2n-2 . By taking the reciprocals we obtain the Lemma .
By the Lemma we immediately obtain that 10n(X) 12n
which establishes the theorem . Notice that in both proofs we used only the
This result is not to be improved essentially in [-1, +1] , that is to be seen by the matrix given by the roots of the Jacobi-polynomial P ( n-" -' ) (x) for e being any small fixed positive numbers . Its being strongly normal we already mentioned in the introduction . 1/(2n + 1) 2n PROOF . As is known-and it may easily be verified-w n(x) minimizes the integral J(f) _-f I f(t) 2 p(t) dt, if f(t) runs over the polynomials of degree n with coeff. x n = 1 . Thus for a <_ x <-b we have mfbwn(t)2 dt _<_ fb Wn(t) 2 p(t) dt < / wn(t) 2p(t) dt <_ f1 Tn(t) 
, where n denotes the degree of F(x)) we obtain for a + a --
In connection with theorem II we mentioned that it is probable that the factor ./n in (18b) is to be improved to c14 (e, a, b, m) . This conjecture may to some extent be supported by the fact that from (26)
i .e. for [a, b] the mean value of~wn(t) I is 0 (_) .
1 The proof of theorem II is very simple, but it is not of interpolatory character ; thus we give a proof of such kind which with a slight modification gives the lower estimate indicated in the introduction, and besides it contains many elements needed in the following investigations.
Let the numbers 
PROOF . Let xo denote any fixed number and determine the polynomial F(x) of degree (n -1) at the utmost, for which F(xo ) = 1 and I(F) _-L1 I F(t) 1 2 p,(t) dt is minimum . We express F(x) by the interpolatory polynomials belonging to the roots of nth polynomial orthogonal to p,(x), then we have
we obtain from what precedes Equality is evidently to be obtained if and only if
I 2 , 1 l:(XD)
In the special case of xo being the with root of the nth polynomial orthogonal to pi(x), then by (30) the minimum-value is k, and this minimum is attained only for F(x) = l,(x) (Corollary I) . 17
Here we remark-although we make no use of it in this paper-that the sum E l"') ( x)2 is also monotone with respect to pl (x), if 1,(') (x) denotes the r th We deduce theorem II from (34a) and (34b) as follows . As (b -a) f p(t) dt
We require two lemmas .
LEMMA III .
In [-1, +1] suppose p j (x) _> p2(x) >_ 0 and both L-integrable . If co, (x) and w, +,(x) denote the corresponding orthogonal polynomials respectively, k, and k; the respective Christoffel-numbers, x, and xq the respective fundamental points, then PROOF. Let 2 < k < n -2 . Then O(x) is a polynomial of degree (n -1)
at the utmost, vanishing at x (n) x (n) • • xk(n -) 1 , x (n 2) . . . x;,n) i .e . at n -2 1 , 2 places and equals 1 at x,( E n) and xk+i . Consequently its first derivative has one >_ 0 is to be obtained analogously . But then, if in (xk ( + i , xk n) ) there were a point to with 4(~o) = 1 then 0'(x) would have 3 roots in [xk+ )l , xkn ) ] ; an evident impossibility, which establishes the lemma . For k = 1, 2, n -2, n -1 the proof runs analogously . Here we must take those values of the roots which are positive on the positive real axis for z > 1 . For the proof we require LEMMA VI . From (41) it follows that, for any small positive ,l, if n > n 3 (l), w n (x.) I > 2, . . . n .
PROOF . Suppose that the lemma is not true . In this case there is a positive absolute constant b and a sequence of positive integers n1 < n1 < . . . such, that to any nk we could give an integer vk with 1 <-vk 5 nk and I W nk( x'(k k) ) I < (2 -a)nk. But, as, according to a classical theorem of Tchebycheff, there is in [-1, +1] a~k for which the value of the polynomial Wnk( ) k) is not less than 2 nk-2, at
x-x .k the same x = Sk Iz-x;o'I .
no(E)
From (44) where we are to take that value of the square root, for which the right side -z for z -> oo . This proves the theorem, since on the positive real axis, for z --> o o, the two sides of (45) are equal without the sign of the absolute value too, and upon the cut plane both sides are one-valued and regular functions of z. We already mentioned in the introduction that in the case of strongly normal polynomials, the asymptotic formula for [wn (z)]" n upon the cut plane is a consequence of the above Fejérian-theorem . In order to state an analogous theorem for a class of orthogonal polynomials more general than that of Szegö's we require a further lemma. Let us now represent (p(t9) by the nth Lagrange-interpolatory polynomial taken upon 91 . Then by (48a) and (48b) In (34c) for x = to = cos rpo we had with To(x) = 1/\/2, T, (cos 19) = cos vd, v >= 1 . It is evident that for n > 1
On_I Qo) = 1 and that by the formula of Christoffel-Darboux (which holds for n > 1)
we may write for n > 1
On-AX) = which means that ¢n_1(x) is that polynomial which, amongst polynomials of degree (n -1) with f (to) = 1 minimizes the integral -1
By (54) we have for any -1 5 -to 5 1, -1 5 x S -+1
For ¢n-I (x) we require following two lemmas .
LEMMA VIII . If for n --> oo nceo -* + oo and n(r -+po) -~ oo, then the distance between Soo and the root of 0n-i (cos 4) = 0 nearest to 4 = rpo is 'r/n .
PROOF. According to (52) it will suffice to consider the roots differing from 6 = Vo of the equation (56) cos (n -1)vo cos n19 -cos n po • cos (n -1)19 = 0 . 
If I p(x')-/(1 -xj2) -pQo)1/(1 -d) I <= S for any I x' -to I =< n-1 , we have
From (57) and (58) REMARK . This lemma means that if the quadratic integral of the polynomial normalized for 1 at x = to is "too small" in the interval [to -e, to + e], it must be very large in some other parts of [-1, +1] .
PROOF . Without any loss of generality we may suppose to ?_ 0. Then construct with the above f(x)
degree is less than k(1 + Z5) . In [-1, +1] we evidently
polynomial, whose x-~o < 1 . 1+61 - PROOF . First we show that we have for any a and S independent of n if 64 } n > n8 (S, e) and x,( ' ) 5
Suppose the contrary, then by lemma X we had 
On the other hand by the minimum-property
n-2 + 2 sin 6,n) by lemma IX, if we replace 6 by x, n) ; (63) and (64) ] with p(x)-,/(1 -x2 ) ->_ m > 0, further let C(n), for n -oo arbitrarily slowly, tend to infinity ; then for those roots cos top(") of the n°' polynomial orthogonal to p(x), which satisfy
we have uniformly in k lim n(t4k+i -4k")) _ 7r . "-.CO REMARK I. If we assume not p(x) .,/(1 -x2), but p(x) to be >= m and continuous and not in [-1, +1] but in the subinterval [a, b] , then O"_1 (x) is to be replaced by a polynomial of similar form but the Tchebycheff polynomials 4ca2 T"(x) are to be replaced by Pn (x) Legendre-polynomials . Theorem IX and X remain true for those k, and l,(x), for which a + e 5 x :" ) _< b -e and a + e x<b-e .
REMARK II . If we attribute again continuity and positiveness in [-1, +1] to p(x),\/(1 -x 2 ), it is probable, that theorem X holds for the fundamental functions belonging to every x,( ') . Theorem XI does not hold for every x,( ') in the original form ; the difference 6k+i -:9k") will be asymptotically equal to the distance between zYk"~and that root of cos (n -1)z9k" > cos no -cos nok" ) cos (n -1)6 = 0, which is nearest, on the right, to zYk" ) .
4.
In this section we consider the number of roots of polynomials in a given interval . We already mentioned in the introduction that if [(2n -2),r/n, (2n -1),r/n] they would also have at least one intersection ; hence the trigonometric polynomial f(#) -cos n# of order n had in [0, 2,r] (2n + 1) roots, which is impossible . COROLLARY. If a trigonometric polynomial of order n takes its absolute maximum between two real roots, the distance of these roots cannot be less than ir/n . The statement holds for all n.
THEOREM XII . If upon the matrix Tl [I 4(x) I] l1 " _< 1 + E, k = 1, 2, . . . n, -1 < x < +1, for n > nio(e), then we have for any 0 <_ a < R <_ ,r lim 1 1: 1 = 0-a . [a, 6] and a en such, that there would be an infinity of integers nl < n2 < for which the number of the nkth fundamental points lying in [a, #] is less than 1 1 (,B -a -cu)nk . We may assume ca <~6 a and write instead of nk simply n . where II' is to be extended over the 6kn) lying in [a, ,B] . The degree of G(x) is by the premise and the definition of (pk and ¢t , for sufficiently large n, (72) < (ft -a -ces)n -F -(a -f 3) n -I-(a -,B + 3) n 3)n.
As the order of the trigonometric polynomial G (cos 6) is less than n and the which is, with sufficiently small e, untrue for n > n11 (e) (76) G(X) _ II (x -COS ~pv) II' (x -COS rY" n'), µ where 11' in the second product runs over the 0, n' lying outside of [a, 0] . In this case G1(cos 6) is a pure cosine-polynomial, whose order <_ n -k -1 + k + 2[4l] < n -al. Then the distance of two consecutive roots of G 1 (cos 6) in [A, B] is not greater than tr/n, i .e ., by lemma XI Gi(cos tY) takes its absolute maximum outside of this interval, at a point tY = X, say. Let From (90), (81) and (84) PROOF. It will be sufficient to prove that for any subinterval the upper estimate holds, as in this case the respective application for the intervals [0, a] and [,B, 7r] 1=n-E 1-E 1>~-a n-2cse n~", u which establishes the lower estimate . The proof of the upper estimate is completely analogous to that applied in theorem XIV . For a sequence of strongly normal polynomials, theorem XIV immediately presents the uniform distribution of roots in [0, a] with the error-terms mentioned, but we do not state this in a separate theorem . For orthogonal polynomials according to (50) 
