ABSTRACT With the increasing demand for Internet access in rural, remote, and other areas, using the IP-based satellite network has become a trend to provide global Internet services. An important aspect of building this network is to achieve efficient routing. However, when we conducted a systematic analysis of the routing efficiency of such a network, we found a severe route oscillation problem in the cross region of satellite orbits. This problem occurs every 67.4 seconds and causes 8.3% ∼ 24.1% of end-to-end paths in the entire network to flap, thus seriously damaging the routing efficiency and network performance. We term this the cross route oscillation (CRO) problem and found that it is primarily caused by the conflict between the path length and path lifetime. Subsequently, we propose the cross route oscillation suppression scheme (CRO-SS) to suppress CRO by decoupling that conflict. The extensive experiments using real-world data indicate that CRO-SS can significantly improve routing stability and network performance. The occurrence frequency of route flapping, the total number of changed paths, and the total number of affected satellite nodes over a system period are approximately 24.7%, 58.5%, and 63.1%, respectively. Meanwhile, the throughput is increased by 20% and the packet loss rate is decreased by 72.4% ∼ 97.8%.
a serious route oscillation problem exists in the IP-based satellite network when the route selection algorithm attempts to calculate the shortest path. That route oscillation causes many end-to-end paths to switch back and forth between some links. We term this the cross route oscillation (CRO) problem. The CRO seriously damages the routing efficiency, such as frequent route flapping, drastic path changes, reduced throughput, and severe packet loss.
We further identify the cause of that route oscillation problem, that is, the conflict between path length and path lifetime. The deeper reason is that the link metric and link connectivity of the satellite network exhibit conflicting effects on the route selection. In the satellite network, satellites fly along their orbits, and these satellite orbits will cross at two regions, such as the North Pole and the South Pole in the Iridium system [2] . When satellites fly along their orbit, the link metric and link connectivity change continuously. If a link moves closer to the cross region, its link metric will become smaller but its connectivity duration will be shorter. The opposite applies when the link leaves the cross region, as the satellite orbits are symmetrical. The result of route selection remains for a short time and oscillates between some links.
Taking the Iridium-like constellation (a promising topology of IP-based satellite network owing to easier implementations and shorter communication delays [2] , [7] [8] [9] , [11] , [12] ) as an example, we conduct a quantitative analysis on the CRO problem, and found that the CRO consists of four primary features: (1) CRO continues to occur in the cross region. The occurrence frequency of CRO is approximately once every 67.4 seconds. (2) CRO seriously damages the routing efficiency. When CRO occurs, it will change 360 ∼ 1050 paths (accounting for 8.3% ∼ 24.1% of the entire end-to-end paths) and affect at least 12 satellites (18.2% of total satellites in such a constellation). (3) Although the cross region where CRO occurs is fixed in the three-dimensional space, the links where CRO occurs (we term this cross link, CLs) change with the satellite movement. The change frequency of CLs is approximately once every 136.4 seconds. (4) The CLs where CRO occurs are always the overloaded links. In the entire constellation, 21% ∼ 30% of the end-to-end paths pass through these CLs.
Designing an efficient elimination scheme for CRO is a challenging task because of its time-varying property. Not only does CRO occur frequently in the cross region, but also the link where CRO occurs continues to change. By exploiting the movement pattern of the satellite, we propose a CRO-SS to solve the CRO problem. CRO-SS first introduces the link lifetime to determine which links are CLs. Subsequently, it designs a link metric function for the CLs to hide their dynamics from route selection. Furthermore, the route selection algorithm decouples the conflict between the path length and path lifetime at the expense of a small increase in path length.
Extensive experiments were performed to evaluate the CRO-SS using the practical topology of Iridium constellation and the promising data rate of Iridium-Next. The results demonstrate that the CRO-SS can improve routing stability significantly. The frequency of route flapping, the total number of changed paths, and the total number of affected satellites over a system period decreased by approximately 24.7%, 58.5%, and 63.1%, respectively. In addition, the CRO-SS can improve the network performance, e.g., the throughput increased by approximately 20%, and the packet loss was reduced by 72.4% ∼ 97.8%.
In summary, our contributions are the following three:
• We found the CRO problem and determined the root cause. To our best knowledge, we are the first to focus on this problem explicitly.
• We developed a CRO-SS to suppress the overall route oscillation. Further, it can achieve the load-balance and releasing part of the load on the overloaded link.
• Using real-world data, we validated that our solution can significantly improve the routing stability and network performance.
The remainder of this paper is organized as follows. Section II presents the background related to the network topology of IP-based satellite network. In section III, we describe the CRO problem and determine the cause. The design and evaluation of the CRO-SS are presented in sections IV and V, respectively. Finally, section VI reviews the related works and section VII concludes this paper.
II. BACKGROUND
In this section, we present an overview of the network topology of IP-based satellite network. IP-based satellite network aims to provide the IP-based service as the terrestrial communication does. But, the way they provide services is different. While the terrestrial communication applies the interconnected routers to form a complicated network and provides the IP-based service for users located in the land area of the Earth, satellite communication applies a satellite constellation to form a mesh network and provides the service for global users.
A. OVERVIEW OF SATELLITE CONSTELLATION
In the field of satellites, the LEO constellation offers significantly smaller propagation delays and lower signal attenuations than geostationary satellites; thus, it is considered as a promising topology of IP-based satellite network. Therefore, LEO constellation is used as a representation for the analysis herein.
The LEO constellation is a popular constellation type. It uses multiple satellites to provide global coverage. For example, the Iridium constellation consists of 66 satellites [2] , and the HongYun constellation consists of 156 satellites [11] . The LEO constellation can offer significantly smaller delays than other constellations (such as Inmarsat [13] ), as its satellite is closer to Earth.
The constellation contains a few fixed orbits, all of which cross at two cross regions. All satellites predictably fly along their orbits from one cross region to the other. Every satellite can be equipped with some ISLs. The ISL interconnects the neighboring satellites within the line-of-sight. Some ISLs are used to link the ahead and behind satellites in the same orbit, which are called intra-orbit ISLs. Meanwhile, other ISLs are used to interconnect adjacent satellites in adjacent orbits, which are called inter-orbit ISLs. Fig.1 shows the topology of a classical LEO constellation (Iridium-like constellation) as seen from the North Pole. The constellation contains some fixed orbits. The cross regions of the orbits are the North Pole and the South Pole regions. For each orbit, 11 evenly distributed satellites exist, and 6 or 7 of them are shown in Fig.1 . The time for all satellite to fly a circle around Earth is called the system period, approximately 100 min.
B. LINK CHARACTERISTICS
Two key link characteristics exist in the IP-based satellite network, i.e., the dynamic link connectivity and time-varying link delay. 
1) DYNAMIC LINK CONNECTIVITY
The link connectivity of the intra-orbit ISL always remains unchanged. However, the link connectivity of the inter-orbit ISL changes frequently in the cross region. For an interorbit ISL, the viewing angle that maintains such link varies with the link position. When an inter-orbit ISL becomes closer to the cross region, the angular rate for tracking an antenna becomes high such that the inter-orbit ISL will be dropped. In other words, when a satellite enters the cross region, its adjacent inter-orbit ISLs will disconnect; when it leaves the region, its adjacent inter-orbit ISLs will reconnect.
The cross region and link disconnection/reconnection exist in the most satellite constellation. According to the theory that any two concentric contour circles on a ball will cross at two points (or overlap each other), any two orbits of the LEO satellite constellation will cross at two regions. Thus, most constellations will exhibit the cross region of satellite orbits.
2) TIME-VARYING LINK DELAY
For the intra-orbit ISL, its propagation delay almost remains unchanged during a system period. Further, all the intra-orbit ISLs exhibit a nearly identical propagation delay as every satellite is evenly distributed in its own orbit.
The propagation delay of the inter-orbit ISL varies constantly with the satellite movement. When an ISL resides over the Equator, its propagation delay becomes the largest. When an ISL becomes closer to the cross region, its delay becomes smaller. However, if the inter-orbit ISL moves into the cross region, its delay becomes infinite owing to the ISL disconnection.
Compared with the propagation delay, the queuing delay can be ignored, and thus the route selection can be independent of the queuing delay [10] . As the design of the routing scheme relies on the underlying topological features of the satellite network, the propagation delay is the critical link metric for route selection.
III. ANALYSIS ON CROSS ROUTE OSCILLATION PROBLEM
In this section, through theoretical analysis and performance evaluations, we detail the behaviors of the CRO problem and deduce its root reasons. We demonstrate that the CRO problem results from the conflict between the path length and path lifetime.
A. THEORETICAL ANALYSIS
The route oscillation issue of the IP-based satellite network is different from that of the ground network. In terrestrial Internet, once the network topology changes, the routing protocol will initiate the spread of the new network information and re-conduct route selections [14] [15] [16] . For the IP-based satellite network, the network topology change is predictable. The spread of the new network information can be avoided using the predictability of the topology dynamics. That is, the occurrence of route oscillation in the IP-based satellite network can be considered as a series of discrete instantaneous events, because the routing table can be updated immediately once the network topology changes. Without the spread of the network topology (routing convergence), the route oscillation is primarily caused by route selection. Subsequently, we analyze the behaviors of route selection in the IP-based satellite network, when the link connectivity and link metric change with satellite movement.
To describe the process of route selection clearly, we take an example of the path from S1 to T6 in a cross region, as shown in Fig. 2 . For simplicity, the link between adjacent satellites in the two orbits are depicted in the same horizontal direction. The ISL from satellite i to j is denoted as (i, j).
First, we present the fact that route selection chooses the shortest inter-orbit ISL as a bridge to the adjacent orbit from the current orbit. As shown in Fig.2 (a) , the route selection from S1 to T6 adopts the inter-orbit ISL (S5, T5). This is because the intra-orbit ISLs have almost no effect on the route selection, as their metric sum is always a constant. For instance, the metric sum of intra-orbit ISLs in the selected path is a constant regardless of which inter-orbit ISL is chosen from the ISLs: (S1, T1), (S2, T2),. . . Hence, the shortest interorbit ISL is more likely to be chosen.
Subsequently, we describe the route oscillation from S1 to T6 as follows:
(1) In Fig.2 (a) , the newly reconnecting ISL (S5, T5) is chosen by the path from S1 to T6 as its metric is the smallest.
(2) When the time reaches t2, the metric of (S3, T3) becomes smaller than that of (S5, T5) owing to the satellite movement, as shown in Fig.2 (b) . Subsequently, that path will switch to (S3, T3) from (S5, T5).
(3) Unfortunately, (S3, T3) is a nearly disconnecting ISL. When the time reaches t3, this ISL will be dropped (shown in Fig.2 (c) ). The path thus switches back to (S5, T5). (4) In Fig.2 (d) , the metric of (S2, T2) becomes smaller than that of (S5, T5) when the time reaches t4. The path switches to (S2, T2).
(5) In Fig.2 (e), (S4, T4) reconnects when the time reaches t5. Because the newly reconnecting link (S4, T4) has the smallest metric, the selected path switches to (S4, T4). One period of route oscillation has finished. Meanwhile, a new period of route oscillation will begin.
Additionally, the path from S6 to T1 will oscillate similarly to the path from S1 to T6. Both paths will oscillate between the same ISLs simultaneously. These ISLs will become the overloaded links.
From the analysis above, we can obtain the following insights:
• Route oscillation causes the end-to-end path to switch back and forth constantly between some ISLs closest to the cross region (we term these ISLs as CLs). Further, the ISLs that become CLs change constantly with the satellite movement.
• When CL metrics change (shown in Figs.2 (a) and (b)), the end-to-end path will oscillate between these CLs.
• When a CL disconnects (shown in Figs.2 (b) and (c)), the lifetime of the end-to-end path will be exhausted, and the route selection algorithm will re-select the shortest path.
• When a CL reconnects (shown in Figs.2 (d) and (e)), its link metric becomes the smallest, and the route selection algorithm will update the shortest path.
• The lifetime of the shortest path becomes short owing to the dynamics of link connectivity and link metric. In summary, we demonstrate that CRO is caused by the conflict between the path length and path lifetime when the dynamics of link connectivity and link metric impose conflicting influences on route selection.
B. QUANTITATIVE ANALYSIS
First, we conduct a performance evaluation on the CRO problem based on the Iridium-like LEO constellation. The experimental parameters are presented in detail in §V, where the setup parameters are from TABLE 1 and the basic topology is as shown in Fig. 1 .
As shown in Fig. 3 , CRO continues to occur in the cross region, approximately once per 67.4 seconds on average. During a system period (100 min), 89 times of route oscillations will occur. When CRO occurs, it will cause the change of 360 ∼ 1050 end-to-end paths, constituting 8.3% ∼ 24.1% of the total paths (66 * 66 = 4356).
When CRO occurs, it will affect at least 12 satellites. That is, at least 12 satellites will participate in changing the end-to-end path when CRO occurs. For every orbit in a cross region, two satellites participate in changing the end-to-end path when CRO occurs. They are distributed symmetrically on both sides of the cross region. Because the satellite constellation contains six orbits, 12 satellites participate in CRO, constituting 18.2% of the total satellites in the constellation. Moreover, because the satellite moves constantly, every satellite will participate in the CRO and will be affected during the system period.
Although the cross region where CRO occurs is fixed in a three-dimensional space, the links where CRO occurs constantly change as the satellite moves, approximately once every 136.4 seconds. During a system period, every link experiences two periods of route oscillations in a cross region. The other occurs when the link flies away from the cross region. The period of route oscillation is about 545.5 seconds. Since every CL will experience two periods of CROs in a cross region, the change frequency of the CLs in a cross region is approximately once every 272.7 seconds (545.5/2). For the whole constellation with two cross regions, the change frequency of the CLs is 136.4 seconds.
Unfortunately, these CLs are overloaded links with a significant number of traversed paths. There are 900 ∼ 1260 end-to-end paths going through them, constituting approximately 21% ∼ 30% of the total end-to-end paths (66 * 66 = 4356). It is noteworthy that there are more paths traversing the CLs than the number of paths changed by CRO. This is because some paths will not switch back and forth between the CLs, such as the path that only has one CL. For instance, in Fig. 3 (a) , route oscillation will not occur for the path from S3 to T3.
When many paths switch back and forth between the overloaded CLs, the network performance will suffer from catastrophic damage, such as a lower throughput and severe packet loss.
IV. CROSS ROUTE OSCILLATION SUPPRESSION SCHEME
The basic idea of CRO-SS has the following three-fold points:
(1) Introducing a link lifetime to localize the CLs where CRO occurs.
(2) Defining a link metric function to hide the dynamics of link metric and link connectivity from route selection.
(3) Applying the greedy property of Dijkstra's algorithm to suppress route oscillation and release the load from the overloaded link.
A. LOCALIZING THE CROSS LINK
First, the lifetime for every inter-orbit ISL is defined to describe the factors of link connectivity and link metric simultaneously. The link lifetime varies as the satellite moves. The newly reconnecting inter-orbit ISL has the largest lifetime, while the nearly disconnecting inter-orbit ISL has the smallest lifetime. When the ISL enters the cross region, its lifetime becomes zero. The generic function of the link lifetime is defined as follows:
where lt denotes the link lifetime, w denotes the angular velocity of the satellite orbiting the earth, and t denotes the time after the link reconnects. 2σ is the radian experimented by the inter-orbit ISL from the time it reconnects to the time it disconnects. For the iridium-like constellation, σ is the boundary of the cross region. T is the system period of the satellite constellation. According to the cause of CRO, the link with the largest/ smallest lifetime is the CL. As shown in Fig. 4 , when a link reconnects, its lifetime will vary from zero to the largest value; when the link disconnects, its lifetime will vary from the smallest value to zero. Meanwhile, when the link metric becomes the minimum (the link is closest to the cross region), the lifetime of such link will reach a maximum or minimum.
Subsequently, a threshold value β is set to assess whether a link has the largest/smallest link lifetime. The judgment function of the CL is formulated as follows.
where β is the angular interval between two adjacent satellites in the same orbit, denoted as 2π N . N is the number of satellites per orbit.
B. HIDING DYNAMICS OF CL
CRO-SS defines a link metric function to hide the dynamics of the CL by assigning the same value to the metrics of all CLs. The CL dynamics refer to the time-varying link metric and dynamic link connectivity. Additionally, the link metric function imposes little influence on other links to improve the scalability of the CRO-SS.
if ISL is the normal link (3)
For the CL, its link metric (LM) is set to a constant value ζ . For a normal ISL, its metric is calculated by its distance d and the speed of light c. The metric ζ is set to a value that is slightly smaller than the delay d c of a link that has just become the CL. Further, the value of ζ is smaller than the delay of the intra-orbit ISL. 
1) HIDING LINK METRIC DYNAMICS
Compared with the original method shown in Fig. 5 (a) , CRO-SS shown in Fig. 5 (b) can hide the dynamics of the CLs' metrics. The metrics of links (S5, T5) and (S3, T3) remain the same instead of exhibiting relative variations. Although the satellites move constantly, the route selection considers that the metrics of the CLs remain unchanged.
Meanwhile, the design of the link function can improve the scalability of the CRO-SS. As shown in Fig. 5 (b) , the metric of (S3, T3) is still smaller than that of (S2, T2), and the metric of (S5, T5) is still smaller than that of (S6, T6). Thus, the link function is only applicable to paths traversing (S5, T5) and (S3, T3), and imposes little influence on other links.
2) HIDING LINK CONNECTIVITY DYNAMICS
By utilizing the movement pattern of satellites, the link metric function hides the link connectivity dynamics on the route selection. When a link disconnects or reconnects in a cross region, a new CL will function as the old CL. Two CLs always exist in a cross region. As shown in Fig. 5 (b) , once CL (S3, T3) disconnects, (S2, T2) will become the CL and function as (S3, T3) immediately; when (S4, T4) reconnects, it will become the new CL and function as the old CL (S5, T5) immediately.
C. HOW DOES THE CRO-SS WORK
Based on the two steps above, we adopt the greedy property of Dijkstra's algorithm [17] , [18] to solve the CRO problem naturally, while simultaneously decreasing the load of the overloaded CLs. The details of Dijkstra's algorithm is shown in Algorithm 1. The path from S1 to T6 and that from S6 to T1 were used to analyze the behavior of our CRO-SS in solving the CRO problem. The route selection process is described using Fig. 6 .
1) DECREASING THE LOAD OF OVERLOADED CLs
Comparing the route selections in Fig. 2 and Fig.6 , we demonstrate that the CRO-SS can decrease the number of paths sharing the overloaded ISLs. In Fig.2 , both paths will pass the same link (e.g., link (S5, T5) in Fig.2 (a) ), because the metric of that link is smaller than those of the others. In Fig.6 , the path from S1 to T6 will pass one link (e.g. (S3, T3) in Fig.6 (a) ), and the path from S6 to T1 will pass another one.
2) ELIMINATING THE EFFECT OF LINK METRIC
As shown in Figs.6 (a) and (b), when (S3, T3) becomes closer to the cross region than (S5, T5), the path from S1 to T6 and that from S6 to T1 do not change with the satellite movement. Both paths remain unchanged. On the contrary, in the original method shown in Figs. 2 (a) and (b) , both paths will switch from (S5, T5) to (S3, T3), as the metric of (S3, T3) will become smaller than that of (S5, T5).
Meanwhile, as shown in Figs.6 (c) and (d), when (S2, T2) becomes closer to the cross region than (S5, T5), both paths still remain unchanged. On the contrary, in the original method shown in Figs.2 (c) and (d) , both paths will switch from (S5, T5) to (S2, T2), because the metric of (S2, T2) will become smaller than that of (S5, T5).
3) WEAKENING THE EFFECT OF LINK CONNECTIVITY
When a link reconnects or disconnects, the CRO-SS can decrease the number of paths to change. As shown in Figs. 6 (b) and (c), when the link (S3, T3) disconnects, (S2, T2) functions as (S3, T3) to become a CL, and only one of the two paths will be changed. The path from S1 to T6 will switch from (S3, T3) to the following link (S2, T2), and the path from S6 to T1 will remain unchanged. On the contrary, in the original method shown in Figs.2 (b) and (c), both paths will be forced to switch from (S3, T3) to (S5, T5) simultaneously.
As shown in Figs. 6 (d) and (e), when the new link (S4, T4) reconnects, it takes the role of (S5, T5) to become a CL, and only one of the two paths will be changed. The path from S6 to T1 will switch from (S5, T5) to (S4, T4), but the path from S1 to T6 will remain unchanged. On the contrary, in the original method shown in Figs. 2 (d) and (e), both paths will be forced to switch from (S2, T2) to (S4, T4) simultaneously.
Additionally, in the CRO-SS shown in Fig. 6 , the changed path will not switch back and forth between the CLs, and only causes the routing re-selection. This path change is not reflected in the CRO, and belongs to route re-selection. On the contrary, in the original method shown in Fig. 2 , both changed paths will switch back and forth between some CLs.
In cases in which the link disconnects/reconnects, the function of the CRO-SS in the elimination of CRO is not immediately expressed. It primarily avoids the occurrence of route oscillation in the future. As shown in Figs. 6 (a) and (b), when (S3, T3) disconnects, the path from S1 to T6 will be forced to change. If that path selects (S5, T5) instead of (S2, T2), when (S4, T4) reconnects, it will be forced to switch to (S4, T4) from (S5, T5), similarly as the path from S6 to T1.
D. PROOF OF CRO-SS
We prove our routing algorithm based on the optimality principle and the greedy property of the Dijkstra's algorithm.
The path from S1 to T6, shown in Fig. 6 (a) , is used as an example for the proof. According to the optimality principle of Dijkstra's algorithm, the path from S1 to T6 can be represented by the path from S3 to T5. The optimality principle is that the subpath between any two intermediate routers is part of the original path, when we choose any two intermediate routers (satellites) from a certain path.
Subsequently, we apply the greedy property of Dijkstra's algorithm to prove that the path from S3 to T5 will pass through (S3, T3) rather than (S5, T5). In detail, three steps are involved: (1) The cost from point S3 to T5 is constant regardless of whether the selected path passes through point S5 or T4.
As the metric of (T4, T5) is larger than that of (S5, T5), the cost from S3 to T4 is smaller than the cost from S3 to S5. (2) According to the greedy property of Dijkstra's algorithm, the algorithm will first select point T4 to compute the cost of T5 owing to the cost from S3 to T4 being minimal; subsequently, the minimal cost from S3 to T5 will be achieved. (3) In the next step, the algorithm will select S5 to compute the cost from S3 to T5. In this case, the cost of the path going through S5 to T5 is not better than but equal to the current cost of T5. The algorithm will not update the cost of T5, and the path from S3 to T5 will also remain unchanged. Hence, the best path from S3 to T5 still passes through (S3, T3) and point T4. Hence, the path from S1 to T6 will pass through (S3, T3).
Similarly, we can easily prove that the path from S6 to T1 passes by (S5, T5) with the process above.
1) OVERHEAD OF CRO-SS
The CRO-SS eliminates CRO at the expense of a small increase in path length. In the CRO-SS' link metric function, to set the metrics of the CLs to a constant value, the small difference between two CLs's physical lengths is ignored. The path going through the CL with a larger physical length will be the suboptimal path. As shown in Fig. 6 (a) , the link metrics of (S5, T5) and (S3, T3) are the same, but the physical length of (S3, T3) is longer than that of (S5, T5). The length of path from S1 to T6 (going through (S3, T3)) is slightly longer than the path length when the path from S1 to T6 goes through (S5, T5).
E. DISCUSSION 1) COMPLEXITY OF THE ALGORITHM
The algorithm complexity consists of two parts, i.e., decoupling the conflict and conducting the route selection. The running time of the former is O(n), and the running time of VOLUME 7, 2019 the latter is O(nlogn), where n is the number of all satellites in the constellation.
When CRO-SS decouples the conflict, it will traverse all the ISLs in satellite constellation to change their link metrics according to equation 3. Because each satellite node in satellite constellation has the almost fixed number of ISLs ( about 2 ∼ 4 ISLs), the running time of this step is O(n).
CRO-SS adopts the Dijkstra's algorithm to conduct the efficient route selection. Using the heap-based priority queue to select the node for which the value is smallest (step 4 in Algorithm 1), the overall running time for the Dijkstra's algorithm is O(mlogn) [18] , where m is the number of edges and n is the number of nodes. Because each satellite node has the almost fixed number of ISLs, the running time of this step is O(nlogn).
Because the relationship between the above two running times is additive, the complexity of the algorithm is O(nlogn).
2) ADVANTAGES OF THE ALGORITHM
CRO-SS not only uses the Dijkstra's algorithm to find the shortest path in the IP-based satellite network, but also uses the greedy property of Dijkstra's algorithm to suppress route oscillation. The Dijkstra's algorithm can find the shortest path between a given source node and every other in the graph. It is widely used in the network routing protocols such as IS-IS (Intermediate System to Intermediate System) and OSPF (Open Shortest Path First). Therefore, CRO-SS can be compatible with the widely used routing protocols naturally.
The greedy property of the Dijkstra's algorithm is a key factor in solving the CRO problem. Some shortest path algorithms, which do not have the greedy property in route selection, will not be applicable in our scheme, such as the Floyd-Warshall algorithm that selects the shortest path from some equal-cost paths by a satellite-ID [19] . For instance, let the satellite-ID be as follows: T3 < S3 < T4 < S4 < T5 < S5; the path from S3 to T5 and from S5 to T3 will pass through (S3, T3) simultaneously. The CLs will still be overloaded links. When the connectivities of these links change, many paths will be changed, and the network performance will be damaged. Moreover, the satellite-ID varies constantly in the cross region owing to the satellite movement. The route selection will thus suffer from the instability of the satellite-ID unless we design a stable numbering scheme for satellites, which is not our goal in this study.
V. EVALUATIONS
In this section, we assess the improvement in the CRO-SS in terms of the routing stability and network performance, compared to the Pure Dijkstra method. The Pure Dijkstra directly adopts the Dijkstra's algorithm to conduct route selection without decoupling the conflict between the path length and path lifetime. In both methods, the topology dynamics are flushed every 30 seconds and when the link connectivity changes. With the network topology shown in Fig. 1 and the parameters in TABLE 1, we conducted experiments on NS2.
By extending the satellite module of NS2 platform, we implemented the CRO-SS and the method of Pure Dijkstra.
A. ANALYSIS ON ROUTING STABILITY OF WHOLE NETWORK
In this test, we analyzed the extent to which our proposed method would improve the stability of the whole network. Three primary indicators of routing stability were defined to evaluate the CRO-SS: (i) occurrences frequency of network instability; (ii) number of changed paths; (iii) number of affected satellites. The first two indicate the frequency of route flapping and the number of path changes when the network instability occurs, while the third indicates the number of satellites involved in addressing with network instability. Fig. 7 shows that the CRO-SS can significantly decrease the occurrence frequency of network instability, number of changed paths in the system period, and number of affected satellites in the system period. The decrease ratios are 24.7%, 58.5%, and 63.1%, respectively.
The Pure Dijkstra method requires 89 occurrences of network instability, denoted as CRO-SS green points, while the CRO-SS requires 67 occurrences of network instability, denoted as CRO-SS red points. For a clear comparative analysis, these reduced occurrences in network instability are plotted as the red point at which the number of changed paths is 0.
Additionally, the CRO-SS only requires the average of 459.5 changed paths and 12.8 affected satellites for every occurrence of network instability. The method of Pure Dijkstra incurs the average of 1117.5 changed path and 34.4 affected satellites. This implies that 1117.5 changed paths will always oscillate between 34.4 satellites. Additionally, compared with the method of Pure Dijkstra, our CRO-SS can decrease the number of changed paths and the number of affected satellites in the system period by 58.5% and 63.1%, respectively.
In some cases, changed paths still occur in our CRO-SS when network instability occurs. This is caused by the link disconnection/reconnection. The link disconnection will change all paths that pass through the link. The link reconnection will add a new link to the overall network, which draws some paths. This network instability issue is different from the CRO problem. The former occurs only once on certain links over a period of time, while the latter occurs repeatedly on certain links. For the network instability caused by link disconnection/reconnection, our CRO-SS releases some paths from these links and avoids the occurrence of route oscillation in the future using the greedy property of Dijkstra's algorithm.
B. ANALYSIS ON ELIMINATION LEVEL OF CRO
In this section, we analyze the level to which our proposed method would solve the CRO problem. Fig. 8 shows that our proposed method (CRO-SS) can eliminate the route oscillation caused by CRO-SS. In the Pure Dijkstra method, 360∼1050 paths switch back and forth between some links when network instability occurs. In our CRO-SS, the number of paths changed by CRO is almost decreased to 0. However, 4 ∼ 8 changed paths still occur in some cases. We contribute this to 1) the numerical precision of numerical simulation: the satellite module of NS2 that is used to calculate the dynamics of the satellite network may exhibit some distortions. 2) the other route oscillation issue: when the satellite flies over the Equator, the metrics of some links will increase to the maximum and subsequently start to decrease. A slight route oscillation may occur.
Furthermore, we evaluate the effects of some system parameters on the elimination level of CRO, i.e., the threshold value β to assess whether a link is a CL. Typically, the CRO-SS will achieve the best elimination extent of CRO when β is set as the theoretical value. The number of changed paths in the system period is chosen as an important indicator.
β is a key factor in localizing the CL, which is calculated according to the parameters of the satellite system. We alter the value of β to verify the CRO-SS, which should achieve the best elimination extent only when β achieves the theoretical value. The error rate of β, which is also the error rate of localizing the CL, is defined as follows: error rate = theoretical β−arbitrary β theoretical β . Fig. 9 shows that if and only if we set β as the theoretical value (i.e., the error rate equals to zero), the CRO-SS can eliminate the CRO at the highest level. The number of changed paths in the system period is decreased to the minimum (176). When the error rate is larger than zero, the number of changed paths becomes very large; When the error rate is less than zero, the number of changed paths temporarily remains the same value (224) and increases sharply. We note that the result is less sensitive to negative errors (error rate < 0) than positive errors (error rate > 0). This is because, when error rate < 0 meets, more than one link including a real CL is judged as CLs; when error rate > 0 meets, the real CL will not be judged as CL during a period.
C. ANALYSIS ON NETWORK PERFORMANCE
In this subsection, we analyze the performance of the entire network. Some important factors are applied to identify the network performance of different methods, namely, link max-utilization, packet loss rate, and end-to-end delay. The utilization of a link is defined as the ratio of the load to its capacity during a certain time. Moreover, max-utilization is the maximum utilization among all links. If the link maxutilization becomes smaller when the user load remains unchanged, the network will have more capacity to transfer the additional data. To avoid the effect of time-varying delay between the user and its access satellite, the end-to-end delay is defined to be the delay between the access satellites of the two users. The users are chosen randomly, and are located at (61.20N, 180E) and (77.4S, 75.6W). Their shortest paths pass through the north polar region.
As the satellite network serves everyone regardless of where he/she locates and when he/she accesses, we choose 100 users who are distributed randomly worldwide. The communication between any two users is generated randomly. Experiments were conducted for more than one period of route oscillation, i.e., approximately 600 seconds. The detailed parameters are shown in TABLE 2. 
1) LINK MAX-UTILIZATION
When we analyze the link max-utilization of both methods, the transmission rate of the user is set to 1 Mb/s, which is the promising data service of Iridium-Next [20] .
In Fig. 10 , with the same load, the maximum utilization of the CRO-SS is smaller than that of the Pure Dijkstra method in most cases. The value of maximum link utilization is decreased by up to 25%, and the average of maximum utilization is decreased by approximately 17.3%. Meanwhile, the variation in maximum utilization in the CRO-SS is smoother. This implies that the network in our method can serve more users and convey more traffic.
We notice that there is a point (approximately 400 seconds of simulation) that the link max-utilization of both methods is equal. We observe in detail at the utilization of each link when the simulation time is between 370 seconds and 400 seconds. Fig. 11 shows the distribution of link utilization. Most link utilization is very low. There exist one link in CRO-SS or Pure Dijkstra whose utilization is very high ( 71.2% ∼ 100%). This may be because the handoff between the user and access satellite causes the flow of multiple users to pass through the same link, and then the utilization of that link becomes very high. 
2) PACKET LOSS
Subsequently, we increase the user load from 1 Mb/s to 1.6 Mb/s, and observe the packet loss of the entire network during the experiential time. Fig. 12 shows that the CRO-SS can deliver an increased rate of the load from 10% to 30% without packet loss, implying that more than 20% of the throughput can be transmitted without packet loss. Meanwhile, CRO-SS can decrease the packet loss rate by 72.4% ∼ 97.8% when the packet loss occurs.
The CRO-SS achieves a better performance because CRO-SS always maintains two equivalent links in a cross region, while the route selection algorithm of CRO-SS releases some loads from the overloaded CL. However, this cannot be achieved by the Dijkstra's algorithm in the Pure Dijkstra method.
3) END-TO-END DELAY
In fairness, when we analyze the end-to-end delay of both methods, the transmission rate of the user was set to 1 Mb/s in which packet loss did not occur in both methods. Fig.13 shows that the comparison of our CRO-SS and the Pure Dijkstra method in terms of end-to-end delay. The average delay of our method is 8.3% larger than that of the Pure Dijkstra method. The average delay of our CRO-SS is approximately 82.5 ms, while the average delay of the Pure Dijkstra method is approximately 81.8 ms. However, the variation in delay in our method is smoother. The variance of delay in our method is smaller, approximately 1.9, which is approximately 13.6% smaller than that of the Pure Dijkstra method.
In Fig.13 , there are two regions where the end-to-end delay is large. They are caused by the handover between the access satellite and destination user. The packets arriving at the current access satellite is rerouted to the new access satellite when the destination user connects with a new access satellite.
We note that the CRO-SS end-to-end delay curve seems to be increasing. We present the end-to-end delay during a system period (6000 s) shown in Fig. 14 . The delay is periodically changing after more time of simulation. During the system period, the average end-to-end delay of CRO-SS is 81.6 ms, and that of Pure Dijkstra is 81.0 ms.
Since the increase in end-to-end delay is the main cost of our CRO-SS, we analyze the delays in different simulation scenarios. We randomly select multiple sets of user communications. User placement and communication between any two users are generated randomly. TABLE 3 shows the mean and variance of the end-to-end delays under different scenarios almost remain unchanged. The average delay of CRO-SS is always slightly larger than that of Pure Dijkstra. The resulting mean and variance confirm that the cost of CRO-SS is always small. 
VI. RELATED WORKS
Currently, some researchers have proposed to reduce the influence of either the time-varying link metric or dynamic link connectivity, such as alternately deflecting the route from the cross region to achieve a load balance [21] and reassigning a link to merge the occurrence time of link disconnection/ reconnection [22] . However, the study on the influences of link metric and link connectivity on route selection remains non-existent. Additionally, the current proposal cannot solve the CRO issue, as both the link metric and link connectivity in their scenarios still change jointly in the cross region. To the best of our knowledge, we are the first to study the CRO issue in IP-based satellite network explicitly.
Some routing schemes are designed for improving the stability of IP-based satellite network. However, they primarily focused on analyzing and reducing the routing updates using the predictability of satellite movement, when traditional routing protocols (e.g., border gateway protocol (BGP) and open shortest path first (OSPF)) suffer from the topology dynamics of the IP-based satellite network [23] [24] [25] [26] . However, the issue of CRO is primarily incurred by route selection instead of routing update.
Because routing stability is crucial for improving network performance, many routing schemes have been presented in the field of ground Internet [14] , ad-hoc network [16] , [27] , and delay/disruption tolerant network [28] . However, because the features of CRO are absent in these research studies, the existing solutions for these networks may be insufficient to solve the CRO problem.
VII. CONCLUSION
An important aspect in building the IP-based satellite network is to implement an efficient routing. However, we found the severe CRO problem to occur in the satellite constellation that damages the routing efficiency and network performance severely. Subsequently, we conducted a systematic analysis on CRO and determined that it was primarily caused by the conflict between the path length and path lifetime when the dynamics of link connectivity and link metric imposed conflicting influences on route selection. Furthermore, we proposed a CRO-SS to decouple that conflict by hiding the conflicting dynamics of the link metric and link connectivity from the route selection. The experimental results demonstrated that CRO-SS achieves a significant improvement in routing stability, network throughput, and low packet loss.
Our ROS-SS maintained the optimality principle of route selection. Further, it was simple but efficient. This implies that it can be compatible with the current terrestrial routing technologies, such as OSPF and the Software Defined Networking (SDN) based routing schemes. Further, it can be a basis for these technologies when they are implemented on IP-based satellite network. 
