This is an exploration of some geometric properties, and their interconnections, for nonparaxial electromagnetic waves. The properties involve the electric field alone, and also in combination with the magnetic field ('electric-magnetic democracy'). The orbital part of the Poynting vector, represented in terms of the electric field, is proportional to the nonconservative 'curl force' exerted on small absorbing polarisable particles; its circuit integral represents the work done transporting a particle. Normalised versions of the electric, magnetic, and electric-magnetic orbital Poynting vectors are natural candidates for wavevectors representing the direction of the wave at each point, generalising the phase gradient for scalar waves; there are associated total, dynamical and geometric phases. For isotropic ensembles of random waves, the probability distributions of the different wavevectors are estimated by codimension arguments and calculated exactly for statistically isotropic superpositions of plane waves. The superoscillation probability, that the magnitude of the local wavevector exceeds that of the waves in the superposition, is 0.031 40 for the electric wavevector and 0.000 109 for the electric-magnetic wavevector. Both values are much smaller than the known superoscillation probability 0.350 48 for scalar waves in three-dimensions, illustrating a general phenomenon: interference detail is weaker for electric properties than for scalar, and weaker still for electric-magnetic properties.
Introduction
Our purpose is to review and explore several geometrical and statistical aspects of general nonparaxial monochromatic electromagnetic waves propagating freely in three-dimensional space. The quantities to be studied are the local orbital Poynting vector (orbital current), for the electric field as well as the full electromagnetic field, incorporating 'electricmagnetic democracy' [1] [2] [3] [4] [5] , and the corresponding normalised versions, namely the local electric and electric-magnetic wavevectors. The results will be compared with the known [6] properties of scalar waves. As we will illustrate in several ways, the electric-magnetic quantities typically vary much more slowly than purely electric (or magnetic) quantities, which in turn vary more slowly than their scalar counterparts.
In section 2, connections will be described between these quantities and the 'curl forces' [7] exerted by light on small particles. Section 3 defines local wavevectors and the phases they generate. In section 4, two superficially similar but actually very different circular representations of the fields will be reviewed.
The main technical work of the paper is to understand the statistics of the wavevectors for natural ensembles of random waves; one aim is to calculate their superoscillations [6, 8, 9] : the probability that the local wavenumber-the magnitude of the local wavevector-exceeds the wavenumber of the plane waves in the superposition comprising the field. This begins in section 5, with the demonstration that considerable insight can be achieved by simple and general codimension arguments, showing that the statistics fall into universality classes. Section 6 describes the ensemble of random waves, and the simple 'tomographic' way to incorporate statistical isotropy. The appendix describes a different application of the isotropy formula, extending a recent calculation [10] . Section 7 reports exact calculations of the distribution of wavevectors corresponding to scalar fields, the electric field (distribution for the magnetic field is the same), and the wavevector incorporating electric-magnetic democracy. These calculations reveal that the superoscillations are very different for the three cases, and both are very different from the more familiar superoscillations [6, 11] of scalar waves. Numerics (section 8) supports the analytical results.
We will not discuss the now-familiar polarisation singularities of the electric field pioneered by Nye and Hajnal [12] . These are lines in space: C lines, on which the polarisation is purely circular, so the principal axes of the polarisation ellipse are undefined, and L lines, on which the polarisation is purely linear, so the normal to the polarisation ellipse is undefined.
Some preliminaries and definitions: to save writing, we define complex electric and magnetic fields without ε 0 and μ 0 , and measure distances in units of 2π/wavelength. Thus, for waves of frequency ω, at position r=(x, y, z) and time t, the real fields are We will often omit the explicit r dependence. The complex fields are related by Maxwell's equations:
We define the magnitudes E and H of the fields, and the electric, magnetic and electric-magnetic intensities (energy densities) I E , I H , I EH , by
etc. The total Poynting vector P can be separated into orbital and spin parts [1, [3] [4] [5] . Here, we will be concerned only with the orbital part P orb : the orbital current. As is well known, the separation is not unique: it is different when P is expressed in terms of E (by eliminating H) or H (by eliminating E). However, several arguments [3, 4] lead to a natural separation in terms of the mean of the two: electricmagnetic democracy.
Explicitly, Although we are emphasising vector electromagnetic waves, we will contrast their properties with those where light is approximated as a scalar wave, for example, the uniformly polarised electric field y = ( ) ( ) ( ) E r r e, 1 . 6 in which e is constant.
Curl forces, work
A physical manifestation of the electric orbital current P orbE is as the 'scattering force' [13, 14] exerted by light on small absorbing electrically polarisable particles (up to a constant).
Elsewhere [7] , we have emphasised the fact that this is a 'curl force': it cannot be expressed as the gradient of a potential, because its curl is not zero:
The 'dot-cross' notation here means
and we note in passing that this curl has the same structure as the two-form (curvature) now familiar in geometric phase theory [15] . Curl forces are nonconservative, yet nondissipative-even though they originate microscopically in the absorptive part of the polarisability [7] . 'Nonconservative' means that the work done by the curl forces moving a particle round a circuit C is nonzero:
where K is a proportionality constant. (For particles interacting with the magnetic field as well as the electric field, W C contains a similar contribution from H.) The curl force is one example where the electric quantity is more physically significant than the theoretically more fundamental electric-magnetic version. We reinforce this point with an elementary example. Consider two identically linearly polarised waves travelling in the +x and -x directions: The electric and magnetic intensities (1.3) exhibit interference, but the full electromagnetic intensity does not:
This too is a one-form, as is evident from the representation of the electromagnetic field as a six-vector:
These local wavevectors generalise the familiar local wavevector [17] corresponding to a scalar wave ψ(r), namely its phase gradient
The four wavevectors (electric, magnetic, electricmagnetic and scalar) can all be interpreted within the 'weak measurement' scheme [17, 18] , as the weak values of momentum when the corresponding electromagnetic fields are preselected, and position r is postselected. This interpretation naturally suggests considering the superoscillation probabilities, that is, the probability that the magnitudes k E , k H , k EH , k sc exceed the free-space value k=1. The superoscillation probability is a useful indication of the spread of the scales in the local variations of the field. We will see that the four cases are very different.
For each of the four wavevectors k(r), a total phase can be defined as its integral along a path. If the path is closed-a circuit C-the accumulated phase is
3.5
C C
The phases for the three wavevectors k E , k H , k EH share the nonintegrability familiar from geometric phases in quantum physics. The phase for k sc is different; this wavevector is the gradient of a phase, and the generating wavefunction ψ sc (r) is singlevalued, so this phase is a multiple of 2π, counting the signed optical vortex lines (phase singularities [16, 19] ) threading C. These phases are normalised versions of the circuit integral for the work (2.3) done by the electric curl force.
As recently explained [20] , k E , k H , and the associated phases, can be separated into dynamical (integrable) and geometric (nonintegrable) parts. For completeness, we now reproduce the formulas. For E, this requires a separation different from (1.3), into a complex unit vector, and a scalar function that is now also complex, namely
and arg with a similar decomposition for k H . For the electric-magnetic version, instead of (3.3) the decomposition is 
Different circular decompositions: polarisation and chirality
The material in this section is largely known [21, 22] ; we review it here from a slightly different point of view.
Circular polarisation
This concerns only the electric field. The starting-point is the representation of the electric field in terms of the two orthogonal real vectors [16, 23] ; these are the major and minor axes of the polarisation ellipse at r:
From (3.1), the electric wavevector is
This can be represented more simply by defining the sum and difference wavevectors as leading to
Now we show that this representation corresponds to separating the electric field into right and left circular polarisations, defined by the unit vectors From (4.1),
A B exp i 2 .
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Thus, A+B and A−B are the amplitudes of the two circular components. The two circular polarisations are orthogonal, because * = · e e 0. This natural separation of the full k E (r) in terms of the separate k ± (r) is unique to the circular representation. It does not work, for example, for the commonly-used representation in terms of linear polarisations: the real vectors A and B in (4.1), for which the corresponding separate local wavevectors are easily calculated, namely Obviously, k E (r) (equation (4.3)) is not the weighted sum. This is not totally surprising, because the separate linear polarised fields resemble scalar fields, where the wavevector is simply the gradient of the phase. The circular-polarisation representation leads naturally to a quantity whose vanishing separates space into regions of positive and negative circular electric polarisation: the projection of k E onto the normal A×B of the polarisation ellipse, namely
The sign of this quantity can be called the polarisation handedness. (Nye [16] calls (4.9) the 'chirality', but we prefer to reserve this term for its conventional usage, defined in the next section; we could refer to (4.9) as the 'circularity'.)
The analysis of this section could have been formulated on terms of the magnetic, rather than the electric, field. The magnetic quantities (polarisation ellipse, local wavevector, polarisation, etc) are different from their electric counterparts.
Chirality
This is based on a decomposition of E and H into components satisfying
corresponding to helicities: eigenstates of the scalar product of the spin-1 and momentum operators [1, 25] . Thus,
It is easy to calculate E h+ and E h-: separate E into its individual plane waves, and decompose each into its+and-circular polarisation components; then E h+ is the superposition of all the+circular components, and similarly for E h-. This helicity decomposition is different from the circularpolarisation decomposition of the previous section, which referred to the total field, not the circular polarisations of the separate plane waves, each of which has its own wavevector. From Maxwell's equation (1.2), the fields E and H are related by
In this representation, the six-vector (3.3) becomes 
The two helicity field components E h+ and E h-are not orthogonal; nevertheless, their contributions to k EH separate [1] : the cross-helicity terms cancel because of the negative sign in H in (4.12). Our helicity decomposition enables an EH democratic definition of the chirality of the electromagnetic field at any point, namely
The third equality, which follows from Maxwell's equations, reveals that C EH is the electromagnetic zilch [26] , as has been emphasised before [27] . The chirality handedness can be defined as the sign of C EH , and its vanishing separates space into regions of positive and negative handedness. For a particular ten-wave field, figure 1 shows the surfaces separating positive and negative handedness, for (a) C E and (b) C EH . Note that the electric surface exhibits more detail than the electric-magnetic surface, illustrating again what we encountered in (2.5): electric-magnetic democracy tends to inhibit interference. The topology of these surfaces is interesting; they mostly seem to separate infinite regions of the same sign, but we have found rare examples where there are closed zero-surfaces enclosing small volumes.
Codimension arguments for wavevector statistics

Zero k, small k
The argument in this sub-section is common to all four wavevectors k(r) (not their separations (3.7) and (3.9) into geometric and dynamical parts). These are real three-vectors, so their zeros have codimension 3. (The codimension of a geometric object is the difference between the dimension of the space in which it lies and its own dimension: informally, the number of variables needed to locate it.) Therefore, in typical fields, it is expected that zeros of k will be isolated points in space. Figure 2 shows an example, discovered by by plotting the modulus k(r) for a sample field as a function of |x|π and |y|π (i.e. a square wavelength) for different values of z, and searching for a plane that contains a zero (to numerical precision) at a point r 0 .
The simplest assumption is that the components of k(r) increase linearly away from r 0 . This can be tested by calculating the derivatives
x y z 0 0 0 numerically. All are finite, leading to the local approximation
Here, D is a 3×3 matrix with TrD=0, which follows from
(the fundamental relation involves the Poynting vector, i.e. = · P 0, but the energy denominator relating k and P does not contribute to the divergence at a zero of P). Figure 3 illustrates the geometry near the singularity by displaying the vector field k(r) near r 0 , projected onto square regions of the xy, xz and yz planes. The pictures show the standard Poincaré behaviour of vector fields near a zero. (The pictures calculated using k app (r) (not shown), are indistinguishable from figure 3 .)
The total phase (3.5) for circuits C near r 0 is worth describing. As C gets smaller, this phase gets smaller too, because k does. There is no monopole-type singularity generating a solid-angle-type phase [15] , as for the geometric part of the phase, because this would originate from a place where k(r) is infinite, in contrast to the zeros we are considering here. But we can calculate the phase for representative circuits C that are circles of radius R around the local z axis associated with r 0 , at distance z along this axis ( figure 4) .
The phase for such a circuit is easily calculated from (3.5) and (5.1):
Note: (a) this phase is not zero, because ´¹ k 0; app (b) it is independent of z; (c) it does depend on R, i.e. on the size of the circuit. Numerical exploration (not shown) indicates that this approximation agrees well with the γ C calculated from the exact k(r) as R and z tend to zero. (To avoid confusion, we distinguish these small phases near zeros of k from the 2π phases of scalar fields around vortex lines, where ψ sc =0 and |k| diverges.) The codimension 3 property and linear behaviour of zeros of k lead immediately to an estimate of the probability distribution of the magnitude k for small k when averaging over an ensemble of fields. Here, we adapt the procedure applied successfully in random-matrix theory [28, 29] , to estimate the eigenvalue spacings distribution for small spacings (using the codimension of degeneracies for ensembles with different symmetries), and recently [10] to estimate the probability distribution of geometric curvatures. For this and all codimension arguments that follow, we can choose ensemble parameters ξ that are isotropic and uniform near the relevant values of k (here, zero). Then, the estimate is
Later, this and our results later in this section will be confirmed by exact calculations for model ensembles. But they are more general, and represent universality classes corresponding to the different types of field.
Large |k|
The large wavevector behaviour of ensembles of fields is determined by small values of the denominators of the expressions in section 1. Now the different cases must be considered separately.
For k E , the denominator in (3.1) is the electric energy I E =E 2 . Its vanishing requires the vanishing of the real and imaginary parts of the components of the complex threevector E, which is therefore a codimension 6 phenomenon. Thus,
2 leading to the following estimate of the large k probability distribution:
For the electric-magnetic wavevector, (3.2) shows that this involves the vanishing of the denominator I EH , which involves the two complex three-vectors E and H. Vanishing is therefore a codimension 12 phenomenon, leading to the large k probability estimate
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These rapid power-law decays contrast with the wavevector (3.4) for scalar fields, where the denominator is the modulus of a complex scalar wavefunction. Its vanishing requires the real and imaginary parts to vanish, which is codimension 2. Thus,
We will see that the much faster decays for the wavevectors associated with the vector electromagnetic fields are associated with much smaller superoscillation probabilities, illustrating yet again the general point that interference is weaker for the E and EH quantities.
Statistics: ensemble and isotropy
The aim of this and the following section is to calculate probability distributions of the electric and electric-magnetic wavevectors for the simplest ensembles of random waves in three-dimensions. We will adapt statistical techniques already developed for polarised light [30, 31] , and the results will complement the known probability distributions for scalar waves [6, 32] .
Ensemble
The random ensemble is created from a superposition of N (?1) plane waves, with wavevectors k n , all with the same length k n =1. We will calculate statistics for an isotropicthat is, nonparaxial-ensemble, so the k n are distributed uniformly on the unit sphere. Because of transversality (from = = · · E H 0), the wave is polarised orthogonally to k, as already discussed. Therefore, we can write the fields in the following sufficiently general form, encompassing all polarisations: In each plane wave, 0μ n <π and 0γ n <2π are the polar and azimuth angles on the Poincaré sphere, and the real unit vectors e 1n , e 2n , orthogonal to k n , are defined as follows, starting from a real unit vector e 0n : The different choices of e 0n , starting from (for example) e 00 ={0,0,1}, correspond to rotating e 1n and e 2n by an angle σ n in the plane perpendicular to k n . For the statistics, all positions r are equivalent, so we save writing by evaluating averages at r=0, and omitting the now-redundant position labels. It is convenient to work with real quantities, so we write the complex field vectors in terms of their real and imaginary parts:
Moreover, since all directions are equivalent for the isotropic ensemble, it will suffice to begin by calculating the averages for the x components. Thus, with the notation ¢ = ¶ ( ) ( ), To calculate the statistics, we will take averages over the Poincaré sphere angles γ n and μ n , over the angles θ n and f n of the wavevector directions 
Using isotropy
For both k E and k EH , we will first calculate the probability distribution of the x component, denoted P x (k x ). By isotropy, the distributions of k y and k z are the same. Our main aim is to calculate the distribution P k (k) of the lengths k of the wavevectors. We cannot determine this by assuming that k x , k y and k z are statistically independent, because their distributions are not Gaussian-which would be the only distribution function for each of the three components compatible with both isotropy and independence. But we can invoke isotropy to find the distribution of k, as follows. We write the full joint distribution of the components of k as
Thus, using normalisation,
To find the distribution of wavevector lengths P k (k), we use the fact that the projection of the k distribution onto that for k 
This is an integral equation for P k (k), which can be solved simply by differentiating:
(We note that this very simple result is also relevant in tomography [33] : finding the function which gives an observed projection. The analogue of (6.12) in two-dimensions is more complicated; it is the solution of Abel's equation in terms of Hilbert integrals.) The appendix describes an application of (6.12) to extend a recent calculation [10] of the distribution of the geometric phase curvature.
Wavevector statistics and superoscillations
Scalar
The distribution of lengths k sc of local wavevectors for scalar waves in 3D was calculated in previous work [6] , so we simply state the result:
Note that~/ P k 1 , sc sc 3 as predicted from (5.7).
Electric
For k Ex , the distribution to be calculated is (see (6.4))
By the central limit theorem, all 12 quantities ¢ p q Ex Ez in (6.5) describing the electric field are Gauss-distributed random variables. Explicit calculation using (6.8) with (6.6) and (6.7) reveals that these Gauss-distributed variables are statistically independent. Therefore, we need only the variances; these are This completes the specification of the ensemble. We can express (7.2) in terms of Gaussian integrals by writing the δ function and denominator Now, evaluating first the u integral (by contour integration), then the D integral (elementary) and finally the τ integral (contour integration again) gives The formulas for k Ey and k Ez , and their magnetic counterparts, are the same. For the distribution of the length k E , (6.12) gives in which k Ex is replaced by k E in R 1 and R 2 . This is our first main result. For small k E,
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These exact results are consistent with the codimension estimates in section 5. The rapid decay for k E ?1 influences the superoscillation probability. This is The three integrals can be evaluated analytically, to give an explicit formula for P EHx (k EHx ), and, using the isotropy relation (6.12), the formula for the distribution P EHk (k EH ) of the lengths k EH . The formulas are too long to write explicitly, so we just present their important properties.
For small k EH , As with the electric case, these exact results agree with the codimension estimates in section 3. Now the influence of the large kEH decay on the superoscillation probability is even stronger:
Although the formula for the theoretical distribution P EHk (k EH ) is long, it is easy to evaluate numerically. Its graph is shown in figure 5 , together with the distributions for scalar waves (P sc (k sc ), equation (7.1)) and electric wavenumbers (P EK (k E ), equation (7.8) ). The distributions are very different. The wavenumbers for the electric case are much more tightly distributed than for the scalar case, and the distribution for the electric-magnetic case is much tighter still: large values of k E and k EH , representing interference detail, are suppressed.
Numerics
The statistics of the wavenumbers for the scalar, electric, and electric-magnetic ensembles were simulated numerically for 10 000 sample superpositions of N=100 plane waves. To ensure that the wavevectors k n (equation (6.6)) are uniformly distributed on the unit sphere, cosθ n is replaced by k z , uniformly sampled between ±1; and to ensure that the polarisations in (6.1) are uniformly distributed on the Poincaré sphere, cosμ n is replaced by ζ n , again uniformly sampled between ±1. Figure 6 shows how accurately these fit the theoretical distributions. The good fits require all the correlations to be incorporated correctly; otherwise, there are visually obvious discrepances.
The different behaviour of the three cases can be visualised in an alternative way. Instead of statistics, figure 7 shows the wavenumbers for individual sample fields, for z=0, represented as surfaces above the x,y plane. The plane corresponding to the wavenumber k=1 of all the plane waves in the superposition is also shown; superoscillations correspond to the local wavevector surfaces piercing the k=1 surface. For scalar waves ( figure 7(a) ), approximately Figure 5 . Theoretical distributions of wavenumbers for scalar fields (dotted curve, equation (7.1)), electric fields (dashed curve, equation (7.8)), and electric-magnetic fields (full curve, limiting formulas (7.17) and (7.18)).
= - one-third of the wavenumbers are superoscillatory: k sc >1. For the electric wavenumbers ( figure 7(b) ), the fraction for which k Ek >1 is much smaller, reflecting the much smaller superoscillation probability (7.11). For the electric-magnetic case (figure 7(c)), there are no wavenumbers for which k EHk >1 for the sample illustrated, and indeed none were expected on the basis of the tiny superoscillation probability ∼0.01% (equation (7.19) ).
To further illustrate the point, figure 8 shows contour plots of the three different wavenumbers over a larger region (16 square wavelengths). It is immediately evident that the electric wavenumber exhibits less detail than the scalar, and the electric-magnetic wavevector even less.
Conclusions
The unanticipated outcome of this investigation of the geometry of monochromatic optical fields is the strong difference between the scalar, electric, and electric-magnetic cases. This is clearly illustrated by the lengths k of the local wavevectors k(r) and especially the very different superoscillation probabilities, whose intuitive explanation, confirmed by detailed calculations, was given in terms of the codimensions of the vanishing of the intensities involved. Interference is suppressed for electric (or magnetic) quantities as compared with scalar, and for electric-magnetic as compared with electric (or magnetic). The local wavevectors in the electric case are normalised local Poynting vectors, which are themselves proportional to the 'curl forces' that the light exerts on small absorbing particles. The phase associated with the local wavevector for the electric case is related to the work done by the curl force on a particle transported round a circuit.
Our study suggests further calculations. We have concentrated on typical waves in three-dimensions. Analogous two-dimensional calculations could be performed for waves restricted to planes, or waves propagating paraxially or nearparaxially [34] . Related calculations would determine the statistics of the magnitude | | k of the geometric curvature (phase two-form) for the three cases (see [10] for a related calculation). Additionally, we have not discussed the rotational counterparts of the Poynting vectors and wavevectors, namely the electric and electric-magnetic orbital angular momenta, and orbital components of the torques on small particles.
We hope this study will stimulate experimental investigation of the geometrical phenomena reported here. For the electric quantities, in particular P orbE , experiments could involve measurement of the curl force on absorbing particles; the wavevector k E is predicted to generate momentum kicks exerted by the field on quantum particles [35] , with the strength of the kicks being governed by the strength of the electric wavevector superoscillations at the location of the particle. It would also be desirable to observe the phases (total, dynamical and geometric) associated with k E . For the quantities involving electric-magnetic democracy, namely P orbEH and k EH and the associated phases, the microwave regime seems more promising than optics (see [36] for pioneering experiments involving both E and H).
We seek the distribution P C (C) of the magnitude = = + + | | C C C C C . This is exactly the curvature whose distribution, now denoted by P z (C z ), was calculated in [10] for the two-parameter family of Hamiltonians given by (A.1) with H z =0. Since the distribution must be isotropic in the three components, the isotropy formula (6.12) can be applied directly, to give the desired distribution for the three-parameter family (A.1) as
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We do not repeat the complicated formulas in [10] , but note only that the large C tail of P C (C) has the same power-law decay as that of P z (C z ), i.e. 
