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Abstract 
We show that finite horizon optimal mixed H2/H,  fil- 
ters are not of fixed order. Moreover, when the underlying 
systems have state-space models of order n, the optimal 
finite horizon mixed H2/H, filter has state-space model 
of order no greater than n + J where J is the multiplicity 
of the maximum singular value of T2(K) equal to  the H ,  
bound y. 
1. Introduction 
The mixed H2/H,  estimation problem was intro- 
duced as an attempt to capture the benefits of both the 
pure H2 and H ,  estimators. However, unlike the H2 or 
H ,  problems, with readily computable solutions, there is 
no known “nice” solution for the mixed problem. On the 
contrary, it has been shown that except for some trivial 
cases, the infinite horizon mixed problem does not have 
a bounded order solution [l, 21. In this paper we show 
analogous results for the finite horizon optimal mixed es- 
timation problem. For the finite horizon problem, given a 
system of order n, the order of the optimal filter depends 
on the horizon N and the H ,  bound y. Hence, unlike 
the optimal H2 filters or the central H ,  filters, the mixed 
optimal filters have no fixed order. Moreover, given a cer- 
tain system order there is no fixed upper bound on the 
possible filter order as the horizon N increases. 
To show the structure of the optimal mixed solution, 
we first recast the mixed problem as an unconstrained con- 
vex optimization problem and derive the optimality condi- 
tions using the idea of sub-gradients for convex functions 
[3,4]. The derivation of the optimality conditions, exploit- 
ing the convexity of the problem, is the key step. From 
the optimality conditions, we develop an explicit expres- 
sion for the optimal solution and hence, derive an upper 
bound on the filter order. 
2. The Data Model 
A general framework for estimation problems is shown 
in Fig.1, which subsumes both time variant and time in- 
variant finite horizon estimation problems. We assume 
that both the causal linear systems H and L have known 
state space structures of order n, such that we may write 
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Figure 1: A general estimation problem. 
~ i + l  = A i ~ i  +Bi (1) ui + Bi ( 2 )  wi, 
yi = Cixi + Dil)ui  + Di2)wi + vi,  0 5 i 5 N ,  
zi = Fixi + E,!l)ui + Ei2)wi 
where Ai E Rnxn, Bi l ) ,  Bi2), Ci, Dil), Dj2) ,  Fi, E j l )  and 
This implies that H = [ H I  H z ] ,  where 
Ei ( 2 )  are known system matrices of compatible dimensions. 
1 1 CNAN-l . . .AIBF) ... ... D$) 
are the impulse response matrices for n = 1,2.  (Similarly, 
L = [L1 Lz].) In what follows we shall denote sequences 
such as {ui}, i = 0 ,  ..., N by U ,  and simply write z = 
L[uT wTIT, to  denote that L maps the input sequence 
{ui} and {wi}  to the output sequence {zi} .  
The sequences {ui},  {w i }  and {v i}  are assumed to  
be unknown. The sequences {ui} and {wi}  may be con- 
sidered as driving disturbances and {vi} as a measure- 
ment noise. The goal is to  design a causal filter, i.e., a 
lower block triangular matrix of compatible dimension, K 
that estimates zi, the output of L,  using the observations 
{yj,j _< i}. The estimates are denoted by 2i and the esti- 
mation errors by Zi = zi - i i .  The estimation errors {Zi} 
and the disturbances { u ~ } , { w i }  and {vi} are related as: 
Z = (L1- KHl)u+ (L2 - KH2)w - Kv.  Here we are con- 
cerned with the pure mixed problem which can be stated 
as follows. 
Mixed H2/H, Estimation Problem: Given a y > 0 ,  
find a lower block triangular matrix K ,  if possible, that 
satisfies 
A 
1 
min - tr(T1(K)T1(K)T) ,  s.t. l i (Tz(K))  5 y. (1) 
causal K 2 
where T1(K) = [Ll - KH1 
KH2 - K] and a(.) is  the maximum singular value. 
- K ] ,  and T 2 ( K )  = [La - 
784 
For y 2 y2 2 B(Tz(K&)) ,  the H2-optimal filter Kzpt 
is also the optimal mixed filter. However, for yopt < y < 
y2, the optimal mixed filter attains the H, bound, i.e., 
C ( T K 2 ; )  = y [5]. Hence, for yopt < y < O ( T K 2  ), us- 
ing the Lagrange multiplier technique, we can recast the 
mixed problem (1) as an unconstrained convex optimiea- 
tion problem: 
opt 
where the scalar X is the Lagrange multiplier. 
3. Optimality Condition 
Because of the convexity of problem (2), the first order 
condition is necessary and sufficient for optimality. How- 
ever, the cost is a non-smooth convex function and so we 
use the idea of a sub-gradient of a convex function [3, 41 
to derive the following optimality condition. 
Proposition 1 K E t  is a solution t o  problem (2), if and 
only if, (i) C ( T K 2 ; )  = y, and (ii) the matrix Tz(K%) 
has unit-norm linearly independent right-singular vectors 
e and left-singular vectors pj = [pTj pZjlT, j = 1, . . e ,  J 
corresponding to the maximum singular value y of multi- 
plicity J ,  such that 
J 
{Kg:(I + HlH:) - L1HT - ajwjq?}lst = 0, (3) 
j=1 
where wj = (H2~1, j  +p2,j), and {x}& denotes the lower 
block triangular part of X. 
Note that the vectors q j  and wj are non-linear func- 
tions of the optimal filter K$t and thus (3) may not be 
suitable for obtaining a numerical solution for the filter 
K 3 .  However, relation (3) can be exploited to deduce 
the finite state-space structure of the optimal mixed filter 
as shown in the next section. 
4. Order of the Optimal Filter 
Rearranging the optimality condition (3), we can write 
the optimal mixed filter as 
where M is the the block-lower triangular factor of (I + 
HlHT),  i.e., I + HlHT = M M T ,  a = M-lq, and 
K:, = {LIHTM-T}lbtM-l is the optimal H2 filter. 
Thus, the optimal mixed filter is the sum of the usual 
H2 optimal filter and a second filter that depends on the 
value of y that ensures the H, bound. As mentioned ear- 
lier, for y > 7 2 ,  the Lagrange multiplier is zero (A = 0) 
and the second term vanishes. 
Proposition 2 The optimal mixed filter, i f  exists, has a 
time-variant state space model of order no greater than 
n + J ,  where n is the dimensionality of the underlying 
systems H and L and J is the multiplicity of the maximum 
singular value (= y) of Tz(K,m,i;"L). Moreover, this bound 
on the model order is achievable. 
For a given system, the exact value of J has a com- 
plex dependence on the y and N and J is hard to  find. 
However, there are easily computable lower bound for J .  
Proposition 3 Let rs1 2 u2 2 ~ T N ~ ~  be the ordered sin- 
gular values of Tz(K;,,) where q is the size of zi. If L is 
the largest index such that (TL 2 y. Then J 2 L. 
Therefore, unlike the optimal H2 filter or the cen- 
tral H, filter, the mixed optimal filter has no fixed or- 
der. Moreover, for a given system order there is no upper 
bound on J and hence, the maximum filter order is not 
restricted by the order of the underlying system. Note 
that for a stable A thle singular values of T2(Kzp,) re- 
mains bounded as N + 00, hence, the singular values are 
closely spaced for larger N .  Roughly speaking, for any 
y < y2(= (TI), the number of singular values larger than 
y increases with N .  AE~ a result, the filter order increases 
with N .  This provides an intuitive explanation for the 
result that the optimal mixed infinite horizon filters have 
no bounded order solution whenever y < 72. Besides the 
order of the optimal filter there are two more interesting 
facts we would like to  stress. First, even if the underly- 
ing systems H and L are time-invariant the optimal filter 
is time-variant whenever the second term involving the 
singular vectors is present. Second, the presence of the 
additional term makes it impossible for the optimal filter 
to have a recursive solution. 
5. Conclusion 
In this paper, we have derived the optimality con- 
dition and an upper bound for the finite horizon mixed 
H2/H, estimation problem. Using the optimality con- 
dition, we derived an upper bound on the order of the 
optimal mixed H2/H, filter. Unlike the optimal H2 fil- 
ter or the central H ,  filter the optimal mixed filter has 
no fixed order. Moreover, for a given system order there 
is no upper bound on the maximum possible filter order, 
a result which is consistent with the results obtained for 
infinite horbon mixed H2/H, filters. 
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