I. INTRODUCTION
Reynolds Averaged Navier Stokes (RANS) simulations model turbulent transport instead of fully resolving the turbulent motion. As a result, they have the potential to be significantly more computationally efficient than Large Eddy Simulations (LES), which resolve most of the energycontaining scales of the flow, or Direct Numerical Simulations (DNS), which resolve all scales of the flow. Furthermore, RANS models are generally regarded as being easier to implement than LES or DNS. Due to their ease-of-use and computational efficiency, RANS models have become the workhorse of computational fluid dynamics (CFD).
However, because RANS relies on turbulence models and empirical parameter values, it can yield inaccurate predictions in many flow fields. While parameter uncertainty can be assessed through Monte Carlo and Bayesian methods, [1] [2] [3] [4] RANS model form uncertainty remains poorly characterized. Many RANS models rely on the Boussinesq hypothesis,
In Eq. (1), u ′ i is ith component of the velocity field fluctuations, k is the turbulent kinetic energy, ν t is the eddy viscosity, and S i j = 1 2 (
hypothesis is useful because it yields accurate results in many simple shear flows and the eddy viscosity conveniently aids numerical convergence. However, it relies on several underlying assumptions that are violated in many common flows. The Boussinesq hypothesis is only strictly correct in flows in which the turbulent time scale is much smaller than the mean shear time scale, because otherwise the Reynolds stresses will be subject to non-local effects. 5 In duct flows, an isotropic ν t is not able to accurately predict the secondary flows that develop in the corners. 6 In flows with swirl or streamline curvature, a linear relation between the Reynolds stresses and the mean strain rate tensor is no longer accurate. 7 Therefore, in many configurations of engineering relevance, one or all of these assumptions are violated in various regions of the flow.
Alternative closures for the Reynolds stresses have been developed to remedy many of the deficiencies of the Boussinesq hypothesis. Reynolds Stress Transport Models (RSTM) solve six extra transport equations, one for each of the Reynolds stress components. 8 These models do not rely on an eddy viscosity, and are therefore more suitable for predicting anisotropy and non-local effects. Algebraic stress models have also been developed to target the Reynolds stress anisotropy without the added cost of six extra transport equations for the Reynolds stresses. [9] [10] [11] Quadratic and cubic eddy viscosity models have been proposed to enhance predictions in flows with curvature and stagnation. 7, 12 Furthermore, LES has been shown to perform well in many flows for which RANS fails to give accurate results. However, each of these solutions comes at the cost of increased computational requirements, decreased ease of implementation, and often worsened convergence properties. Therefore, there would be significant value in knowing which of these corrections or models is most appropriate for a given flow.
Gorle et al. 13 developed a marker that indicates when the Boussinesq hypothesis may be inappropriate. Their marker acts as a binary flag to demarcate the regions in which the flow differs from parallel shear flow, which is the regime for which the eddy viscosity model was developed. They used this marker to generate tighter uncertainty bounds on their RANS simulations by perturbing the Reynolds stress anisotropy only in those regions that the marker indicated could be subject to higher uncertainty. This marker was developed based on domain knowledge and physical intuition, and was shown to perform reasonably well in a jet-in-crossflow configuration and flow over a wavy wall. This paper will seek to develop markers of high RANS uncertainty through a data-driven approach using machine learning techniques. Instead of developing a single marker for when RANS models are inaccurate, separate markers are sought for when each specific assumption (e.g., linearity, isotropy, non-negativity) in the eddy viscosity model breaks down.
Data-driven techniques have recently been applied to turbulence modeling in several different contexts. Bermejo-Moreno and Pullin 14 used clustering techniques to detect and classify vortices of different shapes. Several attempts have also been made to tune RANS model coefficients using Bayesian inversion techniques trained on experimental data or high fidelity simulation results. [1] [2] [3] [4] These techniques have the potential to be used to propagate parameter-based uncertainty, but do not fully address model form uncertainty.
Dow and Wang 15, 16 used adjoint-based methods to compare RANS and DNS results for a range of channel flow configurations in order to estimate the model form uncertainty in RANS models due to incorrect eddy viscosity fields. They modeled this discrepancy as a Gaussian random field, which they used to predict the model form uncertainty in the RANS model for each configuration. This methodology directly addressed model form error due to incorrect values of the eddy viscosity, but was not demonstrated to be capable of generalizing to new flow configurations for which DNS data were not available.
Duraisamy et al. 17, 18 also applied machine learning techniques towards enhancing RANS modeling predictions. They used supervised learning techniques on a bypass transition boundary layer flow to learn the intermittency factor as a function of local flow variables. The RANS results were divided into two sets: 80% for training and 20% for validation. The neural networks and Gaussian processes trained in this manner performed well on the validation set. However, the ability of these algorithms to generalize to flows different from those on which they were trained remains an open question.
Tracey et al. 19 used non-parametric methods to try to fit the error in RANS Reynolds stress predictions. These methods are unwieldy on large training data sets, and the results showed limited ability to generalize. In later work, Tracey et al. 20 used a neural network to try to learn the Spalart-Allmaras turbulence model. They explored the potential of the neural networks to accurately reproduce Spalart-Allmaras results over several different simple flow configurations, including flat plate boundary layers, channel flows, and attached flows around airfoils. This work represented an important step towards using machine learning algorithms to generalize beyond the flows on which they were trained. By targeting the Spalart-Allmaras model instead of the true turbulent flow, Tracey et al. were able to side-step many of the challenges involved in comparing RANS results to high-fidelity results in order to focus on algorithmic development.
In this work, machine learning algorithms are used to indicate regions where RANS will have higher uncertainty due to the breakdown of specific model assumptions. Supervised machine learning algorithms were trained by comparing RANS results to high fidelity results across a range of different flow configurations, including complex flows with three-dimensionality and regions of separation. These algorithms act as binary classifiers that either turn a marker "on," indicating a region of high uncertainty, or turn it "off," indicating a region of low uncertainty. Such markers have a range of potential applications. They have immediate utility for post-processing of RANS results to better understand the regions that may have high uncertainty. Furthermore, based on which markers are "on" in regions of interest, relevant corrections or models could be implemented to mitigate that source of error. For example, if the marker indicates that the Reynolds stresses are highly anisotropic in a region of interest, an algebraic stress model or Reynolds stress transport model could be employed to mitigate that source of error. These markers could also be used to trigger adaptive model corrections during runtime. It should be noted that these markers indicate sources of RANS error, but this error will also be advected elsewhere in the flow field. Therefore, these markers could also be used as part of an error transport model, such that errors in the Reynolds stress models could be propagated through to uncertainty in the mean velocity field and pressure distribution.
A key contribution of this work is examining how to formulate features, error metrics, and validation procedures to ensure the generalization of the marker classification algorithms to new flows. Furthermore, three different classifier algorithms are evaluated, and their strengths and weaknesses are discussed in the context of applications in turbulence modeling. Section II describes the database of high fidelity data sets used to train the machine learning algorithms. Section III details the machine learning algorithms tested, and Sections IV and V describe the input formulation process and error metrics. Sections VI and VII present the results and conclusions.
II. COMPUTATIONAL DATABASE
The machine learning algorithms were trained on a database of seven different flows for which both RANS results and high fidelity LES or DNS results were available. These cases are summarized in Table I . Figure 1 shows a schematic of the flow configuration for each case. These flows were chosen to satisfy several constraints: (i) availability of validated high fidelity LES or DNS results, (ii) incompressible, non-reacting flows, and (iii) varied flow features. The first constraint was necessary because the machine learning algorithms of interest in this study are "supervised" learning algorithms-they must be trained on data sets for which the correct labels are known. Therefore, high fidelity CFD results were necessary for the training and validation of these algorithms. While it would have been preferable to use only DNS results in order to ensure the highest possible fidelity of the results, LES were also included in the database if they were well-resolved and their results had been well-validated against DNS or experimental data. These LES cases served to provide a more diverse and complex set of configurations, including wall-bounded flows at moderate Reynolds numbers that would have been difficult to obtain using DNS. All of these high fidelity data sets have been previously reported in the literature, and the references are given in Table I .
Only incompressible and non-reacting flows were considered in this study. These constraints were put in place in order to reduce the total number of data sets that would be required to train the algorithms. One can imagine that the more complex the physics considered, the more data the algorithms must be given to train on in order to make accurate predictions in those flows. Therefore, in this first effort, strongly compressible, multi-physics, and reacting flows were not considered. The last consideration in building the computational database was incorporating a diversity of flow configurations. This diversity was necessary in order to evaluate the ability of the algorithms to generalize to flows substantially different from those on which they were trained. As can be seen in Table I , a wide variety of flows was included in the database, including flows with separation, curvature, three-dimensionality, and Reynolds stress anisotropy. RANS is known to have significant inaccuracies in its predictions of many of these flows. There is ongoing work to expand this database to encompass a wider set of flow regimes. Section VI C discusses a metric for determining if a new flow case represents an extrapolation or if its flow regimes are well-represented by flows in the current database.
The RANS results were obtained using the k − ϵ model. While the classifier predictions are likely to be model-dependent, this same methodology for detecting regions of high model form uncertainty could be extended quite naturally to other RANS eddy viscosity models by training the classifiers on predictions from those models instead. In test cases 1 to 3, the RANS simulations were performed using the commercial software FLUENT 12.0. In cases 4 to 7, in-house Sandia National Laboratories codes were used, including SIERRA Fuego 34 and Sigma CFD. 35 In all cases, mesh refinement studies were used to verify grid convergence. In order to enable direct comparison between high fidelity CFD and RANS results, the high fidelity results were interpolated onto the RANS mesh. Only the mean field and time-averaged statistics were retained from the high fidelity results to allow more meaningful comparison to RANS.
Throughout this study, leave-one-out cross-validation techniques were used to set classifier hyper-parameters and to determine classifier performance. In this type of cross-validation, all but one of the datasets in Table I were used to train the classifier, and then the classifier performance was evaluated on the final data set. This process was repeated so that each data set served as the validation set once, and in the training set all other times. The leave-one-out cross validation technique allowed for the most robust assessment of the classifier performance with the limited number of data sets available. The classifier hyper-parameters were determined as a preliminary stage before classifier performance was assessed.
This cross-validation technique can also be used to assess the effect of database size on classifier performance. Figure 2 plots the classifier error rate as a function of database size for one of the classification markers discussed in this paper, using the Adaboost classification algorithm discussed in Section III B. For each training set size, seven-fold cross-validation was used to evaluate the classifier performance. The classifier error rate was evaluated both over the training set, yielding the training error, as well as over the rest of the database not used for training, yielding the validation error. The difference between the training and validation error is an indicator of the degree of over-fitting occurring. This plot shows that as the number of data sets used for training increases, the training error increases slightly and the validation error decreases significantly. Nevertheless, the training error remains below the validation error, even when six cases are used for training, indicating that some over-fitting is still occurring. Therefore, the classifier performance would benefit from a larger training database.
III. MACHINE LEARNING ALGORITHMS
Machine learning encompasses a variety of data-driven methods that include classifiers, regressors, and clustering algorithms. Supervised machine learning algorithms use a set of labeled training data to learn a mapping from inputs to outputs. Three different supervised machine learning classifiers were evaluated in this study: Support Vector Machines (SVMs), 36 Adaboost Decision Trees (DTs), 37 and Random Forests (RFs). 38 These three algorithms were chosen because of their ability to learn non-linear decision boundaries, a prerequisite for turbulence modeling. Furthermore, these three algorithms are all widely used across a broad range of machine learning applications, making them good candidates for evaluation in the context of turbulence. All three of these algorithms were implemented using tools from the open source Python library Sci-kit learn.
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A. Support vector machines
The support vector machine is a popular classification algorithm based on finding a separating hyper-plane that maximizes the margin by which training points are classified.
36 Figure 3 shows a diagram illustrating the principle behind maximizing this margin of classification, which serves to increase the robustness of the classifications. The power of SVMs is that they can be kernelized. In other words, the input data can be efficiently mapped into a higher-dimensional space, so that instead of finding a linear decision boundary, a complex non-linear decision boundary can be learned. SVMs have the added benefit of highly efficient memory utilization, since only a small number of the original training data are used in the classification stage. Only those vectors, called the "support vectors" which actually constrain the decision boundary are used in the decision process. Furthermore, SVMs are compatible with regularization to reduce the risk of over-fitting on noisy data. This regularization allows some training points to be mis-classified in order to preserve a less complex decision boundary. This regularization is attractive because even LES and DNS data will have some residual noise associated with statistical convergence, and it is important not to fit the noise.
A radial basis function (RBF) kernel was used for the SVMs in this study because of its ability to capture the unknown non-linear dependence of the turbulence modeling error on the local flow variables. The SVMs therefore had two hyper-parameters that had to be set: C, which dictates the degree of regularization, and γ, which specifies the degree of non-locality used in the radial basis functions. Leave-one-out cross-validation was used to set these two parameters to C = 10 and γ = 1.
B. Adaboost decision trees
DTs are classifiers that use an "if-then" paradigm. Classification and Regression Trees (CART) are a type of decision tree with binary splits that maximize the information gained at each split, according to the Gini information metric. 40 One benefit of DTs is that their decision process can be more easily understood than with SVMs or deep learning algorithms. Their classification time scales logarithmically with the amount of training data. Furthermore, DTs do not require input pre-processing. SVMs require a data pre-processing step that renormalizes the inputs to zero mean and unity standard deviation so that Euclidean distances computed between points will treat each input equally. Because DTs do not rely on any distance metric, this pre-processing step is unnecessary.
DTs, however, also have several disadvantages. First, they have a strong tendency to over-fit data, especially if they are allowed to grow to their full size. This susceptibility to over-fitting can make DTs trained on slightly different data sets result in very different classifiers. Finally, because DTs are based on a series of binary "if-then" splits, they can struggle with complex non-linear decision boundaries. Figure 4 shows an example of a DT classifier attempting to represent a non-linear decision boundary. Because the DT relies on perpendicular splits, it must use a stair-step pattern to build up this decision boundary.
One remedy for these shortcomings is to generate an ensemble of DTs. In other words, train multiple decision trees on subsets of the data and let them "vote" on the correct classification. One commonly used ensemble method is called Adaboost. 37 Adaboost is one of a broader category of methods called "boosting," in which a series of weak classifiers is used to build up a strong classifier. The basic idea behind Adaboost is that each tree is generated by training it on a stochastically generated subset of the training data. Instead of choosing this training data randomly with replacement (i.e., "bagging"), the data for a given tree are chosen to over-represent those points that the previous trees in the ensemble mis-classified. Therefore, each tree hones in on those points that the previous trees struggled with. In the context of turbulence modeling, this process allows the successive levels of boosting to focus on fine-grained features near regions where RANS assumptions are violated. The final classification of a point is given by a weighted vote among all the trees in the ensemble, where the weights are based on each tree's accuracy over the distribution on which it was trained. While Adaboost provides greater flexibility to fit complex decision boundaries, it is generally acknowledged to be susceptible to noise. Mis-labeled training data will tend to be successively over-sampled in repeated rounds of boosting, magnifying the effect of the incorrect labels. 37 The Adaboost DTs had two hyper-parameters to tune: the depth of the tree and the number of levels of boosting. These were optimized simultaneously through cross-validation on a test matrix of values, yielding a tree depth of 2 and 10 levels of boosting.
C. Random forests
Random forests also rely on an ensemble of decision trees. However, unlike the Adaboost DTs, each tree is trained on a random subset of the training data chosen through "bagging" (random sampling with replacement). The randomness of the decision trees in a RF is enforced by only allowing the DT to use a random subset of the input variables when determining each split. 38 Often, the size of this subset is defined to be the square root of the total number of input features. 41 The randomness in these DTs has two main benefits. First, it enhances tree diversity, so that different trees in the ensemble are less likely to be very similar to each other. This diversity improves the robustness of the ensemble predictions. Second, because at each split only a subset of the features is used, the tendency of the ensemble to over-fit the data is diminished. Once the trees in the RF have been trained, they each have an equal vote in the ensemble classification of any new point.
To maintain tree diversity, DTs in RFs are usually allowed to be "full"-there is no maximum depth or minimum number of training points per leaf. The effect of the ensemble is used to compensate for any over-fitting that would usually result from this lack of pruning. Therefore, there is only one hyper-parameter to set for this algorithm: the number of DTs in the random forest. In general, the accuracy of the RF will increase with increasing number of trees, but with diminishing returns as the forest grows larger. Leave-one-out cross-validation was used to determine the accuracy of the RF as a function of forest size N RF . Figure 5 one of the markers developed in this paper. As can be seen from this figure, the error rate decreases sharply between N RF = 1 and N RF = 10, with smaller improvements as N RF increases to 25. N RF was therefore set at 25 to avoid a strong dependence of performance on forest size. The training time for 25 trees on 10 000 data points each was 680 ms and the evaluation time for these trees on a validation set of 10 000 points was only 45 ms on a single 2.5 GHz processor with 32 GB of RAM. Both of these processes can be easily implemented in parallel for even faster run times.
D. Data partitioning
The training memory requirement for SVMs scales quadratically with the number of training points, effectively limiting the training data size to less than around 100 000 points, with 10 000 points serving as a more feasible training size. 42 Because the total number of training points available from a single flow simulation often exceeds this amount by two or more orders of magnitude, this limitation in training data size proves too restrictive. To circumvent this limitation, the training data are partitioned, and a classifier is trained on each partition, in a methodology known as "distributed pasting of small votes." 43 Therefore, an ensemble of classifiers is developed, each trained on a subset of the data. Chawla et al. 43, 44 have shown that classifiers trained in this manner have performance comparable to those trained on the entire training data set. This same methodology was used with the Adaboost DTs and random forests, in effect creating an ensemble of ensembles in those cases. This method of partitioning the training data not only significantly reduces the training time, but also lends itself to parallel computation and distributed memory architectures.
The data were partitioned in the following manner. Each partition had 10 000 training points, since this was the maximum number that SVMs could handle without significant slowing. These 10 000 points were distributed as evenly as possible over the training data sets. For example, if 5 data sets were used for training, then each would contribute 2000 randomly selected points to the partition if possible. If any single data set were too small to contribute 2000 training points (e.g., the fully developed channel data set, which was reduced down to a single profile, based on the 1-D nature of the variation in this flow), then that data set would simply contribute as many points as it had available. Therefore, each partition consisted of a distinct subset of training points evenly distributed over the data sets, to the extent that those data sets had enough available points. Once all of the points from a given data set had been sampled without replacement, the remaining partitions would re-sample randomly with replacement from that data set. Therefore, the partitions had distinct subsets of the larger data sets, but had randomly overlapping sets of the smaller data sets. This sampling strategy was implemented in order to use as much of the training data as possible and to ensure that the classifiers in each partition had access to data from all of the training data sets.
In order to make the final classification of a point, the classifiers from each partition would vote, and if the mean vote was over a given threshold, the marker for that point was turned "on." If the mean vote was below that threshold, the point was classified as "off." If the number of "on" and "off" points were equal in the training data sets, then a reasonable value for this threshold would be 0.5, so that at least half of the ensemble would have to classify a point as "on" in order for the final classification to be "on." However, the training data are highly skewed because in most regions of the flows, RANS assumptions are reasonably accurate, with the result that the markers should be "off" much more than 50% of the time in most flows. Therefore, in order to set the threshold, the inverse cumulative distribution function (cdf) of the binomial distribution was employed. Let y pred be defined as the average rate that the individual classifiers predicted the marker to be "on" for a given validation data set. Then, if the classifiers were all independently and randomly classifying points as "on" with a probability y pred , the total number of classifiers that classified any given point as being "on" would be distributed binomially. Therefore, setting a threshold based on the inverse cdf of the binomial distribution can be thought of as using a one-sided hypothesis test to determine if a point has been classified as "on" by a statistically significant number of classifiers to some degree of confidence, α. For example, if we have 100 classifiers in our ensemble, and if the degree of confidence desired is α = 0.95, and y pred = 0.1, then through the inverse cdf method, at least 15 2015) of those classifiers must classify any given point as "on" for the final ensemble classification to be "on."
In order to implement this inverse cdf threshold, the degree of confidence α must be specified. This parameter will trade-off between the rate of Type I errors (false positives) and the rate of Type II errors (false negatives). The optimal value of α was determined by minimizing the cross-validation error for each of the three algorithms. This analysis resulted in α = 0.6, 0.7, and 0.95 for the SVM, Adaboost DT, and random forest algorithms, respectively.
E. Quantifying classifier accuracy
An important component in developing classifiers to detect regions of high RANS uncertainty is the ability to quantify the accuracy of these classifiers. There were two performance metrics of interest in this study: the total error and the class-averaged (CA) error. The total error takes the ratio of the total number of mis-classified points to the total number of points. It does not distinguish between false positives and false negatives. The CA error, on the other hand, is the average of the false positive rate and the false negative rate. For example, consider the case in which there are 100 total points in the test set, and RANS uncertainty is high for 15 of them. Suppose that in the classifier predictions, there are 5 false positives and 5 false negatives. Therefore, the total error rate is 5+5 100 = 10%. However, the false positive rate is 5 85 = 5.9% and the false negative rate is 5 15 = 33.3%, giving a CA error of 19.6%. As this example shows, in highly skewed test sets, the total error can deviate significantly from the class-averaged error.
The weakness of the total error is that it can be misleading in highly skewed data sets. If the marker should only be "on" 2% of the time, then a classifier that sets the marker as "off" all the time will only have a 2% total error. However, the CA error will be 50%, indicating that this classifier is not informative. Nevertheless, the total error was used in all cross-validation optimizations to set the algorithm hyper-parameters because using the CA error resulted in unacceptably high false positive rates. When the CA error was used to set the hyper-parameters, the classifiers were "on" in nearly all complex regions of the flows, whereas to be useful, the classifiers should only be "on" in those regions where the relevant RANS assumptions are violated. Therefore, the total error was used to set the hyper-parameters, but the CA error is also presented in Section VI, as it provides important information on the ability of the markers to accurately differentiate between regions of high and low RANS uncertainty.
Both the CA error and the total error were evaluated through leave-one-out cross validation. It is important to emphasize the fact that the classifier was never trained on any points from the data set on which it was evaluated. Furthermore, the different cases in the database are significantly different from each other-they differ not just in flow conditions or Reynolds number, but also in basic flow configuration. These data sets represent the most ambitious exploration of the ability of machine learning algorithms to generalize across fluid flows in the current literature.
IV. INPUT FORMULATION
In order to predict in which regions of the flow RANS may have a high uncertainty, the machine learning algorithms must have information about the flow. In order to make these algorithms as applicable as possible to RANS simulations, the inputs should use only local flow variables, so that they can operate on unstructured grids. Furthermore, the inputs should be formulated from only the RANS results, without any contribution from the high fidelity data sets, because these algorithms should be able to make predictions on RANS flows for which no high fidelity data are available.
In order for the results to exhibit good generalization properties, the inputs should be rotationally invariant and non-dimensional. In order to construct these inputs, the following raw local flow variables were considered: the mean pressure P and its gradient vector, the mean velocity U and its gradient tensor, the turbulent kinetic energy k and its gradient vector, the turbulent dissipation rate ϵ, the eddy viscosity ν t , the mean density ρ, the molecular viscosity ν, and the distance to the nearest wall d. These variables are all readily available from RANS solvers. 
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From these flow variables, 12 inputs were constructed based on domain knowledge and physical intuition. These inputs are listed in Table II along with physical interpretations of their meanings. In this table,
) is the anti-symmetric rotation rate tensor, and ∥R∥ is its , respectively. A more detailed discussion of Craft's CEVM is included in Section V. These 12 inputs were crafted to convey as much of the relevant local flow information as possible in terms of physically relevant quantities. Because none of the flows in the database had significant density gradients, no inputs with density gradients were included.
Many of the inputs listed in Table II are of a similar form. Instead of using ratios of the form A B to non-dimensionalize the inputs, most of the inputs were formulated as A | A|+|B| . This formulation has the benefit of constraining the input to lie in the range [−1, 1], and reducing the probability of the denominator approaching zero. The constrained range not only disposes of the need for input pre-processing for the SVMs, but also decreases the risk of extrapolation when testing on new data sets. The specific inputs used for each marker were chosen through a feature selection process described in Section VI.
V. ERROR METRICS
Three different RANS assumptions were investigated in this study: (1) the non-negativity of the eddy viscosity, (2) the isotropy of the eddy viscosity, and (3) the linearity of the relation between the Reynolds stresses and the mean strain rate. A classifier was developed for each of these assumptions to predict when it was likely to be invalid. A binary error metric had to be developed for each assumption to quantify its accuracy in order to provide labels for the training data. The error metrics assumed a value of 1 when the high fidelity results indicated that the relevant assumption was violated, and a value of 0 otherwise. These error metrics will be referred to as y 1 , y 2 , and y 3 , respectively. Binary classification was performed instead of regression for a real-valued uncertainty in order to simplify the problem formulation. Binary classification algorithms are well-characterized and robust, and are therefore suitable for this early effort at applying data-driven techniques to RANS model form uncertainty quantification. For all three error metrics, the error metric was automatically set to zero if the turbulence intensity, as predicted by RANS, was below 0.5%. This condition was enforced because if the flow is laminar, then errors in the eddy viscosity will have a negligible effect.
For the LES cases in the database (cases 3, 6, and 7), it was important to consider the contribution of the sub-grid scale (SGS) model to the Reynolds stresses when calculating the error metrics. For LES, the total Reynolds stresses are given by
where u ′ i u ′ j,res are the resolved Reynolds stresses, and k SGS and ν t,SGS are the SGS turbulent kinetic energy and turbulent viscosity, respectively. All three LES cases in the database were originally selected in part because of their high resolution. For cases 3 and 7, the SGS turbulent viscosity was an order of magnitude less than the molecular viscosity. In these cases, the SGS contribution to the Reynolds stresses was deemed negligible.
In case 6, the SGS turbulent viscosity was shown to be the same order of magnitude as the molecular viscosity. Analysis showed that including the SGS terms in the Reynolds stress calculation changed fewer than 0.1% of the training labels in case 6 for the three error metrics, and had no discernible impact on the marker performance. Therefore, for all three LES in the database, the SGS contribution to the Reynolds stresses was shown to have negligible impact on the error metrics used to train the markers.
A. Negative eddy viscosity error metric
In the Boussinesq hypothesis, the existence of a non-negative eddy viscosity is presumed. However, in regions of rapidly changing velocity gradients, this assumption may not be valid. 5 The breakdown of the non-negativity assumption would necessitate switching to a model (such as a Reynolds stress transport model) that does not rely on eddy viscosities. An isotropic eddy viscosity can be extracted from the high fidelity simulation results as
Using this value for ν t , the formulation of the error metric y 1 for this assumption was straightforward,
B. Anisotropy error metric
The anisotropy of the Reynolds stress tensor is the degree to which the Reynolds stresses deviate from 2 3 kδ i j . The anisotropy of the Reynolds stresses is known to be high in many flows, including in boundary layers where the no-penetration boundary condition damps fluctuations in the wall-normal direction. The normalized anisotropy tensor can be written as 5, 45, 46 
. Since the trace of a i j is zero, the second tensor invariant II a and third tensor invariant III a of a i j characterize the anisotropy of the Reynolds stresses. 5 A simplified interpretation of these invariants is that II a signifies the degree of the anisotropy and III a gives information on the type of anisotropy. 46 Therefore, II a will be taken as the target for the anisotropy error metric. In fact, −2II a is a convenient quantity to work with since −2II a = a i j a j i . −2II a ranges from 0 in isotropic turbulence to 2 3 in one-component turbulence. 45 The anisotropy error metric y 2 was defined as
The threshold was set at 1 6 because in two-component turbulence, −2II a = 1 6 . Rather than setting an arbitrary threshold, this value was chosen since it has a physical significance. Two-component turbulence, which is encountered in the near wall limit, represents a significantly anisotropic state in which the Boussinesq hypothesis is known to fail. For this threshold value of 1 6 , y 2 = 0.25 on average across the flow database.
C. Non-linearity error metric
The Boussinesq hypothesis in Eq. (1) prescribes a linear relation between the Reynolds stresses and the mean strain rate tensor. In flows with swirl or streamline curvature, this linear relation may not be accurate. 7, 12 In fact, Pope showed that in general, an eddy viscosity model could depend on cubic products of the strain rate tensor and the rotation rate tensor. 47 To mitigate this deficiency, Craft et al.
7 developed a CEVM. It is challenging to directly assess the accuracy of the linearity assumption using high fidelity simulation results because at any given point, a value of ν t can be found which will satisfy the linear relation. Therefore, in order to assess the uncertainty in the linearity assumption, two values of eddy viscosity were extracted from the high fidelity results: one using the linear eddy viscosity model prescribed by the Boussinesq hypothesis, ν t,LEVM , and one using Craft's CEVM, ν t,CEVM . ν t,LEVM was extracted from the high fidelity results using the same procedure as shown in Eq. (3). ν t,CEVM was calculated by iteratively solving the following non-linear equation for ν t , given the high fidelity results for the Reynolds stresses and the velocity gradients:
In Eq. (6), C 1−7 represent parameter coefficients, whose values were set according to the suggestions of Craft et al. 7 Equation (6) differs from the original formula for the Reynolds stresses proposed by
Craft in that all the instances of ϵ have been replaced by
, and C µ = 0.09 has been used instead of Craft's more complex functional form for this parameter. This formulation circumvents the need for extracting ϵ from the high fidelity results.
By comparing the values of ν t,LEVM and ν t,CEVM , it is possible to determine regions of the flow where there is greater uncertainty associated with the linearity assumption. There is no guarantee that the CEVM would be more accurate than the LEVM in these regions of the flow, however, only that their predictions would differ. The third error metric y 3 was defined as
There was no natural threshold value for y 3 , so the threshold was set at 0.15 based on the distribution of |ν t,CEVM −ν t,LEVM | |ν t,CEVM |+|ν t,LEVM | in the training data, such that the error metric y 2 would have an average value near 0.2. More highly skewed class labels led to difficulties in training the algorithm, since it did not have enough "on" points on which to train.
VI. RESULTS
A. Feature selection
Feature selection is the process by which the relevant input features for each error metric are chosen from the possible inputs detailed in Section IV. Feature selection can reduce over-fitting and decrease memory usage and run time. 48 Feature importance ranking based on the Gini information content was used to rank the features based on their importance in determining the splits in the Adaboost DTs. 39 The underlying assumption in using this feature selection method was that the three different algorithms would all find the same features most relevant in making classifications for a given error metric. Indeed, feature rankings obtained from the random forests were relatively consistent with those obtained from the Adaboost DTs.
Forward feature selection, a greedy iterative procedure in which inputs are added to the set of features one by one based on maximizing the performance gain with each addition, was also evaluated. This wrapper method requires training the algorithms hundreds of times, and is therefore significantly slower than the feature ranking approach. Furthermore, repeated trials showed that the results were inconsistent, indicating a sensitivity in the chosen features to the randomly sampled training and testing data. The feature ranking method, on the other hand, showed good consistency between trials and superior performance, and was therefore adopted as the feature selection methodology of choice.
The number of top-ranked features to retain was determined through cross-validation. For marker 1 (negative eddy viscosity), the chosen features were {1, 2, 4, 6, 9, 10, 11} from Table II. For marker 2 (anisotropy), the inputs were {1, 2, 3, 5, 6, 11}. For marker 3 (non-linearity), the inputs were {1, 2, 9, 10, 11, 12}. The cross-validated errors of all three algorithms were evaluated both with and without feature selection, and are tabulated in Table III . Feature selection reduced the average cross-validated SVM classifier error by 33% and the average Adaboost DT classifier error by 3%. On the other hand, the RF total error was increased by 6% when feature selection was implemented. These results are consistent with the fact that ensembles of decision trees, particularly random forests, are known to be relatively insensitive to feature selection in comparison to SVMs. 48, 49 The fact that Adaboost DTs and RFs do not necessitate feature selection is a major advantage of these algorithms relative to SVMs, since feature selection algorithms can be computationally expensive and sensitive to the training data. For the remainder of this paper, all of the SVM and Adaboost DT results reported were obtained using feature selection, whereas all the RF results were obtained without feature selection, in order to obtain the best performance possible from each algorithm. The results of the feature selection process are also of interest from a modeling perspective. For example, for the anisotropy marker 2, the top two ranked features are the turbulence intensity (input 2) and the turbulence Reynolds number (input 3). It makes sense that the turbulence intensity would be a key feature, since all the error metrics are set to zero below a given turbulence intensity threshold. Since the turbulence Reynolds number can be thought of as a non-dimensional distance to the nearest wall, the high ranking of input 3 could be reflective of the fact that the Reynolds stresses tend to be highly anisotropic in boundary layers. For marker 3, on the other hand, Gorle et al.'s 13 indicator of deviation from parallel shear flow (input 9) is the top ranked feature. This result is consistent with the fact that the linearity assumption breaks down in flows with high levels of flow curvature. 7 A comprehensive discussion of the insights that can be gleaned through detailed analysis of the feature selection results is beyond the scope of this paper. However, these initial insights show that it is possible to gain physical intuition from data-driven algorithms.
B. Marker performance
Receiver Operating Characteristic (ROC) plots are a useful method for visualizing the sensitivity and specificity of a binary classification system. The true positive rate (sensitivity) is plotted against the false positive rate (1-specificity). A perfect classifier will have a true positive rate of 1 and a false positive rate of 0. A classifier that has no ability to distinguish between classes will have a true positive rate equal to its false positive rate. Figure 6 shows the ROC plot for all three algorithms and all three markers. As this plot shows, for all markers the true positive rate is greater than the false positive rate. All three algorithms have the best performance for marker 2 (anisotropy). Perhaps this marker has the best performance because the most information about it is contained in the local flow variables. Because the anisotropy is likely to be high in any boundary layer due to the no-penetration boundary condition at the wall, a classifier that can correctly identify boundary layers will already have a performance better than random.
For markers 1 and 3, the random forest has slightly higher false positive rates, resulting in a higher total error than the other two algorithms. However, the random forest also has by far the highest true positive rates for these two markers, resulting in significantly lower class-averaged error. While the average total error over the three markers is 24% lower with the SVMs than with the RFs, the class-averaged error is 45% higher with the SVMs than with the RFs. This analysis indicates that on average the RFs provide the best balance of specificity and sensitivity for these FIG. 6 . ROC plot for all three algorithms for all three markers. Symbols for marker 1 (negative ν t ) have white cross-hatching, for marker 2 (anisotropy) have no cross-hatching, and for marker 3 (non-linearity) have gold cross-hatching. The black line has a slope of 1 and indicates the performance of a classifier that has a false positive rate equal to its true positive rate. three markers. This high performance could be due in part to the relative resilience of RFs with respect to noisy training inputs and labels. 50 While the high fidelity data sets were selected for their good convergence and validation, statistical noise is inevitable, particularly when the error metrics depend on products and ratios of gradients of the statistics, as is the case for all three error metrics. Therefore, resilience to noise is a key advantage for RFs.
In order to better understand the marker performance, it is useful to examine contours of marker predictions for various flow configurations. Figure 7 shows a scatter plot of the marker predictions for all three markers for three representative data sets in the database. In each case, the marker was trained on the other six data sets in the database, and then tested on the data set shown. Random forests were used as the classifier algorithm. The scatter plots look "spotty" because points were only retained in the database if the high fidelity mesh matched up with the RANS mesh within a given tolerance at that point. The true positive and false negative points together constitute the regions over which the associated RANS model assumption was violated, whereas the true negative and false positive points together indicate regions where the assumption was valid. From examining Fig. 7 , it is clear that the marker predictions are not perfect. In Fig. 7(d) , the anisotropy marker 2 misses the tail of high anisotropy downstream of the hill. In Fig. 7(h) , the non-linearity marker 3 incorrectly predicts high uncertainty in the wake region of the cube. Nevertheless, these contours demonstrate several very favorable characteristics of these markers. First, the three markers give distinctly different predictions for the same flow, demonstrating that different RANS assumptions tend to break down in different regions, and the classifiers can distinguish those differences. Second, the markers are able to correctly predict regions of high uncertainty in regions that might not be obvious to even an expert RANS user. For example, Fig. 7(g) shows that the non-linearity marker 3 correctly predicts high uncertainty above the hill crest. The cause of this high uncertainty is not clear, even in hind sight. Finally, the markers are able to give reasonable predictions of the regions of high RANS uncertainty even though their inputs are from the wrong flow field. The algorithms have only RANS data as inputs, but are designed to predict regions when high fidelity data sets have indicated RANS assumptions might break down. These markers exhibit a robustness to making classifications in regions where the RANS results may be significantly inaccurate. Figure 8 shows contours of marker predictions on case 3 (the inclined jet in crossflow) for marker 3 (non-linearity) for all three classifier algorithms. Because the statistics in this case were not as well converged as in most of the other cases, the classifier predictions in this case are particularly illustrative of the classifier performance on noisy data. As this figure shows, the SVM classifier had a substantial false negative rate and the Adaboost DT classifier had a substantial false positive rate in this case. The RF classifier achieved the best balance between false negatives and false positives, in order to achieve the lowest class-averaged error for this case.
For marker 3, it is notable that the RF trained on all 12 inputs in Table II performed better than one trained only on inputs 2 and 12. Input 12 was designed specifically to provide information for marker 3 on when CEVM predictions would differ from LEVM predictions. Input 2 was also relevant to marker 3, since it was used to set the error metrics to zero in laminar regions of the flow. A RF trained only on inputs 2 and 12 had a total error 32% higher and a CA error 4% higher than the RF for marker 3 trained on all 12 inputs. Therefore, the full set of inputs provides more information on the RANS uncertainty relative to high fidelity results than can be gained from simply comparing CEVM predictions to LEVM predictions on the RANS flow.
It is also informative to compare the performance of marker 2 to the performance of the marker of Gorle et al. 13 (used in a slightly modified form as input 9 in Table II ), which they derived solely based on physical intuition. Gorle et al. used their marker to predict regions of the flow where the isotropy assumption was inappropriate, equivalent to the goal of marker 2 in this study. A simple statistical implementation of the Gorle marker was used: a point was considered as "on" if input 9 was more than a standard deviation away from its mean value in a given test data set. When implemented in this way, the cross-validated total error of the Gorle marker was 0.33 and the class-averaged error was 0.51, representing an increase of 214% and 264%, respectively, above the RF marker 2 error rates. These results demonstrate that the machine-learned markers developed in this study represent a significant advance in the state of the art in error detection for RANS results. 
C. Confidence and extrapolation
There are two main reasons why a marker classification might be uncertain. The first reason is if the point is near the decision boundary in input space. The second reason is if the point is far from all the training data in input space-it represents an extrapolation.
One way to evaluate classification confidence is to examine the number of trees in the random forest that classify a point as "on." With 20 partitions, and 25 trees per partition, there are 500 total DTs voting on each point. The cumulative distribution function of the binomial distribution can be used to quantify the confidence of a classification, α, given the average rate y pred at which individual trees classified points as "on," and the number of trees N on that classified the given point as "on," Figure 9 shows contours of classifier confidence α for case 1, marker 2, as well as contours of anisotropy as represented by −2II a , which was used to construct the binary error metric y 2 as described in Eq. (5). The confidence plot shows that while the binary ensemble classifier missed the region of high anisotropy in the "tail" downstream of the hill crest, there was a high level of uncertainty in that classification. A lower threshold for α of 0.6 would have classified much of that "tail" region as "on." This example demonstrates the utility of examining marker confidence contours for determining the probability of having high RANS uncertainty in specific regions of interest.
Another source of classifier error arises when the test case is sufficiently different from the training cases that the classifier must extrapolate. It would be useful if these extrapolation points could be detected so that the user could be informed that the classifier is operating in a flow regime that it has never seen before. A brute force approach would compare any new point to all of the points in the training data set. This approach would not only be computationally expensive, but would also impose extensive memory requirements on each user to store all of the training data.
A useful statistical metric for extrapolation is the Mahalanobis distance, 51, 52 D m , which quantifies the distance between a point x and a distribution with a given mean µ and covariance matrix Σ,
The Mahalanobis distance between a new input point and the distribution of training data can be used to assess extrapolation. The Mahalanobis distance was designed for multi-variate Gaussian distributions, 51 whereas the marker input joint probability distribution function is likely nonGaussian. Nevertheless, the Mahalanobis distance proved to be a useful indicator of extrapolation, at very little computational cost or memory usage-only the mean and covariance matrix of the training data must be stored, instead of the full training set.
In order to implement extrapolation detection based on the Mahalanobis distance, the mean and covariance matrix of the training data were evaluated. Then, the distribution of Mahalanobis distance within the training data was assessed and a threshold was set at the 99% confidence interval (such that 99% of the training points had a Mahalanobis distance less than this threshold). The Mahalanobis distances of the points in the validation set were then assessed, and if the distances were greater than the threshold, the points were labeled as extrapolations. Overall, less than 5% of the validation points were labeled as extrapolations for all the cases except case 3, where 82% of the flow was labeled as extrapolation, and case 7, where 40% was labeled as extrapolation. These cases therefore include flow regimes significantly different from the other cases in the database, whereas the other 5 cases consisted of flow regimes that were generally well represented in the other training sets. While both case 3 and case 6 represent jets in crossflow, substantial regions of case 3 were labeled as extrapolations, mainly because of the much higher ratio of ν t /ν (input 6) in this case. This higher ν t /ν ratio could be due to the more highly turbulent main flow inlet conditions in case 3. This extrapolation method can be used to inform the database expansion so that new data sets can be added intelligently to cover regimes that are labeled as extrapolations from the current database. Figure 10 shows contours of the Mahalanobis distance for case 2, the wall-mounted cube. This figure shows that in this flow configuration, there is a region of extrapolation in the wake of the cube, persisting up to three cube heights downstream of the cube. Classifier predictions in this region would therefore be expected to have increased error rates, explaining the poor predictions produced by marker 3 in this region, as shown in Figure 7 (h). Analysis of the inputs in this wake region reveals that it is labeled an extrapolation primarily because of its very high turbulent intensity (input 2) and strongly negative ratio of convection to production of turbulent kinetic energy (input 10). While the flow around a square cylinder (case 7) also had high values of input 2 and strongly negative values of input 10 in its wake region, it tended to have lower turbulent intensity in the wake than the flow around the cube. Regions of the wake in both flows were labeled as extrapolations. In order to remove this source of extrapolation, it would therefore make sense to extend the database to include more flows with wake regions. Figure 10 also shows contours of extrapolation distance as quantified by the Euclidean distance between each test point and its nearest neighbor in the training data set. This nearest neighbor distance represents a much less compact but more thorough method of representing extrapolation. Because it requires direct comparison against the training data, it necessitates transferring the entire training database to each user-an unwieldy requirement. However, comparison between the nearest neighbor Euclidean distance and the Mahalanobis distance in Fig. 10 distance in this flow. Therefore, the much more compact Mahalanobis distance is suggested as a practical method of assessing extrapolation in new test sets. The performance of the random forest classifiers was evaluated for each error metric when tested only on non-extrapolated points and when tested only on extrapolated points, as assessed using the Mahalanobis distance. The total error and class-averaged error were 4.0 times higher and 1.8 times higher, respectively, in the extrapolated points than in the non-extrapolated points. Therefore, the Mahalanobis distance represents a powerful tool for detecting regions of extrapolation where the classifiers have elevated error rates.
The ability to detect extrapolation is a key capability when using machine learning on fluid datasets. In order for machine learning algorithms to realize their full potential, they should be able to generalize to flows other than those on which they were trained. Nevertheless, poor performance can be expected if they are tested on a flow regime significantly different from those present in any of the training sets. For example, since none of the training cases have shock waves, it would not be surprising if the algorithms performed poorly in a test set with a shock wave. The Mahalanobis distance offers an easy metric for informing the user when the algorithm is extrapolating and might therefore have reduced performance.
VII. CONCLUSIONS
Markers were developed to indicate when underlying RANS model assumptions break down. Three different assumptions were investigated: the non-negativity of the eddy viscosity, the isotropy of the eddy viscosity, and the linearity of the relationship between the Reynolds stresses and the mean strain rate. Three machine learning algorithms were evaluated for this task: support vector machines, Adaboost decision trees, and random forests. These algorithms were trained and tested on a database of seven different data sets for which both high fidelity and RANS simulation results were available. This database included a wide range of different flow configurations, representing the most ambitious investigation of the ability of machine-learned algorithms to generalize across different flow regimes to date to the authors' knowledge.
It was shown that random forests had the best combination of good performance and easy implementation, as they had the lowest class-averaged error without any need for feature selection. The classification error was evaluated through leave-one-out cross-validation such that the marker was always tested on a flow configuration that was not included in the training set. This methodology allowed the evaluation of the ability of the marker to generalize to flows substantially different from those on which it was trained. Both the total error and the class-averaged error of the random forest classifiers were shown to be significantly lower than those of the marker proposed by Gorle et al., 13 demonstrating the ability of data-driven algorithms to give substantial improvement over the current state-of-the-art in RANS error detection.
Techniques for evaluating the marker confidence were discussed. The Mahalanobis distance was proposed as a useful indicator of when the algorithms were extrapolating. This extrapolation metric is a key innovation for determining marker applicability on new test sets. One downside of data-driven algorithms is that they are often viewed as "black boxes" from which it is difficult to retrieve physical intuition or transparency. All three algorithms discussed in this paper have complex decision boundaries that are challenging to decode and understand. Future work will aim to develop strategies for gaining physical insight from these otherwise opaque algorithms. Rule extraction techniques will be used to reduce the complex decision boundaries of the machine-learned models into simple, easy-to-implement rules. Work is also underway to extend the flow database to include more complex flows with compressibility, rotational, and buoyancy effects, and to integrate the markers into a RANS software package for easy accessibility.
