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Previous work has established that the localized regime of wave transport in open media is char-
acterized by a position-dependent diffusion coefficient. In this work we study how the concept
of position-dependent diffusion affects the delay time, the transverse confinement, the coherent
backscattering, and the time reversal of waves. Definitions of energy transport velocity of localized
waves are proposed. We start with a phenomenological model of radiative transfer and then present
a novel perturbational approach based on the self-consistent theory of localization. The latter allows
us to obtain results relevant for realistic experiments in disordered quasi-1D wave guides and 3D
slabs.
I. INTRODUCTION
Among many other features, Anderson localization of
waves is characterized by a halt of diffuse transport [1].
Since the formulation of the scaling theory of localiza-
tion we understand that diffusion cannot entirely vanish
in open media due to leakage of waves across the sam-
ple boundaries [2]. The result is a suppressed but scale
dependent conductance, depending in a universal way on
the size and dimensionality of the random medium. Later
work established that many features of scaling theory can
be understood from the self-consistent theory of local-
ization [3], which adopts the constructive interference of
time-reversed waves as the sole mechanism of the sup-
pression of diffusion. More recently, this theory was ex-
tended to predict a position-dependent diffusion constant
[4–6]. Microscopic derivations were provided using dia-
grammatic [7] and super-symmetric [8] approaches. Dif-
fusion is suppressed deep inside the sample, yet hardly
near the boundaries. This result is physically plausible,
and consistent with scaling theory for macroscopic trans-
port quantities such as, e.g., the conductance. It was
tested against numerical simulations [9] and observed in
an experiment [10].
If stationary transport is described by a spatially vary-
ing local diffusion constant, what does this imply for the
dynamics, and in particular for the energy transport ve-
locity vE? In a weakly disordered three-dimensional (3D)
medium the wave transport is diffusive with the diffu-
sion constant given by D = vE`/3 [11]. It was shown
that vE is intrinsically a dynamic property, whereas the
transport mean free path ` emerges by itself in stationary
(DC) measurements, like in diffuse transmission through
a slab of thickness L, T ∼ `/L. This is important be-
cause the transport velocity can be very small due, for
example, to strongly resonant scattering, and can thus
lead to “small” diffusion constants. It can be then diffi-
cult to distinguish between situations in which D is small
due to Anderson localization effects leading to small ` or
due to small vE . Up to now, transport theories of local-
ization essentially concentrated on ` and not on vE . So
far we know that vE depends on many sample properties
such as, e.g., the scattering crosssection of scatterers and
their number density, but not on sample size or bound-
ary conditions. Is vE well defined in the localized regime?
What does the position-dependent ` imply for the trans-
verse spreading of a wave packet in experiments similar to
those of Ref. [12]? Similar questions arise for the Wigner
delay time in reflection and transmission, and for coher-
ent backscattering (CBS). In this work, we first develop
general arguments for the delay time in a medium with
position-dependent `, valid under very broad conditions,
and then present a perturbational approach to Anderson
localization in the framework of the self-consistent theory
of localization. The latter is applied to study wave dy-
namics, the transverse spreading of a wave packet, CBS,
and time-reversal of localized waves.
II. FRIEDEL IDENTITY IN RADIATIVE
TRANSFER
Depth-dependent extinction is very common in radia-
tive transfer. Here we conjecture that the phenomenolog-
ical equation of radiative transfer (EQRT) applies in the
localized regime though with a depth-dependent scatter-
ing mean free path `(z). This is clearly an oversimplified
picture. In particular it disregards off-shell scattering
(ω 6= kc) that becomes significant when the scattering
mean free path becomes small. Nevertheless, it is con-
sistent with the macroscopic picture of depth-dependent
diffusion. In this section we make the connection between
phase delay time, a highly mesoscopic wave property, and
the EQRT, apparently a classical equation where all wave
properties seem to have disappeared. The essential ele-
ments in this approach are the transport velocity and the
link between stored energy and delay time established in
condensed matter physics. We will reproduce some ex-
act results from standard radiative transfer theory, such
as the relation between incoming flux, source and energy
density away from the boundaries, that will be necessary
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2to elucidate the exact role of the incident flux for the
delay time, and its scaling with the sample size.
We consider a slab of disordered medium confined be-
tween the planes z = 0 and z = L and made of isotropic,
conservative scatterers. The incoming specific intensity
is I(0, 0 < µ < 1, s) on the left and I(L,−1 < µ < 0, s)
on the right. The EQRT can be written as [13–15]
s
vE
I(z, µ, s) + µ∂zI(z, µ, s) +
1
`(z)
I(z, µ, s)
=
1
`(z)
1
2
∫ 1
−1
dµ′I(z, µ′, s), (1)
where s is the Laplace conjugate of time and µ = cos θ.
All observables in this paper are ensemble-averaged and
if no confusion exists, no explicit reference to this will
be given. We have assumed the existence of an energy
velocity vE independent of the direction of scattering µ
and position (or depth) z. We can introduce the optical
depth dτ = dz/`(z) and write
s
vE
`(τ)I(τ, µ, s) + µ∂τI(τ, µ, s) + I(τ, µ, s)
=
1
2
vEw(τ, s) (2)
with the energy density w(τ, s) = v−1E
∫ 1
−1 dµI(τ, µ, s)
(and equal to 2J/vE in terms of the source function J
featuring in radiative transfer).
Let us first obtain a useful result relevant to the study
of the delay time. Upon integrating Eq. (2) over the
depth z and over all angles we see that
sW (s) +
[
F+(L, s) + F−(0, s)
]
=
[
F−(L, s) + F+(0, s)
]
. (3)
The term in square brackets on the left-hand side
contains transmitted and reflected fluxes F+(L, s) and
F−(0, s), respectively, the right-hand side is the inci-
dent flux on both sides of the slab. The total en-
ergy is W = S
∫ B
0
dτ`(τ)w(τ) = S
∫ L
0
dzw(z), with
the total optical thickness B = τ(L) and slab sur-
face S. To discuss the delay time, we assume the in-
cident flux independent of s (i.e., perfect delta func-
tions in time): F−(L, s) + F+(0, s) = Fin. The av-
erage transmission and reflection coefficients are then
T (s) = F+(L, s)/Fin and R(s) = F
−(0, s)/Fin, respec-
tively. For s = 0 (time-integrated signal), we infer flux
conservation R(0) + T (0) = 1. Taking the derivative of
Eq. (3) with respect to s we obtain
W (s = 0)
Fin
= − dT (s)
ds
∣∣∣∣
s=0
− dR(s)
ds
∣∣∣∣
s=0
=
〈
T (ω)
dφT (ω)
dω
〉
+
〈
R(ω)
dφR(ω)
dω
〉
, (4)
where the angular brackets 〈· · · 〉 indicate that the en-
semble averaging is to be carried out for the prod-
ucts TdφT /dω and RdφR/dω. This equation makes
the desired connection between stored energy and to-
tal (channel-summed) phase delay time. The second
equality follows from the notion that the complex trans-
mission coefficient is t =
√
T exp(iφT ), with φT (ω) be-
ing the phase shift, and that 12 lnT + iφT is a func-
tion of 12s + iω, so that the Cauchy-Riemann equations
give dφT (ω)/dω = −d lnT (s)/ds at s = 0 (and simi-
larly for the reflection coefficient). The relation between
stored energy (or charge) and phase delay time is well
known in different contexts: as Friedel’s identity [16] in
the context of screening of charge around impurities, or
as Jauch formula relating phase delay time to the lo-
cal density of states in scattering theory [17]; see also
Ref. [18] for a related discussion and a list of relevant
references. In this case the relation between stored en-
ergy in radiative transfer and the mesoscopic density of
states is controlled by the transport velocity vE , which,
for the moment, appears just phenomenologically in the
EQRT. The phase delay time, in turn, can easily be re-
lated to the first moment of the scattered intensity, i.e.∫∞
0
dtT (t)t = 〈T (ω)dφT (ω)/dω〉, and similarly for reflec-
tion, which explains its interpretation as average delay
time.
Let us next consider the stationary energy flow putting
s = 0 and agree to have unit incident flux. Upon integrat-
ing Eq. (2) over angles we obtain the following equation
for the energy density:
w(τ) = SL(τ) + SR(B − τ)
+
1
2
∫ τ
0
dτ ′E1(|τ − τ ′|)w(τ ′), (5)
This identifies the source in radiative transfer as SL(τ) =
v−1E
∫ 1
0
dµI(0, µ) exp(−τ/µ) in terms of the incident radi-
ation, and similarly for SR on the other side of the slab.
Note that ∫ ∞
0
dτSL(τ) =
f+(0)
vE
, (6)
that is, the integral over optical depth of the energy
source is determined by the incident flux density f+ =
F+/S.
A useful identity can be obtained by defining K(τ) ≡∫ 1
−1 dµµ
2I(τ, µ). We easily see that ∂τK = −f . Since
the total flux is conserved, K(τ) = −fτ + const. We can
check that this imposes the radiation I∞− 32f(τ −µ) far
from the boundary, with
2
3
I∞ =
∫ 1
0
dµµ2I(0, µ) +
∫ 1
0
dµµ2R(µ). (7)
This relation connects the incident radiation on the sur-
face, the reflected intensity and the one in the interior of
the sample. For a conservative half space, f = 0, and the
radiation pattern reaches the isotropic intensity I∞. The
isotropic incident radiation I(0, µ > 0) = 2fin has inci-
dent flux density fin = Fin/S, and Eq. (7) immediately
gives us the (expected) result that I∞ = 2Fin/S, and
3hence the constant energy density w = 4Fin/SvE away
from the boundaries.
Previous work [19] showed that the delay time is essen-
tially determined by a typical geometric length scale of
the medium and largely independent from scattering de-
tails of bulk and surface, provided the incident radiation
is isotropic. Pierrat et al. [20] confirmed this observation
but emphasized the persisting role of transport velocity.
Following this previous work, we can write for the to-
tal channel-averaged delay time 〈t〉 = 〈T (t)t〉 + 〈R(t)t〉
for an optically thick medium of arbitrary geometry with
volume V and boundary surface S,
〈t〉 = 4ν
vE
V
S
, (8)
For isotropic radiation incident on a slab we just de-
rived that w = 4Fin/SvE away from the boundaries.
This result looks “universal” and likely to be valid in
more general geometries. Hence, by neglecting the sur-
face layer, 〈t〉 = W/Fin = 4V/SvE which confirms the
universal value ν = 1 reported in Refs. [19, 20]. We re-
call that the energy transport velocity so far only appears
phenomenologically in the dynamics of the EQRT, with-
out any microscopic interpretation in terms of scattering
properties. We can now provide a more microscopic defi-
nition. Equation (4) states that 〈t〉 = W/Fin. Combining
this with Eq. (8) yields for the energy transport velocity
vE =
4fin
w
, (9)
where, given isotropic incident radiation, w = W/V is
the volume-averaged stored energy density in the medium
and fin the incident flux density assumed constant across
the boundary surface S. Because all quantities on the
right-hand side are well defined and measurable, this
equation can actually serve as the definition of the en-
ergy transport velocity, even in the localized regime. This
definition is much in the spirit of the “energy velocity”
as defined by Loudon [21]. It is also clear that via w
the energy velocity becomes connected to the density of
states in the medium. In the next section, we will find
that, even in the localized regime with scale-dependent
diffusion, W scales like the volume V so that ν is scale-
invariant though not always equal to 1 if the incident
radiation is not isotropic.
III. EXAMPLES OF DELAY TIME
CALCULATIONS
The most remarkable aspect of Eq. (4) is that total
delay time—an intrinsic dynamic quantity—is related to
the stored energy that can be found from the station-
ary EQRT (i.e. putting s = 0). In this section we will
calculate total delay under different conditions. In the
next section we will address delay in reflection and trans-
mission separately, and will see that the dynamics then
explicitly comes in.
A. Delay for isotropic incidence
For isotropic incident radiation equal on both sides
of the slab we expect f = 0 and K(τ) to be constant
throughout the slab. Hence I is constant and isotropic
everywhere. The main mathematical reason for this al-
most trivial result is that the orientational and depth
dependencies of the specific intensity are strongly con-
nected by EQRT. Absence of the first implies absence of
the second.
Isotropic radiation I everywhere leads to constant en-
ergy density w = 2I/vE . In its turn, I = vEw/2 implies
a flux F±in =
1
4SvEw incident on both sides at the surface
S. Since W = w × LS = w × V , the channel-averaged
delay time is
〈t〉 = 〈T (t)t〉+ 〈R(t)t〉 = 2L
vE
=
4V
StotvE
. (10)
The result 〈t〉 = 2L/vE holds for the slab geometry but
it is clear that the argument of constant energy density is
valid for any geometry with a total surrounding surface
Stot (= 2S for a slab) and a volume V , and even if the
waves are localized by disorder. Hence ν = 1 in Eq. (8)
and we recover the somewhat counterintuitive result by
Blanco and Fournier [19].
If the number density n of the scatterers is small
enough, we expect W = w0V + NWS , where WS is the
total energy stored inside each scatterer, given the con-
stant energy density w0 outside. If vp is the phase ve-
locity in the medium, we can write [11] fin = I/2 =
1
4w0c
2
0k/ω = w0c
2
0/4vp and w = w0 + nWS . Thus,
1/vE = vp/c
2
0 × 1 + nWS/w0, which is the microscopic
result, and scale independent. If the scatterer density
is high enough for the waves to be localized, this result
no longer applies. Nevertheless, W still scales with the
volume V so that the definition (9) for vE does not re-
veal any scale dependence. A hand waving argument
could have given W ∼ ξ3 (with ξ the localization length)
rather than W ∼ L3. The dependence of energy density
on depth w(z) will be discussed in the next section and
will help to explain why this argument is wrong.
B. Delay for normal incidence
For the incident wave normal to the surface z = 0 of
a thick slab one finds the stationary reflection coefficient
R(µ) = 12
√
3H(1, µ), which carries a unit flux density
f−(0) =
∫ 1
0
dµµR(µ). At the same time,
∫ 1
0
dµµ2R(µ) =
τ0, with τ0 the extrapolation length in units of the mean
free path [22]. Equation (7) then tells us that I∞ =
3
2 (1 + τ0) thus I(τ, µ) =
3
2 (1 + τ0 − fτ + fµ). Hence
w(τ) = 3 (1 + τ0 − fτ) /vE . If we neglect the small en-
ergy contained in the boundary layers, we can impose
W (B) = 0 so that the total flux density is f = (1+τ0)/B.
From the Friedel identity, the total, channel-averaged de-
4lay time is
〈t〉 = 〈T (t)t〉+ 〈R(t)t〉
= 3(1 + τ0)
1
vE
∫ L
0
dz
(
1− τ
B
)
. (11)
Recall that dz = dτ`(τ) and that `(τ) = `(B − τ) if we
assume that boundary conditions are identical on both
sides of the slab. Thus,
〈t〉 = 3
2
(1 + τ0)
1
vE
∫ L
0
dz
(
1− τ
B
+
τ
B
)
=
3
2
(1 + τ0)
L
vE
. (12)
This result is the exact outcome of radiative transfer the-
ory for normal incidence on a slab without internal re-
flections (τ0 = 0.7104 . . .), for an arbitrary (symmetric)
profile `(z). We find here ν = 3(1 + τ0)/4 ≈ 1.28 in
Eq. (8).
C. Delay in the diffusion approximation
In the diffusion approximation (DA) we replace EQRT
(1) by the following diffusion equation:[
s
vE
+
1
3
`(z, s)q2
+
1
3
∂z`(z, s)∂z
]
G(z, z′, s, q) = δ(z − z′). (13)
Here, G(z, z′, s, q) is the Fourier-Laplace transformation
of G(z, z′, t,R) which stands for the energy density at
time t, depth z and transverse distance R, given a
source at t′ = 0, z′, and R′ = 0. The solution for
the energy density given an arbitrary incident radia-
tion I(0, µ > 0, s, q) (where the q-dependence deter-
mines the transverse profile of the incident beam) is
w(z, s, q) =
∫
dzSG(z, zS , s, q)S(zS , s, q) where we recall
from the previous section that the source is S(z, s, q) =
(1/vE)
∫ 1
0
dµI(0, µ, s, q) exp(−τµ). Upon substituting
dτ = dz/`(z, s), the diffusion equation takes the form[
s
vE
`(τ, s) +
1
3
`(τ, s)2q2
− 1
3
∂2τ
]
G(τ, τ ′) = δ(τ − τ ′), (14)
where we omitted s and q as explicit arguments of G for
brevity. For the total delay time we just need s = 0.
We shall use simplified boundary conditions G = 0 at
τ = B + τ0 and τ = −τ0 with B =
∫ L
0
dz /`(z) the
total optical thickness. This allows us to avoid mixed
boundary conditions but generates small errors of order
τ0/B in the energy density. For s = 0 and q = 0 the
eigenfunctions are Φn(τ) =
√
2/B∗ sin[qn(τ + τ0)] with
eigenvalues qn = pin/B
∗ (we shall write B∗ = B + 2τ0
and τ∗ = τ + τ0), and the solution of Eq. (14) is
G(τ, τ ′) =
2
B∗
∞∑
n=1
sin(qnτ
∗) sin(qnτ ′∗)
1
3q
2
n
. (15)
The stored energy can be calculated as
W (s) =
∫
d2r
∫ L
0
dz w(z, r, s)
= (2pi)2
S
vE
∫ L
0
dz G(τ, τS , s, q = 0)
∝
∫ L
0
dzW (τ, s) (16)
with W (τ, s) ∝ v−1E G(τ, τS , s, q = 0). We shall ignore
the front factor that drops out in the delay time. Upon
inserting the eigenfunction expansion (15) for G and as-
suming τS  B, we obtain
W (τ, s = 0) =
6B∗
vEpi2
∞∑
n=1
sin(qnτ
∗
S) sin(qnτ
∗)
n2
(17)
≈ 6τ
∗
S
vEpi
∞∑
n=1
sin(qnτ
∗)
n
(18)
=
3
vE
τ∗S(1− τ∗/B∗). (19)
And, finally,
W = W (s = 0) =
∫ L
0
dzW (τ, s = 0)
=
3
vE
(τS + τ0)
∫ L
0
dz[1− τ(z)∗/B∗]. (20)
This result resembles closely Eq. (11) obtained from the
radiative transfer theory. Note that we have assumed
nothing yet about `(z). The last simplification can be
made if we assume that `(z) = `(L − z) which is true
in the self-consistent theory of localization [4–7]. This
implies τ(L− z) = B − τ(z) and
2W =
3(τS + τ0)
vEB∗
∫ L
0
dz[B∗ − τ(z)− 2τ0 + τ(z)]. (21)
Hence, to leading order,
〈t〉 = 3(τS + τ0)L
2vE
. (22)
Thus DA yields ν = 3(τS+τ0)/4 in Eq. (8). This is scale-
independent but depends on exact source depth and ex-
trapolation length z0 which, in turn, is known to depend
on internal reflections on the sample surfaces. Without
internal reflection at the boundaries τ0 =
2
3 . We see that
DA correctly reproduces the two cases considered within
EQRT: the normal incidence has τS = 1 and the isotropic
incidence has τS =
2
3 . For an incidence from direction µ0
we easily find τS = µ0.
5D. Delay time for a sphere
In the following we will obtain the total delay time for a
3D sphere of radius R with equal radiation incident on all
points of the outer surface that still may depend on µ. We
expect the total delay time—integrated over all outgoing
points on the surface—to be independent of angle, so we
adopt a spherically symmetric source Finδ(r− rS)/4pir2.
We shall put w(R + z0) = 0 as a boundary condition in
the diffusion equation
sw(r, s)− 1
r2
d
dr
[
r2
vE
3
`(r)
dw(r, s)
dr
]
= Fin
δ(r − rS)
4pir2
.
(23)
Clearly, the outgoing flux is normalized, since −4piR2 ×
1
3vE`(R)dw/dr
∣∣
r=R,s=0
= Fin. The Friedel identity ap-
plies and the delay time is equal to
〈t〉 = 4pi
Fin
∫ R
0
drr2w(r, s = 0). (24)
We can substitute dX = −dr/ 13`(r)r2, with X(R+z0) =
B < X < X(r = 0) = ∞. For s = 0 the diffusion
equation translates into
− vE d
2
dX2
w(X, s = 0) =
Fin
4pi
δ(X −XS). (25)
The solution of this equation satisfying w(X = B) = 0
and w(X →∞) <∞ to have finite energy in the center
of the sphere is
4piw(X)
Fin
= − 1
2vE
|X −XS |+ 1
2vE
(X +XS)− B
vE
. (26)
The delay time equals
〈t〉 = 4pi
Fin
∫ rS
0
drr2w(r) +
4pi
Fin
∫ R
rS
drr2w(r). (27)
As follows from Eq. (26), for 0 < r < rS the energy
density w(r) is constant and proportional to XS − B ≈
(z0 + zS) dX/dr|r=R = (z0 + zS)/[ 13`(R)R2]. The first
term in Eq. (27) thus equals (z0 + zS)R/vE`(R). The
second integral is a surface contribution that is smaller
than the first one by a factor R/zS . Thus, for Fin ∼ R2
we find W ∼ R3. This “normal” scaling implies that
〈t〉 = zS + z0
`(R)
R
vE
. (28)
This result is similar to what we have found for the
slab. For normal radiation incident from the far field,
and without internal reflection, the front factor equals
1 + 2/3 = 5/3, or equivalently ν = 1.25 in Eq. (8). For
isotropic incident radiation the front factor equals 4/3,
and we recover the universal value ν = 1.
IV. QUASI-1D TRANSPORT
In this section we investigate the delay time in a quasi-
1D disordered wave guide to see what remains of the
universal relation (8) if the measurement is done only
in transmission or reflection. This question is extremely
relevant for experiments where measuring both transmis-
sion and reflection may be problematic. We know that,
in principle, in a quasi-1D wave guide with N transverse
modes all waves are localized with a localization length
ξ ∼ N`B [24]. Here `B is the transport mean free path
in the absence of Anderson localization effects. In the
self-consistent theory of localization, the quasi-1D ge-
ometry is described by the diffusion equation (14) with
q = 0, supplemented by a self-consistent equation for the
position-dependent transport mean free path [5, 23]:
1
`(τ, s)
=
dτ
dz
=
1
`B
+
1
3ξ
G(τ, τ, s), (29)
which also depends on s. The Green’s function of Eq.
(14) is given by Eq. (15). For τ  B, i.e. for a semi-
infinite wave guide, the sum in Eq. (15) is essentially an
integral and G(τ, τ) = 3(τ + τ0). We then easily find
`(z, s = 0) = [`B/(1 + z0/ξ)] exp(−z/ξ).
The dynamics can be included using standard pertur-
bation theory and treating s`(τ, s)/vE as a small pertur-
bation in Eq. (14). As in the previous section, we account
for boundary conditions by introducing an extrapolation
length z0, B
∗ = B + 2τ0 and τ∗ = τ + τ0. Since `(τ, s) is
suppressed by localization and since s is supposed to be
a small hydrodynamic frequency, the perturbation can
be argued to be“small”. In first-order perturbation the-
ory the eigenvalues of the diffusion equation change by
sWnn/vE with
Wnm ≡ 〈Φn|`(τ, s)|Φm〉 (30)
and the eigenfunctions by
δΦn(τ) = − 3
√
2s√
B∗vE
∞∑
m 6=n
Wnm
q2m − q2n
sin(qmτ
∗). (31)
Hence,
G(τ, τ ′, s) =
∞∑
n=1
Φn(τ
∗, s)Φn(τ ′∗, s)
sWnn(s)/vE +
1
3q
2
n
. (32)
We easily find that
Wnm = `B
2
B∗
∫ B+τ0
−τ0
dτ
sin(pinτ∗/B∗) sin(pimτ∗/B∗)
1 + (τ∗`B/ξ)(1− τ∗/B∗)
=
2ξ
B∗
∫ 1
0
dx
sin(pinx) sin(pimx)
ξ/`BB∗ + x(1− x) . (33)
Wnm is intrinsically a parameter of the dynamics, and
it is of no relevance when s = 0. We can map the de-
nominator in the sum of Eq. (32) onto the familiar diffuse
1/[s`B/vE+
1
3 (pin`B/L)
2]. It is tempting to conclude that
6each diffusion mode has now achieved its own diffusion
constant Dn(s = 0) =
1
3 (vE`B/Wnn)L
2/`2BB
2. We could
proceed by saying that the transport velocity is affected
by the dynamic kernel Wnn/`B ∼ ξ/B < 1 according to
v
(n)
E ∼ vE/Wnn and would thus be enhanced by the scale-
dependent diffusion. In this logic, the transport velocity
would be associated with the energy density W˜ ∼ `(τ)W
which is the conserved quantity featuring in the diffu-
sion equation (14). Such a definition of vE is based on
long-time tails of energy density in contrast to Eq. (9)
that relies on the average delay time and the genuine en-
ergy density W which scales normally as W ∼ V even
in the presence of scale-dependent diffusion. Apparently,
the transport velocity is no longer uniquely defined when
localization effects come into play. A deeper analysis is
clearly necessary here but it is beyond the scope of this
work.
A. Delay time in reflection
We are interested in calculating the weighted delay
time in reflection: 〈R(t)t〉 = 〈R(ω)dφ/dω〉 = −dR(s)/ds
at s = 0, with R(s) being the Laplace transform of the
average reflection coefficient R(t). In the diffuse regime,
it is easy to see that 〈R(t)t〉 ∝ L/vE up to a factor re-
lated to boundary effects, which provides a unique op-
portunity to measure the transport velocity directly. For
normal diffusion, the energy density decays essentially al-
gebraically between the two boundaries of the medium,
and the total energy is thus proportional to L. In the
following we ignore the s-dependence of ` imposed by
localization effects, but we shall perform numerical cal-
culations to make a comparison.
We consider a perfect point source δ(τ − τS) in Eq.
(14). The average total reflection coefficient (integrated
over all angles −1 < µ < 0) is
R(s) = +
1
3
∂τG(τ = 0, τS , s). (34)
It can easily be seen that
R(0) =
2
B∗
∞∑
n=1
cos(qnτ0) sin(qnτ
∗
S)
qn
(35)
≈ 2
pi
∞∑
n=1
sin(npix)
n
= 1− x (36)
with x = (τS + τ0)/B
∗ the transmission, exponentially
small in the localized regime, and for a source near
z = 0. We have two contributions to the delay time
〈R(t)t〉 = −∂sR(s = 0). The first comes from the modi-
fied eigenvalues:
〈R(t)t〉(1) = 2
B∗ 13vE
∞∑
n=1
Wnn
sin(qnτ
∗
S)
q3n
=
6(B∗)2
vE
1
pi3
∞∑
n=1
Wnn
sin(pinx)
n3
≈ 6(B
∗)2
vE
x
pi2
∞∑
n=1
Wnn
n2
. (37)
The second contribution to the delay time stems from
the modified eigenfunctions, which generate
〈R(t)t〉(2) = 6
B∗vE
∞∑
n=1
∞∑
m6=n
qmWnm
q2m − q2n
sin(qnτ
∗
S)
q2n
+
6
B∗vE
∞∑
n=1
∞∑
m6=n
Wnm
q2m − q2n
sin(qmτ
∗
S)
qn
. (38)
Upon interchanging n and m in the first line we rewrite
Eq. (38) as
〈R(t)t〉(2) = 6
B∗vE
∞∑
n=1
∞∑
m 6=n
Wnm
q2m − q2n
sin(qmτ
∗
S)
×
(
1
qn
− qn
q2m
)
=
6(B∗)2
vE
1
pi3
∞∑
n=1
∞∑
m 6=n
Wnm
m2n
sin(pimτ∗S/B
∗)
≈ 6(B
∗)2
vE
τ∗S
B∗pi2
∞∑
n=1
∞∑
m6=n
Wnm
mn
=
6B∗τ∗S
vE
1
pi2
∞∑
n=1
 ∞∑
m 6=n
Wnm
mn
− Wnn
n2

= −〈R(t)t〉(1)
+
3τ∗Sξ
vE
∫ 1
0
dx
(1− x)2
ξ/`BB∗ + x(1− x) . (39)
The approximation assumes τS , τ0  B. We can inter-
change x and 1−x and write (1−x)2+x2 = −2x(1−x)+1
to get
〈R(t)t〉 = −〈T (t)t〉
+
3τ∗Sξ
2vE
∫ 1
0
dx
(
B∗`B/ξ
1 + (B∗`B/ξ)x(1− x)
)
= −〈T (t)t〉+ 3τ
∗
S`B
2vE
∫ L+z0
−z0
dz, (40)
where the delay in transmission 〈T (t)t〉 = 3ξτ∗S(1 −
L/B`B)/vE is obtained in the next section. Anticipating
this result gives us
〈R(t)t〉 = 3(τS + τ0)L
2vE
(
1− 2ξ
L
+ 2
ξ
B`B
)
, (41)
7FIG. 1. Weighted time delay in reflection (a) and transmission
(b) of a wave through a quasi-1D disordered wave guide as a
function of the ratio of localization length ξ to the length L
of the wave guide. Blue solid lines show the results following
from the exact numerical solution of the self-consistent equa-
tions (13) and (29), black dashed lines show the numerical
solutions in which the dependence of `(z, s) on s in neglected.
The latter coincide with our perturbation theory results (41)
and (48) shown by red circles. We used L = 200`B , z0 = 0,
and zS = `B for this figure.
where all corrections of order z0/L have been ignored.
This expression approaches (τS + τ0)L/vE in the diffuse
regime B  ξ, and converges to 32 (τS + τ0)L/vE deep
in the localized regime. Contrary to the total delay, the
delay time in reflection varies, though little, upon going
from the diffuse into the localized regime. We illustrate
this in Fig. 1(a) where results of different approaches to
the calculation of 〈R(t)t〉 are compared. We see, in par-
ticular, that our perturbational result (41) is not exact
and corresponds to a solution assuming `(z, s) = `(z, 0).
Its dependence on the strength of localization effects
quantified by the ratio ξ/L is, however, similar to the one
exhibited by the exact solution of Eqs. (13) and (29).
A naive argument would suggest that in the localized
regime, a wave penetrates only a distance ξ into the
medium. This would lead to a much shorter delay time
of order ξ/vE in reflection. This argument is apparently
wrong by a factor L/ξ, because the energy does not de-
cay as exp(−z/ξ). The lack of a penetration depth ξ in
FIG. 2. Energy density, in units of F+/vE (with F
+ the inci-
dent flux) inside a disordered wave guide for a wave incident
at z = 0, as a function of position z for four different values of
the ratio of localization length ξ to the length L of the wave
guide. We used z0 = 0 and zS = `B for this figure. Inde-
pendent of ξ/L, the total energy W inside the wave guide is
always equal to 3(τS + τ0)LF
+/2vE = 3LF
+/2vE .
the energy density w(z) is seen when we translate the
(1 − τ/B)−profile of the energy density back to the z
variable. We observe that w(z), in the localized regime,
is actually flat on both sides of the medium with a steep
descent in a region of size ξ around z = L/2. This is
illustrated in Fig. 2 where we show profiles w(z) for sev-
eral values of ξ/L. We observe that w(z) evolves from
a linear decay in the diffuse regime ξ/L → ∞ to a step-
like function deep in the localized regime ξ/L  1. For
a given incident flux density F+, the energy density is
always the same in the middle of the slab, whatever ξ/L.
As counterintuitive as this can appear, the naive assump-
tion of initial decay of w(z) over a region of size ξ is not
confirmed by the z-dependent description of localization,
since near the boundaries the waves are not localized.
However, for a source in the middle of the wave guide,
we find w(τ) ∼ |τ − 12B| − 12B. The energy density as a
function of z is then
w(z) ∼ eL/2ξe−|z−L/2|/2ξ − 1, (42)
i.e. w(z) decays exponentially on both sides from the
source and the waves are localized deep in the sample.
The delay time, on both sides, then varies as 〈t〉R,T =
L2/DB for L ξ, and grows exponentially as exp(L/2ξ)
deep in the localized regime.
B. Delay time in transmission
The transmission is given by
T (s) = −1
3
∂τG(τ = B, τS , s) (43)
8and we easily obtain
T (0) = − 2
B∗
∞∑
n=1
cos(npiB/B∗)
sin(qnτ
∗
S)
qn
≈ 2
pi
∞∑
n=1
(−1)n+1 sin(npix)
n
= x, (44)
where we recall that x = τ∗S/B
∗. Similar to Eq. (13) we
find the first contribution to delay time in transmission,
〈T (t)t〉(1) = 2
B∗ 13vE
∞∑
n=1
(−1)n+1Wnn sin(qnτ
∗
S)
q3n
≈ 6(B
∗)2
vE
x
pi2
∞∑
n=1
(−1)n+1Wnn
n2
. (45)
The second contribution is
〈T (t)t〉(2) = − 6
B∗vE
∞∑
n=1
∞∑
m′=1
qmWnm
q2m − q2n
cos(mpi) sin(qnτ
∗
S)
q2n
− 6
B∗vE
∞∑
n=1
∞∑
m 6=n
Wnm
q2m − q2n
cos(npi) sin(qmτ
∗
S)
qn
.
(46)
Again upon interchanging n and m in the first term, we
obtain
〈T (t)t〉(2) = 6
B∗vE
∞∑
n=1
∞∑
m6=n
(−1)n+1Wnm
q2m − q2n
sin(qmτ
∗
S)
×
(
1
qn
− qn
q2m
)
=
6B∗τ∗S
vE
1
pi2
∞∑
n=1
(−1)n+1
×
( ∞∑
m=1
Wnm
mn
− Wnn
n2
)
= −〈T (t)t〉(1)
+
6B∗τ∗S
vE
1
pi2
∞∑
n=1
∞∑
m=1
(−1)n+1Wnm
mn
. (47)
Hence, the mean weighted delay time is transmission is
〈T (t)t〉 = 6B
∗τ∗S
vE
1
pi2
∞∑
n=1
∞∑
m=1
(−1)n+1Wnm
mn
=
3ξτ∗S
vEB∗
∫ B∗
0
dτ
[
1− 1
1 + (`B/ξ)τ(1− τ/B∗)
]
=
3ξτ∗S
vE
(
1− 1
B∗`B
∫ L+2z0
0
dz
)
≈ 3ξτ
∗
S
vE
(
1− L
B`B
)
. (48)
For ξ  B`B (diffuse regime), 〈T (t)t〉 = (τS + τ0)L/2vE
and thus the un-weighted delay time is 〈t〉T = L2/6DB .
Upon entering the localized regime (ξ < B`B), this value
saturates exponentially towards the L-independent value
〈T (t)t〉 = 3(τS + τ0)ξ/vE . The un-weighted delay time is
now equal to 〈t〉T = 3ξB/vE . Naively, we could have ex-
pected 〈t〉T = L2/6D with a reduced “scale-dependent”
diffusion constant D = DBL/B`B . This argument turns
out to be wrong by a factor of order L/ξ. The depen-
dence of 〈T (t)t〉 on ξ/L is illustrated in Fig. 1(b). Sim-
ilarly to the case of reflection, we observe deviations of
Eq. (48) from the exact numerical calculation, that also
takes into account the dependence of ` on the dynamical
parameter s. Quite remarkably, even though our results
for both 〈R(t)t〉 and 〈T (t)t〉 are only approximate, their
sum 〈t〉 = 〈R(t)t〉 + 〈T (t)t〉 is equal to the total delay
time (12) exactly.
V. 3D SLAB
In this section we use the perturbation theory to study
the delay time in a 3D slab. We also calculate other prop-
erties characteristic for 3D media: coherent backscatter-
ing, transverse spreading of a focused incident beam, and
time-reversal focusing in the localized regime. As in sec-
tion II, we consider a slab of disordered medium confined
between planes z = 0 and z = L.
A. Delay time
The results obtained above for a quasi-1D system can
be used—mutatis mutandis—for the 3D slab geometry,
provided that we integrate over the transverse surface
(hence q = 0). Physically this corresponds to measuring
the delay times upon integration over the entire boundary
surfaces. It can easily be seen that the total weighted
delay in reflection, for example, is 〈R(t)t〉 = −dR(s =
0,q = 0)/ds. However, the diffusion coefficient is no
longer determined by the return probability τ(1 − τ/B)
formula valid in a quasi-1D wave guide. For q = 0, Eq.
(13) remains valid and τ can be defined similarly in terms
of `(z). We define
Wnm =
2
B
∫ B
0
dτ`(τ) sin(pinτ/B) sin(pimτ/B)
= 2
∫ 1
0
dx sin(pinx) sin(pimx)`(τ = xB) (49)
and find
〈t〉R ≈ 〈R(t)t〉 = 3Bτ
∗
S
vE
∫ 1
0
dx(1− x)2`(τ = xB).
Let us consider a profile `(z) = `B/(1 + z/ξc) for 0 <
z < L/2 (and mirrored on the other side of z = L/2),
typically valid at the 3D mobility edge [4]. Since `Bdτ =
dz(1 + z/ξc), we find
〈R(t)t〉 = 3B`B
vE
∫ 1/2
0
dx
(1− x)2 + x2√
1 + (B/τξc)x
(50)
9with τξc = ξc/`B and B = L/`B + (L/2)
2/`Bξc. For
L ξc we obtain 〈R(t)t〉 = (τS + τ0)L/vE . For L ξc,
we have 〈R(t)t〉 = 3(τS + τ0) 2360 (L2/4ξcvE)× 2ξc/L. The
correlation length ξc drops out and 〈R(t)t〉 → 2320 L/vE
scales with the sample size L. The front factor 1.15 is
smaller than the factor 1.5 obtained for the localized
regime, and slightly exceeds the value 1 in the diffuse
regime.
In transmission we proceed in a similar way and obtain
〈T (t)t〉 = 3Bτ
∗
S
vE
∫ 1/2
0
dx2x(1− x)`(τ = xB). (51)
This yields in the localized regime 〈T (t)t〉 → 720 (τ0 +
τs)L/vE , smaller than but of the same order of magni-
tude as the weighted delay in reflection. Note that the
Friedel identity (22) is obeyed (7/20 + 23/20 = 3/2).
Again, the s−dependence affects both delays, but not
their sum. In the diffuse regime, the ratio of weighted
delays in reflection and transmission is 2 : 1, at the mo-
bility edge this is close to 3 : 1. In the localized regime
the ratio further grows up to L/ξ.
B. Transverse diffusion
In Ref. [12], dynamic transverse diffusion was used as
a probe for Anderson localization. In the following we
will treat 13`(τ, s)
2q2 as a small perturbation in Eq. (14)
and study stationary properties. The Green function of
the diffusion equation (14) is most conveniently written
as
G(τ, τ ′,q, s) =
∑
n
Φn(τ, q, s)Φn(τ
′, q, s)
s
vE
Wnn +
1
3Vnnq
2 + 13q
2
n
, (52)
where we have introduced
Vnm = 〈Φn|`(τ, s)2|Φm〉. (53)
Note that the Green function (52) looks as if anisotropic
diffusion processes different for each mode were at work.
The modification of eigenfunctions due to the perturba-
tion 13`(τ, s)
2q2 is
δΦn(τ,q) = −
√
2q2√
B∗
∞∑
m 6=n
Vnm
q2m − q2n
sin(qmτ
∗). (54)
Given a stationary source of waves of small trans-
verse size at {xS = yS = 0, zS ∼ `B}, the station-
ary energy at depth z and transverse distance R is
ρ(z,R) = G(z, z′ = `B ,R, s = 0), with transverse
Fourier transform ρ(z, q). The mean transverse energy
spread at a depth z can be quantified by 〈R(z)2〉 =
〈ρ(z,R)R2〉/〈ρ(z,R)〉 = −(1/q)∂q[q∂qρ(z, q)]/ρ(z, q) at
q = 0 (we use R = {x, y}). Hence we need to expand to
order q2. This expansion is similar to the expansion in s
used to find the delay time, and we can copy the result
(48) mutatis mutandis,
δρ(τ, q) = −6q
2
B
∞∑
n=1
∞∑
m=1
Vnm
q2nq
2
m
sin qnτ
∗ sin qmτ∗S
=
−12B2q2
pi4
∫ B+τ0
−τ0
dτ ′
×
∞∑
n=1
∞∑
m=1
sin qnτ
∗ sin qmτ∗S sin qnτ
′∗ sin qmτ ′∗
m2n2
≈ −3q2Bτ∗S
∫ B∗
0
dτ ′`(τ ′ − τ0)2
×
[
min(τ, τ ′)
B∗
− ττ
′
B∗2
](
1− τ
′
B∗
)
. (55)
Since ρ(τ, q = 0) = 3τ∗S(1− τ∗/B∗) we find
〈R2(τ)〉 = 4
∫ τ∗
0
dτ ′`(τ ′ − z0)2τ ′
(
1− τ
′
B∗
)
+
τ∗
B∗ − τ∗
∫ B∗
τ∗
dτ ′`(τ ′ − z0)2
(
1− τ
′
B∗
)2
. (56)
Near τ = B (in transmission) the second term is neg-
ligible, and we obtain
〈R2(L)〉 = 4
∫ B∗
0
dτ ′
`(τ ′ − z0)2
`2B
τ ′
(
1− τ
′
B∗
)
. (57)
In the diffuse regime ` = `B and τ = z/`B so that
〈R2(L)〉 = 2L2/3. In the localized regime, `(z) can
be approximated by its profile in quasi-1D: `B/` =
1 + (τ/τξ)(1− τ/B), so that
〈R2(L)〉 = 4ξ
∫ L
0
dz
(
1− `(z)
`B
)
≈ 4ξL. (58)
These findings agree with previous results [23, 25]. At a
given optical depth τ  B we can take the limit of the
half-space (L→∞) to see that
〈R2(z)〉 = 4ξ2 log (1 + τ∗/τξ) = 4ξ(z + z0) (59)
and, in particular, 〈R2(0)〉 = 4ξz0 in reflection. This
result is surprisingly simple: the mean-square size of
the transverse region in which the wave energy is
concentrated grows linearly with the depth into the
medium. For normal diffusion we also find a linear
growth 〈R2(z)〉 = 43L(z + z0)(1 − z/2L) with, however,
a much larger slope that even diverges for a half-space
since the transverse profile then becomes algebraic.
C. Coherent backscattering and time reversal
In the diffusion approximation and for normal inci-
dence, the stationary CBS profile is approximately given
by [26]
C(Q) = G(τ = 1, τS , s = 0,q = Q) (60)
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with Q = k + k′ that vanishes at exact backscattering
and G given by Eq. (52). For τS ≈ 1, this yields the
familiar formula for CBS of a normally incident plane
wave. For τS somewhere inside the slab, this expression
actually describes the ensemble-averaged time-reversed
profile by a perfect pointlike time-reversal machine at
an optical depth τS [27, 28]. Using the perturbational
approach of the previous section, we find the emerging
specific intensity to be
δC(Q) = −6Q
2B2
pi3
(1 + τ0)
∑
n,m
Vnm
nm
sin(qnτ
∗
s ). (61)
Recalling the definition of Vnm, we simplify this to
δC(Q) = −3Q2(1 + τ0)
∫ B∗
0
dτ`(τ − τ0)2
×
[
min(τ, τS)− τSτ
B∗
] (
1− τ
B∗
)
. (62)
The background is given by
R(0) =
6
B
∑
n
sin qn(1 + τ0) sin qnτ
∗
S
q2n
(63)
= 3(1 + τ0)(1− τS/B), (64)
so that the normalized CBS profile becomes (τS > 1)
C(Q) = 1−Q2 1
1− τS/B
∫ B∗
0
dτ`(τ − z0)2
×
[
min(τ, τS)− ττS
B∗
] (
1− τ
B∗
)
. (65)
This result can be discussed in various limits. In the
weak-disorder limit `(z) = `B and B = L/`B . Hence, the
rounding of the CBS cone is typically −Q2τS`BL, i.e. it
is rounded due to finite-size effects. For a half-space (L→
∞) this result is of little interest since the line profile is
known to turn into the familiar cusp −|Q|τS`B , which is
beyond the present perturbation theory as Q2 has been
assumed to be the leading small parameter. However, in
the localized regime the limit of L → ∞ can be taken
since the integral in Eq. (65) converges and we obtain
C(Q) = 1− 4Q2ξ(zS + z0). (66)
For CBS of a plane wave at normal incidence zS = `B
and we recover the rounding proportional to −Q2`Bξ as
predicted previously [4].
Finally, for a time-reversal experiment with a time-
reversal machine at depth zS we see, quite surprisingly,
that the angular size of the focal spot δθ narrows down
with (the genuine) depth according to δθ ∝ 1/k√ξzs in
contrast to δθ ∝ 1/kzs in the diffuse regime. We could
have expected δθ ∼ 1/kξ, and arguably an impossibil-
ity to time-reverse well as zS > ξ, but this turns out
to be a wrong expectation. Note, however, that we do
not expect auto-focusing (i.e. focusing in the absence
of ensemble averaging) to occur in the localized regime,
because strong and long-range correlations should pre-
vent self-averaging of a signal with even a relatively large
bandwidth. A full discussion of this issue is beyond the
scope of the present work.
VI. CONCLUSIONS
We have presented very general arguments based on
the phenomenological equation of radiative transfer to
derive simple expressions for the average delay time of
a wave in a disordered medium. Our reasonings apply
in all regimes of wave scattering, including the regime
of strong (Anderson) localization. Specific examples of
delay time calculations are provided for different geome-
tries (a slab or a sphere) and different incident waves
(an isotropic source or an incident plane wave). Detailed
considerations of wave dynamics allowed us to suggest
definitions for the energy transport velocity in the local-
ized regime and to demonstrate that a unique definition
for the latter may be difficult to achieve. In addition,
we develop a novel perturbational approach to radiative
transfer of localized waves in quasi-1D and 3D disordered
media. This has enabled us to calculate the delay time
measured separately in transmission or reflection which
may be important to design experiments. We also apply
our perturbation theory to study how well-known meso-
scopic phenomena such as the transverse spreading of a
wave packet, coherent backscattering, and time-reversal
are affected by Anderson localization effects. A future
study may be devoted to calculation of time-dependent
quantities, such as the time-dependent transmission and
reflection coefficients, in the framework of our perturba-
tional approach.
ACKNOWLEDGEMENTS
We would like to thank Roger Maynard for his con-
tinuous interest and support of this and related works.
We thank Re´mi Carminati and Romain Pierrat for help-
ful discussions about the delay time. This work is sup-
ported by the Agence Nationale de la Recherche under
grant ANR-14-CE26-0032 LOVE, and by the PICS pro-
gram of the CNRS (project Ultra-ALT).
11
[1] A. Lagendijk, B.A. van Tiggelen, and D.S. Wiersma
Physics Today 62, 24 (2009).
[2] E. Abrahams, P. W.Anderson, D. C.Licciardello, T.
V.Ramakrishnan, Phys. Rev. Lett. 42, 673 (1979).
[3] D. Vollhardt and P. Wo¨lfle, Phys. Rev. B 22, 4666 (1980);
in Electronic Phase Transitions (Elsevier Science, Ams-
terdam, 1992), p. 1.
[4] B.A. van Tiggelen, A. Lagendijk, and D.S. Wiersma,
Phys. Rev. Lett. 84, 4341 (2000).
[5] S.E. Skipetrov and B.A. van Tiggelen, Phys. Rev. Lett
92, 113901 (2004).
[6] S.E. Skipetrov and B.A. van Tiggelen, Phys. Rev. Lett
96, 043902 (2006).
[7] N. Cherroret and S.E. Skipetrov, Phys. Rev. E 77,
046608 (2008).
[8] C. Tian, Phys. Rev. B 77, 064205 (2008).
[9] B. Payne, A. Yamilov, and S.E. Skipetrov, Phys. Rev. B
82, 024205 (2010).
[10] A.G. Yamilov, R. Sarma, B. Redding, B. Payne, H. Noh,
and H. Cao, Phys. Rev. Lett. 112, 023904 (2014).
[11] A. Lagendijk and B.A. van Tiggelen, Phys. Rep. 270,
143 (1996).
[12] H. Hu, A. Strybulevych, J. Page, S.E. Skipetrov and B.A.
van Tiggelen, Nature Physics 4(12), 945 (2008).
[13] S. Chandrasekhar, Radiative Tranfser (Oxford Univ.
Press, Oxford, 1950).
[14] A. Ishimaru, Wave Propagation and Scattering in Ran-
dom Media, vol. 1 (Academic Press, New York, 1978).
[15] E. Akkermans, and G. Montambaux, Mesoscopic Physics
of Electrons and Photons (Cambridge University Press,
Cambridge, 2007).
[16] G.D. Mahan, Many Particle Physics (Plenum, New York,
2000), section 4.1.3.
[17] J.M. Jauch et al., Helv. Phys. Acta 45, 398 (1972).
[18] E. Akkermans, G.V. Dunne, and E. Levy, in Optics of
Aperiodic Structures: Fundamentals and Device Applica-
tions, edited by L. Dal Negro (Taylor & Francis, Boca
Raton, 2014), pp. 407–447.
[19] S. Blanco and R. Fournier, Europhys. Lett. 61(2), 168
(2003).
[20] R. Pierrat, Ph. Ambichl, S. Gigan, A. Haber, R. Carmi-
nati and S. Rotter, PNAS 111, 17765 (2014).
[21] R. Loudon, The Quantum Theory of Light (Clarendon,
Oxford, 1973).
[22] H.C.van de Hulst, Multiple Light Scattering (Academic,
New York, 1980), vol. 1, p. 151.
[23] Our definition of the localization length ξ differs from
that of Refs. [5–7] by a factor of 2.
[24] C.W.J. Beenakker, Rev. Mod. Phys. 69, 731 (1997).
[25] N. Cherroret, S.E. Skipetrov and B.A. van Tiggelen,
Phys. Rev. E 82, 056603 (2010).
[26] E. Akkermans P.E. Wolf and R. Maynard, Phys. Rev.
Lett. 56, 1471 (1986).
[27] M. Fink, D. Cassereau, A. Derode, C. Prada, Ph. Roux,
M. Tanter, J.L. Thomas and F. Wu, Rep. Prog. Phys.
63, 1933 (2000).
[28] B.A. van Tiggelen, Phys. Rev. Lett. 91, 243904 (2003).
