ABSTRACT Great success in face recognition has been achieved in recent years; however, complex variations and low-resolution images remain a challenge for unconstrained face recognition. Face recognition in video or image sets, which is known as image-set-based face recognition (ISFR), is one feasible solution to address this problem. Regularized nearest points (RNP) is an effective hull-based ISFR method which uses linear space as the input. However, nonlinearity usually exists when the input data contain complex structures, such as illumination and pose variations. Hence, we propose to map the input data to a higher dimensional feature space by using kernel functions, and we develop the kernel extension of the efficient iterative solver to find the regularized nearest points between two sets in higher dimensional feature space. We also exploit this kernel efficient iterative solver to improve the kernel convex hull image-set-based collaborative representation and classification method. The proposed kernelized fast algorithm improves the face recognition ability of RNP and significantly accelerates the kernel version hull-based ISFR methods. Experiments are performed on three benchmark face recognition video data sets. The experimental results illustrate the effectiveness of our proposed methods.
I. INTRODUCTION
Face recognition has achieved considerable success in recent years, especially when the convolutional neural network [9] , [39] is widely developed, and deep learning [14] , [15] , [25] had been successfully exploited to face recognition. However, deep learning face recognition always requires immense amounts of data and heavy computation for training deep models. Traditional face recognition often uses single image for identification; nevertheless, in many applications of video surveillance, low-quality online clips and photo albums, the face image conditions are often low resolution and have large pose and illumination variations and extensive occlusion of the face. The use of single images for identification does not provide sufficient precision. Fortunately, video sequences and photo albums often contain multiple images of the same subject. Therefore, the information in multiple images can be combined to improve the recognition ability. The process of modeling multiple images as a set and finding the similarity/distance between sets is called image set classification. In this paper, we focus on the image-set-based face recognition (ISFR) problem [3] , [16] , [23] , [33] , [37] , [40] .
The key issues in image set classification are how to represent or model image sets and how to measure the similarity/distance between sets [16] , [33] , [40] . In the early stages of image set classification, many methods [21] , [26] model image sets via statistical distributions, such as the single Gaussian distribution or Gaussian mixture models (GMM). Then, the distance between two sets is transformed into the similarity between two distributions. However, the performances of these methods often degrade drastically when the test data are not strongly statistically correlated with the training data [16] .
The representation of an image set as its subspace has been widely used throughout the research history of image set classification [2] , [7] , [8] , [20] , [36] . These methods often try to find the most discriminative subspace to represent the image set and use approaches based on canonical/principal angles [11] to measure the similarity between two sets. The subspace method has proved to be capable of accounting for general and complex data variations within sets [33] . Moreover, subspaces can be regarded as points on a Grassmann manifold, and many properties of the manifold can be exploited for image set classification. Thus, numerous Grassmann manifold-based methods [4] , [11] , [12] , [29] , [33] have been proposed and have achieved considerable results in image set classification. Subspace captures the variance in an image set for classification, and covariance matrix is also a popular descriptor for charactering an image set. Moreover, the covariance matrix is commonly a symmetric positive definite (SPD) matrix that can form as a special Riemannian manifold [18] . Image sets based on covariance matrices have produced considerable results [13] , [18] , [28] , [32] . Modeling the variance in an image set may be beneficial for multi-view object categorization; however, for the ISFR problem considered in this paper, finding the most similar instances between sets could be a better choice for face recognition [3] , [29] .
In the past decade, hull-based methods [3] , [16] , [40] , which find the most similar instances or the nearest distance between sets, have achieved great success in solving the ISFR problem. In 2010, Cevikalp and Triggs [3] proposed a method to model an image set as a affine hull or convex hull and then found the nearest distance between two hulls via optimization algorithms. This method is called the affine/convex hullbased image set distance (AHISD/CHISD) for ISFR. The benefit of this hull-based approach is that the feature space of one image set is spanned by the linear combination of each sample within the set. The affine/convex hull is capable of accounting for the unseen appearance of any affine combination of images that do not appear in the samples [17] . Thus, this method measures the distance between two virtual points generated from each of two sets by linear combination, which extends the available samples and is robust to noise and outliers [3] . Hu et al. [17] proposed the use of the sparse representation for ISFR, namely, sparse approximated nearest points (SANP). By finding the closest distance between two sparse approximated nearest points represented by the original samples, SANP performs well in terms of ISFR. However, the affine representation and sparse regularization can make the SANP model quite complex, and the numerous variables increase the difficulty and complexity of solving SANP. To reduce the complexity of SANP, Yang et al. [37] proposed that the feature space spanned by all samples should be regularized by an l 2 -norm constraint, which can be effectively solved with an efficient iterative solver. This method is called regularized nearest points (RNP). Experimental results show that the RNP not only runs much faster than SANP but also performs as good as SANP. Mian et al. [23] proposed that the synthetic nearest points between two sets estimated by the most unconstrained combinations of the existing samples may result in impossible faces that are even outside the human face. Self-regularization and non-negativity constraints are required to constrain the linear combination. To exploit the discriminative ability from the given gallery sets, collaboratively regularized nearest points (CRNP) [35] was proposed. CRNP uses all gallery (or training) sets to form a whole set and then finds the set-to-set distance with each query set using the RNP algorithm. Subsequently, the distance between two faces is determined by the corresponding coefficients of the whole gallery set [35] . Experimental results show that CRNP further boosts the performance compared to that of RNP because CRNP enables the discriminative class-specific (or set-specific) coefficients generated by collaborative reconstruction into its classification model [35] . Recently, Zhu et al. [40] proposed the regularized hull image-set-based collaborative representation and classification (ISCRC) methods. The regularized hull-based ISCRC (RH-ISCRC) [40] is similar to CRNP, but it first compresses each gallery set into a much more compact set and uses the l 1 -norm and l 2 -norm to solve the optimization problem. More comprehensive theory of the image-set-based collaborative representation is presented, and better recognition rates are achieved.
The linear hull-based ISFR systems are limiting for complex cases with variations in expression, pose, or illumination of human face [34] . Melzer et al. [22] found that the complex appearance variation caused by poses generates nonlinearity. One solution is to map the original feature space to a higher-dimensional Hilbert space and then learn the classifiers on this space. This solution can be implemented using the kernel trick [27] . By defining the kernel function and using the inner product of feature vectors on the higherdimensional feature space, it is easy to obtain the kernel extension of hull-based ISFR methods, such as kernel AHISD (KAHISD) [3] , kernel SANP (KSANP) [16] and kernelized convex hull-based ISCRC (KCH-ISCRC) [40] . Gaussian kernel is usually applied for handling these nonlinear image set classification problems.
Based on the observations above, although the kernel trick has been applied to handle the non-linearity of human face, however, we found that KAHISD is not a regularized hullbased method; hence, it is probably not robust to outliers and noise. Moreover, KAHISD is directly solved by standard quadratic optimization (QP) [5] , which is computationally expensive. Although the KSANP method achieves good recognition results, the solution model of KSANP is as complicated as that of SANP. It is computationally expensive to solve SANP, not to mention KSANP.
The main contributions of this paper include: 1) we propose to use the regularized technique of RNP and the kernel trick employed in KAHISD to form a kernel extension of RNP (KRNP) for ISFR. We deduce the kernel extension of the efficient iterative solver in RNP for our KRNP, which greatly accelerates the nearest points optimization compared to that of other kernel hull-based ISFR methods, such as KAHISD and KSANP. The nonlinear problem, which is solved by kernel techniques, further improves the performance of the original RNP. For the ISCRC hull-based ISFR method of KCH-ISCRC, the regularization in RH-ISCRC is not applied to KCH-ISCRC, and it still uses the computationally expensive standard QP for optimization. In this work, 2) we further extend the KCH-ISCRC by our deduction of the kernel efficient iterative solver in KRNP, which is denoted as kernel regularized hull-based ISCRC (KRH-ISCRC). By employing the kernel efficient iterative solver, our KRH-ISCRC can run faster than KCH-ISCRC; in addition, a regularized constraint is embedded naturally to resist outliers and noise. Comprehensive experiments are conducted on three benchmark face video sequence datasets, which are widely used in numerous works [3] , [17] , [32] , [33] , [40] . The experimental results show that the proposed KRNP runs faster than KAHISD and achieves a considerable recognition rate improvement compared to that of the original RNP. The proposed KRH-ISCRC also runs faster than the original KCH-ISCRC, and the recognition results are comparable.
The rest of this paper is organized as follows. Section II introduces several correlated hull-based ISFR methods. Then, we propose our KRNP and KRH-ISCRC methods for ISFR in Section III. Time-complexity analysis is presented in Section IV. Experiments are conducted in Section V, and Section VI concludes this paper.
II. RELATED WORK
In this section, we introduce several hull-based ISFR methods, including AHISD [3] , RNP [37] , RH-ISCRC [40] , and the kernel extension of KAHISD [3] , KCH-ISCRC [40] which are closely related to our proposed methods.
A. HULL-BASED IMAGE SET DISTANCE
For set-to-set distance measurement, it is intuitive to find the distance of the nearest points between two sets. However, there are limited samples in the set to obtain a precise measurement. Therefore, the hull-based method called AHISD/CHISD [3] was proposed to model an image set as an affine or convex hull by spanning the space of samples within the set. This hull model provides a rather loose approximation to the data, and many unseen samples are approximated, which expands the feature space of the subject and improves the probability of finding the true distance between two sets.
For the i-th gallery image set
where α k is the coefficient of each sample, and the constraint of n i k=1 α k = 1 is used to prevent the trivial solution of
The lower bound L and the upper bound U are used to constrain the region of the affine hull. When L = 0 and U ≤ 1, it becomes a convex hull or a reduced convex hull (control the intersection of two sets) [3] .
After modeling each set as an affine or convex hull, the hull-based image set distance between gallery set X i and query set Y = y 1 , y 2 , . . . , y n q (n q is the sample number in query set Y ) can be obtained by optimization of the following problem:
where τ is the upper bound of coefficients α k and β l . Thus, the nearest distance of two sets can be represented as
, whereα andβ are the optimal coefficients of Eq. (2).
B. REGULARIZED NEAREST POINTS
Regularized nearest points (RNP) [37] method is the foundation of our work. We will solve the nonlinear problem of RNP and extend the efficient iterative solver to its kernel extension; hence, it is necessary to provide the details of this method. RNP assumes that the affine hull model [3] should be regularized to avoid the impacts of noise and outlier samples in the set. RNP models each image set by a regularized affine hull (RAH), which can be formulated as:
where the l p −norm constraint α l p ≤ ρ is added for regularization. It is the main difference between AHISD (Eq. (1)) and RNP. This regularization model makes the affine combination focus on only the samples close to the sample mean of the set [35] , which helps to resist outliers. In [37] , only the l 2 − norm is considered since it enables a faster iterative solution without performance degradation. Hence, the objective function of the l 2 − norm RNP is formulated as:
This equation can be rewritten as the Lagrangian formulation [37] :
where λ 1 and λ 2 are the Lagrangian multipliers. By relaxing the constraints k α k = 1 and l β l = 1 to k α k ≈ 1 and
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; 0 T , and the two column vectors 1 and 0 have sizes based on the set size. Using this equation, it is easy to solve the optimization problem efficiently by alternatively updating the coefficients α and β. The update of coefficient β is formulated as:
where
The update of coefficient α is formulated as:
The algorithm [37] for solving RNP has shown that the l 2 − norm regularized model of Eq. (6) is ridge regression, where the cost function value decreases and converges to the global optimal solution [37] .
Finally, the classification is determined by the residual error of:
whereα andβ are the optimal coefficients obtained by solving Eq. (6). Y * and X i * are the nuclear norm of query set Y and gallery set X i . The sum of the nuclear norm is able to remove possible disturbance unrelated to the class information and to avoid biasing on large sets [35] . The identity of query set Y is determined by the smallest residual error min i {e i }.
C. IMAGE SET-BASED COLLABORATIVE REPRESENTATION AND CLASSIFICATION
As depicted in the previous sections, AHISD and RNP compute the optimal coefficients ofα andβ between each pair of gallery set and query set separately. Collaborative RNP (CRNP) [35] and image-set-based collaborative representation and classification (ISCRC) [40] were proposed to collaboratively use all the gallery sets to generate all the optimal coefficients simultaneously. They declare that the between-set information of different gallery sets can be exploited by the collaborative representation. The ISCRC-based method [40] is a slight improvement of CRNP. Here, we introduce the ISCRC as an example.
ISCRC-based methods first compress each gallery set X i into a much more compact set, denoted by D i , via a dictionary learning method, such as in [24] and [38] . Then, the C compressed gallery sets form a whole set D = {D i } C i=1 . The compressed set significantly improves the computational speed with almost the same face recognition rate [40] . For the l p -norm regularized hull-based ISCRC (RH-ISCRC), the optimization problem can be given in the following Lagrangian form:
where β = β 1 ; . . . ; β i ; . . . ; β C , β i denotes the subvector coefficients associated with the compressed set D i , and
n i is the total number of samples in all gallery sets. In [40] , RH-ISCRC has l 1 -norm and l 2 -norm regularizations. The l 1 -norm RH-ISCRC is solved by alternatively updating the coefficients α, β, and the representative l 1 -minimization approach LARS [6] is used to address each update. The l 2 -norm RH-ISCRC is solved by a closed-form solution.
The nearest distance between query set Y and compressed set D (includes all compressed gallery sets) is obtained by the optimization problem Eq. (12) . Hence, the optimal coefficients of α and β are generated only once, and a decision about the label of query set Y can be made. Therefore, the classification stage of RH-ISCRC is quite different from that of AHISD and RNP. The nearest distance between query set Y and gallery set X i in RH-ISCRC is calculated using the associated optimal sub-coefficientsβ i and the corresponding compressed set D i . Hence, the distance between Y and X i is defined as the residual error:
These collaborative representation approaches achieve great improvements [35] , [40] compared to the pairwise distance computing methods of AHISD, SANP and RNP, not only in terms of better recognition rates but also a reduction in time complexity because the collaborative representation implicitly makes each associated sub-coefficient discriminative [35] and the identification can be achieved by solving the optimization problem only once.
D. KERNELIZED HULL-BASED METHODS
To address the nonlinear problem of human face recognition, Cevikalp and Triggs [3] extended the AHISD/CHISD method to its kernel version KAHISD/KCHISD. Kernel SANP (KSANP) was also proposed in [16] , and for ISCRC methods, Zhu et al. [40] proposed KCH-ISCRC. Here, we detail the KAHISD and KCH-ISCRC methods as examples because we aim to improve them in this paper. All kernel hull-based ISFR methods require the definition of a mapping of each observed sample x from the original feature space to a higher-dimensional feature space F:
The mapping of gallery set X i can be defined as (X i ) = φ (x 1 ) , . . . , φ x n i and that of query set Y as (Y ) = φ (y 1 ) , . . . , φ y n q . KAHISD attempts to solve the following optimization problem.
Using the kernel trick [27] , the above minimization can be solved by the standard QP [3] , [5] . This solution exhibits global and quadratic convergence [5] . We show the execution details of the kernel trick in our proposed KRNP in Section III. The process steps in using the kernel function are similar. For the ISCRC, Zhu et al. [40] proposed not only RH-ISCRC but also a kernel extension of the ISCRC method called KCH-ISCRC. According to RH-ISCRC in Section II-B, the KCH-ISCRC optimization problem is formulated as
where ( . KAHISD and KCH-ISCRC successfully address the nonlinearity problem in ISFR by using the Gaussian kernel function [3] , [40] .
III. THE PROPOSED METHODS
In this section, we propose two kernel version hull-based ISFR methods: KRNP and KRH-ISCRC. The details of kernel trick and the deduction of kernel efficient iterative solver are presented.
A. KERNEL REGULARIZED NEAREST POINTS (KRNP)
In many visual face recognition tasks, the underlying nonlinearity often resides in visual features [34] which may be generally under-determined [40] when using various linear learning systems. The kernel trick [27] provides a powerful tool to learn the nonlinear structures and has been successfully applied to ISFR [3] , [16] , [34] , [40] . As mentioned previously, KAHISD [3] , KSANP [16] and KCH-ISCRC [40] have extended the hull-based ISFR to their kernel extensions. However, the KAHISD and KCH-ISCRC methods solved the optimization problem by the standard QP, which is computationally expensive (the time complexity analysis is discussed in Section IV). Although KSANP uses the accelerated proximal gradient approach for optimization, the complexity of KSANP is still high due to its complex model [16] , [37] .
In this work, we aim to 1) address the under-determined problem of image set face data on the nonlinear feature space of the RNP method and to 2) accelerate the optimization of nearest points search on a higher-dimensional feature space. Here, we detail the proposed KRNP method first.
Similar to KAHISD and KCH-ISCRC, we map the sample data to a higher-dimensional feature space F by Eq. (14) . Then, the gallery set X i and query set Y in space F can be denoted as (X i ) = φ (x 1 ) , . . . , φ x n i and (Y ) = φ (y 1 ) , . . . , φ y n q . As the inner product of the two image vectors x k and x l in space F cannot be directly computed (because the mapping function is not explicitly specified [16] ), we express the inner product of the two image vectors as a kernel function of
where , is the inner product of two vectors in space F. How to select a suitable kernel function to implicitly calculate the inner product of two vectors in higher-dimensional feature space is an important factor for all kernel methods. As mentioned in Section II-D, one effective kernel function is the Gaussian kernel:
An advantage of the Gaussian kernel is that it has only one free parameter σ ; hence, it is easy to find the optimal value by cross-validation. The Gaussian kernel is the most commonly used kernel function in this paper. Another popular kernel that originally stems from neural networks for addressing many machine learning problems is the sigmoid kernel
where a and r are two free parameters. Due to the good properties when handling nonlinear data, the sigmoid kernel is also employed in the proposed KRNP. Using the kernel function of two single samples in Eq. (17), we can deduce the inner product of two sets in space F as a kernel matrix:
The element in the k-th row and the l-th column of
To accelerate the kernel version hull-based ISFR, in contrast to KAHISD, which uses the standard QP, we follow the solution of RNP by alternatively updating the coefficients of α and β. We focus on the l 2 -norm regularization because both high recognition accuracy and fast speed can be achieved [37] . Therefore, by following the optimization form VOLUME 6, 2018 of RNP (Eq. (6))), we can directly rewrite the optimization problem of KRNP as:
Using the definitions of (0), (Y ) and (X i ), the proposed KRNP has similar cost function as that of RNP [37] , which means KRNP can be solved by using the algorithm of RNP. However, as the mapping function of is not explicitly specified, we need to rewrite the update Eqs. (7), (8), (9) and (10) using the kernel matrices of K X i X i , K YY , K X i Y and K Y X i , which were obtained previously.
To update the coefficient β, we first reformulate Eqs. (7) and (8) with the new variablesz,Ỹ andX i defined in Eq. (22) as:
When the coefficient α is fixed, β can be calculated by solving the inner products ofỸ TỸ ,Ỹ Tz andỸ TX i . As defined in Eq. (22), it can be derived that
By using the definition of the kernel matrix K YY ,Ỹ TỸ can be expressed as
Clearly, (0) = 0; hence,Ỹ
, we also havẽ
Using the previously defined kernel matrix K Y X i , we havẽ Y TX i = −K Y X i . As such, the update of β in Eq. (23) can be rewritten with kernel matrices as:
In the algorithm design, the inverse of K YY + 1 · 1 T + λ 2 I could be computed offline to save computational time; we denote it as:
Then, we have
On the other hand, when β is fixed, the update of α is similar to that of β. We reformulate Eqs. (9) and (10) with new variables:
We should address the expressions ofX
with the kernel matrices. Using the definition in Eq. (22) and the kernel matrices, the inner products of these variables can be expressed as:
Thus, the update equation of α can be formulated with kernel matrices as:
Likewise, the inverse of K X i X i + 1 · 1 T + λ 1 I could be calculated offline; we denote it as:
For the residual calculation of each iteration of updating the coefficients, the cost function of Eq. (21) should also be represented by kernel matrices. We give the deduction of the cost function as: (25) , (26) , (31) , (32) , and (33), we can represent the cost function of Eq. (37) by kernel matrices as: We summarize our iterative steps of KRNP as Algorithm 1. α and β are initialized with equal weights, as in [37] . Since the l 2 -norm regularization models of Eqs. (21) and (6) share similar solution form, the proposed Algorithm 1 will converge to the global optimal solution.
After the optimal coefficients ofα andβ ïĂ are found, the nearest distance can be computed by placing them into the residual error formulation. We follow the residual definition of RNP, which uses the nuclear norm to maintain the stabilization of different situations within set, to define the residual error of our KRNP. We rewrite Eq. (11) in the higherdimensional feature space as:
The nuclear norm is the sum of singular values: [37] . However, each singular value k ( (X i )) cannot be computed directly since the mapping of is implicitly defined. Nevertheless, we can obtain the relation (X i ) T (X i ) = U X i X i V X i T by singular value decomposition (SVD). It can be proved by linear algebra that the singular values of (X i ) are the diagonal elements of 1 / 2 X i . Based on the previous relations of the inner product and kernel matrices, we can obtain
In other words, the singular values can be calculated by decomposing K X i X i . Likewise, the nuclear norm (Y ) * can be derived by decomposing kernel matrix K YY .
The distance function of
should also be rewritten in the kernel matrix form:
Finally, the identity of query image set Y can be determined by Identity (Y ) = argmin i {e i }.
B. KERNEL REGULARIZED HULL-BASED IMAGE SET COLLABORATIVE REPRESENTATION AND CLASSIFICATION (KRH-ISCRC)
Zhu et al. [40] proposed two image-set-based collaborative representative and classification methods (ISCRC): RH-ISCRC and KCH-ISCRC. As introduced in Section II, the authors employed the regularized constraint to RH-ISCRC but not to KCH-ISCRC. In this work, we exploit the l 2 -norm regularization and use the proposed kernel efficient iterative solver in KRNP to improve the KCH-ISCRC method. We call the proposed method kernel regularized hullbased ISCRC (KRH-ISCRC). First, all gallery sets are compressed to fewer atoms sets, as in [40] . Then, the compressed atoms {D i } C i=1 are mapped to the higher-dimensional feature space F by function . The i-th compressed gallery set in space F is denoted as (D i ); the whole compressed set is (D). For a query set (Y ) in space F, we formulate the optimization problem of KRH-ISCRC by rewriting Eq. (16) as:
In this step, we use the algorithm proposed in KRNP to solve KRH-ISCRC. Since the regularized constraint has been added to Eq. (41), we can reformulate it similar to Eq. (22) is replaced byD. As a result, the algorithm for solving Eq. (42) can follow the steps in Algorithm 1 to obtain the optimal coefficients ofα andβ. For classification, the optimalβ in our KRH-ISCRC consists of C sub-coefficientsβ = β 1 ; . . . ;β i ; . . . ;β C corresponding to C gallery sets. The classifier in KCH-ISCRC is inherited by our KRH-ISCRC, that is, the smallest residual error min i {e i }, where
Eq. (43) should be reformulated in the form of Eq. (40) by the kernel matrices since the mapping function of is implicitly defined. These kernel tricks are similar to that of our KRNP; therefore, we do not reiterate them here.
IV. COMPUTATIONAL COMPLEXITY ANALYSIS
In this section, we discuss the computational complexity of the proposed KRNP and KRH-ISCRC methods. In this paper, we aim to accelerate the kernel version hull-based VOLUME 6, 2018 methods for solving the nearest points optimization problem. A theoretical complexity analysis between our approaches and the relative methods, such as RNP, SANP, KAHISD and KCH-ISCRC, is required. As described in [37] , the time complexity of RNP is approximately i O md n i + n q + O inv , where O inv is the computational complexity of calculating the projection matrix P in Eq. (8), which is roughly equal to an inverse operation [37] . n i is the number of samples in the i-th gallery set, n q is the number of samples in the query set, and d is the vector dimension of the sample data. m is the iteration number, which is usually a small value (e.g., m = 5) that produces a good solution [37] .
For the proposed KRNP, each gallery set kernel matrix K X i X i , transformation matrix Q i (Eq. (35)) and the nuclear norm (X i ) * can be computed offline. Hence, we analyze the computational complexity of only the online computation. The online computation of KRNP is composed of 1) the kernel matrices of
, and K YY , 2) the transformation matrix M and 3) Algorithm 1. First, we analyze the computational complexity of Algorithm 1. As shown in Eqs. (27) and (34), the updates of β and α are not related to the dimensions of the feature data; they are related to the dimensions of the kernel matrices. Section II-B shows that the dimensions of different kernel matrices are determined by the number of samples in the query set n q and gallery set n i . As a consequence, the computational complexity of Algorithm 1 is approximately O m n 2 i + n 2 q , where m is the iteration number. Additionally, our experiments showed that adequate results are achieved at relatively low iteration numbers, as in RNP. The iteration complexity of KRNP is lower than that of RNP O md n i + n q when the feature dimension d is smaller than the sample numbers n q and n i . Certainly, the kernel calculation of our KRNP cannot be ignored. We take the Gaussian kernel as an example; the complexity of K Y X i is roughly O dn i n q . It is easy to calculate
q . Furthermore, we compute the transformation matrix M once to recognize one query set. As shown in Eq. (28), this process is roughly an inverse operation of the kernel matrix K YY . Hence, the computational complexity of M is approximately equal to that of calculating P (Eq. (8)) in RNP. Thus, we denote the computational complexity of M as O inv .
In summary, to identify a query set, the total time complexity of the proposed KRNP can be formulated
Clearly, due to the higher computational complexity of kernel matrices, the computational cost of our KRNP is higher than that of the original RNP. Nevertheless, we should compare to the category of kernel version hull-based methods, such as the KAHISD [3] , for fairness.
The proposed KRNP has close affinity to KAHISD; KRNP can be viewed as a fast regularization form of KAHISD. The algorithm of KAHISD, which was proposed in [3] , uses the standard QP [5] to find the nearest points between sets. As discussed in [40] , the time complexity of the standard QP is roughly O n i + n q 3 . Since KAHISD has a similar procedure to construct kernel matrices as that of our KRNP, such as K X i Y , K Y X i and K YY ; therefore, we can estimate the time complexity of KAHISD as i O dn i n q + O n i + n q
q . When the number of samples in one set is large, the time complexity of KAHISD is much higher than that of our KRNP method (O n i + n q 3 O m n 2 i + n 2 q ) because the iteration number m is relatively small in our KRNP.
SANP also has a kernel extension called KSANP [16] ; however, as analyzed in [37] , due to the complex model of SANP, the time complexity of SANP is already very high. Its time complexity is i O d 2 n i + n q ε + O SVD , where ε ≥ 1.2 and O SVD is roughly equal to the O inv in our KRNP. Due to the usually high dimensionality (d) of the feature space, the time complexity of SANP is much higher than that of our KRNP, which is shown in our experiments (see Section V-D). When the kernel calculation is added, the time complexity of KSANP is much higher than SANP.
For the collaborative representation methods, we analyze the time complexity of our KRH-ISCRC and the KCH-ISCRC [40] . Similar to KAHISD, standard QP is utilized to solve the nearest points problem in KCH-ISCRC. One benefit of the ISCRC based methods is that the optimization needs to be performed only once when identifying one query set, whereas multiple optimizations are required in AHISD, SANP, RNP, KAHISD and our KRNP. Hence, the time complexity of KCH-ISCRC is approximately O n D + n q
q . Obviously, because the query set is not necessary to solve the optimization with each gallery set, the time complexity of KCH-ISCRC is much lower than that of KAHISD. To further lower the time complexity of KCH-ISCRC, we propose KRH-ISCRC. The time complexity of KRH-ISCRC can be estimated by the previous analysis of KRNP and KCH-ISCRC; thus, its time complexity
Our experiments show that the iteration number m is still relatively low in KRH-ISCRC (e.g., m = 5), and when the numbers of samples (n D , n q ) are sufficiently large, the fast calculation of O inv can be ignored. Hence, the time complexity of KRH-ISCRC is lower than that of KCH-ISCRC. The time complexities of all the mentioned methods are shown in Table 1 for comparison.
V. EXPERIMENTAL RESULTS
To validate the performance of the proposed KRNP and KRH-ISCRC methods, extensive experiments are conducted on several benchmark ISFR datasets. We first present the recognition accuracy of our KRNP and KRH-ISCRC; then, we compare the computational times of several relevant hullbased methods. Finally, numerous state-of-the-art set-based classification methods are compared. 
A. DATASETS AND PARAMETER SETTINGS
Three benchmark video sequence set-based face databases are employed in our experiments. We selected frames from the sequences to obtain datasets with no temporal information (unordered frames) for the more general image setbased recognition problem [37] . The Honda/UCSD database (Honda) [21] contains 59 video sequences involving 20 different subjects. We used 20 sequences for the gallery sets and the remaining 39 sequences for the query sets. We used a cascaded face detector [31] to collect the faces from each frame, and the face images were converted to grayscale and resized to 20 × 20 pixels. Some example images are shown in Figure 1(a) . The CMU Motion of Body (Mobo) database [10] contains 96 sequences of 24 subjects; sample images are shown in Figure 1(b) . For each subject, there are four video sequences corresponding to different walking patterns [10] . Following the experimental settings in [3] , [37] , and [40] , face images are collected by the cascaded face detector [31] , as with the Honda dataset. LBP features [1] are extracted from the detected 40 × 40 pixel, grayscale face region. One video sequence per subject is selected for the gallery set, and the remaining three sequences are used for the query sets.
For the third database, the YouTube Celebrities (YTC) database [19] is a large video sequence database for unconstrained face tracking and recognition. There are 1,910 video sequences of 47 celebrities collected from the YouTube website, some typical example images are shown in Figure 1(c) . For experiments, each subject has an average of 41 clips (sequences), which are usually divided into 3 sessions taken under different conditions. Similar to the configuration in [33] , for each subject, we used 1 clip from each session to form the gallery sets, and the other clips were used for the query sets. Again, the face in each frame was detected by the cascade face detector [31] and resized to a 20 × 20 pixel grayscale image.
For each sequence of three datasets, we separately selected 50, 100 and 200 frames to conduct three experiments with different frame numbers, as in [37] and [40] . Ten-fold crossvalidation experiments were conducted for all datasets and frame models.
B. RECOGNITION COMPARISON BETWEEN KRNP AND RNP
We compare the recognition accuracy of the proposed KRNP to that of the original RNP method in this subsection. Three datasets with three different frame number experiments are conducted, and both Gaussian kernel and sigmoid kernel are tested in our KRNP. The parameter σ in Eq. (18) and the parameters a and r in Eq. (19) are all tuned to be optimal via cross-validation. As shown in Figure 2 , with increasing frame number, more information becomes available and the recognition rates tend to increase in all datasets. Our KRNP always achieves higher recognition rates than those of the original RNP on the Honda and YTC datasets. This result demonstrates that the high nonlinearity of the Honda and YTC datasets is solved by the nonlinear mapping of our KRNP. Although the Gaussian kernel does not preform well on the Mobo dataset, due to the good nonlinearity representation of sigmoid VOLUME 6, 2018 kernel, the KRNP-Sigmoid achieves good results. Consequently, by selecting suitable kernel functions, the proposed KRNP can always outperform the original RNP, which has shown the effectiveness of our proposed method. It demonstrates that the nonlinearity of original feature data can be better classified by the proposed kernel efficient iterative solver. To further illustrate the higher performance of the proposed KRNP, we present the receiver operating characteristic (ROC) curves on the three datasets with 100 frames in each set. The Gaussian and sigmoid kernels of KRNP are both used to generate ROC curves, and the original RNP is used for comparison. The ROC curves are generated with the mean of ten recognition results. As shown in Figure 3 , for the Honda dataset, the proposed KRNP-Sigmoid and KRNPGaussian always outperform the original RNP method, which demonstrates the beneficial property of our KRNP of addressing the complex nonlinear structures in the original data. For the Mobo dataset, which is shown in Figure 4 , RNP has higher performance than that of our KRNP-Gaussian at small false positive rates; nevertheless, KRNP-Gaussian outperforms RNP in most cases. For the YTC dataset, the performances of the three methods are approximately equivalent. It should be noted that, our KRNPs outperform RNP at lower false positive rates, which is a beneficial characteristic for practical face recognition systems.
C. RECOGNITION COMPARISON BETWEEN KRH-ISCRC AND KCH-ISCRC
We developed the KCH-ISCRC method [40] by regularized constraint and a fast efficient iterative solver. Here, we compare the face recognition accuracy of KCH-ISCRC and our KRH-ISCRC on three benchmark datasets. Gaussian kernel is selected for both KCH-ISCRC and KRH-ISCRC.
As shown in Figure 6 , the recognition rates of KCH-ISCRC and KRH-ISCRC are nearly equivalent on the Honda dataset. And the KCH-ISCRC is superior to our KRH-ISCRC on the YTC dataset. The reason may lie in the better global property of standard QP applied in KCH-ISCRC. However, our KRH-ISCRC always outperforms KCH-ISCRC on the Mobo dataset, it illustrates that the added regularized constraint (see Eq. (41)) in our KRH-ISCRC takes effect on Mobo dataset. That is because the LBP feature used in Mobo dataset could cause unstable measurements when using Euclidean distance, the regularized constraint helps to resist this unstable measurements. In summary, the proposed KRH-ISCRC has recognition ability that is competitive with that of KCH-ISCRC, and it has the advantage on some datasets that have unstable measurements. The kernel efficient iterative solver is another innovation of our KRH-ISCRC, which will be evaluated in the computational time comparison of next subsection.
D. COMPUTATIONAL TIME COMPARISON
One contribution of this work is the extension of the efficient iterative solver in RNP [37] to its kernel version. This new technique accelerates the solution of the kernel version nearest points optimization methods such as KAHISD and KCH-ISCRC. According to the theoretical analysis in Section IV, we present a practical computational time evaluation of the proposed KRNP and KRH-ISCRC and compare the results to those of several correlated hull-based ISFR methods, such as the kernel methods of KAHISD [3] and KCH-ISCRC [40] and the non-kernel methods of SANP [16] , RNP [37] and RH-ISCRC (with l 1 -norm regularization) [40] . The computational time is calculated as the average of the training and recognition time for ten identical experiments. The evaluation is conducted on the Mobo dataset with 50, 100 and 200 frames. Gaussian kernel is employed for all kernel-based methods for a fair comparison. Figure 7 shows the average computational time for the online recognition of one image set with different frame numbers. As analyzed in Section IV, due to the additional kernel calculation phase of KRNP, the computational cost of KRNP is greater than that of the original RNP. However, in the comparison between the two kernel algorithms of KAHISD and KRNP, our KRNP consumes less time than KAHISD. This result demonstrates that the proposed kernel efficient iterative solver runs much faster than the kernel standard QP. Due to the high computational complexity of the sparse coding and multiple parameters optimizations of SANP [17] , [37] , SANP is the slowest algorithm in Figure 7 , not to mention its kernel version KSANP [16] .
As shown in Figure 7 , the ISCRC-based methods of RH-ISCRC, KCH-ISCRC and our KRH-ISCRC run relatively fast because optimization is performed only once for recognizing one image set, whereas the other methods, such as RNP, SANP, AHISD and our KRNP, run multiple optimizations for each pair of gallery set and query set. We improved KCH-ISCRC to obtain our KRH-ISCRC by applying the fast kernel efficient iterative solver. Our KRH-ISCRC runs faster than KCH-ISCRC in all frame number models, and it is the fastest algorithm among all compared methods, as shown in Figure 7 . To further evaluate the computational time of the proposed methods, we provide details about the training and testing (recognition) time for the Mobo dataset with 200 frames. As shown in Table 2 , the training time of each method is the average of ten identical experiments. RNP's training time is relatively low since it has no kernel matrix calculation procedure. The proposed KRNP and KRH-ISCRC have similar training times as those of KAHISD and KCH-ISCRC, respectively; in other words, there is almost no training time increment in our methods. KRH-ISCRC is the fastest algorithm for online recognition, which is beneficial for practical face recognition systems. SANP is still the slowest algorithm, even though there is no training phase.
E. COMPARISON WITH OTHER SET-BASED RECOGNITION METHODS
The performances of the proposed KRNP and KRH-ISCRC should be compared to the state-of-the-art setbased recognition methods. As the proposed KRNP and KRH-ISCRC are hull-based nearest points finding methods, the comparison is mainly associated with hull-based ISFR methods, such as AHISD [3] , kernel version AHISD (KAHISD) [3] , SANP [16] , RNP [37] , RH-ISCRC [40] and KCH-ISCRC [40] , which have been introduced in previous sections. In addition, several state-of-the-art set-based classification methods based on other techniques are compared, namely, the subspace-based Grassmann manifold methods of GDA [11] , GGDA [12] , MMD [33] , and GNP [29] and the SPD manifold methods of CDL [32] and PPCDL [28] . These approaches are popular for image set-based classification since the subspace and SPD covariance matrix are excellent descriptors for characterizing image sets [30] .
The parameter settings of the different methods are tuned to be as optimal as possible. Gaussian kernel is applied to all kernel version hull-based methods for evaluation. We used the better l 1 -norm regularized optimization to solve RH-ISCRC. Only the most popular Projection kernel is tested on GDA and GGDA. There are too few samples in some image sets of the Honda dataset (when the practical frame number of one image set is less than 50, 100 or 200 frames, we use the practical frame number for the experiments); hence, it is not convenient for GNP and PPCDL algorithms to cluster sufficiently large patches for common classification. Consequently, the recognition results of GNP and PPCDL on the Honda dataset are not given. The experimental results are presented as the average recognition rates and standard deviations of ten experiments. The recognition results of the three datasets with three different image set frame models are shown in Table 3 . The average recognition rates of all testing sets are also depicted.
As shown in Table 3 , the proposed KRNP outperforms the original RNP on average. The average recognition rates of our KRNP and KRH-ISCRC are second only to those of RH-ISCRC and KCH-ISCRC. These have been shown the effectiveness of the proposed kernel efficient iterative solver.
The highest recognition rates are usually obtained by the RH-ISCRC and KCH-ISCRC methods because the betweenclass information contributes to the recognition ability via collaborative representation [40] . Due to the l 1 -norm regularization solution, RH-ISCRC achieves good results even without kernel mapping; however, as evaluated in Section V-D, our KRH-ISCRC runs faster than those of RH-ISCRC and KCH-ISCRC in the testing phase; and the recognition accuracy is competitive.
The hull-based ISFR methods (including our KRNP and KRH-ISCRC) commonly have good performance compared to the state-of-the-art subspace based Grassmann manifold methods and covariance matrix based SPD manifold methods, such as GDA, GGDA, MMD, GNP, CDL and PPCDL. One reason is that in video sequence face recognition, it is easy to find or synthesize the most similar samples between two sets, which helps to achieve better recognition rates.
VI. CONCLUSION
In this paper, we extended the effective iterative solver in RNP to its kernel extension to address the ISFR problem. Based on this kernel effective iterative solver, we proposed the KRNP method to handle the nonlinear structures of the human face by implicitly mapping data to a higher-dimensional feature space. The experimental results show that the proposed KRNP usually has higher recognition rates than those of the original RNP approach, and the time complexity is much lower than those of other kernel version hull-based methods, such as KAHISD, KSANP. We further applied the kernel effective iterative solver to KCH-ISCRC [40] and formed a new method called KRH-ISCRC. The regularized constraint and faster iterative solver employed by KRH-ISCRC improve the recognition rates on the Mobo dataset and accelerate the recognition speed compared to KCH-ISCRC. Due to the fast kernel effective iterative solver and the collaborative representation, our KRH-ISCRC achieves the lowest recognition time among all hull-based ISFR methods.
