New South Wales which is one of the major contributors of Australia's agricultural income, often undergoes extreme climate conditions like droughts and floods due to its geographical location and climatic inconsistency, resulting in high inter-annual variation in streamflow. This study presents a solution to this problem developing streamflow prediction models with long lead time scale using the statistical Multiple NonLinear Regression (MNLR) techniques. While most of the past studies were concentrated on revealing the relationship between streamflow and single concurrent or lagged climate indices, current endeavour is to explore the combined impacts of large scale climate drivers to forecast seasonal streamflow considering their relationship to be non-linear. Several oceanic and atmospheric climate indices are selected considering their influence on the streamflow of NSW which includes four major climate drivers of this region PDO (Pacific Decadal Oscillation), IPO (Inter Decadal Pacific Oscillation), IOD (Indian Ocean Dipole) and the ENSO (El Nino Southern Oscillation) indices. The developed models with all the possible combinations show significantly good results in terms of Pearson correlation(r), and Root Mean Square Error (RMSE). The outcomes of MNLR models are compared to the best models of Multiple Linear Regression(MLR) analysis which was performed in one of the previous studies of this research. MNLR models are evident to outperform the MLR models in terms of Pearson correlation (r) values in both calibration and validation stages, verifying the non-linear relationship between seasonal streamflow and large-scale climate drivers. The maximum correlations are obtained as 0.46, 0.39, 0.52 in the calibration period and 0.71, 0.85 and 0.79 in the validation period for the Singleton, Coggan and North Cuerindi stations respectively. Though the correlation values are not very high, they are statistically significant. The time series plot of the observed and simulated streamflow for the best developed models, show the limitations of this study as the models fail to predict unusual phenomenon like droughts or floods. Sophisticated non-linear models are expected to provide better predictions; thus, such methods will be attributed to the extension of this research study.
INTRODUCTION
The geographic location and extensive topographic variations present high climatic inconsistency in Australia which results in even higher inter-annual streamflow variability across the country, which is almost twice of the rivers in any other part of the world (McMahon et al.1992) . As a consequence, it causes much difficulties to the irrigators, agricultural producers, water managers and planners to allocate irrigation water and environmental flows, manage and operate reservoir, supply municipal water, estimate future hydroelectricity supply etc.
Australia being surrounded by Pacific, Indian and Southern Ocean, is greatly influenced by the climatic anomalies originated from the ocean. It has been accepted by the hydrologists that there exists strong correlation between streamflow and large-scale atmospheric circulation patterns. The climate of southeast Australia is influenced by four major climate drivers (Duc et al. 2017) originating in the Pacific Ocean, the Indian Ocean and the Southern Ocean are El Niño Southern Oscillation (ENSO), the Interdecadal Pacific Oscillation (IPO) or Pacific Decadal Oscillation (PDO), Southern Annular mode(SAM) and Indian Ocean Dipole (IOD).
The ENSO phenomenon, which results from the large-scale interactions between ocean and atmospheric circulation processes in the equatorial Pacific Ocean, has direct influences on the climate variability over many parts of the world (e.g. Ropelewski & Halpert, 1987) . El Nino and La Nina events are responsible for the different climatic conditions around the Pacific including eastern Australia (Stone & Auliciems, 1992) . Several studies revealed the influences of ENSO on streamflow throughout Australia , Dutta et al. 2006 . Chiew et al. (1998) and Piechota et al. (1998) found that ENSO based (SOI and SST) streamflow predictions in northeast Australia are better than the forecasts from climatology. Robertson and Wang (2009) explored the anomalies related to ENSO to be the best predictors of seasonal streamflow while the greatest predictability occurred between September and December. These findings were similar to the previous findings (McBride and Nicholls 1983) that evidenced strongest correlations between seasonal rainfall of NSW and ENSO during spring. The study of Chiew et al. (2003) explained that spring rainfall and runoff had high correlation (0.3 to 0.5) against winter SOI throughout eastern Australia.
Some recent evidences show that Eastern Australia is also influenced by IOD as well as interdecadal modulation of ENSO as a result of the low frequency variability in the Pacific Ocean, which is referred as PDO (Westra and Sharma, 2008) . Many researchers (e.g., Power et al., 1999; Kiem et al., 2003) have demonstrated the influence of IPO to be significant on rainfall and streamflow variation on a decadal to multidecadal timescale. King et al. (2013) suggested that the IPO plays a significant role in the frequency of major floods during the 1950s,1970s and 2010 1950s,1970s and -2011 1950s,1970s and . Verdon et al. (2004 explained the enhanced rainfall and streamflow in eastern Australia to be the consequence of the combined impact of ENSO (La Nina) and IPO negative phase. Duc et al. (2017) showed in their study that IPO alone does not have any significant impact on rainfall of NSW but its combination with ENSO can make a significant impact on rainfall.
According to Qi and Chang (2011) the existing forecasting methods can be categorized into five parts, time series analysis, regression analysis, artificial intelligence method (e.g. ANN, fuzzy logic etc), the hybrid and Monte Carlo simulation methods (Haque et al., 2013) . Various non-linear methods such as-ANFIS, ANN are widely applied in the field of hydro-climatology and water resources (Aqil et al. 2007 , Dastorani et al., 2010 . Recently artificial intelligence has attained popularity to forecast streamflow (Kumar et al. 2005; Kisi et al. 2007 Kisi et al. , 2008 Mutlu et al., 2008; Rezaeian et al., 2010) . Again, dealing with artificial intelligence method is difficult which encourage the users to apply comparatively simple and straightforward statistical methods for instance regression models (Rezaeianzadeh et al., 2014) . Data driven statistical models have gain popularity for their simplicity, accuracy, less information requirement and fast pace in model development (Adamowski 2008) . Though the limitations of these models are evident when the data become complex. While forecasting streamflow, Chiew et al. (2003) suggested that non-linear regression methods can be applied to obtain higher correlations between streamflow and climate indicators by capturing the non-linear relationships between them. MNLR methods are usually applied for the accurate and fast prediction of random periodic events (Adamowski et al., 2012) . In the study of Miyagashi et al. (1999) while forecasting temperature MNLR models outperformed the radial bias functions and numerical weather forecast methods.
This study has made an endeavor to forecast seasonal streamflow in north-east region of New South Wales which is a major agricultural state of Australia. To accomplish this objective multiple linear regression (Esha and Imteaz, 2017) and non-linear regression analysis are carried out where multiple climate indices are used as predictors of spring streamflow of the study region. Thus, the predictability of both the techniques are compared with a view to providing better streamflow forecast model.
STUDY AREA AND DATA
Considering the geographical location, regional climatic variation and the agricultural importance, for the current study for the current research the north-east part of New South Wales is selected as the study area. Three streamflow stations ( Figure 1 ) Hunter River at Singleton (Station ID 210001), Goulburn River at Coggan (Station Id 210006) and Namoi River at North Cuerindi (Station ID 419005) were selected based on their long data records and fewer missing values.
Historical streamflow data was collected from the Australian Bureau of Meteorology (http://www.bom.gov.au/waterdata/) for 102 years, ranging from 1914 to 2015. These stations have less than 0.5% missing values, which are filled by the series mean of the stream flow data. Using this data, seasonal mean discharge data is derived for spring (September-October-November) season.
Considering previous research works on rainfall and streamflow in this region, four climate drivers: ENSO based SST anomalies NINO3.4, IPO, PDO, and DMI (IOD) were selected for the MNLR analysis. The five oceanic and atmospheric climate indices data were obtained from Climate Explorer website (http://climexp.knmi.nl) for a duration of 102 years .
ENSO phenomenon has two types of indicators, the SLP indicator and the SST indicator (Duc et al., 2017) . Generally, the SST anomalies are monitored in 3 geographic regions (Figure 1 ) of the equatorial Pacific and defined as NINO3 (5°S -5°N, 150°-90°W), NINO3.4 (5°S -5°N, 170° -120°W) and NINO4 (5°S -5°N, 160° -150°W) (Risbey et al., 2009 ).
The IOD represents the couples oceanicatmospheric variability in the tropical Indian Ocean which is classified by SST anomalies of reverse sign in the east and west (Saji et al., 1999; Webster et al. 1999) . The Dipole Mode Index (DMI) which is a measure of the IOD is defined as the difference in SST anomaly between the tropical western Indian Ocean (10°S-10°N, 50°-70°E) and the tropical southeastern Indian Ocean (10°S-equator, 90°-110°E).
The IPO is described as the Pacific ENSO-like pattern of SST which is found in the analysis of near-global inter-decadal SST . IPO has a cycle of 15-30 years and characterized with two phases namely positive and negative (Henley et al., 2015) . While IPO is defined for the whole Pacific Basin, PDO is defined for the North Pacific, pole ward of 20°N.
METHODOLOGY
There are several engineering applications for exploring relationships between two or more parameters. Regression analysis model is one of the popular statistical approaches and is highly recommended for this kind of analysis (Mekanik et al., 2013) . In one of the preliminary studies of this research MLR technique was applied for forecasting seasonal streamflow prediction for the same region as current study. In the present study, to make the regressions more flexible, NMLR models were applied with a view to comparing the predictability of both these techniques.
Multiple non-linear regression analysis
Regression methods can explain the relationships between a response (dependent) variable and several regressor (independent) variables (Tabari et al., 2010) . In MLR, the function is linear which can be explained by the following equation Where Y is the dependent variable (e.g. streamflow for our study) and , , … are the independent variables (climate indices e.g. ENSO, PDO, IPO etc.). , … . . are the coefficients of the independent variables while α is the intercept or error and n is the number of observations. Unlike traditional MLR methods, MNLR models are able to capture the arbitrary relationships between dependent and independent variables. The MNLR function is the non-linear combination of model parameters and depends on one or more independent variables (Bilgili 2010) . The general form of a MNLR function can be represent by the following equation (Ivakhnenko, 1970 ):
Where α is the intercept and , … . . are the coefficients of the independent variables while n is the number of observations.
One of the major problems of statistical analysis was to establish the appropriate relationship between the dependent variable and a set of independent variables. In order to find out the suitable relationship of each independent variable (climate indices), a series of simple regression analysis between the streamflow and climate variables were performed (Haque et al., 2013) . Based on the correlation values (Pearson correlation, r) of this analysis the appropriate non-linear relationship for each variable is selected to develop the multiple nonlinear equation for predicting streamflow. Different functions including the exponential, power, cubic, logarithmic, quadratic and linear functions are used to identify the best relation.
The MNLR analysis in the present study was performed using Minitab software (Minitab, 2010) . Different combinations of input variables were used to calibrate and validate the MNLR models. At first every MNLR model was calibrated using 85 years of data which was followed by the validation of the models with the rest of 17 years (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) of data.
The performance of the developed MLR models (results obtained from the study of Esha and Imteaz, 2017) and MNLR models were assessed by two statistical performance measures, Pearson correlation value (r) and the Root Mean Square Error (RMSE). Similar approach for validating the results was applied by Mekanik et al. (2013) while predicting rainfall using climate indices. The ideal value for Pearson correlation is -1 which will refer to the best association between two variables where as a value of 0 will indicate there is no association. The lower value of the RMSE will indicate the better performance of the model.
RESULTS AND DISCUSSION
Different combinations of climate indices were selected based on the simple regression analysis. A sample of the results of simple regression analysis is presented in Table 1 . The formation of the multiple non-linear equation can be explained by the following equation which is developed for Singleton station with the combination of two months lagged PDO and NINO3.4 where cubic functions are found to be more suitable for both the indices based on the correlation values (Table 1 ).
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The performance of the best developed MLR (obtained from Esha and Imtiaz, 2017) and MNLR models in terms of the Pearson correlation (r) values for both calibration and validation stages are presented in Table 2 . (Table 2 ).
The ability of the best MLR model from each station to predict future streamflow has been explained through the time series plots of observed and simulated flows in Figure 2 . 1914-1998) and validation (1999-2015) periods.
In the time series plot some differences can be identified between the observed and simulated flow for few years. The reason can be that a regression model based on only two climate indices (e.g. PDO and NINO3.4) are not expected to capture the unusual phenomenon like severe droughts (e.g. millennium drought from 1994-2010) and floods. Another reason is that some other climate indices might have been more influential at that time rather than the selected indices in this study.
The best predictor models for each of the three stations are given below: 
CONCLUSION
In this study, non-linear regression models were developed with the combination of different climate indices to forecast spring streamflow of the north-east region of NSW. The performance of the developed MNLR models were compared to the MLR models which were developed in a preliminary study of this research (Esha and Imteaz, 2017) . From the best developed models, every time MNLR model outperformed the MNR models with higher correlation values which ensure the better predictability of the MNLR models over MLR models. Though the correlations were not very high, the results were statistically significant in terms of the RMSE values. The developed models enable the water users to forecast the spring streamflow with a maximum lagged time of two months. The limitation of the study is found in the time series plot as it failed to predict unusual events like floods or droughts. But simple regression models consisting of only two variables are not expected to capture such unexpected phenomenon. To explore the better predictive skills for long-term streamflow forecast more sophisticated models will be included in the extension of this research study.
