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In recent years, the issue of quantitative investment has been widely concerned In this
paper, we mainly discuss the theory of machine learning in the field of quantitative invest-
ment In this paper, we use the decision tree algorithm to identify constituent stock of the
CSI 500 index . The split of research, find out which has the excess return of stock, build
a portfolio. We applied The machine learning algorithms such as SMOTE, CART and ran-
domforests are used to build the model The performance of his machine learning algorithm
on this dataset shows that our algorithm performs well.
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于交易时点进行选择, 并在台湾和纳斯达克股票市场上进行实践. Nair等人[3] 探
讨了应用决策树算法C4:5 进行特征提取, 然后再应用模糊集对于股票趋势进行预



































































































其中, CK 是D的属于第k类的样本子集,K 是类的个数.
如果样本集合D根据某一个特征A是否取值是a ,被分割成两个部分D1和D2,








































































































对于回归问题: f^Brf (x) = 1B
PB
b=1 Tb(x):








2.4.3 OOB error [19]
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