This study presents digital flight data recorder (DFDR) analyses and high-resolution numerical simulations relevant to a severe clear-air turbulence (CAT) encounter over western Greenland by a Boeing 777 aircraft at 10-km elevation at 1305 UTC 25 May 2010. The environmental flow was dominated by an extratropical cyclone to the southeast of the Greenland tip, resulting in easterly flow at all levels. The results of the analyses indicate that the CAT encounter was related to mountain-wave breaking on the western lee (downslope) of the Greenland plateau. The simulations were not of especially high resolution (5-km horizontal grid spacing) by today's standards, yet the simulation results do produce large-amplitude lee waves and overturning in good agreement with the encounter location as indicated by the DFDR. The success of this and other simulations in reproducing mountain-wave turbulence (MWT) events suggests that operational implementation of highresolution nonhydrostatic simulation models, possibly an ensemble of models, over MWT-prone areas could produce more reliable forecasts of MWT than are currently available using gravity-wave-drag or MWTpostprocessing algorithms derived from global weather prediction models of relatively coarse scale.
Introduction
At 1305 UTC 25 May 2010, a Boeing 777-200B aircraft that was en route from London, England, to Los Angeles, California, encountered severe clear-air turbulence (CAT) at ;10-km elevation over the southern tip of Greenland. Two passengers were seriously injured, and the flight was diverted to Montreal, Quebec, Canada. As a consequence, this accident is currently under investigation by the National Transportation Safety Board (case DCA10FA064).
The event occurred at approximately 62. 088N, 48.298W in the vicinity of the steep escarpment of the western Greenland topography (Fig. 1) . For easterly-flow conditions, this location is downwind of the Greenland plateau and favors the initiation and maintenance of topographically forced gravity waves (mountain waves) and associated microscale (;100 m) mountain-wave turbulence (MWT) on the western escarpment. The origins of turbulence over Greenland have not been well studied; as shown by Lane et al. (2009) , however, low-level easterly or southeasterly flow conditions accompanying the eastward passage of surface low pressure systems are present in the majority of reported encounters of moderate and severe turbulence over Greenland. Two cases studied in detail by Lane et al. (2009) showed that the wind rotated with height to become westerly aloft, introducing a mean critical level at the altitude of the wind reversal. In another case study of turbulence over western Greenland by Ó lafsson and Á gú stsson (2009), however, easterly flow was observed at all levels;, in this regard, that study is similar to the situation in the current study. Here, numerical simulations with fairly high resolution are compared with analyses from the onboard digital flight data recorder (DFDR) to understand better the atmospheric dynamics at play at the time and location of the event.
The criteria for large-amplitude lee waves are fairly wellunderstood from numerous theoretical, laboratory, and simulation studies [see reviews, e.g., by Baines (1995) and Wurtele et al.(1996) ], at least for idealized flows and topography, with the single most important parameter being the nondimensional obstacle height or inverse Froude number, NH/U, where N and U are the low-level mean Brunt-Väisälä frequency or stability and velocity, respectively, and H is the maximum obstacle height. For most situations, the critical value of NH/U for which streamlines or isentropes become vertical is NH/U ; 1, with values .1 leading to overturning somewhere in the fluid. In actual flows over realistic topography, the situation is much more complex and the conditions that are favorable for mountain-wave breaking and turbulence are far from clear. Reviews on the subject of MWT prediction can be found in, for example, Nicholls (1973) , Hopkins (1977) , and Lee et al. (1984) . These techniques are empirically based and really only attempt to predict wave amplitudes. Although overly simplistic, they are still used operationally by airline forecasters (e.g., Fahey et al. 2002) . Another strategy is to use vertical profiles either from a sounding or an NWP model to compute lee-wave eigenvalues (wavenumbers) and wave amplitudes from solutions to the Fourier decomposed vertical-structure equation (e.g., Shutts 1997; Eckermann et al. 2006; Lindeman et al. 2010 ), but these methods also predict only mountain-wave amplitudes and not MWT. One technique for predicting MWT is to use gravity-wave-drag (GWD) parameterizations as first implemented by Palmer et al. (1986) [see Kim et al. (2003) for a review], in a postprocessing mode (Bacmeister 1993; Bacmeister et al. 1994; McCann 2006; Chun 2010, 2011) , which predicts gravity-wave breaking (actually a vertical difference of momentum flux) at levels at which the wave-induced local Richardson number Ri is less than some specified critical value, usually 0.25. MWT prediction based on integration of the timedependent linearized equations of motion have also been developed for regional use in both two (Vergeiner 1971) and three dimensions (Vosper 2003) . All of these methods suffer from one or more of the following assumptions: linear, hydrostatic, simplified topography, two dimensional (2D), turbulence directly proportional to wave amplitude, or divergence of wave momentum flux. Nonlinear effects due to large-obstacle forcing, gravity-wave-mean-criticallevel interactions, or wave-induced critical layers are not explicitly included. Furthermore, comprehensive statistical evaluations of the global performance of these algorithms in predicting MWT have not been undertaken to date, and therefore it is difficult to evaluate their reliability. Thus, although they are computationally intensive, threedimensional (3D) nonhydrostatic, nonlinear models with realistic terrain, applied at a sufficiently high resolution to capture explicitly the mountain waves and relevant dynamics, provide the most robust method for reconstructing or predicting mountain waves and MWT (e.g., Clark et al. 2000; Doyle et al. 2005; Sharman et al. 2004; Kim and Chun 2010) . In this paper we use 3D, nonhydrostatic, nonlinear numerical simulations in conjunction with analyses of the aircraft DFDR and global-model analyses to address the cause and nature of the 25 May 2010 turbulence encounter over Greenland. The environmental conditions are evaluated for mountain-wave activity in section 2. Selected traces of recorded variables from the onboard DFDR and spectra are provided in section 3. Previous investigations of turbulence encounters over Greenland (Ó lafsson and Á gú stsson 2009; Lane et al. 2009 ) did not have information from the DFDR available, and some interesting features are evident in the traces. Results from the high-resolution simulations are provided in section 4. A discussion of the results from these analyses is presented in section 5. From these analyses and simulations, conclusions are drawn in section 6. 
Environmental conditions
or wave-propagation parameter (e.g., Nappo 2002), is also plotted in Fig. 3 . It decreases rapidly with height at low levels, indicating the possibility of low-level wave trapping. Above ;4 km, however, it is nearly constant with height and then increases rapidly in the lower stratosphere. These conditions are favorable for the vertical propagation of gravity-wave energy in the troposphere. Also, using the height of the terrain along an east-west cross section through the encounter (;2400 m; see Fig. 1 ) and the average easterly wind (;12 m s
21
) and stability (;0.014 s
) below this level at the upstream location (shown in Fig. 3 ) produces a very nonlinear inverse Froude number of (NH/U) avg ' 2.8, which would be expected to favor large wave amplitudes (e.g., Baines 1995, chapter 5).
DFDR analysis
The DFDR measurements provide aircraft location and motion parameters as well as wind and air temperature at a frequency of 1 Hz. Figure 4 shows traces of selected flight-level parameters, including wind and air temperature prior to and during the event at 1305 UTC. In Fig. 4a , the traces of air temperature and wind speed cover a time period of ;9.25 min, or ;155 km, and traces of vertical acceleration and vertical velocity in Fig. 4b cover a smaller time interval of ;2.3 min, or ;40.6 km.
The event itself was defined by 20.4g vertical acceleration followed by 11g within 1 s, followed by several ;60.6g swings within the next 30 s (g represents the gravitational acceleration). The event coincides with a rapid increase in air temperature and decrease in wind speed. The presence of wave motion and turbulence is evident in all quantities prior to and during the event. In the 4 min prior to the event, a dominant wavelength of ;50 km is apparent in the wind speed, with a smaller-amplitude wave of ;20-21-km wavelength superimposed. This shorterwavelength wave is apparent in the aircraft vertical motion and vertical velocity as well (not shown). These waves slowly amplify and break down into a series of shorter waves with a dominant wavelength of ;2-4 km. This is suggestive of gravity-wave breakdown into KelvinHelmholtz billows followed by turbulence, although secondary gravity waves could also be involved (e.g., Satomura and Sato 1999; Kim and Chun 2010) . Figure 5 shows a spectral analysis of the true airspeed fluctuations from the DFDR taken over a 500-s interval centered around the time of the event. No detrending or windowing was used. A k 25/3 inertial range is suggested for wavelengths smaller than ;3 km, and a fit to this region using S u (k) = 0.5« 2/3 k 25/3 gives a value of the eddy dissipation rate « 1/3 of ;0.17 m 2/3 s
21
. This value is relatively small, corresponding to light turbulence (e.g., Dutton and Deaven 1972) , but this calculation is averaged over the 500-s period. It would be difficult to determine a value of « 1/3 over the short duration of the peak in the event, but we assume that maximum « 1/3 must be FIG. 5 . Spectral density of true airspeed fluctuations S u (k), where k is the horizontal wavenumber, from the DFDR trace derived for a time period of 500 s surrounding the event (Fig. 4a) . A k 25/3 reference line is shown at the higher wavenumbers. somewhat larger than this value. As an alternative, a turbulence kinetic energy (TKE) may be derived from the time series of horizontal and vertical winds from the DFDR. Using an averaging interval of 30 s (equivalent to an ;5-km track length) gives a maximum average TKE over all intervals of ;14 m 2 s
22
. This result, however, depends on the averaging interval used.
High-resolution numerical simulations
To address quantitatively the development and maintenance of the turbulence associated with the encounter, numerical simulations of the mesoscale meteorological conditions at the time of the event were performed with relatively high resolution. Previous experience has shown this approach to be highly successful in simulating reported turbulence events (e.g., Clark et al. 2000; Lane et al. 2003 Lane et al. , 2004 Lane et al. , 2005 Lane et al. , 2006 Lane et al. , 2009 Sharman et al. 2004) . As in Lane et al. (2009) , the simulations here were carried out with the atmospheric portion of the Coupled Ocean-Atmosphere Mesoscale Prediction System (COAMPS; Hodur 1997) model.
a. Model description
The COAMPS model setup used here is based on a second-order finite-difference approximation to the fully compressible, nonhydrostatic equations and uses a terrainfollowing vertical-coordinate transformation. The compressible equations are integrated using a time-splitting technique with a semi-implicit formulation for the vertical acoustic modes (Klemp and Wilhelmson 1978) .
COAMPS employs a suite of physical parameterizations including a 1.5-order closure prognostic equation for the TKE budget used to represent the planetary boundary layer and free-atmospheric turbulent mixing and diffusion (Hodur 1997) . Results from COAMPS model simulations have been evaluated on numerous occasions using special observations and field-campaign datasets and have been demonstrated to accurately simulate topographically forced flows and mountain wave dynamics (e.g., Doyle et al. 2005 Doyle et al. , 2009 Doyle and Jiang 2006; Jiang and Doyle 2009; Eckermann et al. 2006; Doyle and Smith 2003; Doyle and Shapiro 1999) .
The initial fields for the simulation are created from multivariate optimum interpolation (MVOI) analyses of upper-air-sounding, surface, commercial-aircraft, and satellite data that are quality controlled and blended with the previous 12-h COAMPS forecast fields, which are used as the analysis background. An incremental-update dataassimilation procedure is used in conjunction with the MVOI, which enables mesoscale phenomena to be retained in the analysis increment fields. Lateral boundary conditions for the outermost grid mesh are based on the U.S. Navy Operational Global Analysis and Prediction System forecast fields.
The COAMPS simulations used three horizontally nested grid meshes of 133 3 133, 169 3 169, and 205 3 205 grid points with horizontal grid increments on the computational meshes of 45, 15, and 5 km, respectively (Fig. 6) . The model contains 40 vertical levels on a nonuniform vertical grid with 10-m grid spacing at the lowest level, gradually increasing to 700 m at 7 km, and continuing to increase to the model top at 30 km. The grid meshes are one-way interactive in this application. A sponge upper-boundary condition is applied over the top 10 km of the model to mitigate the reflection of vertically propagating gravity waves.
b. Simulation results
Selected results from the COAMPS simulations are shown in Figs. 7-9. All plots are from the third (5-km horizontal grid spacing) computational domain for a 13-h forecast valid at 1300 UTC 25 May 2010. Figures 7a and  7b show east-west cross sections (along AA9 in Fig. 1 ) through the encounter location. Figure 7a shows the simulated isentropes and Ri fields. Figure 7b shows the simulated isentropes, along-section winds, and subgrid-scale TKE (m 2 s
22
). Obvious in both figures is the hydraulic-like jump at low levels and large-amplitude overturning gravity wave just to the lee of the Greenland icecap in the upper troposphere and lower stratosphere (;9-14 km). The modeled wave amplitudes are much larger on the leeward (west) side than on the windward (east) side, even though the topographic slope is larger on the east side. This behavior is consistent with theoretical and idealized simulation studies (e.g., Klemp and Lilly 1979; Foldvik and Wurtele 1967) . The leeward wave amplitude is a maximum at the tropopause and contains local regions of turbulence, as indicated by the model-produced negative Ri and enhanced subgrid TKE. Note that the simulated location of the wave breaking is very near the encounter location (circles). This wave appears to be a hydrostatic wave with relatively long horizontal wavelength; the model resolution is inadequate to capture the relatively shorter wavelengths observed in the DFDR trace. Figure 8 shows the model-simulated winds and subgridscale TKE at flight altitude (;10 km) and indicates that some of the largest model-produced TKE is at a location coincident with the reported event. Note also the patchy nature of the TKE that is due to gravity-wave breaking in different parts of the wave. At the event location the maximum subgrid-scale TKE e is ;20 m 2 s
. With the assumption that the subgrid component is in the inertial range, a rough estimate of « is provided by « ' 0.84e , which could reasonably be assumed to be an upper bound to the model-derived « 1/3 and would put it in the severe category (Dutton and Deaven 1972) . Both e and « 1/3 from the model are therefore somewhat higher than the values derived from the DFDR analysis. This could be due to the relatively long averaging length used in the DFDR analysis, or it could imply that some calibration of the model TKE may be required for MWT applications. Figure 9 shows contours of ice particle concentration along latitude 62.78N. The position of this contour is in good agreement with the satellite imagery of the lenticular cloud in Fig. 2 ; note that its altitude is centered at ;6 km, well below the encounter altitude.
Discussion
One goal of this study was to determine the cause of the observed turbulence encounter. Classical clear-air turbulence associated with enhanced shears in an upperlevel jet stream does not seem to be the cause in this case, since the background Ri is everywhere fairly large, nor does turbulence seem to be associated with cloud, since the lenticular clouds are well below the encounter altitude ( Fig. 9 ) and otherwise the atmosphere in the neighborhood of the encounter was cloud free (Fig. 2) . The presence of waves and turbulence in the DFDR trace just prior to the event and the appearance of lenticular clouds in the satellite imagery downwind (west) of the Greenland ice cap are observations that support the hypothesis that the turbulence encounter was related to breaking mountain waves. Also, examination of the upstream GFSmodeled sounding showed the presence of classical conditions required for large-amplitude vertically propagating gravity waves (e.g., Alaka 1960; Hopkins 1977) . These conditions include 1) low-level easterly winds that provide flow that is nearly perpendicular to the Greenland plateau, 2) little change in wind direction with height above the plateau, 3) relatively high low-level wind speed (;15 m s 21 ), 4) increased stability near the level of the plateau, 5) l 2 nearly constant with height in the troposphere above the plateau, and 6) a large upstream inverse Froude number (;2-3).
These mountain-wave indications are consistent with the results of the high-resolution numerical simulations, which produced larger-scale gravity waves and turbulence. Even though the model grid spacing was too coarse to resolve the shorter-wavelength waves observed in the Because the simulation grid spacing is too coarse to resolve the 2-4-km waves that preceded the event according to the DFDR trace, it is not clear how these waves are actually related to the turbulence. It could be that these waves are part of the spectrum of waves generated at the surface that propagate energy upward to the aircraft flight level. Following the strategy outlined in Kim and Chun (2010) , we have plotted in Fig. 10 the vertical wavenumber m 2 , using the 2D vertical structure equation in the east-west plane m 2 5 l 2 2 k 2 for two different wavelengths, 4 and 20 km, using the profile parameters shown in Fig. 3 . Because of low-level trapping, the 4-km wave cannot propagate energy vertically upward since m 2 is negative over most of the depth of the atmosphere. In contrast, the 20-km wave is able to propagate energy vertically upward since m 2 is everywhere positive. Thus, the shorter-wavelength waves seen in the DFDR trace are either Kelvin-Helmholtz waves that are amplifying and breaking down, are secondary waves generated during the larger-wave-amplification process (Satomura and Sato 1999; Kim and Chun 2010) , or are generated from wave-breaking regions at higher altitudes (Woods and Smith 2010) .
A second goal was to investigate the feasibility of the use of higher-resolution numerical models to predict events such as these in an operational environment. It is obvious that the higher the horizontal and vertical resolutions of such a model are the less likely it will be for these models to be operationally feasible from a computational perspective. For the model configuration used here with 5-km horizontal grid spacing and 40 vertical levels, however, the COAMPS model did provide a realistic (13 h) forecast of the wave breaking corresponding to the event. The required execution time was ;1.5 h on 32 cores of a commodity Linux cluster. Further, another simulation using an inner nest with still smaller horizontal grid spacing of 1.67 km showed no major differences in the results (Fig. 11) , although the TKE pattern is a little more patchy and the maximum TKE value has moved slightly westward and is reduced in magnitude. This result is not surprising, because the smaller 2-4-km-wavelength waves are still not properly resolved but, overall, more TKE is resolved rather than parameterized. Further, previous studies have shown a strong sensitivity of modelderived Ri (and hence wave-breaking regions) to even small errors in the forecast wind and stability profiles (Kim and Chun 2010) . Note, though, that the maximum TKE for this grid at the encounter location, ;15 m 2 s 22 , is closer to that derived from the DFDR analysis.
An alternative to the simulation approach is to use a postprocessing algorithm from global model output to diagnose wave-breaking or MWT areas such as are routinely used in CAT forecasting (e.g., Ellrod and Knapp 1992; Sharman et al. 2006) . Our experience with current postprocessing algorithms of MWT, however, has been that they do not perform all that reliably. An example for this case is provided in Fig. 12 . Here, the output of the GWD parameterization algorithm of Palmer (Palmer et al. 1986; Chun 2010, 2011) that is based on the profiles along 628N from the GFS 1 /38 model 12-h forecast is used in constructing locations of predicted enhanced GWD that is due to gravity-wave breaking. Figure 12 shows the output from the algorithm [note that this is wave stress divergence (m s
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) and not turbulence intensity]. Although the algorithm did capture the event over western Greenland, it also predicted about equal levels of turbulence on the upstream side of Greenland at the aircraft flight altitude, which was not observed by the aircraft. Newer, more sophisticated MWT postprocessing algorithms (e.g., Bacmeister 1993; Bacmeister et al. 1994; McCann 2006 ) may provide more reasonable results, but this possibility was not pursued.
Summary and conclusions
Evidence of waves from the DFDR trace and output from nonhydrostatic simulations with relatively high resolution indicate that the 25 May 2010 turbulence encounter over Greenland was most likely due to breaking of topographically generated gravity waves generated by flow down the western (lee) slope of the Greenland plateau. This result is in itself not new, since it simply reinforces the findings of the two previous investigations of turbulence encounters over Greenland (viz, Lane et al. 2009; Ó lafsson and Á gú stsson 2009) : from this limited number of case studies, it appears that easterly flow over Greenland often leads to gravity-wave breaking on the western slope, which is hazardous to aircraft. In this study, however, analysis of the onboard DFDR provided a means for evaluating the ability of the simulation to reproduce the observed waves and turbulence. From this perspective, the COAMPS simulation did realistically reproduce the timing and location of the turbulence event, even for the fairly long lead time modeled (13 h) and even though the shorter-wavelength disturbances found in the DFDR analysis were not resolved by the simulation model. The model-produced subgrid TKE and « 1/3 values were somewhat higher than the values that were inferred from the DFDR, and this discrepancy needs further examination. An application of a simple GWD scheme to this event did capture the turbulence observed at about the right location; it also predicted turbulence at locations at which turbulence was not observed, however, suggesting that the routine use of such algorithms is not likely to produce reliable results.
Given the overall success of this and comparable numerical simulations of topographic wave-breaking conditions associated with aircraft encounters with turbulence, it appears that MWT events can be forecast with even moderate horizontal grid spacing (in this case 5 km) by today's regional prediction system standards. Although this resolution covering the globe is not yet achievable in an operational setting, it is currently feasible to embed a finescale nonhydrostatic prediction model nest or nests in a lower-resolution global forecast model over mountainwave-prone areas. Given the highly spatially varying and transient nature of wave breaking and consequent turbulence as well as the sensitivity of the results to the atmospheric vertical structure (e.g., Kim and Chun 2010) , ultimately the most reliable operational MWT prediction system should be derived from an ensemble of forecasts either from different forecast models/configurations or time-lagged ensembles. The probabilistic output with roughly 12-h forecasts from such a system would provide route planners with a robust decision support system. In this particular case, if one assumes that the modeloutput subgrid TKE correctly captures the spatial distribution of the turbulence, the optimal strategy for avoidance would have been clear: horizontal deviations would have not provided much relief but a descent by a kilometer or two would have placed the aircraft below the region of maximum wave breaking (Figs. 7 and 8) . 
