Autocatalytic chemical reactions may lead to spatio-temporal patterns if processed under non-equilibrium conditions. The patterns disappear when the conditions change and information stored in these non-equilibrium structures is lost since precise reconstructions are impossible. Replication of molecules, in particular of polynucleotides RNA or DNA, is an autocatalytic process too. The storage of information in polynucleotide sequences, however, allows for reconstruction of the molecules under suitable conditions. Conservation of information in polymer sequences constitutes the basic difference between chemical and biological self-organization. Evolution of RNA molecules is considered as pattern formation in sequence space, which manifests itself as another pattern in the space of minimum-free-energy structures. In addition, optimization of RNA structures and properties is visualized as an evolutionary trial-and-error process. This process can be interpreted as a simple form of learning at the level of ensembles or populations of molecules. Evolutionary optimization of RNA molecules occurs in steps: Short adaptive periods are interrupted by long epochs of quasi-stationarity during which the mean replication rate of the populations is essentially constant. Understanding of evolution is largely facilitated through consideration of sequence-structure relation as a many-to-one or non-invertible mapping from sequence space into structure space. Neutrality of sequences with respect to structure formation is highly relevant for evolutionary optimization on rugged fitness landscapes.
Thermodynamics distinguishes between isolated, closed and open systems. Closed systems sustain no exchange with the environment and the second law predicts that the entropy of isolated systems becomes a maximum as the system approaches equilibrium. Closed systems are coupled to a heat bath that allows for exchange of heat and in this case it is the free energy, which approaches a minimum during equilibration within the system and with the environment. Isolated and closed systems are not suitable for observing the phenomenon of self-organization that is understood as a process of emergence of ordered patterns in space, in time or in both, space and time, which require steady dissipation of energy for their maintenance. Within the self-organizing system the appearance of ordered patterns is accompanied by a decrease in entropy. In order to fulfill the second law the self-organizing system has to be embedded in an environment, whose entropy is increasing to compensate for the decrease. Such systems are called open since they exchange energy and matter with their surrounding. An open system coupled to a flux that keeps it off equilibrium is a necessary but not a sufficient condition for the occurrence of patterns in the sense of self-organization. Selfenhancement, for example autocatalysis in chemical reactions, is another condition and there are further requirements.
The continuously stirred flow reactor (CSTR, Fig. 1) is an example of an open system. A stock solution flows into the ideally mixed reactor with flow rate r and a flux of the same flow rate removes solution from the reactor. The flow rate is simply the mean residence time of a volume element in the reactor: r = R -1 . The stock solution contains substance A at concentration [A] = a 0 2 Title of Publication (to be inserted by the publisher) and A is assumed to react in the reactor, for example in a reversible monomolecular reaction A B leading to the following kinetic differential equation 
Herein concentrations are denoted by [A] = a(t) and [B] = b(t), and the rate parameters are k 1 and k 2 refer to the reaction steps A¡ B and B¡ A, respectively. In this simple case the stationary concentrations in the reactor, the limiting values of a(t) and b(t) for t ¡ ¢ computed as the solutions of da/dt = 0 and db/dt = 0, are:
. and 
As expected we obtain equilibrium concentrations under no flux conditions, r = 0 or R = ¢ , and the solution in the reactor approaches the stock solution in the limit r Fig. 1 . The continuously stirred tank reactor (CSTR). The reactor is a device that allows for studies of chemical reactions under nonequilibrium conditions. A stock solution flows into the reactor at a flow rate r, which is identical to the mean residence time of a volume element in the reactor, R -1 , and the same volume per time unit is of bulk solution is removed from the tank. Here, we show the conversion of A into B.
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Fig. 2. Stationary states of autocatalytic processes as a function of the flow rate r.
Both plots show the results obtained for the reversible catalyzed reactions with rate parameters k 1 = k 2 = k = 1 coupled to the uncatalyzed process A B with k 1 = k 2 = k. Both cases, as required by the theory of catalysis, lead to the same equilibrium parameter K = k 1 / k 2 = k 1 / k 2 = 1. The value of is chosen to be 0.001. Simple autocatalysis is characterized by two steady states: The first one is stable (black curve) whereas the second is unstable (gray curve). At or, in case of ¡ 0, near the critical point, r cr = k a 0 , the two states exchange their stability properties. Higher order autocatalysis (lower plot) sustains three stationary states, two stable ones P 1 and P 3 , and an unstable state P 2 . All three states exist only in the interval between the two critical flow rates, r cr,1 ¢ r ¢ r cr,2 . P 1 is the only steady state below r cr,1 and P 3 the only one above r cr,2 .
The second necessary condition, self-enhancement, can be introduced in the form of autocatalytic reaction steps. We mention two examples: 1 (i) simple autocatalysis through the bimolecular reaction 1 For the sake of simplicity we shall assume that both autocatalytic reactions are irreversible and that the uncatalyzed process does not contribute. Both assumptions are not in full agreement with thermodynamics but the phenomena observed are the same as with the more elaborate full treatment of the reaction mechanism ( Fig. 2 
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A + B 2B, and (ii) higher order autocatalysis in terms of the reaction step A + 2B 3B. 2 Apart from the rate parameter k 1 the system has two parameters, the flow rate and the concentration of the stock solution, which can be varied independently, and hence we consider the behavior of the system in the flow reactor in the (r,a 0 )-plane. Both examples of autocatalysis show bifurcations. In the former case we find two stationary states P 1 and P 2 , which exchange stability at a transcritical bifurcation: 0 , : and , : 
Stability analysis shows that P 1 is asymptotically stable in the range 0 ¡ r < r cr = k 1 a 0 , whereas P 2 is stable for r > r cr = k 1 a 0 . The interpretation of this finding is straightforward and relevant for the understanding of selection: At P 1 the autocatalytic process is active and produces B; the stationary concentration of B is largest at vanishing flow rate r and decreases with increasing r until the critical flow rate r cr is reached. At flow rates above r cr the stationary concentration of B is zero and this means that B vanishes when injected into the reactor. In other word the flow above r = r cr does not sustain the autocatalytic process and extinguishes the reaction.
In case of higher order autocatalysis we obtain three stationary states, P 1 , P 2 , and P 3 , which form the basis for a subcritical bifurcation: 0 , : and 4 2 , 4 2 :
The two states P 1 and P 2 exist only at flow rates 0 ¡ r < r cr = k 1 a 0 2 /4 since the quadratic equation has no real roots above r cr . Within this range P 1 is asymptotically stable everywhere and P 2 is unstable. P 3 is stable in the entire range of physically meaningful, i.e. positive flow rates r. It is also worth to consider the thermodynamically correct handling, which consists in a consideration of the reversible reaction A + 2B ¢ 3B with inclusion of the uncatalyzed process A ¢ B. As shown in Fig. 2 existence of three steady states is confined to the range r cr,1 ¡ r ¡ r cr,2 . In addition the stock solution has to fulfill the condition 3
wherein the ratio of the rate parameters of the uncatalyzed and the catalyzed reactions is denoted by . The stationary state show in Fig. 2 , lower plot, provides a well understood example of chemical hysteresis: The sequence of stationary states is different when proceeding from low to high flow rates and from high to low flow rates, respectively.
Higher order catalysis may give rise to the complete reservoir of phenomena in nonlinear chemical kinetics. Indeed, the popular Belousov-Zhabotinski reaction [1, 2] , which for historical reasons is considered as the prototype of a nonlinear chemical reaction mechanism, leads to (i) oscillations and (ii) deterministic chaos in concentrations, (iii) Turing patterns, and (iv) complex patterns in space and time. These patterns are called dissipative structures because their existence is bound to a flow leading to energy dissipation. Pattern formation may be understood as creation of information. The information is then stored in the space-time structure formed by the dynamical system. Consequently, all information is lost when the flow ceases and the system approaches thermodynamic equilibrium.
Finally, the case of competitive irreversible autocatalytic reactions in the flow reactor is of particular interest for the understanding of selection and evolution [3] :
Without loosing generality we may order the individual processes by the values of their rate parameters:
The (r, a 0 )-plane is divided into two regions of different asymptotic behavior by the straight line r cr = f 1 a 0 : (i) A high r-or low a 0 -values the stationary concentration of all autocatalysts vanishes,
, and after sufficiently long time only A is present in the reactor, and (ii) the region of selection at low enough flow rates r or sufficiently high a 0 -values where only the fastest reacting autocatalyst and A are present at the stationary state:
.
In range (ii) the system fulfills Darwin's principle of selection of the fittest whereby fitness is measured in terms of replication rate parameters f k . Here we assumed that autocatalytic processes are describable by single reaction steps. This is not true in general because autocatalysis is usually the net result of a multi-step reaction mechanism.
Replication, Mutation, and Selection
Autocatalysis in the sense of Eq. (5) is found everywhere in living systems in the form of replication of molecules or reproduction of organisms. The simplest mechanism of replication is known as complementary replication and found with simple RNA bacteriophages and some RNA viruses: An RNA sequence called the plus-strand I + is completed to a double helix by using base complementarity Watson-Crick base pairs, A=U and G C, and dissociation of the double helix yields a plus-and a minus-strand (I ), for example 3 I + : 5'-AUGCCGUUAGACGC……G-3'
The mechanism of complementary replication 
The ratio between the two stationary concentrations equals the inverse square root of the ratio of rate parameters:
. In general, a plus-minus ensemble of RNA sequences approaches a state with this ratio of concentrations and then the ensembles grows with a rate parameter that is the geometric mean of the two individual values:
. DNA replication in nature is a much more involved process than RNA replication and requires a complex machinery of about 30 different protein molecules. It makes use of the same rules of nucleotides complementarity in base pairs but involves only double helices. Accordingly, DNA replication follows directly the over-all mechanism shown in Eq. (5) .
It is often useful to consider replication and selection not in the flow reactor but under conditions characterized by constant concentration of the source A and a constant sum of concentrations of the replicating molecules 
It is straightforward to show that the mean fitness of the population,
, is a nondecreasing function of time and hence represents the quantity, which is optimized by selection. Variation in the sense of Darwin is caused by mutation or recombination. We restrict the analysis here to mutations. They are interpreted best as the result of imperfect replication or replication errors. Mutation is introduced into the mechanism of replication leading to a network of parallel reactions: 
The rate parameters are built from two factors: (i) The rate parameter f k for the replication of the molecule I k and (ii) a frequency factor Q jk measuring the probability to yield I j as an error copy of I k . Accordingly, Q kk is the accuracy factor describing the fraction of correctly replicated molecules. The kinetic differential equations for replication and mutation can be solved exactly in terms of the solutions of an eigenvalue problem [4, 5] . The stationary mutant distribution is called the molecular quasispecies. The quasispecies can be visualized as a pattern in an abstract metric space of RNA or DNA sequences denoted as sequence space: Each sequence is represented by a point in sequence space and the distance between points is expressed as the minimum number of single nucleotide exchanges or point mutations converting on sequence into another. This distance is known as Hamming distance in informatics and induces a metric in sequence space. Evolution driven by mutation and selection in populations is pattern formation in sequence space.
Biological Information and Learning of Populations
Self-organization in biological systems differs fundamentally in two aspects from chemistry and physics: (i) Nucleic acid molecules, RNA and DNA, are properly visualized as strings of digits taken from an alphabet with four letters, A, U(T), G, and C, and appear predestined to carry encoded information, and (ii) mutant distributions are formed by selection as dissipative structures in sequence space but the information on the properties is stored in encoded form in the chemical structure of the molecule. The chemical structure is a conservative structure and its existence does not depend on non-vanishing flux in the flow reactor. Genetic information, as information stored in nucleic acid sequences is commonly called, can be retrieved when the carrier molecules are brought into proper environments. DNA, for example, can be stored in the deep freeze and replicated on demand by raising temperature and introducing it into bacteria by means of plasmids. Biological
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information can be retrieved, information stored in inorganic dissipative structures cannot. It is lost when the flux that caused its appearance ceases to flow. Information stored in strings calls for a quantitative measure in terms of Shannon's theory of information that has been derived in communication technology and deals with messages sent from senders to receivers. The information content of a message 'k', denoted by I k , and the information entropy of an ensemble of messages, H, are given by
To give examples, we consider first a homogenous population -all molecules being the same, say I k . The probability to pick I k is one and the information content of the chosen sequence is I k = 0 as is the information entropy of the population H = 0. We could have known ahead what we are going to find and hence, no information was gained in the process. Secondly, we calculate the information content of a just formed mutant, which is present as a single copy in the population only. Here we have x k = 4 -l with l being the chain length of the sequence and I k = 2l : For every digit we require two binary decisions since we have four nucleotide bases. Shannon's theory is useful, for example, when we need to calculate probabilities for the outcome of experiments. It tells us nothing, however, about the origin and the creation of genetic information through selection processes. No really convincing quantitative theory for semantics in biology is available but we shall try to illustrate the problem in qualitative terms. The population of nucleic acid molecules performs a stochastic walk in sequence space and creates steadily new variants by mutation. The new mutants are subjected to selection, which chooses those among the variants that are better adapted to the current environmental conditions. Thereby the population gains information on the environment. The information is stored in the sequences of variants with higher fitness. Considering the population as a whole we observe a kind of trial-and-error learning process: The production of new mutants is the trial part, which is completely uncorrelated to the success of variants. In other words, a mutation does not occur more frequently because its carrier has a selective advantage. Selection chooses and completes 'learning' by elimination of the less fit variants. Elimination requires some time and therefore the population carries a memory on its past. This is a temporary memory only because after some time all old variants have died out. The memory is erased or faints out during a period whose length depends on the frequency of mutation and the differences in fitness between the fittest and the least fit. The existence of a memory becomes of crucial importance in varying environments.
The notion of populations migrating uphill on fitness landscapes is another often used metaphor to visualize evolution [6, 7] . The initially mentioned principle of 'selection of the fittest' has an important consequence: Populations cannot take major steps downhill. Real fitness landscapes are rugged with many local peaks and without further detailed knowledge on the details of the evolutionary process we cannot understand why and how evolution operates without being trapped in minor fitness optima.
Evolution of Phenotypes in the Flow Reactor
The picture of evolution based on variation and selection that we have sketched so far is incomplete. Mutation understood as a result of error-prone replication corresponds to a move in sequence space. Selection, however, acts on phenotypes and not on genotypes. The unfolding of a genotype to yield the phenotype is essential for the understanding of evolution and has not been treated so far. Indeed, the relation between genotypes and phenotypes is highly complex and investigated by several biological disciplines. In the simplest cases, RNA evolution in the test tube or RNA virus evolution, the phenotype can be represented by the RNA structure. The relation between genotypes and
Solid State Phenomena Vols. 97-98 33
Title of Publication (to be inserted by the publisher) phenotypes then boils down to mapping sequences into structures. This case is sufficiently simple to allow for analysis by means of combinatorics and computer simulation.
Space of real numbers Fig. 3 . Mapping of RNA sequences into structures and into real numbers. Both mappings are many-to-one: Many RNA sequences may give rise to the same (secondary) structure with minimal free energy and several structures may be indistinguishable for selection. The pre-image of a structure in sequence space, i.e. the set of all sequences forming this structure, is called its neutral network. This phenomenon of neutrality allows for efficient evolutionary optimization even on very rugged landscapes.
The case of the mapping of RNA sequences into structures of minimal free energy 4 or thermodynamically most stable structures has been investigated extensively on the level of so-called secondary structures, which are characterized as listing of Watson-Crick and GU base pairs for structures without knots and pseudoknots [8, 9] . The mapping from sequences into structure is noninvertible and many-to-one (Fig. 3) . The sequences folding into the same structure form extended networks in sequence space called neutral networks. For common structures these networks form connected graphs when all pairs of sequences with Hamming distance one are joined by an edge. The condition for connectedness has been derived from random graph theory [9] and depends exclusively on the mean frequency of nearest neutral neighbors of structure S k in sequence space called the degree of neutrality k . The frequency of nearest neutral neighbors of a sequence I j (forming S k ) is obtained as the ratio between the numbers of Hamming distance one sequences forming S k and the total number of all Hamming distance one sequences -being ( -1)l for a sequence of chain length l where is the number of digits in the alphabet. The neutral network is connected for k > cr and consists of several components if k < cr where the parameter cr depends only on the size of the nucleotide alphabet represented by (where = 4 for the natural four nucleotides) and is given by
Mapping structures into function -here represented by fitness f -is sketched as the map on the right hand side of Fig. 3 . Usually it shows also neutrality in the sense that several structures have the same or very close fitness values and cannot be distinguished by selection. Evolution of RNA molecules in the flow reactor has been simulated as a stochastic process [10, 11] in order to study the role of phenotypes in the evolutionary process. Recent work was dealing with optimization of RNA structure towards a predefined target structure [11] . The results of these simulations are summarized in four points:
(i) The approach towards the target structure occurs stepwise. Fast adaptive periods are interrupted by rather long epochs of stasis in the sense that the mean distance between the population and the target structure is essentially constant.
(ii) The number of mutants appearing in the population per time unit is essentially constant no matter whether the population is in an adaptive or in a quasi-stationary phase.
(iii) Changes in RNA secondary structures as consequences of single point mutations fall into three classes: (a) no change as the result of neutral mutations, (b) minor transitions resulting frequently in the one-error neighborhoods, and (c) major transitions occurring rarely.
(iv) Each quasi-stationary epoch is terminated by the occurrence of a major transition, which in turn is followed by a cascade of adaptive changes in the structure. The interpretation of these findings is straightforward: The population performs adaptive evolution until it reaches a local fitness optimum. The peak belongs to a neutral network along which the population drifts randomly until it finds a point that allows for a major transition initiating a new adaptive phase. Neutrality in phenotype space thus plays a decisive role for efficiency and success of evolution on landscapes with great diversity in local optima.
Stepwise optimization of phenotypes at constant change in genotypes has been observed also with evolution of bacteria under controlled conditions [12, 13] and seems to be a generic feature of adaptive evolution
Some Results of Selection and Design Experiments with RNA Molecules
Finally several experiments with RNA molecules are mentioned that provide insight into RNA evolution. Experiments on RNA replication leading to evolutionary optimization of the rate of RNA synthesis were performed already more than 30 years ago [14] . Over the years RNA replication and evolution in vitro has been studied in great detail and was applied to the design of RNA molecules with predefined properties (For a recent summary see [15] ).
Like the action of animal breeders or gardeners is seen as artificial selection in contrast to natural selection, RNA selection experiments with intervention of the experimenter are complementing evolution in the test tube. All these experiments are based on alternations of creation and reduction of genetic diversity through mutation or random synthesis and selection, respectively. The completed sequence of diversification and selection is called a selection cycle. Commonly some 20 to 30 selection cycles are sufficient to create optimal molecules. A well studied example is the production of RNA aptamers through the SELEX technique (For a review see [16] ). Aptamers are molecules that bind predefined target molecules with optimized equilibrium constants. Aptamers have been synthesized for a great variety of targets chosen from very different classes of molecules.
An important finding obtained through systematic studies on aptamer evolution and evolutionary design of RNA molecules concerns uniqueness of sequences and structures. As predicted by the computer studies on RNA folding into secondary structures [8] many sequences form optimal molecules. This is true on both levels: (i) Different structures may have the same optimal function, and (ii) many different sequences may form the same (secondary) structure in the sense of neutral Solid State Phenomena Vols. 97-98 35 networks discussed above. Three recent works provided direct evidence for the existence of neutral networks in sequence space [17] [18] [19] . In addition to the existence of neutral networks it was also shown that aptamers to different target molecules may lie very close in sequence space [19] .
