We show that input-to-state stabilizability (as de ned by Sontag) is both necessary and su cient for the solvability of a Hamilton-Jacobi-Isaacs equation associated with a meaningful di erential game problem similar to, but more general than, the \nonlinear H 1 " problem. The signi cance of the result stems from the fact that constructive solutions to the input-to-state stabilization problem are available (presented in the paper) and that, as shown here, inverse optimal controllers possess margins on input-to-state stability against a certain class of input unmodeled dynamics. Rather than completion of squares, the main tool in our analysis are Legendre-Fenchel transformations and the general form of Young's inequality.
Introduction
Signi cant advances achieved over the last few years in formulating the \nonlinear H 1 " control theory 2, 3, 4, 7, 12, 13, 14, 15, 16, 17, 18, 23, 27, 37, 39, 40, 41] have not yet penetrated into control applications because of di culties associated with solving the HJI partial di erential equations. The need to solve the HJI equations can be avoided by using the inverse optimality approach, originated by Kalman, and introduced into robust nonlinear control via Freeman's robust control Lyapunov functions 8, 9, 34] . In parallel to nonlinear H 1 , the framework of input-to-state stability (ISS) introduced by Sontag 34] has triggered e orts towards designing input-to-state stabilizing controllers 10, 22, 24, 25, 29, 31, 35, 38] . In this paper, we show that input-to-state stabilizability is both necessary and su cient for the solvability of a di erential game problem similar to, but more general than, the nonlinear H 1 problem.
Next, we brie y describe the problem addressed in the paper. We consider the system of the form _ x = f(x) + g 1 (x)d + g 2 (x)u ; (1.1) which is said to be input-to-state stabilizable with respect to the disturbance d if there exists a control law which guarantees that jx(t)j (jx(0)j; t) + sup where is a class KL function and is a class K function. In 24] we showed that an input-to-state stabilizing controller can be designed if and only if there exists an iss-control Lyapunov function (iss-clf). A virtually identical result was obtained by Sontag and Wang simultaneously in 36] . In Section 3 we show that the controller from 24] is inverse optimal with respect to the following di erential game problem: where l(x) is positive de nite and radially unbounded, jR 2 (x)j is bounded away from zero, and (jdj) is class K 1 . We also show that if a problem of the form (1.3) is solvable, then the system (1.1) is input-to-state stabilizable. Our results extend those of Freeman and Kokotovi c 10] where the disturbance had to obey a state-dependent bound and was not penalized in the cost functional (ISS was achieved by invoking a result of Sontag and Wang 35] on robustness of ISS systems to a certain class of state-dependent perturbations). By inverse (rather than a direct) di erential game problem, we mean that we are searching for, not only a control law, but also functions l(x), R 2 (x) and (jdj) which must be meaningful in a well-de ned sense. This problem is easier than the direct one in which l, R 2 and are given, and where one has to solve an HJI pde. To motivate our inverse approach, we show a simple example where the HJI equation is not only di cult to solve, but impossible to solve. Consider the scalar system _ x = u + x 2 d and the di erential game problem inf u sup d R 1 0 (x 2 + u 2 ? 2 d 2 ), where > 0. The resulting HJI equation (x 4 = 2 ? 1)(@V=@x) 2 = ?4x 2 is not solvable outside of the interval x 2 (? p ; p ), and the optimal control law u = ? x= p 2 ? x 4 is not de ned outside of this interval either.
Contrary to the discouraging outcome of the direct problem, the inverse problem is solvable, and in the paper we show several solutions.
Another bene t of inverse optimality is that the controller remains input-to-state stabilizing in the presence of a certain class of input unmodeled dynamics which do not have to be small in the H 1 sense, do not have to be linear, and do not even have to be ISS. E orts on input unmodeled dynamics have been intensive over the last few years, starting with Krsti c, Sun and Kokotovi c 26] and followed by Jiang 32] were the rst in the nonlinear setting to quantify stability margins to input unmodeled dynamics. They did this by using inverse optimality and passivity concepts. Our result presented in Section 4 is an extension of their result to the case with disturbances. Unfortunately, like in the linear case (even) without disturbances 1], the class of allowable input dynamics does not include those that increase relative degree (and thus reduce the control authority at higher frequencies) such as, e.g., 1=(1 + s), which are typical actuator dynamics.
If viewed as extensions of \nonlinear H 1 ," the results of this paper indicate that the restriction to a quadratic penalty on the disturbance has been a major factor that has prevented constructive solutions in the existing nonlinear H 1 literature. In Section 5 we explore the possibility of retaining a quadratic penalty on the disturbance by introducing state-dependent weighting:
We show that input-to-state stabilizability guarantees the existence of an inverse optimal solution with R 1 (x) continuous and taking nonnegative de nite symmetric values. Unfortunately, there is no guarantee in general that R 1 (x) remains bounded as jxj ! 1.
The constructive character of the results of the paper is illustrated in Sections 6{8. Since every iss-clf is a solution to a meaningful HJI equation, we proceed to show in Section 6 how backstepping can be used to generate iss-clf's. Finally, in Sections 7 and 8 we address strict-feedback systems for which disturbance attenuation controllers have been constructed by Marino, Respondek, van der Schaft, and Tomei 28], Isidori 14] , Krsti c, Kanellakopoulos, and Kokotovi c 25], and Pan and Ba sar 29], but without a cost on the control e ort. Our solution is the rst that puts penalty on control and is derived from an HJI equation (with u penalized).
All of the controllers designed in this paper guarantee not only disturbance attenuation of an L 2 type (or similar) but also attenuation of persistent (L 1 ) disturbance: a goal not persued in the nonlinear H 1 literature.
2 Input-to-State Stabilization and iss-clf's
In this section we present preliminaries on input-to-state stability, stabilizability, and isscontrol Lyapunov functions. Let us consider rst the nonlinear system 
The following theorem establishes equivalence between input-to-state stabilizability and the existence of an iss-clf. It extends Sontag's theorem in 33] to systems a ne in the disturbance. The cost functional (3.1) puts penalty on the state and both the control and the disturbance. The state-dependent weight R 2 (x) on the control u is not allowed ever to vanish (and is, in fact, allowed to take in nite values in parts of the state space where the open-loop system is \well behaved" and zero control can be used). The penalty on the disturbance is allowed to be non-quadratic. (The purpose of the \terminal penalty" E(x(t)) is to avoid imposing an assumption that x(t) ! 0 as t ! 1.)
In the next theorem we provide a su cient condition for the solvability of the inverse optimal gain assignment problem. This theorem is followed by a result in Theorem 3.2, which shows how to construct a control law that satis es the condition in Theorem 3.1 for any nonlinear system that is input-to-state stabilizable.
Before we start our developments, let us introduce the following notation: For a class K 1 function whose derivative exists and is also a class K 1 function,` denotes the transform (r) = r( Theorem 3.1 Consider the auxiliary system of (2.4):
where V (x) is a Lyapunov function candidate and is a class K 1 function whose derivative 0 is also a class K 1 function. Suppose that there exists a matrix-valued function R 2 (x) = R 2 (x) T > 0 such that the control law
globally asymptotically stabilizes (3.4) with respect to V (x). Then the control law
with any 2, solves the inverse optimal gain assignment problem for system (2.4) by minimizing the cost functional
for any 2 (0; 2], where
Proof. Since the control law (3.5) stabilizes the system (3.4), there exists a continuous positive de nite function W :
We then have
2, W (x) is positive de nite, and` is a class K 1 function (Lemma A.1.c),
we conclude that l(x) is also positive de nite. Therefore J(u) de ned in (3.7) is a meaningful cost functional that puts penalty on x, u and d. Substituting l(x) into (3.7), it follows that
; (3.11) where
By Lemma A. and the \worst case" disturbance is given by (3.12). The minimum of (3.11) is reached with u = . Hence the control law (3.6) minimizes the cost functional (3.7). The value function of (3.1) is J (x) = 2 V (x).
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The parameter 2 in the statement of Theorem 3.1 represents a design degree of freedom. The parameter (note that it parameterizes not only the penalty on the disturbance but also the penalty on the state, l(x)) indicates that the same control law is inverse optimal with respect to an entire family of di erent cost functionals. 
parameterized by ( ; ) 2 2; 1) (0; 2]. It is easily seen from the proof of the above theorem that, for zero initial conditions, the achieved disturbance attenuation level is
In the next theorem we design controllers that are inverse optimal in the sense of Definition 3.1. We emphasize that these controllers are not restricted to disturbances with Z 1 0 (jdj)dt < 1 because they achieve input-to-state stability and allow any bounded (and persistent) d. Proof. By Theorem 2.1, there exist an iss-clf V (x) and a class K 1 function such that (2.5) is satis ed. We now show that there exist a class K 1 function and a control law u = (x) of the form (3.5) such that the auxiliary system (3.4) is stabilized. To this end, we de ne the following Sontag-type control law u = s (x),
where
We rst show that (3.19) is continuous in x on IR n n f0g. Sontag We then show that the control law u = 1 2 s (x) is an input-to-state stabilizing controller for system (2.4). The derivative of V is
which is positive de nite because of (3.21). Therefore, the control law u = 1 2 s (x) input-tostate stabilizes the system (2.4).
Next we show that there exists a class K 1 function such that the control law u = 1 2 s (x) globally asymptotically stabilizes the auxiliary system (3.4) with respect to V (x). From (3.22) which means that the system (3.4) is globally asymptotically stabilized.
Since the control law 1 2 s (x) is of the form (3.5) with R 2 (x) = R 2 (x) T > 0 given by
any positive real number, L g 2 V = 0 ; (3.30) by Theorem 3.1, the control law u = s (x) is inverse optimal with respect to the cost functional (3.7) with the penalty on the state given by
The function l(x) is positive de nite but not necessarily radially unbounded. We now modify the control law to achieve a newl(x) that is radially unbounded. 
where with a value function J (x) = 2x 2 . This example, where we are able to achieve inverse optimality with a quadratic penalty on both players|the control and the disturbance| motivates the developments in Section 5.
Unfortunately, neither in (3.42) nor in (3.47) is l(x) radially unbounded (it is only positive de nite). In the proof of Theorem 3.2 we remedy this by redesigning the iss-clf and applying the Sontag formula with the new iss-clf. Fortunately, for this scalar system, it is easy to go a step further and show that controller weighting on control. In Section 4, we show that this can always be achieved for systems that are input-to-state stabilizable, and we derive stability margins associated with this property.
In the introduction we stressed that all of the controllers we derive guarantee ISS, namely, guarantee bounded solutions for bounded disturbances. For example, (3.43) guarantees that jx(t)j e ?t jx(0)j + 1 2 kdk 1 .
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Next, we show that input-to-state stabilizability is not only su cient but also necessary for the solvability of the inverse optimal gain assignment problem. Proof. We only sketch the proof. If the inverse optimal gain assignment problem is solvable, then the following HJI equation is satis ed:
(3.50)
Then, along the solutions of the system (2.4) with a control law u = ? 
Stability Margins
The main bene t of inverse optimality is that the controller remains input-to-state stabilizing in the presence of a certain class of input uncertainties. In this section, we show that 1. To achieve these margins, it is su cient to make R 2 (x) = I. 2. R 2 (x) = I can be achieved for systems that are input-to-state stabilizable. We rst prove the latter statement and then characterize the margins. with R 2 (x) = I, then it is input-to-state stabilizing for the system
where a 2 1=2; 1) and the -system is strictly passive.
In simple words, an inverse optimal ISS controller remains ISS stabilizing through unmodeled dynamics of the form a(I + P) where P is strictly passive, as depicted in Figure   1 .
Proof. In this de nition we perpetuate the now common abuse of terminology where the term H 1 is used both for L 2 disturbance attenuation problems and for dynamic games, both for linear and for nonlinear systems. An important feature in De nition 5.1 is that the statedependent weight R 1 (x) (not present in standard nonlinear H 1 formulations) is required to take nite values for all nite values of the state and it may even be zero, hence, putting the disturbance in a more privileged position than in the standard nonlinear H 1 results. We stress that there is nothing strange in R 1 (x) being zero at some or even all x because lower R 1 means better disturbance attenuation.
Theorem 5.1 Consider the auxiliary system of (2.4): 
Proof. Since the control law (5.3) stabilizes the system (5.2), there exists a continuous positive de nite function W :
and thus l( Proof. The proof is based on the same Sontag-type formula as that in the proof of Theorem 3.2. The main di erence is that here we have to nd a continuous matrix-valued function R 1 (x) = R 1 (x) T 0 such that the control law u = 1 2 s (x) globally asymptotically stabilizes the system (5.2) with respect to V (x). According to (3.24), we can select which is continuous, and the auxiliary system
Under the feedback law u = 1 2^ s (x), the time derivative ofV (x) along the solutions of ( The control law in Example 5.1 achieved a quadratic penalty on the disturbance but with a state-dependent weight R 1 (x) = x 2 which is radially unbounded. On one hand, the radial unboundedness of the weight should not be viewed as a disadvantage because the control law (3.38) guarantees boundedness of x for any bounded d. On the other hand, we see from Example 3.1 that it is possible to design a di erent control law (3.43) which achieves a quadratic penalty on d with a constant (and bounded!) weight cf. (3.47)], thus achieving inverse optimality in the standard \nonlinear H 1 " sense.
This motivates us to attempt to design controllers which are inverse optimal in the sense of De nition 5.1 but with a weight R 1 (x) that is bounded, rather that just continuous. In the sequel, we sketch a modi cation to the proof of Theorem 5.2 which results in a bounded R 1 (x). We start by modifying (5.14) tô 
is not guaranteed to be radially unbounded because
contain the division by the class K 1 function ( ?1 1 (V )), which may makel(x) bounded. Moreover, at present, it does not seem possible to systematically modify the Lyapunov function V (x) to get a control law of the type (3.19) which would at the same time guarantee thatl(x) is radially unbounded andR 1 (x) is bounded. Nevertheless,l(x) in (5.27) is positive de nite, which ensures that x is penalized, although large values of x may be tolerated.
Inverse Optimality via Backstepping
In the last two sections we showed that both the inverse optimal gain assignment problem and the inverse optimal H 1 problem reduce to the problem of nding an iss-clf. In this section, we show that integrator backstepping can be used for systematically constructing iss-clf's. Lemma 6.1 If the system _ x = f(x) + g 1 (x)d + g 2 (x)u (6.1) is input-to-state stabilizable with a smooth control law u = (x), then the augmented system
is also input-to-state stabilizable with a smooth control law. 7 Design for Strict-Feedback Systems
Since the control laws for strict-feedback systems (6.9) suggested by Corollary 6.1 are based on a Sontag-type formula, and are typically non-smooth (especially at the origin), in this section we design inverse optimal control laws that are smooth everywhere. In addition, they achieve a quadratic penalty on the disturbance with a constant weight function. From Theorems 3.1 and 5.1, it follows that in order to solve the inverse optimal gain assignment and the inverse optimal H 1 problems, it su ces to nd a stabilizing controller of the form (5.3) for the auxiliary systems (3.4) and (5.2), respectively. For the auxiliary system (3.4), we choose (r) = 1 r 2 ; (7.1) where is an arbitrary positive constant. This amounts to selecting the weight function in the auxiliary system (5.2) to be a constant:
With these choices, the auxiliary systems (3.4) and (5.2) take the same form _ x = 2 6 6 6 6 6 6 6 4
. . . Instead of (7.18), a control law of the form (7.13) with 
8 Performance Estimates
We now give performance bounds on the error state z and control u for the inverse optimal controller designed in Section 7. The L 2 bound that we present is the rst bound in the literature that incorporates the control u. Previous bounds without u were given in 28] and 25].
Theorem 8.1 In the closed-loop system (6.9), (7.13), the following inequalities hold: 
Conclusions
We showed that it is possible to solve a meaningful HJI equation (and, therefore, solve an inverse optimal H 1 -like problem) if and only if a system is input-to-state stabilizable. Our results indicate that|for nonlinear systems|it is crucial to move away from quadratic cost functionals, and in particular, from the quadratic penalty on the disturbance. The bene ts of the inverse optimal approach are that it is constructive and it guarantees stability margins against some input unmodeled dynamics.
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