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Abstract
This paper uses daily observations on implied in￿ ation expecta-
tions (di⁄erence between nominal and real yields) derived from the
US nominal and real Treasury securities to examine the properties of
investors expectations for US CPI in￿ ation. We assess whether in￿ a-
tion expectations are anchored, contained or unmoored. These con-
cepts are often used in central bank communication and their presence
is often viewed as essential for e⁄ective monetary policy. Anchored in-
￿ ation expectations are modeled by assuming the underlying in￿ ation
process driving expectations is quickly attracted to its long-run aver-
age. To model contained in￿ ation expectations, we develop the im-
plications of an underlying nonlinear in￿ ation process that is quickly
￿We thank Samuel Maurer for excellent research assistance. Arturo Estrella and Meg
McConnell provided useful insights and observations on the theme of this paper. The
views expressed in this paper are those of the authors and do not necessarily re￿ ect the
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1attracted to bounds around the long-run mean but is slow to move to
its long-run average within the bounds. Unmoored in￿ ation expecta-
tions are neither quickly attracted to the long-run mean or bounds.
Theoretical relationships are derived for the relationship across hori-
zons of general impulse response functions of these di⁄erent underlying
in￿ ation models. For the case of anchored in￿ ation expectations, the
relationship is constant and linear. For the case of contained in￿ ation
expectations, the relationship is nonlinear depending on the current
level of in￿ ation. In the case of unmoored in￿ ation expectations, the
relationship tends towards unity as the horizon increases. We treat
the daily di⁄erence in in￿ ation expectations from ￿nancial markets as
observations on the generalized impulse response function at di⁄erent
horizons. Using simple regression models, we ￿nd statistically signif-
icant evidence against in￿ ation expectations being anchored. Adding
a nonlinear term to these regression models, we ￿nd economically and
statistically signi￿cant evidence in favor of in￿ ation expectations being
contained in the U.S.
1 Introduction
The FOMC has a mandate for price stability, along with one for maximal
sustainable growth and moderate long term interest rates. Since the insights
of Friedman and Phelps nearly all economists and central banks acknowl-
edge that the price stability mandate is a necessary condition for achieving
the other mandates (see Bernanke 2004). A key component of achieving the
mandate for price stability based on theses insights is the importance of sta-
bilizing the behavior of long-term in￿ ation expectations at levels consistent
with price stability.
Figure 1 shows the behavior of three measures of long-term in￿ ation ex-
pectations from 2003 to 2007, along with a measure of shorter term in￿ ation
expectations. Over this period annual in￿ ation as measured by 12 month
change in the Consumer Price Index has ￿ uctuated widely with a range of
1.3% to 4.6% because of substantial energy price shocks. It is immediately
apparent that little of this variability in contemporaneous in￿ ation is re￿ ected
in long-term in￿ ation expectations and they are stabilized at low levels, com-
pared to the 1970s Two of the measures of long-term in￿ ation shown in the
￿gure 1 are survey based, one is a survey of professional forecasters in the
US and the other is a survey of consumers. The other two measures are
2taken from ￿nancial markets and exhibits considerably more variation than
the other two.
The aim of this paper is to understand some of the high frequency prop-
erties of this measure from ￿nancial markets and its implications for how
markets interpret the way the FOMC seeks to achieve its price stability man-
date. In particular, we examine carefully the di⁄erences between the concepts
of anchored, contained and unmoored long-term in￿ ation expectations. In
many discussions contained and anchored expectations are viewed as almost
the same concept. We argue that at low levels of in￿ ation it is important
to carefully distinguish between them, otherwise evidence against anchored
expectations can be viewed as evidence in favor of unmoored expectations.
There have been a number of recent studies that examine whether U.S.
long-term in￿ ation expectations are anchored at a ￿xed value (the original
paper was G￿rkaynak, Sack and Swanson 2005 which was followed by the
more detailed cross-country comparisons of G￿rkaynak, Levin, Marder and
Swanson 2007 and G￿rkaynak, Levin, and Swanson 2006 ). The approach
taken in these papers is to estimate the response of long forward real and
nominal interest rates to surprises in macroeconomic data releases and mon-
etary policy. The general conclusion is that long-run in￿ ation expectations
in the U.S. respond to such surprises in a manner consistent with in￿ ation
expectations not being well-anchored. In contrast, in countries with explicit
in￿ ation targeting regimes similar analyses ￿nd evidence for anchored in￿ a-
tion expectations.
The de￿nition of anchored in￿ ation expectations used in these studies
is derived from analysis of the linear properties of standard New Keynesian
models. In these models, if in￿ ation expectations are anchored, surprises to
macreconomic variable or monetary policy have close to negligible e⁄ects on
long-term in￿ ation expectations. Whereas, if the long-run in￿ ation objective
of the central bank drifts over time in response to macreconomic events,
perhaps in a manner not directly observable to the public, then the models
can reproduce the empirically observed sensitivities.
The idea that the central bank￿ s objective drifts over time is central to
a number of time series analyses of in￿ ation (see Cecchetti at al.and their
references). This literature is based on the modeling assumption that under-
lying in￿ ation is an integrated time series process. Since long-term expected
in￿ ation inherits the integrated property, it suggests that central bank￿ s are
unable to control long-term in￿ ation expectations. There is supportive statis-
tical evidence of integration using a long span of monthly in￿ ation rates. One
3explanation of the evidence of integrated behavior in in￿ ation are changes in
the monetary policy regime and time series analysis of in￿ ation might not be
representative of the current properties of in￿ ation.
Our empirical starting point is di⁄erent but complementary to the pre-
vious literature. We examine the implications of di⁄erent models for the
in￿ ation process for relationship between in￿ ation expectations and abstract
from any description of the real side of the economy. Thus, instead of looking
for fundamental drivers of expected in￿ ation, we simplify by analyzing the
relationship between in￿ ation expectations at various horizons. We focus on
in￿ ation pass-through, i.e., how do changes in short-term in￿ ation expecta-
tions a⁄ect long-term in￿ ation expectations. Using second order properties
of generalized impulse response functions (see Potter 2007a and Koop, Pe-
saran and Potter 1995) we develop observable implications of a variety of
time series in￿ ation models for regressions of changes in long-term in￿ ation
expectations on changes in short-term in￿ ation expectations. This allows us
to consider a number of complex processes for in￿ ation that would be di¢ cult
to incorporate into a full scale macro model and connect directly to the vast
literature on the time series modeling of U.S. in￿ ation (for example, Stock
and Watson 2007).
In particular, it allows us to develop the implications of nonlinear models
where underlying in￿ ation is bounded and thus in￿ ation expectations are
contained. These models can produce local behavior of in￿ ation expectations
that would appear unmoored using the approach of G￿rkaynak et al. Since
such models have linear covariance stationary representations, they are also
di¢ cult to distinguish from standard linear autoregressive models.
Anchored in￿ ation expectations are characterized as an approximately
constant mean reversion to a ￿xed in￿ ation objective and thus a regression
coe¢ cient that is constant. Contained in￿ ation expectations exhibit a much
higher rate of mean reversion to a ￿xed in￿ ation objective when current
in￿ ation is far from the ￿xed in￿ ation objective and perhaps negligible mean
reversion when current in￿ ation is close to the objective. In this case the size
of the regression coe¢ cient is shown to vary in a simple way with the level of
short-run in￿ ation expectations: when current short-run in￿ ation objectives
are close to the in￿ ation objective, pass-through is high; as short-run in￿ ation
expectations move away from the in￿ ation objective, pass-through drops.
The variation in the regression coe¢ cient can be modeled by a term capturing
the distance of current short-run in￿ ation expectations from the in￿ ation
objective. Unmoored in￿ ation expectations relate to the situation when the
4in￿ ation objective itself drifts over time. In this case the regression coe¢ cient
tends towards the value of 1 as we consider the relationship between in￿ ation
expectations with a ￿xed di⁄erence in horizon as the shorter horizon increases
(see Cogley and Sargent 2007 for a clear statement of this viewpoint). In the
case of the model of Stock and Watson (2007) the regression coe¢ cient would
also show evidence of time variation
We use daily data from since January 2003 to May 2007 to estimate
our pass-through regressions. Our data is constructed from the di⁄erence
in yields between nominal and in￿ ation linked (TIPS) Treasury securities,
this di⁄erence is an estimate of compensation for future in￿ ation required by
holders of nominal treasuries. The measures used in Figure 1 are estimates
of the in￿ ation compensation required to make investors indi⁄erent between
the 2 to 5 and 9 to 10 year nominal and real forward rates. and are the
regressor and regressand in our analysis.1Throughout the paper we will use
the phrase, expected in￿ ation for estimated in￿ ation compensation. At ￿rst
the market for TIPS was small and illiquid but with growth in the size and
liquidity of this market (see Elasser and Sack 2004), it is now possible to infer
a rich term structure of the markets belief about future in￿ ation. We have
used a number of di⁄erent horizons for short-term and long-term in￿ ation
expectations to check the robustness of our results. Results are similar and
we focus most of the reporting of our results on the pass-through of in￿ ation
shocks at the 2 to 5 year horizon on the 9 to 10 year horizon.
We ￿nd overwhelming statistical evidence in favor of in￿ ation expecta-
tions being contained. We evaluate the robustness of this conclusion in a
number of ways. Most importantly, we restrict our data set to day before
and day of CPI releases. We use measures of the "surprise" in the core
CPI release to predict changes in short-run in￿ ation expectations. These
predicted changes in short-run in￿ ation expectations are then used as regres-
sors in our pass-through regression. We ￿nd (adjusting for the reduction in
sample size) even stronger statistical evidence in favor of contained in￿ ation
expectations. We also carefully examined using Monte Carlo simulation, the
possibility that measurement errors and/or varying in￿ ation risk premium
could produce spurious evidence in favor of contained in￿ ation expectations.
1Below we will discuss some of the complications associated with risk and liquidity
premia in directly inferring the level of investors in￿ ation expectations. Since our empirical
work uses daily changes in expected in￿ ation, these complications while still important
to bear in mind are not as important as those associated with assessing where ￿nancial
markets expectations of in￿ ation are centered.
5We ￿nd no evidence that our results are spurious unless the measurement er-
ror and/or risk premium change as current short-term in￿ ation expectations
move away from the in￿ ation objective in a very speci￿c manner.
The plan of this paper is as follows. Section 2 presents a number of
time series models for in￿ ation and discusses their implications for in￿ ation
expectations. It also develops a Markov chain approximation to a bounded
model of underlying in￿ ation. Section 3 develops the background for the
empirical framework we use and provides a detailed analysis of the di⁄erences
in the properties of anchored, contained and unmoored in￿ ation expectations.
Section 4 describes our data set and reports our results. Section 5 o⁄ers
some conclusions and directions for further analysis. An appendix available
on request provides details of various robustness checks.
2 Di⁄erent Models for Underlying In￿ ation
Our starting point is to decompose observed in￿ ation into two components,
one transitory, the other more permanent.
￿t = ￿
￿
t + ct;
￿ ￿￿
t will be called the underlying rate of in￿ ation
￿ ct will be deviations from the underling rate of in￿ ation
We distinguish between the two components by assuming that for any
" > 0 there exists a forecast horizon H such that
P[jEt[￿t+h] ￿ Et[￿
￿
t+h]j > "] = 0; for all h > H and t > 0:
Thus, long-term expectations of in￿ ation are driven by the properties
of underlying in￿ ation. Further, the properties of underlying in￿ ation will
partly be determined by the objectives of the central bank and partly deter-
mined by the structure of the economy. Note that we do not assume that
the underlying rate of in￿ ation is directly observable given the current infor-
mation set, that is Et[￿￿
t] is not necessarily equal to ￿￿
t: The type of model
where underlying in￿ ation is directly observed is often called an unobserved
components model.
6We start with the standard unobserved components model of assuming
that underlying in￿ ation is a random walk and the transitory component is
white noise.
￿
￿
t = ￿
￿
t￿1 + &ut;
ct = ￿"t;
where ut;"t ￿ N(0;1): In this case, Et[￿￿
t+h] = Et[￿￿
t] for h > 1: By construc-
tion ￿￿
t is a random walk, hence if & > 0 ; after a suitable period of time to
remove the e⁄ects of initial conditions, Et[￿￿
t] will be a random walk with
unbounded variation and in￿ ation expectations will be unmoored. In this
case we can ￿nd the ￿in￿ ation trend￿￿￿
t from the common permanent com-
ponent in the collection of expectations fEt[￿t+h] : h > 1g: The reduced form
univariate time series representation of this model is an integrated moving
average of order 1. Recently, this model has been generalized by Stock and
Watson (2007) to allow for stochastic volatility in the innovations for both
the permanent and transitory components:
￿
￿
t = ￿
￿
t￿1 + exp(gt=2)ut;
ct = exp(ht=2)"t;
gt = gt￿1 + &t;
ht = ht￿1 + ￿t:
where &t ￿ N(0;&);￿t ￿ N(0;￿):
As Stock and Watson show the instantaneous moving average coe¢ cient is
proportional to the ratio ht
gt: They ￿nd that this ratio decreased sharply in the
1970s and then increased sharply following the Volcker disin￿ ation. Thus,
while in￿ ation expectations at horizons of more than one period derived
from this model are still unmoored, their variation has fallen dramatically.
Models where the central bank has a time-varying in￿ ation objective are
often described in a similar form with more dynamics added to the transitory
component. The underlying rate of in￿ ation captures the slow movement in
the central bank￿ s in￿ ation objective. These models are all representative of
the case of unmoored expectations.
Anchored in￿ ation expectations with an announced in￿ ation target of ￿
would be produced by a linear model for underlying in￿ ation (see Henderson
and Faust 2004 for an extensive discussion of this case):
￿
￿
t = ￿(1 ￿ ￿) + ￿￿
￿
t￿1 + &ut;
7with underlying in￿ ation expectations at horizons n > 1 given by ￿+Et[￿
n￿￿
t];
where j￿j < 1: In this case maintaining the assumption of normality of in-
novations to the underlying in￿ ation, underlying in￿ ation expectations at
horizon n have a Gaussian distribution centered at ￿ with variance given by
￿n&2
1￿￿2: Viewing in￿ ation expectations themselves as random variables is cru-
cial to the analysis that follows. As discussed in Henderson and Faust (2004)
even though long-term in￿ ation expectations are anchored at ￿ in this case,
there is no explicit restriction on how much they vary.
Potter (2007b) models the underlying in￿ ation as a bounded process given
by:
￿
￿
t = ￿
￿
t￿1 + ut;
ut ￿ TN(a ￿ ￿
￿
t￿1;b ￿ ￿
￿
t￿1;0;&);
where TN(a;b;0;&) is a truncated normal with support [a;b], location pa-
rameter 0 and scale parameter &: The unconditional expectation of in￿ ation
equals b￿a
2 and the one period ahead conditional expectation function is given
by
Et￿1 [￿
￿
t] = ￿
￿
t￿1 + &
"
￿(
a￿￿￿
t￿1
& ) ￿ ￿(
b￿￿￿
t￿1
& )
￿(
b￿￿￿
t￿1
& ) ￿ ￿(
a￿￿￿
t￿1
& )
#
if a ￿ ￿
￿
t￿1 ￿ b
For values of & that are small relative to b ￿ a, the conditional expectation
function for most values of ￿￿
t￿1 is e⁄ectively the same as a random walk.
For the larger value of & the conditional expectation function is similar to
a linear autoregression. This is a model which for certain parameter values
captures the notion of contained in￿ ation expectations. Unlike the cases of
anchored and unmoored expectations, expectations of underlying in￿ ation
are always contained within [a;b]: However, it is possible to generate long
periods of time in this model where in￿ ation expectations appear to behave
(locally) as random walks.
2.1 Nonlinear models of In￿ ation
In order to derive further properties of this bounded model extensive com-
putationally demanding simulations are required. In order to more simply
8generate some observable implications for models where in￿ ation expecta-
tions are contained, we simplify by using discrete Markov chains. We start
with the Ehrenfest model (see Karlin and Taylor 1975). Consider two urns
I and II, each with capacity of 2R balls. Each period one ball is moved
between the urns. The choice of which urn to draw the ball from is deter-
mined probabilistically by a function of the ratio of balls in urn I to urn II.
For example, if there are R balls in each urn, then the ball is drawn with
equally likelihood from urn I or urn II. Alternatively, if urn I contains 2R
balls then with probability one a ball is moved to urn II. One advantage of
the Ehrenfest model is that it generates the same conditional expectation
function as a linear autoregressive time series. Another advantage is that it
is simple to generalize the transition function to produce a nonlinear con-
ditional expectation function. One disadvantage is the limited number of
values for in￿ ation over the next period. We relax this restriction for the
case of nonlinear models.
More formally, de￿ne b ￿t to be the deviation of in￿ ation from its uncon-
ditional expectation, ￿. Thus, the transition probability is given by
P[b ￿t+1 = b ￿t + 1jb ￿t] =
R ￿ b ￿t
2R
;
P[b ￿t+1 = b ￿t ￿ 1jb ￿t] =
R + b ￿t
2R
and the conditional expectation is
E[b ￿t+1jb ￿t] =
R ￿ 1
R
b ￿t = ￿b ￿t;
where ￿ = R￿1
R :
The standard Ehrenfest model, just like a linear autoregression, has the
property of a constant half-life in its movements back to the mean. To cap-
ture properties of the bounded model described above we alter the transition
function of the Ehrenfest model so that it is a ￿random walk￿within certain
bounds and more strongly mean reverts than a linear model outside these
bounds. We also construct for comparison a model where within these thresh-
olds the standard Ehrenfest model applies but again outside the thresholds
stronger mean reversion is present. We label the ￿rst type of model NLRW
and the second type NLAR.
9NLRW P[b ￿t+1 = b ￿t + 1jb ￿t] =
￿
0:5(1 ￿ ￿) if b ￿t ￿ R￿
R￿1:5b ￿t
2R if b ￿t > R￿
P[b ￿t+1 = b ￿t ￿ 1jb ￿t] =
￿
0:5(1 ￿ ￿) if b ￿t ￿ R￿
R+1:5b ￿t
2R if b ￿t > R￿ ;
P[b ￿t+1 = b ￿tjb ￿t] =
￿
￿ if b ￿t ￿ R￿
0 if b ￿t > R￿
NLAR P[b ￿t+1 = b ￿t + 1jb ￿t] =
￿
R￿b ￿t
2R if b ￿t ￿ R￿
R￿1:5b ￿t
2R if b ￿t > R￿
P[b ￿t+1 = b ￿t ￿ 1jb ￿t] =
￿
R+b ￿t
2R if b ￿t ￿ R￿
R+1:5b ￿t
2R if b ￿t > R￿
with associated conditional expectation function
NLRW E[b ￿t+1jb ￿t] =
￿
b ￿t+1 if jb ￿tj ￿ R￿
￿b ￿t+1 if jb ￿tj > R￿ :
NLAR E[b ￿t+1jb ￿t] =
￿
￿b ￿t+1 if jb ￿tj ￿ R￿
￿b ￿t+1 if jb ￿tj > R￿ ;
where ￿ = R￿1:5
R :
In both models, in￿ ation is bounded between [￿2
3R; 2
3R]: In order to il-
lustrate the di⁄erence between the two nonlinear models and standard linear
models, we consider the case where R = 12;R￿ = 4: We set ￿ = 1=3 for
the NLRW. We assume that in￿ ation is centred at 2% and normalize the
deviations such that R￿ corresponds to a range of [11
3;22
3] and in￿ ation is
bounded within [2
3;31
3] for the two nonlinear models. For a linear model we
use the standard Ehrenfest model with R = 12 with support [0;4]: These
parameter values capture well the behavior of most measures of underlying
in￿ ation over the last decade. We then ￿nd the stationary distribution of
in￿ ation expectations at various horizons.
The results are shown in the 4 panels of ￿gure 2. The panel 2.a shows the
stationary distribution of the three models. It can be seen that the NLRW
model￿ s distribution is ￿ at between [11
3;22
3] while the other two models are
single peaked at 2%: The next three panels (4.b, c and d) show the stationary
distribution of 2;10 and 20 period ahead expectations respectively. The
support of these distributions is determined by the amount of mean reversion
but the shape is of course determined by the stationary distribution. At two
10periods ahead we can see that the NLRW has a smaller support than the
linear models, but at further forecast horizons its supports and the weight
placed on expectations being relative far away from 2% is considerably larger
than the other two models. In particular, if one was observing long-run
expectations generated by this model 2% would not be the most frequently
observed value.
One conclusion from the analysis of in￿ ation expectations is that the
NLAR is much more similar to a linear AR than the NLRW. This might
seem surprising as with R = 12, we have ￿ = 11=12 and ￿ = 21=24 the
di⁄erence between the two models is small within [11
3;22
3]: However, what
matters is the stationary distribution of in￿ ation and in the NLAR case it
spends much less time close to these thresholds and much more time close to
the long-run mean. This point can be seen even more clearly if we increase
the size of R to 120 (i.e., ￿ = 119=120 and ￿ = 237=240) and repeat the
exercise above. The results from the AR and NLAR models are now almost
indentical but the NLAR model now produces a bimodal distribution with
2% being a point of low probability compared to the modes which are around
the thresholds f11
3;22
3g:
3 Observable Implications for in￿ ation expec-
tations
In this section we develop some observable implications for the relationships
among in￿ ation expectations at various horizons. There are a number of
approaches one could take. For example, one could estimate various models
of in￿ ation using in￿ ation data etc. and then see if their conditional expec-
tation function matches that of observable expectations. Alternatively, one
could consider whether long horizon in￿ ation expectations are sensitive to
macroeconomic news as in G￿rkaynak et al. If a su¢ ciently large data set
was available one could construct estimates of the stationary distribution of
in￿ ation expectations. Our approach is to directly examine the behavior of
observed changes in in￿ ation expectations using simple statistical methods.
We estimate regressions of changes in in￿ ation expectations at long hori-
zons and changes in in￿ ation expectations at short horizons to construct
evidence on the properties of in￿ ation expectations. In order to develop the
implications for the population regression coe¢ cients for di⁄erent models of
11the in￿ ation process; we use some results from Potter (2007a) on the second
order properties of generalized impulse response function.
The generalized impulse response is the di⁄erence between a conditional
expectation for horizon n at time t and the conditional expectation at horizon
n + 1 at time t ￿ 1:De￿ne a realization of the generalized impulse response
function by the change in expectations at time t + n at time t by
gin(vt;It￿1) = E[￿t+njvt;It￿1] ￿ E[￿t+njIt￿1];
where vt = ￿t ￿ E[￿tjIt￿1]:
It continues to be very useful to interpret in￿ ation expectations as random
variables: Using upper case letters to signify the generalized impulse response
function as a random variable with respect to information available at time
t ￿ 1 we have:
GIn(It￿1) = E[￿t+njVt;It￿1] ￿ E[￿t+njIt￿1]:
By construction the random variable Vt will be a martingale di⁄erence se-
quence with respect to information at time t￿1; E[VtjIt￿1] = 0:Other proper-
ties of Vt will depend on both the process driving in￿ ation and the information
set used.
For example, consider the simplest case of a linear autoregression of order
1 with parameter ￿ :
gin(vt;It￿1) = ￿
n(￿t ￿ E[￿tjIt￿1]):
In this case Vt would simply be the innovation to the linear autoregression.
Repeated draws of the innovation, vt(k) = ￿t(k) ￿ E[￿tjIt￿1] for ￿xed
information at time t￿1 could be used to form the following sample moments:
1
K
K X
k=1
gin(vt(k);It￿1)gim(vt(k);It￿1):
As the sample of observations on conditional expectation functions at time
t for ￿xed information at time t ￿ 1 increases, under suitable conditions, a
Law of Large Numbers can be applied and we would have estimates of the
population moments:
Et￿1[GInGIm]
12In particular, consider running the regression of gin(vt;It￿1) on gim(vt;It￿1)
with m > n.
PK
k=1 gin(vt(k);It￿1)gim(vt(k);It￿1)
PK
k=1 gin(vt(k);It￿1)2 !P
Et￿1[GInGIm]
Et￿1[GI2
n]
= ￿
mjn
t￿1:
This is the prototypical regression we will use in our empirical work. It
measures the average change in the long-term expectation at horizon m given
the change in the short-term expectation at horizon n:
If the in￿ ation process is covariance stationary then using Theorem 1
from Potter (2007a):2
￿
mjn
t ! 0 for n ￿xed as m ! 1; for all t:
This will be a feature of both contained and anchored expectations. Consider
again the case of a linear AR 1 with known parameter j￿j < 1; the population
regression coe¢ cient would be
Et￿1[￿
nVt￿
mV 2
t ]
Et￿1[(￿
nVt)2]
=
￿
n+m￿2
t￿1
￿
2n￿2
t￿1
= ￿
m￿n;
where ￿2
t￿1 = Et￿1[(￿t ￿ E[￿tjIt￿1)2] and the R2 from the regression would
be 1:
The prediction of an exact ￿t from the regression is only valid in the case
of a single shock to in￿ ation and a known linear model. Now consider the
case of the general linear model with two shocks to in￿ ation (shock 1 is to
underlying in￿ ation, shock 2 is to the transitory component and f 1g;f 2g
are the moving average coe¢ cients for each of these shocks):
Et￿1[(GI1n + GI2n)(GI1m + GI2m]
Et￿1[(GI1n + GI2n)2]
=
Et￿1[ 1m 1nV 2
1t +  2m 2nV 2
2t]
Et￿1[ 
2
1nV 2
1t +  
2
2nV 2
2t]
=
 1m 1n￿2
1t￿1 +  2m 2n￿2
2t￿1
 
2
1n￿2
1t￿1 +  
2
2n￿2
2t￿1
;
where the information at time t￿1 could either include the history of the two
shocks or could be a coarser information set as in the unobserved components
2This theorem proves that covariance stationary time series have generalized impulse
response functions that are in the space of square summable sequence of L2 random
variables.
13literature described above. Assuming the horizon m is a su¢ ciently large that
the transitory shock has dissipated ( 2m = 0) we would have
￿
mjn
t￿1 =
 1m 1n￿2
1t￿1
 
2
1n￿2
1t￿1 +  
2
2n￿2
2t￿1
:
Now further simplify to the case of a martingale ( 1j = 1 for all j) for
underlying in￿ ation to
￿2
1t￿1
￿2
1t￿1 +  
2
2n￿2
2t￿1
:
In this case if we ￿x m ￿ n and increase n then ￿
mjn
t￿1 would tend towards
the value of 1 (as by de￿nition  
2
2n ! 0) and R2 of the regression would
also be increasing towards 1: This result clearly also applies to the case of
time variation in conditional mean of the transitory component (Cogley and
Sargent 2007) or stochastic volatility in the innovations to the permanent
and transitory component as in Stock and Watson 2007. Thus, we de￿ne
unmoored expectations by
￿
mjn
t ! 1 for m ￿ n ￿xed as n ! 1; for all t:
Recall the ￿rst order linear model with a single shock has the property
that the regression coe¢ cient only depends on m ￿ n. These feature does
not generalize but assuming that after a certain horizon only one shock is
relevant, we have an additional characterization of anchored and contained
expectations as opposed to unmoored:
j￿
m+jjn+j(t ￿ 1)j ￿ j￿
mjn
t￿1j for j > 0 if n > n
￿ for all t
In order to develop some tractable implications for the population re-
gression coe¢ cient ￿
mjn
t￿1 for models of in￿ ation with nonlinear conditional
expectation functions; we again focus on discrete Markov chains (see Potter
2007a for more details). De￿ne P to be the probability transition matrix of
the Markov chain and ￿ the k ￿ 1 vector of values for the state of in￿ ation.
Then we have the following expression for GIn if at time t ￿ 1 the state is j
and if at time t the state is i:
gin(i;j) = ￿
0P
n0(ei ￿ P
0ej);
where e‘ is a column vector of size k with all entries zero except for the ‘-th
row which contains a 1.
14If we de￿ne vij = (ei ￿ P0ej) and use standard properties of Kronecker
products we have
gin(i;j)gim(i;j) = v
0
ij [￿
0P
n0 ￿ P
m￿]vij:
Thus, the basic object to be calculated is [￿0Pn0 ￿ Pm￿], if we denote it
B(n;m) then we have:
Et￿1 [GIn(￿t￿1 = i)GIm(￿t￿1 = i)] =
k X
j=1
v
0
ijB(n;m)vijpij;
where pij = P[￿t = jj￿t = i]: Thus, the population regression coe¢ cient
conditional on ￿t￿1 is given by
￿
mjn(￿t￿1) =
Pk
j=1 v0
ijB(n;m)vijpij:
Pk
j=1 v0
ijB(n;n)vijpij:
;
The unconditional average pass through will be given by E[￿
mjn(￿t￿1)]; where
the expectation is with respect to the stationary distribution of the Markov
chain.
The population OLS regression coe¢ cient is found by averaging the nu-
merator and denominator separately. Thus, OLS estimates for nonlinear
models will not necessarily converge to the unconditional average pass-through.
This is also a feature of models with stochastic volatility but it can be more
easily attenuated by appropriate choices of horizons. For example, in Stock
and Watson￿ s 2007 model it disappears if n > 1: Our focus is in trying to
￿nd evidence that pass-through varies and is not directly on estimating this
population value. Thus, we now turn to assessing our pass-through might
vary and what type of functional forms could captures this variation.
3.1 Approximating the conditional population regres-
sion coe¢ cient for nonlinear models
We start by examining the di⁄erences in the variation in the conditional
population regression coe¢ cient between the two nonlinear models. We again
consider the case where R = 12;R￿ = 4 and with ￿ = 1=3: The two panels of
￿gure 3 shows the variation of the population regression coe¢ cient for NLRW
15and NLAR against the values of E[￿t+2j￿t￿1] with n = 2 and m = 5;9:3 They
also plot the unconditional average value of the pass-through coe¢ cient. It
is immediately clear that pass-through at 2% is higher for NLRW and then
falls o⁄ much more sharply than the NLAR. Further, the NLAR is well-
approximated around 2% by the average value of the pass-through coe¢ cient.
The property of the NLRW that the population regression coe¢ cient is
highest when current in￿ ation is close to its unconditional expectation and
then declines as in￿ ation moves away from this value is generic for this class
of nonlinear mean reversion. One approach to estimating this change in pass-
through would be to use non-parametric or ￿ exible functions. We focus on the
accuracy of a simple approximating function to ￿(￿t￿1) : interact the short
horizon generalized impulse response function with the absolute value of the
distance of the shorter horizon in￿ ation expectation from the unconditional
mean: We continue to include a standard linear term in the regression so
that if the short-term in￿ ation expectation is at its unconditional mean, the
coe¢ cient on this term measures pass-through at this point.
Again we analysis the properties of the approximation for our two non-
linear models, NLRW and NLAR. The best approximating function in this
class can be found from the solution to the following least squares problem:
min
￿;￿
E
￿￿
￿
mjn(￿t￿1)GIn(￿t￿1 = i) ￿ (￿
mjn + ￿
mjnjE[￿t+nj￿t￿1] ￿ ￿j)GIn(￿t￿1 = i)
￿2￿
;
where the expectation is taken with respect to the stationary distribution
of in￿ ation. Table 1 contains the values for the parameters of the approxi-
mating function for the case above where R = 12;R￿ = 4;￿ = 1=3: It also
compares the unconditional average value of the population regression coef-
￿cient against the population least squares value (to assess the di⁄erences in
these two measures of average pass-through.
3By construction at the t ￿ 1 if the unnormalized value of the Markov chain is ￿8 all
the generalized impulse response functions are zero since with probability one the process
has to move to ￿7 at time t: At this point, pass-through of shocks is not well-de￿ned so
we limit our attention of the unnormalized range of ￿7 to +7:
16Model Parameter m = 4 m = 6 m = 8 m = 10
NLRW
￿
mj2
OLS
E[￿
mj2(￿t￿1)]
￿mj2
￿
mjn
0:92 0:85 0:79 0:74
0:87 0:79 0:72 0:67
1:04 0:70 0:58 0:48
￿0:38 ￿0:57 ￿0:65 ￿0:67
NLAR
￿
mj2
OLS
E[￿
mj2(￿t￿1)]
￿mj2
￿
mj2
0:82 0:68 0:56 0:46
0:82 0:67 0:55 0:46
0:84 0:70 0:58 0:48
￿0:09 ￿0:12 ￿0:11 ￿0:10
A number of conclusions can be drawn from Table 1. First, the bias
from using a least squares estimate of average pass-through instead of the
true population average is not large for either of these models. Second, pass-
through clearly declines as the horizon increases. More importantly for
empirical distinguishing between the NLRW and NLAR, the coe¢ cient on
the interaction of the short-term generalized impulse response function with
the absolute value term is larger for the NLRW and increases markedly as
the long horizon increases. We again replicated this experiment for the case
of R = 120: In this case we had the same pattern for the NLRW for ￿
mjn
but for the NLAR it was e⁄ectively zero.
3.2 High frequency observations on in￿ ation expecta-
tions
The data we will use are daily observations on in￿ ation expectations. The
expectations are over the value of in￿ ation at a much lower frequency. In
addition to checking the robustness of our results by considering more low
frequency changes in in￿ ation expectations, we also extend our analytical
framework to such high frequency changes in in￿ ation expectations. We do
this by assuming that each day s in period t; market participants receive a
noisy signal on the current period value of underlying in￿ ation:
e ￿tfsg = ￿
￿
t + "t(s):
Assume market participants posterior at the day s in period t is given by
btfsg(￿￿
t); then the change in expectations of underlying in￿ ation in period
t + n is given by
gin(vtfsg);Itfs￿1g) = E
￿
￿
￿
t+njvtfsg;Itfs￿1g
￿
￿ E
￿
￿
￿
t+njItfs￿1g
￿
;
17where vtfsg = E
￿
￿￿
tje ￿s(t);Itfs￿1g
￿
￿ E
￿
￿￿
tjItfs￿1g
￿
and
E
￿
￿
￿
tje ￿s(t);Itfs￿1g
￿
=
Z
￿
￿
tbtfsg(￿
￿
t)d￿
￿
t
E
￿
￿
￿
tjItfs￿1g
￿
=
Z
￿
￿
tbtfs￿1g(￿
￿
t)d￿
￿
t;
with
btfsg(￿
￿
t) / ‘(e ￿tfsgj￿
￿
t)btfs￿1g(￿
￿
t);
where ‘(e ￿tfsgj￿￿
t) is the likelihood of the signal e ￿tfsg given underlying in￿ ation
is equal to ￿￿
t:
In the case that underlying in￿ ation is given by a linear AR model with
known parameter ￿ we have
gin(vtfsg;Itfs￿1g)gim(vtfsg;Itfs￿1g) = ￿
n+mv
2
tfsg
and thus,
￿mjn(tfs ￿ 1g) = ￿
m￿n:
For nonlinear cases we again consider the discrete Markov chain case:
gin(btfsg;btfs￿1g) = ￿
0P
n0(btfsg ￿ btfs￿1g);
where btfsg =
￿
E
￿
￿￿
t = ￿1je ￿s(t);Itfs￿1g
￿
;:::;E
￿
￿￿
t = ￿kje ￿s(t);Itfs￿1g
￿
;:::;E
￿
￿￿
t = ￿Kje ￿s(t);Itfs￿1g
￿￿0 :De￿ning
vtfsg = btfsg ￿ btfs￿1g; we have
￿mjn(btfs￿1g) =
Pk
j=1
R
v0
tfsgB(n;m)vtfsg‘(e ￿tfsgj￿￿
t = ￿j)btfs￿1g(￿￿
t = ￿j)d"t(s)
Pk
j=1
R
v0
tfsgB(n;n)vtfsg‘(e ￿tfsgj￿￿
t = ￿j)btfs￿1g(￿￿
t = ￿j)d"t(s)
:
The change in the population regression coe¢ cient as the level of in￿ ation
expectations varies is not as easy to recover from observed data on in￿ ation
expectations, as there is no one to one mapping between in￿ ation expecta-
tions and btfs￿1g: For example, in the NLRW with R = 12;R￿ = 4 from
above, consider the two diametrically opposed cases of all probability mass
on underlying in￿ ation at 2% in￿ ation and half of the probability mass at 2
3%
in￿ ation, with the other half at 31
3% in￿ ation. The expectation of in￿ ation
at all horizons based on information at tfs ￿ 1g will be equal in these two
cases but the response to new information will be very di⁄erent depending
which of the two cases we are in.
18In order to investigate how this issue and the additional noise introduced
by learning might a⁄ect our inferences we conducted a small Monte Carlo
experiment. We set the standard deviation of "t(s) equal to 1 and assumed
that there were 20 days in each period. Again we use the two nonlinear
models, NLRW and NLAR as the in￿ ation generation process calibrated as
above. We ran a very long simulation (120;000) to assess the population val-
ues of both least squares coe¢ cient and for our absolute value approximation
function under learning. We found that the estimates converged to similar
values to Table 1 but tended to be somewhat larger.
We repeated this experiment for a shorter simulation of 1200 observations
repeated 1000 times to examine some properties of the sampling distribution
for samples around the size we have available. Within the design of this
Monte Carlo experiment, we found little evidence of bias. Further, we also
limited the sample to the last day and ￿rst day of the period. This is intended
to capture the time when the underlying in￿ ation process changes. Using
this extra information we found results close to the values reported in Table
1. Below we do something related by restricting our sample to the day
before and the day of a CPI release. Finally, within these simulations we
also investigated an example closer to our preferred empirical speci￿cation
where the change in short term in￿ ation expectations as determined by an
average of short-term in￿ ation expectations. In this case we use the change
in in￿ ation expectations on average between horizon 2 and horizon 5: The
pass-through coe¢ cients we found were between the values using horizon 2
and horizon 5 only.
4 Empirical Results
4.1 Deriving implied in￿ ation expectations from nom-
inal and real yields
Our analysis is based on daily data on implied in￿ ation expectations derived
using nominal and real yields from the Federal Reserve Board of Governors.
The TIPS market where the real yields is calculated from is described in
more detail in an appendix. The calculations to produce implied in￿ ation
are described in detail by Meyer and Sack (2005a). In particular, the nominal
yields are from a term structure of 1 to 10 year o⁄-the-run Treasury par yields
smoothed using the 4 parameter function from Nelson and Siegel (1987).
19Real yields are from a term structure of TIPS par yields also smoothed using
Nelson and Siegel. Then, the T-maturity implied in￿ ation rate is given by
￿
T = 100
￿
1 + iT
1 + rT
￿ 1
￿
where iT and rT are the nominal and real yields at maturity T: (n2 ￿ n1)-
period forward implied in￿ ation expectations from period n1 to period n2 are
equal to
b Etfsg[￿tfsg(n2 ￿ n1)] =
￿n2 ￿ ￿n1
n2 ￿ n1
:
Thus, our estimates of the generalized impulse response function for day s
in month t are given by
e gin1￿n2(tfsg) = b Etfsg[￿tfsg(n2 ￿ n1)] ￿ b Etfs￿1g[￿tfsg(n2 ￿ n1)]:
As noted by Sack (2000), there are several reasons that in￿ ation com-
pensation might deviate from expected in￿ ation. Perhaps of most concern
are the e⁄ect of an in￿ ation risk premium and a liquidity premium. Durham
(2006) estimates the in￿ ation risk premium using a three-factor a¢ ne model,
and ￿nds that is it positively correlated with di⁄erences between long-forward
in￿ ation expectations. Keonig (2001) uses disagreement of professional fore-
casters about long-run in￿ ation to measure the in￿ ation risk premium. Carl-
strom and Fuerst (2004) estimate the liquidity risk premium using the on-
the-run o⁄-the-run Treasury spread as a proxy, while Meyer and Sack (2005b)
use the level of TIPS trading volume. Our approach is potentially more ro-
bust in that we use a daily di⁄erence, which will take out medium and longer
term trends in yields without needing to specify a particular model.
4.1.1 Characteristics of implied in￿ ation expectations
Our sample period is from January 2003 through May 2007, since this is
a period of high liquidity in the TIPS market (Elsasser and Sack, 2004).
In￿ ation expectations over the one year horizons from 1 to 10 average between
2 to 3%. We ￿nd that variability in in￿ ation expectations is higher at shorter
horizons (from 50bp to 60bp) than longer horizons (from 20bp to 30bp).
This is the behavior one might expect if short-run in￿ ation shocks are only
partially passed through to long-run expectations. Also, the persistence of
implied in￿ ation expectations is quite high with autocorrelations close to 1.
20When we look at daily changes, there is negative autocorrelation at short
horizons, but nothing signi￿cant past horizons of 4 years.
If shocks are partially passed through, one would expect positive corre-
lations at all horizons with the highest cross-correlations between the most
similar horizons. In levels, we see that correlations in levels are generally
positive, although there is a negative relation between the shortest (less than
5 year) and longest (greater than 5 year) horizons. For example, the 1-2 and
9-10 year implied in￿ ation correlation is ￿45%. The results for implied in-
￿ ation changes are more reasonable. Other than for the 0-1 year horizon, all
correlations are positive. As noted earlier, the 0-1 year horizon is somewhat
unusual, since it includes past in￿ ation due to indexation lag. Correlations of
changes range from 4% (3-4 with 9-10) to 97% (8-9 with 9-10). As expected,
correlations are highest between close horizons. Only two correlations in
changes are not statistically signi￿cant at the 1% level.
4.2 Regression results
We focus in reporting our results on the 9-10 year in￿ ation expectation as
a measure of long-term in￿ ation expectations, because the 9-10 year range
is the furthest forward horizon where there are liquid TIPS. We also found
similar results for horizons between 5 to 9 years and replicate all our results
using the 5-10 year horizon. For the short-term in￿ ation, we examined a
variety of measures but focus on the 2 to 5 year horizon (a detailed appendix
containing these results is available on request).4
Hence, we estimate the relationship between change in implied in￿ a-
tion expectations for the short-term (f GI2￿5) and long-term ( f GI9￿10). All
of the daily regressions contain 1093 observations. The predicted change
4Ex ante we preferred to use the 1-2 year implied in￿ ation expectation as a proxy
for expected near-term in￿ ation. Partly this was because the 0-1 year measure is based
on in￿ ation that has already occurred due to indexation lag and TIPS tend to trade
di⁄erently in their last year of maturity. However, since our sample starts in 2003 the
initial observations depended heavily on the smoothed yield curve estimates rather than
TIPS that were trading with this maturity. We also found that while the 1-2 year implied
in￿ ation expectation gave the best results for ￿tting the 9-10 year horizon, this was not
typical of other horizons. This is consistent with the correlation reported above.
21(c GI9￿10) in the 9-10 implied in￿ ation expectations is estimated to be 5:
c GI9￿10 = 0:09
￿￿￿f GI2￿5;
with an adjusted R2 of 1%: There is statistically signi￿cant pass-through
from the shorter term expectation changes to the long run but the level does
not seem high. Further, we run the regression from horizons 6 years and up,
the regression coe¢ cient is also around this value. Alternatively, holding the
di⁄erence in horizons ￿xed but moving forward the short-horizon there was
no evidence of an increase in the regression coe¢ cient toward 1: Thus, we
conclude from these initial regressions with only linear terms that in￿ ation
expectations are moored and possibly anchored. We now turn to considering
whether contained might be a better characterization than anchored.
Next we examined regressions where f GI2￿5 was interacted with je ￿2￿5￿￿j:
We proceeded ￿rst by ￿xing ￿ at 2:25. This choice was based on the center
of the estimated bounds from Potter (2007b) of 1 and 3:5% for CPI. With
this choice of center, the estimated regression is
c GI9￿10 = 0:33
￿￿￿f GI2￿5 ￿ 0:40
￿￿￿je ￿2￿5 ￿ 2:25jf GI2￿5;
with an adjusted R2 of 4:4%: Again the relationship is precisely estimated
and has characteristics similar to that found for the NLRW in Table 1. If we
run the regression for di⁄erent horizons we ￿nd the coe¢ cient on the absolute
value term becomes more negative as the di⁄erence between the short and
long horizon increases. Finally, it is immediately clear that pass-through is
estimated to be zero at levels of expected in￿ ation of around 1:5% and 3%:
Outside of these thresholds pass-through is estimated to go negative but the
only observations outside of the thresholds are during early 2003. Overall
this result is supportive of contained rather than anchored expectations.
To estimate the center we used a nonlinear optimizer. This gives a
point estimate of 2:06 and it is statistically signi￿cantly di⁄erent from 2:25.
However, the estimated pass-through coe¢ cients are similar. Further, the
center can be estimated across di⁄erent pairs of horizons. This produces
a range of point estimates, some above 2:25 and some below. Collecting
5Following usual conventions * is signi￿cant at 10% level, ** at 5% level and *** at
1% level using a two-sided test. All regressions included intercepts. These were all found
to be around zero, so they are only reported if they are statistically signi￿cantly di⁄erent
from precisely zero.
22the regressions together to jointly estimate the center produces an estimate
marginally above 2:25 but the di⁄erence in overall ￿t is small.
In our Monte Carlo experiments using the Ehrenfest model with daily
updating of estimates of the underlying rate we found that focusing on the
day before and the day of an innovation to the underlying in￿ ation produced
precise estimates even in small samples. This idea can be replicated in our
dataset by considering the day before and day of a CPI announcement. First,
we run our standard regressions on the 52 days in our sample with a CPI
announcement. This gives the following results:
Linear on CPI release days R
2
= 1:0%
c GI9￿10 = ￿0:01
￿￿ + 0:09f GI2￿5
Absolute value on CPI release days R
2
= 17:9%
c GI9￿10 = ￿0:01
￿￿￿ + 0:39
￿￿￿f GI2￿5 ￿ 0:49
￿￿￿je ￿2￿5 ￿ 2:25jf GI2￿5
This is consistent with our Monte Carlo evidence in the case of contained
in￿ ation expectations. In particular the regression coe¢ cients are very pre-
cisely estimated given the small sample size and the adjusted R2 increases
substantially.
Additional information is also available in the form of predictions of the
monthly CPI release published before its release. Data from Bloomberg
was used to form an estimate of the predicted value for the core CPI for
each month.6 This estimate was used to predict the change in in￿ ation
expectations over the 2 ￿ 5 year horizon on these days.
Bloomberg Core Surprise R
2
= 5:5%
d GI2￿5 = ￿0:01 + 0:16
￿(￿
core
t ￿ EBloomberg[￿
core
t ])
The residual from this regression is given by
RES = f GI2￿5 ￿ d GI2￿5:
6As one would expect the surprise in the total in￿ ation has no predictive power for the
change in in￿ ation expectations at this horizon.
23By construction the prediction and residual add up to the original regres-
sor f GI2￿5 by entering them separately into our standard regressions we can
see how much of the core suprise is indirectly passed-through by the change
in in￿ ation expectations over the 2￿5 year horizon and how much is directly
passed-through to the 9 ￿ 10 year in￿ ation expectation. First, for the linear
case
Linear with core CPI surprises R
2
= 3:4%
c GI9￿10 = 0:46
￿ d GI2￿5 + 0:06RES.
Here we see that about half of the predicted change is pass-through to
longer-term expectations and the adjusted R2 increases. For the nonlinear
case the absolute value function is interacted with both the prediction and
residual. The estimates are
Absolute value with core CPI surprises R
2
= 23:5%
c GI9￿10 = 0:91
￿￿￿ d GI2￿5+0:28
￿￿RES￿1:65
￿￿￿je ￿2￿5￿2:25j d GI2￿5￿0:33
￿￿je ￿2￿5￿2:25jRES.
In this case there is another substantial increase in the adjusted R2 and the
amount of nonlinearity is larger with respect to the predicted change in 2￿5
year horizon expectations. This is further evidence of in￿ ation expectations
being contained.
5 Conclusions
We ￿nd no support in our sample for in￿ ation expectations being unmoored
and strong evidence that the mooring of expectations is of the contained
rather than anchored type. Our empirical approach has the following ad-
vantages. As noted previously, it is quite di¢ cult to pin down the dynamics
of the in￿ ation process using historical data on actual in￿ ation. Because
of changes in monetary policy regimes, it is even more challenging to iden-
tify the behavior of in￿ ation over the past 5 to 10 years. Our analysis of
in￿ ation pass-through using daily observations on short and long-term im-
plied in￿ ation expectation changes provides a much more powerful test of
24in￿ ation persistence as perceived by ￿nancial market participants. The ex-
isting literature posits an arti￿cial dichotomy between stationary linear au-
toregressive and random walk models of in￿ ation dynamics. In fact, it is
possible that in￿ ation behavior lies in-between these two extremes. To inves-
tigate, we analyze non-linear models of in￿ ation dynamics that exhibit local
non-stationarity but are globally stationary. (add references to Ait-Sahalia,
Pritsker)
We derive properties of properties of pass-through across a range of mod-
els and ￿nd quite di⁄erent characteristics that we can use to distinguish
between unmoored, anchored, and contained in￿ ation expectations. In par-
ticular, we show that pass-through limits to zero for a stationary in￿ ation
process as the long-term horizon increases. In contrast, pass-through for ran-
dom walk in￿ ation process limits to 100%. For the nonlinear random walk
model, pass-through is highest at the center of the range and then drops
o⁄ sharply as in￿ ation approaches the edges of the range and pass-through
drops as the long-term horizon increases. On the other hand, the nonlinear
autogressive processes has much less variation in the pass-through coe¢ cient
across in￿ ation rates and long-term time horizon.
6 Appendix: The TIPS market
The TIPS market has grown signi￿cantly since the ￿rst auction of 7 billion
dollars of 10-year in￿ ation-indexed securities in January 1997 (see, for exam-
ple, Sack and Elsasser, 2004). Since then, 5, 10, 20, and 30 year maturities
have been auctioned, and there are currently 23 outstanding issues with ma-
turities ranging from 2008 to 2032. As of April 2007, the market value of
outstanding TIPS is 431 billion dollars with an average 8.4 billion per day
in trading volume.. According to the O¢ ce of Debt Management (2005),
there is a fairly diverse investor base for TIPS with average auction shares
from 2000-2005 of 57%, 1%, 28%, 7% and 7% for dealers, pension plans and
insurers, investment funds, foreign investors, and others, respectively.
TIPS o⁄er a ￿xed real coupon, which is paid semi-annually on in￿ ation
adjusted principal. Principal is indexed to non-seasonally adjusted, urban
CPI with a 3-month lag. Since CPI is reported by the Bureau of Labor
statistics with a one month lag (e.g., April 2007 CPI is reported in the middle
of June 2007), the three month lag ensures that the coupon payment can be
calculated in the month when it is paid.
25The daily index value is equal to
CPIt￿3 +
day in month
# days in month
(CPIt￿2 ￿ CPIt￿3);
which amounts to a linear interpolation of monthly CPI to a daily frequency.
The in￿ ation adjustment principal is the product of the initial principal and
the ratio of the current index value to the index value on the TIPS issue
date. TIPS coupons ￿ uctuate in nominal terms as the underlying principal
changes, and the in￿ ation adjustment to the principal are paid at maturity.
Additional details are given in the Department of the Treasury Circular 1-93
(2007).
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27Figure 1 Long-term inflation expectations measures
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