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SPECTRA OF GRAPHENE NANORIBBONS WITH ARMCHAIR
AND ZIGZAG BOUNDARY CONDITIONS
PEDRO FREITAS AND PETR SIEGL
Abstract. We study the spectral properties of the two-dimensional Dirac
operator on bounded domains together with the appropriate boundary condi-
tions which provide a (continuous) model for graphene nanoribbons. These are
of two types, namely the so–called armchair and zigzag boundary conditions,
depending on the line along which the material was cut. In the former case,
we show that the spectrum behaves in what might be called a classical way,
while in the latter we prove the existence of a sequence of finite multiplicity
eigenvalues converging to zero and which correspond to edge states.
1. Introduction
The Dirac operator in two–dimensional Euclidean space has received much at-
tention in the literature recently, partly due to its connection to the study of
graphene [3, 1, 22, 17], partly due to the interesting spectral properties in its own
right [8, 7, 23]. One key ingredient in both situations is the behaviour with respect
to boundary conditions, in the case where the domain considered is not the whole
space. On the one hand, and due to the scale of graphene–based devices, the way
in which the hexagonal lattice is cut affects the behaviour of the material and has
to be taken into consideration. On the other hand, this poses some issues regarding
the appropriate boundary conditions that should be imposed on the Dirac operator.
In a previous paper on the subject [23], Schmidt showed that for bounded do-
mains in R2 imposing a vanishing condition on the boundary for one of the compo-
nents of the vector of eigenfunctions would imply that zero would be an eigenvalue
of infinity multiplicity and thus the essential spectrum would be non-empty. This
effect is a consequence of the fact that, in the functional setting considered in [23],
as long as the other function in the eigenvector is analytic in the domain under
consideration, then this will be in the kernel of the operator, as this second func-
tion will satisfy the necessary Cauchy–Riemann equations. Although in Schmidt’s
example the square of each of the remaining eigenvalues was an eigenvalue (of finite
multiplicity) of the Dirichlet Laplacian on the same domain, it is known that, at
least for balls in three dimensional space, the addition of a potential may destabilize
the zero eigenvalue and give rise to an infinite sequence of eigenvalues converging
to zero [8].
The purpose of the present paper is to show that a similar effect may occur
without the presence of a potential, as a result of imposing appropriate boundary
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conditions. Furthermore, these boundary conditions occur in a natural way in the
case of graphene as a consequence of the boundary effect of the hexagonal lattice
referred to above.
Several remarks are in order here. On the one hand, there are examples in
the physics literature where such sequences may be found, although the existence
of the sequence in not always mentioned explicitly and only some states are pre-
sented [3, 26]. In spite of this, and as far as we are aware, there has been no
rigorous mathematical study of this effect. Although, as stated in the Schmidt
paper mentioned above, the boundary conditions considered there are “essentially
the only type of local boundary condition which gives rise to a self-adjoint Dirac
operator,” later in the paper (page 511) the assumption that the zero boundary
condition is taken only by the first component of the eigenvector is made. It is
also stated that the “mixed boundary conditions where both types are employed
at different parts of ∂Ω” will not be considered. In fact, it is precisely this type
of mixed boundary condition that will cause the eigenvalue of infinite multiplicity
to split into an infinite sequence of eigenvalues with finite multiplicities. We thus
see, for example, that an annulus with what is known in the literature as zigzag
boundary conditions yields a sequence of eigenvalues converging to zero, with the
corresponding eigenfunctions localizing near the outer boundary of the annulus –
see the example in Section 4.2. The existence of such a sequence is a general feature
of the zigzag boundary conditions and is reflected in non-empty essential spectrum
(containing zero) and the fact that the norm of the associated eigenfunctions, called
edge states in the physics literature, tends to zero in any compact subset of the do-
main considered as the corresponding energy approaches zero. Furthermore, we
observe that for the explicit examples with zigzag boundary conditions considered
in Section 4, the eigenvalues in this sequence approach zero exponentially.
At the same time, these results raise the question of which of these eigenvalues
and eigenfunctions are physically relevant, taking into account the dimensions of
the domain and the fact that as the sequence of eigenvalues approaches zero, the
number of oscillations in the eigenfunctions approaches infinity. It is well known
from the physics literature that graphene can be described by Dirac’s equation only
for sufficiently low energies and long wavelengths – see e.g. [1].
Besides models defined on bounded domains, we also consider infinite strips
(waveguides), for which we obtain some preliminary results. In the case of armchair
boundary conditions, where only straight strips seem to be physically relevant cf. [1],
we see that there is a gap in the essential spectrum (depending on a physical
parameter) without any eigenvalues in that gap. In the case of zigzag boundary
conditions used to describe curved waveguides we see that the essential spectrum
covers the whole real line.
The plan of the paper is as follows. In the next section, we lay out the basic
concepts related to the Hamiltonian and the two different types of boundary con-
ditions. The corresponding spectral properties which are the main results of the
paper are studied in Section 3. These results are then illustrated by examples for
which the spectrum may be computed explicitly and which are presented in Sec-
tion 4. A further example for an infinite strip (waveguide) is given in Section 5 and
the results presented are discussed in the last section.
2. Hamiltonians and boundary conditions
Graphene is a two dimensional planar sheet of carbon atoms organized in a
honeycomb crystal lattice as shown in Figure 1, which, when cut into a strip, is
called a graphene nanoribbon. One of the first theoretical studies of such systems,
and particularly the existence of edge states, can be found in [10]. The continuous
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model for nanoribbons is a two dimensional Dirac operator
(1) H :=

0 τ∗ 0 0
τ 0 0 0
0 0 0 −τ
0 0 −τ∗ 0
 ,
where τ := −i∂1 +∂2 and τ∗ is the formal adjoint, i.e. τ∗ := −i∂1−∂2, see e.g. [3, 1]
for details. The hamiltonian H acts in L2(Ω,C4), Ω ⊂ R2, i.e. on vector valued
functions, often called spinors. In what follows, we use H to denote a differential
expression only and we will introduce different notations for the corresponding self-
adjoint operators obtained by restricting it to different function spaces.
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Figure 1. Sheet of graphene
The orientation of the strip in a graphene sheet, i.e. the way how the strip is cut
out from the plane, is essential for the physical properties of graphene nanoribbons.
This is reflected in the type of boundary conditions that is imposed giving rise to
two standard choices, the so-called zigzag and armchair boundary conditions, the
names corresponding to the shape of the edge of the strip, as illustrated in Figure
1. Note that there are other armchair directions besides the vertical one.
We fix the horizontal direction x1 to be parallel to the zigzag edge and the vertical
x2 to the armchair edge and consider two infinite straight strips Ωi (i = 1, 2) in
the x1 and x2 directions respectively; more precisely Ω1 := R × (−b, b) and Ω2 :=
(−a, a) × R. In this setting the boundary conditions, imposed on the components
of the spinor Ψ = (Ψ1,Ψ2,Ψ3,Ψ4), read
zigzag : Ψi(x1,−b) = 0, Ψi+1(x1, b) = 0, (i = 1, 3), ∀x1 ∈ R,(2)
armchair : Ψj(−a, x2) = Ψj+2(−a, x2),(3)
Ψj(a, x2) = e
iΘΨj+2(a, x2), (j = 1, 2), ∀x2 ∈ R, Θ ∈ R,(4)
where Θ is a physical parameter related to the number of unit cells of atoms in the
x1 direction in the strip (see e.g. [3]). It it possible to argue that zigzag boundary
conditions are appropriate even when considering domains whose sides are not
parallel to the zigzag edge described above [1]. More precisely, to model graphene
nanoribbons, zigzag boundary conditions should be imposed except for straight
parts of the boundary in specific directions that are described by armchair boundary
conditions.
These two boundary conditions clearly have different natures, to which there
will correspond different spectral behaviour. More precisely, while zigzag condi-
tions enable us to separate the first two components of the spinor from the last
pair, armchair conditions connect its odd and even components. More important,
there is a substantial difference in the domains of definition of the corresponding
Hamiltonians depending on whether zigzag or armchair boundary conditions are
being imposed.
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2.1. Armchair boundary conditions. We describe the armchair case first, as
this leads to a “standard” problem. To do this, let’s define the symmetric operator
H˙ac by
(5)
H˙acΨ := HΨ
Dom (H˙ac) :=
{
Ψ ∈ C∞(Ω2,C4) : Ψ satisfies (3) and (4), HΨ ∈ L2(Ω,C4)
}
.
Using integration by parts we obtain
(6) ‖H˙acΨ‖2 + ‖Ψ‖2 = ‖∂1Ψ‖2 + ‖∂2Ψ‖2 + ‖Ψ‖2,
i.e. the graph norm of H˙ac is the Sobolev space norm. We denote Hac the closure
of H˙ac and describe its domain and adjoint in details.
Proposition 1.
(7)
HacΨ = HΨ,
Dom (Hac) =
{
Ψ ∈W 1,2(Ω2,C4) : Ψ satisfies (3) and (4)
in the sense of traces
}
,
and Hac is self-adjoint.
Proof. We give a sketch of the proof only. The domain of the closure of H˙ac can
be obtained immediately from the expression for the graph norm (6).
One possible way how to prove self-adjointness of Hac is to show that H
2
ac is
self-adjoint and use the identity H2ac − i = (Hac −
√
i)(Hac +
√
i), particularly
Ran(H2ac− i) ⊂ Ran(Hac−
√
i), together with the basic criterion of self-adjointness
[21, Thm.VII.3]. The self-adjointness of H2ac can be justified as follows. Using a
standard approach relying on the difference quotients and the elliptic regularity [6,
Chap.5.8.2., Chap.6.3.], we can show that H2ac = diag{−∆,−∆,−∆,−∆}, acting
on spinors Ψ from W 2,2(Ω1,C4) such that Ψ and HacΨ satisfy boundary conditions
(3)-(4), is associated via the representation theorem [16] to the quadratic form
hac[Ψ] := ‖HacΨ‖2. 
We remark that if instead of the infinite strip Ω2 we consider a finite rectangle
(−a, a) × (−b, b), complementing the armchair boundary conditions with periodic
boundary conditions on the horizontal parts of the boundary (x2 = ±b), using
similar arguments as above defines a self-adjoint operator acting on W 1,2 functions
satisfying these boundary conditions.
2.2. Zigzag boundary conditions. Zigzag boundary conditions are quite dif-
ferent from the armchair case considered in the previous section. If we were to
proceed in an analogous way to (5), with a symmetric operator acting as H de-
fined on smooth functions satisfying the boundary conditions (2), we would then
conclude that the graph norm cannot be written as a W 1,2 norm. Since zigzag
boundary conditions are physically relevant also on the non-straight parts of the
boundary, we shall consider a general bounded domain Ω ⊂ R2 with the technical
assumptions on Ω being stated in specific results. Some claims about the domain
of definition and supersymmetry are relevant also in the case of the infinite strip
Ω1 and its curved (non self-intersecting) version – see Section 5.
Due to the nature of the boundary conditions, we can split the 4×4 Hamiltonian
H into two 2× 2 subsystems with a similar structure, namely
(8) H1 :=
(
0 τ∗
τ 0
)
, H2 :=
(
0 −τ
−τ∗ 0
)
.
In what follows we will obtain a self-adjoint realization of H1 in L
2(Ω,C2). Zigzag
boundary conditions correspond to Dirichlet boundary conditions for the compo-
nents of the spinor and the case of Ψ1 = 0 at ∂Ω was already analysed extensively
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in [23]. Here we concentrate on two more general cases, illustrated in Figure 2, that
were not considered in that article.
In the first, ∂Ω is assumed to have two connected components ∂Ωi (i = 1, 2),
i.e. ∂Ω = ∂Ω1 ∪ ∂Ω2, a typical example of which is an annulus, where ∂Ωi are the
inner (i = 1) and the outer circles (i = 2). We impose “complementary” Dirichlet
boundary conditions for each of the spinor components on the different part of
the boundary, i.e. Ψi = 0 at ∂Ω
i. The corresponding closed realization of the
differential expression will be denoted by A.
In the second, ∂Ω is assumed to be connected and divided by two points p1 and
p2 in ∂Ω into two (open) pieces ∂Ω1 and ∂Ω2, i.e. ∂Ω = ∂Ω1 ∪ ∂Ω2 ∪ {p1, p2}.
We then impose the “interchanging” Dirichlet boundary conditions for the spinor
components, i.e. Ψi = 0 at ∂Ωi. The closed realization of τ will be denoted by
B. We remark that more general situations like any finite number of connected
components of ∂Ω or dividing points or a combination of both can be studied in
a similar way with the proofs given here being generalized in a straightforward
fashion.
Ω
∂Ω2
∂Ω1
Ω
∂Ω1
∂Ω2
Case B
p1
p2
Case A
Ψ2  ∂Ω2 = 0 Ψ1  ∂Ω1 = 0
Ψ2  ∂Ω2 = 0
Ψ1  ∂Ω1 = 0
Figure 2. Two cases of domains and boundary conditions.
H1 has a formal supersymmetric structure, cf. [24, Chap.5], therefore when we
find a densely defined and closed realization T = A,B of τ , then
(9) Hzz ≡ HTzz :=
(
0 T ∗
T 0
)
is self-adjoint, cf. [24, Lem.5.3]. The supersymmetric structure of HTzz, i.e. T
∗T and
TT ∗ are so-called supersymmetric partners, immediately yields also the quadratic
forms associated to T ∗T and TT ∗ and the relation between spectra of these two
operators.
Proposition 2. Let T be densely defined and closed. T ∗T , TT ∗ are associated with
the closed symmetric quadratic forms tT∗T [ψ] := ‖Tψ‖2, tTT∗ [ψ] := ‖T ∗ψ‖2 defined
on Dom (T ), Dom (T ∗), respectively. Moreover, σ(TT ∗) ∪ {0} = σ(T ∗T ) ∪ {0}.
Proof. The proof can be found in [16, VI.2.1] and [24, Cor.5.6]. 
We focus mainly on the spectrum of H2zz = diag(T
∗T, TT ∗). Both T ∗T and TT ∗
act as Laplacians locally in Ω and they represent a realization of Laplacians with
the combination of Dirichlet and “Cauchy-Riemann” or “anti-Cauchy-Riemann”
boundary conditions.
The initial step for the spectral analysis is showing the existence of a closed
realization of τ and the description of its domain as well as the domain of the
adjoint operator. In the first situation, i.e. the boundary of Ω is made up of two
connected components, we give a full description of both domains. In the second
one, i.e. the connected boundary is divided into two parts, we start with a closable
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realization of τ and find the domain of the adjoint. In this case, and although we
were not able to fully determine the domain of the closure of τ , we can provide
useful inclusions from both sides.
Proposition 3. Let Ω be a bounded connected domain with a locally Lipschitz
boundary ∂Ω that is made up of two nonempty connected components ∂Ωi (i = 1, 2)
with dist(∂Ω1, ∂Ω2) > 0. Let A be the operator acting as Aψ := τψ on the domain
(10) Dom (A) := {ψ ∈ L2(Ω) ∩W 1,2loc (Ω ∪ ∂Ω1) : ψ  ∂Ω1 = 0, τψ ∈ L2(Ω)},
where W 1,2loc (Ω ∪ ∂Ω1) means the functions from W 1,2(Ω′) for any Ω′ ⊂ Ω, Ω′ ⊂
Ω ∪ ∂Ω1.
Then A is closed and A∗ acts as A∗φ := τ∗φ on the domain
(11) Dom (A∗) := {φ ∈ L2(Ω) ∩W 1,2loc (Ω ∪ ∂Ω2) : φ  ∂Ω2 = 0, τ∗φ ∈ L2(Ω)},
where W 1,2loc (Ω ∪ ∂Ω2) is introduced in an analogous way.
Proof. The proof is a modification of that given in [23, Prop.1].
Denote by D∗ the set on the right hand side of (11). We first show that D∗ ⊂
Dom (A∗).
Take φ ∈ D∗ and ψ ∈ Dom (A). Let Γ ⊂ Ω be a closed curve that divides Ω into
two subdomains with a locally Lipschitz boundary Ω˜i (i = 1, 2), i.e. Ω = Ω˜1∪Ω˜2∪Γ,
such that ∂Ω˜i = ∂Ωi∪Γ and dist(Γ, ∂Ωi) > 0. The restriction of φ to Ω˜2 belongs to
W 1,2(Ω˜2) and satisfies Dirichlet boundary conditions on ∂Ω2; a similar fact holds
for ψ ∈ Dom (A) restricted to Ω˜1. Therefore ψ and φ can be approximated in the
W 1,2 norm in Ω˜1 and Ω˜2, by smooth functions ψn and φn whose support does not
intersect ∂Ω1 and ∂Ω2, respectively. Then
(12)
∫
Ω
φAψ = lim
n→∞
∫
Ω˜1
φτψn + lim
n→∞
∫
Ω˜2
φnτψ =
∫
Ω
(τ∗φ)ψ,
where we used Gauss’s theorem and the fact that boundary terms vanish on ∂Ωi
and cancel (in the limit) on Γ.
For the inclusion in the other direction, i.e. D∗ ⊃ Dom (A∗), we consider an
operator A0 ⊂ A defined on
Dom (A0) := {ψ ∈ C∞(Ω) : suppψ ∩ ∂Ω1 = ∅}.
and we prove the second inclusion in Dom (A∗) ⊂ Dom (A∗0) ⊂ D∗. Let φ ∈
Dom (A∗0), η := A
∗
0φ and ψ ∈ Dom (A0). Let further K be a compact subset
of Ω ∪ ∂Ω2 and χ ∈ C∞0 (R2) a real function such that supp χ ∩ ∂Ω1 = ∅ and
χ  K = 1. We take positive ε and mollify χφ and χη, that is, we consider a
convolution Jε := · ∗ jε with the real function jε ∈ C∞0 (Bε) and write φε := Jε(χφ)
and ηε := Jε(χη). For an arbitrary ϕ ∈ C∞0 (R2) we then have
(13)
∫
R2
ϕηε =
∫
R2
χJε(ϕ)A∗0φ =
∫
R2
τ(χJε(ϕ))φ
=
∫
R2
(Jε(ϕ)τ(χ) + χτ(Jε(ϕ)))φ =
∫
R2
ϕJε(τ(χ)φ) + τ(ϕ)Jε(χφ)
=
∫
R2
ϕ
(
Jε(τ(χ)φ)− τ(Jε(χφ))
)
=
∫
R2
ϕ(−Jε(τ∗(χ)φ) + τ∗φε),
where we used integration by parts, the fact that τ∗ = −τ , commutation of molli-
fication with the derivative for smooth functions, and the fact that χJε(ϕ)  Ω ∈
Dom (A0) in the second equality. Therefore τ
∗φε = ηε + Jε(τ∗(χ)φ) in L2(R2) and
integration by parts yields
(14)
∫
R2
|τ∗φε − τ∗φδ|2 =
∫
R2
|∂1φε − ∂1φδ|2 + |∂2φε − ∂2φδ|2
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for ε, δ > 0. Hence,
(15) ‖∂iφε − ∂iφδ‖L2(R2) ≤ ‖ηε − ηδ‖L2(R2) + ‖Jε(τ∗(χ)φ)− Jδ(τ∗(χ)φ)‖L2(R2)
and therefore ∂iφε converges to φ
(i) in L2(R2). Thus, for arbitrary ϕ ∈ C∞0 (R2) we
have
(16) −
∫
R2
φ(i)ϕ = lim
→0
∫
R2
Jε(χφ)∂iϕ =
∫
R2
χφ∂iϕ,
Hence, if we take an arbitrary open Ω′ ⊂ Ω such that Ω′ ⊂ Ω ∪ ∂Ω2 and consider
K := Ω′, we get that φ ∈ W 1,2(Ω′), since φ(i) are in fact the weak derivatives of φ
when suppϕ ⊂ Ω′.
On any compact subset of Ω, we have
(17) τ∗φ = −iφ(1) − φ(2) = lim
ε→0
τ∗φε = A∗0φ
and Gauss’s theorem yields for every ψ ∈ Dom (A0)
(18) 0 = 〈φ,A0ψ〉 − 〈A∗0φ, ψ〉 = 〈φ, τψ〉 − 〈τ∗φ, ψ〉 =
∫
∂Ω2
(−in1 + n2)ψTrφ,
where ~n is the outward pointing unit normal vector to ∂Ω2. Therefore φ  ∂Ω2
vanishes and thus Dom (A∗0) ⊂ D∗.
If we repeat the described procedure for A∗, we obtain A∗∗ = A = A. 
Proposition 4. Let Ω be a bounded connected domain with locally Lipschitz and
connected boundary ∂Ω. Let further pi ∈ ∂Ω (i = 1, 2) be two distinct points
dividing the boundary into two (non-empty and open) parts such that ∂Ω = ∂Ω1 ∪
∂Ω2 ∪ {p1, p2}. If B0 is an operator acting as τ on the domain
(19)
Dom (B0) := {ψ ∈ C∞(Ω) : ∃ψ0 ∈ C∞0 (R2), ψ = ψ0  Ω,
suppψ ∩ ∂Ω1 = ∅},
then B0 is closable and
(20) D0 +Dloc ⊂ Dom (B) ⊂ D ,
where
D0 := {ψ1 ∈W 1,2(Ω) : ψ1  ∂Ω1 = 0},
Dloc := {ψ2 ∈ L2(Ω) ∩W 1,2loc (Ω ∪ ∂Ω1) :
∃Ui ⊂ R2 (i = 1, 2) open neighborhoods of pi (i = 1, 2), respectively,
ψ2  U1,2 = 0, τψ2 ∈ L2(Ω)},
and
D := {ψ ∈ L2(Ω) ∩W 1,2loc (Ω ∪ ∂Ω1) : ψ  ∂Ω1 = 0 a.e., τψ ∈ L2(Ω)}.
The adjoint operator B∗0 = B
∗ reads
(21)
B∗0φ = τ
∗φ,
Dom (B∗0) = {φ ∈ L2(Ω) ∩W 1,2loc (Ω ∪ ∂Ω2) : φ  ∂Ω2 = 0 a.e.,
τ∗φ ∈ L2(Ω)} =: D∗.
Proof. We start with the adjoint operator B∗0 . Let φ ∈ D∗ and ψ ∈ Dom (B0).
There exists χ ∈ C∞0 (R2) such that χ  suppψ = 1 and suppχ ∩ ∂Ω1 = ∅. Then
(22)
∫
Ω
φB0ψ =
∫
suppψ
φτψ =
∫
Ω
φχτψ =
∫
Ω
τ∗(χφ)ψ =
∫
suppψ
τ∗φψ
=
∫
Ω
(τ∗φ)ψ,
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where we used that χφ ∈W 1,2(Ω) so that we can apply Gauss’s theorem.
The proof of the opposite inclusion, i.e. Dom (B∗0) ⊂ D∗, follows the lines of
the corresponding part of the proof of Proposition 3. The compact subsets K are
chosen to be in Ω∪ ∂Ω2 and χ ∈ C∞0 (R2) so that χ  K = 1 and suppχ∩ ∂Ω1 = ∅.
The remaining part of the proof can be completed straightforwardly according to
the above mentioned proof of Proposition 3.
The inclusion of Dom (B) ⊂ D can be justified by considering the restriction
of B∗0 to D
∗
0 := {φ ∈ C∞(Ω) : suppφ ∩ ∂Ω2 = ∅} and proving that the adjoint
of this restriction acts as τ on the domain D . To show the latter, we can use
the same strategy as in the preceding step where we described B∗0 . Consequently,
Dom (B) = Dom (B∗∗0 ) ⊂ D . We show the first inclusion in (20) in two steps. The
first part, i.e. D0 ⊂ Dom (B), is a consequence of the norm inequality ‖τψ‖2 +
‖ψ‖2 ≤ 2‖ψ‖2W 1,2(Ω) and the result on the closure of Dom (B0) in W 1,2 norm,
cf. [4, Chap.7.2] or [19, Prop.3.1.a] with the precise claim and complete proof. The
second, i.e. Dloc ⊂ Dom (B), follows from Dloc ⊂ Dom (B∗∗) which can be verified
by integration by parts. 
We remark that it remains open if Dom (B) = D , but the derived inclusions are
useful for further spectral analysis and will be sufficient for our purposes.
3. Spectral properties
We shall now focus on the spectra of the squares of the Dirac operators intro-
duced in the previous section. The Hamiltonians with armchair boundary condi-
tions generate “standard” Laplacians defined in W 2,2 spaces. The example with
a bounded (rectangle) Ω and the combination of armchair and periodic boundary
conditions is presented in Section 4.3. As can be expected, the resolvent of such an
operator is compact.
The situation is different when zigzag boundary conditions are imposed. In the
special case of ∂Ω1 = ∂Ω and ∂Ω2 = ∅, it has been proved in [23, Prop.3] that
A∗A = −∆D, i.e. the usual Dirichlet Laplacian on Ω, and 0 is an eigenvalue of
AA∗ with infinite multiplicity. This means, in particular, that AA∗ does not have
a compact resolvent which is linked with the large domain of definition – see [23]
for examples and further details. In our more general situations, i.e. both ∂Ω1,2 or
∂Ω1,2 are non-empty, we cannot expect the domains of definition of either of the
supersymmetric partners to be a standard Sobolev space as in the above mentioned
particular case.
We shall show that 0 is not an eigenvalue of either TT ∗ or T ∗T , with T = A,B.
Nonetheless, it belongs to the essential spectrum of these operators. The typical
picture is the existence of a sequence of eigenvalues converging to 0, unlike in the
special case studied in [23]. This effect will be illustrated by explicitly solvable
examples, namely, the annulus, cf. 4.2, which corresponds to the first situation
with two connected components of ∂Ω and T = A.
In the rest of the examples, i.e. the annular sector and the rectangle, the zigzag
boundary conditions are complemented with periodic boundary conditions – see
Section 4 for details. The sequence of eigenvalues converging to zero is observed
here as well and explicit calculations can be performed particularly in the simplest
rectangle case. Explicit calculations may be done also for the rectangle with a
combination of armchair and zigzag boundary conditions, where the same effect
is observed. Examples of a similar effect in R3 may be found in [8, 7], where the
potential perturbation is responsible for splitting the infinite dimensional kernel to
the sequence of eigenvalues converging to 0. Our operators can be viewed as a
perturbation in the boundary conditions of the operator in [23].
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Dirac operators are known to be locally compact [24, 13] in L2(R3), i.e. for any
compact set K, χK(H−z)−1, where χK is a characteristic function of K, is a com-
pact operator. Since 0 is in the essential spectrum of the Dirac operators also for
bounded Ω, its resolvent cannot be compact. Nonetheless, it still enjoys the local
compactness property in Ω – see Proposition 7 for the precise meaning of this state-
ment. As a consequence, the essential spectrum of the Dirac operator is a Zhislin
one, cf. [12, 13] in Rn, i.e. the singular sequences vanish eventually on any compact
subset of Ω. As was pointed out in [23], such a behavior is clearly connected to the
large domain of definition at the boundary without the Dirichlet boundary condi-
tion (or with “Cauchy-Riemann” boundary condition in the language of squares of
operators).
Using a refined version of the local compactness in the first situation of “comple-
mentary” Dirichlet boundary conditions (T = A), we show that 0 is the only point
in the essential spectrum of HAzz or AA
∗ and A∗A. However, this remains open in
the second situation of “interchanging” Dirichlet boundary conditions (T = B). If
zero is the only point of the essential spectrum (and it cannot be an eigenvalue), it
must be the only finite accumulation point of eigenvalues. Due to the local compact-
ness property, the sequence of corresponding eigenfunctions Ψn must vanish in any
compact subset of Ω, more precisely ‖χKΨn‖ → 0. In the physics literature such
eigenstates, called edge states, have been extensively studied, see e.g. [10, 3, 27, 17]
and are responsible for some of the unusual physical properties of graphene.
The local compactness property also enables us to use a version of Glazman’s
decomposition (cf. [7] for its application to models in R3), so that we can localize
the essential spectrum of the Dirac operator perturbed by a bounded potential. As
expected, only the values of the potential on ∂Ω will be relevant.
In what follows, we always assume that Ω is as in Propositions 3 or 4 and both
∂Ωi and ∂Ωi (i = 1, 2) are non-empty.
Proposition 5. Zero is not an eigenvalue of either T ∗T or TT ∗, for T = A,B.
Proof. We consider B∗B only, as the reasoning in the remaining cases is analogous.
Assume there existed a zero eigenvalue with associated eigenfunction ψ0. Then
tB∗B [ψ0] = ‖τψ0‖2 = 0. Take x0 ∈ ∂Ω1 and consider an open ball U0 centred at x0
such that U0 ∩ ∂Ω2 = ∅. Define Ω˜ := Ω ∪ U0 and denote the zero extension of ψ0
on Ω˜ by ψ˜0. Since the trace of ψ0 is zero on ∂Ω1, the zero extension ψ˜0 belongs to
W 1,2(U) for any U such that U ⊂ Ω˜. Moreover, for any φ ∈ C∞0 (Ω˜),
(23) |〈φ, τψ˜0〉L2(Ω˜)| = |〈τ∗φ, ψ0〉L2(Ω)| = |〈φ, τψ0〉L2(Ω)| ≤ ‖φ‖‖τψ0‖ = 0,
since φ  Ω ∈ Dom (B∗). Hence ψ˜0 is analytic in Ω˜, cf. [2, Sec.9.1]. Therefore ψ˜0
must vanish identically since it is zero on an open set. 
Proposition 6. Zero is in the essential spectrum of both T ∗T and TT ∗, T = A,B.
Proof. We give the proof for T = A only, as again the case of T = B is analogous.
We consider A∗A first and show below that 0 is in the spectrum. Since we have
excluded the possibility of 0 being an eigenvalue, it cannot be an isolated point of the
spectrum. Therefore there must be a nontrivial sequence of points in the spectrum
having 0 as an accumulation point. Because of the supersymmetry, cf. Proposition
2, the non-zero spectrum of A∗A coincides with that of AA∗ and therefore 0 is in
the spectrum of AA∗ as well.
To prove that 0 is in the spectrum of A∗A we use Dirichlet bracketing, super-
symmetry, and a suitable singular sequence inspired by the examples below – see
Proposition 12. We “cut” a rectangle R := (a1, a2)×(b1, b2) ⊂ R2 from of Ω, which
intersects ∂Ω2. More precisely, we place R in such a way that Ω′ := (Ω ∩ R)o 6= ∅
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and the boundary of Ω′ consists of three straight segments (the part of the bound-
ary of R, i.e. Σ := ∂R ∩ Ω) and the part of ∂Ω2, i.e. Ω′ is a “rectangle” with one
deformed side, e.g. ∂Ω′ = [a1, a2]×{b1}∪{a1}×[b1, q1]∪{a2}×[b1, q2]∪∂Ω2∩R. The
following procedure can be easily adapted when another part of ∂R is deformed.
We use a Dirichlet bracketing type argument, i.e. we impose additional Dirichlet
boundary conditions on Σ. Define the operator (BD)0 acting as τ on functions
from Dom ((BD)0) := {ψ ∈ C∞(Ω′) : suppψ ∩ Σ = ∅} and denote by BD its
closure in L2(Ω′). Since ‖(BD)0ψ‖ = ‖τψ‖ = ‖Aψ‖ for all ψ ∈ Dom ((BD)0), every
ϕ ∈ Dom (BD), extended by 0, belongs to Dom (A). The non-zero spectra of B∗DBD
and BDB
∗
D coincide and BDB
∗
D is associated with the quadratic form
(24)
tBDB∗D [φ] := ‖τ∗φ‖2,
Dom (tBDB∗D ) :=
{
φ ∈ L2(Ω′) ∩W 1,2loc (Ω′ ∪ (∂Ω2 ∩R)) :
φ  (∂Ω2 ∩R) = 0 a.e., τ∗φ ∈ L2(Ω′)}
by Propositions 2 and 4. We define a sequence {φn} ⊂ Dom (tBDB∗D ) = Dom (B∗D)
(25) φn(x1, x2) :=
{
e−inx1 sinhn(q − x2), x2 < q,
0, x2 ≥ q,
where q > 0 is such that [a1, a2] × [b1, q] ⊂ Ω′ and we get that ‖τ∗φn‖/‖φn‖ →
0. Therefore zero is in the spectrum of BDB
∗
D and, since by Proposition 5 it
cannot be an eigenvalue, it must be an accumulation point of the spectrum. By
supersymmetry, 0 is an accumulation point of the spectrum of B∗DBD as well,
i.e. 0 ∈ σess(B∗DBD). The latter implies the existence of the sequence of functions
ψn ∈ Dom (BD) such that ‖ψn‖ = 1 and ‖BDψn‖ = ‖τψn‖ = ‖Aψn‖ → 0, thus 0
is in the spectrum of A∗A. 
Further spectral results are mainly based on local compactness.
Proposition 7. Let ϕi, ξi ∈ C∞0 (R2) (i = 1, 2) be such that supp ξi ⊂ Ω∪∂Ωi (i =
1, 2), suppϕ1 ∩ ∂Ω2 = ∅ and suppϕ2 ∩ ∂Ω1 = ∅. Then
(26)
(
ϕ1 0
0 ϕ2
)(−z A∗
A −z
)−1
,
(
ξ1 0
0 ξ2
)(−z B∗
B −z
)−1
are compact operators in L2(Ω,C2) for any z ∈ C \ R.
Proof. We prove the compactness of the first operator only, the second proof being
analogous. Let Ψ ∈ L2(Ω,C2) and denote Φ := (HAzz − z)−1Ψ. Since Φ1 and
Φ2 belong to Dom (A) and Dom (A
∗), respectively, ϕiΦi ∈ W 1,20 (Ω). We show
that the operator in (26) is bounded when considered as a mapping L2(Ω,C2) →
W 1,2(Ω,C2). To this end we estimate the W 1,2 norm of ϕiΦi. The basic step is to
notice that ‖ϕiΦi‖2W 1,2(Ω) = ‖τ(ϕiΦi)‖2 +‖ϕiΦi‖2 = ‖τ∗(ϕiΦi)‖2 +‖ϕiΦi‖2. Then
(27)
2∑
i=1
‖ϕiΦi‖2W 1,2 = ‖τ(ϕ1Φ1)‖2 + ‖ϕ1Φ1‖2 + ‖τ∗(ϕ2Φ2)‖2 + ‖ϕ2Φ2‖2
≤ 2 (‖τϕ1‖2∞‖Φ1‖2 + ‖ϕ1‖2∞‖τΦ1‖2 + ‖τ∗ϕ2‖2∞‖Φ2‖2
+ ‖ϕ2‖2∞‖τ∗Φ2‖2
)
+ ‖ϕ1Φ1‖2 + ‖ϕ2Φ2‖2
≤ C1(‖(HAzz − z)Φ + zΦ‖2 + ‖Ψ‖2) ≤ C2‖Ψ‖2,
where C2 is independent of Ψ. Mapping diag(ϕ1, ϕ2)Φ to L
2(Ω,C2) gives the claim
by the compact embedding of the Sobolev space in the L2 space. 
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Proposition 8. Let λ ∈ σess(HTzz), with T = A,B, let ϕi, ξi (i = 1, 2) be as in
Proposition 7 and let Ki,Ki ⊂ R2 be compact sets such that Ki ⊂ Ω ∪ ∂Ωi and
Ki ⊂ Ω ∪ ∂Ωi (i = 1, 2). Let also {ΨTn} ⊂ Dom (T ) be a singular sequence for λ,
i.e. ‖ΨTn‖ = 1, ΨTn w−→ 0, ‖(HTzz − λ)ΨTn‖ → 0. Then ϕi(ΨAn )i → 0 (i = 1, 2) and
ξi(Ψ
B
n )i → 0 (i = 1, 2). Moreover, for λ = 0, the singular sequence {ΨTn} can be
selected such that (ΨAn )i  Ki = 0, (ΨBn )i  Ki = 0 in addition.
Proof. We give the proof for T = A and simplify the notation ΨTn ≡ Ψn, HTzz ≡ Hzz.
We denote ϕ˜i := (1− ϕi). Using the identity (for z ∈ C \ R)
(28)
(
ϕ1 0
0 ϕ2
)
Ψn =
(
ϕ1 0
0 ϕ2
)
(Hzz − z)−1(Hzz − λ)Ψn+
(λ− z)
(
ϕ1 0
0 ϕ2
)
(Hzz − z)−1Ψn
we get by the local compactness that ϕi(Ψn)i → 0.
For λ = 0, we fix ϕi such that suppϕi ∩ Ω ⊂ Ω ∪ ∂Ωi and ϕi = 1 on an ε-
neighborhood of Ki (for ε small enough); it follows that ϕ˜i  Ki = 0. We define
Φn := ‖diag(ϕ˜1, ϕ˜2)Ψn‖−1diag(ϕ˜1, ϕ˜2)Φn, hence (Φn)i  Ki = 0 and Φn w−→ 0.
Note that Φn is correctly defined since, for n > n0,
(29) ‖diag(ϕ˜1, ϕ˜2)Ψn‖ ≥ 1− ‖diag(ϕ1, ϕ2)Ψn‖ ≥ c > 0.
Finally,
(30) ‖HzzΦn‖ ≤ 1
c
(∥∥∥∥((Ψn)2τ∗ϕ2(Ψn)1τϕ1
)∥∥∥∥+ ‖diag(ϕ˜2, ϕ˜1)HzzΨn‖) ,
hence {Φn} is a singular sequence for λ = 0 since Ψn is a singular sequence for
λ = 0, ϕi(ψn)i → 0 and (Ψn)iτ∗ϕi (the latter follows from the first part of the
claim and supp τϕ1 ⊂ suppϕ1, supp τ∗ϕ2 ⊂ suppϕ2). 
Proposition 9. σess(H
A
zz) = σess(A
∗A) = σess(AA∗) = {0} and 0 is not an eigen-
value.
Proof. Denote HAzz ≡ Hzz. Let us assume that λ ∈ σess(Hzz) and take a corre-
sponding singular sequence {Ψn}. Direct manipulations yield
(31)
‖(Hzz − λ)Ψn‖2 = ‖τ(Ψn)1 − λ(Ψn)2‖2 + ‖τ∗(Ψn)2 − λ(Ψn)1‖2
= ‖τ(Ψn)1‖2 + ‖τ∗(Ψn)2‖2 + |λ|2
− 4λRe 〈τ∗(Ψn)2, (Ψn)1〉.
With the help of Proposition 8, we show below that 〈τ∗(Ψn)2, (Ψn)1〉 → 0. How-
ever, since ‖(Hzz − λ)Ψn‖ → 0, (31) gives that λ must be 0.
It remains to prove that 〈τ∗(Ψn)2, (Ψn)1〉 → 0. Take ϕ1 as in Proposition 7 and
denote ϕ˜1 := (1− ϕ1). Using integration by parts, we obtain
(32)
|〈τ∗(Ψn)2, (Ψn)1〉| ≤ |〈τ∗(Ψn)2, ϕ1(Ψn)1〉|+ |〈(Ψn)2, (Ψn)1τϕ1〉|
+ |〈ϕ˜1(Ψn)2, τ(Ψn)1〉|.
Since supp τϕ1 ⊂ suppϕ1 and supp ϕ˜1 ∩ ∂Ω1 = ∅, all terms on the right hand side
tend to 0 by Proposition 8 and the fact that ‖τ(Ψn)1‖ + ‖τ∗(Ψn)2‖ ≤ M < ∞.
The later follows from the first equality in (31), (Hzz − λ)Ψn → 0 and ‖Ψn‖ = 1.

Finally, we examine the effect of a perturbation by a bounded real potential V
on the essential spectrum.
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Proposition 10. Let V ∈ L∞(Ω) be a real potential. Let Uδ := {x ∈ Ω :
dist(x, ∂Ω) < δ} and let denote mδ := ess infUδV , Mδ := ess supUδV . Then
σess(H
A
zz + V ) ⊂ ∩δ>0[mδ,Mδ].
Proof. We begin by showing that the localization of the essential spectrum does
not depend on the potential inside Ω. More precisely σess(Hzz + V ) = σess(Hzz +
(1 − χK)V ), where χK is the characteristic function of a compact set K ⊂ Ω
and Hzz ≡ HAzz. From Proposition 7, it follows that χK(Hzz − z)−1 is compact.
Hence χK(Hzz + V − z)−1 = χK(Hzz − z)−1 − χK(Hzz − z)−1V (Hzz + V − z)−1
is compact, i.e. Hzz + V remains locally compact. As a consequence, χKV is a
relatively compact perturbation of Hzz + V .
For positive δ we define K ≡ Kδ := Ω\Uδ. Then there exists a singular sequence
{Ψn} for Hzz and λ = 0 such that Ψn  K = 0. Similarly as in [7, Thm.8], we
show by [11, Thm.10] that for every ε > 0, the interval (mδ − ε,Mδ + ε) contains
an infinite set of points of the spectrum of Hzz + V . For all n > n(ε),
(33)
‖(Hzz + V − 1
2
(Mδ +mδ))Ψn‖ ≤ ‖HzzΨn‖+ ‖(V − 1
2
(Mδ +mδ))Ψn‖
< (ε+
1
2
(Mδ −mδ))‖Ψn‖
Finally, let λ > Mδ. We prove that λ is not in σess(H + Vδ), where Vδ(x) :=
mδχK + (1− χK)V , i.e. we change the potential on K. The argument is based on
[11, Thm.6]. Since λ−mδ > Mδ −mδ ≥ 0, there exists, cf. [11, Thm.6], a positive
number ε and a subspace F with finite deficiency such that for all ϕ ∈ F∩Dom (Hzz)
(34) ‖(Hzz − (λ−mδ)ϕ‖ > (Mδ −mδ + ε)‖ϕ‖.
It follows that for all ϕ ∈ F ∩Dom (Hzz) we have
(35)
‖(Hzz + Vδ − λ)ϕ‖ ≥ ‖(Hzz − (λ−mδ))ϕ‖ − ‖(Vδ −mδ)ϕ‖
> (Mδ −mδ + ε)‖ϕ‖ − (Mδ −mδ)‖ϕ‖ = ε‖ϕ‖.
Hence λ /∈ σess(Hzz + Vδ) = σess(Hzz + V ). An analogous argument can be given
for λ < mδ. 
If V is continuous on Ω, the essential spectrum of Hzz + V lies between the
minimum and maximum of V on ∂Ω.
A weaker result can be obtained also for HBzz + V , namely σess(H
B
zz + V ) ∩
(∩δ>0[mδ,Mδ]) 6= ∅. The difficulty in describing the entire essential spectrum lies
in the fact that we do not know if zero is the only point of the essential spectrum
of HBzz.
Remark 1. Using the existence of singular sequences from Proposition 6 with
T = B, we can in fact improve the result on the localization of the essential
spectrum of HAzz + V . Let x0 ∈ ∂Ω, Uδ(x0) := {x ∈ Ω : dist(x0, x) < δ},
and mδ(x0) := ess infUδ(x0)V , Mδ(x0) := ess supUδ(x0)V . Then σess(H
A
zz + V ) ∩
(∩δ>0[mδ(x0),Mδ(x0)]) 6= ∅.
To see this, the Dirichlet bracketing argument is used as in Proposition 6. Let us
assume that x0 ∈ ∂Ω2 and consider a sequence {ψn} ⊂ Dom (A) localizing at ∂Ω2
and being zero outside of Uδ(x0), such that ‖τψn‖ → 0. Inserting this sequence in
[11, Thm.10], i.e. the estimate of type (33), yields the claim.
4. Examples
We shall now consider several examples based on rectangles, sectors and annulus,
to illustrate the operators studied in the previous sections. In addition to armchair
and zigzag boundary conditions, in some instances we shall complement these with
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periodic boundary conditions. In view of the Dirac equation in a curved space and
its connection to graphene, see e.g. [5, 25, 15], the examples of rectangles with
periodic boundary conditions can be viewed as models on a cylinder or cone (if
the frame is chosen as in [5, Eq.(A12)]) in R3. Information on the spectra of such
operators also provides insight on how to deal with waveguides, i.e. Ω is an infinite
strip, which we consider in Section 5 below.
4.1. Rectangle with zigzag and periodic boundary conditions. Let Ω be
the rectangle Ω := (−a, a)× (−b, b) and write
(36)
∂Ω1 := (−a, a)× {−b} ∂Ω2 := (−a, a)× {b}
∂Ω3 := {−a} × (−b, b) ∂Ω4 := {a} × (−b, b)
.
We realize the differential expression H1 from (8) as a self-adjoint operator Hzp in
L2(Ω).
Proposition 11. Let A be the operator defined by Aψ := τψ on
(37)
Dom (A) :=
{
ψ ∈ L2(Ω) : ∀ε > 0, ψ ∈W 1,2((−a, a)× (−b, b− ε)),
ψ  ∂Ω1 = 0, ψ  ∂Ω3 = ψ  ∂Ω4 a.e., τψ ∈ L2(Ω)
}
.
Then A is closed and A∗ is given by
(38)
A∗φ = τ∗φ,
Dom (A∗) =
{
φ ∈ L2(Ω) : ∀ε > 0, ψ ∈W 1,2((−a, a)× (−b+ ε, b)),
φ  ∂Ω2 = 0, φ  ∂Ω3 = φ  ∂Ω4 a.e., τ∗φ ∈ L2(Ω)
}
.
Proof. We denote by D∗ the set on the right hand side of (38) and take φ ∈ D∗. We
show that φ ∈ Dom (A∗). Any ψ ∈ Dom (A) restricted to Ω− := (−a, a)× (−b, 0) is
in W 1,2(Ω−) and satisfies Dirichlet and periodic boundary conditions respectively
on ∂Ω1 and the part of ∂Ωi (i = 3, 4), namely on {−a}× (−b, 0) and {a}× (−b, 0).
Similarly, φ restricted to Ω+ := (−a, a)×(0, b) is in W 1,2(Ω+) and satisfies Dirichlet
and periodic boundary conditions on ∂Ω2 and the part of ∂Ωi (i = 3, 4).
Both ψ and φ can be approximated on Ω−, Ω+, respectively, in the W 1,2 norm
by smooth functions ψn and φn, whose supports do not intersect ∂Ω1, ∂Ω2, respec-
tively, and satisfying also the periodic boundary conditions in the corresponding
part of the boundary. Then
(39)
∫
Ω
φτψ = lim
n→∞
∫
Ω−
φτψn + lim
n→∞
∫
Ω+
φnτψ =
∫
Ω
τ∗φψ,
since the boundary terms vanish on ∂Ωi (i = 1, 2) and cancel on ∂Ωi (i = 3, 4) and
(−a, a)× {0}.
The operator A is an extension of A0 acting as τ on
Dom (A0) := {ψ ∈ C∞(Ω) : ∃ψ0 ∈ C∞0 (R2), ψ = ψ0  Ω,
suppψ0 ∩ (∂Ω1 ∪ ∂Ω3 ∪ ∂Ω4) = ∅}.
By Proposition 4, the domain of the adjoint of A0 is
Dom (A∗0) = {φ ∈ L2(Ω) ∩W 1,2loc (Ω ∪ ∂Ω2) : φ  ∂Ω2 = 0 a.e.τ∗φ ∈ L2(Ω)},
and clearly Dom (A∗) ⊂ Dom (A∗0). For non-negative values of t we introduce the
(bounded) shift operators Tt defined by
(40) (Ttψ)(x1, x2) :=
{
ψ(x1 + t, x2), if x1 + t ≤ a,
ψ(x1 + t− 2a, x2), if x1 + t > a.
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If ψ is 2a-periodic in x1, Tt acts as the usual shift operator. It is easy to verify that
T ∗t = T
−1
t = T−t, where
(41) (T−tψ)(x1, x2) :=
{
ψ(x1 − t, x2), if x1 − t ≥ −a,
ψ(x1 − t+ 2a, x2), if x1 − t < −a.
Since A = T−tATt and Tt is bounded with bounded inverse, the same equality is
valid for the adjoints, i.e. A∗ = T−tA∗Tt. This equality particularly means that
if φ ∈ Dom (A∗), then Ttφ ∈ Dom (A∗) which implies (with regard to the domain
inclusion) that Dom (A∗) ⊂ {φ ∈ L2(Ω) : ∀ε > 0, ψ ∈W 1,2((−a, a)×(−b+ε, b)), φ 
∂Ω2 = 0, τ
∗φ ∈ L2(Ω)}. Taking suitable ψ ∈ Dom (A), namely those whose support
does not intersect ∂Ω1, and using integration by parts, we see that functions from
Dom (A∗) also satisfy periodic boundary conditions.
Repeating the described procedure yields A = A∗∗. 
Having proven that Hzp is self–adjoint, we shall now study its spectrum. In
fact, we study the spectrum of H2zp from which the spectrum of Hzp can be de-
duced. Formal calculations directly for Hzp may be found in [3, 27]. Because of the
symmetry, the operators on the diagonal of H2zp have the same spectrum.
Proposition 12. Let A and A∗ be the operators from Proposition 11. Then the
essential spectrum of A∗A consists only of zero and its eigenvalues may be written
as λm,n = σ
2
m + ω
2
m,n, where σm = (mpi)/a with m ∈ Z and ω2m,n, m ∈ Z, n ∈ N,
are the eigenvalues of the one-dimensional Dirichlet-Robin problems (indexed by n
in increasing order)
(42)

−ξ′′ = ω2m,nξ in (−b, b),
ξ = 0 at− b,
ξ′ − σmξ = 0, at b,
i.e. ω2m,n can be obtained from the solutions of the equation
(43) σm sin(2ωb) = ω cos(2ωb).
Eigenvalues λm,1 → 0 as m→ +∞, more precisely
(44) λm,1 = 4σ
2
me
−4σmb +O(σ4me−8σmb).
Remark 2. If m > m0 := a/(2pib), then (43) yields one purely imaginary root
ωm,1 = iω˜m,1 and infinitely many positive roots ωm,n satisfying:
(45)
n > 1 :
(n− 1)pi
2b
≤ ωm,n ≤ (2n− 1)pi
4b
,
σm >
2
b
, n = 1 :
σm
2
(
1 +
√
1− 2
bσm
)
≤ ω˜m,1 ≤ σm.
Hence
(46) lim
m→+∞σ
2
m + ω
2
m,1 = lim
m→+∞σ
2
m − ω˜2m,1 = 0.
If m < m0 := a/(2pib), then (43) yields infinitely many positive roots ωm,n satisfy-
ing:
(47)
0 < m < m0 :
(n− 1)pi
2b
≤ ωm,n ≤ (2n− 1)pi
4b
,
m ≤ 0 : (2n− 1)pi
4b
≤ ωm,n ≤ npi
2b
.
The eigenfunctions
(48) Ψm,n(x1, x2) := Am,ne
−iσmx1 sin(ωn,m(x2 + b)),
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associated to the eigenvalues λm,n and where Am,n are normalization constants,
form an orthonormal basis of L2(Ω).
Proof. We search for eigenfunctions by separation of variables writing Ψ(x1, x2) =
κ(x1)ξ(x2). Assuming that Ψ is regular enough, we want to solve the following
problem
(49)
−∆Ψ = λΨ,
Ψ  ∂Ω1 = 0,
(i∂1 − ∂2)Ψ  ∂Ω2 = 0,
Ψ  ∂Ω3 = Ψ  ∂Ω4,
∂1Ψ  ∂Ω3 = ∂1Ψ  ∂Ω4,
and inserting Ψ as above into (49) we are led to the following equations for κ and ξ
(50)
−κ′′(x1)ξ(x2)− κ(x1)ξ′′(x2) = λκ(x1)ξ(x2),
ξ(−b) = 0,
iκ′(x1)ξ(b)− κ(x1)ξ′(b) = 0,
κ(−a) = κ(a), κ′(−a) = κ′(a).
It follows that
(51)
κ(x1) = C1e
−iσx1 ,
σ =
ξ′(b)
ξ(b)
,
ξ(x2) = C2 sin(ω(x+ b)),
λ = σ2 + ω2.
The periodic boundary conditions for κ restrict the values of σ to σm = mpi/a,
m ∈ Z. Regarding the relation between σ and the boundary values of ξ and ξ′ at
b, cf. (51), the function ξ must satisfy the Dirichlet-Robin problem (42) and ωm,n
the eigenvalue equation (43) in the claim.
For every m > m0, we rewrite equation (43) for ω = iω˜ as
(52) tanh(2ω˜b) =
ω˜
σm
and a simple analysis shows that it has one (and only one) positive root ω˜m,1.
Furthermore, the sequence {ω˜m,1}+∞m0 is increasing and ω˜m,1 → +∞ as m → +∞.
If we write σm from (52) as a function of b and ω˜ and insert it into the equation
λm,1 = σ
2
m − ω˜2m,1 we conclude that λm,1 → 0 as m→ +∞. This also proves that
0 is in the essential spectrum of A∗A. The enclosures for ωm,n in the claim follow
from elementary estimates for the roots of (43) and (52).
To obtain the asymptotics of λm,1, we have to study the behaviour of the positive
root of (52) for large m. Writing ω˜m,1 = σm − ε we obtain
(53) ε(e−4σmb + e−4εb) = 2σme−4σmb
and after expanding e−4εb into a Taylor series around zero this yields the following
equation for ε
(54) ε(1− e−4σmb)− 2σme−4σmb = R(ε).
Here R(ε) = O(ε2) and it is a continuous function of ε. Using e.g. the intermediate
value theorem, it is possible to show that the solution of (54) will be of the form
εm = 2σme
−4σmb+O(σ2me−8σmb). Returning back to ω˜m,1, we obtain the expression
for λm,1 in the claim.
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B := {Ψm,n}m∈Z,n∈N is an orthonormal basis of L2(Ω) since (properly normal-
ized) {κm}m∈Z and {ξm,n}n∈N (for every m) are orthonormal bases of L2((−a, a))
and L2((−b, b)) respectively.
Since B is an orthonormal basis, no points other than λm,n can be in the point
spectrum and also
(55) ‖(A∗A− λ)f‖2 =
∑
m∈Z,n∈N
|〈Ψm,n, f〉|2|λn,m − λ|2 ≥ inf
m,n
|λn,m − λ|2‖f‖2.
Therefore only accumulation points of {λm,n} can be in the essential spectrum.
Using the enclosures of ωm,n and values of σm we conclude that 0 is the only
accumulation point of {λm,n} and thus there are no other points in the spectrum
of A∗A. 
Figure 3. Real and imaginary part of Ψ10,1 from Example 4.1 for
a = 10, b = 1.4.
The spectrum of the original Dirac operator Hzp may now be obtained simply
by taking plus and minus square root of the points in σ(H2zp).
Lemma 13. The essential and point spectra of Hzp are given by σess(Hzp) = {0}
and σp(Hzp) = {±
√
λm,n}m∈Z, n∈N, respectively. The eigenfunctions corresponding
to ±√λm,n are, respectively, of the form
(56) Φ±m,n(x1, x2) = A
±
m,ne
−iσmx1
(∓ sin(ωm,n(x2 + b))
sin(ωm,n(x2 − b))
)
Proof. It suffices to verify by a straightforward calculation that Φ±m,n are indeed
eigenfunctions associated to ±√λ. 
Although H2zp acts locally as a Laplacian, its resolvent is not compact and 0 is
in the essential spectrum. The latter is, in fact, a consequence of Proposition 6.
In more detail, we can consider a small rectangle placed at ∂Ω2, impose additional
Dirichlet boundary conditions on the other three parts of its boundary and use the
sequence ψn from the proof of Proposition 6 to show that ‖τψn‖ → 0. Nonetheless,
in this example we can find the singular sequence explicitly, namely Ψm,1. Figure 3
illustrates characteristic features of these eigenfunctions, as m increases, the eigen-
functions localize more and more near the boundary where the “Cauchy-Riemann”
boundary condition is imposed.
4.2. Annular sector with zigzag and periodic boundary conditions. As
another example, we consider Ω := {(x1, x2) : x1 = r cosϕ, x2 = r sinϕ, r ∈
(r1, r2), ϕ ∈ (0, α)}, i.e. the sector of an annulus or the entire annulus, and we
impose the combination of the zigzag and periodic boundary conditions. With
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regard to the symmetries of Ω we further work in polar coordinates (r, ϕ) and
denote Ω˜p := (r1, r2)× (0, α). We can start with a symmetric operator H˙azp
(57)
H˙azpΨ := H1Ψ,
Dom (H˙azp) :=
{
Ψ ∈ C1(Ωp) : ∀α,Ψ1(r1, α) = 0,Ψ2(r2, α) = 0,
∀r,Ψ1,2(r, 0) = Ψ1,2(r, α)
}
.
and describe the domain of the closure Hazp of H˙
a
zp using the ideas from the previous
example. If α = 2pi, i.e. Ω is entire annulus, the domain is described in Proposi-
tion 3. However, we omit further details and only calculate the eigenvalues and
eigenfunctions of (Hazp)
2.
We find the same effect as in the previous example, namely the existence of
a sequence of eigenvalues converging to zero with eigenfunctions localizing to the
boundary. In the case of r1 = 0, i.e. the annulus sector becomes a usual sector, the
situation is different (∂Ω1 = ∅ in the notation of previous section) and we return
to the example in [23] where zero is the eigenvalue of infinite multiplicity instead
of having the sequence tending to zero.
Proposition 14. Spectrum of (Hazp)
2 consists of eigenvalues λm,n, m ∈ Z, n ∈ N,
that are the solutions of transcendental equation (63) where λ = k2. The associated
eigenfunctions ψm,n(r, ϕ) = ρm,n(r)κm(ϕ), cf. (60)–(62), form orthonormal basis
of L2(Ωp). Eigenvalues λm,1 → 0 as m→ −∞ and σess((Hazp)2) = {0}.
Proof. The differential expressions τ, τ∗ are in polar coordinates transformed to
(58) τ = −ieiϕ∂r + 1
r
eiϕ∂ϕ, τ
∗ = −ie−iϕ∂r − 1
r
e−iϕ∂ϕ.
Thus we solve equation
(59) τ∗τψ = (−∂2r −
1
r
∂r − 1
r2
∂2ϕ)ψ = λψ
for ψ satisfying boundary conditions ψ(r1, ϕ) = 0, (τψ)(r2, ϕ) = 0, ψ(r, 0) =
ψ(r, α), ∂ϕψ(r, 0) = ∂ϕψ(r, α). We search for solutions in a separated form ψ(r, ϕ) =
ρ(r)κ(ϕ) and inserting the latter into (59), we get
(60) κ(ϕ) = C1e
−iσϕ, σ =
2pim
α
, m ∈ Z
and ρ is the solution of
(61) r2ρ′′(r) + rρ′(r) + (λr2 − σ2)ρ(r) = 0,
satisfying boundary conditions ρ(r1) = 0 and ρ
′(r2) + σr2 ρ(r2) = 0. This is similar
to the situation encountered in the previous example, with the eigenfunctions sep-
arating into the exponential and the solution of a Dirichlet-Robin problem. This
solution can be expressed as the following linear combination of Bessel functions
(62) ρ(r) = C2Jσ(rk) + C3Yσ(rk),
where 0 ≤ λ = k2 and σ ≥ 0. The boundary conditions now lead to the following
transcendental eigenvalue equation
(63)
r2k
σ
=
Jσ(r2k)Yσ(r1k)− Jσ(r1k)Yσ(r2k)
Jσ(r1k)Y ′σ(r2k)− J ′σ(r2k)Yσ(r1k)
,
where primes denote the derivative with respect to the argument of the function.
We remark that, for negative σ, Bessel functions of negative order should be used
instead.
We can analyse the eigenvalue equation when σ converges to −∞ in a similar
fashion as was done in the rectangle case, cf. Proposition 12. However, calculations
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for the annulus are substantially more complex. With α = 2pi and hence σm = m,
we obtain
(64) λm,1 =
−4m(1−m)
r22
(
r1
r2
)−2m
+O (m4(r1/r2)−4m)
and this expression remains valid for non-integer σ as well. Thus, as in the previous
situation, we find a sequence of eigenvalues converging to zero exponentially when
σ → −∞ and we can justify by similar arguments that the described eigenfunctions
ρ(r)κ(ϕ) form an orthonormal basis of L2(Ωp). 
Eigenfunctions corresponding to eigenvalues approaching zero localize to the
boundary as in the example of the rectangle – see Figure 4.
Figure 4. Real and imaginary part of ψ−10,1 from Example 4.2
for α = 2pi, r1 = 0.2, r2 = 1.
As may be seen from the physics literature, cf. [1, 20], the boundary conditions
in closed graphene systems are in fact of a more complex nature. More precisely,
and following the approach in [1] for the case of a circular boundary, the zigzag
boundary conditions should change as one moves around the boundary in the same
way as for a regular hexagon. This way of modelling the boundary conditions for
such situations was tested in [1] successfully against the numerical solution of the
tight-binding model.
Thus, in the case of the annulus above, to obtain a physically relevant model
the even and odd spinor components entering the zigzag boundary conditions (2)
should be interchanged at angles which are multiples of pi/3, while moving around
the boundary, i.e.
(65)
∀α ∈ (0, pi/3) ∪ (2pi/3, pi) ∪ (4pi/3, 5pi/3) : ψ1(r1, α) = 0, ψ3(r1, α) = 0,
ψ2(r2, α) = 0, ψ4(r2, α) = 0,
∀α ∈ (pi/3, 2pi/3) ∪ (pi, 4pi/3) ∪ (4pi/3, 2pi) : ψ2(r1, α) = 0, ψ4(r1, α) = 0,
ψ1(r2, α) = 0, ψ3(r2, α) = 0.
Taking the square of the corresponding Dirac operator leads to Laplacians with
combinations of Dirichlet and (anti-)Cauchy-Riemann boundary conditions, which
is no longer an explicitly solvable spectral problem.
Nevertheless, our theoretical approach can be generalized to this situation in a
straightforward way (we have to deal with a combination of the A and B operator
types). In particular, the existence of a portion of the boundary where the Dirichlet
boundary condition is imposed again prevents zero from being an eigenvalue, cf. the
proof of Proposition 5, while the Dirichlet bracketing argument, cf. the proof of
Proposition 6, shows that 0 is in the essential spectrum. Similar reasoning applies
also for curved armchair-zigzag waveguides – see the remarks in Section 6.
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4.3. Rectangle with armchair and periodic boundary conditions. As we
saw in the previous sections, the behaviour for armchair boundary conditions is
quite different, since we usually obtain “standard” operators defined in W 1,2. Write
Ω := (−a, a)× (−b, b) and define the operator in L2(Ω,C4) by
(66)
HapΨ := HΨ,
Dom (Hap) :=
{
Ψ ∈W 1,2(Ω,C4) : Ψi  ∂Ω3 = Ψi+2  ∂Ω3,
Ψi  ∂Ω4 = eiΘΨi+2  ∂Ω4,Ψj  ∂Ω1 = Ψj  ∂Ω2
(i = 1, 2, j = 1, ..., 4)
}
,
where ∂iΩ are as in (36) and Θ ∈ R is a physical parameter, i.e. we impose the
combination of the armchair and periodic boundary conditions. The self-adjointness
of this operator is discussed in the remark below Proposition 1. Further we study
the spectrum of H2ap = diag{−∆,−∆,−∆,−∆} with the domain Dom (H2ap) =
{Ψ ∈ W 2,2(Ω,C4) : Ψj  ∂Ω1 = Ψj  ∂Ω2, ∂2Ψj  ∂Ω1 = ∂2Ψj  ∂Ω2,Ψi  ∂Ω3 =
Ψi+2  ∂Ω3,Ψi  ∂Ω4 = eiΘΨi+2  ∂Ω4, ∂1Ψi  ∂Ω3 = −∂1Ψi+2  ∂Ω3, ∂1Ψi 
∂Ω4 = −eiΘ∂1Ψi+2  ∂Ω4 (i = 1, 2, j = 1, . . . , 4)}. We remark that the spectral
problem corresponding to Hap was studied directly in a formal way in [3, 27].
Proposition 15. The spectrum of H2ap is discrete with eigenvalues given by λm,n =
σ2m + ζ
2
n, m,n ∈ Z, where σm = mpi/b and ζn = npi/(2a)−Θ/(4a). The associated
eigenfunctions
(67) Ψm,n = e
iσmx2

A1e
−iζnx1
C1e
−iζnx1
A1(−1)ne−i Θ2 eiζnx1
C1(−1)ne−i Θ2 eiζnx1
 ,
where A1, C1 are normalization constants, form an orthonormal basis of L
2(Ω,C4).
Proof. Since calculations are standard we give only a brief description. Clearly, we
can separate the even and odd components of Ψ and reduce the problem to two com-
ponents of Ψ. It follows that the eigenfunctions are of the form (Ψm,n)j(x1, x2) =
eiσx2κj(x1) (j = 1, 3), where κj(x1) = Aje
−iζx1 +Bjeiζx1 . The latter must satisfy
(68) κ1(−a) = κ3(−a), κ′1(a) = −eiΘκ′3(a).
This leads to the algebraic equation cos(4aζ) = cos Θ yielding solutions ζn. The
eigenfunctions of this subproblem are κi with A1 ∈ C, B3 = A1(−1)ne−iΘ/2, A3 =
B1 = 0, denoted by κ
(n)
i . Since (κ
(n)
1 , κ
(n)
3 ) are the eigenfunctions of diag{−∂21 ,−∂21}
defined on the functions from W 2,2((−a, a),C2) satisfying the boundary conditions
(68), in other words, they are eigenfunctions of a self-adjoint operator with a com-
pact resolvent (an example of a quantum graph), they form an orthonormal basis
of L2((−a, a),C2). Due to the structure of Ψm,n, the latter form an orthonormal
basis of L2(Ω,C4). 
4.4. Rectangle with armchair and zigzag boundary conditions. The combi-
nation of the zigzag and armchair boundary conditions is the most relevant physical
situation, as it will be natural for some of the boundary lines to be at angles which
are not compatible with both having one single type of boundary conditions. We
intend to realize H, cf. (1), in L2(Ω,C4) with Ω := (−a, a)×(−b, b) as a self-adjoint
operator and investigate the spectrum of its square. Formal calculations directly
for the Dirac operator can be found in [26]. We start with a symmetric operator
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defined on C1 functions satisfying boundary conditions,
(69)
H˙azΨ := HΨ,
Dom (H˙az) :=
{
Ψ ∈ C1(Ω) : Ψi  ∂Ω3 = Ψi+2  ∂Ω3,
Ψi  ∂Ω4 = eiΘΨi+2  ∂Ω4,
Ψj  ∂Ω1 = 0,Ψj+1  ∂Ω2 = 0 (i = 1, 2, j = 1, 3)
}
,
where ∂iΩ are as in (36). We derive one inclusion of the closure of H˙az.
Lemma 16. Dom (H˙az) ⊂ Daz, where Daz := {Ψ ∈ L2(Ω,C4) : Ψj ∈ W 1,2loc (Ω \
∂Ω2),Ψj+1 ∈ W 1,2loc (Ω \ ∂Ω1),Ψi  ∂Ω3 = Ψi+2  ∂Ω3,Ψi  ∂Ω4 = eiΘΨi+2 
∂Ω4,Ψj  ∂Ω1 = 0,Ψj+1  ∂Ω2 = 0 (i = 1, 2, j = 1, 3), HΨ ∈ L2(Ω,C4)}
Proof. Let Ψ ∈ Dom (H˙az), then there exists a sequence of functions Ψn from
Dom (H˙az) such that Ψn → Ψ and HΨn → H˙azΨ. Since the boundary conditions
do not mix odd and even components, we restrict ourselves to the odd components
only, i.e. we assume that Ψ2 = Ψ4 = 0.
For ε > 0, we take a real C1((−b, b)) function ξε : [−b, b] → [0, 1] such that
ξε = 1 at [−b, b − ε], ξε = 0 at [b − ε/2, b] and we define ξ(x1, x2) := ξε(x2).
Functions ξΨn belong to Dom (H˙az), ξΨn → ξΨ, and H˙az(ξΨn) → H˙az(ξΨ). By
partial integration, the graph norm of ξΨn is equal to the W
1,2 norm, therefore
ξΨ ∈ W 1,2(Ω,C4), satisfies the same boundary conditions as ξΨn, and H˙azΨ =
HazΨ. 
We investigate further the eigenvalues and eigenfunctions of H˙2az and we show
that the latter form an orthonormal basis. It follows that H˙2az is essentially self-
adjoint. It is then not difficult to obtain eigenvalues and eigenfunctions of H˙az,
similarly as in Lemma 13 for zigzag and periodic boundary conditions, and conclude
that H˙az is also essentially self-adjoint.
Proposition 17. The eigenvalues of H˙2az can be expressed as λm,n = ζ
2
m + ω
2
m,n,
m ∈ Z, n ∈ N, where ζm = mpi/(2a) − Θ/(4a) and ω2m,n are eigenvalues of the
one-dimensional Dirichlet-Robin problems (indexed by n in increasing order)
(70)

−ξ′′1 = ω2m,nξ1 in (−b, b),
ξ1 = 0 at− b,
ξ′1 − ζmξ1 = 0 at b,

−ξ2′′ = ω2m,nξ2 in (−b, b),
ξ′2 + ζmξ2 = 0 at − b,
ξ2 = 0 at b,
i.e. ω2m,n can be obtained from the solutions of the equation
(71) ζm sin(2ωb) = ω cos(2ωb).
Moreover,
(72) lim
m→+∞ ζ
2
m + ω
2
m,1 = 0.
Associated eigenfunctions read
(73) Ψm,n(x1, x2) =

A1e
−iζmx1 sin(ωm,n(x2 + b))
C1e
−iζmx1 sin(ωm,n(x2 − b))
A1(−1)me−i Θ2 eiζmx1 sin(ωm,n(x2 + b))
C1(−1)me−i Θ2 eiζmx1 sin(ωm,n(x2 − b))
 ,
where A1, C1 are normalization constants, and they form an orthonormal basis of
L2(Ω,C4).
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Proof. As in the armchair-periodic case, cf. Proposition 15, we can separate the
even and odd components of Ψ, therefore we focus only on odd ones further. The
even ones can be examined in an analogous way, nonetheless, we remark that it
follows from the symmetry that eigenvalues of both problems (70) coincide.
We search for solutions of H˙2azΨ = λΨ in a separated form, i.e. Ψi = 0 (i =
2, 4) and Ψi(x1, x2) = κi(x1)ξi(x2) (i = 1, 3), where we take as κi those from
Proposition 15, i.e. κ
(m)
1 (x1) = A1e
−iζmx1 , κ(m)3 (x1) = A1(−1)me−iΘ/2eiζmx1 with
ζm = mpi/(2a)−Θ/(4a). This choice implies that ξ1 = ξ3 and ξ1 is a solution of the
Dirichlet-Robin problem (70). The latter is very similar to (42) from Proposition
12, the difference is the substitution of σm by ζm. The existence of a sequence
of eigenvalues converging to zero and completeness of {ξ(m,n)1 }n∈N in L2((−b, b))
for every m can be justified by the same arguments as in Proposition 12. The
completeness of eigenfunctions Ψm,n follows from the mentioned completeness of
{ξ(m,n)1 }n∈N and the fact that (κ(m)1 , 0, κ(m)3 , 0) together with (0, κ(m)2 , 0, κ(m)4 ) form
an orthonormal basis in L2((−a, a),C4). 
Finally, we can verify by straightforward calculations that eigenfunctions of H˙az
have the following form.
Lemma 18. σp(H˙az) =
{±√λm,n}m∈Z, n∈N. The eigenfunctions corresponding to
±√λm,n read respectively:
(74) Φ±m,n(x1, x2) = A
±
m,n

∓e−iζmx1 sin(ωm,n(x2 + b))
e−iζmx1 sin(ωm,n(x2 − b))
∓(−1)me−i Θ2 eiζmx1 sin(ωm,n(x2 + b))
(−1)me−i Θ2 eiζmx1 sin(ωm,n(x2 − b))
 ,
and form an orthonormal basis of L2(Ω,C4).
5. Waveguides
We shall now consider the case of waveguides, i.e. when the set Ω is an infinite
strip such as Ω = R × (−a, a), for instance. Our analysis will be based on the
above study when the operators were defined on rectangles, with periodic and
either zigzag and armchair boundary conditions. These examples will be used to
construct suitable singular sequences to investigate essential spectra of waveguide
systems and we shall consider three physically relevant situations, i.e. the straight
armchair waveguide and both straight and curved zigzag waveguides.
5.1. Straight armchair waveguide. Let Ω = Ω2 ≡ (−a, a)×R and define Hswac :=
Hac, cf. Proposition 1. Since the domain of H
sw
ac is a standard Sobolev space and
(Hswac )
2 can be written as a sum of a longitudinal and transverse operator −∂22 and
−∂21 respectively with appropriate boundary conditions, the following result on the
spectrum of the waveguide is very natural.
Proposition 19. σ(Hswac ) = σess(H
sw
ac ) = (−∞,−E0] ∪ [E0,∞), where E0 :=
minn∈Z |ζn| with ζn = npi/(2a)−Θ/(4a), cf. Section 4.3 and, in particular, Propo-
sition 15.
Proof. Let ζn0 be such that E0 = |ζn0 |. The singular sequence for λ ∈ [E0,∞), to
be inserted into the Weyl criterion, can be expressed as
(75) Ψ
(n)
λ (x1, x2) := e
iσx2
ψn(x2)
‖ψn‖L2(R)

e−iζn0x1
−ζn0+iσ√
ζ2n0
+σ2
e−iζn0x1
(−1)n0e−i Θ2 eiζn0x1
(−1)n0e−i Θ2 −ζn0+iσ√
ζ2n0
+σ2
eiζn0x1
 ,
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where n ∈ N, σ is such that λ = √σ2 + ζ2n0 and ψn(x2) := φ(x2/n − n) with
φ(x2) ∈ C∞0 ((−1, 1)). Properties of ψn imply that Ψ(n)/‖Ψ(n)λ ‖
w−→ 0. Moreover, it
can be verified that ‖(Hswac − λ)Ψ(n)λ ‖/‖Ψ(n)λ ‖ → 0. A similar singular sequence can
be constructed for λ ∈ (−∞, E0] by multiplying the even components of Ψ(n)λ by
−1.
To justify that no point in (−E0, E0) is in the spectrum, we can consider (Hswac )2
and, by standard arguments for tensor products [21, Thm.VIII.33], show that
σ((Hswac )
2) = [E20 ,∞). 
We note that armchair boundary conditions seem to be relevant only for straight
strips in particular directions, while most other configurations such as curved strips
are generically described by zigzag boundary conditions, see e.g. [1].
5.2. Straight and curved zigzag waveguides. Unlike in the armchair case
where, depending on Θ, there is a gap in the essential spectrum around zero, the
essential spectrum of zigzag waveguides covers the whole real line. This is what
is to be expected from the operator Hzp defined on a rectangle where the zigzag
boundary conditions where complemented with periodic boundary conditions. Us-
ing a standard approach in quantum waveguide literature [9, 18], we show that the
essential spectra of both straight and asymptotically straight zigzag waveguides
cover the whole R by means of the Weyl criterion directly for the operator Hzp; we
insert singular sequences having the form of (56) with suitable modifications.
We begin by considering the straight waveguide, i.e. Ω = Ω1 ≡ R× (−b, b). We
denote ∂Ω1 := R × {−b}, ∂Ω2 := R × {b} and define the following operator in
L2(Ω,C2)
(76)
Hswzz Ψ := H1Ψ,
Dom (Hswzz ) :=
{
Ψ ∈ L2(Ω,C2) : Ψi ∈W 1,2loc (Ω ∪ ∂Ωi),Ψ  ∂Ωi = 0
(i = 1, 2), H1Ψ ∈ L2(Ω,C2)
}
,
where the notation is similar as that of Proposition 3, i.e. Ψi ∈ W 1,2loc (Ω ∪ ∂Ωi) if
Ψi ∈W 1,2(Ω′) for any Ω′ ⊂ Ω such that Ω′ ⊂ Ω∪ ∂Ωi. A modification of the proof
of that proposition yields that Hswzz is self-adjoint.
Proposition 20. σess(H
sw
zz ) = R.
Proof. We consider the sequence
(77) Ψ
(n)
−√λ(x1, x2) := e
−iσx1 ψn(x1)
‖ψn‖L2(R)
(
sin(ω(x2 + a))
sin(ω(x2 − a))
)
≡ Ψ(n)(x1, x2)
where σ sin(2ωa) = ω cos(2ωa), λ = σ2 + ω2, and ψn(x1) := φ(x1/n − n) with
φ(x1) ∈ C∞0 ((−1, 1)). The relation between σ and ω in fact corresponds to the
eigenvalue equation on the rectangle with periodic boundary conditions, cf. (43),
although the “quantization” of σ is relaxed here.
Clearly ‖Ψ(n)‖ is bounded and does not depend on n. Moreover, Ψ(n) w−→ 0
because of the properties of ψn. We start with the identity
(78) ‖(Hswzz +
√
λ)Ψ(n)‖2 = ‖τΨ(n)1 +
√
λΨ
(n)
2 ‖2L2(R) + ‖τ∗Ψ(n)2 +
√
λΨ
(n)
1 ‖2L2(R),
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of which we analyse only the first term on the right–hand side in detail.
(79)
τΨ
(n)
1 +
√
λΨ
(n)
2 = e
−iσx1(− σ sin(ω(x2 + a)) + ω cos(ω(x2 + a))
+
√
λ sin(ω(x2 − a)
) ψn(x1)
‖ψn‖L2(R)
− ie−iσx1 sin(ω(x2 + a)) ψ
′
n(x1)
‖ψn‖L2(R) .
Inserting the relations between σ, ω and λ, we find that
(80) −σ sin(ω(x2 + a)) + ω cos(ω(x2 + a)) +
√
λ sin(ω(x2 − a) = 0.
Therefore (78) reduces to
(81)
‖(Hswzz +
√
λ)Ψ(n)‖2 =(
‖ sin(ω(x2 + a))‖2L2((−a,a)) + ‖ sin(ω(x2 − a))‖2L2((−a,a))
) ‖ψ′n‖2L2(R)
‖ψn‖2L2(R)
.
Since ‖ψ′n‖L2(R)/‖ψn‖L2(R) = C/n with C depending only on φ, the point −
√
λ
belongs to the essential spectrum of Hswzz . Using the symmetry, as in Lemma 13,
we can construct a singular sequence for
√
λ as well.
We remark that relations between σ, ω and λ can be rewritten in the following
way (for 2ωa 6= npi)
(82) σ = ω cot(2ωa),
√
λ =
|ω|
| sin(2ωa)| .
For ω ∈ (0, pi/(2a)) we obtain (1/(2a),+∞) for the range of √λ while taking −iω ∈
(0,∞) yields the remaining (0, 1/(2a)). 
We shall now introduce a curved waveguide similarly as in [9], referring to [18]
for an extensive discussion on this issue. We take Ω as a curved planar strip,
i.e. Ω := {(x, y) ∈ R2 : x = a(s) − ub′(s), y = a(s) + ub′(s), s ∈ R, u ∈ (−b, b)},
determined by the reference curve Γ := {(a(s), b(s)) : s ∈ R} and denote by ∂Ωi
(i = 1, 2) the lower and upper parts of the boundary, respectively. It is assumed
that a′(s)2 + b′(s)2 = 1, i.e. Γ is parametrized by arclenght and we denote by γ
the signed curvature of Γ, i.e. γ(s) = b′(s)a′′(s) − a′(s)b′′(s). We further assume
that γ is continuous, 2b‖γ‖∞ < 1, and the curved waveguide Ω obtained is not self-
intersecting, cf. [9, 18] for further details. If the curvature of the reference curve
vanishes at infinity, i.e. γ(s)→ 0 as s→ ±∞, the waveguide is called asymptotically
straight.
The operator Hcwzz corresponding to the curved waveguide is defined in L
2(Ω,C2)
by
(83)
Hcwzz Ψ := H1Ψ,
Dom (Hcwzz ) :=
{
Ψ ∈ L2(Ω,C2) : Ψi ∈W 1,2loc (Ω ∪ ∂Ωi),Ψ  ∂Ωi = 0
(i = 1, 2), H1Ψ ∈ L2(Ω,C2)
}
,
where the function space notation is introduced above for the straight waveguide.
A modification of the proof of Proposition 3 yields that Hcwzz is self-adjoint.
The essential spectrum of curved zigzag waveguide remains unchanged as was to
be expected from what happens to usual quantum waveguides.
Proposition 21. Let γ(s)→ 0 as s→ ±∞, then σess(Hcwzz ) = R.
24 PEDRO FREITAS AND PETR SIEGL
Proof. The idea of the proof runs along the lines of the standard approach for
quantum waveguides [9, 18] and we use a modification of the singular sequence
used in the straight case. We first write the differential expressions τ and τ∗ in
curvilinear coordinates (s, u)
(84) τ = e−iϕ(s)(−if−1(s, u)∂s + ∂u), τ∗ = eiϕ(s)(−if−1(s, u)∂s − ∂u),
where f(s, u) := 1 + uγ(s) and eiϕ(s) = a′(s) − ib′(s) from which it follows that
ϕ′ = γ. This change of coordinates also implies that we change the Hilbert space
from L2(Ω,C2) to L2(Ω0,C2, fdsdu), where Ω0 := R×(−b, b). We denote the norm
in the new space by ‖ · ‖0. We shall now define the sequence
(85) Ψ
(n)
−√λ(s, u) := e
−iσs ψn(s)
‖ψn‖L2(R)
(
ei
ϕ(s)
2 sin(ω(u+ b))
e−i
ϕ(s)
2 sin(ω(u− b))
)
≡ Ψ(n)(s, u),
where ψn(s) := φ(s/n − n) with φ(s) ∈ C∞0 ((−1, 1)) and, as in the straight case,
σ sin(2ωa) = ω cos(2ωa), λ = σ2 + ω2. We insert this sequence into Weyl criterion
(86) ‖(Hcwzz +
√
λ)Ψ(n)‖20 = ‖(τΨ(n)1 +
√
λΨ
(n)
2 )‖20 + ‖(τ∗Ψ(n)2 +
√
λΨ
(n)
1 )‖20,
and analyse only the first term in detail.
(87)
τΨ
(n)
1 +
√
λΨ
(n)
2 = e
−iϕ(s)2
(
(−i∂s + ∂u)e−iσs ψn(s)‖ψn‖L2(R) sin(ω(u+ b))
+
√
λe−iσs
ψn(s)
‖ψn‖L2(R) sin(ω(u− b))
)
+ ie−i
ϕ(s)
2
uγ(s)
f(s, u)
∂s(e
−iσsψn(s))
sin(ω(u+ b))
‖ψn‖L2(R)
+ ie−i
ϕ(s)
2
γ(s)
2f(s, u)
e−iσs
ψn(s)
‖ψn‖L2(R) sin(ω(u+ b)),
where we used the definition of f and ϕ′ = γ. The norm of the first term at r.h.s
tends to zero as n→ +∞ for the same reason as in the straight case, while the other
terms tend to zero because the support of ψn “escapes” to infinity and γ(s)→ 0 as
s→ ±∞. 
6. Concluding remarks
The spectra of graphene nanorribons are highly sensitive to the different types
of boundary conditions which, in turn, depend on the orientation of the boundary
with respect to the graphene lattice. As we have shown, zigzag boundary conditions
necessarily lead to a non-empty essential spectrum resulting in the existence of edge
states with energies converging to zero exponentially. From the mathematical point
of view, the properties of edge states, namely the localization at the boundary and
zero being the accumulation point of energies, are a consequence of local compact-
ness of the resolvent. In the presence of a potential, the essential spectrum is moved
depending on the values of the potential at the boundary where zigzag boundary
conditions are imposed. Besides perturbations by a potential V , the addition of a
magnetic field or, more generally, off-diagonal perturbations, coming for instance
from a non-trivial geometry of the manifolds or deformations of the atom lattice
and which have appeared frequently in the literature for various graphene configura-
tions (e.g. planar sheets, nanotubes), see e.g. [5, 25, 15, 14], deserves further study.
The practical interest in the addition of the magnetic field lies in the possibility of
opening the energy gap around zero in infinite graphene systems, for instance in
infinite strips (waveguides), where the essential spectrum typically covers the whole
real line.
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An important issue that was considered only briefly in this work in Example 4.4,
is the combination of armchair and zigzag boundary conditions. Such interfaces
are known to have physical consequences e.g. in scattering [27]. In the context of
curved graphene waveguides, the most interesting system should be a strip that is
straight at both ends corresponding to the armchair edge and curved in a finite
region where zigzag boundary conditions are prevalent. Based on our analysis, the
essential spectrum (of the square of the Dirac operator) will contain [E0,∞) coming
from the infinite armchair parts, see Section 5.1, and zero due to the presence of the
“zigzag region”. The existence of a gap in the essential spectrum between zero and
E0 is to be expected, but this requires further analysis. The interesting features
characteristic of quantum waveguides, namely the geometrically induced bound
states below E0, cf. [9], could then be studied in such systems as well. However,
the traditional variational argument used in that setting cannot be applied here
directly due to the unavoidable zero in the essential spectrum.
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