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1. Introduction
Consider the following system of Schrödinger–Maxwell equations:⎧⎨
⎩
−u + V (x)u + φu = f (x,u), in R3,
−φ = u2, lim|x|→+∞φ(x) = 0, in R
3.
(SM)
Such a system, also known as the nonlinear Schrödinger–Poisson system, arises in an interesting physical context. Indeed,
according to a classical model, the interaction of a charge particle with an electromagnetic ﬁeld can be described by coupling
the nonlinear Schrödinger and the Maxwell equations (we refer to [6] for more details on the physical aspects). In particular,
if we are looking for electrostatic-type solutions, we just have to solve (SM).
Variational methods and critical point theory are powerful tools in studying nonlinear differential equations [13,16,22],
and in particular Hamiltonian system [17,18], and also impulsive Hamiltonian systems [14]. In recent years, (SM) has been
studied widely via modern variational methods under various hypotheses on the potential V and the nonlinear term f , see
[2,3,6,8,9,11,12,15,19–21,23,24] and the references therein. We recall some of them as follows.
Case 1: V (x) ≡ 1 or is radially symmetric. Since (SM) is set on R3, it is well known that the Sobolev embedding
H1(R3) ↪→ Ls(R3) (2  s  2∗ = 6) is not compact, and then it is usually diﬃcult to prove that a minimizing sequence
or a Palais–Smale sequence is strongly convergent if we seek solutions of (SM) by variational methods. If V (x) is radial
(for example V (x) ≡ 1) as in [2,15], we can avoid the lack of compactness of Sobolev embedding by looking for solu-
tions of (SM) in the subspace of radial functions of H1(R3), which is usually denoted by H1r (R
3), since the embedding
H1r (R
3) ↪→ Ls(R3) (2< s < 6) is compact. Ruiz [15] dealt with (SM) with V (x) ≡ 1 and f (u) = up (1< p < 5) and got some
general existence, nonexistence and multiplicity results.
Case 2: V (x) and f (x,u) are 1-periodic in each xi, i = 1,2,3. In [24], Zhao considered this case and obtained the existence
of inﬁnitely many geometrically distinct solutions by using the nonlinear superposition principle established in [1].
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[21] got the existence and nonexistence results of (SM) when f (u) is asymptotically linear at inﬁnity. Chen and Tang [24]
proved that (SM) had inﬁnitely many high energy solutions under the condition that f (x,u) is superlinear at inﬁnity in u
by fountain theorem. Soon after, Li, Su and Wei [12] improved their results.
One of the remained cases is now that V (x) is nonradial potential and f (t,u) is sublinear at inﬁnity in u. It is worth
noticing that there are few works concerning on this case up to now. Motivated by the above fact, in this paper our aim is
to study the existence of inﬁnitely many solutions for (SM) when f (t,u) satisﬁes sublinear in u at inﬁnity. Our tool is the
variant fountain theorem established in [25].
Now, we state our main result.
Theorem 1.1. Assume that the following conditions hold:
(H1) V ∈ C(R3,R) satisﬁes infx∈R3 V (x) a > 0, where a > 0 is a constant. For every M > 0, meas{x ∈R3: V (x) M} < ∞, where
meas denotes the Lebesgue measure in R3 .
(H2) F (x,u) = b(x)|u|p+1 , where F (x,u) =
∫ u
0 f (x, y)dy, b : R3 → R+ is a positive continuous function such that b ∈ L
2
1−p (R3)
and 0< p < 1 is a constant.
Then (SM) possesses inﬁnitely many solutions {(uk, φk)} satisfying
1
2
∫
R3
(|∇uk|2 + V (x)u2k)dx− 14
∫
R3
|∇φk|2 dx+ 12
∫
R3
φku
2
k dx−
∫
R3
F (x,uk)dx → 0−,
as k → ∞.
Remark 1.1. Clearly, f (x,u) = (p + 1)b(x)|u|p−1u. When V (x) is a positive nonradial potential, Azzollini and Pomponio [3]
established the existence of ground state solutions for (SM) with f (x,u) = |u|p−1u (3< p < 5). Later, in [23], Zhao and Zhao
supplemented the results in [3] to the case 2< p  3. In this paper, we consider the case 0< p < 1, i.e., sublinear case, and
obtain inﬁnitely many small negative-energy solutions for (SM), which extend the results in [3,23].
The remainder of this paper is organized as follows. In Section 2, some preliminary results are presented. In Section 3,
we give the proof of Theorem 1.1.
Notation. Throughout the paper we shall denote by C > 0 various positive constants which may vary from line to line and
are not essential to the problem.
2. Preliminaries
In this section, the following theorem will be needed in our argument. Let E be a Banach space with the norm ‖ · ‖ and
E = ⊕ j∈N X j with dim X j < ∞ for any j ∈ N. Set Yk = ⊕kj=0 X j, Zk = ⊕∞j=k+1 X j . Consider the following C1-functional
ϕλ : E →R deﬁned by
ϕλ(u) = A(u) − λB(u), λ ∈ [1,2],
where A, B : E →R are two functionals.
Theorem 2.1. (See [25, Theorem 2.2].) Suppose that the functional ϕλ(u) deﬁned above satisﬁes:
(C1) ϕλ maps bounded sets to bounded sets uniformly for λ ∈ [1,2]. Furthermore, ϕλ(−u) = ϕλ(u) for all (λ,u) ∈ [1,2] × E.
(C2) B(u) 0; B(u) → ∞ as ‖u‖ → ∞ on any ﬁnite dimensional subspace of E.
(C3) There exist ρk > rk > 0 such that ak(λ) := infu∈Zk,‖u‖=ρk ϕλ(u)  0 > bk(λ) := maxu∈Yk,‖u‖=rk ϕλ(u) for λ ∈ [1,2], dk(λ) :=
infu∈Zk,‖u‖ρk ϕλ(u) → 0 as k → ∞ uniformly for λ ∈ [1,2].
Then there exist λn → 1, u(λn) ∈ Yn such that ϕ′λn |Yn (u(λn)) = 0, ϕλn (u(λn)) → ck ∈ [dk(2),bk(1)] as n → ∞. In particular, if{u(λn)} has a convergent subsequence for every k, then ϕ1 has inﬁnitely many nontrivial critical points {uk} ⊂ E \ {0} satisfying
ϕ1(uk) → 0− as k → ∞.
Let us recall some notations. Deﬁne the function space
H1
(
R
3) := {u ∈ L2(R3): ∇u ∈ (L2(R3))3}
with the usual norm
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( ∫
R3
(|∇u|2 + u2)dx
) 1
2
,
and deﬁne the function space
D1,2
(
R
3) := {u ∈ L2∗(R3): ∇u ∈ (L2(R3))3}
with the norm
‖u‖D1,2 :=
( ∫
R3
|∇u|2 dx
) 1
2
.
Let
E =
{
u ∈ H1(R3):
∫
R3
(|∇u|2 + V (x)u2)dx< +∞
}
.
Then E is a Hilbert space with the inner product
(u, v)E =
∫
R3
(∇u · ∇v + V (x)uv)dx,
and the norm ‖u‖ = (u,u)1/2E . Note that E is continuously embedded into Ls(R3) for all s ∈ [2,2∗], where 2∗ = 6 is the
critical exponent for the Sobolev embeddings in dimension 3. Therefore, there exists a constant C > 0 such that
‖u‖Ls  C‖u‖, ∀u ∈ E, (2.1)
where
‖u‖Ls :=
( ∫
R3
|u|s dx
) 1
s
, for any s ∈ [2,2∗],
is the norm of the usual Lebesgue space Ls(R3).
Lemma 2.1. (See [4].) Under the assumption (H1), the embeddings of E in Ls(R3) are compact for any s ∈ [2,2∗).
It is clear that (SM) is the Euler–Lagrange equations of the functional I : E × D1,2(R3) →R deﬁned by
I(u, φ) = 1
2
‖u‖2 − 1
4
∫
R3
|∇φ|2 dx+ 1
2
∫
R3
φu2 dx−
∫
R3
F (x,u)dx.
Evidently, the action functional I belongs to C1(E × D1,2(R3),R) and its critical points are the solutions of (SM). It is easy
to know that I exhibits a strong indeﬁniteness, namely it is unbounded both from below and from above on inﬁnitely
dimensional subspaces. This indeﬁniteness can be removed using the reduction method described in [5], by which we are
led to study a variable functional that does not present such a strongly indeﬁnite nature.
Now, we recall this method. For any u ∈ E , consider the linear functional Tu : D1,2(R3) →R deﬁned as
Tu(v) =
∫
R3
u2v dx.
Since the following embedding:
E ↪→ Ls(R3), 2 s 2∗, D1,2(R3) ↪→ L2∗(R3),
are continuous, we have∫
R3
u2v dx
∥∥u2∥∥L6/5‖v‖L6 = ‖u‖2L12/5‖v‖L6  C‖u‖2‖v‖D1,2 .
So, Tu is continuous on D1,2(R3). Set
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∫
R3
∇w · ∇v dx, w, v ∈ D1,2(R3).
Obviously, a(u, v) is bilinear, bounded and coercive. Hence, the Lax–Milgram theorem implies that for every u ∈ E , there
exists a unique φu ∈ D1,2(R3) such that
Tu(v) = a(φu, v), for any v ∈ D1,2
(
R
3),
that is,∫
R3
u2v dx =
∫
R3
∇φu · ∇v dx, for any v ∈ D1,2
(
R
3).
Using integration by parts, we get∫
R3
∇φu · ∇v dx = −
∫
R3
vφu dx, for any v ∈ D1,2
(
R
3),
therefore,
−φu = u2 (2.2)
in a weak sense. We can write an integral expression for φu in the form:
φu = 1
4π
∫
R3
u2(y)
|x− y| dy,
for any u ∈ C∞0 (R3) (see [10, Theorem 1]); by density it can be extended for any u ∈ E (see Lemma 2.1 of [7]). Clearly,
φu  0 and φ−u = φu for any u ∈ E .
It follows from (2.2) that∫
R3
φuu
2 dx =
∫
R3
φu(−φu)dx =
∫
R3
|∇φu|2 dx, (2.3)
and by Hölder’s inequality, we have
‖φu‖2D1,2 =
∫
R3
φuu
2 dx
( ∫
R3
φ6u dx
) 1
6
( ∫
R3
|u| 125 dx
) 5
6
 C
( ∫
R3
|∇φu|2 dx
) 1
2
( ∫
R3
|u| 125 dx
) 5
6
= C‖φu‖D1,2‖u‖2L12/5 ,
and it follows that
‖φu‖D1,2  C‖u‖2L12/5 .
Hence,∫
R3
φuu
2 dx C‖u‖4L12/5  C‖u‖4, (2.4)
since E ↪→ Ls(R3), for any s ∈ [2,2∗].
So, we can consider the functional Φ : E →R deﬁned by Φ(u) = I(u, φu). By (2.3), the reduced functional takes the form
Φ(u) = 1
2
‖u‖2 + 1
4
∫
R3
φuu
2 dx−
∫
R3
F (x,u)dx. (2.5)
By (H2) and Hölder’s inequality, we easily see that
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∫
R3
F (x,u)dx =
∫
R3
b(x)|u|p+1 dx ‖b‖
L
2
1−p
‖u‖p+1
L2
 C p+1‖b‖
L
2
1−p
‖u‖p+1.
Combining this with (2.4), it is clear that Φ is well deﬁned. Furthermore, it is well known that Φ a C1 functional with
derivative given by
〈
Φ ′(u), v
〉=
∫
R3
(∇u · ∇v + V (x)uv + φuuv − f (x,u)v)dx. (2.6)
It can be proved that (u, φ) ∈ E × D1,2(R3) is a solution of (SM) if and only if u ∈ E is a critical point of the functional Φ
and φ = φu , see for instance [6].
3. Proof of the main result
In order to apply Theorem 2.1, we deﬁne the functionals A, B and ϕλ on our working space E by
A(u) = 1
2
‖u‖2 + 1
4
∫
R3
φuu
2 dx, B(u) =
∫
R3
F (x,u)dx,
and
ϕλ(u) = A(u) − λB(u)
= 1
2
‖u‖2 + 1
4
∫
R3
φuu
2 dx− λ
∫
R3
F (x,u)dx
for all u ∈ E and λ ∈ [1,2]. Obviously, ϕλ(u) ∈ C1(E,R) for all λ ∈ [1,2]. We choose a completely orthonormal basis {e j} of
E and deﬁne X j := Re j . Then Zk, Yk can be deﬁned as those in the beginning of Section 2. Note that ϕ1 = Φ , where Φ is
the functional deﬁned in (2.5).
Lemma 3.1. Let (H1) and (H2) be satisﬁed, then B(u)  0. Moreover, B(u) → ∞ as ‖u‖ → ∞ on any ﬁnite dimensional subspace
of E.
Proof. Obviously, B(u) 0 follows by the deﬁnition of the functional B and (H2). Now we claim that B(u) → ∞ as ‖u‖ →
∞ on any ﬁnite dimensional subspace of E . For any ﬁnite dimensional subspace F ⊂ E , there exists 
1 > 0 such that
meas
{
x ∈R3: b(x)∣∣u(x)∣∣p+1  
1‖u‖p+1} 
1, ∀u ∈ F \ {0}. (3.1)
Otherwise, for any positive integer n, there exists un ∈ F \ {0} such that
meas
{
x ∈R3: b(x)∣∣un(x)∣∣p+1  1
n
‖un‖p+1
}
<
1
n
.
Set vn(x) := un(x)‖un‖ ∈ F \ {0}, then ‖vn‖ = 1 for all n ∈N and
meas
{
x ∈R3: b(x)∣∣vn(x)∣∣p+1  1
n
}
<
1
n
. (3.2)
Since dim F < ∞, it follows from the compactness of the unit sphere of F that there exists a subsequence, say {vn}, such
that vn converges to some v0 in F . Hence, we have ‖v0‖ = 1. By the equivalence of the norms on the ﬁnite dimensional
space F , we have vn → v0 in L2(R3), i.e.,∫
R3
|vn − v0|2 dx → 0 as n → ∞. (3.3)
By (3.3) and Hölder’s inequality, we have
∫
R3
b(x)|vn − v0|p+1 dx
( ∫
R3
b(x)
2
1−p dx
)(1−p)/2( ∫
R3
|vn − v0|2 dx
) p+1
2
= ‖b‖
L
2
1−p
( ∫
3
|vn − v0|2 dx
) p+1
2
→ 0, (3.4)
R
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meas
{
x ∈R3: b(x)∣∣v0(x)∣∣p+1  ξ1} ξ2. (3.5)
In fact, if not, for all positive integer n, we have
meas
{
x ∈R3: b(x)∣∣v0(x)∣∣p+1  1
n
}
= 0.
It implies that
0
∫
R3
b(x)
∣∣v0(x)∣∣p+3 dx< 1
n
‖v0‖2L2 
C2
n
‖v0‖2 = C
2
n
→ 0,
as n → ∞ by (2.1). Hence v0 = 0 which contradicts ‖v0‖ = 1. Therefore, (3.5) holds.
Now let
Ω0 =
{
x ∈R3: b(x)∣∣v0(x)∣∣p+1  ξ1}, Ωn =
{
x ∈R3: b(x)∣∣vn(x)∣∣p+1 < 1
n
}
and Ωcn =R3 \ Ωn = {x ∈R3: b(x)|vn(x)|p+1  1n }. By (3.2) and (3.5), we have
meas(Ωn ∩ Ω0) = meas
(
Ω0 \
(
Ωcn ∩ Ω0
))
meas(Ω0) −meas
(
Ωcn ∩ Ω0
)
 ξ2 − 1
n
for all positive integer n. Let n be large enough such that ξ2 − 1n  12 ξ2 and 12p ξ1 − 1n  12p+1 ξ1. Then we have∫
R3
b(x)|vn − v0|p+1 dx
∫
Ωn∩Ω0
b(x)|vn − v0|p+1 dx
 1
2p
∫
Ωn∩Ω0
b(x)|v0|p+1 dx−
∫
Ωn∩Ω0
b(x)|vn|p+1 dx

(
1
2p
ξ1 − 1
n
)
meas(Ωn ∩ Ω0)
 ξ1
2p+1
· ξ2
2
= ξ1ξ2
2p+2
> 0
for all large n, which is a contradiction to (3.4). Therefore, (3.1) holds. For the 
1 given in (3.1), let
Ωu =
{
x ∈R3: b(x)∣∣u(x)∣∣p+1  
1‖u‖p+1} ∀u ∈ F \ {0}. (3.6)
Then by (3.1),
meas(Ωu) 
1 ∀u ∈ F \ {0}. (3.7)
Combining (H2) and (3.7), for any u ∈ F \ {0}, we have
B(u) =
∫
R3
F (x,u)dx =
∫
R3
b(x)
∣∣u(x)∣∣p+1 dx

∫
Ωu
b(x)
∣∣u(x)∣∣p+1 dx 
1‖u‖p+1 meas(Ωu) 
21‖u‖p+1.
This implies B(u) → ∞ as ‖u‖ → ∞ on any ﬁnite dimensional subspace of E . The proof is completed. 
Lemma 3.2. Under the assumptions of Theorem 1.1, there exists a sequence ρk → 0+ as k → ∞ such that
ak(λ) := inf
u∈Zk,‖u‖=ρk
ϕλ(u) 0,
and
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u∈Zk,‖u‖ρk
ϕλ(u) → 0 as k → ∞ uniformly for λ ∈ [1,2],
where Zk =⊕∞j=k X j = span{ek, . . .} for all k ∈N.
Proof. Set βk := supu∈Zk,‖u‖=1 ‖u‖L2 . Then βk → 0 as k → ∞ (see [22, Lemma 3.8]). By (H2), Hölder’s inequality and the
fact that
∫
R3
φuu2 dx 0, we have
ϕλ(u) = 1
2
‖u‖2 + 1
4
∫
R3
φuu
2 dx− λ
∫
R3
F (x,u)dx
 1
2
‖u‖2 − 2
∫
R3
F (x,u)dx
 1
2
‖u‖2 − 2‖b‖
L
2
1−p
‖u‖p+1
L2
 1
2
‖u‖2 − 2β p+1k ‖b‖
L
2
1−p
‖u‖p+1. (3.8)
Let ρk = (8β p+1k ‖b‖
L
2
1−p
)1/(1−p) . Obviously, ρk → 0 as k → ∞. Combining this with (3.8), straightforward computation
shows that
ak(λ) := inf
u∈Zk,‖u‖=ρk
ϕλ(u)
1
4
ρ2k > 0.
Furthermore, by (3.8), for any u ∈ Zk with ‖u‖ ρk , we have
ϕλ(u)−2β p+1k ‖b‖
L
2
1−p
‖u‖p+1.
Therefore,
0 inf
u∈Zk,‖u‖ρk
ϕλ(u)−2β p+1k ‖b‖
L
2
1−p
‖u‖p+1.
Since βk,ρk → 0 as k → ∞, we have
dk(λ) := inf
u∈Zk,‖u‖ρk
ϕλ(u) → 0 as k → ∞ uniformly for λ ∈ [1,2].
The proof is completed. 
Lemma 3.3. Under the assumptions of Theorem 1.1, for the sequence {ρk}k∈N obtained in Lemma 3.2, there exist 0 < rk < ρk for all
k ∈N such that
bk(λ) := max
u∈Yk,‖u‖=rk
ϕλ(u) < 0 for all λ ∈ [1,2],
where Yk =⊕kj=1 X j = span{e1, . . . , ek} for all k ∈N.
Proof. For any u ∈ Yk (a ﬁnite dimensional subspace of E) and λ ∈ [1,2], by (H2), (2.4), (3.6) and (3.7), we have
ϕλ(u) = 1
2
‖u‖2 + 1
4
∫
R3
φuu
2 dx− λ
∫
R3
F (x,u)dx
 1
2
‖u‖2 + C
4
‖u‖4 −
∫
Ωu
b(x)
∣∣u(x)∣∣p+1 dt
 1
2
‖u‖2 + C
4
‖u‖4 − 
1‖u‖p+1 meas(Ωu)
 1
2
‖u‖2 + C
4
‖u‖4 − 
21‖u‖p+1. (3.9)
For ‖u‖ = rk <ρk small enough, we get
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u∈Yk,‖u‖=rk
ϕλ(u) < 0 ∀k ∈N,
since 0< p < 1. The proof is completed. 
Now we give the proof of Theorem 1.1.
Proof. Evidently, condition (C1) in Theorem 2.1 holds. By Lemmas 3.1, 3.2 and 3.3, conditions (C2) and (C3) in Theorem 2.1
are also satisﬁed. Therefore, by Theorem 2.1 there exist λn → 1,u(λn) ∈ Yn such that
ϕ′λn |Yn
(
u(λn)
)= 0, ϕλn(u(λn))→ ck ∈ [dk(2),bk(1)] as n → ∞. (3.10)
For the sake of notational simplicity, in what follows we always set un = uλn for all n ∈N.
Now we show that {un} is bounded in E . Indeed, by (H2), (2.1), (3.10), Hölder’s inequality and the fact that
∫
R3
φuu2 dx
0, we have
‖un‖2  2ϕλn(un) + 2λn
∫
R3
b(x)
∣∣un(x)∣∣p+1 dx
 M1 + 4‖b‖
L
2
1−p
‖un‖p+1L2
 M1 + 4C p+1‖b‖ 2
1−p
‖un‖p+1, ∀n ∈N, (3.11)
for some M1 > 0. Since 0< p < 1, (3.11) yields that {un} is bounded in E .
Finally, we show that {un} possesses a strong convergent subsequence in E . In fact, in view of the boundedness of {un},
without loss of generality, we may assume
un ⇀ u0 as n → ∞,
for some u0 ∈ E . In view of Lemma 2.1, un → u0 in Ls(R3) for any s ∈ [2,2∗). By (2.6), we easily obtain
‖un − u0‖2 =
〈
ϕ′λn (un) − ϕ′1(u0),un − u0
〉+
∫
R3
(
λn f (x,un) − f (x,u0)
)
(un − u0)dx
−
∫
R3
(φunun − φu0u0)(un − u0)dx. (3.12)
It is clear that
〈
ϕ′λn(un) − ϕ′1(u0),un − u0
〉→ 0. (3.13)
By (H2) and Hölder’s inequality, one has∫
R3
(
λn f (x,un) − f (x,u0)
)
(un − u0)dx
 (p + 1)
∫
R3
b(x)
(
λn|un|p + |u0|p
)|un − u0|dx
 (p + 1)
(
λn
( ∫
R3
b2(x)|un|2p dx
) 1
2
+
( ∫
R3
b2(x)|u0|2p dx
) 1
2
)
‖un − u0‖L2
 (p + 1)‖b‖
L
2
1−p
(
2‖un‖pL2 + ‖u0‖
p
L2
)‖un − u0‖L2 .
Since un → u0 in Ls(R3) for any s ∈ [2,2∗), we have∫
R3
(
λn f (x,un) − f (x,u0)
)
(un − u0)dx → 0, as n → ∞. (3.14)
By Hölder’s inequality, Sobolev’s inequality and (2.4), one gets
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R3
φunun(un − u0)dx ‖φunun‖L2‖un − u0‖L2  ‖φun‖L6‖un‖L3‖un − u0‖L2
 C‖φun‖D1,2‖un‖L3‖un − u0‖L2  C‖un‖L12/5‖un‖L3‖un − u0‖L2 .
Again using un → u0 in Ls(R3) for any s ∈ [2,2∗), we have∫
R3
φunun(un − u0)dx → 0, as n → ∞. (3.15)
Similarly we can also obtain∫
R3
φu0u0(un − u0)dx → 0, as n → ∞. (3.16)
Therefore, by (2.12)–(2.16), we get ‖un − u0‖ → 0.
Now from the last assertion of Theorem 2.1, we know that Φ = ϕ1 has inﬁnitely many nontrivial critical points. Therefore,
(SM) possesses inﬁnitely many small negative-energy solutions. The proof is complete. 
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