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Asymptotic properties of solutions of the nonlinear Klein-Gordon equation 
qu-du+&+.f(u)=0 
24 lo=% d,u lo= ul, 
(NLKG) 
are investigated, which are inherited from the corresponding solutions v of the 
(linear) KleinGordon equation 
dfv-dv+m~v=O 
v lo=% 3,v lo= Y, 
(KG) 
In particular, the finiteness of time-integrals in L, over R, of certain Sobolev- 
norms in space of the solution is proved to be such a hereditary property. Together 
with a device by W. A. Strauss and a weak decay result for the (KG) due to R. S. 
Strichartz, this is used to prove that under suitable restrictions on the nonlinearity, 
the scattering operator for the (NLKG) is defined on all of Li x L, for n= 3. 
0 1985 Academic Press, Inc. 
0. INTRODUCTION 
We shall consider the nonlinear equation 
dft.4 - Au + m*u +f(u) = 0, XER”, t20, 
tJ Ir=o=(P, J,u It=o= Y, 
(NLKG) 
where m > 0, A = C a$ and cp, YE Li x L,. Further assumptions will be 
stated explicitly. 
The nonlinearity will satisfy a number of conditions that will be dis- 
cussed a little vaguely here. The importance of the conditions will hopefully 
become apparent later on. 
(i) f(R)cR and F(u)=~;;f(u)du20. 
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(ii) \f”‘(u)l <ClulPPi,j=O, 1 (andj=2 for p>2), 
If’(u)-f’(u)J$CI~--~I~-lfor p<2. 
(iii) uf(u)-2F(u)>aF(u), and Q(u)-2F(;(u) is not flat at 0 or co, 
that is, bounded below by /I lulp+’ (1+ lul))“‘, some b>O, and N>O, 
p + 1 < p + 1. Here 01> 0. 
The motivation for 
(i) is that this implies the existence of nonnegative energy for the 
solutions of (NLKG), which is essential for the existence of global 
solutions when no restrictions are assumed as to the size of the data; 
(ii) is that this gives a growth restriction at 0 (most important) and 
at co. The lower bounds will be effective at 0 and the upper bounds at 00. I 
hope the way (ii) is written will cause no confusion; 
(iii) uf(u) - 2F(u) 20 is a condition that ensures that no “bound 
states”/“standing waves” appear as solutions; this would of course make 
decay and therefore a scattering result impossible. In particular, the con- 
dition implies the decay of local energy (cf. [4]). In order to see the mean- 
ing of the “physics” involved (cf., e.g., Strauss [ 1 l]), let us rewrite 
(NLKG) as a system 
s = iHo + Pcj, db(O)=fo, 
where 4 is a vector with components 4 = (f;) = (&), as usual in mechanics, 
and where 
and f 0 u = f (u). The corresponding free (no forces!) equation is the Klein- 
Gordon equation 
d4 
dt= IHO& d(O) = 9.. (KG’) 
which of course then is merely another way of writing 
a+Au+m*u=O, u I,=o= . ..) a+ lrzO= -. (KG) 
The solutions of (NLKG’) describe a one-parameter group U(t) acting on 
a Hilbert space X: +6(t) = U(t)fo, f. E X. In the above problems it is natural 
to take as Hilbert space the space defined by the norm 
505/56/3-2 
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Since 4, = u and & = d,u, this is precisely the energy norm corresponding 
to the (KG) equation, 
Since this norm is an invariant for the solutions of (KG) and so for (KG’), 
the solution operator U,(t) = eitHo f (KG’) is unitary on A’. Now consider 
f0 + U(t)fo as an evolution of one state f0 into another state U(t)fo after 
time t. We consider the action of Uo(t) as a reference. 
The point is that we want U,(t), the unperturbed linear system, to 
describe U(t) “asymptotically” as t + -&co, that is, we want to find unique 
f, and fP in X such that 
14(t) - Uo(tlf* Ix + 0 as t+ foe. 
The operator S: f ~ + f + is called the scattering operator, and will enable 
us to consider the evolution of the state from “long before” to “long 
afterwards” as described by U,(t) and the scattering operator S. The 
existence of asymptotic states f, and f- is now supplied by the following 
(very well known) sufficient condition: 
LEMMA 0.1. Zf 4 is a solution in X of (NLKG’) such that 
s = IP~l,dl<oo - a. 
then there exist (unique) f + and f _ in X such that 
Id(t)- Uo(tlf*lx -+o as t+ *co. 
Proof For a proof, see, e.g., Strauss [ 111. 
Let us now translate the condition in the lemma. We have 
so that 
and thus the condition reads 
s cc llf(u(~))ll~, dz< ~0. -m (#) 
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Using the following result, (# ) was proved to be fulfilled for any solution 
of the (NLKG) (provided the data has sulhciently many derivatives in Li,, 
say) under suitable restrictions on the parameter p in [ 11: Let yn = 1 for 
n< 10 and let yn=n/(n+ 1) for n> 10. 
THEOREM A. Let 1 + 4Jn < p c 1 + 4y,/(n - 2), n > 3. Let the data cp, !P 
of the (NLKG) be such that the corresponding solution a0 of the (KG) with 
these data has the decay properties 
SUP ll4J~)ll2.a < 003 fl = min( 2, p), (0.1) 
Iluo(t)ll,kr <C(l+t)-““, 1+46<p,6(n-1)<1,6=4-l/p’30. (0.2) 
Then the solution of the (NLKG) with data cp, !P also satisfies (0.1) and 
(0.2). 
These estimates are used to prove (# ) via the following inequality: 
i 
IIUII~,? p>2, pa& and r=2p, 
(0.3) Ilf(u)ll L2G c IIUIIL; IM~,-‘~ 
I 
p>2 and ran(p-l), 
Il”ll:~ l lI4lL,~ p62 and r> 
2 
n/2-(n/2- l)(p- 1)’ 
where here and below II.JIP,s denotes the norm in L; defined by 
I141p,s= lIS-‘((l + lW2 wm,. 
Since (p - 1) n6 > 1 if we choose n6 > 1, the result should be clear for p > 2 
if we for such choice of can prove that p’ 2 n(p - 1). This works for n = 3. 
For n > 3 we use the estimate (0.2) and let r in (0.3) be defined by l/r = 
l/p’ - l/n. This will work also for p < 2, which is not to difficult to conclude. 
Let in the following E,(t) and E,(t) denote the solution operators of the 
linear Klein-Gordon equation 
a$ - AU + m2v = 0, u I,=~=(P, a+ I,=~= Y, (KG) 
where then v(t) = E,(t)cp + E,(t)Y. 
In the proof of (0.1) and (0.2) the following estimates were used. The first 
one is also used to find data such that u0 satisfies (O.l), (0.2). 
(A) Let l<pg26p’<~o, l/p+ l/p’= 1 and 6 =$- l/p’ and 
0<8< 1. Then if 6(n+ l+(J)< 1 +s-s’, 
lI~l(tlgll,~,s~ G K(t) lIgllp,s> t 2 0, 
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where 
K(t)=C y”‘” 
i t(” : 
o<t<1, 
‘1+0)6 1 6 t. 
In fact, for t < 1 we may choose K(t) = Ct Ifs- S’-2f16<t-(G--1-0)6~y the 
condition (n + 1 + 0)s < 1 + s - s’. 
The L;-norms may be replaced by suitable Besov space norms, as will be 
discussed below. Cf. also [ 11. 
-The proof of (A) is done, e.g., by the stationary phase method and is a 
consequence of the L, - L,-estimates proved by Marshall et al. [3]. For a 
sketch of a proof of (A), see Appendix 2. The next inequality estimates the 
energy of the solution of the (NLKG). Let 
E(u)=; j (l&u12+ Id,u12+m21u12+2F(u))dx. 
(B) For any solution u of the nonlinear Klein-Gordon equation, 
f ll4l:J d E( 24) = constant for t 3 0. 
-The proof: Multiply(NLKG) by 8,~ and integrate over space. Use 
then that F(u) > 0. 
Finally, we will use an inequality due to Morawetz [4], also used by 
Strauss and Morawetz [S]. 
(C) For any compactly supported soluiton of the (NLKG) 
cc 
I 5 
d(u) - We) dx dt d CE(u). 
0 R” I-4 
-The proof consists of multiplying (NLKG) by a,u + ((n - )/r)u, 
integrating over space and using Gauss’ formula (this is actually more 
work than it may sound!). We will often use the following form of 
inequality A: Let B;‘f denote the L,-based Besov space of order s 2 0. Then 
where 
IIE,Wsllq~&W) IlgllBs;q, o< t, 
zqt)=C f~(“~l~“)“~ 
1 
t2 1, 
t(” ) 1 0)6 o<t<1, 
provided 6(n+ 1+8)< 1 +s-s’, 0~0~ 1 and s,s’aO. In fact, for t< 1, 
we may use t 1+s--s’~2ns~t--(n-1-‘8)6, by the condition 6(n+ 1 -t-e)< 
1 +s-.s’. 
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Inequality A is then a consequence of the following well-known inclusion 
between Besov and Sobolev spaces: 
B;QL;, 1 <p<2 and B;:“eL$ 2<p’<co. (0.4) 
As norms on B;q and on L; we will use, with s = r~ + S, 0 -C cr < 1, S an 
integer, 
lMlqr= llullp+([; (t-0 1 w,(z,D”U))q~)l’q 
Ial = s 
w,(t, u) = sup llu/l- 41jJ, Ihl sr 
Uh(X) = u(x + h). 
If s is an integer, we take CJ = 1 and replace w,(t,u) by the second-order dif- 
ference 
wpct,tg=wy I/u,-2u+u-J. 
The basic difficulty in applications of Theorem A is the fairly strong con- 
ditions placed on the data cp, Y in order to obtain the required decay (O.l), 
(0.2). The only direct method I know of to produce such conditions is 
through the estimate A above. However, by (0.3) we only need an estimate 
for suitable values of r and q, in order to prove ( # ). 
It is tempting to try to prove that if uO, the solution of the (KG), satisfies 
(OS), then also the solution u of the (NLKG) will fulfill such an estimate. 
This point of view is further motivated by the following result due to 
Strichartz [ 151: 
THEOREM B. If cp, YE L;+ l x L”,, then the solution u0 of the (KG) with 
these data will belong to L”,(R + ; L:i2) provided 4 - l/q = 6, E [ l/(n + 2), 
l/(n+ l)], and s30. 
Thus L,-conditions on the data will in fact imply a “weak decay” 
estimate for uO. 
However, we will not be able to prove that u inherits the property (0.5) 
without further conditions on r and the nonlinearity: 
We say that p’, s’ satisfy condition (+)s if 
l/p+l/p’=l, 2<p’<co, 6=$-l/p and for some 13~(0, 11, 
(n-1+0)6>1>(n-l--0)6 and for s, O<s<p-1, 
(n+ 1+8)6< 1 +s-s’. (*)s 
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This condition implies that K(t) in inequality A belongs to L,(R). Let X be 
a Banach space of functions on R”. We say that a solution u0 of the (KG) 
belongs to .J$(R; X) if llu,Il,,,~L,(R) and if in addition there exist com- 
pactly supported data (py, Y,, coinciding with the data cp, Y of u,, for 
1x1 <R,,, R,, -+ co, such that the L$norms in the space variables of the 
corresponding solutions uO,, of the (KG) are uniformly bounded in L,(W) 
for v 2 0, and such that 1) uO,, 11 Xare uniformly bounded in Ly( R) for v > 0. 
THEOREM 1. Let p’, s’ satisfy ( *),sf or s = 1 tf p > 2, and for s sufficiently 
close to p - I for p < 2. Assume that the solution of (NLKG) is unique 
and that 1 +46<p<p(p’,s’)=(n+4n~-2(1+~)+2s’)/(n-2). Zf uOe 
5$(R; B;‘:*) is a solution of the (KG) and if KE L,.(R), where l/q + l/q’ = 1 
and K is given by inequality A, then the corresponding solution u of (NLKG) 
belongs to L&R; L;‘,). 
Remark 0.1. Notice that KE L,, by (*)J and inequality A implies that 
KE L, n Ly.+,; for E > 0 sufliciently small. We also have that Kr E L, for all [ 
sufficiently close to 1. 
Remark 0.2. Notice also that the set of r’s such that l/r = l/p’ - s’/n 
(such an r will be denoted r(p’, s’)) where p’, s’ satisfy (*)s is an open set. 
Remark 0.3. The restriction p < 1 + 4n/(n + l)(n - 2) is enough to 
ensure uniqueness of (weak) solutions of (NLKG); for such a uniqueness 
result we refer to [ 16, Theorem 11. If q is large enough such results will 
hold in the context of Theorem 1 above also for p < 1 + y,(4/(n - 2)), 
where as above yn = 1 for n < 10, 7, = n/(n + 1) for n > 10. These questions 
are discussed in the Appendix of this paper. 
The idea behind the proof of Theorem 1 is straightforward: Let U and 
U, denote the B;‘;*-norms of u and uO, respectively. Then U satisfies, for all 
q with 0 d 1~1 <q0 and yl,, small, the Volterra integral inequality 
UQU,,+C[‘K(t-r)U(s)l+“dz. 
0 
(0.6) 
We want to deduce that if U, E L,, then also U E L,. This does not follow 
immediately from (0.6), however, so we need some additional information. 
This is supplied in Section 1, where we prove that j; K(t - z) U(t) dz EL,, 
and in Section 2 where we prove by use of the Morawetz-Strauss 
inequality and uniqueness that sup,, ,* s:. K( t - z) U(z) dz + 0 as t* -+ co. 
We will then be able to prove that (0.6) implies that UE L,, i.e., 
Theorem 1. 
Since the value of q does not enter except in the assumption on U, in the 
proof of Theorem 1, we have also proved the first statement of the follow- 
ing very useful variant of Theorem 1. 
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THEOREM 1’. Under the assumptions of Theorem 1, let 1 < q, 6 co and 
assume also that 
(i) uOrz L,,(R; BATS). Then the corresponding solution u of (NLKG) 
also belongs to L,,(R; B$2). 
(ii) u. E L,,(R; L;: n L,), 2 < r. <p’. Then the solution u of (NLKG) 
belongs to L,,(R; Lg,nL,) where d,=max{6,,, 26(p- l-26))‘S>. 
Remark. Since p > 1 + 46 by assumption, r <p’. Notice that for n = 3 
and p = 3, for example, a possible choice of p’, s’ would be p’ = 10, s’ = 0. 
The second part of Theorem 1’) which will be proved in Section 3 below, 
uses a boot-strapping argument based on an inequality of the type (0.6), 
combined with the interpolation result that if I[u\~~,,E L, (and IIu~I~E L,), 
2 < ro, then for 2 < r < ro, llullr E L, if qS, = qo6,. Although the method is 
not especially adapted to give results on the existence of everywhere defined 
scattering operators, such results can be obtained by use of Theorem 1’ 
combined with Theorem B and the following theorem due to Strauss 
[13, 141. 
THEOREM C (Strauss [13]). Let 1 +4/n < p < 1 + 4/(n - 1). Let u- be 
any solution of (KG) with data in Li x L2 (i.e., any free solution with finite 
energy). Then (a) there exists a solution u of the (NLKG) such that Ilu(t) - 
u+(t)ll,+O as t -+ -00, and (b) zfin addition jj lu(x, t)lP+’ dxdt is finite, 
then there exists o solution u + of the (KG) such that 11 u(t) - u + (t)ll e + 0 as 
t-* +co. 
The proof of (b) is implicit in the proofs given by Strauss [ 12, 141 in the 
case of small norms (of u _ ). For the convenience of the reader we give a 
proof of a version of part (b) of Theorem C which will suffice for our pur- 
poses in Section 4 below. 
It was conjectured by Strauss [13] that the scattering operator for the 
(NLKG) should be everywhere defined on Li x Lz, at least for 1+4/n < 
p d 1 + 4/(n - 1). For small data this was proved by Strauss [ 123, i.e., the 
scattering operator is defined in a whole neighbourhood of 0 in Li x L2. 
Theorems 1 and 1’ indicate the following procedure to obtain the wanted 
result that u EL ,,+ l(R x R”). We first find (if possible) p’, s’ satisfying (*)s 
and q. < p + 1 such that if the data belong to Ll x L2 then the assumptions 
of Theorem 1 are satisfied for some q, and in addition u. E L,(R; Ltr) c 
L,,( R; L;, n L, + 1 ). By an application of Theorem l’(ii) we then find 
that u E L,(R; L$ n L,) where 6, = 2S(p - 1 - 26) ’ 6, r 2 p + 1. If 
b+Wp+L z 2&p - 1 - 26) - ’ 6qo we may choose r = p + 1 and since 
~EL,(R;L:)~L,(R;L,+,), we conclude that UEL,,~L,(R; LP+l)~ 
L p+l* Let p(n) denote the solution p + 1 of (P+l)6,+1= 
2&p-l-26))‘6q,for n8>1, i.e., p(n)=l+(l+,/m)/n. For n=3 
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(and n = 4) with q0 = 2 + 46, the above scheme works for p > p(n), where 
p(3) = 2.520 (and p(4) = 2.152). In order to simplify the exposition we will 
below treat only the case n = 3. 
THEOREM 2. Let n = 3. Assume that p(n) < p < 1 + 4/(n - 1). Then the 
scattering operator Sfor the (NLKG) . IS well defined and maps all of Li x L, 
(i.e., of X) into itself 
In a forthcoming paper [22] we will treat higher dimensions (and obtain 
“optimal” lower bounds) using space-time estimates extending those of 
Theorem B. We will here prove Theorem 2 using the following lemma 
based on Theorem B. 
LEMMA 0.2. Assume that 1 +4/n < p 6 1 + 4/(n - l), q0 = p + 1. Let 
q, YE ,;+a xL;witho>a(n)=n(&-l/(n-l)-l/(n+l))+. Thenwecan 
find p’, s’ satisfying (*)> with s = 1 for p > 2, s close to p - 1 for p < 2, such 
that 
(i) K(.) E L,. where K is defined by inequality A and qb by l/q, = 
MO - dn, l/q0 + l/d = 1, 
(ii) 1 + 46 6 p 6 p(p’, s’) and 
(iii) L;1zL:f. 
For n=3 we may instead of qO=p+l use q,=2+46 with 36> 1, and 6 
arbitrarily close to 4. 
COROLLARY. Assume that 1 +4/n < p < 1 + 4/(n - 1) and that the data 
cp, YYL;+lXL;, where o > o(n). Then the corresponding solution u of the 
(NLKG) belongs to L, + 1( R; Li,). For n = 3 we may in place of p + 1 use the 
value of q0 given in Lemma 0.2. 
Since o(n) = 0 for n < 4, this proves Theorem 2 by an application of (our 
version of) Theorem C. A proof of Lemma 0.2 will be given in Section 5 
below: 
The Corollary now follows from Theorem B and Lemma 0.2: Notice that 
by these results, 
and so u0 E L&R; LL,), for q = qC, 0 < (T < a(n). Theorem 1’ now applies 
with q, = q0 and q = q+). 
The following example shows that the upper bound on p in Theorem 2 is 
not optimal, either. We intend to pursue this subject elsewhere, and merely 
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present a straightforward special case where the scattering operator is 
defined on all of Li x Lz for some p > 3 for n = 3. 
Let us apply Theorem 1 to obtain some results directly related to ( # ) 
and the inequality (0.3). 
We let n = 3. In order to apply (0.3) we have to take q <p. From 
Strichartz’ theorem we find that if the data cp, YE Li x L, we have 
a0 E L,(R; L,), provided 10/3 < q < 4. Thus the smallest value of p to which 
we may apply (0.3) and Theorem 1 in the case of data in Li x L2 is 
p = q = 10/3. Let us investigate this case: 
We have to verify the following conditions in order to prove by use of 
Theorems 1 and 1’ that for data in Li x L2 we have the solution u of the 
(NLKG) in L&R; L$) and that for r as in Theorem l’, with q1 = q = p, 
r < 2p (<p’). By an application of (0.3), u will then satisfy (# ). 
(a) S,=26(p- l-26)6<&,. 
(b) l/p’-s’/n> l/q-$/nond+s’< ll/lO. 
(c) 1+46dp<p(p’,sf)o(forp>3)p<(n-2+44n~-2+2s’)/(n-2). 
(d) p’, s’ satisfy (*)s. 
(e) q’(n - 1 - 0)s < 1 (i.e., KE L,,)o lO(2 - @S/7 < 1. 
Let 6 = 16/45 and s’ = l/30. It is then easy to check that (a) through (e) 
hold for p’, s’ and n = 3. We have thus proved: 
Let n = 3 andp = 10/3. Then for each solution u of the (NLKG) with 
data in L: x L, we have 
s m IIf(uN2 & < cQ* (#I -‘x2 
In particular, there exist unique free solutions U, (of the (KG)) such that 
II4t) - 24 + (t)ll2,1 + 0 as t+ fco. 
Some earlier results. Densely defined wave and scattering operators 
were proved to exist for n = 3 by Segal [9] for 3 < p < 5 and small data, by 
Morawetz and Strauss [S] for 3 < p ( < 5) and by Pecher [6] for S/3 < p 
.( < 5). All these proofs consist of estimating sup, Iu(x, t)l and then use that 
IIf(u)ll,GC sup 14% t)lPP’ llullL.2<c sup lu(x, t)(P-l. 
x x 
As the energy of (NLKG) is bounded (cf. below), a rate of decay of 
sup, lu(x, t)l of order (1 + t)-n/2 would in fact allow any p > 1 + 2/n. Now 
the decay of sup, 1~1 seems difficult to get for p < 8/3 (somewhat simpler 
for p = 3) and correspondingly for higher dimensions. 
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The existence of everywhere defined wave operators was proved by 
Strauss [ 121 for 1 + 4/n < p d 1 + 4/(n - 1) (cf. Theorem C above) and (for 
small data) also the existence of a scattering operator defined in a whole 
neighbourhood of 0 in X (i.e., in Li x L2). 
Nonexistence for p < 1 +2/n of the scattering operator (and of 
asymptotic states as well) was proved by Glassey [2]. 
1. SOME INEQUALITIES FORK AND WEAK BOIJNDEDNESS OF 
SOLUTIONS OF THE (NLKG) 
As in [ 1 ] we can by use of Holder’s inequality and Sobolev’s embedding 
theorem prove the following four inequalities (1.1) through (1.4) under the 
relevant assumptions (l.l), through (1.4),. Since we assume that 
(n + 1 + 19)p < 1 + s - s’, rather than with equality, as in [ 11, it will here be 
more convenient o express the upper bounds of p in (l.l), through (1.4), 
in terms of 6 and s’, rather than in 6 and 8. For the proofs we refer to [ 11. 
1. Assume that (*)r holds and that for some ‘1, 0 < q < 1, 
1 + 46 - 26~ ,< p < pn - 2v(nd - 1 + s’)/(n - 2), 2 - q < p, W), 
where p,(p’, s’) = (n + 4n6 - 4 + 2s’)/(n - 2), then 
Ilf(4ll,,l 6C ll~llp.;“” l14;:s,q. (1.1) 
2. If (*)i holds and if for some r] 3 0, 
1+46+26qdp<p,, 2+rl<p, W), 
then 
IIf(~)ll,,1 GC lI45,;‘-” lI4l;p (1.2) 
3. If (*)s holds and if for some q, 0 < v] d 1, 
1 + 46 - 26r] <p < pn - 2[q(n + 6 + s’) + 2(p - 1 - s)]/(n - 2), (1.3), 
l+s-q<p<2-q, 
where now p,(p’, s’) = (n + 4n6 - 2( 1 + s) + 2s’)/(n - 2), then 
4. If (*)s holds and if for some v 2 0, 
(1.3) 
1 +46+26q<p<pp,-2(p- 1 -s)/(n-2), 
1+s+?7<p<2+q, (1.4), 
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then 
IIfo4llBy~c ll45,;‘-” l141;~;‘s~q. (1.4) 
Remark. In the above inequalities we may replace the LsJ.-norms on the 
right-hand sides by L,-norms with l/r = l/p’ - s’/n. 
We are now in position to prove the following lemma. 
LEMMA 1.1. Assume that p’, s’ satisfy (*)S with s= 1 ifp >2, and with s 
sufficiently close to p - 1 if p < 2. Then for 1 + 46 < p < p,(p’, s’) 
I 
I 
sup K(t - 7) II 4dllp~,s, dT < 00, 
f 0 
where K is given by inequality A, and where the assumptions of Theorem 1 
are assumed to hold. 
Proof If we choose n > 0, but small, it is clear that either (1.1 ), or 
(1.3), can be satisfied, depending on whether (*)i or (*)S are satisfied. Thus 
either (1.1) or (1.3) hold. Let in the following X$ (and, similarly, X;) 
denote Bg;* if (1.3), is used, and L$ if (l.l), is used. Then by inequality A 
and the energy bound B, and (1.1) or (1.3), 
Ib(t)llx+ Iluo(N~:+ j; K(t-2) llf(u)llx$ 
6 Ibo(t)lls+C j’ K(t-t) Ilull;;“d~. 
0 
Multiply by K(a - z) and integrate over (0, a): 
I Q 0 K(a - t) IMt)ll~: dt (1.5) 
< j”K(a-t)Iluo(t)~Ix;,dt+C j”K(a-T) j’K(t-t) Ilull$;“d~dt 
0 0 0 
l-7 
< j” K(o - t) IlUoWllxg, df + sup C j’ K(t - T) IIu(z)ll~, dz 
> 
, 
0 t=zo 0 
where we used that 
j” K(a-z) j’K(t-z) Ilu(s)\l$;Vdtdt 
0 0 
< j” K(a-t) 
0 
j’ K(t-z) Il4lx+ 
0 
)‘-“(j; K(i)dr)‘. 
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Then by (1.5), 
g(t)6g,(t)+Csupg(r)‘~q. 
TS, 
Since by assumption gO( t) is uniformly bounded on R, and 0 < q < 1, (1.6) 
implies that g(t) is uniformly bounded too. The lemma now follows by the 
standard inclusions between Besov and Sobolev spaces. 
Remark. As in Cl] we can obtain a better lower bound, namely, 1 + 26 
for p, if we exercise some care in our use of ( 1.1 )p and (1.3), . 
2. ON WEAK DECAY TO ZERO OF SOLUTIONS OF THE (NLKG) 
In this part of the proof of Theorem 1 we shall show that if the solution 
u,, of the (KG) has the decay property 
s ‘K(t-7) I~z4&)I(B’,:2&+0 as t>t’+co, (2.1) I’ 
then this property is inherited by the corresponding solution of the 
(NLKG) Since by the assumptions of Theorem 1, KE L,. and the Bi:*- 
norm of u,, belongs to L,, (2.1) is satisfied in this case. The proof 
of (2.1) for u is modelled after the proof in [l] of the fact that 
lim,,, llu,(t)ll,.,,. = 0 implies that lim,, m Ilu(t)ll,~.,~ = 0. The above 
statements hold, of course, only provided that p is restricted by 1 + 46 < 
p < p,(p’, s’), where p’, s’ satisfy (*)s for suitable values of s < p - 1. 
In order to simplify the notation in many of the formulas below, we will, 
whenever no confusion is possible, write Il.11 for the norm in Xi,, where Xi, 
is either Lf (ifs= 1) or BP? (ifs< 1). In both cases Xi, c Ls by (0.4). 
From inequality B we have that Il~(t)ll~,~ E L,(R) E L:““(R), and hence 
by Sobolev’s embedding theorem that Ilu(t)l I E L:““(R) for p <: 
(n + 2)/(n - 2). This is satisfied for any p < p(p’, s’) (cf. Cl]). If in addition u 
has compact support (in space),. then 11 u(t) 11 p < C 11 u( 1) 11 P + , where 
C= C(supp u). It follows that Ilu(t)ll,~L:“‘(R) in this case. A simple 
modification of the proof of Theorem 3 in [ 163 (e.g., on p. 173 in [ 161 
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replace the Lp + ’ and L’ + ‘lp -norms by L2-norms, in the notation of that 
paper) proves that inequality C holds for n > 3 for solutions of the 
(NLKG) with compactly supported data in Li x L2 provided p < 
(n + 2)/(n - 2). 
Since we want to apply inequality C below, we shall in view of the above 
remarks for a while assume that 
(H) the data cp, !P for the (NLKG) have compact supports con- 
tained in 1x1 < R, < co. We will later remove this restriction. 
LEMMA 2.1 (Morewetz and Strauss [S]). Let (w) be satisfied, and let 
Ed, T and S be positive numbers. Then there exists an S, depending boundedly 
on S, T, E,, and the energy E(u), but not depending on R,, and there exists an 
interval Z= [t* - 2T, t*] c [S, S,] such that 
I F(u(x, t)) dx dt < E,,. I 
For a proof we refer to Morawetz and Strauss [S, Lemma 3 and 
pp. 17-181. 
LEMMA 2.2. Assume that (**) and (*)s hold, with s chosen such that 
s<p- 1 and either (l.l), or (1.3), are satisfiedfor some n E (0, 1). Assume 
also that (2.1) holds. Then for E, T and S positive numbers there is an S, > S 
independent of R, and an interval Z= [t* - T, t*] s [IS, S,] such that for 
t< t* 
s f K(t-t) Ilu(t dz<&. f* ~ T 
Proof Let us write the lower bound (iii) for F(u) as 
F(u)>P lulp+’ (1 + ~uJ)-~@+? 
Let Q > 0 (small) and let r = r(p’, s’), l/r = l/p’-s/n, where p’ and s’ 
satisfy (*)i. Then 
119 
< (I+ l~l)-~(“+l) (uIP+~ dx (I+ IUI)~“~ lul”-“)q dx , 
where l/q = 1 - o/(b + 1) is chosen close to 1. In particular, we want 
Naq + (r - o)q < F and 2 < (r - o)q, where also F is of the form F(p’, S’) with 
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p’ and S’ satisfying (*)I. This is accomplished by choosing cr > 0 small 
enough. If we now apply (iii) and Lemma 1.1, we obtain by Holder’s 
inequality and the integrability of Ki for [ > 1 sufficiently close to 1, 
where C is independent of t and where c1= a/r(p + 1) > 0 is chosen small 
enough by a suitable choice of g. 
If we now apply (1.1) or (1.3), using L,-norms instead of L$-norms (as 
suggested in Remark 0.2) we obtain by using inequality A and the uniform 
boundedness in Li (i.e., the energy estimate B) of u(t), 
Ilu(t d Ibo(t +C j,:-T+C s,‘. K(t-r) I14t)ll;pq’~. 
Next, since r = r(p’, s’) where as above p’, s’ satisfy (*)S, we have 
jt;-, K(t-7) Ilu(z <j,lp, K(t-z) II%(~)ll dz 
K(t-z) j;-’ K(t-o) Ilu(a)llqdodz 
+j,ldTK-) jr? , K(r-a) Ilu(c~)il;-~ do&. 
Here, by Lemma 1.1 
s 
I 
d 
f*- T 
K(t-r)(j:K~~)do)l(j~-iK(r-~),lull,d~)~~q 
s 
I 
<C 
f* ~ T 
K(t-r)dz(j; K(o)d~)q~C~“~‘“-‘+o”)~O 
as T-00, 
for q > 0, and 
5 I:-TK(f-T) jTT_, K(z-a) Ilu(o)l”dodz 
< 5 ’ K(t-r)(j~TK(o)d~)n(j~-TK~~-~),lU(~),l~d~)l-nd~ I-T 
EVERYWHERE DEFINED SCATTERING OPERATORS 325 
I a(l-rl) <C s t*- T qt-T) j-’( dT T-T j- ~(u(x,a))dxh 
<C 
I 
:T~(r-~)(f~*-*TF(u(x,a))dxda)a(l-n)d~ 
a(1 --tl) 
F(u(x, a)) dx da 
Let now t* > 2T+ S in Lemma 2.1. Then for t < t* we find that 
for sufficiently small E,,. This completes the proof of Lemma 2.2. 
Next we shall prove that we actually have uniform convergence of 
toOas t-+m. 
LEMMA 2.3. Let (*)s hold with 1 + 46 G p < p,(p’, s’). Then 
lim s ’ K(t - T) 11 u(z)11 dz = 0. r>/‘+‘x ,’ 
Proof: We will carry out the proof in the case llu,,ll B;:.2 E L, for some 
q > 1. The modifications for q = 1 should be obvious. Let E > 0 be so small 
that with Co given by (2.2) below, 
&To s O” K(r)dr<f. 0 
Determine t* by Lemma 2.2 such that 
s * K(t - 7) Il4~)ll dT < E, t < t*, (2.2) f’ - T 
and such that 
I 
I 1 
Qt-c) IIuo(~)ll dT<-E, 3 
t* < t, 
f’ - T 
and, for q > 0 small enough, 
(2.3) 
s f K(t-z) Iluo(r)llltndr<fE1+n, t* < t, l*- T 
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The last two inequalities are derived in the following way. We have 
and with [ = q/(q - qq’), [ > 1 close to 1, 
s l K(t-7)/(24,(7)j(‘+qd7 I* - T 
(1 +rl)/Y 
Il~o(7)114 d7 
Let 
for Y in a sufficiently small neighbourhood of q’, and let t* be so large that 
114 
Il~o(7)ll” d7 < &/3C,. 
Then for q > 0 in suitable neighborhood of 0, (2.3) and (2.4) are satisfied. 
Before we proceed, let us prove that (2.2) through (2.4) implies that for 
E > 0 small enough 
K(t-7)Ilu(z)lJ’+~ddz~~‘+~, t* 6 t. (2.5) 
Once this is proved the proof will follow the steps in the proof of Lemma 
2.3 in [l]. 
We have for q > 0, using (1.2) or (1.4) with q = 0, by convexity, 
, 
and so 
sup 6 K(7 - a) II u(a)II’+q da < 00, 
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and 
f 
I 
K(t-z) Ilu(z)l(‘+“dz 
P-T 
* 
< 2” 
f 
K(t-T) IIuo(z)II1+qdz 
I*- T 
s 
1+9 
+ 2q+” ,:-, K(t-r)(/y2+J7 K(z - 0) Ilu(~N da 
dt 
T - T/2 
+-1+“+2c;+(j-;2 &)dr)(yp j; K(z-a) l,u(~)l, do)‘+’ 
<c&l+“+ sup 
(t* - T/Z,r) 
K(t - 0) II u(~)ll da +Cy+(“-l+e,a 
<CEl+tl+CT1-(“-1+e)6 
+C(jz2 K(t)drr(‘+*‘s;p Jb’K(z-a) Ilu(o)l,‘+“dz 
and so for T large enough and E > 0 chosen small enough we have (2.5) as 
a consequence of (2.2) through (2.4), the last two inequalities holding for 
t* large enough. 
Define t** by 
K(t-z) Ilu(z dT<E . 
We know by (2.2) that t** 2 t*. If t** = co our lemma is proved. Assume 
to arrive at a contradiction, that t** < co. Choose t with t** < t< t** +cl, 
&1 >O small, to be chosen below. Then by (1.2) or (1.4), 
5 
f 
K(t- z) Ilu(~ dz 
I*- T 
s I < J4t-t) bo(7)ll dr I*- T 
Wt-7) j-’ K(?-o) IIf(u)ll dt 
0 
505/56/3-3 
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f*- T 
+i‘ 
r*-T’2 K(t-z)C, I; K(T-a) Ilu(a dadr 
I’- T 0 
+ I 
I 
K(t-T) co J;-,* K(T - a) (I u(o)ll do dz 
1’ - T/2 
+ j’” K(t-T) co IT K(T-a) II~(a)ll’+~dodz 
I* ~ T/2 T - T/2 
+j-’ K(t-T) J* K(T-a) Ilu(a dadz. 
I** 0 
Here the first three terms are dominated, using (2.2) and Lemma 1.1, by 
s/3, Co CT’ - (‘- ’ + ‘)’ and using (2.6), by 
for some E” > 0 independent of t*, E and T, provided s1 = t - t** is small 
enough. The last terms (again by Lemma 1.1 and the integrability of K) are 
less than 43 for s1 sail enough. 
The remaining term is dominated by 
K(t - z) Ilu(a l+“da<Ccl+” 
by (2.5). Altogether we obtain for q > 0 small enough and E > 0, s1 > 0 suf- 
ficiently small, and T sufficiently large, the estimate 
I 
f 
&t-t) IIu(z)l( dr<E 
t*- T 
for any t < t** + E,. This contradiction completes the proof of the lemma. 
COROLLARY. Under the assumptions of Lemma 2.3, 
sup s ’ K(t-r) Ilu(z dt+O as t*-+oO. rat* I* 
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Removal of the Assumption (w) 
Let u, be a solution of the (NLKG) with compactly supported data q,, 
Y, approximating the data of cp, Y of u in such a way that (py = cp and 
Y,=Y for (xI<R,,, where R,+co as v+co, and such that cp,, Y,are 
uniformly bounded in L: x Lz for v 2 0. Then q, = u,,~ for 1x1 < R, - t, and 
so 
IIuo-uo”ll2,1~ UOllL~{,x,.R,-,rJ+ llUo”llL~~,x,5~,-,r)-t0 < II as v + co. (2.6) 
In addition, we assume that the approximating (py, Y, are chosen such that 
IIuo~II are uniformly bounded in L&R+). Thus (in obvious notation) 
as v+co and t*+cO. 
Choose t* independent of v such that 
I f Jqt - 7) llU,(~)ll & <ET tat*, (2.7) f* 
which can be done by the above proof (S, in Lemma 2.2 and so t* above 
can be chosen independently of the support of the data). Then 
jt: zqt-t) Ilu(t <~+j-~: w-7) ll4~)--u,(~)Il dr 
Lemma 2.3 will now be proved in general if we can prove that for each 
t > t*, 
s ’ K(t-z) l/u(z)-u,(z)ll dT<c for vbv,. 1* (2.8) 
We first prove that (for t > t* fixed) 
sup II u(z) - U”(~)II2,1 + 0 as v+co, (2.9) T<, 
and then that (again for y > t* fixed) 
s ’ K(t - z) II ~(7) - u,(t)11 dz t* 
6CsuP Ilu(+~,(~h~ + C(I;* Il.,(~)-u,.(~)li’dr)l*. (2.10) r<r 
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The estimates (2.9) and (2.10) clearly imply (2.8) by the above estimates for 
the &-norm of /I u. - uoJ. 
We have that U(Z) = U,(Z) for 1x1 <R, - z, by hyperbolicity and uni- 
queness (cf. [16]; this is also discussed in the Appendix), and so 
from which (2.9) follows by use of the energy estimate B. 
If p > 2 (and so II < 5), an application of inequality A gives, as in the 
proof of (1.2) in [l] (cf. also the proof of inequality (A2) in Cl]), that for 
1 + 46 < p < p(p’, S’), 
+C 1’ ~(~-W4l + ll4lI II~-4I~,;‘d~. 
0 
An application of Lemma 1.1 then gives 
+ C J; K(t - z) II u - u, II dz (2.11) 
and so there is some function C(t) E Lg such that 
lb(z) - %(~)llgy G C(Nl(u- Uo,)(~Nl +sup II(u- ~“N~)ll*,I 1.o<r 
If we multiply by K(t - r) and integrate over (t*, 1) we obtain since KE L,, 
by assumption, that (2.10) holds in case p > 2. 
Similarly, we find, as in the proof of (1.4) in [ 1 ] (again cf. also the proof 
in the Appendix in Cl]), that for p < 2, I+ 46 <p <p(p’, s’) - 
2(p-3-lYb-2), 
IIf~u~-f~~~ll~~4c~IIuII~-1+ l141p-1) lI~--“ll2,1 
+ llu--“II (1 + ll4l;,;‘+ lla,r’)? 
and so by inequality A and Lemma 1.1 we once more obtain an estimate 
(2.11). From there on the proof of (2.10) in the case p d 2 is the same as for 
p > 2. This completes the proof of (2.8), and also of Lemma 2.3 without the 
assumption (** ). 
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3. PROOF OF THEOREMS 1 AND 1’ 
In order to simplify the formulas below, let us write 
U,(t) = Il~0(0ll~.~ U(t) = Ilu(t x”,:> 
where as above X$ = LI if s = 1 in ( *)S and X$ = BP:2 otherwise. 
In view of the estimate A and condition (*)S. we can find E > 0 such that 
K(t)<Ct-I-“, t> 1. 
We will use (1.2), or (1.4), in the form: there is a constant C,, independent 
of t such that for 0 < 1~1 <uO, q, small enough, and for 1 + 46 < p < 
P(P’T 09 
IIfo4llxyco IIUII$~q=Gw)‘+~. 
This is possible, since we have assumed s sulhciently close to p - 1 in case 
p 62. 
Using the estimate A and the energy estimate B we conclude that for 
o< Id <rlo, 
U(t)< U,(t)+C j; zqt-r) u(z)‘+“& (3.0) 
where C is independent of t and q. 
An application of Lemma 1.1 and (3.0) then gives 
U(z) 6 U,(z) + c, (3.1) 
where C is a finite constant independent of t. In particular, we conclude 
that UEL~(R+). 
Let t* be large (to be determined later), and let us assume that for 
j= 1, 2,... 
U(z) < U,(z) + c, 0 d z < t*, 
U(z)GJ-l(t)+0((1+z)-“~-‘)+(l+r))-”)t*~z~r/2. 
For j = 1, this is simply (3.1). We want to find Uj by induction. Let j > 1: 
then by (3.0), 
u<iJo+c jd’K(t-z) U(z)V a,(r)rn+C& qt-T)dT 
+c~“2K(f--T)u(T)‘luj~~(C)dT+C~li2K(t-~){(l+7)-”~-” 
t* I’ 
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Now, let 
K,g = if” K(t - 7) V(z) g(z) dz, 
I* 
K;g=j“* K(t-7) iY(t)g(z)dT 
0 
and introduce also the more complicated operator 
(J 
t/2 K,g= 
I* 
Then by Lemma 1.1, 
Kug=jY2 K(t-z) U(z)qg(z)dz 
1’ 
II l-7 
<c K(t - z) U(z) dT > 0 K(t-z)g(~)“(‘-“)dz > 
1-V 
<c K(t-z)g(z)“+-)dz =CK,g 
and so the L,-norm of K,g is bounded by 
CllK,glly<C jm K( )d ( o 7 7)1-n(~gWd7)1”sC l,gl14. 
In particular, we see that the operators K,, K: and K,, given above are 
bounded operators on L,, with bounds independent of t, t* and 
q E ( -qo, qo). We also have 
Cj”’ K(t-7)(l+7)-““p1’ 
0 
dz<C{(l+r))-“+(l+t)-“‘} 
and so we have proved that 
~(t)~~,(t)+K,U,_,(t)+0((1+t)-‘-“+(l+t)-”’)+K:U,(t) 
+c, K(t-7) U(z)‘+‘ldz 
‘I 
< K(r - z) U(z)“” -fl) dz K(t-7) U(7)dz 
where s(t*) + 0 as t* + co, and so for t > t*, 
U(t)dU,(t)+K~U,(t)+K,U,~,(t)+0((1+t)-”’ 
+(l+t)plpE)+~KqU(t). 
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For t < t* we use the estimate 
iJ<u,+c 
which immediately gives 
i t v-7 
K(t-z) U(r)lcndf<jf’ 
0 
K(r-r)U(r)Uo(r)dr+Cjf' K(t-z)dz 
0 
<K:,Uo+C(t-t*)-‘-“, t > t*. 
Thus, altogether we have the estimate 
u<uj+O((l+t)-“‘+(l+t)-“-‘), 
where E* is small for t* large, and 
Uj= i KLUo+'c' K:,K:U,+E,'T~ K:K,,U. 
I=0 I=0 I=0 
Now, let N be an integer such that NE >, 1 + E. Then choose t* such that 
with L,=L,(Z), Z=(t*, T), 
Since K,, Kj'j and K are bounded operators, uniformly in t and t*, we have 
that, since q> 1 and (1 +t)-lpEeLq, 
As mentioned above, this estimate also holds on L,(O, t*), and so as a con- 
clusion U E L&R + ), and Theorem 1 is proved. 
We next prove Theorem 1’. Part (i) follows immediately from the proof 
of Theorem 1’ above, as remarked in the Introduction: We have by the 
assumptions of Theorem 1 that 
i 
'K(~-T)U(Z)~TEL, 
0 
and that supIrr. J:. K(t- T) U(r) d7 + 0 as t* + co. As above it then 
follows that U, E L,, implies that U E L,, . 
Part (ii) requires a slightly more elaborate argument. If 2 < r cp’, we 
have (corresponding to (1.2) and (1.3)) that 
IIfWll,,I G c I1414,r1-” Il4lf’” 
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provided either p > 2 and 
1+26+26,(1 +v])<p<p,, 2+vl<p, (3.2) 
or that p Q 2 and that 
1+26+26,(1+rj)6p<p,-(p-l-s-fZ)/(n-2), l+s+v]<p. 
(3.3) 
By the energy inequality B we then obtain from inequality A that 
If we begin by taking r =p’, and then take &-norms, we find that 
IIullP, E L, for q( 1 + r~) = ql. By interpolation then Ilullre L,, for 6, = 4 - 
l/r = (1 + q) - ’ 6. By repeated use of this argument we find in view of the 
bounds (3.2) and (3.3) on n, where in (3.3) we choose 1 +s+ 9 close to p, 
that for r such that r0 d r and 6, = 26*(p - 1 - 26) - ‘, Ilull I EL,, , and also 
Theorem l’(ii) is proved. 
4. PR~~F OF THEOREM C (AFTER STRAUSS [ 123) 
We will prove a version of Theorem C, part (b), where we to the con- 
dition u E L, + l(R x R”) we add u E L,(R; L$) and KE L,,. This will sim- 
plify some of the arguments in the proof. Slight modifications of the 
argument below will also prove Theorem C as stated in the Introduction. 
We first state the following version of Theorem 11(a) in [12]: Let U- be 
the solution of the (KG) with data f _ = (cp’- $ _ ) E Li x L2. Then for T 
large enough there exists a unique solution u on Z= ( - co, -T] of 
such that u E C(I; L:) n L, + i(Z; L, + i) and such that 
and 
E(u)= IM:+j F(u)dx= llfAe2 (4.1) 
II u(t) - 24 ~ (tNl2.1 + 0 as t--t-a. (4.2) 
Let us note some consequences of the above: Equality (4.1) holds for all t, 
and the solution exists for all time (cf. the Remark in [12, p. 1301); u is a 
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solution of the (NLKG) and by assumption then UE L,(R; ~5:~) n 
L, + l(R x R”). Let us define 
u+(t)=u-(t)-j- E,(t-z)J(u(z))dz. 
-cc 
We claim that u + EL: and that 
If so, we can define the scattering operator S: u _ + u + and so the scatter- 
ing operator S: f- +J+ of the corresponding data. It also follows that S is 
defined on all of Li x L2 (cf. again [ 123). It remains to prove the claim 
above. 
We have by (1.2) or (1.4) and (4.1) that 
II~(t)-~+(t)ll~,,s,~C m K(f-z) I141p~,s~d~ s I 
as t-km. 
By (4.1) we have 
sup Ilu(tN2,1< @J* I 
Thus u(t) - u+(t) + 0 weakly in Li as t --f cc and in particular f, = 
(~+,~-)~L:xL~,wheref+isthedataofu+att=O.Asaconsequence 
of this and since L p + 1 1 L,, n L, we obtain by interpolation 
Ilu(+~+wll,+I+o as t+co. (4.3) 
Since u, EL,+,(RxR”) and u+(t) is uniformly continuous in t in Li, and 
so in L p+l~Ll, we find that JIu+(t)(l,+l +O as t+ cc. By (4.3) then also 
Ib(t)l 1 -to as t+ co, and so 
IIf+Ilf= Il~+~~~ll~~~~,m_~fll~~~~ll~=~~~~~f~~~~~~~ 
= E(u(t)) = Ilf- Ia. 
Let u,(t) be defined by 
u,(t)=u+(t)+j- E,(t-z)f(u(~))dz. 
f 
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Since U, is a solution of the (NLKG) with U, = U, for t =s, we have by 
assumption that U, E L, + I(R x R”). Now (in obvious notations) 
+ C’ cm &(t-T) I/4,+, dz 
J.7 
by which 
s tm Ildt) - WI;: t dT 
6 
(i 
rm (Ilull ;:t + Ib,ll;: 
+C 
(1 
m Ibll ;::dT , s > 
: dz 
and since l14p+l~ I141p+l by assumption belong to L, + ,(R) we can find a 
TO independent of s such that 
s 5 Il~,(z)-~(~)l(~=fd~~O as s-co, t2T,,. f 
In particular, there is a subsequence s, + cc such that 
II%,(t) - 4t)ll,+ 1 + 0 a.e. for t>T,,assj+m. 
For any such t, u,(t) E Li n L,, , and 
E(u,(t)) = au,(o)) = E(u + (s)) + II f, 113 ass-+co. 
Thus u,(t) + u(t) weakly in Li and 
ll4t)ll2,1 ap$ llkj(t)l12,1? 
I 
and, since F(U) < C IuIP+l, 
1 F(u( t)) dx 6 lim inf 1 F(u,(t)) dx. s, - cc 
Thus 
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and so by (4.1), 
It follows that the weak convergence of u(t) - u + (t) + 0 is strong and so 
lb(t) - u + (f)ll2,1 + 0 as t-ax 
This proves the claim, and completes the proof of Theorem C. 
5. PROOF OF LEMMA 0.2 
Proof of Lemma 0.2. For n = 3 we choose 6 > 4 close to + (and in par- 
ticular so that 6 < (p - 1)/4), and for n = 4 we choose 6 = min( (p - 1)/4, 
7/24) and for n > 5 we let 6 = (p - 1)/4. By assumption 1 + 4/n < p < 1 + 
4/(n - 1). In all cases we let s’ B 0 be small so that in particular (*)S holds 
with 0 = 1. This is immediate for n = 3 and 4, and for n 2 5 (and so p Q 2) it 
follows since 
$ (n+2)Qp 
for all p 6 (n + 2)/(n - 2). We also have 
1+ 46 < p < p(p’, s’) 
which once more is immediate for n > 5 and for n = 4 and 6 = (p - 1)/4. 
For n = 3 and 4, the lower bound is obviously satisfied, but we have to 
check that p(p’, s’) Z 1 + 4/(n - 1) for the given values of 6: We have 
p(p’, 3’) > 126 - 1 > 3 = 1 + 4/(n - l), n = 3, 
and 
p(p’, s’) k 86 = 7/3, S=7/24 and n=4. 
Thus (*)S holds and 1 + 46 <p < p(p’, s’) for the chosen values of 6 for 
1+4/n<pd 1+4/(n-1). 
It remains to check that 
(i) KE LQb, i.e., qb(n - 2)6 -c 1, 
(ii) B;>2 LJf, i.e., n6 + s’ < n6, + & (and 6 > 6,,). 
Since in all cases 6 < (p - 1)/4 we find that (i) holds if 
abn 
( 
q (n-2)-+), 
that is, if a 2 a(n) = n(t - l/(n - 1) - l/(n + 1)) + , 
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For n > 5, (ii) holds if 
t (p-1)2/@+ I)+ 
which is the case for p 6 1 + 4/(n - 1) and s’ small enough. For n = 3 and 
n =4 we easily check that ndqO + 4 > n6 for n6 close to 1 and 7/6, respec- 
tively. This completes the proof of Lemma 0.2. 
APPENDIX 1: ON UNIQUENESS OF WEAK SOLUTIONS OF THE (NLKG) 
In the proof of (2.9) we used a uniqueness result for the (NLKG) from 
Glassey and Tsusumi [16]: If p < 1+4n/(n+ l)(n-2), then weak 
solutions of the (NLKG) are uniquely determined by their initial data. For 
a more precise definition of weak solutions we refer to [16], and in par- 
ticular to Theorem 1 there. Below we will prove an extension of this uni- 
queness result to our situation, which allows us in force of our assumptions 
in Theorems 1 and 1’ to use that besides that data belong to Li x L, we 
also have (by Lemma 1.1 and its proof) that the solution u of (NLKG) 
belongs to L,(R; L;\;:) + L,(R; L:), and that the corresponding kernel 
KE L, n L,,. We have, for example, the following result: 
THEOREM. Under the assumptions above, assume that q is sufficiently 
large and that p < 1 + 4y,/(n - 2), where yn = 1 ifn 6 10 and yn = n/(n + 1) ij 
n > 10. Then the solution of the (NLKG) is uniquely determined by its initial 
data. 
Proof. For n > 10, and for p 6 1 + 4n/(n + 1 )(n - 2) this follows from 
Theorem 1 in [16]. Assuming that the proof of that result is known (and 
available) the only change necesssary is on p. 165 in the estimate of the 
right-hand side of (25). In our notation this means that we have to bound 
where r* = (n + 1)/2. We thus get the condition p < 1 + (2/(n + 1)) r(p’, s’), 
*where l/r(p’, s’) = l/p’ - s’/n). Straightforward computations give that 
r(p’,s’)=2n/(n-2(1+rc)), where K=S-(l+Q’(in the notation of (*)s 
and Theorem l), and so that 2r(p’, s’)/(n + 1) >p(p’, s’) - 1 with the 
choice of s of Theorem 1, provided p’, s’ satisfy (s)~ and n < 10. It is then 
enough that I[u[~~,,~~ EL, for some B > (n + 1)/2 in order that (21) should 
imply that the norm of tik is locally bounded in time. By assumption this 
certainly holds if q 2 (n + 1 )(p - 1)/2. This completes the modification of 
the proof of Theorem 1 in [16 J. As in that proof the above argument 
proves the theorem. 
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APPENDIX 2: ON WEIGHTED L, - L,.-ESTIMATES FOR 
THE KLEIN-GORDON EQUATION 
We will first define various weighted norms and spaces that we will use, 
and give some embedding theorems and provide some equivalent norms, 
mainly using the results of Liifstrom [21]. We will derive a weighted norm 
estimate for the solution of the Klein-Gordon equation closely following 
[17]. This will enable us to establish as a special case the results stated as 
estimate A in the Introduction. These read as follows: Let E,(t) be the 
solution operator of the Klein-Gordon equation 
a$-Au+m2u=0, u ltzo=o, a,24 Irzo=g. (KG) 
Then for 1 <p < 2, l/p + l/p’ = 1 and 6 = 4 - l/p’ and 0 < 0 < 1, we have, 
for@n+1+0)<1+s-s’, 
II&wgll~?,W2~) G K(r) w*wZ6 IlSllLp~)9 
where 
and where w(x) = (1 + Ix~‘)~‘, and w.,(x) = max(w(x), W(X) ~ l); p E: R. 
Let Cpi=(P(2-‘y),j>O, and ‘po= l-&Y1 ‘pj, where ~EC,“(R”), cp>O, 
andsuppcp~{y;$clyl<2}suchthat 
f (PC-‘y)=L y#O; 
j= -a 
Let in the rest of this section w(x) = (1 + IxI~)~‘~, p real, and define Lp( w) 
by the norm 
Ib!!llp= IlfllLp(W,> 
wherell.11, denotes the usual L,-norm. 
The Fourier transform of an L,-function is defined by 
5Fu( y) = ti( y) = j e2ni<x~y>~(~) dx. 
Then define B;~(w) as the closure in CF of the norm 
IMI+?) = ( 2 2js9 llw-‘(q3ja,ll:)‘:9. 
j=O 
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By Theorem 1 in Lofstrom [21], as in the case w = 1, an equivalent norm 
on B?(w) is given by 
where 
and where T,, denotes the translation operator. Here s > 0 and M and N 
are integers such that M + N > s > M 2 0. 
We also introduce the generalized Sobolev spaces L;(w) defined by 
1141 L;(w)= IIWF ~ ‘((1 + l~12Y W)ll,. 
Again, for integers k = s and for 1 <p < co, the space L,k( w) is the space of 
functions with derivatives of order at most k belonging to L,(w), and an 
equivalent norm on L;(w) is (cf. Lofstrom [21]) 
,m;k IIwJ”~)ll,- IldlL$v,. 
The following embedding result will be useful: 
LEMMA 1. Let 1 <p < 2, l/p’ + l/p = 1 and s > 0. Let w be as above. 
Then 
(i) L;(w) E Bi2(w), 
(ii) L;,(w)zB;?(w). 
Proof: See Lijfstrijm [21, the corollary to Theorem 31. 
The next lemma is an obvious consequence of the above definitions and 
elementary facts about Fourier multipliers (cf. Cl, 21) and the Stein-Weiss 
interpolation theorem (i.e., for weighted L,-spaces). 
LEMMA 2. Let a EL, and let w.+.(x) =max(w(x), w(x)-‘). Then 
0) if 
then 
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(ii) if 
Ml a, G Cl 
then 
(iii) if the assumptions of both (i) and (ii) hold then 
IIW2b~--(uu*)llp,dAC~-26C~S IIw2%llp, 
where 1 <p 6 2, l/p’ + l/p = 1 and 6 = l/p-f. 
The following asymptotic estimate is an obvious consequence of the 
estimate proved by Littman [20] and Domar [ 191, and those proved in 
[ 18, Lemma 3.1 and Theorem 3.21: 
Let 
f~(y)=P(Y)+cY%4, { real, E > 0, 
where 
for (some) r > 0, 4 < I yl < 2. 
Assume that p and $ are real P-functions in a neighbourhood of the sup- 
port of u E CF(t < I y( < 2). Assume also that the rank of the Hessian 
p” = (~?~p/c?y~c?yJ is at least n - 1 on the support of u, and that in addition 
the eigenvalues of p”(y) have constant multiplicities on the support of u. 
Then there is a constant M and for each A > 0, a constant C, such that 
<CA(l + t()-(“-1)‘2 (1 +&t[)p2 ,;, IIwll(l++&-A. 
We will apply this lemma in the following setting: Let p(y) = 271  yl and 
q(y) = Jm. Then 
2-‘q(2’z) =p(y) + &2@(2iZ), E = 2 - 2j, 
and 
so that 
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Let now v(y) = cp( y) 2jq(2 -‘y) E CF( t < 1 yl < 2), which then have 
derivatives bounded independently of j. Thus we obtain, with 
A = IA (I+ Ml, 
I j 
w,(x) exp( -2xi<x, y> + it&)) 4-Q) 4~) 4 
<p-l) \ I j w* exp( -2ni(2jx, y) + it2j(p(y) + ~2+(2jy))) 2jq{i-i, dy 
6 CA, 2j(-l)(l +2jt)-(+l)/Z (1 +2-it)-1/2 w*(x) 
2j 
( ) 
l+M’ 
w* x 24 + 1 
Then use the elementary estimate (compute the derivative!) 
sup 
w*(x) <Cw*(C’) 
x w*(ax)’ + M 
to conclude that, 0 6 8 < 1, 
sup w,(x) IF-‘(exp(iQ) q-'rp,Nx)l x 
Q @-l)(l +2it)-(-l)P (1 +yjt)-e/2 w*(t). 
If E,(t) is defined as in the Introduction, then 
(1) 
sin Q(y) A 
(Wld (Y) = q(y) g(Y). 
Let us estimate 
< Cw*(t) 2”“- I) I 2 1 . -j((n- ..)2~j((“-1)/2)t-((n-l1)/2 2’t, 1 - B)/2)t ~ (n- 1+8)/2 ..) 
. ..) 
2 ’t 1 -it d d 2 < 1, -it. 1 < 
(2) 
For j = 0 this estimate is obvious and for j > 0 it follows from (1). Since we 
also have 
sin tq 
II II 
- 'pi <C2-’ 
4 02 
(3) 
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we get by combining these two estimates and applying Lemma 2 that 
where (in all awful detail) 
1, 24 < 1, 
~~(~)dc2j(2”S-l+s’~s) I 2-i(+lP-O-~)6, 2 -4 < 1 < 23, 
2 ~ j(n - 1 - O)dt - (n - 1 + tJ)6 9 12 2 -9, 
and so, by a simple computation, 
SUP K,(t) 6 C 
tl+r+s’-2nS 
t-(“-l+O)“’ 
o<t<1, 
j20 , 1 <t, 
provided 
(n+1+8)6<1+s-s’. 
Hence, taking qth powers and noticing that we may replace g by 
gj=F-‘(((pi-, + cpi+ ~pi+~)g) on the right-hand side of (4), since 
‘pi gj = ‘pi & we obtain by summetion over j that 
IIWWl~~qw2~) G CK(t) w*W2’ Ilgll~qw2~~ 
provided 6(n + 1 + 0) < 1 + s - s’, and where 
K(t) < C 
tl+s--s’~2ns~t-((n-l---)d 
9 o<t<1, 
t - (n - 1 + 8)6 1 d t. 
This completes the proof of the estimate in the Introduction. 
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