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Abstract
In part I, I start developing the coordinate transformation for an observer
with constant acceleration in a flat background, which enables us to construct
the Rindler space-time and analyze its extended geometry. After that, I study
the relation between Fourier modes for the free scalar fields in Minkowski and
Rindler applying the Bogoliubov transformations. In part II, I study the phys-
ical perspective of the accelerated observer with respect to the Minkowski vac-
uum obtaining a Bose−Einstein distribution with temperature proportional
to the acceleration of the non-inertial frame. In part III, I apply Euclidean
methods in order to develop the essential tools for constructing, in detail, the
Thermofield−double state.
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1 Part I - Free scalar field in Minkowski and Rindler
1.1 Rindler space-time
1.1.1 Accelerated observer in Minkowski
Let xµ = (x0;x1) = (t;x) be the position of an accelerated system according to an
inertial reference frame, in 1+1 Minkowski with diagonal metric (−1; 1). Its velocity
is obtained taking the derivative with respect to the proper parameter τ
uµ = (u0;u1) =
(
dx0
dτ
;
dx1
dτ
)
(1)
Expressing (1) in terms of the velocity v and the Lorentz factor γ = (1− v2)− 12 , we
obtain
uµ = (γ; γv) (2)
uµuµ = −1 (3)
Taking the derivative of (3) we obtain that the acceleration aµ and velocity uµ are
orthogonal
aµuµ = 0 (4)
In what follows we will consider that the non-inertial system has a constant positive
acceleration g > 0. Thus, in the instantaneous co-moving inertial reference frame
v = 0 (5)
γ = 1 (6)
aµ = (0; g) (7)
Furthermore, due to the length invariance between the inertial and the co-moving
reference frame
aµaµ = a
0a0 + a
1a1 = g
2 (8)
The expressions (3), (4) and (8) give us the following system of equations
−(u0)2 + (u1)2 = −1 (9)
−a0u0 + a1u1 = 0 (10)
−(a0)2 + (a1)2 = g2 (11)
The above system gives us
a1 = ±gu0
a0 = ±gu1 (12)
Taking the derivative with respect to τ and using a0 = du0/dτ and a1 = du1/dτ , we
can solve the system, obtaining the following differential equations for u0 and u1
d2u0
dτ2
= g2u0
d2u1
dτ2
= g2u1
(13)
Using what we saw in (5), (6) and (7), we established the following initial conditions
uµ(τ = 0) = (1; 0) (14)
aµ(τ = 0) = (0; g) (15)
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we obtain
u0 = cosh(gτ) (16)
u1 = sinh(gτ) (17)
Integrating these expressions we arrive to
t(τ) =
1
g
sinh (gτ)
x(τ) =
1
g
cosh (gτ)
(18)
Functions t(τ) and x(τ) give us the trajectory of the observer located at the origin
of the accelerated system according to the inertial frame (t;x).
An important feature of (18) is that this transformations are defined only in a
specific region of Minkowski space-time, namely region I (Figure 1), which is one of
the four regions defined by the following inequalities
Region I : −x < t < x (19)
Region II : x < t ∩ −x < t (20)
Region III : t < x ∩ t < −x (21)
Region IV : x < t < −x (22)
Figure 1: Four regions in Minkowski
Figure 2: Trajectory of the accelerated ob-
server
Moreover, the transformations in (18) define the trajectory for a constant accelerated
observer in Minkowski space-time (Figure 2)
x =
√
t2 +
1
g2
(23)
t
x
= tanh (gτ) (24)
1.1.2 Rindler space-time (τ ; ξ)
Although the transformations in (18) only give us the trajectory of the accelerated
observer, we can use those in order to obtain a complete non-inertial perspective.
That is to say, we need a spatial coordinate ξ which, together with τ , enables us to
describe any physical phenomena in such system.
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Let us star expressing the hyperbolic transformations (18) in exponential terms
x =
egτ
g
+
e−gτ
g
2
(25)
t =
egτ
g
− e
−gτ
g
2
(26)
Using null coordinates (Appendix A) for (t;x)
v = t+ x (27)
u = t− x (28)
we obtain
v =
egτ
g
(29)
u = −e
−gτ
g
(30)
Extracting τ from (29) and (30) and adding these terms we obtain
τ =
1
g ln (vg) +
(
−1g ln (−ug)
)
2
(31)
Let us set ξ as the spatial coordinate in the accelerated system, which together with
τ defines the Rindler space-time. We have the following null coordinates
v = τ + ξ (32)
u = τ − ξ (33)
which give us
τ =
v + u
2
(34)
ξ =
v − u
2
(35)
From (31) and (34) we obtain
v =
1
g
egv (36)
u = −1
g
e−gu (37)
These relations between each null coordinate in Minkowski (t;x) and Rindler (τ ; ξ)
give us the following transformations
x =
egξ
g
cosh (gτ)
t =
egξ
g
sinh (gτ)
(38)
As before, these transformations are defined in region I (Figure 1) of Minkowski
space-time, with the following trajectories (Figure 3)
x =
√
t2 +
e2gξ
g2
(39)
t
x
= tanh (gτ) (40)
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Where the observer at rest (fixed ξ = ξ0) in Rindler describes a hyperbolic trajec-
tory (39) in Minkowski, and the killing horizons t = ±x are reached at τ → ±∞ or
ξ → −∞.
From (38) we obtain the line element of Rindler space-time
ds2 = e2gξ(−dτ2 + dξ2) (41)
Figure 3: Trajectories for constant values of ξ and constant foliations of τ
As we can see, the line element (41) is complete in the sense that we can perform
space-time measurements. In addition, the coordinates (τ ; ξ) have the following
ranges
−∞ < τ < +∞ (42)
−∞ < ξ < +∞ (43)
Furthermore, the line element (41) is independent of τ . Thus, ∂τ is a Killing vector
∂τ =
∂t
∂τ
∂t +
∂x
∂τ
∂x (44)
∂τ = g(x∂t + t∂x) (45)
This Killing generates temporal translations in the accelerated system while, boosts
in Minkowski. In addition, it can be expressed as a contravariant vector
kµ = (k0; k1) = (gx; gt) (46)
with length
kµkµ = −g2x2 + g2t2 = g2(t+ x)(t− x) (47)
Such that, according to (19), (20), (21) and (22) we obtain
Region I : kµkµ < 0 Time− like (48)
Region II : kµkµ > 0 Space− like (49)
Region III : kµkµ > 0 Space− like (50)
Region IV : kµkµ < 0 Time− like (51)
On x = ± t we have that kµkµ = 0. Thus, these straight lines are the Killing hori-
zons, which corresponds to τ → ±∞ or ξ → −∞.
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Furthermore, we can use this killing vector in order to determine in which direction
evolves the temporal variable τ . It will not only confirm what we already know from
(38), but an important subtlety in region IV. For that purpose we use the time basis
vector in Minkowski
∂t → tµ = (1; 0) (52)
which tells us that kµ goes in the same direction of t if kµtµ < 0 and, in the opposite
if kµtµ > 0. Clearly, in region I we have k
µtµ < 0, so, τ and t evolves in the same
direction, as can be seen from (38). On the other hand, in region IV, where x < 0,
we have
kµtµ = (gx; gt) · (−1; 0) = −gx > 0 (53)
So, in that region τ evolves in the opposite direction of t, the same feature observed
in the extended geometry of Schwarzschild. It suggest that region IV, at the light
of the equivalence principle, may be seen as the extended geometry of region I. We
will approach that characteristic in the next section.
1.1.3 Extended geometry
As we have seen in the previous sections, Rindler space-time is just a portion of
Minkowski, specifically the region I. In addition, we obtained that in region IV the
time parameter τ evolves in the opposite direction than that in Minkowski, thus,
one may think it contains a time-reverse copy of Rindler.
In order to obtain a complete point of view of the extended geometry we should
analyze the Rindler space-time in analogy with Kruskal-Szekeres coordinates and
then construct the Penrose-Carter diagram. This approach will be developed in an
alternative form of the Rindler metric, which is more relevant for studying the black
hole’s near horizon geometry and temperature.
Let us define
ρ =
egξ
g
(54)
ω = gτ (55)
Thus, we obtain the following map to Minkowski
x = ρ cosh (ω) (56)
t = ρ sinh (ω) (57)
The line element (41) will be
ds2 = −ρ2dω2 + dρ2 (58)
where
0 < ρ < +∞ (59)
−∞ < ω < +∞ (60)
As we can see, the line element (58) is singular at ρ = 0 because its determinant
vanishes at that point (this is why we have defined ρ > 0). So, the inverse metric
will be singular at ρ = 0. However, this is just a coordinate singularity, as can be
seen from (41).
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To deal with the coordinate singularity and obtain a better understanding of the
causal structure of Rindler space-time we need to introduce null coordinates. From
the null condition for geodesics
0 = −ρ2dω2 + dρ2 (61)
we obtain
ω = ± ln (ρ) (62)
These give us the following null coordinates
u = ω − ln (ρ) (63)
v = ω + ln (ρ) (64)
where
−∞ < u < +∞ (65)
−∞ < v < +∞ (66)
In terms of {u; v} the line element (58) is given by
ds2 = −ev−ududv (67)
In order to take the above metric to a conformal flat one, we will map the null
coordinates {u; v} to those defined in Minkowski
u¯ = t− x (68)
v¯ = t+ x (69)
through the transformations (56) and (57):
u¯ = −e−u (70)
v¯ = ev (71)
Where, the singularity at ρ = 0 (which makes ln (ρ) go to minus infinity faster than
ω in u and v) corresponds to
lim
ρ→0
u¯ = 0 (72)
lim
ρ→0
v¯ = 0 (73)
Therefore, these null coordinates have the following ranges
−∞ < u¯ < 0 (74)
0 < v¯ < +∞ (75)
Which expressed in terms of {t;x} give us |t| < x, which is the region I of Minkowski
space-time (Figure 4).
Furthermore, the line element in terms of {u¯; v¯} is given by
ds2 = −du¯dv¯ (76)
Where there is no longer any singularity ((72) and (73)). This remarkable feature
enables us to extend the geometry beyond u¯ = 0 and v¯ = 0 (See for example [1])
−∞ < u¯ < +∞ (77)
−∞ < v¯ < +∞ (78)
8
Figure 4: The shaded region in Minkowski corresponds to Rindler
Moreover, from (70) and (71) we can find the allowed region for Rindler space-time in
the extended geometry. As we have removed the singularity at ρ = 0, the permitted
range for ρ is
ρ ≥ 0 (79)
Thus
x2 − t2 = ρ2 ≥ 0 (80)
Which corresponds with the regions I and IV of Minkowski and the horizons at
t = ±x (Figure 5). Consequently, in region IV we have a time-reversed copy of the
original Rindler space-time, as we have deduced in the previous section. Further-
more, it is clear that in region IV the coordinate transformation is given by
x = −ρ cosh (ω) (81)
t = −ρ sinh (ω) (82)
Also, from (56) and (57) (the same for (81) and (82)) the line element (76) can be
written, in terms of {t;x} as
ds2 = −dt2 + dx2 (83)
Figure 5: Causal structure
Figure 6: Trajectories for constant values
of ρ and ω
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Therefore, Minkowski is the extended geometry of Rindler space-time. In conse-
quence, the causal structure of the maximal extension of Rindler space-time is given
by 45◦ light-cones, which after being introduce (Figure 5) give us that regions I and
IV are causally disconnected. In addition, we know that ω evolves in opposite direc-
tions in each region, which is the same feature observed in the extended geometry of
Schwarzschild due to Kruskal-Szekeres coordinates. Moreover, regions II and III are
the causal analogues of black and white holes, respectively, with horizons on x = ±t,
which corresponds to ω → ±∞ or ρ = 0 (Figure 6).
Furthermore, in this extended geometry the trajectories in (39) and (40) (Figure 6)
can be written as
x2 − t2 = ρ2 (84)
t
x
= tanh (ω) (85)
Which, in the proper accelerated system (ξ = 0), ρ = 1/g, recover the expression
(23) for region I.
We can summarize the whole Rindler space-time in a finite-range diagram, namely
Penrose-Carter. In order to do that, we should make finite the infinity applying the
following maps
u¯ = tan
u˜
2
(86)
v¯ = tan
v˜
2
(87)
Which, from the extended geometry ((77) and (78)) gives us the following ranges
for {u˜; v˜}
−pi < u˜ < pi (88)
−pi < v˜ < pi (89)
In these new coordinates the line element is given by
ds2 = −1
4
sec2
u˜
2
sec2
v˜
2
du˜2dv˜2 (90)
Due to the ranges of {u˜; v˜} ((88) and (89)), we identify the conformal factor
Ω =
1
2
sec
u˜
2
sec
v˜
2
> 0 (91)
Thus
ds2 = Ω2ds˜2 (92)
As both metrics are related by the conformal factor Ω, the metric with line element
ds2 has the same causal structure of that with ds˜2. So, defining {u˜; v˜} as null
coordinates
u˜ = T −X (93)
v˜ = T +X (94)
give us that the line element (58) is conformal to
ds˜2 = −dT 2 + dX2 (95)
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These results enable us to map the entire extended geometry of Rindler space-time in
a finite region of the TX-plane, delimited by (88) and (89) (Figure 7). In addition,
as the line element ds˜2 is flat, the causal structure is given by 45◦ light-cones.
Furthermore, from (70), (71), (86) and (87) we obtain
tan
(
T −X
2
)
tan
(
T +X
2
)
= −e2 ln(ρ) (96)
Figure 7: Region delimited by the
ranges of {u˜; v˜}
Figure 8: Penrose-Carter diagram of
Rindler space-time
Thus, ρ = 0 corresponds to T = ±X, which can be seen as horizons, since the Rindler
observer will reach these frontiers at ω → ±∞ and nothing can get out from region II
or get into region III. Moreover, the identification of the future H+ and past horizons
H− depend on the null rays, which travel in 45◦ straight lines in the TX-plane. It
means that, null rays travel from the past null infinity J − to the future horizon H+,
or from the past horizon H− to the future null infinity J +. Furthermore, time-like
geodesics (massive particles) travel from the past time-like infinity i− to the future
time-like infinity i+, since, as I mentioned before, these geodesics reach the horizons
at ω → ±∞, and are not able to arrive to J − or J +, because they are not massless.
Also, we have that ρ → ∞ corresponds to (T ;X) = (0;±pi), namely the space-like
infinity io. All the analysis above mentioned give us the Penrose-Carter diagram
(Figure 8).
1.2 Free scalar field and the Bogoliubov transformations
1.2.1 Scalar field and conformal transformation
The action for the real massive scalar field in 1 + 1 background with metric gµν is
given by
I =
∫
dtdx
√−gL =
∫
dtdx
√−g
(
−1
2
gµν∇µφ∇νφ− 1
2
m2φ2
)
(97)
The equation of motion obtained by the variation with respect to the field φ is known
as Klein-Gordon
(−m2)φ = 0 (98)
The conformal transformation of the metric
g˜µν = Ω
2gµν → g˜µν = Ω−2gµν (99)√
−g˜ = Ω2√−g (100)
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with m = 0 give us an invariant action under conformal transformation12, i.e., a
CFT [2]
I˜ = −1
2
∫
dtdx
√
−g˜g˜µν∇µφ∇νφ = −1
2
∫
dtdxΩ2
√−gΩ−2gµν∇µφ∇νφ = I (101)
From Part 1.1 we know that the Rindler metric is conformal to that in Minkowski
ds2 = e2gξ(−dτ2 + dξ2) (102)
Therefore, in Minkowski (t;x) and Rindler (τ ; ξ) we will obtain the same equation
of motion
φ(t;x) = φ(τ ; ξ) = 0 (103)
1.2.2 Fourier modes and inner product
After applied the Second Quantization, the field operator3 φ(xµ) (where xµ = (t;x)
or xµ = (τ ; ξ)) expressed in Fourier modes is given by
φ(xµ) =
∫ ∞
−∞
dk√
4piωk
(a(k)eik
µxµ + a†(k)e−ik
µxµ) (104)
Where k0 = ωk =
√
k2 +m2, and kµ = (k0; k).
The creation a†(k) and annihilation a(k) operators satisfy the following commutation
rules [
a(k); a†(k′)
]
= δ(k − k′) (105)[
a(k); a(k′)
]
=
[
a†(k); a†(k′)
]
= 0 (106)
In addition, it is well known that at quantum level we obtain the same equation of
motion (103).
Splitting the expression (104) for k > 0 and k < 0, we obtain
φ(xµ) =
∫ ∞
0
dk√
4piωk
(a(k)eik
µxµ + a†(k)e−ik
µxµ)
+
∫ 0
−∞
dk√
4piωk
(a(k)eik
µxµ + a†(k)e−ik
µxµ) (107)
Changing k → −k in the second integral enables us to express the field operator in
the following way
φ(xµ) =
∫ ∞
0
dk√
4piωk
(a(k)ei(−ωkt+kx) + a†(k)e−i(−ωkt+kx)
+ b(k)ei(−ωkt−kx) + b†(k)e−i(−ωkt−kx)) (108)
where b(k) = a(−k).
1On 1 + 1, the conformal weight of the real massless scalar field is zero, 4 = 0 . Thus, φ˜ =
Ω4φ = φ, while g˜µν = Ω2gµν (Appendix D of [1])
2It is also important to mention that the energy-momentum tensor of the real massless scalar
field on 1+1 is traceless. Consequently, this theory is scale invariant (Appendix D of [1])
3For the sake of simplicity we are not using hats on the operators: φˆ = φ and aˆ(k) = a(k).
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Due to the conformal invariance, the field operator in Minkowski and Rindler (re-
gions I and IV)4 can be expressed as
φ(t, x) =
∫ ∞
0
dω(a(ω)fω + a
†(ω)f∗ω + b(ω)gω + b
†(ω)g∗ω) (109)
φ(τ, ξ) =
∫ ∞
0
dω(c(ω)hω + c
†(ω)h∗ω + d(ω)jω + d
†(ω)j∗ω) (110)
where we have used the fact that for m = 0 we have ωk = k = ω > 0.
In both fields the creation and annihilation operators{
aω, a
†
ω, bω, b
†
ω, cω, c
†
ω, dω, d
†
ω
}
(111)
satisfy the commutation rules (105) y (106).
The Fourier modes in (109) and (110) are given by
fω =
e−iω(t−x)√
4piω
(112)
gω =
e−iω(t+x)√
4piω
(113)
hω =
e−iω(τ−ξ)√
4piω
(114)
jω =
e−iω(τ+ξ)√
4piω
(115)
The fω modes are identified as right modes, while gω, as left modes (the same for
hω and jω, respectively). In addition, each of them represent a complete basis for
the field operator.
The Klein-Gordon inner product in Minkowski space-time is defined as
〈hω, hω′〉 := −i
∫
dΣµ
√−ggµν [hω(∂νh∗ω′)− (∂νhω)h∗ω′ ] (116)
Where dσµ is a Cauchy surface with unit normal vector nµ. So, we obtain the
following results
〈fω, fω′〉 = δ(ω−ω′) (117)
〈f∗ω, f∗ω′〉 = −δ(ω−ω′) (118)
〈f∗ω, fω′〉 = 0 (119)
〈gω, gω′〉 = δ(ω−ω′) (120)
〈g∗ω, g∗ω′〉 = −δ(ω−ω′) (121)
〈g∗ω, gω′〉 = 〈gω, g∗ω′〉 = 0 (122)
As we can check, the right and left modes are decoupled
〈fω, gω′〉 = 〈fω, g∗ω′〉 = 0 (123)
Furthermore, the complex conjugate of the inner product (116) satisfies the following
property
〈kω, pω′〉∗ = −〈k∗ω, p∗ω′〉 = 〈pω′ , kω〉 (124)
4In both regions we have the same line element conformal to Minkowski. Thus, in each of them
there is a field operator according to (110).
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1.2.3 Bogoliubov transformation
Let us define the null coordinates {u¯, v¯;u, v} in Minkowski (t, x) and Rindler (τ, ξ)
u¯ = t− x (125)
v¯ = t+ x (126)
u = τ − ξ (127)
v = τ + ξ (128)
The general coordinate transformation
∂µ′ =
∂xν
∂xµ′
∂ν (129)
gives us the equations of motion (103) in null coordinates. The partial derivatives
of Minkowski coordinates (the same procedure for Rindler) will be
∂t =
∂u¯
∂t
∂u¯ +
∂v¯
∂t
∂v¯ = ∂u¯ + ∂v¯ (130)
∂x =
∂u¯
∂x
∂u¯ +
∂v¯
∂x
∂v¯ = −∂u¯ + ∂v¯ (131)
In consequence, we obtain the following equations of motion
∂u¯∂v¯φ = 0 (132)
∂u∂vφ = 0 (133)
for the scalar field in Rindler and Minkowski null coordinates, respectively.
Evidently, by virtue of (132) and (133) each solution is of the form
φ(u¯, v¯) = φ(u¯) + φ(v¯) (134)
φ(u, v) = φ(u) + φ(v) (135)
It means that φ(u¯) and φ(v¯) are decoupled, which is in agreement to what we have
obtained in (123). To clarify this situation, let us write the decoupled Fourier modes,
(112) and (113), in null coordinates
fω =
e−i ω u¯√
4pi ω
(136)
gω =
e−i ω v¯√
4pi ω
(137)
Expanding φ(u¯) and φ(v¯) in those basis
φ(u¯) =
∫ ∞
0
dω(a(ω)fω + a
†(ω)f∗ω) (138)
φ(v¯) =
∫ ∞
0
dω(b(ω)gω + b
†(ω)g∗ω) (139)
Adding the above expressions we obtain (134), which, as expected, is equal to (109).
The same procedure is applied to Rindler modes (114) and (115)
hω =
e−i ω u√
4pi ω
(140)
jω =
e−i ω v√
4pi ω
(141)
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From (135) we obtain the decoupled fields
φ(u) =
∫ ∞
0
dω(c(ω)hω + c
†(ω)h∗ω) (142)
φ(v) =
∫ ∞
0
dω(d(ω)jω + d
†(ω)j∗ω) (143)
As before, the sum of them reproduce (110).
Equating the right modes in Minkowski and Rindler5 {φ(u¯), φ(u)} (the same analysis
for {φ(v¯), φ(v)})∫ ∞
0
dω(a(ω)fω + a
†(ω)f∗ω) =
∫ ∞
0
dω′(c(ω′)hω′ + c†(ω′)h∗ω′) (144)
we see that right modes in Rindler can be expressed in terms of those in Minkowski
due to the Bogoliubov transformation [3][4]
hω′ =
∫ ∞
0
dΩ(αω′ ΩfΩ + βω′ Ωf
∗
Ω) (145)
The coefficients αω′Ω and βω′Ω will be obtained by the Klein-Gordon inner product
〈hω′ , fω〉 =
∫ ∞
0
dΩ(αω′ Ω〈fΩ, fω〉+ βω′ Ω〈f∗Ω, fω〉) =
∫ ∞
0
dΩαω′ Ωδ(Ω− ω) (146)
In consequence
〈hω′ , fω〉 = αω′ ω (147)
〈hω′ , f∗ω〉 = −βω′ ω (148)
Applying the property (124) we obtain
〈fω, hω′〉 = α∗ω′ ω (149)
〈fω, h∗ω′〉 = βω′ ω (150)
Thus, we obtain the right mode in Minkowski in terms of that in Rindler
fω =
∫ ∞
0
dΩ(α∗ΩωhΩ − βΩωh∗Ω) (151)
This procedure can be applied for the creation and annihilation operators. Using
(151) in (144)∫ ∞
0
dω(a(ω)fω + a
†(ω)f∗ω) =
∫ ∞
0
dω a(ω)
∫ ∞
0
dΩ(α∗ΩωhΩ − βΩωh∗Ω)
+
∫ ∞
0
dω a†(ω)
∫ ∞
0
dΩ(αΩωh
∗
Ω − β∗ΩωhΩ)
Rearranging and comparing term by term with the right hand side of (144)∫ ∞
0
dΩ
∫ ∞
0
dω(α∗Ωωa(ω)− β∗Ωωa†(ω))hΩ
+
∫ ∞
0
dΩ
∫ ∞
0
dω(αΩωa
†(ω)− βΩωa(ω))h∗Ω =
∫ ∞
0
dΩ(c(Ω)hΩ + c
†(Ω)h∗Ω)
5The left and right modes in Minkowski, gω and fω, are defined in the total Hilbert space, which
is the direct product of the Hilbert spaces in the regions I (Left) and IV (Right)
H = HL ⊗HR
.
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We obtain the annihilation operator in Rindler in terms of the annihilation and
creation operators in Minkowski
c(Ω) =
∫ ∞
0
dω(α∗Ωωa(ω)− β∗Ωωa†(ω)) (152)
Similarly, using (145) in (144), we obtain the analogous result
a(ω) =
∫ ∞
0
dΩ(αΩωc(Ω) + β
∗
Ωωc
†(Ω)) (153)
Finally, using (151) in (145)
hω′ =
∫ ∞
0
dΩαω′ Ω
∫ ∞
0
dω(α∗ωΩhω−βωΩh∗ω)+
∫ ∞
0
dΩβω′ Ω
∫ ∞
0
dω(αωΩh
∗
ω−β∗ωΩhω)
we obtain the following properties for the Bogoliubov coefficients∫ ∞
0
dΩ(αω′ Ωα
∗
ωΩ − βω′ Ωβ∗ωΩ) = δ(ω−ω′) (154)
αω′ ΩβωΩ = βω′ ΩαωΩ (155)
2 Part II - The Unruh effect
At this juncture it is important to understand the physical implications of expressing
the field in the accelerated frame (τ ; ξ). So, let us compute the number of particles
at energy ω for right modes in the right wedge6 (region I) of the Rindler space-time
with respect to the Minkowski vacuum
〈0M |NR(ω)|0M 〉 = 〈0M |c†(ω)c(ω)|0M 〉 (156)
Using (152) in the above expression
〈0M |NR(ω)|0M 〉 = 〈0M |
∫ ∞
0
dΩ′(αωΩ′a
†(Ω′)− βωΩ′a(Ω′))∫ ∞
0
dΩ(α∗ωΩa(Ω)− β∗ωΩa†(Ω)) |0M 〉 (157)
Applying the action of the creation and annihilation operators in Minkowski over
the vacuum state |0M 〉
a†(Ω) |0M 〉 = |1M (Ω)〉 (158)
a(Ω) |0M 〉 = 0 (159)
we obtain the following expression
〈0M |NR(ω)|0M 〉 =
∫ ∞
0
dΩ |βΩω|2 (160)
Where the integration is given over the whole spectrum of energy (frequencies) Ω
for the scalar field in Minkowski: a = a(Ω) in (157). Thus, it is expected to obtain
a divergence.
6The same procedure is applied to the left wedge (region IV), and left modes.
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On the other hand, if we made the computation in (156) using the number operator
with energy ω (for the right modes) in Minkowski, NM (ω), instead of NR(ω), we
obtain
〈0M |NM (ω)|0M 〉 = 〈0M |a†(ω)a(ω)|0M 〉 = 0 (161)
As we see, the difference between (160) and (161) is due to the factor βΩω, which
is the responsible for combining modes of positive fΩ and negative f
∗
Ω norm (145).
Thus, when βΩω = 0 the Rindler modes
{
h′ω;h∗ω′
}
with positive and negative norm
are expressed as the superposition of their analogues in Minkowski
hω′ =
∫ ∞
0
dΩ(αω′ ΩfΩ) (162)
h∗ω′ =
∫ ∞
0
dΩ(α∗ω′ Ωf
∗
Ω) (163)
So, it is important to know the value of βΩω, and its physical implication. In order
to clarify this situation let us use the expression in (144) and the explicit form of fω
and hω′ given in (136) and (140)∫ ∞
0
dω
[
a(ω)
e−i ω u¯√
4pi ω
+ a†(ω)
ei ω u¯√
4pi ω
]
=
∫ ∞
0
dω′
[
c(ω′)
e−i ω′ u√
4pi ω′
+ c†(ω′)
ei ω
′ u
√
4pi ω′
]
(164)
From the coordinate transformation between Minkowski and Rindler (37) we know
that
u¯(u) = −e
−ug
g
(165)
Then, both sides of the expression (164) are functions of u. In that sense, we can
apply the Fourier transformation in order to get them in terms of the energy Ω∫ ∞
−∞
du√
2pi
eiΩu
∫ ∞
0
dω
[
a(ω)
e−i ω u¯√
4pi ω
+ a†(ω)
ei ω u¯√
4pi ω
]
=∫ ∞
−∞
du√
2pi
eiΩu
∫ ∞
0
dω′
[
c(ω′)
e−i ω′ u√
4pi ω′
+ c†(ω′)
ei ω
′ u
√
4pi ω′
]
(166)
Rearranging the right hand side of the above expression∫ ∞
0
dω′√
2ω′
[
c(ω′)
∫ ∞
−∞
du
2pi
eiu(Ω−ω
′) + c†(ω′)
∫ ∞
−∞
du
2pi
eiu(Ω+ω
′)
]
(167)
and using the definition of the Dirac delta function
δ(Ω− ω′) =
∫ ∞
−∞
du
2pi
eiu(Ω−ω
′) (168)
from (166) we obtain
c(Ω) =
∫ ∞
0
dω
[(∫ ∞
−∞
du
2pi
√
Ω
ω
ei(Ωu−ω u¯)
)
a(ω) +
(∫ ∞
−∞
du
2pi
√
Ω
ω
ei(Ωu+ω u¯)
)
a†(ω)
]
(169)
Comparing term by term with (152)
c(Ω) =
∫ ∞
0
dω(α∗Ωωa(ω)− β∗Ωωa†(ω)) (170)
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we obtain the following expressions for the Bogoliubov coefficients:
α∗Ωω =
√
Ω
ω
∫ ∞
−∞
du
2pi
ei(Ωu−ω u¯) (171)
β∗Ωω = −
√
Ω
ω
∫ ∞
−∞
du
2pi
ei(Ωu+ω u¯) (172)
Solving the integrals∫ ∞
−∞
du
2pi
ei(Ωu−ω u¯) =
e
Ωpi
2g
2pig
( g
ω
)− iΩ
g
Γ
(
− iΩ
g
)
(173)
∫ ∞
−∞
du
2pi
ei(Ωu−ω u¯) =
e
−Ωpi
2g
2pig
( g
ω
)− iΩ
g
Γ
(
− iΩ
g
)
(174)
From (171)-(174)
α∗Ωω = −e
Ωpi
g β∗Ωω (175)
Using (175) in the property (154) of the Bogoliubov coefficients
δ(Ω−Ω′) =
∫ ∞
0
dω (αΩ′ ωα
∗
Ωω − βΩ′ ωβ∗Ωω) (176)
=
∫ ∞
0
dω
(
e
(Ω′ + Ω)pi
g βΩ′ ωβ
∗
Ωω − βΩ′ ωβ∗Ωω
)
(177)
we arrive to
1
e
(Ω′ + Ω)pi
g − 1
δ(Ω−Ω′) =
∫ ∞
0
dω βΩ′ ωβ
∗
Ωω (178)
Making Ω′ = Ω we obtain a divergent integral, as we mentioned in (160). This result
is due to the integration over the whole spectrum of energy ω for the scalar field in
Minkowski: a = a(ω) in (170). In addition, it is important to mention that the left
hand side of (178) looks exactly as a density for an specific value of Ω. From (160)
we obtain
〈0M |NR(Ω)|0M 〉 = 1
e
2piΩ
g − 1
δ(0) =
∫ ∞
0
dω |βΩω|2 (179)
Clearly, the quantity next to δ(0) is the particle number density nR(Ω) for right
modes in the right wedge of Rindler space-time with respect to the vacuum state in
Minkowski
nR(Ω) =
1
e
2piΩ
g − 1
(180)
Therefore, the accelerated observer sees the Minkowski vacuum as a Bose-Einstein
distribution for massless particles with spin 0 (scalar field) at energy E = Ω and
temperature proportional to its acceleration
nR(E = Ω) =
1
e
2piΩ
g − 1
=
1
e
E
T − 1
(181)
T =
g
2pi
(182)
This is the Unruh Effect, named after the Canadian physicist William G. Unruh [5].
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3 Part III - Euclidean approach and the Thermofield-
double state
3.1 Euclidean path integral
The transition amplitude due to the time evolution operator e−iHt is given by
〈φ(xf ; tf = t)|φ(x0; t0 = 0)〉 = 〈φf |e−iHt|φ0〉 (183)
As we know, it is also expressed through the Feynman Path Integral (See for example
[6])
〈φf |e−iHt|φ0〉 =
∫ φ(t)=φf
φ(t=0)=φ0
DφeiI (184)
Where the integration limits correspond to the initial and final states and I is the
theory action: I =
∫
dtdxL .
Let us define the initial and final states over the spatial foliations t0 = 0 and tf = t,
with topology Σ = S1. then, when we evolve in time the initial state, the space-time
topology will be a cylinder
R1t ⊗ Σ = R1t ⊗ S1 (185)
Thus, the amplitude (184) can be represented as follows
〈φf |e−iHt|φ0〉 <> (186)
On the other hand, the path integral is also developed in Euclidean signature. In
order to do that we apply the Wick rotation
tE = it (187)
Thus, the propagation of the initial state is through the Euclidean time
〈φf |e−HtE |φ0〉 (188)
Applying (187) in iI, for the real scalar field φ, we obtain
iI = i
∫
dtdx
[
1
2
(
∂φ
∂t
)2
− 1
2
(∇φ)2 − 1
2
m2φ2
]
= −
∫
dtEdx
[
1
2
(
∂φ
∂tE
)2
+
1
2
(∇φ)2 + 1
2
m2φ2
]
(189)
The Euclidean action is defined as
IE :=
∫
dtEdx
[
1
2
(
∂φ
∂tE
)2
+
1
2
(∇φ)2 + 1
2
m2φ2
]
(190)
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We note
iI = −IE = −HtE (191)
where
H =
∫
dx
[
1
2
(
∂φ
∂tE
)2
+
1
2
(∇φ)2 + 1
2
m2φ2
]
(192)
tE =
∫
dtE (193)
Such that, when we perform the Wick rotation (187) in the amplitude (184) we
obtain
〈φf |e−HtE |φ0〉 =
∫ φ(tE)=φf
φ(tE=0)=φ0
Dφe−IE (194)
In the same way, we can define the state |φ〉 with topology Σ = S1 over the foliations
tE = 0 y tE
R1tE ⊗ Σ = R1tE ⊗ S1 (195)
Thus, the amplitude (194) can be represented as follows
〈φf |e−HtE |φ0〉 <> (196)
On the other hand, when |ψ〉 is propagated from tE = −T to tE = t = 0
|ψ(t = 0)〉 = e−HT |ψ(tE = −T )〉 (197)
the Euclidean path integral will not have a defined upper limit
|ψ(t = 0)〉 = e−HT |ψ(tE = −T )〉 =
∫ ψ(tE=0)
ψ(tE=−T )=ψ
Dψe−IE (198)
Furthermore, if the foliation at tE = 0 has the topology Σ, the state (197) will be
represented as follows
|ψ(t = 0)〉 = e−HT |ψ(tE = −T )〉 <> (199)
Therefore, when we do not specify the upper limit, the sate |ψ(t = 0)〉 is defined
over the foliation with topology Σ.
20
Evidently, the Euclidean path integral prepares the state |ψ〉 (197) (from tE = −T
to t = tE = 0) to its evolution in the Lorentzian time t (Minkowski), starting at
t = tE = 0. Hence, the state |ψ(t)〉 will be obtained making the propagation in two
stages
|ψ(t)〉 = e−iHt[e−HT |ψ(tE = −T )〉] (200)
Represented by
|ψ(t)〉 = e−iHt[e−HT |ψ(tE = −T )〉] <> (201)
3.2 Vacuum state
In order to obtain the vacuum (ground) state of the theory |0〉, we propagate the
state |φ〉 from tE = −T to tE = t = 0
|φ(tE = 0)〉 = e−HT |φ(tE = −T )〉 (202)
Expressing |φ(tE = −T )〉 in the eigenstates of the Hamiltonian H
|φ(tE = −T )〉 =
∑
n
|n〉 〈n|φ(tE = −T )〉 =
∑
n
φn(tE = −T ) |n〉 (203)
From (203) in (202) we obtain
|φ(tE = 0)〉 =
∑
n
e−HTφn(tE = −T ) |n〉 (204)
=
∑
n
e−EnTφn(tE = −T ) |n〉 (205)
Taking the limit T →∞ (tE → −∞)
lim
tE→−∞
|φ(tE = 0)〉 = lim
T→∞
∑
n
e−EnTφn(tE = −T ) |n〉 (206)
In the negative exponential the eigenvalue En > 0 increases with n. So, for a big
enough T the only term that will contribute in the sum will be the ground state
lim
tE→−∞
|φ(tE = 0)〉 ≈ e−E0Tφ0(tE = −T ) |0〉 (207)
In addition, from
|φ(tE = 0)〉 = e−HT |φ(tE = −T )〉 (208)∑
n
φn(tE = 0) |n〉 =
∑
n
e−EnTφn(tE = −T ) |n〉 (209)
for n = 0
φ0(tE = 0) |0〉 = e−E0Tφ0(tE = −T ) |0〉 (210)
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So, in (207), from the left hand side of the above expression we obtain
lim
tE→−∞
|φ(tE = 0)〉 ≈ φ0(tE = 0) |0〉 (211)
Then
|0〉 ∝ lim
tE→−∞
|φ(tE = 0)〉 (212)
∝ lim
T→∞
e−HT |φ(tE = −T )〉 (213)
Clearly, |0〉 will be defined at tE = t = 0
|0(t = 0)〉 ∝
∫ φ(tE=0)
φ(tE→−∞)=0
Dφe−IE (214)
Where, in the lower limit we have used (212), such that
φ(tE → −∞) = 0 (215)
3.3 Partition function
The partition function Z(β) is defined as
Z(β) =
∑
n
e−βEn =
∑
n
〈φn|e−βH |φn〉 (216)
Where β is the inverse of temperature: β = T−1.
We note that the initial and final state are the same. Thus, evidently the states |φn〉
have a periodicity of β
tE ∼ tE + β → |φn(tE)〉 = |φn(tE + β)〉 (217)
It is easy to show that the partition function Z(β) in terms of the Euclidean path
integral will be
Z(β) =
∑
n
〈φn|e−βH |φn〉 =
∮
φn
Dφe−IE (218)
Where
β =
∮
dtE (219)
Finally, it can be represented as follows
Z(β) =
∑
n
〈φn|e−βH |φn〉 <> (220)
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3.4 Conical singularity and the associated temperature
Applying the Wick rotation to the Rindler metric
ds2E = e
2gξ(dτ2E + dξ
2) (221)
Making the change of variables (54) and (55), in Euclidean signature, we obtain the
line element of the polar plane (θ; ρ)
ds2E = ρ
2dθ2 + dρ2 (222)
In order to avoid the conical singularity at the origin of the polar plane, we impose
the following periodicity in θ
θ ∼ θ + 2pi (223)
Such condition makes clear the periodicity in τE
τE ∼ τE + 2pi
g
(224)
Which is precisely β (inverse of temperature), as mentioned section 3.3. So, this
geometrical condition gives us the temperature associated with the Bose-Einstein
distribution
T = β−1 =
g
2pi
(225)
3.5 Thermofield-double State
3.5.1 Minkowski as a tensor product of Rindler wedges
As we know
H = HL ⊗HR (226)
Therefore, the eigenstates of the field operator and Hamiltonian in Minkowski may
be written in terms of those in the left and right wedge of Rindler
|φM 〉 = |φR〉 ⊗ [Θ |φL〉] (227)
|n〉 ∝ |nR〉 ⊗ [Θ |nL〉] (228)
Where, Θ is the anti-unitary CPT operator (Appendix D), applied over the left
eigenstate in order to make both to have the same parity and time direction
• C : Does not make any change, because we are dealing with a real scalar field.
• P : Due to the transformations (56), (57), (81) and (82), the action of this
operator places the left and right wedges in spatial agreement with respect to
the x coordinate in Minkowski.
• T : As we have shown, time evolves in the opposite direction of Minkowski in
the left wedge.
Thus, the amplitude
〈φM |0M (t = 0)〉 (229)
will be written in terms of the tensor products (227) and (228).
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3.5.2 Euclidean section and polar coordinates
The Rindler metric in Euclidean signature may be written as the line element of the
polar plane (θ; ρ)
ds2E = dρ
2 + ρ2dθ2 (230)
Then, the coordinate transformation between Minkowski and Rindler, both in Eu-
clidean signature, will be just the simple change
tE = ρ sin (θ) (231)
x = ρ cos (θ) (232)
where we have omitted the signs ± due to the Lorentzian transformations (56), (57),
(81) and (82) for the left and right wedges, because in the Euclidean signature the
transformations (231)-(232) are defined in the whole Euclidean plane (tE ;x).
In addition, the Killing vector associated to the line element (230) is the generator
of rotations in the Euclidean plane (tE ;x)
∂θ = x∂tE − tE∂x (233)
Let us define the Killing vector associated to ∂θ as
kµ = (x;−tE) (234)
Computing the product with the temporal unit vector tµ = (1; 0), we obtain
kµtµ = (x;−tE) · (1; 0) = x (235)
Obviously, we took in consideration the Euclidean geometry (xµ = xµ).
From (235) we can see that for x < 0, the temporal component of the Killing associ-
ated with θ is in the opposite direction of the temporal basis vector which goes in the
positive direction of tE . So, it means that the rotation is due in the counterclockwise
direction.
Thus, in polar coordinates (Euclidean Rindler) the Hamiltonian H → Hθ = HR
generates counterclockwise rotations in the Euclidean Plane (tE ;x).
Hθ = HR (236)
3.5.3 Transition amplitude
The transition amplitude between the eigenstate of the field operator φM and the
vacuum state |0〉, both in Minkowski, at t = 0, is given by
〈φM |0M (t = 0)〉 ∝ lim
T→∞
〈φM | e−HT |φ(tE = −T )〉 (237)
∝
∫ φ(tE=0)=φM
φ(tE→−∞)=0
Dφe−IE (238)
In polar coordinates the Hamiltonian H → Hθ = HR generates rotations in the
Euclidean plane (tE ;x), such that the limits of integration tE = −∞ and tE = 0
correspond to θ = −pi and θ = 0, respectively. Thus
φ(θ = −pi) = φL (239)
φ(θ = 0) = φR (240)
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Therefore, the Hamiltonian HR propagates the state |φL〉 to |φR〉, at tE = t = 0, by
a pi counterclockwise rotation (Figure 9). Thus
〈φM |0M (t = 0)〉 ∝
∫ φ(θ=0)=φD
φ(θ=−pi)=φI
Dφe−IE (241)
∝ 〈φR| e−piHR |φL〉 (242)
As we mentioned in the section 3.1, the Euclidean path integral prepares the sate
to its evolution in Lorentzian time starting at tE = t = 0. So, this implies that the
vacuum state is prepared in the Euclidean section represented by the lower half part
of the plane in Figure 9.
Figure 9: Counterclockwise propagation of Rindler eigenstates
In addition, from what we explained above we know that∣∣φ′R〉 = e−piHR |φL〉 (243)
Inserting the identity operator, in terms of the Hamiltonian’s eigenstates in the right
and left wedges, in both sides of (243)∑
n
|nR〉
〈
nR
∣∣φ′R〉 = ∑
n
e−piH
R |nL〉 〈nL|φL〉 (244)∑
n
φ
′R
n |nR〉 =
∑
n
e−piH
R
φIn |nL〉 (245)
Applying (239) and (240) in (245) we obtain∑
n
φ′n(θ = 0) |nR〉 =
∑
n
e−piEnφn(θ = −pi) |nL〉 (246)
So, we have the following correspondences
|nL〉 → |nR〉 (247)
e−piEnφn(θ = −pi) → φ′n(θ = 0) (248)
3.5.4 Thermofield-double State
Inserting the identity operator, in terms of the Hamiltonian eigenstate in the left
wedge, in (242)
〈φM |0M (t = 0)〉 ∝ 〈φR| e−piHR |φL〉 (249)
∝ 〈φR| e−piHR
∑
n
|nL〉 〈nL|φL〉 (250)
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Applying (247) and the property (329) (Appendix D)
〈φM |0M (t = 0)〉 ∝
∑
n
e−piEn 〈φR|nR〉
[
〈φL|Θ†
]
[Θ |nL〉] (251)
From (227) and (228), we obtain
〈φM |0M (t = 0)〉 ∝ 〈φR| ⊗
(
〈φL|Θ†
)[∑
n
e−piEn |nR〉 ⊗ (Θ |nL〉)
]
(252)
Thus
|0M (t = 0)〉 ∝
∑
n
e−piEn |nR〉 ⊗ (Θ |nL〉) (253)
From the normalization 〈0|0〉=1 we obtain
|0M (t = 0)〉 =
∑
n
e−
β
2
En√
Z(β)
|nR〉 ⊗ [Θ |nL〉] (254)
Where β = 2pi.
The vacuum state (254) is called Thermofield-double state TFD (See for example
[7][8][9])
|0M (t = 0)〉 = |TFD〉 (255)
The density matrix (Appendix C) for the pure vacuum state of the field theory in
Minkowski, which is the Thermofield-double state, is given by
ρM = |0M 〉 〈0M | (256)
= |TFD〉 〈TFD| (257)
Thus
ρM =
∑
m
∑
m′
e−
β
2
(Em+Em′ )
Z(β)
|mR,mL〉
〈
m′R,m
′
L
∣∣ (258)
Where
|mR,mL〉 = |mR〉 ⊗ [Θ |mL〉] (259)〈
m′R,m
′
L
∣∣ = 〈m′R∣∣⊗ [〈m′L∣∣Θ†] (260)
The reduce density matrix for the right wedge is obtained taking the partial trace of
the contribution coming from the left wedge over the density matrix for the vacuum
state in Minkowski (256)
ρR = trL [ρM ] (261)
Thus
ρR =
∑
n
(
〈nL|Θ†
)[∑
m
∑
m′
e−
β
2
(Em+Em′ )
Z(β)
|mR,mL〉
〈
m′R,m
′
L
∣∣](Θ |nL〉) (262)
In that sense, ρR is given by
ρR =
∑
n
e−βEn
Z(β)
|nR〉 〈nR| (263)
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The expected value for the number of particles in the right wedge is given by
〈NR〉 = tr [NRρR] = 1
Z(β)
∑
n
〈nR|NR e−
2pi
g
HR |nR〉 (264)
Knowing that
HR |nR〉 = En |nR〉 = nΩ |nR〉 (265)
NR |nR〉 = n |nR〉 (266)
we have
〈ND〉 =
∑
n
ne
− 2pi
g
nΩ
∑
n
e
− 2pi
g
nΩ
(267)
Summing from n = 0 to n =∞, we obtain
〈NR〉 = 1
e
2piΩ
g − 1
(268)
Which corresponds to what we obtained in (180).
In addition, we note that ρR, elaborated from the pure states |nD〉, describes a
mixed state (the same for ρL). In consequence, the vacuum state in Minkowski
(Thermofield-double state) |0M (t = 0)〉 = |TFD〉 (254) is an entangled state of the
Hamiltonian eigenstates {|nR〉 , |nL〉}.
Also, the temperature associated to the right wedge due to (263) is
T = β−1 =
1
2pi
(269)
Where, as we know, this corresponds to the conical defect at the origin of the polar
plane (θ; ρ)
θ ∼ θ + 2pi → T = 1
2pi
(270)
Finally, the temperature perceived by the accelerated observer in Rindler is obtained
from the relation between τE y θ (55). Thus
T =
g
2pi
(271)
Which corresponds to what we obtained in (182).
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4 Conclusions
Although the Rindler space-time is just a portion of Minkowski (right wedge), its
extended geometry includes a time-reverse copy (left wedge) of the original space-
time. The causal analysis shows that we have an structure analogous to a black hole
geometry. Furthermore, as the metric in Minkowski and Rindler are related by a
conformal transformation, we can write the Fourier modes in one of them in terms
of the other due to the Bogoliubov transformation.
Taking in consideration the perspective of the accelerated observer with respect to
the Minkowski vacuum, we found that the latter is described as a mixed ensemble
given by the Bose-Einstein distribution with temperature proportional to the accel-
eration of the non-internal observer.
Finally, the vacuum state of the theory is the Thermofield-double state, which is
an entangled system of the energy eigenstates in the left and right wedge. In addi-
tion, it prepares the vacuum state in the Euclidean section to its evolution through
Lorentzian time.
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A Null coordinates
For a space-time (t;x), with a flat (or conformal flat) metric, the null surfaces (set
of trajectories for massless objects) are defined by
x± t = 0 (272)
Labeling them
v(t;x) = t+ x (273)
u(t;x) = t− x (274)
The normal vectors to this surfaces are obtained, as usual, using the gradient differ-
ential operator. For v = t+ x
∂µv = vµ =
(
∂
∂t
;
∂
∂x
)
v (275)
vµ = (1; 1) (276)
For u = t− x
∂µu = uµ =
(
∂
∂t
;
∂
∂x
)
u (277)
uµ = (1;−1) (278)
Thus
vµvµ = 0 (279)
uµuµ = 0 (280)
As we can see, the normal vectors to the null surfaces are actually null vectors, that
is why v and u are called null coordinates.
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B Conformal transformation
Let us take the line element given by the metric gµν
ds2 = gµνdx
µdxν (281)
We define the line element conformal to (281) given by the metric g˜µν , such that both
metrics are related by the conformal factor Ω, which is a function of coordinates,
defined positive and smooth
g˜µν = Ω
2gµν (282)
ds˜2 = g˜µνdx
µdxν = Ω2gµνdx
µdxν (283)
ds˜2 = Ω2ds2 (284)
In addition we have the following properties for the conformal transformation
Property 1: Does not preserve the length
AµAµ = g˜µνA
µAν = Ω(x)2gµνA
µAν = Ω(x)2AµAµ (285)
From this result we note the relevance of Ω(x)2 being positive define, it will not
change the kind of vector
• Time-like: AµAµ < 0→ AµAµ < 0.
• Space-like: AµAµ > 0→ AµAµ > 0.
• Null-like: AµAµ = 0→ AµAµ = 0.
Property 2: Preserves the angle between vectors:
In Euclidean signature
xµ = (‖x‖ sinβ, ‖x‖ cosβ) (286)
Where ‖x‖ = √xµxµ.
Let us take the vector Aµ and Bµ, such that θ is the angle between them
Aµ = (‖A‖ sin (α+ θ), ‖A‖ cos (α+ θ)) (287)
Bµ = (‖B‖ sin (α), ‖B‖ cos (α)) (288)
From the product between them we obtain
cos (θ) =
gµνA
µBν
‖A‖‖B‖ (289)
Then, for the conformal transformation g˜µν = Ω(x)
2gµν
cos (θ˜) =
g˜µνA
µBν
‖A˜‖‖B˜‖ =
Ω(x)2gµνA
µBν
Ω(x)‖A‖Ω(x)‖B‖ (290)
Thus
cos (θ˜) = cos (θ) (291)
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Property 3: Preserves null geodesics:
We have the Christoffel symbol for the metric g˜µν
Γ˜αµν =
1
2
g˜αβ(g˜βµ,ν + g˜βν,µ − g˜µν,β) (292)
Where the geodesic equation is
d2xα
dω˜2
+ Γ˜αµν
dxµ
dω˜
dxν
dω˜
= 0 (293)
Let us define the metric g˜µν as conformal to the metric gµν , i.e., g˜µν = Ω(x)
2gµν .
Then
Γ˜αµν = Γ
α
µν + δ
α
µΩ
−1∂νΩ + δαν Ω
−1∂µΩ− gµνΩ−1∂αΩ (294)
Using the above result in (293)
d2xα
dω˜2
+ Γ˜αµν
dxµ
dω˜
dxν
dω˜
=
d2xα
dω˜2
+ Γαµν
dxµ
dω˜
dxν
dω˜
+ 2Ω−1∂νΩ
dxα
dω˜
dxν
dω˜
− gµν dx
µ
dω˜
dxν
dω˜
Ω−1∂αΩ = 0 (295)
Taking the affine parameterization between ω˜ and ω, in g˜µν y gµν , respectively
dω˜ = Ω2dω (296)
We obtain
d2xα
dω˜2
+ Γ˜αµν
dxµ
dω˜
dxν
dω˜
= Ω−4
[
d2xα
dω2
+ Γαµν
dxµ
dω
dxν
dω
+ 2Ω−1∂νΩ
dxα
dω
dxν
dω
+Ω2
dΩ−2
dω
dxα
dω
− gµν dx
µ
dω
dxν
dω
Ω−1∂αΩ
]
= 0 (297)
Evidently
2Ω−1∂νΩ
dxα
dω
dxν
dω
+ Ω2
dΩ−2
dω
dxα
dω
= 0 (298)
Applying (298) in (297)
d2xα
dω˜2
+ Γ˜αµν
dxµ
dω˜
dxν
dω˜
= Ω−4
[
d2xα
dω2
+ Γαµν
dxµ
dω
dxν
dω
− gµν dx
µ
dω
dxν
dω
Ω−1∂αΩ
]
= 0
(299)
Clearly, for null geodesics
gµν
dxµ
dω
dxν
dω
= 0 (300)
we obtain
d2xα
dω˜2
+ Γ˜αµν
dxµ
dω˜
dxν
dω˜
= Ω−4
[
d2xα
dω2
+ Γαµν
dxµ
dω
dxν
dω
]
= 0 (301)
Therefore, as Ω is defined positive and smooth, if xµ, with parameter ω˜ is a null
geodesic in g˜µν , it will be in gµν too, with ω as parameter. It means that the
conformal transformation preserves the causal structure.
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C Pure, mixed and entangled states
According to Sakurai and Napolitano [10].
C.1 Pure state
A pure ensemble is a collection of physical systems such that every member is char-
acterized by the same ket |ψ〉. In other words, the ensemble is in the pure state |ψ〉.
The density matrix for a pure state is given by
ρ = |ψ〉 〈ψ| (302)
Clearly, it satisfy
ρ2 = ρ (303)
ρ† = ρ (304)
tr ρ2 = 1 (305)
C.2 Mixed state
A mixed ensemble can be viewed as a mixture of pure ensembles |ψi〉, each of them
with probability weight pi. So, we may say that the ensemble is in a mixed state |ψi〉.
The density matrix for a mixed state is given by
ρ =
∑
i
pi |ψi〉 〈ψi| (306)
Where ∑
i
pi = 1 (307)
It satisfy
ρ2 6= ρ (308)
ρ† = ρ (309)
tr ρ2 < 1 (310)
C.3 Reduced density matrix
Considering the state |ψAB〉 defined in the Hilbert space
H = HA ⊗HB (311)
We can obtain the density matrix for each subsystem, known as reduced density
matrix, taking the partial trace over the part (subsystem) that we want to exclude
from ρAB. For example, for ρA (the same for ρB)
ρA = trB [ρAB] (312)
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C.3.1 Product states
|ψAB〉 is expressed as the tensor product of the states defined in HA and HB
|ψAB〉 = |ψA〉 ⊗ |ψB〉 (313)
So, the density matrix for the pure state (313) is given by
ρAB = |ψAB〉 〈ψAB| (314)
The reduce density matrix for the subsystem A will be
ρA = 〈ψB| ρAB |ψB〉 (315)
= |ψA〉 〈ψA| (316)
Therefore, the subsystem A is in a pure state (the same for B).
C.3.2 Entangled states
An entangled state |ψAB〉 can not be decompose as a tensor product
|ψAB〉 6= |ψA〉 ⊗ |ψB〉 (317)
For example, the following entangled state
|ψAB〉 = 1√
2
[|0A〉 ⊗ |1B〉+ |1A〉 ⊗ |0B〉] (318)
The density matrix for this pure state (318) is given by
ρAB = |ψAB〉 〈ψAB| (319)
Then, the reduced density matrix for the subsystem A will be
ρA =
1
2
[|0A〉 〈0A|+ |1A〉 〈1A|] (320)
Such that
ρA =
1∑
i=0
pi |iA〉 〈iA| (321)
Where p0 = p1 =
1
2 . Therefore, the subsystem A is in a mixed state (the same for B).
Finally, from what we have shown in sections C.3.1 and C.3.2
• |ψAB〉 is an entangled state if its subsystems are in a mixed state.
• |ψAB〉 is not an entangled state if its subsystems are in a pure state.
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D Anti-linear and anti-unitary operators
According to Messiah [11].
D.1 Anti-linear operator
The action of the anti-linear operator Θ over |φ〉 and 〈φ| is defined as
Θ |φ〉 = Θ
(∑
i
ai |φi〉
)
:=
∑
i
a∗i (Θ |φi〉) (322)
〈φ|Θ =
(∑
i
a∗i 〈φi|
)
Θ :=
∑
i
ai(〈φi|Θ) (323)
From both expressions
(〈φ|Θ) |ψ〉 := [〈φ| (Θ |ψ〉)]∗ (324)
cΘ := Θc∗ (325)
Where c ∈ C.
In addition, the adjoint of Θ is defined in usual way
(Θ |φ〉)† := 〈φ|Θ† (326)
It is important to take into consideration over whom the anti-linear operator is
applied. For example, for Θ1 y Θ2
〈φ| (Θ1Θ2) |ψ〉 = (〈φ|Θ1Θ2) |ψ〉 (327)
= 〈φ| (Θ1Θ2 |ψ〉) (328)
= [(〈φ|Θ1)(Θ2 |ψ〉)]∗ (329)
D.2 Anti-unitary operator
An anti-unitary operator Θ is that which is anti-linear and unitary. So, in addition
to the previous features we have
Θ† = Θ−1 (330)
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