Many algorithms inspired by the simulated annealing paradigm for approximately solving combinatorial optimization problems have been presented and tested in the last years. The aim of this paper is to present a double-annealing algorithm, a new idea for the application of annealing-based algorithms to discrete location/allocation problems, with two mutually dependent sets of binary variables. The double annealing algorithm consists of two annealing processes synchronized with each other; each process is executed on a different subset of variables and with a different annealing parameter ("temperature") and the synchronization depends on the saturation of the two variable subsets. In order to improve such synchronization, deannealing steps are also performed. The double annealing algorithm is quite robust and easy to tune (it is rather insensitive to the initial values of the annealing parameters and to the initialization) and it is abl~ to achieve good approximate solutions. The experiments were done on the P-median problem.
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Introduction
This paper addresses vertex-constrained multi-facility location problems on graphs, which belong to the class of discrete location/allocation problems. We concentrate on problems with a min-sum objective function, such as the P-median problem. Through a boolean formulation we put in evidence that the binary variables are partitioned into two subsets, that correspond to an allocation subproblem and to (a number of instances of) a location subproblem. Since both subproblems are easily solvable to optimality in polynomial time, a natural way to cope with location/allocation problems is an iterative cluster-and-Iocate algorithm, that alternates between an allocation step and a location step [14] . Unfortunately, such an algorithm may get trapped in poor local optima. In the attempt to avoid this pitfall, it is possible to take recourse to annealing techniques; in fact, since simulated annealing (SA) was first proposed by Kirkpatrick, Gelatt, Vecchi [11] , many applications were developed, pointing out that it can give very good solutions, in comparison with other approximation algorithms, although it is often more time-consuming. A development of SA recently applied to Combinatorial Optimization (CO) is mean-field annealing (MFA) [9] [17], a similar technique inspired by the analogy with the physical annealing process in systems of magnetic spins in interaction; MFA is a deterministic version of SA. Our contribution consists of the application of the MFA technique in a new way, that seems particularly suitable for discrete location/allocation problems. We split the annealing process into two parallel processes, synchronized with each other; we define a value of saturation for each subset of variables and we use it in order to synchronize the two annealing processes. Therefore the annealing schedule is automatically tuned by the algorithm itself. Experimental tests show that the behaviour of such a double annealing algorithm is substantially improved when deanneali1}g steps are also performed; in these, the value of the annealing parameters ("temperatures") is increased instead of decreased. The criterion we choose to compare our double annealing algorithm with the cluster-and-Iocate one is based both on quality and robustness. By quality of an algorithm we mean the value {)[ the best solution found by it.; by robustness of .an algorithm we mean the va.lue ~f the solutions found by it in the worst and in the average case; the average is computed over different instances of the same problem as well as over different runs on the same instance with random initialization and with different choices of parameters values. The double annealing algorithm is quite robust and it often achieves solutions better than those found by the cluster-and-Iocate algorithm in an equal amount of running time (in particular on large instances). The paper is organized as follows. Some basic concepts on the MFA technique are outlined at the end of this section. In section 2 we define the problems we consider, we prove their equivalence with the P-median problem, we discuss their computational complexity and we illustrate their decomposition into two polynomially solvable subproblems. In section 3, after a brief review on the state of the art, we present a sequence of algorithms: the former is the classical cluster-and-Iocate algorithm of Maranzana [14] ; the subsequent ones are based on the MFA technique. In section 4 we report the outcome of our experiments. Finally, in section 5 we outline some conclusions and perspectives for future research.
Simulated annealing and mean-field annealing SA is a probabilistic method: it requires the computation of probabilities. Probabilities can be used to assign binary values to variables of a CO problem as well as to accept or refuse a change in the value of a variable; the former happens in constructive algorithms, the latter in local search based algorithms. The values of the probabilities are computed at each iteration as functions of an annealing parameter T, which plays a role similar to the one of temperature in physical annealing processes: as the value of T decreases, the values of probabilities tend to 0 or 1 and therefore the value assignment to variables tends to become stable. On the contrary, in MFA algorithms real values are assigned directly to the variables. Their calculation is made by the following recurrent formula:
where E( x) is the objective function to be minimized, s is a sigmoidal function, usually a hyperbolic tangent s(z) = i{1 + Tanh(z)), and T(t) is the value of the annealing parameter at iteration t. As T decreases the values of the variables become close to o or 1. No probabilities are used; therefore MFA is just a deterministic version of annealing. In general, the constraints of the CO problem may be difficult to handle in MFA algorithms; nevertheless some constraints are easily managed by an iterated normalization: they are the allocation (or set-partitioning) constraints. Imagine that the variables of the problem are organized in a matrix X RxC and that they are subject to the constraints E~=l x'/'c = 1, Vr = 1, ... ,R. Set-partitioning constraints belong to the formulation of many CO problems, such as assignment, transportation, travelling salesman, graph partitioning and coloring, plant and facility location. By substitution in the MFA recurrent formula, taking 8 as the hyperbolic tangent and introducing normalization, one obtains fox every variable X'/'c: which ensures the satisfaction of the allocation constraints at each iteration. Together with a suitable annealing schedule, which defines the initial value of T and the way of decreasing it at each iteration, the formula above is the kernel of any MFA algorithm. Annealing-based algorithms can be applied to a large variety of CO problems: in particular, for applying the MFA technique the only information one needs is the expression of the partial derivative 8!~;r)(t). Annealing-based algorithms are therefore general purpose algorithms; the advantage of not needing any special procedure depending on the particular problem at hand has its counterpart in the difficulty of properly tuning the parameters and in the relative slowness, in comparison with specialized algorithms.
Min-sum discrete location/allocation problems
Let us introduce a class of discrete location/allocation problems: vertex-constrained multi-facility location problems on graphs. Let us consider an undirected graph G(U, A) with! U 1= V, with positive integer weights on the arcs. N users and a number P of facilities are given, with 1 < P < N. Users locations are also given, whereas facilities must be located in an optimal way. Users and facilities are constrained to be on the vertices of G. Without loss of generality, suppose that N vertices of the graph coincide with the users, numbered from 1 to N; let us indicate with loc(j) the vertex on which facility j is to be located (j = 1, ... ,P). The distance between each user i = 1, ... , N and each facility j = 1, ... , P may be defined in different ways, as a function of the location of i (vertex i), the location of j (vertex loc(j)) and the weigths of the arcs. We indicate such a function with d(i,loc(j)). A cluster G; is the set of users that are associated to (served by) the same facility j, according to the minimum distance cri-
In the literature on location problems both min-sum and min-max objective functions have been studied. Hereafter we consider only min-sum objective functions since their partial derivative is required. Multi-facility location problems, like all location/allocation problems, consist of the combination of two subproblems: an allocation subproblem, whose output is the set of clusters G j , and P instances (one for each cluster) of a single-facility location subproblem, whose output consists of the positions loc(j) of facilities. The following boolean formulation puts this structure in evidence: Both subsets of variables are subject to set-partitioning constraints and all variables are subject to an integrality constraint. Let us define two matrices W NxP and Xpxv, whose entries are Wi; and Xjv. In the formulation above, the costs dei, v) depend on input data only and are thus computable a priori in a preprocessing phase, in time polynomial in N and V and independent of Pj in the remainder they are indicated by d iv . Any multi-facility vertex-constrained location problem on a graph with a min-sum objective function is then equivalent to a P-median problem on a graph with weights
on the arcs. The computational complexity of all multi-facility vertexconstrained location problems on graph is therefore the same as for the P-median problem; because of this equivalence all experiments outlined in section 4 were made on P-median problem instances.
Complexity The P-median problem for general P is N P-hard [12] , even when the graph is euclidean [16] . However both the allocation and the single-facility location subproblems are solvable to optimality in polynomial time.
Allocation subproblem: procedure PI. Suppose locations of facilities are given; apply the definition of cluster: assign everyuser to the facility nearest to it. Procedure PI takes O(N x P) time and gives an optimal clustering of the users.
Single-facility location subproblem: procedure P2. Suppose now that all clusters are given. For every j = 1, ... , P do the following enumeration: consider V solutions, obtained locating facility j on each vertex of the graph and choose the best one among them. The enumeration takes O(V x N) for every facility and therefore
Both subproblems are still polynomial in their weighted version, when a real weight is associated to every facility or to every user.
Algorithms
State of the art There exist both optimization and approximation algorithms for the P-median problem. In [4] , [15] [6] .
For the sake of a clear presentation of our contribution, we sketch the structure of five algorithms: namely, the cluster-and-locate algorithm [14] , a partial annealing algorithm [13] [20] , in which only allocation variables are subject to annealing, a complete annealing algorithm, in which all variables are subject to annealing, the double annealing algorithm [21] , in which variables are subject to different annealing processes and the annealing-deannealing algorithm, in which deannealing steps are also performed. Each algorithm stems from the discussion of the limits put in evidence by the previous one.
Cluster-and-Iocate algorithm
The cluster-and-Iocate algorithm for the P-median problem [14] follows a well known paradigm for all location/allocation problems: the same idea is present, for instance, in the algorithm of Cooper [2] for continuous location problems as well as in some clustering-and-routing algorithms for the Vehicle Routing Problem [1] . The algorithm repeats iteratively two steps in which each subproblem is solved, at optimality.
ALGORITHM 1 Ini tialization-of-Iocations;
Cycle [PI;
Initialization-of-Iocations is any procedure that generates initial locations for the facilities (for instance a generator of random numbers in [1. . V]), PI and P2 are the polynomial optimization procedures sketched in section 2 and End-test-of-algorithm is a test for the stability of the solution between two consecutive iterations. Algorithm 1 is very fast. Although there is no bound to the number of iterations required to converge, this number is often small on random generated graphs even of a big size. On the other hand the quality of the solutions is poor. In our experiments the average value of the solutions was far from optimal (between 12% and 15%). 
Partial annealing algorithm
In the partial annealing algorithm [13] [20] the computation of the allocation variables is done by the MFA formula.
ALGORITHM 2
Initialization-of-Iocations; Cycle [MFA-Allocation;
Annealing-of-T w ; 'Vj = 1, ... , P do Weighted-P2; End-test-of-algorithm] ;
• Initialization-of-Iocations is as before.
• MFA-allocation is the procedure that computes the values of allocation variables as:
where 8~j·(t) = d(i, loc(j)(t».
• Annealing-of-T w is the annealing step. In general, an annealing step decreases the value of the annealing parameter: here the parameter is called • Weighted-P2 is the optimal polynomial procedure that computes the new values of location variables loc(j)(t) at each iteration: when loc(J)(t) is computed, the weights of the users are given by the vector Wi,(t) for all users i = 1, ... ,N.
• End-test-of-algorithm is based on the concept of saturation, that is explained hereafter.
Saturation The saturation of a set of variables is a quantity that gives information regarding the satisfaction of the integrality constraints. We define the satura- Algorithm 2 was developed and successfully applied to continuous multi-facility location (that is continuous location/allocation) problems: namely in [13] for locations in the euclidean plane and in [20J for absolute locations on graphs. In spite of its relative slowness in comparison with the cluster-and-iocate algorithm, Algoritm'2 is much more robust and often outperformed cluster-and-Iocate algorithm, finding better solutions in the same amount of time. Though Algorithm 2 can be applied to vertex-constrained location (that is discrete location/allocation) problems as well, the results are unsatisfactory, mainly because of ties; ties arise when two or more facilities coincide in the same vertex, which is likely to occur already in the initial iterations, when T", is high.
When W has some equal columns and X some equal rows, the algorithm is not able to take any decision to resolve the tie and it gets trapped in an infeasible (fractional) local optimum. The addition of a small random noise to allocation variables is useless when
Tv is high, whereas it is equivalent to a coin toss between the conflicting 'alternatives when Tw is low. The Coin toss effect on ties at low values of Tw is evident in figure 2 .
In our experiments such behaviour lead to poor results. • In Initialization all allocation variables are given a value close to 1/ P and all allocation variables are given values close to I/V. A small random noise is also added to all variables in order to break the initial simmetry.
• Both MFA-Allocation and MFA-Location consist of the application of the MFA formula:
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• End-test-of-algorithm is sat 2::: 0", where sat is computed disregarding the sub-
division of variables into two sets, that is sat = (NXP)!(Pxv)(Ei.jsat(wii) + Ei,'11 sat(xiv)),
The behaviour of Algorithm 3 (see figure 3) is still unsatisfactory. Because of the different length of the rows in W and in X, saturation is not simultaneous in the two matrices. As T is lowered, the entries of X (the largest of the two matrices) are forced to "almost binary" values before the entries of W. In figure 3 
Double annealing algorithm
According to the iterative scheme of the cluster-and-Iocate algorithm, the double annealing algorithm [21] • Initialization is as in Algorithm 3.
• MFA-Allocation and MFA-Location consist of the application of the MFA formula as in Algorithm 3, with the difference that T(t + 1) is replaced by T'IAt + 1) in the expression of Wij{t + 1) and by T:r;(t + 1) in the expression of Xjv(t + 1).
• Annealing-of-T w and Annealing-of-T:r; are the annealing steps: since Till and Tw are decreased independently, their plots may be quite different even if the same parameters Sf and S are used in both annealing schedules.
• End-test-of-algorithm is (sat(W) ~ a) " (sat(X) ~ a).
• The synchronization between the two annealing processes is obtained through End-test-of-allocation and End-test-of-Iocation in the following way. Let us call z(ann) the set of the variables whose values are computed through the MFA formula and ZUiz) the set of the variables that are fixed. The annealing on z(ann) stops when sat(z(ann» > sat(ZUi:r;}). In previous papers (for instance, [17] ) the concept of saturation had already been introduced but its use was limited to the definition of a stopping criterion, like End-test-of-algorithm. On the contrary in Algorithm 4 the value of saturation directly influences the annealing schedule.
An example of the behaviour of the algorithm is plotted in figure 4 . In some tests with the double annealing algorithm, we observed the following two facts. again it has value, say, sat3: if sat3 < satl (resp. sat3 > sat l ), the MFA-location procedure has inhibited (resp. excited) the saturation of the allocation matrix. It is also possible that more phases characterized by mutual inhibition and mutual excitation take place, as in figure 4 : mutual inhibition corresponds to quasihorizontal parts of the plots of j, sat(W) and sat(X), whereas mutual excitation corresponds to quasi-vertical parts of the plots.
• The saturation of the largest of the two matrices grows faster than the saturation of the other; that is, one of the two MFA-procedures (MFA-allocation) is executed many times every time the other (MFA-location) is executed once. This imbalance occurs both during mutual inhibition and during mutual excitation, although it is more evident during mutual excitation.
Annealing-deannealing algorithm
A suitable way to improve the performance of the double annealing algorithm is to synchronize the allocation and the location steps, in order to force the two annealing processes to evolve simultaneously: by simultaneously we mean that sat(W) and sat(X) must have similar values all along the execution of the algorithm. To this aim we use deannealing steps, in which the value of annealing parameters is increased instead of decreased (divided by Sf instead of multiplied). A deannealing step is done every time an annealing-based procedure stops and the other begins. The End-test-of-annealing is sat(z(ann» > sat(Z{/i,z» as before, whereas the End-testof-deannealing is its logical negation: sat(z(ann» =5 sat(Z{/iIZ». Mutual excitation is thus contrasted by deannealing at each iteration. This phenomenon is clear in the left part of the plot of sat(W) and sat(X) in figure 5 . As a consequence of deannealing steps, Tv; and T,z are not monotonically decreasing any longer. The evolution of the double annealing algorithm is still driven by sat(W) and sat (X) more than by Tv; and Till and therefore the algorithm is insensitive to the choice of the initial values of Tw and Till' The algorithm does not even require any special initialization of the variables and it is easy to tune, since Sf is the only parameter that needs to be tuned. Moreover, the quality of the solutions obtained is quite better: although it is much slower than Algorithm 1, the annealing-deannealing algorithm is so robust that it is quite competitive with it, as shown in the following section. 
Experimental results
We choose the P·median problem as a benchmark for the test of the algorithms, since it represents the whole class of vertex-constrained multi-facility location problems on graph with min-sum objective function. The size of the problem instances is indicated by the triple (V, N, P). Every problem instance was randomly generated: arc weights were drawn from a uniform distribution in [10, 50] When Sf is properly tuned, the algorithm is rather insensitive to the random noise used in the initialization. The value of q was set the first time to 0.99, since it seemed to be a reasonable choice, and it was never necessary to change it. The initial values of annealing parameters were Tw = 10 and T:r: = 500.
Comparison with other algorithms The set of experimental results shown below concerns the comparison between the five algorithms outlined in section 3. The comparison was made on P-median problem instances of different sizes: (50,30,5) and (100, 70, 10). Annealing-based algorithms were run with different parameters values. The same amount of running time was used for each of the algorithms and for every set of parameters values; the numb~r of runs of each algorithm, allowed in such a fixed time limit, is indicated in the rightmost column of the tables below. The number of times the best solution was obtained is reported between parentheses. As the size of the problem increases, the average quality of the local minima in which Algorithm 1 gets trapped becomes worse and worse (see column "average value of solutions" in the tables above). Algorithm 5 is much more robust, since the average and the worst quality of the solutions found by it are quite better than those of Algorithm 1. Furthermore, when Algorithm 5 is properly tuned (Sf = 0.90 in this example), its quality is also competitive.
Comparison between speed and robustness The usual way to compare speed to robustness is the multistart approach: a fast algorithm is run several times, while a slower and more robust algorithm is run once or a small number of times, such that the total time used by the two algorithms is the same; then the solutions found by both are compared. We followed this approach to compare Algorithm 1 (fast) with Algorithm 5 (robust). Algorithm 1 was run on a (50,30,5) problem, until it was able to find the same best solution (whose value is 328) found by Algorithm 5. It took 10 minutes and 25000 trials to obtain it once. Algorithm 5 was run for 5 times, it took 10 minutes globally, and it always achieved that best solution. Further experiments were done on problem instances of different size; the outcome is summarized in the following tables. 
Conclusions
The aim of this paper is to describe a new annealing-based approach to discrete location/allocation problems, such as vertex-constrained multi-facility location problems on graphs; these problems are characterized by two sets Wand X of mutually dependent variables. Only location problems that involve non-interacting facilities have been considered here; nevertheless, the method is applicable to interacting facilities as well; the only modification consists of the expression of the partial derivative 88~ . The :e, .. relaxation of integrality constraints on both subsets of variables and the application of the MFA technique to compute the real values of the variables at each iteration, gives origin to a double annealing algorithm, in which the usual annealing parameter T ("temperature") is replaced by two independent parameters Tw and T:e. The behaviour of the algorithm strongly depends on the synchronization of two resulting annealing processes; for such purpose the saturation of the matrices of the allocation and location variables is used. Suitable deannealing steps are done, for forcing the two sets of variables to anneal simultaneously. The originality of our contributions consists of the following ideas: (1) the annealing process is performed twice in parallel on two different subsets of variables, (2) the values of the annealing parameters are adapted by the algorithm itself and (3) they are not necessarily monotonically decreasing. The algorithm is also easy to program and to tune.
Future research Even if Algorithm 5 is a definite improvement over a previous more rudimentary version of the double annealing algorithm [21] , further improvements are possible. Probably the most promising lines of research concern the tuning of Sf: it may be done a priori, according to the size of the variable matrices as well as a posteriori in an adaptive way, according to the observed rate of growth of saturation in each matrix. Also the use of two distinct scale factors 5 fw and 5 f:e seems to be of interest an<l deserves investigati<>n. The ideas of saturation-driven annealing schedule and deannealing steps may be also extended to traditional annealing algorithms.
