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Abstract
Mixup is a data augmentation technique that creates new examples as convex
combinations of training points and labels. This simple technique has empirically
shown to improve the accuracy of many state-of-the-art models in different settings and
applications, but the reasons behind this empirical success remain poorly understood.
In this paper we take a substantial step in explaining the theoretical foundations of
Mixup, by clarifying its regularization effects. We show that Mixup can be interpreted
as standard empirical risk minimization estimator subject to a combination of data
transformation and random perturbation of the transformed data. We further show
that these transformations and perturbations induce multiple known regularization
schemes, including label smoothing and reduction of the Lipschitz constant of the
estimator, and that these schemes interact synergistically with each other, resulting
in a self calibrated and effective regularization effect that prevents overfitting and
overconfident predictions. We illustrate our theoretical analysis by experiments that
empirically support our conclusions.
1 Introduction
Regularization is an essential component of machine learning models and plays an even
more important role in deep learning [11]. Regularization mechanisms can take various
forms.They can be explicitly enforced by: (i) applying various penalties to the parameters
of the models [17, 19, 4, 24, 28, 1], (ii) injecting noise to the internal representations of the
network [29, 10] and/or to its outputs [30, 22], or (iii) normalizing the activations [15, 27]. Or
they can be implicit thanks to: (j) parameter sharing in architectures such as convolutional
networks [20], (jj) the choice of the optimization algorithm [23] (e.g., stochastic gradient
descent converges to small norm solutions [2]), or (jjj) through data augmentation and
transformation [11]. There is a large body of work explaining the effects of the numerous
∗This work was done in part at Google Brain, Paris.
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explicit and implicit regularization procedures existing in the literature. For instance,
explicit regularization schemes usually proceed from analysis aiming to control specific
characteristics of a model such as robustness [16, 9] or calibration [13, 22], while the forms
of implicit regularization are often understood through the angle of generalization [23, 2].
However, the regularization effects of modern data augmentation procedures are less
theoretically understood.
Data augmentation is a core ingredient for succesful deep learning pipelines. It helps
to alleviate sample size issues and prevent overfitting. In simple cases, there are known
equivalences between data augmentation and other existing explicit regularization proce-
dures, e.g., training with additional noisy points in least-squares regression is equivalent
to Tikhonov regularization [6]. Similar analysis have recently been performed to explain
the regularization effect of dropout [29, 33, 34]. In this work, we focus on Mixup [36], a
recently introduced data-augmentation technique that consists in generating examples as
random convex combinations of data points and labels from the training set (as illustrated
in Figure 1). Despite its simplicity, Mixup has been shown to substantially improve gener-
alization on a broad range of tasks ranging from computer vision [36] to natural language
processing [14] and semi-supervised learning [5]. The success of Mixup has triggered several
variations such as adaptive Mixup [14], manifold Mixup [32] and Cutmix [35], but the
reasons why Mixup and its variants work so well in practice remain poorly understood.
Mixup’s primary motivation was to alleviate overfitting in training deep neural net-
works [36]. However, previous studies have also empirically noticed other desirable regu-
larization effects it induces. These include improved calibration [31], robustness to input
adversarial noise [36], and robustness to label corruption [36]. Zhang et al. [36] also showed
it helps stabilize notoriously difficult learning problems such as generative adversarial
networks. Traditionally, separate regularization methods are applied to induce the above
effects. For example, label smoothing [30, 21] leads to better calibration, while dropout
improves generalization [29, 33] and robustness to label corruption [3]. Lipschitz regulariza-
tion helps stabilize the training of generative adversarial networks [1, 12]. It also leads to
increased robustness to adversarial perturbations [16, 9]. Table 1 shows a comparison of
various regularization procedure proposed in the literature, and the effect they are known to
induce on the model. Although all these desirable regularization effects have been observed
empirically, no theoretical explanation has been given yet.
In this work, we propose the first theoretical analysis of Mixup to better understand
the reasons for its empirical success. We show that Mixup can be analyzed through the
lenses of empirical risk minimization with random perturbations, and exploit ingredients
from previous analysis of dropout [33, 18, 34] to derive a regularized objective function
that sharply captures the regularization effects of Mixup. In particular, our analysis sheds
some light on the multiple effects that Mixup borrows from the popular regularization
mechanisms listed above such as label smoothing [25] (output noise) or dropout [29] (input
noise), and how it uniquely combines them to improve calibration and smooth the Jacobian
of the model. More precisely, we make the following contributions (illustrated in Figure 1):
• We show that Mixup can be reinterpreted as a standard empirical risk minimization
procedure, applied to a transformation of the original data perturbed by random
perturbations, and give explicit formulas for the data transformation and the pertur-
bations.
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Fig. 1: Illustration of how training a model with Mixup (second plot) differs from training a
model on original data (first plot), the fourth plot highlighting the discrepancy between the
Bayes classifiers in both situations (black vs red). To explain this difference, we show in this
paper that the model trained with Mixup can be interpreted as a regularized version of a
model trained on modified data (third plot, blue curve on the zoom plot), and characterize
both the data modification (from black to blue) and the regularization effect (from blue to
red). Both effects interact synergistically to confer Mixup strong regularization properties,
which may explain its good empirical behaviour in a variety of tasks.
• In particular, we show that the Mixup transformations shrinks both the inputs and
the outputs towards their mean, the later creating a form of regularization by label
smoothing. We notably give a formal description of the effect of label smoothing in
the case of the cross-entropy loss where it translates into an increase in the entropy
of the predictions.
• We characterize the random perturbations induced by Mixup on both the inputs and
the outputs, as well as their dependency and their correlation structure.
• We deduce an approximation of the regularization induced by Mixup, and highlight
in particular how it regularizes both the model and its derivatives. We discuss in
details the specific cases of classification with cross-entropy loss, and least squares
regression.
• We provide empirical support for our interpretation of Mixup regularization.
Table 1: Summary of the effects induced by various regularizers. Absence of checkmark
means the corresponding effect is not known for this regularizer.
Method Calibration Jacobian Regularization Label Noise Normalization
Label smoothing [30] X
Spectral Reg. [9] X
Dropout [33] X X
Temperature scaling [13] X
Mixup [36] X X X X
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2 Notations and setting
Notations. For any n ∈ N, [n] = {1, . . . , n} is the set of nonzero integers up to n,
1n ∈ Rn is the n-dimensional vector of ones, and 0n and In ∈ Rn×n are the n-dimensional
null and identity matrices, respectively. For any two matrices Z,Z ′ of equal size we
note 〈Z,Z ′〉 = Trace(Z>Z ′) their Frobenius inner product. For any vector x ∈ Rn and
positive semi-definite matrix Z ∈ Rn×n, we denote by ‖x‖2Z = x>Zx the squared semi-
norm of x with metric Z. For any function f : Ra → Rb and vector x ∈ Ra, we denote
respectively by ∇f(x) ∈ Rb×a and ∇2f(x) ∈ Rb×a×a the Jacobian and Hessian of f at
x, i.e., if f(x) = (f1(x1, . . . , xa), . . . , fb(x1, . . . , xa)), then [∇f(x)]i,j = ∂fi/∂xj(x) and
[∇2f(x)]i,j,k = ∂2fi/∂xj∂xk(x), for (i, j, k) ∈ [b] × [a] × [a]. Note in particular that if
f : Ra → R, then the gradient of f is a row vector ∇f(x) ∈ R1×n. When f has several
arguments and we wish to take partial derivatives with respect to some of the arguments,
we explicitly name the different arguments as f(u, v) and then indicate as a subscript to the
∇ sign the argument(s) according to which we take derivatives, e.g., if u ∈ Rau and v ∈ Rav ,
then ∇uf(u, v) ∈ Rb×au is the Jacobian of f with respect to u, and ∇2uvf ∈ Rb×au×av is
the tensor of second derivatives of f of the form [∇2uvf(u, v)]i,j,k = ∂2fi/∂uj∂vk(u, v) for
(i, j, k) ∈ [b]×[au]×[av]. We recall that if f : Rau+av → R is twice continuously differentiable,
then ∇uvf = ∇vuf>, by Schwarz’s theorem. For any random variable X and measurable
function f , we denote by EXf(X) the expectation of f(X), or simply Ef(X) when no
confusion is possible. For any shape parameters α, β > 0, and any interval [a, b] ⊂ [0, 1],
Beta[a,b](α, β) denotes the truncated Beta distribution on [a, b], i.e., the distribution of
a random variable with values in [a, b] and density proportional to xα−1(1 − x)β−1 on
[a, b]. We simply write Beta(α, β) = Beta[0,1](α, β) for the usual Beta distribution. For any
p ∈ [0, 1], Ber(p) denotes the Bernoulli distribution with parameter p.
Learning problem. We consider a training set Sn = {(x1, y1), . . . , (xn, yn)} made of
n input/output pairs, where for each pair i ∈ [n], xi ∈ X ⊂ Rd and yi ∈ Y ⊂ Rc. This
covers in particular the regression or binary classification settings, where c = 1, or the
multivariate regression and multiclass classification setting, where yi is an embedding of
the class of xi in Rc, e.g., the one-hot encoding by taking c equal to the total number of
classes and letting yi ∈ {0, 1}c be the binary vector with all entries equal to zero except for
the one corresponding to the class of xi. We further denote the mean input and output as
x =
1
n
n∑
i=1
xi , y =
1
n
n∑
i=1
yi ,
and the empirical variance and covariance matrices or inputs and outputs as
Σxx =
1
n
n∑
i=1
(xi−x)(xi−x)> , Σxy = 1
n
n∑
i=1
(xi−x)(yi−y)> , Σyy = 1
n
n∑
i=1
(yi−y)(yi−y)> .
Our goal is to learn from Sn a function f : X → Y to predict via f(x) the output
corresponding to any new input x ∈ X . For that purpose, we formulate the inference
problem as an optimization problem:
min
f∈H
E(f) , (1)
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where H is a class of candidate functions, such as linear functions or deep neural networks,
and E(f) is a risk functional that depends on Sn. The most standard risk used in machine
learning is the empirical risk, defined for any loss function ` : Y × Y → R by:
EEmpirical(f) = 1
n
n∑
i=1
`(yi, f(xi)) . (2)
Solving (1) with the empirical risk (2) is often called empirical risk minimization (ERM),
and is typically performed in practice by first-order numerical optimization such as stochastic
gradient descent [7]. Standard losses ` include the squared error (in regression) and the
cross-entropy loss (in classification, assuming that ∀y ∈ Y, y>1c = 1, which is true for
one-hot encoded classes and their convex combinations):
∀(y, u) ∈ Y2 , `SE(y, u) = 1
2
‖y − u‖2 , `CE(y, u) = log
(
c∑
i=1
eui
)
− y>u . (3)
Mixup. Instead of minimizing the empirical risk (2), Mixup [36] creates new random
input/output samples by taking convex combinations of pairs of training samples, and
minimizes the corresponding empirical risk. With our notations, Mixup therefore minimizes
the following Mixup risk over f ∈ H:
EMixup(f) = 1
n2
n∑
i=1
n∑
j=1
Eλ` (λyi + (1− λ)yj , f(λxi + (1− λ)xj)) , (4)
where λ ∼ Beta(α, α), and α is a parameter of Mixup. The minimization of (4) is typically
performed by stochastic gradient descent, where λ is sampled at each iteration to obtain
a stochastic gradient (in practice, [36] suggest to sample minibatches of training pairs,
and generate Mixup random pairs within the minibatch, which also produces a stochastic
gradient of (4)).
3 Mixup as a perturbed ERM
The Mixup risk (4) is defined as a sum over pairs of samples, making a comparison with
standard ERM approaches (2) not direct. The following result shows that the Mixup risk
can be equivalently rewritten as a standard empirical risk, over modified input/output pairs
(as in the third plot of Figure 1), subject to random perturbations.
Theorem 1. For any training set Sn, let (x˜i, y˜i) for any i ∈ [n] be the modified input/output
pair given by {
x˜i = x+ θ(xi − x) ,
y˜i = y + θ(yi − y) ,
(5)
and (δi, εi) be the random perturbations given by:{
δi = (θ − θ)xi + (1− θ)xj − (1− θ)x
εi = (θ − θ)yi + (1− θ)yj − (1− θ)y
with
{
θ ∼ Beta[ 1
2
,1](α, α) ,
j ∼ Unif([n]) , (6)
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where θ = Eθθ. Then for any i ∈ [n], Eθ,jδi = Eθ,jεi = 0, and for any function f ∈ H,
EMixup(f) = 1
n
n∑
i=1
Eθ,j` (y˜i + εi, f(x˜i + δi)) . (7)
Both δi and εi are random vectors because they are functions of θ and j in (6), which are
themselves random variables. We hence use the notation Eθ,j in (7). Note also θ ∈ [1/2, 1]
meaning that the transformation from (xi, yi) to (x˜i, y˜i) in (5) shrinks the inputs and the
outputs towards their mean.
Theorem 1 and the expression (7) of the Mixup risk allow us to re-interpret Mixup as a
combination of two standard techniques: (i) transforming each input/output pair (xi, yi) into
(x˜i, y˜i), and (ii) adding zero-mean random perturbations (δi, εi) to each transformed pair,
before minimizing the empirical risk. This helps us to understand the effects of training
a model with Mixup by studying each technique and their interaction. In particular,
perturbing input data is a classical approach to regularize ERM estimators [6, 29, 33, 34],
and we study in detail in the next section the particular regularization induced by the Mixup
perturbations on both inputs and outputs, before interpreting the resulting regularization
aspects of Mixup due to both data transformation and perturbation in Section 5.
4 The regularization effects of Mixup
We now study the effect of the random perturbations (δi, εi) for i ∈ [n] in the Mixup risk
(7). While perturbing inputs with additive or multiplicative noise (e.g., dropout), and
independently perturbing outputs (resulting, e.g., in label smoothing) have been widely
studied, the Mixup perturbation (7) is unique in the sense that it is applied to both
inputs and outputs simultaneously, and that the input and output perturbations are not
independent from each other by (6). In order to study the regularization effect of these
perturbations, we first characterize the covariance structure among the input and output
perturbations.
Lemma 1. Let θ and σ2 be respectively the mean and variance of a Beta[ 1
2
,1](α, α) distributed
random variable, and γ2 = σ2 + (1− θ)2. For any i ∈ [n], let
Σ
(i)
x˜x˜ =
σ2(x˜i − x)(x˜i − x)> + γ2Σx˜x˜
θ
2 ,
Σ
(i)
y˜y˜ =
σ2(y˜i − y)(y˜i − y)> + γ2Σy˜y˜
θ
2 ,
Σ
(i)
x˜y˜ =
σ2(x˜i − x)(y˜i − y)> + γ2Σx˜y˜
θ
2 .
(8)
Then, for any i ∈ [n], the random perturbations defined in (6) satisfy
Eθ,jδiδ>i = Σ
(i)
x˜x˜ , Eθ,jεiε
>
i = Σ
(i)
y˜y˜ , and Eθ,jδiε
>
i = Σ
(i)
x˜y˜ . (9)
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Following recent lines of work that interpret various random perturbations such as
dropout as regularization [33, 34], we can now introduce and study an approximate Mixup
risk:
EMixupQ (f) =
1
n
n∑
i=1
Eθ,j`
(i)
Q (y˜i + εi, f(x˜i + δi)) , (10)
obtained by replacing the loss function `(y˜, f(x˜)) by a second-order quadratic Taylor
approximation near each modified input/output training pairs (x˜i, y˜i), namely, for any
i ∈ [n] and (δ, ε) ∈ X × Y:
`
(i)
Q (y˜i + ε, f(x˜i + δ)) = ` (y˜i, f(x˜i)) +∇y` (y˜i, f(x˜i)) ε+∇u` (y˜i, f(x˜i))∇xf(x˜i)δ
+
1
2
〈
δδ>,∇f(x˜i)>∇2uu`(y˜i, f(x˜i))∇f(x˜i) +∇u`(y˜i, f(x˜i))∇2f(x˜i)
〉
+
1
2
〈
εε>,∇2yy`(y˜i, f(x˜i))
〉
+
〈
εδ>,∇2yu`(y˜i, f(x˜i))∇f(x˜i)
〉
,
(11)
assuming both ` and f are twice continuously differentiable. Due to its quadratic form
as a function of input and output perturbations, the approximate Mixup risk (10) can be
re-expressed as a regularized ERM risk, as shown in the next result. We note that the
expression we derive is in fact valid for any joint perturbation of the inputs and outputs
with covariance structure given in (9).
Theorem 2. For any twice continuously differentiable loss `(y, u), the approximate Mixup
risk at any twice differentiable f ∈ H satisfies
EMixupQ (f) =
1
n
n∑
i=1
`(y˜i, f(x˜i)) +R1(f) +R2(f) +R3(f) +R4(f) , (12)
where
R1(f) =
1
2n
n∑
i=1
〈
Σ
(i)
x˜x˜,
(
∇f(x˜i)− J (i)
)>∇2uu`(y˜i, f(x˜i))(∇f(x˜i)− J (i))〉 ,
R2(f) =
1
2n
n∑
i=1
〈
Σ
(i)
x˜x˜,∇u`(y˜i, f(x˜i))∇2f(x˜i)
〉
,
R3(f) = − 1
2n
n∑
i=1
〈
Σ
(i)
y˜x˜
(
Σ
(i)
x˜x˜
)−1
Σ
(i)
x˜y˜ ,∇2yu`(y˜i, f(x˜i))∇2uu`(y˜i, f(x˜i))−1∇2uy`(y˜i, f(x˜i))
〉
,
R4(f) =
1
2n
n∑
i=1
〈
Σ
(i)
y˜y˜ ,∇2yy`(y˜i, f(x˜i))
〉
,
and
∀i ∈ [n], J (i) = − (∇2uu`(y˜i, f(x˜i)))−1∇2uy`(y˜i, f(x˜i))Σ(i)y˜x˜ (Σ(i)x˜x˜)−1 . (13)
Theorem 2 captures the effect of the random perturbations in Mixup as a sum of four
penalty terms Ri(f) for i ∈ [4]. They regularize the simple ERM risk applied on the
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modified inputs x˜i and smoothed outputs y˜i. Before studying the role of the different
penalty terms, we derive their expressions for the cross-entropy loss (similar derivations for
the logistic and squared error losses are described in Appendix A.2 and A.3).
Corollary 1. Let p : Rc → Rc be the softmax operator, i.e., for any i ∈ [c] and u ∈ Rc,
p(u)i = e
ui/
∑c
j=1 e
uj , and for any q ∈ Rc let H(q) = diag(q) − qq> ∈ Rc×c. The
approximate Mixup risk for the cross-entropy loss satisfies
EMixupQ (f) =
1
n
n∑
i=1
`CE(y˜i, f(x˜i)) +R
CE
1 (f) +R
CE
2 (f) +R
CE
3 (f) ,
where
RCE1 (f) =
1
2n
n∑
i=1
〈
Σ
(i)
x˜x˜,
(
∇f(x˜i)− J (i)
)>
H(p(f(x˜i)))
(
∇f(x˜i)− J (i)
)〉
,
RCE2 (f) =
1
2n
n∑
i=1
〈
Σ
(i)
x˜x˜, (p(f(x˜i))− y˜i)>∇2f(x˜i)
〉
,
RCE3 (f) = −
1
2n
n∑
i=1
〈
Σ
(i)
y˜x˜
(
Σ
(i)
x˜x˜
)−1
Σ
(i)
x˜y˜ , H(p(f(x˜i)))
−1
〉
,
with
∀i ∈ [n] , J (i) = H(p(f(x˜i)))−1Σ(i)y˜x˜
(
Σ
(i)
x˜x˜
)−1
. (14)
5 Discussion and experiments
Let us now discuss the validity of our analysis, and the regularization properties of Mixup
it suggests. To support our discussion, we provide empirical results on a synthetic binary
classification problem (noisy two-moon problem), training a logistic regression model with
random Fourier features [26]; this allows us to get rid of convergence issues due to the
convexity of the problem, but still work with nonlinear models of the input points. For each
experimental result we report mean and 95% confidence interval using 30 repetitions over 30
different instances of the data. All details about experiments are provided in Appendix C.
Analyzing input/output perturbations with Taylor approximation. To analyze
the regularization effect of Mixup, we used a quadratic approximation of the loss function
(11). We note that compared to similar approximations that have been proposed to study
the regularization effect of input perturbation only, such as dropout [33, 34], we must
include in the Taylor expansion all second-order terms involving the input perturbation
only (term with δδ>), the output perturbation only (term with εε>), and their interaction
(term with εδ>). In the absence of output perturbation (e.g., in the case of dropout),
only the term in δδ> matters, and in the absence of correlation between input and output
perturbation (e.g., dropout combined with independent label smoothing), then the term in
εδ> does not matter either. Mixup is unique in the correlation it creates between input
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and output perturbations, which is captured by the interaction term with εδ> in (11).
Regarding the validity of the Taylor approximation, we note that, as for similar work on
input perturbation, the approximate Mixup risk (10) is only a good approximation to the
Mixup risk for “small” perturbations; as noted in [34, Annex A.2], though, this often remains
valid even for “large” input perturbation followed by a linear transformation layer. To
support empirically the validity of the approximation, Figure 2 shows the training and test
performance of ERM, Mixup, and the approximate Mixup formulation, where we dropped
the term R2(f) in the regularization since it empirically induces numerical instability due to
it non-convexity (see also [34] for a discussion about discarding the Hessian regularization).
We can see how training without regularization (ERM) leads to overfitted estimators, while
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Fig. 2: From left to right: train loss, train and test accuracy during optimization of a logistic
regression model trained on the noisy two-moon problem with Mixup, approximate Mixup and
ERM risks. The Mixup + input mod curve corresponds to the Mixup model applied to modified
inputs for predictions.
both Mixup and approximate Mixup have lower training accuracy but higher test accuracy
than ERM, suggesting that approximate Mixup correctly mimics Mixup’s ability to control
overfitting.
Input modification. By Lemma 1, we see that Mixup implicitly shrinks inputs towards
their mean since the Mixup risk involves the empirical risk over modified inputs x˜i and
outputs y˜i. An important consequence is that the function f estimated by Mixup should
ideally be applied to transformed data at test time, i.e., the prediction for point x should be
g(x) = y
(
1− 1
θ
)
+
1
θ
f
(
θx+ (1− θ)x) , (15)
where x and y are the average training input and output, respectively. For centered training
data (x = y = 0) and homogeneous functions (f(ux) = uf(x) for any (u, x) ∈ R×X , e.g.,
linear models or neural networks with ReLU activation and linear transformations), this
has no impact as g(x) = f(x) in that case. For more general models, however, (15) may be
a better predictor than f . For example, we clearly see in Figure 1 that the asymptotically
Bayes optimal classifier under the Mixup distribution matches the one under the empirical
distribution of the modified data (up to regularization effects), and not of the original data.
This is coherent with Figure 2 that shows that even on our toy problem, using (15) at
prediction time for the model trained with Mixup improves test accuracy, and gets closer
to the performance of approximate Mixup. Interestingly, when the classes are balanced,
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i.e., y = 1c1c, the transformation in (15) adds the same constant to each of the c entries
of f . In particular, in the multi-class setting, since the softmax is invariant to a constant
in the logits, (15) becomes equivalent to a scaling of the logits, commonly referred to as
temperature scaling [13]. While temperature scaling is traditionally tuned with a validation
set [13], mixup automatically sets this value, according to the distribution of θ.
Label smoothing. The transformation that modifies the original labels yi onto y˜i acts
as some form of label smoothing, a technique known to often improve accuracy and cali-
bration [30, 21]. The transformed labels y˜i are indeed pulled towards the average label y.
Recall from [30] that label smoothing consists in training a model on the perturbed version
of the training labels defined as yLSi = (1−ε)yi+εu(i), where ε is a fixed scalar in [0, 1] and
u(i) is a fixed distribution over the labels. It is easy to see that for ε = (1− θ) and u(i) = y
the two formulations coincide. This implies that Mixup implicitly performs label smoothing,
and can benefit from this technique in terms of accuracy or calibration. In Proposition 1 of
the appendix, we formally prove that, in the case of the cross entropy and linear models,
label smoothing translates into an increase in the average entropy of the predictions, or, in
other words, that predictions become less certain, as observed in practice. Figure 3 shows
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Fig. 3: Histograms of confidence of predictions on test points, for models trained with different
techniques.
this implicit label smoothing effect of Mixup through the histograms of the confidence of
the estimators’ predictions on test points. From the first plot, we notice how standard
ERM produces very confident predictions, how label smoothing helps decreasing ERM
confidence at test time, and how Mixup naturally produces even less confident (and often
better calibrated) predictions. From the second plot, we see that that approximate Mixup,
like Mixup, produces less confident prediction, and that the similarity of the prediction
confidence is very good when Mixup is “correctly” used at prediction time using (15). This
supports our analysis that Mixup’s ability to produce well-calibrated scores stems from the
label smoothing effect captured by our approximate Mixup formulation.
Jacobian regularization. The first implicit regularization term R1(f) in Theorem 2
penalizes the discrepancy between ∇f(x˜i) and J (i) given by (13). We recognize in J (i)
the Jacobian of the standard MOLS model trained in the input space on the modified
training set, with an increased weight for sample (x˜i, y˜i) in J (i) . Compared to, e.g., dropout
regularization with penalizes the norm of ∇f at the training points, we therefore see that
Mixup also regularizes the Jacobian of f but with a different and more informative implicit
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bias, namely, to mimic a good linear model in the input space. Furthermore, we note
from the proof of Theorem 2 that this implicit bias results from the correlation between
input and output noise, which may explain why independent Mixup in the input and
output performs more poorly than standard Mixup [36]. While this regularization is similar
across all points in the squared loss setting (Corollary 3), it is weighted by the Hessian
H(p(f(x˜i))) in the cross-entropy loss (Corollary 1). Similar to dropout, this implies that
this regularization vanishes when the prediction p(f(x˜i)) is confidently near 0 or 1. In the
Mixup case, though, the label smoothing effect discussed in the previous paragraph tends
to prevent over-confident predictions on the training point (see Proposition 1 for a formal
description of that property), therefore ensuring that the Jacobian regularization in R1(f)
remains active even for “easy” points. This interaction between label smoothing (due to
output Mixup) and Jacobian regularization (due to input Mixup) may explain why Mixup
on inputs only performs poorly compared to Mixup on both inputs and outputs [31].
6 Conclusions
In this paper we have proposed the first theoretical analysis that explains the multiple
regularization effects of Mixup. We have proved that training with Mixup is equivalent
to learn on modified data with the injection of structured noise. Through a Taylor
approximation, we have further shown that Mixup amounts to empirical risk minimization
on modified points plus multiple regularization terms. Fascinatingly, our derivation shows
that Mixup induces varied and complex effects, e.g., calibration, Jacobian regularization,
label noise and normalization, while being a simple and cheap data augmentation technique.
More broadly, we have studied how a specific combination of data modification and noise
injection leads to certain regularizers. An interesting research question is whether we can
reverse-engineer this process, namely starting from possibly expensive regularizers and
design the corresponding data augmentation technique emulating their effects at a lower
computational cost.
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A Additional results
A.1 Formal study of the effect of label smoothing
In the next proposition, we formally describe the effect induced by label smoothing in the
case of the cross entropy. We will see that applying label smoothing leads to predictions
with a higher entropy, or, in other words, less certain predictions.
Before stating the proposition, we introduce some additional notation. We denote by
∆c = {u ∈ Rc;u>1c = 1 and for j ∈ [c], uj ≥ 0}
the simplex in Rc. For p ∈ ∆c, we denote by
Z(p) = −
c∑
j=1
pj log(pj)
the entropy of a categorical distribution with parameter p. Moreover, we recall that it is
concave and it is the Fenchel conjugate, up to a sign flip, of the log-sum-exp function
Z(p) = −max
t∈Rc
{
p>t− log
( c∑
j=1
etj
)}
, (16)
as for instance detailed in Example 5.5 of [8]. Like in Corollary 1, we introduce the softmax
operator S : Rc 7→ ∆c defined for j ∈ [c] by
S(u)j = e
uj∑c
k=1 e
uk
.
Proposition 1. Let us consider the following two classification problems with a cross-
entropy loss and linear model f(x) = Wx parameterized by W ∈ Rc×d,
min
W∈Rc×d
1
n
n∑
i=1
`CE(yi,Wxi) (17)
and
min
W∈Rc×d
1
n
n∑
i=1
`CE(y˜i,Wxi) (18)
defined without and with label smoothing respectively, i.e., with y˜i = y + θ(yi − y) ∈ ∆c for
i ∈ [n]. Let us denote by W ? and W ?ls a solution of (17) and (18) respectively, together with
pi = S(W ?xi) and p˜i = S(W ?lsxi). (19)
It holds that the average entropy of the predictions of W ?ls is lower bounded as follows
θ
1
n
n∑
i=1
Z(pi) + (1− θ)Z(y) ≤ 1
n
n∑
i=1
Z(p˜i). (20)
If predicting with W ? also reduces the entropy of the average predictor, i.e., 1n
∑n
i=1Z(pi) ≤
Z(y), then label smoothing increases the average entropy of the predictions:
1
n
n∑
i=1
Z(pi) ≤ 1
n
n∑
i=1
Z(p˜i).
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Proof. We first start by deriving a dual formulation for (18). The derivation for (17) follows
along the same lines, up to the replacement of y˜i by yi.
Introducing primal variables ui ∈ Rc for i ∈ [n] with equality constraints Wxi = ui and
the dual variables ξi ∈ Rc, we obtain the following Lagrangian (see [8]):
L({ui, ξi}ni=1,W ) =
1
n
n∑
i=1
{
`CE(y˜i, ui) + ξ
>
i (Wxi − ui)
}
=
1
n
n∑
i=1
{
log
( c∑
j=1
e(ui)j
)
− (ξi + y˜i)>ui
}
+
〈
W,
1
n
n∑
i=1
ξix
>
i
〉
from which we can derive the dual function using (16)
min
{ui}ni=1,W
L({ui, ξi}ni=1,W ) =
{
1
n
∑n
i=1Z(ξi + y˜i) if
∑n
i=1 ξix
>
i = 0 and ξi + y˜i ∈ ∆c,
−∞ otherwise
and the dual problem
max
{νi}ni=1
1
n
n∑
i=1
Z(νi) subject to νi ∈ ∆c, i ∈ [n], and
n∑
i=1
(νi − y˜i)x>i = 0 (21)
where we have made the change of variables νi = ξi + y˜i. The dual problem for (17) is
identical to (21) up to the replacement of y˜i by yi.
Recalling the definitons in (19) and exploiting the first-order optimality conditions
of (17) and (18), we have
n∑
i=1
(pi − yi)x>i = 0 and
n∑
i=1
(p˜i − y˜i)x>i = 0,
so that {p˜i}ni=1 is feasible for the dual problem (21). Since strong duality applies [8], it also
holds that {p˜i}ni=1 maximize (21).
Let us consider {qi}ni=1 defined for i ∈ [n] by
qi = θpi + (1− θ)y.
We can easily observe that qi ∈ ∆c as convex combination of pi, y ∈ ∆c and that
n∑
i=1
(qi − y˜i)x>i = θ
n∑
i=1
(pi − yi)x>i + (1− θ)
n∑
i=1
(y − y)x>i = 0.
This implies that {qi}ni=1 is feasible for (21) and we have
1
n
n∑
i=1
Z(qi) ≤ 1
n
n∑
i=1
Z(p˜i).
We get the advertised result by using the concavity of Z so that θZ(pi) + (1− θ)Z(y) ≤
Z(qi).
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A.2 Mixup for logistic regression
In the binary classification setting, minimizing the empirical cross-entropy risk over f :
X → R2 after one-hot encoding of the two possible classes in R2 as (0, 1)> and (1, 0)>
is equivalent to minimizing the following well-known logistic loss over f : X → R after
encoding the two classes in R as 0 and 1:
`LR(y, u) = log(1 + eu)− yu . (22)
The regularization effect of Mixup in that case is detailed in the following result:
Corollary 2. Let s : R→ R be the sigmoid operator, i.e., for any u ∈ R, s(u) = (1+e−u)−1,
and for any q ∈ R let v(q) = q(1 − q) ∈ R. The approximate Mixup risk for the logistic
regression loss satisfies
EMixupQ (f) =
1
n
n∑
i=1
`LR(y˜i, f(x˜i)) +R
LR
1 (f) +R
LR
2 (f) +R
LR
3 (f) ,
where
RLR1 (f) =
1
2n
n∑
i=1
v(s(f(x˜i)))
〈
Σ
(i)
x˜x˜,
(
∇f(x˜i)− J (i)
)> (∇f(x˜i)− J (i))〉 ,
RLR2 (f) =
1
2n
n∑
i=1
(s(f(x˜i))− y˜i)
〈
Σ
(i)
x˜x˜,∇2f(x˜i)
〉
,
RLR3 (f) = −
1
2n
n∑
i=1
Σ
(i)
y˜x˜
(
Σ
(i)
x˜x˜
)−1
Σ
(i)
x˜y˜
v(s(f(x˜i)))
,
.
with
∀i ∈ [n], , J (i) =
Σ
(i)
y˜x˜
(
Σ
(i)
x˜x˜
)−1
v(s(f(x˜i)))
. (23)
Proof. For the definition (22) of the logistic regression loss `LR(y, u), we easily get:
∇y`LR(y, u) = −u ,
∇u`LR(y, u) = s(u)− y ,
∇2yy`LR(y, u) = 0 ,
∇2yu`LR(y, u) = −1 ,
∇2uu`LR(y, u) = v(s(u)) .
Plugging these results back in the four regularization terms in Theorem 2 we conclude the
proof.
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A.3 Mixup for the squared error loss
The next result summarizes the form of the approximate Mixup risk in the case of the
squared error loss, and shows in particular that Mixup has no effect of linear least-squares
regression models.
Corollary 3. The approximate Mixup risk for the squared error loss satisfies
EMixupQ (f) =
1
n
n∑
i=1
`SE(y˜i, f(x˜i)) +R
SE
1 (f) +R
SE
2 (f) + C , (24)
where C is a constant independent of f and
RSE1 (f) =
1
2n
n∑
i=1
‖∇f(x˜i)− J (i)‖2
Σ
(i)
x˜x˜
and RSE2 (f) =
1
2n
n∑
i=1
〈
Σ
(i)
x˜x˜, (f(x˜i)− y˜i)>∇2f(x˜i)
〉
,
with
∀i ∈ [n], J (i) = Σ(i)y˜x˜
(
Σ
(i)
x˜x˜
)−1
. (25)
In particular, when we consider linear models with intercept of the form fW,b(x) = Wx+ b
for (W, b) ∈ Rc×d × Rc, then the exact Mixup risk satisfies
EMixup(fW,b) = 2σ
2 + 2θ
2
+ (1− θ)2
2n
n∑
i=1
`SE(yi, fW,b(xi)) + ‖b− b‖2 + C , (26)
where C is a constant that does not depend on (W, b) and b = y −Wx. Consequently,
the linear model that minimizes EMixup is the standard multivariate ordinary least squares
(MOLS) predictor that minimizes EERM on the original data, i.e., Mixup has no effect on
linear least-squares regression.
Proof. For the definition (3) of the squared error loss `SE(y, u), we easily get:
∇y`SE(y, u) = (y − u)> ,
∇u`SE(y, u) = (u− y)> ,
∇2yy`SE(y, u) = ∇2uu`SE(y, u) = Ic ,
∇2yu`SE(y, u) = −Ic .
Plugging these results back in the 4 regularization terms in Theorem 2 proves (24).
When f is a linear function with intercept of the form fW,b(x) = Wx + b, then we
first note that `SE(y, fW,b(x)) is a quadratic function of (x, y), so the second-order Taylor
approximation (11) is exact in that case: `SE(i)Q (y, fW,b(x)) = `
SE(y, fW,b(x)) for any i ∈ [n]
and (x, y) ∈ X × Y, and consequently:
∀(W, b) ∈ Rc×d × Rc , EMixupQ (fW,b) = EMixup(fW,b) .
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Applying (24) to the case of a linear function fW,b gives us immediately RSE2 (fW,b) = 0,
because ∇2fW,b = 0. For the first regularization term, we compute
RSE1 (fW,b) =
1
2n
n∑
i=1
‖∇f(x˜i)− J (i)‖2
Σ
(i)
x˜x˜
=
1
2n
n∑
i=1
‖W − J (i)‖2
Σ
(i)
x˜x˜
=
1
2n
n∑
i=1
(〈
W>W,Σ(i)x˜x˜
〉
− 2
〈
W,Σ
(i)
y˜x˜
〉)
+ C
=
1
2n
n∑
i=1
 γ2
nθ
2
n∑
j=1
‖W (x˜j − x)− (y˜j − y)‖2 + σ
2
θ
2 ‖W (x˜i − x)− (y˜i − y)‖2
+ C
=
σ2 + γ2
2nθ
2
n∑
i=1
‖W (x˜i − x)− (y˜i − y)‖2 + C
=
2σ2 + (1− θ)2
2n
n∑
i=1
‖W (xi − x)− (yi − y)‖2 + C .
(27)
As for the empirical risk term, we can also rewrite it as
1
n
n∑
i=1
`SE(y˜i, fW,b(x˜i)) =
1
n
n∑
i=1
‖Wx˜i + b− y˜i‖2
=
1
n
n∑
i=1
‖W (x˜i − x)− (y˜i − y) + (b− b)‖2
=
1
n
n∑
i=1
‖W (x˜i − x)− (y˜i − y)‖2 + ‖b− b‖2
=
θ
2
n
n∑
i=1
‖W (xi − x)− (yi − y)‖2 + ‖b− b‖2
(28)
Plugging (27) and (28) into (24) finally gives (26).
To see that the minimizer of (26) is the standard MOLS solution, we notice that the
obvious solution for b is b = b, which is the intercept of MOLS, while the solution for W
should minimize the sum of squared errors over centered points, which is exactly what
MOLS does.
B Proofs
B.1 Proof of Theorem 1
Proof. To simplify notations, let us denote, for any i, j ∈ [n] and u ∈ [0, 1],
mij(u) = ` (uyi + (1− u)yj , f(uxi + (1− u)xj)) .
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The Mixup risk (4) can then be written as
EMixup(f) = 1
n2
n∑
i=1
n∑
j=1
Eλmij(λ) , λ ∼ Beta(α, α) . (29)
We now separate the values of λ depending on whether or not they are above 1/2 by
expressing it as
λ = piλ0 + (1− pi)λ1 , λ0 ∼ Beta[0, 1
2
](α, α) , λ1 ∼ Beta[ 1
2
,1](α, α) , pi ∼ Ber
(
1
2
)
.
(30)
By symmetry of the Beta(α, α) distribution around 1/2, it is clear that λ defined in (30)
follows a Beta(α, α) distribution, and furthermore that λ′1 = 1 − λ0 follows, like λ1, a
Beta[ 1
2
,1](α, α) distribution. For any i, j ∈ [n], we therefore get
Eλmij(λ) = Eλ0,λ1,pimij(piλ0 + (1− pi)λ1)
=
1
2
[Eλ0mij(λ0) + Eλ1mij(λ1)]
=
1
2
[
Eλ′1mji(λ
′
1) + Eλ1mij(λ1)
]
,
where we used the fact that mij(1− u) = mji(u) to get the third equality. Plugging this
equality back into (29), we finally get
EMixup(f) = 1
2n2
n∑
i=1
n∑
j=1
[
Eλ′1mji(λ
′
1) + Eλ1mij(λ1)
]
=
1
n2
n∑
i=1
n∑
j=1
Eλ1mij(λ1)
=
1
n
n∑
i=1
 1
n
n∑
j=1
Eλ1mij(λ1)

=
1
n
n∑
i=1
`i ,
(31)
where
`i = Eθ,j` (θyi + (1− θ)yj , f(θxi + (1− θ)xj)) , θ ∼ Beta[ 1
2
,1](α, α) , j ∼ Unif([n]) .
We now easily see that x˜i and y˜i defined in (5) satisfy{
x˜i = Eθ,j [θxi + (1− θ)xj ] ,
y˜i = Eθ,j [θyi + (1− θ)yj ] ,
and furthermore that δi and εi defined in (6) satisfy{
δ˜i = θxi + (1− θ)xj − Eθ,j [θxi + (1− θ)xj ] ,
ε˜i = θyi + (1− θ)yj − Eθ,j [θyi + (1− θ)yj ] ,
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from which we deduce that Eθ,jδi = Eθ,jεi = 0 and
`i = Eθ,j`
(
y˜i + ε˜i, f(x˜i + δ˜i)
)
.
Plugging this equality back into (31) concludes the proof.
B.2 Proof of Lemma 1
Proof. From the definition of δi in (6), we easily get:
Eθ,jδiδ>i = Eθ(θ − θ)2xix>i + Eθ[(1− θ)2]Ej [xjx>j ] + (1− θ)2xx>
+ Eθ[(θ − θ)(1− θ)]Ej [xix>j + xjx>i ]− (1− θ)Eθ[1− θ]Ej [xjx> + xx>j ]
= σ2xix
>
i + γ
2Ej [xjx>j ] + (1− θ)2xx> − σ2(xix> + xx>i )− 2(1− θ)2xx>
= σ2(xix
>
i − xix> − xx>i ) + γ2(Σxx + xx>)− (1− θ)2xx>
= σ2(xi − x)(xi − x)> + γ2Σxx ,
(32)
where we used the independence between θ and j in the first equality; for the second, the facts
that Eθ(θ−θ)2 = σ2, Eθ[(1−θ)2] = σ2+(1−θ)2 = γ2, Eθ[(θ−θ)(1−θ)] = θ2−Eθ[θ2] = −σ2,
and Eθ[1 − θ] = 1 − θ; for the third, we reorganized the terms and used the equality
Ejxjx>j = Σxx + xx> by definition of the empirical covariance matrix Σxx; the last equality
is obtained by reorganizing the terms and using the definition of γ2. In order to write this
covariance matrix in terms of modified inputs, we notice that by definition (5) we have
xi − x = (x˜i − x)/θ and Ej x˜j = Ejxj = x, which implies that the empirical covariance
matrix of the modified inputs is Σx˜x˜ = θ
2
Σxx. Combining these equalities with (32) gives
the first equality in (9). The two other equalities can be proved exactly the same way.
B.3 Proof of Theorem 2
Proof. Given a modified input/output pair (x˜, y˜) ∈ X × Y and a function f ∈ H, the
second-order Taylor approximation of the loss G(x˜, y˜) = `(y˜, f(x˜)) is, for any (δ, ε) ∈ X ×Y :
GQ(x˜+ δ, y˜ + ε) = G(x˜, y˜) +∇x˜G(x˜, y˜)δ +∇y˜G(x˜, y˜)ε
+
1
2
δ>∇2x˜x˜G(x˜, y˜)δ +
1
2
ε>∇2y˜y˜G(x˜, y˜)ε+ ε>∇2y˜x˜G(x˜, y˜)δ .
(33)
Using this quadratic approximation at each training point i ∈ [n] in (7), and using the fact
that Eθ,jδi = Eθ,jεi = 0, we get
Eθ,jGQ(x˜i + δi, y˜i + εi) =G(x˜i, y˜i) +
1
2
〈
Eθ,jδiδ>i ,∇2x˜x˜G(x˜i, y˜i)
〉
+
1
2
〈
Eθ,jεiε>i ,∇2y˜y˜G(x˜i, y˜i)
〉
+
〈
Eθ,jεiδ>i ,∇2y˜x˜G(x˜i, y˜i)
〉
,
(34)
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which we can rewrite as follows by expressing the derivatives of G(x, y) = `(y, f(x)) in
terms of derivatives of `(y, u) and f(x):
Eθ,j`Q(y˜i + εi, f(x˜i + δi)) = `(y˜i, f(x˜i))
+
1
2
〈
Eθ,jδiδ>i ,∇f(x˜i)>∇2uu`(y˜i, f(x˜i))∇f(x˜i) +∇u`(y˜i, f(x˜i))∇2f(x˜i)
〉
+
1
2
〈
Eθ,jεiε>i ,∇2yy`(y˜i, f(x˜i))
〉
+
〈
Eθ,jεiδ>i ,∇2yu`(y˜i, f(x˜i))∇f(x˜i)
〉
.
(35)
Replacing the expectations in this equation by their values given by Lemma 1 gives:
Eθ,j`Q(y˜i + εi, f(x˜i + δi)) = `(y˜i, f(x˜i))
+
1
2
〈
Σ
(i)
x˜x˜,∇f(x˜i)>∇2uu`(y˜i, f(x˜i))∇f(x˜i)
〉
+
1
2
〈
Σ
(i)
x˜x˜,∇u`(y˜i, f(x˜i))∇2f(x˜i)
〉
+
1
2
〈
Σ
(i)
y˜y˜ ,∇2yy`(y˜i, f(x˜i))
〉
+
〈
Σ
(i)
y˜x˜,∇2yu`(y˜i, f(x˜i))∇f(x˜i)
〉
.
(36)
We now use the following fact, true for any square symmetric and invertible matrices A and
C and rectangular matrices B and Y (such that the matrix multiplications below make
sense):〈
A, Y >CY
〉
− 2 〈B, Y 〉 =
〈
A, (Y − Z)>C(Y − Z)
〉
−
〈
A−1, B>C−1B
〉
, (37)
where Z = C−1BA−1, to combine the second and fifth terms together. Indeed, the fifth
term (36) can be rewritten as〈
Σ
(i)
y˜x˜,∇2yu`(y˜i, f(x˜i))∇f(x˜i)
〉
=
〈
∇2uy`(y˜i, f(x˜i))Σ(i)y˜x˜,∇f(x˜i) ,
〉
,
so plugging into (37) the following matrices:
A = Σ
(i)
x˜x˜ ,
B = −∇2uy`(y˜i, f(x˜i))Σ(i)y˜x˜ ,
C = ∇2uu`(y˜i, f(x˜i)) ,
Y = ∇f(x˜i) ,
gives
1
2
〈
Σ
(i)
x˜x˜,∇f(x˜i)>∇2uu`(y˜i, f(x˜i))∇f(x˜i)
〉
+
〈
Σ
(i)
y˜x˜,∇2yu`(y˜i, f(x˜i))∇f(x˜i)
〉
=
1
2
〈
Σ
(i)
x˜x˜,
(
∇f(x˜i)− J (i)
)>∇2uu`(y˜i, f(x˜i))(∇f(x˜i)− J (i))〉
− 1
2
〈
Σ
(i)
y˜x˜
(
Σ
(i)
x˜x˜
)−1
Σ
(i)
x˜y˜ ,∇2yu`(y˜i, f(x˜i))∇2uu`(y˜i, f(x˜i))−1∇2uy`(y˜i, f(x˜i))
〉 (38)
where J (i) is defined in (13). Theorem 2 then follows by merging the second and fifth terms
in (36) using (38), and summing over i.
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B.4 Proof of Corollary 1
Proof. For the definition (3) of the cross-entropy loss `CE(y, u), we easily get:
∇y`CE(y, u) = −u> ,
∇u`CE(y, u) = (p(u)− y)> ,
∇2yy`CE(y, u) = 0c ,
∇2yu`CE(y, u) = −Ic ,
∇2uu`CE(y, u) = H(p(u)) .
Plugging these results back in the four regularization terms in Theorem 2 we conclude the
proof.
C Experiments
Data generation. To generate the data we use the sklearn.datasets.make_moons
function from the scikit-learn library. We create n = 300 points with noise= 0.01, and
split them in 50% for train and 50% for test. We then randomly flip 20% of the training
labels to make the learning task more difficult. We repeat this pipeline 30 times for 30
different random seeds.
Function space. Let M = 1000, w ∈ RM and φ : Rd → RM be the feature map defined
as φ(x) = 1√
M
cos(Sx + B), where cos : RM → RM is the element-wise cosine function,
S ∈ RM×d is the random matrix s.t. Si,j ∼ N (0, σ2), ∀i ∈ [M ], j ∈ [d] with σ = 10, and
B ∈ RM s.t. Bi ∼ Unif(0, 2pi),∀i ∈ [M ]. The space of candidate solutions H we consider is
the class of functions of the form f(x) = w>φ(x).
Optimization. To minimize any functional we use stochastic gradient descent with
mini-batching, with mini-batch size b = 50 and step-size γ = 5.
Mixup hyperparameter. We consider the Beta distribution in Mixup and its approxi-
mation to be Beta(α, α) with α = 1.
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