In Data mining and Knowledge Discovery hidden and valuable knowledge from the data sources is discovered. The traditional algorithms used for knowledge discovery are bottle necked due to wide range of data sources availability. Class imbalance is a one of the problem arises due to data source which provide unequal class i.e. examples of one class in a training data set vastly outnumber examples of the other class(es).This paper proposes a method belonging to under sampling approach which uses OPTICS one of the best visualization clustering technique for handling class imbalance problem. In the proposed approach, further Classification of new data is performed by applying C4.5 algorithm as the base algorithm. The method is optimized by the selection of the most suitable clusters for deletion of the majority dataset based on visualization algorithms. An experimental analysis is carried out over a wide range of highly imbalanced data sets and uses the statistical tests suggested in the specialized literature. The results obtained show that our novel proposal outperforms other classic and recent models in terms of Area under the ROC Curve, F-measure, precision, TP rate and TN rate.
INTRODUCTION
Unbalanced dataset learning is a new paradigm of machine learning which has applicability in real time, since all the datasets of real time are of unbalanced nature. For example if you consider a case of medical surgery or scientific experimental analysis the cases in this study will not be of balanced category. The cases may be more in either positive category or negative category, thereby creating an unbalanced dataset. Unbalanced data set is that samples of some classes in the data set are more than samples of other classes, classes with more samples are called majority class, on the other hand, classes with a few samples are called minority class [1] . In the case of unbalanced datasets the common shortcoming using traditional classifiers is that they misclassify minority dataset as majority dataset. In real time scenario this misclassification will cost a lot to the area of applicability in terms of money if it is banking domain, in terms of life if it is medical domain, in terms of quality if it is quality control domain etc. In real time domain the classification accuracy of minority class is as equal as classification accuracy of majority class. There is an urgent need to improve the classificatory performance of minority class in the fields of machine learning and pattern recognition.
To solve the problem of class imbalance the focus is on developing three approaches. First approach is algorithmic development, which lay more stress on developing novel algorithms which can efficiently handle imbalanced dataset without any loss of generality. Second approach is data level approach, which focuses on preprocessing the data so as to make it balanced. This approach has some advantages of being algorithm independent, data concentric etc over the first approach. Third approach is the hybrid approach, which uses both algorithmic level and data level approaches to solve the problem of unbalanced datasets.
In this work, we focus on imbalanced binary classification problems, having selected a benchmark of 10 datasets from UCI machine learning repository [2] . We perform our experimental study focusing on the precision, F-measure, TP Rate, TN Rate of the models using the Area under the ROC curve (AUC). On the other hand, after comparing these techniques we also want to find what is the source where the difficulties for imbalanced classification emerge. Many other studies on the behavior of several standard classifiers in imbalance domains have shown that significant loss of performance is mainly due to skew of class distributions. However, several investigations also suggest that there are other factors that contribute to such performance degradation, for example, size of the dataset, class imbalance level, small disjoints, density, and overlap complexity [3] [4] .
This work focuses on the analysis of two of the most pressing open problems related to data intrinsic characteristics: overlap and dataset shift. This paper is organized as follows: first, Section 2 presents the literature survey relating to problem of imbalanced datasets whereas Section 3 describes the proposed approach and its different components. Next, Section 4 describes selected benchmark datasets and the configuration of the methods used in the study. Section 5describes the experimental setting used and different algorithms used for comparison. Section 6 is devoted to discuss the results of our approach and different problem characteristics that make that problem difficult. The conclusions of this work can be found in Section 7.
LITERATURE SURVEY ON IMBALANCE DATASETS
T. Jo et al. [5] have proposed a clustering-based sampling method for handling class imbalance problem, while S. Zouet al. [6] have proposed a genetic algorithm based sampling method. Jinguha Wang et al. [7] have suggested a method for extracting minimum positive and maximum negative features (in terms of absolute value) for imbalanced binary classification is proposed. They have developed two models to yield the feature extractors. Model 1 first generates a set of candidate extractors that can minimize the positive features to be zero, and then chooses the ones among these candidates that can maximize the negative features. Model 2 first generates a set of candidate extractors that can maximize the negative features, and then chooses the ones that can minimize the positive features. Compared with the traditional feature extraction methods and classifiers, the proposed models are less likely affected by the imbalance of the dataset.
Iain Brown et al. [8] have explored the suitability of gradient boosting, least square support vector machines and random forests for imbalanced credit scoring data sets such as loan default prediction. They progressively increase class imbalance in each of these data sets by randomly under sampling the minority class of defaulters, so as to identify to what extent the predictive power of the respective techniques is adversely affected. They have given the suggestion for applying the random forest and gradient boosting classifiers for better performance. Salvador Garcı´aet al. [9] have used evolutionary technique to solve the class imbalance problem. They proposed a method belonging to the family of the nested generalized exemplar that accomplishes learning by storing objects in Euclidean n-space. Classification of new data is performed by computing their distance to the nearest generalized exemplar. The method is optimized by the selection of the most suitable generalized exemplars based on evolutionary algorithms.
Jin Xiao et al. [10] have proposed a dynamic classifier ensemble method for imbalanced data (DCEID) by combining ensemble learning with cost-sensitive learning. In this for each test instance, it can adaptively select out the more appropriate one from the two kinds of dynamic ensemble approach: dynamic classifier selection (DCS) and dynamic ensemble selection (DES). Meanwhile, new cost-sensitive selection criteria for DCS and DES are constructed respectively to improve the classification ability for imbalanced data. Victoria Lópezet al. [11] have analyzed the performance of data level proposals against algorithm level proposals focusing in cost-sensitive models and versus a hybrid procedure that combines those two approaches. They also lead to a point of discussion about the data intrinsic characteristics of the imbalanced classification problem which will help to follow new paths that can lead to the improvement of current models mainly focusing on class overlap and dataset shift in imbalanced classification.
Yang Yong [12] has proposed one kind minority kind of sample sampling method based on the K-means cluster and the genetic algorithm. They used K-means algorithm to cluster and group the minority kind of sample, and in each cluster they use the genetic algorithm to gain the new sample and to carry on the valid confirmation. Chris Seiffertet al. [13] have examined a new hybrid sampling/boosting algorithm, called RUS-Boost from its individual component AdaBoost and SMOTE-Boost, which is another algorithm that combines boosting and data sampling for learning from skewed training data. V. Garcia et al. [14] have investigated the influence of both the imbalance ratio and the classifier on the performance of several resampling strategies to deal with imbalanced data sets. The study focuses on evaluating how learning is affected when different resampling algorithms transform the originally imbalanced data into artificially balanced class distributions.
María Dolores Pérez-Godoy et al. [15] have proposed CO2RBFN, a evolutionary cooperative-competitive model for the design of radial-basis function networks which uses both radial-basis function and the evolutionary cooperativecompetitive technique on imbalanced domains. CO2RBFN follows the evolutionary cooperative-competitive strategy, where each individual of the population represents an RBF (Gaussian function will be considered as RBF) and the entire population is responsible for the definite solution. This paradigm provides a framework where an individual of the population represents only a part of the solution, competing to survive (since it will be eliminated if its performance is poor) but at the same time cooperating in order to build the whole RBFN, which adequately represents the knowledge about the problem and achieves good generalization for new patterns.
Der-Chiang Li et al. [16] have suggested a strategy which oversamples the minority class and under-samples the majority one to balance the datasets. For the majority class, they build up the Gaussian type fuzzy membership function and a-cut to reduce the data size; for the minority class, they used the mega-trend diffusion membership function to generate virtual samples for the class. Furthermore, after balancing the data size of classes, they extended the data attribute dimension into a higher dimension space using classification related information to enhance the classification accuracy. Enhong Cheet al. [17] have described a unique approach to improve text categorization under class imbalance by exploiting the semantic context in text documents. Specifically, they generate new samples of rare classes (categories with relatively small amount of training data) by using global semantic information of classes represented by probabilistic topic models. In this way, the numbers of samples in different categories can become more balanced and the performance of text categorization can be improved using this transformed data set. Indeed, this method is different from traditional re-sampling methods, which try to balance the number of documents in different classes by re-sampling the documents in rare classes. Such re-sampling methods can cause over fitting. Another benefit of this approach is the effective handling of noisy samples. Since all the new samples are generated by topic models, the impact of noisy samples is dramatically reduced.
Alberto Fernándezet al. [18] have proposed an improved version of fuzzy rule based classification systems (FRBCSs) in the framework of imbalanced data-sets by means of a tuning step. Specifically, they adapt the 2-tuples based genetic tuning approach to classification problems showing the good synergy between this method and some FRBCSs. The proposed algorithm uses two learning methods in order to generate the RB for the FRBCS. The first one is the method proposed in [19] , that they have named the Chi et al.'s rule generation. The second approach is defined by Ishibuchi and Yamamoto in [20] and it consists of a Fuzzy Hybrid Genetic Based Machine Learning (FH-GBML) algorithm.
J. Burezet al. [21] have investigated how they can better handle class imbalance in churn prediction. Using more appropriate evaluation metrics (AUC, lift), they investigated the increase in performance of sampling (both random and advanced undersampling) and two specific modeling techniques (gradient boosting and weighted random forests) compared to some standard modeling techniques. They have advised weighted random forests, as a cost-sensitive learner, performs significantly better compared to random forests.
Che-Chang Hsu et al. [22] have proposed a method with a model assessment of the interplay between various classification decisions using probability, corresponding decision costs, and quadratic program of optimal margin classifier called: Bayesian Support Vector Machines (BSVMs) learning strategy. The purpose of their learning method is to lead an attractive pragmatic expansion scheme of the Bayesian approach to assess how well it is aligned with the class imbalance problem. In the framewor5k, they did modify in the objects and conditions of primal problem to reproduce an appropriate learning rule for an observation sample.
In [23] Alberto Fernándezet al. have proposed to work with fuzzy rule based classification systems using a preprocessing step in order to deal with the class imbalance. Their aim is to analyze the behavior of fuzzy rule based classification systems in the framework of imbalanced data-sets by means of the application of an adaptive inference system with parametric conjunction operators.Jordan M. Malofet al. [24] have empirically investigates how class imbalance in the available set of training cases can impact the performance of the resulting classifier as well as properties of the selected set. In this KNearest Neighbor (k-NN) classifier is used which is a wellknown classifier and has been used in numerous case-based classification studies of imbalance datasets.
Haibo Heet al. [25] have provided a comprehensive review of the development of research in learning from imbalanced data. Their focus is to provide a critical review of the nature of the problem, the state-of-the-art technologies, and the current assessment metrics used to evaluate learning performance under the imbalanced learning scenario. Yok-Yen Nguwiet al. [26] have proposed a model which uses support vector machines and Emergent Self Organization Map (ESOM) to overcome the problem of class imbalance learning. Their proposed methodology is similar to the algorithmic approach which comprises of the support vector machine (SVM)based criterion ranking feature selection and Emergent Self-Organizing Mapping (ESOM) for unsupervised classification. The input data are first trained by SVM classifier and the ranking criterion are evaluated for feature ranking. The data are then clustered by the ESOM algorithm and such clusters are assigned for classification.
Bao-Liang LUet al. [27] have proposed a Min-Max modular support vector machine (M3-SVM), which approaches this problem by decomposing the training input sets of the majority classes into subsets of similar size and pairing them into balanced two-class classification sub problems. This approach has the merits of using general classifiers, incorporating prior knowledge into task decomposition and parallel learning. 
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CLASS IMBALANCE LEARNING USING ORDER POINT CLUSTERING
In this section, we follow a design decomposition approach to systematically analyze the different unbalanced domains. We first briefly introduce the design decomposition methodology adopted for new proposed approach. As mentioned before, in preprocessing there are two approaches, one is over sampling and other is under sampling. In over sampling, the instances in the minority set or increased by following some new instances generation technique either by synthetic generation or duplication of instances. In this approach, the majority class is under sampled by using the wellknown clustering technique OPTICS [29] .
OPTICS works on principle like such an extended DBSCAN algorithm for an infinite number of distance parameters which are smaller than a "generating distance". The only difference is that, in OPTICS assign cluster memberships is not possible. Instead, the order in which the objects are processed is stored and the information which would be used by an extended DBSCAN algorithm to assign cluster memberships (if this were at all possible for an infinite number of parameters). This information consists of only two values for each object: the "core-distance" and a "reachability-distance".
OPTICS creates an ordering of a database, additionally storing the core-distance and a suitable reachability-distance for each object. This information is sufficient to extract all density-based clustering's with respect to any distance e' which is smaller than the generating distance e from this order.
The different components of our proposed algorithm are elaborated in the next subsections.
Partitioning majority and minority classes
The unbalanced dataset is partitioned as majority and minority subsets. Since, our approach is a under sampling approach, we need to focus on the majority dataset.
Applying Clustering Algorithm on majority class
In the next phase of the approach, we need to apply a clustering algorithm on the majority dataset to identify different clusters. Here we have considered OPTICS clustering algorithm to apply on the majority subset.
Identification of Minor clusters
The result of OPTICS (Ordering Points To Identify Clustering Structure) clustering algorithms is used for identification of number of clusters in the majority subset. We need to identify the weak or outlier clusters and delete those from the majority subset. The amount of deletion will depend upon the unique properties of the dataset. After removing weak and outlier clusters form a new majority subset Ni.
Forming new balanced dataset
The new majority subset Ni and the minority subset P are combined to form a new likely balanced dataset. This newly formed balanced dataset is applied to a base algorithm; in this case C4.5 is used to obtain different measures such as AUC, Precision, F-measure, TP Rate and TN Rate.
DATASETS AND MEASURES
We considered Ten benchmark real-world imbalanced dataset from the UCI machine learning repository [2] to validate our proposed method. Table I summarizes the details of these datasets in the ascending order of the positive-to-negative dataset ratio. This contains the name of the dataset, the total number of examples (Total), attribute, the number of target classes for each dataset, number of minority class examples (#min.), the number of .majority class examples (#maj.). These datasets represent a whole variety of domains, complexities, and imbalance ratios.
For every data set, we perform a tenfold stratified cross validation. Within each fold, the classification method is repeated ten times considering that the sampling of subsets introduces randomness. The AUC, Precision, F-measure, TP rate and TN Rate of this cross-validation process are averaged from these ten runs. The whole cross-validation process is repeated for ten times, and the final values from this method are the averages of these ten cross-validation runs.
Evaluation Criteria:
To assess the classification results we count the number of true positive (TP),true negative (TN), false positive (FP) (actually negative, but classified as positive) and false negative (FN) (actually positive, but classified as negative) examples. It is now well known that error rate is not an appropriate evaluation criterion when there is class imbalance or unequal costs. In this paper, we use AUC, Precision, F-measure, TP Rate and TN Rate as performance evaluation measures.
Let us define a few well known and widely used measures: Apart from these simple metrics, it is possible to encounter several more complex evaluation measures that have been used in different practical domains. One of the most popular techniques for the evaluation of classifiers in imbalanced problems is the Receiver Operating Characteristic (ROC) curve, which is a tool for visualizing, organizing and selecting classifiers based on their tradeoffs between benefits (true positives) and costs (false positives).
The most commonly used empirical measure, accuracy does not distinguish between the number of correct labels of different classes, which in the framework of imbalanced problems may lead to erroneous conclusions. For example a classifier that obtains an Accuracy of 90% in a dataset with a degree of imbalance 9:1, might not be accurate if it does not cover correctly any minority class instance.
Because of this, instead of using accuracy, more correct metrics are considered. A quantitative representation of a ROC curve is the area under it, which is known as AUC. When only one run is available from a classifier, the AUC can be computed as the arithmetic mean (macro-average) of TP rate and TNrate:
The Area under Curve (AUC) measure is computed by,
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On the other hand, in several problems we are especially interested in obtaining high performance on only one class. For example, in the diagnosis of a rare disease, one of the most important things is to know how reliable a positive diagnosis is. For such problems, the precision (or purity) metric is often adopted, which can be defined as the percentage of examples that are correctly labeled as positive:
The Precision measure is computed by,
The F-measure Value is computed by, To deal with class imbalance, sensitivity (or recall) and specificity have usually been adopted to monitor the classification performance on each class separately. Note that sensitivity (also called true positive rate, TP rate) is the percentage of positive examples that are correctly classified, while specificity (also referred to as true negative rate, TN rate) is defined as the proportion of negative examples that are correctly classified: 
EXPERIMENTAL SETTINGS

A. Algorithms and Parameters
In first place, we need to define a baseline classifier which we use in our proposed algorithm implementation. With this goal, we have used C4.5 decision tree generating algorithm [28] . Furthermore, it has been widely used to deal with imbalanced data-sets [26] - [28] , and C4.5 has also been included as one of the top-ten data-mining algorithms [29] . Because of these facts, we have chosen it as the most appropriate base learner. C4.5 learning algorithm constructs the decision tree top-down by the usage of the normalized information gain (difference in entropy) that results from choosing an attribute for splitting the data. The attribute with the highest normalized information gain is the one used to make the decision. To validate the proposed CILOP algorithm, we compared it with the traditional C4.5,CART,REP and SMOTE. Eleven real world benchmark data sets taken from the UCI Machine Learning Repository are used throughout the experiments (see Table 1 ). We performed the implementation using Weka on Windows XP with 2Duo CPU running on 3.16 GHz PC with 3.25 GB RAM.
B. Evaluations on Ten Real-World Datasets:
We evaluate the CILOP model on ten real-world datasets obtained from the University of California at Irvine machine learning repository [2] .
We then construct classifiers from the imbalanced data based on the training dataset, and perform evaluations on the test data. We repeat this procedure ten times and use the average of the results as the performance metric. The detailed information about the datasets is described in Table 2 . 
EXPERIMENTAL RESULTS
We have analysis the performance of our proposed algorithm CILOP on class imbalance problem on the following tenrealworld datasets.
The results of the tenfold cross validation with standard deviation are shown in Table 3 to 12.Tables 13-17 , we can observe the results of our proposed algorithm CILOP Vs various algorithms with respect to AUC, Precision, F-measure, TP rate and TN rate. 
Results on AUC:
From Table 13 , one can observe the results of AUC of CILOP against other algorithms. Vote and Sick are one of the two datasets which are of large size (435, 3772). The AUC results for these two datasets are good in terms of wins. The datasets Ecolic,, Hepatitis and Labor have registered some wins and losses too. Ionosphere, Breast_w, Colic and Sonar have not performed well. From Fig 1 (a) -(d) gives the results of Vote, Sick, Ecolic and Hepatitis
Results on Precision:
From Table 14 SMOTE. In overall, from all the Table 14 we can observe that the most of the datasets have performed well on one or the other algorithm. One the Reason for the underperformance of some datasets may be their unique properties such as size, irrelevant attributes present in the dataset.
Results on F-measure:
From the results of 
Results on TP Rate:
From 
Results on TN Rate:
From In overall, from all the tables we can conclude that our algorithm have given good results when compared to other algorithms. The unique properties of datasets such as size of the dataset, majority, minority ratio and the number of attributes will also effect on the results of our algorithm. The above given results are enough to project the validity of our approach and more deep analysis should be done for further analysis.
CONCLUSION:
Class imbalance problem have given a scope for a new paradigm of algorithms in data mining. The traditional and benchmark algorithms are worthwhile for discovering hidden knowledge from the data sources, meanwhile Class imbalance Learning methods can improve the results which are very much critical in real world applications. In this paper we present the class imbalance problem, which exploits the clustering strategy in the unsupervised learning, and implement it with C4.5 as its base learner. Experimental results show that our proposed algorithm performed well in the case of multi class imbalance datasets. In our future work, we will apply our proposed algorithm to more learning tasks, especially high dimensional feature learning tasks.
