This paper develops a novel approach to characterize the uncertainty in the accuracy of surrogate models. This technique segregates the design domain based on the level of cross-validation errors; the overall framework is called Domain Segmentation based on Uncertainty in the Surrogate (DSUS). The estimated errors are classified into physically meaningful classes based on the user's understanding of the system and/or the accuracy requirements for the concerned system analysis. In each class, the distribution of the cross-validation errors is estimated to represent the uncertainty in the surrogate. Support Vector Machine (SVM) is implemented to determine the boundaries between error classes, and to classify any new design (point) into a meaningful class. The DSUS framework is illustrated using two different surrogate modeling methods: (i) the Kriging method, and (ii) the Adaptive Hybrid Functions (AHF). We apply the DSUS framework to a series of standard problems and engineering problems. The results show that the DSUS framework can successfully classify the design domain and quantify the uncertainty (prediction errors) in surrogates. More than 90% of the test points could be accurately classified into its error class. In real life engineering design, where we use predictive models with different levels of fidelity, the knowledge of the level of error and uncertainty at any location inside the design space is uniquely helpful.
I. Introduction
Uncertainties in a system may come from cognitive (qualitative) and noncognitive (quantitative) sources. 1 Noncognitive, or quantitative, sources of uncertainty can be classified into three types: (i) inherent randomness in all physical observation; (ii) statistical uncertainty; and (iii) modeling uncertainty. 1 Since a surrogate model is an approximation to an unknown function, prediction errors are generally present in the estimated function values. The three major sources of uncertainty in surrogate modeling are: (i) uncertainty in the observations (when they are noisy), (ii) uncertainty due to finite sample, and (iii) uncertainty as a result of approximate representation of the system behavior. One of the major challenges in surrogate modeling is to accurately quantify these uncertainties, and how these uncertainties vary in the design space. 2 The fundamental purpose of a surrogate model is to provide a cheaper and/or a more convenient representation of the actual system. Substantial research has been done in past two decades to improve the A Support Vector Regression (SVR) with an uncertainty model was developed by combining the prediction from SVR and the standard error from Kriging. Xiong et al. 30 developed cheap surrogate models to integrate information from both low-fidelity and high-fidelity models based on the Bayesian-Gaussian process modeling. The interpolation uncertainty of the surrogate model due to the lack of sufficient high-fidelity simulations is quantified in the Bayesian-Gaussian process modeling.
C. Research Objectives
The existing surrogate-based uncertainty modeling methods are model-dependent. A generalized methodology that can be applied to a majority of surrogate models to characterize the surrogate-based uncertainty will be more helpful. To this end, this paper develops an innovative approach to segregate the design domain based on levels of fidelity, and quantify the uncertainty in the surrogate model. This technique, Domain Segmentation based on Uncertainty in the Surrogate (DSUS) framework, estimates the relative errors of a surrogate by investigating the cross-validation errors. The uncertainty in the surrogate is represented by the distribution of the errors. Assuming that the designer/researcher does not have a definitive insight into the functional relationships that we are seeking to model, the measured (or simulated) sample data is all the information that we have at our disposal. A broad objective of evaluating the uncertainty in a surrogate is to characterize the uncertainty that is introduced during the surrogate modeling process itself. An uncertainty modeling technique like the one presented in this paper is expected to streamline the overall system-design efforts, by providing the user more confidence in the surrogates being used.
The errors in the surrogate are stochastic. Therefore, the accuracy of the response is uncertain. Key features of the DSUS framework are:
1. This method segregates the design domain into regions based on the level of errors (or level of fidelity).
Pattern classification methods are used for this purpose.
2. This method can classify any point/design, for which the actual functional response is not known, into an error class, and quantify the uncertainty in its predicted function response.
3. This method is readily applicable to a majority of interpolative surrogate models.
It is important to note that, in this paper, the term "prediction uncertainty" denotes the distribution of errors of the surrogate model prediction. The remainder of the paper is organized as follows: Section II presents the details of the DSUS framework; Section III describes different standard problems and engineering problems to which the DSUS framework is applied; the numerical settings and results of case studies are shown and discussed in Section IV; and Section V provides concluding remarks.
II. Domain Segmentation based on Uncertainty in the Surrogate (DSUS)
In this section, we develop a framework to segregate the design domain of a surrogate into classes based on the prediction errors. The uncertainty in each class is defined by the distribution of cross-validation errors. The development and the application of the DSUS model are followed by a description of the components of the DSUS framework: (i) surrogate modeling, (ii) cross-validation, and (iii) pattern classification.
A. Development of the DSUS Model
For an engineering design model, it is important to balance the accuracy of model predictions with the computational complexity of the model used. Model prediction errors that lie within a specified range may be acceptable. Based on the current level of knowledge regarding the design problem, the designer may know what levels of errors are acceptable for particular design purposes. For instance, for a wind farm power generation model, 33 2 percent estimation error might be desirable; 2-10 percent error is acceptable; and higher than 10 percent error is unlikely acceptable. If the whole design domain can be divided into physically meaningful classes based on the level of prediction errors, new designs can be classified into a given class. Figure 1 illustrates the concept of determining the predictive modeling errors in a two design variable system. In Fig. 1 , the errors of the model are classified into three classes, and each color represents one class of errors. The boundaries between classes can be determined using pattern classification methods. The designer can estimate the confidence of a new design based on the region into which the design point is classified; these regions can correspond to "good", "acceptable", and "unacceptable" levels of accuracy. The DSUS framework is implemented by observing the following sequence of four steps.
1. An interpolating surrogate modeling method is used to develop the predictive model: e.g. Kriging, RBF, or AHF.
2. Cross-validation errors are evaluated using the leave-one-out strategy; and we classify the training points into classes based on the cross-validation error at each training point. Within each class, the distribution of the cross-validation errors are represented using a Gaussian distribution.
A model is developed to determine the class boundaries in the input variable space using Support
Vector Machines (SVM). The input variables of the surrogates are thus considered as input features in the classification process.
4. Stochastic models are developed (using Gaussian probability density functions) to represent the surrogate uncertainty in each error class.
It is important to note that in steps 1 and 2, approximating surrogates or regression models (e.g. PRSM) can also be used. However, in that case, a direct error estimation at each training point may be used instead of cross-validation errors. The development of the DSUS framework is illustrated in Fig. 2 . In the following sections, we discuss the details of the DSUS framework.
B. Applications of the DSUS Model
The DSUS framework is useful for a variety of applications, such as optimization, system analysis (involving unknown functional relationships), and surrogate modeling improvement. In surrogate based optimization, optimal solutions in regions with smaller errors are more reliable than solutions in regions with larger errors. If optimal solutions are in a region with large errors, the user may add more training points in that region to improve the local surrogate accuracy. In addition, the DSUS framework can be used to quantify the uncertainty in the optimal solutions based on their locations in the design space. For instance, in surrogate based wind farm layout optimization, 34 power generation is represented as a function of turbine locations. The uncertainty in the power generation can be estimated based on the corresponding candidate farm layout design.
In surrogate-based system analysis, the knowledge of the errors and uncertainties in the surrogate (determined by DSUS) is helpful for the user/designer. For example, in the Response Surface-based Wind Farm Cost (RS-WFC) model, DSUS can quantify the the errors and uncertainties in the predicted wind farm cost. Using this information, the farm designer/analyst can estimate the uncertainty in the payback period and the associated risk of the wind farm project.
The design-domain-based uncertainty information provided by DSUS can be used to implement adaptive sampling strategies during surrogate development. 
C. Surrogate Modeling
The DSUS framework can be applied in conjunction with a majority of standard surrogate modeling methods. 
D. Cross-Validation
Cross-validation errors are used in this paper as a measure of the accuracy of the surrogate. Cross-validation is a technique that is used to analyze and improve the accuracy of a surrogate model. Cross-validation error is the error estimated at a data point, when the response surface is fitted to all the data points except that point (also called the leave-one-out strategy). A vector of cross-validation errors,ẽ, can be obtained, when the response surfaces are fitted to all the other points. This vector is known as the prediction sum of squares (the PRESS vector).
In the case of problems where the surrogate modeling process has a significant time expense, the leaveone-out strategy can be computationally expensive for a large number of training points. This issue can be overcome by using the q-fold strategy. Q-fold strategy involves (i) splitting the data randomly into q (approximately) equal subsets, (ii) removing each of these subsets in turn, and (iii) fitting the model to the remaining q − 1 subsets. A loss function L can be computed to measure the error between the predictor and the points in the subset that we set aside at each iteration; the contributions to L are then summed up over the q iterations.
In order to obtain the error at each training point, the leave-one-out strategy is adopted in the DSUS framework. The Relative Accuracy Error (RAE) is used to classify the training points into classes. The RAE is evaluated at each training point as
where f (x k ) represents the actual function value at the training point x k , the termf c (x k ) is the corresponding function value at x k , estimated by the surrogate. That is developed using all training points except x k , using the leave-one-out cross-validation strategy. According to the RAE values, we can manually classify the training points into error classes, and define the lower and upper limits of each class. The definition of the error levels (error ranges) depends on how the user intends to use the domain-based surrogate uncertainty information, e.g., use it for increasing the confidence of a particular system analysis.
E. Pattern Classification
The classes generated in the previous step are used to determine the classification boundaries. A wide variety of pattern classification methods are available in the literature, 11 such as (i) Linear discriminant analysis (LDA); (ii) Principal Components Analysis (PCA); (iii) Kernel estimation and K-nearest-neighbor algorithms; (iv) Perceptrons; (v) Neural Network; and (vi) Support Vector Machine (SVM). In this paper, the uncertainty classification in surrogate modeling is a multiclass classification problem. Support Vector Machine (SVM), which has been reported to be a competitive approach for multiclass classification problem, 36 is adopted in this paper.
Support Vector Machine (SVM)
Support Vector Machine (SVM) is a popular machine learning technique that has been used for classification, regression, and other learning tasks. Given a training set of instance-label pairs (x i , y i ), i = 1, · · · , m where x i ∈ R n and y ∈ {1, −1} m , the determination of the support vectors requires the solution of the following optimization problem:
Here, training vectors x i are mapped onto a higher (maybe infinite) dimensional space by the function ϕ. SVM finds a hyperplane with the maximum margin in this higher dimensional space. The vector w denotes the normal vector to the hyperplane; and the parameter b ∥w∥ determines the offset of the hyperplane from the origin along the normal vector w. The parameter C > 0 is the penalty parameter in the error term. The generic term ξ is a slack variable, which measures the degree of misclassification of the datum
is called the kernel function. Four kernels that are popularly used are:
where γ, r, and d are the kernel parameters. The support vector machine is a powerful tool for binary classification, which is capable of generating fast classifier functions following a training period. There exist several advanced SVM approaches to solve classification problems that involves three or more classes: 37 1. One-against-all classification, in which one binary SVM is used to separate members of each class from the members of other classes.
2.
One-against-one classification, which constructs k(k − 1)/2 classifiers where each classifier is trained on data from two classes (k is the number of classes).
3. Directed acyclic graph SVM (DAGSVM), in which the training phase is the same as the one-against-one method.
Hsu and Lin 37 provided a detailed comparison of the above three approaches and concluded that "oneagainst-one" classification is a competitive approach; this approach is adopted in this paper. For training data from the i th and the j th classes, the following two-class classification problem is solved: 38
A voting strategy is used in classification. Each binary classification is considered to be a voting process where votes can be cast for all data points x; and in the end a point is designated to be in the class with the maximum number of votes. 38 In this paper, we have used an efficient SVM package, LIBSVM (A Library for Support Vector Machines), developed by Chang and Lin. 38
III. Case Studies
In this section, the DSUS framework is illustrated using two different surrogate modeling methods: (i) the Kriging method, and (ii) a newly developed hybrid surrogate, the Adaptive Hybrid Functions (AHF). 34, 39 We apply the DSUS framework to a series of standard problems, including (i) 1-variable function, 40 
A. Surrogate Modeling Methods

Kriging
Kriging 5, 6 is an approach to approximate irregular data. The kriging approximation function consists of two components: (i) a global trend function, and (ii) a functional departure from the trend function. The trend function is generally a polynomial (e.g., constant, linear, or quadratic). The general form of the kriging surrogate model is given by:
wheref (x) is the unknown function of interest, G(x) is the user-defined approximation (usually polynomial) function, and Z(x) is the realization of a stochastic process with a zero mean and a nonzero covariance.
Adaptive Hybrid Functions (AHF)
The AHF methodology, recently developed by Zhang et al., 39, 41 formulates a reliable trust region, and adaptively combines characteristically different surrogate models. The weight of each contributing surrogate model is represented as a function of the input domain, based on a local measure of accuracy of that surrogate model. Such an approach exploits the advantages of each component surrogate, thereby capturing both the global and the local trend of complex functional relationships. In this paper, the AHF combines three component surrogate models by characterizing and evaluating the local measure of accuracy of each model. The three models are (i) RBF, (ii) E-RBF, and (iii) Kriging. The AHF methodology introduces a three-step approach:
1. Determination of a trust region: numerical bounds of the estimated parameter (output) as functions of the independent parameters (input vector).
2. Definition of a local measure of accuracy (using kernel functions) of the estimated function value, and representation of the corresponding distribution parameters as functions of the input vector.
3. Weighted summation of characteristically different surrogate models (component surrogates) based on the local measure of accuracy (defined in the previous step).
The development of the AHF surrogate model is illustrated in Fig. 3 .
Figure 3. The framework of the AHF surrogate model
The AHF is a weighted summation of function values estimated by the component surrogates, as given byf
where n s is the number of component surrogates in the AHF, andf i (x) represents the value estimated by the i th component surrogate. The weights, w i , are expressed in terms of the estimated measure of accuracy, which is given by
where P i (x) is the measure of accuracy of the i th surrogate for point x. The detailed formulation of the AHF method can be found in the paper by Zhang et al. 39
B. Standard Test Problems
The performance of the new DSUS framework is illustrated using the following analytical test problems: (i) 
C. Onshore Wind Farm Cost Model
A Response Surface-Based Wind Farm Cost (RS-WFC) model was developed by Zhang et al. 42 The RS-WFC model for onshore wind farms in the U.S. was implemented using the Extended Radial Basis Functions (E-RBF). The RS-WFC model estimates the total annual cost of a wind farm per kilowatt installed.
The input parameters to the RS-WFC total annual cost model are (i) the number, and (ii) the rated power of each wind turbine installed in the wind farm; and the output is the total annual cost of the wind farm. Data points collected for the state of North Dakota are used to develop the cost model.
D. Commonality Representation in Product Family Design
A product family is a group of related products that are derived from a common product platform to satisfy a variety of market niches. The sharing of a common platform by different products is expected to result in: (i) reduced overhead, (ii) lower per-product cost, and (iii) increased profit. The recently developed Comprehensive Product Platform Planning (CP 3 ) framework 43 formulated a generalized mathematical model to represent the complex platform planning process.
The CP 3 model formulates a generic equality constraint (the commonality constraint) to represent the variable-based platform formation. The presence of a combination of integer variables (specifically binary variables) and continuous variables can be attributed to the combinatorial process of platform identification. The authors 44 developed a methodology to reduce the high dimensional binary integer problem to a more tractable integer problem, where the commonality matrix is represented by a set of integer variables.
The detailed formulation of the commonality matrix can be found in the paper by Chowdhury et al. 43 Khajavirad and Michalek 45 illustrated that the commonality index introduced by Martin and Ishii 46 is an effective metric to meaure the tooling cost savings owing to commonality. This commonality index is essentially based on the ratio of "the number of unique parts" to "the total number of parts" in the product family. In this paper, we develop a surrogate model to represent the commonality index as a function of the integer variables.
E. Sampling Strategies
In the case of problems where the user has control over the design of experiments, the choice of an appropriate sampling technique is generally considered crucial. Two efficient sampling methods are adopted in this paper: (i) Latin Hypercube Sampling, and (ii) Sobol's Quasirandom Sequence Generator.
IV. Results and Discussion
The results from the application of the DSUS methodology are discussed in this section. The parameter selections and numerical settings of the DSUS framework are also summarized. In addition, we define the measure of prediction uncertainty in the surrogate. The SVM kernels and parameters are determined for the studied cases, followed by the discussion of the uncertainty prediction results.
A. Selection of Parameters
The AHF surrogate is an ensemble of RBF, E-RBF and Kriging methods. Detailed formulations of RBF and E-RBF can be found in the paper by Zhang et al. 39 The parameter values are the same as specified in that paper.
For the Kriging method used in this paper, we have used an efficient MATLAB implementation, DACE (design and analysis of computer experiments), developed by Lophaven et al. 47 The bounds on the correlation parameters in the nonlinear optimization, θ l and θ u , are selected as 0.1 and 20. Under the kriging approach, the order of the global polynomial trend function was specified to be zero. The parameters of the SVM depend on the kernel used. The selection of the parameters is provided in the following section.
B. Numerical Settings
The numerical settings for each problem are summarized in Table 2 , which includes (i) the number of input variables, (ii) the number of training points, (iii) the number of test points, and (iv) the SVM kernel. The sampling points for the first two analytical problems (1-variable function, and 2-variable Dixon & Price function) are generated using the Latin hypercube sampling method. The data used to develop and test the RS-WFC model is obtained from the Energy Efficiency and Renewable Energy Program at the U.S. Department of Energy. 48 For the Commonality Representation in Product Family Design problem, two different sampling methods are used to generate training and test points. The training points are generated using Sobol's quasirandom sequence generator; and test points are generated using the Latin hypercube sampling method. This sampling strategy differentiates the training points and the test points. We select the kernel function through numerical experiments. The linear kernel is selected for the 1-variable function; and the radial basis function kernel is adopted for the other problems. We classify the training points into different physically meaningful classes based on the RAE values. The user-defined lower and upper limits of each class are listed in Table 3 . It can be seen from Table 3 that (i) two classes are selected for the 1-variable problem; and (ii) three classes are defined for the other problems. However in real life engineering design, the user is expected to specify the classes based on the physical implication of the errors (e.g., good, acceptable, unacceptable). 
C. Representation of Prediction Uncertainty
To represent the uncertainty in the prediction accuracy of the surrogate, Gaussian distribution is adopted. Tables 4 and 5 show the uncertainty in each class, in terms of the mean and standard deviation values of the prediction errors. Classes 1, 2 and 3 represent uncertainty levels of low errors, medium errors and high errors, respectively. For any new point (design) candidate, the DSUS framework can classify that point into one of these error classes. In addition, the prediction uncertainty of the new design is given by the mean (µ) and the standard deviation (σ) of errors in that class. The prediction uncertainties in the surrogates for all the test problems are illustrated in Figs. 4-8 . For the 1-variable problem, the Relative Accuracy Errors (RAEs) are classified into two classes that represent low and high errors, respectively. For the other problems, the RAEs are classified into three classes to respectively represent low, medium and high errors of the surrogate. In real life engineering design, the user might use "good", "acceptable", and "unacceptable" levels to characterize the system design.
It is observed that the prediction uncertainties vary significantly from problem to problem. For example, in the case of the Dixon & Price function (Fig. 5) , the difference in mean values between classes 1 and 2 is significantly smaller than that between classes 2 and 3. With the AHF surrogate, the value of (µ Dixon ) is 2.1215. However, for the wind farm cost model ( Fig. 6(a) ), the three mean values are more uniformly distributed. The mean value of each class is estimated to be 0.0018, 0.0066 and 0.0216, when the AHF method is used. It is also observed that, the standard deviation of class 3 for all test problems is generally larger than that of classes 1 and 2. Overall, it is interesting to note that (from Tables 4 and 5) , the mean error in the class 3 level is an order of magnitude higher than those in classes 1 and 2. This observation shows that there is significant scope to improve the surrogate accuracies in class 3 regions. This uniquely helpful designspace information provided by DSUS pushes the paradigm in advanced surrogate modeling and surrogate-based optimization. tested and the one with the best cross-validation accuracy is selected. Figure 9 illustrates the cross-validation result with the grid-search on C and γ for the wind farm cost model. In Fig. 9 , the horizontal and vertical axes denotes the log 2 (C) and log 2 (γ) values, respectively. It is observed that the cross-validation accuracy reaches 95% with the values C = 0.83 and γ = 0.0078. In addition, Table 6 gives the best C and γ values for all problems. It is important to note that the cross-validation used to determine the SVM parameter values does not have any connection with the cross-validation error of the surrogates. Table 6 shows the prediction accuracy of each problem. It can be seen that the DSUS framework performs fairly well for all the problems. The classification accuracy of the DSUS prediction is more than 90% for most test problems. The DSUS framework characterized the uncertainty levels with 100% accuracies in three cases: (i) Dixon & Price function with Kriging surrogate; (ii) wind farm cost with AHF surrogate; and (iii) commonality (2 products) index approximation with Kriging surrogate.
E. Uncertainty Prediction Results
The number of training points required to obtain an acceptable surrogate accuracy may be significantly different from that required for developing classification. We should increase the number of training points if it is not enough for classification. Future research should investigate the training points balance between surrogate modeling and pattern classification, to promote acceptable accuracy both in the surrogate modeling stage and the classification stage, while maintaining acceptable system evaluation expense. 
V. Conclusion
This paper develops a method to characterize the uncertainty attributable to surrogate models, which we call the Domain Segmentation based on Uncertainty in the Surrogate (DSUS) framework. In this framework, the whole design domain can be divided into physically meaningful classes. The uncertainty in each class is represented by Gaussian distribution (in terms of the mean and standard deviation values). Support Vector Machine (SVM) is implemented to model the boundaries between error classes in the design variable space, and classify any new point/design into the appropriate class. The system design can be evaluated by the designer based on the error and the uncertainty information.
The DSUS framework was applied to a series of standard problems and engineering problems, in conjunction with two surrogate modeling methods. The results show that the DSUS framework can successfully characterize and quantify the uncertainty (predictive errors) in surrogates.
Future research should investigate: (i) the training points balance between surrogate modeling and pattern classification; (ii) the physical implications of error class definitions; and (iii) the selection of surrogate modeling and pattern classification tools for the DSUS framework.
