Here I introduce an extension to demixed principal component analysis (dPCA), a linear dimensionality reduction technique for analyzing the activity of neural populations, to the case of nonlinear dimensions. This is accomplished using kernel methods, resulting in kernel demixed principal component analysis (kdPCA). This extension resembles kernel-based extensions to standard principal component analysis and canonical correlation analysis. kdPCA includes dPCA as a special case when the kernel is linear. I present examples of simulated neural activity that follows different low dimensional configurations and compare the results of kdPCA to dPCA. These simulations demonstrate that nonlinear interactions can impede the ability of dPCA to demix neural activity corresponding to experimental parameters, but kdPCA can still recover interpretable components. Additionally, I compare kdPCA and dPCA to a neural population from rat orbitofrontal cortex during an odor classification task in recovering decision-related activity. arXiv:1812.08238v1 [q-bio.NC]
Introduction
Demixed PCA provides a tool for reducing the dimensionality of large neural population recordings while keeping the low-dimensional representation aligned with variables of interest to the experimenter (Kobak et al., 2016) . The basic premise behind dPCA is to perform linear dimensionality reduction such that each dimension depends on specific known parameters (e.g., stimulus and time). A key assumption of this method is that task-dependent components in the latent low-dimensional space sum linearly (Fig 1A) . However, it may be the case that task-dependent components interact nonlinearly. For example, the trajectories in neural space could be scaled (as with stimulus-dependent gain) and rotated for each stimulus while still maintaining separability in the low-dimensional space (Fig 1B) . dPCA includes an interaction term to account for these dependencies, but the linear components found by dPCA may not Figure 2 of Kobak et al. (2016) . (B) In this example, the time component is the same as in A. However, the time component is stretched and rotated depending on the stimulus (rather than only translated).
find easily interpretable, demixed (isolated) representations of the individual task parameters. However, it may be possible to find nonlinear components in the data that successfully demix task parameters in the low dimensional space.
I present an extension to dPCA to find task-related components with such nonlinear interactions. This method is related to kernel-based extensions of standard principal component analysis (PCA) (Schölkopf et al., 1998) , canonical correlation analysis (CCA) (Lai & Fyfe, 2000; Hardoon et al., 2004; Rodu et al., 2018) , and kernel regularized least-squares regression (Hainmueller & Hazlett, 2014) . In this method, the data points are projected from neural activity space (R N ) into another, potentially higher-dimensional, space (A). Using a standard kernel approach with low-rank matrix approximations, kdPCA recovers a compressed subspace in A that represent the task variables. I then apply this method to several simulations and compare to dPCA. Finally, I apply kdPCA to a population of neurons recorded from rate orbitofrontal cortex (OFC) during an odor classifcation task (Kepecs et al., 2008; Uchida et al., 2016; Kobak et al., 2016) .
Methods

dPCA
I will first briefly describe dPCA from Kobak et al. (2016) . In this setting, the responses of N neurons are placed in a matrix of observations, X, of size M ×N . The number of observations, M , is the total number of time points over all conditions (or trials). For simplicity, I assume that the responses of each neuron have mean 0 (that is, the mean of each column of X is 0). Each row of X can be indexed by different experimental parameters. For simplicity, I consider only 2 parameters: time and stimulus. Let X (t,s) be the observed activity at time t for stimulus s.
The observations can then be decomposed as the sum of averages over conditions plus an interaction (which possibly includes noise) term
where the averages over parameters are
(4)
Note that this decomposition could be extended to include other indices like trial and decision as shown in Kobak et al.
The next step is to construct the matrices X S and X T by replacing the rows of X with the averaged terms X S,(t,s) = X (·,s) (5)
The goal of dPCA is to find a low-rank reconstruction of X by obtaining low-rank reconstructions of the time component (X T ), the stimulus component (X S ), and the interaction component (X ST ) and then summing the result. For brevity, the parameters t and s will be indexed as γ.
More formally, we wish to find matrices D γ and F γ of size N ×R γ where R γ N that minimize the quantity
where and || · || is the Frobenius norm. The regularization term, µ, is a function of the variable λ:
Solving for F γ can be accomplished by setting
and then taking the regularized least-squares solution where I N is the N × N identity matrix:
Reduced-rank regression is then completed by performing PCA on XC γ , taking the first k principal components (U k ), and setting
The procedure is repeated for all parameters γ.
kdPCA
To build upon dPCA, each observation (the activity of N neurons in one time bin) is mapped into a new, possibly higher-dimensional space, by a function
The term Ψ(X) denotes the matrix obtained by passing each row of X through Ψ. This new matrix is then used to reconstruct the same decomposition of X used by dPCA. kdPCA finds linear operators H γ that project the terms of Ψ(X) into a low dimensional space and matrices G γ that reconstructs the parameter-dependent observations in X γ .
For a concrete example of Ψ, Fig 2 left shows the activity of two neurons (x and y) over several trials in two stimulus categories (blue and red). In the neural activity space, R 2 , the two stimulus categories cannot be linearly separated: no straight line can divide the red and blue points. Let Ψ ex : R 2 → R 3 such that:
In this transformed space, Fig 2 right shows that the conditions can be separated linearly. Thus, taking nonlinear functions of the neural activity can reveal components related to different experimental conditions that cannot be seen by linear methods.
Thus, the loss function for kdPCA becomes
where the columns R γ of H γ are in A. The regularization term, η, is a function of lambda: Figure 2 : (left) A two dimensional space of neural activity. Each color represents two possible conditions. In this space, the red and blue conditions cannot be linearly separated. This situation could potentially occur in a neural population exhibiting rotational dynamics with a different gain across conditions. Projecting these observations into a higher dimensional space (right) through the function Ψ allows these classes to be linearly separable.
Each column of H must be in the row space of Ψ(X), otherwise the weights will be outside the subspace explored in the data. Therefore, for some matrix
Plugging eq. 19 into eq. 17 gives
The the elements of the matrix Ψ(X)Ψ(X) are inner products of rows of Ψ(X), which can be rewritten using a kernel function κ on the rows of X:
where X j,· is the jth row of X. This results in the loss function
To solve for Z γ and H γ , the same low-rank regression procedure used for dPCA applies. First, the regularized least-squares solution is (Hainmueller & Hazlett, 2014) :
To project a new observation, x * , into the low-dimensional space for parameter γ, applying eq. 19 and the kernel representation shows
where k * is a row vector of length N where each element is
For the examples here, I apply a linear kernel and a Gaussian kernel
where l is a length-scale of the kernel. Here, the same kernel is applied to find the demixed components for both time and stimulus. The Gaussian kernel was selected because K will resemble the graph Laplacian used in the Laplacian eigenmap technique for finding lowdimensional manifolds embedded nonlinearly in a high-dimensional space (Belkin & Niyogi, 2003) . 
Simulations
In each type of simulation (within each Results subsection), L is kept constant and the contents of the matrix are shown in each simulation section.
The weights which map the the space of L to the neural space is 2 × N dimensional matrix W.
For each simulation, the elements of W are drawn as independent standard normal variables.
The observed neural activities are generated by taking
where X noise is a M × N noise term drawn for each simulation. For all simulations, the noise standard deviation was σ = 1. Finally, the columns of X * were z-scored to produce the observation matrix, X.
All fitting with dPCA and kdPCA used a regularization parameter of λ = 1. The length scale of the Gaussian parameter was fixed to l = 5.
Assessing demixing performance in simulations
To assess the performance of both dPCA and kdPCA on the simulated datasets, I examine the observations projected onto the first time and stimulus component. These metrics concern the ability of kdPCA to find parameter-relevant subspaces rather than the reconstruction accuracy of X based on these subspaces.
The performance for time was measured as coefficient of determination between the observations over all stimulus conditions and time:
where D t and mg t are column vectors. This measures both how similarly all the stimulus conditions are mapped into the time space and whether the mapping is linear.
To assess how well the stimulus dimension demixes stimulus conditions, I compute the minimum d of the observations projected onto the first stimulus dimension (D s and G s ) score between each stimulus condition:
where X (·,i) is the set of all observations of stimulus condition i.
Performance was measured on the training conditions alone (training), and the combination of training and test conditions (test).
Unless otherwise indicated, summary statistics of simulation results are shown as µ ± σ where µ is the mean and σ is the standard deviation (not standard error).
Orbitofrontal cortex recordings
I analyzed the trial-averaged response of 214 OFC neurons recorded from 3 rats while the animals performed an odor discrimination task memory task. These data have been reported previously and were obtained from http://crcns.org (Kepecs et al., 2008; Uchida et al., 2016) . This data set was one of the four examples used by Kobak et al. (2016) to demonstrate dPCA. The data were processed as described by Kobak et al. using 3 Results
Example 1: Low-dimensional summation of components
The first simulated example shows a linear interaction between stimulus and time (Fig 3A) .
Each 15 time point trajectory follows a simple linear path which is translated in a nearly orthogonal dimension by the stimulus. This scenario was selected because it is the optimal scenario for dPCA: the latent space can be decomposed linearly into 1 time and 1 stimulus component. The activity of 50 simulated neurons depend linearly on the points in this subspace plus Gaussian noise. The linear weights for each neuron are drawn as independent Gaussian variable. Only the training trajectories (marked by circles) were used to fit the dPCA and kdPCA components.
Here, I compare dPCA to kdPCA with both a linear and a Gaussian kernel. The linear kernel is equivalent to performing dPCA (Ψ is the identity function), but provides an alternative formulation that scales with the number of observations, M , rather than the number of neurons, N . This demonstrates that the kdPCA family contains dPCA as a special case.
The activity of the neurons projected onto the first 2 components for each parameter of dPCA and kdPCA are shown in Fig 3B-D . The time and stimulus components in both kdPCA and dPCA lie primarily along the first dimension, although kdPCA with the Gaussian kernel shows more modulation in the second stimulus dimension. The interaction dimensions in all 3 methods captures the noise in the population activity. The percent of variance of the population activity explained by the 1st stimulus, time, and interaction dimension was nearly identical for all 3 methods (Fig 4A,D,G ; time: dPCA = 51.6%, kdPCA lin = 51.6%, kdPCA Gauss = 47.5%; stimulus: dPCA = 46.5%, kdPCA lin = 46.5%, kdPCA Gauss = 42.9%; interaction: dPCA = 1.3%, kdPCA lin = 1.3%, kdPCA Gauss = 1.1%).
To quantify the demixing of the temporal and stimulus components, I examined the activity projected onto the first time component. For the simulation in Fig 3A, time and the first demixed component are well correlated for all stimuli (Fig 4B,E,H t,dP CA = 0.968 ± 0.011, r 2 t,kdP CA lin = 0.968 ± 0.011, r 2 t,kdP CA Gauss = 0.967 ± 0.008). These results held up even when the 2 test stimulus trajectories (denoted by crosses) were included (test r 2 t,dP CA = 0.969 ± 0.010, r 2 t,kdP CA lin = 0.969 ± 0.010, r 2 t,kdP CA Gauss = 0.965 ± 0.007).
I then examined how the first stimulus dimension separated the stimulus conditions across the entire temporal trajectory. For each stimulus, I projected the 15 time points onto the first stimulus dimension. I approximated the distribution on this dimension as a normal distribution (Fig 4C,F,I left) . If two distributions show little overlap, the two stimulus conditions are kept separate in the 1st stimulus component across all time points. In contrast, two overlapping distributions would show that the component does not demix time from stimulus successfully.
Using d to quantify the separability of the stimulus conditions across all simulations, each method was able to separate the 3 training stimulus conditions successfully (Fig 4C,F,I right; training d s,dP CA = 6.23 ± 1.13, d s,kdP CA Gauss = 6.23 ± 1.13, d s,kdP CA Gauss = 6.22 ± 1.02). the test conditions lay between the training conditions and thus the separability is expected to go down compared to the training condition.
In summary, dPCA and kdPCA recovered the independent stimulus and time dimensions in this simulation. kdPCA with a linear kernel produced identical results to dPCA. This was expected because these two formulations are equivalent (Rodu et al., 2018) . With a Gaussian kernel, kdPCA achieved close to the same performance as dPCA (the optimal method for this example). 
Example 2: Rotations
The second example shows a 2-dimensional latent space with stimulus conditions that are rotated around the origin (Fig 5A) . Each condition is a straight line, but in contrast to the first simulation example, the paths are no longer parallel. This nonlinear interaction creates a potential challenge for finding interpretable subspaces that demix time and stimulus information, despite the fact that the true subspace contains clear structure and separability of components. I applied dPCA and kdPCA (with a Gaussian kernel) to simulations of 50 neurons that depended linearly on this subspace (Fig 5B-C) . The first dPCA and kdPCA components explained a similar amount of variance in the data (Fig 6A; time: dPCA= 1.8, kdPCA= 1.5; stimulus: dPCA= 33.2, kdPCA= 29.6; interaction: dPCA= 9.3, kdPCA= 6.7). However, kd-PCA showed explained less of the variance in the test conditions, indicating that some over fitting occurred (time: dPCA= 0.9, kdPCA= 0.2; stimulus: dPCA= 29.2, kdPCA= 22.0; interaction: dPCA= 7.6, kdPCA= 1.8)).
To examine the interpretability of the demixed time components, I again correlated time with the activity projected onto the first time component (Fig 6B,E) . In this example, the dPCA component did not show a strong relation to time (training r 2 t,dP CA = 0.103 ± 0.122; including test conditions r 2 t,dP CA = 0.058 ± 0.071). However, the first time component recovered by kdPCA showed a strong relationship (training r 2 t,kdP CA = 0.658 ± 0.239) and the relationship extended to the test examples (test r 2 t,kdP CA = 0.608 ± 0.219).
The dPCA stimulus components appeared to show more dependence with time than that kdPCA components (Fig 5B-C middle) . To quantify this, I again took the minimum d across stimulus conditions on the first stimulus component (Fig 6C-F) . Gaussian kdPCA showed a higher degree of separation of stimulus conditions than dPCA (training d s,dP CA = 1.61 ± 0.96, d s,kdP CA = 3.13 ± 2.00; test d s,dP CA = 0.52 ± 0.42, d s,kdP CA = 1.22 ± 0.85).
In this simulation, the demixed components discovered by dPCA differed quantitatively and qualitatively from the components derived by kdPCA (with a Gaussian kernel. The time com- 
Example 3: Scaling
In the final simulation, the 2-dimensional latent space contained conditions that were scaled in before dimensions by the stimulus (Fig 7A) In this example, the temporal and stimulus components are in a separable 2-dimensional manifold that is embedded nonlinearly within the 2-dimensional space. Applying dPCA to simulated neural responses shows time and interaction components that recover the original space (Fig 7B) . In contrast, Gaussian kdPCA shows a time component that squeezes the different stimuli together (Fig 7C) . The kdPCA interaction component reflects more the the nonlinear embedding: the gold and blue traces -the largest and smallest components respectively -are the largest two traces in the interaction space. In the 2-dimension interaction space, the orientations of the two gold and blue traces are flipped corresponding to the relative shrinking of the blue trace and stretching of the gold. The red condition, which is the mean of all the conditions, projects around the origin of the interaction component.
I again analyzed the demixing performance of the first time and stimulus dimension of both techniques. The kdPCA time component again shows a strong correlation with time (Fig 8E; training r 2 t,kdP CA = 0.967 ± 0.013; test r 2 t,kdP CA = 0.970 ± 0.013). Each stimulus projected onto the first dPCA time component is well correlated with time, but the slope varies with stimulus ( Fig 8B; training r 2 t,dP CA = 0.865 ± 0.009; test r 2 t,kdP CA = 0.891 ± 0.008). Thus, kdPCA better represents time independent of stimulus than dPCA. Separability of the stimulus conditions was also far better in the first kdPCA stimulus component than in the dPCA component (Fig 8E; training d s,dP CA = 0.85 ± 0.38, d s,kdP CA = 6.35 ± 0.48; test d s,dP CA = 0.38 ± 0.34, d s,kdP CA = 2.81 ± 0.26).
The dPCA first components explained a higher percent of the variance of the training data (Fig 8A,D; than the kdPCA components. However, these results taken together indicate that the lack of demixing in the dPCA components could inflate the percent explained by the individual parameters: the first two dPCA time components reconstruct the original 2-D latent space which includes stimulus-time interactions. Thus, instead of recovering the 2-D subspace in Fig 7A, kdPCA is recovering a nonlinearly embedded manifold in which time and stimulus are linearly separable.
Example 4: Isolating decision-related activity in rat OFC
I analyzed one of the datasets used by (Kobak et al., 2016) to demonstrate dPCA for extracting stimulus-and decision-related activity in a large population of neurons. This analysis included 214 neurons from rat OFC during an odor categorization task (Fig 9A) . In this task, the rats were presented with a mixture of 2 odorants. The concentration of the odorants was varied over trials. The rats were trained to indicate which odorant was strongest by a nose poke into the left or right choice port. I analyzed the trial-averaged activity under 8 conditions covering concentration) in which the rats performed nearly perfectly, were used only as test conditions and were thus not used to fit dPCA or kdPCA (as was done in Kobak et al.) . I fit dPCA and kdPCA to these data and found qualitatively similar components (Fig 9B-C) . Each component captured a similar amount of variance. However, the first 2 dPCA components captured a total of approximately 1.6% more variance in the training data and 2.8% more variance of the test data across a range of regularization parameter settings (Fig 9D) .
Here I focus on the ability of kdPCA to isolate (demix) the decision-related activity from stimulusdependent responses. Figure 6B in Kobak et al. indicates that some stimulus-dependence remains in the decision terms, and my application of dPCA showed the same results (Fig 9B  3rd row) . Although decisions depend on the stimulus, these dependencies should ideally be confined to the interaction term. Thus, dPCA provides a good decomposition of these data into stimulus, decision, and interaction components, but the stimulus and decision terms are not completely demixed.
To quantify the stimulus-dependence in the decision components of dPCA and kdPCA, I compared the activity projected onto the first decision components across for each stimulus level (traces of Fig 9B 3rd row) and compared it to the average decision component of the other stimulus conditions. For each stimulus level, s, the vector d s contains the traces of the activity projected onto the first decision component for both left and right choices (concatenated):
where X (·,s,d=lef t) (or K (·,s,d=lef t) ) indexes the rows of X containing all time points for stimulus s and the left choice. For the test conditions, the columns of K (·,s,d=lef t) are computed as in Eq. 28. The stability in the training data is computed as the average R 2 between d s for each training s and the mean d s of the remaining stimuli. The stability in the test data is the average 
The stability computed over a range of settings of the regularization parameter is shown in Fig 9F. The kdPCA decision component, while very similar to its dPCA counterpart, shows greater stability across stimuli in both the training set and test set. Setting λ to achieve the maximum test set stability, dPCA's stability is R 2 train = 0.965 and R 2 test = 0.940 while the kdPCA training stability is R 2 train = 0.996 and R 2 test = 0.977. The decision-related activity of the first dPCA explained only 0.15% more variance than the kdPCA component, and kdPCA explained 1.1% more of the variance in the test conditions (Fig 9E) . Thus, kdPCA does not lose substantial explanatory power in finding a significantly more demixed decision representation in these data.
Discussion
Here, I have proposed an extension to dPCA that can extract nonlinear, but still low-dimensional, components from neural populations which are related to experimental parameters. The resulting components provide a more demixed low-dimensional representation of the data when nonlinear interactions occur in the data. I validated kdPCA in simulations by recovering relevant demixed components when the true components are scaled by a gain factor or rotated under different conditions. The dPCA components recovered from the simulated activity were less associated with the experimental parameters of interest than the kdPCA components. In the scaling simulation, the dPCA components recovered the original mixed dimensions, and thus failed to go beyond standard PCA. In contrast, kdPCA successfully recovered demixed stimulus and time components.
In data recorded from rat OFC during a decision-making task, I showed that kdPCA could extract decision-dependent components that were more independent across stimulus conditions than dPCA. This indicates that nonlinear interactions were present between stimulus and decision in this data set.
The kernel formulation with a linear kernel provides an alternative formulation of dPCA that scales in the number of observations, not the number of neurons. This scaling could aid in finding linear components as the number of recorded neurons in a single experiment grows (Stevenson & Kording, 2011; Hainmueller & Hazlett, 2014; Kobak et al., 2016) . Additionally, in the case where components could be linearly demixed, I found that Gaussian kdPCA produces similar results.
The flexibility of kdPCA requires tuning multiple factors. Like dPCA, kdPCA requires selecting a regularization term. In addition, the user must also chose an appropriate kernel, and select any parameters of the kernel (e.g., bandwidth). The same crossvalidation procedure recommended by Kobak et al. (2016) could be applied to kdPCA.
Visualizing the complex responses of large neural populations to yield insights about neural dynamics and processing will require nonlinear dimensionality reduction techniques (Cunningham & Byron, 2014) . kdPCA is one such tool that may aid investigators seeking to unravel neural manifolds.
