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HAAR SYSTEMS ON EQUIVALENT GROUPOIDS
DANA P. WILLIAMS
Abstract. For second countable locally compact Hausdorff groupoids, the
property of possessing a Haar system is preserved by equivalence.
1. Introduction
Beginning with the publication of Renault’s seminal paper [11], locally compact
groupoids have been an especially important way to construct operator algebras.
Just as with the time honored groupC∗-algebra construction, this is done by turning
Cc(G) into a convolution algebra and then completing. In the group case, there is
always a (left) Haar measure on G which allows us to form the convolution product.
In the groupoid case, the natural convolution formula requires a family of measures
λu with support Gu = { x ∈ G : r(x) = u } for each u ∈ G(0). We want the family to
be left-invariant in that x ·λs(x) = λr(x) where x ·λs(x)(E) = λs(x)(x−1E). In order
that the convolution formula return a continuous function, we need the continuity
condition that
u 7→
∫
G
f(x) dλu(x)
be continuous for all f ∈ Cc(G) (the necessity is the main result in [15]). Such a
family {λu}u∈G(0) is called a (continuous) Haar system for G. An annoying gap
in the theory is that there is no theorem guaranteeing Haar systems exist. The
only significant positive existence result I am aware of is that if G(0) is open in G
and the range map is open (and hence the source map as well), then the family
consisting of counting measures is always a Haar system. Groupoids with G(0)
open and for which the range map is open are called e´tale. (It is also true that
Lie Groupoids necessarily have Haar systems [9, Theorem 2.3.1], but this result is
crucially dependent on the manifold structure and hence not in the spirit of this
note.) It is also well known that if G is any locally compact groupoid with a Haar
system, then its range and source maps must be open. (This is a consequence of
Remark 2.2 and Lemma 2.3.) Thus if a locally compact groupoid has a range map
which is not open, then it can’t possess a Haar system. Such groupoids do exist; for
example, see [15, §3]. However, to the best of my knowledge, there is no example
of a locally compact groupoid with open range and source maps which does not
possess a Haar system. I have yet to find an expert willing to conjecture (even
off the record) that all such groupoids need have Haar systems, but the question
remains open.
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The purpose of this note is to provide some additional examples where Haar
systems must exist. The main result being that if G and H are equivalent second
countable locally compact groupoids (as defined in [7] for example), and if G has a
Haar system, then so does H . Since equivalence is such a powerful tool, this result
gives the existence of Haar systems on a great number of interesting groupoids. For
example, every transitive groupoid with open range and source maps has a Haar
system (Proposition 3.4).
The proof given here depends on several significant results from the literature.
The first is that if pi : Y → X is a continuous, open surjection with Y second
countable, then there is a family of Radon measures {βx} on Y such that suppβx =
pi−1(x) and
x 7→
∫
Y
f(y) dβx(y)
is continuous for all f ∈ Cc(Y ). (This result is due to Blanchard who makes use of a
Theorem of Michael’s [6].) The second is the characterization in [5, Proposition 5.2]
of when the imprimitivity groupoid of free and proper G-space has a Haar system.
The third is the concept of a Bruhat section or cut-off function. These are used in
[3, Chapter 7] to construct invariant measures. They also appear prominently in
[13, Lemma 25] and [16, §6].
Since Blanchard’s result requires separability, we can only consider second count-
able groupoids here.
I would like to thank Marius Ionescu, Paul Muhly, Erik van Erp, Aidan Sims,
and especially Jean Renault for helpful comments and discussions.
2. The Theorem
Theorem 2.1. Suppose that G is a second countable, locally compact Hausdorff
groupoid with a Haar system {λu}u∈G(0). If H is a second countable, locally compact
groupoid which is equivalent to G, then H has a Haar system.
As in [12, p. 69] or [1, Definition 1.1.1], if pi : Y → X is a continuous map
between locally compact spaces Y and X , then a pi-system is a family of (positive)
Radon measures { βx : x ∈ X } on Y such that suppβx ⊂ pi−1(x) and for every
f ∈ Cc(Y ), the function
x 7→
∫
Y
f(y) dβx(y)
is continuous. We say that β is full if suppβx = pi−1(x) for all x ∈ X .
If Y and X are both (left) G-spaces and pi is equivariant, then we say β is
equivariant if γ · βx = βγ·x where γ · βx(E) = βx(γ−1 · E) for all (γ, x) ∈ G ∗X =
{ (γ, x) : s(γ) = r(x) }. Alternatively,∫
Y
f(γ · y) dβx(y) =
∫
Y
f(y) dβγ·x(y)
for all f ∈ Cc(Y ) and (γ, x) ∈ G ∗X .
Remark 2.2. It is useful to keep in mind that a Haar system on G is a full, equi-
variant r-system on G for the range map r : G→ G(0).
In many cases, such as [5, §5], pi-systems are reserved for continuous and open
maps pi : Y → X . In the case of full systems, the next lemma implies that there is
no loss in generality. (This part of the result does not require second countability.)
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Conversely, if Y is second countable pi is an open surjection, then Blanchard has
proved that full pi systems must exist. Blanchard’s result will be crucial in the proof
of the main result.
Lemma 2.3 (Blanchard). Suppose that pi : Y → X is a continuous surjection
between second countable locally compact Hausdorff spaces. Then pi is open if and
only if it admits a full pi system.
Proof. Suppose that β is a full pi system. To show that pi is open, we appeal
to the usual lifting argument as in [18, Proposition 1.15]. Thus we assume that
xi → pi(y) is a convergent net. It will suffice to produce a subnet {xj}j∈J and
elements yj ∈ pi
−1(xj) such that yj → y.
To this end, let
J = { (i, V ) : V is an open neighborhood of y and pi−1(xi) ∩ V 6= ∅ }.
We need to see that J is directed in the expected way: (i, V ) ≥ (j, U) if i ≥ j and
V ⊂ U . So let (k, V ) and (j, U) be in J . Let f ∈ C+c (G) be such that f(y) = 1 and
supp f ⊂ V ∩ U . Then
β(f)(xi) =
∫
Y
f(y) dβxi(y)→
∫
Y
f(y)βpi(y)(y) = β(f)(pi(y)).
The latter is nonzero since βpi(y) has full support. Hence there is a k ≥ i and k ≥ j
such that ∫
Y
f(y) dβxi(y) 6= 0.
It follows that (i, U ∩ V ) ∈ J .
Thus if we let x(i,V ) = xi, then {x(i,V )}(i,V )∈J is a subnet. If we let y(i,V ) be
any element of pi−1(xi) ∩ V , then y(i,V ) → y. This suffices.
The converse is much more subtle, and is due to Blanchard [2, Proposition 3.9].

We also need what is sometimes called a Bruhat section or cut-off function for
pi. The construction is modeled after Lemma 1 in Appendix I for [3, Chapter 7].
Recall that a subset A ⊂ Y is called pi-compact if A∩pi−1(K) is compact whenever
K is compact in X . We write Cc,pi(Y ) for the set of continuous functions on Y with
pi-compact support.
Lemma 2.4. Let pi : Y → X be a continuous open surjection between second
countable locally compact Hausdorff spaces. Then there is a ϕ ∈ C+c,pi(Y ) such that
pi
(
{ y ∈ Y : ϕ(y) > 0 }
)
= X.
Proof. Let V = {Vi } be a countable, locally finite cover of X by pre-compact open
sets Vi. Let {αi} be a partition of unity on X subordinate to V . Let ϕi ∈ C+c (Y )
be such that pi
(
{ y ∈ Y : ϕi > 0 }
)
⊃ Vi. Then we can define
ϕ(y) =
∑
i
ϕi(y)αi
(
pi(y)
)
.
Since V is locally finite, the above sum is finite in a neighborhood of any y ∈ Y .
Hence ϕ is well-defined and continuous. Local finiteness also implies that every
compact subset of X meets at most finitely many Vi. Since {αi} is subordinate
to V , it follows that ϕ has pi-compact support. If x ∈ X , then there is an i
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that αi(x) > 0. Then there is a y such that ϕi(y) > 0 and pi(y) = x. Hence the
result. 
Proof of Theorem 2.1. Let Z be a (G,H)-equivalence. Then the opposite module,
Zop, is a (H,G) equivalence. Therefore, in view of [5, Proposition 5.2], it will suffice
to produce a full G-equivariant sZop -system for the structure map sZop : Z
op →
G(0). Equivalently, we need a full equivariant rZ -system for the map rZ : Z →
G(0).1 Hence the main Theorem is a consequence of Proposition 2.5 below. 
The following proposition is even more that what is called for in the proof of
Theorem 2.1: it shows that every proper G-space has a full equivariant r-system
for the moment map whether the action is free or not. It should be noted that
pairs (X,α) where X is a proper G-space and α and equivariant r-system play an
important role in the constructions in [12] and [4]. This makes the assertion that
such α’s always exist even more interesting.
Proposition 2.5. Let G be a locally compact Hausdorff groupoid with a Haar sys-
tem {λu}u∈G(0) . Suppose that Z is a proper G-space. Then there is a full equivariant
rZ-system {ν
u}u∈G(0) for the moment map rZ : Z → G
(0).
Proof. Blanchard’s Lemma 2.3 implies that there is a full rZ -system β = {βu}u∈G(0) .
The idea of the proof is to use the Haar system on G to average this system to
create and equivariant system. The technicalities are provided by the next lemma.
Notice that since G acts properly, the orbit map q : Z → G\Z is a continuous open
surjection between locally compact Hausdorff spaces.
Lemma 2.6. Let G, Z, λ and β be as above.
(a) If F ∈ Cc(G× Z), then
Φ(F )(g, u) =
∫
Z
F (g, z) dβu(z)
defines an element of Cc(G×G(0)).
(b) If f ∈ Cc(Z) and ϕ ∈ Cc,q(Z), then
Ψϕ(f)(g) =
∫
Z
f(g · z)ϕ(z) dβs(g)(z)
defines an element of Cc(G).
Proof. (a) This is straightforward if F (g, z) = f(g)ϕ(z) with f ∈ Cc(G) and ϕ ∈
Cc(Z). But we can approximate F in the inductive limit topology with sums of
such functions.
(b) Let L = suppϕ∩ q−1
(
q(supp f)
)
. By assumption on ϕ, L is compact. Since
G acts properly on Z, the set
P (supp f, L) = { g ∈ G : g · L ∩ supp f 6= ∅ }
is compact. It follows that
F (g, z) = f(g · z)ϕ(z)
defines an element of Cc(G× Z). Then
Ψϕ(f)(g) = Φ(F )(g, s(g)).
1The gymnastics with the opposite space is just to accommodate a preference for left-actions.
This has the advantage of making closer contact with the literature on pi-systems.
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The assertion follows. 
Using Lemma 2.4, we fix ϕ ∈ C+c,q(Z) such that q
(
{ z : ϕ(z) > 0 }
)
= G\Z. Then
we define a Radon measure on Cc(Z) by
(2.1) νu(f) =
∫
G
∫
Z
f(g · z)ϕ(z) dβs(g)(z) dλu(g) =
∫
G
Ψϕ(f)(g) dλ
u(g).
Since λ is a Haar system and Ψϕ(f) ∈ Cc(G), we see immediately that
u 7→ νu(f)
is continuous.
Clearly, supp νu ⊂ r−1Z (u). Suppose rZ(w) = u and f ∈ C
+
c (Z) is such that
f(w) > 0. Then there is a z′ ∈ { z : ϕ(z) > 0 } such that q(z′) = q(w). Hence there
is a g ∈ G such that g · z′ = w. Note that rZ(z′) = s(g) and r(g) = rZ(g · z) =
rZ(w) = u. Since β
s(g) has full support and since everything in sight is continuous
and non-negative,
Ψϕ(g) =
∫
Z
f(g · z)ϕ(z)βs(g)(z) > 0.
Hence νu(f) > 0 and we have
supp νu = r−1Z (u).
Hence to complete the proof of the theorem, we just need to establish equivari-
ance. But∫
Z
f(g′ · z) dνs(g
′)(z) =
∫
G
∫
Z
f(g′g · z)ϕ(z) dβs(g)(z) dλs(g
′)(g)
=
∫
G
Ψϕ(f)(g
′g) dλs(g
′)(g)
which, since λ is a Haar system on G, is
=
∫
G
Ψϕ(g) dλ
r(g′)(g)
=
∫
G
∫
Z
f(g · z)ϕ(z) dβs(g)(z) dλr(g
′)(g)
which, since g′ · s(g′) = r(g′), is
=
∫
Z
f(z) dνg
′·s(g′)(z).
This completes the proof. 
Proposition 2.5 is interesting even for a group action. The result itself is no
doubt known to experts, but is amusing none-the-less.
Corollary 2.7. Suppose that G is a locally compact group acting properly on a
space X. Then X has at least one invariant measure with full support.
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3. Examples and Comments
As pointed out in the introduction, any e´tale groupoid G has a Haar system. As
a consequence of Theorem 2.1, any second countable groupoid equivalent to G has
a Haar system (provided G is second countable). In this section, I want to look at
some additional examples. In some cases it is possible and enlightening to describe
the Haar system in finer detail.
3.1. Proper Principal Groupoids. Recall that G is called principal if the natural
action of G on G(0) given by x · s(x) = r(x) is free. We call G proper if this action
is proper in that (x, s(x)) 7→ (r(x), s(x)) is proper from G × G(0) → G(0) × G(0).
If G is a proper principal groupoid with open range and source maps, then the
orbit space G\G(0) is locally compact Hausdorff, and it is straightforward to check
that G(0) implements an equivalence between G and the orbit space G\G(0). Since
the orbit space clearly has a Haar system, the following is a simple corollary of
Theorem 2.1.
Proposition 3.1 (Blanchard). Every second countable proper principle groupoid
with open range and source maps has a Haar system.
Remark 3.2. If G is a second countable proper principle groupoid with open range
and source maps, then the orbit map q : G(0) → G\G(0) sending u to u˙ is con-
tinuous and open. Hence Blanchard’s Lemma 2.3 implies there is a full q-system
{βu˙}u˙∈G\G(0) . It is not hard to check that λ
u = δu × βu˙ is a Haar system for
Gq := { (u, v) ∈ G
(0) ×G(0) : u˙ = v˙ }.
Since x 7→ (r(x), s(x)) is a groupoid isomorphism of G and Gq, we get an elementary
description for a Haar system on G.
While there certainly exist groupoids that fail to have open range and source
maps — and hence cannot have Haar systems — most of these examples are far
from proper and principal. In fact the examples I’ve seen are all group bundles
which are as a far from principal as possible. This poses an interesting question.
Question 3.3. Must a second countable, locally compact, proper principal groupoid
have open range and source maps?
3.2. Transitive Groupoids. Recall that a groupoid is called transitive if the nat-
ural action of G on G(0) given by x · s(x) := r(x) is transitive. If G is transitive
and has open range and source maps, then G is equivalent to any of its stability
groups H = Gvv = { x ∈ G : r(x) = u = s(x) } for v ∈ G
(0); the equivalence is given
by Gv with the obvious left G-action and right H action. Second countability is
required to see that the restriction of the range map to Gv onto G
(0) is open.2 Since
locally compact groups always have a Haar measure, the following is an immediate
consequence of Theorem 2.1. (Similar assertions can be found in [14].)
Proposition 3.4 (Seda). If G is a second countable, locally compact transitive
groupoid with open range and source maps, then G has a Haar system.
2Proving the openness of r|Gv is nontrivial. It follows from [10, Theorem 2.1] or Theorems
2.2A and 2.2B in [7]. The assertion and equivalence fail without the second countability assump-
tion as observed in [7, Example 2.2].
It should be noted that in both [10] and [7] openness of the range and source maps on a
topological groupoid is a standing assumption.
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As before, I don’t know the answer to the following.
Question 3.5. Must a second countable, locally compact, transitive groupoid have
open range and source maps?
3.3. Blowing Up the Unit Space. While there are myriad ways groupoid equiv-
alences arise in applications, one standard technique deserves special mention (see
[17] for example). Suppose that G is a second countable locally compact groupoid
with a Haar system (or at least open range and source maps). Let f : Z → G(0) be
a continuous and open map. Then we can form the groupoid
(3.1) G[Z] = { (z, g, w) ∈ Z ×G× Z : f(z) = r(g) and s(g) = f(w) }.
(The operations are as expected: (z′, g′, z)(z, g, w) = (z′, g′g, w) and (z, g, w)−1 =
(w, g−1, z).) The idea being that we use f to “blow-up” the unit space of G to
all of Z. If ϕ : G[Z] → G is the homormorphism (z, g, w) 7→ g, then we get a
(G[Z], G)-equivalence given by “the graph of ϕ” (see [5, §6]):
W = { (z, g) ∈ Z ×G : f(z) = r(g) }.
The left G[Z]-action is given by (z, g, w) · (w, g′) = (z, gg′) and the right G-action
by (w, g′) · g = (w, g′g). The openness of the range map for G are required to see
that the structure map rW : W → Z is open, while the openness of f is required
to see that sW : W → G(0) is open. Assuming G has a Haar system and Z is
second countable, Theorem 2.1 implies G[Z] has a Haar system. However in this
case we can do a bit better and write down a tidy formula for the Haar system on
the blow-up. We still require Blanchard’s Lemma 2.3 that there is a full f -system
for any continuous open map f : Z → G(0) (provided that Z is second countable).
Proposition 3.6. Suppose that G is a locally compact Hausdorff groupoid with a
Haar system {λu}u∈G(0) , and that Z is second countable. Let f : Z → G
(0) be a
continuous open map, and let
G[Z] = { (w, g, z) ∈ Z ×G× Z : f(w) = r(g) and s(g) = f(z) }
be the “blow-up” of G by f . If {βu}u∈G(0) is a full f -system, then we get a Haar
system {κz}z∈Z on G[Z] given by
κz(f) =
∫
G
∫
Z
f(z, g, w) dβs(g)(w) dλf(z)(g).
The proof is relatively straightforward.
3.4. Imprimitivity Groupoids. If X is a free and proper right G-space, then as-
suming G has open range and source maps, we can form the imprimitivity groupoid
GZ as in [8, pp. 119+]. Specifically we let GZ be the quotient of X ∗sX = { (x, y) ∈
X ×X : s(x) = s(y) } by the diagonal right G-action. Then GZ is a groupoid with
respect to the operations [x, y][y, z] = [x, z] and [x, y]−1 = [y, z]. Furthermore X
implements an equivalence between GZ and G. Again we can apply Theorem 2.1.
Proposition 3.7. Suppose that G is a second countable, locally compact Hausdorff
groupoid with a Haar system. Let X be a free and proper right G-space. Then the
imprimitivity groupoid GZ has a Haar system.
Remark 3.8. In [5, §§9-10], we associated a group Ext(G,T) to any second count-
able, locally compact Hausdorff groupoid G. In [5, Theorem 10.1] we showed that
Ext(G,T) was naturally isomorphic to the Brauer group Br(G). The definition of
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Ext(G,T) required we consider the space P(G) of all free and proper right G-spaces
X such that GX has a Haar system. In view of Proposition 3.7, P(G) becomes sim-
ply the collection of all free and proper right G-spaces.
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