ABSTRACT Timely and accurate prediction of traffic flow plays an important role in improving living quality of the public, which greatly influences the policies and regulations to be enforced and abided by. In this paper, we propose to model urban highway traffic data with an incremental tensor structure to exploit all available feature aspects. It is conceived on the solid basis of dynamic tensor model for traffic prediction, and a fast low-rank tensor completion algorithm, equipped with gravitational search algorithm, is harnessed to optimize the parameters. The proposed method excavates the inner law of traffic flow data by taking account of multi-mode features, such as daily and weekly periodicity, spatial information, and temporal variations, and so on. Empirically, multi-view experiments demonstrate the superiority of Trapit, and indicate that the proposed method is potentially applicable in large and dynamic highway networks.
I. INTRODUCTION
With the development of technology and the shocking increase of the amount of vehicles, the burden of the transportation system inevitably increases. Consequently, how to dispatch the vehicles becomes one of the key problems in traffic domain. Moreover, due to the increase of traffic flow on the road, the hidden danger in transportation management will also be enlarged, giving rise to traffic accidents. The purpose of monitoring traffic flow is to prevent the occurrences of such accidents.
The most prominent problem from the past is that the lag of real-time data acquisition makes the related work difficult to carry out. With the development of information technology, the problem of collecting real-time data has no longer been a barrier. However, how to control the traffic system by using the real-time data becomes more significant. It is helpful to prevent potential traffic congestion, traffic accidents and other problems caused by excessive vehicles in advance, because the staff can master the development trend of the transportation system in advance and make corresponding control plan to reduce the traffic flow of some high-traffic sections. In practice, the accuracy and efficiency of prediction can be guaranteed by analysing and predicting the inherent characteristics of real-time data.
In the traditional method, one-dimensional vector and two-dimensional matrix are widely utilized to model the traffic flow information [33] . One dimensional vector model usually adopts the time series approach, and predicts the possible traffic volume in the next period by applying the trend of the change of traffic flow to the continuous time. Because only the information of the time dimension is used, this method greatly limits the mining of intrinsic relevance of data. However, it is still unable to make full use of the relevant attributes that affect traffic flow. Tensor, as the matrix expansion in more than three-dimensional space, can include more attributes in the scope of model analysis [33] . The expansion of the dimension implies that the displaying characteristics of the model and the number of implicit features derived from the calculation and analysis will increase correspondingly. The advantage of tensor structure also lies in the capability of efficiently parsing the data, so as to get more accurate and timely prediction results [30] .
Recently, tensor factorization based methods have been successfully applied in this domain. Specifically, HaLRTC, although first utilized to cope with image processing problem, was modified to deal with traffic speed prediction [26] . Despite the fact that HaLRTC has superior performance in terms of missing data estimation, the difference between traffic prediction and image processing is neglected, and in traffic prediction, there are more behavioural rules. To better cater to traffic flow prediction problem, a dynamic tensor model (DTC) is proposed to predict traffic in a progressive way [31] , which applies tensor factorization to predicting missing data. However, two shortcomings can be observed from DTC. Firstly, the whole dynamic structure is constructed with a sliding window over time, i.e., a fixed period of time is used to train the model. Every time when prediction is added into existing data, DTC uses the predicted data to carry out further prediction. When the window slides onwards out of training data, the prediction is fully based on what has been predicted. It is clear that such operation can easily accumulate and propagate errors. Secondly, DTC uses a completion method based on Tucker decomposition [16] . It is observed that Tuker fails to completely preserve the patterns of a tensor, i.e., each decomposition partially distorts the tensor structure. As a consequence, we identify a clear gap between existing research and potential application.
In this work, we put forward a more accurate and faster approach, Trapit, to cope with traffic flow prediction problem, which mainly takes advantage of multi-mode traffic data. Moreover, considering the application of tensor in coping with traffic problem, an incremental tensor model is also proposed to predict traffic flow. Also, we present a heuristic tensor completion approach to achieve fast low-rank tensor completion. Different from current approaches, more features are included in Trapit, namely, the spatial mode, week mode, day mode and temporal mode of traffic data. In addition, the advanced tensor completion algorithm and the effective optimization strategy result in higher accuracy and efficiency. As to the empirical results, the proposed approach is compared with some state-of-the-art approaches on extensive experiments, which validates that Trapit provides with the best performance.
A. CONTRIBUTIONS
A preliminary version of this paper appeared in [20] ; in this version, we make substantial improvements:
• The original dynamic tensor structure is replaced with an incremental tensor structure to construct traffic flow data, the superiority of which is validated by the experiment results;
• Gravitational search algorithm is harnessed to modify the parameters of the incremental tensor completion model; and
• More state-of-the-art tensor completion methods are considered for evaluation, and additional experiment in long-time prediction problem is added to comprehensively evaluate all the methods.
B. ORGANIZATION
Section II overviews related works, followed by introduction of our proposed method, Trapit, in Section III. Experimental results are reported in Section IV, and the whole paper is concluded in Section V.
II. RELATED WORK
With the proliferation of intelligent transportation system, a great amount of approaches have been proposed to cope with traffic prediction problem. Autoregressive integrated moving average (ARIMA) [2] was among the first approaches to predict traffic flow, which was then improved and developed consistently. In addition, Box-Jenkins time series analysis was also adopted for predicting express-way traffic flow [19] Hamed et al. [12] harnessed the ARIMA model to predict traffic volume in urban arterial roads. There are many other variants of ARIMA put forward to enhance the accuracy of prediction, such as subset ARIMA [18] , space time ARIMA [15] , Kohonen-ARIMA [36] , seasonal ARIMA [38] and ARIMA with explanatory variables [37] .
Aside from parametric methods based on ARIMA, other approaches, which are non-parametric, were also leveraged in predicting traffic flow due to the intrinsic nature of traffic flow, which are stochastic and non-linear. K -NN non-parametric regression was integrated into a dynamic multi-interval traffic volume prediction model to achieve better performance [6] . Moreover, functional estimation techniques were applied in a kernel smoother for the auto-regression function, so as to predict short-term traffic flow [10] . A local linear regression model for forecasting short-term traffic was used [28] . Moreover, Bayesian network was also harnessed to forecast traffic flow [29] . Among other approaches, on-line learning weighted support vector regression was also presented to forecast short-term traffic flow [14] .
With the boom of neural networks, many deep learning methods are applied to estimating traffic flow. Conventional artificial neural networks (ANN) and some transformations are modified in the traffic domain [5] , [11] . To accurately predict missing traffic flow data, W. Huang explored the deep belief networks [13] , Tian and Pan [34] utilized long short-term memory recurrent neural networks (LSTM), and Fu et al. [25] employed gated recurrent unit methods (GRU). However, these methods failed to extract the inter-patterns of traffic flow series, which may decline the explanatory power of models.
In order to cope with the deficiency of single algorithms, some hybrid approaches were proposed so as to improve the performance. Combing ARIMA, exponential smoothing, neural network with moving average, the aggregated method to predict traffic flow achieved promising results [32] . Specifically, three time series were harnessed as the inputs of neural networks when it comes to aggregation. Moreover, multi-layer perception, linear genetic programming and fuzzy logic models were utilized to estimate traffic flow rates in 5-min and 30-min intervals. [39] . The cumulative sum algorithms and expectation maximization were also integrated into the original ARIMA model [4] . More recently, in order to model and predict unban traffic flow, a hybrid adaptive method based on rules was put forward [8] .
Recent effort shows that tensor, the high dimensional expansion of vector and matrix, has prominent advantage over other structures in explaining multi-mode data [7] , [17] . Illuminated by traditional tensor completion methods, new solutions such as CP, Tucker, tensor train [24] and tensor network [1] were proposed to optimize the structure of tensor methods. Undoubtedly it is hard for a solution to over match the others over all scenarios, since different POI recommendation tasks require different models to capture the core of problem, and the fittest models ought to deal with diverse realistic demands. In order to fully exploit the latent patterns of data, we propose Trapit in this paper, which is validated to achieve promising outcomes.
III. METHODOLOGY
In this section, the incremental tensor model is elaborated, followed by the introduction of a fast tensor completion algorithm for predicting traffic flow and the elaboration of gravitational search based parameter optimization procedure.
A. INCREMENTAL TENSOR MODEL FOR TRAFFIC FLOW
The fundamental knowledge of tensor is detailed at first, and the incremental tensor model for traffic flow is then presented.
1) TENSOR BASICS
Tensor is a high dimensional data representation, the expression of which can be 1-mode (vector) and 2-mode (matrix). A tensor with n-mode is denoted as X ∈ R I 1 ×I 2 ×...×I n , where I n represents mode-n quantity, and the specific elements are x (I 1 ,...,I k ) , where 1 ≤ k ≤ n. As for the Matriculating operator, the target of which is to unfold a tensor into a matrix, is denoted as unfold(X, n) = X (n) , and the elements of the tensor (I 1 , I 2 , . . . , I n ) are mapped to the matrix element (I n , J ), where
The reverse of matriculation is represented by fold (X (n) , n) = X similarly. The product of two tensors with the same size A, B ∈ R (I 1 ×I 2 ×···×I N ) is defined as the sum of the products of their entries,
With regard to any 1 ≤ n ≤ N , the product between matrix M ∈ R J ×I n and tensor A ∈ R (I 1 ×I 2 ×···×I N ) is denoted as A× n M , which is further converted to the product of matrices,
The Frobenius norm of a tensor is denoted by 
2) TENSOR STREAM
Tensor stream is represented by a series of tensors, denoted by (X 1 , X 2 , . . . , X T ), where X t ∈ R (I 1 ×I 2 ×···×I m ) and 1 ≤ t ≤ N . The series is indexed by time, which is presented in Figure 1 . Dynamic tensor blocks are represented as D(t) = (X T 0 , . . . , X T t ) with each X T t ∈ R I 1 ×I 2 ×···×I m+1 denoted by means of combination of tensors in tensor stream from the initial one, as Figure 2 shows. Since the Foursquare datasets possess temporal traits, evidently the adjacent historical data are crucial for improving overall performance. As a result, the prediction of traffic flow could be converted as tensor structure completion task.
3) INCREMENTAL TENSOR
Note that the target is to predict traffic flow based on existing data, given time period and location information. As shown in Figure 3 , the time series (t i − nα t , t i − (n − 1)α t , . . . , t i , . . . , t i + mα t ) is the time period containing both existing data and missing data, where α t is the sampling interval, m is the predicting horizon of the specific time period, t i is the starting time, and n is the scale of existing data. To put it in other words, the historical traffic flow during (t i − nα t , t i − (n − 1)α t , . . . , t i ) is harnessed to forecast traffic flow of (t i + α t , t i + 2α t , . . . , t i + mα t ). The process can be expressed by
where T ∈ R l×m , T ∈ R l×n , T is the complement set of T and l represents different locations.
It is evident that representing data with matrix inevitably restrains the explanatory power. As is depicted in Figure 3 , merely the sampling intervals and locations are considered, which can be attributed to the fact that the structure, which is based on matrix, can merely express two dimensions of information and hence failing to capture all features of traffic data. Consequently, 4-way tensor is devised so as to reconstruct the traffic flow data. The tensor comprises sampling intervals, locations, week and days. Due to the newly introduced macroscopic variables, the aforementioned structure is converted into B t ∈ R l×w×d×s , where d denotes the days of historical days (a week has 7 days), s represents the number of intervals (m + n), and w is the number of historical weeks.
Furthermore, we elaborate the dynamic tensor as follows. As mentioned above, n sampling intervals constitute B t T t , which is used to predict B t T t . The transformation can be expressed as
When it comes to forecasting, the incremental tensor is updated by appending the result of B t T t to B t T t . The new
, and the size of B t T t+1 is transformed from (l×w×d ×x) into (l×w×d ×(x+1)), n+1 ≤ x ≤ n+m. In other words, prediction data take the place of the primary data. After predicting the missing data, the current category data integrity will be improved, and the number, as well as the length of utilized data will also get enhanced.
Algorithm 1 Trapit
Input : incremental tensor B t , existing sets T t , prediction sets T t , target time t * , parameter a t = (α 1 , α 2 , . . . , α n ); Output :
In summary, we encapsulate the overall algorithm for completing incremental tensor structure in Algorithm 1. Firstly, we put the existing sets T t and target time t * into the model to give the original data and destination of prediction. Incremental tensor B t , prediction sets T t and a t = (α 1 , α 2 , . . . , α n ) are formed to ensure the processing. Then, with a 0 initialized as (1/n, 1/n, . . . , 1/n), Trapit starts working. Adding existing data B T t t and the former parameter a t−1 , GSA might find the current optimal parameter a t . Thus far, we have not explained the functions of GSA and FALRTC, which will be covered in the following subsections.
B. FAST INCREMENTAL TENSOR COMPLETION
A tensor completion algorithm to realize fast dynamic tensor completion is proposed so as to cope with traffic flow prediction task.
1) OPTIMIZATION FORMULATION
Current heuristic methods such as Tucker decomposition [16] and CP decomposition [9] , aim at transforming tensor into other kinds of data structures. Especially, in CP decomposition, tensor A ∈ R n 1 ×n 2 ×... n d is represented by a larger r as the linear combination of r tensors (vectors) with rank-1:
As far as Tucker decomposition is concerned, tensor A ∈ R n 1 ×n 2 ×... n d is decomposed into matrices U (m) ∈ R I m ×J m (1 ≤ m ≤ d), and one small core tensor
min X,G,U (1) ...U (n) :
Nonetheless, since these methods require transforming data structure, each decomposition might distort, hence giving rise to gradual error accumulation. Unlike traditional methods, we focus on dynamic tensor completion, in which low computational costs, fast convergence and high accuracy are required. Consequently, the fast low rank tensor completion algorithm, namely, FALRTC [21] , is harnessed, which proves to be more efficient compared with other approaches.
2) ALGORITHMIC SOLUTION
In order to improve convergence speed and tackle the tensor trance norm minimization problem, FALRTC is put forward. With regard to POI recommendation, D t ∈ R J 1 ×J 2 ×J 3 ×J 4 for current category, next category, seasons and interval mode is considered as the basic elements for computing. The specific task is to work out the optimization problem, presented as follows:
where α i is constant satisfying α i ≥ 0, and
The difficulty of efficiently solving the optimization problem is mainly caused by the non-smooth terms in the equation.
The convergence rate can be reduced to O(K −1/2 ) by substituting gradient information with sub-gradient information, and K refers to the number of iterations [22] . However, this value for minimizing general functions is O(K −2 ) [22] . In order to solve a non-smooth optimization problem [23] , FALRTC aims to (1) transform the original check-ins data into smooth data; and (2) tackle the smooth problem and the solution is utilized to cope with the original problem. Reference [21] provides detailed introduction.
C. PARAMETER OPTIMIZATION PROCEDURE
The optimization algorithm applied to blocks self-adjusting is developed in this subsection.
We mainly utilize gravitational search algorithm (GSA) to optimize the parameters of incremental tensor completion method and pinpoint the patterns of each block. As introduced in [27] , GSA, which is an adaptive search nature-inspired algorithm, is illuminated by the law of gravity and mass interactions for finding the optimum solution. The algorithm considers search agents as associated massive objects, and different solutions will be assigned with different mass in the search process. Then the gravitational force influences the motion of these masses, in which lighter objects (relatively bad solutions) move further than heavier objects. The position of the object represents the solution of the problem and object with heaviest mass represents an optimum solution.
In the beginning, GSA sets initial position for these masses x d i , and the combining system is defined as follows:
where x d i represents the position of i-th agent in the d-th dimension. The algorithm also randomly generates a distribution of masses, m i (t). For a minimization problem, the definition of the least fit mass, m worst i (t) and the fittest mass, m best i (t) at time t are represented as follows:
The mass of each agent is computed accordingly:
Based on Newton's laws of motion, total forces from a set of heavier masses F d i , masses' acceleration a d i , velocity of an VOLUME 6, 2018
agent v d i and the gravitational constant G should be taken into account, and they are expressed as:
Two uniformly distributed random numbers are denoted as rand i , rand j ∈ [0, 1], ε is a small constant, R ij (t) is the Euclidean distance between two agents i and j, and G 0 is the initial value of G. The procedure of GSA used in Trapit is elaborated in Algorithm 2.
Algorithm 2
The Procedure of GSA Input : parameter space
optimal parameter a * t .
1 random initialize m, G 0 ; 2 while reach Goal do 3 Evaluate fitness of agents;
4
Update G(t), best(t), worst(t) and M i (t) for i = 1, 2, . . . , N ;
5
Calculate the total force in different directions;
6
Calculate acceleration and velocity;
7
Update agents position;
With GSA applied to optimize the parameters of each block in incremental tensor, the block owns more explanatory and typical power of the specific sampling interval. For example, when the model is utilized to predict the prospective traffic flow in 7:05-7:10, the parameters trained by GSA in block 7:05-7:10 evidently outperform the one in 7:00-7:05.
IV. EXPERIMENTS AND RESULTS
In this section, the experimental results are first reported, followed with in-depth analysis.
A. EXPERIMENT SETTINGS
The datasets utilized in this work are derived from Caltrans Performance Measurement System (PeMS) 1 .
1 http://pems.dot.ca.gov/
1) DATA SOURCES
Concretely, we obtained the data for traffic flow from PeMS public traffic flow datasets, which were collected from over 32,000 detectors scattered over 8,100 free-way locations, and they covered nearly all major metropolitan areas of California, USA. The original traffic flow data are recorded in the time interval of 30 seconds, and further aggregated into 5-min intervals.
In order to make fair comparison to [31] , the dataset covering south bound free-way SR99, District 10, Stanislaus County, California, was utilized. Specifically, these detectors were indexed as 1017510, 1017610, 1017710, 1017810, 1017910, 1018110, 1018210, 1018310, 1018410, 1018510, and 1018610 (11 locations in total). The sampling period was from March 1, 2011 to May 29, 2011 . The parameters of prediction model were learned on the data from March 1, 2011 to April 15, 2011 , and the traffic data from April 16, 2011 to May 30, 2011 were used for evaluating the prediction performance.
2) EVALUATION INDICES
We adopt Mean absolute percentage error (MAPE) as the evaluation metric. Considering the fact that MAPE decreases when there are larger traffic volumes, the mean absolute error (MAE) is also harnessed as complementary evaluation metric.
where N t is the true value of the observation t, n is the number of predictions, and z t is the predicted traffic flow in time t. Note that the operation time, which is measured in seconds and calculated inside each method, is utilized to evaluate the efficiency.
B. EXPERIMENT RESULTS
The competitors for our tensor completion based method are HaLRTC, Tucker decomposition and CP decomposition. Since Tucker and CP are non-convex, multiple initial points are tested and the average performance is utilized for comparison. The size of tensor is set to 11 (locations)×7 (weeks) ×7 (days)×7 (intervals). For HaLRTC, the value of α i is set to 1/4, where 4 refers to the number of modes. Moreover, β i = α i /γ i , and it has been shown that setting γ = 100 achieves the best results. Furthermore, to prove the merit of the structure of incremental tensor, the original completion method, FALRTC, is also evaluated in experiment. DTC [31] is also utilized for comparison. In summary, 6 methods were put into assessment, including CP, Tucker, HaLRTC, DTC, FALRTC and Trapit.
It is evident that the time scale of prediction models is of significance, and on account of the possible decline of predictable information [3] , an interval ought to be longer than 3 minutes. Similarly, longer intervals will also give rise to the loss of information [35] . Taking these factors into account, we set the aggregation time scale of traffic volume data to 5 minutes.
Additionally, the experiment was implemented by utilizing MATLAB 2013a, and all tests were performed on a PC with Intel Core 2 2.67GHz and 4GB RAM. Table 1 present the overall results for all the methods evaluated in the experiments given different dimensions. As Table 1 shows Trapit outperforms other methods in both accuracy and efficiency. The superiority of tensor completion methond (FALRTC) lies in efficiency, for it excludes HOSVD to improve the arithmetic speed [21] . But, from the Table 1 , high efficiency for FALRTC did not equal to high accuracy. Although algorithm complexity led to low efficiency, HaLRTC owned higher accuracy than FALRTC. HaLRTC was defeated by Trapit and DTC, since with the aid of added prediction into the existing data, dynamic tensor structure and incremental tensor structure update the data size step by step, which ensures the continuity of the data. The weakness of DTC was that the whole dynamic structure was constructed in time-window, where fixed length of time was used to train the model. After several iterations, DTC used predicted outcome (not original data) to predict traffic flow and utilized Tucker decomposition to complete the tensor, which resulted in gradual error accumulation. In summary, Trapit can balance the accuracy and efficiency. The performance of CP and Tucker indicates the heuristic algorithm is poor for high rank problems.
Furthermore, traffic flow data within half an hour are put into training, and Figure 4 depicts long-time prediction results and prediction errors. The results, which revealed that the accuracy of Trapit declined when traffic flow was sharply changed, were in line with common sense. From the outcome, Trapit had good performance in low expansion prediction, where the amounts of missing data are 2 and 4 times than that of the training data. When it comes to higher expansion prediction, where the amount of missing data was at least 8 times than that of the training data, the accuracy decreased significantly. Although Trapit attained a poor performance in higher expansion prediction, it should not be neglected that the scale of original data used in the experiment was comparatively small. Provided the time interval of training data was expanded, Trapit undoubtedly can predict accurate results for a longer time range. In a nutshell, the larger the amount of existing data are, the more missing data can be accurately predicted.
V. CONCLUSION
In this paper, we propose to tackle the flow prediction task in traffic domain a new incremental heuristic tensor completion method based on fast low-rank tensor completion algorithm. Concretely, we combine incremental tensor structure and fast low-rank tensor completion (FALRTC) to achieve high-performance of prediction. Trapit can capture the inner characteristics of traffic flow data, since multi-mode features such as daily and weekly periodicity, spatial information as well as temporal variations are all integrated in the model. The empirical results not only verify the usefulness of our proposed method, but also imply that in large and dynamic traffic environment, it has significant application prospect.
During the research, it has been brought to our attention that the model gets superior outcome in 5 minutes interval. Nevertheless, when it comes to long-term traffic flow prediction, the effect of Trapit is yet to be evaluated. Although Trapit owns the ability to forecast large amount of missing data, the good effect is only acquired in 5 minutes interval. As future work, we plan to further experiment with our proposal, where 10 minutes interval, 30 minutes interval, and 60 minutes interval will be utilized, and effectiveness will also be verified.
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