Both feedback of ratings and trust relationships can be used to reveal user preference to improve recommendation performance, especially for cold users. However, the high-order correlations between tow kind of data are always ignored by existing works. Towards this problem, we propose a Correlative Denoising Autoencoder (CoDAE) model to learn correlations from both rating and trust data for Top-N recommendation. First, a novel deep learning model CoDAE, in which two mid-layers from separate stack denoising autoencoders are fused into one shared layer. Advancing previous works which utilize these data in shallow level, this model can effectively extract high-order correlations from low-level representations of these data for recommendation. Second, to further learn implicit corrections between these two autoencoders, we develop a novel correlative regulation to build the relations between other hidden layers of the two separate autoencoders. In this way, this model can learn correlations more effectively and thus improve the recommendation quality. Comprehensive experiments on two public datasets demonstrate that the CoDAE significantly outperforms other state-of-the-art approaches in top-N recommendation task.
Introduction
In recent years, recommender systems are widely used in most web applications to help users find items that their are interested in. Although numerous recommendation algorithms have been proposed, there are still some well-known issues remaining open, such as data sparsity and cold start. Towards addressing these problems, leveraging additional information, such as trust relationship [Guo et al., 2015; Yang et al., 2013; Ma et al., 2011; Jamali and Ester, 2010] , to help modeling users has demonstrated to be an effective approach.
With the development of social media, trust-aware recommendation algorithms attracts more and more attentions recently. Based on the phenomenon that users' tastes are often influenced by their friends [Scott, 1988; Ziegler, 2005] , numerous trust-aware algorithms have been proposed. For example, in [Jamali and Ester, 2010] , Jamali introduces the propagation mechanism to model the trust relationships.
Based on the phenomenon that users' tastes are often influenced by their friends [Scott, 1988; Ziegler, 2005] , numerous trust-aware algorithms have been proposed [Guo et al., 2015; Yang et al., 2013; Ma et al., 2011; Jamali and Ester, 2010] . For example, in [Jamali and Ester, 2010] , Jamali introduces the propagation mechanism to model the trust relationships.
However, these methods ignore the fact that trust relationships are also very sparse as well as ratings data, which may limit the improvement for recommendation. To model user preference more exactly, taking the implicit feedback of user ratings into account is a nature choose [Koren, 2008; Guo et al., 2015] . Implicit feedback of user ratings (items that users rated) have been proved to be useful to model user preference in the famous SVD++ model [Koren, 2008] . Recently, Guo et al. (2015) propose a new method to ensemble both explicit and implicit feedback of trust relationship and ratings for recommendation [Guo et al., 2015] . This method demonstrates that combining both information can significantly improve the recommendation quality.
Although the above works propose different ways to incorporating trust information into recommendation, there are still two critical issues with these trust-aware algorithms. First, most of them model the trust relationships with shallow model and ignore the high-order interactions among each users' friends; it is possible for a user take all the opinions of his friends into account and then come out his own thinking rather than linearly combine all of them. Second, the trust relationships are also face the sparse problem as well as ratings. This may limits the improvement of trust-aware algorithms and make it difficult to utilize deep model to learn high-order information from trust data.
Based on these motivations, we propose a deep model Co-DAE in this paper. To learn high-order information from spare trust relationships, we take both implicit feedback of trust and ratings into account for deep learning model. Specially, we utilize two separate autoencoders to learn representations from these two kinds of information. Then we fuse them with a shared layer, which outputs final user representations for recommendation. Moreover, we also consider the correlations between these two kinds of information, which can further improve the performance of recommendation.
In summary, the contributions in this paper is demonstrated
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• In this paper, we propose the problem to learn high-order correlations from rating and trust data for recommender systems and develop a novel deep learning model Co-DAE. Toward the big challenge of data sparse for this problem, the CoDAE model is built by fusing two separate stacked denoising autoencoders with a shared layer.
To the authors' knowledge, this is the first to learn multimodal data with deep learning for recommendation. It can also easily to be extended for other recommendation tasks.
• To keep away from overfitting, we further propose a correlative regulation to constraint the learning process. Since either of rating and trust data reflect user preference in different perspectives, we argue that the hidden layers of CoDAE can be used to predict each other to a certain degree. This motivate us to propose the corrective regularization to build relations between the layers in same level. This regularization can efficient improve the effectiveness and robust of CoDAE model.
• We conduct comprehensive experiments with three datasets to compare our approach with state-of-the-art algorithms on Top-N recommendation task. There are several works show clearly that Top-N recommendation is more close to real application scenarios than rating prediction. So we adopt ranking-sensitive metrics to evaluate the CoDAE model, i.e., MAP and NDCG. The results demonstrate that our model significant outperform other comparisons, and is further improved by incorporating correlative regulation.
Related works
In this section, we discuss the related works in two branches of our CoDAE model, (1) trust-aware recommendation algorithms, and (2) recommendation with deep learning.
trust-aware recommendation
Trust-aware recommendation algorithms have demonstrated great potential to improve recommendation quality in recent years [Jamali and Ester, 2010; Ma et al., 2011; Yang et al., 2013; Guo et al., 2015] . Specially, Jamali and Ester propose the socialMF model by leveraging trust propagation mechanism to model user preference and integrating with matrix factorization for recommendation [Jamali and Ester, 2010 ]. Ma et al. then propose a SoReg method by exactly modeling the influence and propagation mechanism between users [Ma et al., 2011] . Based on the observation that a user demonstrate different preference with roles of truster and trustee, Yang et al. proposed the trustMF algorithm to further improve performance [Yang et al., 2013] . To handle the sparse problem of ratings and trust relationships, the TrustSVD model is proposed by taking both explicit and implicit feedback of user trust and ratings into account for rating prediction [Guo et al., 2015] . However, all these methods utilize trust data in shallow level and ignore the factor that trust relationships are very complex. To learn high-order information from these data, a big challenge is that trust relationships are very sparse and not sufficient to support deep model. Towards this problem, we propose a deep model to learn high-order representations by taking both feedback of ratings and trust relationships into account. First, we propose a CoDAE model by connect two autoencoders with a shared layer to learn high-order information and correlations from rating and trust data. Second, we then propose a explicit corrective regulation to constraint the relation between these two autoencoders to enhance the robust for sparse problem.
Recommendation with deep learning
With the rapidly development of deep learning techniques in computer vision and neutral language processing domains, there are more and more researchers attempt to leverage deep model to improve recommendation performance. Compared with previous shallow model, utilizing deep learning can learn compact and effective representations from ratings or other kind of information for recommendation and significantly outperform previous works.
There are some works focus on utilizing deep learning only based on ratings [Sedhain et al., 2015; Li et al., 2015; Wu et al., 2016] . These methods leverage the denoising autoencoder (DAE) to learn compact representations of users or items from sparse rating data for recommendation. Their results demonstrate great improvement compare with previous shallow models. To further address the sparse problem of ratings, some other works pay attention to learn compact information from auxiliary data for recommendation [He and McAuley, 2015; Wang et al., 2015b; Wang et al., 2015a; Lei et al., 2016] , such as content, tag or images. By leveraging these data with deep model, they can be further push the performance of recommendation to a higher level.
However, there are few attempts to learn representations from both ratings and auxiliary data with deep learning model. It is obvious that by taking more information into account with deep learning can further improve the performance. In particular, Strub et al. proposed to inject side information of users or items for autoencoder [Strub et al., 2016] . Compared with this method, our CoDAE model assigns a additional autoencoder for auxiliary data to learn compact highorder information, and then joint its mid-layer with the other one of ratings. Moreover, this method also ignore the correlations between ratings and auxiliary information. This motivate us to propose a correlative regulation to build the relation between these information, and further improve the recommendation performance.
3 Proposed model
Problem Description
Assume there are a set of users U = {1, ..., n} and a set of items I = {1, .., m}, the task in this paper is to generate top N recommendations to satisfy the taste of each user u. In our system, we have a user-item rating matrix R ∈ R n×m and a user-user trust matrix T ∈ R n×n . For each user u, we learn her/his preference based on the corresponding rating vector R u and trust vector T u . There are only few entries in both of them are known and others are missing.
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In this paper, we focus on learning accurate user preference based on rating and trust data, and then integrate it with matrix factorization model to generate recommendations. Note that our model can also be easily be extended to other kind of information, such as contents, tags or images.
Stack Denoising Autoencoder
To handle the sparse problem, we utilize the SDAE model to build the CoDAE model described in next section. The SDAE model [Vincent et al., 2008] is essentially an improved version of autoencoder [Bengio et al., 2006] . It aims to prevent deep neutral networks from overfitting by reconstructing clean input data from its noising version. In general, the output of the mid-layer represents the compact representation of the input data. The inputX is a noised version of clean data X 0 , which is defined by:
Where N (·) denote gaussian distribution with variance of σ.
With the noised inputX, the SDAE can be formulated by the following objective function:
Where nn(·) is a symmetric neutral networks with parameters W l and b l of layer l ∈ {1, ..., L}; || · || 2 F denote Frobenius norm and λ is a hype-parameter to control the l2 regulation term.
The CoDAE model
To overcome the sparse problem of ratings and trust relationship, taking both of them into account to model user preference is a natural choose [Guo et al., 2015] . Guo et al. propose the trustSVD model to integrate trust relationship with ratings by SVD++ model and demonstrate great improvement. However, this model is quite shallow and difficult to capture highorder information among them. This observation motivate us to introduce deep learning techniques to learn high-order information from these data.
In our approach, we adopt the SDAE model described in section 3.2 as our base model. A straightforward approach is to train a SDAE with the concatenated ratings and trust relationship data, and denote the output of middle layer as final representations. However, the correlations between ratings and trust data are highly non-linear with different distribution [Ngiam et al., 2011] . This make it difficult to learn correlations from these data. In fact, this may raise the risk that the outputs of hidden layers are highly related with one kind of data and less related with the other one.
To independent learn the distributions of ratings and trust relationships, we first design two separate hidden layers for them, respectively. By this way, both of them are mappingX into a low dimension space, and thus more easier to learn corrections from them. These two first layers can be formulated by:
WhereX r andX t denote the noised inputs of rating and trust data X r and X t , respectively. Based on the first layer representations, the second layer is designed to learn high-order correlations. Beyond previous shallow models, this layer can efficiently learn high-order interactions between these data for recommendation. Specially, the second layer is described by:
Where X u ∈ R n×k denote the outputs of user preference with dimensionality of k for recommendation; {W r 1 , W t 1 , +b 2 } are the parameters of this middle layer to learn user representations.
As demonstrate in figure 1, the CoDAE network is then followed by two symmetrical layers to map user preference into separate representations for reconstruction:
At last, the CoDAE network is followed by two reconstruction layers for inputs of rating and trust data, respectively. The prediction function is given by:
WhereX r andX t represent the predicted ratings and trust relationships for users.
To learn compact representations, we take both reconstruction errors of ratings and trust relationships into account, where existed works mostly ignore the trust relationship.
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Where α is a hype parameter to control the importance of trust reconstruction error. Specially, l(·) denotes cross entropy loss function here, which demonstrated to be most suitable for sparse inputs in [Wu et al., 2016] and defined by:
where p = 1/(1 + exp(−ŷ)). Note that other loss function can also be used for equation 7.
Correlations
There are still two critical issue with the two first layers in the CoDAE model. First, both ratings and trust relationships are very sparse and facing severe overfitting problem; This may raise the risk for any of them to get trapped into local optimal. Second, no explicit objective function is used to constraint the relation between the two first layers; This give a possible for some hidden units of shared layer to rely heavily on either of them [Ngiam et al., 2011] . Therefore, we propose a corrective regulation term to tackle these two issues. First, by constraining the relations between the two first and last hidden layers, we bridge a relationship between them to exchange information and thus enhance the robust for sparse problem. Second, since both ratings and trust relationships are available in our scenario, the method in [Ngiam et al., 2011] is not suitable for the second issue; therefore, we propose a explicit corrective regulation term to tackle this issue.
Inspired by idea of autoencoder that reconstruct data from itself through a neural network, we argue that the corrective representations can be predicted by each other through a reconstruction function. Based on this idea, we propose a novel corrective regulation term to build the relation between the rating and trust data, which is given by:
Where {θ 1 , θ 2 , θ 3 , θ 4 } denote the parameters to reconstruct data from its corresponding layer, where we use a linear map function here. Note that any other neutral networks can also be used to build the relations.
Finally, we have the improved model CoDAE+, which taking explicit corrections between hidden layers in CoDAE into account to enhance robust. The objective function is then formulated by:
Where β is used to control the importance of corrective regulation.
Experiments and Results

Datasets
To evaluate our approach with other state-of-the-arts algorithms, we utilize two real world datasets with both rating and trust data for comparison: Ciao and Epinions datasets. These datasets are independently crawled from two famous e-commerce website, Ciao.com and Epinions.com [Tang et al., 2012] . Users can rate items on these websites and build trust relation with other users to help making decision. The rating number is an integer range from 1 to 5. Small number indicate dislike while large for the opposite. The trust relationships are formulated in binary format, where 1 for trust and 0 for distrust. The statistics of these datasets are demonstrate in table 1.
To address the top-N recommendation task, we remove all ratings that less than 4 stars for all datasets and keep others with score of 1. This preprocessing method aims at recommender item list that users liked, and is widely used in existing works [Wu et al., 2016] . We then drop those users and items with less than 5 ratings [Rendle et al., 2009] .
We conduct a 5-fold cross-validation for training and testing. Specially, each dataset are split into 5 folds, and in each time 4 folds are used for training and the remaining one for testing. We conduct the experiments for 5 times to guarantee that each fold have been used for testing. The mean performance will be reported as the results of our experiments. 
Evaluation Metrics
In recent years, top-N recommendation have been proved to be more close to real world scenario than rating prediction [Liu and Yang, 2008] . In this case, we present each user a item list with N items that have not be rated in training data to fit their potential tastes. Therefore, we adopt rankingbased metrics Mean Average Precision (MAP) and Normalized Discounted Cumulative Gain (NDCG) in our experiments to evaluate the top-N recommendation performance. These two metrics take ranking of the recommender item list into account, and are wildly adopted in existed literature [Liu and Yang, 2008] . Let I u to denote the set of items that user u have rated in test data, andÎ N,u to represent the N predicted items with highest value for user u. Then we have the definition of Precision:
To more accrue evaluate the performance of precision at all positions of recommended items, Average precision gives Under review as a conference paper at IJCAI 2017 higher weighs to the items that user adopted in test data. AP@N is defined as the weighted average of precisions with N recommender items:
Where P recision@k is the precision with k recommended items, and rel(k) = 1 indicate the item at rank k is adopted. Finally, MAP@N is defined as the mean of AP@N across all users. For each user, Discounted Cumulative Gain (DCG@N) is defined as:
The Normalized Discounted Cumulative Gain (NDCG) is the normalized DCG over the ideal iDCG@N, and we denote the mean value of NDCG over all users as results in our experiments.
Comparisons and Parameter Settings
Since we focus on the top-N recommendation problem, it is unreasonable to compare with those for rating prediction task, such as SVD++ [Koren, 2008] or TrustSVD [Guo et al., 2015] . On this account, we select several state-of-the-art algorithms as comparisons to evaluate our approach:
• PopRank. This is a commonly used basic algorithm which recommender items according to their popularity in training data.
• BPR [Rendle et al., 2009] . This a simple and widely used ranking algorithm for recommendation. It is implemented by learning pairwise relation of rated and unrated items for each user rather than direct learning to predict ratings.
• GBPR [Pan and Chen, 2013] . This algorithm relax the individual and independence assumptions of BPR model. The authors propose an improved assumption by introducing rich interactions among users. The the size of user group in GBPR is fixed to 5 as suggested in coordinating reference • SBPR [Zhao et al., 2014] . This work improve the BPR model by considering social relation in the learning process, with the assumption that users tend to prefer items that rated by their friends.
• CDAE [Wu et al., 2016] 
and error in our experiments or according to the suggestions in corresponding references, and report the best results for comparison. Specially, we find that the noise variance make small impact on the results in our experiments. This phenomenon is the same as that in [Wu et al., 2016] , and therefore the variance σ of gaussian noise is fixed to 0.1 in our experiments for simplify.
Experimental Results
Validation on All Users
We now demonstrate the performance of CoDAE model and compare it with other state-of-the-art algorithms mentioned in section 4.3. Table 3 shows the best results on metrics of MAP@10 and NDCG@10. Note that a larger value of these metrics indicates a better performance.
In table 3, we can see that the deep learning model CDAE significantly outperforms precious shallow model (BPR/GBPR/SBPR). It proves that deep learning technique have great potential to improve recommendation, and is worthy of further development. In Particular, the CoDAE and Co-DAE+ model significantly outperforms other model in metrics of MAP@10 and NDCG@10 for both Ciao and Epinions datasets. We also demonstrate the results with k = 5 and k = 10. The results shows that with dimensionality increase, the performance goes better, especially for Epinions data.
The Influence of Corrective Regularization
To evaluate the effectiveness of the proposed corrective regularization, we also conduct a serious of experiments to compare the CoDAE model with and without this regularization. The comparison results is demonstrated in table 4 with metrics of MAP@10 and NDCG@10. Note that the CoDAE+ denote the one with corrective regularization. Specially, to evaluate the stability and robust, we also demonstrate the confidence intervals correspond to a 95% range for the 5-folds cross-validation.
The experiments results in table 4 demonstrate the Co-DAE+ model performs better than the CoDAE in both datasets with k = 5 and k = 10. This implies that the proposed corrective regularization can effectively improve the performance. Obviously, the confidence interval of Co-DAE+ is much smaller than that of CoDAE model. This phenomenon proves that this regularization can make the algorithm more stable and robust. Moreover, we can see that the improvement in Epinions is lager than that in Ciao, which Under review as a conference paper at IJCAI 2017 may indicate that the corrections between rating and trust data is more complex and difficult to learn in Epinions.
Conclusions
In this paper, we propose a Corrective Denoising Autoencoder (CoDAE) for the top-N recommendation problem. Co-DAE learns high-order correlations from rating and trust data through two stacked denoising autoencoders which is united by a shared layer. Moreover, a robust corrective regulation is proposed to build the relation between hidden layers in CoDAE. The results of several experiments demonstrate that CoDAE significantly outperforms state-of-the-art algorithms.
We also compare the performance of CoDAE and CoDAE+ model to evaluate the effectiveness of corrective regulation and shows that it can not only improve the performance but also increase stability of CoDAE. The CoDAE is a easily extended model to learn compact representations from other kind of data. For further works, we intended to further extend the CoDAE model to utilize other information to improve recommendation, such as tags/contents/images of items.
