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SUMMARY ’ .. 
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Several higher-order difference methods are investi-
gated and compared for the problem of finding the
natural frequencies of the lateral vibration of a beam.
All of the methods considered are applicable to
either digital or analog computers, although particu-
lar reference is made to the analog computer.
The methods considered in most detail use the
same basic central difference approximation, the
variations occurring in the method of representing
boundary conditions. Three higher-order approaches
to the problem of boundary conditions are pre-
sented. They are 1) the use of one-sided differences
of fourth order, 2) the use of symmetry assumptions,
and 3) the passive-circuit approach. Each method is
shown to have its advantages, the final choice de-
pending upon the particular requirements of the
problem.
Results are presented in the form of curves of per-
centage mode-frequency error vs number of cells for
the various approximation methods.
INTRODUCTION
Finite difference methods have been in use for quite
some time in the approximate solution of partial
differential equations. In particular, Howe and Hane-
man/ McCann and MacNeal,2 and others have
applied finite difference techniques to the analog
computer solution of beam-vibration problems.
These investigators have used simple central differ-
ence approximations to the spatial derivatives, these
approximations having an error of order h2, where h
is the cell size.
Fisher~,4 has suggested the use of higher-order
differences in the analog computer solution of partial
differential equations and has given an indication of
the accuracy and stability characteristics that might
be expected. This approach looks particularly attrac-
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tive for use with electronic differential analyzers,
because essentially the same number of amplifiers
are required as for the simpler approximation. The
added accuracy is obtained by using more inputs per
amplifier. Similarly, in the digital computer formula-
tion of the eigenvalue problem, the complexity of
the matrices is increased, but their size and the
nature of the computation is unchanged.
The Beam Equations
The partial differential equation describing the lat-
eral motion of a beam can be written as
where ,
x = position along beam
y = lateral deflection ,
t = time .
El = bending stiffness
p = mass per unit length
f = lateral force per unit length.
For the case of an unforced uniform beam, one
can nondimensionalize the equation to put it in the
simpler form .
Equivalently, one can write the four equations
where 0, M, and V are the slope, bending moment,
and shear force, respectively, in the dimensionless
system.
It should be noted that the equations have been
simplified principally for ease of presentation. The
analog computer circuits presented are valid for ob-
taining transient solutions with arbitrary forcing func-
tions and for nonuniform beams.
Figure 1 - The Analog Computer Circuit for a Typical Beam Cell
Using Approximations of Order h2 to Four First-Order
Differential Equations
Figure 2-The Analog Computer Circuit for a Typical Beam Cell
Using Approximations of Order h2 to Two Second-Order
Differential Equations
35
Approximations of Order h2 2
In order to obtain a better appreciation of the dif-
erences between the ordinary and higher-order ap-
proaches to the formulation of the problem, consider
first the use of simple central difference equations
in which the derivative is approximated at the mid-
point of the input stations. The basic approximation
iS3
where the last term on the right is the principal error
term. For reasons of accuracy we use staggered sta-
tions, i.e., we calculate y and M at integer stations
and calculate e and V at half-integer stations. The
difference equations corresponding to (3) through
(6) are
where a dot over a quantity denotes differentiation
with respect to time. Thus, each partial differential
equation has been replaced by a set of ordinary dif-
ferential equations in which time is the independent
variable.
The analog computer circuit for solving the above
equations requires five amplifiers per cell with up to
two inputs per amplifier, as is shown in Figure 1. If a
solution for 0 and V is not required, one can simplify
the circuit to three amplifiers per cell with up to
three inputs per amplifier as shown in Figure 2. The
circuits are drawn for h =1.
For the case of these approximations, the estab-
lishment of boundary conditions to order h~ is quite
straightforward. For example, a built-in end at station
n + 1/2 implies that
where one assumes a virtual beam beyond the end of
the actual beam. Similarly, for a free end at station
n + 1/2 we obtain
One can proceed to calculate the percentage error
as a function of the number of cells N for various end
conditions.&dquo;>&dquo; These results are given for built-in and
cantilever beams in Graphs 1 and 2.
Graph 1 - Per Cent Error in Mode Frequency for a Built-in
Beam, h=’ Approximation
Graph 2 - Per Cent Error in Mode Frequency for a
Cantilever Beam, h2 Approximation
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Approximations of Order h4 4
The basic higher-order difference approximation
to be used in this paper is
Thus, we again use staggered stations and obtain the
higher-order equivalent of (8) through (11).
The analog computer circuit for a typical cell is
shown in Figure 3. Note that five amplifiers are re-
quired with up to four inputs for each amplifier.
In this case the reasons were particularly strong for
not calculating all variables at each station. For
example if we had used the approximation
nine amplifiers per cell would have been required,
and the principal error term would have been ap-
proximately seven times larger.
BOUNDARY CONDITION METHODS
Equations (15)-(18) can be used in a straightforward
manner for stations well away from the ends. How-
ever, as an end is approached, some of the needed
stations lie beyond the end, and further assumptions
must be made. Three methods of handling the prob-
lem of boundary conditions will be given and com-
parisons made of the accuracy and other important
features of each method.
The h4 Approximation
A natural approach to the problem of properly
applying boundary conditions is to use one-sided
differences of order h4 at points where the usual cen-
tral differences cannot be used. It will be necessary
to use up to five stations to obtain the necessary
accuracy, depending upon the end conditions of the
function in question.
Figure 3 - Analog Computer Circuit for a Typical Cell Using
Staggered Stations and a Central Difference
Approximation of Order h4
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Consider first the case of a beam that is built-in at
its left end, which occurs at station 1/2 (see Figure 4).
Figure 4-Cantilever Beam Showing Station Locations
Assuming that Yl/2 and 81~2 are zero, one can use the
approximation
Also, it can be shown that
for the case of a uniform beam. Eliminating yl and
using (15) directly at the other stations, the matrix
equation
is obtained, where terms of order h4 or higher have
been omitted.
Similarly, using the approximation
and noting that eli2 is zero, we obtain




Equations (22), (24), (27), and (28) can be written in
the form
or
where the square K matrix is
Assuming solutions to (33) of the form
we obtain the determinantal equation
where I is the unit matrix. The roots of this equation
are the natural frequencies in radians per second.
The representation of a free end using the h4 ap-
proximation is very similar to the built-in case, except
that the roles of y and M have been interchanged as
well as those of 0 and V. Thus we might think of y
and M and also 0 and V as complementary quantities.
The result of calculations for the frequency errors
of built-in and cantilever uniform beams is given as
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Graph 3 - Per Cent Error in Mode Frequency for a
Built-in Beam, h‘r Approximation
Graph 4- Per Cent Error in Mode Frequency for a
Cantilever Beam, h4 Approximation
a function of the number of cells N in Graphs 3 and
4. It should be noted that the error curve for the
(i + 1) cantilever mode is nearly the same as that for
mode i of the built-in case, and the match is virtually
exact for large i and N. This applies to the other
boundary condition approximations as well. Also
note that the non-zero frequencies for a free beam
are identical with those for a built-in beam.
The Use of Symmetry Assumptions
Another approach to the problem of representing
boundary conditions is to use the basic approxima-
tion given by (14) at all stations, but make suitable
assumptions concerning the extrapolation of the
problem variables for virtual stations beyond the end
of the beam.
For example, one might assume that the deflection
curve has even symmetry about a built-in end.
Successive differentiations would give alternating
odd and even symmetry for 0, M, and V. Also implied
is a discontinuity in V (or the slope of M) at the built-
in end. Now suppose we interpret eli2 and Vl~~ to
mean the values of slope and shear force at a point
a very small distance from the wall and inside the
actual beam. Then it will be seen that any extrapola-
tion which includes a discontinuity will result in in-
creased error. Therefore, we will always assume
smooth extrapolations beyond the boundaries. The
assumptions for built-in free ends are shown in Fig-
ure 5. The rule followed in the extrapolations is that
any curve which has zero slope at the boundary is
continued assuming even symmetry. Any curve with
non-zero slope is continued assuming odd symmetry,
possibly with an offset such that there is no discon-
tinuity.
Figure 5-Symmetry Assumptions for a Cantilever Beam. Solid
Lines Show Assumptions Used in Computations. Dashed Lines
Indicate Deviations Giving a Physically Consistent
Set of Assumptions
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The application of these assumptions is quite clear
except for the case of the bending moment near a
built-in end, or the deflection near a free end. For
the case of a beam that is built-in at its left-hand end
at station 1/2, let us assume a variation in M of the
form
which has the required odd symmetry with an offset.
One can solve for bo, b1, and b3 and obtain the fol-
lowing equations giving values of M in the virtual
beam:
Now we can write the equations of motion for a
uniform beam that is built-in at the left end. Again,
we use (21) to eliminate yl:
From the above equations one can see that the
analog computer circuit will never require more than
four inputs per amplifier, whereas the h~ approxi-
mation required up to five inputs per amplifier.
For any specific case, one can perform the matrix
multiplications as in (34) and solve for the roots of
(36). The frequency errors are plotted against the cell
number N for built-in and cantilever beams in Graphs
5 and 6. Comparing these results with those ob-
Graph 5 - Per Cent Error in Mode Frequency for a
Built-in Beam, Using Symmetry
Graph 6 - Per Cent Error in Mode Frequency for a
Cantilever Beam, Using Symmetry
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tained previously, we find that the use of sym-
metry at the boundaries has improved the accuracy
of the higher modes. More specifically, one can ob-
serve how large N must be in order to obtain a given
accuracy. For an accuracy of 1 per cent or better, it
turns out that about 4’/2 cells per wavelength are
required. By comparison, the h4 approximation re-
quires about 5 cells per wavelength and the h2 ap-
proximation requires about 8 cells per wavelength.*
On the other hand, if one is interested in only the
lowest couple of modes, but with accuracies of the
order of 0.25 per cent, then the h4 approximation
would be preferable. It should be noted, however,
that component tolerance errors in analog computers
(or round-off errors in digital computers) can be im-
portant in this accuracy range.
The Passive Circuit Analogy
Both higher-order methods of representing bound-
ary conditions that have been discussed so far are
non-physical in the sense that no passive linear sys-
Figure 6 - Passive Circuit Analogy for a Built-in End at Station 1/2
* For the case of the higher modes and using large numbers of
cells such that boundary conditions have little effect, the h2
method requires 18 cells per wavelength and all h4 methods
require six cells per wavelength for 1 per cent frequency error.
tem can be found which is described exactly by the
equations of motion. For many people, the lack of a
physical model makes the problem more difficult
conceptually. Furthermore, the stiffness matrix for
the system
where [m] is the mass matrix of the lumped system,
turns out to be nonsymmetric, resulting in non-
orthogonal modes. That is, the mass and stiffness
matrices are not diagonalized by a transformation to
modal coordinates.
While these shortcomings may not be great, they
can be avoided by developing a physical model for
the basic equations (15)-(18) and applying appro-
priate boundary conditions to this model. This has
been done. The resulting passive-circuit analogy is
shown in Figure 6 for the case of a beam that is built-
in at station 1/2.
In this passive-circuit analogy, shear forces and
bending moments are represented by currents. The
velocities y and 0 are represented by voltages. Masses
are represented by capacitors and elastic properties
by inductors. The transformer network provides the
higher-order approximation to the spatial derivatives
and also imposes constraints on the system. It may be
seen that one capacitor, one inductor, and three
transformers are required for a typical cell. The large
number of transformers required makes it impracti-
cal to use this circuit directly in the solution of beam-
vibration problems. We will use it only as an aid in
writing the equations of motion.
Now consider the equations of motion near a
built-in end. Again we assume even symmetry for
the deflection curve and odd symmetry for 8. In con-
trast to the previous symmetry assumptions, how-
ever, M and V have even and odd symmetry, re-
spectively. With these assumptions one can obtain
suitable accuracy by using the constraint equation
In accordance with the physics of the system, the
forces of constraint (represented by currents 24F,
and 24F2 in Figure 6) are also included in the analysis.
Writing the equations of motion for the circuit cor-
responding to a beam with the left end built-in, one
obtains
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The amount of analog computer equipment re-
quired in this case is essentially identical to that of
the previous cases, but slight savings in amplifiers
can be made near the boundaries, because V at a
built-in end (or 0 at a free end) need not be gener-
ated. Also the signs are such that a few inverting
amplifiers may be saved. No amplifier requires more
than four inputs.
The error curves for the passive-circuit representa-
tion of built-in and cantilever beams are shown in
Graphs 7 and 8. It is seen that the error curves
show more positive overshoot for low N than in the
previous case using symmetry assumptions and, for
the most part, the calculated frequencies are slightly
larger. However, one needs only about 4 cells per
wavelength in this case to obtain 1 per cent accu-
racy. Furthermore, the k (stiffness) matrix for the
system is symmetric and the modes are orthogonal,
thereby simplifying the detection of errors for digital
computations.
The Pinned Beam
Error calculations have also been made for the
case of a beam pinned at both ends. This implies that
y and M are zero at the ends. In this case there is no
problem of boundary condition representation, since
one can assume odd symmetry for y and M and even
symmetry for 0 and V at the boundary with perfect
consistency. Thus any error is due to the fundamental
approximation of (14).
Graph 7 - Per Cent Error in Mode Frequency for a Built-in
Beam, Passive Circuit
Graph 8-Per Cent Error in Mode Frequency for a
Cantilever Beam, Passive Circuit
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These error curves are plotted in Graph 9. It
should be noted that the calculated frequencies are
always too low. As N becomes sufficiently large, the
error decreases inversely as N4. Specifically, it can be
shown that the first error term corresponds to a frac-
tional error in frequency
where i is the mode number. The correct frequency
for the corresponding continuous uniform pinned
beam of unit length is (i7T)2.
When one compares the frequencies of a pinned
beam with those for a cantilever or built-in beam, the
frequencies are found to alternate. In fact, for large i,
the pinned frequencies occur near the midpoint be-
tween adjacent frequencies for the cantilever or
built-in beams. Thus if the only error were due to
the basic approximation of (14), one would expect
the error curves for the cantilever beam to alternate
with those for the pinned beam and run roughly
parallel to them. Instead, one finds that all three
boundary condition methods result in a shift upward
of the error curves, resulting in an improvement in
accuracy for large ilN ratios in particular. This effect
is most pronounced for the passive circuit method.
Graph 9 - Per Cent Error in Mode Frequency for a
Pinned Beam, h4 Approximation
CONCLUSIONS
1. The use of higher-order differences enables one
to obtain improved accuracy with essentially no in-
crease in the required number of amplifiers, if analog
computers are used, or in the computation time, if
digital computers are used.
2. The representation of boundary conditions by
using one-sided differences of order h4 is best suited
to relatively small ilN ratios, where i is the mode
number and N is the total number of cells, corre-
sponding to accuracies of at least 0.25 per cent.
3. The use of symmetry at the boundaries is most
useful for small N (N < 9, for example) where accu-
racies of the order of 1 per cent can be obtained for
all but the highest two or three modes.
4. The passive-circuit approach is quite accurate
in general, and, in particular, for large ilN ratios, i.e.,
for obtaining the higher modes using relatively few
cells.
5. The passive-circuit method gives modes that
are orthogonal. The symmetry method results in
nearly orthogonal modes, but the h~ method pro-
duces modes with significant deviations from orthog-
onality.
6. For practical numbers of cells, boundary con-
dition representation by a strict h4 method may be
less desirable than the use of simpler methods which
require fewer cells for 1 per cent accuracy in mode
frequency.
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