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Abstract
Two extensions of generalized linear models are considered. In the first one, response variables
depend on multiple linear combinations of covariates. In the second one, only response variables
are observed while the linear covariates are missing. We derive stochastic Lipschitz continuity
results for the loss functions involved in the regression problems and apply them to get bounds
on estimation error for Lasso. Multivariate comparison results on Rademacher complexity are
obtained as tools to establish the stochastic Lipschitz continuity results.
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1 Introduction
In recent years, much attention has been paid to regularized regression for high dimensional linear
models [4, 5, 7, 8, 19, 21, 23]. Meanwhile, a much smaller body of works has been devoted to such
regression for high dimensional generalized linear models [20]. Despite the impressive progress, the
full potential of regularized regression for models with underlying linear structures seems far from
being fully explored.
Regression is a type of optimization. In current literature on high dimensional generalized linear
models, the target, or loss, functions being optimized have the form γi(X
⊤
i u, Yi), where γi is a
known function, Xi a high dimensional covariate, u a parameter, and Yi a response variable. Two
possible extensions of the regression can be identified as follows. First, instead of one parameter
vector, a small number of parameter vectors may appear in a model, so that the loss functions
become γi(X
⊤
i u1, . . . , X
⊤
i uk, Yi). Parameter estimation involving multiple linear combinations of
covariates has been considered at least in neuroscience, where multiple informative dimensions of
visual signals of very high dimension need to be estimated based on a relatively small amount of
data, so that the neural activity in a visual system may be better characterized [2]. The goal of
the effort is rather ambitious, which is to estimate the functional form of γi nonparametrically along
with a few informative dimensions characterized by u1, . . . ,uk. However, it seems that a rigorous
development toward this goal is difficult using currently available statistical methods. A more modest
goal is to estimate u1, . . . ,uk while having γi fixed. For apparently more flexible loss functions
γi(θ,X
⊤
i u1, . . . , X
⊤
i uk, Yi), where θ is a parameter controlling the shape of γi, by adding auxiliary
covariates into Xi, one can reformulate them into γi(Z
⊤
i v1, . . . , Z
⊤
i vl, Yi). Of course, the dimension
of θ has to be low. Once the dimension of θ gets high, the estimation becomes no less challenging
than the aforementioned nonparametric estimation.
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Second, instead of both the covariates and response variables being observed, Xi may be missing
and only Yi are observed. To be specific, suppose we wish to use regularized likelihood estimation.
Each loss function is then the logarithm of the marginal of Yi at parameter value u, which no longer
has the form γi(X
⊤
i u, Yi). Parameter estimation with missing data is certainly of interest in its own
right. Naturally, one has to make more assumptions on the structure of the random object (Xi, Yi) in
order to estimate u. The issue is, provided such assumptions are made, whether regularized regression
can still work when u is of high dimension.
To attack these two regression problems, we use a method in [10], which establishes estimation
precision by first obtaining certain stochastic Lipschitz continuity results for the total loss function
and then combining it with ℓ1 regularized regression (Lasso). Basically, if L(u) denotes the empirical
total loss, with u = (u1, . . . ,uk), then the so called stochastic Lipschitz continuity is concerned with
the upper tail behavior of the supremum of
|(L(u)− EL(u))− (L(v)− EL(v))|∑
j≤k ‖uk − vk‖1
, u 6= v,
where u1, . . . ,uk are allowed to vary over a certain domain of parameter values. Note that we are
interested in the fluctuation of the loss, i.e., L(u) − EL(u), rather than the loss itself. If v1, . . . ,vk
are also allowed to vary over the domain, then by definition, the supremum is just the Lipschitz
coefficient of L(u) − EL(u). With a little abuse of language, if v1, . . . ,vk are fixed, the supremum
will be referred to as the local Lipschitz coefficient at v. As in the display, we shall always consider
stochastic Lipschitz continuity with respect to (wrt) ℓ1 norm.
For linear models, stochastic Lipschitz continuity has already been recognized as a useful tool
to study high dimensional Lasso (cf. [4, 6] and references therein). The issue becomes significantly
more involved for the problems we consider. Our solution requires certain comparison results on
Rademacher complexity [14]. The topic of Rademacher complexity has recently generated quite
amount of interest [1, 3, 12, 17, 22]. The results in these works are on processes of the type
∑
εifi(ti),
where εi are independent Rademacher variables, i.e., Pr {εi = 1} = Pr {εi = −1} = 1/2. Without
going into detail, the point is that fi are univariate, i.e., ti ∈ R. It turns out we need comparison
results involving multivariate fi. However, it appears that such results are not yet available in the
literature. As a technical preparation, two such results will be given in Section 2, both having the
classical form as in [14]. Similar to [1], some of the results can be extended to symmetric integrable εi
that need not be identically distributed. This is potentially useful for dealing with stochastic Lipschitz
continuity involving unbounded noise terms [10], such as subgaussian ones that allow similar measure
concentration as bounded noise (cf. [13], p. 41). A detailed study on this, however, is beyond the
scope of the article.
Sections 3 and 4 deal with regression involving multiple linear combinations of covariates. First,
in Section 3, we use the multivariate comparison results in Section 2 to derive stochastic Lipschitz
continuity for loss functions of the form
∑
i≤N γi(Ziu, Yi), where Z1, . . . , ZN are fixed matrices and
Y1, . . . , YN are independent random variables. It is not hard to see that such loss functions include∑
i≤N γi(X
⊤
i u1, . . . , X
⊤
i uk, Yi) as special cases, if each Zi is appropriately constructed from Xi. For
the parameter estimation considered in Section 4, local stochastic Lipschitz continuity is sufficient
for our need. However, (the usual) stochastic Lipschitz continuity is known in the context of linear
regression and not difficult to be established following the method for local stochastic Lipschitz
continuity. For completeness, we shall give a result on stochastic Lipschitz continuity as well. In
Section 4, we apply the results in Section 3 to the Lasso estimator
(θ̂1, . . . , θ̂k) = argmin
u∈D
∑
i≤N
γi(X
⊤
i u1, . . . , X
⊤
i uk, Yi) + λ
∑
j≤k
‖uj‖1
 ,
where D is a domain of parameter values and λ > 0 is a tuning parameter. Comparing to the case
where k = 1, the issue is that the Lasso only gives a comparison between
∑
j≤k ‖θ̂j‖1 and
∑
j≤k ‖θj‖1,
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where θj are the true parameter values. However, it does not provide direct comparisons between
‖θ̂j‖1 and ‖θj‖1 for individual j ≤ k, which are needed to bound the total ℓ2 error of θ̂j . This issue
can be resolved by using an eigenvalue condition on the design matrix consisting of Xi [4].
Section 5 deals with ℓ1 regularized likelihood estimation when the covariates are missing. Most
effort of this Section is spent on establishing stochastic Lipschitz continuity for loss functions ex-
pressed, roughly speaking, as
∑
i≤N ln
∫
f(x⊤u, Yi) dµ(x |Yi). As can be expected, the logarithmic
and integral transformations in the expression are the major obstacles to the exploitation of the im-
plicit linearity. Comparison results on Rademacher complexity, including those in Section 2, will be
invoked to get them out of the way. After stochastic Lipschitz continuity is in place, the rest of the
work is similar to the full data case and actually requires fewer technical assumptions. Finally, proofs
of auxiliary results are collected in the Appendix.
1.1 Notation
For s ∈ Rk, denote by s1, . . . , sk its coordinates and spt(s) its support, i.e, {j : sj 6= 0}. For
J ⊂ {1, . . . , k}, denote by πJ the function that maps s to (s′1, . . . , s′k) with s′j = sj1 {j ∈ J}. For
q ∈ [1,∞], the ℓq norm of s ∈ Rk is
‖s‖q =

(∑
j≤k |sj |q
)1/q
if q <∞,
maxj≤k |sj | if q =∞.
A function h from Rk to R is called (M, ℓq)-Lipschitz, if
|h(t)− h(s)| ≤M‖t− s‖q, for all s, t ∈ Rk.
If h is defined on R, then, as all the ℓq norms are the same on R, we simply say h is M -Lipschitz.
For any random variable ξ, denote
[[ξ]] = ξ − Eξ.
If X1, . . . , XN and Y1, . . . , YN are independent random variables, denote by EX (resp. EY ) the integral
wrt the (marginal) law of X1, . . . , XN (resp. Y1, . . . , YN ).
With a little abuse of notation, by x = argmin f we mean f(x) = min f and that the minimizer
of f may not be unique. The same interpretation applies to argmax , arg sup and arg inf .
2 Comparison theorems for multivariate functions
Let N ≥ 1 and k ≥ 1 be integers. Denote V = Rk and denote elements in V N by t = (t1, . . . , tN ),
with ti = (ti1, . . . , tik) ∈ V . In this section, εh and εij will always denote Rademacher variables.
Furthermore, they are always assumed to be independent from each other.
Theorem 2.1. Let T ⊂ V N be a bounded set and h1, . . . , hN be functions V → R such that each hi
is (Mi, ℓ∞)-Lipschitz and satisfies the vanishing condition that hi(t) = 0 if some tj = 0. Then, for
any function Φ : [0,∞)→ R convex and nondecreasing,
EΦ
1
2
sup
t∈T
∣∣∣∣∣∣
∑
i≤N
εihi(ti)
∣∣∣∣∣∣
 ≤ EΦ
sup
t∈T
∑
i,j
Miεijtij
+ ≤ EΦ
sup
t∈T
∣∣∣∣∣∣
∑
i,j
Miεijtij
∣∣∣∣∣∣
 . (1)
Furthermore, for G : R→ R convex and nondecreasing,
EG
sup
t∈T
∑
i≤N
εihi(ti)
 ≤ EG
sup
t∈T
∑
i,j
Miεijtij
 . (2)
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The vanishing condition in Theorem 2.1 is satisfied, for example, by t1f(t2), where f is Lipschitz
with f(0) = 0. In general, while a function h with h(0) = 0 may not satisfy the condition, it always
allows a decomposition into a sum of functions each satisfying the condition. For example, if h is
defined on R2, then h(s, t) = f(s, t) + h(0, t) + h(s, 0) with f(s, t) = h(s, t)− h(0, t)− h(s, 0), h(0, t),
h(s, 0) each satisfying the vanishing condition. The decomposition leads to the following result.
Theorem 2.2. Let T ⊂ V N be a bounded set and h1, . . . , hN be functions V → R such that each hi
is (Mi, ℓ∞)-Lipschitz with hi(0) = 0. For j ≤ k, let Tj = {(t1j , . . . , tNj) : (t1, . . . , tN ) ∈ T } ⊂ RN .
Then
E sup
t∈T
∣∣∣∣∣∣
∑
i≤N
εihi(ti)
∣∣∣∣∣∣ ≤ βk
∑
j≤k
E sup
s∈Tj
∣∣∣∣∣∣
∑
i≤N
εiMisi
∣∣∣∣∣∣ , (3)
where βk is a universal constant that can be set no greater than 3
k + 3k−1 − 2k.
Similar to the univariate results in [1], Theorem 2.2 remains true if εi are replaced with independent
integrable symmetric variables γi. Indeed, by (γ1, . . . , γN ) ∼ (ε1|γ1|, . . . , εN |γN |), where ε1, . . . , εN
are independent from γi, the result follows by first integrating over εi while conditioning on |γi|, and
then integrating over |γi|. As can be seen, γi need not be identically distributed in the argument.
2.1 Proofs
Lemma 2.3. Let h : V → R be (M, ℓ∞)-Lipschitz and satisfies the condition that h(t) = 0 if some
tj = 0. Suppose S ⊂ R× V is bounded. Then for any G : R→ R convex and nondecreasing,
EG
(
sup
(x,s)∈S
(x+ ε0h(s))
)
≤ EG
 sup
(x,s)∈S
x+M∑
j≤k
εjsj
 , (4)
Proof. First, we notice that
|h(t)| ≤M min(|t1|, . . . , |tk|). (5)
Indeed, for any j ≤ k, let s = π{1,...,k}\{j}t, i.e. s has the same coordinates as t except the jth one
being 0. Then h(s) = 0, and as h is (M, ℓ∞)-Lipschitz, |h(t)| = |h(t)− h(s)| ≤M‖t− s‖∞ =M |tj |.
We shall assume S is compact. By dominated convergence, the assumption causes no loss of
generality. Also, we shall assume M = 1. Otherwise, we can use change of variables s′ = Ms,
h′(s′) = h(s′/M) to reduce to this case. Let
(a,u) = arg sup
(x,s)∈S
(x+ h(s)), (b,v) = arg sup
(x,s)∈S
(x− h(s)).
Then
EG
(
sup
(x,s)∈S
(x+ ε0h(s))
)
=
1
2
[G (a+ h(u)) +G (b− h(v))] .
Assume |ui − vi| = ‖u− v‖∞. Then, in order to show (4), it suffices to show
G (a+ h(u)) +G (b− h(v))
≤

E
G
a+ ui +∑
j 6=i
εjuj
+G
b− vi +∑
j 6=i
εjvj
 if ui ≥ vi,
E
G
a− ui +∑
j 6=i
εjuj
+G
b+ vi +∑
j 6=i
εjvj
 else.
(6)
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Suppose ui ≥ vi. Since G is convex, by Jensen’s inequality, (6) is implied by
G (a+ h(u)) +G (b− h(v)) ≤ G (a+ ui) +G (b− vi) . (7)
Following [14], the proof of (7) is divided into 3 cases.
1) ui ≥ vi ≥ 0. Now (7) is equivalent to G (b− h(v)) − G (b− vi) ≤ G (a+ rui) − G (a+ h(u)),
so by the convexity of G, we only need to show
ui − h(u) ≥ vi − h(v) ≥ 0, a+ h(u) ≥ b − vi. (8)
Since h is (1, ℓ∞)-Lipschitz, h(u) − h(v) ≤ ‖u − v‖∞ = ui − vi, and so ui − h(u) ≥ vi − h(v). By
(5), vi − h(v) ≥ vi − |h(v)| ≥ 0 and together with the definition of u, a+ h(u) ≥ b + h(v) ≥ b− vi.
Thus (8) follows.
2) ui ≥ 0 ≥ vi. By (5), a+ ui ≥ a+ |h(u)| ≥ a+ h(u), b − vi = b + |vi| ≥ b + |h(v)| ≥ b − h(v).
Since G is nondecreasing, then (7) holds.
3) 0 ≥ ui ≥ vi. It suffices to show G (a+ h(u)) − G (a+ ui) ≤ G (b− vi) − G (b− h(v)). The
proof is completely similar to case 1). We thus have shown (6) for the case ui ≥ vi. The proof for
ui ≤ vi is completely similar.
Proof of Theorem 2.1. First, (1) is a consequence of (2). To see this, let Ht = (h1(t1), . . . , hN (tN ))
and ε = (ε1, . . . , εN). Then
sup
t∈T
|〈ε, Ht〉| = sup
t∈T
(〈ε, Ht〉+ + 〈ε, Ht〉−) ≤ sup
t∈T
〈ε, Ht〉+ + sup
t∈T
〈ε, Ht〉− .
So by the nondecreasing monotonicity and convexity of Φ,
EΦ
(
1
2
sup
t∈T
|〈ε, Ht〉|
)
≤ 1
2
[
EΦ
(
sup
t∈T
〈ε, Ht〉+
)
+ EΦ
(
sup
t∈T
〈ε, Ht〉−
)]
.
Since ε ∼ −ε, then supt∈T 〈ε, Ht〉− ∼ supt∈T 〈−ε, Ht〉− = supt∈T 〈ε, Ht〉+, which together with the
previous inequality yields
EΦ
(
1
2
sup
t∈T
|〈ε, Ht〉|
)
≤ EΦ
(
sup
t∈T
〈ε, Ht〉+
)
= EΦ
((
sup
t∈T
〈ε, Ht〉
)+)
,
where the equality follows from the fact that supa∈A a
+ = (supa∈A a)
+ for any A ⊂ R. Now use the
fact that G(x) = Φ(x+) is convex and increasing and (2) to get
EΦ
(
1
2
sup
t∈T
|〈ε, Ht〉|
)
≤ EΦ
sup
t∈T
∑
i,j
Miεijtij
+ .
This proves the first inequality in (1). By the nondecreasing monotonicity of Φ, the second inequality
in (1) follows.
It remains to show (2), If N = 1, then T ⊂ V and by letting S = {(0, t) : t ∈ T }, (2) follows from
Lemma 2.3. Suppose N ≥ 2. Given z1, . . . , zN−1 ∈ {−1, 1}, let
S =

 ∑
j≤N−1
zjhj(tj), tN
 : (t1, . . . , tN ) ∈ T
 ⊂ R× V.
Then by Lemma 2.3,
EG
(
sup
(x,s)∈S
(x + εNhN (s))
)
≤ EG
 sup
(x,s)∈S
x+MN∑
j≤k
εNjsj
 .
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Since εi and εij are independent, this can be written as
E
G
sup
t∈T
∑
i≤N
εihi(ti)
 εi = zi, i ≤ N − 1

≤ E
G
sup
t∈T
 ∑
i≤N−1
εihi(ti) +MN
∑
j≤k
εNjtNj
 εi = zi, i ≤ N − 1
 .
Integrate over z1, . . . , zN−1 to get
EG
sup
t∈T
∑
i≤N
εihi(ti)
 ≤ EG
sup
t∈T
 ∑
i≤N−1
εihi(ti) +MN
∑
j≤k
εNjtNj
 .
Now apply the same argument to the expectation on the right hand side, except that we condition
on εi, i < N − 1 and εNj , j ≤ k. Then the expectation is no greater than
EG
sup
t∈T
 ∑
i≤N−2
εihi(ti) +
N∑
i=N−1
Mi
∑
j≤k
εijtij
 .
The proof is then finished by induction.
Proof of Theorem 2.2. Write [k] = {1, . . . , k} and π−j for π[k]\{j}. Then for i ≤ N and t ∈ V ,
hi(t) =
∑
J⊂[k]
fiJ (t), (9)
where fiJ(t) =
∑
I⊂J(−1)|J|−|I|hi(πIt). Indeed, the right hand side of (9) is∑
J⊂[k]
∑
I⊂J
(−1)|J|−|I|hi(πIt) =
∑
I⊂[k]
hi(πIt)
∑
I⊂J⊂[k]
(−1)|J|−|I|
=
∑
I⊂[k]
hi(πIt)(1 − 1)k−|I| = hi(t).
Since hi(πIt) are (Mi, ℓ∞)-Lipschitz and hi(π∅t) = hi(0) = 0, for each J with |J | = s > 0, fiJ is
(csMi, ℓ∞)-Lipschitz, where cs = 2
s − 1. It is easy to see that fiJ (t) only depends on tj with j ∈ J .
For each j ∈ J , letting s = π−jt,
fiJ(s) =
∑
j 6∈I⊂J
(−1)|J|−|I|hi(πIs) +
∑
j 6∈I⊂J
(−1)|J|−|{j}∪I|hi(π{j}∪Is)
=
∑
j 6∈I⊂J
(−1)|J|−|I|[hi(πIs)− hi(π{j}∪Is)].
For every I not containing j, πIs = π{j}∪Is = πIt. As a result, fiJ(π−jt) = 0. In orther words, as a
function only in (tj , j ∈ J), fiJ(t) vanishes if tj = 0 for some j. Then by Theorem 2.1
E sup
t∈T
∣∣∣∣∣∣
∑
i≤N
εifiJ(ti)
∣∣∣∣∣∣ ≤ 2csE supt∈T
∣∣∣∣∣∣
∑
i≤N
Mi
∑
j∈J
εijtij
∣∣∣∣∣∣ .
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Since all εi, εij are i.i.d.,
E sup
t∈T
∣∣∣∣∣∣
∑
i≤N
Mi
∑
j∈J
εijtij
∣∣∣∣∣∣ ≤ E
∑
j∈J
sup
t∈T
∣∣∣∣∣∣
∑
i≤N
Miεijtij
∣∣∣∣∣∣
 =∑
j∈J
E sup
s∈Tj
∣∣∣∣∣∣
∑
i≤N
εiMisi
∣∣∣∣∣∣ .
Combining (9) and the above bound,
E
sup
t∈T
∣∣∣∣∣∣
∑
i≤N
εihi(ti)
∣∣∣∣∣∣
 ≤ ∑
J⊂[k]
E
sup
t∈T
∣∣∣∣∣∣
∑
i≤N
εifiJ(ti)
∣∣∣∣∣∣

≤ 2
∑
J⊂[k]
(2|J| − 1)
∑
j∈J
E sup
s∈Tj
∣∣∣∣∣∣
∑
i≤N
εiMisi
∣∣∣∣∣∣ .
By simple combinatorial calculation, the proof is complete.
3 Stochastic Lipschitz conditions
Let (Y1, Z1), . . . , (YN , ZN ) be independent random vectors, with Yi taking values in a measurable
space Y and Zi being k×p matrices. For j ≤ k, denote by Z⊤ij the jth row vector of Zi and for h ≤ p,
Zijh the (j, h)th entry of Zi. That is
Zi =
Z
⊤
i1
...
Z⊤ik
 =
Zi11 Zi12 . . . Zi1p... ... . . . ...
Zik1 Zik2 . . . Zikp

Henceforth, we consider the case where Zi are fixed. Let D ⊂ Rp be a fixed domain. Then for
i ≤ N and u ∈ D, Ziu ∈ Rk. Define
MZ = max
i≤N
max
j≤k
‖Zij‖∞, RD := sup
u,v∈D
‖u− v‖1. (10)
Suppose γ1, . . . , γN are real valued functions on R
k ×Y. For j ≤ k, denote by ∂j the first partial
differentiation wrt tj . We make the following assumption.
Assumption 1. For all i ≤ N and y ∈ Y, γi(t, y) is first order differentiable in t, such that
F1 := sup
{|∂jγi(s, y)| : s ∈ Rk, y ∈ Y, j ≤ k, i ≤ N} <∞,
F2 := sup
{ |∂jγi(s, y)− ∂jγi(t, y)|
‖t− s‖∞ : s, t ∈ R
k, s 6= t, y ∈ Y, j ≤ k, i ≤ N
}
<∞.
Theorem 3.1 (Local stochastic Lipschitz continuity). Let θ ∈ D be fixed. Under Assumption 1, for
u ∈ D,∑
i≤N
[[γi(Ziu, Yi)]] =
∑
i≤N
[[γi(Ziθ, Yi)]] +
∑
i,j
[[∂jγi(Ziθ, Yi)]]Z
⊤
ij (u− θ) + ξ(u)⊤(u − θ), (11)
where ξ(u) ∈ Rp is a process with the property that for any q ∈ (0, 1),
Pr
{
sup
u∈D
‖ξ(u)‖∞ > A
√
ln(2p)
∑
j≤k
max
h≤p
∑
i≤N
Z2ijh
+B
√
ln(p/q)max
h≤p
∑
i,j
Z2ijh + C ln(p/q)
}
≤ q, (12)
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where, letting
φ =MZ min(2F1, F2MZRD), ψ = kβkMZF2, (13)
with βk a universal constant as in Theorem 2.2, A = 4
√
2kRDψ, B =
√
2kφ, C = 8kφ.
Furthermore, given q0 ∈ (0, 1), for any q, q′ ∈ (0, 1) satisfying q + q′ = q0, w.p. at least 1− q0,
sup
u∈D\{θ}
1
‖u− θ‖1
∣∣∣∣∣∣
∑
i≤N
[[γi(Ziu, Yi)]]−
∑
i≤N
[[γi(Ziθ, Yi)]]
∣∣∣∣∣∣
≤
√
2kF1
√
ln(2p/q′)max
h≤p
∑
i,j
Z2ijh +A
√
ln(2p)
∑
j≤k
max
h≤p
∑
i≤N
Z2ijh
+B
√
ln(p/q)max
h≤p
∑
i,j
Z2ijh + C ln(p/q). (14)
Theorem 3.2 (Stochastic Lipschitz continuity). Fix an arbitrary θ ∈ D. Under Assumption 1, for
u and v ∈ D,∑
i≤N
[[γi(Ziu, Yi)]]−
∑
i≤N
[[γi(Ziv, Yi)]] =
∑
i,j
[[∂jγi(Ziθ, Yi)]]Z
⊤
ij (u− v) + ξ(u,v)⊤(u − v), (15)
where ξ(u,v) ∈ Rp is a process with the property that for any q ∈ (0, 1),
Pr
{
sup
u,v∈D
‖ξ(u,v)‖∞ > A¯
√
ln(2p)
∑
j≤k
max
h≤p
∑
i≤N
Z2ijh
+ B¯
√
ln(p/q)max
h≤p
∑
i,j
Z2ijh + C¯ ln(p/q)
}
≤ q, (16)
where, letting
φ¯ = 2MZ min(F1, F2MZRD), ψ¯ = 2kβ2kMZF2, (17)
with β2k the universal constant as in Theorem 2.2, A¯ = 4
√
2kRDψ¯, B¯ =
√
2kφ¯, C¯ = 8kφ¯.
Furthermore, given q0 ∈ (0, 1), for any q, q′ ∈ (0, 1) with q + q′ = q0, w.p. at least 1− q0,
sup
u 6=v∈D
1
‖u− v‖1
∣∣∣∣∣∣
∑
i≤N
[[γi(Ziu, Yi)]]−
∑
i≤N
[[γi(Ziv, Yi)]]
∣∣∣∣∣∣
≤
√
2kF1
√
ln(2p/q′)max
h≤p
∑
i,j
Z2ijh + A¯
√
ln(2p)
∑
j≤k
max
h≤p
∑
i≤N
Z2ijh
+ B¯
√
ln(p/q)max
h≤p
∑
i,j
Z2ijh + C¯ ln(p/q). (18)
3.1 Preliminaries
We shall repeatedly use several fundamental results in probability. First, the following lemma is a
combination of the measure concentration results in [11, 15] tailored for our needs.
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Lemma 3.3. Suppose f1(u), . . . , fN (u) ∈ R are independent stochastic processes indexed by u ∈ D,
where D ⊂ Rp is a measurable set, such that w.p. 1, each fi has a continuous path. Suppose there are
ai ≤ bi, i ≤ N , such that w.p. 1, ai ≤ fi(u) ≤ bi for all i ≤ N and u ∈ D. Let
W = sup
u∈D
∣∣∣∣∣∣
∑
i≤N
fi(u)
∣∣∣∣∣∣ .
Then for any s > 0,
Pr
W ≥ EW +
√
2s
∑
i≤N
(bi − ai)2
 ≤ e−s, (19)
Furthermore, assume Efi(u) = 0 for all i ≤ N and u ∈ D. Let M > 0 such that w.p. 1, |fi(u)| ≤M ,
for all i ≤ N and u ∈ D, and let S > 0 such that ∑i≤N Var(fi(u)) ≤ S2 for all u ∈ D. Then for
any s > 0,
Pr
{
W ≥ 2EW + S
√
2s+ 4Ms
}
≤ e−s. (20)
Next, we need the following comparison inequality involving univariate functions (cf. [14], Theorem
4.12; [20]).
Lemma 3.4. Let D ⊂ Rp be a measurable set and γ1, . . . , γN be continuous functions from D to R.
Suppose f1, . . . , fN are continuous functions R→ R that map 0 to 0 and are all M -Lipschitz for some
M > 0. If ε1, . . . , εN are i.i.d. Rademacher variables, then
E sup
u∈D
∣∣∣∣∣∣
∑
i≤N
εifi(γi(u))
∣∣∣∣∣∣ ≤ 2ME supu∈D
∣∣∣∣∣∣
∑
i≤N
εiγi(u)
∣∣∣∣∣∣ .
The continuity assumption in the above two lemmas is used to ensure measurability and is satisfied
in the situations we shall consider. Inequality (19) is referred to as functional Hoeffding inequality in
[15]. The proof of Lemma 3.3 is given in Appendix. Finally, we shall also repeatedly use the following
inequality (cf. [16], Lemma 5.2)
Lemma 3.5. Let ε1, . . . , εN be i.i.d. Rademacher variables and A ⊂ Rp a finite set. Let A1 =
{a,−a : a ∈ A}. Then
Emax
a∈A
∣∣∣∣∣∣
∑
i≤N
εiai
∣∣∣∣∣∣ ≤ maxa∈A ‖a‖2 ×
√
2 ln |A1| ≤ max
a∈A
‖a‖2 ×
√
2 ln(2|A|).
3.2 Proof of local stochastic Lipschitz continuity
We next prove Theorem 3.1. Denote ci = Ziθ for i ≤ N and c = (c1, . . . , cN ). For u ∈ D, denote
ti = Zi(u− θ) = Ziu− ci ∈ Rk
and t = (t1, . . . , tN ). Note that ti are functions only in u. For each i ≤ N , denote
fi(·) = γi(·, Yi).
For j ≤ k, denote by π¯j the map (x1, . . . , xk) → (x1, . . . , xj , 0, . . . , 0). It is easy to check that, for
every i ≤ N ,
γi(Ziu, Yi)− γi(Ziθ, Yi) = fi(ci + ti)− fi(ci)
=
∑
j≤k
(∂jfi(ci) + ϕij(ti)) tij , (21)
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where, for s ∈ Rk,
ϕij(s) =

fi(ci + π¯js)− fi(ci + π¯j−1s)
sj
− ∂jfi(ci) if sj 6= 0
∂jfi(ci + π¯j−1s)− ∂jfi(ci), if sj = 0.
Thus ϕij is a function R
k → R. We need some basic properties of ϕij . Recall that F1 and F2 are
defined in Assumption 1.
Lemma 3.6. W.p. 1, for all i ≤ N and j ≤ k, ϕij(0) = 0, |ϕij(·)| ≤ 2F1 uniformly, and ϕij is
(F2, ℓ∞)-Lipschitz on R
k. Furthermore, for u ∈ D, |ϕij(Zi(u − θ))| ≤ F2MZRD.
From the decomposition (21) and tij = Z
⊤
ij (u− θ) ∈ R,∑
i≤N
(γi(Ziu, Yi)− γi(Ziθ, Yi)) =
∑
i≤N
∑
j≤k
(∂jfi(ci) + ϕij(ti))Z
⊤
ij (u− θ),
giving ∑
i≤N
[[γi(Ziu, Yi)− γi(Zic, Yi)]] =
∑
i,j
[[∂jfi(ci)]]Z
⊤
ij (u− θ) +
∑
i,j
[[ϕij(ti)]]Z
⊤
ij (u− θ).
Recall ti = Zi(u− θ). Define for i ≤ N and h ≤ p
ξih(u) =
∑
j≤k
[[ϕij(ti)]]Zijh, ξh(u) =
∑
i≤N
ξih(u), Wh = sup
u∈D
∣∣∣∣∣∣
∑
i≤N
ξih(u)
∣∣∣∣∣∣ .
Then, letting ξ(u) = (ξ1(u), . . . , ξp(u)), it is seen (11) holds and
‖ξ(u)‖∞ = max
h≤p
|ξh(u)| ≤ max
h≤p
Wh. (22)
Given h, consider the upper tail of Wh. For i ≤ N and j ≤ k, by Lemma 3.6, |ϕij(ti)Zijh| ≤ φ,
where φ =MZ min(2F1, F2MZRD) as in (13). Then
|ξih(u)| ≤
∑
j≤k
| [[ϕij(ti)]]Zijh| ≤ 2kφ :=M0. (23)
Given u ∈ D, for each i ≤ N , ξih(u) is a function only in Yi. Therefore, by independence and
Var(
∑
j≤k νj) ≤ k
∑
j≤k Var(νj) ≤ k
∑
j≤k Eν
2
j for any random variables ν1, . . . , νk ∈ R,
Var (ξh(u)) =
∑
i≤N
Var (ξih(u)) ≤ k
∑
i,j
E (ϕij(ti)Zijh)
2 ≤ kφ2
∑
i,j
Z2ijh ≤ S20 , (24)
where
S20 = kφmax
h≤p
∑
i,j
Z2ijh. (25)
From (23), (25) and Lemma 3.3, it follows that
Pr
{
Wh > 2EWh + S0
√
2s+ 4M0s
}
≤ e−s. (26)
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Since Eξih(u) = 0, by symmetrization (cf. the comment after Lemma 6.3 in [14]) and a simple
dominated convergence argument
EWh = E sup
u∈D
∣∣∣∣∣∣
∑
i≤N
∑
j≤k
ϕij(ti)Zijh
∣∣∣∣∣∣
≤ 2E sup
u∈D
∣∣∣∣∣∣
∑
i≤N
εi
∑
j≤k
ϕij(ti)Zijh
∣∣∣∣∣∣ = 2E supt∈T
∣∣∣∣∣∣
∑
i≤N
εi
∑
j≤k
ϕij(ti)Zijh
∣∣∣∣∣∣ ,
where T = {(t1, . . . , tN ) : ti = Zi(u− θ), i ≤ N} and ε1, . . . , εN are i.i.d. Rademacher variables in-
dependent of Y1, . . . , YN . Given Y1, . . . , YN , by Lemma 3.6, each
ϕ˜i(s) =
∑
j≤k
ϕij(s)Zijh
is (kMZF2, ℓ∞)-Lipschitz mapping 0 to 0. Note for j ≤ k, {(t1j , . . . , tNj) : (t1, . . . , tN ) ∈ T } =
{(Z⊤ij (u − θ), . . . , Z⊤ij (u − θ)) : u ∈ D}. Then by Theorem 2.2 and the independence between
Y1, . . . , YN and ε1, . . . , εN , letting ψ = kβkMZF2 as in (13),
E sup
t∈T
∣∣∣∣∣∣
∑
i≤N
εi
∑
j≤k
ϕij(ti)Zijh
∣∣∣∣∣∣ = EY Eε supt∈T
∣∣∣∣∣∣
∑
i≤N
εiϕ˜i(ti)
∣∣∣∣∣∣
≤ EY
ψ∑
j≤k
Eε sup
t∈T
∣∣∣∣∣∣
∑
i≤N
tij
∣∣∣∣∣∣
 = ψ∑
j≤k
EY Eε sup
u∈D
∣∣∣∣∣∣
∑
i≤N
εiZ
⊤
ij (u − θ)
∣∣∣∣∣∣
≤ RDψ
∑
j≤k
EY Eεmax
h≤p
∣∣∣∣∣∣
∑
i≤N
εiZijh
∣∣∣∣∣∣ ,
where the last inequality is due to∣∣∣∣∣∣
∑
i≤N
εiZ
⊤
ij (u − θ)
∣∣∣∣∣∣ ≤ ‖u− θ‖1maxh≤p
∣∣∣∣∣∣
∑
i≤N
εiZijh
∣∣∣∣∣∣ ≤ RDmaxh≤p
∣∣∣∣∣∣
∑
i≤N
εiZijh
∣∣∣∣∣∣
for j ≤ k and u ∈ D. By Lemma 3.5, for each j ≤ k,
Eεmax
h≤p
∣∣∣∣∣∣
∑
i≤N
εiZijh
∣∣∣∣∣∣ ≤
√
2 ln(2p)
√
max
h≤p
∑
i≤N
Z2ijh.
The right hand side is independent of the values of Y1, . . . , YN . We thus get
EWh ≤ 2RDψ
∑
j≤k
EY Eεmax
h≤p
∣∣∣∣∣∣
∑
i≤N
εiZijh
∣∣∣∣∣∣
≤ 2RDψ
√
2 ln(2p)
∑
j≤k
√
max
h≤p
∑
i≤N
Z2ijh
≤ 2RDψ
√
2k ln(2p)
√∑
j≤k
max
h≤p
∑
i≤N
Z2ijh, (27)
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where the last inequality is due to Cauchy-Schwartz inequality. Then by (26),
Pr
Wh > 4RDψ√2k ln(2p)
√∑
j≤k
max
h≤p
∑
i≤N
Z2ijh + S0
√
2s+ 4M0s
 ≤ e−s,
with M0 and S0 being defined in (23) and (25). Let s = ln(p/q) in the above inequality and sum over
h ≤ p. By (22) and union-sum inequality, (12) is proved.
To prove (14), by (11) and the above discussion,
sup
u∈D\{θ}
1
‖u− θ‖1
∣∣∣∣∣∣
∑
i≤N
[[γi(Ziu, Yi)]]−
∑
i≤N
[[γi(Ziθ, Yi)]]
∣∣∣∣∣∣
≤ max
h≤p
∣∣∣∣∣∣
∑
i,j
[[∂jγi(Ziθ, Yi)]]Zijh
∣∣∣∣∣∣+maxh≤p Wh.
Because of (12), it is enough to show that
Pr
maxh≤p
∣∣∣∣∣∣
∑
i≤N
∑
j≤k
[[∂jγi(Ziθ, Yi)]]Zijh
∣∣∣∣∣∣ ≥ √2kF1
√
ln(2p/q′)max
h≤p
∑
i,j
Z2ijh
 ≤ q′. (28)
Given h ≤ p, ∑j≤k [[∂jγi(Ziθ, Yi)]]Zijh, i ≤ N , are independent of each other, each having mean 0
and falling between
±F1
∑
j≤k
|Zijh| −
∑
j≤k
E[∂jγi(Ziθ, Yi)]Zijh.
Therefore, by Hoeffding inequality ([18], p. 191) for any s > 0,
Pr

∣∣∣∣∣∣
∑
i≤N
∑
j≤k
[[∂jγi(Ziθ, Yi)]]Zijh
∣∣∣∣∣∣ ≥ s
 ≤ 2 exp
{
− s
2
2F 21
∑
i≤N (
∑
j≤k |Zijh|)2
}
≤ 2 exp
{
− s
2
2kF 21
∑
i≤N
∑
j≤k Z
2
ijh
}
≤ 2 exp
{
− s
2
2kF 21 maxh≤p
∑
i,j Z
2
ijh
}
.
Let s =
√
2kF1
√
ln(2p/q′)maxh≤p
∑
i,j Z
2
ijh. Then by the union-sum inequality, (28) follows.
3.3 Proof of stochastic Lipschitz continuity
We next prove Theorem 3.2. Since the proof follows that for the local continuity, we shall only
highlight differences in the proof. Denote c = (c1, . . . , cN ), with ci = Ziθ. For any u and v ∈ D,
denote s = (s1, . . . , sN ), t = (t1, . . . , tN ), with si = Zi(u− c), ti = Zi(v − u). Then ci, si, ti ∈ Rk.
It is important to note that unlike θ, both u and v are variables. Again, denote fi(·) = γi(·, Yi) and
π¯j the map (x1, . . . , xk)→ (x1, . . . , xj , 0, . . . , 0). Then it is easy to check
γi(Ziu, Yi)− γi(Ziv, Yi) = fi(ci + si + ti)− fi(ci + si)
=
∑
j≤k
(∂jfi(ci) + ϕij(si, ti)) tij , (29)
where for s, t ∈ Rk,
ϕij(s, t) =

fi(ci + s+ π¯jt)− fi(ci + s+ π¯j−1t)
tj
− ∂jfi(ci) if tj 6= 0
∂jfi(ci + s+ π¯j−1t)− ∂jfi(ci), if tj = 0.
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The function ϕij(s, t) has 2k real valued variates, s1, . . . , sk, t1, . . . , tk.
Lemma 3.7. For all i ≤ N and j ≤ k, ϕij(0,0) = 0, |ϕij(·, ·)| ≤ 2F1 uniformly, and ϕij is
(2F2, ℓ∞)-Lipschitz. Furthermore, for u and v ∈ D, |ϕij(Zi(u− θ), Zi(v − u))| ≤ 2F2MZRD.
From decomposition (29), it follows that∑
i≤N
[[γi(Ziv, Yi)− γi(Ziu, Yi)]] =
∑
i,j
[[∂jfi(ci)]]Z
⊤
ij (v − u) +
∑
i,j
[[ϕij(si, ti)]]Z
⊤
ij (v − u). (30)
Define for i ≤ N and h ≤ p
ξih(u,v) =
∑
j≤k
[[ϕij(si, ti)]]Zijh, ξh(u,v) =
∑
i≤N
ξih(u,v), Wh = sup
u,v∈D
∣∣∣∣∣∣
∑
i≤N
ξih(u,v)
∣∣∣∣∣∣ .
Then, letting ξ(u,v) = (ξ1(u,v), . . . , ξp(u,v)), it is seen (15) holds and
‖ξ(u,v)‖∞ = max
h≤p
|ξh(u,v)| ≤ max
h≤p
Wh. (31)
Fix h. For i ≤ N and j ≤ k, by Lemma 3.7, letting φ¯ = 2MZ min(F1, F2MZRD) as in (17),
|ϕij(si, ti)Zijh| ≤ φ¯.
Define M¯0 and S¯0 in a similar way as (23) and (25), except that they are in terms of φ¯ instead of φ.
Then, as in (26),
Pr
{
Wh > 2EWh + S¯0
√
2s+ 4M¯0s
}
≤ e−s. (32)
Notice that given Y1, . . . , YN , each
ϕ˜i(s, t) =
∑
j≤k
ϕij(s, t)Zijh
is (2kMZF2, ℓ∞)-Lipschitz on R
k × Rk mapping (0,0) to 0. Then, following the derivation of (27),
EWh ≤ 2RDψ¯
√
2k ln(2p)
√∑
j≤k
max
h≤p
∑
i≤N
Z2ijh, (33)
where ψ¯ = 2kβ2kMZF2 as in (17). The proof of (16) can then be finished in a similar way as (12).
The proof of (18) is completely similar to (14).
4 Lasso for multiple linear combinations of covariates
Suppose γ1, . . . , γN are measurable functions from R
k ×Y to R. Let X1, . . . , XN ∈ V := Rm be fixed
covariate vectors and denote by u1, . . . ,uN ∈ V parameters. In this section, we specialize to the
following multivariate loss functions
γi(X
⊤
i u1, . . . , X
⊤
i uk, Yi) = γi(Ziu, Yi), i ≤ N, (34)
where
Zi =
X
⊤
i
. . .
X⊤i
 ∈ Rp×k, u =
u1...
uk
 ∈ Rp, with p = km. (35)
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We assume that the form of γi is already known and consider the estimation of u1, . . . ,uk.
Corresponding to the loss functions γi, the total expected loss is
L(u) =
∑
i≤N
Eγi(Ziu, Yi). (36)
Let D ⊂ Rp be a compact domain. Suppose
θ = (θ1, . . . , θk) = argmin
u∈D
L(u). (37)
The Lasso estimator for θ is of the form
θ̂ = (θ̂1, . . . , θ̂k) = argmin
u∈D
∑
i≤N
γi(X
⊤
i u1, . . . , X
⊤
i uk, Yi) + λ
∑
j≤k
‖uj‖1

= argmin
u∈D
∑
i≤N
γi(Z
⊤
i u, Yi) + λ‖u‖1
 , (38)
where λ > 0 is a tuning parameter and in the expression on the second line, u is treated as a
concatenation of u1, . . . ,uk. We shall assume that the minima in (37) and (38) are always obtained.
However, neither has to have a unique minimizer.
Denote by X the N ×m design matrix with row vectors X⊤1 , . . . , X⊤N . For l ≥ 1, let
σX,l = max
{‖Xv‖2
‖v‖2 : v ∈ V, 1 ≤ |spt(v)| ≤ l
}
. (39)
To utilize a restricted eigenvalue (RE) condition introduced in [4], define, for s ≤ m and K > 0,
κX(s,K) := min
{ ‖Xv‖2√
N‖πJv‖2
: v ∈ Rm \ {0}, ‖πJcv‖1 ≤ K‖πJv‖1, 1 ≤ |J | ≤ s
}
.
Theorem 4.1. Assume S = maxj≤k |spt(θj)| < m/2. Let q ∈ (0, 1). Suppose the following conditions
are satisfied.
1) (Restricted eigenvalue) For some K > 1, κ := κX(2S,K) > 0.
2) (Quadratic lower bound of expected loss) For some Cγ > 0 and all i ≤ N and u ∈ D,
Eγi(Ziu, Yi)− Eγi(Ziθ, Yi) ≥ Cγ‖Zi(u− θ)‖22.
3) (Local Lipschitz) There is Mq > 0, such that w.p. at least 1− q,∣∣∣∣∣∣
∑
i≤N
[[γi(Ziu, Yi)− γi(Ziθ, Yi)]]
∣∣∣∣∣∣ ≤Mq‖u− θ‖1 =Mq
∑
j≤k
‖uj − θj‖1, all u ∈ D.
Let
λ =
(K + 1)Mq
K − 1 , LN =
2MqK
Nκ2Cγ(K − 1) . (40)
Then, using this λ in the Lasso estimator (38), w.p. at least 1− q,
‖θ̂ − θ‖22 ≤ kL2NS
[
2 +K2 +
2(1 +K2)(Nκ2 + σ2X,Sk)
Nκ2
1 {k > 1}
]
. (41)
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Comparing to the case k = 1, (41) has a multiple of 1+ σ2X,Sk/Nκ
2. The constant σX,S is related
to the so called S-restricted isometry constant [9]. The ratio of σX,S to κ bears some similarity to
the condition number of matrix, despite the constraints imposed on their definitions.
Example 4.1. Let f(y | t) be probability densities on R parameterized by t ∈ Rk. Suppose that given
covariate x ∈ V = Rm, a response variable Y has density f(y |x⊤θ1, . . . , x⊤θk), with θ1, . . . , θk ∈ V
being unknown parameter values. To estimate θ, suppose Yi under fixed covariate values Xi, i ≤ N ,
are observed. Denote Zi as in (35). If it is known that θ = (θ1, . . . , θk) is in a bounded set D ⊂ V k,
then by (38), one type of ℓ1-regularized likelihood estimator of θ is
θ̂ = argmin
u∈D
−∑
i≤N
ln f(Yi |Ziu) + λ‖u‖1
 ,
where the tuning parameter λ will be selected in a moment. It is seen that the loss functions γ1, . . . , γN
in the setup are γi(t, y) = − ln f(y | t) and for any u ∈ D, the total expected loss is
L(u) = −
∑
i≤N
E ln f(Yi |Z⊤i u) =
∑
i≤N
D(Z⊤i u, Z
⊤
i θ) + L(θ),
where for any s, t ∈ Rk,
D(s, t) =
∫
f(y | t) ln f(y | t)
f(y | s) dy
is the Kullback-Leibler distance from f(y | s) to f(y | t). It is well known that D(s, t) ≥ 0 with
equality if and only if f(y | t) ≡ f(y | s). Therefore, θ minimizes L(u). However, for high dimensional
V and relatively small N , θ may not be the unique minimizer.
Suppose that all θj satisfy |spt(θj)| ≤ dim(V )/2 = m/2. To bound ‖θ̂ − θ‖2, assume X =
(X1, . . . , XN)
⊤ satisfies the RE Condition 1) in Theorem 4.1. Since D is bounded, the set of Ziu,
i ≤ N , u ∈ D is in a compact domain A. Suppose that for some Cγ > 0,
D(s, t) ≥ Cγ‖s− t‖22, s, t ∈ A. (42)
The above condition is satisfied under mild conditions on the regularity of f(y | t), using the fact that
for fixed t, the Hessian of D(s, t) at s = t is the Fisher information at t, which is nonnegative definite.
Then for any i ≤ N and u ∈ D,
Eγi(Z
⊤
i u, Yi)− Eγi(Z⊤i θ, Yi) = D(Ziθ, Ziu) ≥ Cγ‖Zi(θ − u)‖22,
so Condition 2) in Theorem 4.1 is satisfied. Finally, by Theorem 3.1, if − ln f(y | t) are first order
differentiable in t, such that the partial derivatives are uniformly bounded and have uniformly bounded
Lipschitz coefficient, then for any q ∈ (0, 1), there is Mq such that Condition 3) in Theorem 4.1 is
satisfied. As a result, by setting λ as in (40), we get a bound for ‖θ̂ − θ‖2 using (41).
4.1 Proof of Theorem 4.1
The proof is divided into 3 steps.
Step 1. The argument in this step has now become standard [4]. Let c = (K − 1)/2, where K is as
in Condition 1). Then λ = (1 + 1/c)Mq. From the definition of θ̂,
L(θ̂)− L(θ) ≤
∑
i≤N
[[γi(Ziθ, Yi)]]−
∑
i≤N
[[γi(Ziθ̂, Yi)]] + (1 + 1/c)Mq(‖θ‖1 − ‖θ̂‖1). (43)
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By Condition 2) in Theorem 4.1,
L(θ̂)− L(θ) ≥ Cγ
∑
i≤N
‖Zi(θ̂ − θ)‖22 = Cγ
∑
i≤N
∑
j≤k
|X⊤i (θ̂j − θj)|2
= Cγ
∑
j≤k
‖X(θ̂j − θj)‖22.
Then by Condition 3) and (43), w.p. at least 1− q,
Cγ
∑
j≤k
‖X(θ̂j − θj)‖22 ≤Mq
∑
j≤k
‖θ̂j − θj‖1 + (1 + 1/c)Mq
∑
j≤k
(‖θj‖1 − ‖θ̂j‖1).
Let J1, . . . , Jk ⊂ {1, . . . ,m} be any sets with Jj ⊃ spt(θj). Then for each j ≤ k,
‖θ̂j − θj‖1 − (1 + 1/c)(‖θj‖1 − ‖θ̂j‖1)
= ‖πJj θ̂j − θj‖1 + ‖πJcj θ̂j‖1 + (1 + 1/c)(‖θj‖1 − ‖πJj θ̂j‖1 − ‖πJcj θ̂j‖1)
≤ (2 + 1/c)‖πJj θ̂j − θj‖1 − (1/c)‖πJcj θ̂j‖1
= (K/c)‖πJj θ̂j − θj‖1 − (1/c)‖πJcj θ̂j‖1.
It follows that w.p. at least 1− q,∑
j≤k
‖X(θ̂j − θj)‖22 ≤
Mq
Cγc
∑
j≤k
(K‖πJj θ̂j − θj‖1 − ‖πJcj θ̂j‖1). (44)
Fix an instance of (Y1, . . . , YN ) such that (44) holds. Let A1, . . . , Ak ⊂ {1, . . . ,m} be sets such
that spt(θj) ⊂ Aj and |Aj | = S. Then (44) holds with Jj = Aj . Let
I = {j ≤ k : K‖πAj θ̂j − θj‖1 ≥ ‖πAcj θ̂j‖1}.
Then I 6= ∅. We shall consider j ∈ I and j 6∈ I separately.
Before moving to the next step, for each j ≤ k, let Bj be the union of Aj and the indices of the
S largest |θ̂jh| outside of Aj . Then (44) holds with Jj = Bj. It is now well-known that [9]
‖πBc
j
θ̂j‖22 ≤
‖πAc
j
θ̂j‖21
S
. (45)
It is easy to see that for j ≤ k, ‖πAj θ̂j − θ‖1 ≤ ‖πBj θ̂j − θ‖1 and ‖πAcj θ̂j‖1 ≥ ‖πBcj θ̂j‖1.
Step 2. From (44),∑
j∈I
‖X(θ̂j − θj)‖22 ≤
Mq
Cγc
∑
j∈I
(K‖πAj θ̂j − θj‖1 − ‖πAcj θ̂j‖1)
≤ Mq
Cγc
∑
j∈I
(K‖πBj θ̂j − θj‖1 − ‖πBcj θ̂j‖1).
For each j ∈ I, K‖πBj θ̂j − θj‖1 − ‖πBcj θ̂j‖1 ≥ K‖πAj θ̂j − θj‖1 − ‖πAcj θ̂j‖1 ≥ 0, so by Condition 1),
Nκ2‖πJj θ̂j − θj‖22 ≤ ‖X(θ̂j − θj)‖22 holds for Jj = Aj , Bj . Letting Jj = Aj , from the above display
and Cauchy-Schwartz inequality,
Nκ2
∑
j∈I
‖πAj θ̂j − θj‖22 ≤
MqK
Cγc
∑
j∈I
‖πAj θ̂j − θj‖1
≤ MqK
√
S
Cγc
∑
j∈I
‖πAj θ̂j − θj‖2 ≤
2MqK
√
S|I|
Cγ(K − 1)
∑
j∈I
‖πAj θ̂j − θj‖22
1/2 ,
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giving ∑
j∈I
‖πAj θ̂j − θj‖22 ≤ L2NS|I|. (46)
Likewise, letting Jj = Bj , it follows that∑
j∈I
‖πBj θ̂j − θj‖22 ≤ 2L2NS|I|, (47)
where the factor 2 is due to |Bj | = 2S.
By (45), (46) and Cauchy-Schwartz inequality, it follows that,
∑
j∈I
‖πBc
j
θ̂j‖22 ≤
∑
j∈I
‖πAc
j
θ̂j‖21
S
≤ K2
∑
j∈I
‖πAj θ̂j − θj‖21
S
≤ K2
∑
j∈I
‖πAj θ̂j − θj‖22.
Combining the inequality with (46) and (47),∑
j∈I
‖θ̂j − θj‖22 =
∑
j∈I
(‖πBj θ̂j − θj‖22 + ‖πBcj θ̂j‖22)
≤
∑
j∈I
(‖πBj θ̂j − θj‖22 +K2‖πAj θ̂j − θj‖22)
≤ (2 +K2)L2NS|I|. (48)
Step 3. We next consider j 6∈ I. The idea is to modify each θ̂j into some θ˜j that can be dealt with
by the argument in Step 2. For j 6∈ I, K‖πAj θ̂j − θj‖1 < ‖πAcj θ̂j‖1. Then from (44), we have both∑
j 6∈I
‖X(θ̂j − θj)‖22 ≤
MqK
Cγc
∑
j∈I
‖πAj θ̂j − θj‖1 = LNκ2N
∑
j∈I
‖πAj θ̂j − θj‖1 (49)
and
0 ≤
∑
j 6∈I
(‖πAc
j
θ̂j‖1 −K‖πAj θ̂j − θj‖1) ≤ K
∑
j∈I
‖πAj θ̂j − θj‖1. (50)
By Cauchy-Schwartz inequality and (46),∑
j∈I
‖πAj θ̂j − θj‖1 ≤
√
S
∑
j∈I
‖πAj θ̂j − θj‖2
≤
√
S|I|
∑
j∈I
‖πAj θ̂j − θj‖22
1/2 ≤ LNS|I|. (51)
Let δj = ‖πAc
j
θ̂j‖1 −K‖πAj θ̂j − θj‖1. Then δj > 0 for j 6∈ I and by (50) and (51),∑
j 6∈I
δj ≤ KLNS|I|. (52)
For each j 6∈ I, define
θ˜j = θ̂j +
δj
KS
∑
h∈Aj
sign(θ̂jh − θjh)eh,
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where sign(x) = 1 {x ≥ 0} − 1 {x < 0} and eh is the hth standard basis vector of Rm. Then for
h 6∈ Aj , θ˜jh = θ̂jh, while for h ∈ Aj ,
|θ˜jh − θjh| =
∣∣∣∣θ̂jh − θjh + δjKS sign(θ̂jh − θjh)
∣∣∣∣ = |θ̂jh − θjh|+ δjKS .
As a result, for j 6∈ I,
K‖πAj θ˜j − θj‖1 = K
‖πAj θ̂j − θj‖1 + ∑
h∈Aj
δj
KS
 = ‖πAc
j
θ̂j‖1 = ‖πAc
j
θ˜j‖1,
and consequently ‖πBc
j
θ˜j‖1 ≤ K‖πBj θ˜j − θj‖1. Then by Condition 1),
‖X(θ˜j − θj)‖22 ≥ Nκ2‖πBj θ˜j − θj‖22 ≥ Nκ2‖πAj θ˜j − θj‖22. (53)
On the other hand, by the inequality ‖s+ t‖22 ≤ 2(‖s‖22+ ‖t‖22) for s, t ∈ RN , and the inequalities
in (49) and (51)∑
j 6∈I
‖X(θ˜j − θj)‖22 ≤ 2
∑
j 6∈I
(
‖X(θ̂j − θj)‖22 + ‖X(θ˜j − θ̂j)‖22
)
≤ 2LNκ2N
∑
j∈I
‖πAj θ̂j − θj‖1 + 2
∑
j 6∈I
‖X(θ˜j − θ̂j)‖22
≤ 2L2Nκ2NS|I|+ 2
∑
j 6∈I
‖X(θ˜j − θ̂j)‖22. (54)
Recall the definition of σX,l. Since |spt(θ˜j − θ̂j)| ≤ |Aj | = S, then∑
j 6∈I
‖X(θ˜j − θ̂j)‖22 ≤ σ2X,S
∑
j 6∈I
‖θ˜j − θ̂j‖22
= σ2X,S
∑
j 6∈I
∑
h∈Aj
(δj/KS)
2 =
σ2X,S
K2S
∑
j 6∈I
δ2j
Then by (52)
∑
j 6∈I
‖X(θ˜j − θ̂j)‖22 ≤
σ2X,S
K2S
∑
j 6∈I
δj
2 ≤ σ2X,SL2NS|I|2.
Plug this inequality into (54) and combine the result with (53) to get∑
j 6∈I
‖πAj θ˜j − θj‖22 ≤
∑
j 6∈I
‖πBj θ˜j − θj‖22 ≤
2SL2N |I|(Nκ2 + σ2X,S |I|)
Nκ2
.
Following the derivation of (48),∑
j 6∈I
‖θ˜j − θj‖22 ≤
2S(1 +K2)L2N |I|(Nκ2 + σ2X,S |I|)
Nκ2
.
It is easy to see that ‖θ̂j − θj‖2 ≤ ‖θ˜j − θj‖2 for j 6∈ I. Therefore,∑
j 6∈I
‖θ˜j − θj‖22 ≤
2S(1 +K2)L2N |I|(Nκ2 + σ2X,S |I|)
Nκ2
. (55)
Note that the left hand is 0 if k = 1. Therefore, we can multiply the right hand side by 1 {k > 1}.
Finally, combining (48) and (55), the proof is complete.
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5 Hidden variable model
Suppose (ω1, Y1), . . . , (ωN , YN ) are independent random vectors taking values in Ω×Y, and the space
can be equipped with product measures dµi × dνi, i ≤ N , that are not necessarily the same, such
that each (ωi, Yi) has a joint density with respect to dµi × dνi as
Pr {ωi ∈ dz, Yi ∈ dy} = gi(xi(z)
⊤
θ)ki(z, y)µi(dz)νi(dy)
Zi(θ)
, (56)
where ki, gi and xi are known functions with xi : Ω→ Rp, θ ∈ Rp is the true parameter value which
is unknown, and for each u ∈ Rp, Zi(u) is the normalizing constant
Zi(u) =
∫
gi(xi(z)
⊤
u)ki(z, y)µi(dz)νi(dy).
Suppose that only Y1, . . . , YN are observed, while ω1, . . . , ωN are hidden. The (log)-likelihood
function is then
ℓ(u) = ℓ(u, Y1, . . . , YN ) = −
∑
i≤N
ln
∫
gi(xi(z)
⊤
u)ki(z, Yi)µi(dz) +
∑
i≤N
lnZi(u).
We next consider the local stochastic Lipschitz continuity of ℓ(u) at the true parameter value θ. By∫
gi(xi(z)
⊤
u)ki(z, Yi)µi(dz)∫
gi(xi(z)
⊤
θ)ki(z, Yi)µi(dz)
= E
[
gi(xi(ωi)
⊤
u)
gi(xi(ωi)⊤θ)
Yi
]
,
and
Zi(u)
Zi(θ)
= E
[
gi(xi(ωi)
⊤
u)
gi(xi(ωi)⊤θ)
]
,
we have
ℓ(u)− ℓ(θ) = −
∑
i≤N
ln
∫
gi(xi(z)
⊤
u)ki(z, Yi)µi(dz)∫
gi(xi(z)
⊤
θ)ki(z, Yi)µi(dz)
+
∑
i≤N
ln
Zi(u)
Zi(θ)
= −
∑
i≤N
lnE
[
gi(xi(ωi)
⊤
u)
gi(xi(ωi)⊤θ)
Yi
]
+
∑
i≤N
lnE
[
gi(xi(ωi)
⊤
u)
gi(xi(ωi)⊤θ)
]
.
Let D be the search domain and suppose it is known that θ ∈ D. For the tail of
sup
u∈D\{θ}
| [[ℓ(u)− ℓ(θ)]] |
‖u− θ‖1 ,
our analysis is based on the following assumption.
Assumption 2. There is MX > 0, such that w.p. 1,
‖xi(ωi)‖∞ ≤MX , all i ≤ N.
For all i ≤ N , gi(t) is first order differentiable. Moreover, there are 0 < Ag < Bg <∞, F1 <∞, and
F2 <∞, such that
Ag ≤ gi(t) ≤ Bg, |g′i(t)| ≤ F1, |g′i(t)− g′i(s)| ≤ F2|t− s|, all i ≤ N.
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We need to introduce some constants. Denote
RD = sup
u∈D
‖u− θ‖1, Ig = [Ag/Bg, Bg/Ag] .
Define for z ∈ R
̺(z) =
{
z−1 ln(1 + z)− 1 z 6= 0
0 z = 0
It is easy to see that ̺ is smooth and strictly decreasing on (−1,∞) with ̺(0) = 0. Denote
̺0 := sup
t∈Ig
|̺(t− 1)| <∞, ̺1 := sup
t∈Ig
|̺′(t− 1)| <∞.
Denote the following constants
ψ1 = F1/Ag, ψ2 = F2MX/(2Ag), ψ3 = min (2F1, F2MXRD/2) /Ag,
ψ4 = [ψ1̺0 + ψ3(1 + ̺0)]MX , ψ5 = 2ψ1MX̺1, ψ6 = 2(̺0 + ψ3MX̺1).
Theorem 5.1. Denote
SX = max
j≤p
√∑
i≤N
xij(ωi)2
where xij(ωi) is the jth coordinate of xi(ωi). Under Assumption 2, for any q0, q1 ∈ (0, 1) with
q0 + q1 < 1, w.p. at least 1− q0 − q1,
sup
u∈D\{θ}
| [[ℓ(u)− ℓ(θ)]] |
‖u− θ‖1 ≤ 2
√
2RDESX
(
A
√
ln(2p) + 2ψ3(ψ5 + ψ6)
)
+
√
2N
(
ψ1MX
√
ln(2p/q0) + 2ψ4
√
ln(p/q1)
)
,
where A = 2ψ2(1 + ψ6) + (ψ1 + 2ψ2RD + 2ψ3)(ψ5 + ψ6).
To see how Theorem 5.1 may be used, consider the following Lasso type estimator
θ̂ = argmin
u∈D
{ℓ(u) + λ‖u‖1} , (57)
where λ > 0 is a tuning parameter. The next result is in the same spirit as Theorem 4.1 and actually
simpler, as no design matrices are involved. Furthermore, it holds in a more general setting than the
hidden variable case.
Proposition 5.2. Let ℓ(u) be a stochastic process indexed by u ∈ D ⊂ Rp. Fix θ ∈ D. Let
S := |spt(θ)| ≤ p/2 and q ∈ (0, 1). Suppose the following two conditions are satisfied.
1) There is a constant Cℓ > 0, such that Eℓ(u)− Eℓ(θ) ≥ Cℓ‖u− θ‖22.
2) There is Mq > 0, such that
Pr
{
sup
u∈D\{θ}
| [[ℓ(u)− ℓ(θ)]] |
‖u− θ‖1 ≥Mq
}
≤ q.
Given K > 1, let λ = KMq in (57). Then w.p. at least 1− q,
‖θ̂ − θ‖2 ≤
√
2 +
(K + 1)2
(K − 1)2
(K + 1)Mq
√
S
Cℓ
.
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Proposition 5.2 requires two conditions. On the one hand, Theorem 5.1 can be used to derive
Condition 2). On the other, Condition 1) requires extra assumptions to establish. In the context of
hidden variables, since
E [ℓ(u)− ℓ(θ)] = −
∑
i≤N
E
[
lnE
[
gi(xi(ωi)
⊤
u)
gi(xi(ωi)⊤θ)
Yi
]]
+
∑
i≤N
lnE
[
gi(xi(ωi)
⊤
u)
gi(xi(ωi)⊤θ)
]
, (58)
we need some assumptions on the structure of (ωi, Yi). We next consider a case in which both ωi
and Yi are processes. One could have a hidden Markov model in mind, with ωi the hidden Markov
process and Yi the observations.
Suppose (ωi, Yi) are i.i.d. and for each i ≤ N , ωi = (ωi1, . . . , ωin) and Yi = (Yi1, . . . , Yin) are
jointly distributed processes, such that all ωit take values in a common alphabet A = {1, . . . , 1 + L},
and conditioning on ωi, Yi1, . . . , Yin are independent with Yit ∼ N(ωit, σ2). Suppose ωi follows a
tilted version of a baseline distribution π0(z)
π(z | θ) ∝ π0(z) exp
∑
t≤n
∑
a≤L
1 {zi = a} θia
 , z = (z1, . . . , zn) ∈ An.
Note that while A has L+1 different letters, to make sure the identifiability of θia, only L parameters
are associated with each t ≤ n.
Let µi = π0 and νi the Lebesgue measure on R. For i ≤ N , let ki(z, y) =
∏
t≤n f((zt−yt)/σ) with
f the density of N(0, 1), xi(z) ∈ {0, 1}nL with the ((t − 1)L + a)-th entry equal to 1 {zt = a}, and
θ = (θ11, . . . , θ1L, . . . , θn1, . . . , θnL). Finally, let gi(x) = e
x. Then the above model can be formulated
as in (56). Denote Xi = xi(ωi). By (58),
E [ℓ(u)− ℓ(θ)] = N
[
lnEeX
⊤
1
(u−θ) − E lnE(eX⊤1 (u−θ) Y1)
]
.
Suppose that it is known that θ ∈ D, where D ∈ RnL is a bounded set. As discussed earlier, the
concern here is Condition 1) in Proposition 5.2. We can make the following assertion.
Proposition 5.3. Suppose π0(z) > 0 for all z ∈ An. Then Condition 1) of Theorem 5.1 is satisfied.
5.1 Proof of Theorem 5.1
For notational easy, denote
v = u− θ, Xi = xi(ωi), Ei(·) = E(· |Yi)
and
γi(v) = Ei
[
gi(X
⊤
i (θ + v))
gi(X⊤i θ)
]
− 1, γ(v) = E
[
gi(X
⊤
i (θ + v))
gi(X⊤i θ)
]
− 1.
Note that, because θ is fixed even though unknown, γi(v) is a random function only dependent on v
and Yi, while h(v) is a nonrandom function only dependent on v. Then
ℓ(u)− ℓ(θ) = −
∑
i≤N
γi(v)(̺(γi(v)) + 1) +
∑
i≤N
γ(v)(̺(γ(v)) + 1). (59)
Define functions
λi(s) = (ln gi)
′(s) =
g′i(s)
gi(s)
, ϕi(s, t) =

gi(s+ t)− gi(s)
gi(s)t
− λi(s) t 6= 0
0 t = 0,
(60)
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of s, t ∈ R. Define zi = (zi1, . . . , zip) and si(v) = (si1(v), . . . , sip(v)) with
zih = Ei
[
λi(X
⊤
i θ)Xih
]
, sih(v) = Ei
[
ϕi(X
⊤
i θ, X
⊤
i v)Xih
]
, i ≤ N, h ≤ p. (61)
Note that each zih is a function only in Yi, and each sih(v) is a function only in v and Yi. Then
γi(v) = Ei
[
λi(X
⊤
i θ)Xi + ϕi(X
⊤
i θ, X
⊤
i v)Xi
]⊤
v = (zi + si(v))
⊤
v (62)
which combined with (59) yields
[[ℓ(u)− ℓ(θ)]] = −
∑
i≤N
[(1 + ̺(γi(v)))(zi + si(v))]]
⊤
v.
For i ≤ N and h ≤ p, write ζih(v) = sih(v) + zih̺(γi(v)) + sih(v)̺(γi(v)) so that the above equation
can be written as
[[ℓ(u)− ℓ(θ)]] = −
∑
h≤p
∑
i≤N
[zih]
 vh −∑
h≤p
∑
i≤N
[ζih(v)]
 vh.
Define for h ≤ p,
Wh = sup
u∈D
∣∣∣∣∣∣
∑
i≤N
[[ζih(v)]]
∣∣∣∣∣∣ .
Then
sup
u∈D\{θ}
| [[ℓ(u)− ℓ(θ)]] |
‖u− θ‖1 ≤ maxh≤p
∣∣∣∣∣∣
∑
i≤N
[[zih]]
∣∣∣∣∣∣+maxh≤p Wh. (63)
Lemma 5.4. (1) W.p. 1, the following inequalities hold simultaneously,
∣∣λi(X⊤i θ)∣∣ ≤ ψ1, gi(X⊤i u)gi(X⊤i θ) ∈ Ig.
(2) ϕi(s, 0) ≡ 0 and w.p. 1, for all s ∈ R, i ≤ N and h ≤ p, ϕi(s, ·)Xih is ψ2-Lipschitz and∣∣ϕi(s,X⊤i (u− θ))∣∣ ≤ ψ3 for all u ∈ D.
Given h ≤ p, from Lemma 5.4, w.p. 1, for all i ≤ N , |zih| ≤ ψ1MX . Then by union-sum inequality
and Hoeffding inequality,
Pr
maxh≤p
∣∣∣∣∣∣
∑
i≤N
[[zih]]
∣∣∣∣∣∣ ≥
√
Nψ1MXt
 ≤∑
h≤p
Pr

∣∣∣∣∣∣
∑
i≤N
[[zih]]
∣∣∣∣∣∣ ≥
√
Nψ1MXt
 ≤ 2pe−t2/2.
Letting t =
√
2 ln(2p/q0) then yields the following bound on the first term in (63)
Pr
maxh≤p
∣∣∣∣∣∣
∑
i≤N
[[zih]]
∣∣∣∣∣∣ ≥ ψ1MX
√
2N ln(2p/q0)
 ≤ q0. (64)
Given h, from Lemma 5.4, w.p. 1, for all i ≤ N and v = u − θ with u ∈ D, |ζih(v)| ≤ ψ4, so
−ψ4 − Eζih(v) ≤ [[ζih(v)]] ≤ ψ4 − Eζih(v). Then by Lemma 3.3, inequality (19),
Pr
{
Wh > EWh + 2ψ4
√
2Ns
}
≤ e−s.
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By union-sum inequality, it follows that
Pr
{
max
h≤p
Wh > max
h≤p
EWh + 2ψ4
√
2N ln(p/q1)
}
≤ q1. (65)
We need to bound EWh for each h ≤ p. Since ξih(v) are continuous in v and bounded, by
dominated convergence argument, we can apply symmetrization ([14], Lemma 6.3) to get
EWh
2
≤ E sup
u∈D
∣∣∣∣∣∣
∑
i≤N
εiζih(v)
∣∣∣∣∣∣ ≤ E supu∈D
∣∣∣∣∣∣
∑
i≤N
εisih(v)
∣∣∣∣∣∣+ L(1)h + L(2)h , (66)
where ε1, . . . , εN are i.i.d. Rademacher variables independent of (ωi, Yi), and
L
(1)
h = E sup
u∈D
∣∣∣∣∣∣
∑
i≤N
εizih̺(γi(v))
∣∣∣∣∣∣ , L(2)h = E supu∈D
∣∣∣∣∣∣
∑
i≤N
εisih(v)̺(γi(v))
∣∣∣∣∣∣ ,
Define
Uh = sup
u∈D
∣∣∣∣∣∣
∑
i≤N
εiϕi(X
⊤
i θ, X
⊤
i v)Xih
∣∣∣∣∣∣ , Q = supu∈D
∣∣∣∣∣∣
∑
i≤N
εiγi(u− θ)
∣∣∣∣∣∣ .
To continue, we need the following result.
Lemma 5.5. For each h ≤ p,
E sup
u∈D
∣∣∣∣∣∣
∑
i≤N
εisih(v)
∣∣∣∣∣∣ ≤ EUh ≤ 2√2 ln(2p)ψ2RDESX . (67)
Furthermore, let
MU = 2
√
2
[√
ln(2p)ψ2RD + ψ3(
√
ln p+ 1)
]
ESX .
Then
Emax
h≤p
Uh ≤MU , EQ ≤ RD(
√
2 ln(2p)ψ1ESX +MU ).
To bound L
(1)
h , by Fubini theorem,
L
(1)
h = EY Eε sup
u∈D
∣∣∣∣∣∣
∑
i≤N
εizih̺(γi(v))
∣∣∣∣∣∣
Given Y1, . . . , YN , zih are fixed and γi(v) become nonrandom function in v = u− θ. By Lemma 5.4,
the nonrandom function t→ zih̺(t) maps 0 to 0 and is (ψ5/2)-Lipschitz. Then by Lemma 3.4,
L
(1)
h ≤ ψ5EY Eε sup
u∈D
∣∣∣∣∣∣
∑
i≤N
εiγi(v)
∣∣∣∣∣∣ = ψ5EQ. (68)
To bound L
(2)
h = supu∈D
∣∣∣∑i≤N εisih(v)̺(γi(v))∣∣∣, we have to use the multivariate comparison
results in Section 2. Given Y1, . . . , YN , both sih(v) and γi(v) with v = u − θ are nonrandom
functions of u ∈ D. Let g(s, t) = s̺(t) for i ≤ N and
T = {t = (t1, . . . , tN ) : ti = (sih(v), γi(v)), i ≤ N, v = u− θ, u ∈ D} .
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Then
Eε sup
u∈D
∣∣∣∣∣∣
∑
i≤N
εisih(v)̺(γi(v))
∣∣∣∣∣∣ = Eε supt∈T
∣∣∣∣∣∣
∑
i≤N
εig(ti)
∣∣∣∣∣∣ .
By Lemma 5.4, w.p. 1, for all i ≤ N , h ≤ p, and u ∈ D, (sih(v), γi(v)) ∈ J , where
J = {(s, t− 1) : |s| ≤ ψ3MX , t ∈ Ig} .
Lemma 5.6. g(s, t) is (ψ6/2, ℓ∞)-Lipschitz on J . Furthermore, |g(s, t)| ≤ (ψ6/2)min(|s|, |t|).
From Lemma 5.6 and Theorem 2.1,
Eε sup
t∈T
∣∣∣∣∣∣
∑
i≤N
εig(ti)
∣∣∣∣∣∣ ≤ ψ6
Eε sup
t∈T
∣∣∣∣∣∣
∑
i≤N
εiti1
∣∣∣∣∣∣+ Eε supt∈T
∣∣∣∣∣∣
∑
i≤N
εiti2
∣∣∣∣∣∣
 .
Integrating over Y1, . . . , YN , we thus get
L
(2)
h ≤ ψ6
E sup
u∈D
∣∣∣∣∣∣
∑
i≤N
εiγi(v)
∣∣∣∣∣∣+ E supu∈D
∣∣∣∣∣∣
∑
i≤N
εisih(v)
∣∣∣∣∣∣
 ≤ ψ6E(Q+ Uh), (69)
where the second inequality is due to (67). Combine (66), (68), (69) and Lemmas 5.5,
EWh
2
≤ (1 + ψ6)EUh + (ψ5 + ψ6)EQ
≤ (1 + ψ6)2
√
2 ln(2p)ψ2RDESX + (ψ5 + ψ6)RD(
√
2 ln(2p)ψ1ESX +MU )
Note that the bound holds for all h ≤ p. Incorporate the bound into (65). Together with (63) and
(64), this finishes the proof.
5.2 Proof of Lemma 5.5
To prove the Lemma, we need the following result.
Lemma 5.7. Suppose ξ ≥ 0 such that for some a, b, c ≥ 0 and d ≥ 1,
Pr
{
ξ > a+ b
√
s+ cs
} ≤ de−s, s > 0. (70)
Then Eξ ≤ a+ b(√ln d+ 1) + c(ln d+ 1).
Proof. First, if b = c = 0, then Pr {ξ > a} < de−s for any s > 0. Let s → ∞ to get ξ ≤ a and hence
Eξ ≤ a+ b(√ln d+ 1) + c(ln d+ 1). Assume b+ c > 0. Condition (70) implies
Pr
{
ξ > a+ b
√
s+ ln d+ c(s+ ln d)
}
≤ e−s, s > 0.
By
√
s+ ln d ≤ √s+√ln d,
Pr {ξ > a0 + f(s)} ≤ e−s, s > 0,
where a0 = a + b
√
ln d + c ln d and f(s) = b
√
s + cs is a 1-to-1 and onto mapping [0,∞) → [0,∞).
Let f−1 be the inverse of f . Then
Eξ =
∫ a0
0
Pr {ξ > t} dt+
∫ ∞
0
Pr {ξ > a0 + t} dt ≤ a0 +
∫ ∞
0
exp
{−f−1(t)} dt
= a0 +
∫ ∞
0
e−sf ′(s) ds = a0 +
∫ ∞
0
e−s(bs−1/2/2 + c) ds ≤ a0 + b+ c,
which completes the proof.
24
Proof of Lemma 5.5. By independence and Jensen inequality,
sup
u∈D
∣∣∣∣∣∣
∑
i≤N
εisih(v)
∣∣∣∣∣∣ = supu∈D
∣∣∣∣∣∣E
∑
i≤N
εiϕi(X
⊤
i θ, X
⊤
i v)Xih εi, Yi, i ≤ N
∣∣∣∣∣∣
≤ E [Uh | εi, Yi, i ≤ N ] .
Integrating over Y1, . . . , YN and ε1, . . . , εN leads to the first inequality in (67). Given X1, . . . , XN , by
Lemma 5.4, t → ϕi(X⊤i θ, t)Xih maps 0 to 0 and is ψ2-Lipschitz. Therefore, by Lemma 3.4, Ho¨lder
inequality, and Lemma 3.5,
EεUh ≤ 2ψ2Eε sup
u∈D
∣∣∣∣∣∣
∑
i≤N
εiX
⊤
i v
∣∣∣∣∣∣ ≤ 2ψ2RDEεmaxj≤p
∣∣∣∣∣∣
∑
i≤N
εiXij
∣∣∣∣∣∣
≤ 2ψ2RDmax
j≤p
√∑
i≤N
X2ij ×
√
2 ln(2p) = 2
√
2 ln(2p)ψ2RDSX .
Integrating over X1, . . . , XN yields the second inequality in (67).
On the other hand, givenX1, . . . , XN , by Lemma 5.4, |ϕi(X⊤i θ, X⊤i v)| ≤ ψ3 for each u ∈ D. Since
ε1, . . . , εN are i.i.d. Rademacher variables independent of X1, . . . , XN , then by Lemma 3.3 inequality
(19), for each h ≤ p,
Pr
Uh ≥ EεUh + 2ψ3
√
2s
∑
i≤N
X2ih X1, . . . , XN
 ≤ e−s. (71)
Incorporate the bound on EεUh into (71) and apply union-sum inequality to
Pr
{
max
h≤p
Uh ≥ 2
√
2 ln(2p)ψ2RDSX + 2
√
2sψ3SX X1, . . . , XN
}
≤ pe−s.
By Lemma 5.7, we get
E
[
max
h≤p
Uh |X1, . . . , XN
]
≤ 2
√
2 ln(2p)ψ2RDSX + 2
√
2ψ3SX(
√
ln p+ 1)
Integrating over X1, . . . , XN yields the bound on Emaxh≤p Uh.
Finally, by (62) and ‖u− θ‖1 ≤ RD for all u ∈ D,
Q = sup
u∈D
∣∣∣∣∣∣
∑
h≤p
∑
i≤N
εi(zih + sih(v))vh
∣∣∣∣∣∣ ≤ RD supu∈Dmaxh≤p
∣∣∣∣∣∣
∑
i≤N
εi(zih + sih(v))
∣∣∣∣∣∣ .
Following the proof for the first inequality in (67),
EQ ≤ RD
Emax
h≤p
∣∣∣∣∣∣
∑
i≤N
εiλi(X
⊤
i θ)Xih
∣∣∣∣∣∣+ Emaxh≤p Uh
 .
Given X1, . . . , XN , by Lemma 5.4,
∑
i≤N
(
λi(X
⊤
i θ)Xih
)2 ≤ ψ21S2X for all h ≤ p. Therefore, by
Lemma 3.5 and Fubini theorem,
Emax
h≤p
∣∣∣∣∣∣
∑
i≤N
εiλi(X
⊤
i θ)Xih
∣∣∣∣∣∣ ≤
√
2 ln(2p)ψ1ESX ,
which together with the bound on Emaxh≤p Uh yields the desired bound on EQ.
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Appendix: miscellaneous proofs
In this section, we collect proofs for the lemmas and propositions in the main text.
Proof of Lemma 3.3. First, assume D is finite. Let D+ = D × {1} and D− = D × {−1} and denote
T = D+ ∪D−. The random vectors Xi = (σfi(u), (u, σ) ∈ T ), i ≤ N , are independent taking values
in RT . It is easy to check that
W = max
u∈D
∑
i≤N
fi(u),−
∑
i≤N
fi(u)
 = maxt∈T ∑
i≤N
Xi,t,
where Xi,t denotes the t-th coordinate of Xi. Since ai ≤ Xi,t ≤ bi for t = (u, 1) and −bi ≤ Xi,t ≤ −ai
for t = (u,−1), by Theorem 9 of [15], letting L2 =∑i≤N (bi − ai)2,
Pr {W ≥ EW + x} ≤ exp
{
− x
2
2L2
}
, x > 0,
which implies (19).
Still assuming D is finite, assume moreover that Efi(u) = 0 for all i ≤ N and u ∈ D. For each
t = (u, σ) ∈ T , define st = (s1t , . . . , sNt ), with each sit being the map x → xt/M . Then w.p. 1,
sit(Xi) = σfi(u)/M ∈ [−1, 1] with mean 0 for i ≤ N and
sup
t∈T
Var
∑
i≤N
sit(Xi)
 = sup
u∈D,σ=±1
Var
∑
i≤N
σfi(u)/M

= sup
u∈D
∑
i≤N
Var (fi(u)/M) ≤ (S/M)2.
We next apply Theorem 1.1 of [11] to W˜ = supt∈T
∑
i≤N s
i
t(Xi). Let w = 2EW˜ + (S/M)
2. Then for
any a > 0,
Pr
{
W˜ ≥ EW˜ + a
}
≤ exp
{
− a
2
2w + 3a
}
.
For any s > 0, a = (3s+
√
9s2 + 8ws)/2 is the unique positive solution to a2/(2w+3a) = s. By using√
x+ y ≤ √x+√y and 2√xy ≤ x+ y for x, y ≥ 0, it is seen that a ≤ EW˜ + (S/M)√2s+ 4s. So
Pr
{
W˜ ≥ 2EW˜ + (S/M)
√
2s+ 4s
}
≤ e−s.
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Since W˜ =W/M , (20) then follows.
For an arbitrary D, by the path continuity of fi, W = limn supu∈Dn |
∑
i≤N fi(u)|, with D1 ⊂
D2 . . . being a (nonrandom) sequence of finite subsets of D. Then the proof is complete by monotone
convergence.
Proof of Lemma 3.6. Denote fi(·) = γi(·, Yi). For any s ∈ Rk, whether or not sj = 0,
ϕij(s) =
∫ 1
0
(∂jfi(ci + π¯j−1s+ sjuej)− ∂jfi(ci)) du,
where ej is the jth standard basis vector of R
k. It follows that ϕij(0) = 0 and for s ∈ Rk,
|ϕij(s)| ≤
∫ 1
0
|∂jfi(ci + π¯j−1s+ sjuej)− ∂jfi(ci)| du ≤ 2F1.
Furthermore, for t ∈ Rk,
|ϕij(s)− ϕij(t)| ≤
∫ 1
0
|∂jfi(ci + π¯j−1s+ sjuej)− ∂jfi(ci + π¯j−1t+ tjuej)| du.
Since ∂jfi is (F2, ℓ∞)-Lipschitz, the integrated function on the right hand side is no greater than
F2‖π¯j−1(s − t) + (sj − tj)uej‖∞ ≤ F2‖s − t‖∞, and so the integral is no greater than F2‖s− t‖∞,
proving ϕij is (F2, ℓ∞)-Lipschitz. In particular, letting s = 0 and t = Zi(u − θ) gives |ϕij(t)| ≤
F2‖Zi(u− θ)‖∞ = F2maxj |Z⊤ij (u− θ)| ≤ F2MZ‖u− θ‖1 ≤ F2MZRD.
The proof of Lemma 3.7 is similar to Lemma 3.6.
Proof of Proposition 5.2. The proof is more or less standard (cf. [4]), so we will be brief. By definition
of θ̂ and the assumptions of Proposition 5.2, w.p. at least 1− q,
Cℓ‖θ̂ − θ‖22 ≤ Eℓ(θ)− Eℓ(θ̂) ≤ [[ℓ(θ̂)− ℓ(θ)]]− λ(‖θ̂‖1 − ‖θ‖)
≤Mq‖θ̂ − θ‖1 −KMq(‖θ̂‖1 − ‖θ‖1).
Let A = spt(θ) and B the union of A and the indices corresponding to the S largest |θ̂h| outside of
A. Let a =Mq/Cℓ. Then by the above inequality, for J = A, B,
‖πJ θ̂ − θ‖22 + ‖πJc θ̂‖22 ≤ (K + 1)a‖πJ θ̂ − θ‖1 − (K − 1)a‖πJc θ̂‖1,
giving
‖πJ θ̂ − θ‖2 ≤ (K + 1)a
√
|J |, ‖πJc θ̂‖1 ≤ c‖πJ θ̂ − θ‖1,
with c = (K +1)/(K − 1). Since ‖πBc θ̂‖22 ≤ ‖πAc θ̂‖21/S (cf. [9]), the second inequality in the display
gives ‖πBc θ̂‖22 ≤ c2‖πAθ̂ − θ‖22. The proof obtains by combining this and the first inequality in the
display, applied to A and B, respectively.
Proof of Proposition 5.3. RecallX1 has nL entries, such that for t ≤ n and a ≤ L, the ((t−1)L+a)-th
entry is 1 {ω1t = a}. Since ‖X1‖∞ ≤ 1, it is not hard to see that Eℓ(u) is continuously differentiable
in u and its Hessian at θ is HN = NH , where
H = Var(X1)− E(Var(X1 |Y1)) = Var(E(X1 |Y1)).
First, we show that for any u 6= θ, E[ℓ(u)] > E[ℓ(θ)]. By Jensen inequality, E[ℓ(u)] ≥ E[ℓ(θ)] with
equality if and only there is a constant c = c(u) such that for all y ∈ Rn, E(eX⊤1 (u−θ) |Y1 = y) = c.
If for some u the equality holds, then∑
z∈An
ex(z)
⊤(u−θ)
∏
t≤n
e−(yt−zt)
2/2σ2π(z | θ) = c
∑
z∈An
∏
t≤n
e−(yt−zt)
2/2σ2π(z | θ),
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where x(z) ∈ {0, 1}nL such that its ((t− 1)L+ a)-th entry is 1 {zt = a}. Denote
p(z) = (ex(z)
⊤(u−θ) − c)
∏
t≤n
e−z
2
t /2σ
2
π(z | θ)
and make change of variable yt/σ
2 → yt. Then for all y ∈ Rn,
∑
z∈An exp(y
⊤z)p(z) = 0. In other
words, the Laplace transform of p(z) is 0. Therefore, p(z) ≡ 0. By assumption, π(z | θ) > 0 for all
z ∈ R. As a result, x(z)⊤(u − θ) = ln c for all z ∈ An. Let all zt = L + 1 to get x(z) = 0 and
hence ln c = 0. Next, given t ≤ n and a ≤ L, let zt = a while for s 6= t, let zs = L + 1. This yields
u(t−1)L+a − θ(t−1)L+a = 0. Thus u = θ.
Because Eℓ(u) is continuous in u ∈ D, with D being bounded, to finish the proof, it remains to
show that H is positive definite. Suppose v⊤Hv = 0 for some v. We need to show that v = 0. Since
v
⊤Hv = Var(E(X⊤1 v |Y1)), there is a constant c ∈ R, such that E(X⊤1 v |Y1 = y) = c for all y ∈ Rn.
Following the argument employed to show Eℓ(u) > Eℓ(θ) for u 6= θ, it can be shown that v = 0.
Thus the proof is complete.
Proof of Lemma 5.4. Part (1) is straightforward from Assumption 2 and the definition of λi and ̺.
To prove (2), observe
ϕi(s, t) =
1
gi(s)
∫ 1
0
[g′i(s+ tu)− g′i(s)] du. (72)
Then
|ϕi(s, t′)− ϕi(s, t)| ≤ 1
Ag
∫ 1
0
|g′i(s+ t′u)− g′i(s+ tu)| du
≤ 1
Ag
∫ 1
0
F2|t′ − t|u du = F2|t
′ − t|
2Ag
,
showing ϕi(s, ·) is (F2/2Ag)-Lipschitz. As a result, ϕi(s, ·)Xih is ψ2-Lipschitz. Let t′ = 0 and
t = X⊤i (u − θ). Then ϕi(s, t′) = 0, so by |t| ≤ MXRD, |ϕi(s, t)| ≤ ψ2MXRD. On the other hand,
(72) implies |ϕi(s, t)| ≤ 2F1/Ag. Therefore, |ϕi(s, t)| ≤ ψ3.
Proof of Lemma 5.6. Given (s, t), (s′, t′) ∈ J , let ds = s′ − s, dt = t′ − t. By Taylor expansion, for
some θ ∈ (0, 1), g(s′, t′)− g(s, t) = ∂1g(s+ θds, t+ θdt)ds+∂2g(s+ θ, t+ θdt)dt. Since ∂1g(s, t) = ̺(t)
and ∂2g(s, t) = s̺
′(t), then by Lemma 5.4,
|g(s′, t′)− g(s, t)| ≤ ̺0|s′ − s|+ ψ3̺1|t′ − t|.
Therefore, h is (ψ6/2, ℓ∞)-Lipschitz. On the other hand, since g(0, t) = 0, for some θ ∈ (0, 1),
|g(s, t)| = |g(s, t)− g(0, t)| = |∂1g(θs, t)||s| ≤ ̺0|s|.
Similarly, since g(s, 0) = 0, |g(s, t)| ≤ ψ3̺1|t|. As a result, |g(s, t)| ≤ (ψ6/2)min(|s|, |t|).
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