Successful mathematical modeling of biological processes relies on the expertise of the modeler to capture the essential mechanisms in the process at hand and on the ability to extract useful information from empirical data. The very structure of the model limits the ability to infer numerical values for the parameters, a concept referred to as structural identifiability. Most of the available methods to test the structural identifiability of a model are either too complex mathematically for the general practitioner to be applied, or require involved calculations or numerical computation for complex non-linear models. In this work, we present a new analytical method to test structural identifiability of models based on ordinary differential equations, based on the invariance of the equations under the scaling transformation of its parameters. The method is based on rigorous mathematical results but it is easy and quick to apply, even to test the identifiability of sophisticated highly non-linear models. We illustrate our method by example and compare its performance with other existing methods in the literature. 1 2 3 4 5 6 7 8
Method 36
A couple of motivating examples. Consider a simple death model in which the death rate is the product of two parameters λ1 and 37 λ2, namely 38 dx dt = −λ1λ2x, x(0) = x0, [1] 39 with the solution 40 x = x(λ1, λ2, t) = x0e −λ 1 λ 2 t .
[2] 41 It is evident that from an experiment only the product λ1λ2 can be inferred, and not any of the two independently. Following [3] 47 We now propose to multiply λ1 with a generic scale factor u, and to divide λ2 by the same factor, such that the solution 48 remains invariant. Deriving the scaled solution of eq. (2) with respect to that scale factor u, and by the chain rule, 49 dx du = 0 (as u is arbitrary) [4] 50 and, also,
where the last equality follows from Eq. (4)
53
Rearranging Eq. (5) and dividing by x,
55 so both columns of the elasticity matrix are linearly dependent and, accordingly, λ1 and λ2 are unidentifiable.
56
In this case we had complete knowledge of the solution, and consequently, it was straightforward to find the right way to 57 introduce the scaling u. Fortunately, this simple scaling calculation can also be performed directly on eq. (1). Introducing two 58 unknown scaling factors, u1 and u2, into that equation,
Requiring that this remains identical (or, more formally, invariant) to Eq. (1), i.e., λ1λ2x = u1λ1u2λ2x, implies that that 61 u1u2 = 1. The fact that u1 and u2 cannot be solved individually, also means that the real values of λ1 and λ2 cannot be 62 determined, namely both parameters are unidentifiable.
63
Next consider a death model with immigration:
[7] 
where the functions fi depend on the specific details of the problem at hand and xi,0 are the initial conditions. We need to 75 distinguish between those variables that can be observed (measured) in the experiment, x1 . . . xr, and those which cannot (they details). Note that it is not required that fij and f kj to be independent (as they appear in different equations). For instance, 83 in the example in Eq. (7) 84 f11 = λ1 , and f12 = −λ2x . 85 We summarize our method in Box 1.
86
Box 1: Summary of the scale invariance local structural identifiability method introduced in this work.
1. Scale all parameters and all unobserved variables by unknown scaling factors, u:
and substitute them into Eqs. (10).
2. Equate each functionally independent function, f ik , to its scaled version. Namely,
where ux i = 1 for 1 ≤ i ≤ r and the prefactor in the right-hand side of the equation comes from the scaling of
From the Eqs. (9), find combinations of the scaling factors u that leave the system invariant. Hereafter, we will denote these as the identifiability equations of the model. 
where f ik is functionally independent of f il for every k = l (namely, they satisfy the generalized Wronskian theorem; see the Supporting Information). For the sake of simplicity, we denotex k andλ k the subset of variables and parameters of function f ik .
102
Motivated by Eqs. (1)-(3), we seek for scaling of the parameters that leave the system invariant. As we prove below, this 103 invariance (or lack of) is related to the identifiability of the parameters. Hence, if we define the following scaling transformation:
(where the variables x1 . . . xr are unmodified as we can measure them in the experiment) we can write the following set of re-scaled equations:
where M is the number of functional independent summands in the equation. It is convenient to rewrite Eq. (12c) as
to perform the scale invariance analysis below in a simpler way.
108
If the solution is invariant under this transformation, then the right-hand sides of Eq. (10) and, consequently Eqs (12) 109 should be equal. Besides, by the functional linear independence of the functions f ik we can split each summand. Thus,
These new set of equations are much easier to solve than the ones that we would obtain from Eqs (12a)-(12c) (which would be 114 equivalent to the so-called direct-test method (18)). 115 We can express the solution of these equations as
We denote these the identifiability equations of the model. For each parameter k, the identifiability equation will depend 118 only on a few other scaling factors m1, m2, . . ..
119
If take the partial derivative of the transformed solution 120 xi(x1, . . . , xr, ux r+1 xr+1 . . . ux n xn; u λ 1 λ1, . . . , u λm λm) 121 with respect to u λ k , we find (by the chain rule) Introduction and in Table 1 . This allows us to put our method in direct competition with those methods and to highlight their 146 merits and limitations.
147
The results of this comparison are summarized in Table 2 shows that our method can handle any complex model and provides a local structural identifiability criterion that is 150 compatible with those methods capable of producing an answer. Thus, our method is widely applicable. It is worth noting that 151 in several cases where our scaling method comes with a conclusive answer, other more complicated methods cannot address those cases (rightmost column in the table). As any global structural identifiable model is also local, our results are compatible 153 with those methods that can address that difference.
It is worth emphasizing that we have performed our test by hand, as illustrated in the Supporting Information, and that, after some practice (and using some interesting motifs as having sums of different parameters, or the coefficients related to 156 diagonal terms in the system of equations) the calculations can be made in a few minutes. This contrasts with the most
