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Abstract
An automated metric to evaluate dialogue qual-
ity is vital for optimizing data driven dialogue
management. The common approach of rely-
ing on explicit user feedback during a conver-
sation is intrusive and sparse. Current mod-
els to estimate user satisfaction use limited
feature sets and rely on annotation schemes
with low inter-rater reliability, limiting gener-
alizability to conversations spanning multiple
domains. To address these gaps, we created
a new Response Quality annotation scheme,
based on which we developed turn-level User
Satisfaction metric. We introduced five new
domain-independent feature sets and experi-
mented with six machine learning models to
estimate the new satisfaction metric.
Using Response Quality annotation scheme,
across randomly sampled single and multi-
turn conversations from 26 domains, we
achieved high inter-annotator agreement
(Spearman’s rho 0.94). The Response Quality
labels were highly correlated (0.76) with
explicit turn-level user ratings. Gradient
boosting regression achieved best correlation
of ∼0.79 between predicted and annotated
user satisfaction labels. Multi Layer Per-
ceptron and Gradient Boosting regression
models generalized to an unseen domain
better (linear correlation 0.67) than other
models. Finally, our ablation study verified
that our novel features significantly improved
model performance.
1 Introduction
Automatic turn and dialogue level quality evalu-
ation of end user interactions with spoken dialogue
systems is vital for identifying problematic conver-
sations and for optimizing dialogue policy using a
data driven approach, such as reinforcement learn-
ing. One of the main obstacles to designing data-
driven policies is the lack of an objective function
∗Currently at Facebook, but did this work at Amazon.
to measure the success of a particular interaction.
Existing methods along with their limitations to
measure dialogue success can be categorized into
4 groups: 1) Using sparse sentiment for end-to-end
dialogue system training; 2) Using task success as
dialogue evaluation criteria, which does not cap-
ture frustration caused in intermediate turns and
assumes end user goal is known in advance; 3) Ex-
plicitly soliciting feedback from the user, which is
intrusive and causes dissatisfaction; and 4) Estimat-
ing per turn dialogue quality using trained Interac-
tion Quality (IQ) (Schmitt et al., 2012) estimation
models. Per turn discrete 1-5 scale IQ labels are
provided by the annotator while keeping track of
dialogue quality till that turn. This approach to rate
turns increases cognitive load on the annotators and
makes it difficult to pin-point defective turns. IQ
annotations are reliable in comparison to explicit
satisfaction ratings provided by user at the end of
the dialogue (an approach followed by PARADISE
(Walker et al., 2000) dialogue evaluation frame-
work). However, IQ annotation scheme which is
developed using within domain conversations has
limited generalizability to dialogues which span
multiple domains.
Various models have been explored to predict
IQ, including Hidden Markov Models (Ultes et al.,
2014), Support Vector Machines (SVM) (Schmitt
et al., 2011), Support Vector Ordinal Regres-
sion (SVOR) (Asri et al., 2014), Recurrent Neu-
ral Networks (RNN) (Pragst et al., 2017), and
most recently, Long Short-Term Memory Networks
(LSTM) (Rach et al., 2017). Features used in
these models were derived from the current turn,
the dialogue history, and output from three Spo-
ken Language Understanding (SLU) components,
namely: Automatic Speech Recognition (ASR),
Natural Language Understanding (NLU), and the
dialogue manager. We hypothesize that these fea-
tures are limited, and including additional contex-
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tual signals improves the performance of dialogue
quality estimation models for both single-turn and
multi-turn conversations1 (example in Appendix
Table 1). To this end we designed new features to
capture the following: user rephrase, cohesion be-
tween user request and system response, diversity
of topics discussed, un-actionable user requests,
and popularity of domains and topics across the
entire population of the users.
To obtain consistent, simple and generalizable
annotation scheme which easily scales to multi-
domain conversations, we introduce Response
Quality (RQ) annotation scheme. We propose
an end-to-end User Satisfaction Estimation (USE)
metric which predicts turn level user satisfaction
rating on a continuous 1-5 scale. Using RQ an-
notation scheme, annotators rated dialogue turns
from 26 single-turn and multi-turn sampled Alexa
(commercial speech-based assistant) domains (e.g.,
Music, Calendar, Weather, Movie booking). With
the help of the new features we introduced, we
trained four USE machine learning models using
the annotated RQ ratings. We reserved one “new”
multi-turn Alexa skill (Kumar et al., 2017), to test
USE models’ performance on data from a new un-
seen domain. To explain model predicted rating
using features’ values, we experimented with in-
terpretable models that rank features by their im-
portance. We benchmarked performance of these
models against two state-of-the-art dialogue qual-
ity prediction models. Using ablation studies, we
showed improvement in the best performing USE
model’s performance using new contextual features
we introduced.
The outline of the paper is as follows: Section 2
introduces the Response Quality annotation scheme
and discusses its effectiveness in terms of predict-
ing user satisfaction ratings. Section 3 summarizes
the Response Quality annotated data and our exper-
imentation setup. Section 4 provides results from
feature ablation study and an empirical study of six
machine learning models to predict user satisfac-
tion ratings on seen and unseen domains. Section
5 concludes.
2 Response Quality Annotation
We designed the Response Quality (RQ) annota-
tion scheme to generate training data for our User
1 In single-turn conversations the entire context is expected
to be present in the same turn, while in a multi-turn case
the context is carried from previous turns to address user’s
request in the current turn.
Satisfaction Estimation (USE) model.
2.1 RQ annotation Scheme and Comparison
with IQ
In RQ, similar to IQ annotations, annotators lis-
tened to raw audio and provided per turn’s system
RQ rating on an objective 5-point scale. The scale
we asked annotators to follow was: 1=Terrible
(fails to understand user’s goal), 2=Bad (under-
stands goal but fails to satisfy it in any way), 3=OK
(partially satisfies the goal), 4=Good (mostly satis-
fies the goal), and 5=Excellent (completely satisfies
the user’s goal).
Annotators rated conversations which spanned
multiple domains and skills. They were instructed
to use the follow-up feedback from the user (e.g.,
user expresses frustration or rephrases an initial re-
quest) in making judgements. Unlike IQ annotation
scheme, we removed the constraint on the annota-
tors to keep track of the quality of dialogue so far
while determining RQ ratings for a given turn. This
relaxation in constraint, coupled with making full
conversation context available to the annotators,
reduced the cognitive load on them. This simpli-
fied annotation scheme not only helped in scaling
RQ to multiple domains and skills but also enabled
precise identification of defective turns which is
not straightforward in the case of IQ where an indi-
vidual turn’s IQ rating depends on the prior turns’
ratings.
2.2 Inter Annotator Agreement (IAA) and
Correlation with user satisfaction rating
We conducted a user study to verify the accuracy
of RQ and IQ (Schmitt et al., 2012) annotation pro-
cess. In the study, eight users were asked to achieve
30 pre-determined goals which were sampled from
six single-turn and two multi-turn Alexa domains.
For 15 out of the 30 goals, we asked the users to
provide satisfaction rating on a discrete (1-5) scale
based on turn’s Alexa response. For the remaining
15 goals, we asked the users to rate each turn incre-
mentally based on their perception of interaction
so far. Then we sent the same utterances for RQ
(950 turns) and IQ (700 turns) annotations.
We found that the RQ ratings provided by 3 an-
notators were highly correlated (Spearman’s rho
0.94) with each other, suggesting high IAA. The
mean RQ ratings were significantly (at 95% confi-
dence interval) correlated (0.76) with surveyed user
satisfaction ratings with Alexa’s response. In the
case of IQ ratings, IAA and correlation with user
ratings (based on dialogue so far) dropped to 0.26
and 0.36 respectively, suggesting limited general-
izability of IQ annotation scheme to multi-domain
conversations.
3 Data and Experimental Setup
This section describes our dataset, details the
list of features derived from various signals, and
explains our experimentation setup.
3.1 Data
To demonstrate that our RQ annotation scheme
and predictive models are domain-independent and
effective for both single-turn and multi-turn dia-
logues, we used 30, 500 dialogue turns randomly
sampled from 26 single-turn (90%) and multi-turn
(10%) sampled Alexa domains. The imbalance to-
wards single-turn dialogues is due to annotation
priority. We also tested model’s generalization
performance on 200 dialogue turns sampled from
a “new” multi-turn goal oriented skill. Figure 1
shows the diversity in rating distribution between
the single-turn and multi-turn dialogues.
Figure 1: Distribution of RQ annotation for single-turn, multi-
turn domains and new multi-turn skill. Exact percentage on
y-axis is masked for confidentiality
Figure 2: dialogue and turn definitions. The blue and red
lines indicate the history used for generating turn-based and
dialogue-based features for the user satisfaction estimation on
turn tn.
3.2 Features
To estimate the turn level user satisfaction score,
we used features derived from turn, dialogue con-
text, and Spoken Language Understanding (SLU)
components’ output similar to turn level IQ pre-
diction models (Ultes et al., 2017). As shown in
Figure 2, we define a dialogue turn at time n as
tn = (t
u
n, t
s
n), where t
u
n and t
s
n represent the user
request and system response on turn n. A dialogue
session of N turns is defined as (t1:tN ). To im-
prove the performance of the USE models across
single and multi-turn conversations spanning mul-
tiple domains, we introduced the following 5 sets
of domain-independent features:
1. User request paraphrasing – Calculated by
measuring syntactic and semantic (NLU pre-
dicted intent) similarity between consecutive
turns’ user utterances.
2. Cohesion between response and request –
Cohesiveness of system response with a user
request is computed by calculating jaccard
similarity score between user request and sys-
tem response. System response “Here is a
sci-fi movie” will get higher cohesion score
over “Here is a comedy movie”, if the user
request was “recommend a sci-fi movie”.
3. Aggregate topic popularity – Usage statis-
tics such as aggregate domain and intent us-
age count and ratio of usage count to number
of customers, provides us a prior on the popu-
larity of a topic across all users of Alexa.
4. Un-actionable user request – Identifies if
the user request could not be fulfilled, by
searching for phrases indicating an apology
and negation in system response (e.g., “sorry
I don’t know how to do that”).
5. Diversity of topics in a session – This di-
alogue level feature is calculated using the
percentage of unique intents till the current
dialogue turn.
3.3 Experimental Setup
We obtained a turn’s RQ rating by averaging the
discrete 1-5 labels provided by 3 annotators. Hence,
we considered regression models for experimenta-
tion which predicted satisfaction rating on a contin-
uous 1-5 scale. To achieve interpretability, in our
experiments we selected four models - LASSO ,
Decision Tree Regression, Random Forest Regres-
sion and Gradient Boosting Regression that rank
features by importance. For benchmarking we used
Multi-layer Perceptron (MLP) and Support Vector
Regression (SVR) 2.
2 Recurrent Neural Networks and Long Short-term Memory
Networks (Rach et al., 2017) showed non-significant im-
provement (≤ 0.02 difference in Spearman’s rho) over state-
of-the-practice MLP and SVM models in predicting IQ.
3.3.1 Evaluation Criteria
We used Pearson’s linear correlation coefficient (r)
for evaluating each model’s 1-5 prediction perfor-
mance. For the use case to identify problematic
turns from an end user’s perspective, it is sufficient
to identify satisfactory (rating ≥3) and dissatisfac-
tory (rating < 3) interactions. We used F-score for
the dissatisfactory class3 as the binary classification
metric.
4 Results and Analysis
Amongst the six models we experimented with,
Gradient Boosting Regression achieves superior
performance on single-turn domains and multi-turn
skill (r = 0.79 and F-dissatisfaction = 0.77). On the
new domain, both Gradient Boosting Regression
and MLP models achieve better performance (r =
0.67 and F-dissatisfaction = 0.79) in comparison
to the other four models we experimented with 4.
Based on ablation study using Gradient boost-
ing regression model, we found that the new fea-
tures improved every single metric on the test
set. On single-turn dialogues, features corre-
sponding to “aggregate topic popularity” caused
largest statistically significant ∼7% relative im-
provement in linear correlation (0.741 → 0.796)
and F-dissatisfaction (0.72→ 0.77) scores. On the
new skill, ∼35% relative improvement in linear cor-
relation (0.496→ 0.67) shows significant impact of
“Un-actionable request” feature on generalization
performance. The five new feature sets we intro-
duced occur in the top 10 sets of important features
(Appendix Table 4) returned by model based on
their computed importance score.
5 Conclusion
In this paper, we described a user-centric and
domain-independent approach for evaluating user
satisfaction in dialogues with an AI assistant.
We introduced Response Quality (RQ) annotation
scheme which is highly correlated (r = 0.76) with
explicit turn level user satisfaction ratings. By de-
signing five additional new features, we achieved a
high linear correlation of ∼0.79 between annotated
RQ and predicted User Satisfaction ratings with
Gradient Boosting Regression as the User Satisfac-
tion Estimation (USE) model, for both single-turn
3 Notice that identifying dissatisfactory turns is of more im-
portance and is in general a difficult task as majority of turns
belong to the satisfactory class (Figure 1).
4 Results obtained on all 6 models and optimal model parame-
ters in Appendix Tables 2 & 3.
and multi-turn dialogues. Gradient Boosting Re-
gression and Multi Layer Perceptron (MLP) mod-
els generalized to unseen domain better (r = 0.67)
than other models.
With statistically significant ∼7% and ∼35% rel-
ative improvement in linear correlation on exist-
ing domains and new multi-turn skill respectively,
our ablation study supported our hypothesis that
the new features improve model prediction perfor-
mance. On multi-domain conversations, we plan
to explore the use of Deep Neural Net models to
reduce handcrafting of features (Rach et al., 2017)
and for jointly estimating end user satisfaction at
turn and dialogue level, though these models re-
duce interpretability. To learn dialogue policies
using reinforcement learning, we plan to experi-
ment with proposed RQ based User Satisfaction
metric as an alternative for reward modeling.
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A Appendices
Speaker Utterance
User {Makes a popular request} Play latest hits. {domain:Music}
System {Addresses the request successfully} Shuffling from your playlist.
User {barges-in} Stop. Cancel my evening appointment
{domain:Calendar}
System {identifies un-actionable user request} Sorry I don’t know that one
User {Paraphrases} Cancel my 7pm event if it is raining today
{domain:Calendar, Weather}
System {Informs and asks a question} Today in Seattle, there is a 60% chance of rain.
Should I cancel your 7pm event - Park Visit?
User {confirms} Yes please {domain:Global}
System {executes the request} Alright, 7pm event - Park visit Canceled.
Table 1: Conversation spanning multiple domains.4
Model\Metric Cors F − diss Corm.t F − dism.t Corn.s F − disn.s
Lasso 0.702 ± 0.013 0.689 ± 0.020 0.681 ± 0.052 0.740 ± 0.058 0.620 ± 0.071 0.740 ± 0.058
Decision Tree 0.727 ± 0.013 0.702 ± 0.019 0.669 ± 0.053 0.713 ± 0.062 0.579 ± 0.076 0.734 ± 0.055
Random Forest 0.766 ± 0.011 0.740 ± 0.019 0.736 ± 0.045 0.746 ± 0.054 0.610 ± 0.072 0.763 ± 0.051
G.Boost 0.795 ± 0.010 0.769 ± 0.017 0.792 ± 0.037 0.776 ± 0.047 0.670 ± 0.064 0.799 ± 0.050
SVR 0.732 ± 0.012 0.715 ± 0.019 0.753 ± 0.042 0.710 ± 0.059 0.641 ± 0.068 0.764 ± 0.053
MLP 0.745 ± 0.012 0.731 ± 0.020 0.739 ± 0.044 0.730 ± 0.055 0.671 ± 0.063 0.785 ± 0.050
Table 2: Six machine learning regression models performance on turns from single-turn (subscript - s), multi-turn (subscript -
m.t) conversations and new multi turn test skill (subscript - n.s). Each cell shows the mean and 95% confidence interval with the
highest mean in bold. Performance is measured using Linear correlation (Cor) and F-dissatisfaction (F-dis) scores.
Model Hyper parameter - Optimal value
Lasso alpha: 0.001
Decision Trees max-depth: 33, min-samples-leaf: 31, min-
samples-split: 23
Random Forest max-depth: 49, min-samples-leaf: 11, min-
samples-split: 27
Gradient Boosting Decision Trees max-depth: 23, min-samples-leaf: 17, min-
samples-split: 59
SVR c: 2, gamma: 0.024
MLP n-layers: 3, batch-size: 128, hidden
size : 100, solver: ‘sgd’ activation: ‘relu’
Table 3: Optimal Hyper parameter values used for training User Satisfaction Estimation (USE) models.
Feature set description Turn the feature set is computed on
ASR & NLU Confidence scores tun
Length of user request and system Response tun, t
s
n
Time between consecutive user requests tun-t
u
n+1
Aggregate - Intent Popularity tun
Un-actionable user request tsn
Cohesion between system response and user re-
quest
tun, t
s
n
Length of dialogue t0-tn
Topic diversity tu0 -tun
User paraphrasing his/her request tun-tun+1
Table 4: Based on Gradient Boosting Regression model output, top 10 feature sets 5ranked by Importance score. In bold are the
new feature sets we introduced.
4 Due to confidentiality consideration, this example is not a real user conversation but authored to mimic the true dialogue.
5 For confidentiality we are not mentioning the entire list of feature sets used in the model.
