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El Centro de Formación Continua San Bartolo (CFCSB); extensión Sur de la 
Universidad Politécnica Salesiana, de la ciudad de Quito, se dedica a la preparación y 
capacitación técnica de niños, niñas y adolescentes para que se integren a la sociedad 
aportando al mercado laboral.  
El presente proyecto toma como referencia la red de campus de la institución, y se 
diseñó la infraestructura de frontera que asegura las comunicaciones y la conectividad 
hacia el exterior. En base a la Guía de Diseño Empresarial de Borde de Internet de 
Cisco se obtuvo una red de frontera convergente que se acopla con las necesidades y 
requerimientos de seguridad, alta disponibilidad, escalabilidad y calidad de servicio. 
El propósito del diseño de red de borde es el de coadyuvar a la misión del centro 
optimizando la red de campus junto con aplicativos de software libre que permitan 
controlar el volumen de tráfico de voz, datos y video que se genera en las actividades 
diarias de la institución, la distribución eficiente del ancho de banda mejorará la 
experiencia de los usuarios y los mecanismos que aseguren una alta disponibilidad en 
cualquier momento. 
Se aplicaron las metodologías PPDIOO de Cisco para el Diseño de Redes y Top-Down, 
que aportaron un proceso sistemático para el diseño de cada uno de los módulos que 
conforman la red de frontera para el centro. 
Finalmente, se modeló la topología de frontera en programas especializados donde se 












The “Centro de Formación Continua San Bartolo” (CFCSB); a south extension of 
“Universidad Politécnica Salesiana”, of Quito city, is dedicated to the preparation and 
technical capacitation of children and teenagers, to ensure their integration into society 
contributing to the working market. 
The current Project takes as a reference, the campus’ network of the institution, and 
the edge infrastructure has been designed to guarantee the communications and the 
outward connectivity. Based on the Cisco Internet Edge Guide, a convergent border 
infrastructure was obtained, which engages itself with security necessities and 
requirements, high availability, scalability, and a better-quality service for students, 
teachers, administrative staff and guest. 
The perimeter network’s design was made with the purpose of contributing to the 
mission’s center, optimizing the campus’ network alongside open source apps which 
allow to control the amount of voice traffic, data and videos that are generated on daily 
activities inside the institution. The efficient distribution of the bandwidth will improve 
the user’s experience and the mechanisms that ensure that the network is always going 
to be available. 
Cisco PPDIOO and Top-Down methodologies were applied, which provided a 
systematic process for the design of each one of the modules that form the border 
network for the center. 
Finally, the topology of the border network was modeled with specialized programs 












El presente proyecto recoge en cuatro capítulos el desarrollo del diseño de la red de 
frontera para el CFCSB, en base a los lineamientos definidos en la Guía de Diseño 
Empresarial de Borde de Internet de Cisco junto con las Metodologías PPDIOO y Top-
Down para el Diseño de Redes; proponiendo una infraestructura convergente, de alta 
disponibilidad y segura para el desarrollo de las actividades por parte de los 
estudiantes, docentes y personal administrativo. 
Para alcanzar este objetivo, primero se ha considerado el diseño de la red interna 
elaborado por alumnos de la Universidad para el levantamiento de la línea base que 
brinde un panorama de las necesidades que no hayan sido consideradas en la primera 
propuesta. 
En la segunda etapa se detalla el diseño de los módulos de conectividad a Internet, 
acceso remoto y VPN, módulo WAN junto con la propuesta de las topologías lógica, 
física y el direccionamiento IPv4/IPv6. Se realizó la selección tanto de equipos como 
la del Firewall de Siguiente Generación (NGFW) para satisfacer las necesidades de los 
usuarios de la red de la institución. Además, se desarrolló el análisis para el 
dimensionamiento del tráfico, la propuesta de mecanismos de calidad de servicio y 
seguridad que permitan un uso controlado de la red, optimizando los procesos para 
incrementar la productividad dentro del CFCSB. 
En la tercera etapa del proyecto han sido verificados los resultados obtenidos en las 
fases previas, modelando el comportamiento del tráfico con el uso del software de 
simulación OPNET Modeler para obtener parámetros de Jitter, Throughput, Delay y 
Packet Loss dentro de los estándares permisibles de una red moderna. 
En esta etapa también se muestran los resultados de la simulación de la topología 
realizada en el programa GNS3 y la virtualización de máquinas en VMware para la 
configuración de los equipos activos y del NGFW. 
Seguidamente, se realizó el análisis costo-beneficio para verificar la viabilidad del 
proyecto, arrojando resultados positivos de la misma. 
Finalmente, se documentaron las configuraciones, resultados y presupuestos con el fin 







1.1 Planteamiento del Problema 
La UPS, en su aspiración de brindar educación y capacitación en distintas ramas 
técnicas y tecnológicas a jóvenes, niños y niñas; abrirá las puertas del CFCSB al sur 
de la capital para ofrecer valiosas oportunidades de formación y capacitación en áreas 
técnicas para ayudar a su incorporación idónea en el mercado laboral. 
Actualmente el centro ya cuenta con el diseño de red de campus, mismo que fue 
desarrollado en un proyecto técnico por parte de alumnos de la Universidad 
Politécnica Salesiana; sin embargo, en este diseño no se contempló el estudio de la red 
perimetral y tampoco se realizaron las mediciones para verificar su comportamiento 
con un número elevado de usuarios. Por otra parte, no se definieron las zonas críticas 
que generan una alta carga de datos, lo que podría provocar una posible saturación de 
la red y un mal funcionamiento de esta. 
La red de campus carece de los módulos para el acceso a Internet, acceso remoto y 
conexión WAN para la comunicación con el Campus Sur de la Universidad, además 
de que la red se encuentra vulnerable a amenazas internas y externas dada la 
inexistencia de firewalls, dispositivos de seguridad adaptables, sistemas de prevención 
y detección de intrusiones; tampoco se ha dimensionado un sistema de alimentación 
ininterrumpida para impedir que los dispositivos del rack principal sean afectados por 
problemas eléctricos. 
1.2 Justificación del Problema 
En el presente proyecto de tesis, propone el diseño de una nueva red de frontera en 
base a la Guía de Diseño Empresarial de Borde de Internet de Cisco para proveer de 
conectividad a Internet, sucursales remotas y usuarios móviles, proporcionando 
escalabilidad y flexibilidad a partir del diseño de la red de campus del CFCSB, el cual 
será un ambiente orientado para la acción educativa de los jóvenes, niños y niñas para 
su capacitación con el uso de recursos tecnológicos. 
Al no existir un adecuado diseño de red definido con un nivel mínimo de seguridades 
se requiere una solución que brinde una conexión con mecanismos de calidad de 
servicio y seguridad en base a software libre que garanticen que el trabajo y la 
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operatividad de los procesos comunicacionales y administrativos del centro se 
cumplan con fluidez. 
Los módulos que conforman la guía de diseño de Cisco brindan los servicios 
esenciales de redes y servidores de comercio electrónico, conectividad y zona 
perimetral (DMZ), acceso remoto, VPN y WAN basados en Internet y utilizados en 
ambientes de redes empresariales. De esta manera se plantea proveer seguridad en las 
conexiones entre usuarios hacia los servicios externos como Internet, datos, video, 
PSTN y a su vez lograr que la red de frontera actúe como la puerta de enlace del Centro 




1.3.4 Objetivo General 
Diseñar la red de frontera en el Centro de Formación Continua San Bartolo en base a 
la Guía de Diseño Empresarial de Borde de Internet de Cisco para proveer de 
conectividad a estudiantes, docentes, administrativos y visitantes. 
 
1.3.5 Objetivos Específicos 
 
- Establecer la línea base de la red perimetral para que sea determinado el estado 
actual de la red del Centro de Formación Continua San Bartolo. 
 
- Diseñar los módulos de Acceso a Internet, Acceso Remoto y Conexión WAN 
en base al Diseño Empresarial de Borde de Internet de Cisco con los 
respectivos lineamientos para que sea asegurada la conectividad y la seguridad 
lógica. 
 
- Evaluar los parámetros de Calidad de Servicio (QoS) de la red perimetral para 
que sea conocido el ancho de banda, pérdida de paquetes y latencia. 
 
- Aplicar el análisis coste-beneficio para que sea determinada la factibilidad del 
diseño. 
 
- Simular la red de borde del Centro de Formación Continua San Bartolo para 
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que sea comprobada la calidad de la red mediante los parámetros el 
Throughput, Retardo y Jitter. 
1.4 Marco Conceptual 
1.4.4 Metodología del Diseño 
La propuesta de diseño de la red de frontera se la realizará en base a metodologías 
validadas por Cisco con el fin entregar al CFCSB una red que cumpla con las 
necesidades y requerimientos de funcionalidad, seguridad y de conectividad orientada 
a la formación teórica, técnica y práctica de sus alumnos. 
1.4.5 Metodología PPDIOO 
La metodología PPDIOO de Cisco adopta un ciclo de vida que se puntualiza en seis 
etapas, con el fin de reducir el costo total de propiedad, mejorar la disponibilidad de 
sus servicios, mejorar la calidad de la experiencia del usuario y reducir los gastos 
operativos. (Al-shawi, 2016) 
1.4.6 Metodología Top-Down Network y Bottom-Up 
Existen dos enfoques para el diseño de redes, los cuales brindan estrategias y 
soluciones para el desarrollo de nuevos productos. En la Tabla 1.1 se muestra un 
cuadro comparativo con las metodologías Top-Down y Bottom-Up para el nuevo 
diseño de la red de frontera. 
 
Tabla 1.1 Comparación entre las Metodologías Top-Down y Bottom-Up 
 
Determinación de la Metodología para el nuevo diseño de la red de frontera del CFCSB. Elaborado por: 
Cahueñas Juan y Lizarzaburu Jonathan. 
Como se puede observar, el diseño de redes con la Metodología Top-Down ofrece 
notables beneficios al ser comparada con su contraparte y se enfoca en la tecnología 
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necesaria y el posterior diseño partiendo desde la capa aplicación del modelo OSI. 
(Team Nuggets, 2016) 
La metodología Top-Down se organiza en cuatro fases principales del diseño de red. 
- Identificar las necesidades y objetivos de su cliente: Esta fase se cubre: 
Análisis de requerimientos y caracterización de la red existente donde se 
incluye la arquitectura y el rendimiento. (Oppenheimer, s.f) 
- Diseño Lógico de la red: Durante esta fase, se desarrollan: Una topología 
modelo, se diseña un modelo de direccionamiento, se selecciona los 
protocolos de conmutación y enrutamiento. El diseño lógico también incluye 
la planificación de la seguridad, diseño de la administración, investigación 
inicial sobre qué proveedores de servicios pueden cumplir con los requisitos 
de acceso remoto y WAN. (Oppenheimer, s.f) 
- Diseño Físico de la red: En esta fase se seleccionan tecnologías y productos 
específicos que realizan el diseño lógico, se retoma la investigación de los 
proveedores de servicios y debe completarse durante esta fase. (Oppenheimer, 
s.f) 
- Pruebas, Optimización y Documentación del diseño de la red: En los pasos 
finales se escriben e implementan un plan de prueba a través de la 
construcción de un prototipo, se optimiza el diseño y se documenta el trabajo. 
(Oppenheimer, s.f). 
1.4.7 Módulos del Diseño Empresarial de Borde de Internet de Cisco 
El Perímetro o Borde de Internet es uno de los segmentos más importantes que forman 
parte de una Red Empresarial, ya que es donde la red corporativa se encuentra con la 
Internet pública. Cada vez que los usuarios de la red tienen acceso a servicios como 
correo electrónico, herramientas de colaboración o acceden a sitios web, los recursos 
de la red corporativa deben permanecer accesibles y seguros. (CISCO, 2015) 
El Modelo Cisco de Distribución de Borde sigue un diseño modular de bloques que 
ofrece flexibilidad y personalización al momento de diseñar la red como se indica a 
continuación en la Figura 1.1. 
1.4.8 Módulo E-Commerce 
Es aquel que permite a las empresas soportar aplicaciones de comercio electrónico a 
través de Internet. Incluyen servidores web, de aplicaciones y de bases de datos, 
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firewall y sistemas de prevención de intrusos en redes (IPS). 
La nueva red de frontera del CFCSB no cuenta con el diseño de este módulo, debido 
a que la red tiene una orientación educativa y no comercial. 
 
Figura 1.1 Modelo Cisco de Distribución de Borde 
 
Módulos del Modelo Cisco de Distribución de Borde. Fuente: (Cisco Networking Academy, 2014) 
1.4.9 Módulo de Conectividad a Internet 
Este bloque permite un acceso seguro a Internet por parte de los usuarios corporativos 
a la vez que brindan servicios al público en general, como lo son: Servidores FTP, 
SMTP, DNS y HTTP. En este módulo se encuentran los firewalls que se encargan de 
asegurar la conexión a base a políticas e inspección de paquetes a nivel de aplicación. 
Este módulo también acepta conexiones de Redes Privadas Virtuales (VPN) por parte 
de usuarios y sitios remotos, además de las conexiones provenientes de la red 
telefónica conmutada (PSTN), que previo a su autenticación se reenvían al Módulo 
VPN.  
1.4.10 Módulo Acceso Remoto y VPN 
Este módulo se encarga de proporcionar acceso corporativo a usuarios remotos en base 
a protocolos SSL, VPN o Easy VPN y que acceden a través del Módulo de 
Conectividad a Internet. 
1.4.11 Módulo WAN 
Las sucursales adoptan una salida a internet con la finalidad de proporcionar un enlace 
de respaldo redundante para la red WAN a través de dispositivos dedicados que se 
encargan de esta funcionalidad de copia de seguridad, de esta manera se asegura la 
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continuidad y disponibilidad de la empresa.  
1.4.12 Enlace de Datos 
Son los enlaces arrendados por aparte de un proveedor de servicios. A nivel de la 
ciudad de Quito las empresas que se encargan de brindar soluciones de conectividad 
y acceso a Internet son: CNT, Telconet, Celerity, etc. 
1.4.13 Seguridad de la Red 
La Seguridad de la Red abarca los mecanismos implementados; tanto en hardware 
como en software, para salvaguardad la integridad de los datos y de la propia red. 
Estos mecanismos se basan en protocolos, estándares, reglas y políticas que bloqueen 
o dificulten el software malicioso y reduzcan el riesgo de afectar a la infraestructura 
y/o a la información, los objetivos que se desean alcanzar al momento de ejecutar 
políticas de seguridad en una red son: Confidencialidad, Integridad, Autenticación, 
Disponibilidad y No Repudio. 
Cabe mencionar que una protección absoluta es imposible de implementar, pero si se 
pueden alcanzar altos niveles de seguridad. 
Los mecanismos de seguridad que serán incluidos en el diseño de la red de frontera de 
la institución son: 
- Firewall 
- Listas de Control de Acceso (ACL) 
- Filtrado de Contenido (Listas Blancas y Listas Negras) 
- Autenticación de usuarios remotos 
- Segmentación de red 
1.4.14 Firewall 
Los Firewalls o Contrafuegos son los componentes más importantes del sistema, ya 
que estos proveen de seguridad a la información; también constituyen la primera línea 
de defensa contra los ataques de seguridad y se encuentran configurados con reglas o 
políticas que bloquean o aceptan determinado tráfico de red y por medio de la 
implementación de base de datos confiables es posible incrementar el nivel de 
seguridad que estos ofrecen. 
Los tipos de Firewalls existentes son: 
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- Filtrado de paquetes 
- Proxy a nivel circuito 
- Proxy a nivel de aplicación 
- Stateful Firewall 
- UTM (Unifield Threat Management) 
- NGFW (Next Generation Firewall) 
1.4.15 Firewalls de Siguiente Generación (NGFW) 
Los Firewalls de Siguiente Generación son la evolución de los Firewalls básicos, 
incluyen funcionalidades primarias, pero se adiciona la inspección de aplicación y 
demás características avanzadas. Los requisitos que debe cumplir un equipo de 
seguridad para ser definido como NGFW son: 
- Contar con las capacidades de un firewall de primera generación. 
- Contar con indicadores que muestren la capacidad de acción al momento de 
identificar las actividades de un programa maligno. 
- Brindar una íntegra visibilidad de la red. 
- Reducir el nivel de complejidad y de costes. 
- Facilidad para integrarse e interactuar con soluciones de seguridad de terceros. 
- Salvaguardar de la inversión. 
1.4.16 Trafico de Red 
Son los paquetes que circulan por una ruta para ingresar y salir de un sistema en flujos 
heterogéneos y consistentes para múltiples utilidades y aplicaciones. Se clasifican en: 
- Tráfico Elástico: Aquel que puede ajustarse a los retardos o rendimientos de 
una red sin disminuir la calidad y requerimiento de las aplicaciones, por 
ejemplo: Conexión remota, correo electrónico, acceso web, gestión de red, 
transferencia de archivos. 
- Tráfico No Elástico: Aquel que no puede adaptarse con facilidad a las 
variaciones de retardos o rendimientos de una red. 
1.4.17 Calidad de Servicio 
Calidad de servicio es aquella propiedad que debe ser incorporada en el diseño de una 
8 
 
red convergente con el objetivo de proporcionar los parámetros necesarios de Ancho 
de Banda, Rendimiento, Jitter, Pérdidas de Paquetes, Retardo y Latencia para que así 
se cubran las demandas sin degradar la experiencia de los usuarios finales. (ISO, 2019) 
En el desarrollo del presente proyecto de tesis se aborda el análisis de los parámetros 
de QoS descritos en la Tabla 1.2. 
 
Tabla 1.2 Parámetros para el Análisis 
 
Parámetros de Calidad de servicio a ser analizados. Elaborado por: Cahueñas Juan y Lizarzaburu 
Jonathan. 
El tráfico de las redes modernas exige mayor cantidad de recursos debido al número 
de usuarios conectados como también el aumento de dispositivos que tienen acceso al 
Internet, por tal razón en la Tabla 1.3 se muestran los valores permisibles de acuerdo 
con la ITU G.144 y la RFC3393 para voz, video y datos. 
Los datos que no sean voz o video pueden tener un comportamiento predecible y 
dependiendo del tipo de aplicación que se esté utilizando no son altos consumidores 
de recursos en una red. 
 
Tabla 1.3 Requerimientos de Tráfico para Voz, Video y Datos 
 
Requerimientos para la implementación de Calidad de Servicio en Voz, Video y Datos. Elaborado por: 
Cahueñas Juan y Lizarzaburu Jonathan. 
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1.4.18 Políticas y Clases de Calidad de Servicio 
Las políticas de calidad de servicio se basan en la revisión, clasificación y la posterior 
priorización de paquetes que circulan a través de una red en base a la cantidad de 
Ancho de Banda disponible. Para la definición de clases se deben organizar 
individualmente los flujos de tráfico que van desde Best-Effort hasta Reenvío Express 
según la distribución de la red. (Oracle, 2014) 
La función de los mecanismos o algoritmos de encolamiento es de asegurar que los 
paquetes sean enviados de manera eficiente en orden de prioridad o tan rápido como 
sea posible, este proceso puede producir congestión ya que los datos no son enviados 
con la velocidad deseada y son colocados en colas para su futura transmisión viéndose 
reflejado su impacto en el ancho de banda, Jitter, pérdidas de paquetes y retardo. 
Los mecanismos de encolamiento utilizados para la propuesta de Calidad de Servicio 
de la red de frontera se muestran en la Tabla 1.4. 
 
Tabla 1.4 Mecanismos de Encolamiento 
 
Mecanismos de encolamiento para administrar y evitar congestión en la red. Elaborado por: Cahueñas 
Juan y Lizarzaburu Jonathan. 
1.4.19 Niveles de Calidad de Servicio 
Los niveles de Calidad de Servicio se refieren a las capacidades que tiene una red para 
realizar cierto servicio para un tráfico específico; para el desarrollo del proyecto serán 
analizados los siguientes: Best-Effort, Servicios Integrados (IntServ) y Servicios 
Diferenciados (DiffServ). 
En la Tabla 1.5 se indican las ventajas y desventajas de cada nivel con el objetivo de 
elegir el que se apeguen a las necesidades y requerimientos del diseño. 
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Tabla 1.5 Ventajas y Desventajas de los Mecanismos de Calidad de Servicio 
 
Comparación de ventajas y desventajas entre los Mecanismos de Calidad de Servicio. Fuente: (Juca, 
2016) 
1.4.20 Ancho de Banda 
Ancho de Banda es el conjunto de datos o recursos informáticos que son enviados a 
través de una conexión de red en un determinado tiempo. 
La Comisión Federal de Comunicaciones (FCC); agencia reguladora de 
comunicaciones internacionales e interestatales a través de radio, televisión, cable y 
satélite a en los Estados Unidos, ha definido valores aproximados de Ancho de Banda 
para el desempeño adecuado de las aplicaciones utilizadas en una red, en base a la 
utilización típica del medio con varios dispositivos conectados. 
En la siguiente tabla se muestra un listado de las aplicaciones y las velocidades 
necesarias para su adecuado desempeño. 
 
Tabla 1.6 Ancho de Banda estimada por Aplicación 
 
Velocidades aproximadas necesarias para la operación adecuada de cada aplicación. Fuente: (Federal 
Communications Commission, 2018) 
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1.4.21 Código Abierto (Open Source) 
En el campo de las tecnologías, el Código Abierto es utilizado para la creación o 
levantamiento de proyectos, productos o iniciativas orientados a la comunidad de 
manera colaborativa que permita a los desarrolladores tener la posibilidad de 
modificar o compartir su diseño a partir de un código fuente al que cualquiera puede 
acceder, por mencionar a algunos de ellos: Proyecto GNU, Documentación Libre 
(FDL), Creative Commons, etc. Las características que brinda la herramienta Open 
Source son su flexibilidad, fiabilidad, seguridad y constante de desarrollo. (Khosrow-
Pour, 2018) 
1.4.22 Páginas Web 
También llamada página digital o página electrónica, una página web es aquel 
documento que contienen texto, imágenes, video, sonido, enlaces, programas, etc. Y 
que forma parte de la red informática mundial y se despliegan navegadores de Internet. 
Para el diseño del presente proyecto de tesis se ha considerado el tamaño promedio de 
una página web hasta el año 2017 para el desarrollo del análisis del ancho de banda 
mínimo necesario para el CFCSB. 
 
Figura 1.2 Tamaño promedio de una página web 
 
Tamaño promedio de una página web hasta el año 2017. Fuente: (Camarena, 2017) 
1.4.23 Alta Disponibilidad y Redundancia 
Los conceptos de alta disponibilidad y redundancia son parte de la capacidad que tiene 
una red para recuperarse de fallos causados por agentes internos o externos a niveles 
lógicos y físicos de la manera más rápida posible, para que sean minimizadas las 








2.1 Situación Geográfica 
El CFCSB se encuentra ubicado al sur de la ciudad de Quito, en la calle Joaquín 
Gutiérrez y Teodoro Gómez de la Torre; está delimitado al norte por la Metalúrgica 
Ecuatoriana, al sur por Almacenera Almacopio S.A, al este por La Industria Harinera 
S.A y al oeste por el Conjunto Habitacional Jardín del Sur. Anteriormente en este 
predio funcionaba el Liceo del Sur. 
El área del terreno es de aproximadamente 6882 m2 y en él se encuentran dos edificios 
que serán utilizados como aulas de capacitación para ofrecer oportunidades de 
preparación y capacitación a los niños, niñas y adolescentes. 
 
Figura 2.1 Fachada Principal de la institución 
 
Vista de la entrada y fachada principal del CFCSB. Fuente: (Google Maps, 2019) 
2.2 Descripción de la Red Actual 
La red de campus se diseñó basándose con el modelo de Cisco de núcleo colapsado, 
cuenta con tres racks: El rack de piso (central) brinda conectividad a las dos plantas 
del edificio principal, y los racks de pared (secundarios) para el auditorio, los Talleres 
de la Escuela San Patricio (TESPA) y a la Unidad Educativa San Patricio (UESPA). 
La propuesta de cableado estructurado contempló la utilización de cable par trenzado 
6A. 




Tabla 2.1 Dispositivos activos en la red de campus 
 
Listado de equipos activos utilizados en la red de campus del CFCSB. Elaborado por: Cahueñas Juan 
y Lizarzaburu Jonathan. 
El direccionamiento del diseño de red de campus partió de la red 172.16.0.0/17 y 
fueron configuradas las siguientes VLANs en el Switch L3: Docentes y 
Administrativos (VLAN 10), Alumnos (VLAN 20), Visitantes (VLAN 30) y Gestión 
(VLAN 40). 
Dentro de la mejora del rendimiento y seguridad de la red interna del centro se han 
configurado VLANs en el Switch de Core para los grupos: Docentes y 
Administrativos, Alumnos de los programas TESPA/UESPA, Visitantes y Gestión; de 
esta manera se garantiza que los datos que transmite cada dependencia sean 
independientes entre sí. Así también, se elaboraron listas de acceso (ACLs) como parte 
de las políticas de seguridad, las cuales permiten el tráfico de los protocolos: HTTP, 
HTTPS, DHCP, DNS. 
A continuación, en la Tabla 2.2, se muestra el estimado de puntos de acceso y datos 
descritos en el diseño inicial con el fin de realizar un análisis que sea coherente a las 
necesidades del centro. 
 
Tabla 2.2 Puntos de red para el CFCSB 
 





2.3 Problemas Detectados 
Los problemas que fueron detectados en el análisis de la situación inicial fueron: 
- El diseño de red campus no contempla un sistema de seguridad en la frontera. 
- Se requiere aplicar criterios de calidad de servicio para la priorización del 
tráfico entrante y saliente de la red. 
- No se ha dimensionado un conjunto de bloques para los equipos de la red de 
frontera. 
- Se debe implementar políticas de seguridad preventivas como: bloqueo en 
tráfico InterVLAN, bloqueo de puertos, filtrado de contenido, protección 
contra virus y spam. 
- No se ha dimensionado un enlace WAN para la conexión con el campus sur 
de la Universidad Politécnica Salesiana. 
- Se debe distribuir el ancho de banda provisto por el Proveedor de Servicios 
de Internet (ISP) para brindar a los usuarios una conexión estable. 
- No se cuenta con un sistema de alimentación ininterrumpida para la 
protección de los equipos instalados en el rack de piso. 
2.4 Análisis de Requerimientos 
Se analizaron los resultados obtenidos con las simulaciones realizadas en OPNET 
Molder del desempeño de la red y Packet Tracer para la distribución y configuración 
de dispositivos en la topología, el número aproximado de estudiantes, docentes, 
personal administrativo de la red de campus para el CFCSB.  
Se debe considerar el Ancho de Banda mínimo requerido por el centro para la 
contratación de un ISP y así cumplir con las exigencias básicas de conexión y la 
cobertura necesaria para brindar conectividad entre la red del centro y el campus sur 
de la Universidad Politécnica Salesiana, conexiones remotas para colaboradores por 
medio de Redes Privadas Virtuales (VPN) basadas en OpenVPN y una Troncal de Red 
Telefónica Conmutada Pública (PSTN) para las transferencias de llamadas en tiempo 
real entre los teléfonos móviles y fijos de la red interna hacia su matriz el campus sur.  
El valor agregado del proyecto es la utilización de aplicativos de software libre que 
simplifiquen la configuración, el uso de equipos, administración y que a la vez 
unifiquen los servicios de conectividad y seguridad. 
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CAPÍTULO 3                                               
PROPUESTA DE DISEÑO DE LA RED DE BORDE 
 
3.1 Metodología 
El desarrollo metodológico del diseño de la red de frontera para el CFCSB sigue 
lineamientos de PPDIOO como bases para el diseño de la red y se añade un enfoque 
Top-Down con el cual se reconocen las necesidades y cómo cubrirlas siguiendo un 
proceso sistemático que resulte en una infraestructura que aporte una conexión 
confiable, segura y tolerante a fallos para el crecimiento profesional de sus estudiantes 
y el desempeño laboral de los docentes y personal administrativos. 
En la siguiente figura se muestra la correlación entre PPDIOO y Top-Down. 
 
Figura 3.1 Metodologías 
 
Correlación entre las PPDIOO y Top-Down. Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan 
3.2 Diseño de la Solución 
A continuación, se describirá gráficamente la distribución de los equipos que 
conformarán la red de frontera de la institución, los módulos funcionales y una 
descripción de lo que se desea alcanzar con la propuesta. 
En la Figura 3.2 se describen de una manera detallada todos los equipos que conforman 
una red de frontera en el ámbito empresarial, cabe recalcar que algunos de los equipos 
presentes en determinadas áreas del Diseño Empresarial de Borde de Internet de Cisco 
no están dedicados únicamente para cada área; además, que muchos otros se usan para 




Figura 3.2 Módulos de la Red de Frontera 
 
Módulos de la Red de frontera de Cisco con los equipos que la conforman. Fuente: (Cisco Networking 
Academy, 2014) 
Hoy en día, es posible alcanzar los mismos resultados con el uso de aplicativos basados 
en software libre que realicen funciones similares o mejoradas y levantarlas en un solo 
equipo sin repercutir en el desempeño de la red. 
En el diseño de red de campus se ha ubicado un rack de piso en el centro de datos que 
se encuentra en la planta baja del edificio principal junto al laboratorio de 
computación; como se muestra en la Figura 3.3. 
 
Figura 3.3 Ubicación del Cuarto de Telecomunicaciones 
 
Planta Baja del edificio principal del centro de formación donde se ubica el rack central. Elaborado por: 
Cahueñas Juan y Lizarzaburu Jonathan. 
Se propone que los equipos de la red perimetral sean ubicados en mencionada 
infraestructura desde la cual se conectará la red proveedor de servicios de internet, 
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PSTN y WAN de datos. 
3.2.1 Diseño del Módulo de Conectividad a Internet 
En la presente propuesta el módulo de conectividad a Internet para la red de frontera 
del CFCSB constituye un servidor, donde se instale una distribución de software libre 
que contenga herramientas y utilidades para sustituir el uso de dispositivos, con la 
finalidad de reducir costos y maximizar el espacio. 
3.2.2 Selección del Servidor 
La selección del equipo en donde se alojará el software de virtualización que gestione 
la seguridad, comunicación, monitoreo y autenticación de la red del centro de 
formación se lo realiza en base a la competitividad y tendencia en el mercado de 
determinadas marcas. A partir de lo mencionado anteriormente, los proveedores con 
mayor puntuación son las empresas HPE, Cisco y Dell. (Anexo 1) 
Para la elección final se otorgará un puntaje impar, siendo 1: Malo y 5: Bueno a cada 
una de las opciones, al final se sumarán los resultados con el objetivo de seleccionar 
la opción de mayor puntaje. Este procedimiento se mantendrá para la selección de los 
demás dispositivos que conformarán la red de frontera del CFCSB. 
 
Tabla 3.1 Selección del Servidor 
 
Tabla de evaluación para la selección del Servidor (Parámetros detallados, ver Anexo 2). Elaborado por: 
Cahueñas Juan y Lizarzaburu Jonathan. 
3.2.3 Selección de Software NGFW 
Para la selección del Contrafuegos de Siguiente Generación, se presenta a continuación 
una tabla con cuatro distintas distribuciones, de las que se han seleccionado las 
funcionalidades que se alinean con los requerimientos de la institución. 
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Tabla 3.2 Selección de NGFW 
 
Tabla comparativa para la selección del Contrafuegos de Siguiente Generación (NGFW) 
(Configuraciones, ver Anexo 3). Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
Como se muestra en la Tabla 3.2 se elegirá pfSense ya que cuenta con la capacidad de 
proporcionar los servicios que requiere la red del centro además de haber obtenido un 
puntaje de 98/110. 
En la Figura 3.4 se muestra la propuesta de diseño del Módulo de conectividad a 
Internet. En el Sistema Operativo del NGFW se configurarán sus utilidades para 
proveer de conectividad a Internet además de la seguridad y los servicios que 
garanticen un desempeño óptimo de la red de campus para el uso de los estudiantes, 
docentes, personal administrativo y visitantes; además se observa que todos los 
equipos que usualmente son implementados en una red empresarial como: Firewalls, 
Servidores, Switchs y Routers pueden ser reemplazados por una appliance que puede 
igualar o mejorar el rendimiento de la red reduciendo gastos y espacio en el rack 
principal del CFCSB, además se añade la funcionalidad de administración que es de 




Figura 3.4 Módulo de Conectividad a Internet 
 
Representación de los equipos físicos de una red tradiciones, embebidos en el software NGFW. 
Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
3.2.4 Diseño del Módulo de Acceso Remoto y VPN 
Entre sus funcionalidades, el sistema Operativo pfSense cuenta con un servidor y un 
cliente OpenVPN, que utiliza certificados para que los usuarios que traten de acceder 
por este medio al servidor sean identificados y seguidamente autorizar o no la 
conexión.  
En la Figura 3.5 se muestran los equipos activos que intervendrían en este módulo. 
 
Figura 3.5 Módulo de Acceso Remoto y VPN 
 
Representación de los equipos físicos de una red tradiciones, embebidos en el software NGFW. 
(Configuraciones, ver Anexo 4). Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
Como se muestra en la figura anterior, la funcionalidad de los equipos es reducida 
solamente al trabajo realizado por el software pfSense; ya que las peticiones de 
conexión que ingresan por el módulo de conectividad a Internet deben ser validadas 




Aquellos servicios que facilitan el acceso VPN son: Telefonía IP, Acceso a Internet y 
Conexión por medio de RAS (Servicio de Acceso Remoto). 
3.2.5 Diseño del Módulo WAN 
El módulo WAN estará conformado por un equipo que se encargue de enrutar todo el 
tráfico que provenga desde el campus Sur de la Universidad Politécnica Salesiana y 
viceversa. 
 
Figura 3.6 Módulo WAN 
 
Descripción del equipo para la conexión WAN. Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
Los equipos que logran proporcionar una conectividad confiable y segura son los ISR 
(Routers de Servicios Integrados), que han sido diseñados para organizaciones que 
cuentan con oficinas remotas y/o sucursales que requieren de un uso exigente de la red.  
3.2.6 Selección del Router de Servicios Integrados (ISR) 
En el caso del CFCSB se requiere que exista una interconexión entre la Sede de la 
Universidad Politécnica Salesiana Campus Sur y administradores remotos por medio 
de WAN, PSTN y VPN a través de Internet; por otra parte, la selección de este equipo 
será favorable para la futura implementación del servicio de VoIP para la institución. 
En la Tabla 3.3 indica la selección del dispositivo ISR, el equipo ISR que cumple con 
las necesidades requeridas para la red del centro es de la marca Cisco, con un puntaje 
de 40/50. (Parámetros detallados, ver Anexo 5) 
3.3 Dimensionamiento del Tráfico 
Dimensionar el tráfico generado en la red de campus por parte de los estudiantes, 
visitantes, personal administrativo y docentes; ayudará a obtener el valor mínimo de la 
capacidad del canal que requiere el CFCSB para la conexión a Internet y que debe de 




Tabla 3.3 Selección del Router de Servicios Integrados 
 
Tabla de evaluación para la selección del Router de Servicios Integrados. Elaborado por: Cahueñas Juan 
y Lizarzaburu Jonathan. 
Para el análisis de tráfico de red se han tomado los datos de la Tabla 1.6 del Capítulo 
1 y se considera el número de usuarios basándose en la Tabla 2.2 de la sección anterior. 
El tráfico que circulará a través de la red de borde se ha dividido por aplicaciones, 
acceso al Internet y correo electrónico, video y voz. 
Para cada caso se incluye un factor de crecimiento del 5% anual a 5 años del uso de la 
red y de los usuarios de la red. 
3.3.1 Tráfico de Aplicaciones 
Ya que la institución brindará cursos de formación técnica y tecnológica a los 
estudiantes se prevé que la red será utilizada 12 horas diariamente. Por otra parte, de 
los 256 puntos de red se proyecta que sean utilizados un total de 118 host y se asume 
que a los puntos de acceso se conecten un total 50 usuarios para el uso de aplicaciones 
web dando un total de 168 usuarios conectados, de acuerdo con la tabla 3.1 se procede 
a realizar los cálculos.  
Tráfico de aplicaciones previsto en 5 años con 5% de crecimiento anual. 
𝑇𝐴 =   𝑢𝑠𝑢𝑎𝑟𝑖𝑜𝑠 ∗  𝑁𝑎𝑣𝑒𝑔𝑎𝑐𝑖ó𝑛 (𝑀𝑏  ∗ ℎ𝑜𝑟𝑎𝑠                                                         𝐸𝑐. (3.1) 
𝑇𝐴 =  168 𝑢𝑠𝑢𝑎𝑟𝑖𝑜𝑠 ∗  1 𝑀𝑏 ∗  12 ℎ𝑜𝑟𝑎𝑠 = 2016 𝑀𝑏 









                                                     𝐸𝑐. (3.2) 









= 373,3 𝐾𝑏𝑝𝑠 
𝑇𝐴 =   𝑢𝑠𝑢 𝑟𝑖𝑜𝑠 ∗  𝑁𝑎𝑣𝑒𝑔𝑎𝑐𝑖ó𝑛 (𝑀𝑏 ∗ ℎ𝑜𝑟𝑎𝑠                       𝐸𝑐. (3.1) 
𝑇𝐴 =  168 𝑢𝑠𝑢𝑎𝑟𝑖𝑜𝑠 ∗  1 𝑀𝑏 ∗  12 ℎ𝑜𝑟𝑎𝑠 = 2016 𝑀𝑏 









                                                    𝐸𝑐. (3.2) 









= 373,3 𝐾𝑏𝑝𝑠 
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Tráfico de Acceso a Internet y Correo Electrónico 
Para el respectivo cálculo del tráfico para el acceso a Internet y correo electrónico se 
parte del tamaño promedio de una página web 3378 Kb; mencionado en el Capítulo 1, 
y se estima que cada usuario tenga acceso a 20 sitios por hora.  
Tráfico de acceso a Internet en 5 años con un crecimiento del 5% anual. 
 
Para el uso de correo electrónico por parte del personal Docente y Administrativo se 
proyecta el envío de 30 correos y cada usuario genere un flujo de 0,1 Mbps. 
Tráfico de correo electrónico en 5 años con un crecimiento del 5% anual. 
 
3.3.2 Tráfico de Video Conferencia 
Para el análisis del tráfico de Video Conferencia se estima que diariamente se realicen 
20 llamadas por parte del personal del centro. 
Tráfico de video conferencia en 5 años con un crecimiento del 5% anual. 
𝑇𝐼𝑝 = 25,22 𝑀𝑏𝑝𝑠 + (25,22 𝑀𝑏𝑝𝑠 ∗ 5 ∗ 0,05) = 31,53 𝑀𝑏𝑝𝑠 
𝑇𝐶𝑝 = 3 𝑀𝑏𝑝𝑠 +  3 𝐾𝑏𝑝𝑠 ∗ 5 ∗ 0,05 = 3,75 𝑀𝑏𝑝𝑠 
𝑇𝑝 = 𝐴𝐵 + (𝐴𝐵 ∗ 5 𝑎ñ𝑜𝑠 ∗ 5%)                                                                                        𝐸𝑐. (3.3) 
𝑇𝐴𝑝 = 373,3 𝐾𝑏𝑝𝑠 + (373,3 𝐾𝑏𝑝𝑠 ∗ 5 ∗ 0,05) = 466,63 𝐾𝑏𝑝𝑠 
𝑇𝑝 = 𝐴𝐵 + (𝐴𝐵 ∗ 5 𝑎ñ𝑜𝑠 ∗ 5%)                       𝐸𝑐. (3.3) 
𝑇𝐴𝑝 = 373,  𝐾𝑏𝑝𝑠 + (373,3 𝐾𝑏𝑝𝑠 ∗ 5 ∗ 0,05) = 466,63 𝐾𝑏𝑝𝑠 
𝑇𝐼 = 𝑛ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑠𝑖𝑡𝑖𝑜𝑠 ∗  𝑡𝑎𝑚𝑎ñ𝑜 𝑑𝑒 𝑝á𝑔𝑖𝑛𝑎 (𝐾𝑏)                                                  𝐸𝑐. (3.4) 
𝑇𝐼 = 20 𝑠𝑖𝑡𝑖𝑜𝑠 ∗  3378 𝐾𝑏 =  67560
𝐾𝑏𝑦𝑡𝑒𝑠
ℎ𝑜𝑟𝑎
 𝑝𝑜𝑟 𝑐𝑎𝑑𝑎 𝑢𝑠𝑢𝑎𝑟𝑖𝑜 













𝐴𝐵 =  150,13 𝑘𝑏𝑝𝑠 𝑝𝑜𝑟 𝑐𝑎𝑑𝑎 𝑢𝑠𝑢𝑎𝑟𝑖𝑜 
𝑇𝑡𝐼 = 𝑁ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑢𝑠𝑢𝑎𝑟𝑖𝑜𝑠 ∗ 𝐴𝐵                                                                      𝐸𝑐. (3.5) 
𝑇𝑡𝐼 = 168 ∗ 150,13 𝑘𝑏𝑝𝑠 = 25,22 𝑀𝑏𝑝𝑠 
𝑇𝐼 = 𝑛ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑠𝑖𝑡𝑖𝑜𝑠 ∗  𝑡𝑎𝑚𝑎ñ𝑜 𝑑𝑒 𝑝á𝑔𝑖𝑛𝑎 (𝐾𝑏)                               𝐸𝑐. (3.4) 
𝑇𝐼 = 20 𝑠𝑖𝑡𝑖𝑜𝑠 ∗  33 8 𝐾𝑏 =  67560
𝐾𝑏𝑦𝑡𝑒𝑠
ℎ𝑜𝑟𝑎
 𝑝𝑜𝑟 𝑐𝑎𝑑𝑎 𝑢𝑠𝑢𝑎𝑟𝑖𝑜 













𝐴𝐵 =  150,13 𝑘𝑏𝑝𝑠 𝑝𝑜𝑟 𝑐𝑎𝑑𝑎 𝑢𝑠𝑢𝑎𝑟𝑖𝑜 
𝑇𝑡𝐼 = 𝑁ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑢𝑠𝑢𝑎𝑟𝑖𝑜𝑠 ∗ 𝐴𝐵                                          𝐸𝑐. (3.5) 
𝑇𝑡𝐼 = 68 ∗ 150,13 𝑘𝑏𝑝𝑠 = 25,22 𝑀𝑏𝑝𝑠 
𝑇𝐶 = 𝑛ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑐𝑜𝑟𝑟𝑒𝑜𝑠 ∗ 𝑓𝑙𝑢𝑗𝑜 𝑒𝑠𝑡𝑖𝑚𝑎𝑑𝑜                                                 𝐸𝑐. (3.6) 
𝑇𝐶 = 30 ∗ 0,1 𝑀𝑏𝑝𝑠 = 3 𝑀𝑏𝑝𝑠 
𝑇𝐶 = 𝑛ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑐𝑜𝑟𝑟𝑒𝑜𝑠 ∗ 𝑓𝑙𝑢𝑗𝑜 𝑒𝑠𝑡𝑖𝑚𝑎𝑑𝑜                                                 𝐸𝑐. (3.6) 
𝑇𝐶 = 30 ∗ 0,1 𝑀𝑏𝑝𝑠 = 3 𝑏𝑝𝑠 
𝑇𝑉𝐶 = 𝑛ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑙𝑙𝑎𝑚𝑎𝑑𝑎𝑠 ∗ 𝑡𝑎𝑚𝑎ñ𝑜  𝑀𝑏𝑝𝑠                                                   𝐸𝑐. (3.7) 
20 𝑙𝑙𝑎𝑚𝑑𝑎𝑠 ∗ 1,5 𝑀𝑏𝑝𝑠 = 30 𝑀𝑏𝑝𝑠 
𝑇𝑉𝐶 = 𝑛ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑙𝑙𝑎𝑚𝑎𝑑𝑎𝑠 ∗ 𝑡𝑎𝑚𝑎ñ𝑜 𝑀𝑏𝑝𝑠                                                   𝐸𝑐. (3.7) 




A este valor se le añade el 25% de sobrecarga. 
 
3.3.3 Ingeniería de Tráfico para Servicios de Telefonía IP 
Para realizar la ingeniería de tráfico de telefonía IP del centro se deben calcular los 
parámetros de la Intensidad de Tráfico Instantánea con a siguiente relación: 
Donde: 
A: Intensidad de Tráfico en Erlangs 
V: Volumen de Tráfico 
T: Periodo de Observación 
En la Figura 3.7 se muestra la estimación de volumen diario de tráfico en una entidad 
educativa con la que se realizarán las estimaciones para los cálculos y así dimensionar 
la red telefónica de la institución.  
 
Figura 3.7 Volumen de Tráfico en Función a la hora del día 
 
Tasa de llamadas referencial para la Medición de Recursos de telefonía. Elaborado por: Cahueñas Juan 
y Lizarzaburu Jonathan. 
Como se puede apreciar, existe un mayor volumen de tráfico de 9H00 a 10H00; 
estimando que se realizan 100 llamadas en un tiempo de 15614 segundos, se tiene: 
- Una llamada tiene un promedio: 
𝑇𝑉𝐶𝑝 = 30 𝑀𝑏𝑝𝑠 + (30 𝑀𝑏𝑝𝑠 ∗ 5 ∗ 0,05) = 37,5 𝑀𝑏𝑝𝑠 












- Calculando el Volumen de Tráfico 
- Calculando la Intensidad de Tráfico 
El número de líneas se lo ha realizado por medio de la Tabla de Erlang B y se ha 
considerado un 4% de probabilidad de bloqueo 𝑝 durante el mayor tiempo de actividad 
en el sistema telefónico del centro. 
 
Para el dimensionamiento del ancho de banda de voz requerida para el CFCSB se ha 
seleccionado el códec G.729A, por su capacidad de compresión de paquetes de audio 
digital y se ha utilizado la herramienta online Erlangs and VoIP Bandwidth Calculator. 
Como se puede apreciar en la Figura 3.8 el resultado es: 
 
 
𝑁 = 9 𝑡𝑟𝑜𝑛𝑐𝑎𝑙𝑒𝑠 
𝐴𝐵𝑉 = 144 𝐾𝑏𝑝𝑠 
𝑡′ =
𝑡𝑖𝑒𝑚𝑝𝑜 ∗ 𝑛ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑙𝑙𝑎𝑚𝑎𝑑𝑎𝑠
𝑛ú𝑚𝑒𝑟𝑜 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒 𝑙𝑙𝑎𝑚𝑎𝑑𝑎𝑠
                                                                 𝐸𝑐. (3.10) 
𝑡′ =
15614 𝑠𝑒𝑔 ∗ 1 𝑙𝑙𝑎𝑚𝑎𝑑𝑎
100 𝑙𝑙𝑎𝑚𝑎𝑑𝑎𝑠




∗ 1 ℎ𝑜𝑟𝑎 
𝑡′ = 0,043 ℎ𝑜𝑟𝑎𝑠 
𝑡′ =
𝑡𝑖𝑒𝑚𝑝𝑜 ∗ 𝑛ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑙𝑙𝑎𝑚𝑎𝑑𝑎𝑠
𝑛ú𝑚𝑒𝑟𝑜 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒 𝑙𝑙𝑎𝑚𝑎𝑑𝑎𝑠
                                                                 𝐸𝑐. (3.10) 
𝑡′ =
15614 𝑠𝑒𝑔 ∗ 1 𝑙𝑙𝑎𝑚𝑎𝑑𝑎
100 𝑙𝑙𝑎𝑚𝑎𝑑𝑎𝑠




∗ 1 ℎ𝑜𝑟𝑎 
𝑡′ = 0,043 ℎ𝑜𝑟𝑎𝑠 
𝑉 = 𝑛 ∗ 𝑡                                                                                                                     𝐸𝑐. (3.11) 
𝑉 = 100 ∗ 0,043 ℎ𝑜𝑟𝑎𝑠 = 4,3 𝐸𝑟𝑙𝑎𝑛𝑔𝑠 
𝑉 = 𝑛 ∗ 𝑡                                                                                                                     𝐸𝑐. (3.1 ) 
















= 4,3 𝐸𝑟𝑙𝑎𝑛𝑔𝑠 
25 
 
Figura 3.8 Ancho de Banda Estimado 
 
Ancho de Banda necesario para las llamadas de voz del centro. Fuente: (Westway Engineers, 2017) 
Para el cálculo del Ancho de Banda mínimo que requiere el CFCSB se procede a 
realizar la sumatoria de los resultados obtenidos anteriormente. 
𝐴𝐵 = 𝑇𝐴𝑝 + 𝑇𝐼𝑝 + 𝑇𝐶𝑝 + 𝑇𝑉𝐶𝑡 + 𝐴𝐵𝑉                                                                   𝐸𝑐.  3.13  
𝐴𝐵 = 466,63 𝐾𝑏𝑝𝑠 + 31,53 𝑀𝑏𝑝𝑠 + 3,75 𝑀𝑏𝑝𝑠 + 46,88 𝑀𝑏𝑝𝑠 + 144 𝐾𝑏𝑝𝑠 
𝐴𝐵 = 82,77 𝑀𝑏𝑝𝑠 
3.3.4 Distribución de Ancho de Banda de Internet 
De acuerdo con el escenario de prueba definido para el análisis, se recomienda que 
para el centro se contrate un plan de al menos 100 Mbps de ancho de banda que 
permitirá una adecuada velocidad de navegación. 
Cabe mencionar que la tasa de distribución de ancho de banda se lo llevará a cabo en 
base criterios propios apegados a las necesidades de cada área de la institución. 
En la siguiente tabla se muestra la propuesta de distribución de ancho de banda para el 
CFCSB. 
 
Tabla 3.4 Distribución de Ancho de Banda de Internet 
 
Distribución porcentual del Ancho de Banda de Internet para el centro. Elaborado por: Cahueñas Juan 




Para aportar esta capacidad a la red de frontera del CFCSB; con el fin de mantener las 
actividades educativas y de conexión de manera ininterrumpida, se debe incorporar 
enlaces suplementarios que permitan que los datos tomen un camino alterno al 
momento de producirse un fallo, para ello se han previsto dos escenarios. 
El primero es en caso de producirse un error en la conexión por parte del ISP, para ello 
pfSense cuenta con la funcionalidad Failover (conmutación por error) que 
redireccionará toda la información generada desde la red de campus y la enviará a 
través del ISR hacia el enlace WAN hasta el campus Sur de la Universidad Politécnica 
Salesiana. 
El segundo escenario sería en caso de caída del servidor o del enlace que conecta este 
con el Switch de Core de la red de campus del CFCSB, para esto se plantea conectar 
los dos equipos a través de un Router en el que se configuren protocolos de alta 
disponibilidad, en este caso se realizará VRRP (Virtual Router Redundancy Protocol). 
3.4.1 Selección del Router de Redundancia 
Para la selección del equipo de redundancia se consideran equipos de enrutamiento 
SOHO (Small Office Home Office), debido a que el dispositivo solo se activará cuando 
ocurra el segundo escenario descrito anteriormente. (Parámetros detallados, ver Anexo 
6) 
En la Figura 3.9 se presenta la conexión del equipo de Backup para la red del centro. 
 
Figura 3.9 Backup de la red de frontera 
 
Enlaces de redundancia en la red del CFCSB. Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
En la tabla a continuación, el enrutador Cisco 921-4P es el que satisface los 
requerimientos para el diseño de un enlace redundante entre el servidor y el Switch L3 
de la red de campus. 
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Tabla 3.5 Selección del Router de Alta Disponibilidad 
 
Tabla de evaluación para la selección del Router de Alta Disponibilidad. Elaborado por: Cahueñas Juan 
y Lizarzaburu Jonathan. 
3.5 Diseño de Topología Lógica y Física de la Red de Frontera 
3.5.1 Direccionamiento IPv4 
Considerado que el direccionamiento de la red de frontera es una ampliación de las 
direcciones aplicadas en el diseño de la red interna del centro, que se diseñó a partir de 
la dirección 172.16.0.0/17, se configuraron cuatro VLANs en el Switch L3 para los 
grupos: Docentes y Administrativos (VLAN 10), Estudiantes (VLAN 20), Visitantes 
(VALAN 30) y Gestión (VLAN 40).  
Se llevará a cabo la asignación de direcciones para los equipos que formarán parte de 
la red perimetral, se conservará la VLAN de Gestión y se añadirá la LAN virtual 
Telefonía (VLAN 50) para la futura implementación de este servicio en el CFCSB 
partiendo de la dirección 172.16.80.0/20, con el propósito de proveer de direcciones a 














Tabla 3.6 Segmentación IPv4 
 
Asignación de bloques de direcciones IPv4. Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
En la Tabla 3.7 se presenta el direccionamiento para los dispositivos que conforman la 
red de frontera. 
 
Tabla 3.7 Direccionamiento IPv4 
 
Propuesta de direccionamiento IPv4 para los equipos de la red. Elaborado por: Cahueñas Juan y 
Lizarzaburu Jonathan. 
3.5.2 Direccionamiento IPv6 
De la misma manera que se llevó a cabo en el diseño IPv4, se mantendrá las 
configuraciones para IPv6 con el prefijo global 2000:16:62 y dejando 64 bits para la 





Tabla 3.8 Direccionamiento IPv6 
 
Propuesta de direccionamiento IPv6 para los equipos de la red. Elaborado por: Cahueñas Juan y 
Lizarzaburu Jonathan. 
3.5.3 Diseño de Topología Lógica de la Red de Frontera 
Una vez diseñados lo módulos basados en el Diseño Empresarial de Borde de Internet 
de Cisco, así como la selección de equipos y los esquemas de direccionamiento IPv4 
e IPv6, en la Figura 3.10 se propone la siguiente topología lógica para el CFCSB con 
la cual se procura optimizar el rendimiento, disponibilidad y capacidades de la red 
hacia las redes exteriores. 
 
Figura 3.10 Topología Lógica IPv4/IPv6 de la Red de Frontera 
 




3.5.4 Diseño de Topología Física de la Red de Frontera 
A continuación, se presenta la topología física de la red borde para el centro, la cual 
está basada en Internet Edge Designe de Cisco, en esta se describen los módulos que 
la conforman incluyendo la red de campus. 
 
Figura 3.11 Topología Física de la Red de Frontera 
  
Diseño de la Topología Física de la Red de Frontera para el CFCSB. Elaborado por: Cahueñas Juan y 
Lizarzaburu Jonathan. 
3.5.5 Seguridad de la Red de Frontera 
Con la aplicación de políticas de seguridad se busca salvaguardar los recursos 
informáticos del centro, evitar ataques externos e internos y garantizar la 
disponibilidad de la red; para lo cual se utilizará Next Generation Firewall como 
primera línea defensiva, listas de control de acceso, Filtrado URL y autenticación de 
los usuarios remotos. 
En las Tablas 3.9, 3.10 y 3.11, se muestran las propuestas para: Las listas de control 
de acceso (ACLs) de filtrado por puertos y configuradas en el NGFW, el filtrado de 
puertos para las VLANs Docentes & Administrativos, Estudiantes, Visitantes, Gestión 
y Telefonía y filtrado InterVLAN aplicado en los equipos de enrutamiento ISR y 











Tabla 3.9 Listas de Control de Acceso en NGFW 
 
Propuesta de listas de Control de Acceso de filtrado por puertos. Elaborado por: Cahueñas Juan y 
Lizarzaburu Jonathan. 
 
Tabla 3.10 Filtrado de puertos para las VLANs 
 
Filtrado de puertos para las VLANs. Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
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Tabla 3.11 Filtrado InterVLAN 
 
Filtrado InterVLAN por puerto. Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
3.6 Equipo de Alimentación Ininterrumpida (SAI) 
El Sistema de Alimentación Ininterrumpida es un factor importante que considerar, 
debido a que garantiza una alimentación continua para los equipos que se encuentren 




Para el dimensionamiento del SAI adecuado se debe recurrir a las especificaciones 
técnicas de los equipos para realizar los cálculos y precisar la potencia aparente (VA) 
necesaria con la siguiente relación: 
 
1𝑉𝐴 = 1𝑊/𝑐𝑜𝑠𝜑                                                                                           𝐸𝑐.  3.14  
Donde 𝑐𝑜𝑠𝜑 es el factor de potencia, que en cargas típicas de sistemas informáticos se 
encuentra entre 0,65 y 0,8. 
En la Tabla 3.12 se muestran los datos de placa de los equipos que se ubicarán en el 
rack principal y x| respectivo dimensionamiento para el SAI tomando un factor de 
potencia promedio de 0,725 y un 25% de factor de crecimiento. 
 
Tabla 3.12 Dimensionamiento de Sistema de Alimentación Ininterrumpida 
 
Tabla de evaluación de potencia aparente de SAI a partir de los datos de placa de los equipos. Elaborado 
por: Cahueñas Juan y Lizarzaburu Jonathan. 
Se recomienda la instalación de un equipo de capacidad superior a 4.79 KVA para 
asegurar la protección de los elementos activos del centro. 
3.7 Propuesta de Calidad de Servicio QoS 
3.7.1 Definición de Políticas y Clases de Calidad de Servicio 
Para definir políticas de calidad de servicio se debe clasificar y evaluar el tráfico 
sensible a retardos para luego proceder a priorizar los servicios que proporciona la red 
de acuerdo al ancho de banda disponible. 
3.7.2 Clasificación de Tráfico 
Se propone un flujo estándar de paquetes entrantes y salientes desde la red lo que 
permite generar clases de tráfico, a los mismos que se les puede brindar un trato 
diferenciado introduciendo una base para la gestión de QoS. 
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En la Tabla 3.13 se muestran las seis clases que forman parte de las políticas de Calidad 
de Servicio de la red de borde de la institución con niveles de prioridad que van desde 
0 (Bajo) hasta 5 (Baja) para cada una de las aplicaciones que son utilizados en una red. 
 
Tabla 3.13 Definición de Clases para las Políticas de Calidad de Servicio 
 
Definición de Clases con su respectiva prioridad y los principales puertos usado por cada aplicación. 
Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
3.7.3 Filtrado de Contenido 
En base a los requerimientos de la institución se debe bloquear el acceso hacia 
determinados sitios de Internet, ya que su contenido no es relevante en la formación 
de los estudiantes ni son herramientas de apoyo para los docentes y personal 
administrativo. Basándose en la orientación de carácter educativo del centro de 
formación, se llevará a cabo el filtrado de contenido con la utilidad de pfSense 
pfBlockerNG que descarga listas con la categoría de distintos sitios en el Internet y 
crea reglas de Firewall para proteger a los usuarios. (Configuraciones, ver Anexo 7) 
3.8 Distribución del Equipo Activo 
La ubicación de los equipos activos de la red de frontera será llevada a cabo en el 
espacio para ampliación en el rack principal localizado en la planta baja del edificio 
principal del centro. Se ha seleccionado un gabinete de 45UR con un ancho estándar 
de 24 pulgadas, profundidad de 42 pulgadas, puerta de vidrio templado, paneles 
laterales y ventilación para la protección de los equipos a ser ubicados. En la Figura 




Figura 3.12 Distribución de equipos 
 

















CAPÍTULO 4                                                                                                
ANÁLISIS DE TRÁFICO DE LA RED Y ANÁLISIS DE COSTOS 
 
4.1 Simulación de la Red de Borde 
4.1.1 Desempeño de la Red de Borde con el Software OPNET Modeler 
Con el propósito de conocer el comportamiento y desempeño del diseño de toda la red 
del centro, se ha implementado la topología en el software OPNET Modeler, aplicando 
políticas de calidad de servicio descritas en la Tabla 3.13 del capítulo anterior, se 
evaluarán que los parámetros estén dentro de los márgenes óptimos de funcionamiento. 
En la Figura 4.1 se muestra el escenario implementado en el software de simulación. 
(Configuración, ver a partir del Anexo 8). 
 
Figura 4.1 Simulación de la Topología de Red de Borde del Centro 
 
Simulación de las redes de frontera y campus del centro en el software de simulación OPNET Modeler, 
Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
En la figura anterior se ha modelado la topología de las redes de borde y de campus 
para la simulación en el software OPNET Modeler, el cual presenta gráficamente el 
desempeño de toda la red. 
En las Figuras 4.2, y 4.3 se presentan los resultados de Delay, Traffic Dropped, Jitter 
y Throughput; respectivamente, obtenidas aplicando el Encolamiento FIFO entre en el 
enlace de los dispositivos con las etiquetas NGFW y L3 CORE CAMPUS, el cual es 




Figura 4.2 Mediciones Globales de Delay y Traffic Dropped 
 
Gráfico de resultados de Delay y Traffic Dropped de la Red de Frontera del CFCSB. Elaborado por: 
Cahueñas Juan y Lizarzaburu Jonathan. 
La ilustración superior de la Figura 4.2 muestra el retardo global de la red, el cual se 
incrementa hasta llegar a un máximo de 0,65 ms después de 3 minutos y 20 segundos 
del tiempo total de observación. La ITU-T G.114 recomienda que el valor de retardo 
no sobrepase los 400 ms al momento de planificar una red. En la ilustración inferior se 
observa que el número de datagramas o paquetes IP perdidos con encolamiento FIFO 
llegan sobrepasan los 28.000 paquetes/segundo. 
 
Figura 4.3 Estadística Global del Jitter y Throughput 
 
Gráfico de resultados del Traffic Dropped y Jitter de la Red de Frontera del CFCSB. Elaborado por: 
Cahueñas Juan y Lizarzaburu Jonathan. 
En la ilustración superior de la Figura 4.3, se muestra el Jitter en la red de voz 
utilizando el códec G.729A, el cual presenta una traza discontinua y con un valor 
máximo cercano a los de 0,18 segundos durante el tiempo de simulación. 
Seguidamente, en la ilustración inferior el desempeño de la red se incrementa 
gradualmente hasta sobrepasar los 0,8Mbps. 
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4.1.2 Implementación de Servicios Diferenciados (DiffServ) 
Con la implementación del mecanismo de Servicios Diferenciados (DiffServ) en el 
software OPNET Modeler se busca agrupar los flujos de datos en clases según su 
comportamiento con el fin de garantizar calidad de servicio para la red. 
(Configuración, ver Anexo 9) 
Se han llevado a cabo las configuraciones de Servicios Diferenciados basados en los 
encolamientos Priority Queueing (PQ) y Weighted Fair Queuing (WFQ) con el 
objetivo de comparar sus resultados y determinar el mecanismo óptimo de calidad de 
servicio, los resultados obtenidos se muestran de la Figura 4.4 a la Figura 4.7 a 
continuación. 
 
Figura 4.4 Comparación del Delay 
 
Gráfico comparativo del retardo global de la red aplicando Servicios Diferenciados basados en PQ, 
WFQ y encolamiento FIFO. Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
En la figura anterior se puede apreciar las trazas obtenidas del retardo global de la red 
de borde aplicando encolamiento FIFO (verde), DiffServ basados en WFQ (rojo) y 
DiffServ basados en PQ (azul), reduciendo considerablemente su valor con este último 
hasta un valor inferior a los 0,2 ms. 
En la siguiente figura se puede apreciar la notable reducción en la pérdida de paquetes 
con el método DiffServ basado en encolamiento PQ, reduciendo su valor a 19.000 





Figura 4.5 Comparación del Traffic Dropped 
 
Gráfico comparativo del Traffic Dropped global de la red aplicando Servicios Diferenciados basados 
en PQ, WFQ y encolamiento FIFO. Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
 
Figura 4.6 Comparación del Throughput 
 
Gráfico comparativo del Throughput. Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
Al igual que en los dos casos anteriores, en la Figura 4.6 se puede observar que con el 
método DiffServ basado en PQ en el enlace Core - NGFW, el desempeño de la red se 
incrementó 150.000 bits/segundos transcurridos 3 minutos y 10 segundos del tiempo 
total de observación. 
En las ilustraciones de la Figura 4.7 puede observarse que aplicando DiffServ basado 
en PQ y WFQ se obtienen trazas continuas a diferencia del encolamiento FIFO, siendo 
más evidente la reducción del Jitter en la ilustración superior donde la fluctuación 





Figura 4.7 Comparación del Jitter 
 
Ilustraciones comparativas del Jitter de voz de la red aplicando Servicios Diferenciados basados en PQ, 
WFQ y encolamiento FIFO. Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
4.1.3 Simulación de la Red de Borde en GNS3 
Se ha llevado a cabo la simulación de la red de frontera en el software GNS3, con la 
finalidad de comprobar la conectividad y proponer un diseño apegado a la realidad por 
las facilidades y flexibilidades del programa. Además, han sido levantadas máquinas 
virtuales en el software VMware que representan a los puntos finales conectados a las 
VLANs: Docentes & Administrativos, Estudiantes, Visitantes y Gestión. 
 
Figura 4.8 Simulación en el Software GNS3 
 
Distribución de los equipos de la Red de Borde en el Software GNS3. Elaborado por: Cahueñas Juan y 
Lizarzaburu Jonathan. 
4.2 Comprobación de Conectividad 
A partir de la Figura 4.9 hasta la Figura 4.12, se muestra la comprobación de la 




Figura 4.9 Comprobación de Conectividad WAN 
 
Comprobación de Conectividad WAN desde un host virtual en la VLAN Docentes & Administrativos. 
Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
 
Figura 4.10 Comprobación de Conectividad Internet 
 
Comprobación de Conectividad WAN desde un host virtual en la VLAN Alumnos. Elaborado por: 
Cahueñas Juan y Lizarzaburu Jonathan. 
 
Figura 4.11 Comprobación de Conectividad WAN 
 
Comprobación de Conectividad WAN desde un host virtual en la VLAN Visitantes. Elaborado por: 
Cahueñas Juan y Lizarzaburu Jonathan. 
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Figura 4.12 Comprobación de Conectividad WAN 
 
Comprobación de Conectividad WAN desde un host virtual en la VLAN Gestión. Elaborado por: 
Cahueñas Juan y Lizarzaburu Jonathan. 
En la Figura 3.13 se indica el estado de los enlaces MAESTRO y BACKUP para 
asegurar alta disponibilidad entre los equipos de la red de frontera. 
 
Figura 4.13 Estado de los enlaces de Alta Disponibilidad 
 
Estado de los enlaces entre equipos. Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
En la Figura 3.14 se indica el cambio entre los enlaces MAESTRO y BACKUP cuando 









Figura 4.14 Cambio entre enlaces de Alta Disponibilidad 
 
Cambio del enlace MAESTRO al enlace BACKUP. Elaborado por: Cahueñas Juan y Lizarzaburu 
Jonathan. 
4.3 Análisis del Costo de Implementación 
A continuación, se presenta el análisis CAPEX (Costos de Capital) y OPEX (Costos 
de Operación) para determinar la viabilidad del proyecto. 
4.3.1 CAPEX 
En la tabla a continuación se muestran una lista de los equipos y respectivos costos 
que intervienen en el diseño de la red de frontera para el CFCSB en base a cotizaciones 
realizadas por parte de distribuidores. (Anexo 10) 
 
Tabla 4.1 Listado y descripción de equipos 
 




Los costos de operación que conllevan el correcto funcionamiento y operación de la 
red de frontera del centro son aquellos para la administración, operación y 
mantenimiento de los equipos y del sistema de alimentación ininterrumpida (SAI), 
como también la contratación de un proveedor de servicios de que preste su 
infraestructura de fibra óptica o de cobre para el enlace WAN como también que de 
acceso al Internet. 
En la Tabla 4.2 se muestra el costo de mano de obra mensual requerido para el diseño 
técnico de la red de frontera. 
 
Tabla 4.2 Costo mensual del trabajo técnico 
 
Detalle del costo mensual del trabajo técnico de la red de frontera. Elaborado por: Cahueñas Juan y 
Lizarzaburu Jonathan. 
Se prevé que las labores se lleven a cabo en un transcurso de cuatro meses, por lo que 
el valor total de mano de obra es de $2304, el cual se añade al costo total mostrado en 
la Tabla 4.1, ascendiendo a un valor total de inversión de $14479,97.  
En la siguiente tabla se presentan los costos operativos mensuales previstos de la red 
de frontera ya en operaciones. 
 
Tabla 4.3 Costos operativos mensuales 
 




A continuación, se muestran la tabla con los valores que el CFCSB ahorrará con la 
implementación de la red de frontera. 
 
Tabla 4.4 Valor de ahorro para el centro 
 
Costo total de ahorro para el CFCSB. Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
4.3.3 Recuperación de la Inversión 
Ya que se han definido los egresos y el ahorro que el proyecto llegaría a generar, es 
posible determinar el flujo efectivo. 
En la Tabla 4.4 se indica el flujo neto efectivo trimestral, con una depreciación anual 
del 10% del costo total del proyecto. (Derecho Ecuador, 2019) 
 
Tabla 4.5 Flujo Neto de Efectivo 
 
Recuperación de la inversión (Detalle, ver Anexo 11). Elaborado por: Cahueñas Juan y Lizarzaburu 
Jonathan. 
El análisis realizado en la tabla anterior muestra que la inversión retornará en un 





En base al Diseño Empresarial de Borde de Internet de Cisco y el uso de herramientas 
de software libre, se ha presentado una propuesta para la red de frontera para el Centro 
de Formación Continua San Bartolo brindando a estudiantes, docentes y personal 
administrativo de los recursos de red para acceder al Internet enriqueciendo el proceso 
de enseñanza-aprendizaje dentro de sus aulas y laboratorios. 
 
La configuración de los módulos: Conexión a Internet, Acceso Remoto y VPN; y los 
mecanismos de seguridad: Firewall, ACLs, Filtrado de Contenido y Autenticación de 
usuarios remotos en S.O. open source, disminuyen el número de dispositivos activos 
necesarios y se añaden funcionalidades de administración para la red en conjunto, 
reduciendo los costos de la implementación del proyecto. 
 
Por medio del modelamiento de las redes de campus y frontera en el software OPNET 
Modeler se determinó que el mecanismo de calidad de servicio óptimo es el de 
Servicios Diferenciados (DiffServ) basados en PQ con el que se ha conseguido reducir 
el Delay de 6 ms a 2 ms, Jitter a valores menores a 1 ms y Throughput de 0,8 Mbps a 
0,95 Mbps del diseño preliminar de la red del centro. 
 
El análisis del costo de implementación del proyecto determinó que es viable 
económicamente, ya que ahorrará a la institución aproximadamente 16229 USD 





Para implementar un bloqueo avanzado de amenazas se recomienda la instalación de 
equipos Cisco Firepower o Cisco Meraki MX a la red de borde, ya que estos 
dispositivos de alto rendimiento brindan funciones dedicadas de Firewall y brindan 
mecanismos de seguridad avanzados que aseguran la continuidad del funcionamiento 
de la red. 
 
Se recomienda la contratación de un proveedor de servicios de Internet que provea al 
centro un ancho de banda mínimo de 100 Mbps para asegurar una comunicación y 
conexión a Internet estable por parte de quienes se conecten a la red. 
 
Se recomienda la instalación de un sistema de alimentación ininterrumpida tipo torre 
y un tablero de bypass, para que de esta manera los procesos de mantenimiento sean 
desarrollados con seguridad, en un menor tiempo y con mayor comodidad. 
 
De acuerdo al número y tipo de equipos instalados en el rack principal, se recomienda 
establecer una fuente de alimentación de 220 VAC para suministrar la tensión indicada 
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Anexo 1. Cuadrante de Gartner para la selección del servidor 
 
























Anexo 2. Características para la selección de Servidor 
 
 
Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
 
 













Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
 
 
















































Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
 
 







































Anexo 4. Configuración de Usuarios VPN 
 
 















































Anexo 5. Características para la selección del Router de Servicios Integrados (ISR) 
 
Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
 
 
Anexo 6. Características para la selección del Router de Alta Disponibilidad 
 
 
Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
 
Anexo 7. Configuración de pfBlockerNG 
 
 












































Anexo 8. Configuración de Aplicaciones en OPNET Modeler 
 
 
Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
 
 
Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
 
 
Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
 








Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
 
 





Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
 
 







Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
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Anexo 9. Configuración de Calidad de Servicio en OPNET Modeler 
 
Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan 
 
 
Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan 
 




















































Anexo 11. Período de recuperación de la Inversión 
 
 
Elaborado por: Cahueñas Juan y Lizarzaburu Jonathan. 
 
