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1. INTRODUCTION 
In this paper we study measures and sequences of functions on locally 
compact spaces, and consequences of these results for, and other related 
results involving, orthogonal polynomials. The result we obtain for sequen- 
ces of functions can be described as Tauberian in spirit, since in its main 
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application it enables one to conclude the strong convergence of a sequence 
of functions given that this sequence is weakly convergent. This result relies 
on a lemma explaining how to deal with the part of a measure that is 
singular with respect to another measure. Sections 2 and 3 presenting these 
matters are readable without any knowledge of orthogonal polynomials. 
As for the part of the paper discussing orthogonal polynomials, consider 
a finite positive Bore1 measure p on the interval [0, 27~) such that its 
support, supp(p), is an infinite set. The polynomials d,(z) = $,(dp, z) = 
u,(dp) zn + . . . orthonormal with respect o p on the unit circle are defined 
by the requirements that K, = K,(L$) > 0 and 
The manic orthogonal polynomials Qn = @,(&) are defined by 
CD” = lC,l(bn. The Er&s class of measures are measures p for which 
p’(t) > 0 for almost every t E [0,27c). An important result of E. A. 
Rahmanov [7, Theorem, p. 1061 for measures in the Erdos class is the 
following 
THEOREM 1. Assume ,u’(t) > 0 for almost every t E [0,27c). Then 
lim @,(& 0) = 0. (2) n+m 
A simplified proof of this result was given in [4] and subsequently in 
[8]; the purpose of this paper is to further simplify the proof. Before we 
can discuss this new proof, we need the concept of the *-operator. If p is 
a polynomial of degree n, then p* is defined by 
p*(z) = z”p( l/P). (3) 
The *-operator can be used to define the reverse polynomials 4,*(&) and 
@,3&h 
In what follows, H’ will, as usual, denote the Hardy space of functions 
f holomorphic in the open unit disk {z : IzI cl} such that 
suprC1 Jf” If(re”)l dt < co. 
The key ingredient of our new proof is the following result, which is 
likely to have other applications in the theory of orthogonal polynomials 
on the unit circle. 
THEOREM 2. Let JI be an arbitrary finite positive Bore1 measure on the 
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interval [0,27-c) such that supp(,u) is an infinite set. Then for every f E H’ we 
have 
x lM44 z)12 
Mn+r(44 a2 -f(z)) dt (z = e”) (4) 
for all integers n 2 0 and 1> 0. 
Using this theorem, we will be able to give precise estimates for 
@n+ I(& 0): 
THEOREM 3. Let p be a finite positive Bore1 measure in the interval 
[0,27~) such that supp(p) is an infinite set. Then, writing z = e”, we have 
for n=O, 1, . . . . 
Remark. If p is the Lebesgue measure then the first inequality in (5) 
turns into equality for all n = 0, 1, . . . . More generally, if dp = g dt, where g 
is the reciprocal of a positive trigonometric polynomial of degree, say, m, 
then the first inequality in (5) turns into equality for all n = m, m + 1, . . . (cf. 
[ 1, Theorem 54.5, p. 2241 or [lo, Theorem 11.2, p. 2891). In addition, 
since lQn+ l(dp, 0)l can be made arbitrarily close to 1, the third inequality 
in (5) cannot be improved. Finally, since I@, + ,(dp, O)l can be made 
arbitrarily close to 0 as well, the last inequality in (5) cannot be improved 
either. 
The following result summarizes the subtle difference between the condi- 
tions .D’ > 0 a.e. in [O, 271) and lim, _ m @,(dp, 0) = 0, and gives a complete 
characterization of these conditions in terms of L1 ratio asymptotics of the 
corresponding orthogonal polynomials. 
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THEOREM 4. Let p be a finite positive Bore1 measure in the interval 
[0,271) such that supp(p) is an infinite set. Then 
lim @,(&, 0) = 0 
n+m 
1 2n 0 lim inf - 
s I n-m 121 27t o 
hU& e”)l’ _ 1 dt =. 
Id”+,(dp, ei’)12 (6) 
and 
p’(t) > 0 a.e. in [0, 27~) 
(7) 
In what follows we will not always indicate explicitly the dependence of 
the polynomials 4,, @, and so forth on p; that is, we will write, for 
instance, $n(z) instead of b,,(dp, z). W e will follow this practice as long as 
there is no danger that it will lead to confusion. 
2. ANNIHILATING THE SINGULAR PARTS OF MEASURES 
Our main result about locally compact spaces will consider two 
measures p and (T and a sequence of functions g, such that gi dp weakly 
converges to da, as described below. In the proof of this result the part of 
(T that is singular with respect to p plays a special role. The aim of this 
section is to show how to deal with this singular part. To this end, let S 
be a locally compact Hausdorff topological space. We recall that a positive 
Bore1 measure p on S is a positive measure on the Bore1 sets of S such that 
p(C) < co for every compact set C. p is called regular if 
p(X) = inf(p(O): Xc 0, 0 is open} (8) 
and 
p(X)=sup{p(C): CcX, C is compact} (9) 
hold for every Bore1 set Xc S. We have the following result, which is a 
generalization of Lemma 1 of [4, p. 651. 
LEMMA 5. Let S be a locally compact Hausdorff space, and let p be a 
positive regular Bore1 measure on S. Let o be a finite positive regular Bore1 
measure on S that is singular with respect to p. Then there is a sequence 
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(h,) of real-valued functions continuous on S such that 0 d h,(x) < 1 for all 
x E S and for all integers n > 0, 
lim h,(x) = 1 a.e. with respect to p (10) 
n-m 
and 
lim 
s 
h,(x) da(x) = 0. (11) n-m 
ProoJ: Let E be a Bore1 set such that p(E) =0 and o(E)=o(S); let 
(E,,) be decreasing sequence of open sets such that p(E,) < l/n and 
E c E,. For every positive integer n, let C, be a compact set such that 
C, c E and g(C,) > o(E) - l/n = o(S) - l/n; such a C, exists in view of the 
regularity of cr. 
Fix n 2 1. Let h, be a continuous function mapping S into the interval 
[0, 1] such that h,(x) = 0 for x E C, and h,(x) = 1 for x E S\E,; as for the 
existence of such an h,, see, e.g., [3, Theorem 18 in Sect. 5, p. 1461. Then 
lim, + m h,(x) = 1 holds for every XE S\n,“,, E,,, i.e., almost everywhere 
with respect to p, showing that (10) holds. Moreover, we have 
s h,(x) do(x) < a(S\C,) < l/n; 
thus (11) also holds. The proof is complete. 1 
3. A TAUBERIAN RESULT CONCERNING WEAK CONVERGENCE 
Given two measures on the same measurable space, denote by da/dp the 
Radon-Nikodym derivative with respect to dp of the part of do that is 
absolutely continuous with respect to dp (cf. [2, Sect. 32, pp. 132-1351). 
The following result has an application to orthogonal polynomials. This 
result and its proof below were motivated by results obtained in the special 
case concerning orthogonal polynomials on the unit circle (cf. [S, formula 
(4.5), p. 2491 and [4, Theorem 3, p. 641). 
THEOREM 6. Let S be a locally compact Hausdorff space, and let p and 
c~ be positive regular Borel measures on S; assume that o is finite. Put 
Q= xaS:~(x)>O i 1 
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and assume that p(Q) < 00. Let (g,) be a sequence of nonnegative real- 
valued Bore1 measurable functions on S such that 
lim sup 1 f(x) g:(x) &(x) < j f(x) da(x) 
n-cc 
(12) 
holds for every nonnegative function f continuous on S and having compact 
support. Then 
(13) 
in this formula, one should take l/O = + CC and CC ‘0 = 0. 
The assumption that the measures p and CJ are regular is a natural one. 
In fact, Eq. (12) describes 0 through specifying the integral of continuous 
functions with respect to a; this, however, does not determine c uniquely 
but for the assumption of regularity, since integrals of continuous functions 
determine 0 only on Baire sets (cf. [2, Theorem D, Sect. 54, p. 239-J; see 
also the Riesz Representation Theorem in [9, Theorem 2.14, p. 401). 
Proof. We may assume that p(Q) > 0. Let f be an arbitrary real-valued 
continuous function on S having compact support. By Holder’s inequality, 
we have 
( ja (rcx, $ (x))Ic dub)) 
In the last integral we extended the domain of integration from Q to S; this 
is clearly legitimate, since this may only increase the right-hand side. 
Making n + co, we obtain by (12) that 
(j ( f(x) $W)“* dp(x))4 
Here we extended the domains of all integrals from Q to S; this did not 
make any difference, since the integrands outside Q were zero in the 
affected integrals. Now write (T, for the part of d that is singular with 
respect to p. Then, clearly, 
jfb, do(x) = jfb, $ (x) 4$x) + jfb) do,. (15) 
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Let now (h,) be a sequence of functions satisfying the conclusion of 
Lemma 5 with os replacing e. Substituting h,fn for f in (14) and then 
making n + co, and using (15) and Lebesgue’s Dominated Convergence 
Theorem, we obtain that 
(16) 
Let E > 0. By Lusin’s theorem (see, e.g., [9, Theorem 2.24, p. 55]), there is 
a sequence of nonnegative functions (fk) continuous on S and having 
compact supports such that&(x) 6 l/e for every x E S and 
lim fk(x)=($(x)+.s)P’ in measure on Q. 
k-m 
Substituting fk for f in (16), using the version of Lebesgue’s Dominated 
Convergence Theorem for convergence in measure rather than a.e. con- 
vergence, making E -+ 0, and using Lebesgue’s theorem again (now for a.e. 
convergence), we obtain 
Therefore (13) follows. The proof is complete. 1 
4. KNOWN CONSEQUENCES FOR ORTHOGONAL POLYNOMIALS 
As we mentioned above, Theorem 6 has important consequences for 
orthogonal polynomials. We are going to discuss these consequences in this 
section. The key result is the following 
LEMMA 7. Let p be a finite positive Bore1 measure in the interval [O, 2n), 
and assume that ~1’ > 0 almost everywhere in this interval. Then 
Iirnll;nf+-j :’ M,(d~> z)l J’i?? dt 2 1 (z = e”) (17) 
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and 
lim inf inf 11 2n Idd&, z)l 
n-m /a-n2n o Iqbn+r(dp,z)I dt’l 
(z = e”). (18) 
Proof. According to [l, Theorem V.2.2, p. 1981 and its complex 
conjugate, we have 
I 
2n Zk 2n 
OKG? 
dt = I zk 44t) (z = e”) 0 (19) 
for all integers k and n with Ikl 6 n. Hence for every 2rc-periodic ontinuous 
function f we have 
,‘l% ~~~f(t)~dt=S:‘f(t)Q(r) (z=e”); (20) 
indeed, this follows from (19) by the Weierstrass Approximation Theorem 
(use the case k = 0 of (19) to estimate the integral involving the error of 
approximation). Now we use Theorem 6; for the space S in Theorem 6 take 
the real line modulo 27c, and use this result with l/\#Je”)l, the Lebesgue 
measure on [0, 27c), and p (defined in a natural way on S) replacing g,(t), 
p, and (T, respectively (note that on the real line every Bore1 measure is 
regular, since every Bore1 set on the real line is also a Baire set; cf. [2, 
Theorem E, Sect. 50, p. 218, and Theorem G, Sect. 52, p. 2281). With this 
substitution, (12) holds according to (20). Therefore (13) also holds, and 
this implies (17). 
We are now going to show that (17) implies (18). Indeed, writing z = e”, 
we have 
1 
1’” Id,(z)l m dt 5-L 
1 
s 
2n IfA( 112 
=27c 0 ld,+j(z)l”2 . I~~(z)I~‘~ W(t))““. I~,+,(z)I~‘~ WW”” dt 
according to Holder’s inequality. Moreover, 
GO ’ j-‘” 14mb)12 $(t) + jin lA,(z)l’ 44t) = 1 (z = e”) 
(21) 
(22) 
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according to the orthogonality relations (1). In virtue of this with m = n 
and m = n + I, (2 1) entails 
l s 2n 271 0 (z = 8). (23) 
Therefore (18) follows from ( 17). The proof is complete. [ 
Following closely the argument given in [4, p. 681, we can use (18) to 
derive the following, originally given in [4, Theorem 3, p. 641. 
THEOREM 8. Let ,a be a finite positive Bore1 measure in the interval 
[0,27c) such that p’ > 0 almost everywhere in this interval. Then 
lim sup Zn Id,(& 211’ 
J I Mn+r(& zv- l &=O 
(z = e”). (24) 
“-ml>1 0 
Proof: For all integers 13 1 and n z 0 we have 
1 2x l&(z)12 1 27X 
Tc s o ,d,+ltzJ,2dt=g o 5 14n(41244t)=1 
(z = e”) (25) 
according to (19) and (1). Using this together with (18), the relation 
1 2n 
LtG L I( 
11,(zI 2 
0 I&+,(z)l-l dt=o 1 
(z = ei’) 
can be obtained by multiplying out the square. By Schwarz’s inequality, we 
have 
1 2n l4ml” 
(jl I > 
2 
%O M,+A41’- l dt 
(1 2n I( 
Idn(Z)I 
‘271 0 Ihl+r(z)I 
+1)2dt.~f~n(,jm:~~),-~)2dt (z=e”). 
The first factor on the right-hand side here is less than 4 by (25) and the 
inequality (a + b)2 < 2a2 + 26’. Hence (24) follows in virtue of (26). The 
proof is complete. 1 
Remark. Formula (24) is equivalent to the condition that ,u’ > 0 almost 
everywhere in [0,27c) (cf. Theorem 4 and [6, Theorem 1.1, p. 2951). 
Another consequence of Lemma 7 is the following 
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THEOREM 9. Let p be a finite positive Bore1 measure on the interval 
[O, 27c), and assume that p’ > 0 almost everywhere in this interval. Then 
1 
5 
2n 
EL G (M& z)l q’%% 112dt=0 
(2 = e”) (27) 0 
and 1 s 2rr !z2 %L I MA&, 41’p (t) -1 I dt = 0 (2 = e”). (28) *
These results were given in [S, Theorem 2.1 and Corollary 2.2., 
pp. 242-2431. 
Proof. Formula (27) can be obtained by multiplying out the square and 
then using (18) and (22), whereas formula (28) follows from (17), (22), and 
(27) in exatly the same way as we derived (24) from (l8), (25), and (26) 
just before. The proof is complete. i 
5. PROOF OF THEOREM 2 
For the proof of Theorem 2 we need the following 
LEMMA 10. Let p be an arbitrary finite positive Borel measure on the 
interval [0,2n) such that supp(p) is an infinite set. Then we have 
for n = 0, 1, . . . . 
ProoJ Writing z = e”, we have 
z- 1 j2n A(z) z’-%(z) b(t) 2?c 0 
n-1 
K,Z+ c ~-~,nz-j 44th (30) 
j=O 
where to get the last equation we used the notation 
n-l 
G’%(Z) = Wn+ c 41,d (31) 
I=0 
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Now we have {F $Jz) z pi dp = 0 for 0 <j < n in view of the orthogonality 
relations (1); hence the right-hand side of (30) equals 
1 
s 
2n 
2710 
v4n(z) 4(t), 
We can calculate this integral by using the recurrence formula 
%tidn(i) = Kn + 1 d,+l(i)-~,+,(o)~x+,(i) (32) 
(cf. [l, formula (V.1.20), p. 1953 or [lo, formula (11.4.6), p. 2931). 
According to this, the expression in (30) equals 
The first integral here is zero according to the orthogonality relations (1). 
The second one can be calculated with the aid of (3) by noting that l/Y = z 
for IzI = 1. Thus, the above expression equals 
(cf. (31)); we were able to add the extra terms on the right-hand side since 
their integrals are zero in view of the orthogonality relations (1). Using the 
orthogonality relations again, the right-hand side here equals 
-~j~~~,+i(r)j-&&,+,(z)dp(t)= -y= -Q,+~(o), 
n+l 
verifying (29). The proof is complete. 1 
A simple consequence of this lemma is 
COROLLARY 11. Let p be an arbitrary finite positive Bore1 measure on 
the interval [0,27c) such that supp(p) is an infinite set. Then we have 
-@,+Jdp,O)=$-j;* ;;-“;($j$dt (z = e”) (33) 
“f 3 
for n = 0, 1, . . . . and for every integer I > 0. 
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Proof. According to (19) the right-hand side of (33) equals to the right- 
hand side of (29). Therefore, the result follows from Lemma 10. 1 
We can now turn to the 
Proof of Theorem 2. Let f E H’. The polynomial d,*(c) has no zeros for 
I[[ < 1; cf., e.g., [ 1, Theorem 2.1, p. 1981 or [ 10, Theorem 11.4.1, p. 2921. 
Hence, writing z = eir as before, we have 
Noting that l/Z= z for JzJ = 1, by (3) we have 
lhM2= d”(Z) &3(z) = z-V&) 4,*(z) 
that is, 
(z = e”), 
z$$$ 14”t412=z1--ncw (z = e”). 
Therefore, by (34), the right-hand side of (4) can be written as 
The right-hand side here is equal to - @,+ ,(O) according to Corollary 11. 
The proof is complete. 1 
Theorems 2 (or 3) and 8 can be used to give a 
Proof of Theorem 1. As l/.?=z for IzJ = 1, we have 
I&tzM,*(z)l = 1 for /z( = 1; (36) 
we can conclude from the first inequality in (5) with I= 1 and c = 1 that 
Thus (2) follows from (24). The proof is complete. 1 
6. FURTHER RESULTS ABOUT @JO) AND 
PROOF OF TWEOREMS 3 AND 4 
(37) 
There are several consequences of Theorem 2 and of the closely related 
Lemma 10. The first result we are going to discuss was given as Theorem 1 
640/65/?-7 
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by Rahmanov [S, p. ISO]. We will write pS for the singular part of ,U (that 
is, singular with respect o the restriction of the Lebesgue measure to Bore1 
sets). 
THEOREM 12. Let p be a finite positive Bore1 measure in the interval 
[O, 271) such that supp(dp) is an injkite set. Then we have 
+$J 2n lcU412 ddt) 0 
for n=o, 1, . . . . 
~&j;" 1 lin(z)12/4f)--f dt (z = e") (38) 
This theorem together with (27) given another proof of Theorem 1. 
Proof: Let f~ H’. Writing z = e”, by Lemma 10, (35), and (34) we 
obtain that 
-@rz+,(O)=& j~n~~14,(z)1244~) 
=2n 0 l 2n+j$ (l~,(z)12~‘(t)-S(z))dt s 
Idn(zN” 4dt). 
Taking the absolute values of the integrands, the first inequality in (38) 
follows in view of (36). As for the second inequality, observe that 
1 
50 1’” Idn(zN’ &s(t) = k jiz 14n(z)12 44t) -& s,zn Mz)l’ P’(t) dt 
1 2n =5i s 0 (1 - lhz(z)12 p’(t)) dt 
1 2x Q- 
271 
s 1 lh,(z)l’ p’(t) - 11 dc 
0 
the second equality here follows from the orthogonality relations (1). Thus 
taking f z 1 in the infimum in (38), the second inequality in (38) also 
follows. The proof is complete. 1 
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Remark. We point out that the inequality 
IQn+ l(O)1 < const . i :’ ) lfjn(z)12 p’(t) - 1) dt (2 = e”) 
which is somewhat weaker than (38) was also proved in [6, Corollary 1.4, 
p. 2961 independently of [S]. 
We are now in a position to turn to the 
Proof of Theorem 3. The first inequality follows from Theorem 2 and 
(36), while the second and fourth inequalities are obvious. We are going to 
prove the third inequality. To this end, let c be an arbitrary real number. 
Writing z = eir and using Schwarz’s inequality, we obtain (Jl 1 2n lhd4l’ 
I > 
2 SC0 I$n+l(z)12-C d* 
1 2n s IA( 1 Ihz(z)I 
=tG 
IA+ I( dt 
0 lqL+1(z)l I Id,+ I(Z)I -c M”(Z)I 
1 
<- s 
2n IA(412 1 2n IA( 
27-r 0 19n+iw2d~~~ 0 j I 
I4,+ I( 2 dt 
Id,, ,(z)l -c l4,(z)l . 
(40) 
The first integral on the right-hand side here is 1 according to (25). 
Expanding the square in the second integral and using (25) again, we can 
see that the right hand side here is 
1-2c+Gj c2 2n Id,+ I( dt. 
0 lAlw 
Express $,Jz)/#~ + 1(z) with the aid of the recurrence formula (32), and then 
take the squares of the absolute values of both sides. Noting that IzI = 1, 
and so we have I~,*(z)/$,,(z)l = 1 according to (36) (or (3) directly), we 
obtain 
14.+1(412-e+l 
l4”(ZN’ K: ( ( 
1+2% z9:om+ l@(O)12 
On(z) > 
Using (3) and the fact that z = l/Z, we have 
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the last equality holds according to (34) with f 1. Therefore 
1 
1 
‘“14n+lWdt=~~+l 1 + I@n+l(O)l’ 
SC0 j4n(z)12 x (1 + l@n+1(0)12)= I_ ,@>,+l(o),” (42) 
To obtain the last equality here, note that 
K ,“+~=~~+l~,+~(o)12=~f,-t~~I~p,+~(o)12~ 
see, e.g., [l, formula (V.1.17), p. 1951 or [lo, formula (11.3.6), p. 2901. 
Hence 
4+, 1 
-q-= 1 - I@n+ l(W2’ 
(43) 
Thus, putting (40t(42) together, we obtain that 
holds for every real number c. Finally, substituting 
l- l@n+lw 
c= 1+ l@.+l(o)/~‘o 
(cf. (43)) here, we obtain the third inequality in (5). The proof is com- 
plete. 1 
Proof of Theorem 4. The implication “ -G=” in formula (6) follows 
immediately from Theorem 3. On the other hand, by the recurrence 
formula 
K,~,+l(i)=ZK,+l~n(r)+~n+,(o)~n*(i) 
(cf. [ 10, formula (11.4.7), p. 2931) and by (43) the condition 
implies 
lim @n+l(0)=O 
n-03 
uniformly for all real t. Hence “ =z- ” in (6) holds as well. The implication 
“a” in formula (7) is the same as Theorem 8 (cf. [4, Theorem 3, p. 641). 
Finally, “ GS ” in (7) was proved in [6, Theorem 1.1, p. 2951. The proof is 
complete. 1 
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7. THE BEST POLYNOMIAL APPROXIMATION OF 
ORTHOGONAL POLYNOMIALS 
The next theorem says that 4, is close to what in a sense is the best 
polynomial approximation of 4, + ,. 
THEOREM 13. Let p be a finite positive Bore1 measure in the interval 
[0, 27~) such that supp(dp) is an infinite set and let I, n 3 0 be an integers. 
Given an arbitrary polynomial p of degree at most n, we have 
(z = e”). (44) 
This result and its proof is motivated by Rahmanov’s Lemma 2 in [S, 
p. 1531. 
ProoJ Writing z = e”, we have 
1 2n lin(z)I’ 
iii0 1 I k+r(z)12- l dt 
1 ** Mz)l 
j I ( 
lhl(zN I P(Z)1 
=si 0 
-- 
Mn+r(z)I Mn+h)l lW)l ) 
IP( 
+ Mn+r(Z)I - l dt 
,<’ 2n 
s 
Id&M M”(Z)l IP( dt -- 
277 0 l8n+Az)l Mn+r(z)l IA( 
1 dt. (45) 
Applying Schwarz’s inequality to the first integral on the right-hand side 
we obtain 
( g 1 j 0 2n lcuz)l 1 Mz)l 
Mt+r(z)l I 
-- IP( 
Ihz+r(Z)I ldn(z)l I > 
dt 2 
1 2n 6- I lb”(Z)l’ 1 2n 
k+&)12 dt.g 0 s ( 
IA( IP( 2dt -- 
27c 0 lhz+,(z)l IA( > 
1 
I 
2n ldn(z)12 dtei 2rr 
s 
IP( 
=g 0 
1 2n IP( 
ld”,/(Z)12 n 0 Idn+r(Z)I dt + G Jo m dt. 
(46) 
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The equality here follows by using (25) and then expanding the square in 
the second integral on the left-hand side. Noting that 
1 
s 
2c IPWI’ d*,l 2n 
~ 0 k(z)l’ s 
IP(Z dt (i>o) 
271 0 l~n+A~)12 ’ 
holds according to (19) and using (25) again, the right hand side of (46) 
can be seen to be equal to 
l-‘I *lz IP( 
7c 0 lhz+/(Z)l 
d*=& 
To sum up, the right-hand side here is greater than or equal to the square 
of the first integral on the right-hand side of (45). A simple application of 
Schwarz’s inequality shows that the right-hand side here is also greater 
than the square of the second integral on the right-hand side of (45). Hence 
(44) follows. The proof is complete. 1 
8. MORE ABOUT THE ERD& CLASS 
In this section, we give some more information about orthogonal 
polynomials associated with the Erdijs class of measures, that is, those 
measures on [O, 27~) for which p’ > 0 almost everywhere in this interval. As 
in Section 6, pS will denote the singular part of p. Our first result is 
THEOREM 14. Let p be a finite positive Bore1 measure in the interval 
[0, 27c), and assume that pLI > 0 almost everywhere in this interval. Let f be 
a 2n-periodic continuous function. Then, writing z = e”, we have 
ProoJ: The result follows simply by expanding the squares in the 
integrands on the both sides, and then using (20) above and the formula 
1 
,"r", 5 " i 
;nfidt=&j2nf(t)J$@jdt (z = e”), (48) 
0 
valid for every bounded measurable function f and every measure ,D as 
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described in the theorem to be proved. This formula is a direct consequence 
of the relation 
1 
*‘FL ii 
-- (2 = e”), 
given as formula (2.3) in [S, p. 2431. As shown in [S, p. 2501, this formula 
can be easily obtained by Schwarz’s inequality from (27) by using (20) with 
f- 1. Note also that (48) is valid for an even wider class of functions 
(it is valid if f~ L2[0, 27~); cf. [S, formula (5.3), p. 2513). The proof is 
complete. 1 
The next result is Rahmanov’s Lemmas 2 and 3 in [S, pp. 153-1551. 
THEOREM 15. Let p be a finite positive Bore1 measure in the irtterval 
[0, 2~). Then, writing z = e”, for every polynomial p,, of degree at most n we 
have 
l~~+,(d~~0)12~~j]:n(lPn(Z)I m-l)2dt+zj;= IP&)l’4&) (49) 
for n=O, 1, ,.. . 
Proof. If $ > 0 almost everywhere in [0,27c) then the result is a direct 
consequence of (5) (use the second inequality with c= l), (44), and (47). 
Otherwise, apply (49) with pE=p +cm where m denotes the Lebesgue 
measure and E > 0, and let E tend to 0. The proof is complete. 1 
COROLLARY 16. Let p be a finite positive Bore1 measure in the interval 
[0, 2x), and assume that 1’ > 0 almost everywhere in this interval, Then, 
writing z = e”, we have 
l@n+ l(&, 011’ Goy;l;n 4 1 - IdA& z)l ,/“i% dt (50) . . 
for n = 0, 1, . . . . 
ProoJ: Using the preceding theorem with p = 4, and expanding the 
square on the right-hand side of (49), we obtain 
4 -- jz” IBi,Z,~dt+lj~~dt+~j~~ 14,,(z)12dPs(t)~ n 0 
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Noting that the sum of the first and last terms on the right-hand side is 
equal to the third term in view of the orthogonality relations (I), formula 
(50) follows. The proof is complete. 1 
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