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END-POINT CORRECTIONS FOR THE MIDPOINT RULE∗
RICARDO L. U. F. PINTO† AND BERNARDO B. MONTEIRO†
Abstract. In this paper we present a new family of rules for numerical integration. This family
has up to half the error of the widely used Newton-Cotes rules when a sufficient number of points is
evaluated and also much better numerical stability for high orders. These rules can be written as the
midpoint rule with a correction term, providing a straightforward and computationally cheap way
to obtain error estimations. The rules are interpolatory and use evenly spaced points, which makes
them well suited for many practical applications. Their major potential disadvantage is the use of
points outside the integration interval.
Key words. numerical integration, quadrature formula, interpolatory, midpoint rule, end-point
correction
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1. Introduction. Numerical integration is one of the most basic procedures used
when tackling practical problems in science, technology, engineering and mathematics.
Although there are many well established techniques for numerical integration[3], some
improvements have been suggested throughout the years[4, 5, 8, 10].
A straightforward way to improve the accuracy of existing quadrature rules is
the use of endpoint corrections[9, 11]. Much research has been done on deriving end-
point corrections for the trapezoidal rule, but we feel that the midpoint rule has been
somewhat neglected. It has the same order of accuracy and is arguably slightly more
precise than the former for polynomial behaving functions. Indeed, the error of the
midpoint rule for
∫ b
a f(x)dx is given by −
(b−a)3
24N2 f
′′(ξ), while the trapezoidal rule has
an error given by − (b−a)
3
12N2 f
′′(ξ), ξ ∈ [a, b].
In this paper, we present a new family of integration rules, which can be written
in the form of end-point corrections of arbitrary order for the midpoint rule. These
rules were derived with three main principles in mind:
1. the use of interpolatory polynomials;
2. the use of points outside the integration interval;
3. the overlapping of these points, yielding end-point like correction terms.
We think these rules compare favorably to Newton-Cotes’ rules. They have less
error when a large number of function evaluations are used and better numerical
stability. Furthermore, as they can be presented as correction formulae, the correction
term yields a good heuristic for a priori error estimation, with only very few function
evaluations.
This paper is organized as follows. In section 2, we derive the new family of
integration rules, starting with a didactic and intuitive derivation of the three point
rule in order to convey the spirit of the new rules to the reader. The derivation is then
generalized to a rule with an arbitrary number of points, which is then particularized
to yield a five point rule, as we feel this result could be most useful for practical
applications. In section 3, we derive an error formula based on Peano’s theory1 for
the general rule. The formula thus derived proves that the n point rule is also of nth
∗Submitted to the editors December 4, 2018.
†Department of Mechanical Engineering, Federal University of Minas Gerais, Belo Horizonte, MG,
Brazil (utsch@demec.ufmg.br, b.b.monteiro@gmail.com).
1 the reader should refer to [3] for an overview of the method and [6] for some interesting results
concerning symmetric rules
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f(x)
p2(x)
−h −h/2 h/2 h
Fig. 2.1. Third order quadrature rule. f(x) is approximated by p2(x), which is the interpolating
polynomial constructed from points −h, 0, h. p2(x) is integrated from −h/2 to h/2 in order to
approximate the integral of f(x) over [−h/2, h/2].
order, hence justifying the use of the expression “nth order rule” instead of “n point
rule” in section titles. In section 4, we tackle the rules’ limitation of using points
outside the integration interval by providing two alternatives for the third order case.
Only one of them requires the use of derivatives, and even then they need only be
evaluated at the endpoints. Section 5 analyses the main results of this paper, including
a comparison with the widely used Simpson’s rule and heuristics for error estimation.
Finally, section 6 presents the conclusions of this paper. We also included several
numerical examples in Appendix A.
2. New quadrature rules.
2.1. Derivation of a third order rule. We can approximate the function f
by constructing a polynomial from a central point f(0) and two symmetric side points
f(−h) and f(h), h ∈ R, as show in Figure 2.1. Using Lagrange’s interpolation formula
[1], we get
(2.1) p2(x) =
x(x− h)
2h2
f(−h) +
(x − h)(x+ h)
−h2
f(0) +
x(x + h)
2h2
f(h)
It is easy to check that p2(x) and f(x) assume the same values in all three inter-
polation points. If we assume p2 as an approximation of f(x), the integral over the
small interval [−h/2, h/2] can then be written as
(2.2)
∫ h/2
−h/2
f(x) dx ≈
∫ h/2
−h/2
p2(x) dx = h
f(−h)− 22f(0) + f(h)
24
Using this formula in all sub-intervals of the form [a + ih, a + (i + 1)h], i =
0, 1, . . . , N − 1, we get the composite rule
(2.3)
∫ b
a
f(x) dx ≈ h
f(a− h2 ) + 23f(a+
h
2 ) + 24f(a+
3h
2 ) + . . .
24
· · ·+ 24f(b− 3h2 ) + 23f(b−
h
2 ) + f(b+
h
2 )
24
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a a+ h a+ 2h
Fig. 2.2. Third order composite quadrature rule. The function is approximated by a polynomial
as shown in Figure 2.1 for each sub-interval.
where h , b−aN is the step of integration, N is the number of points in which f was
evaluated, and a and b are the integration limits (see Figure 2.2).
Equation (2.3) can be rewritten as
(2.4)
∫ b
a
f(x) dx ≈MN−2(f) + ∆3(f)
where
(2.5) MN−2(f) , h
N−3∑
i=0
f(a+ (i+ 12 )h)
is the midpoint rule using N − 2 points in the interval [a, b], and
(2.6) ∆3(f) , h
f(a− h/2)− f(a+ h/2) + f(b+ h/2)− f(b− h/2)
24
can be seen as a correction term to the midpoint rule.
2.2. Derivation of an arbitrary order rule. Extending the reasoning of the
previous section, we can evaluate f(x) in a central point and n− 1 symmetrically dis-
tributed side points, f(xk), xk = kh, k = −nˆ, . . . , nˆ, where nˆ ,
n−1
2 (see Figure 2.3).
We can then construct the following interpolating polynomial of degree n− 1
(2.7) pn−1(x) =
nˆ∑
k=−nˆ
φnk (x)f(xk)
where, by Lagrange’s formula,
(2.8) φnk (x) =
nˆ∏
i=−nˆ
i6=k
x− xi
xk − xi
=
nˆ∏
i=−nˆ
i6=k
x− ih
(k − i)h
Taking pn−1(x) as an approximation of f(x) over [−h/2, h/2], we can evaluate
the integral
(2.9)
∫ h/2
−h/2
f(x) dx ≈
∫ h/2
−h/2
pn−1(x) dx
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f(x)
−nˆ
−1
0
1 nˆ
−hnˆ −h −h/2 h/2 h hnˆ
Fig. 2.3. Quadrature rule of order n = 2nˆ + 1. The rule uses function evaluations on points
−hnˆ, . . . , hnˆ, in order to approximate the integral in [−h/2, h/2].
Denoting this result as the quadrature rule Ln, we have
(2.10) Ln
(
f(x)
)
= h
nˆ∑
k=−nˆ
wnk f(xk)
where the normalized weights wnk , considering (2.8), are given by
(2.11) wnk ,
1
h
∫ h/2
−h/2
φnk (x) dx =
1
h
∫ h/2
−h/2
nˆ∏
i=−nˆ
i6=k
x
h − i
k − i
dx
In terms of the normalized variable u , xh , we can write
(2.12) wnk =
∫ 1/2
−1/2
nˆ∏
i=−nˆ
i6=k
u− i
k − i
du
For the n point rule derived above, the related N point composite rule is
(2.13)
∫ b
a
f(x) dx ≈MN−(n−1)(f) + ∆n(f)
where
∆n = (∆n)outside − (∆n)inside(2.14)
(∆n)outside = h
nˆ∑
i=1

 nˆ∑
k=i
wnk

[f (a+ (−i+ 12 )h)+ f (b+ (i − 12 )h)](2.15)
(∆n)inside = h
nˆ∑
i=1

 nˆ∑
k=i
wnk

[f (a+ (i− 12 )h)+ f (b+ (−i+ 12 )h)](2.16)
This time, the correction term ∆n uses nˆ function evaluations outside the inte-
gration interval and nˆ points within the interval. The weighted function evaluations
outside the interval are added to the midpoint rule and the weighted function evalu-
ations inside the interval are subtracted.
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2.2.1. Fifth order rule. A particular result can be obtained from the previous
section by setting n = 5:
(2.17)
∫ h/2
−h/2
f(x) dx ≈ h
−17f(−2h) + 308f(−h) + 5178f(0) + 308f(h)− 17f(2h)
5760
This simple rule can then be composed to yield
(2.18)
∫ b
a
f(x) dx ≈MN−4(f) + ∆5(f)
where N is the number of points considered by the rule, MN−4(f) is again the mid-
point rule, and the correction term takes the form
∆5 = h
{
97
1920
[
f(a− h2 )− f(a+
h
2 )− f(b−
h
2 ) + f(b+
h
2 )
]
−
−
17
5760
[
f(a− 3h2 )− f(a+
3h
2 )− f(b−
3h
2 ) + f(b+
3h
2 )
]}
3. Integration error.
3.1. Notation. For this section, a brief reminder of the used notation is in order.
In this paper, n stands for the number of points used in the simple quadrature rule,
which, as seen in subsection 2.2 is always odd. Due to the symmetry of this rule
family, it is convenient to define nˆ = n−12 . Finally, N stands for the total number of
points used by a composite rule.
Furthermore, we will denote a quadrature rule by the letter L and the exact
definite integral by the cursive letter L . A superscript will be used to indicate
the number of points of the simple rule from which L was derived, and a subscript
will indicate the total number of points used by L, since it may be composite. For
example, the notation LnN stands for the N point composite rule derived from the n
point simple rule. The integration error is defined as RnN , L
n
N − L . In order to
simplify the notation, for simple rules we will drop the superscript so that Ln , L
n
n.
3.2. Error formula derivation. We begin by reminding ourselves that Ln is
an interpolatory rule, so it is exact for polynomials of degree n − 1 and bellow. In
fact, we will prove that it is exact for polynomials of degree n as well, by introducing
Definition 3.1 and then proceeding to prove Lemma 3.2.
Definition 3.1. We say that an integration rule is symmetric if and only if, for
all weights
wk = w−k, k = −nˆ, . . . , nˆ
and for all function evaluation points
xk = −x−k, k = −nˆ, . . . , nˆ
For the proposed quadrature rules, it is easy to see that xk = −x−k, since xi , kh.
Moreover, from equation (2.12), substituting the dummy variables u and i for −u
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and −i respectively, and using multiplication’s commutativity, we have
(3.1) wk =
∫ 1/2
−1/2
nˆ∏
i=−nˆ
i6=k
u− i
k − i
du =
=
∫ 1/2
−1/2
nˆ∏
i=−nˆ
i6=−k
(−u) + i
k + i
d(−u) =
=
∫ 1/2
−1/2
nˆ∏
i=−nˆ
i6=−k
u− i
−k − i
du = w−k
Thus the proposed quadrature rules are symmetric
We can also prove the following result for symmetric interpolatory quadrature
rules
Lemma 3.2. A n point symmetric interpolatory rule Ln is exact for polynomials
of up to degree n, i.e.
Rn(p) = 0 ∀ p ∈ Πn,Πn−1, . . . ,Π0
where Πn is the set of polynomials of degree n.
Proof. Since Ln is interpolatory and uses n points, it is, by construction, exact
for all polynomials of degree n− 1 or less. We will now prove that this is also the case
for polynomials of degree n. As usual, we define nˆ , (n− 1)/2.
Let p(x) =
∑nˆ
i=0 a2ix
2i +
∑nˆ
i=0 a2i+1x
2i+1. Then
R2nˆ+1(p(x)) = R2nˆ+1

 nˆ∑
i=0
a2ix
2i

+R2nˆ+1

 nˆ∑
i=0
a2i+1x
2i+1


The first term argument is a polynomial of degree 2nˆ = n− 1 and the rule is interpo-
latory, so R2nˆ+1
(∑nˆ
i=0 a2ix
2i
)
= 0.
The second term can be expanded as
R2nˆ+1(p(x)) = L2nˆ+1

 nˆ∑
i=0
a2i+1x
2i+1

−L2nˆ+1

 nˆ∑
i=0
a2i+1x
2i+1


Since
∑nˆ
i=0 a2i+1x
2i+1 is odd and L is symmetric, both terms in this equation are
zero.
Since our quadrature rules are symmetric and interpolatory, Lemma 3.2 applies.
This result allows the integration error to be derived by means of the Peano’s theory.
Following the procedure suggested by David Ferguson [7, example (b)], the integration
error is
(3.2) Rn(f(x)) = f
(n+1)(ξ)Rn(x
n+1/(n + 1)!) ξ ∈ [−h, h]
provided that f is at least n+ 1 times differentiable.
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A simple variable substitution allows Rn to be computed in any arbitrary interval
[α, β]. Defining u , x−ab−a (β−α)+α, we have dx =
(b−a)
β−α dxˆ and
Rn(x
n+1) =
∫ b
a
xn+1 dx− (b− a)
∑
i
wix
n+1
i =(3.3)
=
∫ β
α
(
u−α
β−α
(b−a)+a
)n+1
du− (b − a)
∑
i
wi
(
u−α
β−α
(b−a)+a
)n+1
where wi are the n normalized weights.
Since the rule is exact for polynomials up to degree n, we can drop those when
expanding the terms in u
(3.4) Rn(x
n+1) = (b− a)n+2

∫ βα un+1 du− (β − α)∑iwiui
(β − α)n+2

 ∀α, β
This allows us to define the normalized integration error
(3.5) Rˆn ,
Rn(x
n+1/(n+ 1)!)
hn+2
which is constant for a given rule. This result is valid in general for any rule with
error given by (3.2) with fixed number of steps per integration interval.
The integration error can now be written as
(3.6) Rn(f(x)) = Rˆnh
n+2f (n+1)(ξ) ξ ∈ [−h, h]
This proves that the n point simple quadrature rule is indeed of nth order, that
is, it integrates polynomials of degree up to n exactly.
3.3. Integration error of the composite rule. The composite rule is derived
from applying the simple rule to M sub-intervals, one for each step. Therefore its
error is given by
(3.7) RN =
M∑
i=1
Rˆnh
n+2f (n+1)(ξi)
where ξi ∈ [a + (i −
3
2 )h, a + (i +
1
2 )h], i.e. ξ is in a radius h ball centered in each
integration point. The integration step is given by h = b−aM . We can rewrite (3.7) as
(3.8) RN = Rˆnh
n+2M
M∑
i=1
f (n+1)(ξi)
M
If we assume f (n+1) continuous, there is a ξ ∈ [a− h/2, b+ h/2] that satisfies
(3.9) f (n+1)(ξ) =
M∑
i=1
f (n+1)(ξi)
M
so (3.8) becomes
(3.10) RN = RˆnMh
n+2f (n+1)(ξ)
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Substituting h,
(3.11) RN = Rˆn(b− a)h
n+1f (n+1)(ξ)
or,
(3.12) RN = Rˆn
(b− a)n+2f (n+1)(ξ)
Mn+1
Note that the simple nth order rule uses one point inside each integration step and
n−1 points outside. Since the points outside the interval are also used by one or more
neighboring steps, the composite rule uses n − 1 points outside the full integration
interval, namely (n− 1)/2 points before the beginning and (n− 1)/2 points after the
end. In addition to that, one point for each step is used. Therefore the total number
of points is given by N = M + n− 1. Solving for M , we have
(3.13) M = N − (n− 1)
Substituting this result in (3.12), we have our final error formula,
(3.14) RN = Rˆn
(b− a)n+2f (n+1)(ξ)
[N − (n− 1)]n+1
ξ ∈ [a− (n− 2)h/2, b+ (n− 2)h/2]
4. Modified rules.
4.1. Formulae using only points in the integration interval. The major
disadvantage of the family of rules presented so far in relation to the traditional
Newton-Cotes family is that the former uses points outside the integration interval:
in some cases these points may simply not be available for evaluation. Nevertheless,
a simple adaptation of the end-steps can avoid this issue entirely. The modification
will be derived here only for the third order rule for brevity, but the reader will find
it easy to apply the same reasoning to any other case.
This modification consists on modifying the interpolating polynomial of the end-
steps in such a fashion to evaluate the end-point instead of the point outside the
integration interval, as shown in Figure 4.1 for the first step.
In order to simplify the derivation for the first step, we define the auxiliary variable
(4.1) u ,
x− (a+ 12h)
h
Doing so is equivalent to assuming, without loss of generality, that a+ 12h is the origin
and that the integration step is unitary. The interpolating polynomial p2(u) is
(4.2) p2(u) =
u(u− 1)
(− 12 )(−
3
2 )
f(a) +
(u+ 12 )(u − 1)
(12 )(−1)
f(a+ 12h) +
(u+ 12 )u
(32 )(1)
f(a+ 32h)
Integrating, we have
(4.3)
∫ a+h
a
f(x) dx ≈
∫ a+h
a
p2(x) dx =
=
∫ 1
2
−
1
2
p2(u)h du =
2f(a) + 15f(a+ 12h) + f(a+
3
2h)
18
h
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f(x)
p2(x)
a a+ 12h a+ h a+
3
2h
Fig. 4.1. Modified first step for third order quadrature. The interpolating polynomial p2, which
is used to approximate f is constructed from points a, a+ 1
2
h, a+ 3
2
h in order to avoid points outside
the interval. The integration is carried from a to a+ h as usual. Compare with Figure 2.1.
The result for the last step is symmetrical to 4.3, i.e.
(4.4)
∫ b
b−h
f(x) dx ≈
2f(b) + 15f(b− 12h) + f(b−
3
2h)
18
h
Finally, for the remaining steps, the usual (2.1) rule is used, i.e.
(4.5)
∫ b−h
a+h
f(x) dx = h
N−5∑
i=0
f(a+ (i+ 32 )h)+
+ h
f(a+ 12h)− f(a+
3
2h) + f(b−
1
2h)− f(a−
3
2h)
12
Summing (4.3)–(4.5), we get the final rule
(4.6)
∫ b
a
f(x) dx ≈MN−2+
+ h
f(a) + f(b)
9
− h
3f(a+ 12h) + f(a+
3
2h) + f(b−
3
2h) + f(b−
1
2h)
36
This modified rule is still of third order, since it is symmetric and interpolatory in
a stepwise sense. The proof for this more general2 case is entirely analogous to that
made in Lemma 3.2.
4.2. Formulae using endpoint derivatives. Another related integration for-
mula can be derived by a similar reasoning, but using end-point derivatives instead of
points outside the integration interval. This formula was derived by [12], albeit with
a different reasoning.
2In this case, each step of the composite rule is interpolatory. Therefore, when calculating the
error in each step for a polynomial one degree above that of the interpolating polynomial, which
is even by construction, the even part of the error will vanish because it is of the order of the
interpolation, while the odd part will vanish because the quadrature rule is symmetric.
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As a motivation, consider the third order correction term
∆3 =
h2
24
[
f(b+ h/2)− f(b− h/2)
h
−
f(a+ h/2)− f(a− h/2)
h
]
Assuming a small h, we have
(4.7) ∆3 ≈ ∆
′
3 =
h2
24
(f ′(b)− f ′(a))
Now we will show that the correction term ∆′3 summed to the midpoint rule
yields a third order integration rule. Assume f : [−h/2, h/2]→ R differentiable with
a continuous derivative. Approximate it by a quadratic polynomial p2(x) such that
p′2(−h/2) = f
′(−h/2), p′2(h/2) = f
′(h/2) and p2(0) = f(0), i.e.
(4.8) p2(x) =
x2 − hx
−2h
f ′(−h/2) + f(0) +
x2 + hx
2h
f ′(h/2)
Integrating p2(x), we get
(4.9)
∫ h/2
−h/2
f(x) dx ≈
∫ h/2
−h/2
p2(x) dx =
h2
24
(f ′(h/2)− f ′(−h/2)) + hf(0)
This rule can be readily composed to yield
(4.10)
∫ b
a
f(x) dx ≈Mn−2 +∆
′
3
where
(4.11) ∆′3 =
h2
24
(f ′(b)− f ′(a))
Notice that the derivatives taken inside the integration interval cancel out nicely.
One interesting property of the correction term ∆′3 is that it can be used to
estimate the integration step for a given error a priori. If we take the correction term
to be an approximation of the error, denoted R¯, the integration step for a desired
amount of error should be
(4.12) h =
√√√√∣∣∣∣∣ 24R¯f ′(b)− f ′(a)
∣∣∣∣∣
as long as f ′(b) 6= f ′(a).
5. Results and discussion. In Appendix A we show several practical results of
the application of the rules derived in a set of representative functions selected mostly
from [2].
In general, the third order and the derivative rule compare favorably to Simpson’s
rule, which is used as a benchmark. The modified third order rule with no points
outside the integration interval and no use of derivatives, derived in subsection 4.1,
also has errors on par with Simpson’s rule.
Table 5.1 shows the tabulated rule weights for the proposed rules up to ninth
order. The presence of negative weights starting from the fifth order rule suggests that
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Table 5.1
Normalized weights for rules up to ninth order.
2n+ 1 wi, i = 0, . . . , n
1 11
3 1112
1
24
5 863960
77
1440
−17
5760
7 215641241920
6361
107520
−281
53760
367
967680
9 4120805946448640
3629953
58060800
−801973
116121600
49879
58060800
−27859
464486400
Numerical stability
1
1.02
1.04
1.06
1.08
1.1
0 20 40 60 80 100
∑ i
|w
i|
n
Proposed family of rules
100
105
1010
1015
1020
1025
0 20 40 60 80 100
∑ i
|w
i|
n
Newton-Cotes rules
Fig. 5.1. Sum of normalized absolute rule weights for the proposed family and Newton-Cotes
rules. The weights were normalized so that
∑
i wi = 1. For the proposed family, the sum keeps quite
close to unity, while it diverges quickly for Newton-Cotes formulae.
these rules might become numerically unstable as you increase the order, but that is
not the case. Figure 5.1 shows that the sum of weights apparently has asymptotic
behavior with an asymptote smaller than 1.1. Further testing has shown that this
behavior holds at least up to 420th order, while the sum of weights for Newton-Cotes
formulae diverges exponentially.
The general results obtained for integration error in section 3 can be particular-
ized. For the third and fifth order rule we get the following error formulae for the
12 RICARDO L. U. F. PINTO, AND BERNARDO B. MONTEIRO
Table 5.2
Normalized integration errors for the proposed rules up to ninth order
n Rˆn(exact) Rˆn(approx.)
1 124 0.0416667
3 −175760 −0.00295139
5 367967680 0.000379258
7 −27859464486400 −5.99781 · 10
−5
9 1295803122624409600 1.05673 · 10
−5
simple rules
R3(f(x)) =
−17
5760
hn+2f (n+1)(ξ) ξ ∈ [−h, h](5.1)
R5(f(x)) =
367
967680
hn+2f (n+1)(ξ) ξ ∈ [−h, h](5.2)
and for the composite rules
R3N = −
17
5760
(b− a)5f (4)(ξ)
(N − 2)4
ξ ∈ [a− h/2, b+ h/2](5.3)
R5N =
367
967680
(b− a)7f (6)(ξ)
(N − 4)6
ξ ∈ [a− 3h/2, b+ 3h/2](5.4)
For the derivative rule, subsection 4.2, we have
(5.5) RN = −
7
5760
(b− a)5f (4)(ξ)
(N − 2)4
ξ ∈ [a, b]
counting the derivative evaluations as function evaluations. It is slightly better than
the regular third order rule.
We also show values of the normalized integration error Rˆn for rules up to ninth
rule in Table 5.2
5.1. Error formula comparison with Newton-Cotes integration rules.
In order to compare the family of rule presented herein with Newton-Cotes rules in
an analytical manner, it is interesting to consider both error formulae in a common
framework. For that we define the global normalized integration error as
RˆnN ,
RnN (x
n+1/(n+ 1)!)
(b − a)n+2
(5.6)
so that
RnN = Rˆ
n
N (b− a)
n+2f (n+1)(ξ)(5.7)
where n and M retain their meaning of rule order and number sub-intervals respec-
tively, a and b are the integration bounds, and ξ ∈ [a−(n−2)h/2, b+(n−2)h/2] in the
general case, or more strictly ξ ∈ [a, b] for Newton-Cotes rules. Rˆn is the normalized
integration error, as defined in (3.5).
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Fig. 5.2. Rˆ constant comparison between the third order rule and Simpson’s rule.
From (3.12),
(5.8) RˆnN =
Rˆn
Mn+1
We should also write the global normalized integration error as function of the
number of points evaluated rather than number of sub-intervals. This is because the
number of sub-intervals is N − 1 for Newton-Cotes rules, while it is N − (n − 1) for
the family of rules presented here. Substituting M in (5.8) and dropping the super
and subscripts, we have
Rˆnew family =
(Rˆn)new family
[N − (n− 1)]n+1
(5.9)
RˆNewton-Cotes =
(Rˆn)Newton-Cotes
(N − 1)n+1
(5.10)
Since Rˆ is constant for a given rule with known order and number of points used,
it can be used as a figure of merit to access the relative errors between rules of the
same order.
In particular, for the third order rule, |Rˆ| = 175760(N−2)4 , while, for Simpson’s
rule, |Rˆ| = 1180(N−1)4 . This values have been plotted in Figure 5.2 as function of N .
Simpson’s rule starts with a smaller error constant, but for N ≥ 8 the third order
rule’s error constant gets smaller. Asymptotically, the ratio Rˆthird order/RˆSimpson goes
to 17/32 ≈ 0.53.
In Figure 5.3, we show, for rules up to eleventh order, the asymptotic error con-
stant ratio
(5.11) Rˆr∞ , lim
N→∞
∣∣∣∣∣ Rˆnew familyRˆNewton-Cotes
∣∣∣∣∣ =
∣∣∣∣∣ (Rˆn)new family(Rˆn)Newton-Cotes
∣∣∣∣∣
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Fig. 5.3. Asymptotic and initial error ratios, and transition point for rules up to order eleven.
The asymptotic error ratio decreases exponentially while the initial error ratio increases also expo-
nentially. The transition point increases almost linearly.
as well as the initial error ratio
(5.12) Rˆr0 ,
∣∣∣∣∣ Rˆnew familyRˆNewton-Cotes
∣∣∣∣∣
N=n
=
∣∣∣∣∣ (Rˆn)new family(Rˆn)Newton-Cotes
∣∣∣∣∣ (n− 1)n+1
and the transition point N∗, defined as
(5.13) N∗ , min{N ∈ N|Rˆnew family < RˆNewton-Cotes}
i.e.
(5.14) N∗ =
⌈
1− (n− 1)2/(Rˆr0)
1/(n−1)
1− (n− 1)/(Rˆr0)1/(n−1)
⌉
When the rule order is increased, the asymptotic error ratio, Rˆr∞, decreases, and
it is always less than one. Using the proposed rules is therefor advantageous when
evaluating a large number of points. In fact, the number of points at which these
rules start performing better than their Newton-Cotes pairs, N∗, is relatively small
and increases moderately with the rule order. In a single step, on the other hand, the
initial error ratio Cr0 is very big and shows that Newton-Cotes rules perform much
better in this scenario. For this reason, the use of the proposed rules with less than
N∗ points is strongly disadvised.
5.2. Error estimation. In Figure 5.4, we show the performance of the correc-
tion term ∆3 as a predictor of the midpoint rule’s error. It is mostly accurate within
a 15% deviation and tends to overestimate the error. For the 3rd order rule, it grossly
overestimates the error. The exception is for function 14, which is periodic and in-
tegrated in its period, meaning that ∆3 is zero and so it loses its worthiness as an
error estimate. This is expected as low order interpolatory rules are very accurate for
periodic functions.
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Fig. 5.4. Performance of the correction term ∆3 as a predictor of the midpoint rule’s error for
the test functions defined and numbered in Appendix A. The relative error is defined as ∆3−R(f)
R(f)
,
where R(f) is the integration error of the midpoint rule.
Functions 1 to 9 are polynomials, and the relative error rises with the degree of
the integrand, as should be expected. The relative error peaks again in function 19,
as it has a singularity on the first derivative. Function 20 has a singularity on the
second derivative, but this does not have a pronounced effect on the relative error of
the estimator. The relative errors are smaller for the other functions, which include
trigonometric and exponential functions. See Appendix A for the definition of the
test functions.
6. Conclusion. In this article we presented a family of uniformly spaced interpo-
latory integration rules which use function evaluations in and beyond each integration
sub-interval.
These rules are based on polynomial approximations of arbitrary degree, and use
only one function evaluation inside each integration sub-interval. The price paid for
higher degree interpolations is one extra function evaluation outside the integration
interval per degree increased. This allows the rules to be expressed as the midpoint
rule with an additional correction term. This term depends on the evaluation of
the integrand on a small fixed number of points close to the integration boundaries,
regardless of the total number of function evaluations used by the associated midpoint
rule. This correction term may also be used for quickly estimating, a priori, the total
number of function evaluations needed to comply with a global precision criterion.
This family of rules show a smaller error constant for the Peano’s error formula
than the corresponding constant for Newton-Cotes rules beginning from a relatively
small number of function evaluations for practical applications.
As an alternative to the third order rule, we propose a modified rule that uses
the function values at the interval’s extrema instead of points outside the integration
interval, while preserving the characteristic of “midpoint rule with added correction
term”. Since this alternative rule only needs function evaluations inside the integra-
tion interval, it rule covers more practical applications. In the numerical results, this
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modified rule had smaller errors than the widely used Simpson’s rule, but slightly
higher errors than the originally proposed third order rule. This modification can be
easily extended to higher order rules.
The numerical results obtained were very satisfactory and consistent with the
theoretical analysis, thus encouraging the adoption of these rules for the evaluation
of integrals in practical problems.
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Appendix A. Experimental results.
Unless noted otherwise, the exact result of the integrals is 1.
n (1)
∫ 1
0
5x4 dx
Midpoint Simpson 3rd Order 3rd Order interval Derivatives
9 0.98973416 1.00016276 1.00014751 0.99983762 1.00006074
17 0.99711824 1.00001017 1.00000700 0.99999136 1.00000288
33 0.99923489 1.00000064 1.00000038 0.99999950 1.00000016
65 0.99980277 1.00000004 1.00000002 0.99999997 1.00000001
129 0.99994992 1.00000000 1.00000000 0.10000000 1.00000000
n (2)
∫ 1
0
6x5 dx
Midpoint Simpson 3rd Order 3rd Order interval Derivatives
9 0.98463458 1.00048828 1.00044252 0.99951285 1.00018222
17 0.99567998 1.00003052 1.00002099 0.99997407 1.00000864
33 0.99885253 1.00000191 1.00000115 0.99999851 1.00000047
65 0.99970417 1.00000012 1.00000007 0.99999991 1.00000003
129 0.99992489 1.00000001 1.00000000 0.99999999 1.00000000
n (3)
∫ 1
0
7x6 dx
Midpoint Simpson 3rd Order 3rd Order interval Derivatives
9 0.97855035 1.00112661 1.00103211 0.99895850 1.00042380
17 0.99395685 1.00007101 1.00004897 0.99994201 1.00002015
33 0.99839388 1.00000445 1.00000268 0.99999659 1.00000111
65 0.99958586 1.00000028 1.00000016 0.99999979 1.00000006
129 0.99989484 1.00000002 1.00000001 0.99999999 1.00000000
n (4)
∫ 1
0
8x7 dx
Midpoint Simpson 3rd Order 3rd Order interval Derivatives
9 0.97150338 1.00222778 1.00206334 0.99810736 1.00084485
17 0.99195060 1.00014162 1.00009792 0.99988903 1.00004027
33 0.99785908 1.00000889 1.00000537 0.99999333 1.00000221
65 0.99944785 1.00000056 1.00000031 0.99999959 1.00000013
129 0.99985979 1.00000003 1.00000002 0.99999997 1.00000001
n (5)
∫ 1
0
9x8 dx
Midpoint Simpson 3rd Order 3rd Order interval Derivatives
9 0.96351945 1.00395048 1.00371195 0.99690713 1.00151420
17 0.98966330 1.00025397 1.00017624 0.99980889 1.00007242
33 0.99724828 1.00001598 1.00000966 0.99998824 1.00000398
65 0.99929015 1.00000100 1.00000057 0.99999927 1.00000023
129 0.99981974 1.00000006 1.00000003 0.99999995 1.00000001
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n (6)
∫ 1
0
10x9 dx
Midpoint Simpson 3rd Order 3rd Order interval Derivatives
9 0.95462817 1.00646198 1.00618235 0.99532040 1.00251011
17 0.98709736 1.00042131 1.00029369 0.99969525 1.00012056
33 0.99656163 1.00002661 1.00001611 0.99998081 1.00000663
65 0.99911277 1.00000167 1.00000094 0.99999880 1.00000039
129 0.99977468 1.00000010 1.00000006 0.99999992 1.00000002
n (7)
∫ 1
0
11x10 dx
Midpoint Simpson 3rd Order 3rd Order interval Derivatives
9 0.94486271 1.00993023 1.00970740 0.99332429 1.00391911
17 0.98425551 1.00065838 1.00046143 0.99954178 1.00018919
33 0.99579935 1.00004176 1.00002531 0.99997048 1.00001041
65 0.99891573 1.00000262 1.00000148 0.99999813 1.00000061
129 0.99972461 1.00000016 1.00000009 0.99999988 1.00000004
n (8)
∫ 1
0
12x11 dx
Midpoint Simpson 3rd Order 3rd Order interval Derivatives
9 0.93425954 1.01451584 1.01454812 0.99091010 1.00583479
17 0.98114084 1.00098118 1.00069200 0.99934231 1.00028332
33 0.99496165 1.00006253 1.00003796 0.99995665 1.00001561
65 0.99869903 1.00000393 1.00000223 0.99999723 1.00000092
129 0.99966954 1.00000025 1.00000013 0.99999983 1.00000006
n (9)
∫ 1
0
13x12 dx
Midpoint Simpson 3rd Order 3rd Order interval Derivatives
9 0.92285810 1.02036558 1.02099359 0.98808254 1.00835650
17 0.97775670 1.00140680 1.00099931 0.99909096 1.00040848
33 0.99404878 1.00009016 1.00005483 0.99993870 1.00002254
65 0.99846271 1.00000567 1.00000321 0.99999604 1.00000132
129 0.99960947 1.00000035 1.00000019 0.99999975 1.00000008
n (10)
∫ 1
0
e
x dx
Midpoint Simpson 3rd Order 3rd Order interval Derivatives
9 1.71739826 1.71828415 1.71828394 1.71827954 1.71828270
17 1.71803412 1.71828197 1.71828193 1.71828171 1.71828187
33 1.71821609 1.71828184 1.71828183 1.71828182 1.71828183
65 1.71826488 1.71828183 1.71828183 1.71828183 1.71828183
Exact value 1.71828183 1.71828183 1.71828183 1.71828183 1.71828183
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n (11)
∫ 1
0
sin(pix) dx
Midpoint Simpson 3rd Order 3rd Order interval Derivatives
9 0.63986339 0.63670545 0.63669606 0.63652116 0.63665133
17 0.63752656 0.63662505 0.63662339 0.63661493 0.63662126
33 0.63686024 0.63662010 0.63661997 0.63661950 0.63661985
65 0.63668174 0.63661979 0.63661978 0.63661976 0.63661978
Exact value 0.63661977 0.63661977 0.63661977 0.63661977 0.63661977
n (12)
∫ 1
0
cos(x) dx
Midpoint Simpson 3rd Order 3rd Order interval Derivatives
9 0.84190400 0.84147213 0.84147202 0.84146983 0.84147141
17 0.84159232 0.84147106 0.84147103 0.84147092 0.84147101
33 0.84150318 0.84147099 0.84147099 0.84147098 0.84147099
65 0.84147928 0.84147099 0.84147098 0.84147098 0.84147098
Exact value 0.84147098 0.84147098 0.84147098 0.84147098 0.84147098
n (13)
∫ 1
0
1
1 + x2
dx
Midpoint Simpson 3rd Order 3rd Order interval Derivatives
9 0.78565536 0.78539813 0.78539816 0.78540111 0.78539816
17 0.78547025 0.78539816 0.78539816 0.78539823 0.78539816
33 0.78541729 0.78539816 0.78539816 0.78539817 0.78539816
65 0.78540309 0.78539816 0.78539816 0.78539816 0.78539816
Exact value 0.78539816 0.78539816 0.78539816 0.78539816 0.78539816
n (14)
∫ 1
0
2
2 + sin(10pix)
dx
Midpoint Simpson 3rd Order 3rd Order interval Derivatives
9 1.15470054 1.15079365 1.15470052 1.14845436 1.15470052
17 1.15470054 1.15468009 1.15384615 1.15000000 1.15384615
33 1.15470054 1.15470054 1.15470054 1.15449366 1.15470054
65 1.15470054 1.15470054 1.15470054 1.15469686 1.15470054
Exact value 1.15470054 1.15470054 1.15470054 1.15470054 1.15470054
n (15)
∫ 1
0
1
1 + x4
dx
Midpoint Simpson 3rd Order 3rd Order interval Derivatives
9 0.86748850 0.86698105 0.86698036 0.86695345 0.86697602
17 0.86711725 0.86697350 0.86697334 0.86697229 0.86697313
33 0.86701125 0.86697302 0.86697301 0.86697296 0.86697300
65 0.86698285 0.86697299 0.86697299 0.86697299 0.86697299
Exact value 0.86697299 0.86697299 0.86697299 0.86697299 0.86697299
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n (16)
∫ 1
0
1
1 + ex
dx
Midpoint Simpson 3rd Order 3rd Order interval Derivatives
9 0.37985801 0.37988537 0.37988538 0.37988562 0.37988545
17 0.37987779 0.37988549 0.37988549 0.37988550 0.37988549
33 0.37988345 0.37988549 0.37988549 0.37988549 0.37988549
65 0.37988497 0.37988549 0.37988549 0.37988549 0.37988549
Exact value 0.37988549 0.37988549 0.37988549 0.37988549 0.37988549
n (17)
∫ 1
0
23
25
cosh(x)− cos(x) dx
Midpoint Simpson 3rd Order 3rd Order interval Derivatives
9 0.23872514 0.23971443 0.23971441 0.23971383 0.23971423
17 0.23943692 0.23971413 0.23971413 0.23971410 0.23971412
33 0.23964055 0.23971411 0.23971411 0.23971411 0.23971411
65 0.23969515 0.23971411 0.23971411 0.23971411 0.23971411
Exact value 0.23971411 0.23971411 0.23971411 0.23971411 0.23971411
n (18)
∫ 1
0
1
1 + x
dx
Midpoint Simpson 3rd Order 3rd Order interval Derivatives
9 0.69276241 0.69315453 0.69315409 0.69314094 0.69315000
17 0.69303913 0.69314765 0.69314751 0.69314681 0.69314732
33 0.69311849 0.69314721 0.69314720 0.69314716 0.69314719
65 0.69313978 0.69314718 0.69314718 0.69314718 0.69314718
Exact value 0.69314718 0.69314718 0.69314718 0.69314718 0.69314718
n (19)
∫ 1
0
√
|x2 − 0.25|3 dx
Midpoint Simpson 3rd Order 3rd Order interval Derivatives
9 0.14732665 0.14903320 0.14848608 0.14847253 0.14848191
17 0.14845436 0.14889952 0.14881348 0.14881276 0.14881329
33 0.14876407 0.14887651 0.14886211 0.14886207 0.14886210
65 0.14884450 0.14887248 0.14887000 0.14887000 0.14887000
Exact value 0.14887162 0.14887162 0.14887162 0.14887162 0.14887162
n (20)
∫ 1
0
√
|x2 − 0.25|5 dx
Midpoint Simpson 3rd Order 3rd Order interval Derivatives
9 0.06386234 0.06556386 0.06560246 0.06546068 0.06556174
17 0.06504820 0.06551704 0.06551935 0.06551211 0.06551742
33 0.06539065 0.06551484 0.06551505 0.06551464 0.06551495
65 0.06548275 0.06551477 0.06551479 0.06551476 0.06551478
Exact value 0.06551477 0.06551477 0.06551477 0.06551477 0.06551477
