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Abstract 
In a learning environment, emotional factors influence student motivation. Students emotion 
have an important role in students' capability to learn. The tendency of the students emotion 
are not easily recognizable in a short time. Twitter is a popular micro-blogging system 
especially for students. Students post tweet about activities, experiences, their feelings 
anywhere, anytime and in real time. Sentiment analysis on twitter produce content sentiment 
that represents the feelings and emotions of students. Sentiment analysis system was built using 
backpropagation method at the stage of classification. In this research backpropagation 
network and the classification results were tested using WEKA with multilayer perceptron 
classifier. The results of sentiment analysis with 30 student respondents are 33.33% tendency 
of positive emotions, neutral emotions tendency 53.33% and 13:33% negative emotional 
tendencies. The results are used as reference in providing the appropriate treatment of the 
students during the process of learning.
Keywords : emotion, twitter, sentiment analysis, backpropagation, WEKA
1. Pendahuluan
Dalam lingkungan belajar, faktor emosional sangat berpengaruh terhadap motivasi
mahasiswa dalam belajar. Emosi mahasiswa secara umum dapat berpengaruh terhadap outcome
dari learning process  (Shen, Wang, & Shen, 2009). Emosi memiliki peran penting dalam 
kemampuan belajar dan cara belajar mahasiswa  (Kolb, 1984)  (Suliman, 2010). Emosi berarti 
bagi pendidikan, emosi dapat mendorong perhatian, mendorong pembelajaran dan memori 
(Mahasneh, 2013)  (Sylwester, 1994). Seorang mahasiswa yang sedang merasakan kesedihan 
akan sulit untuk fokus pada saat belajar. Mahasiswa yang memiliki masalah emosional 
memiliki beberapa kesulitan seperti, kesulitan dalam belajar, sulit mencapai sesuatu, merasa 
tidak senang, memiliki sedikit teman dan sulit bergaul, sulit menerima pujian dan kurang 
dewasa, selalu emosional, dan mudah tersinggung  (Fogell & Long, 1997). Jika terdapat 
mahasiswa dengan kecenderungan emosi negatif maka dapat berdampak negatif kepada 
mahasiswa lain. Mahasiswa menjadi kurang berprestasi dan menyebabkan kegagalan dalam 
proses pendidikan. Oleh karena itu, sangat penting untuk mengetahui kecenderungan emosi 
dari mahasiswa  (Taylor, Baskett, Duffy, & Wren, 2008).
Seiring perkembangan teknologi khususnya micro-blogging, twitter menjadi micro-
blogging system yang populer terutama di kalangan mahasiswa. Mahasiswa dapat mem-posting
aktifitas, pengalaman, perasaan mereka ke internet secara mudah, dimanapun, kapanpun dan 
real time  (Ravichandran & Kulanthaivel, 2014). Analisis sentimen dari tweet yang dimiliki 
mahasiswa di twitter, menghasilkan sentimen yang terkandung di tweet mahasiswa. Sentimen 
tersebut merepresentasikan perasaan dan emosi yang dimiliki oleh mahasiswa  (Yamatoto & 
Kumatato, 2015).
Pada penelitian ini, bagaimana mengetahui kecenderungan emosi mahasiswa dengan 
analisis sentimen pada twitter menggunakan metode backpropagation. Hasil analisis sentimen 
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merupakan kecenderungan emosi mahasiswa. Kecenderungan emosi mahasiswa dapat 
digunakan sebagai acuan untuk menentukan perlakuan yang sesuai terhadap mahasiswa pada 
saat proses belajar. 
 
2. Penelitian Terkait 
2.1. Analisis Sentimen 
Menurut Yamamoto dan Kumamoto (2015), emoticon memiliki peran terhadap kandungan 
sentimen pada tweet twitter. Sentimen yang digunakan pada penelitian Yamamoto dan 
Kumamoto adalah sentimen dimensional milik Plutchik  yaitu sorrow, joy, dislike, liking, 
shame, relief, fear, anger, surprise, excitement (Plutchik, 1960). Emoticon yang digunakan 
adalah emoticon Inggris (contoh :)) dan emoticon Jepang (contoh (^0^) ). Setiap emoticon 
ditentukan sentimen yang terkandung dan disimpan ke dalam emoticon lexicon. Nilai sentimen 
dalam tweet diketahui dengan tahapan (1) memisahkan tweet kedalam kalimat dan emoticon, 
(2) menghitung nilai sentimen kalimat menggunakan sentiment lexicon, (3) menentukan 
sentimen emoticon menggunakan emoticon lexicon, (4) identifikasi peran emoticon 
berdasarkan langkah (2) dan (3), (5) menghitung nilai sentimen dari tweet menggunakan 
regression expression berkaitan dengan peran emoticon. Ada 4 peran emoticon pada tweet yaitu 
: emphasis (meningkatkan kandungan sentimen), assuagement (mengurangi kandungan 
sentimen), conversion (mengubah kandungan sentimen), addition (menambahkan sentimen 
pada kalimat sentimen netral) (Yamatoto & Kumatato, 2015).  
Menurut Ravichandran dan Kulantaivel (2014), kategori dari emosi pelajar pada e-
learning system sangat penting untuk diketahui. Status emosi pelajar sangat sulit dideteksi 
untuk mengetahui tingkat kepuasan dari sistem e-learning. Sentiment mining pada pesan yang 
ditulis oleh pelajar di twitter, membantu untuk mengetahui informasi tentang sentiment polarity 
(negatif, positif) dan dimodelkan untuk mengetahui perubahan emosi pelajar. Model yang 
dibangun menggunakan data training berdasarkan sentimental behavior pelajar menggunakan 
pendekatan Naive Bayesian sebagai classifier, diuji menggunakan data testing berupa tweet 
pelajar pada proses prediksi untuk mengetahui status emosi pelajar. Hasil klasifikasi 
dibandingkan dengan algoritma lain (support machine vector dan maxentropy techniques), dan 
dievaluasi dengan confusion matrices, precision, recall, f-measure dan accuracy. Hasil 
klasifikasi dan visualisasi adalah joy, fear, anger, sadness, digunakan sebagai masukan sistem 
e-learning untuk menyediakan status emosional pelajar berdasarkan rekomendasi aktifitas 
pelajar (Ravichandran & Kulanthaivel, 2014). 
 
2.2. Analisis Sentimen Pada Teks Berbahasa Indonesia 
Menurut Buntoro, Adji dan Purnamasari (2014), sebuah tweet memiliki kandungan 
sentimen positif dan negatif. Analisis sentimen dapat digunakan untuk mengidentifikasi 
kandungan sentimen pada tweet. Parameter sentimen (7 parameter) yang digunakan pada sistem 
analisis sentimen yaitu sangat positif, positif, agak positif, netral, agak negatif,  negatif, sangat 
negatif. Tahapan sistem analisis sentimen yang dibangun yaitu pengumpulan data, 
preprocessing, tokenisasi, POS Tagging, penentuan class attribute, load dictionary, extract dan 
pembobotan fitur dengan menggunakan metode Double Propagation, penentuan sentimen. 
Ujicoba sistem dilakukan dengan jumlah data 128 tweets, untuk mengetahui seberapa baik 
sistem yang telah dibangun. Pada proses klasifikasi, sistem menghitung nilai sentimen setiap 
tweet dan mencocokkan dengan 7 parameter sentimen. Akurasi sistem diketahui dengan 
membandingkan hasil sistem dengan hasil dari 3 mahasiswa yang memberikan penilaian 
analisis sentimen terhadap data tweet. Akurasi dari sistem tersebut adalah 23,43% (Buntoro, 
Adji, & Purnamasari, 2014). 
Menurut Arifin, Sari, Ratnasari, dan Mutrofin (2014), emosi pada tweet Bahasa Indonesia 
dapat dideteksi menggunakan analisis sentimen dengan metode Non-Negative Matrix 
Factorization (NMF). Jenis emosi untuk klasifikasi adalah senang, marah, takut, sedih, terkejut. 
NMF menentukan hubungan antara fitur (hashtag, emoji, emoticon, dan kata sifat), mengurangi 
dimensi pada data multidimensional dan menilai emosi pengguna melalui arti dari fitur yang 
telah diringkas dan digunakan untuk menilai hubungan antara fitur. Emosi setiap pengguna 
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ditunjukkan melalui nilai persentase menggunakan pendekatan KNN. Ekperimen 
menggunakan data tweet pengguna sebagai dataset training dan testing. Data training dibuat 
dengan melakukan klasifikasi dan memberikan label pada tweet secara manual, menggunakan 
data 764 tweet yang terdiri dari 193 tweet marah, 186 tweet sedih, 161 tweet senang, 95 tweet 
takut, 129 tweet terkejut. Dataset testing adalah tweet akun twitter pengguna. Nilai persentase 
emosi, nilai rata-rata precision, recall, dan f-measure, dan target emosi digunakan sebagai data 
dalam proses analisis sentimen. Hasil terbaik dalam proses deteksi emosi adalah ketika k-
rank=250 dan 300 dengan k=15 (Arifin, Sari, Ratnasari, & Mutrofin, 2014). 
 
3. Landasan Teori 
3.1. Analisis Sentimen 
Analisis sentimen adalah metode untuk menganalisis sebagian data untuk mengetahui 
emosi manusia. Analisis sentimen dapat dikategorikan kedalam tiga task, yaitu informative text 
detection, information extraction dan sentiment interestingness classification (emotional, 
polarity indentification). Sentiment classification (negatif atau positif) digunakan untuk 
memprediksi sentiment polarity berdasarkan data sentimen dari pengguna (Pan, Ni, Sun, Yang, 
& Chen, 2010). Textual sentiment analysis telah banyak digunakan, penggunaannya tidak 
sebatas dalam area penelitian ilmiah tetapi juga untuk kebutuhan business marketing dan 
teknologi (Chintala, 2012). Menurut Go (2009), sentiment analysis adalah sebuah area 
penelitian yang menonjol dan berkembang aktif yang dipengaruhi oleh pertumbuhan teknologi 
media sosial yang cepat. Melalui media sosial terdapat peluang untuk mengakses opini dari 
sejumlah orang pada berbagai jenis bisnis, isu dunia dan isu sosial (Go, Huang, & Bhayani, 
2009). 
 
3.2. Twitter 
Twitter adalah layanan microblogging yang dirilis secara resmi pada 13 Juli 2006 
(Mostafa, 2013). Aktifitas utama twitter adalah mem-posting sesuatu yang pendek (tweet) 
melalui web atau mobile. Panjang maksimal dari tweet adalah 140 karakter, kira-kira seperti 
panjang karakter dari judul koran. Twitter menjadi sumber yang hampir tak terbatas yang 
digunakan pada text classification. Menurut Go (2009), terdapat banyak karakteristik pada 
tweets twitter. Pesan pada twitter memiliki banyak attribute yang unik, yang membedakan dari 
media sosial lainnya :  
1. Twitter memiliki maksimal panjang karakter yaitu 140 karakter. 
2. Twitter menyediakan data yang bisa diakses secara bebas dengan menggunakan Twitter 
API, mempermudah saat proses pengumpulan tweets dalam jumlah yang sangat banyak.  
3. Model bahasa – pengguna twitter mem-posting pesan melalui banyak media berbeda. 
Frekuensi dari salah ejaan, bahasa gaul dan singkatan lebih tinggi daripada media sosial 
lainnya. 
4. Pengguna twitter mengirim pesan singkat tentang berbagai topik yang disesuaikan dengan 
topik tertentu dan itu berlaku secara global. 
Selama beberapa tahun terakhir, twitter menjadi sangat populer. Jumlah pengguna twitter telah 
naik menjadi 190 juta dan jumlah tweet yang dipublikasikan di twitter setiap hari adalah lebih 
dari 65 juta (Ravichandran & Kulanthaivel, 2014). 
 
3.3. Backpropagation 
Backpropagation adalah salah satu metode dalam artificial neural network yang memiliki 
struktur jaringan layered feed-forward. Backpropagation terdiri dari banyak neuron dengan 
kemampuan nonlinear mapping. Backpropagation merupakan salah satu metode yang 
sederhana dan umum digunakan untuk supervised training pada multilayer artificial neural 
networks. Backpropagation bekerja dengan memperkirakan hubungan nonlinear antara input 
dan output dengan menyesuaikan nilai bobotnya sesuai dengan nilai minimum dari error 
function sehingga memungkinkan jaringan untuk berpusat pada keadaan stabil dan memberikan 
output yang sesuai ketika menerima masukan yang tidak termasuk ke dalam pola data training. 
Secara umum, jaringan backpropagation memiliki dua tahap, training dan testing. Pada tahap 
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training, network melakukan proses dengan pola input dan klasifikasi yang benar. Pada tahap 
testing, input yang digunakan adalah input baru yang tidak termasuk ke dalam pola input 
training, sehingga akan diketahui hasil klasifikasi berdasarkan tahap training.  
 
Gambar 4. Arsitektur Jaringan Backpropagation 
Gambar 4 adalah arsitektur backpropagation dengan n buah masukan (ditambah sebuah bias), 
layer tersembunyi yang terdiri dari p unit (ditambah sebuah bias) dan layer ini bisa lebih dari 1 
layer, serta m buah unit keluaran. vji adalah bobot garis dari unit masukan xi ke unit layer 
tersembunyi zj (vj0 adalah bobot garis yang menghubungkan bias di unit masukan ke unit layar 
tersembunyi zj). wkj adalah bobot dari unit layer tersembunyi zj ke unit keluaran yk (wk0 adalah 
bobot dari bias di layar tersembunyi ke unit keluaran zk) (Dang, Zhang, & Chen, 2010) 
(G.Vinodhini & RM.Chandrasekaran, 2013). 
 
3.4. WEKA 
Waikato Environment for Knowledge Analysis (WEKA) dikembangkan di University of 
Waikato. WEKA adalah perangkat lunak machine learning tidak berbayar yang dibangun 
dalam bahasa JAVA. WEKA memiliki banyak data preprocessing dan teknik permodelan, 
mendukung beberapa task data mining standar, khususnya seperti data preprocessing, 
clustering, classification, regression, visualization dan feature selection. (Witten & Frank, 
2005) (Bouckaer, et al., 2015).  
4. Metodologi 
4.1. Eksperimen Sistem Analisis Sentimen 
Eksperimen yang dilakukan bertujuan untuk membangun sistem analisis sentimen 
menggunakan metode backpropagation. Pada tahap ini, diketahui kesesuaian output yang 
dihasilkan oleh sistem analisis sentimen dan parameter-parameter yang paling cocok untuk 
digunakan sebagai masukan dalam proses klasifikasi. Dalam penelitian ini analisis sentimen 
menggunakan tweet Berbahasa Indonesia dan Berbahasa Inggris. Berikut ini adalah tahapan 
dari sistem analisis sentimen yang dibangun : 
1. Pengumpulan data tweet dari setiap responden didapatkan melalui API twitter.  
2. Preprocessing, yaitu melakukan pembersihan noise seperti tag HTML, username, hashtag, 
url, link. Selanjutnya dilakukan proses normalisasi kata, mengubah kata singkatan atau kata 
tidak resmi atau gaul ke dalam bentuk kata resmi sesuai Kamus Besar Bahasa Indonesia. 
3. Tokenisasi, yaitu kalimat dipecah menjadi bentuk token-token menggunakan pembatas atau 
delimiter spasi. Token yang digunakan adalah unigram (terdiri dari satu kata). 
4. POS (Part of Speech) Tagging, yaitu memberikan kelas pada sebuah kata, kata sifat 
(adjective), kata kerja (verb), kata  benda (noun) dan kata keterangan (adverb). Keempat 
kelas kata merupakan jenis kata yang paling banyak mengandung sentimen. Kata-kata dari 
keempat jenis tersebut disimpan di kamus kata sentimen. 
5. Stemming, yaitu mengambil kata dasar dalam tweet dengan menghilangkan awalan, akhiran 
atau keduanya. 
6. Load Dictionary, yaitu mencocokkan kata dasar dengan kamus kata sentimen dan emoticon 
untuk mengetahui kandungan sentimen (positif, netral, negatif). Kamus kata sentimen terdiri 
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dari kata sentimen positif, negatif, netral, negasi, dan  kamus normalisasi bahasa tidak baku 
(gaul atau alay). Kamus emoticon terdiri dari emoticon positif, netral, negatif. 
7. Klasifikasi data training dengan WEKA menggunakan multilayer perceptron. Data training 
berupa file dengan format .arff yang berisi nilai dari atribut-atribut yang ditentukan sesuai 
dengan parameter yang digunakan (jumlah kata positif, jumlah kata netral, jumlah kata 
negatif, jumlah emoticon positif, jumlah emoticon netral, jumlah emoticon negatif). Hasil 
klasifikasi adalah kandungan sentimen (positif, netral, negatif) pada setiap data dalam data 
training. 
Pada tahap ini, proses perbaikan dilakukan sampai mendapatkan sistem analisis sentimen 
dengan hasil yang terbaik dengan parameter-parameter yang sesuai. Sistem analisis sentimen 
yang baik mengacu pada hasil pengujian dengan nilai prosentase kebenaran dan evaluasi 
performa dari hasil klasifikasi. Data training dari hasil eksperimen digunakan pada tahap 
analisis sentimen responden menggunakan metode backpropagation sebagai classifier. 
 
4.2. Analisis Sentimen Responden 
Tujuan analisis sentimen adalah mengenali kecenderungan emosi dari mahasiswa 
berdasarkan aktifitas posting status di twitter. Sistem analisis sentimen yang digunakan adalah  
sistem yang telah dibangun pada tahap eksperimen sistem analisis sentimen dengan performa 
yang baik. Sistem analisis sentimen ditambahkan metode backpropagation pada tahap 
klasifikasi. Backpropagation menggunakan data training dari hasil eksperimen sebelumnya dan 
data testing berupa tweet responden berjumlah 200 tweets. Pada hasil klasifikasi diuji dengan 
WEKA menggunakan multilayer perceptron untuk mengetahui prosentase kebenaran dan 
evaluasi performanya. Hasil klasifikasi dari sistem analisis sentimen merupakan representasi 
dari kecenderungan emosi responden pada twitter. 
 
4.3. Evaluasi Performa 
Ada beberapa parameter yang digunakan untuk mengevaluasi performa dari classifiers. 
Penelitian ini menggunakan Precision, Recall, F-Measure sebagai parameter evaluasi untuk 
mengetahui seberapa baik sistem yang dibangun dan hasil yang diberikan oleh sistem. 
????????? ? ???????    [1] 
 
?????? ? ???????    [2] 
 
? ???????? ? ??????????????????????????????????     [3] 
 
Evaluasi performa dilakukan pada hasil eksperimen sistem analisis sentimen dan pada hasil 
analisis sentimen responden. Hasil dari Precision, Recall, F-Measure menghasilkan nilai dari 
0 sampai 1 dan hasil yang lebih baik adalah nilai yang mendekati 1 (Haddi, Liu, & Shi, 2013). 
 
5. Hasil dan Pembahasan 
5.1. Data Responden 
Peneliti memberikan kuisioner kepada 100 mahasiswa S1 Teknik Informatika Universitas 
Atma Jaya Yogyakarta. Peneliti memilih 30 responden yang telah mengisi data kuisioner 
dengan benar terutama pada lembar perasaan dan emosi, memiliki akun twiiter yang tidak 
dalam mode pengaturan protected dan jumlah tweet lebih dari 200.  
 
5.2. Hasil Eksperimen Tool Analisis Sentimen 
Jumlah total data tweet dari 30 responden adalah 6000 tweets, 25% dari total yaitu 1500 
tweet digunakan sebagai data training. Setiap data, secara manual diberikan label sentimen 
(positif, netral, negatif). Data training yang telah memiliki label diuji dengan WEKA 
menggunakan metode multilayer perceptron dan memberikan hasil seperti tampak pada Tabel 
11 :  
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Tabel 11.  
Hasil Klasifikasi Awal 
Prosentase Kebenaran Prosentase Kesalahan 
50.299% 49.700%. 
 
Berdasarkan pada Tabel 11, prosentase kebenaran dari klasifikasi yang dilakukan sebesar 
50.299% dan prosentase kesalahan klasifikasi sebesar 49.700%. Prosentasase kebenaran 
merupakan jumlah pemberian label sentimen yang tepat pada data training. Tabel 12 
merupakan nilai evaluasi performa dari hasil klasifikasi awal. Nilai precision sebesar 0.586, 
nilai recall sebesar 0.503 dan f-measure sebesar 0.474. 
Tabel 12. 
Evaluasi Performa pada Hasil Klasifikasi Awal 
Precision Recall F-measure 
0.586 0.503 0.474 
 
Berdasarkan nilai prosentase kesalahan yang besar dan nilai evaluasi performa yang jauh 
dari nilai 1, ditemukan faktor yang mempengaruhi hasil klasifikasi yang belum baik yaitu : 
1. Pemberian label sentimen secara manual dapat menimbulkan sudut pandang yang 
berbeda dalam menentukan sentimen yang terkandung. 
2. Pemberian label sentimen secara manual kurang memperhatikan parameter(kata positif, 
kata netral, kata negatif, emoticon positif, emoticon netral, emoticon negatif) yang 
mempengaruhi kandungan sentimen pada kalimat. 
3. Terdapat kosakata dan emoticon yang tidak ada dalam kamus kata sentimen.  
 
Berdasarkan penyebab dari kesalahan klasifikasi yang ditemukan, data pelatihan 
diperbaiki dengan meninjau kembali penentuan sentimen secara manual dan menambahkan 
kata sentimen ke dalam kamus kata sentimen. Setelah proses perbaikan, hasil klasifikasi dari 
sistem analisis sentimen diuji kembali dengan WEKA menggunakan multilayer perceptron. 
Pengujian dilakukan sampai mendapatkan hasil klasifikasi dengan nilai prosentase kebenaran 
yang terbaik. Hasil akhir dari klasifikasi data training menunjukkan nilai prosentase kebenaran 
sebesar 100% dan prosentase kesalahan klasifikasi sebesar 0%. Nilai dari evaluasi performa 
adalah nilai precision sebesar 1, nilai recall sebesar 1, nilai f-measure sebesar 1. Data training 
dengan prosentase kebenaran 100% digunakan pada sistem analisis sentimen sebagai data 
training dan data testing berupa data tweet dari responden pada metode backpropagation.  
 
5.3. Analisis Sentimen Responden 
Analisis sentimen pada twitter responden menggunakan sistem analisis sentimen dengan 
metode backpropagation sebagai classifier. Metode backpropagation menggunakan data 
training dari hasil eksperimen sebelumnya dan data testing berupa data tweet berjumlah 200 
tweets. Data tweet setiap responden didapatkan melalui layanan API twitter. Tabel 13 adalah 
hasil analisis sentimen dari 30 responden dan menunjukkan klasifikasi yang dihasilkan.  
Tabel 13.  
Hasil Analisis Sentimen Responden 
Klasifikasi 
Positif Netral Negatif 
33.330% 53.330% 13.330% 
 
Hasil analisis sentimen diuji dengan WEKA menggunakan multilayer perceptron sebagai 
classifier. Rata-rata nilai prosentase kebenaran yang didapatkan adalah  lebih dari 85%. Rata-
rata nilai evaluasi performa adalah nilai precision sebesar 0,930, nilai recall sebesar 0,899, nilai 
F-measure sebesar 0,901. Nilai prosentase kebenaran dan nilai evaluasi performa yang 
dihasilkan menunjukkan bahwa klasifikasi dari analisis sentimen memberikan hasil yang baik. 
Hasil analisis sentimen merupakan kecenderungan emosi yang dimiliki responden. Responden 
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yang memiliki kecenderungan emosi positif sebesar 33.330%. Responden yang memiliki 
kecenderungan emosi netral sebesar 53.330%. Responden memiliki kecenderungan emosi 
negatif 13.330%.  
Kecenderungan emosi dari responden digunakan sebagai acuan dalam memberikan 
perlakuan yang sesuai terhadap responden pada saat proses belajar. Berdasarkan hasil analisis 
sentimen juga diketahui bahwa terdapat responden dengan kecenderungan emosi negatif. 
Mahasiswa dengan kecenderungan emosi negatif harus diberikan perlakuan khusus agar lebih 
fokus, meningkatkan motivasi belajar dan dapat menerima materi belajar dengan lebih baik. 
Pemberian perlakuan yang sesuai kepada mahasiswa berdasarkan kecenderungan emosi yang 
dimiliki dapat memberikan dampak baik terhadap keberhasilan dari proses belajar. 
 
6. Kesimpulan 
Sistem analisis sentimen pada twitter mahasiswa menggunakan metode backpropagation 
dapat mengenali sentimen pada twitter mahasiswa. Sentimen yang terkandung merupakan 
representasi emosi dan kecenderungan emosi mahasiswa. Hasil pengenalan kecenderungan 
emosi mahasiswa digunakan sebagai acuan untuk memberikan perlakuan yang sesuai sehingga 
dapat meningkatkan keberhasilan dalam proses belajar mahasiswa. 
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