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Résumé
Nous poursuivons l’étude de la polynomialité du semi-centre Sz(p) de l’algèbre enveloppante d’une sous-
algèbre parabolique p d’une algèbre de Lie semi-simple g, motivés par la réponse affirmative lorsque g est
de type A ou C [F. Fauquant-Millet, A. Joseph, Semi-centre de l’algèbre enveloppante d’une sous-algèbre
parabolique d’une algèbre de Lie semi-simple, Ann. Sci. École Norm. Sup. (4) 38 (2) (2005) 155–191] et
lorsque p = b, une sous-algèbre de Borel [A. Joseph, A preparation theorem for the prime spectrum of a
semisimple Lie algebra, J. Algebra 48 (1977) 241–289], et p = g (Chevalley).
Nous construisons une application linéaire entre Sz(b) et Sz(g) et montrons que c’est un isomorphisme
uniquement en type A et C. Nous relions ceci à la difficulté de prouver la polynomialité de Sz(p) en dehors
des types A et C. Cela nous conduit aux « faux degrés » définis à partir de la structure combinatoire sous-
jacente. Ceux-ci sont les vrais degrés lorsque les bornes de [F. Fauquant-Millet, A. Joseph, Semi-centre de
l’algèbre enveloppante d’une sous-algèbre parabolique d’une algèbre de Lie semi-simple, Ann. Sci. École
Norm. Sup. (4) 38 (2) (2005) 155–191] coïncident et la polynomialité en découle. Nous montrons que la
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F. Fauquant-Millet, A. Joseph / Advances in Mathematics 217 (2008) 1476–1520 1477somme de ces faux degrés est toujours égale à c(p) := 12 (dimp + indice(p)), ce qui peut être faux pour
les vrais degrés lorsqu’ils sont définis. Enfin nous prouvons la conjecture de Tauvel–Yu sur l’indice d’un
parabolique.
© 2007 Elsevier Inc. Tous droits réservés.
Abstract
We continue the study of the polynomiality of the semicentre Sz(p) of the enveloping algebra of a
parabolic subalgebra p of a semisimple Lie algebra g, motivated by its truth when g is of type A or C
[F. Fauquant-Millet, A. Joseph, Semi-centre de l’algèbre enveloppante d’une sous-algèbre parabolique
d’une algèbre de Lie semi-simple, Ann. Sci. École Norm. Sup. (4) 38 (2) (2005) 155–191] and when p = b,
a Borel subalgebra [A. Joseph, A preparation theorem for the prime spectrum of a semisimple Lie algebra,
J. Algebra 48 (1977) 241–289] and p = g (Chevalley).
We construct a linear map of Sz(b) into Sz(g) and show it to be an isomorphism just in types A and C.
We link this to the difficulty of proving the polynomiality of Sz(p) outside types A and C. It leads to
“false degrees” defined by underlying combinatorial structure. These are the true degrees when the bounds
in [F. Fauquant-Millet, A. Joseph, Semi-centre de l’algèbre enveloppante d’une sous-algèbre parabolique
d’une algèbre de Lie semi-simple, Ann. Sci. École Norm. Sup. (4) 38 (2) (2005) 155–191] coincide and
polynomiality ensues. We show that these false degrees always sum to c(p) := 12 (dimp+ index(p)) which
can fail for the true degrees when they are defined. Finally we prove the Tauvel–Yu conjecture on the index
of a parabolic.
© 2007 Elsevier Inc. Tous droits réservés.
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1. Introduction
Soit g une algèbre de Lie semi-simple de dimension finie sur le corps des complexes et p
une sous-algèbre parabolique de g. Dans cet article nous poursuivons notre étude du semi-centre
Sz(p) de l’algèbre enveloppante U(p) de p. La conjecture de base est que Sz(p) est une algèbre
de polynômes. Dans [11] nous avons démontré cette conjecture pour les algèbres g produit d’al-
gèbres de Lie de type A ou C (plus simplement désignées comme les algèbres de type AC) et
pour certains paraboliques dans le cas général. D’ailleurs dans ces cas, nous avons calculé le
degré et le poids de chaque générateur.
En ce qui concerne le cas général il se trouve que, même lorsqu’on est capable de montrer
que Sz(p) est une algèbre de polynômes, les degrés de ses générateurs ne sont pas ceux qu’on
pourrait conjecturer à partir de la structure combinatoire sous-jacente. Appelons ces derniers, les
faux degrés. Bien entendu, en type A et C, ils sont égaux aux vrais degrés.
Dans les deux cas extrêmes, à savoir lorsque p est une sous-algèbre de Borel b de g et lorsque
p = g tout entier, il est bien connu que les semi-centres Sz(b) et Sz(g) = Z(g), le centre de
l’algèbre enveloppante de g, sont polynomiales en le même nombre de générateurs. Le premier
résultat se trouve dans [12] où d’ailleurs les degrés sont aussi calculés. Le deuxième résultat est
dû à Chevalley et le calcul des degrés (que nous allons utiliser) est dû à Kostant.
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résultats dans les deux cas extrêmes, nous avons donc tenté de relier ces deux cas – même si
cette démarche peut paraître étrange, elle donne des résultats étonnants.
Après l’introduction (section 1) nous donnons, dans la section 2, les principales notations et
définitions utilisées dans cet article, notamment la définition du semi-centre et celle de l’indice et
les résultats préliminaires s’y rapportant. Dans la section 3, utilisant la filtration et l’application
de Kostant introduites dans [11, 6.1, 6.2], nous construisons un sous-espace de Sz(p−) (où p− est
le parabolique opposé de p) isomorphe au gradué associé à la filtration de Kostant de l’analogue
du semi-centre quantique associé à p (voir 3.2) ainsi qu’un espace Hπ ′ d’éléments qui pourraient
être définis comme les éléments harmoniques par rapport au parabolique p (voir 3.7 troisième
remarque).
Dans la section 4 nous appliquons les résultats obtenus dans la section 3 au cas particulier
où π ′ = ∅ et en déduisons l’existence d’une application linéaire du semi-centre Sz(b−) dans le
centre Z(g), qui est un isomorphisme linéaire uniquement lorsque g est de type AC (voir 4.8,
4.10) et qui respecte les degrés dans ce cas.
En général le degré n’est pas respecté ; mais très curieusement la somme des faux degrés
de Z(g) est égale à la dimension de b qui est encore la somme des vrais degrés de Z(g) (voir
le lemme 4.9). Remarquons que les deux familles de degrés sont déterminées par des recettes
combinatoires qui semblent complètement différentes.
Pour toute algèbre de Lie a de dimension finie, on appelle indice de a, noté indice(a), la codi-
mension minimale d’une orbite co-adjointe. Alors c(a) := 12 (dima + indice(a)) est un entier et
c’est d’ailleurs une borne supérieure pour la dimension de Gelfand–Kirillov d’une sous-algèbre
commutative de U(a). L’étude de telles sous-algèbres est un problème particulièrement intéres-
sant pour la théorie des représentations de a. L’algèbre symétrique S(a) de a admet une structure
de Poisson qui provient du crochet de Lie. Notons Y(a) le centre de Poisson de S(a) qui n’est
autre que l’ensemble des invariants de S(a). Soit h ∈ a∗ et Th(a) la sous-algèbre de S(a) engen-
drée par les fonctions dans le développement de z → f (z + λh) en puissances de λ lorsque f
parcourt Y(a). Cette construction s’appelle la méthode du « shift of argument ». Il est bien connu
que Th(a) est Poisson-commutative (voir appendice A). Considérons maintenant le cas où a = g
et identifions g avec g∗ par la forme de Killing. Soit (f,h, e) un sl2-triplet principal de g (cf.
[6, 8.5.2] et [19]) choisi tel que h, e ∈ b. De la construction de Mishchenko et Fomenko (cf. [22,
section 4]) suivant aussi les idées de Kostant, on peut déduire que la restriction de fonctions
induit un isomorphisme de Th(g) dans l’algèbre des fonctions régulières sur la variété affine
f + b. De cela on déduit que GKdim(Th(g)) = dimb = c(g) de sorte que Th(g) est Poisson-
commutative maximale (cf. [18]). Ces faits semblent être bien connus, cependant il n’existe pas
de construction analogue pour l’algèbre enveloppante, sauf que Nazarov et Olshanski ont étendu
cette construction aux Yangians et donc à U(g) dans les cas classiques (cf. [23]). L’intérêt de l’al-
gèbre Th(g) provient du fait que, restreinte à toute orbite coadjointe régulière (qui est une variété
symplectique), elle fournit un système de coordonnées pour une sous-variété lagrangienne. Ceci
intervient dans l’étude de systèmes dynamiques complètement intégrables – en l’occurrence le
réseau de Toda (cf. [21]).
Dans la section 5 nous calculons l’indice du parabolique p en fonction du cardinal de cer-
tains ensembles particuliers d’orbites du système de racines simples de g et montrons aussi que
l’indice du parabolique tronqué défini en 5.2.10 est égal à la dimension de Gelfand–Kirillov du
semi-centre Sz(p). Enfin dans la section 6 nous montrons que la somme des faux degrés de Sz(p)
est égale à c(p), ce qui peut être faux pour les vrais degrés lorsqu’ils sont définis (par exemple
lorsque g est de type G2 et que p = b, la somme des faux degrés est égale à 4 alors que la somme
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égale à la somme des vrais degrés. Par exemple, c’est déjà le cas lorsque p = g ou lorsque p
est n’importe quelle sous-algèbre parabolique distincte du Borel de l’algèbre de Lie simple g de
type G2. Pour finir, dans 6.6, nous montrons que la conjecture de Tauvel et Yu (cf. [29, 4.7])
sur l’indice est vraie pour n’importe quel parabolique de n’importe quelle algèbre de Lie semi-
simple, grâce à la formule de l’indice de p donnée en 5.2.9(iv) et grâce à un calcul de points fixes
concernant les systèmes de racines simples de g et p (voir 6.3).
Les résultats principaux de cet article furent le sujet d’un exposé du deuxième auteur à Paris
en juin 2005, à l’occasion du soixante-deuxième anniversaire de Michel Duflo. Au cours de
cet exposé plusieurs conséquences particulièrement remarquables ont été également signalées
(cf. [16]) : d’abord pour un grand nombre de paraboliques tronqués (voir 5.2.10), l’existence d’un
« Kostant slice » muni d’exposants paraboliques sous-jacents liés aux degrés des générateurs des
invariants, ensuite – pour certains cas plus restreints – l’obtention de sous-algèbres polynomiales
Poisson-commutatives maximales par la méthode du « shift of argument », tout comme dans le
cas semi-simple mentionné ci-dessus (cf. [17] et [18]).
Nous remercions Michel Duflo pour avoir attiré notre attention sur les algèbres « seaweed »
et sur la conjecture de Tauvel–Yu, que nous démontrons ici dans le cas parabolique (voir 6.6).
Signalons que, tout comme pour la « somme des faux degrés », on y trouve un lien surprenant
avec la « cascade de Kostant » et la combinatoire introduite dans [9].
2. Notations et résultats préliminaires
On reprend essentiellement les mêmes notations que dans [11]. Rappelons celles qui sont les
plus utiles ici.
2.1. Index de notations
a 2.2 h′ 2.2 W 2.2 Sy(a) 2.4
g 2.2 hπ\π ′ 2.2 w′0 2.2 Λ(a) 2.4
h 2.2 p 2.2 w0 2.2 aΛ 2.4
Δ 2.2 p− 2.2 ( , )π ′ 2.2 indice(a) 2.5
π 2.2 g′ 2.2 ( , ) 2.2 G(a) 2.5
Δ± 2.2 b′ 2.2 j 2.2 V(λ) 2.6
gα 2.2 m 2.2 S(a) 2.3 U(g) 2.6
αˇ 2.2 m− 2.2 Sn(a) 2.3 C(λ) 2.6
n 2.2  ′α 2.2 U(a) 2.3 cξ,v 2.6
n− 2.2 α 2.2 K(a) 2.3 V′(λ) 2.6
b 2.2 P+(π ′) 2.2 ad 2.3 Cp(λ) 2.6
b− 2.2 P+ 2.2 da 2.3 mU(g) 2.6
π ′ 2.2 P(π ′) 2.2 Z(a) 2.3 mC(λ) 2.6
nπ ′ 2.2 P 2.2 Y(a) 2.3 xα 2.7
n− 2.2 W′ 2.2 Sz(a) 2.4 κ 2.7
π ′
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K 2.7 grFK (W) 3.2 U(g)+ 4.5
gR 2.7 ψn 3.2 B̂0 4.6
D 3 Un,−ν 3.2 Sz0(b−) 4.6
BD 3 U−ν 3.2 Sy0(b−) 4.6
Λν 3 U 3.2 gr(u) 4.6
Syn(p) 3.2 ψ 3.5 ϕ0 4.6
Syn(p−) 3.2 Yk(g) 3.6 B̂ 4.7
Szn(p−) 3.2 Zm(g) 3.6 SJ 4.8
s 3.2 π+ 4 ϕ 4.10
(mU(g))dp 3.2 ρα 4 grϕ 4.10
Cp(λ)dp 3.2 εα 4 grϕ0 4.10
FnK(U(g)) 3.2 B 4 dΓ 5.1
Un(g) 3.2 aρα 4 Π 5.1
FnK(W) 3.2 cρα 4 i 5.1
Π1,Π2 5.1 c(a) 5.2.10
δΓ 5.1 ρ′α 6.1
Π ′,Π ′′ 5.2 ε′α 6.1
Π ′′1 5.2 B′ 6.1
H 5.2.2 aρ′α 6.1
HΓ 5.2.2 cρ′α 6.1
hΠ 5.2.2 dftΓ 6.1
Π ′1 5.2.4 d
f
sΓ 6.1
Π ′2 5.2.4 Sf 6.1
(π \ π ′)++ 5.2.6 π− 6.2
(π \ π ′)−− 5.2.6 π ′++ 6.2
Λ′′(p) 5.2.9 π ′−− 6.2
h′′Π 5.2.9 πj 6.2
Π ′′2 5.2.9 (rem. 2) π ′i 6.2
pΠ 5.2.10
2.2. Dans tout l’article, a est une algèbre de Lie de dimension finie sur le corps C des com-
plexes, g une algèbre de Lie semi-simple de dimension finie sur C et h une sous-algèbre de Cartan
de g. On désigne par Δ le système des racines de (g,h) (rappelons que Δ ⊂ h∗), par π une base
de Δ, et par Δ+ et Δ−, les ensembles de racines positives et négatives, relativement à cette base.
Pour α ∈ h∗ et h ∈ h, nous noterons parfois 〈h,α〉 le scalaire α(h). Le crochet de Lie dans n’im-
porte quelle algèbre de Lie sera noté [ , ]. Si α ∈ Δ, gα := {x ∈ g | ∀h ∈ h, [h,x] = 〈h,α〉x} est
l’espace radiciel associé à α et αˇ la coracine de α. Rappelons que h =∑α∈π Cα .ˇ On pose :
n :=
∑
α∈Δ+
gα, n− :=
∑
α∈Δ−
gα, b := n⊕ h, b− := n− ⊕ h.
On a la décomposition triangulaire g = n⊕ h⊕ n−.
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engendrée par les gα pour α ∈ π ′ (resp. −α ∈ π ′). On associe à π ′ les sous-algèbres de g définies
par :
h′ :=
∑
α∈π ′
Cαˇ, hπ\π ′ := {h ∈ h ∣∣ 〈h,π ′〉 = 0},
p := b⊕ n−
π ′ , p
− := nπ ′ ⊕ b−, g′ := nπ ′ ⊕ h′ ⊕ n−π ′ , b′ := nπ ′ ⊕ h′.
On a h = h′ ⊕ hπ\π ′ et p et p− sont des sous-algèbres paraboliques de g (opposées l’une de
l’autre). Le radical nilpotent de p est noté m et celui de p− est noté m−. Réciproquement, pour
toute sous-algèbre parabolique q de g, il existe un sous-ensemble π ′ de π tel que q soit conjuguée
à b⊕ n−
π ′ .
Lorsque π ′ = ∅, on a p = b et p− = b−. Lorsque π ′ = π , on a p = p− = g.
On désigne par  ′α (resp. α) le poids fondamental, relativement à π ′ (resp. à π ), correspon-
dant à la racine simple α de π ′ (resp. de π ). On pose P+(π ′) :=∑α∈π ′ N ′α , P+ :=∑α∈π Nα ,
P(π ′) :=∑α∈π ′ Z ′α , et P :=∑α∈π Zα . Le plus long élément du groupe de Weyl W′ de g′
(resp. W de g) est noté w′0 (resp. w0) et ( , )π ′ (resp. ( , )) est la C-forme bilinéaire symétrique
non-dégénérée invariante par W′ (resp. par W) définie sur l’espace vectoriel dual h′∗ (resp. h∗)
à partir de la forme de Killing sur g′ (resp. sur g). On note j la permutation de π définie par
j (α) = −w0α pour tout α ∈ π .
2.3. On note S(a) =⊕n∈N Sn(a) l’algèbre symétrique de a et Sn(a) le C-sous-espace vec-
toriel de S(a) formé des polynômes homogènes de degré n. On désigne par U(a) l’algèbre
enveloppante universelle de a et K(a) := Fract(S(a)) le corps des fractions de S(a). L’action
adjointe de l’algèbre de Lie a sur elle-même, donnée par le crochet de Lie et notée ad, s’étend de
manière unique en une dérivation d’algèbre associative sur les algèbres associatives respectives
U(a), S(a) et K(a), extension encore appelée action adjointe et notée encore ad (remarquons
d’ailleurs que l’action adjointe de a induit sur S(a) une structure de Poisson).
On note da := [a,a] l’algèbre de Lie dérivée de a et pour toute sous-algèbre de Lie b de a,
U(a)b (resp. S(a)b, resp. K(a)b) l’algèbre des invariants de U(a) (resp. de S(a), resp. de K(a))
par l’action adjointe de b.
Le centre de U(a) est Z(a) := U(a)a et le centre de Poisson de S(a) est Y(a) := S(a)a.
L’espace vectoriel dual a∗ de a est muni de l’action coadjointe de a définie par (x.ξ)(y) =
ξ(−(adx)y) pour tous x, y ∈ a et tout ξ ∈ a∗. L’unique dérivation qui prolonge cette action
coadjointe définit une action (encore appelée coadjointe) de a sur l’algèbre symétrique S(a∗).
Grâce à l’action adjointe de a sur S(a) et U(a), on peut aussi définir de façon analogue une ac-
tion coadjointe de a sur les espaces vectoriels duaux S(a)∗ et U(a)∗ (définition identique à celle
ci-dessus en remplaçant y ∈ a par y ∈ S(a) ou y ∈ U(a) et ξ ∈ a∗ par ξ ∈ S(a)∗ ou ξ ∈ U(a)∗).
Ainsi, grâce à l’action adjointe, resp. coadjointe de a, les espaces U(a), S(a), K(a), resp. S(a∗),
S(a)∗ et U(a)∗ sont des U(a)-modules à gauche. Considérons le cas particulier où a = h, M un
U(h)-module à gauche, λ ∈ h∗ et Mλ := {m ∈ M | ∀h ∈ h, h.m = 〈h,λ〉m}. Lorsqu’il est non
nul, Mλ est appelé sous-espace de poids λ de M .
2.4. Semi-centre
Un élément u de U(a), de S(a) ou de K(a), est dit semi-invariant pour l’action adjointe de a
lorsque, pour tout x ∈ a, il existe λ(x) ∈ C tel que (adx)u = λ(x)u. Le C-sous-espace vectoriel
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resp. le semi-centre de Poisson Sy(a) de S(a). Ces espaces vectoriels Sz(a) et Sy(a) sont des
algèbres qui, d’après [26], sont isomorphes. On cherchera donc plutôt à déterminer le semi-centre
de Poisson de l’algèbre symétrique car les calculs y sont plus simples.
On pose S(a)λ := {s ∈ S(a) | (adx)s = λ(x)s, ∀x ∈ a} et Λ(a) := {λ ∈ a∗ | S(a)λ = {0}}.
Alors Λ(a) := {λ ∈ aˆ | S(a)λ = {0}} où aˆ := (a/da)∗ (on identifie ici une forme linéaire sur
a/da avec une forme linéaire sur a qui s’annule sur da). Par définition du semi-centre de Poisson
on a Sy(a) =⊕λ∈Λ(a) S(a)λ.
On a toujours l’inclusion Sy(a) ⊂ S(a)da.
Dans le cas particulier où a = p on a même l’égalité Sy(p) = S(p)dp car p/dp s’identifie à
hπ\π ′ qui agit réductivement sur p.
Lorsque a = p on a pˆ=∑α∈π\π ′ Cα et Λ(p) ⊂∑α∈π\π ′ Zα . D’ailleurs dans ce cas, pour
tout λ ∈ Λ(p), l’espace S(p)λ correspond au sous-espace de poids λ de S(p).
Posons aΛ :=⋂λ∈Λ(a) ker(λ). Alors aΛ est un idéal de a qui contient da. Il est alors clair que
Sy(a) ⊂ S(a)aΛ .
Lorsque a = p, l’algèbre de Lie p/pΛ s’identifie à une sous-algèbre de hπ\π ′ d’où l’égalité
Sy(p) = S(p)pΛ . Enfin on peut montrer que l’on a aussi l’égalité Sy(p) = Y(pΛ) := S(pΛ)pΛ
(voir appendice B). Signalons que pΛ = pΠ où pΠ est le parabolique tronqué défini en 5.2.10.
2.5. Indice
On appelle indice de a, noté indice(a), la codimension minimale d’une orbite coadjointe
(cf. [6, 1.11.6]). Si {xi}i∈I est une base de l’espace vectoriel a, alors le rang sur K(a) de la ma-
trice ([xi, xj ])i,j∈I est égal à dima− indice(a) (en considérant les [xi, xj ] comme des éléments
de K(a)).
D’après Dixmier (cf. [5]), chaque élément semi-invariant de K(a) est un quotient d’éléments
semi-invariants de S(a). (Remarquons que Rentschler et Vergne, cf. [26, Lemme 1.2], attribuent
ce résultat à C. Chevalley). En particulier chaque élément de K(a)a est un quotient d’éléments
dans un S(a)λ pour λ ∈ Λ(a). Notons G(a) le groupe additif engendré par Λ(a). Lorsque a = p,
G(p) ⊂∑α∈π\π ′ Zα et donc G(p) est un groupe abélien libre de type fini en tant que sous-
groupe d’un groupe abélien libre de type fini. Plus généralement, pour a quelconque, G(a) est
encore un groupe abélien libre de type fini (voir appendice C pour une preuve détaillée). Notons
rang(Λ(a)) le rang de G(a). On a donc
degtr
(
K(a)a
)= GKdim(Sy(a))− rang(Λ(a)) (∗)
où degtr(K(a)a) désigne le degré de transcendance sur le corps des complexes C du corps formé
par les invariants de K(a) par l’action adjointe de a.
Lorsque a est ad-algébrique (voir appendice B), le résultat de Chevalley–Dixmier (cf.
[4, lemme 7]) assure que
indice(a) = degtr(K(a)a). (∗∗)
Cette égalité est apparemment connue comme étant le théorème de Rosenlicht (cf. [27]). En
particulier ceci est vrai pour a = p.
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prennent des valeurs rationnelles sur une base correctement choisie de p/pΛ, on a
rang
(
Λ(p)
)= codim(pΛ). (∗∗∗)
Ainsi on a d’après (∗), (∗∗) et (∗∗∗) ci-dessus
indice(p) = GKdim(Sy(p))− codim(pΛ). (∗∗∗∗)
Enfin on peut montrer le lemme suivant.
Lemme. On a
(i) Sy(pΛ) = Y(pΛ).
(ii) (pΛ)Λ = pΛ.
(iii) indice(pΛ) = GKdim
(
Sy(p)
)
.
(iv) dimp+ indice(p) = dimpΛ + indice(pΛ).
Preuve. On a en effet p = g′ ⊕ m ⊕ z où z = hπ\π ′ et pΛ = g′ ⊕ m ⊕ z′ où z′ est une sous-
algèbre de z. Comme m agit de façon ad-nilpotente et que g′ = [g′,g′], tout élément de Sy(pΛ) est
invariant par l’action adjointe de g′ ⊕m. L’action de z sur S(pΛ) étant réductive, on en déduit que
Sy(pΛ) est une somme directe de z-sous-espaces propres. Chacun de ces sous-espaces propres
est propre pour l’action de z + pΛ = p. Par conséquent Sy(pΛ) ⊂ Sy(p). Or Sy(p) = Y(pΛ)
d’après 2.4 et Y(pΛ) ⊂ Sy(pΛ) d’où le (i). Le (ii) en découle immédiatement puisqu’alors la
seule valeur propre de Sy(pΛ) est 0. Enfin pour le (iii), il suffit de remarquer que Fract(Y(pΛ)) ⊂
K(pΛ)pΛ ⊂ Fract(Sy(pΛ)). Donc d’après le (i) on a K(pΛ)pΛ = Fract(Y(pΛ)). Par conséquent,
puisque pΛ est aussi ad-algébrique (cf. [13, 2.4.5]), on a d’après (∗∗) ci-dessus
indice(pΛ) = degtr
(
K(pΛ)pΛ
)= degtr(Fract(Y(pΛ)))= GKdim(Sy(p))
car Sy(p) = Y(pΛ). D’où
indice(pΛ) = indice(p)+ dim(p/pΛ)
d’après (∗∗∗∗) ci-dessus, ce qui donne (iv). 
2.6. Pour λ ∈ P+, on note V(λ) le U(g)-module à gauche simple de plus haut poids λ et
U(g) le dual de Hopf de U(g). Ce dual de Hopf est le sous-espace de l’espace vectoriel dual
U(g)∗ de U(g), égal à la somme directe, pour tout λ ∈ P+, des C(λ)  V(λ)∗ ⊗ V(λ). L’espace
C(λ) est l’espace des coefficients matriciels cξ,v (ξ ∈ V(λ)∗ et v ∈ V(λ)) où cξ,v est la forme
linéaire sur U(g) définie par cξ,v(u) = ξ(u.v) pour tout u ∈ U(g). L’algèbre de Lie g agit sur
U(g) par l’action coadjointe (cf. [11, 6.1]) qui provient de l’action coadjointe de g sur l’espace
vectoriel dual U(g)∗ de U(g) (voir aussi 2.3). On note V′(λ) le sous-U(p)-module de V(λ) en-
gendré sur U(n−
π ′) par un vecteur de plus haut poids (ils sont tous proportionnels) de V(λ) et
Cp(λ) le sous-U(p)-module de C(λ) (pour l’action coadjointe de p) isomorphe à V(λ)∗ ⊗ V′(λ).
On pose mU(g) := {f ∈ U(g) | f (U(g)m) = 0}. C’est aussi l’algèbre des invariants de U(g)
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n’est autre que l’espace des invariants mC(λ) de C(λ) par l’action à gauche de m.
2.7. On considère {xα, α ∈ Δ; αˇ, α ∈ π} une base de Chevalley de g (où xα ∈ gα pour tout
α ∈ Δ) et κ l’antiautomorphisme de Chevalley de U(g) associé à cette base. C’est l’antiautomor-
phisme d’ordre deux de U(g) qui est égal à l’identité sur h et qui transforme xα en x−α , pour tout
α ∈ Δ. On peut définir sur S(g) un automorphisme qui prolonge la restriction de κ à g que l’on
note encore κ . Il vérifie en particulier κ([x, y]) = −[κ(x), κ(y)] pour tous x, y ∈ g.
Pour n ∈ N, Kn est la forme bilinéaire sur l’espace Sn(g) des polynômes de S(g) homo-
gènes de degré n, déduite de la forme de Killing K de g. Pour n = 0, K0(x, y) = xy pour
tous x, y ∈ C et pour n ∈ N∗, x = x1 · · ·xn et y = y1 · · ·yn (xi, yi ∈ g pour tout 1  i  n),
Kn(x, y) = 1n!
∑
σ∈Σn
∏n
i=1 K(xi, yσ(i)) où Σn est le groupe des permutations de {1, . . . , n}. On
désigne par gR l’espace vectoriel réel engendré par la base de Chevalley de g et Sn(gR) l’espace
des polynômes à coefficients réels homogènes de degré n ayant pour indéterminées les éléments
de cette base de Chevalley. Soit x ∈ Sn(gR). D’après [14, Lemme 2.5] par exemple, on a
Kn
(
x, κ(x)
)= 0 ⇒ x = 0.
On appellera cette dernière propriété la forte non-dégénérescence de la forme de Killing de g.
3. Construction de semi-invariants et d’éléments harmoniques
Dans cette section, on fixe un sous-ensemble π ′ de π et on considère la sous-algèbre para-
bolique p de g définie par π ′ et contenant la sous-algèbre de Borel b (voir 2.2) et on consi-
dère sa sous-algèbre parabolique opposée p−. Posons D := {λ ∈ P+ | (w′0λ − w0λ,π ′) = 0}.
D’après [10] et [11], le semi-groupe D est libre et son rang est égal au nombre d’indéterminées
de l’algèbre de polynômes Sy(p) (et Sz(p)) lorsque g est de type AC ou lorsque g est arbitraire
et p égal à certains paraboliques particuliers.
Notons Nπ l’ensemble des combinaisons linéaires à coefficients entiers positifs ou nuls des
racines simples de g. On pose BD := {ν ∈ Nπ | ∃λ ∈D; ν = w′0λ−w0λ = λ−w′0w0λ} et, pour
tout ν ∈ BD , Λν := {λ ∈D | ν = w′0λ−w0λ}. D’après par exemple [10, Lemmes 1.1 et 1.2], on
a BD ⊂ P+.
3.1. Voici d’abord un résultat général concernant les filtrations décroissantes et séparées,
résultat que nous utiliserons dans les sections suivantes.
Lemme. Soit V un C-espace vectoriel muni d’une filtration F = (Fn(V ))n∈N décroissante et
séparée (i.e. ⋂n∈NFn(V ) = {0}). Alors quel que soit le sous-espace vectoriel W de V de di-
mension finie, il existe m ∈ N tel que W ∩Fm(V ) = {0}.
Preuve. La filtration étant décroissante, la suite (dim(W ∩ Fn(V )))n∈N est décroissante donc
atteint une valeur limite N . Si la valeur N était strictement positive, l’intersection des W ∩Fn(V )
serait non nulle, ce qui contredirait la condition de séparation de la filtration. 
3.2. Pour n ∈ N, on pose Syn(p) := Sn(p) ∩ Sy(p), Syn(p−) := Sn(p−) ∩ Sy(p−) et
Szn(p−) := s(Syn(p−)) où s : S(g) → U(g) est la symétrisation (cf. [6, 2.4.6]) (s est en par-
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des U(h)-modules pour l’action adjointe de h.
Soit A := (mU(g))dp l’espace des invariants de mU(g) par l’action coadjointe de dp.
D’après [10, Prop. 3.1], l’algèbre A est une algèbre de polynômes sur C en rang(D) générateurs.
En effet l’algèbre A est l’analogue du semi-centre correctement défini de l’algèbre enveloppante
quantifiée associée à p (cf. [8, 3]) et il suffit donc de reprendre la preuve de [8, 3.1] point par point
pour en déduire que l’on a A =⊕λ∈D Cp(λ)dp où Cp(λ)dp est l’espace des invariants de Cp(λ)
par l’action coadjointe de dp, et dim(Cp(λ)dp) = 1 pour tout λ ∈ D. Dans l’espace Cp(λ)dp,
pour λ ∈ D, on fixe un vecteur cλ non nul. Cet élément est de poids w′0λ − w0λ (pour l’action
coadjointe de h).
Pour ν ∈ BD , on note Aν le sous-espace de A = (mU(g))dp de poids ν : c’est le sous-
espace vectoriel engendré par les coefficients matriciels cλ ∈ Cp(λ)dp pour tout λ ∈ Λν et
A =⊕ν∈BD Aν =⊕ν∈BD⊕λ∈Λν Ccλ.
Rappelons la filtration de Kostant (FnK(U(g)))n∈N sur le dual de Hopf U(g) de U(g) définie
dans [11, 6.1]. C’est l’orthogonal de la filtration canonique (Un(g))n∈N de U(g). Plus précisé-
ment, on a F0K(U(g)) = U(g) et Fn+1K (U(g)) = {f ∈ U(g) | f (Un(g)) = 0} pour tout n ∈ N.
Soit n ∈ N et ν ∈ BD . Pour tout sous-espace vectoriel W de U(g), on pose FnK(W) :=
W ∩FnK(U(g)), puis grnFK (W) :=FnK(W)/Fn+1K (W) et grFK (W) :=
⊕
n∈N grnFK (W). L’appli-
cation linéaire, dite de Kostant, ψn :FnK(U(g)) → Sn(g)∗ est définie par ψn(f )(u¯) = f (u), pour
tout f ∈FnK(U(g)) et tout u¯ dans Sn(g) = Un(g)/Un−1(g) où u ∈ Un(g) est un représentant de
la classe d’équivalence u¯. On compose cette application linéaire avec la bijection canonique de
Sn(g)∗ dans Sn(g∗) puis avec la bijection de Sn(g∗) dans Sn(g) obtenue grâce à la forme de
Killing de g, et on note encore ψn :FnK(U(g)) → Sn(g) l’application linéaire ainsi obtenue.
Munissons grnFK (
mU(g)) de la structure de U(p)-module induite par l’action coadjointe de p
sur FnK(mU(g)) et Sn(p) de l’action adjointe de p. D’après [11, 6.5], la restriction de la dernière
application ψn à FnK(mU(g)) induit un isomorphisme de U(p)-modules de grnFK (mU(g)) sur
Sn(p) puis, d’après [11, 6.7], cet isomorphisme induit un morphisme injectif de U(h)-modules
de grnFK (A) dans Syn(p) et un morphisme injectif de C-espaces vectoriels de grnFK (Aν) dans
Syn(p)ν , le sous-espace de Syn(p) de poids ν. Nous noterons ψn tous les morphismes qui se dé-
duisent de l’application de Kostant. Rappelons la définition de la forme bilinéaire Kn (voir 2.7)
définie sur Sn(g) à partir de la forme de Killing de g. Compte tenu de la définition de l’applica-
tion ψn : grnFK (Aν) → Syn(p)ν donnée ci-dessus, pour tout a ∈ Syn(p−)−ν et tout c ∈ FnK(Aν)
d’image c¯ par la surjection canonique dans grnFK (Aν), on a
c
(
s(a)
)= Kn(ψn(c¯), a). (∗)
Rappelons κ l’antiautomorphisme de Chevalley de U(g) (voir 2.7). On pose Un,−ν :=
κ(s(ψn(grnFK (Aν)))), U−ν :=
⊕
n∈N Un,−ν et U :=
⊕
ν∈BD U−ν . On a Un,−ν ⊂ Szn(p−)−ν
où Szn(p−)−ν est le sous-espace de Szn(p−) de poids −ν et U ⊂ Sz(p−). Plus générale-
ment si W est un C-sous-espace vectoriel de Aν , on pose UWn,−ν := κ(s(ψn(grnFK (W)))) et
UW−ν :=
⊕
n∈N UWn,−ν .
Lemme. Soit ν ∈ BD , n ∈ N et W un C-sous-espace vectoriel de Aν . Avec les notations ci-dessus
on a les assertions suivantes.
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quotient grnFK (W) alors, pour tout b ∈ UWn,−ν , le scalaire c(b) ne dépend pas du représentant
choisi pour c¯.
(ii) Soit χWn : grnFK (W) → (UWn,−ν)
∗ l’application définie par (χWn (c¯))(b) = c(b) pour tout
b ∈ UWn,−ν et tout c¯ ∈ grnFK (W) où c ∈ FnK(W) est un représentant de c¯. L’application li-
néaire χWn est un isomorphisme de C-espaces vectoriels.
Preuve. Considérons κ à la fois comme un antiautomorphisme de U(g) et comme l’auto-
morphisme de S(g) défini dans 2.7. Alors la symétrisation s et κ commutent. Par conséquent
si b ∈ UWn,−ν , alors b = κ(s(y)) = s(κ(y)) où y ∈ ψn(grnFK (W)) ⊂ Syn(p)ν . De plus κ(y) ∈
Syn(p−)−ν . Donc si c et c¯ vérifient les hypothèses de (i) l’égalité (∗) ci-dessus donne
c(b) = Kn
(
ψn(c¯), κ(y)
)= Kn(ψn(c¯), s−1(b)). (∗∗)
D’où l’assertion (i).
On a codimFkK(U(g)) = dim Uk−1(g) < ∞ pour tout k ∈ N∗ d’après [11, 6.4] appliqué
au cas particulier où π ′ = π . De plus codimFkK(U(g)) =
∑k−1
t=0 dim grtFK (U(g)
). Par consé-
quent grnFK (U(g)
) est de dimension finie, donc aussi grnFK (Aν) et gr
n
FK (W). Enfin les espaces
grnFK (W), UWn,−ν et (UWn,−ν)∗ ont la même dimension car ψn, s et κ sont injectifs. Il suffit donc
de montrer que l’application linéaire χWn est injective pour en déduire (ii).
Le C-sous-espace vectoriel W de Aν étant engendré par ses valeurs réelles sur l’algèbre en-
veloppante de l’espace vectoriel réel gR (voir 2.7) on peut supposer, sans perte de généralité,
que g est l’espace vectoriel réel engendré par sa base de Chevalley. Soit c¯ et c comme ci-dessus.
Posons b := κ(s(ψn(c¯))) ∈ UWn,−ν . L’égalité (∗∗) ci-dessus donne
c(b) = c(s(κ(ψn(c¯))))= Kn(ψn(c¯), κ(ψn(c¯))). (∗∗∗)
Par conséquent si c¯ ∈ Ker(χWn ) alors c(b) = 0 et donc ψn(c¯) = 0 vu la forte non-dégénérescence
de la forme de Killing de g (voir 2.7). D’où c¯ = 0 par l’injectivité de ψn ce qui prouve l’injectivité
de χWn . 
3.3. Considérons les sous-espaces de poids de A = (mU(g))dp. Ceux-ci sont les Aν pour
ν ∈ BD . Leur dimension comme C-espace vectoriel est égale au cardinal de Λν . Les espaces Aν
sont donc de dimension finie ou dénombrable. Par exemple lorsque π ′ = π , on a BD = {0} et
Λ0 = P+ tout entier, alors que lorsque π ′ = ∅, pour chaque ν ∈ BD , Λν est un ensemble fini.
Le symbole de Kronecker est noté δ.
Lemme. Soit ν ∈ BD .
(i) Si Λν est fini alors pour tout λ ∈ Λν il existe pλ ∈ U−ν tel que la matrice (cλ(pμ))λ,μ∈Λν
soit la matrice unité.
(ii) Si Λν est infini (dénombrable), on considère une numérotation quelconque des (λi)i∈N
de Λν . Alors
(a) pour tout m ∈ N et pour tout i ∈ {0, . . . ,m}, il existe pmλi ∈ U−ν tel que, pour tout (i, j) ∈
{0, . . . ,m}2, on ait cλi (pmλ ) = δij .j
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l’espace vectoriel U−ν et tel que la matrice (cλ(pμ))λ,μ∈Λν soit une matrice triangulaire
avec des 1 sur la diagonale.
Preuve. Rappelons que, pour tout λ ∈D, l’espace Cp(λ)dp est de dimension un, engendré par cλ
(voir 3.2). L’espace vectoriel Aν a donc pour base (cλ)λ∈Λν . Lorsque l’ensemble Λν est fini de
cardinal N + 1, on peut écrire Λν = {λi | 0  i  N} et sinon on peut écrire Λν = {λi | i ∈ N}
(la numérotation étant arbitraire). Lorsque Λν est fini (de cardinal N + 1), pour m ∈ N tel que
m  N , posons Λmν := {λi ∈ Λν | 0  i  m} et pour tout m  N , posons Λmν := Λν . Lorsque
Λν est infini, pour tout m ∈ N, posons Λmν := {λi ∈ Λν | 0  i  m}. Dans les deux cas, pour
tout m ∈ N, désignons par Wm l’espace engendré par les cλ pour λ ∈ Λmν . L’espace Wm est un
sous-espace de dimension finie de Aν . Munissons Aν de la filtration de Kostant FK induite, qui
est décroissante, exhaustive et séparée (cf. [11, 6.1]). Par le lemme 3.1 il existe, pour tout m ∈ N,
un entier naturel km tel que Wm ∩ Fkm+1K (Aν) = {0}. On en déduit aisément que, pour chaque
m ∈ N, l’espace Wm et son gradué grFK (Wm) =
⊕km
k=0 gr
k
FK (Wm) associé à la filtration de Kos-
tant induite sur Wm sont des espaces vectoriels isomorphes. Fixons un isomorphisme Φm entre
Wm et son gradué. Soit k un entier compris entre 0 et km, (c¯ki )i∈Ik une base de l’espace vecto-
riel grkFK (Wm) et c
k
i := Φ−1m (c¯ki ). Alors cki ∈ FkK(Wm) \ Fk+1K (Wm) et on peut même affirmer
que cki est dans le supplémentaire de Fk+1K (Wm) dans FkK(Wm) isomorphe par Φm à grkFK (Wm).
Donc l’image de cki par la surjection canonique dans l’espace quotient grkFK (Wm) est c¯ki . Soit
χ
Wm
k : gr
k
FK (Wm) → (U
Wm
k,−ν)
∗
l’isomorphisme du lemme 3.2. Alors (χWmk (c¯
k
i ))i∈Ik est une base
de l’espace vectoriel (UWmk,−ν)
∗
et on note (pi,k)i∈Ik sa base duale (c’est une base de UWmk,−ν ).
On a donc, pour tout (i, j) ∈ Ik2, (χWmk (c¯ki ))(pj,k) = cki (pj,k) = δi,j . Soient k et s deux en-
tiers tels que km  s > k  0. Pour tous i ∈ Is et j ∈ Ik on a pj,k ∈ Uk,−ν ⊂ Uk(g) ⊂ Us−1(g)
donc csi (pj,k) = 0 car csi ∈ F sK(Aν) donc csi s’annule sur Us−1(g). Notons rm la dimension de
l’espace vectoriel Wm. La famille (
⋃km
k=0(c
k
i )i∈Ik ) est une base de l’espace vectoriel Wm que l’on
notera plus simplement (ci)1irm . De même (
⋃km
k=0(pi,k)i∈Ik ) est une base de l’espace vectoriel
UWm−ν que l’on notera plus simplement (pi)1irm , de sorte que la matrice à coefficients ci(pj ),
1  i, j  rm, soit triangulaire avec des 1 sur la diagonale. L’application Ψm :p → (c → c(p))
est donc un isomorphisme entre le C-espace vectoriel UWm−ν et l’espace vectoriel dual W ∗m de Wm.
La base (cλ)λ∈Λmν de Wm possède une base duale (dans W ∗m) dont l’image (pmλ )λ∈Λmν par l’iso-
morphisme Ψ−1m est une base de UWm−ν telle que, pour tout (λ,μ) ∈ (Λmν )2, on ait cλ(pmμ ) = δλ,μ.
D’où en particulier, lorsque Λν est infini, le (a) de (ii) et lorsque Λν est fini, de cardinal N + 1,
l’assertion (i) en prenant m = N et en posant pλ = pNλ pour tout λ ∈ Λν = ΛNν .
Supposons désormais que Λν = (λm)m∈N soit infini. Pour tout m ∈ N, posons pλm := pmλm ,
avec la notation précédente. Nous allons montrer que la famille (pλm)m∈N vérifie la seconde
partie de (ii). Le (a) entraîne déjà que, pour tout 0  i  m, cλi (pmλm) = δim donc la matrice
(cλi (pλm))i,m∈N est une matrice triangulaire avec des 1 sur la diagonale. Par conséquent la famille
(pλm)m∈N est libre. De plus pour i  j on a Wi ⊂ Wj donc UWi−ν ⊂ UWj−ν . Or pour tout i ∈ N,
pλi ∈ UWi−ν donc la famille (pλi )0im est une base de l’espace vectoriel UWm−ν . Enfin si p ∈ U−ν
alors il existe m ∈ N tel que p ∈ UWm−ν et donc la famille (pλm)m∈N est une famille génératrice
de U−ν donc une base de U−ν . 
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Remarques.
1. Soit λ ∈ D et cλ ∈ Cp(λ)dp ⊂ A. Soit v = vw0λ un vecteur de plus bas poids w0λ de V(λ)
et ξ = ξw0λ le vecteur de V(λ)∗ de poids w0λ (pour l’action à droite de h) tel que ξ(v) = 1.
D’après [8, 3.1], il existe v′ = vw′0λ vecteur de plus bas poids w′0λ de V′(λ) (voir section 2.6)
tel que l’on ait cλ = cξ,v′ +∑i∈I cξ.u−i ,u+i .v′ où I est un ensemble fini et où u−i ∈ n−π ′U(n−π ′)
et u+i ∈ U(nπ ′)nπ ′ pour tout i ∈ I , u−i et u+i de poids opposé. Pour tous ν ∈ BD , m ∈ N,
i ∈ {0, . . . ,m} et λi ∈ Λν , les pmλi ∈ Sz(p−)−ν construits dans le lemme 3.3 vérifient donc
pmλi .vw
′
0λi
= vw0λi à un scalaire multiplicatif non nul près.
2. Lorsque l’ensemble Λν est fini, Λν = {λ0, . . . , λN }, les éléments pλj , 0 j N , construits
en 3.3(i), forment une base de l’espace vectoriel U−ν . Fixons, pour 0  j  N , un vecteur
vλj de poids λj dans le U(g)-module simple V(λj ). Alors, pour tout 0 j N , il existe un
vecteur vw′0w0λj de poids w
′
0w0λj de V(λj ) tel que, pour tous 0 i, j N , on ait
pλi .vλj = δij vw′0w0λj .
En effet cela provient de la comparaison des poids, du fait que les pλj soient g′-invariants,
et de la forme des cλi mentionnée dans la remarque ci-dessus.
3.5. Soit λ ∈ P+. L’espace des invariants de C(λ) par l’action à gauche de dp− est noté
dp−C(λ). C’est un U(p−)-module pour l’action coadjointe de p−. Comme dp− ⊃ n−, l’es-
pace dp−C(λ) est inclus dans l’espace n−C(λ) des invariants de C(λ) par l’action à gauche
de n−. Or n−C(λ)  V(λ)∗ ⊗ Cvw0λ où vw0λ est un vecteur de plus bas poids w0λ de V(λ).
Donc lorsque dp−C(λ) est non nul, on a (w0λ,π ′) = 0 et dans ce cas, dp−C(λ) = n−C(λ). On
note (dp
−C(λ))dp− l’espace des invariants de dp−C(λ) par l’action coadjointe de dp−. Comme
m− ⊂ dp−, on a m−C(λ) ⊃ dp−C(λ) et donc (m−C(λ))dp− ⊃ (dp−C(λ))dp− . Par analogie avec
Cp(λ)dp = (mC(λ))dp (voir 2.6), l’espace vectoriel (m−C(λ))dp− est de dimension inférieure ou
égale à un et est de dimension un si et seulement si (λ−w′0w0λ,π ′) = 0 c’est-à-dire si et seule-
ment si λ ∈D (il suffit, pour s’en convaincre, d’appliquer la preuve de [8, 3.1] point par point à
un élément dp−-invariant de m−C(λ)  V(λ)∗ ⊗ U(nπ ′).vw0λ).
Par conséquent l’espace vectoriel (dp−C(λ))dp− est de dimension un si et seulement si
(w0λ,π ′) = 0 et (λ,π ′) = 0 et est nul sinon. Lorsqu’il est de dimension un, il est engendré par
le coefficient matriciel cξλ,vw0λ où ξλ est un vecteur de poids λ de V(λ)
∗ pour l’action à droite
de h. On note (voir 3.2) grFK (dp
−C(λ)), resp. grFK ((
dp−C(λ))dp−), le U(p−)-module gradué,
resp. le U(h)-module gradué, associé à la filtration de Kostant FK de U(g) induite sur dp−C(λ),
resp. sur (dp−C(λ))dp− et S(m−)dp− l’espace des invariants de S(m−) par l’action adjointe de
dp− et on rappelle l’application de Kostant, ψ =⊕n∈Nψn : grFK (U(g)) → S(g) qui est un
isomorphisme de U(g)-modules. On peut alors montrer le lemme suivant.
Lemme. Soit λ ∈ P+.
(i) L’application de Kostant induit un morphisme injectif, noté encore ψ , de U(p−)-modules de
grF (dp
−C(λ)) dans S(m−).
K
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S(m−)dp− .
Preuve. On peut supposer que (w0λ,π ′) = 0 car sinon les deux assertions sont triviales.
Rappelons les notations de 3.2 et notons encore ψn la restriction à FnK(dp
−C(λ)) de l’appli-
cation de Kostant ψn :FnK(U(g)) → Sn(g)∗. Soit Sn(m)∗ l’espace vectoriel dual de l’espace
Sn(m) des polynômes homogènes de degré n de l’algèbre symétrique S(m) de m. Nous al-
lons montrer que ψn(FnK(dp
−C(λ))) ⊂ Sn(m)∗, assertion due à Kostant, dans le cas où π ′ = ∅.
Lorsque n = 0 l’assertion est évidente. Supposons pour la suite que n ∈ N∗. Nous allons mon-
trer que ψn(FnK(dp
−C(λ))) ⊂ S∗n où S∗n := {f ∈ Sn(g)∗ | f (Sn−1(g)p−) = 0}. L’espace S∗n
est un U(p−)-module pour l’action coadjointe de p−. Comme g = m ⊕ p− il s’ensuit que
Sn(g) = Sn−1(g)p− ⊕ Sn(m) et donc que Sn(m)∗ s’identifie à S∗n . Puis S∗n s’identifie au U(p−)-
module Sn(m∗) et enfin à Sn(m−) grâce à la forme de Killing (ce dernier espace étant muni de
l’action adjointe de p−). On en déduira alors que ψn est un morphisme de U(p−)-modules de
FnK(dp
−C(λ)) dans Sn(m−).
Soit c ∈ FnK(dp
−C(λ)) et u¯ ∈ Sn(g), u¯ étant la classe d’équivalence d’un élément u ∈ Un(g).
Alors, par définition de ψn, on a ψn(c)(u¯) = c(u). Soit u¯ ∈ Sn−1(g)p− et u ∈ Un−1(g)p− un
représentant de cette classe d’équivalence. Alors c(u) = 0 puisque dp−.vw0λ = 0 que, pour tout
h ∈ hπ\π ′ , on a h.vw0λ = 〈h,w0λ〉vw0λ et que c = cξ,vw0λ (ξ ∈ V(λ)∗) s’annule sur Un−1(g).
Par conséquent ψn(c) ∈ S∗n c’est-à-dire, avec les identifications faites plus haut, ψn(c) ∈
Sn(m−). Le noyau de la restriction de ψn à FnK(dp
−C(λ)) étant Fn+1K (dp
−C(λ)), ψn induit
un morphisme injectif de U(p−)-modules (que nous noterons encore ψn) de grnFK (dp
−C(λ)) =
FnK(dp
−C(λ))/Fn+1K (dp
−C(λ)) dans Sn(m−). D’où le (i).
Désignons par (grnFK (
dp−C(λ)))dp− le U(h)-module des invariants de grnFK (
dp−C(λ)) par
l’action coadjointe de dp− sur le gradué, obtenue par passage au quotient. Alors le U(h)-module
grnFK ((
dp−C(λ))dp−) s’injecte dans le U(h)-module (grnFK (dp
−C(λ)))dp− . Posons Sn(m−)dp
− :=
S(m−)dp− ∩Sn(m−). On a donc ψn((grnFK (dp
−C(λ)))dp−) ⊂ Sn(m−)dp− . D’où la deuxième par-
tie du lemme. 
3.6. Notons H le U(g)-module des éléments harmoniques de S(g) (cf. [20, Th. 0.13] et
[6, 8.2.3]). Nous allons préciser davantage le résultat donné dans le (i) du lemme 3.5.
Lemme.
(i)
∑
λ∈P+
ψ
(
grFK
(dp−C(λ)))= S(m−).
(ii)
∑
λ∈P+
ψ
(
grFK
(
C(λ)
))= H.
Preuve. Déjà nous avons l’inclusion ∑λ∈P+ ψ(grFK (dp−C(λ))) ⊂ S(m−) grâce au (i) du
lemme 3.5.
Pour k ∈ N et ν ∈ Nπ , posons Sk(m−)−ν := Sk(m−) ∩ S(m−)−ν , l’espace des polynômes
homogènes de S(m−) de degré k et de poids −ν. Pour λ ∈ P+ tel que (w0λ,π ′) = 0, l’annu-
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AnnU(m){vw0λ} =
∑
α∈π\π ′ U(m)x
〈αˇ,−w0λ〉+1
α . Posons ρ∗ =∑α∈π |−w0α/∈π ′ α .
Fixons ν ∈ Nπ . Il existe Nν ∈ N tel que, pour tout λ ∈ Nνρ∗ + P+ vérifiant (w0λ,π ′) = 0, on
ait dim U(m)ν = dim S(m)ν = dim S(m−)−ν = dim V(λ)w0λ+ν . Pour λ ∈ P+ tel que
(w0λ,π ′) = 0, notons dp−C(λ)−ν le sous-espace de dp−C(λ) de poids −ν (pour l’action co-
adjointe de h), grFK (dp
−C(λ))−ν le sous-espace de grFK (
dp−C(λ)) de poids −ν (pour l’action
de h qui se déduit de l’action coadjointe de h par passage au quotient) et ψ(grFK (dp
−C(λ)))−ν
le sous-espace de poids −ν de ψ(grFK (dp
−C(λ))) (pour l’action adjointe de h). Pour λ ∈ P+
tel que (w0λ,π ′) = 0, les espaces de poids dp−C(λ)−ν et V(λ)w0λ+ν sont isomorphes. Comme
dp−C(λ)−ν est un espace vectoriel de dimension finie, le lemme 3.1 donne
dim dp−C(λ)−ν = dim grFK
(dp−C(λ)−ν)
 dim grFK
(dp−C(λ))−ν = dimψ(grFK (dp−C(λ)))−ν.
Or ψ(grFK (
dp−C(λ))) ⊂ S(m−) pour tout λ ∈ P+. Donc pour tout λ ∈ Nνρ∗ + P+ tel que
(w0λ,π ′) = 0, on a ψ(grFK (dp
−C(λ)))−ν = S(m−)−ν donc aussi Sk(m−)−ν =
ψk(grkFK (
dp−C(λ)))−ν pour tout k ∈ N.
Fixons maintenant k ∈ N. Alors il existe λk ∈ P+ tel que (w0λk,π ′) = 0 et tel que
λk ∈ Nνρ∗ + P+ pour tout ν ∈ Nπ vérifiant Sk(m−)−ν = {0}. Par conséquent Sk(m−) =
ψk(grkFK (
dp−C(λk))). D’où le (i).
Vu que l’application de Kostant ψ : grFK (U(g)
) → S(g) est un morphisme de ad U(g)-
modules, le (i) appliqué au cas particulier où π ′ = ∅ donne :
H = (ad U(g))S(n−) = ∑
λ∈P+
ψ
(
ad U(g)
(
grFK
(
n−C(λ)
)))
⊂
∑
λ∈P+
ψ
(
grFK
(
ad U(g)
(
n−C(λ)
)))
=
∑
λ∈P+
ψ
(
grFK
(
C(λ)
))
.
Montrons l’inclusion opposée. Soit k ∈ N, λ ∈ P+ et c ∈ C(λ)∩FkK(U(g)). On note c¯ l’image de
c par la surjection canonique dans grkFK (C(λ)). Montrons que ψk(c¯) ∈ Hk où Hk := H ∩ Sk(g).
Comme H0 = C le cas k = 0 est trivial. Supposons maintenant k  1 et reprenons les no-
tations de 2.7, notamment Kk la forme bilinéaire sur Sk(g) déduite de la forme de Killing
de g. Posons Yk(g) := Y(g) ∩ Sk(g) et Y+(g) := ⊕n∈N∗ Yn(g). Pour V et W deux sous-
espaces vectoriels de S(g), notons VW l’image par la multiplication dans S(g) du produit
tensoriel V ⊗ W. On a alors Y+(g)S(g) ∩ Sk(g) =∑1nk Yn(g)Sk−n(g). D’après [20, 1.4],
ψk(c¯) ∈ Hk ⇔ Kk(ψk(c¯), f ) = 0 pour tout f ∈ Y+(g)S(g) ∩ Sk(g). Soit f ∈ Yn(g)Sk−n(g),
1 n k. D’après (∗) de 3.2, Kk(ψk(c¯), f ) = c(s(f )) où s : S(g) → U(g) est la symétrisation.
La symétrisation n’est pas un morphisme d’anneaux mais, pour a ∈ Sn(g) et b ∈ Sm(g) il est
facile de vérifier que s(ab) = s(a)s(b) mod Un+m−1(g). Donc si Zm(g) := Z(g) ∩ Um(g), on a
s(Yn(g)Sk−n(g)) ⊂ Zn(g)Uk−n(g)+Uk−1(g) car s(Yn(g)) ⊂ Zn(g) puisque s est un morphisme
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scalaires (cf. par exemple [6, 7.1.8]) et c s’annule sur Uk−1(g) donc c(s(f )) = 0. 
3.7.
Remarques.
1. D’après [11, Proposition 6.5(ii)] appliqué à p− (au lieu de p) avec π ′ = ∅ (c’est-à-dire
lorsque p− = b−) on a ψ(grFK (n
−U(g))) = S(b−). Or n−U(g) =⊕λ∈P+ n−C(λ). Le (i)
du lemme précédent appliqué à π ′ = ∅ nous donne donc un résultat un peu plus précis, car
la somme des gradués est incluse (strictement ici) dans le gradué de la somme directe.
2. D’après 3.2, on a ψ(grFK (
⊕
λ∈D Cp(λ)dp)) ⊂ Sy(p). Par conséquent les éléments de Sy(p)
de poids ν, pour ν ∈ BD , qui proviennent d’un seul Cp(λ)dp, c’est-à-dire qui appartiennent
à ψ(grFK (Cp(λ)
dp)), pour λ ∈D, sont des éléments harmoniques, d’après le (ii) du lemme
précédent. C’est le cas si dim Sy(p)ν = 1. Ceci nous amène à conjecturer que, lorsque p  g,
tous les éléments de Sy(p) sont harmoniques.
3. Posons P+0
π ′ := {λ ∈ P+ | (w0λ,π ′) = 0}. Grâce au (i) du lemme précédent, on montre que
(ad U(g))S(m−) ⊂ ∑
λ∈P+0
π ′
ψ(grFK (C(λ))). Or cette inclusion peut être stricte car, pour
un U(g)-module simple V de dimension finie, sa multiplicité dans (ad U(g))S(m−) est in-
férieure ou égale à dim(Vrπ ′ ) où Vrπ ′ désigne l’espace des invariants de V par l’action
du facteur réductif de Levi rπ ′ := g′ ⊕ hπ\π ′ de p et on peut avoir une inégalité stricte
(cf. [15, 5.4]). Tandis que, pour λ ∈ P+0
π ′ , λ « assez grand », la multiplicité de V dans C(λ)
est exactement dim(Vrπ ′ ) (ceci est une conséquence immédiate de [13, 6.3.20]). Posons
Hπ ′ :=∑λ∈P+0
π ′
ψ(grFK (C(λ))). On a alors [Hπ ′ : V]  dim(Vrπ ′ ) où [Hπ ′ : V] désigne la
multiplicité de V dans Hπ ′ . On a longtemps cherché à démontrer l’égalité car ainsi Hπ ′ se-
rait l’analogue des harmoniques par rapport à une sous-algèbre parabolique. La difficulté
provient de ce que l’on n’en sait pas assez sur les inclusions des ψ(grFK (C(λ))).
4. Lien entre les deux cas extrêmes
Nous allons appliquer les résultats de la section précédente au cas particulier où π ′ = ∅, ce
qui va nous permettre d’établir un lien entre les deux cas extrêmes pour le parabolique p, à savoir
lorsque p = b et lorsque p = g.
Rappelons donc que, dans ces deux cas, le semi-centre de Poisson Sy(p) (qui est d’ailleurs le
centre de Poisson Y(g) lorsque p = g) est une algèbre de polynômes sur C en rang(g) = Card(π)
générateurs.
Lorsque p = g, c’est l’isomorphisme de Harish-Chandra et un théorème de Chevalley qui
permettent de conclure (cf. par exemple [6, 7.3.8]).
Lorsque p = b, le semi-centre de Poisson Sy(b) a été explicitement décrit dans [12].
Rappelons-en les résultats principaux qui vont nous servir ici. Dans chaque 〈j 〉-orbite d’un élé-
ment α de π , choisissons un représentant et notons π/〈j 〉 ou plus simplement π+ l’ensemble
formé de ces représentants. Pour tout α ∈ π , posons ρα := εα(α +j(α)) où εα = 1 pour tout
α ∈ π tel que α = j (α) et sinon εα ∈ {1, 12 }, selon les Tables I et II de [12]. Notons B l’ensemble
des poids de Sy(b) : c’est un semi-groupe libre engendré par les ρα , α ∈ π+. On a B ⊂ P+. Pour
tout α ∈ π tel que α = j (α), l’espace de poids Sy(b)ρα est de dimension deux. On note aρα et
cρα des générateurs homogènes choisis dans Sy(b)ρα avec deg(cρα ) = deg(aρα )+ 1. Si α = j (α)
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choisi. Dans les deux cas, l’espace de poids Y(n)ρα est de dimension un, engendré par aρα . De
plus Y(n) est une algèbre de polynômes sur C en Card(π+) générateurs qui a le même ensemble
de poids B que Sy(b), sauf que pour Y(n) tous les sous-espaces de poids sont de dimension
un. Les Tables I et II de [12] ainsi que la Table de l’Annexe A de [11] donnent les degrés des
générateurs homogènes aρα et cρα de l’espace de poids Sy(b)ρα .
Grâce à l’isomorphisme d’algèbres entre semi-centre et semi-centre de Poisson, tous les ré-
sultats ci-dessus sont bien sûr encore vrais dans les algèbres enveloppantes correspondantes.
Afin de tenter de mieux comprendre le semi-centre Sz(p) de l’algèbre enveloppante de p
lorsque g est une algèbre de Lie semi-simple quelconque et p une sous-algèbre parabolique
arbitraire, nous allons expliquer dans le reste de cette section comment on peut construire un
morphisme d’espaces vectoriels entre le semi-centre Sz(b−) et le centre Z(g), le cas d’un pa-
rabolique p quelconque étant quelque part entre ces deux cas extrêmes. Lorsque g est de type
AC, on montre que ce morphisme est bijectif, ce qui nous permet de retrouver dans ce cas que le
centre Z(g) est polynomial en rang(g) générateurs.
4.1. Lorsque π ′ = ∅, notons B0 l’ensemble BD défini au début de la section 3. On remarque
que B0 est un sous-ensemble de l’ensemble B des poids des éléments du semi-centre Sy(b)
(voir ci-dessus). Plus précisément B0 = {B ∈ B | ∃λ ∈ P+; λ − w0λ = B} puisque, dans ce cas,
D = P+. D’après [12], on constate que B0 = B si et seulement si g est de type AC. De plus il
est aisé de voir que, pour tout B ∈ B0, ΛB est un ensemble fini non vide et on note sB ∈ N∗ son
cardinal. Pour tout 1 i  sB et λi ∈ ΛB on pose μi = w0λi et on fixe vi , resp. ξi , un vecteur
non nul de V(λi), resp. du dual V(λi)∗, de poids λi pour l’action à gauche de h, resp. μi pour
l’action à droite de h. On pose VB := {vi ∈ V(λi) | λi ∈ ΛB} et LB := {ξi ∈ V(λi)∗ | λi ∈ ΛB}.
Pour tout B ∈ B0 et λi ∈ ΛB , 1  i  sB , l’espace vectoriel Cb(λi)n (voir 3.2) est engendré
par le coefficient matriciel cξi ,vi = cλi . On a alors, avec les notations de 3.2, A = (nU(g))n =⊕
B∈B0
⊕
1isB Ccξi ,vi .
4.2. Appliquons le lemme 3.3 à π ′ = ∅, et reprenons les notations de la section 4.1. On
obtient alors le lemme suivant.
Lemme. Soit B ∈ B0 et sB = Card(ΛB). Pour tout vi ∈ VB et ξi ∈ LB , 1  i  sB , il existe
pi−B ∈ Sz(b−)−B tel que, pour tous 1 i, j  sB ,
ξi
(
p
j
−Bvi
)= δij .
Preuve. Les pi−B ne sont autres que les éléments pλ, λ ∈ ΛB , construits au 3.3(i). 
4.3. Toujours avec les notations de la section 4.1, appliquons le lemme 3.5 au cas où π ′ = ∅.
D’après également le lemme 4.2, on obtient le résultat suivant.
Lemme. Soit B ∈ B0, aB ∈ Z(n)B \ {0} et sB = Card(ΛB). Alors pour tout vi ∈ VB , 1 i  sB ,
il existe bi−B ∈ Sz(b−)−B tel que, pour tous 1 i, j  sB , on ait aBbj−Bvi = δij vi .
Preuve. Montrons que les éléments pi−B , 1  i  sB , de Sz(b−)−B du lemme précédent nous
donnent, à un scalaire multiplicatif non nul près, les éléments bi cherchés. Pour λi ∈ ΛB ,−B
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j  sB , pj−Bvi = δij vμi . Pour ξ ∈ V(λi)∗ de poids λi pour l’action à droite de h, notons c¯ξ,vμi
l’image du coefficient matriciel cξ,vμi par la surjection canonique dans grFK ((n
−C(λi))n
−
).
Comme ψ(grFK ((
n−C(λi))n
−
)) ⊂ Y(n−) d’après le (ii) du lemme 3.5 appliqué à π ′ = ∅, on
a ψ(c¯ξ,vμi ) ∈ Y(n−).
Notons ξλi un vecteur non nul de V(λi)∗ de poids λi pour l’action à droite de h tel que
ψ(c¯ξλi ,vμi ) ∈ Y(n−R) où n−R := n− ∩ gR. On pose aiB = κ(s(ψ(c¯ξλi ,vμi ))). Alors aiB ∈ Z(n)B \ {0}
et par (∗∗∗) de la preuve du lemme 3.2 et la forte non-dégénérescence de la forme de Killing
de g, on trouve cξλi ,vμi (a
i
B) = 0, de sorte qu’il existe ki ∈ C∗ tel que kiaiBvμi = vi . D’autre part
dim Z(n)B = 1 (voir début de la section 4) donc, pour tout 1 i  sB , il existe k′i ∈ C∗ tel que
kia
i
B = k′iaB . Comme pj−Bvi = δij vμi , on a donc, pour tous 1 i, j  sB , aBk′jpj−Bvi = δij vi .
En posant bj−B = k′jpj−B on obtient le lemme. 
Remarque. D’après le lemme 3.3(i), pour B ∈ B0, les éléments bi−B ∈ Sz(b−)−B construits dans
le lemme ci-dessus forment une base de U−B = ⊕n∈N κ(s(ψn(grnFK (AB)))) =
κ(s(ψ(grFK (AB)))) où A = (nU(g))n. De plus, d’après ce qui a été mentionné sur le semi-
centre du Borel et sur ses sous-espaces de poids au début de la section 4, le sous-espace de poids
Sz(b−)−B est de dimension Card(ΛB). Par conséquent les éléments bi−B ci-dessus forment une
base de Sz(b−)−B . On a donc κ(s(ψ(grFK (AB)))) = Sz(b−)−B pour tout B ∈ B0.
4.4. Pour un U(g)-module V de dimension finie et u ∈ U(g), on note tr(u,V) la trace de u
dans V, lorsqu’on considère u comme un endomorphisme de l’espace vectoriel V. Avec les
notations de 4.1, le lemme précédent nous donne le lemme ci-dessous.
Lemme. Soit B ∈ B0, aB ∈ Z(n)B \ {0} et λi ∈ ΛB , 1  i  sB . Soit bi−B , 1  i  sB , les
éléments de Sz(b−)−B du lemme 4.3. Alors pour tous 1 i, j  sB ,
tr
(
aBb
j
−B,V(λi)
)= δij .
Preuve. Comme bj−B ∈ U(b−)n
−
on a yb
j
−B = bj−By pour tout y ∈ U(n−). Pour v ∈ V(λi)λi−ν ,
il existe y−ν ∈ U(n−)−ν tel que v = y−νvi et on a donc aBbj−Bv = aBy−νbj−Bvi . Si μi = w0λi
et vμi est un vecteur de plus bas poids de V(λi), il existe donc, compte tenu des poids, un nombre
complexe kij tel que bj−Bvi = kij vμi . Pour ν = 0, on a y−νvμi = 0. Par contre, lorsque ν = 0,
v est proportionnel à vi et le lemme 4.3 nous donne aBbj−Bv = δij v. 
4.5. Reprenons les notations du début de la section 4, notamment l’ensemble des poids B de
Z(n) et de Sz(b) et considérons B ∈ B. Pour tout vecteur non nul aB ∈ Z(n)B de poids B (resp.
b−B ∈ Sz(b−)−B de poids −B) on note MB (resp. NB ) le sous-module de U(g), pour l’action
adjointe de U(g), engendré par aB (resp. par b−B ). Soit m :a ⊗ b ∈ MB ⊗ NB → ab ∈ U(g)
prolongée par linéarité. On note MBNB := m(MB ⊗ NB). Alors (ad U(g))(aBb−B) = MBNB .
En effet en faisant agir U(n−) par l’action adjointe sur aBb−B on obtient MBb−B puis on fait
agir U(n) et un raisonnement par récurrence sur les poids nous donne l’égalité ci-dessus. Soit
U(g)+ le noyau de l’augmentation ε : U(g) → C. Comme g est semi-simple, le sous-module
(ad U(g)+)(aBb−B) admet un supplémentaire g-stable égal à l’espace (MBNB)g des invariants
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pour l’action de l’algèbre de Lie g sur le U(g)-module MB ⊗NB , action correspondant à l’action
diagonale du groupe adjoint. On vérifie que l’on a m((MB ⊗ NB)g) = (MBNB)g. Comme MB
et NB sont des U(g)-modules simples duaux l’un de l’autre, on a dim((MB ⊗NB)g) = 1 et donc
dim((MBNB)g) 1.
Lemme. Soit B ∈ B, aB ∈ Z(n)B \ {0} et b−B ∈ Sz(b−)−B \ {0}. Supposons qu’il existe un U(g)-
module V de dimension finie tel que tr(aBb−B,V) = 0. Alors, avec les notations ci-dessus, il
existe un élément non nul zB ∈ (MBNB)g tel que tr(zB,V) = tr(aBb−B,V).
Preuve. Si tr(aBb−B,V) = 0 alors tr((ad U(g))(aBb−B),V) = 0. Or pour tous a, b ∈ U(g),
tr((ada)b,V) = ε(a) tr(b,V). Compte tenu des considérations ci-dessus, on a donc
tr
((
ad U(g)
)
(aBb−B),V
) = 0 ⇒ tr((MBNB)g,V) = 0
d’où le lemme. 
Remarque. Reprenons les hypothèses du lemme ci-dessus. L’élément zB est l’unique élément
de (MBNB)g tel que zB − aBb−B ∈ (ad U(g)+)(aBb−B), donc ne dépend pas du U(g)-module
V de dimension finie tel que tr(aBb−B,V) soit non nul.
4.6. Reprenons les notations du début de la section 4 et de 4.1. Pour tout B ∈ B, on
fixe aB ∈ Z(n)B \ {0}. Désormais on note simplement Bˆ un couple formé de B ∈ B0 et d’un
λi ∈ ΛB (c’est-à-dire d’un λi ∈ P+ tel que B = λi − w0λi ) et on pose B̂0 := {Bˆ; B ∈ B0}.
Les éléments bi−B ∈ Sz(b−)−B obtenus dans le lemme 4.3 sont simplement notés b−Bˆ . On pose
Sz0(b−) :=⊕B∈B0 Sz(b−)−B . Comme B0 est un semi-groupe l’espace vectoriel Sz0(b−) est
une sous-algèbre de l’algèbre de polynômes Sz(b−). De plus d’après la remarque à la fin de 4.3
on a Sz0(b−) = κ(s(ψ(grFK (A)))) = s(κ(ψ(grFK (A)))) où A = (nU(g))n.
On pose aussi Sy0(b−) := s−1(Sz0(b−)) = κ(ψ(grFK (A))). Compte tenu du fait que l’appli-
cation de Kostant ψ peut être réajustée en morphisme d’algèbres (cf. [11, 6.6]) l’espace Sy0(b−)
est une algèbre isomorphe à l’algèbre grFK (A).
Pour B ∈ B0, on note ziB ou plus simplement zBˆ l’élément de Z(g) \ {0} obtenu par la
construction de 4.5 appliquée à b−Bˆ (compte tenu du lemme 4.4, cet élément zBˆ existe). Pour
tout u ∈ U(g), u = 0, on note deg(u) le plus petit entier naturel n tel que u ∈ Un(g) (où
(Un(g))n∈N est la filtration canonique de U(g)). Ce degré est aussi égal au degré du polynôme
homogène gr(u) où gr(u) est l’image de u par la surjection canonique dans l’espace quotient
Un(g)/Un−1(g) = Sn(g).
Dans P+ considérons le préordre noté ≺ et défini par λ ≺ μ ⇔ (μ−w0μ)− (λ−w0λ) ∈ Nπ
pour tous λ,μ ∈ P+. L’ensemble P+ étant dénombrable, on numérote les λi , i ∈ N, de P+ de sorte
que les n1 premiers λi soient les éléments minimaux de P+ pour la relation d’ordre associée à
cette relation de préordre (il y en a un nombre fini) puis on considère les éléments minimaux de
P+\{λ1, . . . , λn1} qu’on numérote λn1+1, . . . , λn2 et ainsi de suite . . . . Ainsi pour cette numérota-
tion des λi de P+, si i < j on a λi −w0λi = λj −w0λj ou (λi −w0λi)−(λj −w0λj ) /∈ Nπ . Pour
λ ∈ P+ notons cλ ∈ C(λ) l’élément de U(g) défini par cλ(u) = tr(u,V(λ)) pour tout u ∈ U(g).
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tel que Bˆ = (λj − w0λj ,λj ). Alors la matrice (cλi (zj ))i,j∈N est triangulaire avec des 1 sur la
diagonale.
Preuve. Montrons que, pour i  j , on a cλi (zj ) = δij . Soit donc i  j et Bˆ ∈ B̂0 tel que Bˆ =
(λj − w0λj ,λj ). On a b−Bˆvλi = 0 ⇒ λi − (λj − w0λj ) ∈ w0λi + Nπ . De plus b−Bˆvλi = 0 ⇔
b−BˆV(λi) = 0 car b−Bˆ est n−-invariant et tr(zBˆ ,V(λi)) = tr(aBb−Bˆ ,V(λi)) où B = λj −w0λj .
Enfin d’après le lemme 4.4, si λi est tel que λj −w0λj = λi −w0λi , on a cλi (zj ) = δij . 
Corollaire. L’application b−Bˆ → zBˆ se prolonge en une injection linéaire ϕ0 de Sz0(b−) dans
Z(g). De plus
deg(z
Bˆ
) deg(aB)+ deg(b−Bˆ ). (∗∗)
Preuve. L’inégalité sur les degrés résulte de l’invariance de la filtration canonique de U(g) par
l’action adjointe de g et du fait que z
Bˆ
∈ (ad U(g))(aBb−Bˆ ).
L’injectivité de ϕ0 est une conséquence immédiate du lemme ci-dessus. 
4.7. Pour tout B ∈ B, après avoir choisi une base de l’espace vectoriel Sy(b−)−B , on note
Bˆ le couple formé de B et d’un élément de la base de Sy(b−)−B ainsi choisie et on pose
B̂ := {Bˆ; B ∈ B}. Remarquons que lorsque B = B0, si on choisit comme base de Sy(b−)−B
la base (s−1(b−Bˆ )) où s est la symétrisation et (b−Bˆ ) est la base de Sz(b
−)−B obtenue au
lemme 4.3 (notation 4.6), alors on a l’égalité B̂ = B̂0 (voir 4.6), en identifiant chaque couple
(B,λi) de B̂0 avec le couple (B, s−1(b−Bˆ )). Par la suite nous utiliserons la même notation pour
un élément de Sz(b−)−B que pour l’élément correspondant dans Sy(b−)−B obtenu par l’inverse
de la symétrisation s.
Pour n ∈ N, rappelons que Yn(g) = Y(g)∩Sn(g) et que Syn(b−) = Sy(b−)∩Sn(g). Utilisons
les graduations, notées gr′ et gr′′, de S(g) introduites dans [11, 4.2], dans le cas particulier où
π ′ = π . D’après [11, 4.2.8], pour tout y ∈ Yn(g), il existe un sous-ensemble fini Fy ⊂ B̂, et pour
tout B ∈ B tel que Bˆ = (B,b−Bˆ ) ∈ Fy , il existe a′B ∈ Y(n)B tels que
gr′
(
gr′′(y)
)= ∑
Bˆ∈Fy
a′Bb−Bˆ . (∗∗)
Posons dn := ∑B∈B dim(Syn−deg(aB)(b−)−B) où aB ∈ Y(n)B \ {0} (tous les éléments de
Y(n)B \ {0} sont homogènes de même degré car Y(n)B est de dimension un). Comme
dim(gr′(gr′′(Yn(g)))) = dim(Yn(g)) et que dim(Y(n)B) = 1 pour tout B ∈ B, il s’ensuit que
dim
(
Yn(g)
)
 dn. (∗)
Reprenons les notations du début de la section 4 et notons l le cardinal de l’ensemble π
des racines simples. On peut alors indexer l’ensemble π de sorte que, si αi ∈ π+ est tel que
αi = j (αi), on ait αi+1 = j (αi). Posons ρi = ραi pour 1 i  l. L’algèbre Y(n) est une algèbre
de polynômes en Card(π+) générateurs aρi homogènes de poids ρi . De plus, pour tout 1 i  l
tel que αi ∈ π+ et αi = j (αi), on a aρi = aρi+1 . Pour αi ∈ π+, notons {b−ρˆ } une base formée dei
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analogues à celles du début de la section 4, si αi = j (αi), on a {b−ρˆi } = {a−ρi , c−ρi } et si αi =
j (αi), on a simplement b−ρˆi = a−ρi . Puis on pose si = deg(aρi ) et ti = deg(b−ρˆi ). Remarquons
que, si αi = j (αi), alors ti = si et si αi = j (αi), alors ti = si ou ti = si + 1.
On a alors la proposition suivante.
Proposition. La série de Poincaré
∑
n∈N dnqn est égale à
∑
n∈N
dnq
n =
l∏
i=1
(
1 − qsi+ti )−1.
Preuve. Soit V un sous-U(h)-module de Sy(b−). Pour n ∈ N, ν ∈ B, on note Vn,ν le sous-espace
de V formé des vecteurs de V de poids −ν et homogènes de degré n. On a V =⊕n∈N,ν∈B Vn,ν .
Comme Syn(b−) est un espace vectoriel de dimension finie, on a dim(Vn,ν) < ∞. On pose
chq(V ) :=
∑
n∈N, ν∈B
dim(Vn,ν)qneν
où l’on note eν l’élément correspondant à ν ∈ B dans le semi-groupe multiplicatif eB as-
socié au semi-groupe additif B. Puis on considère l’application f : eν, ν ∈ B → qdeg(aν) où
aν ∈ Y(n)ν \ {0}, prolongée par linéarité à l’algèbre ZeB du semi-groupe eB sur Z. Comme
les espaces de poids de Y(n) sont tous de dimension un, l’application f est un morphisme
d’algèbres. Notons Z[[q]][[eB]] l’anneau des séries formelles en q et en eν , ν ∈ B, à coeffi-
cients dans Z et prolongeons ensuite f de façon naturelle à Z[[q]][[eB]] (on la note encore f ).
Soit V et W deux sous-U(h)-modules de Sy(b−) tels que les U(h)-modules V ⊗ W (pour
l’action de h correspondant à l’action diagonale du groupe adjoint) et m(V ⊗ W) ⊂ Sy(b−)
(où m est la multiplication) soient isomorphes. On a chq(V ⊗ W) = chq(V )chq(W) et f
est multiplicative, donc f (chq(V ⊗ W)) = f (chq(V ))f (chq(W)). Or, par définition de dn,
on a
∑
n∈N dnqn = f (chq(Sy(b−))). Comme Sy(b−) est une algèbre de polynômes en les
indéterminées b−ρˆi , on en déduit donc que chq(Sy(b−)) =
∏l
i=1 chq(C[b−ρˆi ]). D’autre part
f (chq(C[b−ρˆi ])) = (1 − qsi+ti )−1, d’où l’assertion. 
4.8.
Théorème. On suppose que g n’a que des facteurs de type A ou C. Alors
(i) ϕ0 est un isomorphisme linéaire de Sz(b−) sur Z(g).
(ii) On a égalité dans 4.6 (∗∗).
(iii) On retrouve que Y(g) est une algèbre de polynômes engendrée par l éléments homogènes
de degré si + ti , 1 i  l.
(iv) dim Yn(g) = dn pour tout n ∈ N.
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néaire de la façon suivante.
∑
i∈N
niq
i 
∑
i∈N
riq
i ⇐⇒
⎧⎨
⎩
ni = ri ∀i ∈ N,
ou
∃j ∈ N | ∀i < j, ni = ri et nj < rj .
On a ∑
n∈N
dim
(
Yn(g)
)
qn 
∑
n∈N
dnq
n d’après (∗) de 4.7
=
∑
Bˆ∈B̂
q
degaB+degb−Bˆ par définition de dn

∑
Bˆ∈B̂
qdeg zBˆ d’après 4.6(∗∗)
et car ici Sz0(b−) = Sz(b−)

∑
n∈N
dim
(
Yn(g)
)
qn
car les z
Bˆ
, Bˆ ∈ B̂, sont linéairement indépendants.
Par conséquent on a égalité partout, d’où les deux premières assertions. De plus dn = dim(Yn(g))
pour tout n ∈ N et donc gr′(gr′′(Y(g))) = SJ où SJ est l’algèbre de polynômes de [11, 4.2.8] (qui,
dans le cas particulier où π ′ = π , est égale à la sous-algèbre de Y(n)Sy(b−) engendrée comme
espace vectoriel par les vecteurs de poids nul) et on conclut comme dans [11, 7.2] en utilisant 4.7
pour le calcul de degré. 
4.9. Le résultat de 4.8 redémontre, dans le cas où g n’a que des facteurs de type A ou C,
le théorème de Chevalley (vrai d’ailleurs dans le cas où g est une algèbre de Lie semi-simple
quelconque) selon lequel Y(g) est une algèbre de polynômes engendrée par des éléments ho-
mogènes yk , pour 1  k  l où l = Card(π). De plus le théorème 4.8 détermine les exposants,
c’est-à-dire les mk := deg(yk), toujours dans le cas AC. Bien sûr le cas général est moins évi-
dent, mais on s’est efforcé de mieux le comprendre dans l’espoir de pouvoir décrire Sz(p) pour
un parabolique p quelconque.
Revenons à une algèbre de Lie semi-simple g quelconque. Le centre de Poisson Y(g) de S(g)
est une algèbre de polynômes engendrée par des éléments homogènes yk de degré mk , 1 k  l.
Les exposants mk , 1  k  l, ont été déterminés par Kostant (cf. [19, 8.1.1]) et satisfont en
particulier l’égalité (cf. [6, 7.3.8])
l∑
k=1
mk = dimb.
Pour simplifier notons k au lieu de αk le poids fondamental associé à la kième racine simple
αk de π = {α1, . . . , αl}, indexé comme dans 4.7. Posons, pour 1  k  l, Bk = k − w0k et
notons ak := aBk un générateur du sous-espace de poids Y(n)Bk et {b ˆ } une base formée de−Bk
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famille (b−Bˆk )1kl; αk∈π+ est un système de générateurs de l’algèbre de polynômes Sy
0(b−)).
Avec les notations de 4.7 on a alors, si αk ∈ π+ et j (αk) = αk , Bk = Bk+1 = ρk , ak = ak+1,
deg(ak) = sk et on pose de plus {b−Bˆk } = {bk, bk+1} où bk désigne le vecteur de la base tel que
deg(bk) = tk = sk et bk+1 celui tel que deg(bk+1) = tk+1 = sk + 1 = sk+1 + 1. Enfin si αk ∈ π+
et j (αk) = αk , alors la base {b−Bˆk } n’a qu’un seul élément que l’on note plus simplement bk . De
plus dans ce cas on a soit Bk = ρk et deg(ak) = deg(bk) = sk (lorsque εαk = 1), soit Bk = 2ρk et
deg(ak) = deg(bk) = 2sk (lorsque εαk = 12 ). Remarquons que cette dernière possibilité se produit
si et seulement si g n’est pas de type AC. On va montrer l’égalité remarquable suivante.
Lemme. Avec les notations ci-dessus, on a
l∑
k=1
(
deg(ak)+ deg(bk)
)= l∑
k=1
deg(yk).
Autrement dit
l∑
k=1
ε−1αk (sk + tk) =
l∑
k=1
mk.
Preuve. Il reste à montrer que le côté gauche est égal à dimb. Posons l+ := Card(π+).
D’après [12], Bk est combinaison linéaire à coefficients entiers positifs des βu, 1  u  l+
où les βu forment un système (déterminé de façon canonique) de racines positives forte-
ment orthogonales. On désigne par |Bk| la somme de ces coefficients. Pour tout 1  k  l,
on a deg(ak) = |Bk|. De plus, pour αk ∈ π+, si j (αk) = αk , on a deg(bk) = |Bk| et sinon
deg(bk) = |Bk| et deg(bk+1) = |Bk| + 1. De plus cette dernière possibilité se manifeste exac-
tement l − l+ fois. Par conséquent on a
l∑
k=1
(
deg(ak)+ deg(bk)
)= 2 l∑
k=1
|Bk| + l − l+.
On pose ρ :=∑lk=1 k = 12 ∑α∈Δ+ α. Comme Bk = k −w0k , on a donc 2ρ =∑lk=1 Bk
et donc, pour tout 1  k  l+, il existe nk ∈ N tel que 4ρ = ∑l+k=1 nkβk et 2∑lk=1 |Bk| =∑l+
k=1 nk . Comme, pour tout 1  k, k′  l+, on a 〈βkˇ, βk〉 = 2 et pour k′ = k, 〈βk′ˇ, βk〉 = 0,
on a
∑l+
k=1 nk =
∑l+
k=1〈βkˇ,2ρ〉.
Il s’agit donc de montrer que
l+∑
k=1
〈βkˇ,2ρ〉 = Card
(
Δ+
)+ l+.
On suppose que g est simple. Dans ce cas β1 = β est sa plus grande racine positive. Posons
Δ0 := {γ ∈ Δ+ \ {β}; (γ,β) > 0}.
Pour 1  k  l+, définissons par récurrence Δ+βk := {γ ∈ Δ+βk−1; (γ,βk) = 0} où l’on pose
Δ+β := Δ+. Alors Δ+ est la réunion disjointe suivante. Δ+ = {β}
⊔
Δ0
⊔
Δ+β et d’après [12,0
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Par conséquent ∑
α∈Δ+
〈β1ˇ, α〉 = Card
(
Δ0
)+ 2 = Card(Δ+ \Δ+β )+ 1. (∗)
D’autre part, toujours d’après [12, 2.2(iv)], pour tout γ ∈ Δ0, il existe un, et un seul, δ ∈ Δ0 tel
que γ + δ = β et de plus γ et δ sont distincts car le double d’une racine n’est pas une racine
puisque le système de racines Δ est réduit. Donc, pour tout 1 k  l+, on a
∑
α∈Δ+
〈βkˇ, α〉 =
∑
α∈Δ+β
〈βkˇ, α〉 +
(
1
2
Card
(
Δ0
)+ 1)〈βkˇ, β1〉
=
∑
α∈Δ+β
〈βkˇ, α〉 si k > 1.
Comme pour tout 1  k  l+, βk est la plus grande racine positive de Δ+βk−1 , on déduit de la
dernière égalité que
∑
α∈Δ+〈βkˇ, α〉 =
∑
α∈Δ+βk−1
〈βkˇ, α〉 et (∗) nous donne∑α∈Δ+βk−1 〈βkˇ, α〉 =
Card(Δ+βk−1 \Δ+βk )+ 1. Par conséquent on a
∑l+
k=1
∑
α∈Δ+〈βkˇ, α〉 = Card(Δ+)+ l+. 
4.10. On désigne par ϕ (resp. grϕ) l’application de Sz(b−) (resp. de Sy(b−)) dans Z(g)
(resp. Y(g)) obtenue par la construction de 4.5. Plus précisément, en reprenant les notations
de 4.7, pour Bˆ = (B,b′−Bˆ ) ∈ B̂, on considère a′B ∈ Y(n)B \ {0}, aB = s(a′B) ∈ Z(n)B \ {0} et
{b−Bˆ = s(b′−Bˆ )} une base de Sz(b−)−B . Pour tout u ∈ Un(g) \ Un−1(g), rappelons que l’on note
gr(u) son image canonique dans Sn(g). Alors gr(aB) = a′B mais gr(b−Bˆ ) n’est en général pas
égal à b′−Bˆ puisque b
′
−Bˆ n’est pas forcément homogène. On note MB (resp. M˜B ) le ad U(g)-
module engendré par aB (resp. par gr(aB) ∈ Y(n)B ) et NB (resp. N˜B ) le ad U(g)-module en-
gendré par b−Bˆ (resp. par s−1(b−Bˆ ) ∈ Sy(b−)−B ). Rappelons (voir 4.5) que dim(MBNB)g  1
et dim(M˜BN˜B)g  1. On définit l’application linéaire ϕ, resp. grϕ, par ses valeurs sur chaque
élément d’une base de Sz(b−)−B , resp. de Sy(b−)−B , pour tout B ∈ B.
Ainsi l’élément ϕ(b−Bˆ ) est l’unique élément de (MBNB)
g tel que ϕ(b−Bˆ ) − aBb−Bˆ ∈
(ad U(g)+)(aBb−Bˆ ) et (grϕ)(s
−1(b−Bˆ )) l’unique élément de (M˜BN˜B)
g tel que
(grϕ)(s−1(b−Bˆ ))− gr(aB)s−1(b−Bˆ ) ∈ (ad U(g)+)(gr(aB)s−1(b−Bˆ )).
Remarquons d’ailleurs que, pour tout b ∈ Sz(b−)−B , ϕ(b) est l’unique élément de
(ad U(g)(aBb))g tel que ϕ(b) − aBb ∈ (ad U(g)+)(aBb). De même pour tout b ∈ Sy(b−)−B ,
(grϕ)(b) est l’unique élément de (ad U(g)(gr(aB)b))g tel que (grϕ)(b) − gr(aB)b ∈
(ad U(g)+)(gr(aB)b). En effet la semi-simplicité de g entraîne que l’on a S(g) = Y(g) ⊕
(ad U(g)+)S(g). Notons p le projecteur sur le premier facteur. Alors la restriction de grϕ à
Sy(b−)−B est la composée de la multiplication par gr(aB) et du projecteur p et on a un résultat
analogue pour ϕ.
Par conséquent les applications linéaires ϕ et grϕ ne dépendent pas des bases choisies sur
chacun des sous-espaces de poids Sz(b−)−B ou Sy(b−)−B . On constate ainsi que la restriction
de l’application linéaire ϕ à Sz0(b−) est l’application linéaire ϕ0 définie en 4.6. On définit l’ap-
plication linéaire grϕ0 comme la restriction à Sy0(b−) de l’application linéaire grϕ.
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Alors deg(ϕ(b))  deg(aB) + deg(b) car ϕ(b) ∈ (ad U(g))(aBb). D’autre part lorsque g est
de type AC on a dans ce cas deg(ϕ(b)) = deg(aB)+ deg(b) car la preuve de 4.8 est valable pour
n’importe quelle base de Sz(b−)−B = Sz0(b−)−B .
Enfin dans le cas général si (grϕ)(gr(b)) = 0 alors deg((grϕ)(gr(b))) = deg(aB) + deg(b).
La stricte inégalité deg(ϕ(b)) < deg(aB) + deg(b) est équivalente à (grϕ)(gr(b)) = 0 car cela
signifie que la somme des termes de ϕ(b) de degré égal à deg(aB) + deg(b) est nulle. Donc
(grϕ)(gr(b)) = 0 est équivalent à deg(ϕ(b)) = deg(aB)+ deg(b) et dans ce cas on a gr(ϕ(b)) =
(grϕ)(gr(b)) (ce qui est le cas par exemple lorsque g est de type AC).
Corollaire. L’application grϕ est injective si et seulement si g n’a que des facteurs de type A
ou C.
Preuve. Supposons g de type AC et considérons y ∈ Syn(b−)−B annulé par grϕ. Si ϕ(s(y)) = 0,
on aurait deg(ϕ(s(y))) = deg(aB)+ deg(s(y)) d’après la remarque ci-dessus qui donnerait éga-
lement gr(ϕ(s(y))) = (grϕ)(gr(s(y))) = (grϕ)(y) = 0, ce qui est absurde. Donc ϕ(s(y)) = 0 et
comme ϕ = ϕ0 est injective (corollaire 4.6), on en déduit s(y) = 0 puis y = 0. Par conséquent
grϕ est injective. Réciproquement supposons que grϕ soit injective et notons Y son image. Po-
sons Yn := Yn(g)∩Y pour tout n ∈ N et PY(q) :=∑n∈N dim Ynqn. L’injectivité de grϕ entraîne
que l’on a
dn =
∑
B∈B
dim Syn−deg(aB)(b
−)−B
=
∑
B∈B
dim(grϕ)
(
Syn−deg(aB)(b
−)−B
)
= dim
⊕
B∈B
(grϕ)
(
Syn−deg(aB)(b
−)−B
)
= dim Yn
car
⊕
B∈B(grϕ)(Syn−deg(aB)(b
−)−B) = Yn. On a donc dim Yn = dn = dim Yn(g) par (∗)
de 4.7 et PY(q) = ∏li=1(1 − qsi+ti )−1 par la proposition 4.7. Par contre on a PY(g)(q) :=∑
n∈N dim Yn(g)qn =
∏l
i=1(1 − qmi )−1 et donc mi = si + ti à l’ordre près. Vu le lemme 4.9,
cela n’est possible que si Sy0(b−) = Sy(b−), c’est-à-dire que si g n’a que des facteurs de type A
ou C. 
Remarque 2. Comme pour tout b ∈ Sz(b−)−B , on a deg(ϕ(b)) deg(aB)+deg(b), un argument
analogue montre que ϕ est injective si et seulement si g n’a que des facteurs de type A ou C. Il
suffit en effet de considérer d ′n :=
∑n
k=0 dk (voir 4.7). L’injectivité de ϕ et l’inégalité des degrés
ci-dessus impliquent donc que, si Zn := Un(g)∩ Im(ϕ), on a d ′n  dim Zn pour tout n ∈ N. Mais
dim Zn  dim Zn(g) =∑nk=0 dim Yk(g). Or (∗) de 4.7 donne dim Zn(g) ∑nk=0 dk = d ′n d’où
l’égalité partout pour tout n ∈ N et on est ramené à la situation du corollaire ci-dessus.
4.11. Toujours avec les notations de 4.7 et 4.9, on peut supposer que m1 m2  · · ·ml et
s1 + t1  s2 + t2  · · · sl + tl .
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Preuve. Ce résultat s’obtient par l’inspection des tables I et II de [12]. 
Remarque. Curieusement lorsque g est simple de type B , D, E, F ou G, la plus grande racine β
n’appartient pas à B0 (sauf pour g de type B2 ou D3). Par conséquent dans ce cas le Casimir y1
n’appartient pas à Im(grϕ0) car sinon – puisque le degré de y1 vaut 2 – il existerait un élément
de n, n-invariant, dont le poids – qui est la plus grande racine de g – appartiendrait à B0.
4.12. On aimerait démontrer que grϕ est surjective. Soit y ∈ Y(g). Rappelons les notations
de 4.7. Il semble naturel que y ∈ (ad U(g))(gr′(gr′′(y))). Vu (∗∗) de 4.7, cela entraîne que y est
combinaison linéaire des y
Bˆ
:= (grϕ)(b−Bˆ ), Bˆ ∈ Fy , b−Bˆ ∈ Sy(b−)−B , d’où la surjectivité de
grϕ. Cependant dans le cas où g n’a que des facteurs de type A ou C, l’égalité dim Yn(g) = dn
pour tout n ∈ N (théorème 4.8(iv)) entraîne que, pour tout Bˆ ∈ B̂, pour tout aB ∈ Y(n)B et tout
b−Bˆ ∈ Sy(b−)−B tels que deg(aB)+ deg(b−Bˆ ) = n, il existe y′Bˆ ∈ Yn(g) tel que gr′(gr′′(y′Bˆ )) =
aBb−Bˆ . Par conséquent l’hypothèse y ∈ (ad U(g))(gr′(gr′′(y))) pour tout y ∈ Y(g) entraîne que
y′
Bˆ
= y
Bˆ
à un scalaire près, pour tout Bˆ ∈ B̂, et donc que grϕ est un homomorphisme d’algèbres,
pour un choix convenable des scalaires, ce qui semble peu probable.
4.13. Soit λ ∈ P+ et cλ ∈ C(λ) l’unique élément g-invariant (pour l’action coadjointe
de g) satisfaisant à cλ(1) = dim V(λ). C’est-à-dire cλ est l’élément de U(g) tel que cλ(u) =
tr(u,V(λ)) pour tout u ∈ U(g). Dans les lemmes 4.5 et 4.6 nous avons construit une famille
d’éléments z
Bˆ
, Bˆ ∈ B̂0, de Z(g) indexée par P+ telle que la matrice cλ(zBˆ) soit triangulaire avec
des 1 sur la diagonale, pour une numérotation particulière des éléments de P+ (voir 4.6).
Rappelons d’autre part les notations de 3.2 et le (ii)(b) du lemme 3.3 dans le cas particulier où
π ′ = π (ici BD = {0} et Λ0 = P+). Comme g est semi-simple on a ψ(grFK ((U(g))g)) = Y(g)(cf. [11, 6.9]) et donc on a U0 = κ(s(ψ(grFK ((U(g))g)))) = Z(g) car de plus s(Y(g)) = Z(g)
et tout élément de Z(g) est invariant par κ . Le lemme 3.3(ii)(b) avec π ′ = π donne l’existence
d’une base (pλ)λ∈P+ de l’espace vectoriel Z(g) telle que, pour n’importe quelle numérotation des
(λi)i∈N de P+, la matrice (cλi (pλj ))i,j∈N soit triangulaire avec des 1 sur la diagonale. On pourrait
espérer pouvoir déduire des considérations ci-dessus que ϕ0 est surjective. Ainsi on aimerait faire
le rapport entre les z
Bˆ
et les pλ, mais pour le moment on ne sait même pas comparer leurs degrés
respectifs.
Admettons que ϕ0 soit surjective. Alors grϕ0 ne peut pas être injective, sauf si g n’a que des
facteurs de type A ou C. En effet l’injectivité de grϕ0 entraîne que l’on a gr(Imϕ0) = Im(grϕ0)
(il suffit d’appliquer la remarque 1 de 4.10). Par conséquent si ϕ0 était surjective et grϕ0 injective
alors y1 appartiendrait à Im(grϕ0), ce qui est absurde lorsque g n’est pas de type AC (voir la
remarque de 4.11).
Supposons que g soit simple de type G2. Reprenons les notations de 4.7 et de 4.9 en indexant
les racines simples α1 et α2 de π de sorte que α1 soit la plus longue racine. Alors ρ1 = α1 et
ρ2 = 2α2 et les degrés m1 et m2 des générateurs y1 et y2 de Y(g) vérifient m1 = 2 et m2 = 6,
tandis que s1 + t1 = 2 et s2 + t2 = 4 où s1 (resp. s2) est le degré du générateur aρ1 (resp. aρ2 ) de
Y(n) de poids ρ1 (resp. ρ2) et t1 (resp. t2) est le degré du générateur b−ρˆ1 (resp. b−ρˆ2 ) de poids−ρ1 (resp. −ρ2) de Sy(b−). Donc (grϕ)(b−ρˆ1) (resp. (grϕ)(b−ρˆ2)) est multiple de y1 (resp.
de y21 ). Par conséquent l’application grϕ ne peut pas être à la fois surjective et un homomor-
phisme d’algèbres. Posons z1 := s(y1) et z2 := s(y2). Ces éléments z1 et z2 engendrent l’algèbre
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0
était injective alors grϕ0(b2−ρˆ1) et grϕ0(b−ρˆ2) seraient des éléments de degré 4 linéairement in-
dépendants dans Y(g). Mais Y4(g) est l’espace vectoriel engendré par y21 donc grϕ
0 n’est pas
injective. Par contre l’injectivité de ϕ0 (voir corollaire 4.6) et le fait que deg(ϕ0(s(b2−ρˆ1))) 4 et
deg(ϕ0(s(b−ρˆ2))) 4 entraînent que z1 et z21 sont dans Im(ϕ0).
4.14. Nous récapitulons ici les résultats obtenus pour les applications linéaires ϕ, grϕ, ϕ0 et
grϕ0.
1. Nous avons défini en 4.10 une application linéaire naturelle grϕ de Sy(b−) dans Y(g) et
sa restriction grϕ0 à la sous-algèbre Sy0(b−) de Sy(b−) image de grFK ((
nU(g))n) par
l’application de Kostant ψ composée avec l’automorphisme de Chevalley κ de S(g).
2. De façon analogue, nous avons défini en 4.10 une application linéaire naturelle ϕ de Sz(b−)
dans Z(g) et sa restriction ϕ0 à la sous-algèbre Sz0(b−) de Sz(b−) image par la symétrisation
s de l’algèbre Sy0(b−).
3. On a Sy0(b−) = Sy(b−), resp. Sz0(b−) = Sz(b−), si et seulement si g est de type AC.
4. Nous avons montré que ϕ0 est toujours injective (corollaire 4.6).
5. Si g est de type AC alors gr(ϕ(b)) = (grϕ)(gr(b)) pour tout b ∈ Sz(b−) (remarque 1
de 4.10). Sinon il se peut que (grϕ)(gr(b)) soit nul alors que ϕ(b) n’est pas nul. Mais alors
ϕ(b) est de degré strictement plus petit que le degré attendu.
6. Si g est de type AC alors ϕ = ϕ0 est bijective (4.8) et grϕ = grϕ0 est également bijective
(corollaire 4.10 et troisième alinéa de 4.13). Sinon grϕ et ϕ ne sont pas injectives (corol-
laire 4.10 et remarque 2 de 4.10) et grϕ0 n’est pas surjective (remarque 4.11). De plus grϕ0
peut ne pas être injective (dernier alinéa de 4.13).
7. Nous faisons la conjecture suivante.
Conjecture. ϕ0 (et donc ϕ) est surjective ainsi que grϕ.
5. Calcul du parabolique tronqué
Dans cette section on considère à nouveau un sous-ensemble π ′ quelconque de l’ensemble
des racines simples π de g et la sous-algèbre parabolique p associée à π ′ et contenant la sous-
algèbre de Borel positive b de g. Les résultats principaux de ce paragraphe sont 5.2.9 et 5.2.10.
Ils sont loin d’être évidents, particulièrement pour g simple de type A et pour le (ii) de 5.2.9.
Cependant nous avons été fortement encouragés par les calculs de I. Heckenberger qui a vérifié
par ordinateur le (ii) de 5.2.9 pour g simple de type Al avec l  24 et pour un parabolique p
quelconque. Il a d’ailleurs vérifié que, jusqu’à cette valeur de l, on a un résultat un peu plus fort
(voir la remarque à la fin de 5.2.9).
5.1. Au début de la section 3, nous avons défini le semi-groupe libreD. D’après [10, Thm. 1]
ce semi-groupe est engendré par les éléments dΓ :=∑γ∈Γ γ où Γ décrit l’ensemble Π des
orbites des racines simples de π sous l’action d’un sous-groupe du groupe des permutations de π .
Plus précisément Π est l’ensemble des 〈ji〉-orbites de π où la permutation j de l’ensemble des
racines simples π de g a été définie en 2.2 comme la restriction à π de l’application −w0 définie
sur h∗. De plus l’involution i de π est définie par i(α) = −w′0α pour tout α ∈ π ′ et pour α ∈
π \ π ′ on pose i(α) = j (ij)r (α) où r ∈ N est le plus petit entier naturel tel que j (ij)r (α) /∈ π ′.
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composée ji. Remarquons que la définition de i est légèrement différente de celle de [10] ou
de [11] mais on obtient ainsi le même ensemble Π que dans [11, 3.2.1] avec l’avantage ici de
pouvoir décrire tous les éléments de Π comme des 〈ji〉-orbites et non certains éléments de Π
(ceux qui rencontrent π \ π ′) comme des orbites tronquées, comme cela a été défini dans [11].
On pose aussi Π1 := {Γ ∈ Π | Γ = j (Γ )} et Π2 := {Γ ∈ Π | Γ = j (Γ )}. Pour tout Γ ∈ Π1,
on choisit un représentant dans chaque classe d’équivalence {Γ, j (Γ )} et on désigne par Π1/〈j 〉
l’ensemble de ces représentants.
Le but de la section qui suit est de donner une formule pour l’indice de p en fonction de car-
dinaux de sous-ensembles de Π (voir 5.2.9). Mais tout d’abord rappelons la formule permettant
de calculer l’indice de p obtenue en 2.5 :
indice(p) = GKdim(Sy(p))− rang(Λ(p)) (∗∗)
où, avec les notations de 2.4 et 2.5, Λ(p) est l’ensemble des valeurs propres du semi-centre Sy(p)
et où le rang de Λ(p) est celui du groupe additif G(p) qu’il engendre. L’ensemble Λ(p), qui est
inclus dans
∑
α∈π\π ′ Zα , est aussi l’ensemble des poids des éléments du semi-centre Sy(p).
Par conséquent le rang de Λ(p) est égal à la dimension du C-espace vectoriel engendré par
les poids des éléments du semi-centre Sy(p). Or d’après [11, 7.1(∗)], ce C-espace vectoriel est
engendré par les δΓ := w′0dΓ −w0dΓ , pour Γ ∈ Π . Enfin dans [10, 3.2], nous avons montré que
GKdim(Sy(p)) = Card(Π). Il restera donc à déterminer une formule faisant également intervenir
Π pour le rang de Λ(p), ce qui sera fait dans le paragraphe suivant.
5.2. Calcul du rang de Λ(p)
Posons Π ′ := {Γ ∈ Π | Γ ⊂ π ′} et Π ′′ := {Γ ∈ Π | Γ ∩ (π \ π ′) = ∅}.
On a Π = Π ′ unionsq Π ′′. De plus, à cause des définitions de i et j , on constate que, si
Γ ∩ (π \ π ′) = ∅, alors Γ ∩ (π \ π ′) est un singleton. Nous allons montrer dans ce paragraphe
que
rang
(
Λ(p)
)= Card(π \ π ′)− 1
2
Card
(
Π ′′1
)
où Π ′′1 := Π1 ∩Π ′′.
5.2.1. Considérons  ′γ ∈ h′∗, γ ∈ π ′, comme un élément de h∗ qui s’annule sur hπ\π ′ . Alors
il existe un entier naturel r non nul tel que, pour tout γ ∈ π ′, on ait
γ − ′γ ∈
1
r
∑
α∈π\π ′
Zα
(cf. [11, 2.5]). Pour tout d ∈ P, d = ∑γ∈π mγγ (mγ ∈ Z), on pose d ′ := ∑γ∈π ′ mγ ′γ
(d ′ ∈ P(π ′)) et d ′′ := d−d ′ (d ′′ ∈ 1
r
∑
α∈π\π ′ Zα). Généralisons la notation dΓ pour Γ ∈ Π in-
troduite au 5.1 et posons, pour tout L ⊂ π et tout L′ ⊂ π ′, dL :=∑γ∈L γ et d ′L′ :=∑γ∈L′  ′γ .
Alors pour tout Γ ∈ Π , d ′Γ = d ′Γ∩π ′ . Pour Γ ∈ Π posons dΓ̂ := dΓ + dj (Γ ). Alors d ′̂Γ =
d ′Γ + d ′ et on a le lemme suivant.j (Γ )
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δΓ = dΓ̂ − d ′̂Γ .
Preuve. En effet −w0dΓ = dj (Γ ) et δΓ = dj (Γ ) + dΓ − (dΓ −w′0dΓ ). Or dΓ −w′0dΓ = d ′Γ +
d ′′Γ −w′0(d ′Γ +d ′′Γ ) = d ′Γ −w′0d ′Γ car d ′′Γ ∈
∑
α∈π\π ′ Qα donc w′0d ′′Γ = d ′′Γ . D’où dΓ −w′0dΓ =
d ′Γ −w′0d ′Γ∩π ′ = d ′Γ +d ′i(Γ ∩π ′) = d ′Γ +d ′j (Γ )∩π ′ = d ′Γ +d ′j (Γ ) car i(Γ ∩π ′) = j (Γ )∩π ′ (cf. [11,
3.2.2 et 5.4.2]). 
5.2.2. On note 〈i, j 〉 le sous-groupe des permutations de π engendré par i et j . Le groupe
〈i, j 〉 est un groupe diédral donc en particulier un groupe de Coxeter. Pour k ∈ 〈i, j 〉, on note
l(k) sa longueur dans ce groupe de Coxeter (cf. [2, Chap. IV, 1.1]). La forme de Killing K de g
étant non dégénérée sur h × h, on note H :h → h∗ l’isomorphisme obtenu grâce à cette forme.
L’isomorphisme H vérifie
(ξ, ξ ′) = 〈H−1(ξ), ξ ′〉= 〈H−1(ξ ′), ξ 〉= K(H−1(ξ),H−1(ξ ′)) ∀ξ, ξ ′ ∈ h∗,
H(αˇ) = 2α
(α,α)
∀α ∈ π.
Pour chaque Γ ∈ Π , posons
HΓ :=
∑
k∈〈i,j〉
(−1)l(k)H−1(k(γ ))
où γ est un élément que l’on a choisi dans Γ . Remarquons que HΓ ne dépend pas de l’élé-
ment γ ∈ Γ puisque Γ est une 〈ji〉-orbite. Remarquons également que, pour tout Γ ∈ Π , on a
Hj(Γ ) = −HΓ , donc si Γ ∈ Π2 alors HΓ = 0. De plus pour Γ ∈ Π1, HΓ coïncide avec l’élé-
ment du même nom dans [11, 5.3.5], à un multiple non nul près. Notons hΠ le sous-espace de h
engendré par les HΓ , pour Γ ∈ Π , et par h′.
Lemme.
K
(
hΠ,H−1
(
Λ(p)
))= 0.
Preuve. Comme hπ\π ′ =∑α∈π\π ′ CH−1(α), on a
K
(
hπ\π ′ ,h′
)= 0 (∗)
d’après les égalités ci-dessus vérifiées par l’isomorphisme H. Or H−1(Λ(p)) ⊂ hπ\π ′ , donc
K(h′,H−1(Λ(p))) = 0.
Le C-espace vectoriel engendré par Λ(p) étant engendré par les δΓ , Γ ∈ Π , il reste à montrer
que l’on a, pour tous Γ1 ∈ Π1 et Γ ∈ Π , K(HΓ1 ,H−1(δΓ )) = 0.
Soit H′ :h′ → h′∗ l’isomorphisme défini à partir de la forme de Killing de g′, qui vérifie
H′(αˇ) = 2α
(α,α)π ′
pour tout α ∈ π ′. Comme H(αˇ) = 2α
(α,α)
pour tout α ∈ π , on a pour tout α ∈ π ′,
H−1( ′α)= (α,α) H′−1( ′α). (∗∗)(α,α)π ′
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connexe π ′α de π ′ que α et pour tout γ ∈ π ′α , on a (α,α)(α,α)π ′ =
(γ,γ )
(γ,γ )π ′
(cf. [2, Chap. VI, n◦ 1.2,
prop. 7]).
Soit Γ ∈ Π1. Avec les notations de 5.2.1 on a H(HΓ ) = (H(HΓ ))′ + (H(HΓ ))′′ et on note
H ′Γ et H ′′Γ les éléments de h tels que (H(HΓ ))′ =H(H ′Γ ) et (H(HΓ ))′′ =H(H ′′Γ ). On obtient
HΓ = H ′Γ +H ′′Γ avec H ′′Γ ∈ hπ\π
′
et H ′Γ ∈ h′ (en utilisant (∗∗)). De plus H ′Γ = 0 si Γ ∩ π ′ = ∅
et sinon, pour γ ∈ Γ ∩ π ′, H ′Γ = (γ, γ )
∑
k∈〈i,j〉|k(γ )∈π ′
(−1)l(k)
(k(γ ),k(γ ))π ′
H′−1( ′k(γ )) d’après (∗∗).
Remarquons que, à un scalaire multiplicatif non nul près, H ′Γ est égal à l’élément du même nom
dans [11, 5.3.1].
Soit donc Γ1 ∈ Π1 et Γ ∈ Π . On a K(HΓ1 ,H−1(δΓ )) = K(H ′′Γ1 ,H−1(δΓ )) d’après (∗) car
H−1(δΓ ) ∈ hπ\π ′ et H ′Γ1 ∈ h′.
De plus (lemme 5.2.1) δΓ = dΓ̂ − d ′̂Γ et H−1(d ′̂Γ ) ∈ h′ (d’après (∗∗)). Donc on a
K(HΓ1 ,H−1(δΓ )) = K(H ′′Γ1 ,H−1(dΓ̂ )) d’après (∗).
Comme −w0(α) = j(α) pour tout α ∈ π , il s’ensuit queH(HΓ1) appartient au sous-espace
propre h∗−1 de −w0 associé à la valeur propre −1. De plus dΓ̂ appartient au sous-espace propre
h∗1 de −w0, associé à la valeur propre 1. Or K(H−1(h∗−1),H−1(h∗1)) = 0 car la forme bilinéaire
( , ) est invariante par le groupe de Weyl W. Donc K(H ′′Γ1 ,H−1(dΓ̂ )) = −K(H ′Γ1 ,H−1(dΓ̂ )).
Enfin avec les notations de 5.2.1 dΓ̂ = d ′̂Γ + d ′′̂Γ avec H−1(d ′̂Γ ) ∈ h′ et H−1(d ′′̂Γ ) ∈ hπ\π
′
.
Donc en appliquant (∗) on obtient K(H ′Γ1 ,H−1(dΓ̂ )) = K(H ′Γ1 ,H−1(d ′̂Γ )). Or d ′̂Γ appar-
tient au sous-espace propre h′∗1 de −w′0 associé à la valeur propre 1. De plus (∗∗) donne
H(H ′Γ1) =
∑
k∈〈i,j〉|k(γ )∈π ′(−1)l(k) ′k(γ ) donc, puisque −w′0( ′α) =  ′i(α) pour tout α ∈ π ′,
l’élément H(H ′Γ1) appartient au sous-espace propre h′∗−1 de −w′0 associé à la valeur propre −1.
L’invariance de ( , ) par W implique que K(H−1(h′∗−1),H−1(h′∗1 )) = 0. D’où le lemme. 
5.2.3. Prolongeons linéairement les involutions i et j de π ⊂ h∗ à h∗ tout entier. On définit
ensuite les involutions ip et jp sur l’ensemble des poids fondamentaux par ip(α) = i(α) et
jp(α) = j(α) pour tout α ∈ π . On prolonge linéairement ip et jp à h∗ tout entier puis on
définit i, j , ip et jp sur h grâce à l’identification de h avec h∗ par la forme de Killing de g,
autrement dit en posant, pour i par exemple,
i(αˇ) =H−1(i(H(αˇ)))= (i(α))ˇ ∀α ∈ π,
où H :h → h∗ est l’isomorphisme défini dans 5.2.2.
On peut également considérer l’automorphisme w′0 de h′∗ comme un automorphisme de h′
par transport de structure grâce à H′. Enfin si on considère les réflexions de h′∗ dont la composée
est égale à w′0 comme des réflexions de h∗, alors w′0 est aussi un automorphisme de h∗ (et même
un élément du groupe de Weyl W de g). Il est clair que jp = j et nous pourrons donc omettre
l’indice p. Par contre il est faux que ip = i.
Lemme. Pour tout h ∈ h′ on a
(i) i(h) = −w′0h.
(ii) i(h)− ip(h) ∈ hπ\π ′ .
(iii) Pour tout α ∈ π ′, w′ α +i(α) ∈H(hπ\π ′).0
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de α ∈ π dans le diagramme de Dynkin, comptés avec leur multiplicité −〈βˇ, α〉 c’est-à-dire
α = 2α −∑β∈Nα β . Alors pour tout α ∈ π ′, on a
ip(α) = ip
(
2α −
∑
β∈Nα
β
)
= 2i(α) −
∑
β∈Nα
i(β)
= i(α)+
∑
β∈Ni(α)
β −
∑
β∈Nα
i(β).
Or les termes dans ces sommes qui ne sont pas dans H(hπ\π ′) s’annulent. D’où le (ii). Pour
le (iii), prenons α,β ∈ π ′. Alors
〈
βˇ,w′0α +i(α)
〉= 2
(β,β)
(
β,w′0α +i(α)
)
= 2
(β,β)
(
(β,i(α))−
(
i(β),α
))
par invariance de ( , ) par le groupe de Weyl
= δi(α),β − δα,i(β) = 0,
ce que l’on voulait démontrer. 
5.2.4. Pour Γ ∈ Π , on pose Γˆ := Γ ∪ j (Γ ) et pour tout Γ ∈ Π ′ on pose G+Γ :=
∑
β∈Γˆ β :=∑
β∈Γ β +
∑
β∈j (Γ ) β . Pour tout Γ ∈ Π ′1 := Π1 ∩Π ′ on choisit dans chaque paire {Γ, j (Γ )} un
représentant et on note Π ′1/〈j 〉 l’ensemble de ces représentants. On pose Π ′/〈j 〉 := Π ′1/〈j 〉∪Π ′2
(où Π ′2 := Π2 ∩Π ′). Alors G+Γ = G+j (Γ ) et il est clair que (G+Γ )Γ ∈Π ′/〈j〉 est une base de l’espace
vectoriel des éléments 〈i, j 〉-invariants de h′∗.
De même pour Γ ∈ Π ′ et γ ∈ Γ on pose G−Γ :=
∑
k∈〈i,j〉(−1)l(k)k(γ ). Alors G−Γ ne dépend
pas de l’élément γ choisi dans Γ . On a G−j (Γ ) = −G−Γ et G−Γ = 0 ⇔ Γ ∈ Π ′1 car lorsque Γ =
j (Γ ) on a Γ ∩ j (Γ ) = ∅. Il est clair aussi que (G−Γ )Γ ∈Π ′1/〈j〉 est une base de l’espace vectoriel
des éléments 〈i, j 〉-anti-invariants de h′∗ (c’est-à-dire des éléments ξ de h′∗ satisfaisant à i(ξ) =
j (ξ) = −ξ ).
Pour un élément α ∈ π , on note Γα la 〈ji〉-orbite de α. Comme Γ ∩ Γˆα = ∅ pour tous Γ ∈ Π ′
et α ∈ π \π ′, on vérifie facilement que les G+Γ , Γ ∈ Π ′, s’annulent sur lesH−1(dΓˆα ), α ∈ π \π ′,
et que les G−Γ , Γ ∈ Π ′, s’annulent sur les HΓα , α ∈ π \ π ′.
5.2.5.
Lemme. Supposons que h ∈ h′ vérifie ip(h) ∈ h′. Alors ip(h) = i(h).
Preuve. En effet par le lemme 5.2.3(i) et (ii) et les hypothèses, on a ip(h) − i(h) ∈
hπ\π ′ ∩ h′ = {0}. 
F. Fauquant-Millet, A. Joseph / Advances in Mathematics 217 (2008) 1476–1520 15075.2.6. Choisissons un représentant dans chaque 〈i〉-orbite d’un élément de π \ π ′ et notons
(π \π ′)++ l’ensemble formé par ces représentants. On pose (π \π ′)−− := (π \π ′)\ (π \π ′)++.
D’après [11, 3.2.2] on a, pour tout α ∈ π , j (Γα) = Γi(α) = i(Γα) et pour α ∈ π \ π ′,
Γα ∈ Π2 ⇔ α = i(α).
A partir de 5.2.4 et 5.2.5 on obtient
Lemme.
(i) Les H−1(d
Γˆα
), α ∈ (π \ π ′)++, sont linéairement indépendants modulo h′.
(ii) Les HΓα , α ∈ (π \ π ′)−−, sont linéairement indépendants modulo h′.
Preuve. Supposons que h = ∑α∈(π\π ′)++ cαH−1(dΓˆα ) ∈ h′ (cα ∈ C). Comme les dΓˆα sont〈ip, j 〉-invariants, h l’est aussi et d’après 5.2.5, h est 〈i, j 〉-invariant. Par conséquent d’après 5.2.4,
H(h) est une combinaison linéaire des G+Γ , Γ ∈ Π ′/〈j 〉. Mais, d’après la dernière partie
de 5.2.4, on a (H(h),G+Γ ) = 0 = K(h,H−1(G+Γ )) pour tout Γ ∈ Π ′. Comme H−1(G+Γ ) ∈ hR
où hR := h ∩ gR, la forte non-dégénérescence de la forme de Killing K (voir 2.7) implique
h = 0. Puisque les d
Γˆα
, pour α ∈ (π \ π ′)++, sont linéairement indépendants, l’assertion (i)
en résulte. La preuve de (ii) se fait de la même façon en remarquant que toute combinaison
linéaire h des HΓα , pour α ∈ (π \ π ′)−−, est 〈ip, j 〉-anti-invariante (c’est-à-dire est telle que
ip(h) = j (h) = −h) et donc 〈i, j 〉-anti-invariante si de plus h ∈ h′ d’après 5.2.5. 
5.2.7. Pour tout Γ ∈ Π , on a (voir 5.2.1) δΓ = w′0dΓ −w0dΓ = dΓˆ − d ′Γˆ .
Proposition. Les H−1(δΓα ), pour α ∈ (π \ π ′)++, avec les HΓβ , pour β ∈ (π \ π ′)−−, sont
linéairement indépendants, modulo h′.
Preuve. Supposons que l’on ait
∑
α∈(π\π ′)++
cαH−1(δΓα )+
∑
β∈(π\π ′)−−
c′βHΓβ = h ∈ h′
(cα, c′β ∈ C). Compte tenu du lemme d’orthogonalité donné en 5.2.2, et de la forte non-
dégénérescence de K (voir 2.7), on a
∑
α∈(π\π ′)++
cαH−1(δΓα ) = 0
et
∑
β∈(π\π ′)−−
c′βHΓβ − h = 0.
De plus H−1(δΓα ) =H−1(dΓˆα ) mod h′ et l’assertion découle de 5.2.6. 
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Corollaire. On a
⊕
α∈π\π ′
CH−1(dΓα )⊕ h′ = h.
Preuve. Soit en effet h =∑α∈π\π ′ cαH−1(dΓα ) ∈ h′ avec cα ∈ C. Etant donné que le cardinal
d’une orbite divise l’ordre du groupe, pour tout α ∈ π \ π ′, il existe mα ∈ N∗ tel que H(HΓα ) =
mα(dΓα − dj (Γα)) d’où 2mαdΓα = mαdΓˆα + H(HΓα ). Remarquons que les mα ne valent pas
forcément 1 car l’expression de HΓ en 5.2.2 peut contenir des répétitions.
De plus mi(α) = mα (puisque la 〈ji〉-orbite de α a le même nombre d’éléments que la 〈ji〉-
orbite de i(α)). Comme j (Γα) = Γi(α) on a de plus dΓˆα = dΓˆi(α) et HΓα = −HΓi(α) et dΓˆα =
δΓα mod H(h′). Posons (π \ π ′)i := {α ∈ π \ π ′ | α = i(α)} et (π \ π ′)+++ := (π \ π ′)++ \
(π \ π ′)i . Il vient
∑
α∈(π\π ′)+++
1
2
(cα + ci(α))H−1(δΓα )+
∑
α∈(π\π ′)i
cα
2
H−1(δΓα )
+
∑
α∈(π\π ′)−−
1
2mα
(cα − ci(α))HΓα ∈ h′
et la proposition 5.2.7 permet de conclure. 
5.2.9. Notons Λ′′(p) le semi-groupe engendré par les δΓ , pour Γ ∈ Π ′′. D’après [11, 7.1(∗)]
on a Λ′′(p) ⊂ 12Λ(p) et pour g de type AC on a même Λ′′(p) ⊂ Λ(p). Notons aussi h′′Π le sous-
espace vectoriel de hΠ engendré par les HΓ , pour Γ ∈ Π ′′1 et par h′.
Corollaire. On a
(i) h = hΠ ⊕ CH−1
(
Λ(p)
)
,
(ii) CΛ′′(p) = CΛ(p), hΠ = h′′Π,
(iii) rang(Λ(p))= codimh hΠ = Card(π \ π ′)− 12 Card(Π ′′1 ),
(iv) indice(p) = Card(Π ′)+ 1
2
Card
(
Π ′′1
)
.
Preuve. D’après le corollaire 5.2.8, tout élément de h est combinaison linéaire d’un élément
de h′ et des H−1(dΓα ), pour α ∈ π \ π ′. Mais d’après ce que l’on a remarqué dans la preuve
de 5.2.8, H−1(dΓα ) ∈ h′′Π +CH−1(Λ′′(p)). Enfin le lemme d’orthogonalité 5.2.2 et la forte non-
dégénérescence de K (voir 2.7) permettent d’obtenir (i) et (ii). Le (iii) découle de (i) et (ii) et
du lemme 5.2.6(ii). Enfin le (iv) provient du (iii) et de (∗∗) de 5.1 puisque GKdim(Sy(p)) =
Card(Π), que Card(π \ π ′) = Card(Π ′′) et que Π est la réunion disjointe de Π ′ et de Π ′′. 
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1. Le corollaire ci-dessus affirme que CΛ′′(p) = CΛ(p). Peut-être a-t-on aussi Λ′′(p) = 12Λ(p)
ou Λ′′(p) = Λ(p) mais cela serait beaucoup plus délicat à montrer. I. Heckenberger a vérifié
par ordinateur que l’on a bien cette dernière égalité pour g simple de type Al avec l  24 et
pour une sous-algèbre parabolique p quelconque de g.
2. On note, pour t ∈ N, Π(t) l’ensemble des 〈i, j 〉-orbites qui rencontrent t fois π \ π ′. On
note aussi Π(0)1 l’ensemble des 〈i, j 〉-orbites incluses dans π ′ et qui n’ont pas de point fixe
par i ou j et Π(0)2 l’ensemble des 〈i, j 〉-orbites incluses dans π ′ et qui ont au moins un
point fixe par i ou j . On a Π(0) = Π(0)1 ∪ Π(0)2 . D’après [11, 3.2.4], Π(0)2 = Π ′2 et de plus
Card(Π ′1) = 2 Card(Π(0)1 ) car, pour toute 〈ij 〉-orbite Γ , Γ ∪ j (Γ ) est une 〈i, j 〉-orbite et
réciproquement. Enfin on a Card(Π ′′1 ) = 2 Card(Π(2)). Le (iv) du lemme précédent peut
donc s’exprimer aussi de la façon suivante.
indice(p) = 2 Card(Π(0)1 )+ Card(Π(0)2 )+ Card(Π(2)).
Posons Π ′′2 := Π2 ∩Π ′′. On a Card(Π ′′2 ) = Card(Π(1)) et donc on peut aussi écrire
GKdim
(
Sy(p)
)= 2 Card(Π(0)1 )+ Card(Π(0)2 )+ Card(Π(1))+ 2 Card(Π(2)).
3. Il y a eu de nombreux travaux concernant l’indice d’une sous-algèbre parabolique. Pre-
mièrement, un manuscrit non publié de A.G. Elashvili (cf. [7]) donne quelques résultats
partiels. Deuxièmement, faisant partie d’un programme plus général de description de l’in-
dice d’algèbres de Lie « spéciales », une solution a été donnée en type A par V. Dergachev
et A. Kirillov (cf. [3]) en termes du nombre de cycles d’une permutation déterminée par
la sous-algèbre spéciale. Notre solution, valable pour une sous-algèbre parabolique d’une
algèbre de Lie semi-simple quelconque, s’exprime sous une forme légèrement différente
même si elle peut s’exprimer en fonction du nombre de certaines orbites de π sous l’action
du groupe 〈ij 〉 de permutations, qui utilise la définition de i introduite dans la thèse du pre-
mier auteur (cf. [9]). Nous noterons d’ailleurs que la définition modifiée de i dans le présent
article donne lieu à légèrement plus d’orbites et la totalité de telles orbites paramétrise la
dimension de Gelfand–Kirillov du semi-centre Sy(p), ou – de façon équivalente – le nombre
de telles orbites est l’indice du parabolique tronqué pΠ (voir le corollaire ci-dessous). Plus
tard Panyushev (cf. [24]) donna une formule pour l’indice d’une algèbre de Lie spéciale en
type C. Cependant, en type B , D et F , seuls des résultats partiels furent obtenus, même
pour un parabolique (cf. [25]). Finalement, P. Tauvel et R.W.T. Yu (cf. [29]) donnèrent une
borne supérieure (cf. [29, 3.10, 3.11]) pour l’indice d’une algèbre de Lie spéciale exprimée
en fonction de sous-espaces engendrés par des racines fortement orthogonales (cascade de
Kostant). Ils ont conjecturé (cf. [29, 4.7]) qu’il y a égalité. Ils ont également remarqué que,
en type A, leur conjecture est vérifiée, grâce à [3]. Dans 6.6 nous montrons, en utilisant notre
formule, que leur conjecture est vraie pour un parabolique d’une algèbre de Lie semi-simple
arbitraire.
5.2.10. Posons pΠ := hΠ +dp. Alors pΠ est un idéal de p. De plus d’après [11, 5.4.2], pΠ est
le plus petit sous-espace de p contenant dp tel que SJ ⊂ S(pΠ).
1510 F. Fauquant-Millet, A. Joseph / Advances in Mathematics 217 (2008) 1476–1520Pour une algèbre de Lie a de dimension finie sur C, la définition de l’indice de a a été donnée
dans 2.5 et on pose
c(a) := 1
2
(
dima+ indice(a)).
Du corollaire précédent on peut déduire le corollaire suivant.
Corollaire.
(i) Sy(p) = Y(pΠ).
(ii) c(p) = c(pΠ).
(iii) indice(pΠ) = GKdim
(
Sy(p)
)
.
Preuve. Par définition de pΛ =⋂λ∈Λ(p) ker(λ) et parce que K(h,H−1(λ)) = 〈h,λ〉 pour tous
h ∈ h et λ ∈ h∗, on a pΛ ∩ h = {h ∈ h | K(h,H−1(Λ(p))) = 0}. De plus le lemme d’orthogona-
lité 5.2.2, la forte non-dégénérescence de la forme de Killing K (voir 2.7) et le corollaire 5.2.9
impliquent que hΠ = {h ∈ h | K(h,H−1(Λ(p))) = 0}. Donc hΠ = pΛ ∩ h. Or dp ⊂ pΛ donc
pΠ ⊂ pΛ et d’après (∗∗∗) de 2.5 on a rang(Λ(p)) = codimp(pΛ). D’autre part pΠ = hΠ ⊕n⊕n−π ′
donc codimp(pΠ) = dimh− dimhΠ = rang(Λ(p)) d’après le corollaire 5.2.9(iii). D’où l’égalité
des codimensions de pΠ et pΛ. Par conséquent pΠ = pΛ. L’égalité Sy(p) = Y(pΛ) de 2.4 permet
de conclure pour le (i). Le (iii) et le (iv) du lemme 2.5 donnent le (ii) et le (iii). 
5.2.11. Du corollaire 5.2.8 on peut aussi déduire la conséquence amusante suivante. On
considère les isomorphismes involutifs i, j et ip de h définis dans 5.2.3 et on va d’abord com-
mencer par le lemme ci-dessous.
Lemme. Supposons qu’un élément h ∈ h′ vérifie i(h) = j (h). Alors ip(h) = i(h).
Preuve. Soit H :h → h∗ l’isomorphisme défini dans 5.2.2. On considère un élément h ∈ h′ vé-
rifiant les hypothèses du lemme. Pour tout α ∈ π , il existe un nombre complexe cα tel que l’on
ait H(h) =∑α∈π cαα .
Comme h ∈ h′, on a i(h) = −w′0h par le (i) du lemme 5.2.3. Donc
i(h) =H−1
(∑
α∈π ′
cαi(α) −
∑
β∈π\π ′
cββ −C
)
où C = ∑α∈π ′ cα(w′0α + i(α)) appartient à H(hπ\π ′) = ⊕α∈π\π ′ Cα d’après le (iii)
de 5.2.3. D’autre part
j (h) =H−1
(∑
cβj(β)
)
.β∈π
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α ∈ π ′,
cα = cβ
pour β ∈ π tel que j (β) = i(α). Cela signifie que, pour tout Γ ∈ Π , il existe cΓ ∈ C tel que
cα = cΓ pour tout α ∈ Γ . En effet l’égalité ci-dessus nous assure que c’est vrai pour une 〈ij 〉-
orbite rencontrant π ′ et lorsque Γ ∈ Π ′′ ne rencontre pas π ′, alors Γ est réduite à un singleton,
et l’assertion est encore vraie.
Par conséquent on a H(h) = ∑Γ ∈Π cΓ dΓ où dΓ = ∑γ∈Γ γ . Mais pour tout Γ ∈ Π ,
ip(dΓ ) =∑γ∈Γ i(γ ) =∑γ∈Γ j(γ ) car j (Γ ) = i(Γ ) puisque Γ = ij (Γ ). On a finalement
ip(dΓ ) = j (dΓ ) et donc ip(h) = j (h) = i(h) par hypothèse. 
Le fait remarquable est que le résultat précédent a une réciproque (qui ne semble pas avoir
une preuve directe aussi aisée).
Proposition. Supposons que h ∈ h′ vérifie ip(h) = j (h). Alors ip(h) = i(h). En particulier
i(h) = j (h) ∈ h′.
Preuve. Soit E l’espace des éléments de h′ qui sont 〈ipj 〉-invariants. Il est clair que l’espace
des éléments de h qui sont 〈ipj 〉-invariants possède les H−1(dΓ ), Γ ∈ Π , comme base. On peut
donc construire un isomorphisme entre l’espace engendré par {dΓ ;Γ ∈ Π ′} et E en associant à
tout dΓ , Γ ∈ Π ′, grâce au corollaire 5.2.8, l’unique élément h de h′ tel que H−1(dΓ − d) = h
où d est une combinaison linéaire en les dΓα , α ∈ π \ π ′. On en déduit que l’espace E a pour
dimension Card(Π ′). D’autre part l’espace F des éléments de h′ qui sont 〈ij 〉-invariants a aussi
pour dimension Card(Π ′) (F a pour base les H−1(∑γ∈Γ γ ), pour Γ ∈ Π ′) et, par le lemme
précédent, F est inclus dans E . Par conséquent ces espaces E et F coïncident, ce qui prouve la
proposition. 
6. Somme des faux degrés
6.1. Avec des notations analogues à celles du début de la section 4 on note, pour tout α ∈ π ′,
ρ′α (resp. ε′α) l’analogue de ρα (resp. de εα) par rapport à π ′. On a donc ρ′α = ε′α( ′α +  ′i(α))
avec ε′α ∈ {1,1/2}. On note B′ l’ensemble des poids du semi-centre de Poisson Sy(b′). Enfin si
α = i(α) on note aρ′α et cρ′α les générateurs de l’espace de poids Sy(b′)ρ′α et si α = i(α), aρ′α
l’unique générateur de l’espace de poids Sy(b′)ρ′α .
Vu la structure combinatoire sous-jacente et en particulier la double inclusion encadrant le
semi-centre de Poisson Sy(p) obtenue dans [11, 7.1], nous conjecturons que ce semi-centre est
une algèbre de polynômes en Card(Π) générateurs avec des degrés (que nous appellerons « faux
degrés ») que nous noterons dfg si g est un générateur conjecturé de Sy(p). Ainsi à tout Γ ∈
Π1/〈j 〉 correspondent deux générateurs conjecturés, notés sΓ et tΓ avec dftΓ = dfsΓ + 1 et à
tout Γ ∈ Π2 correspond un seul générateur conjecturé, noté sΓ . Nous posons, pour tout Γ ∈
(Π1/〈j 〉) unionsqΠ2 := Π/〈j 〉,
d
f
sΓ :=
∑
γ∈Γ
deg
(
a
1/εγ
ργ
)+ ∑
′
deg
(
a
1/ε′γ
ρ′γ
)
.γ∈Γ ∩π
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elle, une algèbre de polynômes en Card(Π) générateurs (cf. [11, 5.4.2]). Notons ses généra-
teurs par le même nom que celui des générateurs conjecturés de Sy(p) ci-dessus. Alors pour
tout Γ ∈ Π1/〈j 〉, on obtient dfsΓ = deg(sΓ ) et dftΓ = deg(tΓ ). Par contre lorsque Γ ∈ Π2,
on a deg(sΓ ) = εΓ dfsΓ selon le critère suivant. Lorsque g est de type AC, εΓ = 1 pour tout
Γ ∈ Π . Lorsque g n’est pas de type AC, εΓ = 1/2 pour Γ ∈ Π2 tel que dΓ =∑γ∈Γ γ ∈ B et
d ′Γ =
∑
γ∈Γ ∩π ′  ′γ ∈ B′ et εΓ = 1 sinon.
Lorsque g est de type AC, on a démontré dans [11] que le semi-centre Sy(p) est une algèbre
de polynômes en Card(Π) générateurs dont le degré est bien égal au « faux degré » de chaque
générateur conjecturé pour Sy(p). Par contre lorsque p = b, on a Sy(b) = SJ (cf. [11, 4.2.9]) et
donc il y a des cas d’algèbres de Lie simples g (par exemple lorsque g est de type G2) où le
« faux degré » d’un générateur conjecturé ne correspond pas au vrai degré du générateur.
Notons Sf la somme des « faux degrés » des générateurs de Sy(p) conjecturés. On a
Sf =
∑
Γ ∈Π/〈j〉
d
f
sΓ +
∑
Γ ∈Π1/〈j〉
d
f
tΓ
= 2
∑
Γ ∈Π1/〈j〉
d
f
sΓ +
∑
Γ ∈Π2
d
f
sΓ + Card
(
Π1/〈j 〉
)
= 2
∑
Γ ∈Π1/〈j〉
d
f
sΓ +
∑
Γ ∈Π2
d
f
sΓ +
1
2
Card(Π1)
=
∑
Γ ∈Π
(∑
γ∈Γ
deg
(
a
1/εγ
ργ
)+ ∑
γ∈Γ ∩π ′
deg
(
a
1/ε′γ
ρ′γ
))+ 1
2
Card(Π1)
=
∑
α∈π
deg
(
a1/εαρα
)+ ∑
α∈π ′
deg
(
a
1/ε′α
ρ′α
)+ 1
2
Card(Π1). (∗)
Nous allons montrer que Sf = c(p) (notation 5.2.10).
D’après 5.2.9(iv),
indice(p) = Card(Π ′)+ 1
2
Card
(
Π ′′1
)
= Card(Π ′)+ Card(Π ′′1 )− 12 Card(Π ′′1 )
= Card(Π ′)+ Card(Π1)− Card
(
Π ′1
)− 1
2
Card
(
Π ′′1
)
car Π1 = Π ′1 unionsqΠ ′′1
= Card(Π1)+ Card
(
Π ′2
)− 1
2
Card(Π ′′)+ 1
2
Card
(
Π ′′2
)
car Π ′ = Π ′1 unionsqΠ ′2 et Π ′′ = Π ′′1 unionsqΠ ′′2
= Card(Π1)− 12 Card(π)+
1
2
Card(π ′)+ Card(Π ′2)+ 12 Card(Π ′′2 ) (∗∗)
car Card(Π ′′) = Card(π \ π ′) = Card(π)− Card(π ′).
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S′ =∑α∈π ′ deg(a1/ε′αρ′α ) et d’autre part de calculer Card(Π ′2) + 12 Card(Π ′′2 ). Le calcul de S et
S′ est basé sur le lemme 4.9 qui a été développé pour faire le lien entre Sy(b) et Y(g). On
obtient une expression faisant intervenir les points fixes des involutions i et j (voir lemme 6.2).
De même Card(Π ′2)+ 12 Card(Π ′′2 ) s’exprime en fonction des points fixes des involutions i et j(voir lemme 6.3).
6.2. Calcul de Sf
Reprenons les notations du début de la section 4 notamment π+ l’ensemble des représentants
choisis dans chaque 〈j 〉-orbite d’un élément de π . On pose π− := π \ π+. De même avec des
notations analogues à celles de 5.2.6 on note π ′++ l’ensemble formé des représentants choisis
dans chaque 〈i〉-orbite d’un élément de π ′, et on pose π ′−− := π ′ \ π ′++. On pose aussi πj :=
{α ∈ π | α = j (α)} et π ′i := {α ∈ π ′ | α = i(α)}.
Lemme. On a
Sf = 1
2
dimb− 1
4
Card(π)+ 1
4
Card(πj )
+ 1
2
dimb′ − 1
4
Card(π ′)+ 1
4
Card
(
π ′i
)+ 1
2
Card(Π1).
Preuve. Elle résulte de la formule du lemme 4.9, en remarquant que les éléments ak de ce lemme
correspondent aux a1/εαρα pour α = αk et que deg(ak) = deg(bk) sauf pour les k, 1  k  l, tels
que j (αk) = αk . Le lemme 4.9 peut donc être réécrit sous la forme
2
∑
α∈π
deg
(
a1/εαρα
)+ Card(π−) = dimb.
Or Card(π−) = 12 (Card(π) − Card(πj )). On a une formule analogue pour π ′. D’où le lemme,
compte tenu de l’expression de Sf obtenue dans (∗) de 6.1. 
6.3. Calcul des points fixes de i et j
Lemme. On a
Card(πj )+ Card
(
π ′i
)= 2 Card(Π ′2)+ Card(Π ′′2 ).
Preuve. On dira qu’une 〈i, j 〉-orbite admet un point fixe γ s’il existe γ dans cette 〈i, j 〉-orbite
tel que i(γ ) = γ ou j (γ ) = γ . Si i(γ ) = γ et j (γ ) = γ , on comptera γ deux fois. Nous allons
vérifier que toute 〈ij 〉-orbite Γ qui est aussi une 〈i, j 〉-orbite (c’est-à-dire tout élément de Π2) ad-
met deux points fixes et que, si Γ ∈ Π ′′2 , l’un des deux points fixes est l’élément de l’intersection
de π \ π ′ avec Γ , et que cet élément est fixé par i.
Remarquons d’abord que dans toute 〈i, j 〉-orbite Γˆ , il ne peut pas y avoir plus de deux points
fixes puisqu’à chaque fois qu’une racine est fixée par i ou j , l’orbite doit revenir sur ses pas.
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puisque j (Γ ) = i(Γ ) = Γ . Lorsque de plus Γ ∈ Π ′2, alors α appartient à la fois à πj et à π ′i et
si Γ ∈ Π ′′2 alors α ∈ πj mais α /∈ π ′i .
Supposons désormais que Γ = Γα  {α}, α ∈ π .
Si Γ ∈ Π ′′2 on choisit α ci-dessus de sorte que α ∈ π \ π ′. Comme Γα ∈ Π2, on a Γα =
j (Γα) = Γi(α) donc α = i(α) car α est la seule racine de Γ qui est dans π \ π ′. De plus Γα est
une 〈i, j 〉-orbite donc, d’après la remarque faite plus haut, il y a au plus une autre racine dans Γα
fixée par i ou j . D’après [11, 3.2.4] il existe γ ∈ Γα tel que γ = j (γ ) ou il existe γ ∈ Γα ∩π ′ tel
que γ = i(γ ). Comme Γα  {α}, on ne peut pas avoir α = j (α). On en déduit donc que Γα ∩ π ′
contient une, et une seule, racine fixée par j et ne contient aucune racine fixée par i ou bien
Γα ∩ π ′ ne contient aucune racine fixée par j et contient une, et une seule, racine fixée par i.
Donc Card(Γ ∩ (πj ∪ π ′i )) = 1.
Enfin si Γ ∈ Π ′2 on lui applique encore [11, 3.2.4] et s’il existe γ ∈ Γ tel que γ = j (γ ), on
note r le plus petit entier naturel non nul tel que γ = (ij)r (γ ). Si r est pair, r = 2m, on vérifie que
γ ′ = (ij)m(γ ) est tel que γ ′ = j (γ ′) et γ ′ = γ donc Card(Γ ∩ πj ) = 2 dans ce cas, et, d’après
la remarque, Γ ne contient aucune racine fixée par i. Si r est impair, r = 2m+ 1, on vérifie que
γ ′ = (ij)m+1(γ ) est tel que γ ′ = i(γ ′) donc dans ce cas, Card(Γ ∩ (πj ∪ π ′i )) = 2, compte tenu
de la remarque et du fait que γ ′ = γ , sauf si r = 1 auquel cas Γ = {γ } (ce qui est exclu ici).
Enfin s’il existe γ ∈ Γ tel que γ = i(γ ), on montre de la même façon que Γ contient une, et une
seule, racine fixée par i et une, et une seule, fixée par j , distinctes ou bien Γ ne contient aucune
racine fixée par j et deux distinctes fixées par i. Donc dans tous les cas Card(Γ ∩ (πj ∪π ′i )) = 2
et le lemme en découle. 
6.4. L’indice de p
Lemme. On a
indice(p) = Card(Π1)− 12 Card(π)+
1
2
Card(π ′)+ 1
2
Card(πj )+ 12 Card
(
π ′i
)
.
Preuve. Provient immédiatement du lemme 6.3, compte tenu de la formule (∗∗) de 6.1 pour
l’indice de p. 
6.5. Récapitulatif
La formule recherchée peut maintenant être démontrée facilement.
Proposition. On a
Sf = c(p).
Preuve. Découle de la comparaison des lemmes 6.2 et 6.4, puisque de plus dimb + dimb′ =
dimp+ dimh′ = dimp+ Card(π ′). 
6.6. Preuve de la conjecture de Tauvel et Yu sur l’indice d’un parabolique
Dans [29, 4.7], une conjecture a été faite sur l’indice. Nous allons montrer ci-dessous que
cette conjecture est vraie pour n’importe quel parabolique d’une algèbre de Lie semi-simple
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de la section 4 et dans 6.1 ainsi que les ensembles π+ et π ′++ de 6.2. On pose Eπ :=
⊕
α∈π+ Cρα
et Eπ ′ :=⊕α∈π ′++ Cρ′α . La proposition suivante démontre la conjecture (cf. [29, 4.7]) de Tauvel
et Yu dans le cas d’un parabolique.
Proposition.
indice(p) = Card(π)+ dimEπ + dimEπ ′ − 2 dim(Eπ +Eπ ′).
Preuve. Elle repose essentiellement sur le lemme suivant.
Lemme.
dim(Eπ ∩Eπ ′) = Card
(
Π ′2
)+ 1
2
Card
(
Π ′1
)
.
Preuve. Il suffit de vérifier que Eπ ∩ Eπ ′ est l’espace des éléments 〈i, j 〉-invariants de h′∗
c’est-à-dire Eπ ∩Eπ ′ =⊕Γ ∈Π ′/〈j〉 CG+Γ avec les notations de 5.2.4. Comme, pour tout α ∈ π ,
ρα = εα(α + j(α)) est j -invariant et que, pour tout α ∈ π ′, ρ′α = ε′α( ′α +  ′i(α)) ∈ h′∗ est
i-invariant, on a déjà l’inclusion de Eπ ∩ Eπ ′ dans ⊕Γ ∈Π ′/〈j〉 CG+Γ . Pour tout α ∈ π , posons
ρ∗α := α − j(α) et, pour tout α ∈ π ′, ρ′∗α :=  ′α −  ′i(α). Le premier est j -anti-invariant et
le second est i-anti-invariant. De plus (ρα;α ∈ π+, ρ∗α; α ∈ π−) est une base du C-espace vec-
toriel h∗ et (ρ′α;α ∈ π ′++, ρ′∗α ; α ∈ π ′−−) est une base du C-espace vectoriel h′∗. On a donc,
pour tout α ∈ π , α + j (α) ∈ Eπ et pour tout α ∈ π ′, α + i(α) ∈ Eπ ′ . Mais pour tout Γ ∈ Π ′,
G+Γ =
∑
γ∈Γ (γ + j (γ )) =
∑
γ∈Γ (γ + i(γ )) car (ij)(Γ ) = Γ donc j (Γ ) = i(Γ ). On en déduit
l’inclusion réciproque et le lemme. 
Posons Sπ,π ′ := Card(π) + dimEπ + dimEπ ′ − 2 dim(Eπ + Eπ ′). D’après le lemme ci-
dessus, on a Sπ,π ′ = Card(π)−dimEπ −dimEπ ′ +2 Card(Π ′2)+Card(Π ′1). Remarquons aussi
que dimEπ est le nombre de 〈j 〉-orbites de π et dimEπ ′ est le nombre de 〈i〉-orbites de π ′. Donc
on a dimEπ = 12 (Card(π)+ Card(πj )) et dimEπ ′ = 12 (Card(π ′)+ Card(π ′i )) et
Sπ,π ′ = Card(π)− 12 Card(π)−
1
2
Card(πj )− 12 Card(π
′)− 1
2
Card
(
π ′i
)
+ 2 Card(Π ′2)+ Card(Π ′1)
= 1
2
Card(π \ π ′)+ Card(Π ′2)− 12 Card(Π ′′2 )+ Card(Π ′1)
d’après le lemme 6.3. Donc Sπ,π ′ = Card(Π ′)+ 12 Card(Π ′′1 ) = indice(p) par 5.2.9(iv). 
Appendice A
Soit a une algèbre de Lie de dimension finie sur C. Nous donnons ici une preuve très simple
du résultat selon lequel l’algèbre Th(a) définie dans l’introduction est Poisson-commutative. On
trouve dans [21, Thm. 1.4] une preuve dans le cas semi-simple.
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tion non nulle de S(a) envoyant chaque x ∈ a sur un scalaire. Choisissons z ∈ a tel que ∂z = 1.
Alors ∂ = ∂/∂z (il suffit pour le constater d’écrire les éléments de S(a) comme des polynômes en
les indéterminées qui sont les éléments de la base de a constituée de z et d’une base de ker ∂|a).
Bien sûr ∂ est une combinaison linéaire des ∂i . Pour tous 1 i, j  n il existe des coefficients
(constantes de structure) cki,j ∈ C pour 1 k  n tels que
[xi, xj ] =
n∑
k=1
cki,j xk.
On définit le crochet de Poisson sur S(a) par
{f,g} =
∑
i,j,k
cki,j (∂if )(∂j g)xk
et on pose
{f,g}∂ =
∑
i,j,k
cki,j (∂if )(∂j g)∂xk.
On a
∂{f,g} = {∂f,g} + {f, ∂g} + {f,g}∂ (1)
et comme ∂xk est un scalaire, on a aussi
∂{f,g}∂ = {∂f,g}∂ + {f, ∂g}∂ . (2)
Observons que Y(a) = S(a)a est le centre de Poisson de S(a).
Lemme. Pour tous f,g ∈ Y(a), i, j ∈ N, on a
(i) {∂if, ∂jg}= 0.
(ii) {∂if, ∂j g}
∂
= 0,
où l’on pose, pour tout i  1, ∂if := ∂ ◦ ∂i−1f et ∂0f = f .
Preuve. La preuve se fait par récurrence sur t ∈ N où pour le (i) on suppose que i+j  t et pour
le (ii) que i + j  t − 1. Pour t = 0 l’assertion (i) est vraie puisque f et g sont dans le centre
de Poisson de S(a) et l’assertion (ii) est vide. Posons Ai = {∂if, ∂t+1−ig} et Bi = {∂if, ∂t−ig}∂ .
En appliquant (1) à (i), l’hypothèse de récurrence donne
Ai +Ai+1 +Bi = 0, ∀i ∈ {0,1, . . . , t}. (3)
En appliquant (2) à (ii), l’hypothèse de récurrence donne
Bi +Bi+1 = 0, ∀i ∈ {0,1, . . . , t − 1}, (4)
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on déduit que A1 = −B0. Supposons que l’on ait montré que Ai = (−1)i iB0. Alors en sub-
stituant dans (3) on obtient Ai+1 = −Ai − Bi = (−1)i+1(i + 1)B0. On en déduit donc que
At+1 = (−1)t+1(t + 1)B0. Mais At+1 = 0 car g ∈ Y(a). Par conséquent B0 = 0 et l’assertion en
résulte. 
Le résultat ci-dessus est habituellement exprimé de la façon suivante. Considérons S(a)
comme l’espace des fonctions polynomiales sur a∗. Pour f ∈ Sk(a) définissons f ηi ∈ S(a) par
f (ξ + λη) =
k∑
i=0
f
η
i (ξ)λ
i ∀ξ ∈ a∗,
pour un certain η ∈ a∗ fixé et où λ est considéré comme un paramètre. Si η est l’élément corres-
pondant à z de la base de a∗ duale de la base de a obtenue en adjoignant z à une base de ker ∂|a,
alors
f
η
i =
1
i!∂
if.
Par conséquent on obtient le corollaire ci-dessous.
Corollaire. Soient k et l deux entiers naturels et f ∈ Yk(a) et g ∈ Yl(a). Alors pour tout η ∈ a∗
on a {
f
η
i , g
η
j
}= 0, ∀i, j ∈ N, 0 i  k, 0 j  l.
Il est plausible que le corollaire (au contraire du lemme) soit valable en toute caractéristique.
La construction ci-dessus, à savoir le développement en puissances de λ, est appelée la méthode
du « shift of argument » (translaté de la variable).
Pour n’importe quelle algèbre de Lie a de dimension finie, la dimension de Gelfand–Kirillov
d’une sous-algèbre de S(a) Poisson-commutative est au plus égale à c(a) = 12 (dima+ indice(a)).
De plus, d’après [28], cette borne peut toujours être atteinte. Dans le cas semi-simple une
construction de Mishchenko–Fomenko [22] donne une sous-algèbre de S(a) de dimension de
Gelfand–Kirillov égale à c(a) qui est de plus Poisson-commutative maximale et cette construc-
tion utilise la méthode du « shift of argument ». Dans notre situation (quand Sy(p) est polyno-
miale et que la somme des (vrais) degrés est égale à c(p)) on pourrait conjecturer que la méthode
du « shift of argument » donne une sous-algèbre Poisson-commutative de S(p) ayant une dimen-
sion de Gelfand–Kirillov égale à c(p). Cependant cela ne donne pas une algèbre commutative
maximale, car cela est déjà faux en type C2. Ainsi une application directe de la méthode de
Mishchenko–Fomenko doit échouer (d’ailleurs cette méthode utilise spécifiquement la forme de
Killing et profite d’une structure assez rigide imposée par l’existence d’un sl2-triplet principal).
Appendice B
B.1. Définition de l’enveloppe ad-algébrique d’une algèbre de Lie
Soit a une algèbre de Lie de dimension finie. On considère a comme a-module pour l’action
adjointe et on désigne par ada l’image de a dans Enda. Soit c l’enveloppe algébrique de ada
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d de a de la façon suivante. On choisit un supplémentaire V de ada dans c et on pose d = V ⊕ a
comme espace vectoriel contenant a comme sous-algèbre de Lie. Si X ∈ V et Y ∈ a, on pose
[X,Y ] := X(Y) (rappelons que X ∈ Dera). Cette action prolonge l’action de a sur lui-même
et donc ne dépend pas du choix de V . Si X,Y sont tous deux dans V , on pose [X,Y ] égal au
commutateur dans Dera. Vu que cette dernière relation est imposée par l’identité de Jacobi, il
en résulte que l’enveloppe ad-algébrique d de a est l’unique algèbre de Lie contenant a comme
idéal, telle que son image dans Enda (obtenue par l’action adjointe de d sur a) soit égale à
l’enveloppe algébrique de ada.
B.2. Définition d’une algèbre de Lie (presque) ad-algébrique
L’algèbre de Lie a est dite presque ad-algébrique lorsque, pour tout x ∈ a, il existe deux
éléments y et z de a tels que adx = ady + ad z où [ady, ad z] = 0, ady semi-simple et ad z
nilpotent dans Enda (cf. par exemple [13, 2.4.5]). L’algèbre a est dite ad-algébrique lorsqu’elle
est égale à son enveloppe ad-algébrique (voir ci-dessus). En particulier si a est ad-algébrique
alors a est presque ad-algébrique (cf. [13, 2.2.5]). Si a = p alors a est ad-algébrique.
Lemme. Soit a une algèbre de Lie de dimension finie sur C. On a
Sy(a) ⊂ S(aΛ)aΛ =: Y(aΛ).
De plus lorsque a est presque ad-algébrique, on a les égalités
Sy(a) = S(a)aΛ
et
Sy(a) = Y(aΛ).
Remarque. Enoncé dans un cadre plus restrictif, on peut trouver ce lemme dans [1, Satz 6.1]
(nous remercions R. Rentschler pour cette référence) et aussi dans [26, corollaire 4.2]. Pour la
commodité du lecteur, nous en donnons une preuve indépendante.
Preuve. Lorsque Λ(a) = {0}, l’assertion est vraie car dans ce cas Sy(a) = Y(a) et aΛ = a.
Supposons que Λ(a) = {0}. Comme le C-espace vectoriel a est de dimension finie, on peut
identifier les espaces vectoriels (a/aΛ)∗ et CΛ(a) (le C-espace vectoriel engendré par Λ(a)) en
considérant tout λ ∈ Λ(a) ⊂ a∗ comme un élément de (a/aΛ)∗ et en montrant que CΛ(a) et
(a/aΛ)
∗ sont de même dimension. Choisissons dans Λ(a) des éléments λ1, . . . , λm qui forment
une base du C-espace vectoriel CΛ(a) et prenons sa base duale dans a/aΛ. Notons h1, . . . , hm
des représentants choisis dans un supplémentaire de aΛ dans a pour les vecteurs de cette base
duale. On a donc λi(hj ) = δij pour tous 1 i, j m. Pour J = (j1, . . . , jm) ⊂ Nm notons hJ le
monôme
∏
1im h
ji
i . Alors tout élément s de S(a) peut s’écrire de manière unique sous la forme
s =∑hJ sJ où sJ ∈ S(aΛ) et où la somme est finie. Pour J = (j1, . . . , jm) et J ′ = (j ′1, . . . , j ′m),
écrivons J  J ′ si ji  j ′i , ∀i,1  i  m. Soit λ ∈ Λ(a) et s ∈ S(a)λ écrit sous la forme ci-
dessus. Soit J0 maximal dans cette somme (pour l’ordre ci-dessus). En égalant les coefficients de
hJ0 dans (adx)s = λ(x)s, ∀x ∈ a, il vient sJ0 ∈ S(a)λ car, pour tout x ∈ a et pour tout 1 i m,
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1 i m, notons si := sJ0 i le terme principal d’un semi-invariant de poids λi ∈ Λ(a).
Soit t =∑J hJ tJ (où pour tout J , tJ ∈ S(aΛ)) un semi-invariant quelconque.
Pour tout λ ∈ Λ(a), on a S(a)λ ⊂ S(a)aΛ . Donc, puisque l’on a aussi si ∈ S(aΛ), t et si
Poisson-commutent ainsi que les tJ avec si . Notons { , } le crochet de Poisson dans S(a). On a
donc, pour tout 1 i m,
0 = {t, si} =
∑
J
tJ
{
hJ , si
}=∑
J
tJ
m∑
k=1
∂hJ
∂hk
{hk, si}.
Par conséquent
0 = {t, si} =
(∑
J
∂hJ
∂hi
tJ
)
si .
On en déduit que pour tout J tel que tJ = 0, on a ∂hJ∂hi = 0. Ceci étant vrai pour tout 1 i m,
on a donc t ∈ S(aΛ).
Lorsque a est presque ad-algébrique, on a l’égalité Sy(a) = S(a)aΛ car alors a/aΛ agit réduc-
tivement sur S(a)aΛ . En effet dans ce cas a = s⊕ z⊕ u où s est une algèbre de Lie semi-simple,
z est le centre de s ⊕ z, u est un idéal de a formé de dérivations ad-nilpotentes et z agit ré-
ductivement sur u (cf. [13, 2.4.5]). Donc aΛ contient s ⊕ u puisque s = [s, s] et que u agit de
façon ad-nilpotente sur a. Ainsi a/aΛ s’identifie à une sous-algèbre de z. Enfin la dernière égalité
provient de l’avant-dernière en remarquant que Y(aΛ) ⊂ S(a)aΛ . 
Appendice C
Rappelons que G(a) est le groupe additif engendré par Λ(a) (voir notation 2.4).
Lemme. G(a) est un groupe abélien libre de type fini et donc isomorphe à un certain Zn, n ∈ N.
Preuve. Soit d l’enveloppe ad-algébrique (voir appendice B) de a. Alors d contient la com-
posante ad-semi-simple et ad-nilpotente de la décomposition de Jordan de tout élément de a.
Comme a = s⊕r où r est le radical de a et s est une algèbre de Lie semi-simple on a, d’après [13,
2.4.5], a ⊂ d = s ⊕ z ⊕ u où z est le centre de s ⊕ z et u agit sur a par dérivations nilpotentes
(z ⊕ u est l’enveloppe ad-algébrique de r). De plus l’action de z sur a est réductive avec des
valeurs propres rationnelles sur une base de z correctement choisie.
Comme le semi-centre Sy(a) est inclus dans S(a)da, le groupe G(a) est égal au groupe additif
engendré par les valeurs propres correspondant aux vecteurs propres de S(a)da par l’action de
a/da. Comme s = [s, s] ⊂ [a,a], le groupe G(a) est aussi égal au groupe additif engendré par les
valeurs propres correspondant aux vecteurs propres de S(a)da par l’action de r. Soit K le groupe
additif engendré par les valeurs propres correspondant aux vecteurs propres de a par l’action de r,
c’est-à-dire finalement par l’action de z. Comme ces valeurs propres sont rationnelles lorsqu’elles
sont évaluées dans une certaine base de z, il en résulte que K est isomorphe à un sous-groupe
de Zdimz. Enfin le groupe G(a) est un sous-groupe de K. Comme tout sous-groupe d’un groupe
abélien libre de type fini est un groupe abélien libre de type fini, G(a) est libre de type fini,
isomorphe à un Zn pour n ∈ N. 
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