By inverting the Guggenheimer formula relating force constant to internuclear distance we derive an experimental expression for bond order, which can be applied throughout the periodic table to diatomic molecules as well as polyatomic molecules. Only two adjustable parameters are required except they must be modified somewhat for polar molecules, most hydrides, and certain triplet ground state molecules. An alternative, suggested by Bader, depends only on the electron density at the bond critical point. It is modified to make it more generally applicable and compatible with experimental results and we compare the two approaches. q
Introduction: bond orders and theory
The concept of bond order has helped generations of chemists compare the relative strengths and stabilities of chemical bonds and therefore has been of considerable usefulness [1, 2] . All chemists know what we mean by a single, double or triple bond. If pressed for a more specific explanation, we are likely to define the bond order as 1/2 the difference between the number of bonding electrons and the number of anti-bonding electrons in a given bond. It is convenient to call this the formal bond order ðn F Þ: This definition, while simple to state, presents several difficulties. Firstly, in order to determine the bond order, we must know the number of bonding and anti-bonding electrons. To do this we must in some sense know the molecular configuration of the ground state of the molecule. While this is not difficult to determine for many common molecules, in fact for numerous molecules of interest, the correct configuration is not known, or at best is controversial [3] . This is especially true for molecules, which include heavy atoms from the lower reaches of the periodic table. These molecules often include atoms with open shell configurations (e.g. unfilled d-or f -orbitals), for which there are many low lying states, each of which could credibly be the ground state [4] . Furthermore, many modern calculations go well beyond the single determinant Hartree -Fock limit to include multiple configurations (CI). Recent complete active space multi-configurational self-consistent field calculations on ruthenium trimer, for example, have required some 45 million configurations [5] to describe the ground state adequately. A second difficulty with the formal definition of bond order is that it treats all orbitals as if they made an equivalent contribution to bonding. For example, electrons in a p-orbital are presumed to contribute equally to bond order as those in a s-orbital. However, p-orbitals possess a nodal plane along the bond, and are thus devoid of electron density in the very region that s-orbital makes its major contribution. When d-orbitals are considered, it becomes even more difficult to imagine that these relatively non-bonding electrons should be considered to contribute equally to chemical bonding. By considering the detailed contributions to the forces acting on atomic centers due to electronic charge distribution, Bader, Henneker and Cade [6] showed how an interpretation of bonding based only on electron counting, or population analysis can be quite misleading. In addition to the amount of charge involved in a bond, the exact disposition of the charge density, e.g. its diffuseness or areas of concentration are equally important.
It is clear that a more sophisticated definition of the bond order will allow for fractional values. [7] Coulson [8] and later Mulliken [9] examined the mobile contribution to bond orders due to the extensive delocalization of p-electrons. It is reasonable, for example, to presume that bond order is in some way proportional to the density of electrons between two atoms. Thus if a /i is the contribution of the ith atomic orbital to the occupied / -molecular orbital, then we may write:
Coulson then showed that the bond order may be written in terms of the force tending to change the length of the bond:
where E is the total mobile binding energy and b is the resonance integral. Boyd [10] criticized the Coulson definition of bond order since it is not necessarily invariant to a rotation of the coordinate system. He recommended that the bond order definition be limited to situations for which a particularly chosen sub-matrix of the population matrix has been properly block-diagonalized. This procedure leads to considerably more consistent values of the bond order. He suggested that the bond order concept might be a convenient practical means to investigate bond strengths and distances, especially in large molecules where semi-empirical methods cannot easily be used to calculate equilibrium geometries and force constants. Reed and Schleyer [11] include the number of covalently shared electron pairs and hybrid overlaps of natural atomic orbitals, in order to analyze the effects of hypervalency stemming from d-orbital occupation. Cioslowski and Mixon [12] examined the covalent bond order in terms of the atomic overlap matrix kiljl for an atom (A) of two spin orbitals integrated over an atomic basin [13] ðV A Þ such that:
Then the bond order between atoms A and B may be written as:
It can be seen that the contribution to the bond order from a doubly occupied localized orbital in a purely covalent bond between atoms A and B is exactly one. If instead the bond is completely ionic, the contribution is zero. For a somewhat polarized bond, the contribution is somewhere between one and zero. This definition of bond order has recently been used by Chestnut [14] to calculate the contribution of lone pairs to bonding.
Yamasaki and Goddard [15] utilize a correlation analysis of chemical bond operators on ab initio wave functions. They define the bond order operator I AB ¼ 22s AB in terms of the charge operator q, such that:
In this approach, the bond order is interpreted as the statistical covariance of the charge operators for centers A and B, i.e. the correlation between fluctuations of the electronic charges on each atom. Giambiagi, Giambiagi and Jorge [16] showed that this same covariant measure for a closed shell is an invariant of the second order reduced density matrix.
Another approach, due to Wiberg [17] , based on a suggestion of Salem [18] , involves the sum of squares of bond orders. The bond index is defined as:
which is twice the atomic charge density minus the square of the charge density. This corresponds to the number of covalent bonds formed by an atom, but corrected for the ionic nature of each contributing bond. This may be seen to be similar to the bond order of Cioslowski and Mixon. The Wiberg bond index is invariant to coordinate rotations, but has been criticized by Boyd [10] as somewhat arbitrary, since there is no underlying theoretical reason for this definition. Also, he pointed out, the bond index tends to underestimate p-electron contributions and overestimate s-electron contributions to bonding. Despite this, the bond index has found widespread use. Armstrong et al. [19] explored some of the applications of the Wiberg bond index. Natiello and Medrano [20] extended the bond index to ab initio calculations. Mayer [21] applied the bond index to open shell SCF wavefunctions and generalized it to include correlation effects. This work emphasized the need to account for the contribution of non-classical exchange energy to bonding. Fulton [22] observed that most of the definitions of bond order or bond index depend on the explicit assignment of orbitals to atomic centers, rather than the complete manyelectron wave function. He turned, then, to density matrix theory to describe the way a single electron in a many electron system is shared between any two points in space. The sharing index depends only on the first-order density matrix of the system and is thus independent of any definition of orbital structure, as well as invariant to coordinate transformations. It is a one-electron property of the system and is defined as the absolute value squared of the sharing amplitude. The sharing amplitude is simply the square root of the firstorder density matrix, and thus gives the probability that an electron is shared between two points. The bond index is related to the sharing index by integrating over the volumes assigned to the atoms of the molecule. These ideas were further refined by Fradera, Austen and Bader [23] , who defined the atomic localization index ðlðAÞÞ as the integral around atom A of the Fermi hole density. The delocalization index ðdðA; BÞÞ between two atoms (A and B) is the integral of the Fermi density over two separate atoms. The Fermi density is the distribution of the Fermi hole, which is created in the pair density by the antisymmetrization requirement. The delocalization index measures the number of electrons, which are shared between two atoms. This is distinct from the bond order, which measures the number of Lewis-bonded pairs of electrons shared. More recently, Angyan, Rosta and Surjan [24] compared two definitions of bond order: that using the exchange part of the twoparticle density matrix with that using the covariance of fluctuations of the number of electrons between two different atomic centers. Both definitions produce the same results for singledeterminant wave functions, but the covariance based bond order produces somewhat lower values than the exchange definition using correlated wave functions.
One of the recurring difficulties, which run through many of the attempts to define a bond order in terms of quantum mechanical properties of molecules, is the inability to easily compare values derived from various types of bonds. It would be of considerable utility to be able to define certain geometrical parameters, which are readily identifiable and comparable from one molecule to another. Important strides have been made in this by the investigations of Bader and co-workers [13, 25, 26] into the topology of molecular bonding through examination of the total electron density ðrÞ: Atomic basins were defined as being enclosed by a surface for which the vector n is perpendicular to the zero gradient function of the electron density, such that 7rðrÞn ¼ 0: These atomic basins provide a convenient and consistent method for dividing molecules into distinct atomic regions, enabling comparable measures of such properties as the atomic charge, as well as interatomic interactions related to bonding. These investigators further identified certain critical points ðr ¼ r c Þ in the electron density for which the gradient of the density is zero ð7rðrÞ ¼ 0Þ: Examination must then be made of the exact nature of the critical points to determine whether they are maxima, minima or saddle points. This is carried out by defining the Hessian matrix:
The trace of the Hessian matrix, which itself is an invariant, is known as the Laplacian:
In regions of space where 7 2 r , 0; electronic charge is concentrated such as in covalent or polar molecules, while for molecules where 7 2 r . 0 electronic charge is depleted, as in noble gas, ionic and hydrogen bonded molecules. The Hessian matrix may be diagonalized to yield the principal axes of curvature, where the eigenvalues are ðl 1 ; l 2 ; l 3 ; Þ: The critical points r c (of 7r ¼ 0) are characterized by two numbers ðv; sÞ; where v is known as the rank, and s is the signature of the Hessian matrix. The rank is the number of non-zero eigenvalues of the Hessian matrix, while the signature is determined as the sum of the signs of the eigenvalues. Most critical points have v ¼ 3: Covalent bonds, which typically have large values of r; are characterized by ðv; sÞ ¼ ð3; 21Þ: The positive eigenvalue ðl 3 Þ is associated with the direction joining two covalently bonded atoms, and defines the bond path (which may be curved for a strained bond, e.g. cyclopropane). The two negative eigenvalues ðl 1 ; l 2 Þ define the ellipticity of the bond:
The ellipticity increases with the p character of a double bond but goes back to zero for a triple bond. Bader and co-workers [27] were also able to show a relationship between the bond order ðn B Þ and the electron density at a critical point ðr b ¼ rðr c ÞÞ such that:
A simple physical interpretation can be made for the empirical constants A and B: B is clearly the electron density at the critical point for a single bond ðn B ¼ 1Þ; while taking derivatives we find A ¼ d lnðn B Þ=dr b represents the fractional increase in bond order due to a unit increase in electron density. Using n B ¼ 1; 2; 3 for bond orders of a C -C bond in ethane, ethylene and acetylene, Bader found values of A ¼ 0:957 and B ¼ 1:70 using, for example, a single determinant SCF calculation at a level of approximation with a 6-31G* basis set. This definition has found considerable use such as the examination of homoaromaticity [28] , and electronic reorganization during the progress of chemical reactions [29] . More recently, Howard and Lamarche [30] have examined in considerable depth, the application of charge density topology to covalent bond orders. They have obtained bond orders using the definition of Cioslowski and Mixon [12] Eq. (4) with B3LYP/6-31 þ G** level calculations, examining the extent of contributions of terms including the Laplacian, the kinetic energy density as well as terms in the critical density.
Although these versions of bond order are quite useful in obtaining realistic comparative measures of bonding, they all require an accurate ground state wave function or electron density function. Even though recent advances in computational power and theoretical methods have enabled considerable improvements in our ability to obtain accurate ground state wave functions, there are still many molecules for which such accuracy is unattainable. It would therefore be of interest to examine possible expressions for bond order, which depend entirely on experimental parameters. If such an expression could be developed, it would not only be useful directly as an experimental measure of bond strength, but would also be of use to theory, enabling for example attempts to sort out the correct ground state of a molecule for which several low lying states are predicted theoretically. It is clear from the above discussion, that a useful experimental bond order would satisfy the following criteria: In Section 2, we review several of the previously suggested experimental expressions for bond order, and by inverting a relationship due to Guggenheimer [31] , present a new definition, which we believe is equally applicable in all parts of the periodic table. We then apply our expression to numerous diatomic molecules, and then extend it to the realm of polyatomic molecules as well. We also examine recent experiments, which enable the accurate determination of electron density at bond critical points. These provide an experimental approach to determination of the bond order suggested by Bader Eq. (10).
Experimental bond orders
One of the earliest attempts to define an experimental bond order was due originally to Pauling [1] . This was made more explicit by Johnston [32] , who showed that the bond order could be expressed in terms of experimental force constants by:
where k ðnÞ e is the measured stretching force constant for a bond and k ð1Þ e is the force constant for a single bond. This is a very attractive definition, due to its sheer simplicity. We have, in fact recently applied this relationship to the transition metal dimers, both in a recent review [33] , and an analysis of the relationship between force constant and internuclear distance [34] . The transition metal dimers are composed of atoms with either a d N s 1 or d N21 s 2 configuration. Good chemical bonding, however, is achieved only with the former configuration, so that any atom with an s 2 ground state requires additional s ! d promotional energy to form a strong s-bond. In order to include such promotional energy, knowledge of the configuration of the dissociation products must be obtained. This is one of the reasons force constants rather than dissociation energies are more useful for measuring bond orders [33] . The coinage metal dimers (Cu 2 , Ag 2 , and Au 2 ) must derive from atoms with a d 10 s 1 configuration. The filled d-orbital precludes the participation of d-electrons in bonding and thus we may take the force constant for these species as necessarily representing a single s bond for each row of the periodic table. These ideas were applied with considerable success to the remaining transition metal dimers, providing quite reasonable expressions for the bond orders across the d-block of the periodic table in these cases. Measures of the relative contribution of delectrons to the bonding in these species could readily be extracted, since accurate experimental force constants are available for almost all the transition metal dimers. In a later work, these ideas were extended to explore the relationship between force constant and internuclear distance in transition metal dimers, at least in those cases for which accurate internuclear distances have been measured [34] . The success in applying Pauling's experimental bond order to transition metal dimers encourages the possibility of extending these results to other parts of the periodic table. Unfortunately attempts to carry this out fail. The problem is in determining a value for k ð1Þ e ; since there are many possible species which have simply a s 2 configuration and thus possess a formal single bond. For example, it might be natural to take the force constant for H 2 as a reference single bond. However, if this is done, then we obtain a value of 3.98 for N 2 , 0.046 for Li 2 and 0.230 for Cu 2 . The value for N 2 is much too high to represent a triple bond, while those for Li 2 and Cu 2 are much too low to represent a single bond. Clearly, the Pauling formula is not easily extended to other regions of the periodic table. The problem is that there are great variations in the size of atomic orbitals as we move across the periodic table, so that the definition of a single bond as formed by two electrons in a s-molecular orbital must take into account the resulting variations in the internuclear distance. This was not too much a problem for the transition metal dimers, since the internuclear distances do not vary much in that restricted region of the periodic table (e.g. for species with n P $ 1; r e ranges from 1.7 to 2.5 Å ). We might, then, expect a viable definition of bond order to include contributions from the internuclear distance as well as the force constant. In fact, much of the literature concerning this topic involves examination of either the relationship of bond order to internuclear distance [2] or the relationship between force constant and internuclear distance [34] , often with the bond order as mediator. For example the work of Kavanau [35] suggested that the internuclear distance could be written as a function of principal quantum numbers raised to the power of the bond order. Gordy [36] suggested instead that the force constant was linearly proportional to the bond order, and inversely related to the internuclear distance to the power 3/2. In each case, the value of the bond order was assumed to be known (and chosen as an integer). We have examined the possibility of inverting these relationships, solving for the bond order, for use as a possible definition for an experimental bond order. However, the results were either not applicable to various parts of the periodic table, or required too many adjustable parameters to be of much use in this regard. A more direct approach was suggested by Politzer, Borkman, Parr and co-workers [37 -42] . By examining the potential energy function for diatomic molecules, they were able to define both the magnitude of the point charge in the center of a bond and the effective particle-in-a-box length. Through these parameters, they were able to determine internuclear distances and force constants, and to derive a relationship for the bond order, which can be most simply written:
This formula is attractive, in that it takes account of variations in bond length as well as force constant, has only one adjustable parameter, and is simple. However, since then we have obtained considerably more experimental data. For example, if we apply this formula to the transition metal dimers, we obtain values of 0.43, 0.38 and 0.52 for the formally single bonds of Cu 2 , Ag 2 , and Au 2 . For the relatively strong Mo 2 bond (for which Pauling's relationship gives 5.38) we obtain a value of only 1.01. Jug [43] suggests that since Politzer's bond order relationship produces single bond values as disparate as 1.55 for H 2 and 0.172 for Li 2 , it is not bond order but bond energies, which are being measured.
Another relationship, which has found some success in relating force constant and internuclear distance is due to Guggenheimer [31] , who showed that the formula
can be applied to a broad selection of diatomic molecules with a single bond. [34] with similarly impressive results. In order to apply this to more ionic molecules (including most hydrides, and halides of alkali and alkaline earth metals, but also molecules with a ground triplet state, such as O 2 , SO, S 2 ) Guggenheimer found that good fits could be obtained with alternate values of C ¼ 2:491 and s ¼ 1:84: It is worth noting that the set of molecules for which Guggenheimer required a different set of parameters, are almost identical to those found by Bader and Essen [26] to have 7 2 rðr c Þ . 0: These molecules are those for which, at the critical point, electronic charge is depleted, as in noble gas, ionic and hydrogen bonded molecules. In the following (except for triplet ground state molecules), to the extent we have information as to the sign of 7 2 rðr c Þ; we use s ¼ 2:46 for negative values of the Laplacian and s ¼ 1:84 for positive values.
In order to take account of the possibility of multiple bonding, Guggenheimer found it necessary to multiply the right hand side of Eq. (13) by a factor of 1.905. This is consistent with results found previously by Pauling, which indicate that the force constant is proportional to the bond order. In order to derive a corresponding expression for bond order, the foregoing suggests we insert the bond order, n; as a mulitplicative factor on the right side of Eq. (13) and carry out an inversion of the Guggenheimer relationship, defining the bond order as:
Using this definition, and the parameters obtained by Guggenheimer for C and s, we have calculated bond orders for numerous diatomic molecules, listed in Tables 1 -4 . In Table 1 we have calculated the bond These are all considerably lower than the formal bond order for each of these, which are 1.5, 1 and 0.5, respectively. Furthermore, the value for F 2 is considerably lower than those for Cl 2 , Br 2 and I 2 (n ¼ 0:94; 0.98 and 1.00, respectively). Flourine is well known to have anomalous properties [44, 45] due to its exceptionally small size, causing increased repulsive forces relative to those of attraction in molecules. These effects might be expected then to result in lower bond order. Note also that F 2 2 is isoelectronic with Ne 2 þ which has an experimental bond order of 0.30, compared with a formal bond order of 0.5. In Table 2 we have calculated the bond orders for over 100 diatomic molecules using the parameters obtained by Guggenheimer for noble gas, ionic and certain hydride molecules (C ¼ 2:491 and s ¼ 1:84). We have included all those molecules reported by Guggenheimer, but have also added many from more recent sources. As mentioned above, most of these molecules coincide with those for which Bader and Essen [26] found 7 2 rðr c Þ . 0: The major exceptions are for C 2 (for which 7 2 rðr c Þ , 0Þ; which we have transferred to Table 1 , and the ionic molecules such as MgO (for which 7 2 rðr c Þ . 0; z 1 ; z 2 ¼ 2; 6), which we have included in Table 2 in order to be consistent with more modern calculations. However, following Guggenheimer, we have left in Table 2 the molecules for which z 1 ; z 2 ¼ 6; 6 (such as O 2 , SO, S 2 ). These molecules all have a triplet ground state. We then expect a reduction of total electron density between the nuclei resulting in a formal single bond [46] , and this is consistent with the experimental bond orders obtained. In Table 2 , the polar hydrides and the alkali halides, all with formal bond orders of 1, have an experimental bond order close to one. The same is true for most of the other metallic halides ðz 2 ¼ 7Þ; while Vibrational frequencies ðv e Þ are in cm 21 and force constants (k e ) in mdyne/Å . Internuclear distances are in Å , while z 1 and z 2 are the number of valence electrons from atoms 1 and 2. Most of the vibrational frequencies, force constants and internuclear distances are from: Refs. [4, 33, 34] and for {YCu} from Ref. [58] , for {ZrCo} from Ref. [59] , for {AgAu} from Ref. [60] , for {CuAu} from Ref. [61] , for {CuAu} from Ref. [62] , for {PtCu} from Ref. [63] , for {VCr} from Ref. [64] , for {NiCu} from Ref. [65] , for {VCr, VNb} from Ref. [66] .
the metallic oxides and sulfides have somewhat higher bond orders (1.06 -1.49) indicating likely double bonds as might be expected. Various rare gas dimers have extremely small bond orders, as expected for van der Waals complexes.
In Table 3 , we have calculated bond orders for diatomic molecules formed from two transition metal atoms using Guggenheimer's parameters for covalent bonds. These present a problem in that the values for z 1 and z 2 cannot be easily obtained by examination of the s-and p-electrons as in Tables 1 and 2 . Instead we utilize the values of Guggenheimer, i.e. that z ¼ 3; 4 or 7 for members of the third, fourth and fifth row transition metals respectively. It is especially encouraging that the experimental bond orders for Cu 2 , Ag 2 and Au 2 as well as the mixed dimers AgAu, CuAg, and CuAu, are very close to one. This is as expected since all the atoms involved have a d 10 s 1 configuration. Table 3 includes only those dimers for which accurate internuclear distances are known. The observed values should be compared with those calculated from Pauling's relationship (Eq. (11), see Ref. [34] ). These are all somewhat lower, but perhaps more realistic. Mo 2 for example has a bond order n ¼ 2:91; indicating a triple or even larger bond. [The Pauling bond order n P is 5. Table 4 Bond orders for diatomic molecules formed from a transition metal atom and an atom from elsewhere in the periodic table, using Eq. (14), In Table 4 , we present calculations of bond order for diatomic molecules formed from one transition metal atom and another atom from elsewhere in the periodic table, mostly halides and oxides. Note the especially large values obtained for the oxides as well as the carbides, indicating considerable involvement of delectrons from the transition metal atoms. On the other hand, species involving the coinage metals, as expected, all have bond orders indicating single bonds.
It is clear that the formula presented in Eq. (14) for an experimental bond order fits the criteria suggested in the previous section. It can be calculated from easily measured quantities, i.e. the force constant and the internuclear distance, and there are only two adjustable parameters (C and s). It is apparently applicable over large parts of the periodic table, including the transition metals. At this time we cannot test possible applications to the actinides since force constant and internuclear distances are not available. Most importantly, this formula gives reasonable values. Almost all the species for which it is expected to be a formal single bond result in an experimental value of very close to one. The only serious exception is for F 2 . Van der Waals complexes have smaller values, while those species for which we expect double and triple formal bonds have larger values, usually in very reasonable ranges.
The next question of interest is whether the above formula for an experimental bond order can be extended to polyatomic molecules. Polyatomic molecules present an additional difficulty in that there is ambiguity as to the way a force constant is measured. The value obtained depends on the force field chosen, and thus values can vary considerably. Perhaps the simplest force field is called the valence force field [47] in which stretching force constants are defined along chemical bonds, and bending force constants are assumed to account for angular motions of bonds, as well as some stretch-stretch and stretchbend interaction constants. These constants are then determined experimentally by finding the set of values, which best fit the observed normal vibrational frequencies. However, it was found that in order to more accurately represent observed frequencies, additional force constants should to be added to the force field. In addition to interaction constants (such as stretch-stretch, and stretch bend interactions), certain non-bonded interactions were also included [48] . This so-called Urey -Bradley force field currently represents the best means of fitting observed frequencies. Despite this, we feel that the valence force field is more consistent with our understanding of the influence of bond order in considerations of molecular bonding. As observed in the previous section, there is an intimate connection between bond order and bond electron density Eq. (10) . It is found that as the non-bonded force constants in a Urey -Bradley force field are increased, the stretching force constants must be decreased in order to fit observed frequencies. The bond order is a measure of the total electron density involved in bonding, and therefore, unless we wish to include bond orders for non-bonded interactions, the simpler valence force field may be more appropriate, and we shall adopt it here. In Table 5 , we present bond order calculations for several polyatomic molecules (plus CO, for comparison) using Eq. (14) with the values of C and s obtained by Guggenheimer for covalently bonded species.
In the first group of Table 5 , we include several hydrocarbons. Note that the values obtained for the C -H and C -C bonds in ethylene, acetylene are all in keeping with the results for formally single, double and triple bonds in diatomic molecules. A word should be said about the results for C -C bonds in ethane and benzene. The value of 1.16 in ethane seems somewhat high for a single bond. However, it is well known that in ethane the bond length is shorter and the force constant larger than expected for a single bond. In order to explain this observation, Mulliken introduced the concept of hyperconjugation [49] , in which ionic valence-bond structures from the C -H bonds can add electron density to the p-orbital of the C -C bond. Applying a simple LCAO-molecular orbital calculation, he obtained a value of 1.12 for the bond order. For benzene, the value calculated here is 1.63, which is quite close to that calculated by Coulson [8] (1.67).
The second group of Table 5 includes calculation of the bond order of C -X bonds of methyl halides, methyl cyanide and methyl isocyanide. Note that all the values are close to one, and are thus consistent with expectations for a formally single bond. The trend in bond order in the methyl halides, for which the bond order increases in going from F to I is just the opposite of the decrease observed in many series of diatomic halides in Table 1 . Also, the rather larger values of the C -C bond orders for the cyanide (1.20) and isocyanide (1.21) are attributable to hyperconjugation effects [49] .
In the third group of molecules we have calculated the bond order for several C -N bonds. In HCN and CH 3 CN we find bond orders above 2, consistent with formal triple bond calculations in diatomic molecules. For CH 3 NH 2 the C -N bond order is 1.04, consistent with that expected for a formally single bond.
In the fourth group of molecules in Table 5 , we have determined the experimental bond order for various C -O bonds (repeating the diatomic molecule CO from Table 1 for comparison). For the formally triple CyO bond we find a bond order of 1.91. The formally double bond in formaldehyde (H 2 CyO) has and experimental bond order of 1.44, while the formally single bond (C -O) in methanol has an experimental bond order of 1.04. Once again these results are consistent with those found for diatomic molecules.
In Table 6 , we calculate the bond orders for the bonds in biphenyl using the data of Zerbi and Sandroni [50] . The bonds are numbered starting from the bridge carbon atoms (C 1 ). It can be seen that, once again the experimental bond orders are reasonable, in relation to those calculated for diatomic molecules. The ring C -C bonds are all approximately what would be expected for a double bond (although somewhat lower than the bond orders in benzene), the C-H bond order is 1.08, as might be expected, and the bridging bond has a bond order of 1.10, slightly larger than a formal single bond, but not much. This is consistent with the usual description of this bond as an 'essential' single bond [7] .
In Table 7 we present calculations of the experimental bond orders for various bonds in Table 6 Bond orders for bonds in biphenyl. Bonds are numbered from the bridging bond C 1
Bond r e k e n C Ni -porphine, using data from Li et al. (14) gives reasonable values for the bond orders for polyatomic molecules as well as for diatomic molecules.
Another approach to an experimental bond order may be obtained by examination of the Bader formula for bond order in terms of the electron density at the bond critical point Eq. (10) . Recent advances in X-ray crystallography, as well as availability of a synchrotron source with a high quality detector, now enable us to conveniently obtain good experimental electron density maps at least for molecules which can be crystallized [52 -55] . It is therefore worthwhile to examine ways in which the Bader formula can be extended to make it more generally applicable. The values recommended for the parameters A and B are useful only for C -C bonds, and any attempt to use the formula as is for other bonds fails for several reasons. First, since in different rows of the periodic table, increasingly filled shells contribute to the electron density, we might expect the best values of A and B might vary. For example, B was interpreted above as the critical density of a single bond, but this density should change with periodic table row. It is likely therefore that better results will be obtained if A and B were replaced with A ij and B ij ; where i and j refer to rows in the periodic table. Secondly, as the Guggenheimer formula above shows, the bond order should vary inversely with ffiffiffiffiffi z 1 z 2 p where z 1 and z 2 are the number of valence electrons for each atom joined by the bond. If we choose a to be the value of ffiffiffiffiffi z 1 z 2 p for some reference bond (for a given i and j), then we suggest a generalization of the Bader formula as:
In general it is difficult to obtain experimental values of r b with which to determine corresponding experimental values of A ij and B ij : However, in order to test this formula, we may use the experimental bond orders obtained from Eq. (14) in conjunction with theoretical values of r b : For example, using the experimental values of n for C -C bonds from [52] , and we list them in Table 8 , along with calculated values of n B . For comparison we include values of n obtained directly using force constants and internuclear distances from Eq. (14) . It can be seen that with this procedure, reasonable values of bond order are obtained, and that there is fairly good agreement between the two experimental methods of determining bond order.
In many ways, the Bader formula for bond order is more attractive than that of Eq. (14) , in that it provides a direct connection between electron density and bond order. Furthermore it depends on only one measured quantity, while Eq. (14) requires two. However, it is difficult to obtain accurate measurements of r b since a good crystalline sample must be prepared, and relatively few measurements currently exist. In addition, more adjustable parameters must be used Table 8 Calculation of bond orders ðn B Þ in peptides (C a (NH)(CyO)C a ) using experimental critical densities ðr b Þ in Eq. (15) Data for r e and r b are taken from Ref. [84] . Data for k e are from Ref. [47] except for C -N which is from Ref. [78] . in order to account for the increasing electron density contributed by core electrons going down the periodic table. Eq. (14) is remarkable in that only two adjustable parameters fit a wide variety of data throughout the periodic table, and depends on easily obtainable experimental parameters. The general agreement between the two techniques for the admittedly limited number of cases listed in Table 8 is at least encouraging.
Conclusions
In the final analysis, it is probably true that the bond order has use mainly as a comparative tool, enabling us to examine the way in which bonding changes from molecule to molecule, within a molecule, or even during the course of a chemical change. It is a tool to enable us to identify the nature of bonding in the ground state of a molecule, often against the benchmark of a single bond. As we have seen in the introduction, there are many theoretical definitions of bond order, each of which has a value in various situations, but all require a good ground state wave function or at least electron density. The problem with these definitions is that they are all difficult to determine experimentally, and thus lack the value of an experimental check. One might be tempted to regard the bond order operator I AB ¼ 22 s AB Eq. (5) of Yamasaki and Goddard [15] as a candidate for experimental verification, since it is a Hermetian operator and may thus be associated with an observable. However, it is difficult to measure the correlation between fluctuations of the electronic charges directly.
In this article we have explored two very different experimental definitions of bond order. That due to Bader Eq. (10), which we have modified to be more generally applicable. Eq. (15) , is quite attractive due to the direct connection with electron density measurements. Such determinations are becoming increasingly available, especially for molecules of biological interest. They are, however, limited to molecules, which can be readily crystallized. Furthermore, due to large variations in the core electron density, considerable parameterization is likely to be needed in order to extend the definition across the periodic table, and enable useful comparisons. Our second recommendation involved an inversion of an equation due to Guggenheimer. One advantage of this expression is that it involves readily measurable parameters (r e and k e ). In addition there are only two adjustable parameters (C and s), which are applicable throughout the periodic table (except for certain classes of bonds). The theoretical underpinnings of this formula are less clear. Guggenheimer [31] gave a heuristic justification for the ffiffiffiffiffi z 1 z 2 p dependence and, using the Fermi expression for the energy of an electron gas, was able to predict a value of 2.67 for s; compared with the value of 2.46 derived empirically by Guggenheimer by fitting several observed force constants to internuclear distances. We tried using s ¼ 2:67 in the expression for bond order (adjusting C accordingly) but obtained results which were somewhat less satisfactory than those obtained using the empirical value. Additionally, by setting n ¼ 1 in Eq. (14), we find an interpretation of the meaning of C that: are the force constant and internuclear distance for a formally single bond [34] .
The remarkable thing about this Eq. (14) expression for bond order is the applicability throughout the periodic table, both for diatomic molecules and polyatomic molecules with a minimum of adjustable parameters. It is especially encouraging that, to the extent a comparison is possible, the Bader formula and the inverted Guggenheimer formula give results which are very close, despite the considerable differences in the experimental parameters upon which they depend.
