Abstract. We show that the generalized hypergeometric function P« -~ p+iFp+:
However, if any a, is zero or a negative integer, then (1.1) always converges, since it terminates. If any ¿>. is 0 or a negative integer, the series is not defined. If a¡ = bj for some /' andy, 1 < i < p + 1,1 < j < p, thenp+xFp reduces topFp_x. If in (1.1) z = 1, and the parameters are such that p+i p (1.4) 1+ 2>,= I*,, i-i ./=i then the P + jF^ is said to be balanced. Throughout, we employ a contracted notation. Given the function M, we define p + i p
M(ap + X):= Y\M(a,), M(bp):= Y\M(bj). i = i
The symbol 1 + ah -a*+1 stands for the set 1 + ah -ax, 1 + ah -a2,..., 1 + ah -ah_x, 1 + ah -ah + x,..., 1 + ah -ap+x. Thus we may write (1.1) in abbreviated form p + iFp\ <P+i -E [(vi)//«WJ-
A=0
For a treatment of the generalized hypergeometric functions, see any of the references [1] , [4] , [5] . 2 . Introduction. In this paper we derive new difference equations satisfied by the functions (2.1) where Gm(«; i), Hm(n; t), y(n; t) are rational in n (see formulae (3.1), (3.2) and (3.11) below), are satisfied by (2.1) and (2.2), respectively. The relations are of order p + 2 and q + 2, respectively. This result can be deduced from some general theorems due to Wimp [8] (see also [4, vol. 2, p. 135 ff.]).
We show that (2.1) also obeys the difference equation . A similar statement is true for the coefficients of (2.4), (2.6) and for formula (3.2).
For applications, it is convenient to have available the functions which satisfy the same difference equation as does Pn (Un, respectively), or the homogeneous form of this equation. A theorem, given in the next section, also provides information of this kind.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use 3. Results. Let p, q, n, m, t be integers > 0. Let X, a, (i = 1,2,... ,p), b¡ (j = 1,2,...,p + 2),ck(k = l,2,...,q + 2), d¡(¡ = 1,2,...,q) be complex constants. We 1 -m,2n + X + m + 1, n + 1 + dq 2n + X + q+2,n + dq
Here ß + 1 = c, for i = q + 2. We assume the parameters to be such that all expressions make sense. By applying a lemma of Wimp [8] , we get the alternative forms for G"" Hm:
m -t,2n + X -m -t, n + X -t + 2 -bp + 2 2n + X-t + l,n + X-t + l+ bp + 2 (2n + X -m -t)(n + X -t + 1 -a ) for m > k > r (see Luke [4, vol. 1, p. 114] ). This shows that Gm(n; t) = 0 for m^t + l>p + 2, and Hm(n; t) = 0 for m > t + 1 > q + 2. Let (3.6) G*(n; t):= (n + X -t),(2n + X -2t + l),^(n + bp+2 -l)Gm(n; t). G^m(t-n-X;t) = -G*(n;t) (m = 0,1,...,/). Similarly, for (3.8) we have (3.9) H*(n; t):= (n + X)m(n + m + X-ß),_m X(2n + X + t + 1),(n + cq+2)Hjn; t), H*_J-n -X-t;t) = HZ(n; t) (m = 0,1,...,/).
Using
We need the following result, which can be easily obtained with the aid of some formulae from Luke y(n;t):--
Theorem. The function (3.12)
-n, n + X, a , 1
satisfies the difference equation p + a (3.13) E Gm(n; p + a)<D"_m = y(n; p + a) (n > p + a),
where the functions Gm and y are defined by (3.1) (or (3.3)) and (3.11), respectively, and
(3.14)
Moreover, if [10] . (Note that formulae (5), (6) of [10] should be corrected by multiplying the ith term of each sum by l/s\ (see [12] Proof. A. Putting the function (3.12) in the left-hand side of (3.13), turning the sum around, replacing n by n + p + a, and performing some algebra, we get p + a E Gp + a_m(n +P + Ö-P + o)Pn + m = y(n + p + a; p + a)(<p" + *"), (3.21) where
Xp + 3Fp + 2\ k\(k + X)k(ap)k k-n-p-a + l,k + n + X + l,k + l + ap 2k + X + 1, k + a.
-k,k + X,ap,l 1 (k>0). (k = 0,l,...,n-l).
As, in view of the definition (3.14), yka = zka for a = 0,1 and k = 0,1,... ,n -1, we obtain p" = -t". This, together with (3.21)-(3.23), implies that the function (3.12) satisfies Eq. (3.13).
B. A similar argument shows that the function (3.15) satisfies Eq. (3.13) with a = 1. Putting Qn in the left-hand side of (3.13), we get after some algebra p+i (3. where the coefficients G* are defined by (3.6), is obviously equivalent to Eq. (3.20). Because of the symmetry property (3.7), Eq. (3.31) is invariant under the change of variable n := -n -X. Thus R(np+l) = const • R(_p"+Jj{ must also be a solution of (3.20).
F. As it has already been remarked, the functions (3.16)-(3.19) satisfy the difference equation P + 2 E Gm(n;p+ 2)%_m = 0 of order p + 2, and so any p + 3 of them are linearly dependent. Thus the functions Snk) (k = 1,2,... ,p + 2) satisfy Eq. (3.20) . This completes the proof of the theorem.
As a corollary to the above results, we give a difference equation satisfied by a family of functions, including U" as defined in (2.2).
Corollary.
Let n,q be integers > 0. Let ß, X, c, (i = 1,2,...,q + 1), d¡ (j = 1,2,... ,q) be complex constants such that none of the quantities ß + 1, X, c¡, d¡ are negative integers or zero and that However, a simple calculation shows that the identity T" + "¿Vi-".0 + q + 1; q + 1) = Pn(-l)mHm(n; q+l)
holds for some rational function p" (cf. (3.2), (3.3)). Thus ^ satisfies (3.33).
4. Examples. In this final section we illustrate the application of the theorem by taking some examples of problems in which functions of the type (2.1) or (2.2) occur. These problems were originally solved using different methods. We show that the solutions can be readily obtained by applying the results of Section 3. Also, there are new implications in some places, which seem to be interesting.
A. Beta integral of the Jacobi function. In [2] , the integral The theorem of Section 3 yields the second-order recurrence relation n(n + X-l)(2n + X -3)(n + a + b -l)mn
-(n + a-l)(n + ß -l)(2n + X -l)(n + X -a-b-l)m"_2 = 0, u(n):= (n + ß)(n + X-l)(n + X -a -b)/(2n + X -1).
In a special case, when b = 1, this theorem gives for the integral (4.3) m*:= Ç x"-lR(na-ß)(x)dx, the first-order recurrence relation (n + X -l)(n + a)m* +(n + ß)(n + X -a -l)m*_x -(2n + X-l)(a)n/T(n + l).
These recursions can be used to evaluate (4.1) or (4.3), respectively. Note that in [2] (see also [9] ), another computational scheme, based on a second-order recurrence relation for a certain auxiliary sequence, was used.
B. The Wilson polynomials. The nth Wilson polynomial is defined by [6] , [7] /v / , , x r I -n,n + X,atl/2,a + t1/2 \ (4.4) *.(')■-(* + *).4*s[ a + bx,a + b2,a + b3 1J" X = a + bx + b2 + b3 -1.
In the sequel we use the notation f(b) for f(bx)f(b2)f(b2). Thus, (a + b)n is short for (a + bx)n(a + b2)"(a + b3)". Notice that the series 4F3 in (4.4) is balanced. The Wilson polynomials form an orthogonal system with respect to a positive measure on the real line, provided a, bx, b2, b3 have positive real parts [7] . Application of our theorem yields the three-term recurrence formula
which agrees with Wilson's result [6] . For a + t1/2 = 1 or a -tl/1 = 1 we have the nonhomogeneous two-term relation (n + X-l)pn(t) -npn_x(t) = (a + b -1)"(2« + X -1).
C. The Hahn polynomials. For real a > -1, ß > -1 and for positive integral N, the Hahn polynomials Q"(x) = Q"(x; a, ß, N) are defined by The three-term recurrence relation for (4.5), obtained earlier by Weber and Erdélyi (see [3] ), follows readily by application of the theorem of Section 3. It is interesting that if x = -1 or x = N + 1, then the Hahn polynomials satisfy a first-order nonhomogeneous equation. Namely, (n + X-l)(n + a)(n -TV -l)ß"(-l) + n(n + ß)(n + X + N)Q"_x(-l) = -a(N + l)(2n + X -1), and, in view of [3] 
