Abstract-The application of fractional calculus to signal processing and adaptive learning is an emerging area of research. A novel fractional adaptive learning approach that utilizes fractional calculus is presented in this paper. In particular, a fractional steepest descent approach is proposed. A fractional quadratic energy norm is studied, and the stability and convergence of our proposed method are analyzed in detail. The fractional steepest descent approach is implemented numerically and its stability is analyzed experimentally.
I. INTRODUCTION
T HE integer-order adaptive learning approaches based on the integer-order calculus, such as the classical first-order steepest descent (FOSD) method, produce time-varying parameters relevant for nonlinear systems by generalizing finite quantity of pattern training. The integerorder adaptive learning approaches automatically adapt to the optimal requirements of non-stationary variations in a system. Furthermore, they can produce improvements in system performance even if the characteristics of input signals are unknown or varying with time [1] - [5] . The FOSD method is a widely used gradient-based approach for optimizing the traditional integer-order pattern recognition, adaptive control, and adaptive signal processing problems. Unlike the traditional integer-order Newton optimization approach, the reverse incremental search employed in the FOSD method N. Zhang is with Library, Sichuan University, Chengdu 610065, China (e-mail: zhangni77@yeah.net).
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Digital Object Identifier 10.1109/TNNLS. 2013.2286175 is in the opposite direction of the first-order gradient of a quadratic energy norm [1] - [3] . For digital analysis, the quadratic energy norm is a typical choice. However, in most of the actual integer-order adaptive systems, the quadratic energy norm of system is unknown; thus, it should be measured and estimated in accordance with the actual random input data of the integer-order adaptive system. The FOSD method utilizes a filtering process that reduces the noise of gradient measurement errors [4] , [5] . The least mean squares (LMS) algorithm based on the FOSD method is simple and effective [6] , [7] . Because the LMS algorithm was initially proposed for non-recursive linear filters, its applications were limited. Later, many improved variants of LMS algorithm have also been proposed, like the LMS-Newton algorithm [8] , sequential regression algorithm [9] , [10] , and random searching algorithm [9] , [11] . However, the integer-order adaptive learning approaches cannot be used for fractional pattern recognition, adaptive control, or adaptive signal processing. In this paper, a novel fractional adaptive learning (FAL) approach is proposed, which is called the fractional steepest descent approach.
Over the past three hundred years, fractional calculus has become an important branch of mathematical analysis [12] - [15] . Fractional calculus is as old as integral calculus, although, until recently, its utility has been confined to the domain of mathematics only. Fractional calculus is a novel mathematical method that may be useful for physical scientists too. Most of the special functions in mathematical physics involve differintegrable series. Fractional calculus extends and unifies the concepts of difference quotients and Riemann sums [16] , [17] . The random variable in a physical process can be deemed as the displacement corresponding to the random movement of particles. Fractional calculus can be used to analyze and process several specific physical problems; in particular, it is useful in fields such as biomedical engineering, diffusion processes, viscoelasticity theory, fractal dynamics, and fractional control [18] - [26] . One main advantage of fractional calculus is that most functions are equivalent to a power series, whereas others are equivalent to the superposition or product of a certain function and a power function [12] - [17] . Unfortunately, the majority of its usage still lies in describing the transient state of physical change. It is seldom used for the processes involving systemic evolution [18] - [30] .
The issue of how to efficiently apply fractional calculus for the purpose of signal analysis and signal processing, especially for the purpose of adaptive learning, is an emerging area of research. Till now, several researchers have concentrated in 2162-237X © 2013 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. this problem domain [29] - [35] , [38] - [48] . Fractional calculus has also been hybridized with artificial machine intelligence, mainly because of its inherent strength of long-term memory and non-locality. In the fields of fractional pattern recognition, adaptive control, and adaptive signal processing, fractional partial differential equations, based on the fractional Green formula and fractional Euler-Lagrange equation, must be implemented [46] - [48] . The fractional extreme points of the quadratic energy norm are quite different from the traditional integer-order extreme points such as the first-order stationary points. To determine the fractional extreme points of the quadratic energy norm, we propose generalizing the integerorder steepest descent method to the fractional-order one.
Unlike the classical FOSD method, the FAL approach has two distinct properties. First, the v-order fractional extreme points of the quadratic energy norm E are not coincident with the first-order extreme points of E. In this manner, the iterative search process of the FAL approach can easily pass over the first-order local extreme points of E. Second, if the fractional differential order of the FAL approach satisfies 0 < v < 1, then the quadratic energy norm E has a single fractional extreme point or two asymmetric v-order fractional extreme points in a pair. The number of fractional extreme points depends on the value of v. To obtain a single fractional extreme point of E, v must be set to the appropriate value. If 1 < v < 2, then the quadratic energy norm E has two asymmetric v-order fractional extreme points in a pair. This asymmetric characteristic is essential to the quadratic energy norm E and the property of nature. If 2 ≤ k < v < k + 1, where k is a positive integer, the quadratic energy norm E has no fractional extreme point.
II. RELATED WORKS
This section includes a brief introduction to the basic definitions in the domain of fractional calculus. It is well known that fractal geometry generalizes the Newton-Leibniz derivative. Fractal theory modified the perspective of measure theory; in particular, Euclidean-measure-based fractional calculus is more developed than the Hausdorff-measure-based one. This is why the definition of fractional calculus based on the Euclidean measure is widely used. The commonly-used fractional calculus definitions are the Grünwald-Letnikov definition, Riemann-Liouville definition, and Caputo definition [12] - [15] .
The Grünwald-Letnikov fractional calculus of order v is defined by 
where D v R−L denotes the Riemann-Liouville fractional differential operator. The values of v ≥ 0, and 0 ≤ n − 1 < v < n, n ∈ R are fixed. The Riemann-Liouville fractional differential of order v is defined by
The definition of the Caputo fractional differential of order v is defined by
where C a D v x is the Caputo fractional differential operator. In this manner, the Fourier transform of signal s(x) is defined by
where i is the imaginary unit, and ω is the digital frequency.
III. FRACTIONAL ADAPTIVE LEARNING APPROACH AND ITS CONVERGENCE In this section, a FAL approach is proposed, which has been named as the fractional steepest descent approach and its convergence is described in detail. To better understand the difference between the FAL approach and the integerorder one, the first-order extreme value is taken into account to construct the quadratic energy norm, given as where v > 0, E is the quadratic energy norm, η = 0 is a constant that controls the degree of convexity-concavity, and E 1 min is the first-order extreme value of E. The performance curve of E is a parabola whose a priori knowledge is often unavailable. The reverse incremental search of the FAL approach is in the negative direction of the v-order fractional gradient of E, which can be given as
where k is the step size or number of iterations, s k is the current adjusted value of s, s k+1 is the updated adjusted value of s, D v s k is the v-order fractional gradient of energy norm E at s = s k , and μ is the constant coefficient that controls the stability and the rate of convergence of the FAL approach. Thus, the iterative search process of the FAL approach can be shown as given in Fig. 1 .
As shown in Fig. 1 , for the first-order extreme value E 1 min , A is the first-order extreme point or stationary point of E, and s 1 * is the first-order optimal value of s. In contrast, for the fractional extreme value E v min , B is the v-order fractional extreme point or fractional stationary point of E, and s v * is the fractional optimal value of s. s 0 is the initial value of s, selected at random.
From (1), it can be derived that
denotes the permanent zero constant, and [c] is a non-zero constant. Unlike the integer-order differentials, the fractional differential of a non-zero constant is equal to a non-zero value. Thus, the v-order fractional extreme point B is not coincident with the first-order extreme point A, and E v min is not the smallest value of E. If n and N are non-negative integers, (1) and (7), and according to properties of fractional calculus, the following is true:
Equation (8) (6) and (8), the following can be obtained:
From (10), we conclude that s v * = 0. Thus, (10) can be simplified as a constant coefficient quadratic equation, given as
From (11), we can derive the relationship between s v * and s 1 *
Equation (12) implies that the v-order fractional extreme points of E are not always unique; however, they always appear as a pair of points. In general, the v-order fractional extreme points of E in a pair are asymmetric about s 1 * . If (12) has two different solutions, the FAL approach will converge to either s v * 1 or s v * 2 , respectively. Fig. 1 and (12) show that the convergence value (s v * 1 or s v * 2 ) of the iterative search process is related to the initial value s 0 , selected at random. If (12) has two different solutions, the FAL approach is difficult to control and does not converge to the expected stable point. Hence, in order to ensure the convergence to a single v-order fractional extreme point, the two solutions in (12) must be equal, i.e., s v * = s v * 1 = s v * 2 . Let us make s v * = 0. Then, according to the properties of the Gamma function, it can be derived that 1/( (12) , the relationship between a single fractional optimal value s v * and the first-order optimal value s 1 * can be derived as
Equation (13) shows that the classical FOSD method is a special case of the FAL approach (called fractional steepest descent approach). When v = 1, 2, 3 and
, and E has a single v-order fractional extreme point. Note that the v-order FAL approach must satisfy
Substituting (14) into (12), the relationship between s v * and s 1 * can be derived as
In this equation, if v = 1, 2, 3 and v satisfies (14) , the convergence value of the iterative search process of the FAL approach is s v * . Thus, substituting (9) and (15) into (6), the energy norm E, expressed in terms of the fractional extreme value E v min and fractional optimal value s v * , can be derived as
Substituting (8) into (7), the transient property of the iterative search process can be derived from s 0 to s v * , for this FAL approach, given as
Substituting (11) into (17), one can obtain
Then, substitution of (15) into (18) results in
Equation (19) 
To further simplify this nonlinear computation, we only take the item summation of the power series expansion of s v , when n = 0 and n = 1, as the approximation of s v . One can then derive that (19) can be rewritten as
Equation (20) is a first-order ordinary differential equation with variables that are separable. Solving (20) by separation of variables, one can arrive at the solution s(t). By discretely sampling s(t) about t, the general form of s k can be obtained
For the iterative search process of the FAL approach to converge, it must meet the condition
where χ is a positive constant. Thus, the constant coefficient μ satisfies
Variables s k and k of the classical FOSD method are related by a geometric series [49] . The iterative search process of the FOSD method can be classified as three categories: 1) overdamped oscillation; 2) critically damped oscillation; and 3) underdamped oscillation [49] . Unlike the FOSD method, (21) shows that the relationship between s k and k of the FAL approach is an approximate negative power geometric series. First, when χ = 1
Substituting this approximation into (21) yields
Thus, when χ = 1, the iterative search process of the FAL approach converges in the form of exp(−k). Second, when χ = 2
Thus, when χ = 2, the iterative search process of the FAL approach converges rapidly in the form of exp(−2k). Third, when χ is an integer and χ ≥ 3, the iterative search process of the FAL approach converges sharply in the form of exp(−χk). Similarly, when n − 1 < χ = v < n, the iterative search process of the FAL approach converges rapidly in the form of exp(−vk). In general, the FAL approach on multi-dimensional performance surface of the quadratic energy norm is a generalization of (6) . Equation (6) shows that the energy norm and reverse incremental search process of the multi-dimensional FAL approach are equivalent to E = E 1 min + η(s 1 * − s) 2 and
), respectively, where the constant coefficients η and μ are multi-dimensional vectors. Here μ satisfies the condition, given as
IV. EXPERIMENTS AND ANALYSIS

A. Application of the Fractional Adaptive Learning Approach
This section briefly describes the application of the FAL approach. In view of signal processing applications, the fractional differential has the following nonlinear characteristics [34] , [42] , [44] , [45] . First, the fractional differential of a non-zero constant is not equal to zero. It decreases gradually to zero from the highest value on a singular impulse signal. In contrast, any integer-order differential of a constant is equal to zero. This is a remarkable difference between the fractional differential and the integerorder differential. Second, the fractional differential at the initial point of a ramp function is equal to non-zero, which nonlinearly enhances the high-frequency singular information. If v = 1 or v = 2, the classical Sobel operator and Gaussian operator coincide with the first-order and second-order differential operators, respectively. In contrast, if 0 < v < 1, the fractional differential enhancement of high-frequency singular information is smaller than its first-order differential enhancement; moreover, when the order of the fractional differential increases, the enhancement of high-frequency singular information also increases. Third, the fractional differential of a ramp function does not possess a linear relation; instead, it yields a nonlinear curve. In contrast, the integer-order differential of a ramp function does possess a linear relation.
Based on the aforementioned nonlinear characteristics of the fractional differential, the FAL approach can be applied to the image processing problems [34] , [42] , [44] - [48] . The fractional differential has been demonstrated to preserve, in great detail, the low-frequency contour features in smooth areas. It also enhances the high-frequency marginal information in highly variable greyscale areas and enhances the texture details in areas where greyscale changes are not as obvious. All of this is done in a nonlinear fashion. As such, the FAL approach can be used to perform reverse incremental optimizing searches on the fractional total variation in an image.
By using the FAL approach, we can implement a class of multi-scale denoising models for texture images based on the nonlinear fractional partial differential equations that preserve texture details. In this case, the desired objective is achieved in a non-linear fashion [46] - [48] .
B. Stability and Convergence of the Fractional Adaptive Learning Approach
In this section, the stability and convergence of the FAL approach are discussed. The properties of the v-order fractional differential of the energy norm E are analyzed using fractional calculus. Without loss of generality, we set E 1 min = 10, η = 2, and s 1 * = 5 in (6) and (8) . Then, as shown in Fig. 2 , we numerically implement the v-order derivative
of the energy norm E = E 1 min + η(s 1 * − s) 2 about s. As shown in Fig. 2, if v = 0, D v s performs neither the differential nor the integral operations. If v > 0, D v s performs the fractional differential operation. In Fig. 2(a), (d) , and (g), for
the v-order fractional calculus has two obvious undermentioned features. First, the v-order fractional calculus of most functions is equal to a power function. Second, the v-order fractional calculus of the remaining functions is equal to the sum or product of a certain functions and power function. In this way, the v-order fractional calculus may go on ad infinitum if the denominator of the power function is equal to zero. Therefore, in Fig. 2 (14) shows that when v z satisfies
(12) has two identical solutions. There is a single fractional optimal value s v * = s v * 1 = s v * 2 when the value of v z is related to E 1 min , η, and s 1 * . As shown in Fig. 2(a) and (c),
has a single zero crossing point, and if 0 < v z < v < 1, it has two zero crossing points. In other words, if 0 < v < 1, there may not be a single fractional extreme point of E; in general, the v-order fractional extreme points of E occur in pairs, which are asymmetric about s 1 * . This suggests that if E 1 min , s 1 * , and η are arbitrary, the v-order fractional extreme value s v * of E exists either individually or as a pair. Fig. 2(a)-(c) show
has a single zero crossing point. As shown in Fig. 2(d) Fig. 2(g)-( (14), we can further conclude that if E 1 min = 10, η = 2 = 0, and s 1 * = 5, the solution of
is equal to v ∼ = 0.28577, which shows that E has a single vorder fractional extreme value. Thus, from (8), (12) , and (14), we can numerically implement s v * 1 , s v * 2 , and the v ∼ = 0.28577 order fractional derivative of E. It is shown in Fig. 3 .
From Fig. 3(a) , note that if v ∼ = 0.28577, (12) has two identical solutions, and there is a single fractional optimal value s v * = s v * 1 = s v * 2 of E. From Fig. 3(b) ,
The experiment results obtained coincide with the aforementioned theoretical derivation.
Recall that the v-order fractional extreme point of E is not coincident with the first-order extreme point of E. This implies that the iterative search process of the FAL approach easily passes over the first-order local extreme points of E. From (14) , if v z satisfies
(12) has two identical solutions, and there is a single fractional optimal value
Furthermore, if 0 < v z < v < 1, (12) has two different solutions; specifically
The v-order fractional extreme points of E occur in pairs that are asymmetrical about s 1 * . We also consider the stability and convergence rate of the FAL approach. If (12) has two different solutions, the FAL approach will converge to s v * 1 or s v * 2 . The convergence value (s v * 1 or s v * 2 ) of its iterative search process is related to the randomly selected initial value s 0 . In Fig. 2(d)-(f) , v = 1.25 serves as an example for discussion. Equation (12) (7), (12) , and (17), respectively. Thus, in order to converge to a single v-order fractional extreme point, the two solutions of (12) (14), when v ∼ = 0.28577, it has a single v-order fractional extreme point of E. Thus, from (9) and (15), we derive
For (19) , the randomly selected initial value s 0 = 15, and the total number of iterations is 200. Furthermore, It is also assumed that 0 < χ = 0.25 < 2, 0 < χ = 1.75 < 2, and χ = 2 in (22) . Equations (19) and (22) As χ and μ increase, the iterative search process is accelerated.
When k = 50, the search process converges to the stable state of s k = 4.3270. Furthermore, if χ = 2, μ = 0.0790. The iterative search process of the FAL approach converges in the exponential form of exp(−2k) which depicts that its iterative search process is very fast. When k = 1, it converges to the stable state of s k = 4.2945, only in a single one step. Note that to simplify the nonlinear calculation in (20) , only the item summation of the power series expansion of s v needs to be considered when n = 0 and n = 1. This approximation leads to a small deviation. The three extreme values of the aforementioned experiments are approximate to s k ∼ = s v * , respectively.
Next, the stability and convergence rate of the FAL approach in high-dimensional space are examined in depth. In 3-D space, we assume x E 1 min = 10,
As shown in (14) , when v x ∼ = 0.28577, E has a single v x -order fractional extreme point in the x coordinate direction. Likewise, when v y ∼ = 0.15625, E has a single v y -order fractional extreme value in the y coordinate direction. From (9) and (15), it follows that: Note that the nature of the curve surface of quadratic energy norm looks quite similar to a bowl in 3-D space.
The FAL approach does not converge to the bottom of the bowl of the quadratic energy norm E. The larger the value of χ is, the faster is the convergence rate of FAL approach, and, the sparser is its convergence trajectory. As shown in Fig. 6(a)-(c) , for μ x = μ y , the convergence rates in the x and y coordinate directions also vary; the convergence trajectory of the FAL approach is a nonlinear curve. Fig. 6(d) shows that for μ x = μ y , the convergence rates in the x and y coordinate directions are equal; the convergence trajectory of the FAL approach is a straight line. As shown in Fig. 6(a)-(d 
V. CONCLUSION
In recent times, the notion of how to apply fractional calculus to perform signal processing, and for the purpose of adaptive learning, has become a potent, emerging research problem and a few research studies have been initiated and reported all over the world. In the fields of fractional pattern recognition, adaptive control, and adaptive signal processing, fractional partial differential equations based on the fractional Green formula and fractional Euler-Lagrange equation have been implemented. The fractional extreme point of the quadratic energy norm is quite different from the traditional integer-order one such as the first-order stationary point. To identify the fractional extreme points of the quadratic energy norm, we generalized the integer-order steepest descent method to a fractional approach. Based on the characteristics of fractional calculus mentioned above, a novel mathematical method is proposed where fractional calculus is used to implement FAL approach, named as fractional steepest descent approach.
Unlike the classical FOSD method, the FAL approach has two different properties. First, the v-order fractional extreme point of quadratic energy norm E is not coincident with the first-order extreme point of E. This means E v min is not the smallest value of E. In this manner, the iterative search process of the FAL approach can easily pass over the first-order local extreme points of E. Second, if the fractional differential order of the FAL approach satisfies 0 < v < 1, the quadratic energy norm E may have a single fractional extreme point, or two asymmetric fractional extreme points in a pair about s 1 * . The number of fractional extreme points depends on the value of order v. In order to achieve a single fractional extreme point of E, v must be set to an appropriate value. If 1 < v < 2, the quadratic energy norm E always has two asymmetric v-order fractional extreme points in a pair about s 1 * . This shows that the asymmetric characteristic is an essential property of the quadratic energy norm E and is also an essential property of nature. If 2 ≤ k < v < k + 1, where k is a positive integer, the quadratic energy norm E has no fractional extreme point. [46] - [48] . It is well-known that the classical first-order Hopfield neural networks are based on the first-order differential and first-order adaptive learning approach, specifically the FOSD method. Thus, the FAL approach can also be applied to implement fractional Hopfield neural networks and anti-chip cloning attacks for anti-counterfeiting. Some initial discussions in these aspects are presented in [50] and [51] . It is intended that in-depth studies in these directions will be undertaken as future course of work.
