At current time, the availability of large music repositories poses challenging research problems. Among all, content-based identification is gaining an increasing interest because it can provide new tools for easy access and retrieval. In this paper we describe an ongoing methodology for the content-based identification of unknown music recordings through a collection of music documents. Moreover, as future prospective scenario, identification is viewed in a more general similarity context, where also the perception of the users is considered.
INTRODUCTION
Nowadays, the availability of large music collections poses challenging problems mainly related to the organization of documents according to some sense of similarity. To address this issue, from a research perspective, an interesting starting point seems to be the automatic identification of music recordings. In this context, given an unknown excerpt of a music work, the task is to retrieve all the recordings of a music collection sharing some content with the query and to deliver relevant metadata such as title, artist and other additional information. An earlier approach to music identification was audio fingerprinting that consists in a contentbased signature of a music recording to describe digital music even in presence of noise, distortion, and compression [4] . However, the fingerprint value is strictly related to a particular music performance, but the identification of a music work may be carried out also without linking the process to a particular recording. For example, identification of live performances may not benefit from the fingerprint of other performances, because most of the acoustic parameters may be different. The solution would be to collect all the possible live and cover versions of a music works, which is clearly unfeasible. Thus, a good music identification approach has to be able to identify music works from the recording of a performance, yet independently from the particular performance, and to sort the elements of the collection according to some similarity measure with the query. Music works to identify may be live performances, cover versions, noisy registrations and so on. In literature several approaches to establish whether two musical pieces share the same melodic or tonal progression have been proposed, such as in [7] , [13] and [5] . Efficient and scalable systems for a cover music identification task were also proposed in [18] and [11] . Content-based identification approaches can have a direct implication in different fields such as musical rights management and licenses, learning about music, discovery new music and many other topics related with music perception and cognition. Furthermore, a general technique can be exploited in different tasks, where identification is just an application among other possible ones. At this purpose, the ongoing methodology that we proposed in [11] aims at being general enough to be useful in other tasks mainly related to the music similarity context. Thus, in the following, Section 2 provides an overview of the methodology together with the new directions whereas Section 3 describes ideas and prospective approaches toward a more general music similarity system including also users perception.
A CONTENT-BASED MUSIC IDENTIFICATION ENGINE
The content-based identification approach described in this paper was firstly proposed in [10] and [11] . The objective is to identify each recordings of a score (including live performances and cover versions) through a collection of indexed high quality recordings. The assumption we made was that, if a performance is played according to the original score, it can be generally modeled and identified through the score information alone. The system is mainly based on an application of hidden Markov models (HMMs) [15] . Since the identification through HMMs is linear with the size of the collection, an index of the collection have been built to extract from the collection a cluster of candidates to be re-ranked with the HMMsbased identification. Figure 1 provides the general structure of the system; a first prototype is also available on-line at [12] . 
Clustering the Collection
The music features exploited to extract a cluster of the collection should be both general and robust to all the variations due to differences between the query and the collection recordings (tempo variations, tonality shift, different voices, etc.). One of the most common music content descriptor are chroma features. The basic idea behind chroma is that octaves play a fundamental role in music perception and composition. For instance, the perceived quality -e.g. major, minor, dominant, and so on -of a given chord depends only marginally on the actual octaves where it spans, whereas it is strictly related to the pitch classes of its notes. Following this assumption, a number of identification techniques based on chroma have been proposed, in particular in [13] and [7] . In our approach [11] , chroma features are used to index the music collection. In particular, chroma are considered as pointers to the the music documents they belong to, playing the same role of words in textual documents. Each chroma feature points to a number of recordings and to a set of time positions within each recording. One major advantage of indexing in text retrieval is that the list of index terms can be accessed in logarithmic, or even constant, time. The same cannot be applied to feature vectors, because the exact match has to be replaced by a similarity search, which is less efficient. One of the technique to handle efficiently this issue is the locality sensitive hashing (LHS) [6] . Its basic idea is to apply to the feature vectors a carefully chosen hashing function with the aim of creating collisions between vectors which are close in the high dimensional feature space. The hashing function itself becomes then an effective tool to measure the similarity between two vectors. Following this idea, we propose to represent the 12-dimensional chroma vectors with a single integer value through an hashing function, not depending on the absolute value of the chroma pitch classes, but just on their rank within the vector. In Figure 2 the whole chroma indexing process is depicted. Retrieval is carried out using the bag of words paradigm, then by counting the common chroma words between the query and the recordings of the collection. A problem that may affect retrieval effectiveness is that chroma-based representation is sensitive to transpositions. In fact, if the query and the matching recordings stored in the database are played in different tonalities, they have a totally different sets of chroma. We addressed this problem by considering that a transposition of s semitones will result in a rotation of the chroma vector of s steps. Each query is than transposed to include all the most common tonalities. At the end, the top N retrieved recordings are considered as the cluster of potential candidates. Experimental results achieved with a collection of 1000 recordings of classical music showed that a cluster of 100 documents (1/10 of the collection) was sufficient to have a 100% of recall [11] . First evaluation with pop and rock music gave promising results even if, due to the more variety of the music, a more accurate elaboration seems to be necessary to achieve the same precision. At this aim, experience matured in information retrieval proved that usually the combination of different features outperforms the use of just one. Then, following this assumption we believe that including other music descriptors could increase the performances of the system in terms of both precision and recall. Considering that cover songs generally preserve not only the harmonic-melodic characteristics of the original work but also its rhythmic profile, the first idea is to combine chroma with some rhythm descriptors, such as the one proposed in [9] for a genre classification task and called rhythm histogram (RH). In a RH the magnitudes of each modulation frequency bin for all the critical bands of the human auditory range are summed up to form a histogram of "rhythmic energy" per modulation frequency. Similarity relationships can be measured according to the distance among the histogram representations, and the songs of the collection can be ranked following these values. A weighted final rank is then computed through a weight merge of both lists, where the greater weight is given to the chroma list. In a similar way, another music features that could be exploited are the Mel-frequency cepstral coefficients (MFCCs). MFCCs are often used to compute music similarity especially in genre classification tasks [16, 3] . They capture the overall spectral shape of the audio signal, which carries important information about the instrumentation and its timbre, the quality of a singer's voice, and post-production effects [2] . However, they do not capture information about melody and rhythm which are the most important features for the identification task we are proposing. Anyway, following one more time the assumption that the combination of different features usually outperforms the use of just one feature, we believe that even MFCCs can be useful to increase the efficacy of the system. MFCCs can be represented as a sequence of n-dimensional vectors, where the value of n depends on the accuracy required by the system. Thus, they can be modeled and retrieved with the same hashing approach of chroma, and can provide another rank list of potential candidates to be merged with the other rank lists. Alternatively, considering their major application in genre classification tasks, MFCCs rank list may be exploited independently to pre-filter the collection according the music genre (pop, rock, folk, etc.). Then just the subset of the collection extracted can be considered in the chroma-based identification.
Identification
The cluster extracted from the collection is re-ranked with the HMMs-based identification methodology proposed in [10] . The basic idea of the approach is that, even if two different Future Directions in Information Access -FDIA 2009 performances of the same music work may differ in terms of acoustic features, it is still possible to generalize their music content through a statistical models. To this aim, each recording of the collection has to pass through some modeling steps. In a first step, a segmentation process extracts audio subsequences that have a coherent acoustic content. The aim of segmentation is to divide the music signal into subparts that are bounded by the presence of music events, where an event occurs whenever the current pattern of a music piece is modified (one or more new notes being played or stopped). Segmentation of the acoustic flow can be considered the process of highlighting audio excerpts with a stable pitch. Coherent segments of audio are then analyzed through a second step in order to compute a set of acoustic parameters that are general enough to match different performances of the same music work. In line with the segmentation approach, also parameters extraction is based on the idea that pitch information is the most relevant information for a music identification task. Because pitch is related to the presence of peaks in the frequency representation of an audio frame, the parameter extraction step is based on the computation of local maxima in the Fourier transform of each segment, averaged over all the frames in the segment. In a final step a HMM is automatically built to model music production as a stochastic process. The idea is that music recordings can be modeled with HMMs providing that states are labeled with events in the audio recording and their number is proportional to the number of segments, transitions model the temporal evolution of the audio recording and observations are related to the audio features previously extracted that help distinguishing different events. At identification time, an unknown recording of a performance is preprocessed in order to extract the features modeled by the HMMs. All the models are ranked according to the probability of having generated the acoustic features of the unknown performance. Ideally the alignment of the query through the correspondent model will follow a linear trend, achieving the final higher probability. Since the simplicity of the models, coarse alignment between the events and the acoustic features could occur. This problem is handled by providing a support parameter, which measures the distance between the computed path and an estimated linear path. Such linear path can be estimated by considering the regression analysis of the computed alignment points. A complete evaluation of the methodology with a collection composed of about 1000 recordings of classical music can be found in [11] . The complete system gave a final precision of 90% with the 84% of the analyzed query correctly ranked in the first position with an identification time of about 3 seconds. As for the clustering component, an extension for popular music is under development and initial results seems to be very promising.
IDENTIFICATION IN SIMILARITY ANALYSIS
A content-based music identification system may have different application scenarios, mainly towards accessing, organizing, browsing and recommending. Automatic identification of unknown recordings can be exploited as a tool for supervised manual labeling: the user is presented with a rank list of candidates, from which he can choose the matching one. Once that the unknown recording has been correctly identified, it could be indexed and added to the music collection. Identification may also be exploited to retrieve all the different versions of the query stored in the collection (live or cover). Given the identification tool, a research prospective aims at exploiting it in a similarity measure context. At this purpose, one of the main issues concerns the understanding of the similarity concept itself. In fact, a very common consideration is about the structure of the rank list of an identification system and an immediate question may be: "in an ideal situation where the matching documents are always ranked on the top, is the first non-matching item the most similar of the collection to the query?". The answer is not an easy task. In fact, in a mathematical sense we may say that, it is the most similar because it shares the larger number of features. However, in a general sense, the similarity concept is very subjective and strictly related to the context and especially to the listeners. Basing the similarity measures just on the content is a bit reductive because music content is very various and many factors are involved. Moreover, the perception of the users could be various and likely much different from the computed one. In the following, we propose some solutions to exploit the identification tool in a similarity context.
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Mainly, we believe that this could be done either considering the feedback with users or through an integration with textual metadata.
Users Relevance Feedback
To consider music identification as a similarity task, feedbacks provided by the users can be exploited. In the supervised manual labeling scenario previously proposed, users have to listen the documents of the rank list to find the matching items. Then, by providing a rating pool, we could measure the level of similarity with the query perceived by the listeners. In fact, people can rate all the items of the rank list according their perception of similarity (for instance with scores from 1 to 5). Beside explicit feedback, an implicit feedback approach could also be considered. The idea is to propose the identification tool as a playlist generator. The rank list can be seen as a playlist suggested by the system in response to the query. The user could decide to listen all the retrieved items even after the matching document, for example to search new music. Then implicit feedback can be used to measure the likeness of the user to the provided playlist. Likeness can be related to songs skip, if all the song of the list were listened or not, if the song were completely listened , etc. All these measures can be processed to achieve a descriptor for the grade of likeness of the proposed playlist. This descriptor can be related to a similarity concept by assuming that the query provided is a recording that user likes and about wants to have more information. Clearly, implicit feedback must be considered just in case the user had effectively listened to the playlist, and not when he has only searched for the matching items. The time spent on the results page could be considered a valid estimator; in case of a short time, implicit measures would not be considered. All the feedbacks could be then exploited to have similarity relations among the collection items and to create clusters of similar documents. Moreover, they could provide a study to understand the behavior of the content-based identification tool according to the similarity perception of the users (how close the ranking list is to the similarity perception of listeners).
Integration with Social Tags
The content-based identification system can be used together with textual metadata to define similarity relationships among the items of a collection. A content-based identification tool will provide a component to measure the similarity of the music content, whereas all the tags associated to the items will provide a user-based description [8] .
Considering the rank list provided by the system, it would be possible to provide the system with a component to browse the collection according to some pre-computed similarity relationships based on tags. For example, starting from the matching items an user could browse the collection searching similar items or creating a playlist, where the similarity is based on social tags representing the cognitive perception of people. A future research prospective that we are going to investigate is how to modify the structure of the identification system ( Figure 1 ) in a tool to define off-line similarity relationships among the documents of the collection. An initial schema of the system is depicted in Figure 3 . As it can be seen, the approach aims at computing all the content descriptors and to map them in some metric spaces in order to define a sort of distance among descriptors. Considering content distances and social tags, it would be possible to define similarity relationship for the documents of the collection. We believe that these computed similarity scores would be very descriptive since representing both music content and users perception. A preliminary idea is based on representing the collection and the similarity relationships as an hidden Markov model where transition probabilities among states depend on the content-similarity relationships whereas the observation probabilities of each state are related to the social tags. Well known, statistical paths through the model [15] allowed an user to browse the collection according a similarity global value express in terms of probability which combines both content and user similarity relationships. All social tags can be collected in different ways. In literature different methodologies to tag music have been proposed, mainly based on either human-annotations, web mining or auto contentbased annotations [14] . A common approach is to gather human-based tags for a descriptive training set and then to exploit a content-based auto-tagger approach, such as the one proposed in [16] which uses a machine learning technique based on multivariate Gaussian mixture models to annotate the new songs. The proposed system may be used in different tasks ranging from recommendation systems to the browsing by similarity of a collection. Especially concerning recommendation, we believe that it could be an useful tool for the "items cold start" issue [1] , since new items will be provided with content-based descriptors that would be useful to define also likely social aspects.
CONCLUSIONS
This paper describes a methodology for the content-based identification of music documents. The aim is to identify each recordings of a score (including live performances and cover versions) through a collection of indexed high quality recordings. The approach is based on two steps. At first, a cluster of the collection is retrieved to highlight some potential candidates for the query, whereas a second step computes the similarity between the query and the documents of the cluster with an application of HMMs. The methodology is still under study, and prospective directions to improve the results are provided. A content-based music identification system may have different application scenarios, where supervised manual labeling of unknown music recordings seems to be the most suitable. In this context, a larger concept of similarity, not only based on content features but also considering the cognitive perception of the listeners, can be introduced. At this aim, we proposed some different ideas to apply the music identification tool in a larger similarity context. The descriptions provided represent future approaches that we are going to investigate and we consider interesting for the community.
