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Abstract
In material testing applications, Computed Tomography is a well established imaging technique that allows the
recovery of the attenuation map of an object. Conventional modalities exploit only primary radiation and although in
the energy ranges used in industrial applications Compton scatter radiation is significant, it is removed from the measured
data. On the contrary, Compton Scattering Tomography not only accounts for the Compton effect but also uses it to
image material electronic density. Despite its promising applications, some aspects of Compton scattering tomography
have not been studied so far and, since they are necessary for the design of a operational system, they need to be
addressed.
In this paper we analyze the effect of some physical influences regarding real detectors for the Circular Compton
Scattering tomography, a system recently introduced by the authors. This is accomplished through the formulation of
a new weighted Radon transform. In addition, we propose to adapt the acquired data with pre-processing steps so that
they are suitable for reconstruction with a filtered back-projection type reconstruction algorithm, and thus, properly
deal with missing data of real measurements. Finally, we introduce a bi-imaging configuration that allows recovering
simultaneously the electronic density map of the object as well as its attenuation map.
1 Introduction
Computed Tomography has been widely used in non-destructive testing and evaluation in industry. This imaging
technique exploits the reduction of the intensity of transmitted rays due to the attenuation in matter when X or
γ-rays penetrate deeply on it along linear paths. However, CT, as well as other conventional emission imaging
techniques, uses only transmitted radiation information. The idea to use also Compton scattered radiation, the
predominant photon interaction in the range from 0.1 up to 5 MeV, came up years ago and gave birth to the
concept of Compton Scattering Tomography (CST) [1, 2, 3]. The image formation process exploited in CST
systems rests on the formula linking the scattering angle ω to the energy Eω of a scattered photon according to
Eω =
E0
1 + k(1− cosω) , (1.1)
whereE0 is the energy of the primary photon, k stands for E0/mc
2 and mec
2 = 511keV is the energy of an
electron at rest. This one-to-one correspondence ensures that the considered photon was scattered on a site
located on a circular arc whose end-points are the source S and the detector D, see Fig. 1a. A higher electron
density results in a higher probability for a photon meeting an electron and consequently a higher scattering
count. The idea of using Compton scattering to explore hidden structures of the object, i.e. its electron density,
arises as a natural extension of this observation.
CST opens new perspectives for tomographic imaging in industry and exhibits advantages in some scenarios
like the scanning of large objects [4, 5, 6] with source and detectors on the same side. Other applications
are airport baggage control [7], cultural heritage inspection [8, 9] and biomedical imaging [10, 11, 12]. Each
design has its own setup namely moving or fixed source, shape of the detector array, collimators, etc., and its
own implementation advantages. In this context, a new two-dimensional CST system has been proposed by the
authors [13, 14]. This two-dimensional modality is made of a fixed source and a ring of detectors passing through
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Figure 1: Concept of CST.
the source (see Fig. 2). It was called Circular Compton Scattering Tomography (CCST). Preliminary studies on
this system reveal some attractive features relative to previously proposed systems. Since CCST does not require
any rotation or translation movement of the complete setup in order to obtain a full set of projection data, a
reduction of acquisition time in front of other designs can be expected in practice. Furthermore, mechanical
complexity is reduced by using non-moving components. In addition, compared to some linear configurations, a
circular detector array allows having a compact setup capable of scanning small as well as large objects [14].
So far, the literature on CST has focused mainly on the mathematical aspects of Radon operators modelling
it such as inverse formulas [4, 6, 12, 15, 16, 17, 18], injectivity [19, 20] or range conditions [21, 22, 23]. Some
physical issues of practical importance have been let aside in models namely optimal source positioning, size
and energy resolution of detectors, multiple scattering, etc. The permanent progress on detector technology
[24, 25] highlights the need of an accurate characterization of the effects of real detectors on the data and also
on reconstructions.
In previous works on CCST, we also used a theoretical approach of the modality with usual drastic assump-
tions such as ideal source and detectors and absence of attenuation in matter, as is usual in this field. These
studies lead to an exact reconstruction algorithm. Numerical experiments allowed us to prove that information
of scattered radiation recovered using CCST is enough to reconstruct the original object. In this article we
continue to study the CCST from a practical and more realistic point of view. Particularly, we put spotlight on
the effects that real features of detectors like limited energy resolution and finite size, have on reconstruction
quality. The introduction of such real factors in the model introduces uncertainty for the localization of the
scattering site and missing data. We propose in this article a pre-correction data technique in order to address
the problem of missing data. Futhermore, attenuation is also included in the model. With this contribution, we
expect boosting up the development of an operating CST imaging system.
The paper is organized as follows. Section 2 introduces the parametrization of the CCST setup as well as
the formulation of data acquisition. Section 3 is devoted to the presentation of a novel bi-imaging system, which
combines CCST with a traditional modality of CT. Numerical experiments as well as strategies to deal with
missing data are shown in Section 4. Finally, a discussion about open questions is proposed in Section 5 and
concluding remarks of Section 6 end the paper. The details of the demonstration of the forward model are given
in Appendix A.
2 A non-moving system of Compton scattering tomography
In this section we explain a configuration for Compton scattering tomography that we have recently introduced
in [13]. Here, we propose a new model for it that takes into account the effect of real detectors on the recorded
data. The modality has been called Circular Compton Scatter Tomography and has attractive features like
using fixed source and detectors in order to reduce the mechanical complexity of the design.
2.1 A fixed setup
The system employs a monochromatic source that irradiates an object placed inside of a ring of detectors, see
Fig. 2. The source S is located at the origin and collimated in order to scan a cross section of the object.
Detector cells Dk are distributed along the ring. When a detector registers a scattered photon of energy Eω that
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has been emitted by the source with energy E0, the interaction sites are located on a circle arc passing through
S and Dk. Then, the flux of photons with energy Eω registered by D is proportional to a weighted integral of
the electronic density of the object along a pair of circle arcs labelled by the scattering angle ω, see Fig. 2. The
weighting factors are related to physical effects studied in this work.
Figure 2: Parametrization of the CCST setup and the scanning arcs of circle
Let’s consider the ring of diameter P defined by the polar equation r = P cos(θ + pi/2), where θ ∈ [pi, 2pi[.
The ring contains ND detectors Dk labelled by k ∈ {1, .., ND}. The position of the center of each detector is
given by coordinates (rDk , θDk). In the proposed modelling, a constant distance between neighbouring detectors
is considered. This point is achieved with the definition of θDk,int = 2pik/(ND + 1), the angle subtended by
the y-axis and ODk, and related with polar angle θDk with the expression θDk = pi + θDk,int/2. Hence, polar
coordinates of a detector Dk are
(rDk , θDk) =
(
P cos
(
θDk +
pi
2
)
, pi
(
1 +
k
ND + 1
))
. (2.1)
Detectors are characterized by the arc length L encompassed by them. Finite-size detectors are then modelled
by extending its angular limits on both sides of θDk,int with ∆D
θDk,int,r ∈ [θDk,int −∆D, θDk,int + ∆D]. (2.2)
There is a maximum value for ∆D to avoid superposition of detectors in the design of the setup ∆D ≤ ∆Dmax =
pi/(ND + 1), which corresponds to the condition on the arc length L ≤ Lmax = 2P∆Dmax.
As it was indicated, when a detector Dk of the ring collects a photon with energy Eω, all the possible
scattering sites may be on two circular arcs C1 and C2 of equations
Ci(ρi(ω, θDk), φi(ω, θDk)) : ri = ρi(ω, θDk) cos (θi − φi(ω, θDk)), i ∈ {1, 2} (2.3)
where
ρ1(ω, θDk) = P cos(θDk + pi/2)/ sin(ω) = ρ2(−ω, θDk), φ1(ω, θDk) = θDk + ω − pi/2 = φ2(−ω, θDk), (2.4)
θ1 ∈ [θDk , θDk + ω] and θ2 ∈ [θDk − ω, θDk ]. See Fig. 2. For the sake of readability of next equations, we will
write ρi and φi in reference to ρi(ω, θDk) and φi(ω, θDk). As we are going to see in next section, circle arcs C1
and C2 are the manifold of the transform modeling the modality.
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2.2 A weighted Radon transform modelling data
We denote I the intensity of the flux of photons with energy Eω collected by a detector Dk. From now and
then, we denote Ii the intensity of scattered photons of order i. The quantity I can be expanded according to
the scattering order of the photons, I = I0 + I1 + I2 + .... The model of the CST exploits first-order scattering,
the other scattering orders, less predominant than first order, are considered as noise. The flux I1 due to the
interaction of photons with electrons in the cross-section of an object with electronic density ne admits for
general expression
I1(Dk, Eω) =
∫
M∈(C1∪C2)
a1(SM,E0)ne(M) q(M,Dk, ω) a2(MDk, Eω) dl(M), (2.5)
where Dk is a given detector and Eω the registered energy. The weighting function q groups several physical
quantities such as solid angle and differential Compton cross section per solid angle. Attenuation factors a1 and
a2 correspond to the emitted and transmitted rays along the respective linear paths SM and MD,
a1(SM,E0) = exp
(
−
∫
(x,y)∈SM
µE0(x, y)dl
)
and a2(MDk, Eω) = exp
(
−
∫
(x,y)∈MDk
µEω (x, y)dl
)
. (2.6)
We now introduce a formulation for I1 suitable for numerical calculation. First, attenuation coefficients along
the linear paths SM and MD are written as negative exponential functions
a1(E0; r, θ) = exp
(
−
∫ 1
0
µE0 (t xM , t yM ) dt
)
(2.7)
a2(θDk , Eω; r, θ) = exp
(
−
∫ 1
0
µEω (xM + t (xD − xM ) , yM + t (yD − yM )) dt
)
, (2.8)
where (xM , yM ) = (r cos θ, r sin θ) and (xD, yD) = (−P sin (2θDk)/2,−P sin θDk2) refer to the respective Carte-
sian coordinates of the interaction site M and the detector D. The weighting function q for the CCST modality
is the same for both scanning circle arcs C1(ρ1, φ1) and C2(ρ2, φ2) and admits for expression
q(θDk , ω; r, θ) = s(θ)
dσc
dΩ
(E0, ω)
E0
E2ω k sinω
P | sin θDk sin(θ − θDk)|
sinω2
sin (θ − φ1(θDk , ω))
ρ1(θDk , ω)
2 cos (θ − θDk)2
∆E, (2.9)
with s(θ) is the angular distribution of emitted photons and ∆E the energetic resolution of the detectors, the
reader can refer to Appendix A for the detailed derivation of this factor. Finally, we use Dirac distribution to
restrict the integration to the corresponding manifold and I1 is written as a function of (θDk , ω) according
I1(θDk , ω) =∑
i=1,2
(−1)i
∫ θDk+(−1)iω
θDk
∫ ∞
0
a1(E0; r, θ)ne(r, θ) q(θDk , ω; r, θ) a2(θDk , Eω; r, θ) δ(r − ρi cos(θ − φi)) drdθ.
(2.10)
The latter expression of I1 is a weigthed Radon transform on a family of circular arcs. This family considers
circular arcs having a fixed extremity at the origin of the coordinates system and the other is located on a circular
arc passing through the origin. Equation (2.10) models the data recorded by detectors in this configuration taking
into account several physical effects. Consequently, an exact recovery of the map ne(r, θ) requires an inversion
formula of this weighted Radon transform.
3 A novel bi-imaging system combining CST and fan-beam CT
The circular geometry of our configuration allows to associate CCST and conventional fan-beam CT in a single
imaging system.Thus, when detectors are set for recovering transmitted photons of energy E0, the system is
used as the well-known fan-beam CT scanner1. Hence, with the dual configuration, one can recover either
cross-sections of attenuation map or the electronic density with the CST mode. With such a bi-imaging system,
the majority of the information of recovered photons, that is I0 and I1, is exploited.
1The fan-beam CT mode requires, of course, the mechanical rotation of the system.
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(a) Fan-beam CT mode (b) CST mode
Figure 3: The two scanning modes of the bi-imaging system : (a) Fan-beam CT mode and (b) CST mode
4 Numerical experiments
We present in this section numerical simulations of the CST mode according to the proposed model of Section 2.
These numerical experiments focus on CCST, because fan-beam CT has been deeply studied in the last century
and is now well known.
After the presentation of the proposed reconstruction algorithm, some pre-correction steps are proposed to
deal with the occurred missing data and reduce its impact on reconstruction quality.
4.1 Simulated phantom and general parameter choices for the setup
A phantom of 10 × 10 cm made of carbon and aluminum was employed for simulation. The object consists of
eight circles (see Fig. 4) whose parameters are given in Table 1. The geometry of this phantom, albeit simple,
allows the visual evaluation of useful criteria such as contrast, spatial resolution (with the circles of different
sizes) or the consequences of missing data on the reconstruction of singularities of the object in any direction.
The electronic densities of carbon and aluminium are set respectively equal to 1.00 ·1023 and 6.02 ·1022 electrons
per cm3. To avoid large numbers of order 1023 on measurement data, we used preferably the relative electronic
density value η defined as
η =
ne
ne,water
, (4.1)
where ne,water = 3.23 · 1023 electrons per cm3 denotes the electronic density of water. Furthermore, attenuation
coefficient values of carbon and aluminum between E0 and Epi were computed by linear interpolation of ground-
truth data of NIST database [26].
No. of circle Coordinates of the center Radius Component
x y (cm)
1 0 -10 5 Al
2 0 -10 4 C
3 2.5 -10 1.1 Al
4 1.25 -7.8 1 Al
5 -1.25 -7.8 0.89 Al
6 -2.5 -10 0.77 Al
7 -1.25 -12.2 0.63 Al
8 1.25 -12.2 0.45 Al
Table 1: Parameters of the phantom.
Figure 4: Setup of the system and simulation
phantom
Regarding the simulated setup, we assumed an isotropic and mono-energetic point-like source emits photons
of energy E0 = 300 keV. This source was considered as ideal to highlight consequences of real detectors. The
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object was placed inside the ring of diameter P = 20 cm containing ND = 185 detectors. This amount represents
three detectors per centimeter on the ring. The energy resolution of detectors is set to ∆E = 1keV.
The parameters, described above, remain fixed for all proposed simulations.
4.2 Simulation of data measurement from the proposed Radon transform mod-
elling
From Eq. (2.10), some factors of the weighting function can be absorbed into I1 or ne, since they are only
functions of (r, θ) or (θDk , ω). This avoids also weighting data with very small values (of order 10
−10) of Klein-
Nishina differential cross-sections (see Eq. (A.2)). The weighting function is decomposed into three parts as
q(θDk , ω ; r, θ) = q1(θDk , ω) q2(r, θ)
| sin (θ − θDk)| sin (θ − φ1)
cos (θ − θDk)2
, (4.2)
where q1(θDk , ω) and q2(r, θ) group respectively all coefficients of q depending on (θDk , ω) and (r, θ). Introducing
the I1 = I1/q1, data recovered by detectors are
I1(θDk , ω) =∑
i=1,2
(−1)i
∫ θDk+(−1)iω
θDk
∫ ∞
0
a1(E0; r, θ) η(r, θ) q(θDk , ω; r, θ) a2(θDk , Eω; r, θ) δ(r − ρi cos(θ − φi) drdθ (4.3)
where η = ne ·q2/ne,water and q = q/(q1 ·q2). Then, Eq. (4.3) is rewritten considering a relative electronic density
in Cartesian coordinates to be closer to a real system. This conversion leads to the following parametrisation
for scanning circle arcs
Ci(θDk , ω) : (xi(γ), yi(γ)) =
ρi
2
(cosφi + cos γ, sinφi + sin γ), γ ∈
[
θDk − ω +
3pi
2
, θDk + ω +
3pi
2
]
. (4.4)
Using Eq. 4.4 in Eq. 4.3 gives finally the equation of acquired data used for simulation
I1(θDk , ω) =
∑
i=1,2
∫ θDk+ω−3pi/2
θDk−ω+3pi/2
a1(E0;xi(γ), yi(γ)) η(xi(γ), yi(γ)) q(θDk , ω; r, θ) a2(θDk , Eω;xi(γ), yi(γ)) dγ
(4.5)
Figure 5a shows the results of acquired data from Eq. (4.5) with point-like detectors.
4.3 On image reconstruction
The analytic inversion of Eq. (2.10), as well as the analytic inversions of the Radon transforms modelling data
recorded by other CST systems are still an open challenging question. The complexity of this type of inverse
problem lies in the fact that these non-linear integral transform, calls for integration on two different manifolds,
on circular arcs first (for the scattering model) and on linear paths (to take into account attenuation of matter).
This explains why, for the sake of mathematical tractability, the modelling of data acquisition has been studied
first by the authors under ideal conditions, that is, ideal source and detectors, perfect energy resolution, absence
of noise and attenuation [13, 14]. From Eq. (2.10), these assumptions are translated by the drastic and unrealistic
simplification
a1(r, θ, E0)q(r, θ; θDk , ω)a2(r, θ; θDk , Eω) ≈ 1. (4.6)
Furthermore, the intrinsic geometry of CCST introduces an ambiguity on the localization of the scattering
site, which can be either on C1 or C2. In order to overpass both problems, iterative reconstruction methods such as
Kaczmarz’s algorithm can be considered but at the cost of computation time and memory requirements. In this
article, we propose to adapt acquired data to be convenient for a FBP-type reconstruction algorithm, previously
proposed by the authors in [13]. Such an algorithm allows preserving a low computation time without any prior
information on the object for reconstruction. Regarding the possibility for the photon of being scattered on two
circle arcs, we suppose in the proposed simulations that the detector is able to dissociate photons incoming from
one or the other circular arc with, for instance, a system of collimation or filtering. This assumption is discussed
in Section 5 of the paper. From Fig. 5a, one can now obtain data on scanning arcs C1 or C2 separately. See the
results on Figs. 5b and 5c with the simulation parameters described previously.
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(a) Image formation I1(θDk , Eω) (b) Image formation I1(θDk , Eω) on C1 (c) Image formation I1(θDk , Eω) on C2
(d) Rearranged acquired data I1(ρ, φ) (e) Acquired data under ideal condi-
tions I˜1(ρ, φ)
Figure 5: Image acquisition (a) with point-like detectors of energy resolution ∆E = 1keV . Data are separated on C1 (b)
and C2 (c) and then rearranged (d) for image reconstruction. Comparison with data (e) acquired with ideal conditions.
This reconstruction algorithm supposes the recorded data are functions of (ρi, φi). Figure 5d shows the results
of rearranged data from both Figs. 5b and 5c. With such change of variables, the circle arc families C1 and C2
are grouped into one named C and its parameters are denoted (ρ, φ) in the rest of the section. For comparison
purposes, Fig. 5e depicts measurement data with the same setup upon ideal conditions. Consequences of realistic
energy resolution are two-fold. First, there is an abrupt cut-off of data when ρ increases (equivalently, when
energy values are close to E0) whereas theoretical circular arcs having an infinite diameter give also information
on the object. We observe in a second step the base of the U -shape of Figs. 5d and 5e. In addition to few
missing data caused by the distance between detectors adjacent to the source in Fig. 5e, fixed energy resolution
is responsible for an enlargement of this hole in Fig. 5d. Some pre-processing steps can be considered in order
to attenuate the consequences of these missing data. Before presenting it, we explain in next paragraph the
reconstruction algorithm.
4.3.1 Algorithm
Denoting I˜1 the data measurement under ideal conditions, the cross-section of the electronic density ne(x, y) of
an object in Cartesian coordinates can be recovered exactly from I˜1 [13] with
ne(x, y) =
1
2pi
∫ 2pi
0
dφ
1
x cosφ+ y sinφ
· F−1
(
−i · sign(ν)F
(
∂I˜1(ρ, φ)
∂ρ
ρ
)
(ν)
)(
x2 + y2
x cosφ+ y sinφ
)
, (4.7)
where F denotes the one-dimensional Fourier transform.
Algorithm 1 summarizes the different steps for reconstructing the object from Eq. (4.7).
4.3.2 Optimal object positioning
The proposed algorithm gives its best reconstruction results when the discretisation of variables (ρ, φ) is uniform
[13]. As an example, Fig. 6c shows the reconstruction result obtained from rearranged data (Fig. 5e) ideal
conditions.
However, when the modelling of data acquisition is performed from parameters (θDk , ω) with a finite and
constant energy resolution, missing data is expected since the relation between ω and ρ is non-linear. Figure
7
Algorithm 1: Reconstruction of the object
Data: I˜1(ρ, φ), data measurement of function ne(x, y) in ideal conditions
Result: ne(x, y)
1 Compute discrete derivation of I˜1(ρ, φ) relative to variable ρ and multiply the result by ρ;
2 Filter the result in Fourier domain by −i · sign(ν) ;
3 For each ϕ, interpolate the data on the considered scanning circles of equation
(x2 + y2)/(x cosϕ+ y sinϕ) = constant;
4 Weight the result using the factor 1/(x cosϕ+ y sinϕ);
5 Sum the weighted interpolations on all directions ϕ;
6 Weight the result by 1/2pi;
(a) (b) (c)
Figure 6: Optimal object positioning for fixed energy resolution. (a) Reconstruction with object centered on the ring. (b)
Reconstruction with object close to detectors opposite from the source.
6a shows the result of image reconstruction from I1(ρ, φ) of Fig. 5d. The reconstructed image exhibits strong
artifacts at its centre and interior circles tend to have rhomboidal shapes. The choice of the optimal position
for the object inside the ring is the first way to improve reconstruction quality. In CCST case, this optimal
position consists in shifting the object close to detectors opposite from the source. In fact, this operation allows
concentrating data as much as possible on small values of ω, hence with approximately the same discretisation.
Figure 6b shows the results considering the object as its new position. The object is now well reconstructed as
the whole although circle streak artifacts persist on reconstruction.
4.3.3 Additional data pre-processing steps for correcting consequences of fixed energy
resolution
To deal with the described artifacts of Fig. 6b, some pre-processing steps for data can be added. This is first
due to abrupt cut-off on data may be diminished by the use of a smoothing filter as shows reconstruction of Fig.
7a. Second, ring artifacts are reduced via interpolation of missing data. The reconstruction result is depicted
in Fig. 7b. Finally, reconstruction from data after both pre-correction steps is given in Fig. 7c. These two pre-
correction steps allow reducing the majority of artifacts. However, upper interior circles have still rhomboidal
shapes. This point can be solved with a finer energy resolution for detectors.
4.3.4 Influence of finite-size detectors on reconstruction quality
We study now the consequences of finite-size detectors on reconstruction quality. Data acquisitions resulting
to the simulations of this paragraph are not pre-processed, in order to not interfere with consequences of such
detectors. With this configuration, all the possible scattering sites may be now on two circular regions R1 and
R2, see Fig. 8a. The ambiguity on the localization of the scattering site implies blur on reconstructions, see the
result for detector lengths L = Lmax/2 and L = Lmax on Figs. 8b and 8c and compare them to Fig. 6b, where
we had point-like detectors.
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(a) (b) (c)
Figure 7: Reconstruction after some data pre-processing. (a) Reconstruction after smoothing. (b) Reconstruction after
interpolation of missing data. (c) Reconstruction after both pre-processing steps.
(a) (b) (c)
Figure 8: Influence of finite-size detectors: (a) Data acquisition is now made on two regions, namely R1 and R2. Recon-
struction results for detectors of arc length (b) L = Lmax/2 and (c) L = Lmax
5 Discussions
This study opens some new interesting issues that will be considered in future works.
5.1 Practical additional considerations for the model
The proposed study gives a step towards a practical model for CCST. However, additional features have to be
added to complete our simulation setup.
First, future work will consider real characteristics for the source. Blur, resulting in uncertainty on the
localization of scattering sites, is expected to affect reconstruction. As with the issue of finite-size detectors,
some deblurring strategies are considered as solutions by the authors for future work. Such methods have already
proved their worth previously in photo-acoustic tomography [27]. Furthermore, consequences on reconstruction
quality of some additional realistic features of energy sensitive detectors will be studied. As an example, incoming
photons to detectors may also be affected by an additional loss of energy due to a Compton effect inside the
detector. Even if current and future advances on detector technology are expected to reduce the probability of
this kind of event, this phenomenon has to be taken into account. Second, a careful analysis of the collimation
on detectors which dissociates photons from a scattering site on C1 or C2 has to be considered. Blur is expected
if the collimation system is not perfect. Work is also on the way to consider a reconstruction formula able to
process data directly from a family of double circular arc to completely remove this collimation.
Moreover, multiple scattering is for the moment considered as noise in our model. A work [28] proposed
recently a step further in this direction, with a model which integrates data acquired from second-order scattered
data I2.
Some work is on the way to validate the proposed model performing Monte-Carlo simulations.
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5.2 Improving reconstruction quality
This work showed that the FBP-type algorithm which is exact analytically under ideal conditions, is also able
to reconstruct despite attenuation and some realistic aspects of detectors. However, there is still progress to
be made in terms of the quality of reconstruction. If one wants to use such FBP-type algorithm, additional
pre and post-processing steps can be considered. As an example, the iterative attenuation correction algorithm
on reconstruction proposed recently by the authors in [29] can be added. This method takes advantage of
transmitted data I0 of fan-beam CT mode. Secondly, as seen in the previous paragraph, deblurring methods
may correct consequences of finite-size sensors and detectors on reconstructions. However, combining many
of these corrective treatments may have a counter-productive effect on reconstruction quality. In that case,
iterative reconstruction techniques or recently introduced deep learning approaches may offer a good alternative.
Otherwise, an interesting work in [28] proposes a feature reconstruction algorithm that can be adapted to this
modality.
5.3 Extension of CCST in three dimensions
Extensions of CCST in three dimensions are also a subject for future work. Two geometries can be considered:
one fixed source and detectors on a sphere or on a cylinder passing through the source. These geometries allow
preserving the advantages of the two dimensional system. Modelling image acquisition using these 3D geometries
leads to Radon transforms on tori, and their inversion are still an open challenging problem. A preliminary study
about these modalities have been proposed recently by the authors in [30].
6 Concluding remarks
In this paper we revisit a model for Compton scatter tomography in order to incorporate some physical influ-
ences that are relevant in a real scenario namely energy resolution of detectors, finite size cells, photoelectric
attenuation, etc. In addition, we introduced a bi-imaging system that enables to reconstruct simultaneously the
electronic density as well as the attenuation map of the object. Numerical experiments reveal the drawbacks
of the reconstruction technique face to missing data and allow to explore new ways to overcome this emerging
difficulties like pre-correction of data, optimal object positioning or detector design. The approach is a clear step
towards a high fidelity modeling for optimal design before a physical implementation. Monte-Carlo simulations
will complement the model by including higher order scattering, some work is on the way.
A Derivation of the weighted RT for real source and detectors
A.1 General formulation of dN , the number of photons collected by a detector
We consider a beam of photons emitted by a source at energy E0 that undergo scattering with angle ω when they
reach an electron. Then, scattered photons continue through its path and some reach a detector D. Neglecting
attenuation coefficients due to emission and scattering phases of the photon trajectory, the number of photons
dN collected by a detector is given by the relation
dN = F dσc nedV, (A.1)
where F is the incident photon flux, nedV is the number of electrons in the small volume dV and dσc is the
differential Compton cross section. The distribution of photons with respect to the scattering angle ω into a
solid angle dΩ (see Fig. 9) is given by the Klein-Nishina differential cross section
dσc
dΩ
(E0, ω) =
r20
2
(
Eω
E0
)2(
Eω
E0
+
E0
Eω
− sinω2
)
, (A.2)
where r0 = hcα/2pimec
2 is the classical electron radius with h the Plank constant, c the speed of light, α the
fine structure constant, me the electron mass and Eω the energy of the photon after collision.
We now introduce in Eq. (A.1) the differential Compton cross-section per solid angle dσc/dΩ
dN = F
dσc
dΩ
ne dΩdV. (A.3)
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=Figure 9: Solid angle in Compton effect.
A.2 Derivation of the weighting factor q(r, θ;ω, θD)
We scan planar cross-sectional maps of thickness ∆z, hence we can assume that the photon flux and electronic
density of the object are invariant along the z-direction. The incident photon flux F can be expressed as
F (r, θ, z) =
s(θ)
r∆z
, (A.4)
where s(θ) stands for the angular density of emitted photons by the source. Substituting dV by rdrdθ∆z and
according to (A.4), the number of photons incoming from a scattering site M of polar coordinates (r, θ) collected
by a detector D(rD, θD) is rewritten as
dN(r, θ, θD) = s(θ)
dσc
dΩ
(E0, ω(r, θ, θD))ne(r, θ) dΩdrdθ. (A.5)
Given a scattering angle ω, we saw in section 2 that two scanning arcs C1 or C2 may correspond. For this
demonstration, we group these two family into one, denoted C, introducing the variable β ∈]− pi, pi[\{0}.
C(ρ(β, θD), φ(β, θD)) : r1 = ρ(β, θD) cos (θ1 − φ(β, θD)), θ1 ∈ [θD, θD + β] (A.6)
When β is positive, it describes the family C1, otherwise, it refers to C2.
Then, with the successive changes of variables from (r, θ, θD) to (β, θ, θD) and then (Eβ , θ, θD), we arrive to the
following expression of the count rate
dN(Eβ , θ, θd) = S(θ)
dσc
dΩ
(E0, β)ne(r(Eβ , θ, θD), θ)
E0
E2β k sinβ
P | sin θD sin(θ − θD)|
sinβ2
dΩdEdθ (A.7)
Integrating dN(Eβ , θ, θD) over θ, one can obtain I(Eβ , θD), the intensity of photons at energy Eβ with a
step ∆E collected by a detector D into the solid angle ∆Ω:
I(Eβ , θD) =
∫ θD+β
θD−β
dN(Eβ , θ, θd)
=
∫ θD+β
θD−β
S(θ)
dσc
dΩ
(E0, β)ne(r(Eβ , θ, θD), θ)
E0
E2β k sinβ
P | sin θD sin(θ − θD)|
sinβ2
∆Ω∆Edθ. (A.8)
Introducing the delta function-kernel, one has
I(Eβ , θD) =
∫ θD+β
θD−β
S(θ)
∫ ∞
0
dσc
dΩ
(E0, β)ne(r, θ)
E0
E2β k sinβ
P | sin θD sin(θ − θD)|
sinβ2
δ(r − ρ(β, θD) cos(θ − φ(β, θD)))∆Ω∆Edrdθ. (A.9)
Going back to scattering angle ω and introducing a weighting function q(r, θ;ω, θD) as
q(r, θ;ω, θD) = s(θ)
dσc
dΩ
(E0, ω),
E0
E2ω k sinω
P | sin θD sin(θ − θD)|
sinω2
∆Ω∆E (A.10)
one gets
I(ω, θD) =
∫ θD
θD−ω
∫ ∞
0
ne(r, θ)q(r, θ;−ω, θD)δ(r − ρ(−ω, θD) cos(θ − φ(−ω, θD)))drdθ+∫ θD+ω
θD
∫ ∞
0
ne(r, θ)q(r, θ;ω, θD)δ(r − ρ(ω, θD) cos(θ − φ(ω, θD)))drdθ (A.11)
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Equation 2.10 is the response obtained from detectors using CCST. Finally, one can obtain the expression
of solid angle ∆Ω from Fig.2
∆Ω(r, θ;ω, θD) =
a
4pi
−−−→
MDk · −→n
||−−−→MDk||3
=
a
4pi
sin (θ − φ(ω, θD))
ρ(ω, θD)2 cos(θ − θD)2 , (A.12)
where a is the detector area and −→n the unitary normal vector to the considered detector.
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