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1Domain Adaptation with Optimal Transport on
the Manifold of SPD matrices
Or Yair, Felix Dietrich, Ioannis G. Kevrekidis, and Ronen Talmon
Abstract—In this paper, we address the problem of Domain Adaptation (DA) using Optimal Transport (OT) on Riemannian manifolds. We
model the difference between two domains by a diffeomorphism and use the polar factorization theorem to claim that OT is indeed
optimal for DA in a well-defined sense, up to a volume preserving map. We then focus on the manifold of Symmetric and Positive-Definite
(SPD) matrices, whose structure provided a useful context in recent applications. We demonstrate the polar factorization theorem on this
manifold. Due to the uniqueness of the weighted Riemannian mean, and by exploiting existing regularized OT algorithms, we formulate a
simple algorithm that maps the source domain to the target domain. We test our algorithm on two Brain-Computer Interface (BCI) data
sets and observe state of the art performance.
Index Terms—Optimal Transport, SPD, Domain Adaptation.
F
1 INTRODUCTION
IN many applications, the acquired data sets do not residein the same domain. Many factors can contribute to
this problem; below we outline just a few notable exam-
ples that often are encountered in applications involving
measured data. (i) Acquisition systems and equipment:
different sets are obtained by similar but not identical sensors,
possibly stemming from different calibrations. (ii) Settings
and configurations: when measuring physiological signals,
environmental parameters such as the room temperature or
the time of day affect the recorded signals. (iii) Different sites
and subjects: in the BCI tasks we consider in the present
work, different data sets are recorded from different subjects
performing similar tasks. DA methods are developed for
alleviating the differences between the data sets stemming
from such factors [1], [2], [3].
To make the problem and setting more concrete, consider
two sets of measurements. Suppose the two sets have similar
content, but are significantly different in their representation
due to various nuisance factors such as the ones mentioned
above. The goal of DA is to find a new representation of the
two sets, such that any subsequent processing and analysis
applied to their union is invariant to their differences and
is at least as informative as the application to each set
separately.
Here, we focus on the problem of DA on the cone
manifold of SPD matrices. This particular interest arises
because SPD matrices have proven to be useful features in
a broad range of fields such as machine learning, computer
vision, pattern recognition, and biomedical imaging; see
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for example [4], [5], [6], [7], [8] and references therein. In
addition, SPD matrices represent a broad family; while the
use of SPD covariance matrices is perhaps the most prominent
and widely-spread, there exist other important types of SPD
matrices for data analysis such as kernel matrices, diffusion
tensor images, graph-related operators, and many more [9].
Naturally, the problem of DA carries over from the data to
their (SPD) features [10].
In this paper, we follow a recent line of work (see for
example [11] and references therein) and propose to solve
an OT problem in order to obtain a transportation plan
which matches between the data distributions of the two sets.
Specifically, one set is considered the source set, and we find a
transportation plan that maps it to the domain of the other set,
which is considered the target set. While the vast majority of
methods solve and implement OT in the Euclidean space, in
this work we propose to consider OT on the cone manifold
of SPD matrices. Due to the properties of the SPD cone
manifold, the transportation plan induces a unique mapping
between the two sets, which in turn prescribes an easy-to-
implement algorithm for DA on the SPD cone manifold.
This method can be carried out in a purely unsupervised
manner, where both the source and the target sets are label-
free. In addition, we also consider the case where samples
in the source set are associated with labels. In this case, we
incorporate an appropriate regularization term to the OT
problem, which exploits the knowledge of the labels in the
source set [12]. Importantly, the proposed method can be
applied in a similar manner to other manifolds such as the
Grassmannian manifold or the Stiefel manifold, which are
also useful embedding of features for high-dimensional data
representation.
The analysis of the proposed approach is based on the
polar factorization theorem, which provides an informative
view on the usage of OT for DA. Particularly, we show
that the polar factorization theorem implies that OT is
indeed optimal for DA in a well-defined sense: it can
recover the correct transformation up to a volume preserving
map. This result highlights the advantages of this approach,
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2but also, and perhaps more importantly, it establishes a
fundamental limitation that applies to every DA method in
an unsupervised setting that takes into account only the data
densities. We illustrate the theoretical results on toy examples
and show state of the art numerical results on two BCI data
sets.
In summary, our main contributions are as follows. (i)
Based on the polar factorization theorem for diffeomor-
phisms on Riemannian manifolds, we present a new analysis,
highlighting the advantages and limitations of OT for DA.
Our analysis includes the general Riemannian setting with
the particular SPD manifold as a special case. (ii) We propose
a well-defined and easy to implement algorithm for DA with
OT on the manifold of SPD matrices. (iii) We show that the
applications of the proposed algorithm to two BCI data sets
achieve state of the art results.
2 PRELIMINARIES
2.1 The Cone Manifold of SPD Matrices
We give a brief overview of the Riemannian geometry of the
cone manifold of SPD matrices. For more details, we refer the
reader to [13]. A real symmetric matrix P ∈ Rd×d is positive-
definite if and only if it has only strictly positive eigenvalues.
The collection of all SPD matrices constitutes a convex half-
cone in the vector space of real d×d symmetric matrices.
This cone forms a differentiable Riemannian manifold Pd
equipped with the following inner product at the tangent
space TPPd (the space of symmetric matrices) at the point
P ∈Pd 〈
A,B
〉
TPPd =
〈
P−
1
2AP−
1
2 ,P−
1
2BP−
1
2
〉
, (1)
where A,B ∈ TPPd are symmetric matrices, and 〈·, ·〉 is the
Euclidean inner product operation.
Pd is a Hadamard manifold, namely, it is simply con-
nected and a complete Riemannian manifold of non-positive
sectional curvature. Manifolds with non-positive curvature
have a unique geodesic between any two points. The
geodesic between P ∈ Pd, and Q ∈ Pd is given by
ϕ(t) = P
1
2
(
P−
1
2QP−
1
2
)t
P
1
2 , 0 ≤ t ≤ 1, (2)
see [13]. The arc-length of the geodesic curve defines the
following Riemannian distance
d2R (P,Q) =
∥∥∥log (Q− 12PQ− 12)∥∥∥2
F
,P ,Q ∈ Pd (3)
where, ‖ · ‖F is the Frobenius norm, and log(P ) is
the matrix logarithm. For more details on Pd, please see
Appendix A.
2.2 Optimal Transport on Riemannian Manifolds
Let (M, g) be a smooth, connected, oriented, d-dimensional
Riemannian manifold with metric g. Let c(p, q) be the “cost
of moving a unit of mass” from point p to point q onM, and
define two finite Borel measures µ1, µ2 that are absolutely
continuous with respect to the volume form of M so that
they have densities f1, f2. Then, the Kantorovich OT problem
consists of finding a transport plan γ∗ :M×M→ R that
solves
inf
γ
∫
M×M
c(p, q)dγ(p, q). (4)
The infimum ranges over all plans γ with f2(p) =∫
M γ(p, ·)dvol and f1(q) =
∫
M γ(·, q)dvol. In our case, we
choose the cost function c(p, q) := d2R(p, q), where dR(p, q)
is the Riemannian distance between two points p, q ∈ M
induced by g. This cost function is well-studied in the theory
of OT, see [14], [15]. In particular, the given assumptions
on the measures µ1, µ2 result in a unique solution γ∗
to (4) that is concentrated on the graph of an invertible
function t :M→M such that µ2(V ) = µ1(t−1(V )) for all
measurable sets V ⊂M.
If the densities of the two measures are sampled at N1
and N2 discrete points respectively, they can be represented
by vectors fˆ1 ∈ RN1 , fˆ2 ∈ RN2 . This leads to the discrete
version of (4):
min
Γ∈F
〈Γ,C〉 , (5)
where F =
{
Γ ∈ RN1×N2
∣∣∣∣Γ1N2 = fˆ1, ΓT1N1 = fˆ2}.
C ∈ RN1×N2 represents the transport cost between the N1
points in the source set and the N2 points in the target set.
3 OPTIMAL TRANSPORT FOR DOMAIN ADAPTA-
TION
3.1 Proposed Algorithm
Let P = {P i ∈M}N1i=1 be a source set, and let Q ={
Qj ∈M
}N2
j=1
be a target set. The two sets lie in the
same space M but are concentrated in different parts of
it, for example, as a result of sampling from different
probability density functions with different supports inM.
Consequently, we consider the two sets to be in different
domains.
Following [11], for the purpose of DA, we propose to
use OT in order to map the source set P to the target set
Q. The proposed algorithm appears in Algorithm 1. Let
p ∈ RN1 be such that p [i] = 1N1 for all i ∈ {1, 2, . . . , N1},
and similarly let q ∈ RN2 be such that q [j] = 1N2 for all
j ∈ {1, 2, . . . , N2}. Set the entries of the OT cost matrix
C ∈ RN1×N2 as C [i, j] = d2R
(
P i,Qj
)
.
Computing p and q using uniform mass distribution
is common practice. Yet, for real data sets of empiri-
cal observations, using Kernel Density Estimation (KDE)
methods may assign weights smaller than 1/N to outliers
far away from the true target samples. These smaller
weights conveniently attenuate the unwanted transport
effect caused by these erroneous samples, leading to a more
robust algorithm. Concretely, Step 1 may be replaced by
p [i] = 1Z
∑N1
j=1 exp
(
−d2R(P i,P j)2σ2
)
, where Z ∈ R is set such
that
∑N1
i=1 p [i] = 1 and σ
2 is usually set around the median
of
{
d2R (P i,P j)
}
i,j
. In Step 2, q is modified in an analogous
fashion.
With the above p, q and C, we solve (5) and obtain the
transport plan Γ. For efficient implementation, we propose
to obtain the transport plan Γ by using the Sinkhorn OT
algorithm presented by [16], which extends (5) and solves:
min
Γ∈F
〈Γ,C〉 − 1
λ
h (Γ) (6)
where h (Γ) = −∑N1i=1∑N2j=1 Γ [i, j] log (Γ [i, j]) is the en-
tropy of Γ. See Appendix B for implementation details.
3Step 4 results in the transport plan matrix Γ ∈ RN1×N2 .
From Γ, we derive the barycentric mapping, γ :M→M,
which serves as our transport map. Specifically, in Step 5 we
compute
P˜ i = γ (P i) = argmin
P∈Pd
∑N2
j=1
Γ [i, j] d2R
(
P ,Qj
)
. (7)
In the Euclidean space, (7) coincides with the mapping
proposed in [11] and is well-defined. However, when consid-
ering a general Riemannian manifold, this quantity might not
be well-defined, since the Riemannian mean is not necessarily
unique. Fortunately, in Pd, the Riemannian weighted mean is
unique and the optimization problem is strictly convex, see
[13]. Therefore, Step 5 of Algorithm 1 results in a well-defined
map.
The weighted mean problem (7) can be solved using
gradient based algorithms. See Appendix A for the imple-
mentation details. In practice, since Γ tends to be sparse, in
order to reduce the computational load in Step 5 of Algorithm
1, one can use only the highest values in the ith row of Γ.
The map γ has two properties which make it useful for
DA. (i) Since γ is derived from a solution of OT, P˜ = γ (P)
and Q have similar supports. (ii) The mapping P˜ = γ (P)
maintains the topology of P , i.e., nearby samples in P remain
nearby in P˜ , because the OT cost is set as squared distance
and therefore splitting nearby samples is penalized.
In the case where the source set is associated with labels,
we supplement the objective function of the OT (6) with a
regularization term proposed by [12] that encourages γ to
map source samples with the same label closer together. In
this case, Step 4 can be replaced by solving:
min
Γ∈F
〈Γ,C〉 − 1
λ
h (Γ) + η
N2∑
j=1
|Y|∑
y=1
‖Γ (Iy, j)‖pq (8)
where Y is the set of all possible labels, Iy is a set containing
the indices of the source samples associated with the label
y ∈ Y , Γ (Iy, j) is a vector consisting of entries from the jth
column of Γ associated with the label y (i.e., from rows Iy)
and ‖·‖pq is the Lq norm to the power of p. See Appendix B
for more details.
Algorithm 1 DA using OT for SPD matrices
Input: source and target sets {P i}N1i=1,
{
Qj
}N2
j=1
in Pd.
Output: the adapted source set
{
P˜ i
}N1
i=1
.
1: for all i do: p [i]← 1/N1. {i ∈ {1, . . . , N1}}
2: for all j do: q [j]← 1/N2. {j ∈ {1, . . . , N2}}
3: for all i and j do: C [i, j]← d2R
(
P i,Qj
)
. {Eq. (3)}
4: set: Γ← SinkhornOptimalTransport (p, q,C).
{see Section 3.1}
5: for all i do: {see Section 3.1}
P˜ i ← γ (P i) = arg min
P∈Pd
N2∑
j=1
Γ [i, j] d2R
(
P ,Qj
)
3.2 Analysis of DA in Continuous Setting using Polar
Factorization: Definition and Limitation
In a continuous setting, following the description in Section
2.2 leading to (4), we replace the two sets P and Q with the
two measures µ1 and µ2. We assume that the measure µ2 is
related to µ1 through a diffeomorphism s :M→M such
that for all measurable subsets V ⊂M, we have
µ2(V ) = µ1(s
−1(V )). (9)
In the context of DA, the map s represents the discrepancy
between the source domain and the target domain, which
we try to bridge. With these prerequisites, we ask: given only
µ1 and µ2 (or their densities f1 and f2, respectively), how much
of the information in s can be recovered?
McCann [17] proved a theorem stating that diffeomor-
phisms s on Riemannian manifolds have a polar factorization
s = t ◦ u, (10)
where t is the solution to an OT problem between the two
measures µ1 and µ2 that are related by (9), and u :M→M
is a volume-preserving map such that µ1 = µ1 ◦ u−1. The
decomposition (10) is unique, because the OT problem has
a unique solution t, and thus u = t−1 ◦ s is also unique
(uniqueness is defined up to sets of measure zero, see [17]
for compact manifolds and [15] for noncompact manifolds).
It can further be shown that t is the solution to OT if and
only if it can be expressed as the gradient of a function ψ
that is c-convex with respect to the cost function c (see [17],
[18], [19]).
The polar factorization (10) enables us to present a
new analysis for DA using OT. Broadly, McCann’s theorem
implies that when we only have access to the densities, the
map s = t ◦ u, which represents the difference between the
source and target domains, can be recovered up to a volume
preserving function by employing OT. This fundamental
limitation is common to all methods relying on empirical densities
for label-free domain adaptation as illustrated in Figure 1.
More specifically, if for a given map s, the map u in (10)
is the identity, solving the OT problem recovers the map s.
However, if u is not the identity map, solving the OT problem
will only recover the function t. This means that the correct
target density will be recovered, but the approach may still
fail to provide the correct point-wise mapping s between
the source and the target domains, and hence fail to provide
the correct labels on the target domain. The further the map
u is away from the identity map, the more distortion is
introduced into the adaptation. If the map u is known, such
a “distance” from the identity map can be measured, for
example, in the L2-norm on the space of smooth functions
C∞(M) on the manifold.
3.3 Domain Adaptation in Rd
When M = Rd equipped with the standard Euclidean 2-
norm, and if the map s is linear, McCann’s polar factorization
theorem reduces to polar decomposition of matrices (see [18]),
namely:
s (x) = Sx = TUx (11)
where x ∈ Rd, S ∈ Rd×d is invertible, T =
(
SST
) 1
2
> 0,
and U = T−1S is orthogonal.
4Fig. 1. Consider the above (labeled) source set and (unlabeled) target
set. Due to rotational symmetries, recovering the true map s (leading
to either target labels A or B) by applying OT based only on the target
density is impossible. McCann’s polar factorization theorem implies that
this limitation is fundamental and applies in general to DA in label-free
settings.
An analogous result to the celebrated result of Brenier on
the unit sphere [18], [20] was proven in [11]:
Theorem 1 (Discrete case [11]). Let µ1 and µ2 be two discrete
distributions with N Diracs. If the following conditions hold. (i)
The source sample in xi ∈ Rd, ∀i ∈ {1, 2, . . . N} such that xi 6=
xj if i 6= j. (ii) All weights in the source and target distributions
are 1N . (iii) The target samples are defined as zi = Tx+ b, where
T > 0 (iv) The cost function is c (x, z) = ‖x− z‖22 then, the
solution γ of the OT problem satisfies γ (xi) = Txi + b =
zi,∀i ∈ {1, 2, . . . , N}.
In short, the map t (x) = Tx + b (where T > 0) is the
solution to an OT problem between an atomic measure µ1
and µ2 = µ1 ◦ t−1. Using the polar factorization theorem
in the Euclidean case described above, we can provide an
elegant new proof to the counterpart of Theorem 1 in the
continuous case.
Theorem 2 (Continuous case). The map t (x) = Tx+b (where
T > 0) is the solution to an OT problem between a measure µ1
and a measure µ2 = µ1 ◦ t−1 with the cost c (x, z) = ‖x− z‖22.
Proof. Consider the function ψ (x) = 12x
TTx+ bTx. Since
T > 0, ψ is c-convex with respect to the cost c(x, z) =
‖x − z‖22. In addition, ∇ψ = t, and therefore, by the polar
factorization theorem, the map t (x) = Tx+b is the solution
to the OT problem.
3.4 Domain Adaptation in Pd
In this work we focus on the cone manifold of SPD
matrices Pd. As a first example, consider the following linear
map on Pd, with a fixed, real-valued, invertible matrix S:
s (P ) = SPST . (12)
Using the polar decomposition S = TU , we can write
s (P ) = TUPUTT . We now show an analogous proposi-
tion to Theorem 2 for the the SPD case (with Euclidean cost
function).
Corollary 1 (SPD case with square Euclidean cost). The linear
map Q = t (P ) = TPT (where T > 0) is the solution to an
OT problem between µ1 and µ2 = µ1 ◦ t−1 on Pd with the cost
c (P ,Q) = ‖P −Q‖2F where P ,Q ∈ Pd.
Proof. Using the vec (·) operator we can write q =
(T ⊗ T )p, where q = vec (Q), p = vec (P ), and ⊗ is the
Kronecker product. Since T > 0, then (T ⊗ T ) > 0 as well.
Therefore, by Theorem 2, t (p) = (T ⊗ T )p is the solution
to the OT problem between µ1 and µ2 = µ1 ◦ t−1 with the
given cost function.
We conjecture that in this linear case the map t is the
solution to the OT problem on Pd with c (P ,Q) = d2R (P ,Q)
as well, i.e., with the cost defined through the Riemannian
distance. We leave the proof for future work, yet, in the
following, we present empirical evidence supporting this
conjecture. More importantly, in the general case of non-
linear maps, the OT plan obtained using the Euclidean
distance could be substantially different from the OT plan
obtained using the Riemannian distance dR. We postulate
that the Riemannian distance dR is the one that should be
used, as it demonstrates superior results in Section 4.
4 EXPERIMENTAL RESULTS
In this section we first present two toy examples, illustrating
the matrix polar decomposition and the subsequent con-
jecture described in Section 3.4. The second toy problem
indicates a possible future direction when additional knowl-
edge on the data is available. Then, we present results on
two BCI data sets, where our method achieves state of the
art performance. Our source code is available in1.
4.1 Toy Problems
The two toy problems involve symmetric 2 × 2 matrices,
because any symmetric 2 × 2 matrix A = [ x yy z ] can be
visualized inR3 by plotting the elements (x, y, z). In addition,
A is SPD if and only if x, z > 0 and y2 < xz. These
conditions imply that the 2× 2 SPD matrices reside within
a cone embedded in R3. In both toy problems, since the
problems are computationally light and the purpose of this
section is to illustrate the theoretical claims regarding OT,
we apply Algorithm 1 with uniform mass distribution and
we solve the OT problem directly (5), without the Sinkhorn
regularization.
Consider a 2 × 2 SPD matrix P and a parametric
map sθ given by sθ (P ) = SθPS
T
θ , where S = TUθ,
T =
[ 0.5 −1/4
−1/4 1
]
> 0 and Uθ =
[ cos(θ) sin(θ)
− sin(θ) cos(θ)
]
is orthogonal.
First, we generate a source set of 5 SPD matrices {P i}5i=1
and apply s0 and spi/2 to this set, namely {sθ (P i)}5i=1 is the
target set. We apply Algorithm 1 to {P i}5i=1 and {sθ(P i)}
and obtain {γθ (P i)}5i=1. The pairs (P i, sθ(P i)) embedded
in R3 are depicted in Figure 2(a) and (b). In the left plots, the
pairs are connected by the geodesic curves. In the right plots,
the curves represent the matching obtained by γθ computed
using Algorithm 1. In Figure 2(a), where S0 = T > 0 and
does not contain a orthogonal component, we observe that
the obtained OT γ0 indeed recovers the map s0. Conversely,
in Figure 2(b), where Spi/2 has a non-trivial orthogonal
component, we observe that the OT γpi/2 does not recover
the true matching.
To quantify this observation, we generate a set of N = 50
SPD matrices {P i}Ni=1 and consider maps sθ, where θ ∈
[0, pi]. For each value of θ, we compute γθ using Algorithm 1.
1. SpdOptimalTransportDomainAdaptation GitHub
5Fig. 2. Results on the toy problem, please see 4.1 for details.
Fig. 3. (a) Left – the cost function value as a function of θ. Right – the
transport plan Γ for four values of θ. The red frame (θ = 0) is equivalent
to directly applying OT; whereas in the black frame (θ = pi/2) we first
multiply the matrices P i with U pi
2
and then solve the OT problem. (b)
Consider the linear map S = T specified above. Since T > 0, the theory
guarantees that solving (2), will recover the true S. Solving (1) with U
specified above will not recover the true S. However the value of (1) is
strictly smaller than (2). A similar example can be constructed in the SPD
manifold as well.
Figure 2(c) displays the error between sθ (P i) and the corre-
sponding γθ (P i) defined by
√
1
N
∑N
i d
2
R (γθ (P i) , sθ (P i)).
In addition, Figure 2(d) presents the transport plans Γ
obtained for 4 values of θ. We observe that the ability of OT
to recover sθ depends on θ; as the orthogonal component of
sθ is ‘less prominent’ (θ is closer to 0), the recovery becomes
more accurate.
For some linear maps s, solving the following non-convex
optimization problem:
min
U∈O
min
Γ∈F
∑
i,j
Γ [i, j] d2R(UP iU
T ,Qj) (13)
where U is orthogonal, may recover the true map s. This is
demonstrated on a toy problem similar to the one described
above. Consider a source set {P i}N=20i=1 of SPD matrices
in R2×2 and a target set {Qi}N=20i=1 , s.t. Qi = SP iST for
some invertible matrix S. Since in general S is not an SPD
matrix, applying OT to the two sets fails to recover the
correct matching. We heuristically solve (13) by: (i) sampling
uniformly θ from [0, 2pi], (ii) generating the corresponding
rotation matrices Uθ , and (iii) solving the inner OT problem
(13), for each Uθ candidate. Note that in general, one should
(exhaustively) search over a discretization of the entire space
of orthogonal matrices. Figure 3(a,left) presents the cost
function value as a function of θ. Figure 3(a,right) presents
the transport plan Γ for four values of θ. In this example,
directly applying OT to the two sets is equivalent to the
result obtained for θ = 0 (red frame) which does not recover
the true map, whereas the min value of the (label-free) cost
function (13) coincides with the true map (black frame).
Seemingly, the above experiment contradicts our main
claim about the fundamental limitation of OT for DA in a
label-free setting, since the problem (13) is shown to coincide
with the true map despite having a non-trivial orthogonal
part. However, even in this linear case, the fundamental
limitation still holds and the minimum of the cost function
is not guaranteed to coincide with the correct u. Figure 3(b)
provides a simple counterexample in the linear Euclidean
case. Nevertheless, we believe this practice has potential
when the setting is not strictly unsupervised and few source-
target pairs are given. This will be further explored in future
work.
4.2 Motor Imagery Task
We use data from the BCI competition IV, see [21], which have
been previously addressed using the Riemannian geometry
of SPD matrices by [22], [23], [24]. The dataset contains
EEG recordings from 22 electrodes from 9 subjects, where
each subject was recorded in 2 different days (sessions).
In repeated trials, the subjects were asked to imagine
performing one out of four possible movements: (i) right
hand, (ii) left hand, (iii) both feet, and (iv) tongue. Overall,
6Fig. 4. Cross-session adaptation in the motor imagery task. The t-SNE representation of all the SPD matrices of Subject 8: (a) before Algorithm 1, (b)
after Algorithm 1 (label-free) and (c) after Algorithm 1 (with source labels). Please see 4.2 for details.
in a single day, each movement was repeated 72 times by
each subject. The sampling rate is 250Hz and each trial is 3
seconds long. Here, we consider only 5 subjects out of the
available 9 as in [23], [24]. This is because the single-session
single-subject classification results on data from each of the
remaining 4 subjects were poor, see [22], [23], [25]. Thus,
DA is not relevant. Let X(k,s)i ∈ R22×750 denote the data
from the ith trial of the kth subject at the sth session, and
let y(k,s)i ∈ {right hand, left hand, both feet, tongue} be the
associated label. As in [22], [23], [24], we preprocessed the
data by applying a BPF with cutoff frequencies 8Hz and
30Hz. For each trial we compute the empirical covariance
P
(k,s)
i ∈ R22×22.
To illustrate the need for DA, Figure 4(a) displays the 2-D
t-SNE representation [26] of all the SPD matrices of Subject 8,
namely
{
P
(8,s)
i
}
, i = 1, . . . , 288, s = 1, 2, computed based
on the pairwise Riemannian distances dR2. We observe
that the data is primarily clustered by session, whereas the
clustering by the imagined movement is only secondary. This
poses a challenge for classifiers trained on one session and
applied to the other. We adapt the SPD matrices of the first
session by applying Algorithm 1 twice. Once, without using
any labels, and once, using the source labels as described in
3.1. Let
{
P˜
(8,1)
i
}
denote the output of the algorithm. Figure
4(b) depicts the 2-D t-SNE representation of
{
P˜
(8,1)
i
}
in
the label-free setting, and similarly, Figure 4(c) depicts the
2-D representation in the setting with the source labels. We
observe that the data is primarily clustered by the imagined
movement, whereas the session has only a mild effect. In
addition, we observe the contribution of the known labels.
For cross-subject classification we repeat the same process,
but with two different subjects instead of the same subject
and two different sessions. See Appendix C.2 for figures
about multiple subjects adaptation.
To quantify the adaptation, we present the classification
accuracy for cross-session and cross-subject classification.
For the cross-subject classification, we present the average
result of each subject treated as a test set for all possible cross-
subject pairs (see Appendix C.2 for the full detailed table). We
compare the performance to three methods: (i) the method in
[25] which achieved the 1st place in the original competition,
(ii) the Affine Transform (AT) proposed in [23], and (iii) the
Parallel Transport (PT) proposed in [24]. For evaluation, we
2. The pairwise distances dR were used for the t-SNE representations
of the covariance matrices in all other figures as well.
use a linear SVM classifier equipped with the Euclidean
approximation in the tangest space as described in Appendix
A. Table 1(a) depicts the cross-session performance and Table
1(b) depicts the cross-subject performance. Note that the
results in [25] are available only for the cross-session case.
In addition, in the cross-subject case, we added a variant of
Algorithm 1, which relies on the Euclidean distance instead of
the Riemannian distance (labeled “Euclid”). We observe that
overall Algorithm 1, with the Riemannian metric, provides
the best results.
4.3 P300 Event Related Potential Task
We use data from the Brain Invaders experiment from GIPSA-
lab. Here we only include a brief description; for more details
see [27]. In this experiment, subjects watched a screen with
36 objects flashing alternatively. Their task was to mentally
count the number of flashes of the specific (a-priori known)
target objects. Spotting a target generates a P300 wave,
which is an Event Related Potential (ERP). Each subject
watched 480 trials, of which 80 contained the target and the
remaining 400 did not. The data consist of EEG recordings
from 16 electrodes sampled at 512Hz. The duration of each
trial is one second.
Note that the empirical covariance matrix is invariant to
the temporal order of the samples, yet the ERP is a short
local wave. Consequently, the covariance matrix does not
capture sufficient information on the ERP in a given trial
Thus, instead of the standard covariance matrix, we use an
augmented covariance matrix as proposed in [28]. For more
details on the pre-processing and the augmented covariance
please see Appendix C.3. We note that, in comparison to
[28] which used the test labels to computed the augmented
covariances, we apply a completely label-free method. We
denote the augmented covariance matrix associated with the
ith trail of the k subject by P (k)i R32×32 (after augmenting by
16 channels the original measured 16).
To illustrate the existing batch effect in the data, and
subsequently, the need for DA, Figure 5(a) displays the 2-D
t-SNE representation of the covariance matrices from all six
subjects. As in the previous application, we observe that the
SPD matrices are primarily clustered by the subject. Figure
5(b) displays the covariance matrices from all six subjects
after applying Algorithm 1 in the label-free setting to adapt
the SPD matrices of all subjects to the domain of the SPD
matrices of Subject 1. Similarly, Figure 5(c) displays the data
from all six subjects after applying Algorithm 1 with sources
labels to adapt the SPD matrices of all subjects to the domain
7TABLE 1
Classification accuracy in the motor imagery task. (l) stands for the version with source labels, (u) stands for the label-free (unlabeled version), and
(E) stands for the Euclidean metric.
Fig. 5. Cross-subject adaptation in the ERP P300 task. The t-SNE representation of the SPD matrices of three subjects: (a) before (b) after Algorithm
1 (label-free) and (c) after Algorithm 1 (with source labels). Please see Section 4.3 for details.
of the SPD matrices of Subject 1, that is, using all labels
except the labels of Subject 1 (the target domain). We observe
that after the adaptation the SPD matrices are clustered by
label of the trial and not by subject. In addition, similarly to
the previous experiment, we clearly observe the contribution
of the labels.
To quantify the adaptation, we computed the cross-
subject classification precision, defined by pr = TPTP+FP , where
TP is the number of trials with target objects correctly classi-
fied, and FP is the number of trials without a target wrongly
classified as with a target. Appendix C.3 contains detailed
tables of the algorithm precision performance. We compare
Algorithm 1 to the algorithms presented in [23] and in [24].
For the comparison, we use the same Minimum Distance to
Mean (MDM) classifier as in [23], which was proposed in [22].
Table 2 contains a summary of the classification precision
obtained by Algorithm 1 and the competing algorithms. The
N\A results were not reported in [23], since these subjects
were classified as “bad” subjects. We observe that Algorithm
1 provides the best results overall, and that the knowledge
of the labels improves the classification.
5 CONCLUSION
In this paper we considered DA on the manifold of SPD
matrices using OT. Based on the polar factorization theorem,
we presented a new analysis, highlighting the advantages
and limitations of OT for DA. Our analysis applies to
the general Riemannian setting. Particularly, on the SPD
manifold, we showed that the transport map derived by
OT is well-defined, and we proposed an algorithm for its
efficient implementation. We tested our algorithm on two
BCI tasks and demonstrated state of the art performance.
TABLE 2
Classification precision in the ERP P300 task. (l) stands for the version
with the source labels, (u) stands for the label-free (unlabeled) version.
In the pure unsupervised setting, without any labels, the
polar decomposition specifies the limitation of OT for DA. We
believe that the polar decomposition can be further exploited.
Particularly, future work will address the recovery of the
volume-preserving part, complementing the OT solution,
given the true maps of a small number of points from the
source set.
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1Domain Adaptation with Optimal Transport on
the Manifold of SPD matrices – Appendix
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F
APPENDIX A
ON THE CONE MANIFOLD OF SPD MATRICES –
ADDITIONAL INFORMATION
In this section, we provide additional information about the
SPD manifold. The Exponential map from TPPd to Pd is
given explicitly by
P i = ExpP (Ai) = P
1
2 exp
(
P−
1
2AiP
− 12 )P 12 . (14)
where exp (P ) is the matrix exponential. The Logarithm map
from Pd to TPPd is given explicitly by
Ai = LogP (P i) = P
1
2 log
(
P−
1
2P iP
− 12 )P 12 . (15)
The geodesic metric can be efficiently computed by
d2R (P ,Q) =
d∑
i=1
log2
(
λi
(
Q−1P
))
where λi
(
Q−1P
)
is the ith eigenvalue of Q−1P , or the ith
general eigenvalue of the pair (P,Q).
The Riemannian mean P of a set {P i|P i ∈ Pd} is
defined using the Fre´chet mean:
P = arg min
P∈Pd
∑
i
d2R
(
P ,P i
)
. (16)
The optimization problem (16) is strictly convex and thus,
it is well defined, see [?], and can be solved by an iterative
procedure. Algorithm 2 computes the weighted Riemannian
mean. Given a set {P i ∈ Pd} and its mean P , a commonly-
used Euclidean approximation of the Riemannian distances
on Pd in the neighborhood of P is given by
d2R
(
P i,P j
) ≈ ∥∥A˜i − A˜j∥∥2F , (17)
where A˜i = P
− 12LogP (P i)P
− 12 = log
(
P
− 12P iP
− 12
)
and A˜j is defined analogously. For more details on the
accuracy of this approximation, see [?].
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Algorithm 2 Weighted Riemannian mean
Input: a set of SPD matrices {P i}Ni=1 and non-negative
weights {wi}Ni=1 such that
∑
i wi = 1.
Output: the weighted Riemannian mean P satisfying P =
argminP∈Pd
∑
i wid
2
R (P ,P i).
1: set: P ← 1N
∑N
i=1 wiP i. {starting point}
2: do:
3: update: S ← 1N
∑N
i=1 wiLogP (P i). {weighted
Euclidean mean in TPPd, see (15)}
4: update: P ← ExpP
(
S
)
. {see (14)}
5: while
∥∥S∥∥
F
>  {‖·‖F is the Frobenius norm}
APPENDIX B
REGULARIZED OPTIMAL TRANSPORT ALGORITHMS
In Algorithm 1 in the paper, Step 4 solves the OT problem.
In this section, we describe two possible fast implementa-
tions of a regularized version of the classical OT. The first
implementation is completely label-free, whereas, the second
implementation supports the case, where the labels of the
source set are known.
B.1 Classical Optimal Transport
Given two discrete density vectors, source c ∈ RN1 and
target r ∈ RN2 , as well as the cost matrix C ∈ RN1×N2 ,
the discrete version of optimal transport is the following
optimization problem:
argmin
Γ
〈Γ,C〉 (18)
such that Γ1 = c and ΓT1 = r, where 1 is a vector of all
ones in a suitable dimension.
B.2 Sinkhorn Optimal Transport
Often, the computation cost of (18) becomes extremely high
when the dimensions N1 and N2 exceed several hundreds.
[?] proposed to solve the optimal transport problem with
a regularization term based on entropy, which can be
computed with the Sinkhorns matrix scaling algorithm at a
speed that is several orders of magnitude faster than that of
classical optimal transport solvers. The proposed regularized
problem is:
argmin
Γ
〈Γ,C〉 − 1
λ
h (Γ) (19)
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2where h (Γ) = −∑N1i=1∑N2j=1 Γ [i, j] log (Γ [i, j]) is the en-
tropy of Γ. We note that in the toy problem in Section 4.1 we
assign large values to λ, so that the regularized problem (19)
is similar to the classical problem (18). For the real data sets
in Section 4.2 and Section 4.3, we set λ adaptively by
λ =
1
2m2
where m = 0.05 · median {C [i, j]}i,j . We implemented
Algorithm 3, which was proposed by [?] and solves (19),
as outlined below.
Algorithm 3 Sinkhorn optimal transport proposed by [?]
Input: C ∈ RN1×N2 , λ ∈ R, c ∈ RN1 , and r ∈ RN2 .
Output: the transport plan Γ ∈ RN1×N2 (solution of (19)).
1: set: K [i, j]← exp (−λC [i, j]) {∀i ∈ {1, . . . , N1} and
∀j ∈ {1, . . . , N2}}
2: set: u [i]← 1N1 . {∀i ∈ {1, . . . , N1}}
3: set: K˜ [i, j]← K[i,j]c[i] . {∀i ∈ {1, . . . , N1} and
∀j ∈ {1, . . . , N2}}
4: while u changes do:
5: z [j]← r[j]
(KTu)[j]
{∀j ∈ {1, . . . , N2}}
6: update: u [i] = 1
(K˜z)[i]
{∀i ∈ {1, . . . , N1}}
7: end while
8: set: v [j]← r[j]
(KTu)[j]
{∀j ∈ {1, . . . , N2}}
9: set: Γ← diag (u)Kdiag (v)
B.3 Sinkhorn Optimal Transport with Source Labels
Consider now a setting consisting of two sets of SPD matrices
in Pd. The source set {P i, yi}N1i=1 is given with labels yi ∈ Y ,
where Y is the set of all possible labels, and the target set
{Qi}N2i=1 is unlabeled (i.e., the labels are unknown). We set
C0 [i, j] = d
2
R
(
P i,Qj
)
. [?] presented a modification of the
Sinkhorn optimal transport problem with an additional label
regularization term and derived a new efficient algorithm to
solve the following problem:
argmin
Γ
〈Γ,C0〉 − 1
λ
h (Γ) + η
N2∑
j=1
|Y|∑
y=1
‖Γ (Iy, j)‖pq (20)
where Iy is a set containing the indices of the source
points associated with the label y ∈ Y , Γ (Iy, j) is a vector
consisting of entries from the jth column of Γ associated
with the label y (i.e., from rows Iy) and ‖·‖pq is the Lq norm
to the power of p. See [?] for more details. We implemented
Algorithm 4, which was proposed by [?] and solves (20) for
q = 1 and p = 2.
APPENDIX C
ADDITIONAL RESULTS
C.1 Application: Illustration on Simulated Data
In the following, we assume that the two sets of SPD matrices
{P i ∈ Pd}Ni=1 and {Qi ∈ Pd}Ni=1 are covariance matrices
originating from the raw data sets
{
Xi ∈ Rd×M
}N
i=1
and{
Zi ∈ Rd×M
}N
i=1
. That is, Zi = s (Xi), P i = cov (Xi) =
Algorithm 4 Sinkhorn optimal transport with labels pro-
posed by [?]
Input: C0 ∈ RN1×N2 , λ ∈ R, c ∈ RN1 , r ∈ RN2 , and the
source labels {yi}N1i=1.
Output: the transport plan Γ (solution of (20)).
1: initialize: G← 0 {G ∈ RN1×N2}
2: do
3: update C ← C0 +G
4: update Γ← SinkhornOptimalTransport (C, λ, c, r)
{Algorithm 3}
5: update G according to {∀y and ∀j}
G (Iy, j)← p · (‖Γ (Iy, j)‖+ )p−1
6: while Γ changes
1
M−1XiX
T
i (assuming zero mean), and Qi = cov (Zi) =
cov (s (Xi)) where here s is the mapping between the raw
data in hte Euclidean space. Alternately, one can replace the
cov (·) function with some other SPD kernel.
In general, under this setting, there are three natural
alternatives for applying OT and obtaining the transport plan
for domain adaptation. First, applying OT to the raw data
with the Euclidean distance as the cost. Second, applying OT
to the covariance matrices with the Euclidean distance. Third,
applying OT to the covariance matrices with the Riemannian
distance dR. We postulate that the first two methods ignore
the geometry of the data sets leading to subpar performance.
Conversely, by considering OT with the Riemannian distance
dR on Pd, we incorporate the geometric structure.
To emphasize this claim, consider the following N = 40
time series pairs
(
x(i) (t) , z(i) (t)
)
:
x(i) (t) =

x
(i)
1 (t)
...
x
(i)
5 (t)
 , z(i) (t) =

z
(i)
1 (t)
...
z
(i)
5 (t)
 , i ∈ {1, 2, . . . , 40}
where, for each time stamp t0, x(i) (t0),z(i) (t0) ∈ R5 and
they are given by
x
(i)
j (t) = a
(i)
j cos
(
f
(i)
j t+ θ
(i)
j
)
+ n
(i)
j
z
(i)
j (t) = a
(i)
j cos
(
f
(i)
j t+ φ
(i)
j
)
+ η
(i)
j
, j ∈ {1, 2, . . . , 5} ,
Namely, x(i)j and z
(i)
j are cosine function with the same fre-
quency f (i)j and the same amplitude a
(i)
j . The two signals are
differ in phase and noise. Specifically, a(i)j , f
(i)
j ∼ U [0, 20],
θ
(i)
j , φ
(i)
j ∼ U [0, 2pi], and n(i)j , η(i)j ∼ N (0, 1). We denote
Xi =
[
x(i) (0) x(i) (Ts) x
(i) (2Ts) · · · x(i) (1)
] ∈ R5×T
Zj =
[
z(i) (0) z(i) (Ts) z
(i) (2Ts) · · · z(i) (1)
] ∈ R5×T
where Ts = 0.01 and T = 101. Figure 6(a) displays
realizations of X1 and Z1. Let P i = cov (Xi) and
Qi = cov (Zi). Given the two sets {Xi}i and {Zi}i, we
apply the three configurations of the OT to: (i) the two sets
with Euclidean distance, (ii) to their covariance matrices
with Euclidean distance and (iii) to their covariance matrices
with the Riemannian distance dR. Figure 6(b-d) presents
the obtained transport plan for each configuration. The
3first configuration (raw data), Fig. 6(b), is sensitive to time
shifts and thus it provides a poor matching. The covariance
matrices capture a more global structure, and thus, are less
sensitive to time shifts. Hence, the second configuration
(covariances with Euclidean distance) in Fig. 6(c) performs
better than the first configuration, but not as good as the last
configuration (covariances with Riemannian distance) in Fig.
6(d), which provides a near perfect matching.
Therefore, as demonstrate in the main paper (see Section
4), the Riemannian distance facilitates meaningful compar-
isons and enables us to achieve state of the art performance
in applications.
C.2 Motor imagery task
Prior to computing the covariance matrices, we applied a
band pass filter with cutoff frequencies 8Hz and 30Hz. This
preprocessing was performed in the previous works [?], [?],
[?], where this data set was used.
In Section 4, we provide an illustrative result to the cross-
session adaptation. We now test the adaptation of five sets
corresponding to all subjects1. One set corresponding to
Subject 1 was set as the reference set. Then, we applied
Algorithm 1 to the remaining sets of the 4 subjects, mapping
them one by one to the reference set. Figure 7(a) displays
the 2-dimensional t-SNE representation to the SPD matrices
of all five subjects (in session 1). Figure 7(b) displays the
2-dimensional t-SNE representation of the SPD matrices
after applying Algorithm 1 (label-free). Figure 7(c) displays
the 2-dimensional t-SNE representation of the SPD matrices
after applying Algorithm 1 (with source labels). We observe
that after the adaptation the SPD matrices are clustered by
label of the trial and not by subject. In addition, similarly to
the experiments in the main paper, we clearly observe the
contribution of the labels.
Finally, Table 3 provides the cross-subject classification
accuracy, extending Table 1(b), which appears in Section 4.2.
The left part of the table displays the pairwise classification
accuracy when one subject used a train set and another
a test set. We observe that overall Algorithm 1, with the
Riemannian metric, provides the best results
C.3 Event related potential P300 task
Prior to computing the covariance matrices, we applied a
band pass filter with cutoff frequencies 1Hz and 24Hz. This
preprocessing is implemented in the py.BI.EEG.2013-GIPSA
github code. A similar preprocessing was also applied in
[?]. We denote the data from ith trial of the kth subject by
X
(k)
i ∈ R16×512. Note that the empirical covariance matrix
is invariant to the temporal order of the samples, yet the ERP
is a short local wave. Consequently, the covariance matrix
does not capture sufficient information on the ERP in a given
trial. Thus, instead of the standard covariance matrix, we
use an augmented covariance matrix as proposed by [?] by
concatenating artificial channels to the data. While [?] used
the true hidden labels for that purpose, we apply a practical
approach which does not require access to any hidden labels.
In [?], the augmented covariance matrices were computed as
1. As reported in the paper, we consider only 5 subject out of the
available 9. See the explanation in Section 4.2 for details.
follows. Let T (k) be the trials of the kth subject containing an
ERP response. The knowledge of T (k) is unavailable since
this set contains the labels we try to classify. If T (k) were
given, the average ERP response can be computed by:
X
(k)
=
1∣∣T (k)∣∣ ∑
i∈T (k)
X
(k)
i ∈ R16×512.
Next, the average response X
(k)
is appended to the data of
each trial, obtaining:[
X
(k)
X
(k)
i
]
∈ R32×512.
Then, the empirical covariance P (k)i of the augmented data,
now of dimension 32× 32, is computed.
Here, we propose a different approach, which does not
require the knowledge of T (k). For each subject k, we apply
the ERP detector proposed by [?] to all 480 trials. The overall
accuracy of this ERP detector was very low and it cannot be
used as a stand-alone method for classification of data from
multiple subjects. However, when considering only the 15
trials for each subject k with the highest confidence score
provided by the detector as trials with an ERP response, we
approximate a subset of T (k). In turn, this subset is used to
compute the augmented covariance matrices similarly to the
procedure described above. We remark that on average 12
out of the 15 trials indeed include an ERP response.
It is important to note that the entire data set contains 24
subjects. We test our algorithm on 6 six subjects discussed
in [?] (4 “good” subjects and 2 “bad” ones), and we use the
remaining subjects to train the P300 detector. Consequently,
the P300 detector and the proposed domain adaptation
algorithm do not share the same data.
Finally, Table 4 provides the cross-subject classification
accuracy, extending the label-free column in Table 2, which
appears in Section 4.3. Similarly, Table 5 extends the results
with the source labels, which appear in Table 2 as well.
We observe that Algorithm 1 provides the best results
overall, and that the knowledge of the labels improves the
classification.
4Fig. 6. (a) Realizations of X1 and Z1. Bottom, the transport plans obtained by OT applied to: (b) The two sets {Xi}i and {Zi}i with Euclidean
distance. (c) The covariance matrices {P i}i and {Qi}i with Euclidean distance. (d) The covariance matrices {P i}i and {Qi}i with the Riemannian
distance dR.
Fig. 7. Multi-subject domain adaptation of the data from the BCI motor imagery task. (a) 2-dimensional t-SNE representation of all the SPD matrices of
all five subjects (in Session 1). (b) 2-dimensional t-SNE representation after applying Algorithm 1 (label-free). (c) 2-dimensional t-SNE representation
after applying Algorithm 1 (with source labels).
TABLE 3
Cross-subject classification accuracy in the motor imagery task. The four right-most columns consist of the mean results obtained per subject. Alg. 1
stands for Algorithm 1, Alg. 1 (Euclid) stands for Algorithm 1 when the Euclidean distance is used instead of the Riemannian distance dR. PT stands
for domain adaptation using Parallel Transport by [?]. AT stands for the domain adaptation using Affine Transform by [?]. The ±7 is the overall
standard deviation of Algorithm 1.
`````````Test sub.
Train sub. 1 3 7 8 9 Alg. 1 Alg. 1 (Euclid) PT AT
1 78.13 67.36 70.14 55.90 67.88 61.98 60.31 60.4
3 78.13 79.17 78.13 66.67 75.52 70.40 65.02 69.4
7 63.54 70.49 62.50 68.40 64.76 60.85 57.03 57.0
8 68.06 72.22 67.01 66.32 68.92 65.97 59.81 63.2
9 52.43 67.36 72.22 75.00 66.75 56.43 63.63 68.8
Mean 68.92± 7 63.13 61.16 63.76
TABLE 4
Classification precision of Algorithm 1 (label-free) in the ERP P300 task
`````````Test sub.
Train sub. 1 2 3 4 5 6 Mean
1 88.06 91.30 88 90.62 86.30 88.85
2 90.90 92.53 88.57 86.11 85.29 88.68
3 97.10 97.22 97.33 93.15 94.66 95.89
4 94.91 95.08 95.08 88.23 96.66 93.99
5 97.22 97.22 86.30 97.29 94.66 94.54
6 94.91 94.66 91.30 92.53 76.60 90.00
Mean 95.01 94.45 91.30 92.74 86.94 91.51 91.99±3.9
5TABLE 5
Classification precision of Algorithm 1 (with source labels) in the ERP P300 task
`````````Test sub.
Train sub. 1 2 3 4 5 6 Mean
1 93.94 93.94 90.91 92.68 86.36 91.57
2 96.77 90.91 91.43 93.94 75.51 89.71
3 97.73 97.87 95.56 95.56 95.35 96.05
4 97.06 100 100 95.83 97.44 98.07
5 98.21 96.49 93.94 98.36 93.33 96.07
6 88.37 85.71 76.60 84.00 92.50 85.44
Mean 95.62 94.80 91.07 92.05 94.10 89.59 92.87±6.1
