Problems in the ultrasonic characterisation of inhomogeneous materials due to scattering. by Esward, T. J.
( / (a
1170317
UNIVERSITY OF SURREY LIBRARY
ProQuest Number: 10147855
All rights reserved
INFORMATION TO ALL USERS 
The qua lity  of this reproduction  is d e p e n d e n t upon the qua lity  of the copy subm itted.
In the unlikely e ve n t that the au tho r did not send a co m p le te  m anuscrip t 
and there are missing pages, these will be no ted . Also, if m ateria l had to be rem oved,
a no te  will ind ica te  the de le tion .
uest
ProQuest 10147855
Published by ProQuest LLO (2017). C opyrigh t of the Dissertation is held by the Author.
All rights reserved.
This work is protected aga inst unauthorized copying under Title 17, United States C o de
M icroform  Edition © ProQuest LLO.
ProQuest LLO.
789 East Eisenhower Parkway 
P.Q. Box 1346 
Ann Arbor, Ml 4 81 06 - 1346
Problems in the ultrasonic characterisation of 
inhomogeneous materials due to scattering
T .J. Esward B.Sc.
July 1995
A thesis subm itted for the degree of Doctor of Philosophy, 
D epartm ent of Physics, University of Surrey,
Abstract
Ultrasound wavefronts travelling through inhomogeneous materials such as biolog­
ical tissues and tissue mimics are distorted by scattering processes. It has been 
proposed that measurements of these transmitted wavefronts may be used to define 
the contribution of coherent and incoherent scattering to the attenuation coefficient 
of such materials, by means of a comparison between the outputs of phase sensi­
tive and phase insensitive receivers^. Measurements of the complex pressure fields 
transmitted by scattering specimens consisting of glass beads in silicone rubber and 
by specimens of ox liver, kidney and myocardium have been carried out by point- 
by-point mapping of the amplitude and phase of the fields using a new design of 
pvdf needle hydrophone in a high precision scanning tank. It is demonstrated that 
transmission measurements of the scattered fields are not independent of the size 
and location of the measurement plane, and the proposed method is unlikely to be 
helpful in quantifying material properties. Alternative techniques based on the mea­
surement of the angular scattering pattern of such materials are shown to be able to 
characterise scattering specimens consisting of glass beads in agar and gelatin, and 
to be able to distinguish normal ox myocardium from ox liver and kidney.
^Chivers RC, 1991, Measurement of ultrasonic attenuation in inhomogeneous media, Acustica, 
74 pp 8-15.
(c) Trevor J. Esward 1995
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C h ap ter  1
In tro d u ctio n
Ultrasound has now been routinely employed for several decades to investigate the 
properties of materials. However, there is still much that is not well understood 
about the interactions between inhomogeneous materials and ultrasound. This lack 
arises from two sources: the intrinsic nature of inhomogeneous materials in which 
variations in material properties act to scatter ultrasound, and the difficulty of 
making ultrasound measurements which are accurate and free of artefacts.
When materials can be considered to be homogeneous at typical ultrasound fre­
quencies (1 to 10 MHz for medical ultrasonic applications, for example), proper­
ties such as attenuation and sound speed can be measured accurately and values 
obtained which may be reproduced by different experimenters in different labora­
tories. In some cases the properties of homogeneous materials are extremely well- 
documented. Much information has been obtained on the ultrasonic absorption 
and sound speed of water as functions of frequency, temperature and acoustic pres­
sure (Pinkerton, 1947; Wilson, 1959; Holton et ah, 1968; Del Grosso and Mader, 
1972; Slutsky, 1981; Herman and Harris, 1982; Uhlendorf et ah, 1985). For inhomo­
geneous materials, on the other hand, and for biological tissues in particular, there 
is frequently only limited agreement on the appropriate values for absorption, speed 
or scattering cross-section, and cpioted results tend to vary with the nature of the 
measurement system used to obtain them (Goss. 1978; Goss, 1980).
This variation is perhaps not surprising given the wide range of techniques which are 
used to investigate the ultrasonic properties of inhomogeneous materials. Measure-
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ment s may be made in the time domain or the frequency domain; they may involve 
broadband or narrowband methods; they may capture fields transmitted through 
specimens, emplojdng different receiving and sending transducers, or they may de­
tect echoes from the material so that the same transducer may be used as transmitter 
and receiver; they may use phase sensitive or phase insensitive devices, measuring 
complex pressure in the first case, and intensity in the second case; receiving trans­
ducers may be large so that they measure some spatial average of the incident field, 
or they may approximate point receivers. In addition, the instrumentation may 
rely on analogue or digital techniques or both, and data may be manipulated using 
signal processing techniques of varying sophistication, all of which may introduce 
artefacts of their own into the measurement. In fact, modern dal a capture methods 
can acquire so much information that it may become impossible to process it all 
effectively.
In the case of biological materials, as Clio et al. (1993, pji. 521-548) indicate in an 
analysis of the limitations of the uses of ultrasound for medical imaging, interactions 
between ultrasound and tissue are exceedingly complex: density, elasticity, sound 
speed, specific acoustic impedance, absorption, scattering and non-linearity are all 
functions of frequency, temperature, tissue type and pathology, and subtle changes 
in pathology ma.y lead to significant changes in the propagation of ultrasound. By 
comparison. X-ray techniques are much simpler, the propagation of X-rays being 
determined largely by density variations. They also point out that there is a lack 
of knowledge about the fundamental processes by which ultrasound interacts with 
tissue. Given this lack, it can be difficult to engineer appropriate means of detecting 
and measuring such interactions.
Even apparently simple measurements can contaiu informal ion of extreme complex­
ity. Consider an ultrasound echo which has been captured by a receiving transducer 
and displayed on an oscilloscope. This echo will appear on the oscilloscope display 
as a function of a single variable, time. However, the signal arises from a compli­
cated interaction between the incident field and the scatterers which produced the 
echo. The incident held will exist in three-dimensional space and will last for a hnite 
period of time. It will meet a. scatterer or scatterers which themselves occupy some 
volume in three-dimensional space and whose scattering patterns may be a func­
tion of all three spatial co-ordinates, incident ['requeiicv and temperature. Indeed, 
if the incident field meets several scatterers, these may all have different compress­
ibilities and densities and therefore different scattering patterns. In addition, the 
field scattered by a single scatterer may interact with, and be scattered again by 
adjacent scatterers, so that multiple scattering events of varying complexity may 
be taking place. Furthermore, the receiving transducer is of finite size, with its 
own frequency-dependent sensitivity and directivity characteristics, each of which 
will affect the measured signal. Yet all these interactions are reduced to a single, 
one-dimensional oscilloscope trace.
To try to understand the signals received from the interactions between ultrasound 
and inhomogeneous materials, many simplifications and idealisations are introduced 
in order to produce mathematical models which are tractable. Typically, scattering 
may be assumed to involve no interactions between scatterers, so that scatterers 
are treated as single and independent. In addition, scatterers may be regarded as 
randomly distributed, and so small that they can be considered as point sources of 
spherical waves, with no angular dependence in their scattering pattern. There is 
clearly a great psychological attraction in the development of simplified models, and 
this attraction is compounded if it can be shown that such models can be related 
to measurements made on inhomogeneous materials. However, given the ease with 
which it is i^ossible to introduce artefacts into ultrasound measurements, and the 
difficulties which exist in deconvolving the response of the instrumentation system 
from measurements, it may be the case that apparent agreement between theory 
and experiment is fortuitous, rather than a confirmation that a theoretical model 
is a good representation of reality. There is a similar attraction in the devising of 
apiparently simple methods of analysing experimental data. These methods may 
then come to be regarded as providing information which is indicative of some 
intrinsic property of the material being investigated.
This thesis sets out to examine and to describe some limitations of these approaches 
to the use of ultrasound in describing the properties of inhomogeneous materials. 
It investigates the angular scattering of ultrasound and its measurement, taking 
two cases as examples. In the first case, it considers signals transmitted through 
inhomogeneous materials and examines how scattering in the forward direction may 
produce distortion of the wavefronts incident on the receiving transducer. It analy­
ses critically a proposal by Chi vers (Chi vers, 1987a; Chivers, 1987b; Chivers, 1991) 
that the measurement of such forward scattered fields by phase sensitive and phase 
insensitive devices may be used to characterise inhomogeneous materials, present­
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ing experimental results and theoretical calculations which show the limitations of 
this proposal. Secondly, it describes the development of a system for measuring 
scattering by inhomogeneous materials as a function of angle, using small diameter 
polyvinylidene houride (pvdf) needle hydrophones as receivers, and demonstrates 
how the interpretation of the results of such measurements is dependent on the 
techniques used to analyse the experimental data. In both cases it is shown that 
it is extremely difficult to remove the effects of the measurement system from the 
measured data, and to obtain results which can be regarded as solely indicative of 
the properties of the material being examined.
The structure of the thesis is therefore as follows:
# Chapter two describes the background to the proposal of Chivers that compar­
isons of measurements made with phase sensitive and phase insensitive devices 
of the wavefronts transmitted through inhomogeneous materials may provide 
a simple means of characterising such materials. It takes a set of measure­
ments which had been made in the ultrasonics laboratory of the University 
of Surrey on fields transmitted through bovine liver and considers how the 
proposal might be implemented using this data (.Aindow, 1983; Aindow and 
Chivers, 1988).
# Chapter three provides an account of a programme of improvements to an ul­
trasound scanning tank which was to be used to map the amplitude and phase 
of forward scattered fields. It recounts the implementation of a new method of 
making accurate and precise? measurements of phase, and also describes tests 
carried out on a new design of needle hydrophone which waa to be used in the 
measurement of forward scattered fields.
# The results of a series of measurements made with the scanning tank on scat­
tering specimens consisting of glass beads in silicone rubber are presented in 
chapter four. The data are analysed using the methods proposed by Chivers 
(1991) and it is shown that comparisons of phase sensitive and phase insen­
sitive measurements may be of limited use in characterising materials. In 
addition, the chapter considers in detail the experimental problems associated 
with measurements of forw^ard scattered fields and also estimates the levels 
of phase disruption which may be required to produce large differences be­
tween phase .sensitive and phase insensitive measurements. It presents a new
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method of deconvolving the response of a hydroi)hone from measurements of 
two-dimensional fields.
• During the course of the work described in chapter four it had become clear 
that the location of the receiving transducer was of crucial importance in the 
measurement of fields transmitted through inhomogeneous samples. Chapter 
five presents the results of measurements on a silicone rubber and glass bead 
specimen and on samples of ox kidney, liver and myocardium. It is shown that 
the nature of the measured fields is highly dependent on the location of the 
hydrophone.
• The second stage of the work described in this thesis recjuired the measurement 
of angular scattering by samples of glass beads in agar and gelatin, and i^ y
• specimens of ox kidney, liver and myocardium. Chapter six reviews the theory 
which is conventionally used to describe the effects of variations in density 
and compressibility on the scattering pattern of soft tissues. It also sets out 
a brief account of scattering by small solid spheres located in fluids. This 
is of importance in understanding the results of measurements on glass bead 
scattering specimens. The chapter then describes the modifications which were 
made to the scanning tank to allow measurements of angular scattering to be 
performed, and gives an account of the signal processing techniciues which 
were used to analyse the data. It sets out in detail the corrections which it 
is necessary to make to the raw data in order to obtain accurate estimates 
of scattering cross-sections and presents the results of measurements on glass 
bead scatterers. It is shown,that t>he modified scanning system is capable of 
making measurements on such simple scattering systems which are consistent 
with theory.
9 The results of a series of angular scattering measurements made on specimens 
of ox kidney, liver and myocardium are presented in chapter seven. It is argued 
that the interpretation of the results is dependent on the way in which the data 
is analysed and on the signal processing techniques used to extract information 
from the data, and that discrimination between even apparently dissimilar 
types of tissue is not straightforward, even with careful experimental technique. 
These conclusions may have relevance to attempts to introduce real-time in 
vivo diagnostic imaging systems based on angular scattering measurements 
(Robinson and von Ramm. 1994).
• Chapter eight reviews the work presented in this thesis, drawing conclusions j
from the measurements of scattering both in the forward direction and at i
other angles, and suggesting ways in which the results presented here may 
be of use in future experimental work which is designed to develop ways of 
characterising the ultrasonic properties of inhomogeneous materials.
C h ap ter  2 
U sin g  forw ard sca tter in g  to  
ch aracter ise  in h o m o g en eo u s  
m ater ia ls
This chapter sets out the background to the proposal of Chivers (1991) that a 
new means of characterising the ultrasonic properties of inhomogeneous materials 
is required which is not based on the assumption that transmitted waves propagate 
as plane waves. It places this idea in its historical context and shows how it might 
be implemented in practice by testing it on a set of measurements of the amplitude 
and phase of fields transmitted through bovine liver.
2.1 Background to* the work
The aim was to test a new method of describing the acoustic properties of inhomoge­
neous materials, based on the manner in which they scatter ultrasonic waves travel­
ling through them. The experimental work on which this approach is based rec^uires 
the careful two-dimensiona.l mapping of the complex pressure fields transmitted 
through materials. Although much attention has been paid to the theory of wave 
propagation through inhomogeneous media in general (Chernov, 1960; Tatarski, 
1961; Ishimaru, 1978) and authors have considered the manner in which ultrasonic 
wavefronts are distorted as they travel through inhomogeneous materials (Chivers, 
1978; VVaag et al,, 1985; VVaag et al., 1989), it appears that there are very few exam-
pies of measurements of amplitude and phase distortions in the scientific literature 
(Aindow, 1982; Aindow, 1983; Aindow and Chivers, 1988), a possible reason for this 
being the difficulty of making accurate and precise point-by-iDoint measurements of 
the phase of ultrasound fields. Waag et ah (1989) analysed correlation lengths in 
measurements of scattering by Sephadex spheres and by calf liver, but they used 
power spectrum data, thus ignoring phase fluctuations. Dalecki et al. (1994) re­
ported cross-sectional measurements of ultrasonic wavefront distortion caused by 
model random media, consisting of graphite in gel and agar spheres in gel. They 
presented amplitude and phase data, but their results are often difficult to interpret 
as they are displayed in the form of small grey-scale images. It is hoped that the 
work reported here may eventually help to fill the gap which exists as a result of 
the lack of high quality phase measurements and that it might lead to increased 
understanding of acoustic scattering by inhomogeneous materials and by biological 
materials in particular.
In inhomogeneous materials variations in density and compressibility cause local 
variations in the speed of sound, leading to refraction of the acoustic wave. In 
addition, such variations reflect and scatter the sound wave. These processes act to 
attenuate the sound wave as it passes through the medium. However, if such effects 
y  can be measured, then the measurements may be used to determine the structure
of inhomogeneous materials.
The simplest means of quantifying losses due to attenuation is to assume plane wave 
propagation and to measure a linear attenuation coeflicient. This approach is appro­
priate for homogeneous materials \vhere the thickness of the sample is small. The 
one-dimensional equation for wave propagation in such circumstances is typically 
taken to be:
p = poexp{—(xz)exp[i[kz — wf)], (2.1)
where:
® p is the acoustic pressure in the plane of measurement;
# 2 is the direction of wave propagation;
® Po is the acoustic pressure in the plane at z = 0;
« a  is the absorption coefficient of the material;
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® k IS the wave number 'Iw/ \ ,  where A is the wavelength of sound in the material;
® is the angular frequency of the ultrasound;
@ t is time.
Even if one is concerned only with the determination of the acoustic properties of 
homogeneous materials, it is immediately evident that there is a difficulty with the 
approach implicit in equation 2.1. The equation assumes that the wave impinging 
on the material specimen is itself plane, and furthermore, that it is not diffracted or 
refracted by the specimen itself, or any device wliich is used to hold the specimen 
in the acoustic field. As the transducers which are used to generate ultrasonic fields I
are themselves finite, they will be diffractive in nature. This is recognised in even |
the simplest models of transducer behaviour, such as the plane circular piston, as i
described in Kinsler et al. (1982, pp. 176-182) or Pierce (1981, pp. 208-245). Thus, :
in making measurements of absorption and velocity in accordance with the plane i
wave assumption of equation 2.1 it is necessary to correct for the non-planarity of I
the wave which is incident on the specimen, and it is essential to know in which part 
of the diffraction region measurements are being made. Methods of making such 
corrections are described by Seki et al. (1956), Khimunin (1972), and Khimunin 
(1975) and Bacon and Chivers (1981).
The limitation in all these approaches is that they treat the transducer as an ideal 
radiator, whose performance conforms to theoretical models. In practice, trans­
ducers depart from ideal behaviour. One method of making corrections for such 
departures is that developed by ( ’hivers et ai. (1980) in which measurements of the 
fields radiated by transducers were used to determine a.n effective radius, rather than 
a geometrical radius, for the transmitting transducer. However, this method is itself 
limited by the fact that in determining the effective radius, and in using the effective 
radius in subsequent predictions of field behaviour, the same theoretical models of 
ideal behaviour are assumed. Thus, the only way of being certain of the nature of 
the radiation pattern emitted by a particular transducer is to measure it.
Once diffraction corrections have been taken into a.ccounl. the major contributions 
to measured losses in inhomogeneous materials will arise from absorption and scat­
tering processes. In practice, it is not possible to measure the two contributions 
directly, owing to the inherent limitations of the measurement systems which are
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employed. There will always be some forward scattering effects which reach the 
receiving transducer. Bamber (1986, p. 122) considers the two extreme cases of 
ideal measurement systems. In one case, an inhnitesimally small or infinitely dis­
tant transducer would not detect scattering events and would then measure the total 
losses due both to absorption and scattering. In the other case he imagines a receiver 
which is large enough effectively to surround the specimen, and which would detect 
all the scattered power. As a result, the true absorption coefficient would be mea­
sured. A real measurement system cannot meet either of these two requirements. 
Bamber (1986, p. 122) comments that “a measured value of attenuation coefficient 
has meaning, in a strict sense, only with reference to the geometry of the particular 
measurement system used.” .A review of the mechanisms by which ultrasound is 
absorbed in biological tissue can be found in Wells (1975).
Practical techniques for measuring attenuation in vitro  ^ either in the time domain or 
the frequency domain, rely on the measurement of the acoustic field with and without 
the attenuating specimen in place. Possible techniques are described briefly by Wells 
(1977, pp. 117-120). One may measure the field transmitted through the specimen 
using separate sending and receiving transducers. Alternatively one may use the 
same transducer as transmitter and receiver and detect a signal which has been 
transmitted through a specimen, reflected at an interface and travels back through 
the specimen to the transducer. It is thus difficult to envisage how one might make 
accurate measurements of forward scattering loy inhomogeneous materials and of the 
contribution scattering effects make to attenuation, as in both geometries forward 
scattering and absorption each contribute to the received signal. For homogeneous 
materials it is possible to make measurements of absorption alone by detecting the 
temperature rise due to absorption using, for example, a thermocouple junction 
(Fry and Fry, 1954a; Fry and Fry, 1954b). However, the detected temperature 
change relates only to the medium at the thermocouple junction. If this region 
is not characteristic of the material as a whole (as is likely with inhomogeneous 
specimens) then one has not properly characterised the medium in cpiestion.
Another practical problem which arises in the measurement of attenuation is com­
monly referred to as the phase cancellation artefact. Ultrasound receivers which 
rely on the piezoelectric effect are sensitive both to the amplitude and phase of the 
received signal. As a result they may underestimate the power in the signal they 
detect. Consider an. ex I re me case. A l ransd uc('r recc'i \ es a signal of a particular
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amplitude and phase over one half of its sensitive area. Over the remaining half of 
the area, it receives a signal of the same amplitude which is exactly 180* out of phase 
with the first signal. In such a circumstance the output of the device will be zero. 
It is clear, therefore, that local fluctuations in phase across the transducer’s sensi­
tive area may lead to measurement errors. However, if these fluctuations arise from 
changes of velocity/- or variations in path length through an inhomogeneous specimen, 
they contain information which may^  be of use in characterising the material.
It is possible to measure intensity or power rather than the amplitude and phase of 
the incident field using phase insensitive devices such as radiation force detectors and 
transducers made from cadmium sulphide which rely on the acousto-eiectric effect. 
The difference between the two types of device can be expressed mathematically 
in the following manner. At any particular frequency the output voltage, V pg, of 
a phase sensitive transducer located perpendicular to the direction of a travelling 
wave is given by (Busse and Miller, 1981a; Busse and Miller, 1981b):
V p s  oc /  p{x, y )  dx d,y, (2.2)
where p is the acoustic pressure, x and y are co-ordinates in the surface of the 
transducer, the over bar indicates a complex cpiantity and S indicates integration 
over a surface. For a phase insensitive receiver the output voltage, Vpi, is given by 
the following ecpiation (Chivers, 1991):
Vpi oc /  \p{x,y)\^ dxdy, (2.3)
where the notation is the same as jn ec|nation 2.2.
Marcus and Carstensen (1975) pointed out that if a specimen consists of materi­
als of differing acoustic velocities in parallel, the portions of the wavefront which 
have travelled through the different materials will arrive at the receiving transducer 
with differing phases. For a finite phase sensitive receiver, the output will be less 
than one would expect for plane wave propagation, as the out-of-phase signals will 
tend to interfere. They argued that this phase cancellation artefact may be the 
source of large sycstematic errors in the rneasurenient of ultrasonic absorption in soft 
tissues. Subsequently several papers appeared wliich presented die results of atten­
uation measurements on biological tissues using phase insensitive methods (Busse 
et al, 1977; Carstensen, 1979; Busse and Miller, 1981a; Busse and Miller, 1981b).
These papers sliowed attenuation values which were lower than those obtained using
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phase sensitive methods and there has been a tendency since that time to regard 
attenuation measurements made with phase insensitive devices as being more “reli­
able” than those made with phase sensitive devices (NRCP, 1983). Chivers (1991) 
points out that it is clear that the waves which were reaching the receiving trans­
ducer were not plane, but it was not obvious where the non-planarity arose. It may 
have been due to poor experimental procedures or have arisen from scattering by 
inhomogeneities in the tissue being measured.
Recognising the problems inherent in measurements owing to the phase cancellation 
artefact and the fact that phase, cuid indeed amplitude variations across a wavefront 
may contain detailed information about the intj insic properties of inhomogeneous 
materials, Chivers (1991) proposed a method of characterising materials which takes 
these two factors into account, based on the theory of multiple scattering developed 
by Foldy (1945). In order to explain the context in which this proposal should be 
set, it is necessary to define the concepts of coherence and incoherence as they relate 
to wave phenomena and to explain briefly what is meant by multiple scattering.
2.2 Coherent and incoherent propagation
The concepts of coherent and incoherent scattering are essential to the understanding 
of the work reported here. They have been imported into ultrasonics from other 
branches of physics, and it is instructive to consider how they are used in these 
other fields. In optics, for example, a clear account of the classical approach to the 
interference of two sources of light is given by Lorighurst (1973, pp. 101-107).
Suppose that there are two waves of the same frequency but of different phase which 
arrive at the same point. The two waves can be represented as:
(/>! =  sin(a;f — 6i), (2.4)
(j) 2  — «2 sin(tui — 62), (2.5)
where cu is angular frequency, i is time, and 6% and 6 2  are phase constants.
The resulting disturbance, is the sum of 0 \ and 0 2 - which is:
(j) =  cii sm{ io t  — 61 ) +  Ü2 s in (w (  -  62); ( 2 .6 )
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<j) ~  sin wf(ai cos 6  ^ +  ctg cos 62) — cos sin 6 1  + ci2 sin 62). (2.7)
If one writes the terms in brackets as:
A sin 6  = cii sin 61 + «2 sin 62, (2.8)
A cos 6  = «1 cos 61 + 0 ,2 cos 62, (2.9)
then 4> becomes:
where
— Asm{toi — 6 )^  (2.10)
A ” — A2 T  iCLiU-2 COs(0'2 — (2.11)
tti sin <5i + a 2 sin 6 2  
«1 cos 61 + a-2 cos 6 2 (2 . 12)
If ai ~  Ü2 = a then one obtains:
A  ^ =  4a'‘c o s M /^ y - ^ |.  (2.13)
Thus, the intensity of the radiation at the point is not just the sum of the intensities 
due to the separate disturbances. The two disturbances interfere. For example, if 
ai = Ü2 and 62 — 6% = 7r they interfere destructively to give an intensity of zero.
It is now possible to use these results to aid understanding of coherent and incoherent 
disturbances. In the case which has just been examined, there is a constant phase 
difference between two sources of the same frequency. The sources are thus described 
as coherent and the intensity is given by equation 2.11.
At this point it is necessary to consider the special characteristics of a source of light. 
In general, a light source does not emit a continuous train of waves, but rather emits 
a succession of wave trains of finite length. There is no fixed phase relationship 
between successive trains. There are abrupt, random changes of phase which may 
occur at a rate which exceeds 10  ^ times a second. When disturbances from two 
independent sources are combined equation 2.11 is still applicable, but cos(<$2 — ^1) 
varies rapidly between ±1. If such changes in intensity occur too rapidly to be 
detected by a receiver, then the iiiteusily is given by the average value of A^ over 
many variations. If the phase variations from the sources are random, the mean 
value of cos(62 — 6% ) will be zero. In such a. situation, the disturbances are said
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to be incoherent. If the time averaged intensity resulting from the combination of 
two disturbances is different from the sum of the two separate intensities, then the 
disturbances are said to interfere. Thus, coherent sources interfere and incoherent 
ones do not. It is also clear from the mathematical development set out here that to 
sum coherent disturbances one adds complex amplitudes, and that to sum incoherent 
disturbances one adds intensities.
It is important to notice from the above account that the concepts of coherence 
and incoherence provide a means of describing how much is known about particu­
lar sources of radiation. Two or more sources of radiation of the same frequency, 
whose initial phase difference is known and remains constant, are coherent, and it is 
possible to calculate their interference pattern, and to measure it with an appropri­
ate detector. However, if the phase differences are unknown, or subject to random 
changes, the interference pattern cannot be predicted.
Suppose, now, that the sources of radiation are objects which are fixed in position 
and which are scattering an incident wave, the frecpiency, amplitude and phase of 
which is known. Suppose, too, that the scattering process does not change the 
frequency of the wave. The scattering is therefore coherent. If the scattering prop­
erties and positions of the scatterers relative to the measurement point are known, 
then it is possible to calculate the interference pattern they generate. This can, in 
principle, be done even for very large arrangements of scatterers. If the scatterers 
in this large array have some regularity in their position and scattering properties, 
such as in the case of atoms or molecules in a crystalline solid being irradiated by 
monochromatic X-rays, the interference pattern will be well-defined and characteris­
tic of the material. Even if there is no regularity in the positions of the scatterers the 
scattering process is still coherent, and the interference pattern can be calculated 
if the positions of the scatterers are known. liowevei*. when lliere are very large 
numbers of scatterers and the phase differences between any two scatterers cover 
the whole range from 0 to Svr, the constructive and destructive interference effects 
at the measurement point are likely to cancel each other out. In such a case the 
measured scattering appears to be incoherent even though the scattering process is, 
in fact, coherent. It cippears, therefore, that incoherence is really a measure of our 
ignorance about the behaviour and location of the scatterers.
14
2.3 Extension of concepts of coherence and in­
coherence to scattering
Prior to giving an account of the approach of I'bldy ( 1945) to multiple scattering it is 
helpful to review the ideas of Lax (1951). Although Foldy s paper, on which Chivers 
(1991) relies, precedes that of Lax, the later paper illuminates some of the ideas 
contained in the earlier work. Lax (1951) set out to develop a general, systematic 
treatment of the problem of the scattering of waves which can be applied to areas 
of classical physics such as acoustics, and to quantum mechanics, and in doing so, 
considered the question of coherent and incoherent scattering. The dates of these 
two references are significant in that they relate lo a period before the introduction 
of modern computing techniques, which have led lo a rapid increase in the use of 
numerical methods to solve wave propagation problems. Both the authors quoted 
here aimed to obtain analytical solutions whose physical significance could easily 
be demonstrated. Lax (1951) was concerned to develop ideas which can be applied 
to the cases of wave and particle models of the scattering process. He pointed out 
that waves scattered inelastically from two scatterers cannot interfere because of 
the different frequencies of the scattered waves. Incoherence between two scattered 
waves will also be produced if either scatterer changes its internal state. Thus, if 
there is an internal change of stale then the radiation is strictly incoherent. In such 
a case it is possible to sum intensities, and there is little difference between a particle 
and a wave view of the scattering process.
However, suppose that attention is restricted to the case in which internal states of 
the scatterer remain unmodified. In such a case a diffraction pattern is produced 
because of the relative coherence of the scattered waves, provided there is some, 
order in the spatial arrangement of the scat terers. Scattering can be described as 
absolutely coherent if the scattered beam bears a definite phase relationship to, and
\  thus can be made to interfere with the primary beam.J
Lax (1951) developed his mathematical argument in the following way. Note that un­
derlining of a variable indicates that the varial)le in question is a vector. ilj{r\ r i , • • • ny) 
is a wave function which is a. solution to the scattering problem and is- a function of 
the position, r, and an implicit function of the scatterer locations. The total radi­
ation density, (|t'(zi;yj_. • • • rv)|'^). may be calculated by squaring the wave function
and averaging over the ensemble of scatterer distributions. If the incident wave is 
then the total radiation density which would be observed is:
(I0(r) + =  | <^ 4- ~  ‘ (2.14)
('0 ) interferes with the main beam, 0 , and can be considered to be absolutely co­
herent. 1(0 ) 1^ is the absolutely coherent radiation density and (|'0 p) — |(0 )P is the 
radiation density which is not absolutely coherent. For scatterers with perfectly 
defined positions, such as in a crystal at absolute zero, it is argued that there will 
be no uncertainty in phase. In such a case, it will make no difference whether one 
squares first and then averages, or averages first and then scpiares. All the radiation 
in these circumstances is absolutely coherent.
Lax (1951) then examined what one might expect to observe from a. liquid, where 
the density of scatterers, ??,(r), can be considered to be constant. For a liquid with 
some local structure, the correlation density ^ )  for a pair of particles differs 
from the product of the individual densities n(ri_)7?,(r2). For a. liquid (0 ) is the main 
beam which is being attenuated as it passes through the medium. The difference 
(10P) — |(0 )P contains a term which corresponds to the addition of intensities plus 
a term which is proportional to 7%(ri,2i2.) “  7i( 7^ i)?i(?^ 2)- This last term produces a 
diffraction pattern which corresponds to the relative coherence of scattering from a 
liquid molecule and its near neighbours. For completely random scatterers 7z(^, ry) — 
7%(7q)7%(7"2) becomes zero and (|0 P) — !(0 )P is an intensity sum which is similar to 
that produced by the strictly incoherent addition of intensities from the individual 
scatterers.
2.3.1 M u ltip le  sca tter in g  accord ing to  Lax
In a discussion of the interaction between a, wave and a quantum-mechanical system 
containing many particles, Lax (1951) points out that it is always correct to consider 
such an interaction from a many body viewpoint, that is, the incoming wave interacts 
with the system as a whole. However, in certain circumstances it is preferable to 
consider the process to be multiple scattering, a succession of scattering events. In 
such a case, a complex problem can be handled by expressing it in terms of the 
properties of individual scatterers. It is this approach which is commonly adopted 
when considering tlie scattering of acoustic waves.
Lax reviewed the underlying assumptions which restrict the validity of the multiple 
scattering viewpoint. Two of the assumptions he identified are relevant to scattering 
of ultrasound by inhomogeneous materials. The first of these is that the properties 
of the individual scatterer are unmodified by the fact that it is bound in a many 
j)article system. This requirement seems to present two problems, one of principle 
and one of measurement system resolution. The issue of principle for scattering by 
biological tissues is that if the scattering centres are not clearly identified, it appears 
not to be possible to predict beforehand whether their properties are modified by 
the presence of other scatterers nearby. The measurement resolution problem is the 
question of whether, to an incident beam, an arrangement of scatterers interacts with 
that beam as individual scatterers or as an aggregate of scatterers. Mo and Cobbold 
(1993) point out that within an elemental volume of dimension A/20, where A is the 
wavelength of the incident ultrasound, small scatterers such as red blood cells can 
be regarded as an aggregate located at a single point in the insonified region, rather 
than as individual scatterers, and that ultrasound transducers cannot resolve detail 
finer than A/20. They argue that a medium which appears to possess a random 
arrangement of scatterers may, in fact,'^beyliighly homogeneous to a transducer if 
the number of particles in each A/20 elemental volume is constant. It is of interest 
that these authors then go on to consider scattering by random media and argue 
that any medium may exhibit some degree of randomness if the instrumentation 
system has sufficient resolving power, but that no mediuni is truly random if we have 
sufficient knowledge of the position of scatterers and the forces acting on them. This 
conclusion is similar to the comment made above that the concept of incoherence is 
really a statement of our ignorancp about the scattering medium, at least as far as 
scatterers in solids are concerned.
Lax’s second assumption necessary for the validity of the multiple scattering ap­
proach is that the scatterers should move slowly enough for their positions..,to be 
regarded as adiabatic parameters, that is. the scattered wave can be calculated for 
a fixed set of scatterer positions and the result averaged over the distribution of 
scatterer positions in time or in space. This implies that the motion of a scatterer 
should be sufficiently slow that the movement during the passage of one ultrasonic 
wavelength is small compared to that wavelength. This is likely to be the case for 
scatterers in soft biological tissues.
2.4 Foldy’s approach to the problem of multiple 
scattering
Following the explanations of the terms coherent and incoherent as developed by 
Longhurst (1973) and the introduction to the topic of multiple scattering given by 
Lax (1951), it is now appropriate to review briefly Foldy‘s approach to these mat­
ters. Foldy (1945) described his intention as the development of a wave theory of 
scattering of scalar waves. He assumes that there is multiple scattering, that the 
waves are isotropically scattered, and that there is a. random distribution of scatt­
erers. It is not stated explicitly that the scatterers are discrete scatterers embedded 
in a homogeneous medium, but this appears to be assumed. In order to obtain 
useful results it is necessary to average over a statistical ensemble of collections of 
scatterers. The functions which Foldy (1945) wishes to derive are the wave function, 
the square of the magnitude of the wave function, its mean sciuare value and the 
flux of cpantities such as energy or probability carried by the wave.
Foldy shows that the mean wave function represented by (0) satisfies the wave 
equation in a continuous medium in which there are no scatterers and in which the 
velocity of propagation is different from that of the original medium, which also 
contains no scatterers. (0 ) is. in general, a function of position and complex rather 
than real in value, and is taken to imply that the incident wave and scattered 
waves combine on the average to form a wave which travels uniformly without 
scattering at a different velocity from the incident wave and with attenuation. This 
wave shows refraction and reflection phenomena and describes coherent aspects of 
scattering such as specular reflection taking place at a boundary between a region 
where scatterers are present and a region of no scatterers.
In general, (|0|^) ^  |(0)|^. as is shown in equation 2.14 (Lax, 1951). The difference, 
(10P) — 1(0)P, is the incoherent scattering. It is incoherent not due to the lack of 
a definite phase relationship between the incident wave and the wave scattered by 
a particular scatterer; the incoherence arises from the statistical superposition of 
these scattered waves propagated to the point of observation because of a “random” 
distribution of scatterers. The scattering itself is proportional to (|0p)-at each point 
in the medium and to the scattering cross-section per unit volume at each point.
Foldy does not limit his case to all scatterers having identical properties, but uses a 
parameter, s, to denote variations in scattering properties. This term, s, may be a 
continuously varying parameter such as the radius of water droplets, or may identify 
particular types of particle in a nucleus, for example. Other important assumptions 
underlying Foldy’s analysis are that one is considering steady state scattering of 
waves of single frecpiency and that isotropic point scatterers (A a) are scattering 
spherically symmetrical waves. Foldy obtains the following result for an ensemble 
average of the waveform over all possible configurations of the system:
(|0(z:)n  = I (0 (d )r  + (2.15)
where the terms H and K are defined in the following way. A'(r, rf) is a Green’s 
function which can be interpreted as the wave field produced by a point source of 
unit strength placed at point r' in a medium in which the propagation constant at 
point r is given by k{r)\ and
H{r) = J  \g{s,uj)\‘^ n{r,s)ds, (2.16)
where n{r,s) is the number of scatterers per unit volume in the neighbourhood of 
point r having the scattering parameter, s, and g{s.ix) is a scattering coefficient.
Finally, Foldy asks why is it that “incoherent scattering” is observed for a fixed con­
figuration of scatterers. His answer is that the regularly propagated, or “coherent” 
wave is precisely defined only as an average over the ensemble of configurations. For 
a fixed configuration, all of the scattering is strictly coherent but is artificially di­
vided into a part which is estimated to propagate uniformly and a remainder which 
is referred to as “incoherently scattered”. The basis for the distinction lies in the 
fact that for a collection of a large number of scatterers. a particular “unprepa.red” 
collection will have physical properties which do not deviate greatly from the average 
physical properties of a properly defined statistical ensemble of collections because 
of the lack of “correlation” implied in the word “unprepared” as to the positions 
of individual scatterers. The possibility exists of a wide deviation if the selected 
ensemble should be especially strongly ordered.
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2.5 Using coherent and incoherent propagation 
to characterise m aterials
Researchers such as Glotov (1963) and Perdigao et ah (1987) have considered that 
relatively simple, measurements of coherent and incoherent propagation parameters 
may be used to characterise materials, but there are often restrictions on the ap­
propriateness of the models. In the case of Perdigao et ah (1987), for example, the 
limitation is that their model can only be applied to velocity heterogeneities with 
negligible mismatches of acoustic impedance. In a subsequent approach, which cites 
Foldy (1945) as an authority for the new method, this restriction was dropped, but 
replaced by an assumption of a Gaussian distribution of incoherent wave ampli­
tudes and “an equiprobability for the incoherent wave phase” of 0.57t (Perdigao et 
ah, 1989), relative to the phase of the coherent wave.
The approach to the measurement of the coherent and incoherent components of 
fluctuating wavefronts emerging from inhomogeneous specimens which has been pro­
posed by Chivers (Chivers, 1987a; Chivers, 1987b: Chivers. 1991) is based on the 
approach of Foldy (1945) and necessarily embodies the limitations of that model. 
However Chivers (1991) appears to ignore the statistical basis of the method as his 
approach to the analysis of the experimental data set out in the cited paper im- 
%)lies that valid data may be obtained from a single measurement of a propagating 
wavefront. He presents no arguments in the paper as to why a multiple scattering 
model is appropriate to materials such as biological tissues, in contrast to the more
common assumption of weak single sea tiering.
.*
In the analysis of the multiple scattering of scalar waves as summarised in the previ­
ous section, Foldy (1945) derived the result set out in equation 2.15. In his version 
of Foldy’s equation, Chivers (1991) has replaced the integral term of equation 2.15 
by (10sP) — |(0s)p so that he obtains a form which is similar to that of Lax (1951):
(100 + 0a P) — [to + (7/'a)P + (|0a|^) “  (2.17)
where 00 is the incident wave, 0 , is the scattered wave, and () represents averaging.
The right hand side of this identity may be understood as showing that the average 
scattered wave. (0s), adds as a complex amplitude to the incident wave, 0^. Chivers
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refers to ijjs as the coherent scattering, and argues that |0 o +  (0 s) P may represent a 
single planar wave which is the sum of the incident wave and the average scattered 
wave. If the scattered wave is written as a mean wave and a part which fluctuates 
about the mean, 0 ^/, then (|0 s/P) is equal to (|0 sP) — |(0s)P- These two terms, 
which add as intensities, are regarded as the incoherent scattering. Chivers considers 
that equation 2.17 appears to be true only if
i0 .r = (i0 op),
which is the case for a plane wave, for example.
(2.18)
He then considers how ec^uation 2.17 can be related to measurements of attenuation 
made with phase insensitive and phase sensitive receivers. The output of an ideal 
phase insensitive receiver was given in equation 2.3. Using the notation from Foldy’s 
equation this can be written as:
Vpi oc 5(100 + 0 sP), 
where S  is the area of the receiving transducer.
(2.19)
Attenuation coefficients are obtained by making a measurement with and without 
the specimen present. Thus, for a specimen of thickness, d, the intensity attenuation 
coefficient, g, is given by:
(100 +03 P) (2.20)
Equation 2.2 can also be written in a form which uses the terms from Foldy’s equa­
tion (2.17). For an incident plane wave
U f g  oc 5 (0 0  4  (0 3 )) ,
so that the pressure attenuation coefficient, a , becomes:
100 + (03)1a  i  In a
Using equations 2.17 and 2.18 one obtains:
I* h/’oP
(2 ,21)
(2 .22 )
(2.23)
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As Chivers (1991) points out, the term on the left hand side of this equation (2.23) 
is always larger than the first term on the right hand side for non-planar wavefronts. 
Thus, the attenuation measured with a phase insensitive receiver is always less than 
that measured with a phase sensitive device. This is in accordance with what has 
been observed experimentall}^ with the two types of device.
By making measurements of the same field with phase sensitive and phase insensitive 
devices, the proportion of incoherent scattering in the transmitted field may be 
calculated. If this is relatively large, then it is inappropriate to use the plane- 
wave, one-dimensional theory for the calculation of attenuation. Chivers (1991) 
argues that in such circumstances phase sensitive and phase insensitive receivers 
measure fundamentally different physical cpiantities, and that it may be necessary 
to devise a new terminology which reflects these differences. He proposes that the 
attenuation measured with a phase insensitive device should be termed the “total 
attenuation”, and that measured with a phase sensitive device be referred to as the 
“coherent attenuation”, the difference between these two terms being the “incoherent 
attenuation”. An alternative terminology is that employed by the Center for Devices 
and Radiological Health (1985), who use the term “phase dependent attenuation” 
for the attenuation measured by a phase sensitive device, and “ phase independent 
attenuation” for phase insensitive measurements of attenuation.
The experimental work on plane scans of transmitted fields described in this thesis 
is an attempt to test this approach by making measurements of the fields scattered 
by inhomogeneous materials, specifically by biological tissues and by glass beads 
in silicone rubber. This is carried Out by mapping the amplitude and phase of the 
scattered fields with miniature piezoelectric needle hydrophones. This has a major 
experimental advantage. If the receiving phase sensitive hydrophones are small 
enough, it is not necessary to make a separate measurement of the field with a phase 
insensitive device, as the intensity integrations can be carried out using the phase 
sensitive data. This approach appears to be preferable to that adopted by Johnston 
and Miller (1986) who, in a series of experiments to identify the difference between 
measurements of backscatter with phase sensitive and phase insensitive devices, used 
a 5 MHz transducer of 12.7 mm diameter for the phase sensitive measurements, and 
apodized it by placing in front of it an aperture plate made of styrofoam with a 1 
mm diameter hole. They then moved the 1 mm hole over the face of the transducer 
at 1 mm intervals to generate what they referred to as a pseudo-array consisting of
22
a grid of 13 by 13 points. They argued that, e\en at 5 jMHz, the 1 mm hole was 
small enough to be considered to lia\ e the directivity of a small receiver, but no 
results were presented to justify this assumption or to quantify any disruption of 
the field due to the aperture plate. They also assumed that the transducer response 
was independent of the location of the a.perture.
To test methods of analysing the results of the experiments and to obtain some 
indication of the size of the effects which might be observed, some preliminary 
calculations were carried out on data, from tissue measurements which had been 
made in this laboratory in the early 1980s. The remainder of this chapter describes 
the results of this work.
2.6 Estim ates of wave distortion effects due to 
propagation of ultrasound through fresh beef 
liver
The experimental data, available for these calculations consisted of one-dimensional 
line scans rather than two-dimensional planes. However, they were at that time one 
of the few examples in the literature of measurements of the amplitude and phase 
of acoustic fields transmitted through tissue (Aindow, 1983; Aindow and Chivers, 
1988).
2.6.1 E xp er im en ta l m eth o d s
As part of an investigation of the fluctuations in ultrasonic waves propagating 
through inhomogeneous media carried out in this laboratory, an experimental system 
had been devised which was capable of making precise measurements of the ampli­
tude and phase variations of waves emerging from in vitro tissue samples (Aindow, 
1983; Aindow and Chivers, 1988). Some of the results of the investigations carried 
out with this apparatus have been used to generate the data, used in the analysis 
presented here.
A plane transducer of 7.5 mm radius and frequency 9-18 kHz was used to insonate
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two specimens of fresh beef liver, identified as specimens A and B, at a distance of 
131 mm from the transducer. .A. ceramic hydrophone with an element of diameter 1.1 
mm was located 1.5 mm from the specimens (which were beiween 11 mm and 15 mm 
in thickness) in order to measure the complex pressure field emerging from the tissue. 
The hydrophone (Aindow and Chi vers, 1982) was scanned across the specimen in 
the X, y plane and 25 measurements of complex pressure were recorded at intervals 
of I  mm on each linear scan. The electronic precision of the measurements was ±  
1% in amplitude and ±  0.5% in phase. Full details of the specimens, the apparatus 
and the method employed are contained in Aindow (1983) and .Aindow and Chi vers 
(1988).
Three main sets of data were available for analysis. The field transmitted by speci­
men A had been measured in physiological saline, and also in saline in which the salt 
concentration had been chosen to ensure that, as far as possible, the velocity of sound 
in the liquid matched the velocity of sound in the specimen, approximately 1,580 
ms“  ^ at room temperature. Specimen B was measured solely in velocity-mat died 
saline. Each specimen was scanned at five sites, which are referred to as A(i) to 
A(v) and B(i) to B(v) in the analysis of results, giving a toial of 15 one-dimensional 
scans, one each in plwsiological saline and velocity-matched saline for sites A(i) to 
A(v), and B(i) to B(v) in velocity-matched saline. In addition, measurements of the 
field at the hydrophone had been made in the absence of the specimen. This allowed 
calculation of the attenuation which ideal receiving devices w^ould have measured for 
the two liver samples.
In order to allow meaningful integrations for the simulated ideal receivers on twor 
dimensional fields it was necessary to "construct" sets of two-dimensional results 
from the data of the one-dimensional scans. This was done by taking one set of 
complex pressure measurements as the x axis data for a square array of 25 data 
points, (separated by |  mm in each direction), and then using the same set of data 
as the y axis data of the square, and averaging the two terms at each co-ordinate 
position. The complex arithmetic means of the pair of real terms and the pair of 
imaginary terms were taken at each position. The result was to produce 15 sets of 
25 by 25 complex pressure values for fields 8- mm x mm in area, assuming that 
each data point is at the centie of its "cell". It is clear that this is not as satisfactory 
as using tw^o-dimensional data sets, but in the absence of any of sufficient quality in 
the literature, some compromise was enforced. The ];resent, approach may cause the
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correlation length to be stretched along the diagonal compared to its value along the 
axes, but this appears to be preferable to assuming isotropy, which unduly weights 
data remote from the origin of the distribution. It should be noted that this method 
differs from that adopted by Chi vers (1991) who took the line scan data, and from 
the central point of the line assumed that circular transducers were developed with 
each half annulus having a signal corresponding to the successive values of phase 
and amplitude measured along the line. The half-annulus method appears to have 
the disadvantage of giving an increased weighting to data far from the central point, 
as the area of each half-annulus increases as one moves from the centre along the 
radius of the circle. Figure 2.1 shows plots of both amplitude and phase for three 
typical fields (one from each of the specimens considered.). The numerical values 
shown along the “pressure" axes of the plots are the (arbitrary ) hydrophone output 
in millivolts.
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Figure 2.1: Typical amplitude and phase plots of the fields transmitted through 
fresh beef liver synthesised from single line scans; A) specimen A, position (iii), in 
physiological saline; B) specimen A, position (iii), in velocity-matched saline; C) 
specimen B, position (iii), in velocity-matched saline. (Note the variation in vertical 
scales.)
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2.6 .2  C alcu lation  p rocedu re
As was pointed out earlier, at any particular frequency the output voltage, Vps,  of 
a phase sensitive transducer located perpendicular to the direction of a travelling 
wave is given by:
VPS cc p{x, y) dx dy. (2.24)
For a phase insensitive transducer the output voltage, Vp/,is :
Vpi oc \p(^yy)f dxdy. (2.25)
By effectively making all constants of proportionality unity, direct comiDarisons can
be made between the values returned by the two integrals.
In general:
p{x, y)dx dy j^]p{xpy)\^ dxdy  (2.26)
except for a plane wave (i.e. no variation of complex pressure with x or y in the 
transducer surface), in which case the left and right hand side terms are equal. Thus, 
if the complex pressure field in a plane is known, it is possible to calculate the results 
of the two integrations, and compare the modulus of the phase sensitive integral with 
the square root of the phase insensitive integral for ideal phase sensitive and phase 
insensitive devices of any chosen size.
Figure 2.2 indicates the relative sizes and locations of the simulated receivers em­
ployed in the calculations presented here. The relationship between this figure and 
the plots of typical planes of data (figure 2.1) can be understood by recognising that 
the designation “upper left quadrant” refers to that quarter of the field which is 
nearest the origin of the amplitude and phase plots.
Three receiver sizes were chosen for the calculations: radii of 1 mm, 2 mm and 
4 mm. The 1 mm simulated transducers were located at the centre of the two- 
dimensional array, and at the centres of each of the four quadrants of the square 
array of data. The 2 mm and 4 mm radius simulated transducers were placed at 
the centre of the square two-dimensional array, the locations being limited by the 
extent of the data available. Integrations of the fields for the phase sensitive and 
phase insensitive devices were then carried out using a spreadsheet package. The
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RELATIVE SIZES AND LOCAllONS OF RECEIVING TRANSDUCERS
4mm centre
Imm U .L 1mm U.R
Imtn centre
Imm LR .
Ui- = uiT* Wt 
U J l. = upper Tight
Figure 2.2: Relative sizes and locations of simulated recei\ ing Iransducers for which 
calculations of phase sensitive and phase insensitive integrals were performed.
accuracy of the integrations was tested by asking the spreadsheet to integrate a 
plane wave over the different receiver sizes and locations. The maximum error in 
the numerical integrations was estimated at 0.4%.
2*6.3 R esu lts
In total, 15 non-planar two-dimensional fields were available for analysis. The results 
of the integrations over the receiver areas for both the phase sensitive and phase 
insensitive devices are summarised in tables 2.1 to 2.3. Each table gives the result 
of the phase sensitive integral (in arbitrary units) which a phase sensitive device of 
a particular area and particular location would have measured, and the result of the 
phase insensitive integral appropriate to a phase insensitive device of the same area 
and at the same location, using the definitions of equations 2.24 and 2.25. For each 
set of data the results are also normalised to the value of the appropriate integral 
over the whole S | mm by 8 |  mm area. The notation \PS\ is used as shorthand for 
the modulus of the phase sensitive integration, and P I  for the results of the phase 
insensitive integration.
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C o m p a r iso n s  o f  p h a s e  s e n s i t iv e  a n d  p h a se  in s e n s it iv e  r e s u lts
A ( i )  P h y s io Phase sensitive Phase insensitive
Location \PS\ Normalised P I Normalised
8 |m n i X 8^m m 783 1.00 667010 1.00
1 mm centre 457 0.58 244782 0.37
1 m m  U.L. 927 1.18 880585 1.32
1 mm U.R. 875 1.12 777696 1.17
1 mm L.L. 876 1.12 780049 1.17
1 mm L.R. 826 1.05 684480 1.03
2 m m  centre 650 0.83 489154 0.73
4 m m  centre 746 0.95 610536 0.92
A ( i i)  P h y s io Phase sensitive Phase insensitive
Location |P 3 | Normalised P I Normalised
8^m m  X 8^m m 683 1.00 501819 1.00
1 m m  centre 687 1.01 479473 0.96
1 mm U.L. 539 0T 9 293512 o ^ a
1 mm U.R. 624 0.91 400001 R 80
1 mm L.L. 663 0.97 457500 0.92
1 m m  L.R. 750 1.10 586517 1.17
2 m m  centre 722 1.06 547785 1.09
4 m m  centre 669 0.98 486589 0.97
A  ( iii)  P h y s io Phase sensitive Phase insensitive
Location \PS\ Normalised P I Normalised
8 |m m  X 8 |m r a 590 1.00 386421 1.00
1 mm centre 872 L48 760512 1.97
1 mm U.L. 440 0.75 242033 0.63
1 mm U.R. 510 0.86 288854 R 75
1 mm L.L. 528 0.89 306310 0.79
1 mm L.R. 614 1.04 382186 0.99
2 mm centre 789 1.34 631926 1.64
4 m m  centre 619 1.05 418884 1.08
A ( iv )  P h y s io Phase sensitive Phase insensitive
Location \PS\ Normalised P I Normalised
8 |m m  X 8 -m m 713 1.00 569124 1.00
1 m m  centre 508 0.71 287551 0.51
1 mm U.L. 812 1.14 708768 1.25
1 m m  U.R. 848 1.19 769241 L35
1 mm L.L. 814 1.14 717916 1.26
1 mm L.R. 849 1.19 775203 1.36
2 mm centre 512 0.72 293128 0.52
4 mm  centre 691 0.97 637638 0.94
A (v )  P h y s io Phase sensitive Phase insensitive
Location \PS\ Normalised P I Normalised
8 jm m  X 8^m m 740 1.00 597800 1.00
1 mm centre 991 1.34 995773 1.67
1 mm U.L. 591 OjW 350717 0.59
1 mm U.R. 644 0.87 430365 0.72
1 mm L.L. 709 0.96 517970 0.87
1 mm L.R. 764 1.03 611176 1.02
2 mm centre 895 1.21 847197 1.42
4 mm centre 759 1.03 623107 1.04
Table 2.1: Specimeu A - physiological saline.
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C o m p a r iso n s  o f  p h a se  s e n s i t iv e  a n d  p h a se  in s e n s it iv e  r e s u lts
A ( i)  V e lo c ity Phase sensitive Phase insensitive
Location \PS\ Normalised P I Normalised
8 |m m  X 8^m m 982 1.00 978700 1.00
1 mm centre 916 0.93 842513 0.86
1 mm U.L. 1056 1.08 1115864 1.14
1 mm U.R. 1003 1.02 1007025 1.03
1 mm L.L. 1017 1.04 1035320 1.06
1 mm L.R. 978 1.00 957188 0.98
2 mm centre 972 0.99 959996 0.98
4 mm centre 975 0.99 967228 0.99
A ( i i)  V e lo c ity Phase sensitive Phase insensitive
Location | f S | Normalised P I Normalised
8 |m m  X 8 -m m 967 1.00 949335 1.00
1 m m  centre 1122 1.16 1254654 1.32
1 m m  U.L. 994 1.03 985358 1.04
1 mm U.R. 894 0.92 799798 0.84
1 mm L.L. 918 0.95 844480 0.89
1 m m  L.R. 819 R85 675275 0.71
2 mm centre 1069 1.11 1147206 1.21
4 m m  centre 982 1.02 977563 1.03
A  ( iii)  V e lo c ity Phase sensitive Phase insensitive
Location \PS\ Normalised P I Normalised
8^ 111111 X 8^m m 583 1.00 363919 1.00
1 m m  centre 620 1.06 389851 1.07
1 mm U.L. 510 0.87 268559 0.74
1 mm U.R. 571 0.98 336124 0.92
1 mm L.L. 545 0.93 306474 0 ^ 4
1 mm L.R. 676 1.16 467467 1.28
2 m m  centre 568 0.97 343186 0.94
4 m m  centre 569 0.98 350960 0.96
A ( iv )  V e lo c ity Phase sensitive Phase insensitive
Location |P 2 | Normalised P I Normalised
8 |m m  X 8 |m m 514 1.00 275703 1.00
1 mm centre 526 » 1.02 283362 1.03
1 m m  U.L. 520 1.01 285020 1.03
1 mm U.R. 511 0.99 268229 0.97
1 mm L.L. 519 1.01 276935 1.00
1 m m  L.R. 517 1.01 266389 0.97
2 mm centre 568 1.11 335605 1.22
4 m m  centre 528 1.03 291001 1.06
A (v )  V e lo c ity Phase sensitive Phase insensitive
Location | f g | Normalised P I Normalised
8 |m m  X 8 |m m 627 1.00 406863 1.00
1 m m  centre 521 R83 275893 0.68
1 mm U.L. 606 0.97 375470 0.92
1 mm U.R. 631 1.01 406203 1.00
1 mm L.L. 655 1.04 436220 1.07
1 mm L.R. 684 1.09 473701 1.16
2 mm centre 590 0.94 359860 0.88
4 mm centre 609 0.97 384137 0.94
Table 2.2: Specimeu A - velocity-matched saline.
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C o m p a r iso n s  o f  p h a s e  s e n s i t iv e  a n d  p h a s e  in s e n s it iv e  r e s u lts
B ( i)  V e lo c ity Phase sensitive Phase insensitive
Location \PS\ Normalised P I Normalised
8 |m m  X 8^ mm 664 1.00 442444 1.00
1 mm centre 690 1.04 474152 1.07
1 mm U.L. 650 0.98 421188 0.95
1 mm U.R. 667 1.00 444144 1.00
1 mm L.L. 669 1.01 446305 1.01
1 mm L.R. 688 1.04 471739 1.07
2 mm centre 671 1.01 452193 1.02
4 mm centre 667 1.00 447545 1.01
B ( i i )  V e lo c ity Phase sensitive Phase insensitive
Location \PS\ Normalised P I Normalised
S^mni X  8 |m m 582 1.00 388429 1.00
1 mm centre 466 0.80 217614 0^^
1 mm U.L. 519 0.89 267896 0.69
1 mm U.R. 651 1.12 422519 1.09
1 mm L.L. 636 1.09 405313 1.04
1 mm L.R. 788 1.35 621355 1.60
2 mm centre 518 0.89 275298 0.71
4 mm centre 584 1.00 357189 0.92
B ( ii i )  V e lo c ity Phase sensitive Phase insensitive
Location \PS\ Normalised P I Normalised
8 |m m  X 8 |m m 694 1.00 485373 1.00
1 mm centre 733 1.06 535503 1.10
1 mm U.L. 705 1.02 496420 1.02
1 mm U.R. 691 1.00 475924 O^ W
1 mm L.L. 694 l.ÜÜ 480352 0.99
1 mm L.R. 682 0.98 463643 0.96
2 mm centre 721 1.04 521570 1.07
4 mm centre 699 1.01 491912 1.01
B ( iv )  V e lo c ity Phase sensitive Phase insensitive
Location 1P5| Normalised P I Normalised
B^mm X 8 |m m 589 1.00 356340 1.00
1 mm centre 616 1.05 378534 1.06
1 mm U.L. 587 1.00 343879 0.97
1 mm U.R. 594 1.01 352695 0.99
1 mm L.L. 598 1.02 357286 1.00
1 mm L.R. 623 1.06 387926 1.09
2 mm centre 614 1.04 378838 1.06
4 mm centre 594 1.01 360807 1.01
B (v )  V e lo c ity Phase sensitive Phase insensitive
Location \PS\ Normalised P I Normalised
8^mm  X 8^m m 594 1.00 361966 1.00
1 mm centre 612 1.03 373116 1.03
1 mm U.L. 544 0.92 295068 0.82
1 mm U.R. 587 0.99 344642 0.95
1 mm L.L. 589 0.99 346606 0.96
1 mm L.R. 650 1.09 423165 1.47
2 mm centre 606 1.02 369980 1.02
4 mm centre 592 1.00 358233 0.99
Table 2.3; .Specinieii B - velocity-nialched saline.
31
Assuming that integration over the whole 8 | mm by S | mm square can be taken 
to represent an average value of “pressure” or “intensity” for the tissue specimen 
in question, then it is reasonable to expect that the 1 mm radius receivers might 
indicate the largest departures from this mean value. The results set out in tables 2.1 
to 2.3 show that this is indeed the case. If all results are normalised to the integral 
of the whole field, then the 1 mm radius phase sensitive receivers produce values 
ranging from 0.58 to 1.48 of that value for specimen A in physiological saline, when 
all five data sets are considered together.
For the same specimen in velocity-matched saline the range of the 1 mm radius 
phase sensitive results is significantly reduced, giving values from 0.83 to 1.16 of the 
8 | mm by 8 | mm square mean value. Aindow (1983) emphasises that great care 
was taken in the handling and preparation of the specimen, in order to minimise 
the presence of air bubbles as a source of artefacts in the measurements. It may 
be, therefore, that the differences between the two sets of measurements are due to 
the use of a velo ci ty- mat died medium in the second case. This conclusion seems to 
be supported by the results for the 2 mm and 4- mm radius receivers. For specimen 
A in physiological saline the 2 mm i^hase sensitive results range from 0.72 to 1.34 
of the 8 | mm square value, and the 4 mm results from 0.95 to 1.05 for the five 
data sets (i) to (v). Note that the large receiver produces values which are more 
representative of the whole held. For the same specimen in velo ci ty - mat ched saline 
the 2 mm range is from 0.94 to 1.11 and the 4 mm range is from 0.97 to 1.03 of the 
81 mm by 8 | mm square value.
The results outlined above are summarised in figures 2.3 to 2.5, in which the range 
of the normalised values of the transducer output is plotted for each transducer size 
and for each type of receiver. The figures give a graphical representation of the data 
presented in the tables in this section. It is worth noting that the computational 
procedure used provides 25 receiver samples at 1 mm, but only five each for the 2 
mm and 4 mm receivers, for each specimen and condition.
The main difficulty in comparing the results presented so far for phase sensitive and 
phase insensitive receivers is that they provide essentially different physical measures 
of the acoustic field. It is therefore instructive to consider the relationship between 
the square root of the phase insensistive integral, as defined by equation 2.25, mea­
sured at a particular location with a particular transducer and the modulus of the
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SPECIMEN A - PHASE SE N S m V E  - RANGE O F NORM AUSED PRESSURE AMPLITUDE VALUES
1.5
1.0
0.5
PHYSIOLOGICAL SALINE
Iin m  2 dud 4m m
TRANSDUCER RADIUS
1.5
1.0
0.5 -
VELO Crry-M A TCH ED  SA U N E
Im m  2m m  4m m
TRANSDUCER RADIUS
Figure 2.3; Specimen A - phase sensitive measurements - range of normalised pres­
sure amplitude values.
SPECIMEN A - PHASE INSENSITIVE - RANGE OF NORMAUSED INTENSITY VALUES 
PHYSIOLOGICAL SA U N E VELOCrrV-.MATCHED SALINE2.0
1.5
1.0
0.5
2.0
1.5
1.0
0.5
TRANSDUCER RADIUS TRANSDUCER RADIUS
Figure 2.4: Specimen A - phase insensitive measurements - range of normalised 
intensity values.
33
SPECIMEN B - VELOCITY-MATCHED SALINE - RANGE OF NORMAUSED VALUES
PHASE SENSnTVE - PRESSURE AMPUTUDE PHASE INSENSmVE - INTENSflT
1.5
1.0
0.5
1.5
1mm 2mm 4mm
TRANSDUCER RADIUS
Imm 2mm 4mm
TRANSDUCER RADIUS
Figure 2.5; Specimen B - range of normalised pressure amplitude and intensity 
values.
phase sensitive integral under the same conditions (equation 2.24). For a plane wave 
these two values are identical. For waves which are not pla.ne, the square root of 
the phase insensitive integral is always greater than the modulus of the phase sen­
sitive integral. The detailed numerical results are available elsewhere (Esward and 
Chi vers, 1993).
It has already been pointed out that the measurements for specimen A in physiolog­
ical saline showed the greatest disruption of the wavefronts incident on the receiver. 
This observation is confirmed by the numerical results. Specimen A shows differ­
ences between the square root of the phase insensitive integral and the modulus of 
the phase sensitive integral of up to 12% for physiological saline and of up to only 
4% in velocity-matched saline. Specimen B showed the least difference between the 
two terms, the difference being in general 1% or less. Only in one case, site B(ii) for 
the 8“ mm by 8 | mm square results, did the difference between the two terms reach 
7%. If the difference between the square root of the phase insensitive integral and 
the modulus of the phase sensitive integral is small, the difference between “phase 
sensitive attenuation” and “phase insensitive attenuation" will be small.
In order to test the planarity of the acoustic wave incident on the specimen, a
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series of measurements had been made with the hydrophone scanned along a line 
perpendicular to the transducer beam axis with no specimen present. Each of the 
measurements in this series had been carried out immediately prior to placing the 
relevant specimen in position. Thus it is possible to use the data obtained in this 
way to estimate the attenuation appropriate to each specimen, and this was done for 
the only three data sets available, A(iii) in both \ elocity-matched and physiological 
saline, and B(iii). It should be noted that strictly it is the insertion loss which has 
been calculated, as no corrections were made for reflections at the interface between 
w^ater and tissue.
In calculating the attenuation due to the tissue, the following approach has been
adopted. The one-dimensional fields measured in the absence of the specimen were
converted to two-dimensional fields by the procedure described above. Then the 
following equations w^ ere used. For the attenuation of pressure:
p = po exp[ — a c ). (2.27 )
where p, po are the pressure amplitudes calculated as being measured by a simulated 
phase sensitive transducer, with and without the specimen present, respectively. For 
the attenuation of intensity:
I  = I o e x p { — i.Lz),  (2.28)
where / ,  lo are the intensities calculated as being measured by a simulated phase
insensitive transducer, with and without the specimen present;
a  is the pressure attenuation in nepers cm"':
pL is the intensity attenuation in cm“T
and z is the thickness of the specimen in centimetres.
The thicknesses of the specimens were: specimen A 11.74:0.7 mm; specimen B 14.44:
0.7 mm; and it is these values which have been used to calculate the attenuation. 
All measurements were made at a frequency of 948 kHz and the results are given in 
tables 2.4 to 2.6. Note that the lowest attenuation values are in general obtained 
from specimen B. For purposes of comparison attenuation data for liver as measured 
by other researchers are given in section 5.2.2 on page 109. In the case of plane wave 
propagation, the intensity attenuation, p, is exactly twice the pressure attenuation, 
a. Dividing j.t by two allows direct comparison with the value of a and thus the effect
of the held on the attenuation measurements can be judged as shown in figure 2.6,
where p / 2 <y is plotted against transducer area, allowing comparison between the
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A tte n u a t io n  c o m p a r iso n s  - S p e c im e n  A
Location Pressure a  nj) cm  ^ Intensity p cm ^ n f2a
8^m m  X 8^ 0.4102 0.7321 0.89
1 mm centre 0.0915 0.1799 0.98
1 mm U.L. 0.6728 1.1513 0.86
1 mm U.R. 0.5415 0.9909 0.91
1 mm L.L. 0.5312 0.9443 0.89
1 mm L.R. 0.3797 0.7458 0.98
2 mm centre 0.1709 0.3312 0.97
4 mm centre 0.3704 0.6688 0.90
Table 2.4: Specimen A - sample in physiological saline - attenuation of pressure and 
intensity at 948 kHz.
A tte n u a t io n  c o m p a r iso n s  - s p e c im e n  A
Location Pressure a  np cm ^ Intensity p cm ^ p /2 a
8^ mm X 8^ 0.3850 0.7141 0.93
1 mm centre 0.3444 0.6732 R98
1 mm U.L. 0.5097 0,9877 0.97
1 mm U.R. 0.4106 0.7913 0.97
1 mm L.L. 0.4514 0.8719 0.97
1 mm L.R. 0.2648 0.5089 0.96
2 mm centre 0.4116 0.7740 0.94
4 mm centre 0.4054 0.7473 0.92
Table 2.5: Specimen A - velocity-matched saline - attenuation of pressure and in­
tensity at 948 kHz.
three circular simulated transducer sizes and the 8^ mm by 8 | mm square array. 
Note that in this figure the means pf the five available values in each case have been 
plotted for the 1 mm radius transducers.
It can be seen that there appears to be a tendency for /u/2q’ to decrease as the receiver 
area increases, a.lthough the data have been obtained from single calculations only 
(except for the 1 mm radius transducers). The values of p /2 a  for specimen B appear 
significantly closer to unity than those for specimen!. A - irrespective of whether the 
latter was immersed in velocity-matched saline or not.
In a non-planar field p/2 will be smaller than a. This is observed for all the main 
data sets. However, the size of the differences is of interest. For A(iii) in velocity- 
matched saline the largest departure from the plane wave value is 0.92 for the 4mm 
radius receiver. Specimen B(iii) produced values which were all within 1.3% of the
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A tté n u a t io n  c o m p a r iso n s  - S p e c im e n  B
Location Pressure cv np cm. ^ Intensity p cm ^ /.{/2 a-
8 |m m  X 8 | 0.1048 0.2067 0.987
1 mm centre 0.0828 0.1653 0.999
1 mm U.L. 0.1032 0.2055 0.996
1 mm U.R. 0.1120 0.2232 0.996
1 mm L.L. 0.1104 0.2201 0.996
1 mm L.R. 0.1175 0.2342 0.997
2 mm centre 0.0877 0.1750 0.998
4 mm centre 0.1017 0.2016 0.991
Table 2.6: Specimen B - velocity-mat ched saline - attenuation of pressure and in­
tensity at 948 kHz.
plane wave pressure attenuation values. It is suggested that even in the case of 
the A(iii) measurements in physiological saline, the difference between the phase 
sensitive and phase in,sensitive measurements is within the typical range of error 
of ultrasonics experimental measurements and implies that for fresh beef liver, at 
least, wavefronts are not significantly disrupted when they pass through the tissue. 
This seems to accord with the work of Lyons and Parker (1988) who found that for 
calf liver, absorption of ultrasound by tissue accounted for between 90% and 100% 
of attenuation. Parker and Lyons (1988) estimate that for insertion loss techniques 
typical errors in measuring attenuation are of the order of 5-10% for 2 cm thick 
tissue samples. The differences between the phase sensitive and phase insensitive 
results for the measurements on beef liver described here appear to be well within 
this range.
It is thus not obvious from the data analysed above that comparisons of the phase 
sensitive and phase insensitive integrals may be of use in characterising materi­
als. Liver, which is regarded as homogeneous at medical ultrasound frequencies, 
may well not provide the best experimental test of this approach. In addition, the 
measurement frequency of 948 kHz is relatively low for most medical ultrasound 
applications. Data from a wider range of scattering specimens and at higher fre­
quencies are needed to jDrovide an adequate test of the proposal. The next stage of 
the investigation was tlierefore to obtain such data, and the following chapter de­
scribes the work needed to improve and modernise an ultrasound scanning tank and 
its associated hardware and software so that such measurements could be carried 
out.
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Figure 2.6: Specimens A and B - ^ /2a  as a function of area of simulated transducer 
for circular and scpiare arrays. Key: □ Specimen B in velocity-matched saline; -f 
Specimen A in velocity-matched saline; o Specimen A in physiological saline.
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C h ap ter  3 
E x p er im en ta l ap p aratu s for th e  
m ea su rem en t o f  w avefront 
d isru p tio n
This chapter describes the work carried out to improve the operation of the ultra­
sound scanning tank belonging to the University of Surrey Physics Department, and 
also recounts improvements to the computer software necessary for controlling the 
tank mechanism, capturing data and processing signals, h  sets out a brief account 
of the properties of hydrophones, and the effect of their finite size on measurements 
of acoustic pressure. Finally, the results of tests to evaluate a new type of pvdf 
needle hydrophone manufactured by Precision Acoustics Ltd. are reported. These 
devices were employed not only for the plane scans used to characterise transmitted 
pressure fields but also for the measurements of angular scattering to be described 
in chapters 6 and 7.
3.1 Tank design criteria
To document the nature of forward scattering by inhomogeneous materials, it is 
necessary to be able to make accurate and precise measurements of the amplitude 
and phase of the acoustic fields emerging from such materials. To achieve this aim 
it is essential that such a measurement system should be able to collect as rapidly 
as possible data from two-dimensional scans of planes normal to the acoustic axis
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of the transducer which is being used to irradiate specimens.
A tank suitable for such a task had been designed and installed in the laboratory 
in the early 1980s, and had been used to make measurements of the amplitude and 
phase of acoustic fields scattered by inhomogeneous materials (Aindow, 1983; Adach, 
1986; Sabino, 1986; Aindow and Chi vers, 1988). However, all the work described 
by these researchers had involved one-dimensional rather than the two-dimensional 
scans needed for the work reported in this thesis. .Aindow and Chi vers (1988) had 
defined carefully the requirements for an experimental scanning tank. It is worth 
stating these in full as they set out the foundations upon which any changes and 
improvements to the system must be based.
1. High resolution spatial positioning of a hydrophone in three dimensions 
under manual or microprocessor control with a precision of the order of 
microns.
2. Accurate mutual alignment between acoustic axes in any given combina­
tion of transmitter and hydrophone.
3. Calibrated rotation of a hydrophone about the centre of its acoustically 
sensitive element, in at least one plane (e.g. to permit directivity mea­
surements).
4. Optional use of a separate inner tank incorporating an acoustically trans­
parent window to permit good temperature control and measurements in 
liquids other than water (e.g. saline and castor oil).
5. Ultrasonic transducer field investigations over a minimum frecpiency range 
of 1 - 10 MHz and preferably 0.2 MHz to 20 MHz.
It is of interest to place numerical values on some of these requirements. An ultra­
sonic signal at a frequency of 2 MHz has a wavelength of 0.75 mm in water at room 
temperature. Thus, a mechanical positioning error of 7.5 microns along the beam 
axis represents 3.6 degrees of phase. In practice, measurements are made in a plane 
perpendicular to the beam axis and phase errors aie likely lo be much less for small 
positioning errors in this plane. In addition, the velocity of sound in water at room 
temperature increases by over 3 ms“  ^ for every one degree rise in temperature (Del 
Grosso and Mader, 1972), leading to errors of 100 degrees of phase at a distance of
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10 cm from a 2 MHz transducer. It is also possible to identify three other matters 
which are essential to good quality experimental work.
1. Rapid data collection to reduce temperature effects and errors arising 
from drift in the electronics.
2. Minimal electronic noise and interference to allow precise and accurate 
calculations of phase, particularly at points in the field where signal am­
plitudes are very low.
3. Hydrophones which are small enough to be considered as approximating 
point receivers, and are of adequate sensitivity.
The tank which had been built to meet these specifications was made from 1.25 
cm thick “Perspex” sheeting with dimensions of approximately 26 cm high by 38 
cm wide by 92 cm long. A rigid rectangular mild steel frame was fixed to the top 
of the tank which supported a gantry and three-axis mechanical drive system. Hy­
drophones could be affixed to a bar of circular cross-section which protruded into the 
tank. Stepper motors allowed independent translation along each axis in 5 micron 
steps, the x and z direction motion (transverse and longitudinal, respectively) being 
provided by worm and screw thread drives, and the y direction motion (vertical) 
by a worm and pinion. A transducer mounting point was provided in the wall at 
one end of the tank. A three-point positioning device allowed the transducer to be 
manipulated from outside the tank in order to align the acoustic beam with the 
tank axis. This device has been described in Bristow et al. (1980).
Although the tank was designed to allow automated measurement of phase and am­
plitude, it was initially used to make one-dimensional, manually operated scans of 
fields scattered by tissue specimens. The data of .Aindow (1983) which was analysed 
in the previous chapter was obtained in this manner. The experimental method 
which had been adopted for these measurements was to drive a plane piston trans­
ducer with a toneburst of 10 or 20 cycles of a sinusoidal waveform in the low mega­
hertz frequency range. The original phase measurement system had employed a 
zero-crossing detector (ZCD) to measure the time of flight of a toneburst. It was 
discovered that the output of the ZCD was sensitive to the amplitude of its input 
signal, thus introducing an error into the time of flight, and therefore phase, mea­
surements. .An adjustable attenuator was used to set a constant signal level for
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the ZCD. The intention was to develop a programmable attenuator to allow auto­
mated measurements, but time prevented this plan being realised. Since then, the 
method of making phase measurements has been changed. Improvements in com­
puter technology and in digital oscilloscopes with fast sampling speeds have led to 
the possibility of rapid capture and subsequent processing of oscilloscope waveforms, 
allowing accurate and precise calculation of amplitude and phase to be carried out 
in software. Details of the new method are provided later in this chapter.
3.2 Need for a new tank and new software rou­
tines
Early in the research process it became clear that a. new scanning tank would be use­
ful in order to handle the work-load of the laboratory. This provided an opportunity 
to investigate the performance of the existing tank, which was at that time over ten 
years old, in order to identify possible improvements which could be incorporated 
into a new tank. Moreover, it was necessary to test the computer software which 
had been developed to control the scanning system and calculate the amplitude and 
phase of the hydrophone signal al each point of a scan.
It is a matter of some regret to the author that it eventually proved impossible 
to obtain the financial and other material supiDort necessary to build an improved 
tank. All the experimental work had therefore to be carried out in the existing 
tank, with its known inadequacies, many of which have also been documented by 
a previous researcher who had worked with the tank (Sabino. 1986). For example, 
Sabino (1986, p. 100) reports that he had tested the mechanical accuracy of the 
tank positioning systems and identified backlash which contributed an error of 0.43 
mm to the tank tracking mechanism. There currently appears to be 0.75 mm of 
backlash in the mechanism which provides longitudinal (z axis) motion in the tank.
The measurement system which was available at the start of this research consisted 
of the following components:
® the scanning tank which has been described above:
« stepper motor drive system:
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9 needle hydrophones with ceramic elements which had been developed for Ain- 
dow’s research and were later to be replaced by pvdf needle hydrophones man­
ufactured by Precision Acoustics Ltd.;
® Metrotek MRlOl receiver which provided low pass filtering and amplification 
for the hydrophone signal (later to be replaced by an EG and G Parc 65 MHz 
bandwidth amplifier);
# Tektronix 2230 100 MHz digital storage oscilloscope linked via an IEEE 488 
bus to a Viglen II personal computer;
® Wavetek signal generator to produce the drive signal to transducers;
® Thandar TG105 pulse generator to gate the Wavetek and generate a trigger 
signal for the oscilloscope;
# Marconi frequency meter to check the frequency of the Wavetek output. 
Figure 3.1 provides a block diagram of the system.
3.2 .1  Softw are
The software which was used to drive the stepper motor s\ stem, interrogate the os­
cilloscope, and calculate the amplitude and phase of the hydrophone signal had been 
inherited from a previous worker (Boersma, 1990). The first task was to investigate 
the accuracy of its amplitude and phase measurement routines. It appeared from 
an investigation of his laboratory notebooks that the method in use was of his own 
design, undocumented in the literature. For a sampling interval of 10 nanoseconds 
and a sinusoidal signal of 0.8 MHz frequency, the laboratory notebooks claimed that 
the precision was of the order of 3.6* of phase in noise-free conditions. For the same 
sampling interval at higher frequencies the phase precision was expected to deteri­
orate. No attempt appeared to have been made to assess the performance of the 
routine in the presence of noise, or of frequency drift, or to consider errors in ampli­
tude measurements. It seemed that an alternative approach to the measurement of 
amplitude and phase might prove beneficial. An algorithm dexeloped by Michel et ti 
(1991) was implemented. Micheletti's metliod allows the simultaneous calculation 
of the amplitude and phase of two sinusoidal signals, using a least squares technique,
43
POSITIONING
SYSTEM
TRANSDUCER
HYDROPHONE
TANK
TRIGGER
PULSE
GENERATOR
SIGNAL
GENERATOR
COMPUTER
STEPPER
MOTOR
CONTROLLER
AMPLIFIER
FILTER
OSCILLOSCOPE
Figure 3.1: Block diagram of measurement system.
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in which the equations to be solved can be written in matrix form. The procedure 
is set out below.
Two sinusoidal signals, Vi{t) and v-2 {t), are sampled with a sampling frequency, 
such that a set of M samples is obtained for each input signal, beginning from some 
arbitrary time reference. The signals to be processed thus have the form:
f i  i't) =  VI sin(ujt + -01 ), (3.1)
/ 2CO = V2 sin{ujt + ^ 2), (3.2)
where 14, Vd and 14,'02 are the magnitude and phase of the first and second signal,
and uj is the known angular frequency of the signals.
Equations 3.1 and 3.2 can be expanded using trigonometric identities and written 
in the following form:
where
and
f i{t)  =  Cosin{u)t) + Cicos{iot), 
02 ( )^ =  Dosin{u)t) +  DiCos{u>t),
Co = 14cos(0i), T)q =  14cos(02), 
Cl = Visin(éi) ,  Do = 14sm(02),
Co 
C]
Do
(3.3)
(3.4)
14 — \/Co +  C l, 01 — tan  ^ —  + [1 — ^ffn{Co)]—, 
14 =  \Jd I-\- D\,  02 =  tan iDil + [1 -  sgn{Do)]-.
The parameters Cj and Dj, j  — 0,1, are obtained by minimising the total square 
error with respect to each of them. That is:
.3=0
D s ( f > s { t r )  —  V 2 { i r )
.3 =  0
= 0,
- 0 ,
where
Qo{t) - sin{ioi), <P\{I) = co.s{u)t). 
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(3.5)
(3.6)
Thus:
M - lE
r = 0  L s= 0
M'tr)
M - lE?‘=0 < p i { t r )  Ÿ 1  D s ( / ) s { t r )5 = 0
A / — 1E <l>i{ir)Vl(tr), (3.7)
?'=0
(f>iMv2 {tr), (3.8)
r = 0
where i = 0,1.
These last two results, equations 3.7 and 3.8, constitute a linear system of two by 
two equations which can be solved using matrix methods.
Micheletti showed that, even if only one half of a cycle of the waveforms is digitised, 
the accuracy of the routine was such that the computed values of the difference 
between the two calculated phase angles practically coincided with the true values 
in the absence of noise for his test frequencies of 1,600, 2,400 and 3,200 Hz. As 
the speed of the phase calculation routine was not a major concern in the scanning 
tank application (the largest causes of delays were the time required to move the 
hydrophone and let the water settle after the movement, and the averaging time 
of the oscilloscope), it was decided to use the whole of the data available from the 
oscilloscope. This allowed five or ten cycles of a waveform to be used for 1 and 2 
MHz signals respectively, at a sampling interval of five nanoseconds. Even faster 
operation of the system is possible when scanning a large number of points. In such 
cases it is advantageous to do all amplitude and phase calculations off-line at the 
end on the scan, using the Physics Department’s Sun Sparcstations. There is then 
no need to perform any calculations during the scan and the complete phase and 
amplitude data, can be obtained in a few minutes following completion of the scan.
A set of tests was carried out on the routine to examine its %Derformance in the 
presence of noise. Pseudo-random noise was added to computer-generated signals of 
known amplitude and phase, and the results of the amplitude and phase calculations 
in the presence of noise were compared with the true amplitude and phase. The tests 
were carried out at two frequencies, 1 MHz and 2 MHz, and with a five nanosecond 
time sampling interval in both cases. The additive noise levels were varied from 
9% to 45% of the signal. These percentages were calculated by taking the ratio 
of the maximum amplitude of the true signal to the maximum amplitude of the 
added noise, and expressing this ratio as a percentage. Such noise levels far exceed
-16
those observed during measurements. For toneburst signals employed during beam 
plotting, for example, and with l/16th  oscilloscope averaging, noise is negligible 
with a Precision Acoustics pvdf needle hydrophone at low megahertz frequencies. 
20 pairs of phase values were employed for each set of tests, the true amplitudes 
being held constant for the set of 20 pairs. The phase values were chosen to give 
a spread of positive and negative phase angles covering the range from —tt to +7t 
radians.
The results of these tests are set out in tables 3.1 to 3.4. It can be seen from 
these calculations for amplitudes at 1 MHz, for all noise levels, the percentage error 
(the standard deviation of the calculated amplitude as a percentage of the true 
amplitude) does not exceed 0.93%, and that the equivalent figure at 2 MHz is 1.09%. 
For the 1 MHz phase calculations the mean error (the average difference between the 
calculated phase in the presence of noise and the true phase) does not exceed 0.523 
degrees of phase (the value in the 45% noise case) and the largest standard deviation 
is 0.356 degrees of phase (also at 45% noise). The equivalent figures at 2 MHz are
0.606 and 0.420 degrees respectively. In the absence of noise the routine returns the 
true value of amplitude and phase to five places of decimals, as expected from the 
comments in Micheletti’s paper. The noise performance noted above also appears 
to be an improvement on the values quoted by Micheletti (1991), who measured 
the variance of the phase difference between two signals with 5% added noise and 
obtained a value of 0.0089 (standard deviation of 0.094 degrees) at 3,200 Hz for 50 
sets of data. It is difficult to make direct comparisons with his results because he 
reports only measurements of phase differences between pairs of waveforms, rather 
than errors in amplitude and phase measurements for each waveform. The apparent 
improvement in performance is likely to be the result of using many more cycles of 
the waveform in the tests reported in this thesis. Micheletti used one half or one 
quarter of a single cycle of a waveform, whereas the noise simulations analysed here 
use five cycles of the waveform at 1 MHz and ten cycles at 2 MHz.
Following completion of the noise tests, an investigation of systematic ihequency 
errors was carried out. The effect on amplitude and phase measurements of an error 
of 0.1% in frequency settings was calculated at both 1 and 2 MHz, again using a five 
nanosecond time sampling interval. The Micheletti routine requires the ihequency of 
the signals it is measuring to be known. The Wavetek signal generator was observed 
to be prone to frequency drifts of approximately 0.05% over the course of several
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A m p l i t u d e  c a l c u l a t i o n  e r r o r s  a t  1 M H z - 2 0  s a m p le s  p e r  s e t
Noise 9% 1 1 }% 16% 2 2^ % 45%
Ti‘ue am plitude 5 4 3 2 1
Mean calculated  
am plitude 4 .9 9 7 2 3 .9 9 6 9 3 .0 0 4 4 2 .0 0 0 9 0 .9 9 9 8
Standard deviation of 
calculated am plitude 0 .0 1 4 5 0 .0 1 4 8 0 .0 1 1 6 0 .0 0 9 7 0 .0 0 9 3
% error
Std. deviation/true value 0 .2 9 0 .3 7 0 .3 9 0 .4 9 0 .9 3
Table 3.1: Noise test - 1 MHz signal, 5 nanosecond sampling - amplitude calculation 
errors.
A m p l i t u d e  c a l c u l a t i o n  e r r o r s  a t  2 M H z- 2 0  s a m p l e s  p e r  s e t
Noise 9% 1 1 }% 15% 2 2 1 % 46%
H u e  amplitude 5 4 3 2 1
Mean calculated 
am plitude 5 .0 0 3 0 3 .9 9 7 5 3 .0 0 0 5 1 .9 9 7 3 0 .9 9 8 1
Standard deviation of 
calculated am plitude 0 .0 1 1 6 0 .0 1 4 6 0 .0 1 1 9 0 .0 1 2 2 0 .0 1 0 9
% error
Std. deviation /true value & 23 0 .3 6 0 .4 0 0 .6 1 1 .09
Table 3.2: Noise test - 2 MHz signal, 5 nanosecond sampling - amplitude calculation 
errors.
P h a s e  c a l c u l a t i o n  e r r o r s  a t  1M H z - 2 0  s a m p l e s  p e r  s e t
Noise 9% 11^% 15% 2 2 1 % 45%
Mean phase error/ 
degrees o f phase 0 .1 6 8 0 .2 0 7 0 .2 7 5 0 .2 4 1 0 .5 2 3
Standard deviation of 
phase error/ 
degrees of phase 0 .0 9 4 0 .1 1 8 0 .1 8 9 0 .2 0 8 0 .3 5 6
Table 3.3: Noise test - 1 MHz signal, 5 nanosecond sampling - phase calculation 
errors.
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P h a s e  c a l c u l . v i i o n  e r r o r s  a t  2 M H z - 20 s a m p l e s  p e r  s e t
Noise 9% l l l % 15% 22^% 45%
Mean phase error/ 
degrees of phase 0.108 0.132 0.181 0.329 0.606
Standard deviation of 
phase error/ 
degrees of phase 0.093 0.083 0.109 0.234 0.420
Table 3.4: Noise test - 2 MHz signal, 5 nanosecond sampling - phase calculation 
errors.
A m p l i t u d e  c a l c u l a t i o n  e r r o r s  in  p r e s e n c e  o f  f r e q u e n c y  d r i f t
Frequency .999 MHz 1.001 MHz 1.998 MHz 2.002 MHz
Mean value 5.0004 4.9994 4.9998 4.9986
Std. deviation 0.0019 0.0012 0.0019 0.0019
% error
Std. deviation / 
true value 0.04% 0.04% 0,04% 0.04%
Table 3.5: Amplitude calculation errors for 0.1% drift in frequency at 1 and 2 MHz 
- noise-free signal, true amplitude 5.000. 40 samples per set.
hours, and it was considered that it was essential to quantify the errors arising from 
such drifts.
Once again, 20 pairs of calculations were made, this time in the absence of noise. 
Amplitudes were held constant at a nominal value of 5 throughout the tests and 
phase was varied over the range from —tt to +7t radians. The method of computing 
the errors was to generate data at frequencies of 0.999 MHz, 1.001 MHz, 1.998-MHz, 
and 2.002 MHz, and then to ask the routine to calculate the amplitude and phase 
of the signals as though the frequency in the first two cases was 1 MHz and in the 
latter two cases, 2 MHz. The results of this test are set out in tables 3.5 and 3.6.
It should be noted that the amplitude errors as a result of frequency drift are smaller 
than those arising from 9% noise, However, the phase errors are as large as the worst 
noise case (45% noise) at 1 MHz and twice as large as the worst noise case at 2 MHz. 
It appears that systematic errors which may originate from frequency drift in the 
signal source are potentially a greater source of error in the phase measurements 
than random noise. An accurate frecpiency generator which is stable over many 
hours of operation is necessary to minimise errors of this kind.
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P h a s e  c a l c u l a t i o n  e r r o r s  in  p r e s e n c e  o f  f r e q u e n c y  d r i f t
Frequency .999 MHz 1.001 MHz 1.998 MHz 2.002 MHz
Mean error/ 
degrees of phase -0.903 -1-0.904 -1.802 4-1.804
Sfcd. deviation / 
degrees of phase 0.024 0.018 0.017 0.017
Table 3.6: Phase calculation errors for 0.1% drift in jhequency at 1 and 2 MHz - 
noise-free signal, 40 samples per set.
As a result of the investigations detailed above, it was decided that the Micheletti 
routine should be adopted for measurements of the amplitude and phase of toneburst 
signals. Its performance had been evaluated and understood in the presence of 
noise and frequency drift, and it provided an accurate and precise measurement of 
amplitude and phase.
A series of minor improvements was made to other aspects of the software. There 
was some redundancy in the routines which controlled the stepper motor movement, 
as different routines had been developed to carry out two-dimensional scans, line 
scans and the movement of the hydrophone to pre-determiiied points in the tank. 
These were simplified so that all hydrophone movements were carried out with the 
same procedure. This reduced the possibility of positioning errors arising from 
differences in the algorithms used in the program. An extra procedure was added to 
the program to ensure that a permanent record of the current hydrophone position 
was written to hie after each move. This change allows a scan to be aborted in the 
knowledge that there is a record df the hydrophone position, an option which was 
not jDreviously available.
Another important improvement was concerned with monitoring phase and ampli­
tude drifts during the course of a long scan in order to allow the results of this 
monitoring to be used to correct the measured data. These drifts arise chiefly from 
temperature changes in the tank, the speed of sound being a function of tempera­
ture. At a temperature of 15°C the speed of sound in pure water is 1,465.9 ms~^, 
for example, whereas at 16‘^ C it is 1,469.4 ms“  ^ (Del Grosso and Mader, 1972). The 
difference in wavelength at these two velocities for a 1 MHz signal in water is 3.5 
microns, representing a change of 0.84 degrees of phase. For a signal which travels a 
distance of 100 wavelengths this phase difference is multiplied 100 times. However,
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there are also phase and amplitude drifts associated with the warm-up of the elec­
trical and electronic components. These effects are most often noticed during the 
first two hours after the equipment is switched on. The combined effects of tem­
perature drift and electronic drift are often large. Variations of 180 to 360 degrees 
of phase for a transducer-hydrophone separation of 10 cm and a 2 MHz signal can 
be observed in the first few minutes after the equipment has been switched on. In 
fact, it is advisable not to use the tank for measurements unless all devices have 
been switched on for at least two hours. In addition, changes in wavelength will also 
affect amplitude measurements as the pressure field is, in general, a function of /c, 
where A; =  27t/A and A is the wavelength of sound.
A correction routine measures at regular intervals the phase and amplitude of the 
waveform at a fixed point in the tank, the location of which is chosen when a scan 
begins. A suitable point to monitor in this way is the centre of the scanning field. 
The values obtained at this point are then used to correct the measured data, by 
adjusting for any positive or negative phase or amplitude drifts observed since the 
start of the scan. The quality of the corrections depends on there being minimal 
mechanical backlash in the x and y scanning directions so that the temperature 
reference point can be found accurately after each line of a scan. However, such 
errors can be reduced by ensuring that the hydrophone is always taken to the position 
of the scanning point furthest from the centre of the field in either the positive or, 
negative x and y directions before the hydrophone is moved to the central point, and 
then repeating this motion to locate the next scanning position, after completion of 
each temperature drift monitoring measurement.
3.3 Investigating the performance of the equip» 
ment
In parallel with the development and testing of new software, a series of investiga­
tions of the mechanical and electrical performance of the measurement system was 
carried out. The conclusions which were reached concerning the main components 
of the system, and any changes in experimental technicpie which were required are 
described below.
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The initial tests on the tank measurement system reported so far in this chapter were 
carried out with a Tektronix 2230 digital storage oscilloscope of 100 MHz analogue 
bandwidth. In order to display the 10 central cycles of a 20 cycle toneburst, it 
was necessary to use the oscilloscope’s “B delayed sweep display”. However, the 
trigger for this delayed timebase appeared to be subject to jitter, thus reducing the 
precision of the phase measurements. The oscilloscope’s main A timebase is much 
more stable than the delayed timebase and it appeared that a more satisfactory 
approach to the reduction of jitter was to insert a pulse delay unit between the 
Thandar pulse generator, which generates the trigger pulse for the Wavetek signal 
generator and the oscilloscope, and the main trigger input of the oscilloscope. The 
pulse delay unit provided a stable trigger to the oscilloscope, but had a disadvantage 
in that the positive-going edge of the trigger pulse distorts through cross-coupling 
the first few microseconds of the hydrophone signal as displayed on the oscilloscope 
screen. This problem could be circumvented by setting the trigger position towards 
the end of the toneburst and collecting the pre-trigger, rather than the post-trigger, 
waveform.
One further problem remained. To obtain good quality, low noise waveforms for 
digitisation, it was necessary to use the oscilloscope’s averaging facility. Typically, 
l/16th  averaging is advisable; that is, the oscilloscope’s dis]^lay is the arithmetical 
average of the most recent 16 signals it has detected. If there is a sudden large 
change in signal am]Dlitude or phase, the averaging time required to obtain a good 
quality signal can be more than 30 seconds, and this limits the speed at which useful 
data may be collected from this oscilloscope. This represented a major disadvantage 
when scanning, as the longer a scan takes, the greater the chance for temperature 
fluctuations to occur.
An investigation of alternative means of acquiring a digitised signal was carried 
out, in the course of which fast analogue-to-digital converters and digital sampling 
oscilloscopes were considered. It became clear that the Tektronix TDS320 digi­
tal sampling oscilloscope would provide improved data collection. This device is 
a two-channel 100 MHz analogue bandwidth digital sampling oscilloscope, with a 
maximum rate of data capture of 500 megasamples per second. Its main advantages 
over the 2230 oscilloscope are its low noise floor, its stable digital trigger and its 
more rapid averaging. The TDS320 was purchased as a replacement for the 2230 
and, as a result, much faster scanning times have been achieved. A 32 by 32 point
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scan can now be carried out in less than 75 minutes, whereas such a scan would 
have taken eight hours with the 2230.
3.4 Tank positioning system
In order to obtain accurate two-dimensional scans of the acoustic held it is an es­
sential requirement that the scanning plane be perpendicular to the acoustic axis. 
Small misalignments may generate large phase errors. A 0.075 mm positioning er­
ror along the tank longitudinal axis represents an error of 36 degrees of phase at 
2 MHz. In addition, it is important that the positioning of the hydrophone within 
the scanning plane be exact, and not subject to jitter. Finally, all measurement 
positions and set-ups should be reproducible, so that the tank mechanism must not 
be subject to hysteresis, nor should loads on the stepper motors be so large that 
steps might be missed during the course of a scan.
At the time the work described here began, the tank had been in operation for 
over a decade, during which time it had been subject to periods of intense use. An 
investigation of the tank’s mechanisms showed that wear in the y axis (vertical) 
positioning system had produced so much slackness in the mechanism that it was 
possible to detect by eye deviations from vertical motion of the order of a millimetre 
in the x (horizontal) direction during the course of hydrophone movements. There 
appeared to be both a horizontal displacement of the hydrophone and a small rota­
tion about its point, so that z direction (longitudinal) positioning errors may also 
have been present. The mechanical engineering workshop of the physics department 
at the University of Surrey was therefore asked to examine the mechanism and carry 
out repairs to reduce the effects. This work was only partially successful and it will 
be seen from the measurements on tissue samples which are to be presented later 
that phase errors arising from z direction displacements during x and y direction 
scans are still detectable. Appendix A sets out the procedure which was adopted 
for aligning hydrophones and transducers.
During the course of the tests on the existing tank, it became clear that a number 
of changes to the tank mechanism would be desirable and that these should, if pos­
sible, be incorporated into any new tank design. The existing transducer mounting 
mechanism, which is located in an end wall of the tank, has some significant dis ad­
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vantages. Three positioning screws allow the transducer body to be moved so that 
the acoustic and tank axes can be aligned. The fact that only three screws are used 
means that the transducer body cannot be independently rotated about its vertical 
and horizontal axes. Any movement of a single screw is likely to result in movement 
about both axes. A four point positioning system which would allow independent 
rotation about either axis would be an improvement. A further limitation of the 
current transducer mounting is that temperature gradients are likely to be greater 
at the sides and ends of the tank than they are in the centre of the tank. A mounting 
which allows the transducer to be placed centrally in the tank could overcome this 
problem.
3.5 Hydrophones: directivity and spatial aver­
aging
Any piezoelectric transducer, or indeed any other reversible transducer, may be used 
both to detect and generate ultrasound. In fact, in many ultrasonics applications 
- non-destructive testing, materials characterisation, medical diagnosis - pulse-echo 
methods are employed. The transducer which acts as the generator of the ultrasound 
signal is also used to detect the signal which is reflected or back-scattered by the 
material being investigated. In such applications the transmitting and receiving 
transducer is likely to be relatively large, that is, its diameter will be greater, perhaps 
several times greater, than the wa.velength of sound in the material under test. 
Relatively large transducers are also frequently used in transmission methods of 
measuring the properties (especially attenuation and acoustic velocity) of materials. 
Clearly, such large transducers produce an output signal which is proportional to 
the spatial average of the field incident on the transducer. Detailed mapping of the 
amplitude and phase of spatially varying acoustic fields at megahertz frequencies is 
not possible with such devices.
To measure the local variation of acoustic fields one ideally requires a point detector - 
a device which is infinitesimally small in relation to the fluctuations being measured. 
Of course, the ideal point detector does not exist. Nevertheless, in the last 15 
years, a number of very small-ultrasound receivers have been developed which use 
as their active element piezoelectric ceramics sudi as lead zirconate titan ate, or the
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piezoelectric polymer, polyvinylidene flouride (pvdf).
Both ceramics and pvdf materials can be used to make needle hydrophones. The 
construction of typical ceramic needle hydrophones is described at length by Aindow 
(1983) and Filmore (1986). Examples of accounts of the manufacture and use of 
different kinds of pvdf needle probes can be found in Lewin (1981) and Platte (1985).
An alternative form of small diameter hydrophone is the pvdf membrane hydrophone, 
in which a small central region of a thin sheet of pvdf is polarised and electrodes 
are formed at either side of the polarised region. Accounts of the design and use of 
typical devices are given by Shotton et al. (1980), DeReggi et al. (1981) and Preston 
et al. (1983).
Diameters of the active elements of commercially available membrane hydrophones 
range from 0.4 mm to 4 mm, although several years ago G EC-Marconi produced de­
vices with diameters of 0.1 mm and 0.2 mm as part of a project which was supported 
by the Bureau Communitaire de Référence of the Commission of the European 
Communities (Smith, 1989), and Callantree and Smith (1987) reported membrane 
hydrophones with 0.2 mm diameters. Needle hydrophones of both the ceramic and 
pvdf type commonly have diameters in the range from 0.5 mm to 1 mm, although 
needle hydrophones as small as 0.04 mm in diameter have been manufactured by 
Precision Acoustics Ltd.
How do these sizes compare with the wavelengths of the ultrasonic signal being 
measured? Consider typical medioal diagnostic ultrasound frequencies in the range 
1 to 10 MHz. These frequencies represent wavelengths of 1.5 mm to 0.15 mm in 
water. In the shorter wavelength fields only the smallest hydrophones have diameters 
less than the wavelength of the ultrasonic field under investigation. Thus, only in 
limited circumstances does it appear to be reasonable to consider small hydrophones 
to be point receivers. Several authors have addressed the problem of the finite 
size of hydrophones and have proposed criteria for defining the appropriate size 
of hydrophone for a particular measurement and suggested means of carrying out 
spatial averaging corrections in order to extract the “true” field parameters from 
the field as measured by the hydrophone (Markiewicz and Chi vers, 1983; Beissner, 
1985; Preston et ah, 1988; Smith, 1989; Chivers and Adach, 1991; lEC, 1991; Zeqiri 
and Bond, 1992).
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As Harris and Shombert (1985) point out, before an acoustic receiver is used to 
make measurements of an acoustic field, its sensitivity, fiequency response, linearity, 
dynamic range and angular response must be known. The angular response of a 
receiver is normally defined as its plane-wave directivity pattern, and is measured 
by rotating the receiver in the far field of a transmitting transducer, driven at a 
single frequency in approximately free-field conditions. Response at an angle 6 is 
measured and plotted as a function of 6. In practice, such measurements are often 
made by exciting the source transducer with a toneburst of known central frequency 
(Aindow and Chivers, 1982).
There are a number of potential problems which may arise in making such directivity 
measurements. These may be summarised as:
1. Plane waves are assumed to be incident on the receiver. Thus it will be 
necessary to know the radiation pattern of the transmitting transducer 
and to select a location in its field in which the wavefront incident on the 
receiver may be considered to be plane.
2. The mechanical positioning system must be of such precision that the 
active element of the receiver remains at the same point in the acoustic 
field as it is rotated.
3. Temperature variations in the water tank in which the measurements are 
carried out can lead to changes in ultrasonic velocity and therefore wave­
length, thus introducing a second source of uncertainty into directivity 
measurements. ^
The methods which have been adopted in this laboratory to overcome these prob­
lems are documented in Aindow and Chivers (1982), Aindow (1983) and Filmore 
(1986). The approach to the toneburst measurements of directivity of Precision 
Acoustics pvdf hydrophones which are reported here follows the practice described 
by these authors. A persi^ex hydrophone holder and alignment rod were manufac­
tured according to the design set out in Aindow and Chivers (1982), as shown in 
figures 3.2 and 3.3 on page 57.
In addition, two travelling microscopes were placed on either side of the tank, in 
line with the active element of the hydrophone. If the cross hairs in the microscope 
eyepiece are aligned with the tip of the hydrophone the position of the active element
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Figure 3.2: Hydrophone alignment - initial alignment (after Aindow and Chivers, 
1982).
Rotating gantry
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To amplifier/filter
Hydrophone
Figure 3.3: Hydrophone alignment - final positioning on axis of rotating gantry 
(after Aindow: and Chivers, 1982).
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can be monitored as the hydrophone is rotated. A third check on the position of 
the hydrophone during rotation was carried out by placing a piece of graph paper 
under the tank and setting up a mirror inside the tank which was inclined at 45° to 
the vertical so that the hydrophone tip could be viewed against the graph paper.
3.6 Detailed evaluation of Precision Acoustics 
needle hydrophones
In order to decide which hydrophones were most suitable for a particular measure­
ment, a detailed evaluation was carried out of the performance of a set of nee­
dle hydrophones manufactured by Precision Acoustics Ltd. These pvdf needle hy­
drophones consist of a submersible pre-amplifier body, 8 mm in diameter, containing 
a wideband 100 MHz, 10 dB gain, 50H output impedance amplifier to which needles 
of varying sizes can be connected. They are phantom-powered, so that the 25 volt 
D.C. supply and amplified signal share the same cable. The amplifier is FET-based 
and as a precaution against possible damage from transient voltage fluctuations a 
high speed transient suppressor was fitted across the D.C. supply. The pvdf probes 
are interchangeable, needle diameters of 0.075 mm, 0.25 mm. 0.5 mm, and 1 mm 
being available. The needles vary in length and it is necessary to reposition the 
hydrophone scanning gantry after changing to a new needle in order to maintain the 
same location in the acoustic field. The needles were evaluated by making a series 
of test measurements. Two of the tests were:
1. Directivity measurements with each size of needle over a range of fre- 
cjuencies.
2. Measurement of the field transmitted by a scatterer consisting of glass 
beads in silicone rubber placed in the far held of a 2 MHz transducer.
3.6.1 D irec t iv ity
The directivity of pvdf needles of 0.075, 0.25, 0.5 and 1 mm diameter was measured 
at four frequencies, 2.1, 4.9, 10.0, and 14.7 MHz, using the narrowband toneburst 
technique described earlier in this chapter. The hydrophones were rotated in 1.8
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degree steps and the results are presented in the form of polar plots, in which the 
amplitude of the signal is shown as a function of angle. Four sets of figures are 
presented (3.4 to 3.7 on pages 60 to 63), one for each size of needle. Each figure 
shows the results for a particular needle at the four measurement frequencies.
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Figure 3.4: D irectivity plots - Precision Acoustics 1 mm needle hydrophone: 2.1,
4.9, 10.0 and 14.7 MHz.
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Figure 3.5: Directivity plots - Precision Acoustics 0.5 mm needle hydrophone: 2.1,
4.9, 10.0 and 14.7 MHz.
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Figure 3.6: Directivity plots - Précision Acoustics 0.25 mm needle hydrophone: 2.1,
4.9, 10.0 and 14.7 MHz.
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Figure 3.7: Directivity plots - Precision Acoustics 0.075 mm needle hydrophone: 
2.1, 4.9, 10.0 and 14.7 MHz.
63
As expected, the larger needles are more directional in their properties than the 
smaller needles. At low megahertz frequencies in water, needles of 1 mm diameter 
cannot be regarded as point detectors. Table 3.7 shows the angle of rotation at 
which the hydrophone signal is reduced by 3 dB from the value it has when it is 
aligned with the beam axis. The 14.7 MHz results are instructive here. For the 1 
mm needle the -3dB aperture is no more than eight degrees (four degrees either side 
of the aligned position). The -3 dB acceptance angle of the 0.5 mm needle is nearly 
twice as wide (14°) and the 0.25 mm and 0.075 mm needles have -3 dB apertures 
of 22° and 42° respectively. The table does not contain a \'alue for the -3 dB angle 
of the 0.075 mm needle as it can be seen from the 2.1 MHz plot in figure 3.7 that 
the directivity plot of this needle has an anomalous shape with a maximum far from 
the 0° i^osition. It appears that this result may not be an artefact but a property of 
the needle itself. The needle was placed at dilTerent distances from the transducer 
and it was found that the maximum was still far off the axis. In addition, when the 
needle was itself rotated in its connector about its longitudinal axis the effect was 
still present.
Another point of interest is the jagged or cogged shape of the 4.9, 10.0 and 14.7 
MHz results for the 0.075 mm needle. These effects are not as pronounced in the 
large needle sizes, and this may arise from the fact these needles are averaging the 
field spatially over a larger aperture. The 0.075 mm needle results suggest that 
the incident field cannot be considered to be plane at any of the measurement 
frequencies, or that the iDrecision of the rotation mechanism, or the quality of the 
hydrophone alignment is such that the needle is not being rotated about the centre 
of its active element. It may be that the tank mechanism and alignment techniques 
used for directivity measurements in this laboratory are of insufficient precision to 
cope with needles of such small size.
D ir e c t iv it ie s :  -3clB  a n g le s  in  d e g r e e s
D iam eter/m m 2.1 MHz 4.9 MHz 10.0 MHz 14.7 MHz
0.075 - 54 47 21
0.25 50 30 13 11
0.5 31 12 8 7
1 22 9 5 4
Table 3.7: Hydrophone directivities: angle at which hydrophone signal is reduced 
by 3 dB.
3.6 .2  S catter in g  m easu rem en ts w ith  P rec is ion  A co u st ics  
n eed les
The second test of needle performance was a measurement of the field transmitted 
through a sample of silicone rubber which contained randomly distributed glass 
beads as scatterers. The glass beads ranged from 0.25 to 0.3 mm in diameter and 
formed 8% by weight of a block of silicone rubber of dimensions 3 cm by 4 cm 
by 5 cm. Measurements of the field transmitted through the 3 cm thickness of 
the block were made by placing it 20 cm from a 2 MHz focused transducer which 
possessed a diameter of 15 mm and a geometrical focus at 10 cm from its front face. 
It was substantially into the far field of the transducer, being twice the nominal 
focal distance from the transducer face. The attenuation of the silicone rubber, as 
measured in this laboratory (Bacon et ah. 1980: Sabine, 1986) is 0.139 nepers cm~^ 
at 2 MHz at 20°C. The hydrophone needles were located 3 mm from the rear face 
of the specimen and measurements of the field transmitted by the block were then 
carried out.
A line 7.75 mm in length was scanned vertically across the specimen at four different 
spatial sampling intervals. These were: 0.5 mm (0.71 A), 0.25 mm (0.35A), 0.12 mm 
(0.17A) and 0.06mm (0.09A). It was found that the hydrophone output had to be 
amplified ten times to obtain usable signals from the 1 mm and 0.5 mm diameter 
needles, and that 100 times amplification was needed for the 0.25 mm needle. It 
proved to be impossible to obtain a measurable signal with 100 times amplification 
of the 0.075 mm diameter needle. A less attenuating scatterer is required in order 
to test the performance of this size of needle.
The results of the amplitude and phase measurements are set out in figures 3.8 
to 3.10 on page 67 and show the effect of varying the spatial sampling interval 
for each needle size. Once again, it is relevant to note that the hydrophone body 
has to be repositioned after each change of needle, so that it is not possible to 
guarantee exact reproduction of measurement position from one needle to another. 
Another important factor to bear in mind in interpreting the data is that although 
the results are presented as one-dimensional scans, in practice each needle carries out 
a two-dimensional measurement, as it possesses a finite width and therefore averages 
spatially over a region which extends one needle radius either side of the scan line. 
The area over which the 1 mm needle averages is 16 times the area over which the 
0.25 mm needle averages. The experimental procedure was to align a particular 
needle and then carry out the four scans at the different spatial sampling intervals
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without disturbing the needle or its holder during the course of these changes of 
interval. Thus, any positioning errors during the course of work with a particular 
needle arise solely from the tank mechanism and not from manual intervention 
by the experimenter. Note, therefore, the lack of repeatability of the amplitude 
measurements, particularly those for the 0.25 mm needle, where the amplitude of 
the extreme left hand scan point varies by about 2,000 arbitrary oscilloscope units 
(where the sensitivity of the oscilloscope at 16 bit digitisation is 6,400 units per 
vertical division) during the course of the four measurements. As the maximum 
value observed during the scan is approximately 23,000, this represents an “error” 
due to lack of repeatability of 9%. The repeatability of the 0.5 mm and 1 mm 
needle measurements is seen to be substantially better than this. As a result it was 
decided that future measurements of forward scattering would be made with the 0.5 
mm needle.
If the three amplitude plots are considered together it can be seen that the two 
large spatial sampling intervals clearly miss details of the field, and do not iden­
tify the shapes and amplitudes of local field maxima and mi mina. Neither do they 
identify the locations of the maxima and minima. For example, the 0.5 mm spatial 
sampling interval results for the 0.25 mm needle often show a maximum which is 
approximately 0.25 mm to the side of the maximum located by the smaller sampling 
intervals. The phase plots do not indicate these effects so clearly, although it is ev­
ident that the smaller sampling intervals identify more detail in the phase variation 
than do the larger intervals, regardless of the size of needle used. The “tilt” in the 
phase plots appears to arise either from misalignment or from non-parallel faces of 
the specimen. Note, too, that although there appears to be substantial disruption 
of the amplitude of the wavefront passing through the block, the phase disruption 
observed is much less. This seems to be consistent with other measurements made 
on this specimen, which are reported in a later chapter. Once again, the general 
conclusion which one can draw from these results is that the choice of spatial sam­
pling interval appears to be more important than the choice of needle size, at least 
for this scattering specimen at 2 MHz. The improvements to the scanning tank and 
its software, together with the detailed investigation of the properties of the new 
needle hydrophone, m eap^that it was now possible to proceed to the next stage 
of the experimental work, the detailed investigation of the two-dimensional fields 
transmitted through inhomogeneous materials.
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Figure 3.8: Scattered amplitude and phase: 0.25 mm needle, 0.06, 0.12, 0.25 and
0.5 mm sampling intervals. (Phase data, offset for clarity.)
2 MHt, scattered amplitude, 0.S mm needle
itance/fflicrona
2 MHz, acattered phase, 0.S mm needle
Figure 3.9: Scattered amplitude and phase: 0.5 mm needle, 0.06, 0.12, 0.25 and 0.5 
mm sampling intervals. (Phase data offset for clarity.)
2 MHz, scattered amplitude, 1mm needle
Figure 3.10: Scattered amplitude and phase: 1 mm needle, 0.06, 0.12, 0.25 and 0.5 
mm sampling intervals. (Phase data ofi’set for clarity.)
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C h a p ter  4 
M ea su rem en ts  on  s ilico n e  ru b b er  
an d  g lass b ea d  sc a tte r in g  
sp ec im en s
4.1 Background to the measurem ents
To test the scanning tank measurement system, its associated software and methods 
of presenting and analysing experimental results, a series of measurements was made 
of the fields transmitted by scattering specimens consisting of glass beads in silicone 
rubber. These specimens consist of 3 cm by 4 cm by 5 cm slabs of silicone rubber 
in which glass beads of varying sizes and concentrations had been embedded in a 
random manner. The process of iiAanufacture of these specimens and their acoustic 
properties are described in Bacon et al. (1980) and Sabi no (1986). The advantage of 
using silicone rubber specimens rather than biological tissue for these tests is that 
the silicone rubber samples remain stable over long periods of time and that the 
same scattering specimen can be measured many times in the knowledge that its 
scattering properties are constant.
The main purpose of this chapter is to summarise some of the principal results 
of measurements which have been made on a particular set of scatterers (those 
containing glass beads of diameters ranging from 0.25 to 0.30 mm) and to try to gain 
an indication of the kinds of analysis of the results which it might be useful to pursue 
with tissue specimens. In order to limit the amount of information presented here,
6 8
it has been decided, in certain cases, to report only the findings for two specimens 
identified as numbers 5 and 8, as these represent respectively the specimens with 
the smallest and largest concentrations of scatterers.
All the measurements were carried out with a 0.5 mm diameter Precision Acoustics 
pvdf needle hj^drophone attached to pre-amplifier body number 805. As suitable 
plane piston transducers were not available, all measurements were made in the far 
field of a medium damped focused bowl transducer. The nominal resonant frequency 
of the transducer is 2 MHz, and its geometrical focus is 10 cm. All measurements 
of scattering were made by placing the silicone rubber sample at a distance of 20 
cm from the transducer for transmission measurements through the 3 cm dimension 
of the specimen. The receiving hydrophone was placed at a distance of 23.3 cm 
from the transducer, 3 mm from the back surface of the silicone rubber block. The 
reflected ultrasound signal from the back face of the block was used initially to refine 
the position of the specimen, by rotating the block so that the reflected signal as 
detected by the transducer in pulse-echo mode wa.s maximised. This is the technique 
adopted by Aindow (1983).
A small section of the incident wavefront at 20 cm was used for the scattering mea­
surements. A spatial sampling interval (0.25 mm) of half the hydrophone diameter 
was used, and scans of 32 by 32 data points were carried out on each specimen. The 
area covered by such scans is therefore a square with sides of 8 mm. Measurements 
of the field incident on the specimens at 20 cm were obtained, as were measure­
ments at 23.3 cm, in the absence of the specimens. The transducer was driven at 
a frequency of 1.83 MHz, and a tdneburst of 20 cycles, with a repetition frequency 
of 5 kHz, was used for measurements. The signal was taken from a Wavetek signal 
generator, fed into an attenuator and then to a wideband power amplifier which 
provided the drive voltage to the transducer. The amplitude of the drive signal, as 
measured at the end of the transducer cable, was 12.31 volts peak-to-peak. The 
output from the hydrophone pre-amplifier was taken to a wideband (65 MHz) am­
plifier and amplified 10 times. A TDS 320 digital sampling oscilloscope was used to 
digitise and transfer the data to a personal computer. The oscilloscope was set for 
1/16th averaging throughout the series of experiments, and its bandwidth was lim­
ited to 20 MHz in order to reduce noise effects. Tests on a sample of "homogeneous 
silicone rubber suggested that any effects which might arise from refiections from 
the hydrophone or its holder were so small as to be undetectable.
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The measurements reported here were carried out over a period of ten days, dur­
ing which time there were fluctuations in the water temperature of the tank of 
approximate!)'' 3°C\ However, measurements on a particular specimen were always 
completed within ten hours on the same day. In order to minimise drift arising from 
the time required to warm up electronic equipment and from changes in ambient 
temperature, all amplifiers and oscilloscopes, signal and trigger generators were left 
switched on overnight whenever experiments were taking place and the hydrophone 
was left in position in the scanning tank to allow easy repeatability of hydrophone 
locations.
4.2 M easurem ents on scattering specimens - plots 
of the measured fields
Measurements on four scattering specimens were carried out, numbered from 5 to 8 
consecutively. Each contained glass beads of 0.25 mm to 0.3 mm diameter and con­
centrations of 71,000, 290,000, 730,000 and 3,100,000 beads per kilogram of silicone 
rubber respectively. The percentages of glass per specimen by weight are: 5, 0.2%;
6, 0.8%; 7, 2.0%; and 8, 8.0%.
Plots of the amplitude and phase of the scattered fields for specimens nos. 5 and 8 
are presented in figures 4.1 and 4.2 on page 86. The field scattered by each specimen 
was measured either four or five times during the course of one day’s measurements 
and one typical measurement from each specimen is presented here. The phase 
plots show phase in degrees, but the amplitude plots are scaled arbitrarily and 
independently for each specimen. Scalings have been chosen which best show the 
detail of the field.
Specimen no. 5 has the lowest density of glass bead scatterers: 0.2% by weight of 
glass beads of diameter 0.25 mm to 0.3 mm, which is a density 40 times lower than 
that of the specimen no. 8, the sample with the highest scatterer density of this size 
of bead. The measurements made on specimen 5 showed low levels of disruption of 
the incident field. The spherical shape of the incident wavefront can clearly be seen 
in figure 4.1 on page 86. The phase plot shows less apparent disruption than the 
amplitude plot.
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Specimen no. 8 has the highest density of 0.25 to 0.3 mm diameter glass beads, 
8% by weight. For the first time in this series of measurements the phase front 
was sufficiently disrupted for the underlying shape of the field to be hidden. The 
amplitude plot (figure 4.1) also appeared to be much more distorted than those of 
specimens 5, 6 and 7.
4.3 Numerical test of repeatability of measure­
ments
One of the aims of the work was to obtain an indication of the extent to which 
scattering measurements on a particular scatterer are repeatable with the existing 
scanning tank mechanism and electronic instrumentation. In addition, it must of 
course be borne in mind that variations in the water temperature in the tank, and 
therefore of the scatterer, also afiect the measurements, as changes in the acoustic 
wavelength cause drift in the phase measurements, in the amplitude of the received 
signal and in the attenuation coefficient of water and of the scattering specimen. 
The range of variation in the measurements may be quantified by considering the 
variation of the maximum, minimum and mean amplitudes recorded for each mea­
surement during a set of scans on a particular sample, and the range or spread of 
phase angles measured during the set of scans. Thus, for each group of scans on 
a particular specimen, the average maximum, minimum and mean amplitudes and 
their standard deviations have been calculated, as have the means and standard 
deviations of the range of phase angles (where the range is defined as the difference 
between the largest and smallest measured phase angle in a particular data set). 
The mean amplitude and phase values for each individual measurement were ob­
tained by integration over all points in the scan. The results of these calculations 
are given in table 4.1 on page 87. The error range quoted in the table is plus or mi­
nus one standard deviation of the data, it should be noted that the data presented 
here have not been adjusted for oscilloscope sensitivity. The aim is not to make 
direct comparisons between specimens but to indicate the variability of the set of 
measurements made on each particular specimen. The scattering specimen was left 
undisturbed between measurements. The results therefore identify variations due to 
any lack of repeatability in the tank mechanism and to temperature changes during 
the course of a set of scans.
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The results set out in table 4.1 on page 87 show that in the worst case, the minimum 
amplitude value for specimen no. 8, the standard deviation of the four measurements 
recorded for this specimen is less than 1.8% of the mean minimum amplitude of the 
data. This value may be regarded as an indicator of the repeatability of amplitude 
measurements. Note that the phase measurements appear to be more stable than 
the amplitude measurements. Standard deviations are all less than one degree of 
phase (that is, less than 0.3% of one wavelength), and in the worst case - specimen 
no. 5 - the standard deviation of the phase is 1.02% of the range. The phase ranges 
also show correlation with the density of scatterers in the specimens. The density of 
scatterers increases as one moves up through the range of samples from 5 to 8, and 
the range of the phase data increases with increasing scatterer density, suggesting 
greater disruption of the phase front.
4.4 Comparison of phase sensitive and phase in­
sensitive m easurements
Here an attempt is made to quantify the extent to which the wavefront has been 
disrupted by scattering. The approach which has been adopted is the same as that 
which was employed on the fields which were synthesised from line scans made on 
liver by Aindow (1983). An explanation of the method of calculating these results 
is contained in chapter 2.
In the case of the liver scans idecCl simulated receivers of circular shape were em­
ployed. For the data presented here integration have been carried out over square 
areas. The reasons for this are set out below.
# The result of the numerical integration is exact, as one is integrating data 
which has been collected by reference to “square” cells over a square area.
® The method of calculation can easily be generalised to different spatial sam­
pling intervals and different receiver sizes, whereas imposing a circular area 
on “square” data requires integration over sections of data cells and the size 
of these sections varies with spatial sampling interval and with receiver area, 
requiring detailed recalculation every time one wishes to modify the computer 
program which carries out the integration.
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® When the effect for which one is searching is small, it may be hidden by errors 
in the numerical integration. It was shown during the course of the work on 
the liver data that the errors in the calculations of the pressure amplitude inte­
grations were 0.4% for the method employed in that case for circular receivers. 
In the present case it will be seen that errors of this size are often larger than 
the effect.
18 locations for the “receiving” transducer were chosen varying in area from 1 mm^ 
to 36 mm^. Six of the locations were at the. centre of the measurement plane and 
the remaining twelve occupied the four quadrants of the plane. The extreme edges 
of the measurement plane were avoided in order to reduce the effects of the non­
planarity of the incident wavefront. The total area of the measurement plane (32 
by 32 jDoints at a spatial sampling interval of 0.25 mm is 64 mm^). Only the central 
area of 36 mm^ is considered in the calculations presented here. The locations and 
relative sizes of the receivers are shown in figure 4,3 on page 88.
Once again, only the results for specimens numbers 5 and 8 are presented.
4.4 .1  S ca tter in g  sp ec im en  no. 5
Table 4.2 on page 87 shows the modulus of the phase sensitive integral for a particular 
receiver location, the value of the phase insensitive integral at that point and the 
ratio of the square root of the phase insensitive integral to the modulus of the phase 
sensitive integral. This last value is used as an indicator of the extent to which the 
measured wavefront departs from a plane wave. For such a wave this ratio would 
have a value of 1. The “pressure” values used in the calculation are the amplitudes 
measured by the oscilloscope with 16 bit resolution. To simplify presentation of the 
data these values have been divided by 10,000.
The receivers have been grouped by area, in the table and the abbreviations U.L. 
U.R., L.L. and L.R.. indicate the upper left, upper right, lower left and lower right 
quadrant of the field respectively. The results of each individual measurement on 
a particular specimen were averaged, so that the tables below show the mean and 
standard deviation of each set of measurements. The error range quoted after each 
value represents plus or minus one standard deviation of the data. The range of
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mean phase sensitive values is from 2,2135 for area 12 (9 mm^) to 2.3084 for area 2 
(4 mm'^), the higher value exceeding the lower value by only 4.3%. The minimum 
and maximum phase insensitive values (4.9267 and 5.3365) also occur at receiver 
areas 12 and 2 respectively, the maximum P I  value exceeding the minimum by 
8.3%. The standard deviation of the phase sensitive values is less than 1% for every 
receiver area and the equivalent figure for the phase insensitive results is 1.3%.
The ratio y/PIf\PS\  increases as the receiver area is increased, that is, the greater 
the area over which one makes the measurement the greater the departure from 
planarity. This is to be expected when one is, in fact, making a measurement over a 
section of a spherical wavefront and there appears to be minimal disruption of that 
wavefront. It should be remembered that the amplitude and phase plots for this 
specimen showed the least disruption of the incident held pattern.
4*4.2 S ca tter in g  sp ec im en  no. 8
The mean and standard deviation of the data are presented for the four measure­
ments made on specimen no. 8 in table 4.3 on page 89. The quoted error range 
represents plus or minus one standard deviation of the data. For this specimen 
the maximum phase sensitive value obtained (2.4746) exceeds the minimum value 
(2.0839) by 18.7%, and the equivalent hgure for the phase insensitive results is 39.4%. 
The value of the ratio \ /P I ! \P S \  is lowest for all the 1 mm^ areas, but the larger 
areas show little pattern at all. The largest value of the ratio (1.0130) is achieved by 
area 12 (9 mm^), whereas area 8 (4 mm^) scores 1.0124, area 9 (9 mm^) has 1.0118 
and area 6 (36 mm^) has 1.0117.
4.5 Comparison of scattered field with incident 
field, and field in the absence of the specimen
In this section of the chapter the results of the phase sensitive and phase insensitive 
integrations are summarised for the incident field at each scattering specimen and 
the field in the absence of the specimen, that is, at 20 cm and 23.3 cm from the 
transducer. The purpose of this is to indicate the extent to which the undisturbed
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fields depart from plane wave behaviour and to allow comparisons with the scattered 
field.
Tables 4.4 and 4.5 on pages 89 and 90 compare the value of \ / p 1 / | f  6"| for the fields 
in the absence of the specimens, the incident fields and the four scattering specimens. 
It would be expected that increasing departure from planarity would be observed 
as one moves from the field in the absence of the specimen, to the incident field 
and then up through the silicone rubber samples as scatterer density is increased. 
The first table (4.4) presents the numerical values for this ratio and the second (4.5) 
places the results in rank order from largest to smallest value.
The main conclusion to be drawn from table 4.4 is the small absolute value of the 
numerical differences between the silicone rubber samples themselves and between 
the samples and the incident fields. Clearly, the wavefront distortion caused by the 
scatterers is small, and other variations can to an extent be explained by the fact 
that the underlying field is not plane.
The second table (4.5) shows that in spite of these small absolute numerical differ­
ences it is possible to distinguish between specimens of different scatterer density on 
the basis of the rank order of the ratio a/ p T / |P S '|.  The scatterer with the highest 
density of glass beads (no. 8) always has the largest value of this ratio for every 
receiver area. The next most dense specimen (no. 7) comes second or second equal 
in 17 out of 18 cases. Only with the lower density of scatterers (nos. 5 and 6 ) is 
there significant overlapping with each other and with the incident field. Note that 
the field in the absence of the spechiien, which one would expect to show the closest 
approximation to planarity, always comes last or last equal in the rank order.
It seems reasonable to conclude that the repeat measurements made on the same 
specimen indicate good reproducibilit}^ of amplitude and phase measurements. In 
the course of a day’s measurement on a particular specimen maximum, minimum 
and mean amplitudes varied by no more than 1.8% (1 standard deviation) and phase 
measurements were repeatable to within one degree of phase. This is of importance 
for measurements on tissue specimens when there may be insufficient time to make 
repeated measurements of scattering patterns. Furthermore, although the amount 
of disruption of the incident field was small for all specimens, as indicated by the 
low values obtained for the ratio \/P // |P 5 '] ,  it proved to be possible to use this
( o
ratio to place the scatterers in rank order of scatterer density.
4.6 A ttenuation of ultrasound by silicone rubber 
and glass bead scattering specimens
This section of the chapter reviews the results of calculations of the attenuation 
of ultrasound by the silicone rubber and glass bead scattering specimens. The 
ultrasound frequency used throughout these experiments was 1.83 MHz and the 
attenuation measurements described here are for specimen no. 7, which consisted 
of 0.25 mm to 0.3 mm diameter glass beads at a concentration of two per cent by 
weight in silicone rubber. The specimen of homogeneous silicone rubber is referred 
to as sample no. 1.
Table 4.6 on page 91 sets out attenuations of pressure and intensity for specimen 
no. 7 and the attenuations for the same areas of the homogeneous sample no. 1. In 
the case of specimen no. 7, the mean values of the transmitted fields have been used 
in these calculations. It must be emphasised that these are “insertion loss” values, 
uncorrected for interface reflections.
In table 4.7 on page 92 the “excess” attenuation due to the glass beads is calculated. 
This is defined as the difference between the attenuation measured in specimen no. 
7 for each simulated receiving transducer area and that measured in the homoge­
neous sample. The table also give§ the “excess” attenuation as a percentage of the 
attenuation in the homogeneous silicone rubber sample. There is very little differ­
ence between the “excess” attenuation results for pressure and intensity, which is 
in accordance with the observation that for specimen no. 7 the ratio of \ /P I / \P S \  
is very close to unity. However, what is of interest is the variation of attenuation 
with receiver area size and location. The largest receiving area, (no.6, 36 mm^), 
produces a 36.6% increase in attenuation of pressure over the homogeneous sample. 
All the other large central area locations (2, 3, 4, 5) produce similar values: 37.1, 
34.5, 34.8 and 35.7% respectively. It is in the centre of the field that the incident 
wave shows least departure from planarity. Note, however, that the Jiomogeneous 
sample produces only a small variation in attenuation across all receiving areas (a 
varies from 0.1379 to 0.14-06, a 2% difference). Away from the centre of the field
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the variation in “excess” attenuation of pressure for the inhomogeneous sample is 
from 18.6% for area 11 (4mni^) to 48.8% for area 9 (9 mm^). It is likely that what 
is being detected here is local variation in the number density of scatterers. It is 
unfortunate, however, that this approach of calculating “excess attenuation” cannot 
realistically be applied to measurements on other inhomogeneous materials, as it is 
not possible to make a sample of a real material, such as a biological tissue, from 
which the inhomogeneities have been removed. The “excess” attenuation appears 
to be due predominantly to scattering by the beads. Absorption by the glass beads 
is likely to be small compared to absorption by the silicone rubber. Kaye and Laby 
(1986, p. 76) quote an attenuation coefficient for crown glass at 10 MHz of 2 nepers 
m~^. The question of viscous absorption by the glass beads was not addressed.
4.7 The lim itations of the coherent/incoherent 
scattering model proposed by d rivers
The work on silicone rubber and glass bead scattering specimens has suggested 
that there may be a limitation to the usefulness of the experimental approach to 
incoherent and coherent scattering which had been adopted so far. In particular, the 
differences between the modulus of the phase sensitive integral and the square root of 
the phase insensitive integral for the silicone rubber and glass bead specimens are so 
small, often a fraction of one per cent or less, even at the larger receiver apertures, 
that it is easy to imagine that the results might be unrepeatable in a different 
laboratory with different apparatus. Clear qualitative differences between scatterers 
have been observed, but these differences translate into very small quantitative 
differences. It is also instructive to remember that the calculations performed on the 
liver data, showed that for the liver sample in velocity-matched saline the differences 
were also of the order of one per cent. Note, too, that one might expect stronger 
scattering from the glass beads in silicone rubber than from the small changes in 
density and compressibility which are typical of a reasonably homogeneous soft tissue 
such as liver. The glass beads used in the current experimental work were from 0.25 
to 0.3 mm in diameter, in a medium in which the wavelength of ultrasound at 1.8 
MHz is less than 0.6 mm at 20'^C. They are moreover discrete scatterers, and the 
velocity of sound in the glass is approximately 5.700 m s" \ (Sabino, 1986, p. 236), 
over 5.6 times that in the silicone rubber matrix.
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However, a number of questions arise from the work which has been reported. These 
are summarised below.
1. To what extent is the finite size of the hydrophone distorting the re­
sults? The phase sensitive/insensitive method is predicated on the use of 
a point receiver to map the field. Any additional averaging or smooth­
ing of the field by the hydrophone may reduce differences between the 
phase sensitive and phase insensitive integrals. There is thus a need to 
develojD a method of deconvolving the hydrophone response from the field 
meas urements.
2. Would measurements with smaller hydrophones or smaller spatial sam­
pling intervals identify greater variation in the scattered fields?
3. To what extent does the silicone rubber matrix absorb the scattered wave? 
When transmission measurements are being made with an attenuating in­
homogeneous medium of non-negligible thickness it is likely that one is 
not detecting scattering from all regions of the medium but only from 
those scatterers close to the point at which the wavefront leaves the spec­
imen. Thus, an attenuation coefficient measured from a sample which is 
1 cm in thickness may not be linearly related to one which is measured 
from a 2 cm thick specimen. Hence there is a need to separate the scat­
tering effects from the absorption effects. Thus, given the thickness of the 
sample, should saturation effects (Wenzel, 1982; Wenzel, 1983) be taken 
into account?
4. Are there ultrasound frequencies at which the differences between the 
phase sensitive and phase insensitive integrals would be more marked 
than at 1.8 MHz?
5. The measurements have tended to show greater distortion of the ampli­
tude fronts than the phase fronts. What magnitude of phase disruption 
would be needed to give a value of \ /P l ! \PS \  much greater than one?
6. Given that the experimental apparatus measures only forward scatter­
ing, would greater quantitative differences between scatterers be noted 
at other angles or in backscattered signals?
7. The approach of Chi vers (1991) seems to ignore the fact that the plane 
of measurement is finite. The further away from the scattering specimen
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one places a receiving hydrophone, the smaller the proportion of scatter­
ing which is detected, as waves scattered at an angle from the direction of 
propagation of the coherent wave may not intercept the finite measure­
ment plane. It is clear that differences between phase sensitive and phase 
insensitive integrations over a finite area are functions of the distance 
from the specimen and of the size of the plane over which one makes the 
measurements.
8. \ /P I / \P S \  has been shown to be dependent on receiver size. It is difficult 
to imagine a simple way of translating the point-by-point field mapping 
carried out here to a measurement with larger non-ideal receiving trans­
ducers. It appears that the values obtained for all measurements of the 
ID hase sensitive and phase insensitive integrals may also be functions of 
the experimental apparatus.
The following section of this chapter and the next chapter attempt to address some 
of these questions.
4.8 Deconvolution of hydrophone response from 
measured complex pressure data
A deconvolution program was written which uses Fourier transform techniques to 
deconvolve the response of a hydrophone from measurements of complex pressure 
fields. The routine was tested on some of the data which was obtained from glass 
bead and silicone rubber specimen no. 8. The aim was to take account of the 
directivity pattern of a hydrophone and to correct the measured fields for this ef­
fect. Waves incident at an angle will have their amplitude underestimated by a 
hydrophone which does not act as a point receiver and it is of interest to attempt 
to reconstruct what w^ ould have been measured by a point receiver.
The technicjuerelies on the well-known result in the field of Fourier optics (Goodman, 
1968) that if the complex pressure field across any plane is Fourier transformed, then 
the various spatial frequency components can be recognised as plane waves travel­
ling in different directions. In general the field amplitude at any other point can 
be obtained by summing the contribution of the plane waves, after having taken
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account of the phase shifts they have undergone in pro]Dagating to the new point. 
Furthermore, if the measurements in a particular plane can be decomposed into 
their plane wave components and the directions of the plane waves determined from 
the spatial frequencies in the Fourier transformed data, the held incident on a hy­
drophone at a particular measurement point can be considered to be a superposition 
of these plane waves. If the directivity pattern of the hydrophone is known, that is, 
how sensitive it is to plane waves arriving at different angles, then the directivity 
information may be used to deconvolve the hydrophone’s response from the mea­
sured data. The method is straightforward and easy to implement in the spatial 
jhequency domain and a computer program to carry out the task was implemented 
using the two-dimensional Fourier transform routines given by Press et al. (1992, 
pp. 515-519).
The jhequency of the ultrasound used in the scattering measurements was 1.83 MHz. 
However, directivity data were not available at this frecpiency, and it was decided 
to test the deconvolution routine by using directivity data measured a.t 1.5 MHz on 
the 0.5 mm diameter needle, this being considered sufficiently close to 1.83 MHz 
to test the usefulness of the deconvolution procedure. Brigham (1988, pp. 34-5- 
355) sets out a clear explanation of Fast Fourier Transform (FFT) deconvolution 
technicpies and of the use of Fourier transforms in calculating the far-field pattern 
of a radiating antenna. The key points may be simiinari.sc'd in the following way 
for a one-dimensional example, (.’onsider an aperture over which there is some field 
distribution, E[x)^ where x is a position co-ordinate across an aperture and a far- 
field distribution E{0) where 0 is an angle measured from the normal to the aperture. 
E{0) is given by: /oo E{x) exp(—z27t sin #/A)d%, (4.1)
-CC*
where A is the wavelength of the radiation. It can be seen that whereas x is the 
.spatial dimension, the term sin 6*/A is the sjDat.iai fieqnency term in the Fourier 
transform relationship expressed in equation 4.1. I hc' only limitation on this inter­
pretation is that the limits of the integral are plus and minus infinity, whereas 6 is 
periodic in the range from 0 to 27t. Thus, a measured directivity pattern can be 
converted to a function of spatial frecpiency, f, in this range, by use of the relation­
ship /  =  sin (9/A. The directivity data, following conversion to the spatial frequency 
domain, can be used as the inverse filter in a conventional FFT-based deconvolution 
routine, provided that data from angles greater llian 90*" are not used.
8 0
The 1.5 MHz directivity measurements were converted to spatial frequency data 
by using /  =  sin 6*/A, where A is the wavelength of the ultrasound, and then as­
suming that the hydrophone’s directivity is circularly symmetrical, so that the one­
dimensional directivity distribution can be rotated to produce a two-dimensional 
spatial frequency distribution. Directivity data are of course obtained for negative 
and positive values of Q. The measured pressures for each pair of positive and nega­
tive angles were averaged to give the value used for the deconvolution. All measured 
directivity data were normalised to the 0“ value. The periodicity of the sine func­
tion limits the usable extent of the data to the range from 0 to 90 degrees. This 
also has the effect of restricting the range of spatial frequencies which can be used 
in the deconvolution. In this case, the maximum usable spatial frequency is 1.013 
mm"^. In addition, measurements of the fields scattered by specimen no. 8 were 
made over a 32 by 32 point scan plane, where the spatial sampling interval was 
0.25 mm, giving a resolution of 0.125 mm“  ^ for the Fast Fourier Transform. Thus, 
the deconvolution was limited to the lowest eight spatial frequencies present in the 
field distribution. Data at all frequencies above this value were set to zero by the 
computer program. The spatial frequencies obtained from the directivity data and 
those obtained from the two-dimensional scans of the scattered field do not exactly 
coincide and interpolation of the directivity data was needed in order to estimate 
the amplitude at each frequency in the scattering specimen data. A cubic spline 
fitting routine was incorporated into the program for this purpose.
I The amplitude and phase plots for the deconvolved data for specimen no. 8 are pre-
' sented in figure 4.4- on page 90 for comparison with figures 4.1 and 4.2 on page 86. 
Note the reduction in size of the high Ifiequency component at the left hand edge 
of the amplitude distribution and a similar reduction of size of the sharpest large 
peak in the phase distribution, presumably as a result of the low-pass filtering ef­
fect described above. However, in general, the deconvolution process has intro­
duced slightly more pronounced features into the data The same general features 
are present in the raw data and the deconvolved data, but the deconvolved data 
show steeper gradients, a.nd additional detail in the peaks and valleys of the field.
Comparisons were presented earlier between the measurements which ideal phase 
sensitive and phase insensitive receivers would have made over different areas of 
the field. The calculations are re-worked here for the deconvolved data. The phase 
sensitive and phase insensitive results have been recalculated for each of the four
measurements made on specimen no. 8. In table 4.8 on page 93 the mean and 
standard deviation of the data are presented for the four measurements made on 
specimen no. 8. The error range quoted after each value represents plus or minus 
one standard deviation of the data. Table 4.9 on page 94 shows the percentage 
differences between the phase sensitive and phase insensitive integrals as given in 
table 4.3 on page 89 and table 4.8 on page 93.
Deconvolving the hydrophone response from the measured data has produced a 
small but detectable change in the complex pressure distribution. Calculations of 
the results from the phase sensitive and phase insensitive integrals show that mean 
phase sensitive values have been increased by amounts varying from 0.04% to 1.1%, 
except in one out of 18 cases (area 7). where the mean value is reduced by 0.05%. 
In every case phase insensitive values show increases var\ ing from 0.25% to 2.6%. 
Differences between the ratio of \ /P I / \P S \  for the raw data and the deconvolved 
data range from an increase of 0.1% to an increase of 0.4%
It is suggested that the results for the 0.5 mm hydrophone show that it should not 
be regarded as a point detector at the 1.83 MHz ihequency for measurements of 
ultrasonic scattering, and that its directivity and spatial averaging properties tend 
to underestimate higher frequency components in the pressure field and to smooth 
out local fluctuations in the data. However, the effect is small and does not lead 
to substantial differences in calculations of the phase sensitive and phase insensitive 
integrals.
4.9 Pulsed scans on silicone rubber scatterer
Measurements reported so far have all employed narrowband, toneburst methods. 
Investigations have thus been limited to the behaviour of specimens at a single 
frecpiency, the central frequency of the toneburst . In order to identify rapidly fre­
quencies at which the scattering pattern might be very different from that observed 
at 1.8 MHz, a series of pulsed measurements was carried out on specimen no. 8 
(8% by weight of 0.25-0.3 mm diameter glass beads in silicone rubber). A Metrotek 
puiser was used to drive a broadband pvdf transducer manufactured by SI Ltd. The 
transducer reference no. is 188928 and il lias a diameter of 20 mm. It is nominally 
plane but appears to focus sliglil ly. The Idcusiiig action is such lhal at a frequency
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of 2.5 MHz the focal point is approxiinately 25 cm from ihe transducer face. The 
specimen, which is 3 cm thick, was placed at a distance of 2U cm from the trans­
ducer. A 1 mm diameter Precision Acoustics hydrophone was then placed 1 mm 
away from the rear face of the specimen and 128 point line scans were carried out 
in the vertical direction, with a spatial sampling interval of 0.06 mm. This spatial 
sampling interval satisfies the A/2 criterion for ultrasound frequencies up to 12 MHz 
in water. The frequency spectrum of the received pulse at each scan point was then 
calculated, allowing the amplitude and phase at each frequency to be plotted as a 
function of scanning position. The -6db bandwidth of the signal was from 1.5 to 5 
MHz.
The results were such that nothing which was observed in the course of the pulsed 
scans contradicted that which had been noted in the toneburst measurements on 
the silicone rubber scatterers and the detailed measurements will not, therefore, 
be presented here. The conclusions which were drawn from the work were that 
the broadband pulses showed that only low amplitude signals could be obtained 
at frequencies higher than 4 to 5 .MHz from silicone rubber for the drive voltages 
available from the Metrotek puiser, and that disruption of amplitude fronts was 
greater than disruption of phase fronts, confirming what was observed with toneburst 
measurements. However, an important point must be borne in mind here. The pulse 
exists for a much shorter time than a toneburst, thus rays which travel by widely 
different path lengths may not arrive at the detector during the main period of the 
pulse.
4.10 Am plitude and phase disruptions: the mag­
nitude of the disruptions needed to make 
significant differences between coherent and 
incoherent scattering measurements
During the work which was cai'ried out on scattering specimens consisting of glass 
beads in silicone rubber, it became c leai that uub'ss disrupt ions of the phase fronts 
were significant, there was very little difference between the phase sensitive and 
phase insensitive integrals. This is to be expected. If there is no variation in phase 
across a wavefront, then one is averaging scalars, rather tlian complex numbers or
S3
vectors, and there will be no difference between the two types of measurement.
In order to test the amount of wavefront disruption needed to obtain significant dif­
ferences between the phase sensitive and phase insensitive results, a. computer pro­
gram was written which could progressively disrupt wavefronts in a random manner. 
The pha,se sensitive and phase insensitive integrations were then carried out over the 
computer-generated wavefronts.
The data used in the calculations were taken from a measurement on specimen no. 8. 
The phase sensitive and phase insensitive integrations were carried out in the normal 
manner for the complex pressure data, measured oti this specimen. The wavefronts 
were then disrupted by randomly adding or subtracting additional disruptions of 
a known magnitude. In the first case the amplitude fronts were left undisturbed 
but phase disruptions consisting of random additions and subtractions of 5 degrees 
of phase were superimposed at each point of the phase front. The random phase 
disruptions were then increased to 10, 15, 20 and 25 degrees of phase, while holding 
the amplitude unchanged. Next, the phase front was held undisturbed and the am­
plitude measurements were progressively distorted by adding and subtracting 500, 
1,000, 1,500 and 2,000 randomly to the measured values at each point. The max­
imum amplitude measured on this specimen was approximately 25,000 (arbitrary 
oscilloscope units) so that a value of 2,000 represents 8% of this maximum. Finally, 
both the amplitude and phase were disrupted together. The random additions and 
subtractions to the amplitude were kept at 2,000, and the phase was disrupted ran­
domly by additions and subtractions of 5, 10, 15, 20 and then 25 degrees of phase. 
The results of the phase sensitive and phase insensitive integrations which were per­
formed on the fields generated in this way are set out in table 4.10 on page 95 for 
the “worst” cases - the largest amplitude and phase disruptions. Table 4.3 on page 
89 sets out the result of the phase sensitive and phase insensitive integrations for the 
measurement on specimen no. 8 prior to the introduction of additional wavefront 
distortion.
Phase front distortions had significantly greater effects on the results of the phase 
sensitive and phase insensitive integrations than amplitude Iront distortions. The 
largest amplitude distortion (±2.ÜÜÜ) produced values of \ / P 7 / \ F S \  which differed 
little from those of the undistorted data. For example, the value for the largest 
receiver area (no. 6, 36 mm^) was 1.0117 for the original data and 1.0161 for the
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±2, 000 data. Phase disruptions produced much greater variations from the values 
obtained for the undistorted data. For random additions and subtractions of 25 
degrees of phase the differences were approximately 10% or more. Hovv^ ever, this 
implies a highly unusual phase pattern with large fluctuations in phase occurring at 
intervals of 0.25 mm, the spatial sampling interval used for this data. Given that the 
glass beads in the specimen were 0.25 to 0.3 mm in diameter and that the frequency 
of the ultrasound signal was 1.8 MHz, it is likely that such large differences on a local 
scale could only be achieved if the glass beads were to be distributed in a highly non- 
random manner, leading to very different local velocity patterns and path lengths in 
adjacent areas of the specimen. Once again, limitations inherent in the comparison 
of phase sensitive and phase insensitive integrals have been identified.
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A m p l i t u d e
Figure 4.1: Specimens nos. 5 (left) and 8 (right) compared: Amplitude of scattered 
field - sampled at 0.25 mm intervals (amplitudes scaled independently in arbitrary 
units).
P h a s e / D e g r e e s
Figure 4.2: Specimens nos. 5 (left) and 8 (right) compared: Phase of scattered field 
- sampled at 0.25 mm intervals.
86
R e p e a ta b i l ity  o f  m e a su r e m e n ts  o f  fou r  sp e c im e n s
No. 5 No. 6 No. 7 No. 8
Amplitude
Maximum 23876±313 23686±81 294272:113 279642:427
Minimum 18590±189 16592±120 18937±81 144332:253
Mean 21665±64 21104±67 236902:92 211832:182
Phase
R ange/ degrees 38 .6± 0 .7 42.12:0.9 43.82:0.8 48.92:0.7
Table 4.1: Average maximum, minimum and mean amplitudes and average range 
of phase angle for four specimens.
C o m p a r iso n s  o f  p h a s e  s e n s i t iv e  a n d  p h a se  in s e n s it iv e  r e s u lts
S a m p le n o . 5
Location Area/mm^ Mean \FS\ Mean PI Mean of V P I / \ P S \
1 Centre 1.0 2.30492:0.0010 5.31522:0.0457 1.00022:0.0001
7 U.L 1.0 2.2378±0.0102 5.0125±0.0464 1.00052:0.0001
10 U .R 1.0 2.22972:0.0055 4.97862:0.0244 1.00072:0.0001
13 L.L 1.0 2.28702:0.0172 5.23392:0.0784 1.00032:0.00004
16 L.R. 1.0 2.29782:0.0105 5.28672:0.0489 1.0006±0.0001
2 Centre 4.0 2.30842:0.0079 6.33652:0.0363 1.00072:0.0001
8 U.L 4.0 2.23632:0.0071 5.01472:0.0323 1.00142:0.0001
11 U.R. 4.0 2.2287±0.0048 4.98812:0.0212 1.00212:0.0001
14 L.L. 4.0 2.2747±0.0150 5.18552:0.0668 1.00112:0.0001
17 L.R. 4.0 2.27502:0.0081 5.19522:0.0382 1.0019±0.0003
3 Centre 9.0 2.30652:0.0069 5.32932:0.0322 1.00092:0.0001
9 U.L. 9.0 2.2181±0.0072 4.95372:0.0316 i.0030±0.0001
12 U.R. 9.0 2.21352:0.0059 4.9267±0.0316 1.00302:0.0001
15 L.L. 9.0 2.22502:0.0107 5.10832:0.0462 1.00232:0.0002
18 L.R. 9.0 2.24372:0.0059 5.06902:0.0260 1.00352:0.0003
4 Centre 16.0 2.2877±0.0065 5.24802:0.0303 1.00142:0.0001
5 Centre 25.0 2.26462:0.0065 5.15152:0.0300 1.00222:0.0001
6 Centre 36.0 2.23182:0.0066 5.10702:0.0302 1.00362:0.0001
Table 4.2: Scatterer no. 5 - compaiisoiis of phase sensitive and phase insensitive 
integrals, mean and standard deviation of five measurements.
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C o n c e n t r i c  a r e a s
F o u r  q u a d r a n t s
Figure 4.3: Location and relative sizes of areas for phase sensitive and phase insen­
sitive integrations.
88
C o m p a r iso n s  o f  phase , s e n s i t iv e  a n d  p h a se  in s e n s it iv e  r e su lts
S a m p le n o . 8
Location Area/m m" Mean P S Mean P I Mean o f V P I / \ P S \
1 Centre 1.0 2.1672±0.0371 4.71202:0.1621 1.00152:0.00008
7 U.L 1.0 2.11882:0.0433 4.54062:0.1916 1.00552:0.0006
10 U .R 1.0 2.3673±0.0433 5.63702:0.2116 1.00282:0.0004
13 L.L 1.0 2.14372:0.0418 4.62842:0.1797 1.00352:0.0003
16 L.R. 1.0 2.47462:0.0381 6.15832:0.1926 1.00272:0.0001
2 Centre 4.0 2.26192:0.0391 5.16872:0.1936 1.00652:0.00002
8 U.L 4.0 2.18292:0.0423 4.88622:0.1904 1.01242:0.0002
11 U.R. 4.0 2.39992:0.0425 5.8312±0.2092 1.00612:0.0005
14 L.L. 4.0 2.1074±0.0415 4.51522:0.1759 1.00822:0.0004
17 L.R. 4.0 2.34372:0.0398 5.55442:0.1881 1.00552:0.0002
3 Centre 9.0 2.2861±0.0401 5.3109±0.1870 1.0080±0.0002
9 U.L. 9.0 2.18512:0.0412 4.88962:0.1848 1.01182:0.0003
12 U.R. 9.0 2.29172:0.0400 5.39132:0.1897 1.01302:0.0005
15 L.L. 9.0 2.08392:0.0397 4.41812:0.1685 1.00852:0.0003
18 L.R. 9.0 2.20812:0.0387 4.94952:0.1739 1.00742:0.0001
4 Centre 16.0 2.26062:0.0407 5.19382:0.1872 1.00802:0.0001
5 Centre 25.0 2.23092:0.0040 5.07342:0.1814 1.00952:0.0002
6 Centre 36.0 2.19052:0.0399 4.91212:0.1781 1.01172:0.0002
Table 4.3: Scatterer no. 8 - coiiiparisons of phase sensitive anc) phase insensitive 
integrals, mean and standard deviation of four measurements.
U n d is tu r b e d  f ie ld s  a n d  a ll s c a t te r in g  sp e c im e n s : y / P I / \ P S \
Location Area/m m^ Absent Incident No. 5 No. 6 No. 7 No. 8
1 Centre 1.0 1.0001 1.0001 1.0002 1.0002 1.0010 1.0015
7 U.L 1.0 1.0005 1.0006 1.0005 1.0007 1.0011 1.0055
10 U .R 1.0 1.0005 1.0009 1.0007 1.0012 1.0011 1.0028
13 L.L 1.0 1.000-2 1.0004 1.0003 1.0005 1.0005 1.0035
16 L.R. 1.0 1.0003 1.0005 1.0006 1.0010 1.0017 1.0027
2 Centre 4.0 1.0002 1.0002 1.0007 1.0004 1.0026 1.0065
8 U.L 4.0 1,0015 1.0018 1.0014 1.0011 1.0025 1.0124
11 U.R. 4.0 1.0018 1.0021 1.0021 1.0025 1.0044 1.0061
14 L.L. 4.0 1.0008 1.0013 1.0011 1.0016 1.0035 1.0082
17 L.R. 4.0 ‘ 1.0012 1.0016 1.0019 1.0021 1.0029 1.0055
3 Centre 9.0 1.0004 1.0004 1.0009 1.0006 1.0028 1.0080
9 U.L. 9.0 1.0033 1.0041 1.0030 1.0027 1.0045 1.0118
12 U.R. 9.0 1.0036 1.0048 1.0038 1.0044 1.0061 1.0130
15 L.L. 9.0 1.0018 1.0026 1.0023 1.0025 1.0038 1.0085
18 L.R. 9.0 1.0026 1.0034 1.0035 1.0032 1.0051 1.0074
4 Centre 16.0 1.0007 1.0009 1.0014 1.0011 1.0029 1.0080
5 Centre 25.0 1.0015 1.0019 1.0022 1.0019 1.0045 1.0095
6 Centre 36.0 1.0029 1.0038 1.0036 1.0034 1.0062 -1.0117
Table 4.4: Comparison of phase sensitive and phci.se insensitive integrals for all fields.
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U n d is tu r b e d  f ie ld s  a n d  a ll s c a tte r in g  s p e c im e n s : \ /P / /I P S ’]
Location Area./mm‘^ Absent Incident No. 5 No. 6 No. 7 No. 8
1 Centre 1.0 5= 5= 3= 3= 2 1
7 U.L 1.0 5= 4 3 2 1
10 U .R 1.0 6 4 5 2 3 1
13 L.L 1.0 6 4 5 2 = 2= 1
16 L.R. 1.0 6 5 4 ■2= 2= 1
2 Centre 4.0 5 = 5= 3 4 2 1
8 U.L 4.0 5 3 4 6 2 1
11 U.R. 4.0 6 4 = 4 = 3 2 1
14 L.L. 4.0 6 4 5 3 2 1
17 L.R. 4.0 6 5 4 3 2 1
3 Centre 9.0 6 5 3 4 2 1
9 U.L. 9.0 5= 5 = 3 4 2 1
12 U.R. 9.0 6 3 5 4 2 1
15 L.L. 9.0 6 3 5 4 2 1
18 L.R. 9.0 6 4 3 5 2 1
4 Centre 16.0 6 5 3 4 2 1
5 Centre 26.0 6 5 3 4 2 1
6 Centre 36.0 6 3 4 5 2 1
Table 4.5: Comparison of phase sensitive and phase insensitive results for incident 
field, field in absence of scatterer, and scattered fields: rank order from highest to 
lowest value.
A m p l i t u d e  a n d  P h a s e / D e g r e e s
Figure 4.4: Amplitude and phase of field scattered by specimen no. 8: deconvolved 
data (amplitude scaled in arbitrary units).
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A tte n u a t io n  o f  p r e s su r e ,  a  a n d  in te n s ity ,  [x
S a m p le s  n o s . 1 a n d  7
" a  nepers cm ^ fj, cm ^
Location A rea/ mm^ Sample 1 Sample 7 Sample 1 Sample 7
1 Centre 1.0 0.1381 0.2053 0.2762 0.4101
7 U.L 1.0 0.1379 0.1967 0.2759 0.3929
10 U .R 1.0 0.1389 0.1696 0.2776 0.3389
13 L.L 1.0 0.1394 0.2014 0.2789 0.4027
16 L.R. 1.0 0.1399 0.1735 0.2783 0.3459
2 Centre 4.0 0.1379 0.1890 0.2791 0.3763
8 U.L 4.0 0.1396 0.2051 0.2762 0.4095
11 U.R. 4.0 0.1406 0.1668 0.2808 0.3317
14 L.L. 4.0 0.1391 0.2033 0.2783 0.4057
17 L.R. 4.0 0.1393 0.1788 0.2783 0.3565
3 Centre 9.0 0.1392 0.1872 0.2782 0.3728
9 U.L. 9.0 0.1386 0.2063 0.2772 0.4118
12 U.R. 9.0 0.1400 0.2041 0.2796 0.3423
15 L.L. 9.0 0.1400 0.204 I 0.2797 0.4068
18 L.R. 9.0 0.1411 0.1834 0.2773 0.3649
4 Centre 16.0 0.1393 0.1878 0.2783 0.3742
5 Centre 25.0 0.1394 0.1892 0.2789 0.3764
6 Centre 36.0 * 0.1400 0.1913 0.2794 0.3803
Table 4.6: Silicone rubber scatterers nos. 1 and 7 - pressure and intensity attenuation 
coefficients.
A tt e n u a t io n  o f  p r e s su r e ,  a  a n d  in te n s ity ,  fi
S a m p le  n o . 7 - “e x c e s s ” a t te n u a t io n
Oi nepers cm ^ ft cm -1
Location Avea./mnP Excess % Excess %
1 Centre 1.0 0.0672 48.7 0.1339 48.5
7 U.L 1.0 0.0588 42.6 0.1170 42.4
10 U .R 1.0 0.0307 22.1 0.0613 22.1
13 L.L 1.0 0.0620 44.5 0.1238 44.4
16 L.R. 1.0 0.0336 24.0 0.0676 24.3
2 Centre 4.0 0.0511 37.1 0.0972 34.8
8 U.L 4.0 0.0655 46.9 0.1333 48.3
11 U.R. 4.0 0.0262 18.6 0.0509 18.1
14 L.L. 4.0 0.0642 46.2 0.1274 45.8
17 L.R. 4.0 0.0385 28.4 0.0782 28.1
3 Centre 9.0 0.0480 34.5 0.0946 34.0
9 U.L. 9.0 0.0677 48.8 0.1346 48.6
12 U.R. 9.0 0.0320 22.9 0.0630 22.5
15 L.L. 9.0 0.0641 45.8 0.1271 45.4
18 L.R. 9.0 0.0423 ;i0.o 0.0876 31.6
4 Centre 16.0 0.0485 34.8 0.0959 34.5
5 Centre 25.0 0.0498 35.7 0.0975 35.0
6 Centre 3ffO ' 0.0513 36.6 0.1009 36.1
Table 4.7: Silicone rubber scatterer no. 7 
and scattering by glass beads.
“excess” attenuation due to absorption
9 - 2
C o m p a r iso n s  o f  p h a se  s e n s i t iv e  a n d  p h a se  in s e n s it iv e  r e s u lts
S a m p le  n o . 8 - d e c o n v o lv e d  d a ta
Location Area/mm^ Mean |F 5 | Mean P I Mean of ^/PÎ / \P S\
1 Centre 1.0 2.1691±0.0376 4.72724:0.1653 1.00224:0.0001
7 U.L 1.0 2.11774:0.0446 4.65794:0.1977 1.0080±0.0006
10 U .R 1.0 2.3682±0.0438 5.65094:0.2132 1.0037±0.0004
13 L.L 1.0 2.15854:0.0421 4.70514:0.1842 1.0048±0.0001
16 L.R. 1.0 2.50424:0.0382 6.;j 191 ±0.1945 i.00;38±0.0001
2 Centre 4.0 2.27694:0.0391 5 .2 7 1 8 ± 0 .1819 1.0083±0.0002
8 U.L 4.0 2.19684:0.0426 4.967U±0.1942 1.0144±0.0001
11 U.R. 4.0 2 .4249±0.0427 5.9785±0.2155 1.0082±0.0007
14 L.L. 4.0 2.11854:0.0417 4.6000±0.1785 1.0123±0.0005
17 L.R. 4.0 2.36954:0.0400 5.6989±0.1917 1.0074±0.0002
3 Centre 9.0 2.29874:0.0404 5.3952±0.1911 1.0104±0.0002
9 U.L. 9.0 2.19994:0.0412 4.9771±0.1875 1.01404:0.0002
12 U.R. 9.0 2.30764:0.0400 5.49S1±0.1930 1.0160±0.0007
15 L.L. 9.0 2.09584:0.0397 4.4955±0.1706 1.0115±0.0002
18 L.R. 9.0 2.21274:0.0389 4.9972±0.1751 1.0102±0.0002
4 Centre 16.0 2.27254:0.0410 5.2748±0.1906 1.0105±0.0001
5 Centre 25.0 2.24334:0.0402 5.1553±0.1843 1.0120±0.0002
6 Centre 36.0 2.20224:0.0400 4.9920±0.1805 l.0145±0.0003
Table 4.8: Scatterer no. 8 - mean and standard deviation of four measurements 
deconvolved data.
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C o m p a r iso n s  o f  p h a se  s e n s i t iv e  a n d  p h a se  in s e n s it iv e  r e su lts
% age d iffer en ce s b e t w e e n  d e c o n v o lv e d  a n d  raw  d a ta
S a m p le  n o .8
Location A rea/ mm^ IPPI P I ^/PÎ / \P S\
1 Centre 1.0 + 0.0877 +0.3326 +0.0999
7 U.L 1.0 -0.0519 +0.3810 +0.2486
10 U .R 1.0 +0.0380 +0.2466 +0.3690
13 L.L 1.0 +0.3221 +1.6572 +0.1295
16 L.R. 1.0 +  1.1962 +2.6111 +0.1097
2 Centre 4.0 +0.6632 +  1.9947 +0.1788
8 U.L 4.0 +0.6368 +  1.6744 +0.1976
11 U.R. 4.0 +  1.0417 +2.5261 +0.2087
14 L.L. 4.0 +0.5267 +1.8781 +0.4067
17 L.R. 4.0 +  1.1008 + 2.5925 +0.1890
3 Centre 9.0 +0.5512 +  1.5873 +0.2381
9 U.L. 9.0 +0.6773 + 1.7895 +0.2174
12 U.R. 9.0 +0.6938 +1.9810 +0.2962
15 L.L. 9.0 +0.5710 +1.7519 +0.2975
18 L.R. 9.0 +0.2083 +0.9637 +0.2779
4 Centre 16.0 + 0.5264 +1.5596 +0.2480
5 Centre 25.0 +0.5558 +  1.6143 +0.2476
6 Centre 36.0 -HO.5341 +  1.6266 +0.2768
Table 4.9: Scatterer no. 8 - percentage differences between deconvolved and raw 
data.
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C o m p a r iso n s  o f  p h a se  s e n s i t iv e  a n d  p h a se  in s e n s it iv e  r e su lts
R a n d o m  d isr u p t io n s  o f  w a v efro n t: V P I / \ P S \
Location A rea/ mm^ Amp. Phase A m p.+P liase
1 Centre 1.0 1.0061 1.0994 1.0903
7 U.L 1.0 1.0073 1.0874 1.1104
10 U .R 1.0 1.0065 1.0778 1.0823
13 L.L 1.0 1.0058 1.0903 1.1153
16 L.R. 1.0 1.0042 1.0869 1.1042
2 Centre 4.0 1.0107 1.1053 1.1150
8 U.L 4.0 1.0157 1.1042 1.1259
11 U.R. 4.0 1.0117 1.1108 1.1082
14 L.L. 4.0 1.0135 1.1083 1.1150
17 L.R. 4.0 1.0085 1.1076 1.0960
3 Centre 9.0 1.0115 1.1102 1.1166
9 U.L. 9.0 1.0150 1.1158 1.1203
12 U.R. 9.0 1.0185 1.1166 1.1181
15 L.L. 9.0 1.0136 1.1147 1.1210
18 L.R. 9.0 1.0115 1.1118 1.1093
4 Centre 16.0 1.0114 1.1119 1.1170
5 Centre 25.0 1.0136 1.1125 1.1181
6 Centre 36.0 1.0161 1.1170 1.1209
Table 4.10: Scatterer no. 8 - random additions and subtractions oi 2,000 to am­
plitude; random additions and subtractions of 25 degrees to phase; amplitude and 
phase disruptions combined.
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C h ap ter  5 
T h e effect o f  h y d rop h on e p o s it io n  
on  m ea su rem en ts  o f  tr a n sm itte d  
fields
The work reported so far on silicone rubber and glass bead scattering specimens has 
been concerned with measurements of forward scattering made with the hydrophone 
close to the specimen. If comparisons of phase insensitive and phase sensitive inte­
grals are to form the basis of a method of characterising inhomogeneous specimens, 
it would be advantageous, indeed one might argue that it is essential, that the mea­
surement be independent of the particular distance from the scatterer at which one 
chooses to place the receiver. However, it is clear that if the scattering pattern mea­
sured over a particular finite plane arises from the contributions from waves scattered 
at different angles, then those waves may not intercept a finite measurement plane 
at some other distance from the scatterer, or may combine to produce a different 
interference pattern at that second plane. Measurements made over a finite area 
close to the specimen will intercept waves which are not only scattered forward at 
0° but also those scattered at other angles close to 0 ;^ the further one moves from the 
specimen, the smaller the range of angles which contribute to the measured pattern. 
To counteract this tendency it would be necessary to increase continually the area 
of the measurement plane as one moved away from the specimen. This would make 
the measurement task much more difficult, as one would need either to increase the 
number of data points collected, with the likelihood of unreasonably long scanning 
times and very large data sets, or one would have to sample at much greater spatial 
sampling intervals to keep the same scanning duration and size of data set. Larger
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spatial sampling intervals mean that the Nyquist limit for the maximum detectable 
spatial frequency in the measurement plane is reduced.
It was decided, therefore, to discover by how much a scatl.eriiig pattern measured 
over a finite plane was changed when one moved the measurement plane further 
from the scattering specimen. In order to obtain a held with substantial distortion 
of the wavefront, a silicone rubber specimen 3 cm thick with 17% by volume of 0.5 
mm diameter glass beads was chosen and placed 1 mm away from a hydrophone 
located at 12.1 cm from the front face of a focused transducer driven at 1.9 MHz. 
The 1 mm diameter Precision Acoustics needle hydrophone was employed for these 
measurements, as needles of smaller diameter were not able to produce signals suit­
able for processing using the iVlicheletli (1991) routine at positions of low pressure 
amplitude. 64 by 64 point scans a.l a spatial sampling intei val of 0.15 mm were 
carried out covering an area 92 nmP at two locations, 1 mm from the rear face of 
the silicone rubber block and 30 mm away from the rear face. The amplitude and 
phase measurements obtained at these two positions are shown in figures 5.1 and
5.2 on page 103. Note that the two pairs of plots are scaled independently, and that 
the amplitude axis in both cases is scaled in arbitrary units. The difference between 
the two measurements is striking. The 1 mm amplitude plot shows large local varia­
tions in measured pressure aniplitude. and tlie associated phase plot indicates some 
sharp local phase disruptions. Given the size of tlie glass beads and the fact that the 
measurements are being made only 1 mm from the block, some of these sharp phase 
changes may arise from the hydrophone finding itself substantially in the shadow of 
a particular bead or group of beads. In addition, the less sharp phase fluctuations 
may be indicative of mean scatterer spacings. However, the 30 mm plots show a 
much smoother, less disrupted pattern in both cases. Indeed, the phase distribution 
shows signs of phase variations intiodneed by the Lank mechanism, so small is the 
phase disruption due to the scalterer itself at tliis posilion. The regularly-spaced 
variations in phase which are pa.rallel to one axis of the plot are consistent with 
errors which may arise from movement of the hydrophone in the longitudina.l tank 
direction (i.e. towards and away from the specimen) as the hydrophone is moved in 
the X direction across the tank. The period of this effect is 1 mm and a transverse 
movement of 1 mm in the tank recpiires one complete rotation of the lead screw. 
Such a phase error would indicate ovality or bending of the x axis lead screw along 
which the hydrophone gantry travels and lias been observed by other experimenters 
in this laboratory (Aindow, 1983: Aindovv and (.'hivers, 1983: Sabino, 1986). A
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measurement of this effect in the absence of the scattering specimen showed that 
the phase variation apparently due to the screw is approximately^ ±3° at 1.9 MHz. 
The measurements of forward scattering by biological tissue which are presented 
later, where even less disruption of the transmitted phase is detected, will provide 
confirmation of this effect.
To provide a numerical indication of the differences between the two measurements, 
the ratio of the square root of the phase insensitive integral to the modulus of 
the phase sensitive integral { \ /P I /[P.S'I) was calculated at the two positions over a 
range of different areas of the scanning plane. Eight concentric square areas were 
employed in the calculation, the largest covering the whole 64 by 64 point range 
of each scan plane. The side length of the square used in the integration was then 
reduced successively by eight points, until the eight by eight area at the centre was 
reached. The results of these calculations for the two planes are set out in table 
5.1 and show clearly the reduced wavefront distortion present at 30 mm, even over 
the largest areas of the scan. They also confirm that the ratio of the two integrals 
depends on the area over which they are evaluated.
17%  0 .5  n iin  g la ss  b e a d s  in  s il ic o n e ru b b e r
Scan range A rea/m m  ^ \ / P I / \ P S \
1 mm 30 mm
64 X 64 92.16 1.29030 1.08292
56 X 56 70.56 1.22397 1.05020
48 X 48 51.84 1.18071 1.02780
40 X 40 36.00 1.15041 1.01750
3 2 x  32 23.04 1.13185 1.01197
2 4 x  24 12.96 1.14478 1.00784
16 X 16 5 J 6 1.13648 1.00485
8 x 8 1.44 1.05012 1.00193
Table 5.1; Comparison of ratio of square root of phase insensitive integral to modulus 
of phase sensitive integral at 1 mm and 30 mm from silicone rubber block containing 
17% by volume of 0.5 mm diameter glass beads.
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5.1 M easurements of forward scattering by tis­
sue
The final test of Chi vers’ approach to measurements of the distortions introduced 
into transmitted fields by forward scattering was to make a series of measurements 
on specimens of biological tissue: ox myocardium, ox liver and ox kidney. These 
were also the tissue types chosen for the measurements of angular scattering reported 
later (chapter 7), and that chapter contains details of the anatomy and ultrasonic 
properties of these organs. Appendix D gives information concerning the location 
of the samples which were taken from each organ.
Measurements were made at two frequencies, 1.9 and 4.7 MHz, using two focused 
ceramic transducers and a Precision Acoustics 0.5 mm diameter needle hydrophone. 
A tissue holder was designed which consisted of a 1 cm thick ring of Perspex, 8 cm 
in diameter, in which a central bore 4 cm in diameter had been cut to hold tissue 
samples. Two smaller Perspex rings 3 mm thick, of diameter 6.8 mm, and with 
a central bore of 4 cm, could be atlaciied by screws to the front and back surface 
of the holder. A plastic sheet of "clinglilnA. similar to the '‘Saran” wrap wdiose 
use is reported by many American experimenters, and which is employed to wrap 
foodstuffs, could be stretched tight between the tissue holder and the smaller rings 
and was found to make a watertight seal when the screws were in position. The 
assembled holder was then mounted in a rectangular frame attached to a long screw 
thread which connected to the centre of a piece of Perspex of dimensions 45 cm by
1.3 cm by 3.6 cm clamped to the metal frame surrounding the top of the scanning 
tank. In this way it was possible to place the holder in any desired position in the 
tank and rotate it to any chosen angle in the held, big me 5.3 on page 104 shows 
a photograph of the tissue holder itself. In practice, the holder was aligned so that 
it was perpendicular to the longitudinal axis of the tank. Any beam bending or 
refraction could then be attributed to the effects of the tissue specimens.
The procedure for obtaining and handling the samples was identical to that adopted 
for the specimens used in measurements of angular scattering and is described in 
detail in chapter 7. It was decided, in accordance with (he conclusions reached by 
Bamber (1986), to store the samples in distilled water in a refrigerator when they 
were not required for measurements. The experiments at each Ih^quency were timed
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to last two and a half days each, allowing two plane scans per specimen (one at 3 
mm from the specimen and the other at 33 mm) on specimens of ox myocardium, 
liver and kidney. At 4.7 MHz sufficient time was found to permit measurements on 
two samples of myocardium. Each scan consisted of an array of 69 by 69 points 
sampled at a spatial sampling interval of 0.06 mm. The scans themselves lasted four 
and a half hours, so that allowing time for samples to equilibrate to the temperature 
of the tank and to reset apparatus and process results, a particular specimen would 
spend up to 12 hours in the scanning tank.
Careful cutting of the tissues meant that it was possible to obtain 1 cm thick spec­
imens which, when fresh, varied in thickness by no more than ±0.3 mm over the 
major part of their surface. Specimens were cut from the organs in locations which 
allowed any fat or connective tissue to be placed at the edge of the 4 cm diameter 
sample holder. The plane scans were themselves limited to an area of 17.1 mm^ at 
the centre of the tissue holder. Tlie refrigeration process, storage in water and the 
time delay before measurements could lake pla.c(' (tlu' Iasi sample to be measured in 
a particular batch would typically be iDlaced in the tank up to 36 hours after it had 
been cut from the organ) meant that some specimens tended to change shape and 
texture slightly during storage, so that thickness variations increased up to approx­
imately ±0.8 mm. The tissue for which this effect was most noticeable was kidney, 
the liver and heart specimens keeping more closely to their original dimensions and 
texture. It must also be noted that in the case of ox myocardium the samples were 
cut and mounted so that the muscle fibres w ere aligned in a plane perpendicular to 
the acoustic axis of the beam.
In addition to the problem of the evolution of gas bubbles owing to biological decay 
processes in the specimen itself, there is also the danger that air bubbles may be 
introduced by the process of mounting the sample in the holder. In order to reduce 
the likelihood of this occurring, all mounting of tissues in the holder was carried 
out with the tissue and holder submerged in a. bath of distilled water. In addition, 
small pinholes were made in the plastic lilni at intervals over the tissue surface to 
provide an outlet for gases. Manual palpation of the tissue once mounted in the 
holder allowed visible bubbles to be forced out through the pinholes.
For the 1.9 MHz and 4.7 MHz measurements the tissue holder was placed with 
its front face 14 cm from the transducer. Both transducers ha.ve a nominal focus
1 0 0
of 10 cm, but in each case the focal point has been observed to be closer to the 
transducer at the measurement frequency. Measurements were thus taking place in 
the transducer far field, with the scanning area being limited to a small portion of the 
main lobe of the radiation pattern. The hydroj^hone was then located 15.3 cm from 
the transducer for the first measurement in each set so that the distance between 
the hydrophone and sample rear surface was 3 mm for a 1 cm thick specimen. 
The second measurement was then made with the hydrophone 18.3 cm from the 
transducer, 33 mm from the sample rear face. In order to indicate the disruption of 
the incident field caused by the tissue and to allow attenuation to be calculated, a 
similar set of measurements was made with distilled water alone in the measurement 
cell between the film surfaces in the holder. Once the tissue measurements had 
begun the only movement between the two planes was carried out by translation 
of the hydrophone along the acoustic beam axis. .Any apparent beam bending can 
therefore be attributed to the effects of the tissue specimens.
5.2 1.9 MHz plane scan results
The results of the amplitude and phase measurements at 1.9 MHz on one heart 
sample, one liver and one kidney sample are shown in figures 5.4 to 5.9 on pages 105 
to 107, and the measurements on the holder and water path alone are shown in 
figures 5.10 and 5.11. The amplitude plots have been given scalings which are the 
most suitable for displaying the detail of the scattering pattern. The phase plots are 
scaled in degrees, whereas the amplitude plots are scaled independently in arbitrary 
units, equivalent to the values produced by the oscilloscope digitisation process.
The 3 mm and 33 mm scans on heart sample D are shown in figures 5.4 and 5.5. 
The 33 mm amplitude plot shows a reduced fluctuation in amplitude. However, the 
features in the upper centre of the 3 mm plot appear to have evolved into a “hill 
and valley” structure in the upper centre of the 33 mm figure. Phase disruption is 
small in both cases, with the phase varying by approximately 40° over the 3 mm 
plot, but by only 30° in the 33 mm measurement. The phase jitter due to the tank 
mechanism is clear in the phase plots and appears to be iDresent in both the x and 
y directions.
Figures 5.6 and 5.7 display the results for liver sample C. Botli the 3 mm and 33 mm
lOl
amplitude and phase measurements show much greater variation than the equivalent 
measurements on heart sample D. The 33 mm liver amplitude plot has a valley in 
the middle of the scan area whose origin is not obvious. It is unlikely to be due to 
the misalignment of the transducer and hjMrophone. Following initial alignment, 
the only movement of the hydrophone was along the main longitudinal axis of the 
tank, except during the scanning process, when the hydrophone returns to the on- 
axis position at the end of each scan. Evolution of gases may have introduced 
an artefact into the measurements. For kidney sample C (figures 5.8 and 5.9 on 
page 107) the amount of disruption of the amplitude and phase fronts appears to 
be greater than that observed for heart and less than that for liver.
It is of interest to compare the phase variations observed for the measurements of 
the water path through the holder (figures 5.10 and 5.11 on page 108) with those 
seen in the tissue samples. For the holder and water alone, the phase variation 
over the measurement area is approximately 25° at 3 mm and 20° at 33 mm. The 
heart sample, which has apparentlj^ the least variation in phase fronts over the 
measurement area, shows phase fluctuations of nearly twice this amount at 3 mm 
and 33 mm.
102
A m p l i t u d e
Figure 5.1: Amplitude of field transmitted at 1.9 MHz by scatterer consisting of 
17% by volume 0.5 mm diameter glass beads in silicone rubber measured at 1 mm 
(left) and 30 mm (right) from specimen rear face, 64 by 64 point scan at 0.15 mm 
sampling interval (amplitudes scaled independently in arbitrary units).
P h a s e / D e g r e e s
Figure 5.2: Phase of field transmitted at 1.9 MHz by scatterer consisting of 17% by 
volume 0.5 mm diameter glass beads in silicone rubber measured at 1 mm (left) and 
30 mm (right) from specimen rear face, 64 by 64 point scan at 0.15 mm sampling 
interval.
03
Figure 5.3: Holder used for plane measurements on biological tissues.
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A m p l i t u d e
12500
Figure 5.4: Amplitude of field transmitted at 1.9 MHz by ox heart sample D at 3 
mm (left) and 33 mm (right) from specimen rear face, 69 by 69 point scan at 0.06 
mm sampling interval (amplitudes scaled independently in arbitrary units).
P h a s e / D e g r e e s
Figure 5.5: Phase of field transm itted at 1.9 MHz by ox heart sample D at 3 mm
(left) and 33 mm (right) from specimen rear face, 69 by 69 point scan at 0.06 mm
sampling interval.
05
A m p l i t u d e
ill
Figure 5.6: Amplitude of field transmitted at 1.9 MHz by ox liver sample C at 3 
mm (left) and 33 mm (right) from specimen rear face, 69 by 69 point scan at 0.06 
mm sampling interval (amplitudes scaled independently in arbitrary units).
P h a s e / D e g r e e s
Figure 5.7: Phase of field transm itted  at 1.9 MHz by ox liver sample C at 3 mm
(left) and 33 mm (right) from specimen rear face, 69 by 69 point scan at 0.06 mm
sampling interval.
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A m p l i t u d e
Figure 5.8: Amplitude of field transmitted at 1.9 MHz by ox kidney sample C at 3 
mm (left) and 33 mm (right) from specimen rear face, 69 by 69 point scan at 0.06 
mm sampling interval (amplitudes scaled independently in arbitrary units).
P h a s e / D e g r e e s
Figure 5.9: Phase of field transm itted  at 1.9 MHz by ox kidney sample C at 3 mm
(left) and 33 mm (right) from specimen rear face, 69 by 69 point scan at 0.06 mm
sampling interval.
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A m p l i t u d e
Figure 5.10: Amplitude of field transmitted at 1.9 MHz by tissue holder at 3 mm 
(left) and 33 mm (right) from rear face, 69 by 69 point scan at 0.06 mm sampling 
interval (amplitudes scaled independently in arbitrary units).
P h a s e / D e g r e e s
Figure 5.11: Phase of field transm itted  at 1.9 MHz by tissue holder at 3 mm (left)
and 33 mm (right) from rear face, 69 by 69 point scan at 0.06 mm sampling interval.
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5.2 .1  R a tio  o f  square root o f  p hase in sen s it iv e  in tegra l to  
m odu lu s o f p hase sen s it iv e  in tegral for 1.9 M H z m ea­
su rem en ts
The ratio of the square root of the phase insensitive integral to the modulus of the 
phase sensitive integral, \ / PIJ\PS\^ was calculated for the three tissue specimens 
and for the measurements of the tissue holder alone and the results are set out in 
tables 5.2 and 5.3 on pages 113 and 114. They confirm what is observed in the 
amplitude and phase plots. The heart sample shows the least distorted wavefront 
and the liver the most distorted. The liver calculations at 33 mm, where y/PII\PS\  
exceeds the 3 mm value in six out of eight cases, reflect the unusual shape of the 
central portion of the 33 mm held.
For a plane wave the value of ^/PI! \PS\  is unity. In the case of the 1.9 MHz 
measurements on the tissue holder alone, this ratio never exceeds 1.00237, which is 
the 3 mm value over the largest scan area. This low value can be taken to indicate 
that the phase variation in this case is small enough for the wave to be regarded as 
effectively plane. However, even the most distorted wavefronts obtained from the 
tissue samples produced a value of \ /P I j \PS \  of only 1.08974 over the largest scan 
area at 3 mm. It is hard to imagine that a quantity which has such a small range 
of variation could easily be used to characterise materials.
5.2 .2  A tten u a t io n  o f t issu e  sam p les at 1.9 M H z
a
The attenuation of each tissue specimen was calculated from the 33 mm data, by 
comparing the measurements on the tissue specimens with the measurements on 
the tissue holder alone, assuming plane wave propagation. Thus, in practice, it 
is the insertion loss which has been measured, as no attempt has been made to 
correct for losses due to reflections arising from impedance mismatches at tissue and 
water interfaces. The effect of this omission is therefore to overestimate attenuation. 
It is likely that the errors which are introduced are small. For both the tissue 
measurements and the measurements on the holder alone, the plastic him was kept 
in position so that the water/film interface is constant in each case. Values were 
obtained for attenuation of pressure, cv, and intensity. /.(. as a function of scan area 
and these are set out in table 5.5 on page 115. //,/2 is also given to allow comparison
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with the attenuation of pressure.
The sample thicknesses used in the calculations are listed in table 5.4 on page 114. 
Duck (1990, pp. 100-110) gives values of the ultrasonic attenuation coefficient for 
many biological tissues. For healthy cow liver he reports values of 0.043 up cm“  ^
and 0.043 np cm" A4Hz“ '^ '^°. Goss ( 1978), in a compilation of data from 
many sources, quotes attenuation of fresh beef cardiac muscle as 0.34 np cm“  ^ at 
1.5 MHz, 0.452 np cm“  ^ at 2.4 MHz and 0.8 np cm"^ at 4.5 MHz measured at 
35°C. His source for this is Hueter (1948). For beef kidney, quoting Hueter (1948) 
again, Goss (1978) gives 0.19 np cm“  ^ at 1.6 MHz, 0.27 np cm“  ^ at 2.3 MHz and 
0.5 np cm"^ at 4 MHz measured at 35°C; for beef liver he has 0.2 np cm“  ^ at 1.5 
MHz, 0.245 np cm“  ^ at 2.4 MHz and 0.57 np cm~^ at 4.5 MHz measured at 35°C, 
taken from the same, author. He lists some results from Frizzell (1975) for fresh 
beef liver perfused in buffered saline, measured at 25°G. and stored at 4°C between 
measurements: 0.067 np cm“  ^ at 0.58 MHz, 0.091 np cm"^ at 1.0 MHz, 0.11 np 
cm~^ at 1.8 MHz, 0.21 np cm“  ^ at 3.3 MHz, and 0.36 njD cm“  ^ at 5.5 MHz.
Of the three tissue types measured, only kidney seems to show attenuation values 
comparable to those quoted by Goss (1978). Liver produced results for the attenua­
tion of pressure between two and three times the reported values, whereas the heart 
muscle specimen appeared to show attenuation values ten times lower than those 
listed above. It is possible to suggest why one might measure increased attenuation 
(gas bubble evolution, for example, or failure to correct for reflections), but it is 
harder to find reasons for much lower values. The low results for the heart sap- 
ple seem to be a genuine property* of the tissue, as it was observed that when the 
specimen was put in place in the scanning tank the change in the amplitude of the 
transmitted beam was small, and that there was no need to adjust the oscilloscope 
sensitivity, as there was for the kidney and liver samples. Note, too, that all the 
measurements reported here were made at lower temperatures than those quoted by 
Goss (1978).
The range of values in table 5.5 on page 115 is also of interest. For the heart 
specimen, the variation of attenuation with scan area is small, with the maximum 
value of a  exceeding the minimum value by less than 9%. For liver, the maximum 
exceeds the minimum by nearly 60%. In the case of kidney, the equivalent value is 
less than 16%. These results seem to be correlated with the amount of disruption
U
of the wavefront which was observed and quantified using the ratio of the square 
root of the phase insensitive integral to the modulus of the phase sensitive integral. 
An indication of the nature of the wavefront distortion can also been obtained by 
observing the general trend of values for each tissue sample. For the heart specimen 
the calculated attenuation reduces steadily as the area taken into account in the 
calculation is reduced, suggesting that what is being observed is an increasingly 
smaller section of a spherical wavefront which is only slightly disrupted by the tissue. 
This seems to be consistent with the fact that the observed attenuation was very 
low for this specimen. The liver sample shows a minimum attenuation value at the 
centre of the scan area, but the increased scan areas show fluctuations in attenuation 
which are more indicative of the local shape of the field than simply of the area over 
which the calculations were made. In the case of kidney, the lowest attenuation 
value is achieved over the largest area. In fact, the three largest areas produced the 
three lowest values of a. This appears to reflect the shape of the 33 mm measured 
field for kidney, where the position of maximum amplitude occurs at the edge of the 
scan area.
5.3 4.7 MHz plane scans results
The results of the amplitude and phase measurements at 4.7 MHz on two heart 
samples, one liver and one kidney sample are shown in figures 5.12 to 5.19 on 
pages 116 to 119, and the measurements on the holder and water path alone are 
shown in figures 5.20 and 5.21 on,page 120. The frequency employed in this case 
is nearly 2.5 times the 1.9 MHz value used in the earlier measurements and the 
transducer is of the same diameter. The area of the main beam is therefore smaller 
than that at 1.9 MHz. The spatial sampling interval, 0.06mm, was the same in both 
cases, and the location of the scan plane and the size of the scan area were kept 
constant. Once again, the amplitude plots are scaled independently at each location 
and for each tissue type.
For each tissue type the phase variation over the wavefront is larger than was ob­
served at 1.9 MHz, as would be expected at the higher frequency. However, the main 
difference to be noted in this group of measurements, as opposed to those made at 
1.9 MHz, is the greater wavefront distortion seen in the two heart specimens. In­
deed, heart specimen B and the liver and kidney samples produced wavefronts with 
similar levels of distortion at 3 mm, so that it is not obvious that one could use the 
plots to discriminate between tissue types. Heart sample A is of greater interest, 
though, as it shows much greater wavefront distortion than has been measured on 
any other sample at either 1.9 MHz or 4.7 MHz. Phase variations due to the tank 
mechanism can be clearly seen in all the data.
R a t io  o f  p h a se  in s e n s it iv e  to  p h a s e  s e n s i t iv e  in te g r a l ( \ / P I / \ P S \ )
H e a r t  sa m p le  D  a t  3 m m  a n d  33 m
Scan range Area/mm^
3 m m 33 m m
64 X 64 14.75 1.00673 1.00420
56 X 56 11.29 1.00490 1.00288
4 8 x 4 8 8 j # 1.00352 1.00188
40 X 40 5.76 1.00271 1.00136
32 X 32 3.69 1.00201 1.00099
2 4 x 2 4 2.07 1.00122 1.00064
16 X 16 0.92 1.00030 1.00019
8 x 8 0.23 1.00012 1.00009
L iv er  sa m p le  C a t  3 m m  a n d  33 m m
Scan range A rea/ mm^
3 m m
V p i / \ p s \
33 mm
64 X 64 14.75 1.08974 1.06318
56 X 56 11.29 1.06888 1.06134
48 X 48 8 j # 1.05016 1.05894
40 X  40 5.76 1.03395 1.05321
3 2 x 3 2 3.69 1.02095 1.05427
24 X  24 2.07 1.01219 1.06307
16 X 16 0.92 1.00634 1.05690
8 x 8 0.23 1.00261 1.01500
K id n e y  sa m p le  C  a t  3 m m  a n d  33  m m
Scan range Area/m m^
3 m m
V P i / \ P S \
33 mm
64 X 64 14.75 1.01690 1.01023
56 X  56 11.29 1,01318 1.00732
48 X 48 8 j # 1.00995 1.00496
40 X 40 5.76 1.00743 1.00348
3 2 x 3 2 3.69 1.00510 1.00232
24 X 24 2.07 1.00274 1.00137
16 X 16 0.92 1.00084 1.00038
8 x 8 0.23 1.00038 1.00013
Table 5.2: Comparison of ratio of square root of phase insensitive to modulus of 
phase sensitive integral at 3 mm and 33 mm from heart, liver and kidney samples 
at 1.9 MHz.
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T is s u e  h o ld e r  a t 3 m m  a n d  33 m m
R a t io  o f  p h a s e  in s e n s it iv e  to  p h a s e  s e n s i t iv e  in te g r a l \ / P I / \ P S \
Scan range Area/mm^
3 mm 33 mm
64 X 64 14.75 1.00237 1.00159
56 X 56 11.29 1.00147 1.00103
48 X 48 gjW 1.00100 1.00075
40 X 40 5.76 1.00062 1.00051
32 X 32 3.69 1.00038 1.00036
24 X 24 2.07 1.00020 1.00022
16 X 16 0.92 1.00018 1.00015
8 x 8 0.23 1.00023 1.00011
Table 5.3: Comparison of ratio of square root of phase insensitive integral to modulus 
of phase sensitive integral at 3 mm and 33 mm from tissue holder at 1.9 MHz.
T h ic k n e ss  o f  t is s u e  sa m p le s
Specimen T h ickness/cm
Heart. D 
Liver C 
K idney C
0.96±0.03
1.25±0.03
1.194:0.03
Table 5.4: Thickness of tissue samples used in calculations of attenuation of pressure 
and intensity at 1.9 MHz.
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A tte n u a t io n  o f  p r e s su r e ,  a a n d  in te n s ity ,  /y, a t 1 .9  M H z
H e a r t  s a m p le  D
Scan range Scan area/m m^ a /n p  cm ^ jL i/cm  ^ )^/264 X 64 14.75 0.0393 0.0732 0.0366
56 X 56 11.29 0.0392 0.0746 0.0373
48 X 48 8 j # 0.0391 0.0759 0.0379
40 X 40 5.76 0.0391 0.0765 0.0382
3 2 x 3 2 3.69 0.0386 0.0759 0.0379
24 X 24 2.07 0.0374 0.0739 0.0369
16 X 16 0.92 0.0363 0.0725 0.0363
8 x 8 Oj# 0.0362 0.0725 0.0363
L iv er  sa m p le  C
Scan range Scan area/m m^ a /n p  cm ^ n / c m  ^ /^/2
64 X 64 14.75 0.2818 0.4710 0.2355
56 X 56 11.29 0.2890 0.4847 0.2423
48 X 48 8 j# 0.2893 0.4884 0.2442
40 X 40 5.76 0.2876 0.4933 0.2466
3 2 x 3 2 3.69 0.3061 0.5284 0.2642
24 X 24 2.07 0.3259 0.5546 0.2773
16 X 16 0.92 O j#74 0.4867 0.2434
8 x 8 0.23 0.2045 0.3854 0.1927
K id n e y  sa m p le  C
Scan range Scan area/mm^ a /n p  cm ^ fi /cm ^ ff/2
64 X 64 14.75 0.1982 0.3820 0.1910
56 X 56 11.29 0.2061 0.4016 0.2008
48 X 48 8jW 0.2143 0.4215 0.2107
40 X 40 5.76 0.2216 0.4382 0.2191
3 2 x 3 2 3.69 0.2267 0.4501 0.2251
24 X 24 2.07 0.2289 0.4559 0.2280
16 X 16 0.92 0.2283 0.4563 0.2281
8 x 8 0.23 0.2273 0.4546 0.2273
Table 5.5: Atténuation of pressure and intensity at 1.9 MHz for heart, liver and 
kidney calculated from 33 mm measurements.
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A m p l i t u d e
Figure 5.12: Amplitude of field transmitted at 4.7 MHz by ox heart sample A at 3 
mm (left) and 33 mm (right) from specimen rear face, 69 by 69 point scan at 0.06 
mm sampling interval (amplitudes scaled independently in arbitrary units).
P h a s e / D e g r e e s
Figure 5.13: Phase of field transm itted  at 4.7 MHz by ox heart sample A at 3 mm
(left) and 33 mm (right) from specimen rear face, 69 by 69 point scan at 0.06 mm
sampling interval.
A m p l i t u d e
Figure 5.14: Amplitude of field transmitted at 4.7 MHz by ox heart sample B at 3 
mm (left) and 33 mm (right) from specimen rear face, 69 by 69 point scan at 0.06 
mm sampling interval (amplitudes scaled independently in arbitrary units).
P h a s e / D e g r e e s
Figure 5.15: Phase of field transm itted  at 4.7 MHz by ox heart sample B at 3 mm
(left) and 33 mm (right) from specimen rear face, 69 by 69 point scan at 0.06 mm
sampling interval.
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A m p l i t u d e
Figure 5.16: Amplitude of field transmitted at 4.7 MHz by ox liver sample A at 3 
mm (left) and 33 mm (right) from specimen rear face, 69 by 69 point scan at 0.06 
mm sampling interval (amplitudes scaled independently in arbitrary units).
P h a s e / D e g r e e s
Figure 5.17: Phase of field transm itted  at 4.7 MHz by ox liver sample A at 3 mm
(left) and 33 mm (right) from specimen rear face, 69 by 69 point scan at 0.06 mm
sampling interval.
1 8
A m p l i t u d e
Figure 5.18: Amplitude of field transmitted at 4.7 MHz by ox kidney sample A at 
3 mm (left) and 33 mm (right) from specimen rear face, 69 by 69 point scan at 0.06 
mm sampling interval (amplitudes scaled independently in arbitrary units).
P h a s e / D e g r e e s
Figure 5.19: Phase of field transmitted at 4.7 MHz by ox kidney sample C at 3 mm
(left) and 33 min (right) from specimen rear face, 69 by 69 point scan at 0.06 mm
sampling interval.
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A m p l i t u d e
Figure 5.20: Amplitude of field transmitted at 4.7 MHz by tissue holder at 3 mm 
(left) and 33 mm (right) from rear face, 69 by 69 point scan at 0.06 mm sampling 
interval (amplitudes scaled independently in arbitrary units).
P h a s e / D e g r e e s
Figure 5.21: Phase of held transm itted  at 4.7 MHz by tissue holder at 3 mm (left)
and 33 mm (right) from rear face, 69 by 69 point scan at 0.06 mm sampling interval.
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5.3 .1  D eco n v o lu t io n  o f hydroph one resp on se from  m yocard iu m  
m easu rem en t at 4 .7  M H z
In order to evaluate to what extent the 0.5 mm hjMrophone had acted to smooth out 
fluctuations in the measurement of amplitude and phase, it was decided to decon­
volve the hydrophone response from the myocardium data using the deconvolution 
routine described earlier. The hydrophone’s directivity response had been measured 
at 4.6 MHz and it appeared appropriate to use this data in the deconvolution. A plot 
of the hydrophone’s directivity at this frecpiency is shown in figure 5.22 on page 122.
The data measured between 0 and 90° and between 0 and -90° were averaged and 
then rotated to produce a circularly symmetrical directivity response. In order to 
eliminate the efl’ect of introducing spurious large amplitude high spatial frequency 
components into the data the angular range of the directivity data employed in the 
deconvolution was limited to ±45°, giving a maximum usable spatial frequency of 
approximately 2.2 mm“  ^ for a wavelength of 0.32 mm. At this angle in the direc­
tivity plot, the amplitude of the received signal had been reduced to 9% of it 0° 
value. The measured data consisted of an array of 69 by 69 points and in order to 
obtain a data set suitable for Fast Fourier Transform techniques the deconvolution 
was implemented on the central 64 by 64 points of the data. The spatial frequency 
resolution of a 64 point Discrete Fourier Transform where the data is sampled at 
intervals of 0.06 mm is 0.26 mm“ .^ The results of the deconvolution are shown in 
figure 5.23 on page 122. The amplitude plots shows sharper features and more pro­
nounced “hills and valleys”, as does the phase plot. Table 5.8 on page 129 compares 
the ratio of the square root of th^ phase insensitive integral to the modulus of the 
phase sensitive integral for the raw and the deconvolved data. The numerical values 
of \ /P I ! \PS \  are discussed briefly in the next section.
1 2 1
D i r e c t i v i t y  o f  0.5 m m  n e e d l e  h y d r o p h o n e  a t  4.6 MHz
Figure 5.22: Directivity of 0.5 mm diameter Precision Acoustics needle hydrophone 
measured at 4.6 MHz.
A m p l i t u d e  a n d  P h a s e / D e g r e e s
Figure 5.23: Amplitude (left) and phase (right) of held transmitted at 4.7 MHz by 
heart specimen A at 3 mm from rear face of tissue holder: deconvolved data, 64 
by 64 central data points only at 0.06 mm sampling interval (amplitude scaled in 
arbitrary units).
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5.3 .2  C alcu lation  o f ratio  o f square root o f  p hase in sen s i­
t iv e  in tegral to  m od u lu s o f  phase sen s it iv e  in tegral 
for 4 .7 M H z t issu e  m easu rem en ts
Table 5.6 on page 128 gives the ratio of the square root of the phase insensitive 
integral to the modulus of the phase sensitive integral. For each tissue type the 
value of \ /P I f \P S \  for each scan area at 4.7 MHz exceeds the value at 1.9 MHz. 
Note also that the ratio at both 3 mm and 33 mm for all tissue types declines as 
the scan area is reduced, apparentl}^ reflecting the smaller main lobe of the beam at 
4.7 MHz.
It is again not obvious that it is possible to discriminate between tissue types by 
comparing the phase insensitive and phase sensitive integrals. Heart sample B, liver 
sample A, and kidney sample A all produce values which are broadly similar for all 
scan areas. Only heart sample A, where the greater disruption of the wavefront at 3 
mm is clear from figure 5.12, stands out from the other tissue specimens. Indeed, at 
33 mm it is not possible to identify any real differences between the four specimens. 
The ratio for the largest scan area is between 1.094 and 1.1083 in every case, and for 
the smallest scan area the range is from 1.00154 to 1.00263. Again, this shows that 
the value of y f P l / P S  is dependent on the location of the scan plane, and intuition 
suggests that moving further away from the sample will reduce the ratio even more.
PI l \PS \  for the tissue holder and water at 4.7 MHz is given in table 5.7 on 
page 129 for comparison with the 1.9 MHz results in table 5.3 on page 114. The 4.7 
MHz values again show the difficulty of using this ratio to quantify tissue properties. 
The differences between the tissue results and those for the holder alone are small. 
Consider the largest scan area, for example. The ratio at 3 mm for liver exceeds 
the ratio for the holder alone by only 1% and the difference becomes smaller as the 
scan area is reduced.
^ /PI j \PS\  has been calculated for the deconvolved data from heart specimen A and 
tabulated for comparison against the results for the raw data, as shown in table 5.8. 
The effect of the deconvolution has been to increase the ratio at all scan areas, so 
that the increase for the largest area is 6% and for the smallest scan" area is 2.4%. 
This suggests that measurements of such fields should be made with a much smaller 
hydrophone if there is no intention to deconvolve the hydrophone response from the
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data.
5.3 .3  A tten u a t io n  o f t issu e  sam p les at 4 .7  M H z
Attenuation of pressure and intensity has been calculated for each tissue type and 
scan area at 4.7 MHz, in the same manner as for the 1.9 MHz measurements, and 
the values are set out in table 5.10 on page 130. Table 5.9 on page 129 lists the 
thickness of each sample. Typical values of attenuation obtained by other researchers 
are quoted in section 5.2.2. The heart specimen A produced attenuation values 
api^roximately 50% higher than those of specimen B for all scan areas. However, in 
both cases, the attenuation of pressure is lower than the value given by Goss (1978) of 
0.8 np cm~^ at 4.5 MHz. The liver results at 4.7 MHz appear to be in agreement with 
those quoted by Duck (1990) and Goss (1978), as reported in section 5.2.2, whereas 
the values of attenuation for kidney are much lower than the 0.5 np cm“  ^ at 4.5 MHz 
given by Goss (1978). It is of interest to observe that at both 1.9 MHz and 4.7 MHz 
one specimen produced apparently anomalously low attenuation, the heart sample 
at 1.9 MHz, and the kidney sample at 4.7 MHz. Both these specimens demonstrated 
less distorted wavefronts than other samples at comparable frequencies. In the case 
of the 4.7 MHz measurements it seems appropriate to conclude that the lowest values 
of attenuation are achieved over the smallest scan areas for all tissue samples, and 
the differences between a and {J./2 are smallest for the smallest scan areas. In this 
location the incident wavefront most approximates a plane wave.
5.4 Review of results of measurem ents on tissue 
samples
The measurements on the glass bead and silicone rubber sample and the tissue 
samples which are described in this chapter appear to provide clear evidence that 
the method of characterising inhomogeneous materials proposed by Chivers (1991) is 
unsatisfactory, at least in the frequency range up to 5 MHz and for biological tissues 
and materials with properties broadly similar to biological tissues." It has been 
shown that the values obtained from the phase sensitive and the phase insensitive 
integrals, and the ratio of the square root of the phase insensitive integral to the
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modulus of the phase sensitive integral, do nol differ gix'a.tly over the three tissue 
types emi)loyed in these experiments either at 3 mm or at 33 mm from the specimen, 
and that the range of variation of the ratio is small. There is thus little difference 
between phase sensitive and phase insensitive attenuation values. In addition, the 
exiDeriments show that the numerical values obtained from the integrations depend, 
as one would expect, on the location of the measurement plane. There is also 
evidence that the natural variability of organs, even from healthy animals, can be 
such as to make comparisons across tissue types difficult.
In all cases the phase disruption observed has been relatively small. It appears that 
it is possible to have reasonable confidence in the quality of these measurements. 
During the same period as the work reported here was being carried out the ultra­
sonic scanning tank was being used for research on the characterisation of ultrasonic 
transducers (Bangash, 1995). The computer control and signal processing routines 
developed by the present author for measurements of forward transmitted fields 
were also used for the transducer cliai-ac'tei'isatiou work. .As part of that research 
inter-laboratory comparisons iuvoiving the laboratory at tlie I'niversity of Surrey 
and the Physikalisch-Technische Bundesansta.lt (the German equivalent of the UK’s 
National Physical Laboratory) were made of amplitude and phase measurements 
of transducer fields. Good agreement was found between the two sets of measure­
ments, suggesting that the scanning tank and its associated software can be relied 
on to make accurate and precise measurements of amplitude and phase. It is also 
relevant to note that the limited phase disruption observed foj- the tissue specimens 
was obtained with samples prepared and moiml.ed in distilled water, rather than 
the velocity-matched Sciline which .Aindovv (1983) had employed. The differences 
between his results for velocity-matched and physiological saline may have other 
causes than simply the different sound speeds in the two liquids. A comment made 
by Dalecki et al. (1994) is also of interest. In measurements of the phase disrup­
tion caused by graphite scatterers in gel, the observed phase fluctuations were very 
similar to those observed for a homogeneous water path.
The original work on amplitude and phase measurements of fields transmitted by 
inhomogeneous materials made in this laboratoi\v by Aindovv (1983) were limited 
to single line scans. The work reported here involved many measurements of two- 
dimensional fields, so that in practice a very much increased set of data has been 
analysed. In none of the current work on tissue have large phase disruptions been
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observed. It is should be noted, however, that the measurements of Aindow (1983) 
and the work reported here employed different methods of calculating phase. In 
the former case, a zero-crossing detector (ZCD) was used to monitor the location 
of a particular part of the transmitted toneburst. ZCDs require threshold levels to 
be set before they trigger a detection and there may thus be some doubt as to the 
exact location in time of the crossing point, and it must also be borne in mind that 
the signal from the hydroj)hones he employed was much noisier than that from the 
Precision Acoustics hydrojjhones. Furthermore, suppose that scattering processes 
lead to distortion of the waveform shape locally. This may lead to inaccurate values 
of phase being obtained. In the case of the routine due to Micheletti (1991), several 
cycles of the toneburst are used to obtain the amplitude and phase values, so that 
the result of the calculation is an average which relates to a portion of the toneburst 
and not to a single, local event such as a zero-crossing. Once again it appears that 
the values of phase which one obtains may not be independent of the means by 
which one chooses to carry out the measurement.
The work of Aindow (1983) on biological tissue was carried out with a 1.1 mm 
diameter hydrophone placed approximately 1 mm away from the tissue specimen 
and the current work located a smaller, 0.5 mm diameter hydrophone at 3 mm 
from the specimens. Placing a receiver, even of small size, close to the specimen 
means that scattering events which are not strictly in the forward direction may 
be detected. Suppose that there is a scatterer 1 mm from the rear surface of the 
specimen, and a 1 mm diameter hydrophone is 1 mm away from that rear surface. 
The angle subtended at the hydrop^hone by a point at the scatterer location is 28°, so 
that scattering over a relatively wide angular range may be detected. At a distance 
of 33 mm from the rear surface, the angle is reduced to less than a degree, so that 
one is more nearly detecting forward scattering only. Furthermore, the directivity 
response of the hydrophone will also modify what is measured, as the amplitudes of 
waves which are not normally incident on the hydrophone will be underestimated. In 
fact, if one were concerned to isolate only the coherent wave in the forward direction, 
a large receiver would be of greater use, as its directivity pattern would be narrow 
and it would be sensitive only to waves close to normal incidence. Such an approach 
to tissue characterisation seems to have been recognised by researchers such as Jiang 
and Apfel (1991) and Leeman et al. (1985) who advocate the use of large receivers for 
attenuation measurements. This confirms, yet again, that the choice of measurement 
device and measurement system modifies the results of apparently straightforward
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determinations of material properties.
A final question to be considered is whether it is possible to select a measurement 
plane which could produce data which might be used to obtain a general charac­
terisation of the tissue. Assuming that the thickness of the sample is not so great 
that attenuation of the forward scattered beam is substantial, it might be thought 
that a measurement of the scattered field in one plane could be used to predict the 
scattered held at another plane, and that this might produce results which could be 
replicated in another measurement system. There are, however, a number of prac­
tical difficulties with this proposal. The method based on the comparison of phase 
sensitive and phase insensitive integrals relies on an incident plane wave, which it 
is difficult to achieve over a large area. If one measures over an area that includes 
more than the central section of the transducer's main lobe, the beam effects begin 
to overwhelm the tissue scattering effects. Furthermore, in order to use Fourier 
optics techniques for forward and backprojection, one requires an aperture large 
enough to ensure that one can obtain data which are not dominated by the effects 
of the finite spatial window over which the measurements are made. In addition, 
there would need to be agreement between different experimentalists as to what the 
hydrophone’s spatial sampling interval should be at each measurement frequency 
and what size of measurement plane would be appropriate. As has been shown, 
measurements at a distance from the specimen tend to show reduced distortion as 
one is measuring scattering over a reduced angular range. It is therefore uncertain 
that measurements of scattering based on the comparison of phase sensitive and 
phase insensitive integrals can be of use in producing a generally acceptable means 
of characterising inhomogeneous materials.
R a t io  o f  p h a se  in s e n s it iv e  to  p h a se  s e n s i t iv e  in te g ra l(% /p j/lP 5 '|)
H e a r t  sa m p le  A  a t  3 m m a n d  33  m m
Scan range Area/mm^ ^/ PI | \ PS\
3 mm 33 mm
64 X 64 14.75 1.23970 1.09621
56 X 56 11.29 1.16518 1.07013
48 X 48 8 j # 1.10659 1.05161
40 X 40 5.76 1.06656 1.03531
32 X 32 3 j # 1.04067 1.02231
24 X 24 2.07 1.02632 1.01322
16 X 16 0.92 1.01601 1.00826
8 x 8 0.23 1.00888 1.00263
H e a r t  s a m p le  B  a t  3 m m a n d  33 m m
Scan range A rea/ mm^ ' JPI / \ PS\
3 mm 33 mm
64 X 64 14.75 1.15999 1.10825
56 X 56 11.29 1.12246 1.07978
48 X 48 8.29 1.09082 1.05767
40 X  40 5.76 1.05976 1.03838
32 X  32 3.69 1.03575 1.02328
24 X  24 2.07 1.01726 1.01206
16 X  16 0.92 1.01017 1.00638
8 x 8 0.23 1.00304 1.00125
L iv er  s a m p le  A  a t  3 m m a n d  33  m m
Scan range Area/mm^ / P 7 / |P 5 ' |
3 mm 33 mm
64 X  64 14.75 1.17283 1.09441
56 X  56 11.29 1.12652 1.06593
4 & x 4 8 8^W 1.09182 1.04811
40 X  40 6 J 6 1.06536 1.03403
32 X  32 3.69 1.04918 1.02321
2 4 x 2 4 2.07 1.02967 1.01259
16 X  16 0.92 1.01538 1.00699
8 x 8 0.23 f . 00248 1.00154
K id n e y  s a m p le  A  a t  3 m m  a n d  33 m m
Scan range A rea/ mni^ ^/ PI / \ PS\
3 mm 33 mm
64 X  64 14.75 1.11828 1.10010
56 X  56 11.29 1.08656 1.07264
48 X  48 8.29 1.06131 1.05264
40 X  40 5.76 1.04118 1.03626
3 2 x 3 2 3.69 1.02658 1.02375
24 X  24 2.07 1.01364 1.01252
16 X  16 0.92 1.00593 1.00686
8 x 8 0.23 1.00096 1.00162
Table 5.6: ComiDarisoii of ratio of phase insensitive to phase sensitive integral at 3 
mm and 33 mm from heart, liver and kidney samples at 4.7 MHz.
1 2 8
T is s u e  h o ld e r  a t  3 n u n  a n d  33 m m
R a t io  o f  p h a se  in s e n s it iv e  to  p h a se  s e n s i t iv e  in te g r a l ( \ /P 7 / |P S ' |)
Scan range A rea/ mm^ s / PI / \ PS\
3 mni 33 mm
64 X 64 14.75 1.09580 1.06109
56 X 56 11.29 1.06432 1.04149
48 X 48 8.29 1.04271 1.02820
40 X 40 6.76 1.02750 1.01878
32 X 32 3.69 1.01819 1.01296
24 X 24 2.07 1.00913 1.00674
16 X 16 0.92 1.00365 1.00267
8 x 8 0.23 1.00119 1.00110
Table 5.7: Comparison of ratio of phase insensitive to phase sensitive integral at 3 
mm and 33 mm from tissue holder alone at 4.7 MHz.
H e a r t  sa m p le  A  a t 3 m m : raw  a n d  d e c o n v o lv e d  d a ta
R a t io  o f  p h a se  in s e n s it iv e  ( \ / P I / |P 5 | )  to  p h a se  s e n s i t iv e  in te g r a l
Scan range A rea/m nF y / PI / \ PS\
Raw Deconvolved
64 X  64 14.75 1.23970 1.30121
56 X  56 11.29 1.16518 1.21215
48 X 48 8.29 1.10659 1.11864
40 X  40 5.76 1.06656 1.09191
32 X  32 3.69 1.04067 1.06114
24 X  24 2.07 1.02632 1.04485
16 X  16 0.92 1.01601 1.03996
8 x 8 0.23 1.00888 1.03304
Table 5.8: Comparison of ratio of phase insensitive to phase sensitive integral at 3 
mm from heart sample A for raw data and deconvolved data at 4.7 MHz.
T h ic k n e ss  o f  t is s u e  sa m p le s
Specimen Th ickness/cm
Heart A 
Heart B 
Liver A 
K idney A
0.95±0.03
0.93±0.03
1.064:0.03
1.094:0.03
Table 5.9; Thickness of tissue samples used in calculations of attenuation of pressure 
and intensity at 4.7 MHz.
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A tte n u a t io n  o f  p r e s su r e ,  a a n d  in te n s ity ,  //, a t  4 .7  M H z
H e a r t  sa m p le  A
Scan range Scan area/mm^ a /n p  cm ^ ixj cm ^ p /2
64 X 64 14.75 0.4511 0.8337 0.4169
5 6 x 5 6 11.29 0.4409 0.8246 0.4123
48 X 48 8.29 0.4312 0.8150 0.4075
40 X 40 5.76 0.4201 0.8064 0.4032
32 X 32 3.69 0.4095 0.7997 0.3999
2 4 x  24 2.07 0.4065 0.7995 0.3997
16 X 16 0.92 0.4083 0.8048 0.4024
8 x 8 0.23 0.4089 0.8146 0.4073
H e a r t  sa m p le  B
Scan range Scan area/mm^ a /n p  cm ^ i i j cm ^ p /2
64 X 64 14.75 0.3014 0.5083 0.2541
56 X 56 11.29 0.2955 0.5125 0.2562
48 X 48 8.29 0.2886 0.5155 0.2577
40 X 40 5.76 0.2790 0.5166 0.2582
32 X 32 3.69 0.2671 0.5121 0.2560
2 4 x  24 2.07 0.2583 0.5051 0.2525
16 X 16 0.92 0.2523 0.4965 0.2483
8 x 8 0.23 0.2463 0.4924 0.2462
L iv er  sa m p le  A
Scan range Scan area/mm^ a /n p  cm ^ \l(  cm ^ p /2
64 X 64 14.75 0.2422 0.4261 0.2131
56 X  56 11.29 0.2363 0.4288 0.2144
48 X 48 8.29 0.2329 0.4297 0.2148
40 X  40 5.76 0.2280 0.4280 0.2140
3 2 x 3 2 3.69 0.2201 0.4212 0.2106
24 X 24 2.07 0.2118 0.4126 0.2063
16 X 16 0.92 0.2055 0.4028 0.2014
8 x 8 0.23 0.1969 0.3929 0.1965
K id n e y  sa m p le  A
Scan range Scan area/mm^ a /n p  cm ^ p /cm  ^ p /2
64 X  64 14.75 0.0918 0.1173 0.0586
56 X  56 11.29 0.0809 0.1077 0.0538
48 X 48 8.29 0.0689 0.0947 0.0474
40 X 40 6.76 0.0567 0.0821 0.0411
32 X  32 3.69 0.0457 0.0720 0.0360
2 4 x  24 2.07 0.0390 0.0675 0.0338
16 X 16 0.92 0.0382 0.0687 0.0343
8 x 8 0.23 0.0384 0.0759 0.0380
Table 5.10: Attenuation of pressure and intensity at 4.7 MHz for heart, liver and 
kidney calculated from 33 mm measurements.
130
C h ap ter  6
A n gu lar  sca tter in g  m ea su rem en ts  
th eory , ex p er im en ta l ap p aratu s , 
s ign a l p ro cess in g  and in it ia l te s ts  
on  g lass b ead  sca tterers
6.1 Introduction
Following a review of the measurements of forward scattering which had been car­
ried out on silicone rubber and glass bead specimens, it was decided that in order 
to test the system dependence of scattering measurements it would be of interest to 
obtain scattering measurements over a wider angular range from such systems, the 
aim being to progress to ineasureiuenls on tissue if experiments on glass bead scatt­
erers proved successful. 'I'he initial measurements on silicone rubber and glass bead 
specimens had been carried out over a limited planar area in the forward scattered 
direction, typically a square of 8 mm by 8 mm, and calculations of the ratio of the 
square root of the phase insensitive integral to the modulus of the phase sensitive 
integral were limited to areas of 6 mm by 6 mm. In carrying out such measurements, 
therefore, those components of the held which are scattered away from the forward 
direction do not intercept the hydrophone. As a result, incoherent scattering is un­
derestimated. It is also likely that the power in the scattered signal at many angles, 
especially forward a.ngles, may be very low in comparison with the main beam, so 
that detection of forward scattering events may be extremely difficult. Measure­
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ments of angular scattering not only permit these limitations to be quantified, they 
also provide additional information concerning the scattering medium.
6.2 Acoustic scattering by inhomogeneous ma­
terials
In order to explain the background to the next stage of the work, it is necessary to 
give an account of the acoustic scattering theory which can be used to describe the 
angular scattering properties of soft tissues and to explain the concept of scattering 
cross-section. The account set out below relies on the approach of Ins ana and Brown 
(1993, pp. 85-107), who themselves utilise many of the results set out in chapter 7 
of Morse and Ingard (1968, pp. 306-332).
The linear, homogeneous acoustic wave equation can be written as:
V^p -  = 0: (6.1)
where p is pressure, po is the density of the medium and /Co is its compressibility. If 
k is the wave number, lo is the angular frequency of wave and c the speed of sound 
in the medium, then the following relationship must hold:
I")
It is possible to take account of attenuation in the medium by using a complex wave 
number, k — u)jc-\- ?!q', where a. is the attenuation coefficient of the medium.
To obtain equations which apply to inhomogeneous media, consider the changes in 
density or compressibility brought about by inhomogeneities in the medium. For 
example:
p = Pc 6pe -\- 6p = p^  (6.3)
where po is the density of the medium outside the inhomogeneities, 6p is the change 
in density arising from the acoustic wave, and Sp^ is the change in density due to 
the inhomogeneity. Euler’s equation for a particle of density pe is :
Pe  ~ lU^ p(i'U^ — Vp, (6.4)
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where u is the particle velocity and the underlining indicates a vector quantity. The 
equation for a particle of density po which is displaced by the particle of density pe 
is:
Po~ ^  =  -iiopoV^ = -V p . (6.5)
Thus, the following relationships apply:
PeMe “  PoU] (6.6)
pe{u-\-Au) = PolL] (6.7)
An =  ~ u ( p e  -  p o ) / p e -  (6.8)
These results show that the variation in density causes the inlioniogeneity to oscillate 
back and forth in line with the direction of acoustic wave propagation. It may 
therefore be considered to act as an acoustic dipole.
For an inhomogeneity which has the same density as the surrounding medium but 
varies in compressibility, the equation of state gives:
Sp = KopoP: (6.9)
{ 6 p ) e  =  K>ePoP,  ( 6 . 1 0 )
so that ,
/^o(^ /^ )e ~  (6.11)
/Co (<5p + A((5p)) — K.eSp, (6.12)
A(dp) =  (^ p(/Ce — Ko)//Co. (6.13)
In this case, the inhomogeneity suffers an omnidirectional variation in density (a
scalar quantity), so that it radiates as a monopole. Insana and Brown (1993) point
out that the argument set out here makes the assumption that the inhomogeneity 
is small compared with the wavelength of sound, so that the pressure and density 
do not vary within it. Note, too, that although a monopole radiates more efficiently 
than a dipole, for an incident plane wave the acoustic field couples more easily to
133
the dipole than the monopole, because the oscillation of the inhomogeneity is in the 
same direction as the acoustic wave. If Apfp  is equal to Ak//c, the contributions 
from the monopole and dipole sources are the same.
By including the density and compressibility variations in the wave equation, one 
obtains the result;
It is possible to re-organise this equation so that it appears as a perturbation to 
the homogeneous wave equation 6.1. Multiply the equation by minus one; add 
(l/po)V^p — Ko{d'^p/dt‘^) to both sides, and multiply by po. This produces:
V 'p  +  V • (7.( r )V p ) , (6.15)
where the new terms are defined as:
7«fc) =  («e(2l)- - ( 6 . 1 6 )
7/,(r) =  (pa(r) -  Po)//>e(r), (6-17)
= 1/PoKo] (6.18)
Ke and Pe are the compressibility and density at the point r and po and /Co are their 
values in the medium surrounding the inhomogeneity at r.
«
The terms on the right hand side of equation 6.15 represent scattering sources arising 
from the fluctuations of compressibility (the first term on the right) and density (the 
second term). Equation 6.15 can be written in a form which is independent of time, 
by considering each frequency component separately. For each value of the angular 
frequency, w, the pressure, p(r, t) =  Pu,{t) exp(—zwf), so that one may write:
= -/(z i), (6.19)
where
/( r )  =  k‘^ ln{r)poj{r) ~  V • (7p(£)Vp^(r)). - (6.20)
Equation 6.19 has the form of the Helmholtz equation and may be solved using the 
Green’s function method. The Green’s function, GT(zi|C)). for a point source at
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is the solution of the equation:
V^GL(r|?y,) +  k'^Goj{r\r^) =  - ^ ( r  -  r^), (6.21)
where 8{r_ — r^) is the three-dimensional Dirac delta function.
This approach is appropriate if it is considered that the medium consists of a dis­
tribution of inhomogeneities which are much smaller than a wavelength and that 
the medium is otherwise acoustically uniform, so that the inhomogeneities may be 
considered to act as point scattering sources. In equation 6.21 the scattering sources 
produce outgoing spherical waves of the form:
Gw(r|ro) =  . ■ /  I exp(zA;|r -  r^|). (6.22)47r |r — 7^ ,1
This is the Green’s function in free space and satisfies the condition that the medium 
is unbounded, that is, G = 0 on the surface of a scattering volume located at infinity. 
Following the method of Insana and Brown (1993), multiply equation 6.19 by G^ 
and equation 6.21 by p^ j and subtract, producing the result:
Gw(r|ZL)V^Pw(2L) -  P^{Lo)^lGu{r\ro) =  Pc (^r J<5(r -  r j  -  /u,(lo)Gu;(r|r^). (6.23)
Owing to the symmetry properties of and 6, r and Ti^may be interchanged. 
indicates differentiation with respect to the source’s co-ordinate position.
Integrating over the volume elements dvo at within the volume containing the 
scattering sources, and using the fact that pw(z:) — / Pi^[Lo)^i:L~ the result
is:
Pw(r) = [Go,{r\r^)Vlp^{r^) -  p„(r<,)V^G„(2l|r„)] dv„ +  f^{r^)Gu{t\uy'>o-
(6.24)
Using Green’s theorem, which allows a volume integral to be replaced by a surface 
integral over the surface surrounding a volume, the previous equation may be re­
written as:
Pw(2l) =  J  [G „(r|r„)V „,}„(>:«) -  Pw(&,)V»Gw(r|2:«)| ■ m d s ^  +  /  f ^{ ro )G u , { r \ r ^ )d V o ,
^ (6.25)
where n. is the unit vector normal to the surface. As Morse and Ingard (1968) 
and Insana and Brown (1993) point out, this equation can be understood as simply
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demonstrating that the field at a point r  is the sum of the fields from the elementary 
sources f^jdvo and any waves reflected by the boundary surface.
If it is assumed that the medium is unbounded, which is reasonable given that 
transducer beam patterns and gating limit the region over which scattering occurs, 
the contribution from integration over the surface is negligible but the incident 
pressure field pi stays constant. Thus becomes:
= p/(r) + .L{{^'o)Gu;{r\ro)dvo] (6.26)
Pco = PiO-) + ^  [k^^K{Lo)Pu,{ro) -  Vo • (7p(î1o)VoPu;(Eo))] Go^{r\r^)dvo. (6.27)
The integral term may be regarded as the scattered pressure pg(r).
Expanding the second term in the integral of equation 6.27 produces:
/  GTVo • [7„VoPw] d v o  = / Vo • [Gu,7f,VoPw] d v o  -  f  7pVoPw • VoG^duo. (6.28) t/ J  V  J  V
Emplojnng Gauss’s theorem to change the first volume integral to a surface inte­
gral and because the surface is outside the scattering sources, so that 7  ^ =  0, the 
expression for P s ( r ) ,  the scattered pressure, becomes:
Ps{l) = [A:^7«(ro)Pw(r^)Gw(dro) +  1p{Lo)"^oPu{Lo) ■ VoGo,(r|rj] dvo. (6.29)
Consideration of this result shows, as pointed out earlier, that compressibility varia­
tions act as monopole scatterers and that density variations act as sources of dipole 
scattering. The Green’s function represents spherically diverging waves, and V^Gw 
is a vector normal to the surface of the sphere surrrounding each source. Each scat­
terer experiences the force VoP^du^. As Insana and Brown (1993) emphasise, the 
dipole contribution arises from an inhomogeneity with non-zero 7  ^ oscillating back 
and forth relative to its surroundings, whereas the monopole contribution arises 
from radial excitation with no motion relative to the medium. For a medium in 
which a number of inhomogeneities exist, the integration will take into account 
contributions which vary in magnitude and direction, which produces a field more 
complicated than that of a simple dipole.
The above results may be simplified if measurements of the acoustic field are made 
at a large distance from the scatterers. If the measurement position is at r, the
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distance between the source and the measurement point, jzi— may be written as 
— Ho’ A, where ô =  r / r ,  the unit vector in the direction of the measurement point.
Thus, the terms involving the Green’s function and the gradient of the Green’s
function become:
G o j { r \ L o )  j ^ e x p ( î Â ; r ) e x p ( - z ^ - r^); (6.30)
V„G„(£|r„) -  (6.31)
^  — fed is the wave number vector in the direction of the measurement point. These 
simplifications allow the scattered pressure field to be written as:
pXd ^  7«(z:o)Pw(ro) -  nXn,) I VoPc^ (2:^ ) . = j exp{—ik^'Zo)dvo. (6.32)
The above equation 6.32 shows that the scattered wave is spherical, that is, it is 
of the form exp(7Â:r)/?', and its amplitude is proportional to the three-dimensional 
Fourier transform of the scattering sources (Insana and Brown, 1993).
Equation 6.32 shows that it is necessary to determine the total pressure field inside 
the medium before it is possible to calculate the scattered field. To obtain tractable 
solutions of the equation some simplifying assumptions must be made. The first 
is that the incident field is a plane wave. This clearly cannot be realised in most 
experimental situations, as was pointed out in the earlier discussions of the limita­
tions of plane wave models of ultrasound propagation, but it can be approximated 
in some circumstances and can bq used to help understand more complex incident 
fields. Using the plane wave assumption, the time independent incident field is 
Pi{L, t) — P exp(iki' r)] its gradient is Vp, =  2^ ; , ,  and ki is the wave number vector 
in the direction of incident field propagation.
The second commonly made simiDlification is to assume that the amplitude of the 
scattered waves is much smaller than the incident pressure, so that may be re­
placed by Pi. For this to be true 7  ^ and 7  ^ must be small. This approach also 
requires that scattering be single rather than multiple scattering, so that the ultra­
sound wavelength must be much larger than the dimensions of the scatterer.
Equation 6.32 may now be written as:
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e x p [ i k r ]
4-7T7’ Jv k
X e x p ( - 2 ^ ' (6.33)
Ps{ r )  = P expiikr) k‘r  47t I v  +  7 / 2:0) (I • A))] ex p (-2Æ • Ho)dVa; (6.34)
where K  is the scattering vector of magnitude 2k sm{0/2) and 6 is the angle between 
the direction of the incident held and the direction of the vector from the scattering 
volume to the measurement point.
Equation 6.34 allows the scattered pressure to be expressed as a function of an 
angular distribution term, that is:
exp(«A;7-)p / r )  =  f  '  $(Æ);
k ^  f= —  / 7 (z:o,^)exp(-2A - 2:^)du^;47t Jv
7(C,'< )^ =  I x l c )  +  lfXc,)cos6;.
(6.35)
(6.36)
(6.37)
Insana and Brown (1993) point out that the above equations contain much infor­
mation about the physics of the scattered field. Far from an inhomogeneity, the 
scattered field is a spherical wave with angularly dependent amplitude. In addition, 
the compressibility and density variations make identical contributions except for 
the cos 9 dependence of 7 .^ By making measurements at a single angle, the medium 
may be characterised by the function 7 (7:). A common practice is to make mea­
surements of backsccittering, so that 0 — 180*^ . To separate out the density and 
compressibility contributions, it is necessary to measuring scattering as a function 
of
6.2.1 S catter in g  cross-section
To relate measurements of scattering to the properties of an iiiiiomogeneous medium 
it is necessary to define a scatterijig cross-section. Once again following the approach 
of Insana and Brown (1993, p. 98), the total cross-section of the medium, cxt is the 
power, n , lost to interactions with the medium divided by the incident intensity.
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li. <Jt is the sum of two components, (7^ , the absorption cross-section, and cTg, 
the scattering cross-section. In practice, measurements of scattered power are made 
using receivers of finite size, so that only a fraction of the scattered power is detected. 
Thus, the differential scattering cross-section per unit solid angle, a^s is defined such 
that ads — das/dfl.
As Pa is a spherical wave, so that dU = IsV^dQ^ (A is the scattered intensity), dTl(K) 
is given by:
(fn(&) =  (6.38)ZpoC
dn{K)  =  (6.39)
The intensity of an incident plane wave is A =  |p*p/(2poc) — P ‘^ /{2poc) so that:
is the angular distribution of scattered power. For isotropic scattering the 
vector K_ may be replaced by its magnitude, K.
In a medium such as tissue, where there are many scattering centres, the mea­
sured scattered po^ver increases with the volume of the medium being insonated,
so that it is useful to define a differential scattering cross-section per unit volume, 
o'd = / V , where V  is the volume of the medium which acts to generate the
scattered power dll.
Insana and Brown (1993) then go on to consider scattering from random media. It is 
not essential for future discussions 6f angular scattering to reproduce their arguments 
in full. However, it is of value in the context of the earlier disussion of coherent and 
incoherent scattering to quote some of the results which apply to random materials.. 
For a medium in which 7 is a continuous random function of position within the 
scattering volume, V, it is necessary to obtain the differential scattering cross-section 
per unit volume by statistical averaging over many measurements of the scattering 
pattern of the medium. If the scattered field is regarded as the sum of its average 
and fluctuating components, the differential scattering cross-section for statistically 
homogeneous media may be written as:
kad = IGtt^ F JV
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2
(7(2:^))exp(-2fir '
^  (7i>)(l'2 -  ( 7 2 ) ) ) e x p ( - 2 Æ ' ; (6.41)
where Ar  = £l ~  Li, the angle brackets indicate statistical averaging over many 
realisations of the scattering process and the subscripts 1 and 2 indicate different 
positions or times of the realisation of the scattering process.
The first term on the right in equation 6.41 is the coherent part of <7^ , that is, 
it describes the average scattered field and correlations among inhomogeneities 
of the medium. The second term describes the incoherent scattering contribu­
tion to that is, the fluctuating part of the scattered field and correlations 
within inhomogeneities. Note that for a statistically homogeneous random medium 
{71 ) =  (72) = 0, so that if 6.^(Ar ) is the correlation coefficient for the scattering 
medium, the incoherent scattering cross-section becomes:
=  iQ^2y f y  exp(-7%  • Ar)dvidv2 . (6.42)
For isotropic media, only the magnitude of Ar need be taken into account. In 
addition, assume that the size of the inhomogeneities is much smaller than the 
scattering volume, V . Then it is possible to simplify the previous equation to:
/"CO———  / 6.y(Ar) exp(—z/v - Ar)d{Ax)d{Av)diAz).  (6.43)luTT J—00
Two further results are worth quoting (Insana and Brown, 1993, pp 102-103). For 
small, discrete random inhomogeneities, which are much smaller than the wavelength 
of sound the differential scattering cross-section is:
(6-44)
n is the average number of scatterers per unit volume, (7^) is the mean square 
fluctuation per scatterer and Vs is the effective scatterer volume. If the scatterers 
are spherical, with radius a and % = AttcP/S, then:
cr„ =  (6.45)
This result, which represents incoherent scattering in the long wavelength limit, is 
the simplest form of scattering, often known as Rayleigh scattering, and shows that 
the scattering cross-section is proportional to the sixth power of the scatterer radius 
and to the fourth power of the wavenurnber.
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6 .2 .2  In coherent sca tter in g  by a cloud  o f  sca tterers
Morse and Ingard (1968, pp. 436-441) consider scattering by a cloud of small scatt­
erers, such as air bubbles in water or fog droplets in air. They make the assumption 
that scattering objects are small compared with the wavelength of sound and that 
the average distance between scatterers does not exceed the wavelength. In addi­
tion, they require that the region containing the scatterers is much larger than a 
wavelength and that the measurement point is far from the scattering volume. By 
considering variations in compressibility and density they obtain an equation for the 
incoherently scattered intensity, Aa per unit incident intensity, A, and at an angle 6 
to the incident wave, which, in their notation, takes the following form:
^  ~  f Vy— |7k + 7/, cos e f  siiV (i6>) exp(-2A:^u^ s in /i^ ]) , (6.46)
where N  is the mean number of scatterers per unit volume, V  is the scattering 
volume, a is the scatterer radius, and kn is the wavenumber inside the scatterer. This 
result takes account of the interference between scattered wavelets which modifies 
the angular distribution of the scattered wave.
Campbell and Waag (1984a) point out that in order to evaluate equation 6.46 it 
is necessary to know the density and compressibility of both the medium and the 
scatterers, and the fraction of the scattering volume which is occupied by the scatt­
erers themselves. In an experimental situation, it may not be possible to put values 
on all these terms. Thus Campbell and Waag (1984a) develop a modified form of 
the equation which they argue allows better prediction of the angular dependence of 
the scattering cross-section, although the magnitude of the scattering is still suscep­
tible to error. To achieve this, they require that there is perfect spatial correlation 
between the variations in density and compressibility. It is possible to achieve such 
a correlation in a material such as glass beads in agar, or in their case Sephadex 
spheres but it is not obvious that this is necessarily true for biological tissues.
Their result is an expression for Wsd-, the average differential scattering cross-section:
0",,^  =  (A :^ü°/3\/2^)(|r|^)/z^exp(-2/): (6.47)
1 4 1
where a is the average scatterer radius, p =  siu(6)/2) and ( |rp )  is given by;
( i r n  =  ( i7 « r > i i+ ( i -# i" .  (6.48)
The vectors identifying the direction of the incident and scattered waves are z and 
o. In equation 6.48 the variable 6 is obtained in the following way. Let kr and pR
be the mean values of com]Dressibility and density in the medium, where Kq and po
are the values of compressibility and density in the matrix material in which the 
scatterers are embedded, and /c^  and ps are the values for the scatterers. If v is the 
volume fraction of scatterers in the medium, then:
kr = ko v{ks — /Co); (6.49)
 ^ (6.50)
where
P r  Po  \  P s  p o
7p(a,/?) =  — — — ; (6.52)
P a
7k(o-s /3) =  —— - (6.53)Kp
A computer program was written to test which terms in equation 6.47 had the 
greatest effect on the scattering cross-section. The intention was to permit com­
parison between theoretical and experimental results and to aid interpretation of 
measured scattering patterns. An initial set of material and scattering properties 
and measurement frequencies was chosen and then each property or condition was 
varied systematically to identify the effect that the changes had on the calculated 
scattering pattern. The initial properties are listed in table 6.1 on page 144 where 
the relative values of density and bulk modulus have been quoted, and the com­
pressibility K is obtained from the reciprocal of the bulk modulus of elasticity.
In the analysis of the results of the computer calculations, it was decided that 
variations in the shape of the scattering pattern as a function of angle were of 
greater interest than variations in amplitude alone. The plots to be presented here 
are all therefore scaled in decibels of power referred to the maximum scattered power 
in the data set under consideration. Thus, two different data sets which produce
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different scattering amplitudes, but with exactly the same shape (i.e. the amplitude 
acts only as a scaling factor) would be overlaid in the plots.
It was found that varying the volume fraction of scatterers from 1% to 25% at 1.9 
MHz and 3.9 MHz produced no change in the shape of the angular distribution. 
(These frequencies were chosen as they were two of the frequencies to be used in the 
measurements of angular scattering to be described later in this thesis.) Varying 
the velocity of sound in the scatterer over the range from 1,400 ms“  ^ to 1,600 ms~^ 
at the same two frequencies made a small difference to the shape of the scattering 
pattern in the forward direction (angles less than ±90°), with the effect being more 
pronounced at 3.9 MHz. However, the most interesting results were those for varia­
tion of scatterer size and scatterer density and bulk modulus, as these produce the 
greatest changes in the shape of the scattering pattern.
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I n it ia l v a lu e s  o f  v a r ia b les
P r o p e r ty V a lu e
Sound speed, kR 
Volume fraction of scatterers, v 
Radius of scatterer, a 
Relative density of m ed ium , po 
Relative density of scatterer,
Relative bulk m odulus o f medium , 1 /ko 
Relative bulk m odulus of scatterer, I / k^
1,500 m s“  ^
5% 
50 fj,m 
1.0 
1.1 
1.0 
1.1
Table 6.1: Initial values chosen for implementation of Campbell and Waag’s version 
of scattering equation.
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1.9 MHz
90
25
50
75
100
- 5 0  —
- 1 0 0
I I—15-0-)-.....
- 5 0  - 1 0 0  -1!50 - 1 0 0
180 5050
- 1 0 0 4
-50-^
- 9 0
3.9 MHz
90
25
50
75
100
- 5 0
- 1 0 0
I..........I  —«JaS
- 5 0  - 1 0 0  -1;50 - 1 0 0
180
- 1 0 0
—50 - r
- 9 0
F’igure 6.1: Effect of varying scatterer radius from 25 to 100 microns at 1.9 and 3.9
MHz: polar plots of scattered power expressed in dH.
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1.9 MHz
90
50
50
-*50
- 1 0 0
•|—150-j-........1...
100 -1:50 - 1 0 0
180
50 y50 50
100
90
3.9 MHz
90
50
75
25
50
- 1 0 0
180
1:50 - 1 0 0  - 5 0  ÿ 50- 5 0  - 1 0 0
1 0 0 4
- 9 0
Figure 6.2: Effect of varying relative density of scatterers from 0.50 to 1.50 at 1.9
and 3.9 MHz: polar plots of scattered power expressed in dB.
1 4 6
1.9 MHz
90-5e
0 .5 0  
0 . 7 5
1 . 2 5
1 . 5 0
- 5 0
I................. I —i-5 6 - |- ........ f .............
- 5 0  - 1 0 0  -1:50 - 1 0 0  -50'"^
180
5050
- 9 0
3.9 MHz
90
0 .5 0  
0 . 7 5
1 . 2 5
- 1 0 0 ^
- 5 0  - 1 0 0  -1:50 - 1 0 0  - 5 0  Y
180
- 9 0
Figure 6.3: Effect of varying relative bulk modulus of scatterers from 0.50 to 1.50
at 1.9 and 3.9 MHz: polar plots of scattered power e.xpressed in dB.
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Varying the scatterer radius from 0.025 mm to 0.1 mm, produces greater scattering 
at forward angles (less than ±90* )^ as scatterer size increases, and as frequenc}- 
increases, as shown in figure 6.1. The relationship between radius and frequency 
or wavelength is one of the more sensitive aspects of the model in the form it is 
expressed by both Morse and Ingard (1968) and Campbell and Waag (1984a). The 
derivation of the result makes the assumption that the scattering objects are small 
when compared with the wavelength of sound. For a tissue-like material the speed 
of sound will be of the order of 1,500 m s~ \ so that at 2 MHz the wavelength will be
0.75 mm and at 4 MHz it will be 0.375 mm, less than twice the diameter of a 0.1 mm 
radius scatterer. It is therefore of interest that Campbell and Waag (1984a) believed 
they were justified in applying the model to scatterers of average radius 0.073 mm. 
at a frequency of 7 MHz (a wavelength at 1,500 ms“  ^ of 0.21 mm). A more suitable 
model for discrete spherical scatterers of this size in a fluid medium is likely to be 
obtained by basing one’s calculations on the well-known results for scattering by 
spheres such as those developed by Faran (1951), and indeed Campbell and Waag 
(1984a) do this in the same paper for the purposes of comparing theoretical and 
experimental results for glass spheres of 0.042 mm radius at 3, 5 and 7 MHz.
Varying only the relative bulk modulus over the range from 0.5 to 1.5 produces a 
result of interest when its value is set to 1, that is, there are no variations in com­
pressibility between the medium and the scatterers, but only variations in density. 
See figure 6.3 on page 147. There is a large fall in scattered power (nearly 50 dB) 
at angles of approximately ±95'’, consistent with the result of the analysis set out 
earlier that density variations act as scattering dipoles. By holding the compress­
ibility constant and varying the relative density of the scatterers between 0.50 and 
1.50 one obtains the results shown in figure 6.2 on page 146. Here one sees that 
setting the relative density of the scatterers to 1.0, so that the scatterers do not 
differ from the medium they are in, produces little change in the angular scattering 
pattern in the region of ±90°. Varying the relative density between 0.5 and 1.50 
produces large reductions in scattered power at angles between 60° and 105° and 
between -60° and -105°. Where the relative density of the scatterers is less than 1.0. 
the large reductions in scattered power occur at angles greater than ±90° and for 
scatterer relative densities greater than 1.0. the reductions occur at angles smaller 
than ±90°.
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6.2 .3  S catter in g  by sp h eres
The results of Morse and Ingard (1968) and Campbell and Waag (1984a) which 
have been utilised above provide results for incoherent scattering only. However, in 
the course of a measurement which traverses the forward scattering, 0*’, region and 
angles close to forward there are two effects which have to be considered. Firstly, 
there may be coherent forward scattering which interferes with the ultrasound signal 
transmitted through the tissue specimen. Indeed, the earlier work on plane scans of 
transmitted fields had the aim of establishing whether such processes had a substan­
tial effect on measurements of acoustic properties of tissues and whether they could 
be used as a simple basis for characterising materials. Secondly, at forward angles 
in materials which have attenuation coefficients close to that of biological tissue, 
the transmitted ultrasound beam is likely to be very much larger in amplitude than 
any forward scattered signal, making it difficult to separate out forward scattering 
alone. As the experimental work reported here includes measurements of scattering 
on systems of glass beads in a fluid-like material, agar plus gelatin, it is instructive 
to consider the scattering pattern produced by such materials.
Far an (1951) derives expressions for the scattered wave at large distances from solid 
cylinders and spheres immersed in fluids. His result for scattering by solid spheres 
at large measurement distances is given by equation 31 in Faran (1951) as:
P.IPs I —CC' Ikzr ^ ( 2 / / -h 1 ) sin(?/,J exp(h/,jy-^„(cos P) . (6.54)n = 0
where Ps is the pressure in the scattered wave, r the distance from scatterer to 
measurement point (assumed large), Pq is the incident pressure amplitude, is the 
wavenumber in the fluid surrounding the sphere, rjn is the phase shift associated 
with the nth scatterered wave, and P n { c o s 6 )  are Legendre polynomials. The phase 
shifts are calculated using equations 29 and 30 of Faran (1951) and these will not 
be reproduced here.
A computer iDrogram was written to implement equation 6.54 and the angular scat­
tering pattern was calculated for glass beads in water at a number of frequencies 
and scatterer radii. Four typical results are presented here which are relevant to the 
scattering measurements on glass beads which are reported later in this thesis. The 
data used in the calculations were as follows, where typical values were chosen from 
Kaye and Laby (1986, pp. 71-82): \elocity of compressioiial waves in glass beads,
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5,660 ms“ ;^ velocity of shear waves in glass beads, 3,420 m s"\ velocity of sound 
in fluid surrounding scatterer, 1,500 ms“ ;^ relative density of scatterer, 2.9; relative 
density of fluid, 1.0. The results for two frequencies, 2 MHz and 5 MHz are shown, 
each for two scatterer radii, 0.05 mm and 0.25 mm. The amplitudes of the scattering 
patterns are not comparable. They have been scaled arbitrarily, because the aim is 
to show clearly the changes in the angular dependence of the scattering patterns.
2 MHz, 0.05 mm and 0.25 mm radius
1 80
•90
Figure 6.4; Angular scattered pressure amplitude of glass spheres of radius 0.05 mm 
(left) and 0.25 mm (right) in water at 2 MHz: arbitrary radial scaling.
5 MHz, 0.05 mm and 0.25 mm radius
Figure 6.5: Angular scattered pressure amplitude of glass spheres of radius 0.05 mm 
(left) and 0.25 mm (right) in water at 5 MHz: arbitrary radial scaling.
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Figures 6.4 and 6.5 show that scattering at backward angles is greater for the smaller 
bead size (0.05 mm radius) at both 2 and 5 MHz, whereas forward scattering in­
creases at both frequencies for the 0.25 mm radius bead. Note also sharply defined 
minima and large forward scattering from the 0.25 mm radius beads at 5 MHz.
The equation obtained by Faran (1951) can be used to evaluate the scattering cross- 
section of a medium containing glass spheres by using the result that the average 
angular scattering cross-section âsd per unit volume is given by (Campbell and Waag, 
1984a):
ô^sd^n{\f{i ,o)Ÿ).  (6.55)
fihO.) is the angle distribution factor for spheres, as obtained by using equation 
6.54 and n is the average number of scattering particles per unit volume.
The theoretical models set out above are ty]pical of those used to describe the scat­
tering behaviour of soft biological tissues and tissue mimics. In the case of the 
result of Faran (1951), this can be of value when simple scattering systems such as 
spherical glass beads in gel are used to test the performance of systems designed to 
measure angular scattering, and it is used for this purpose in the work to be pre­
sented later in this chapter. One other result is worth noting. For weakly scattering 
discrete random inhomogeneities which are much smaller than the wavelength of the 
interrogating sound wave, the differential scattering cross-section is proportional to 
the fourth power of the wave number, and to the number of scatterers present.
It was emphasised that measurements over a range of angles are needed in order 
to separate the effects of variations in density from variations in compressibility. 
Reports of such measurements are not common in the scientific literature concerned 
with ultrasound. The main reported work seems to be that of Campbell and Waag 
(1984b), Nassiri and Hill (1986a), Nassiri and Hill (1986b), and Burke et al. (1987). 
One reason for this is that they are difficult to implement, as it is necessary to make 
substantial corrections to the raw data in order to eliminate system artefacts. As 
a result, many experimenters restrict themselves to measurements of backscatter- 
ing, because it is easier to correct the data for system artefacts in this case, and 
for isotropic random media the differential backscattering cross-section is a func­
tion simply of frequency. Reid (1993) reviews backscattering measurement methods 
in which the system is calibrated by using a reflector of known properties, whose 
behaviour can be compared with that of tissue. Madsen (1993), in the same publica­
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tion, considers how backseat ter coefficients can be measured independently of depth 
and instrumentation, while Waag and Astheimer (1990) discuss the characterisation 
of measurement system effects in ultrasound scattering measurements. The same 
authors also consider correction methods for such effects (Waag and Astheimer, 
1993). These topics form the background to the design of a measurement system 
for capturing angular scattering data, which is described below.
6.3 Modification of the scanning apparatus
It must be understood that no measurements of angular scattering by tissue spec­
imens had ever been made in this laboratory before. Solutions to measurement 
problems had to be improvised in the light of constraints of money and time. The 
work on angular scattering reported here can be seen as an attempt to develop a 
%)rototype measurement system which makes use of the existing limited resources of 
the laboratory.
In order to carry out angular measurements it was necessary to make some minor 
modifications to the scanning tank. The directivity tank gantry, which allows ro­
tation of a hydrophone about its sensitive element, was found to be usable in the 
scanning tank, provided that one of its supports was lengthened so that it did not 
foul the tank’s z (longitudinal) direction screw. A new hydrophone holder was man­
ufactured which allows a hydroi)hone to be moved around the arc of a circle and 
remain pointed at the centre of tl^e circle during the rotation, that is, its direction 
is always along a radius of the circle. It was decided that hydrophones would be 
used to capture the scattered signal rather than large area transducers for two rea­
sons: the equipment available in the laboratory did not allow such transducers to 
be mounted, aligned and rotated accurately, and hydrophones of small diameter, 
provided they were sensitive enough and could be located far from the scattering 
specimen, would reduce the effects of spatial averaging and phase cancellation at 
the receiving transducer.
It was found that the size of the tank, the length of hydrophone, and the location 
of the transducer mounting limited the range of angular positions which could be 
obtained. The maximum radius of the circle around which it was possible to rotate 
a hydro])hone was approximately 6 cm. aiid the angular range of the measurements
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was normally limited to 270 degrees. If the forward direction is taken to be zero 
degrees, then a range of ±135'' is nsnally possil>le IVoni this position. Specimens 
could be located at any distance IVoin the Iransdncer bet ween 0 and 60 cm. If the 
specimen is far from the transducer, then scans slightly exceeding 270 degrees can 
be achieved.
The directivity gantry does not allow any movement in the x and y (transverse) 
directions in the tank while the system is under computer control. Thus, scans are 
limited to an arc of circle in a single plane parallel to the bottom of the tank. In view 
of this, it was decided that the measnremenl.s wliich could most appropriately be 
made witli the new set-up would hr l hose on sp e c im e n s  whic h possessed cylindrical 
symmetry.
The stepper motor which provides the rotation is geared to a setting of 200 steps 
per single rotation, so that one step is a rotation of 1.8 degrees of arc. A typical 
scan of 270 degrees produces 151 data points. No changes to the tank computer 
programs were required as the software which controls the directivity plots can be 
used without modilication to collect the angular ineasnreinent data.. The circumfer­
ence of a circle of 6 cm radius is 37.7 cm. so t hat during a single 1.8 degree step, 
the hydrophone moves 1.9 mm around the circumference, .\ngular scattering pat­
terns which contain components varying faster than this spatial frecpiency cannot 
be measured adecpiately in the modified scanning tank.
6.4 Testing the system: choice of scattering spec­
imens
In order to evaluate the performance of the system, develop suitable measurement 
protocols, and test ways of processing the results, a series of measurements was 
carried out on scattering specimens consisting of glass beads randomly distributed 
in a mixture of agar and gelatin. The reasons for this choices of materials were as 
follows.
1. The speed of sound in agar and in gelatin is cluse to that in water, and 
their densities are very similar to that ol walei'. as solid samples can 
be produced from very low concentrations of agar or gelatin. Thus, the
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acoustic impedance mismatch between samples of agar or gelatin and 
water is small, so that almost all the energy of an incident or scattered 
beam is transmitted at interfaces between specimens and water. Mea­
surements of sound speed in a mixed sample of 2% agar and 10% gelatin 
at 4.7 MHz produced a velocity of 1,510 ms“  ^ at 20°C.
2. Absorption of sound in the two materials is also small. Attenuation at 4.7 
MHz was measured for a sample consisting of 2% agar and 10% gelatin 
using the insertion loss technique and found to be 0.076 nepers cm“ .^
3. Preparation of cylindrical specimens of agar and gelatin with known con­
centrations of glass beads can be carried out easily in the laboratory and 
the mismatch of density, sound speed, compressibility and absorption be­
tween the agar and gelatin medium and glass is sufficient to obtain clear 
scattering effects which are not greatly attenuated by passage through an 
absorbing medium. The required weights and \ olumes of glass beads for 
a particular scatterer number density may easily be estimated using the 
formula of Sleefe and Lele (1988) that the weight of beads in mg is equal 
to S N D  VpTT^^/b.lO^, where p is the density of the spheres in gm/cm^, 
(f) is the average diameter of the spheres, V is the volume, and SND is 
the number of scatterers per unit volume.
4. Optically transparent samples allow one to assess the distribution of scatt­
erers by eye and also to identify air bubbles which may be present in the 
specimens.
5. A range of glass beads^ of different sizes, from 0.06 mm to 0.6 mm in 
diameter, was available in the laboratory, allowing the investigation of 
the effect of varying the wavelength of the ultrasound on the scattering 
pattern of different sized scatterers.
6. Agar and gelatin samples are more stable than samples of biological tis­
sue, so that repeated measurements on the same specimen may be possi­
ble.
7. Measurements can be made on samples which do not contain scatterers, 
for comparison with the scattered fields.
S. Samples of agar and gelatin can be mounted in the tank without the need 
for a cylindrical holder such as would be required for tissue samples.
1 5 ^
It was found that it was easier to obtain an apparently random distribution of glass 
scatterers and to reduce the likelihood of the inclusion of air bubbles in the sample 
if a mixture of agar and gelatin (2% by volume of agai' and 10% by volume of pig 
skin gelatin) was used for the matrix medium. A detailed manufacturing protocol 
for the scattering specimens has been repared and is included as appendix C to 
this thesis. The main difficulty in measuring the specimens is the tendency for 
bacterial contamination to develop after two or three weeks of use. This means that 
specimens ha.ve regularly to be destroyed and replaced. It is not possible to ensure 
exact repeatability of scattering properties from one batch of samples to another, 
even when great care is taken to ensure identical concentrations of scatterers and to 
obtain an isotropically random dislribulion of scatterers.
6.5 Choice of m easurem ent regimes
Three possible measurement regimes were considered and tested on the glass bead 
specimens. These were:
1. Narrowband tonebursls of I lie kind which had been employed for the 
measurement of forward scattering. In this case only a small portion of 
the toneburst is digitised, usually four or five cycles from a 10 or 20 cycle 
toneburst. At 2 MHz five cycles last 2.5 microseconds, and at 5 MHz they 
last 1 microsecond. Suppose that the speed of sound is 1,500 ms“F In 
2.5 microseconds a sound wave would travel 3.75 mm, and in 1 microsec­
ond would travel 1.5 mm. Thus the sample volume (tluit section of the 
sample which is chosen for interrogation by the intersection of the gated 
transmitter signal and the gciled receiver signal) is small and dependent 
both on the frequency and shape of the incident beam. Scattering events 
which cause signals to reach the hydrophone before or after its partic­
ular time gate are not recorded and do not contribute to the measured 
scattering iDattern. All signal processing would be carried out in the time 
domain using the Micheletti (1991) amplitude and phase calculation rou­
tine which was (Muployed for the planar measurements described earlier.
2. Narrowband tonebursls in which the wliok' toneburst is captured by the 
receiving hydrophone. In this case the captured signal would be Fourier
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transformed and the scattered power plotted as a function of frequency 
and position. Clearly, the question of receiver time gating has to be con­
sidered, as the sampling volume is still a function of frequency, beam 
width and receiver time gate. One possibility, which it was decided mer­
ited further investigation, is to choose relative transducer, hydrophone 
and sample positions, and length of receiver time gate, so as to capture 
the whole of the scattered signal from the sample in a particular plane, 
by choosing a geometry and time gate which allows the front and back 
wall echoes from a sample and all scattered signals from the interior of 
the sample to be displayed on the oscilloscope screen.
3. Short, broadband pulses, which are captured and Fourier transformed, 
once again allowing the measurement of scattered power as a function of 
position and frequency.
Two further aspects of experimental hardware had to be considered before tests 
could begin on the system: which transducers and which hydrophones to use.
6.6 Choice and characterisation of the transduc­
ers
A limited range of plane piston and focused bowl transducers was available in the 
laboratory. There is an advantage in using focused devices for scattering measure­
ments of the kind described here.* If samples are placed at or close to the focal 
point of the transducer and the devices have a small beam area in that region, it is 
possible to ensure that almost all the incident beam intercepts the target sample, 
so that sample volumes and incident intensities can be calculated easily. Two fo­
cused transducers appeared suitable for use. Both had already been used for plane 
scans of forward scattered fields. One had a resonant frequency between 1.8 and 1.9 
MHz, and the second resonated between 4.6 and 4.7 MHz. Tests were also made 
to discover if it was possible to obtain usable signals from these devices at other 
frequencies. It appeared that the lower frequency device could also produce signals 
of adequate amplitude at 1.3 and 2.5 MHz, and the higher frequency "device could, 
in addition, be driven at 3.3 and 3.9 MHz. In this way it was possible to cover 
the range of frequencies from 1.3 to 4.7 MHz in intervals of between 0.6 and 0.8
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MHz. Both were piezoelectric ceramic medium damped focused bowl transducers 
of diameter 15 mm and geometrical focus at 10 cm. The intention was to place the 
centre of the scattering specimen at the focus or slightly beyond the focus.
However, both transducers possessed a particular disadvantage. It was known that 
they radiated asymmetric field patterns. Both of are similar construction and their 
front faces contain what appears to be an earth point electrode which stands slightly 
proud of the face and may distort the vibration pattern of the transducer. Both 
devices had been used to make measurements of forward scattered fields transmitted 
through scattering specimens and, in that case, the work had been carried out in 
the far field, well beyond the focal point and had required measurements only over 
a very limited portion of the main lobe of the beam. Asymmetry had been less 
important here. However, in the case of the angular scattering measurements, it 
was planned that the  target should intercept almost all the transducer’s incident 
power and asymmetries would therefore be likely to distort the measured scattering 
pattern. Asymmetry in the beam might hide asymmetry in the target’s scattering 
properties.
6.6 .1  N ear field  m easu rem en ts o f  tran sd u cer ch aracter is­
t ics  and b ack p rojection  to  th e  p lan e o f th e  tran s­
ducer face
The low frequency transducer beam was measured at 1.8 MHz, at 6 cm from its 
front face, and with a spatial sampling interval of 0.25 mm. The measurement 
hydrophone was a 0.5 mm diameter Precision Acoustics pvdf device. The scan was 
of 64 by 64 points, covering an area of 64 mm^ and took four and a quarter hours to 
complete, during which time the scanning tank temperature varied from 18.2°C to 
18.6°C. The amplitude and phase measurements are shown in figure 6.6 on page 158
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A m p l i t u d e  a n d  P h a s e / D e g r e e s
Figure 6.6: Amplitude (left) and phase (right) of 1.8 MHz transducer field at 6cm, 
64 by 64 point scan at 0.25 mm sampling interval (amplitude is scaled in arbitrary 
units).
A m p l i t u d e  a n d  P h a s e / D e g r e e s
Figure 6.7: Normal particle velocity amplitude (left) and phase (right) in aperture 
plane for 1.8 MHz transducer field, 64 by 64 point scan at 0.25 mm sampling interval 
(amplitude is scaled in arbitrary units.)
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The measured data from the 6 cm plane were backprojected to the plane of the 
aperture using a computer program written by the author to implement projection 
routines based on Fourier optics techniques, whose use in ultrasonic transducer char­
acterisation is now well-established (Stepanishen and Benjamin, 1982; Fleischer and 
Axelrad, 1985; Reibold, 1987; Orofino and Pedersen, 1993a; Orohno and Pedersen, 
1993b; Vecchio et ah, 1994), the basis of which has been described briefly in the ac­
count of deconvolution given earlier. Figure 6.7 shows the normal particle velocity 
amplitude and phase in the aperture pla.ne. The phase distribution, which has not 
been unwrapped, is consistent with the fact that the transducer is of focused bowl 
design. The amplitude distribution is clearly very asymmetric, a fact which is by no 
means as obvious in the measured amplitude at 6 cm.
A similar measurement was made with the high frequency focused transducer. In 
this case, it was driven at 4.6 MHz and a 0.075 mm pvdf hydrophone needle was used 
for the measurements. Three plane scans were carried out at 5, 6 and 7 cm from the 
plane of the transducer’s aperture. Each scan consisted of 114 by 114 samples at a 
spatial sampling interval of 0.15 mm, covering an area of 17.1 mm by 17.1 mm. The 
scans lasted approximately ten hours each, and took place both during the day and 
over night in a period of warm summer weather. Water temperature in the scanning 
tank was found to fluctuate by up to two degrees during the day at this time.
The results for the measurement at 5 cm are presented here as the distorted shape of 
the main beam is most pronounced at this position. The lack of circular symmetry 
is clear in both in the pressure amplitude and plia.se distribution (figure 6.8 on 
page 160). Interpretation of the phase data is hindered to some extent by the fact 
that the data, have not been unwrapped and are presented exactly as measured, but 
the phase changes from one lobe of the beam to the next can be seen clearly in 
the graphs. The measured data were backprojected to the plane of the aperture. 
Figure 6.9 shows the normal particle velocity amplitude and phase in the aperture 
plane. The phase distribution once again indicates that the transducer is of focused 
bowl design. However, note the one-sided nature of the amplitude distribution. .
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A m p l i t u d e  a n d  P h a s e / D e g r e e s
Figure 6.8: Amplitude (left) and phase (right) of 4.6 MHz transducer field at 6cm, 
114 by 114 points at 0.15 mm sampling interval (amplitude is scaled in arbitrary 
units).
A m p l i t u d e  a n d  P h a s e / D e g r e e s
Figure 6.9: Normal particle velocity amplitude (left) and phase (right) in aperture 
plane for 4.6 MHz transducer field, 114 by 114 point scan at 0.15 mm sampling 
interval (amplitude is scaled in arbitrary units).
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6.6.2 H yd rop hones
Test measurements of forward scattering by scatterers consisting of glass beads in 
silicone rubber showed that for angles close to 0°, Precision Acoustics needle hy­
drophones of 0.5 mm and 0.25 mm diameter could be used successfully, and, in 
the case of agar and gelatin, the 0.075 mm diameter device could also be employed 
provided that 100 times amplification of the hydrophone pre-amplifier output was 
used. However, none of these sizes proved adequate for detecting signals scattered 
at wide angles (up to ±135°) from glass bead in agar specimens. It was found that 
it was necessary to use a 1 mm diameter needle in order to capture signals of the 
wide dynamic range observed in such scattering. Typically, in the forward direc­
tion with this needle it was possible to set the oscilloscope to its 100 mV/div or 50 
mV/div range and to use ten times amplification after the hydrophone pre-amplifier, 
whereas for large angles 5mV/div or less might be needed with 100 times amplifi­
cation. Comparing the largest with the smallest detectable signals showed that the 
range was of the order of 70 to 80 dB.
Directivity properties also needed to be considered. It might be thought that a 
needle approximating a point receiver might be best. Although this is true for 
transmission measurements of attenuation and velocity, and for plotting transducer 
fields, there is an important disadvantage for angular scattering measurements. It 
was found that if a long receiver time gate was employed, it was possible to detect 
direct signals from the transducer as well as the scattering pattern from the target 
specimen. The direct signal would begin to appear in the oscilloscope trace at an­
gles of approximatelj'' 90° or more, and would change in position along the trace as 
the hydrophone was rotated. At wide angles the direct beam was separated in time 
from the signals from the specimen. However, as the hydrophone moved towards 
the forward direction, the direct beam would overlap the scattering pattern. In the 
forward, 0° direction, the direct beam completely dominates the measurement. The 
angular position at which the direct beam begins to appear in the trace is depen­
dent on transducer frequency, as the beam pattern for a transducer of a particular 
size is a function of frequency. A la,rger aperture hydrophone has the advantage 
that it is much less sensitive to signals from wide angles, thus underestimating the 
contribution from the direct transducer beam. In fact, it would appear that in order 
to identify precisely the direction from which a scattered signal arrives, the largest
receiver available should be used, as the larger the receiver the more directional its 
response.
A final question to be considered is that of phase cancellation. The 1 mm needle 
diameter is small compared to many of the transducers typically used for scattering 
measurements and it is likely that for the experimental geometry chosen here, and 
for scattering which consists mainly of incoherent scattering processes, such effects 
will be small. Reid et al. (1981), in a comparison of phase sensitive and phase insen­
sitive apertures for scattering measurements, concluded that for a fixed scattering 
volume the continuous wave response of larger transducers of both types reduces 
with increasing size. The effect for the phase insensitive aperture is considered to be 
due to the properties of the field scattered by bounded distributions of scatterers, 
whereas the more rapid reduction observed for phase sensitive apertures is a result 
of phase cancellation effects. However, the response of phase sensitive devices ex­
hibits a smaller variance than that of phase insensitive devices when averaged over 
an ensemble of scattering volumes. Shung and Dzierzanowski (1981) considered the 
effects of phase cancellation on scattering measurements and concluded that for ex­
perimental errors due to phase cancellation to be less than 5% it was necessary for 
the ratio RXj D to be greater than 25 and for 10% errors greater than 15, where R 
is the distance from the scatterer to the receiving transducer, A is the wavelength 
of the incident ultrasound and D is the receiving transducer diameter. The lowest 
value for this ratio in the current set of measurements is 18 for the 4.7 MHz measure­
ments. Phase cancellation effects and spatial averaging at the receiver are therefore 
likely to be small compared with other contributions to measurement uncertainties.
6.7 Testing the possible measurement regimes
During the course of a. series of measurements on the agar and gelatin scatterers it 
proved possible to eliminate two of the three possible measurement régimes. The 
single cycle pulse method was rejected because the signal-to-noise ratio was so poor 
at large scattering angles, even when the signal was averaged 256 times in the 
digital oscilloscope prior to capture, that it was often difficult to interpret the data. 
In addition, it was thought that averaging 256 times would not be advisable for 
measurements on tissue samples, where I here is a need to capture data as quickly
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as possible, in order to limit the effects of biological degradation in the sample.
It has already been pointed out that using a small section of a narrowband toneburst 
processed in the time domain has the disadvantage of interrogating only a very small 
sample volume. However, it also requires precise and repeatable location of the sam­
ple and hydrophone, so that the path length from the scatterer to the hydrophone 
remains exactly the same from measurement to measurement and sample to sam­
ple. Any misalignment means that one is using a different part of the toneburst. In 
addition, scattering may produce distortions or local variations in the shape of the 
received toneburst. Time domain processing using the Micheletti routine averages 
out such effects as it fits the measured data to an ideal sine wave. Thus, signal 
processing may smooth out, or hide the very scattering one is trying to detect.
The method which was finally chosen was to employ a toneburst of 10 cycles at 
all frequencies from 1.3 to 4.7 MHz, repeated every 0.2 ms. The time-averaged 
power incident on the specimen is a thus a function of transducer frecjuency. The 
oscilloscope delayed trigger was set to 136 ps and data was collected pre-trigger. 
The oscilloscope time base was set to 2.5 ps/div, giving a time sampling interval 
of 50 ns and a Nyquist frequency of 10 MHz. 1,000 data points were collected, 
giving a total receiver time gate lasting 50 microseconds. (The 1,000 points were 
zero-packed to 1,024 to give a record length suitable for Past Fourier Transform 
processing.) With the delayed trigger it proved possible at the largest angles to 
detect both the front and back wall echo of the target. Scanning was begun at 
the widest possible angle, 135°, and the hydrophone was then rotated towards the 
forward direction, and back towards -135°. As the hydrophone moves towards the 
smaller, forward angles, important features of the measured pattern change. The 
oscilloscope trigger position, and timebase were kept fixed, and as result the positions 
in the oscilloscope trace of the front and back wall echoes and of any direct beam 
signal from the transducer are seen to change. These effects have to be taken into 
account when the results of angular scans are interpreted.
The use of a 10 cycle toneburst and a. long receiver time gate also seemed to avoid the 
difficulties which arise in defining a sample volume noted by Madsen el al. (1984), 
who, in a discussion of methods of data reduction for backscattering measurements, 
described the commonly made assumptions that there is an abrupt cut-off in the 
lateral volume being interrogated by the ultrasound beam and that time gating
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is simply a function of distance along the axis of the beam, with scattering from 
scatterers not on the axis being regarded as insignificant. They emphasise that for a 
given pulse the accuracy of the measured backscatter coefficient is a function of the 
duration of the receiver time gate. In the experimental work which they describe 
a 10 ps pulse was used with a 25 ps time gate. They argue that for a sufficiently 
long gate duration the backscatter coefficient can be accurately determined without 
knowledge of the mean concentration of scatterers and that shorter gates may be 
employed to determine mean concentrations and differential scattering cross-sections 
per particle. The problem they identify arises essentially from the fact, as noted by 
Chi vers and Hill (1975), that the received echo signal is a convolution of the pulse 
emitted by the scatterer with the receiver time gale, and that this convolution 
contributes greater errors to the determination of tlie backscatter coefficient as the 
frequency content of the echo and the time gate become broader.
One limitation of the apparatus was that it was not possible to automate every as­
pect of the scanning and data collection. Although oscilloscope sensitivites could be 
changed by commands from the personal computer which controlled the experimen­
tal rig, the main amplifier had to be switched manually. An alternative would have 
been to employ a programmable attenuator but none was available. It was therefore 
necessary to be present throughout each scan, as it was not possible to allow the 
scanning process to continue unattended. In practice, both amplifier settings and 
oscilloscope sensitivities were changed manually during the course of the scan. The 
details of the changes then had to be input to the signal processing software so that 
all data could be scaled to the appropriate amplifier and oscilloscope settings.
6.8 Signal processing
Following the development of a method of making angular scattering measurements 
it was necessary to consider how best to process the results. As a toneburst was 
being employed as the interrogating signal, its frequency content is not limited to a 
single frequency, but spreads over a band centred on the main frequency.
This can be understood by considering the Fourier transform of a cosine which is 
truncated after several cycles. Brigham (1988, p. 26) gives the spectrum, H{f )  of a
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cosine, Acos{2wfot). which exists only over the time interval from —îf, to To as:
B(.n = [Q(f  + U) + QiJ -  ,/UJ. (6.56)
where:
Q i f )  = (6.57)
The sine function terms show that the spectrum is that of a rectangular pulse which 
is shifted so that it is centred on the cosine’s frequency, /o, that is, the spectrum of 
the rectangular pulse is convolved with that of the cosine, reflecting the fact that 
in the time domain the cosine has been multiplied by the rectangular windowing 
function. It can be seen that the sine function first goes to zero at ±.l/{2To) from the 
central frequency. The shorter the time duration of the pulse or truncated cosine, 
the broader the sine function becomes. For a 10 cycle cosine burst the distance 
between these zeroes represents 0.2 times the central frequency.
If 10 cycles of a toneburst are used at frequencies from 1.3 to 4.7 MHz, the band­
width of the transducer output will increase as the frequency increases, because the 
duration of the toneburst is reduced at higher frequencies. It therefore appeared 
sensible to carry out all signal analysis in the frequency, rather than the time do­
main, the aim of the experiment being to detect scattered power as a function of 
angle and frequency for a range of different scatterers.
A straightforward solution would have been to Fourier transform the data digitised 
from the oscilloscope and calculate the power in the signal from the discrete Fourier 
transform. The problem with this approach arises from the inherent limitations of 
the discrete Fourier transform (DFT). DFT algorithms have to work with a sampled, 
time-limited data set, so that it has to be assumed that the signal is periodic. 
Thus, truncation of a signal by applying a sampling window may introduce into the 
spectrum errors which arise from end effects, where a signal has been truncated at 
a point which does not coincide with a full period of the signal. Furthermore, the 
signal is of necessity sampled with a. comb of delta functions. Thus, the time-domain 
data presented to a DFT can be considered to be a continuous signal which has been 
multiplied by a rectangular windowing function and by a set of delta functions. The 
effect in the frequency domain is to produce a convolution of the spectra of the three 
effects: signal, window and sampling delta functions. As a result, a DFT can only 
be regarded as an estimate of the spectral content of a signal which may be more 
or less accurate depending on the sampling conditions. A particular problem in this
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application is that it is not only necessary to identify whai frec|nencies are present in 
the data, but what the amplitudes of those components are. Any errors in estimating 
amplitudes will create even larger errors in the estimation of the power in the signal. 
The limitations of obtaining estimates of scattered power in such a manner have 
been noted by other experimenters. For example. Wear et al. (1994) argue that 
using discrete Fourier transforms and conventional windows underestimates both 
the average backscatter coefficient and the integrated backscatter, especially where 
short receiver time gates are used.
A more accurate estimate of the power spectrum can be obtained from autocor­
relation, as the power spectrum is the Fourier transform of the autocorrelation of 
the data. A method of obtaining the power spectrum from the autocorrelation was 
described by Blackman and Tukey (1968) and is summarised in Ifeachor and Jervis 
(1993, pp. 601-603) as:
1. Calculate the autocorrelation of the data.
2. Apply a triangular (Bartlett) window to the autocorrelation.
3. Obtain the power spectrum by Fourier, transforming the windowed auro- 
correlation data.
The advantage of this procedure is that random noise contributions to the signal 
appear in the first point of the correlation data, and the remainder of the autocor­
relation trace consists of the contributions from periodic components in the data. A 
window is applied to taper the da^a at its extremes because fewer data points en­
ter the autocorrelation calculation at these points, so that estimates of the spectral 
components are expected to be less accurate. The choice of windowing function is 
important because it is essential that it does not introduce spurious negative peaks in 
the power spectrum. The triangular Bartlett window is therefore more appropriate 
for this purpose than other windows such as Hamming or Hanning.
The Blackman and Tukey (1958) method was developed before the Fast Fourier 
Transform (FFT) algorithm was published by Cooley and Tukey (1965) and was 
envisaged as being applied to the autocorrelation function calculated in the time 
domain. However, the FFT allows the autocorrelation to be calculated rapidly in the 
frecpiency domain and this was the method which was applied to the measured data 
obtained from the angular scattering measurements reported here. The correlation
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between two discrete data  sets, / - | ) is given t)v (Ifeaclior and Jervis, 1.993, p. 207):
> ' i2Ü)= 4 / 5 ' [ A 7 (/c)A-2(A-)1, (6.58)
where means the inverse Fourier transform, N  is the number of points in a data 
set, * indicates conjugation of a complex value, and X\{k)  and X 2 (k) are the Fourier 
transforms of the two data sets to be correlated. If the two sets are identical, then 
the outcome of this process is the autocorrelation function of the data.
The FFT method of obtaining the power spectrum from the autocorrelation function 
was tested on sets of data obtained froni glass bead seatterei's in agar and gelatin. 
The method was tried with and without the autocorrelation data being multiplied 
by a Bartlett window, and it was found there there was little advantage in using the 
Bartlett window. In fact, if a window much shorter than the data set was employed, 
the power spectrum was reduced in resolution. Examination of the autocorrelation 
output showed that the data already possessed a distinct triangular shape. As 
a result, it appeared preferable to omit the Bartlett, window from the processing. 
This effectively means that a rectangular window is being used on the data, but this 
proved not to be problematic as power spectra obtained in this way alwa,ys consisted 
of positive values.
The frequency resolution of a 1,024- point FFT for data sampled at 50 nanosecond 
intervals is 19,531.25 Hz. The bandwith of the tonebust output from the transduc­
ers, as measured between the half power points, was of the order of 200 kHz or 
more. In addition, examination of the spectra from scattering at wide angles, where 
signal amplitudes were low, showed that the positions of the maxima in the spectra 
often varied slightly as the measurement angle was altered. It was therefore thought 
advisable to include a form of frequency averaging in the processing, by averaging 
the scattered power over the bandwidth of the transducer signal. The bandwidth 
was defined as the frequency range between the lower and higher half-power points 
of the spectrum. Thus, for a measurement made at a central frequency of 1.9 MHz, 
the scattered power as a function of angle is the scattered power integrated over the 
bandwidth of the transducer signal. Such methods of calculating the so-called inte­
grated scattering are often used by experimenters (Insana, 1995) because, scattering 
coefficients estimated from echo waveform segments can possess large measurement 
uncertainties at specific frequencies. Summing over a range of frequencies is an 
attempt to reduce such uncertainties. Two further refinements were made to the
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signal processing routines. In addition to the estimation of the power spectrum from 
the autocorrelation function, a conventional estimate of the power using the FFT 
of the data was also carried out. but in this case a Kaiser-Bessel window (Kuo and 
Kaiser, 1966) was applied to the time domain data before its frequency spectrum 
was calculated. The Kaiser-Bessel window function is given by Ifeachor and Jervis 
(1993, p. 596) as:
«'(n) =  -  ^ ' A  (6.59)
l o \ T  ^ )
over the range 0 < — 1, where N  is the number of data points and /o, a
zero-order modified Bessel function of the first kind, is defined by:
I  0.5
K
h u )  = Efc=0
(,r/2)^
k\ (6.60)
and K  is theoretically infinite. However, as the magnitude of the Bessel function 
decreases rapidly as k increases, K  was set equal to 32. The shape of the window is 
controlled by varying the value of a , which has the effect of adjusting the ratio of 
main lobe to side lobe levels in the frequency spectrum.
Another point to note is that signals from the front and back wall of a sample 
and from the direct beam at large angles occur at either end of the oscilloscope 
trace, whereas the scattering pattern from the scatterers in the specimen extends 
throughout the whole trace. Windowing reduces the contribution of the extremes of 
the signal to the Fourier transform, thus making true scattering easier to identify. 
Tests of the signal processing routines showed that at wide angles, the measured 
scattered power from the windowed traces tended to be lower in relation to that of 
the direct 0° signal, than for the un windowed data, thus confirming that this method 
of processing reduced the front and back wall contributions to the measurement.
The final stage of the development of the signal processing routines was to include 
the option of segmenting the data. The typical segment length used in processing 
segmented data was 256 points, and it was decided to overlap successive segments by 
128 points, so that segments would begin at point 1, point 129, 257, 385, 513, and so 
on. In this way seven successive segments can be obtained from a 1,024 point data 
set. Although working with shorler data sets reduces the resolution of the FFT, it 
has the advantages that successive segments can Ije a\eraged, thus improving signal 
to noise ratios, and it is possible to investigate different sections of a long data set.
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6.9 Hydrophone calibration, incident intensities 
and scattering volumes
The differential scattering cross-section is defined as the scattered power per unit 
incident intensity per unit volume per steradian. In order to measure the scattering 
cross-section it is therefore necessary to take account of the hydrophone sensitivity 
as a function of frequency, the intensity of the beam at the scattering sample, and the 
volume of the sample from which scattering will be observed, which depends on the 
radius of the beam, the hydrophone directivity and the receiver time gate. It is then 
possible to derive the corrections which must be applied to the power data obtained 
from the signal processing software in order to calculate the differential scattering 
cross-section. The corrections were evaluated from first principles by calibrating 
the receiving hydrophone at the measurement frequencies, and by measuring the 
beam radius and incident spatial average, temporal average intensity {Is a t  a )  at 
each frequency.
The 1 mm hydrophone needle which was used for all the angular scattering measure­
ments described here was first cross-calibrated against a 0.5 mm Precision Acoustics 
needle (no. 305), for which a calibration had been obtained from the National Phys­
ical Laboratory (NPL). The results of the NPL calibration are given in appendix B. 
The cross-calibration was carried out by placing the NPL calibrated needle in the 
transducer far field on the beam axis at the six frequencies to be used in the scatter­
ing measurements: 1.3, 1.9, 2.5, 3.3, 3.9 and 4.7 MHz. The amplitude of the signal 
at this point was measured 50 tirnes and the results averaged to obtain the mean 
amplitude at the calibration location. The 1 mm needle was then connected to the 
same pre-amplifier and placed at the same local ion in the field as was employed for 
the 0.5 mm measurements. All other measure men I conditions were kept constant. 
The repeatability of the amplitude measurements was such that one standard devi­
ation of the 50 measurements was always less than 0.065% of the mean. As the NPL 
calibration data had been provided over the range from 1 to 20 MHz in 1 MHz in­
tervals it was necessarily to interpolate between these points to obtain values for the 
measurement frequencies in use. This was done by using a cubic spline fitting rou­
tine taken from Press et al. (1992, pp. 107-110). The results of the cross-calibration 
for the 1 mm needle are set out. in table 6.2. 3'Ik' initial NPL calibration was carried 
out at a temperatuie of 2 1 . 1  ± 0 . 0 5 ' ( ' .  w h e r e a s  t h e  c r o s s - c a l i b i  ation measurements
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were made at temperatures ranging from 17.5 to 1S.5°C over a period of two days. 
It is considered that given the initial NPL uncertainties of 12.5%, the high repeata­
bility of the amplitude measurements, the need to interpolate between calibration 
points for the required frequencies and the difference in temperature between the 
NPL measurements and the cross-calibration measurements, a conservative estimate 
of the uncertainties in the cross-calibration would be 20%, so that all values in table 
6.2 should be taken as ±20%.
1 m m  n e e d le  c r o s s -c a l ib r a t io n  r e su lt s
Frequency/MHz End-of-cable 
loaded sens itivity/  
n V /P a
1.3 1105
1.9 1014
2.5 864
3.3 879
3.9 807
4.7 774
Table 6.2: Cross-calibration results for 1mm Precision Acoustics needle connected 
to 822 pre-amplifier.
In order to calculate the incident intensities and beam radii, the procedure set out 
in the IEEE guide for medical ultrasound field parameter measurements (IEEE, 
1990, pp. 35-40) was employed. The hydrophone was located in the plane at which 
the near face of the scattering specimens was to be placed, that is, 8.5 cm from 
the transducer front face. The hydrophone was then moved in this plane until the 
location of the point of maximum amplitude was obtained. As the interrogating 
signal was to be a 10 cycle toneburst, the digital oscilloscope settings were chosen 
to ensure that the whole toneburst was displayed on the screen. All measurement 
conditions, including waveform generator output voltages, amplifier gain and so on, 
were chosen to be the same of those which were to be employed for the measurements 
of angular scattering. The digitised signal was then captured and the integral of 
the waveform computed as a function of time. The final value of the integrated 
waveform, Em a x  i u  units of volts squared seconds (V^s) was recorded. This process 
was carried out ten times at each required frequency, the results being averaged to 
obtain a mean value of Em a x  • The standard deviation of these measurements never 
exceeded 0.2% of the value of E m a x -
■Q
The spatial peak temporal average intensity, I s p t a ,  was then calculated in each case 
using the relationship that:
' S P T A  — K} (6,61)
where PRF is the pulse repetition frequency in hertz (5 kHz, in this case), and 
K j  is the so-called intensity response factor, having units of V^VV~^cnF. K j  — 
lO^pcM^, where p is the density of water, c is the speed of sound in water and M  
is the hydrophone end-of-cable sensitivity in V/Pa.  In this case, the values of the 
temperature and density of water at 20°C were used, that is, c= 1,482.3 ms“^(Del 
Grosso and Mader, 1972), and p=998.23 kg m“ ,^ (Weast, 1974). The values thus 
obtained for the incident intensity at each frequency and the relevant drive voltages 
into the power amplifier are set out in table 6.3. For the measurements of scattering 
by glass beads and by tissue specimens a Hewlett Packard programmable function 
generator (HP3314A) was used as a signal source instead of the Wavetek signal 
generator and the quoted drive voltages are the settings which were used on the 
HP3314A.
T e m p o r a l  a v e r a g e  in t e n s i t ie s
Frequency/MHz Drive voltage/m V IsPTA/pdVcm IsATA/i'nWcm  ^
1.3 30 11.99 7.60±41%
1.9 30 88.5 57.10±7%
2.5 30 34.5 25.65±58%
3.3 20 8.9 5.51±14%
3.9 20 20.1 13.32±28%
4.7 20 89.1 63.16±11%
Table 6.3: Spatial peak temporal average and si^atial average temporal average 
intensities incident on scattering specimens for the six frequencies used in angular 
scattering measurements.
The spatial peak temporal average intensity is then used to obtain the spatial average 
temporal average intensity, Isai\4 - again following the approach set out in the IEEE 
guide (IEEE, 1990). The -6clB beam radius was calculated by plotting the beam 
profile at four equally spaced radii at each frec^uency and averaging the results. 
These values are given in table 6.4.
The spatial average temporal average intensity was calculated using the relationship 
(IEEE, 1990, p. 39):
1 7 1
- 6 d B  B e a m  rad i i  a n d  s c a t t e r in g  v o lu m e s
Frequency/MHz Beam rad ius/cm Volume cm^
1.3 0.541±0.10 2.753±41%
1.9 Ü.367±Û.Ü1 1.268±7%
2.5 Ü.267±Ü.U7 U.G65±58%
3.3 U.211±U.U1 Ü.421±14%
3.9 U.i7G±U.U2 U. 291 ±28%
4.7 U.148±0.U1 0 .2 0 6 ± l i%
'A lVlO/
'a ; ^
"3 "
Table 6.4; Mean -6dB beam radii and scattering volumes for the six measurement 
frequencies.
I S A T  A
i s P T A i - ^ r ]
4
A/’g —1
Nev j { r N^)  +  2 11/cm - 2 (6.62)
Vp[ r )  is the temporal peak hydrophone voltage as a function of radial position, r. r = 
0 is the point in the measurement plane where the hydrophone signal is a maximum. 
The i subscript indicates the discrete data points at which the hydrophone signal is 
measured. They are a distance A r  centimetres apart, so that r* = iAr. N& is the 
value of i for which v'  ^ first falls below 0.25, where = Up(7',)/Up(0). tq is the
-6dB beam radius in cm. IEEE (1990) states that Ai- should be no greater than one 
wavelength corresponding to the centre frequency of the pulse. This requirement 
has been observed by using spatial sampling inter\als of 0.2 mm for the three lower 
frequencies and 0.1 mm for the three higher frequencies. The wavelength of 4.7 MHz 
sound waves in water at room temperatures is approximately 0.32 mm. The results 
for I s A T A  are listed in table 6.3 whure the percentage uncertainties are derived from 
the uncertainties in the beam radius measurements listed in table 6.4.
Given the asymmetry of the incident beam, as has been shown in the backprojection 
data and in the beam radius data, it was decided that to obtain the scattering volume 
at each frequency it was sufficient to treat this \ olunie as being represented by a 
cylinder 3 cm long with the radius of the end cap being given by the -6db beam 
radius. As a receiver time gate was chosen which allows all scattering interactions in 
the specimen to be detected by the receiving hydrophone, the scattering volume is 
treated as constant over all measurement angles and independent of the hydrophone 
orientation and size. The random errors in the calculation of the sample volume 
(table 6.4 on page 172) are the same as those pertaining to the calculation of beam
I z
area, as shown in the I  s a t  a  data in table 6.3.
6.10 M easurements of scattering by glass beads 
in agar and gelatin
To test the measurement system and associated software a series of measurements 
was made on specimens of agar and gelatin containing randomly distributed glass 
beads of various sizes and concentrations. Measurements were also made on an agar 
and gelatin sample which did not contain beads, for purposes of comparison with 
the bead scattering results. In the first instance all measurements were made at 4.7 
MHz so that incident intensities, scattering volumes and hydrophone sensitivities 
were held constant.
Three scattering samples were chosen: 5% by volume of 0.5 mm diameter glass 
beads; 5% by volume of 0.25 mm diameter glass beads; 1% by volume of 0.05 mm 
diameter glass beads. In addition, measurements were made on a sample which did 
not contain glass bead scatterers. The cylindrical specimens were 3 cm in diameter 
and 5 cm long and were placed with their centres 10 cm from the transducer. The 
hydrophone was placed with its sensitive element 5.6 cm from the centre of the 
sample. In order to improve the signal to noise ratio of the digitised signal the 
data was averaged 256 times in the oscilloscope, the maximum averaging which the 
Tektronix TDS320 oscilloscope allows. Owing to the time required for averaging and 
the need to let the water in the tayk settle after each movement of the hydrophone, 
the duration of a 151 point scan under these conditions is approximately two hours.
6.10.1  E xam p les o f  t im e  dom a in  data  ob ta in ed  from  glass 
b ead  sca tterers
Figure 6.10 on page 175 shows time domain plots obtained at the same scattering 
angle for the three glass bead specimens and the homogeneous specimen. In each 
case the data are for the 135° position. This represents the largest angle which 
can be achieved with the existing scanning tank geometr}’. The y axes of the plots 
have been scaled to the same (arbitrary) units and the x or time axes show the
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1,000 data points sampled at 50 nanosecond intervals, representing a duration of 50 |
microseconds, sufficient to capture the whole of the scattering pattern. The sample I  \ 1of agar and gelatin alone can effectively be regarded as indicating the noise floor of j
the system at 4.7 MHz at this scattering angle, there being no visible indication at i
this oscilloscope sensitivity of front and back wall echoes from the sample. Interpre­
tation of the glass bead data is more difficult. Although every effort was made in 
sample prej)aration to obtain a homogeneously random distribution of glass beads, 
in j)ractice this is very difficult to achieve, especially close to the walls of the spec­
imens, The varying locations of the large echoes in the plots may be indicative of 
non-random distributions. Study of the three plots also suggests that attenuation of 
the signal by the agar/gelatin matrix is small as there is little obvious decay in signal 
amplitudes for signals representing the points furthest away from the hydrophone.
In fact, apart from the large echo at the near interface for the 0.5 mm diameter glass 
bead specimen, the largest amplitude signals are located in the central area of the 
specimens.
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Figure 6.10; Time domain data captured at 135  ^ angle at 4.7 MHz from three glass 
bead scatterers and one homogeneous specimen: amplitudes scaled to same arbitrary 
units.
175
6.10 ,2  C om par ison  o f angular sca tter in g  p a ttern s o f glass  
b ead  sp ec im en s at 4 .7 M H z.
Figure 6.11 on page 177 shows the results of a single measurement of the differen­
tial scattering cross-section as a function of angle for each of the three glass bead 
specimens and the sample of agar and gelatin only at 4.7 MHz. All measurements 
were made at the same frequency, with the same transducer, the same sample and 
hydrophone locations, and the same hydrophone needle and pre-amplifier, so that 
the incident intensities, scattering volumes and receiver characteristics are constant. 
The data have been normalised to the maximum power measured from the agar 
and gelatin sample and plotted on a logarithmic scale. In this case, the data em­
ployed were those for the whole trace and the scattered power was obtained by the 
autocorrelation method.
Firstly, inspection of the scanning data relating to the 5%, 0.5 mm glass bead 
specimen shows that the four very sharply defined large magnitude spikes in the 
angular data are the result of data capture “glitches”, where the oscilloscope has 
failed to transfer the digitised signal correctly. The asymmetrical shape of all four 
plots in the region to -50* arises from the asymmetry of the incident beam.
The results for the specimen of agar and gelatin only can be regarded as the back­
ground level against which the results for the glass bead data must be judged. The 
smallest bead size, 0.05 mm diameter, at 1% concentration, produced values of 
scattered power approximately 100 times above the background level at the widest 
scattering angles, between -135* and -75* and 75* and 135*. The plot appears to be 
symmetrical at both large positive and negative angles and the slopes which rise in 
the direction of the largest scattering angles on both sides of the plot have gradients 
of similar magnitude, indicating scattering at the widest angles which is about ten 
times greater than that in the region of ±60*. The background plot of agar and 
gelatin only shows increased signal levels at wdder angles, but the gradients for the 
agar and gelatin specimens are smaller in magnitude than those for the glass bead 
scatterer.
The scattering pattern for the 0.5 mm diameter beads at 5% concentration shows 
scattered power approximately ten times greater at all angles than for the smallest 
beads. Again, the two sides of the plot at wide angles are approximately symmet-
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Figure 6.11: Normalised differential scattering cross-section as a function of angle 
for three glass bead scatterers and sample of agar and gelatin only at 4.7 MHz.
rical, with gradients of increasing magnitude towards the largest angles. The 5%, 
0.25 mm diameter results lie in general between the 0.05 mm and 0.5 mm results, 
but with some occasional overlap with both of these plots. What seems to be clear 
in this case, however, is that the scattered power at the widest angles is constant or 
declining, with no sign of the increased scatter at the widest angles.
To test whether the use of the Kaiser-Bessel window made significant differences 
to the results for the unsegmented, 1,000 point data, the results presented in the 
previous section were recalculated using the window with an a  value of 2.0. The 
effect of the window is to reduce the amplitude of those parts of the time domain 
trace which lie closest to its extremities. Thus, scattering from locations nearest 
to, and furthest from the hydrophone, is attenuated in comparison with scattering 
from the central portion of the s( at toi ing volume, llic etlect of this is to reduce 
the contribution to the scattered power of the interfaces between the specimen and 
water and from glass beads close to these boundaries. Once again, the data have 
been normalised to the maximum power in the agar and gelatin results. The plots 
presented in figures 6.12 and 6.13 on pages 179 and 180 show the windowed and
11
unwindowed results separately for each specimen, where the windowed data are 
marked with dotted lines. The normalisation process allows the plots to be overlaid 
to make comparisons simpler.
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Figure 6.12; Normalised scattering cross-section: windowed and unwindowed data 
compared for homogeneous agar and gelatin sample and 1%. 0.05 mm glass bead 
sample.
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Figure 6.13: Normalised scattering cross-section: windowed and unwindowed da ta
compared for 5%, 0.25 diam eter glass bead and 5% 0.5 mm diam eter glass bead
samples.
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For the agar and gelatin specimen the effect has been to reduce the scattered power 
at wide angles, most likely as a result of reducing the contribution of small echoes 
from the interface between the specimen and water. This contribution is angularly 
dependent, as the slope present at wide angles in the unwindowed data has now 
been removed from the plot of the windowed data. It is also possible to identify 
more easily qualitative differences between the three glass bead specimens. The 1%, 
0,05 mm data shows increasing scattered power at angles from -135* to -50* and 
from 50* to 135* in both the unwindowed and windowed data. Over the same range 
of angles the 5%, 0.25 mm specimen shows a declining scattered power, whereas the 
windowed data for the 5%, 0.5 mm specimen shows more structure in the scattering 
pattern with local maxima in the region of ±100* and reduced scatter at greater 
angles.
6 .10 .3  C om par ison  b etw een  th eo ry  and ex p er im en t
The measurements made at 4.7 MHz on the glass bead samples were tested against 
the result quoted earlier for the average differential scattering per unit volume, 
equation 6.54: Wsd =  n{\f{i,o\^). Using the assumption that the number of glass 
spheres in a particular volume of spheres is inversely proportional to their radius 
cubed, that small variations in sphere radii could be ignored and that the beads were 
distributed in a homogeneously random manner in the three samples, equation 6.54 
was used to calculate the expected differential scattering cross-section for the three 
specimens. For purposes of comparison the results have been normalised to those 
of the 5%, 0.5 mm diameter specimen, and are shown in figure 6.14 on page 183, 
where the range of the data has been restricted to 0* to 135*, to accord with the 
experimental scan ranges. The values of longitudinal and shear wave speed and 
density which were employed in the calculation are those used in the computations 
based on the results of Faran (1951) described in section 6.2.3 on page 149.
There is good agreement between the theoretical results and the experimental data. 
Over the angular range from 50* to 135* I he theoretical and experimental values 
for the 1% concentration, 0.05 mm diameter glass beads show similar trends, the 
scattering varying from 1/iOOth to 1/lOtli of that of the larger bead sizes with 
increased scattering at larger angles. For the large bead sizes the trends observed 
in the experimental data are present in the theoretical calculations. Given the
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simplifying assumptions which have been made of no significant variation of sphere 
sizes from their nominal values and a homogeneous random distribution, and the 
fact that the result due to Par an (1951) is based on an incident plane wave, it 
appears that the experimental apparatus which had been developed is capable of 
making measurements of angular scattering of reasonable quality.
It is worthwhile, however, noting the comments of Chen et al. (1994) concerning 
statistical uncertainties in estimates of effective scatterer number density. They 
measured backscattering by glass spheres in agar, using the theory of Faran (1951) 
and varying the receiver time gate in software to produce 5 to 10 fis windows. They 
argued that when the number of scatterers within the sample volume is large (greater 
than 10) the statistical properties of the echo signal approach those of a Rayleigh dis­
tribution, and large statistical errors result because information on scatterer number 
density is lost. Reducing the sample volume reduces the effective number of scatt­
erers and thus reduces uncertainty in the density estimates. In the context of the 
current work, it is the 4.7 MHz signal which produces the smallest sampling vol­
ume because the beam is most tightly focused in this case. Measurements at lower 
frequencies may produce less clear results.
8 2
c0■H4-)u(Uco1wU)onu
0 . 0 0 1
0 . 0 0 0 1
X!OJen
le-05
E
oz
le-06
le-07 105 13512045 60 75 9015 300 Angle/degrees
Figure 6.14: Theoretical differential scattering cross-section for the 1%, 0.05 mm 
diameter, 5%, 0.25 mm diameter and 5%, 0.5 mm diameter glass bead scattering 
specimens.
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6 .10 .4  S ca tter in g  by a 5 % 0 .25 m m  d ia m eter  glass b ead  
sam ple at 1.3, 1.9 and 2.5 M H z
The 4.7 MHz measurements on three specimens with different sizes and concen­
trations of glass beads had involved no changes in incident intensity, hydrophone 
sensitivity or scattering volume. In order to investigate the effect of varying these 
three parameters and to obtain an indication of the angular range over which useful 
results might be obtained, a set of measurements was made at frequencies of 1.3, 1.9 
and 2.5 MHz, on a specimen of agar and gelatin alone, and a scattering specimen 
consisting of 5% by volume of 0.25 mm diameter glass beads in agar and gelatin. 
In addition to the correction needed for the change in hydrophone sensitivity at 
each frequency, all the other corrections arise from the change in beam shape and 
incident intensity. The incident intensities varied in the ratio 0.13:1.0:0.45 for the 
frequencies 1.3, 1.9 and 2.5 MHz respectively. The radius of the main lobe of the 
beam as measured at the -6 dB point is also a function of frequency, so that the 
radius varied from 0.54 cm at 1.3 MHz, to 0.37 cm at 1.9 MHz, and to 0.27 cm 
at 2.5 MHz at the location of the near face of the scattering specimen. Thus the 
scattering volume is also a function of frequency. A further complication arises from 
the side lobe structure of the transducer beam. It has already been noted that the 
hydrophone detects not only the scattered signal and the main beam at forward an­
gles, but also detects the side lobe structure of the radiated field. At low frequencies 
the beam pattern diverges more than at high frequencies. .A further complication is 
introduced by the directivity properties of the receiving hydrophone, which under­
estimates the amplitude of signals» received at wide angles, the effect being greater 
at higher frequencies.
Figures 6.15 to 6.17 on pages 186 to 188 show the scattering cross-section (normalised 
to the largest forward power value obtained at 2.5 MHz for the glass bead specimen) 
for the agar and gelatin specimen and the 5%, 0.25 mm diameter glass bead specimen 
at the three measurement frequencies. In each case, the unwindowed and windowed 
data are presented. The agar and gelatin only specimen appears under the legend 
“Homogeneous” in each of the plots, whereas the glass bead specimen is described 
as “Scatterer”. All graphs have been produced to the same logarithnric scale.
At 1.3 MHz the power scattered by the glass beads is up to ten times that scattered 
by the agar and gelatin specimen, and in the unwindowed data, in particular, the
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side lobe structure of the transducer beam appears to have been detected in the 
regions from 50° to 100° and -50° to -100°. This effect is still present, though with 
reduced amplitude, in the windowed data. The 1.9 MHz results show increased 
scattering by the glass beads. In this case the background level provided by the 
agar and gelatin only is approximately 100 times lower than the power scattered by 
the glass beads at the widest angles. The range of angles over which the main beam 
contributes significantly to the measured pattern is reduced, as is the amplitude of 
the transducer beam side lobe structure. The effect of windowing has been to limit 
the increase in scattered power at the widest angles, which suggests that at these 
angles reflections from the interface between the specimen and water make a greater 
contribution to the measured scattered power. The 2.5 MHz plots show a similar 
pattern to those obtained at 1.9 MHz.
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Figure 6.15: Scattering cross-section: comparison of normalised scattering cross-
sections at 1.3 MHz for sample of agar and gelatin only and a specimen containing
5%, 0.25 mm diam eter glass beads.
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Figure 6.16: Scattering cross-section: comparison of normalised scattering cross-
sections at 1.9 MHz for sample of agar and gelatin only and a specimen containing
5%, 0.25 mm diam eter glass beads.
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Figure 6.17: Scattering cross-section: comparison of normalised scattering cross-
sections at 2.5 MHz for sample of agar cind gelatin only and a specimen containing
5%, 0.25 mm diam eter glass beads.
188
Figures 6.18 to 6.20 on pages 190 to 192 present comparisons of the differential 
scattering cross-sections for the three frequencies employed with the 5%, 0.25 mm 
diameter glass bead specimen, once again normalised to the results obtained at 2.5 
MHz. In this case plots are provided for the 1,000 point data set and for segments 
three and four of the data. Each segment is 256 points long. Segment three consists 
of points 257 to 512 of the full data set, and in segment four the range is from point 
385 to point 640 inclusive.
The chief conclusion to be drawn from all three pairs of graphs is the difficulty of 
separating the three frequencies. Given the effects of the changing beam pattern, 
comparisons can only usefully be made at the widest angles. Here, although the 1.3 
MHz scattering cross-section seems generally to be lower than that measured at the 
two higher frequencies, there is too much overlap between the three frequencies to 
allow firm conclusions to be drawn. .4 major source of error, though, arises from 
the calculation of the sample volume. 'Flie asymmetr\ of the transducer beam has 
already been pointed out. Furthermore, values of the beam radii measured at four 
positions across the beam vary substantially. For example, at 1.3 MHz the mean 
beam radius was 0.54 cm, but the standard deviation of the four measurements 
contributing to the average was 0.1 cm. At 2,5 MHz the radius was 0.27 cm with 
a standard deviation of 0.07 cm. At 1.9 MHz the variation was reduced, the mean 
radius being 0.37 cm with a standard deviation of 0.01 cm. This variation in the 
size of the incident beam not only affects the calculation of the sample volume. 
Errors are compounded if there is an uneven scatterer number density within the 
specimen. An increase in sample volume may not lead to a proportional increase in 
the number of scatterers interrogated by the ultrasound beam if the scatterer number 
density varies locally. Note also the comments of Chen et al. (1994) cited earlier 
concerning the statistical uncertainties which arise from sample volumes containing 
large numbers of scatterers.
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Figure 6.18: Scattering cross-section: comparison of 1.3 MHz, 1.9 MHz and 2.5
MHz normalised scattering cross-sections for a specimen consisting of 5%, 0.25 mm
diam eter glass beads in agar and gelatin, unwindowed and windowed.
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Figure 6.19: Scattering cross-section: comparison of 1.3 MHz, 1.9_MHz and 2.5
MHz normalised scattering cross-sections for a specimen consisting of 5%, 0.25 mm
diam eter glass beads in agar and gelatin, segment 3, unwindowed and windowed.
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Figure 6.20: Scattering cross-section: comparison of 1.3 MIIz, 1.9 MHz and 2.5
MHz normalised scattering cross-sections for a specimen consisting oF5%, 0.25 mm
diam eter glass beads in agar and gelatin, segment 4, unwindowed and windowed.
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Calculation of theoretical scattering cross-section for 5%, 0.25 mm diam­
eter glass bead scattering specimen
To test whether the differential scattering cross-section of the glass bead specimens 
was likely to vary sufficiently over the frequency range from 1.3 to 2.5 MHz to be 
detectable, the scattering cross-section was calculated using equation 6.54, as was 
done for the 4.7 MHz measurements described earlier. The values obtained for 0.25 
mm diameter glass beads were normalised to the 2.5 MHz values and are plotted 
over the range from 0® to 135* in figure 6.21. The results of the calculation show 
that over the angular range at which the measured data is most reliable, that is at 
the widest angles from about 100* to 135* and from -100* to -135*, the ratio of the 
1.3 MHz and 2.5 MHz scattering cross-sections is of the order of 1:10 or less. It may 
therefore be that for scatterers of this size in the frequency range 1.3 to 2.5 MHz 
the limiting resolution of the measurement system has been reached.
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Figure 6.21: Comparison of 1.3 MHz, 1.9 MHz and 2.5 MHz theoretical normalised
scattering cross-sections for a specimen consisting of 5%. 0.25 mm diam eter glass
beads.
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6.11 Conclusions
It seems that in the case of glass beads in a low attenuation régime, and where the in­
terface between the gel sj^ecimen and water jiroduces only small acoustic impedance 
mismatches, the scattering cross-section measured at wide angles is in reasonable 
agreement with the theory of Faran (1951), given the asymmetry of the incident 
beams and the effect this asymmetry has on the shape of the scattering volume. 
It is of interest to note the work on glass beads and polystyrene beads in agar re­
ported by Insana et ah (1990). They found that Faran’s theory gave good results 
for both materials, but that models based on simple correlation functions were only 
suitable for their glass bead data. It was considered that the correlation models 
did not take account of shear wave scattering, whereas this effect is included in the 
approach of Faran (1951). Insana et al. (1990) argue that accurate estimates of the 
structural properties of random inhomogeneous media require both the correlation 
function and the elastic properties of the media to be known, and that these charac­
teristics are iDoorly understood for biological tissues. They recognise that describing 
the scattering structure of biological materials is more difficult than describing the 
glass and polystyrene bead media, but note that the elastic properties of collagen 
suggest that shear waves may have a significant role in scattering. In the light of 
this, Insana et al. (1990) conclude that if tissue structures can be modelled as sim­
ple spheres and cylinders, then, as the elastic properties become better defined, the 
scattering theory of Faran (1951) would be the most accurate model for describing 
tissue structures. They note that for imaging purposes, it is relative rather than 
absolute changes in scattering which provide the required contrast and that simple 
scattering functions may be of use in predicting relative changes in scattering for 
collagenous tissue structures.
On the basis of the glass beads results reported in this chapter, it appeared to 
be worthwhile to proceed to angular scattering measurements from tissue samples. 
However, it was necessary to devise a means of holding cylindrical tissue specimens 
and it is likely that the holder will introduce scattering or reflection effects of its 
own. Furthermore, the variations in density and compressibility in tissue are not 
likely to be as great as those for glass beads in agar and gelatin. The next chapter 
describes the experiments which were carried out on specimens of ox myocardium, 
kidnev and liver.
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C h ap ter  7 
M ea su rem en ts  o f  angu lar  
sc a tter in g  o f  u ltra so u n d  by  
b io log ica l t issu e
The measurements of scattering from glass beads in agar and gelatin had shown 
that the ultrasound tank and its associated apparatus could successfully be used 
to measure angular scattering patterns around an arc of 270* perpendicular to the 
longitudinal axis of small cylindrical samples. The final stage of the work was 
therefore to test the system on biological tissue. The aim was to discover if it was 
possible to use the system to distinguish between different types of healthy tissue in 
terms of their scattering patterns, and to identify to what extent artefacts arising 
from the experimental apparatus and the chosen methods of signal processing made 
this task more difficult. Howevef, a number of other limitations must be borne 
in mind. The glass beads had represented a very simple scattering system whose 
properties could be predicted easily from theory. Although the uncertainties in the • 
measurements were large, it had been possible to choose régimes in which a number 
of the uncertainties could be minimised, by keeping frequency constant and varying 
the bead size, for example.
Tissue measurements present a much more demanding problem. It is necessary to 
devise a means of holding tissue samples and the holder is likely to introduce its 
own artefact into the measurement. Biological materials have an inherent natural 
variability which is not the case for glass beads, and tissue may contain scattering 
centres of varying sizes and properties. In addition, the glass 1)ead systems may be
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considered to be isotropic, which is not always true of biological tissues. A further 
point to note is that the glass bead and agar cylinders constitute a system in which 
the scatterers are discrete, have similar elastic properties and are embedded in a ho­
mogeneous background. Varghese and Donohue (1994) argue, for example, that in 
soft biological tissue the backscatter signals from resolvable scatterer structures are 
corrupted by echoes from diffuse, unresolvable scatterers and that it is more appro­
priate to model soft tissue as consisting of two components: uniformly distributed 
diffuse scatterers, together with a second class of scatterers which possess some 
regularity and generate specular echoes. However it does appear possible in some 
circumstances to obtain discrete tissue scatterers in a homogeneous background. In 
an ingenious experiment Hosakawa et al. (1994) suspended single live tumour cells 
in a collagen gel. The cells were of approximately uniform size and random distribu­
tion. The cells grew and multiplied to form clusters so that they became scatterers 
which increased in size over a period of seven days. The experimenters were able 
to observe the changes in backscatter over this period and thus estimate scatterer 
sizes and concentrations.
The variability of reported measurements of scattering cross-section is evident from 
the literature. As has been pointed out, accounts of measurements over a wide 
angular range are not common. It is more usual to find data for the backscattering 
cross-section, together with estimates of the total cross-section. An example is 
provided by Duck (1990, p. 119) where the acoustic backscattering cross-section for 
liver in the range 0.7 to 7 MHz is qnoted as 2.7 x 1 0 " 'T c m ~ ’.Sr“ ' and from a 
different source for the range 4 to 7 MHz as 3.15x10" cm "^Sr"\ where f is 
the frequency in MHz. Duck (1990, p. 118) also quotes measurements on healthy 
and diseased human liver which have a range of 0.0001 to 0.0015 cm~^Sr"^ at 4 
MHz. Another result of interest in this source is the data obtained from Fei and 
Shung (1985) that at 3, 5, and 7 MHz, the acoustic backscattering cross-section of 
bovine cardiac muscle measured perpendicular to the muscle fibres is 0.255x10“ ,^ 
0.932x10"^, and 3.32x10"^ cm~^Sr"^ respectively.
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7.1 Choice, preparation and handling of tissue 
samples
Three tissue types were chosen: ox liver, kidney and myocardium. In medical di­
agnosis ultrasound is frequently used to examine soft tissue organs and it appeared 
appropriate to test the measurement system on three commonly investigated tissue 
types. Following the approach of Shung and Thieme (1993) and of Tortora and 
Anagnostakos (1990) brief descriptions of the organs and their physical structure in 
humans are given here.
Liver
This is the largest gland in the body. It is composed of polygonal masses of tissue 
known as lobules which consist of irregular, branching and interconnected plates 
of liver cells (hepatocytes) located around a central vein. Bile is secreted by the 
cells. Between the plates there are spaces called sinusoids through which blood 
passes. These sinusoids take the place of the capillaries in other parts of the body. 
The lobules and sinusoids are of the order of 1 mm or less in size. Boundaries 
between lobules may have no acoustic significance, whereas liver cells surrounding 
sinusoids may be sources of Rayleigh scattering (Shung and Thieme, 1993, p. 66). 
Ultrasound images of livers show little internal structure and it is unclear which 
parts of its anatomy act as scatterers of ultrasound. Typically, the liver is regarded 
as continuous and isotropic. Howéver, the basic functional unit of the liver is' the 
lobule, and in humans these are cylindrical structures several millimetres long and
0.8 mm to 2 mm in diameter. A human liver may contain 50,000 to 100,000 lobules 
(Varghese and Donohue, 1994). In a theoretical modelling study of the human liver 
Bamber (1979) concluded that three anatomical structures in liver contributed to 
scattering: the liver parenchyma, cells and blood vessels, and that in the 1-10 MHz 
range the choice of measurement frequency determines what features contribute 
most to the observed scattering.
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Kidney
A frontal section through a kidney shows an outer red area known as the cortex and 
an inner red-brown region, the medulla, which contains triangular structures called 
renal pyramids. The triangular structures appear striped, owing to the presence of 
blood vessels and tubules. The cortex and the renal pyramids form the parenchyma 
or operational portion of the kidney. Within the parenchyma are located approx­
imately one million nephrons, which filter and process the blood. A nephron has 
two parts: a renal tubule, which has at its head a double-walled cup, the glomerular 
capsule, and a knot of capillaries. The glomerular capsule lies within the kidney 
cortex.
The cortex itself is regarded as anisotropic, as far as ultrasound is concerned. In­
sana and Brown (1993) suggest that the human kidney cortex may be considered to 
have two types of scatterer, one of approximately 0.215 mm diameter, correspond­
ing to the glomerular capsule, and another of 0.04 mm diameter, corresponding to 
the tubule. In a more recent paper Insana (1995) discusses methods of modelling j
the anisotropic microstructure of kidney and points out that backscattered inten- i
sity from the renal cortex is greater when the axis of the incident sound beam is i
perpendicular to the long axis of the nephrons than when it is parallel. Previous |
measurements in the frequency range from 2 MHz to 15 MHz had suggested that the |
sources of scattering in the kidney were related to the nephrons and their associated j
blood vessels. He argues that the scattering structures in kidney can be considered |
to be the sparsely distributed, iso^'opic glomeruli; sparse, anisotropic blood vessels :
and tubules; and densely-packed, isotropic, convoluted tubules. The anisotropic |
components of the scattering structures produce significant amounts of backseat- i
ter only at near-perpendicular incidence. He concludes that at other angles the 
backscatter cross-section is so low that these structures effectively dissappear. At 
frequencies below 5 MHz larger structures such as spherically shaped glomeruli pro­
duce most backscattering, whereas above 5 MHz the anisotropic structures generate 
most backscattering. He also argues that most variation in backscatter coefficient 
with scanning angle seems to be caused by changes in the number of scattering 
structures in a volume of tissue.
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H e a r t
The heart wall is divided into three layers: the external layer (epicardium), the 
middle layer (myocardinm), and inner layer (endocardium). The myocardium is 
the heart muscle tissue and it makes up the bulk of the heart tissue, being respon­
sible for the heart’s contractions. It contains interlaced bundles of fibres and is 
often regarded as consisting of bunches of cylindrical scatterers of ultrasound. The 
myocardium is thus anisotropic. In work on canine myocardium lioffmeister et al. 
(1994) noted that myocardium exhibits attenuation of ultrasound which is twice as 
large for insonification parallel to the fib es, as compared to that observed perpen­
dicular to the fibres. However, there appears not to be a consensus on which parts 
of the anatomy of myocardial tissue make the dominant contribution to scattering 
(Rose et ah, 1995). These researchers have developed a microscopic elastic wave 
theory for myocardium, in which they attempt to model the variation in backscat- 
ter during the cardiac cycle. Their model, which assumes independent scatterers, 
predicts that in the low megahertz range the Requency dependence of backscatter 
is proportional to the frecpiency (in MHz) raised to the power of 3.9. It is of interest 
to note their comment that pitch-catch scattering (the method described for the 
work reported in this thesis) will be important for future work which attempts to 
distinguish anisotropies in scattering which arise from geometry from those which 
result from anisotropic elastic constants.
It has been possible to use scattering measurements to differentiate healthy from 
diseased myocardium. Mottley and Miller (1990) note that soft tissues possessing 
highly aligned collagenous fibres manifest considerable anisotropy of ultrasonic ve­
locity and elastic stiffness and that ultrasonic backscatter is increased in fibrotic 
as compared to normal myocardium. In addition, the same authors (Mottley and 
Miller, 1988) predicted theoretically that the angular dependence of backscatter 
would be five to ten clB lower parallel to the cylinder axes than it was perpendicular 
to the axes for models consisting of graphite fibres in gelatin. Measurements on 
both the models and canine myocardium produced a difference of six dB between 
the two orientations.
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7,1.1 T issu e handling
The choice of these three types of tissue allows comparisons to be made between or­
gans which are considered to be isotropic (the liver) and those which are anisotropic 
(kidney and heart) but whose anisotropy is expressed in different ways. It is evident 
that the ultrasound scattering pattern which is obtained from a particular tissue 
type may depend on the location and orientation of the samples cut from each or­
gan. Thus it was decided that it would be instructive to keep a record of exactly 
where each sample was taken. Appendix D contains diagrams and photographs of 
organs which allow the location of samples to be identified, and also records those 
features of a sample which may have affected the propagation of ultrasound.
Whole organs were obtained from the abattoir at approximately 2.30 p.m. on the 
day on which a series of scattering measurements was to begin. The animal would 
have been killed within 15 minutes of the collection time. Organs were then brought 
back to the laboratory between 3 and 3.15 pm, and following cleaning and dissection, 
samples were cut using a sharpened stainless steel borer of 33 mm internal diameter. 
(A 45 mm diameter cutter had been employed for the samples used in the forward 
scattering experiments.) It was found that this size of cutter produced cylindrical 
samples which could be fitted inside plastic tissue holders of 30 mm internal diam­
eter. The length of the cylindrical sa.mples was 45 mm. It was easy to obtain liver 
samples of this size, as the ox liver is a very large organ weighing approximately 14 
pounds. It proved more difficult to obtain samples of suitable size from the kidney 
and the heart. An attempt was made to use I be tissue cutting device developed in 
this laboratory and described by Reantragoon and drivers (1987), but it was found 
to be unsatisfactory. It requires large cubes of tissue, several centimetres in side 
length, to be taken from the organ before a cylindrical core can be cut and it proved 
impossible to obtain such samples from ox kidney and heart. Appendix D indicates 
typical organ sizes. Care had to be taken to avoid including large proportions of 
fat or connective tissue in the cylindrical sample. However, with due attention it 
was possible to obtain four samples of ilie required size from each organ. In the 
case of myocardium, reference to appendix D shows I hat samples were cut so that 
when they were mounted in the tank, the longitudinal axes of the muscle fibres 
were parallel to the plane in which the hydrophone was rotated. This is contrary 
to the orientation used for the plane scan measurements. In that case, the fibres
200
were perpendicular to the incident beam axis. This difference arises because the 
initial cylindrical cuts were all taken in the same direction. Complete cylinders 
were used for the angular scattering measurements. However, for the plane scans 
a 1 cm thick section was cut through each cylinder, the section then being rotated 
to present its top or bottom surface to the incident beam. A similar difference in 
orientation occurs for the kidney specimens. The same is also true for liver, but in 
this case the difference may not be significant, given the assumed homogeneity of 
liver.
It was the practice to begin measurements on a particular set of samples at ap­
proximately 5 p.m. on the afternoon on which the organs had been collected and 
to continue with measurements for the following two days, after which the samples 
would be disposed of in the same manner as kitchen waste. The approach adopted 
to the timing and duration of measurements was as follows.
1. Choose two tissue types, e.g. liver and kidney, for any set of measure­
ments lasting two and a half days.
2. Cut four samples from each organ, storing two samples from each organ 
in physiological saline (0.9% w/v sodium chloride in water) and two in 
distilled water. The samples were kept in a. refrigerator between mea­
surements.
3. When required for measurement a sample would be placed within a thin- 
walled plastic cylinder containing either water or saline, as appropriate 
for that particular sample. Bubbles would be removed from the cylinder 
by manual palpation and the cylinder sealed.
4. The sample would then be placed in position in the scanning tank and 
allowed to equilibrate to the temperature of the water in the tank (nor­
mally between 17'’ and 2H) for one hour. This is essential, because, as 
has been noted by Straube and Ndartin (1994) in an attempt to estimate 
theoretically the temperature dependence of backseattered ultrasound, 
measurements of backseat tered power are affected by the temperature 
dependence of the backscattering coefficient.
5. Each sample was scanned three times at a different frequency each time. 
The duration of a scan is approximately 50 minutes, so that a sample 
would remain in the tank for a total of three and a half hours before
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being returned to the refrigerator.
6. Over the course of two and a half days it was possible to measure all 
eight samples at three frecpiencies each, and sometimes to make repeat 
measurements on one or two samples.
7. It should be noted that whereas the first sample would be in position 
in the tank within an hour of being cut from the whole organ, the last 
sample to be measured may have been under refrigeration for two days. 
Measurements were always alternated, so that a typical sequence might 
be: liver sample in water, kidney sample in water, liver sample in saline, 
kidney sample in saline, and so on ihrougb I he eiglit samples.
7.1 .2  S torage o f  t issu e  sam ples
There appears to be little agreement in the literature about the best means of stor­
ing tissue samples recpiired for ultrasound measurements. The only measurements 
which have been made on tissue samples in this laboratory were those of Aindow 
(1983), which were carried out over a decade ago. These were of the acoustic fields 
transmitted through two liver samples, one of which was measured in physiological 
saline, the second sample being measured in saline whose salt concentration was 
chosen to match as far as possible the speed of sound in liver. The liver samples 
were stored at room temperature and manual palpation was used to try to remove 
gas bubbles from the specimens. It was not obvious that this method would be 
suitable for samples required for^  angular scattei ing measurements over a period of 
more than 48 hours.
Bamber (1986, pp. 170-175) reviews the different practices which experimenters have 
adopted during measurements of various ultrasonic properties of excised tissues. He 
argues that attenuation is insensitive to tissue decay processes for at least five days 
after excision for tissue stored at room temperature, provided that any gases which 
evolve are removed. However, for tissue kept at 20°C, the backscattering cross- 
section may reduce substantially with increasing time after death.
Gas bubbles, too, can present problems for experimenters. .Specimens containing 
gases will exhibit apparently increased attenuation, owing to the scattering of the 
incident sound wave by the bubbles. Techniques such as storing the tissue at be­
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low atmopheric pressure and manual palpation are reported, but Bamber (1986, p. 
172), after analysing the various reported technicjues, concludes that storage at low 
temperatures has advantages, as this increases the solubility of gases in water, and 
sufficient time is available for re-heating before the gases come out of solution again. 
He also believes that generation of gas bubbles may be a more severe problem in 
liver than it is in other tissues. Finally, he notes that the medium in which tissue is 
stored may affect measurements of attenuation, observing that Frizzell, Carstensen 
and Davis (1979) obtained lower attenuation coefficients from liver prepared and 
stored in water than from liver stored in physiological saline. Campbell and Waag 
(1984b) have reported angular scattering measurements on calf liver stored in phys­
iological saline. It was therefore thought that a useful approach to the storage of 
all the specimens used in the series of experiments reported here would be to keep 
all samples in a refrigerator at approximately 4"^ C, with some in distilled water and 
some in physiological saline, to test whether the storage medium made any differ­
ence to the results of the scattering measurements. However, it will be seen from 
the results to be presented later than it was not possible to discriminate between 
preparation technicjues and, whenever averaged results are presented, they relate to 
all samples, regardless of storage medium.
7.1 .3  M ou n tin g  o f t issu e  sam ples in cylin d r ica l holders
During measurements tissue samples were contained in plastic tubes. These were 
made by taking small polythene cylindrical containers and machining them on a 
lathe to reduce the wall thickness as much as possible. Two of these holders were 
used throughout the series of tissue experiments. Their dimensions were: holder A, 
length 48 mm, internal diameter 29.59 mm, wall thickness 0.05 mm; holder B, length 
48 mm, internal diameter 29.79 mm, wall thickness 0.05 mm. The procedure for 
loading the holders was to cut a cylindrical sample to a length of 45mm, slightly less 
than the length of the plastic cylinder and then to insert the sample into the tube 
by hand. Water or saline, depending on which licjuid the sample had been stored 
in, was then poured into the holder. By manual palpation of the holder (its walls 
being flexible) and sample it was possible to remove visible bubbles, and ensure good 
contact between the tissue samples and the side wall of the (.ube. ll ie  tube was then 
sealed and placed in the scanning tank. small disk of lead was placed on top of 
the tube to act as a weight to keep the tube in position. A record was kept of which
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holder was used for each tissue sample. The effect of the holders on the transmitted 
field in the forward direction was measured for each ultrasound frequency and it 
was found that by comparing the measured pressure amplitude with and without 
the holders in place, the reduction in signal amplitude was always less than 5%.
It should be noted that the tube wall thickness represents less than 5% of the 
wavelength of ultrasound in water at 1.3 MHz and 16% of the wavelength at 4.7 
MHz. As measurements of scattering are made as a function of angle, it was thought 
to be inappropriate simply to add back to any measurement of power scattered by 
a tissue sample a fixed percentage correction for power loss due to the plastic tube. 
The tube itself acts as a scatterer of ultrasound, with its own angular dependence. It 
appeared sensible, therefore, to measure the actual angular scattering by the liquid- 
filled cylindrical holders as a function of frequency and angle, so that it would be 
possible to correct the measurement for effects arising from the holders.
This approach differs from that adopted in the measurements of angular scattering 
by calf liver reported by Campbell and Waag (1984b), who employed polyethylene 
tubes of 32 mm diameter and wall thickness 0.04 mm. They measured power losses 
in their tubes as a function of frequency by means of a radiation force technicjue, 
and reported that power losses did not exceed 8% over the frecjueiicy range 2.98 
to 6.98 MHz. They appear not to have taken into account losses due to angularly- 
dependent scattering by the tubes. It should be noted that their 8% power loss 
is close to the maximum .5% loss in amplitude observed in the fields transmitted 
through the plastic holders used in the series of experiments reported here. Support 
for the approach of measuring the scattering due to the tissue holders can be found 
in Insana et al, (1990) who reported the use of 0.05 mm thick membranes to hold 
specimens of agar containing beads during a series of scattering experiments. They 
noted that the membrane introduced significant frequency dependent losses at the 
water-sample interface in the frequency range 2.2 to 7.8 MHz.
An alternative means of holding tissue samples for angular scattering measurements 
had been reported by Burke et al. (1987). In their case they cut by hand small 
spherical samples of bovine liver and myocardium and mounted them in cylinders of 
agar, which had already been prepared and into which a cylindrical bom had been cut 
to take the tissue sample. This method has the advantage of reducing impedance 
mismatches between the holder and the sample. Mowevei-. for the experimental
204
geometry and apparatus used in the work reported here, the disadvantage is that 
it is not possible to be sure one has located a sphere exactly on the acoustic axis 
of the beam. Large, cylindrical samples are easier to locate in the beam and their 
shape is such that a measurement of the angular scattering pattern can be regarded 
as characterising the specimen at least in the plane of the measurement. Burke et 
al. (1984) had investigated the properties of their measurement system by mounting 
a single steel sphere in an agar cylinder and. having compared their results with the 
theory of Par an (1951), were satisfied that they could measure angular scattering 
over the range from 170  ^ to 44  ^ l3y using continuous waves and recording the am­
plitude of the scattered signal in the time domain. In the case of the experiments 
described in this thesis, a similar approach had been adopted but with distributions 
of spherical scatterers in cylindrical agar samples. It therefore seemed sensible to 
investigate scattering in cylindrical samples of tissue of approximately the same size 
as the agar cylinders used for the glass bead ex])eriments. rat,her than to adopt the 
alternative method employed by Burke el al. (1987).
7.2 Time domain signals
The scattering pattern detected by the hydrophone not only includes scattering by 
the tissue itself, but also the interactions between the incident beam and tissue 
holder and the scattered beam and the tissue' holder, hi addition, at .some angles 
the direct signal from the transducer is detected. Thus, tlie time domain signal 
is a complicated function of the measurement angle. In order to demonstrate the 
nature of the signals which are detected, four plots of the 1,000 point time domain 
signal for a particular sample are presented in this section. They were all measured 
at 4.7 MHz from the sample kidney sample (reference KC) and show the results 
obtained at -135* ,^-127'’, -90° and -45  ^ (figures 7.1 to 7.2 on pages 207 and 208). 
The figure are scaled so that the correct relative amplitudes are shown at each 
angle in order that signals may be compared dirc'ctly. Cliveii that the path distance 
from the centre of the sample to the hydropliune remains constant throughout a 
scan, and that the receiver time gate is chosen so that scattering occurring within 
the whole sample may be detected, it is clear that there is a complex interaction 
between the measurement geometry, with its fixed transducer and moving receiver, 
and the tissue, tissue holder and transducer system, and the hydrophone, with its
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own directivity properties. It appears that at wider angles only those portions of 
the signal away from the extreme ends of the trace can be regarded as containing 
mainly events arising from scattering by the tissue sample alone, whereas at small 
angles, including forward angles, the main beam dominates the measurement. In 
addition, echoes from the cylindrical tissue holder also vary with angle. It was for 
these reasons that the option of segmenting the data was made available.
2UÜ
Kidney sample C, 4.7 MHz, time domain data, at -135*^
0.05
I -0.05
-0.1 0 100 200 300 400 500 600 70C 800 900 1000Time (50 nanosecond sampling interval)
Kidney sample C, 4.7 MHz, time domain data at -127®.
Î -0.05
0 100 200 300 400 500 600 700 800 900 1000Time (50 nanosecond sampling interval)
Figure 7.1: Examples of time domain signals from kidney specimen C at 4.7 MHz: 
angles-135" and -127®.
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Kidney sample C, 4.7 MHz, time domain da ta  at -90''.
0.05
§
Î -0.05
-0.1 1000700 800 900500 600200 300 40C1000 Time (50 nanosecond sampling interval)
Kidney sample C, 4.7 MHz, time domain data at -45^
0.05
-0.05
-0.1 0 100 200 300 400 500 600 700 800Time (50 nanosecond sampling interval) 900 1000
Figure 7.2: Examples of time domain signals from kidney specimen C at 4.7 MHz: 
angles -90" and -45".
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7.3 Examples of variability of angular scatter­
ing measurements made on ox myocardium, 
kidney and liver specimens
The plots presented in this section, hgiires 7.3 to 7.5 on pages 210 to 212, show some 
examples of nnwindowed, 1,000 point data sets. Representative results, two from 
each tissue type have been chosen to cover the whole ihequency range from 1.3 to 4.7 
MHz. The legends in the plots indicate to which tissue sample the data refer, using 
the identifying codes employed in appendix D. The aim is to show the range of 
scattering patterns obtained from different samples of the same type of tissue and to 
give an indication of the way in which the overall shapes of the patterns varied with 
frequency. In this case the effects of scattering by the plastic tissue holders have 
not been deducted from the scattering pattern. The plots have been normalised by 
referring all measured differential scattering cross-section values to the maximum 
forward signal measured in water alone at 4.7 MHz. It should be noted that all 
results presented in sections 7.3 to 7.6 have not been corrected for attenuation in 
the tissue or scattering by the tissue holders. Methods of correctiiig for these effects, 
together with the results of such corrections, are presented in section 7.7 and later 
sections of this chapter.
The variability of the results is such that the ratio of the highest to lowest scattering 
cross-section at a particular angle may be greater than 10:1 for all tissue types and 
frec|uencies. A general trend in the shape of the plots as frequency is varied is also 
worth noting. At 1.3 MHz the scattering cross-section tends to reduce at wider 
angles, but as the frequency increases more structure is observed at wider angles. 
At 4.7 MHz the asymmetry of the incident field seems to liave contributed strongly 
to the distorted shape of the measured scattering cross-section.
2 0 0
Ox myocardium: 1,000 point data  set. unwindowed, 1.3 MHz
HE ---HF ---HG ...H H ---
2 0.01
0.001
0 . 0 0 0 1
I le-05
le-06-150 -100 -50 0 50 100 150Angle/degrees
Ox liver: 1,000 point data, set, unwindowed, 1.9 MHz
LE ---LF ---LGl ... .
LG 2 ---LH ---LK ---LL ...
0.01
0.001
0 . 0 0 01
I le-05
le-06-150 -100 -50 0 50 100 150Angle/degrees
Figure 7.3: Normalised scattering cross-section: examples of variability of measure­
ments at 1.3 MHz from ox myocardium and at 1.9 MHz from ox kidney specimens.
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Ox kidney: 1,000 point da ta  set, unwindowed, 2.5 MHz
KE KF KGl KG 2 KH KK KL
S 0.01
0.001
0 . 0 0 0 1
I le-05
le-06 15050 100-50 0-150 -100 Angle/degrees
Ox myocardium: 1,000 point data set, unwindowed, 3.3 MHz
HAHBHCHD
2 0.01
0.001
0 . 0 0 0 1
I
le-05
le-06 100 15050-50 0-150 -100 Angle/degrees
Figure 7.4: Normalised scattering cross-section: examples of variabilit-y of measure­
ments at 2.5 MHz from ox kidney and at 3.3 MHz from ox myocardium specimens.
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Ox kidney: 1,000 point data set, unwindowed, 3.9 MHz
KA ---K B ---KC ...K D ---
KI ---KJ ---
2
0.001
0 . 0 0 0 1
m m
le-05
e-06 -100 0Angle/degrees 50 100 150-150 -50
Ox liver: 1,000 point data set, unwindowed. 4.7 MHz
LALBLClLC2
LDLILJ
0.01
0.001
0 . 0 0 0 1
le-05
le-06 15050-100 -50 0 100-150 Angle/degrees
Figure 7.5: Normalised scattering cross-section: examples of variability of measure­
ments at 3.9 MHz from ox kidney and at 4.7 MHz from ox liver specimens.
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7,4 Average scattering cross-section as a func­
tion of frequency for ox myocardium, kidney 
and liver
The individual normalised tissue measurements (uncorrected for the tissue holders) 
for the 1,000 point, unwindowed data were then averaged to produce a single plot 
at each frequency for each tissue type. Figures 7.6 to 7.7 on pages 214 and 215 
summarise the results for each tissue type by frequency. The wide range of the indi­
vidual results meant that it was not possible to separate out the effects of preparing 
samples in distilled water or in physiological saline. Nor in the case of myocardium, 
where both sizes of tissue holder were used, was it possible to discriminate between 
the two cases. Thus, the averaged results consolidate all the results for each tissue 
type, without regard to the method of preparation or tissue holder size. Once again, 
no clear pattern emerges from these results.
Of greater interest are the comparisons of the average values for each tissue type at 
each frequency (figures 7.8 to 7.10 on pages 216 to 218). It seems clear from these 
results that the main determinant of the shape of the plots is the incident frequency, 
rather than the type of tissue. However, at this stage it must be remembered that 
these results are for the whole data set, uncorrected for scattering by the tissue 
holders and for attenuation bv the tissue itself.
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Ox myocardium: 1,000 point da ta  set, unwindowed, 1.3 to 4.7 MHz
MHzMHzMHzMHzMHzMHz
2 0.01
0.001
0 . 0 0 0 1
le-05
le-06 150500 100-100 -50-150 Angle/degrees
Ox kidney: 1,000 point data set, unwindowed, 1.3 to 4.7 MHz
MHzMHzMHzMHz
MHzMHz
2
0.001
0 . 0 0 0 1 wv
E
le-05
le-06 15050 100-100 0-150 -50 Angle/degrees
Figure 7.6: Normalised mean scattering cross-sections from ox myocardium and ox 
kidney in the frequency range from 1.3 to 4.7 MHz.
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Ox liver: 1,000 point da ta  set, unwindowed, 1.3 to 4.7 MHz
MHz ---M H z ---
MHz ...MHz ---MHz ---MHz ---
0.01
S
0.001
0 . 0 0 0 1
I le-05
le-06 -50 50 100 150-150 -100 0Angle/degrees
Figure 7.7: Normalised mean scattering cross-sections from ox liver in the frequency 
range from 1.3 to 4.7 MHz.
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Three tissue types: 1,000 point da ta  set, unwindowed, 1.3 MHz
HeartKidneyLiver
2 0.01
0.001
1 0 . 0 0 0 1
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le-05
le-06 15050 100-100 -50 0-150 Angle/degrees
Three tissue types: 1,000 point data set, unwindowed, 1.9 MHz
HeartKidneyLiver
0.01
0.001
0 . 0 0 0 1
E
le-05
le-06 100 150-100 -50 0 50-150 Angle/degrees
Figure 7.8: Normalised mean scattering cross-sections from ox myocardium, kidney
and liver compared at 1.3 MHz and 1.9 MHz.
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Three tissue types: 1,000 point data  set, unwindowed, 2.5 MHz
HeartKidneyLiver
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Three tissue types: 1,000 point data set, unwindowed, 3.3 MHz
HeartKidneyLiver
o
2 0.01
0.001
0.0001
I
le-05
le-06-150 -100 -50 500 100 150Angle/degrees
Figure 7.9: Normalised mean scattering cross-sections from ox myocardium, kidney
and liver compared at 2.5 MHz and 3.3 MHz.
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Three tissue types: 1,000 point da ta  set, unwindowed, 3.9 MHz
HeartKidneyLiver
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le-06-150 -100 50-50 0 100 150Angle/degrees
Three tissue types: 1,000 point data set, unwindowed, 4.7 MHz
HeartKidneyLiver
2 0.01
0.001
0 . 0 0 0 1
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le-06-150 -100 -50 0 50 100 150Angle/degrees
Figure 7.10: Normalised mean scattering cross-sections from ox myocardium, kidney
and liver compared at 3.9 MHz and 4.7 MHz.
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7.5 Average scattering cross-section as a func­
tion of frequency for ox myocardium, kidney 
and liver: segmented data
As the largest contribution to uncertainties in the uncorrected measurements of 
scattered power arises from reflections in the region of the interfaces between the 
water, the holder and the tissue, segmentation of the data allows such effects to 
be eliminated over at least part of the angular range, and also allows the effect of 
the direct signal from the transducer to be excluded from a wider angular range 
than is possible in the unsegmented data. This is because, at wider angles, the 
interface effects and the direct beam effects occur in the earliest part of the receiver 
time window. Segmentation means that at wider angles it is possible to select 
sections of the signal trace which are free of such effects. A\eraged results were 
calculated for segments three and four of the data, again normalised to the largest 
forward measurement made in water at 4.7 MHz. Each segment was 256 points long, 
segment three comprising points 257 to 512 of the unsegmented data, while segment 
four consisted of points 385 to 640. It had originally been the aim to include segment 
five in the calculations but it Wcis found t liat for a large |)roporl iou of samples there 
was very little identifiable scattering in this segment of the trace, as most scattering 
seemed to arise in the portion of the receiver time gate which corresponded to 
that part of the scattering volume which was closest to the receiving hydrophone. 
Another reason for rejecting segment five was that at higher frequencies, where the 
ten cycle toneburst was of shortei; duration, the triggering delay ensured that the 
direct transducer signal did not appear in this segment of the trace, but at lower 
frequencies, where the toneburst was of longer duration, the main beam intruded 
into the fifth segment. It also appeared advisable to use un windowed data, in order 
not to reduce even further the amplitude of some small scattered signals located 
close to the ends of each data segment.
Figures 7.11 to 7.12 on pages 221 to 222 show the averaged results for each frequency 
by tissue type for segment three, whereas the segment four results are shown in 
figures 7.13 to 7.14 on pages 223 and 224. Comparison of the two sets of results 
and considération ol time domain data suggests that iiiucli uf the variability and 
apparent struct.ni'e noted in t lie In 11 data set s arises fiom I'ellect ions at the interface 
between the tissue holder and water. I he most noticeable feature of the segment
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four results is the grouping of the results according to the transducer which was 
used. The plots for each tissue type tend to group themselves so that a boundary 
seems to exist between the three lower frequencies and the three higher frequen­
cies. As this division corresponds to the two transducers which were used, it could 
be that this difference arises from the transducer behaviour, the asymmetry of the 
beam patterns having already been noted. It may be that this asymmetry and the 
variation in -6dB beam widths accounts for the grouping of the results.
2 2 0
Ox myocardium: segment 3, unwindowed, 1.3 to 4.7 MHz
Ï
0 . 0 0 0 1
1s.
1 5 0 5 0 100 1 5 0100 5 0
A n g l e / d e g r e e s
Ox kidney: segment 3, unwindowed, 1.3 to 4.7 MHz
0. 001
0
A n q l e / d e q r e e s
Figure 7.11: Normalised mean scattering cross-sections from ox myocardium and ox 
kidney in the frequency range from 1.3 to 4.7 MHz: segment 3.
2 2 1
Ox liver: segment 3, unwinclowed, 1.3 to 4.7 MHz
0.001
0
1 5 0 100 - 5 0 0
A n g l e / d e g r e e s
5 0 100 1 5 0
Figure 7.12: Normalised mean scattering cross-sections from ox liver in the frequency 
range from 1.3 to 4.7 MHz: segment 3.
9 9 9
Ox myocardium: segment 4, unwindowed, 1.3 to 4.7 MHz
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1500
A n g l e / d e g r e e s
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Ox kidney: segment 4, unwindowed, 1.3 to 4.7 MHz
le-05
ÎS.
A n g l e / d e g r e e s
Figure 7.13: Normalised mean scattering cross-sections from ox myocardium and ox 
kidney in the frequency range from 1.3 to 4.7 MHz: segment 4.
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Ox liver; segment 4, un windowed, i.3 to 4.7 MHz
1
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Figure 7.14: Normalised mean scattering cross-sections from ox liver in the frequency 
range from 1.3 to 4.7 MHz: segment 4.
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It is of interest to compare the results for myocardium with those for liver and 
kidney. In the angular ranges from -135* to -100* and from 135* to 100* in segment 
three, the maximum normalised differential scattering cross-section for liver never 
exceeds 0.0001, but the range of results in this angular range is wide, covering 
at least one order of magnitude. In the same angular range in segment three for 
kidney the spread of the data is much reduced and the values are closer to 0.00001. 
For myocardium in the same angular range and segment, the maximum normalised 
differential scattering cross-section is close to 0.001, an order of magnitude greater 
than that seen in liver and nearly two orders greater than the results for kidney. 
In general, the normalised differential scattering cross-section for myocardium is 
greater than that for both the other two tissue types in this range. The segment 
four results over the same angular ranges show similar effects for each tissue type. 
Note, however, that the normalised values for this segment are in general lower than 
those for segment three. Segment four represents a sample volume which is further 
away from the tissue walls than segment three and the differences may be due to 
increased attenuation of either or both the incident and scattered signals in this 
sample volume. If the artefacts due to the beam asymmetry and the tissue holders 
are considered to be consta.nt over all the tissue types, then the differences must arise 
from the different attenuation coelflcieiits of the tissues and differences in scattering 
properties.
7.6 Comparison of normalised scattering cross- 
section from ox^myocardium, kidney and liver 
at six frequencies from 1.3 to 4.7 MHz: seg­
ment 4
Figures 7.15 to 7.17 on pages 226 to 228 show comparisons between each tissue type 
for the six measurement frequencies, using the unwindowed segment four results. 
There is still little to allow clear discrimination between the three tissue types, 
except that there appears to be a tendency for myocardium to show a wider range 
of variation, and higher scattered power at some frequencies at wider angles (note 
the 1.3, 2.5 and 3.3 MHz results).
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Three tissue types: segment 4, un windowed, 1.3 MHz
HeartKidneyLiver
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Three tissue types: segment 4, un windowed, 1.9 MHz
HeartKidneyLiver
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Figure 7.15: Normalised mean scattering cross-sections from ox myocardium, kidney
and liver compared at 1.3 MHz and 1.9 MHz: segment 4.
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Three tissue types: segment 4, unwindowed, 2.5 MHz
HeartKidneyLiver
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Three tissue types: segment 4, un windowed, 3.3 MHz
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Figure 7.16: Normalised mean scattering cross-sections from ox myocardium, kidney
and liver compared at 2.5 MHz and 3.3 MHz: segment 4.
Three tissue types: segment 4, unwindowed, 3.9 MHz
HeartKidneyLiver
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Three tissue types: segment 4, unwindowed, 4.7 MHz
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Figure 7.17: Normalised mean scattering cross-sections from ox myocardium, kidney
and liver compared at 3.9 MHz and 4.7 MHz: segment 4.
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7.T A ttenuation by tissue specimens
Two corrections to the measured data must be made to obtain a better approxima­
tion to the scattering cross-section. The results should be adjusted for attenuation 
by the tissue and it is necessary to remove from the measurements the effects of 
the tissue holders. The first of these corrections to be considered was attenuation. 
This was calculated from the scattering measurements themselves by considering 
the signal which was measured in the forward direction and comparing this with 
the measurement at the same position which had been made on the tissue holders 
in the absence of a scattering specimen. Consideration of the plots which have al­
ready been presented shows that in some cases the maximum signal does not occur 
at exactly 0® but may occur a few degrees either side of this position. This may 
arise from refraction or bending of the beam, alignment errors, or the fact that the 
hydrophone can only be located at discrete positions, owing to the nature of stepper 
motor mechanisms. In order to take account of this, the attenuation was calculated 
by using the maximum amplitude signal detected in the angular range ±5.4° for 
each tissue measurement and each measurement on the holder alone. The power in 
the signal at the measurement frequency was obtained using the signal processing 
techniques already described, averaged over the bandwidth of the transducer. Thus 
the calculation relates to the same frequency range as was used in the calculation 
of scattered power. The thickness of the tissue samples was taken to be the diam­
eter of the cylindrical tissue holder employed in each case: 2.959 cm for holder A 
and 2.979 cm for holder B. The attenuation was calculated using the linear, plane 
wave model, where the measured intensity is given by I  — A exp(—2a.'c), where lo 
is the intensity in the absence of the scattering specimen, a  is the attenuation of 
pressure in nepers cm~^ and x is the sample thickness in centimetres. The results 
for a particular tissue type at each frequency were averaged to produce an average 
attenuation at the frequency in question, where the uncertainty in the measurement 
is given by the standard deviation of the averaged values. Once again, the measured 
values were not corrected from any losses due to reflections at interfaces, so that it 
is the insertion loss which has been measured. Thus, the quoted attenuation values 
will tend to over-estimate the true values of attenuation.
In order to indicate the range of attenuation values which were obtained the re­
sults for each individual specimen are presented in figures 7.18 to 7.19 on pages 232
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and 233. The legend in each figure identifies the particular tissue specimen, where, 
for example, LC indicates liver specimen C and LC2 indicates the second mea­
surement which was made on this specimen. Note that one kidney sample, KA, 
produced an anomalously high attenuation. This result has been excluded from the 
calculation of the average values.
Table 7.1 shows the average attenuation which was measured for each tissue type 
at each frequency. Consideration of the individual and averaged results shows that 
in general the heart specimens tended to show higher attenuation at all frequencies 
than liver and kidney, but that the lowest individual attenuation value was achieved 
for kidney specimen KF at 1.9 MHz, and the highest by kidney specimen KA at 4.7 
MHz. In the case of kidney at 4.7 MHz, the ratio of the highest to lowest measured 
value is nearly 11:1, suggesting a wide variation in the properties of the kidney 
specimens used in these experiments. It appears that the liver measurements show 
greater consistency at all frequencies than the other two tissue types, presumably 
due to the homogeneous nature of this tissue.
The 1.9 MHz and 4.7 MHz attenuation values may be compared with those obtained 
with the plane scans described earlier. In the case of the plane measurements on 
heart sample D, the attenuation of pressure at 1.9 MHz never exceeded 0.04 nepers 
cm~^ over any scan area, and at 4.7 MHz (heart sample A) the values ranged 
from 0.41 to 0.45 nepers cm“  ^ and from 0.25 to 0.3 nepers cm“  ^ for sample B. 
In the case of the angular scattering measurements, the heart specimens at 1.9 
MHz produced 0.217 nepers cm“  ^ and at 4.7 MHz, 0.441 nepers cm“ .^ It thus 
appears that the 1.9 MHz plane*measurements on heart sample D produced an 
anomalously low attenuation, which nevertheless appeared to be a genuine property 
of that particular tissue sample. However, comparison between the plane scans and 
the angular measurements is complicated by the fact that the myocardium samples 
were mounted with different orientations in the two cases. For both the kidney and 
liver samples at 1.9 MHz, the plane scan measurements produced attenuation values 
twice as large as those obtained from the angular scattering measurements. At 4.7 
MHz, the plane scan kidney sample produced very low attenuation values at all scan 
areas (less than 0.1 nepers cm“^), whereas the plane scan liver results ranged from 
0.20 to 0.24 nepers cm“ .^ The angular scattering measurements on liver and kidney 
at 4.7 MHz gave attenuation values of 0.32 and 0.39 nepers cm“  ^ respectively, but 
the uncertainties are such that there is a substantial overlap between all three tissue
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types at this frequency,
A tte n u a t io n  o f  p r e s su r e  in  n e p e r s c m  1
Frequen cy /  MII z Heart Kidney Liver
OLjnp cm " ^ Q'/jjp cm~^ U'/np cm~^
1.3 0.1784:0.117 0.0904:0.060 0 .09140 .052
1.9 Q.217T0.G82 0.1134:0.096 0.11440 .049
2.6 0.2644:0.144 0.160±0.081 0.14040 .057
3.3 0.3214:0.104 0.2284:0.103 0.27440 .070
3.9 0.3984:0.135 0.2844:0.119 0.35740.100
4.7 0.4414:0.165 0.32040.181 0 .39340.086
Table 7,1; Mean attenuation of pressure at six measurement frequencies for each 
tissue type, as obtained from forward transmission measurements.
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Figure 7.18: Attenuation of pressure in nepers cm  ^ calculated from forward trans­
mission by specimens of myocardium and kidney.
232
L i v e r
1 . 4
LA LB LC LC2 LD LE 2 LE LG LG 2 LH 
LI LJ LK LL
1 . 2
1
0 . 8
0 . 6 A-
0.4
0 . 2
0 5 63 41 20 Erequency/MKz
Figure 7.19: Attenuation of pressure in nepers cm  ^ calculated from forward trans­
mission by liver specimens.
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7.8 Scattering cross-section corrected for a tten ­
uation: segment four
As segment four of the data contains very little contribution from the tissue holder 
and from the direct transducer beam at wide angles, it was decided to test the 
effect of attenuation corrections at wide angles on data from this segment. It was 
assumed that the correction was the same at all measurement angles. However, 
the assumptions behind this approach are that the path of the scattered ultrasound 
from the scattering volume to the receiving hydrophone is the same at all angles and 
that attenuation is the same in all directions in the tissue. The path length will, 
in fact, vary if the main contribution to the scattering does not come from those 
parts of the specimen at the centre of the sampling volume, and attenuation will 
vary with direction if the tissue is not isotropic. However, for first order corrections, 
it was assumed that the attenuation was independent of measurement angle. Using 
the data from table 7.1 on page 231 the measured power at each angle and at each 
frequency was corrected by adding back the attenuation losses. The path length to 
be used in the attenuation corrections was taken to be the diameter of the tissue 
holder in each case. Losses in the water path were ignored.
The correction was carried out for each individual measurement and the results 
were then averaged for each tissue type and frequency. The results are shown in 
figures 7.20 to 7.24 on pages 235 to 239. The main effect of the correction has 
been to reduce the range of the scattering cross-section at almost all angles. In the 
kidney results, for example, at lafge negative angles, the scattering patterns at all 
frequencies are very similar indeed. Scrutiny of figures 7.22 and 7.23 suggests that 
scattering by ox myocardium is greater (by up to an order of magnitude) at almost 
all angles and frequencies than that of kidney and liver, a tendency which had been 
noted earlier in the uncorrected data.
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Ox myocardium: segment 4, unwindowed, 1.3 to 4.7 MHz
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Ox kidney: segment 4. unwindowed, 1.3 to 4.7 MHz
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Figure 7.20: Normalised mean scattering cross-sections from ox myocardium and 
ox kidney in the frequency range from 1.3 to 4.7 MHz: segment 4 corrected for 
attenuation.
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Ox liver: segment 4, unwindowed, 1.3 to 4.7 MHz
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Figure 7.21: Normalised mean scattering cross-sections from ox liver in the frequency 
range from 1.3 to 4.7 MHz: segment 4 corrected for attenuation.
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Three tissue types: segment 4, unwindowed. 1.3 MHz
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Figure 7.22: Normalised mean scattering cross-sections from ox myocardium, kidney
and liver compared at 1.3 MHz and 1.9 MHz: segment 4 corrected for attenuation.
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Three tissue types: segment 4, unwindowed, 2.5 MHz
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Three tissue types: segment 4, unwindowed, 3.3 MHz
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Figure 7.23: Normalised mean scattering cross-sections from ox myocardium, kidney
and liver compared at 2.5 MHz and 3.3 MHz: segment 4 corrected for attenuation.
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Three tissue types: segment 4, unwindowed, 3.9 MHz
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Three tissue types: segment 4, unwindowed, 4.7 MHz
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Figure 7.24: Normalised mean scattering cross-sections from ox m yocardium, kidney
and liver compared at 3.9 MHz and 4.7 MHz: segment 4 corrected for attenuation.
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7.9 Correcting for the tissue holders, and calcu­
lation of integrated scattering cross-sections
The final correction to be made to the measurements was to deduct the scattering 
due to the tissue holders themselves. This was carried out for segment three and 
segment four unwindowed data. The measured angular scattering pattern for the 
appropriate tissue holder was deducted from each tissue measurement at each angle 
and the results were then averaged. In order to limit the effects of the main beam 
on the results the central 50 points of the data were removed, so that the remaining 
data relate to the angles from -135^ to -45*^  and from 135" to 45". Next, the averaged 
results were corrected for attenuation using the method described in the previous 
section.
The plots presented in figures 7.25 to 7.27 on pages 241 to 243 show the results of 
the exercise for positive angles for each of the six measurement frequencies. The 
values have been normalised to the maximum scattered power measured in the liver 
specimens at 4.7 MHz in the angular range in question. The data in these plots are 
for segment four averaged over all tissue samples of a particular type, and each plot 
allows heart, kidney and liver to be compared at each frequency. Segment four was 
chosen because it contains reduced holder interface effects compared with segment 
three or with the complete data set. Note the differing x axis scales in figure 7.27. 
For some frequencies the measured contribution from the tissue holder is so large 
at smaller angles and the variation in the signal from the tissue so great that the 
deduction produced negative values which have been excluded from the plots. The 
effects of attenuation in the tissue holders themselves have been ignored.
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Three tissue types: segment 4, unwindowed, 1.3 MHz
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Figure 7.25: Normalised mean scattering cross-sections from ox myocardium, kidney
and liver comj^ared at 1.3 MHz and 1.9 MHz: segment 4 corrected for attenuation
and tissue holder effects.
Three tissue types: segment 4, unwindowed, 2.5 MHz
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Three tissue types; segment 4, unwindowed, 3.3 MHz
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Figure 7.26: Normalised mean scattering cross-sections from ox m yocardium, kidney
and liver compared at 2.5 MHz and 3.3 MHz: segment 4 corrected for attenuation
and tissue holder effects.
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Three tissue types: segment 4, unwindowed, 3.9 MHz
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Three tissue types: segment 4, unwindowed, 4.7 MHz
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Figure 7.27: Normalised mean scattering cross-sections from ox myocardium, kidney
and liver compared at 3.9 MHz and 4.7 MHz: segment 4 corrected for attenuation
and tissue holder effects.
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The results of this exercise appeared to confirm what had been observed already, that 
there tended to be noticeably greater scattering at almost all angles by myocardium 
at 1.3, 1.9, and 2.5 and 3.3 MHz than that observed from liver and kidney. At 
1.3 and 2.5 MHz the corrected normalised differential scattering cross-section for 
myocardium across the whole angular range was up to one order of magnitude 
greater than that of the other two tissue types.
It was decided to test whether integrating the scattering pattern around the mea­
surement range might provide information which was not obvious from scrutiny of 
the angular data alone. The corrected measured scattering cross-sections were in­
tegrated over the angular ranges given above using the relationship employed by 
Campbell and VVaag (1984a) that:
_  r>-'2_y/g) — 27T / (7sd{i^)sm[u)du, (7.1)Jui
where ui and //2 are the angles between which the integration is carried out, Wsd is 
the mean measured differential scattering cross-section at a. particular angle and Wst 
is defined as the average total scattered power between the two angles chosen for 
the integration range. The measurement of the differential scattering cross-section 
in one plane was regarded as being sufficient to characterise the scattering by the 
medium everywhere, so that a one-dimensional iiitegral may be employed in this 
case. However, given the asymmetry of the incident beam it was decided that it 
would be preferable to calculate the value of the integral separately for the positive 
and negative angles, unlike Campbell and Waag (1984a) who argued that cylindrical 
symmetry allowed the two halves of the data set to be averaged in their case. The 
integration ranges are from -135° to -45° and from 45° to 135°.
The results of the integations are shown in figures 7.28 to 7.29 on pages 245 and 246. 
The legend in the plots identifies which segment and to which half of the plane the 
plot relates (“a” indicates positive angles, and “b” indicates negative angles). The y 
axes of the plots are scaled in arbiti'ary units. One value has been omitted from the 
plots, that for myocardium at 4.7 MHz (segment 3), where the integration produced 
a value of 1,008.
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Figure 7.28: Integrated scattering cross-section for heart and kidney (arbitrary
units).
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Figure 7.29: Integrated scattering cross-section for liver (arbitrary units).
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It was noted during the review of angular scattering theory that the scattering 
cross-section should be proportional to the fourth power of the frequency and to the 
number of scatterers per unit volume for small, discrete random inhomogeneities in a 
single scattering régime. Clearly, nothing which even approximates this relationship 
can be observed in the measurements reported here. The main feature which can be 
noted from these results is the generally larger integrated scattering cross-section for 
myocardium at the four lower frequencies compared with, liver and kidney in both 
segments three and four, and the larger values for myocardium at all frequencies for 
segment three.
7.10 Review of the results of scattering m easure­
ments on tissue samples
The experimental design and choice of signal processing techniques has allowed two 
important advantages in the interpretation of the measurement results. Firstly, 
holding measurements conditions constant at each frequency and varying only the 
type of tissue used, should give clear indications of any differences between tissues. 
Secondly, by choosing unsegmented or segmented data and windowed or unwin­
dowed data one is effectively varying the contribution of system artefacts to the 
measurement while keeping the tissue and the measurement conditions constant. In 
addition, the aim was not to produce absolute values of the scattering cross-section 
but to obtain normalised comparisons between tissue types within the context of 
the same measurement system. *
The length of time it takes to make a single scan, together with limited financial 
resources, meant that it was not possible to obtain data from a larger number of 
specimens or to carry out repeated measurements on the same sample. It should 
also be noted that the results for llie auisotropic tissues, kidney and myocardium, 
relate only to one orientation of tire tissue, as shown in appendix D. As far as 
myocardium is concerned, it appeared that the thickness of the heart wall was such 
that it would have been difficult to cut cylindrical samples of the required size with 
any other orientation. In the orientation chosen for the experiments reported in this 
thesis it has Ireen possible to ensure by trimming the tissue that only myocardium 
itself is used, with endocardium and epicardium being cut away from the cylinder
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end faces.
It has been shown that it appears to be possible to obtain scattering patterns from 
normal ox myocardium which differ qualitatively and quantitatively from those of 
ox liver and kidney. This, of course, applies only to the case where the muscle fibres 
are aligned in planes parallel to the axis of the incident beam. These differences 
can be seen in the measured data both before and after they have been corrected 
for attenuation and tissue holder effects. Discrimination between kidney and liver 
is much more problematic, and it seems reasonable to conclude that the results 
presented here do not show clear differences between these two tissue types. Again, 
this conclusion can only be regarded as valid for the particular kidney orientation 
used here.
The results have demonstrated the apparent variability of normal tissue. The un­
averaged results for all tissue types and at all frequencies have shown variations in 
the normalised differential scattering cross-section of at least one order of magni­
tude over a large angular range. The attenuation results for all tissue type have 
confirmed this variability. The variation appears to be greater than any differences 
in scattering patterns which may have arisen from the use of two different means of 
storing the tissue (distilled water and physiological saline) or the two different sizes 
of tissue holder which were employed.
The data for the integrated scattering cross-sections cannot be interpreted in the 
light of simple models such as those described in chapter six. Apart from the my­
ocardium results, the integrated scattering cross-section results for liver and kidney 
show no obvious dependence on frequency, but appear to be relatively constant over 
the range of frequencies. It is possible that the simple models used to describe tis­
sue behaviour, based on weak single scattering or on small, diffuse scatterers, are 
inappropriate for the measurements reported here. Given the large size of the sam­
ple volumes, especially at the lower frequencies, multiple scattering effects may be 
taking place. It is also of interest to note that in a computer simulation of ultra­
sonic scattering in biological tissues with high scat terer concentrations Zhang et al. 
(1994) pointed out that the backscattering cross-section is highly sensitive to the 
size of the tissue sample volume and scatterer distribution. They obtained results 
which showed that the longer the time duration of the incident wave (and therefore 
the larger the scattering volume) the greater the variability of the backscattering
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cross-section. They showed that the larger the bandwidth of the incident wave and 
therefore the shorter the time duration of the interrogating pulse, the lower the stan­
dard deviation of the integrated backscatter. The toneburst technique employed in 
the research reported here may therefore lead to wide variations in the observed 
scattering cross-sections. In addition, the variation at wide angles cannot easily 
be related to the results obtained from the computations on the Morse and Ingard 
scattering model, as modified by Campbell and Waag.
It should also be noted that the hydrophone used as a recei\ er had a diameter of only 
1 mm, much smaller than receivers typically chosen for scattering measurements, so 
that the hydrophone is not itself smoothing the data by averaging spatially over a 
large detector area. Phase cancellation effects should also be reduced by an aperture 
of this size located 5.6 cm from the scattering volume (Reid et ah, 1981; Shung and 
Dzierzanowski, 1981).
Discrimination between tissue types and between diseased and normal tissue by 
means of scattering measurements appears to be a difficult task. Burke et al. (1987) 
reported from angular measurements on bovine myocardium and liver samples that 
the scattering cross-section appeared to depend on connective tissue content and 
tissue handling techniques, but that myocardium appeared to be more sensitive to 
ageing effects. In a comparison of measurements of backscattering from diseased 
and normal human liver tissue, Bamber and Hill (1981) concluded that it was not 
possible to use backscattering to distinguish between diseased and normal tissue, 
unless the two different types of tissue had been obtained from the same organ.
It may also be the case that in attempting to measure scattering from tissue with 
the present apparatus, the limits of the system’s performance have been reached. It 
was noted in the analysis of the measurements of scattering by glass beads that the 
system appeared to be working close to its limits when attempting to discriminate 
between measurements of 0.25 mm diameter glass beads at 5% concentration at 1.3, 
1.9 and 2.5 MHz. In the case of tissue the measurement task is much more exacting, 
not only is there a substantial conti ibution from the ti.ssue holder, but corrections for 
attenuation in tissue itself must be added back to the scattering pattern. It appears 
that it is inadequate to multiply the measurement data b\- a simple factor, which is 
not a function of angle, in order to make these corrections. Both corrections appear 
to be a function of angle. In the case of the work reported here, the angular variation
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in the tissue holder scattering pattern was used to correct the raw, measured data, 
but this proved unsuccessful as a means of discriminating between tissue types, 
except for the the indication of increased scattering by myocardium. It is possible 
that for this measurement régime, the contribution of the holders is so large at many 
angles, compared to the detected tissue scattering, that this effect may swamp the 
measurement.
The angular scattering results aid the interpretation of the measurements of forward 
scattering reported in chapter five. They have confirmed the natural variability of 
tissue and have demonstrated that for soft tissues scattering effects are small, with 
scattered signals of the order of 10,000 times lower in power than the main beam. 
When main beam effects dominate the measurement at low forward angles, it is very 
difficult to separate the scattering effects from the main beam signal. It is therefore 
not surprising that the ratio of the square root of the phase insensitive integral to the 
modulus of the phase sensitive integral cannot easily be used to identify tissue types, 
nor to isolate the contribution of coherent and incoherent scattering to attenuation.
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C h ap ter  8
C on clu s ion s
The aim of the work presented in this thesis has been to examine ways of charac­
terising inhomogeneous materials and biological tissues in particular, based on the 
manner in which they scatter ultrasound, to investigate to what extent the results 
of measurements of scattering pro per lies can be considered to be independent of the 
instrumentation system and signal processing techniques which were employed to 
acquire and analyse the data, and to test whether simple models of the interaction 
of ultrasound with inhomogeneous materials are adequate to describe what is ac­
tually observed in experiments. Two experimental approaches have been analysed: 
the measurement of the extent of wavefront distortion observed in acoustic fields 
transmitted through inhomogeneous materials, and the measurement of the scatter­
ing cross-section of such materials as a I'unction of angle and of incident frequency. 
These have required the use of different models of the interaction between ul­
trasound and inhomogeneous materials, one assuming multiple scattering and the 
other being based on single scattering theory.
In the first case, theoretical and experimental work concentrated on a proposal by 
Chi vers (1991) that comparisons of measurements by phase sensitive and phase 
insensitive receivers may be used as a new method of characterising inhomogeneous 
materials. The concepts of coherent and incoheieut scattering were defined and it 
was argued that, at least for solid materials, iiicoliereiice is really a. measure of the 
extent of our ignorance of the behaviour and location of scattei ers. An account was 
given of the multiple scattering theory of Foldy (1945), on which Chivers (1991) bases 
his approach to phase sensitive and phase insensitive measurements. It was noted
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that the approach of Foldy {194-5) requires statistical averaging over an ensemble, 
but that the approach of Chivers (1991) implies that a single measurement of the 
wavefront may determine coherent and incoherent propagation.
Simulations of two-dimensional acoustic fields were derived from single line scans 
(Aindow, 1983) of the field transmitted through beef liver at 948 kHz. The simu­
lations were used as an initial test of Chivers’ proposal. Comparisons of the phase 
sensitive and phase insensitive integral for a range of simulated receiver sizes and 
locations, together with calculations of the attenuation which would have been mea­
sured by ideal phase sensitive and phase insensitive devices, suggested that at 1 MHz 
beef liver should be regarded as relatively homogeneous. Numerical differences be­
tween the results for the two types of receiver were considered to be within the 
typical range of error of ultrasonic tissue characterisation measurements.
To carry out precise and accurate mapping of the acoustic fields transmitted through 
inhomogeneous materials it was necessary to improve an existing ultrasound scan­
ning tank and devise new software routines to control the tank and process the 
results. In particular, it was found that a new method of calculating the amplitude 
and phase of sinusoidal signals, which had been developed for audio frequencies by 
Micheletti (1991). could be employed at megahertz frecpiencies with even greater 
accuracy than had been achieved by its originator at audio frequencies. The new 
routine was shown to be able to produce excellent results in the presence of noise far 
exceeding that which would be observed in the course of toneburst measurements. 
Frequency drift was shown to be a greater potential source of error than random 
noise. A new design of pvdf needlé hydrophone, manufactured by Precision Acous­
tics, was also evaluated and then employed for all the measurements reported in this 
thesis. The directivities of the 1 mm, 0.5 mm, 0.25 mm and 0.075 mm diameter 
needles were compared at 2.1, 4.9, 10.0 and 14.7 MHz. Evidence of anomalous be­
haviour of the 0.075 mm needle at 2.1 MHz was observed, with the angle of greatest 
sensitivity occurring consistently at approximately 30° from the a.ligned position. 
The new hydrophone was also tested by carrying out a series of measurements on 
glass bead and silicone rubber scattering specimens, in which the effect of varying 
the spatial sampling interval was investigated. It appeared that in making mea­
surements of fields transmitted through inhomogeneous samples, the selection of an 
appropriate spatial sampling inter\al may be al least as imporlant as the choice of 
hydrophone diameter.
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Owing to the need for accurate measurements of the phase of transmitted fields, it 
was necessary to investigate in detail sources of uncertainty in the measurements. 
The tank mechanism itself was shown to introduce a consistent error into the phase 
data. However, this error proved to be useful in the interpretation of the experimen­
tal results, as in many cases the disruption of the transmitted phase fronts arising 
from material inhomogeneities was so small that the underlying effects due to the 
mechanism could still be identified. Temperature drift is also an important source of 
error, and a new method of correcting for such drift was implemented by monitoring 
the amplitude and phase changes over time on the axis of the transducer beam. The 
measured changes could then be used to correct the data for temperature drift.
Measurements were made on silicone rubber and glass bead scattering specimens 
with both narrowband toneburst signals, and with pulsed signals. These experi­
ments showed that the observed wavefront distortion, and in pai'ticular the degree 
of disruption of phase fronts, was insufficient to produce large differences between 
phase sensitive and phase insensitive measurements, at least for glass beads of the 
order of 0.25 mm in diameter and concentrations of a few per cent by volume. It 
seemed that differences between phase sensitive and phase insensitive measurements 
depended on the location of the receiving hychophone and this was confirmed by a 
series of experiments on a glass bead and silicone rubber scatterer and on samples of 
ox myocardium, liver and kidney in which the location of the receiving hydrophone 
was varied. The differences between the fields measured close to, and far from the 
specimens were such that the proposal of Chivers (1991) seemed unlikely to be able 
to produce results which were independent of experimental technique and apparatus.
In the course of evaluating the experimental results a new method of deconvolving 
the response of a hydrophone from a measurement of planar fields was implemented. 
This employed the directivity of the hydrophone, that is, its sensitivity to plane 
waves incident at different angles, to correct the data. The two-dimensional Fourier 
transform of such fields decomiDoses them into their component plane waves which 
are incident on the hydrophone at different angles. The directivity data may then be 
used as the inverse filter in a Fourier transform-based deconvolution algorithm. The 
deconvolution of the 0.5 mm diameter needle response from a 1.8 MHz measurement 
of the field transmitted through a glass bead and silicone rubber scatterer produced 
very small changes in the field. The ed’eel of a dc'convoiulion at. 4.7 MHz on an ox 
myocardium specimen was to produce increases of up to five per cent in the ratio of
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the square root of the phase insensitive integral to the modulus of the phase sensitive 
integral
A summary of the theory of acoustic scattering as a function of angle, as applied to 
soft tissues, was presented together with computer calculations for two scattering 
models, that of Morse and Ingard (1968) as modified by Campbell and Waag (1984a), 
and that of Far an (1951) for solid spheres in a fluid medium. The results from the 
Morse and Ingard (1968) model indicated that variations in scatterer size, density 
and bulk modulus over the range of frequencies and scatterer sizes to be employed 
in measurements of angular scattering produced greater changes in the shaj^e of 
the scattering pattern than variations in velocity or scatterer concentration. The 
results from the model due to Faran (1951) were employed in the interpretation of 
scattering from glass beads in agar and gelatin.
The scanning tank was modified so that it could make angular scattering measure­
ments on cylindrical samples. The properties of the two transducers to be used for 
this work were investigated and it was possible to identify sources of beam asymme­
try in both transducers by backprojecting near-field measurements to the plane of 
the transducer face using the angular spectrum method. These asymmetries were 
seen to be detectable in the angular measurements of scattered power.
New signal processing software was written which allowed the scattered power as 
a function of angle to be obtained in the frequency domain and then corrected to 
derive the normalised differential scattering cross-section at each frecj[uency. Two 
methods of calculating the scattered power were employed, one using the autocor­
relation of the data and the other using more conventional FFT-based methods. 
The new software allowed the user the option of working with the complete 1,000- 
point waveform captured by a digital oscilloscope or of working with segments of 
the waveform.
In order to test the operation of the modified apparatus and the signal processing 
software a series of angular scattering measurements was made on samples of glass 
beads in a mixture of agar and gelatin, using a 1 nun diameter pvdf needle hy­
drophone as the receiving transducer. It was possible to show agreement between 
the experimental results and the theory of Faran (1951) for the scattering of acoustic 
fields by solid spheres in fluids, confirming that for simple in homogeneous systems
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the apparatus and its associated data capture and signal processing software were 
capable of making good quality measurements of scattering as a function of angle.
Angular scattering measurements were carried out on cylindrical tissue specimens 
cut from fresh samples of ox kidney. liver and myocardium. It appeared to be 
possible to use the appai'citus to distinguish myocardium from the other two tissues, 
but not to distinguish between normal ox liver and normal ox kidney using the 
specimen orientations chosen for these experiments. It was shown that the results 
could not be interpreted in the light of simple models based on single scattering 
by random inhomogeneities. It also appeared that simjDle methods of correcting for 
attenuation by the tissue and for the effects of the cylindrical tissue holders were 
not appropriate, as such corrections are dependent on the scattering angle.
Measurements of angular scattering present a much greater challenge than measure­
ments of backscattering, as backscattering measurements are confined to a single 
angle, and measurements system effects may be quantified by placing a plane re­
flecting target in the same location as the material to be investigated. Such an 
approach is difficult to implement if one is trying to capture data over a wide angu­
lar range, as it is hard to envisage how one might devise an appropriate calibration 
target. It may be that a more useful method would be to concentrate on scattering 
from specific angles, for example, the comparison of 90'' scattering with backscat­
tering. The use of two angles rather than one should at least allow the effects of 
density and compressibility variations to be identified separately. In addition, it 
may be possible to devise more satisfactory methods of correcting for angularly- 
dependent attenuation and for tissue holder effects if measurements are limited to 
a small number of angles.
A different approach to the modelling of the properties of inhomogeneous materials 
may also be of use. If one is measuring over relatively large sample volumes and using 
signals of relatively long duration, such as tonebursts. then it is likely that multiple 
scattering events of varying complexity will be taking place, and the assumption 
that inhomogeneities in tissue can be modelled as weak single scatterers may not 
be valid. It seems, therefore, that the interpretation of angular scattering data 
from inhomogeneous materials is hampered both by the lack of adequate theoretical 
models and by the difficulty of making measurements which are free of artefacts.
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It appears that the modified scanning tank equipment which was used for the angular 
scattering experiments may have limitations as a means of obtaining scattering 
data from unstable and intrinsically variable substances such as biological tissues. 
However, measurements on other forms of inhomogeneous specimens may prove 
to be more successful, especially if long averaging times can be employed and the 
requirement to use sample holders can be avoided. Further experimental work on 
such materials may therefore prove fruitful, especially if it is possible to extend 
the range of frequencies up to at least 10 MHz. In addition, there is scope for 
additional analysis of the angular scattering data which were obtained from the 
tissue specimens, using modern signal processing techniques. It may be possible, 
for example, to deconvolve from the data the effects of the tissue sample holders, 
rather than to employ the simple correction method chosen for the work reported 
here. It is therefore hoped that this thesis has indicated areas which are worthy 
of further investigation, as well as suggesting that one proposal, the comparison 
of phase sensitive and phase insensitive integrals, may be of limited use in the 
characterisation of soft tissue at low megahertz frequencies.
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A p p en d ix  A  
T ran sd u cer-h yd rop h on e  
a lign m en t p ro ced u re
An approximate method of aligning the transducer with the geometric axis of the 
tank is to use the transducer as both a transmitter and receiver. A pulse is used to 
excite the transducer, which is then employed to detect the reflection of the pulse 
from the rear wall of the tank. The transducer mounting is manipulated until the 
amplitude of the received signal, as displayed on the oscilloscope, is maximised. It is 
then assumed that the acoustic beam and the tank axis are aligned. This technique 
has a number of limitations. The amplitude of the received signal is small. The 
finite width of the oscilloscope trace limits the ability of the experimenter to make 
fine adjustments to the transducer position, and the z (longitudinal) axis of the tank 
body may not coincide with the z^axis of the positioning system.
In order to obtain more precise alignment of the transducer and hydrophone, the 
following two-stage technique was adopted:
S t a g e  o n e  - a l i g n m e n t  u s i n g  a m p l i t u d e  o f  s i g n a l  o n l y
1. All movements of the hydrophone within the tank should be carried out 
under computer control using the scanning program so that the software 
maintains a correct record of the hydrophone’s location.
2. Carry out the approximate alignment procedure using the rear wall re­
flection, as described above.
3. Bring the hydrophone as close as possible to the transducer face, without
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allowing the hydrophone to touch the transducer. This defines the origin 
of the tank’s co-ordinate system. Input this position into the computer.
4. Move the hydrophone in the x and y (horizontal and vertical) directions 
until its point appears to be at the centre of the transducer face.
5. Move the hydrophone back along the z (longitudinal) axis of the tank 
until it is approximately 4 cm from the transducer face.
6. Move the hydrojphone in the x and y directions until the position which 
gives the maximum amplitude signal on the oscilloscope in this measure­
ment plane (i.e. perpendicular to the z axis) is found.
7. Tilt the hydrophone about its point in order to maximise the amplitude 
of the oscilloscope signal and then manipulate the transducer mounting 
to maximise the signal. Repeat these tw^ o processes until the maximum 
signal is obtained without the need to adjust the hydrophone and trans­
ducer positions again.
8. Move the hydrophone along the z axis of the tank until it is approximately 
15 cm from the transducer and repeat the processes described in points 
6 and 7.
9. Move the hydrophone back to the 4 cm separation position and repeat 6 
and 7.
10. Move back to the 15 cm separation and repeat 6 and 7, continuing with 
the process at both distances until the signal has been maximised at 
both locations without the the need to make any further adjustments to 
hydrophone and transducer positions at either 4 cm and 15 cm.
S t a g e  t w o  - a l i g n m e n t  u s i n g  p h a s e  o f  s i g n a l
An alternative alignment procedure is possible if the transducer being used is known 
to radiate a circularly symmetrical field, or if its phase behaviour at a particular 
transducer-hydrophone separation is known. In the description of the alignment 
process given below it is assumed that the radiated field is known to be circularly 
symmetrical.
1. Move the hydrophone along the z axis to the position in which it is in­
tended to make measurements and locate it approximately on the acoustic 
beam axis.
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2. Set the oscilloscope timeba.se so that only one or two cycles of the wave­
form are shown (this allows greater phase precision in locating the trans­
ducer), Using the oscilloscope’s storage facility, record this waveform in 
one of the oscilloscope memories.
3. Move the hydrophone off the axis radially in the negative x direction a 
small distance, e.g. 5 mm, and store the waveform at this point in a 
second oscilloscope memory.
4. Move the hydrophone back to the centre of the field and then 5 mm in 
the opposite direction along the positive x axis. Store the waveform at 
this point in the third oscilloscope memory.
5. Recall the second stored waveform and compare its amplitude and phase 
with the third stored waveform (i.e. compare the two waveforms recorded 
5 mm off axis). If these are identical as far as can be judged by eye on 
the oscilloscope, repeat this process in the y direction.
6. If the x direction plots have differing phases, adjust the transducer mount­
ing to move the displayed third waveform half the difference in phase be­
tween it and the second waveform. Go back to the initial 5 mm off-axis 
position (negative x direction) and record the waveform again. Move back 
to the 5 mm off-axis positive x direction position, store the waveform and 
repeat the comparison, moving the transducer if the waveforms are still 
not identical in phase.
7. Keep repeating the above procedures until both waveform's from the off- 
axis positions are in phase. Occasionally check the amplitude and phase 
of the on-axis waveform by comparing it with the first stored waveform. 
If necessary, acquire a new on-axis waveform.
8. Once x direction alignment has been achieved repeat the process in the 
y direction.
9. Following y direction alignment, confirm that the x direction alignment 
is still satisfactory. If not, repeat the whole phase alignment process.
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A p p e n d ix  B
N P L  h y d ro p h o n e  ca lib ra t io n  d a ta
The table below sets out the results of the National Physical Laboratory calibration 
of a Precision Acoustics 0.5 mm diameter hydrophone needle number 305, connected 
to pre-amplifier body number 822. This needle was used to cross-calibrate the 1 mm 
diameter Precision Acoustics needle which was employed for the measurements of 
angular scattering.
The NPL calibration was carried out at a temperature of 21.1±0.5°C. The hy­
drophone and amplifier was calibrated into a 50(1 “in-line” shunt. NPL claim that 
typical uncertainties in the calibration are 12.5%.
260
H y d r o p h o n e  c a l ib r a t io n  d a ta
Frequen cy /  M Hz End-of-cable 
loaded sens itivity/ 
n V /P a
1 362.9
2 359
3 25^ 8
4 201.4
5 190.8
6 211.1
7 217.1
8 224
9 227.4
10 229A
11 223.3
12 219.6
13 203.7
14 186
15 167.5
16 150.9
17 134.6
18 114.5
19 103.3
2 0 , 96.41
Table B.l: National Physical Laboratory calibration results for Precision Acoustics
0.5 mm diameter hydrophone needle no. 305 connected to pre-amplifier body no. 
822.
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A p p e n d ix  C 
M an u fa ctu r in g  p roced u re  for 
glass b ead , agar and  g e la t in  
sca tter in g  sp ec im en s
This appendix gives a brief account of the method which was employed for the 
manufacture of scattering specimens consisting of glass beads suspended in a mixture 
of agar and gelatin. The procedure set out here was developed with the assistance 
of Mr. J-W. H. Brown.
Tests of the manufacturing procedure were carried out using glass beads of the 
following diameters: less than 0.045 mm; 0.045 to 0.053 mm; 0.25 to 0.3 mm; 0.5 
to 0.6 mm. It was found that for concentrations of glass beads of all sizes up to 
10% by volume in a solution of 2% w/v agar in water it was difficult to achieve an 
even distribution of glass beads throughout a cylindrical sample 3 cm in diameter 
and approximately 4.5 cm in length. Beads tended to clump together or to locate 
themselves in the centre of the cylinder. Adding 10% v/v of gelatin to the agar 
allowed a more even distribution of glass beads to be obtained.
The manufacturing procedure which was eventually adopted was therefore as follows:
1. For 500 ml of distilled water, use 10 g of agar and 51.9 ml of gelatin 
powder. Start to heat the water in a large beaker on a hotplate and 
mix the two dry components together in a 250 ml beaker. When the 
temperature of the water reaches 40 to 50*^ C, add 50 ml of the water to 
the powder mixture, slowly stirring until a paste is formed.
262
2. Pour 100 ml of water into another beaker. Pour a I'urther 200 ml of water 
into the beaker containing the agar and gelatin paste, stirring the mixture 
again.
3. Pour the agar, gelatin and water mixture into the water which is still 
warming on the hotplate. Use the 100 ml of water kept in the third 
beaker to rinse out the agar and gelatin beaker and then tip this water 
into the container on the hotplate.
4. Continue heating the mixture gently, using a magnetic stirrer to ensure 
that the agar and gelatin are distributed evenly, until the whole of the 
mixture has reached the liquid state.
5. Glass bead scatterers are added %v/v to the mixture and the mixture 
is stirred gently in order not to introduce air bubbles, but sufficiently 
strongly to obtain an even distribution of glass beads.
6. Pour the glass beads, agar and gelatin mixture into the cylindrical moulds 
and allow the liquid to stand for a minute or two, so that air bubbles can 
rise to the surface. Then transfer the moulds to a cold water bath and 
allow the mixture to set. If the cylindrical mould can be fitted with 
a lid then a sharp shake of the mixture before it sets may ensure that 
any visible air bubbles can be brought to the surface of the mixture. 
The cylinder may then later be trimmed by hand with a knife to remove 
any air bubbles which are trapped at the top of the cylinder. Once the 
mixture has cooled, it it possible to remove the agar and gelatin cylinders 
from the moulds easily by giving a sharp tap to the end of the mould.
7. Note that the mixture can be re-heated once it has set if the distribution 
of glass beads is unsatisfactory.
263
A p p e n d ix  D  
T issu e  sp ec im en s: lo c a t io n  o f  
sa m p les
The purpose of this appendix is to  provide a. record of the location in relation to the 
anatom y of the relevant organ of each tissue sample employed in the measurements 
of forward and angular scattering, and also to describe any features of the samples 
themselves which may have affected the m easurem ents of their ultrasonic properties.
D .l Photographs of organs
In order to give an indication of the size of the  organs and of the m anner in which the 
ox heart was dissected, photographs of typical organs are presented in this section. 
Each organ was photographed against a grid of 1 cm squares.
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rFigure D.l: Top view of ox kidney
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Figure D.2: Rear view of ox kicluey,
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Figure D.3: Ox liver.
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Figure D.4: Ox heart - first stage of dissection.
2G6
mFigure D.5: Ox heart showing test cuts for cylindrical samples.
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D.2 Location of tissue samples
The photographs were used to  prepare line drawings of the m ain features of the 
orga,n. The line drawings, which were m ade by Mr. J-W . H. Brown, should be 
compared with the relevant photographs in order to identify particu lar details in 
the drawings. The location of the samples is indicated by a code m arked on the 
line drawing. The samples are described by simple alphabetical codes, for exam ple, 
KA, KB, KC and so on for the kidney samples. The same identifying codes were 
used in the m ain body of the  thesis. The forward scattering samples are identified 
by the addition of the le tte r P: KAP, KBP and so on. The kidney and liver samples 
can be marked on a single drawing each bu t two drawings were needed to display 
the locations of the heart samples. Note th a t all samples from ox kidney and heart 
were cut in a direction perpendicular to the plane of the image, but th a t some liver 
samples were cut parallel to the image plane. These parallel cuts are identified 
separatel^y on the appropriate drawing by an arrow in the direction of the cut.
2 7 Ü
Figure D.6: Location of kidney samples.
Figure D.7: Location of liver samples. Arrows indicate cuts parallel to the plane of 
the image. L .\ l \  LCP, LBP, LDP, LG all cut from shaded area marked X.
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Figure D.S: Location of heart samples: 1. Plane scan samples: see fig. D.4 for 
associated photograph.
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Figure D.9: Location of heart samples; 11. See fig. D.5 for associated-photograph.
D.3 Anatomical details of specimens
Tissue samples were dissected after the measurements in order to identify features 
such as blood vessels, fat and connective tissue which may have affected the m easure­
m ent of acoustic properties. This section of the appendix identifies those samples 
in which features which were considered acoustically significant were noted. The 
same code for identihying the samples is used here as was employed in the previ­
ous section. In practice it appeared to  be easier to cut suitable samples of the  size 
required for the forward scattering measurem ents than for the angular scattering 
measurements.
Heart
liC : Holes of 1 to 2 mm in diam eter located on far side of tissue holder from trans­
ducer.
K idney
It was difficult to cut cylindrical kidney samples of the required size which did not 
contain some fat or connective tissue. The samples in which this was considered to 
be most significant for the m easurem ents of scattering were:
KA: large fat content (one th ird  of sample). The sample was placed so th a t the fat 
was on far side of tissue holder from transducer.
KB: one fifth fat, located on far side of holder from ticinsducer.
Liver
LA: 3 mm diam eter blood vessel in upper half of sample, near centre of cylinder, 
LD; 2 mm diam eter blood vessel in centre of cylindrical sample.
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LF: 1 mm hole, 3 cm long at centre of cylinder.
LL: 2 mm diam eter hole at centre of cylinder, 1 cm in length.
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