In this paper we consider polynomials orthogonal with respect to an oscillatory weight function w(x) = xe im x on [−1, 1], where m is an integer. The existence of such polynomials as well as several of their properties (threeterm recurrence relation, differential equation, etc.) are proved. We also consider related quadrature rules and give applications of such quadrature rules to some classes of integrals involving highly oscillatory integrands.
Introduction
Polynomials orthogonal on the semicircle ={z ∈ C | z=e i , 0 } have been introduced and investigated by Gautschi and Milovanović [7] . The inner product was given by (f, g) = f (z)g(z)(iz) −1 dz, i.e., (f, g) = 0 f (e i )g(e i ) d . This inner product is not Hermitian, but the corresponding (monic) orthogonal polynomials { k } exist uniquely and, because of the property (zf , g) = (f, zg), they satisfy the fundamental three-term recurrence relation. The general case of complex polynomials orthogonal with respect to a complex weight function was considered in [6] . A generalization of such polynomials on a circular arc was given by de Bruin [4] , and further investigations were done by Milovanović and Rajković [19] . In this paper we use a complex oscillatory weight function w( where (A; ·) is the characteristic function of the set A, we consider polynomials orthogonal with respect to the moment functional
i.e., with respect to the following non-Hermitian inner product
Since this weight function w(x) alternates in sign in the interval of orthogonality [−1, 1], the existence of orthogonal polynomials is not assured. A proof of the existence is given in Section 2. The threeterm recurrence relation for orthogonal polynomials is considered in Section 3. Numerical values of the recursion coefficients for some values of m are given and two conjectures are stated. A differential equation and related problems are studied in Section 4. Finally, the numerical construction of Gaussian quadrature rules related to orthogonal polynomials with respect to the previous moment functional as well as applications of such quadratures to some classes of integrals involving highly oscillatory integrands are discussed in Section 5.
Existence of orthogonal polynomials
Let a linear functional L be given on the linear space of all algebraic polynomials. The values of the linear functional L at the set of monomials are called moments and they are denoted by k . Thus, L(x k ) = k , k ∈ N 0 . In [2, p. 7] , the following definition can be found.
Definition 2.1. A sequence of polynomials {P n (x)} ∞
n=0 is called an orthogonal polynomial sequence with respect to a moment functional L provided for all nonnegative integers m and n,
• P n (x) is a polynomial of degree n, • L(P n (x)P m (x)) = 0 for m = n, • L(P 2 n (x)) = 0. If a sequence of orthogonal polynomial exists for a given linear functional L, then L is called a quasidefinite linear functional. Under the condition L(P 2 n (x)) > 0, the functional L is called positive definite (see [2] ).
Using only linear algebraic tools, the following theorem can be stated (see [2, p. 11] x k+1 e i x dx
with the initial condition The moments can be expressed in the following form
Conjugating (2.5) an important equality for these moments can be given 6) since in the sum representing moments only terms with even are not zero. Proof. According to Theorem 2.2, to prove this result we need only to prove that Hankel determinants for the sequence of moments (2.5) are not equal to zero, for any given nonzero integer m.
It can be observed that the moments are rational functions in = m , with simple powers in the denominator. If we take from the ith row of the Hankel determinant n the factor
, and from the th column the factor
, our determinant becomes the Hankel determinant n for the following sequence of moments
is a polynomial (with rational coefficients) in i of degree k. A relation between the determinants n and n is the following
It means that n = 0 if and only if the determinant n is not equal to zero. The value of n is a polynomial in i (=im ) with rational coefficients. Since m is an integer, then im cannot be a zero of such a polynomial, since im is not an algebraic number. The number im can be a zero of a polynomial with rational coefficients if and only if that polynomial is identically zero. It is just left to prove that the determinant n is not a polynomial which vanishes identically. To prove this fact it is enough to note that the free factor of the polynomial n (≡ n (i )) in i , i.e., n (0), is different from zero. If we take only free coefficients in the polynomials
. .) and make the corresponding Hankel determinant * n , its value will be the value of the free factor in the polynomial represented by the determinant n . The Hankel determinant * n is made with the sequence of moments * k = k (0) = 2(k + 1)!. But, this is exactly the sequence of moments for the generalized Laguerre polynomials with = 1, multiplied by factor 2, and it cannot be equal to zero, because the sequence of the generalized Laguerre polynomials exists.
We also need the values of the determinants * n , which can easily be evaluated since they are connected with the generalized Laguerre polynomials with = 1. It is not so difficult to obtain * n = 2
We are also interested in a modified Hankel determinant, which can be expressed in terms of the moments k . Namely, 
where n is the corresponding modified Hankel determinant for the moments k . As before, the determinant n (≡ n (i )) is an algebraic polynomial in i with rational coefficients. Its free term can easily be calculated using the corresponding determinant for the generalized Laguerre polynomials with the parameter = 1, i.e.,
In the sequel we will consider only the case when m > 0, since for m < 0 we have
. This means that all results generated for m > 0 can be applied to the case m < 0 by a simple conjugation. Hence, we assume m ∈ N.
In general, for an arbitrary real = m (m / ∈ Z), when the moments are given by (2.2) and (2.3), the existence of orthogonal polynomials is not assured. For example, equation 3 = 0 has as the smallest positive solution ≈ 7.13414399636896061399 . . . .
Recurrence relation
Since the sequence of orthogonal polynomials with respect to the weight function w(x) = xe im x on [−1, 1] exists, these (monic) polynomials satisfy the three-term recurrence relation
with p 0 (x) = 1 and p −1 (x) = 0. This kind of relation is provided by the property (xf , g) = (f, xg) of the inner product (1.2). The recursion coefficients n and n can be expressed in terms of Hankel determinants as (cf. [7] )
In this case, however, the values of Hankel determinants cannot be found easily, but, it is clear that the recursion coefficients are rational functions in = m . Using our software package [3] we can generate coefficients even in symbolic form for some reasonable values of n (e.g., n 20) and state the following conjecture:
Conjecture 3.1. Let a n (z) and c n (z) be algebraic polynomials with integer coefficients of degree r n and s n , respectively, i.e., a n (z) = A n z r n + · · · and c n (z) = z s n + · · ·. If = m and n 2, then
where 
In Table 1 , the first four recursion coefficients are given, where = m . So, we have c 1 (
Increasing n, the complexity of expressions for three-term recurrence coefficients dramatically increases. For example, for n = 4 we have
so that, the corresponding three-term recurrence coefficients become quite complicated. According to Table 1 
where n is the Hankel determinant defined in (2.1). Putting −z instead of z, conjugating this equality and using
Notice that the moments for our weight function satisfy (2.6). If we take −1 from every row (except the last one) with odd index in the previous determinant and then take −1 from every even column, we obtain 
Applying the same argument to the Hankel determinant, we conclude that n = n . Since n = 0, we get property (3.3). Now, putting −z instead of z in (3.1) and conjugating it, we get
, where we used (3.3) . Comparing this recurrence with (3.1) and using the uniqueness of p n (z) we obtain the desired statement.
In a section on differential equations (Section 4), the following statement is proved about a LaguerreFreud type of nonlinear recurrence relations satisfied by the three-term recurrence coefficients (see [11] ).
Theorem 3.3. For n 4, the three-term recurrence coefficients satisfy the following nonlinear recurrence equations:
with initial conditions given in Table 1 .
Complexity in three-term recurrence coefficients should not prevent numerical calculation. Using the recurrence relation for the moments (2.2), k can be calculated and then, using the Chebyshev algorithm, the recursion coefficients can be constructed. Since the Chebyshev algorithm is ill-conditioned (see [5] ), an arithmetic with higher precision is needed. Another way to calculate the three-term recurrence coefficients is the Stieltjes-Gautschi procedure (see [5, 14] ). Using this procedure the recursion coefficients can be constructed for larger values of m.
First, we discuss the stability in the computation of the moments using (2.4). Numerical examples show that if m is small, e.g., 1, 2, 3 and so, then (2.4) is not numerically stable for calculation of the moments. For example, for m = 1 with 16 decimal digits mantissa (double precision or D-arithmetic), the relative error in the moment 50 is 10 17 . If we increase m enough, for example m = 7, the relation (2.4) has better stability and the relative error in 50 , in double precision arithmetics is about 10 −10 . If we increase m further, (2.4) becomes quite stable.
It should be emphasized that in the cases where m = 1, 2, 3, (2.5) can be used for calculations of the moments. With increasing m, (2.5) becomes unstable for calculation since it represents an ill-conditioned numerical series.
Using relations (2.5) and (2.4), the moments can be calculated numerically stable. However, a construction of three-term recurrence coefficients is more complicated. There is one algorithm connecting moments and recursive coefficients known as the Chebyshev algorithm. It is also known that this algorithm is ill-conditioned (see [5, 14] ).
We have conducted some numerical experiments and get the following results. In the case m is small 1, 2, 3, . . . , the Chebyshev algorithm is quite stable if the Q-arithmetic (with 34 decimal digits mantissa) is used. The relative errors in coefficients 30 , 30 are 10 −27 and 10 −8 in Q-arithmetic and D-arithmetic, respectively. Increasing m, for example m=50, the relative errors in coefficients increase and they become 1 and 10 −6 in D-arithmetic and Q-arithmetic, respectively. For m = 10 3 , the corresponding relative errors in 30 , 30 are about 1 even in Q-arithmetic. Thus, this means that the Chebyshev algorithm cannot be used in constructions (even in Q-arithmetic), when m is sufficiently large, e.g., m > 20.
Another more stable way for constructing the recursion coefficients is the Stieltjes-Gautschi procedure. In order to apply this procedure we need the following auxiliary result: Lemma 3.4. For each algebraic polynomial g of degree at most 2N the formula
holds, where L k and L k are the parameters of the N-point Gauss-Laguerre quadrature rule.
Proof. Applying a complex integration method [15] to g(z)e im z dz over the rectangular contour (see Fig. 1 ), letting → +∞ and using the N-point Gauss-Laguerre quadrature rule, we get (3.4).
The integrals which appear in Darboux formulas for the recursion coefficients,
can be computed exactly, except for rounding errors, taking N sufficiently large in the previous lemma. In order to obtain the first n coefficients k , k (k = 0, 1, . . . , n − 1), we need N n. In our numerical experiments, the Stieltjes-Gautschi procedure proves itself worthy. For small values of m, for example smaller than 25, it is ill-conditioned. For example, the relative errors in three-term recurrence coefficients 50 and 50 are 10 −7 for m = 20 in D-arithmetic. Increasing m, the corresponding relative errors become of the machine precision magnitude for all three-term recurrence coefficients, except the coefficient 1 . But it is not a problem, because for this coefficient we have an explicit expression (see Table 1 ).
Using MATHEMATICA we calculate the first 30 recursion coefficients for m = 1, 10 2 , 10 4 , 10 6 , 10 9 . All computations are done using a combination of the Chebyshev method and the Stieltjes-Gautschi procedure. It should be noted that only for m = 1 the Chebyshev algorithm is used in Q-arithmetic. All other coefficients are calculated using the Stieltjes-Gautschi procedure. The first 30 recursion coefficients for m = 1 and 100 are presented in Table 2 . Numbers in parentheses indicate decimal exponents.
Accordingtoaveryextensivenumericalcalculations, usingapackage of routines written in MATHEMATICA (see [3] ), we can state the following conjecture: (It cannot be seen from a small number of coefficients as in Table 2 .)
Conjecture 3.5. For the recursion coefficients, the following asymptotic relations are true
Note that Magnus' theorem (see [10] ) cannot be applied to prove this conjecture, since the weight function has zero value inside the interval [−1, 1]. Our weight function does not fit to the classes of Nuttal and Whery (see [20] ), either.
Finally, the nonlinear recurrence relations for the three-term recurrence coefficients, given in Theorem 3.3, are numerically unstable. However, they can be used for a symbolic construction, since they have smaller complexity than the Chebyshev algorithm. However, if we are able to do computations in some higher arithmetics, these relations can be used also for numerical construction, again with a lower complexity than the Chebyshev algorithm.
Differential equation and related problems
First we prove a result for the first derivative of our orthogonal polynomials. 
holds, where p n 2 and q n 2 are polynomials of second degree and = 1 − x 2 .
Proof. Let w(x) = xe i x , where = m . Then we have the following differential equation Using this equation we can, also, derive the following differential equation
If we multiply the previous equation with x k , k ∈ N 0 , and integrate over (−1, 1), we get
where the right-hand side in the last equality was obtained using integration by parts. Its first term is equal to zero, as well as the second one provided k + 2 < n, since p n is an orthogonal polynomial with respect to d = w(x)dx. Thus, for k + 2 < n, we have x k (xp n − p n )d = 0. Using this fact, we can write the following expansion
where k n are some constants. This can be reduced, by using three-term recurrence relation (3.1), to
where we can express explicitly the polynomials p n 3 and q n 2 in the forms
When we subtract the term with p n on the left-hand side of (4.3), we get (4.1), where it is adopted p n 2 = p n 3 − . It is obvious from (4.1) that p n 2 has to be of second degree, since the polynomial on the left-hand of the mentioned equation is of degree n + 2.
Actually, a little more can be stated. Using the previous theorem for our polynomials, we have
In the sequel we also need to define 5) which is the first equality. The second one can be proved using the Christoffel-Darboux identity (cf. [14] ). Thus, we have
Lemma 4.2. We have the following equations
k n p k 2 + n k p n 2 = p n p k d , n+1 n+1 n − n n+1 = xk n d , i.e., 2 n+1 n+1 n = 1 p n 2 p n+1 p n d + xk n d , 2 n n+1 = 1 p n 2 p n+1 p n d − xk n d , 2 n n = 1 p n 2 p 2 n d .
Proof. According to (4.2) we have
Last two equalities can be obtained by substituting k = n + 1 in the first equality and performing some calculations.
In the sequel, we adopt the following short notation 
hold, with conventions −n = 0 (n 0) and −n = 0 (n 1).
Proof. In order to prove these equalities we need to calculate integrals of the forms x p n+1 p n d and x p 2 n d ( = 0, 1, 2, 3). We evaluate these integrals using the three-term recurrence relation, since we have
According to these formulas, we evaluate integrals substituting k := n + 1 and k := n in the previous equalities and taking scalar products with p n . 
where
with conventions −n = 0 (n 0) and −n = 0 (n 1).
Proof. Taking k = n − 2 in (4.5) and recalling that x 3 p n−2 is a polynomial of degree n with leading coefficient n − 2, we have
where the orthogonality of polynomials is used. Using (4.4), we get n n−2 n n−1 n
According to Lemmas 4.2 and 4.3, the free term in q n 2 can be expressed as it is given. Similarly, using (4.7), (4.4) and Lemma 4.2, an expression for p n 2 can be derived.
Theorem 4.5. The polynomials p n 2 and q n 2 satisfy the following recurrence relations
p n+1 2 = − q n 2 x − i n n + p n−1 2 + q n−1 2 x − i n−1 n−1 , q n+1 2 = − x + (x − i n )p n 2 + q n−1 2 n n−1 + (x − i n ) q n 2 x − i n n − p n−1 2 − q n−1 2 x − i n−1 n−1 .
Proof. Starting from two equations
multiplying the first equation with (x − i n ) and the second one with n and then subtracting, we obtain 
Proof. Using the first equation from Theorem 4.5 we find
If we add to both sides p n 2 , we conclude that the expression stated in the theorem is independent of n, i.e.,
The proof can be completed by a direct calculation of p 2 2 , p 1 2 and q 1 2 . Using Table 1 , the following values can be calculated
A direct calculation finishes the proof. 
where a n = n + n−1 , b n = n + n−1 , c n = n n−1 + n and A n = 2 n + 2 n−1 + n n−1 .
Proof. In order to obtain the first Eq. (4.10) we use (4.9) at x=0, i.e., p n+1
, and for (4.11) we use the definition of n , given by (4.6), from which we conclude that
These integrals can be calculated in the same fashion as is it presented in the proof of Lemma 4.3. For the second integral, we have
Finally, to prove (4.12) we consider terms with x in both sides in (4.9)
In terms of Theorem 4.5, we have −u n+1 − u n + n + n (2n + 1 − n ) = m . A direct calculation finishes the proof.
Now we are ready to prove Theorem 3.3 from Section 3.
Proof of Theorem 3.3. In order to be able to solve the system of linear equations given in Lemma 4.7 we first need to prove that this system has a solution. We can examine two pairs of linear equations, the first pair of equations (4.10) and (4.12), and second pair (4.11) and (4.12).
A sufficient condition that the first system of equations has a solution is that n+1 = n for every n ∈ N 0 . Using the expressions given in (3.2) for -coefficients, we find
In order to have n+1 = n , it is enough to prove that the free term in the numerator on the right side in the previous expression is not equal to zero. According to (2.7) and (2.8), this free term can be expressed as follows:
To be able to solve the second pair of equations we need n+2 = n , n ∈ N. Using (2.7) we can also evaluate the free term in the numerator of the difference n+2 − n = n+1 ( n+3
Since polynomials in (=m ) in the numerators for the differences n+1 − n and n+2 − n are not identically zero, they cannot be equal to zero for any nonzero integer m, since again m , m ∈ Z\{0}, is a transcendental number. This means that the systems of equations (4.10)-(4.12) and (4.11)-(4.12) have unique solutions for any given n.
The following solutions for -coefficients can be obtained by solving systems
where a n , b n , c n and A n are as in Lemma 4.7.
Using these equations we can get nonlinear recurrence relations for the three-term recurrence coefficients. The two equations presented in this theorem are just two out of five possible. It is important to note that the nonlinear recurrence relations, which can be obtained by equating the first and third and the second and fourth solutions for n , are the same.
The previous consideration leads to the conclusion that the coefficients n are purely imaginary numbers. This simple fact has a great impact on the monic polynomial Q n 2 (=iq n 2 /( n )). Namely,
It can be seen that the roots of q n 2 have to be of the form iy 1 and iy 2 or ±x 1 + iy 1 , since their sum is a purely imaginary number and their product is real. All numerical experiments have shown that roots of q n 2 are purely imaginary numbers. It was seen also that with increasing n, one zero tends to infinity over the positive part of the imaginary axis and that the second one tends to zero again over the positive imaginary axis. An idea of such behavior of the zeros is also supported in the expression for Q n 2 . As we can see, the sum of the zeros increases with n. The location of the zeros of the polynomial q n 2 is connected with the zeros of the orthogonal polynomial p n . Proof. It is easy to check that p n and p n−1 do not have zeros in common. Namely, if they do have some common zero x = , then using the three-term recurrence relation, we can conclude that is a zero of all other polynomials p k , k = n − 2, . . . , 1. Then, since is a zero of p 1 , its value is i 0 . It is easy to check that p 2 does not have i 0 as its zero. Now suppose that q n 2 and p n do not have zeros in common and p n has a multiple zero . Then, using (4.1), we see that
which is a contradiction. Thus, all zeros of p n are simple.
To conclude the rest, it is enough to see that −xp n − p n 2 p n has the factor (x − ) k−1 . Hence, q n 2 has a zero of multiplicity k − 1. If the zero of q n 2 is double, then p n may have a zero with multiplicity three. 
2 ) has also the factor x.
Proof. Starting from two equations (4.8) and using the three-term recurrence relation, we can calculate
Substituting in this equation the value for p n−1 , calculated from the first equation and using Theorem 4.6, the proof of the statement is completed. Since all terms, except q n 2 (p n 2 q n 2 − p n 2q n 2 ), are divisible by x, the mentioned term must be divisible by x as well.
The following theorem can easily be proved. It can be used efficiently in the cases when zeros of the polynomial p n of very high degree are calculated. 
where x n , = 1, . . . , n, are distinct zeros of the polynomial p n .
It is well-known that the QR-algorithm for finding zeros x n can be ill-conditioned, when the Jacobi matrix is not positive definite (see [13, 21] ). Using the previous theorem, under mild assumption and with appropriate starting values for the zeros x n , a numerical construction can be performed using a similar algorithm as given in [21] .
Gaussian quadrature rule
In all numerical examples we have run, we were unable to find even one example of orthogonal polynomials with multiple zeros. This means that Theorem 4.8 is not sharp enough. It also seems that the zeros of the orthogonal polynomials are uniformly bounded, which is connected with the already mentioned conjecture about an asymptotic behavior given in (3.5) . It is known that, if the three-term recurrence coefficients are uniformly bounded, the corresponding Jacobi matrix can be understood as a linear operator J acting on the Hilbert space 2 of all complex square-summable sequences. Furthermore, the uniform boundedness of the recursion coefficients implies the boundedness of this linear operator J (see [1] ). It is also known that the zeros of all orthogonal polynomials are bounded by the norm of J .
Since we cannot claim that the zeros of orthogonal polynomials are simple, in applications we should be ready to apply Gaussian quadrature rules which deal with multiplicities. In the case of multiple zeros of orthogonal polynomials, the Gaussian quadrature rule has the following form (see [9, 17] )
According to considerations in the previous section, at most two nodes in (5.1) may have multiplicities. However, as we mentioned before, in all our examples we have encountered simple nodes and we have used the standard Gaussian quadrature rule
Distributions of the zeros of the orthogonal polynomials for m = 2 and 22 are presented in Fig. 2 . Only the zeros of polynomials with degrees n = 5(5)35 are displayed. The corresponding distribution of the zeros for m = 1000 is given in Fig. 3 (left) . For better visibility in the same figure (right) only the main group of zeros is presented.
We can see that the distribution of the zeros is such that all zeros are with positive imaginary part, except for one zero of polynomials of odd degree for which its real part is zero. From the figures we can also conclude that all zeros are in the half-strip {z ∈ C : |Re z| < 1 ∧ Im(z) > 0}, except maybe one zero for polynomials of odd degree with real part equal to zero. Also, it is obvious that if m is increasing, then the zeros of the polynomials are grouped around the points ±1. This is the reason why the QRalgorithm in D-arithmetic cannot be used for a construction of zeros with a large m (e.g., m = 10 9 ). Zeros of polynomials for very large m are very close to each other, so that they cannot be distinguished in D-arithmetic.
Also, it can be seen that for a fixed m, if we increase degree of a polynomial, then the zeros tend to cover the interval (−1, 1) . This is, however, less obvious for larger m, because of the mentioned behavior of their grouping near the points ±1. This behavior is also in good agreement with the conjectured asymptotic for the three-term recurrence coefficients (see [9, 10, 12] ).
Since the zeros of the orthogonal polynomials are not contained in the supporting set of the measure , we cannot expect the quadrature rule (5.1) to converge, except for functions which are analytic in a certain complex domain D ⊃ [−1, 1]. Spurious zeros (see [22] ) for our sequence of orthogonal polynomials were not detected. If we adopt the conjectures that the zeros are bounded and that there are no spurious zeros it can be claimed that the Gaussian quadrature rules are convergent (for analytic integrands) (see [18] ).
For a construction of the Gaussian quadrature rule the QR-algorithm is used (see [5, 8] ), but in a modified form (see [16] ). For example, in D-arithmetic for m = 10 3 , the maximal relative error in the constructed Gaussian weights with n = 40 nodes is of magnitude 6 × 10 −2 and 10 −10 using the original and the modified version of the QR algorithm, respectively. Note also that the maximal relative error in the constructed nodes, in D-arithmetic using the QR-algorithm, is of magnitude 10 −13 for the same values of m and n. In our experiments the QR-algorithm exhibits stability. For values of extremely large m (e.g., m=10 9 ), the QR-algorithm executed in D-arithmetic exhibits poor behavior. However, this is not due to ill-conditioning, but rather to the fact that in D-arithmetic the zeros of the orthogonal polynomials for m = 10 9 cannot be distinguished for n sufficiently small (e.g., n of smaller order than 10 3 ). The phenomenon of bifurcation, encountered for generalized Bessel polynomials (see [21] ), also appears for our orthogonal polynomials. In this case, a construction of the zeros of the orthogonal polynomials (the nodes in the Gaussian quadrature rules) should be performed using (4.13) . Starting values for the zeros of the orthogonal polynomials in the Newton-Kantorovič method can be the zeros obtained by the QR-algorithm or some other approximation of the zeros based on the presented figures.
In Table 3 we give the nodes and the weights of the Gaussian formulas (5.2) (to 14 decimals only, to save space) for n = 10 and 20 points, when the weight function is w(x) = x exp(i10 x) (m = 10).
A possible application of these quadratures is in numerical calculation of integrals involving highly oscillatory integrands. We consider here the calculation of Fourier coefficients: Table 3 Nodes x n and weights w n for n = 10 and n = 20, when m = 10
so that we can compute it using the Gaussian quadrature rules (5.2) of the function g defined by
Under the assumption that f is analytic in some domain D ⊃ [−1, 1], the numerical integration can be safely applied, since g is also analytic in D.
In general, for some analytic function f , the approximation of the integral with respect to the measure exp(im x)dx, can be given as
Example 5.1. We can get an interesting result if we apply our quadrature rule for m = 10 to the function
. According to (5.3), we consider Table 4 Gaussian approximations G n (f ) and The Gaussian approximations for n = 10(10)70 are given in Table 4 . The function f has simple poles at z = ±i/2. Finding the residuum at the point = i/2, we obtain R = Im{2 i Res z=i/2 [f (z)e i10 z ]} = 4.734434401198 · 10 −7 . If we simply add this value to G n (f ), we can significantly improve the results for n < 40, as can be checked in Table 4 (the column G n (f ) = G n (f ) + R). The reason for such behavior of the quadrature rules we can find in the zero distribution for polynomials orthogonal with respect to the weight w(x) = x exp(i10 x) on [−1, 1] (see Fig. 4 ). As we can see, while the convex hull of the zeros includes the point = i/2 (cases for n 30), this singularity has an influence on the Gaussian approximations G n (f ). But, when zeros drop below (for n 40), this influence ceases.
If we increase m, for example taking m = 30, 100, 10 6 , the convergence is rather faster. Table 5 shows G n (f ) for m = 30 and 100. For m = 10 6 , the relative error in G 10 (f ) is smaller than 10 −60 .
This faster convergence can be understood easily, since values of the residuum at z = i/2 are decreasing exponentially with m, so it cannot harm the convergence. Taking m=10 3 and applying the Gaussian quadrature rule (5.2), we get the results given in Table 6 . These results are not obtained in the standard D-arithmetic, but by using an extended exponent arithmetic (in MATHEMATICA package). Since the absolute value of I m (f ) has to be smaller than 1, it can be seen that we do not have convergence for n 200.
The reason for such poor behavior of the quadrature rules is easy to understand. The quadrature sum has the form However, if m is increased to 10 6 , the convergence is evident (see Table 7 ). An application of quadrature rules to the function f (x)=cos(10 5 x 3 +x) gives results to machine precision with only twelve points in the quadrature sum. Table 7 shows the results −iG n (f ) and the corresponding relative errors r n = |(G n (f ) − I m (f ))/I m (f )| (m.p. stands for machine precision in double precision arithmetic (≈ 2.22 · 10 −16 )). Here it is important to note that the imaginary part of the zeros is of magnitude 10 −6 while real parts are still close to 1 for n = 12, so that the demonstrated effect for m = 10 3 cannot appear.
