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 
Abstract-- In an electric power system with a high penetration 
of wind power, incoming power ramps pose a serious threat to the 
power system. To adopt suitable response strategies for wind 
power ramps, it is important to predict them accurately and in a 
timely manner. Since power ramps are caused by various factors, 
their occurrence have irregular characteristics and vary by 
location, bringing great difficulty in forecasting. To solve this 
problem, a hybrid forecasting model OT-SVM (Orthogonal Test 
and Support Vector Machine) was developed in this paper, which 
combines an orthogonal test with a support vector machine. A 
novel factor analysis method was established based on the theory 
of the orthogonal test (OT), and applied to determine the optimal 
inputs of a support vector machine (SVM). The effectiveness of 
OT-SVM was tested with three wind farms in China, while 
comparing the results with other related methods.  The results 
show that the proposed OT-SVM has the highest accuracy 
covering different input numbers and time resolutions. In 
addition, a novel evaluation index MAI (Mean Accuracy Index) 
was proposed, considering both the missed ramps and false ramps, 
which can be used as a supplementary index for CSI.  
Index Terms²Wind power ramp forecasting, Multi-factor 
analysis, Large-scale integration of wind power, Meteorological 
factors, Orthogonal test, Statistical analysis, Support vector 
machine 
I.  INTRODUCTION 
With the continuous increase of wind power penetration into 
electric power systems around the world, wind power 
fluctuation has the potential to undermine the safe and stable 
operation of a power system. Large changes in wind power 
generation, namely wind power ramps, may be fed into a 
power system within a short time period, which can affect the 
balancing of the grid, and at worst cause large-scale blackouts. 
Power system operators can offset these challenges by holding 
more generation reserve or energy storage [1-7], but this is 
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costly. In order to adopt the most suitable response strategies 
for wind power ramps [8-13], it is important to predict them 
accurately and in a timely manner. 
There are two main approaches to wind power ramps 
forecasting: indirect forecasting and direct forecasting. For the 
indirect method, conventional wind power forecasting is 
applied and the information denoting wind power ramps is 
extracted. A wind power prediction model, based on a neural 
network method, was established by Cui et al. [14] which 
forecasts wind power for different scenarios, so as to provide 
wind power ramp statistics for ramp swing, ramp start time and 
ramp duration. For the direct method, the wind power ramp 
rate, or a parameter related to wind power ramps, is forecast 
directly. Support Vector Machines (SVM) were found to be 
the most accurate method by Zheng and Kusiakm after 
comparison of five different algorithms [15]. A combinatorial 
forecast method known as atom sparse decomposition (ASD) 
and a back propagation neural network (BPNN) was proposed 
by Cui et al. [15, 16]. This method avoids the effect of 
instability of the original signal on the predicted result and 
greatly improves the precision by decomposing the original 
signal before its prediction and replacing the residual signal 
for the original signal as an input to the BPNN. On this basis, 
Zareipour et al. [17], predicted the severity classification of 
wind power ramps directly using a SVM as a classifier, 
providing useful power ramp information for power system 
scheduling. 
So far, the main reason for the low accuracy of wind power 
ramps forecasting, is that the occurrence characteristics of 
wind power ramps are not yet well understood. Sevlian and 
Rajagopal analyzed the probability distribution of key ramp 
parameters (ramp rate, ramp swing and duration of ramps) and 
their joint probability distribution [18]. Heckenbergerova et al. 
focused on changes in wind power and wind speed 
immediately before a ramp event occurs, providing a new basis 
for its detection and forecasting [19]. As for extreme wind 
power ramps with the greatest impact on the power system, 
two extreme value analysis methods (Annual Maxima Series 
method and Peaks Over Threshold method) were proposed by 
Ganger to analyze their probability distribution [20], which 
overcame the limitations of the traditional analysis method and 
makes the analysis more precise. Wind power ramps are 
influenced by various factors such as weather conditions, time 
of year, time of day, etc. The distribution of wind power ramps 
in different seasons and time of the day, were statistically 
analyzed by Kamath, who pointed out that the rules are 
different for different geographical locations [21]. The 
connection between wind power ramps and extreme weather 
A hybrid forecasting method for wind power 
ramp based on Orthogonal Test and Support 
Vector Machine (OT-SVM) 
Yongqian Liu, Ying Sun, David Infield, Yu Zhao, Shuang Han, Jie Yan 
 2 
conditions was proposed at an early stage by Ferreira et al. 
[22], and several extreme weather conditions were proposed 
that may trigger wind power ramps: frontal systems, 
thunderstorms and low level jets. Using principal component 
analysis (PCA) and cluster analysis, Couto et al. [23] identified 
that six types of weather system predominantly trigger wind 
power ramps. The effect of switching process between these 
weather systems on wind power ramps were also discussed, 
providing an effective basis for a wind power ramps warning 
system. In addition to the weather factors discussed above, 
wind power ramps are also affected by many other factors such 
as geographical location. Several factors, which are more 
closely related to wind power ramps were explored by Kamath 
using a data mining feature extraction technique [24]. 
In conclusion, wind power ramps are affected by various 
factors [25-27], which vary by location. The identification of 
the dominant factors of wind power ramps will greatly 
improve their forecasting accuracy. However, there is a great 
lack of research in this area. 
To address these issues, a hybrid forecasting model OT-
SVM (Orthogonal Test-Support Vector Machine) was 
developed in this paper by combining an orthogonal test (OT) 
with a support vector machine (SVM). Section Ċ describes 
the definition of wind power ramps. Section ċ presents the 
proposed OT-SVM model as well as its theoretical basis. The 
effectiveness of OT-SVM was tested by comparing it with 
other models, alongside 3 case studies, which are presented in 
Section Č. Finally, some conclusions are drawn in section č. 
II.  WIND POWER RAMPS 
In as early as 2008, the Canadian scholars Focken and Lange 
pointed out that wind power ramps events refer to the large 
fluctuations in wind power output over a very short period of 
time, typically half an hour to several hours [28]. Although 
WKHUH LVQ¶W DQ DJUHHG GHILQLWLRQ RI ZKDt constitutes a wind 
power ramp [29-31], it is most common to specify the ramp 
time interval and ramp range. In this paper, an empirical and 
most commonly used definition was adopted as follows. 
Definition: when the change of wind power surpasses a set 
threshold value, thresholdP  , during the time interval t' , i.e. 
thresholdPttPtPttPtP !'' )](),(min[)](),(max[       (1) 
it is considered to be a wind power ramp event. 
In the above definition, the time interval t'  usually ranges 
from 30 minutes to 4h in the literature; the ramp amplitude 
threshold, hresholdtP  , is usually set as a certain percentage of 
wind power installed capacity. In this paper, the time 
interval t' is taken as 30 minutes, whereas threshold hresholdtP  
is adopted as 10% of the installed wind capacity.  
Although definition (1) is one of the most commonly used 
definitions in the forecasting of wind power ramps, it has some 
disadvantages and needs to be improved in future, which has 
been mentioned in Section Č. In this paper, our forecasting 
goal is to determine if there are any fluctuations in wind power 
output surpassing 10% of the installed capacity in the next 30 
minutes. 
Wind power ramps forecasting model OT-SVM 
A.  OT (Orthogonal Test) 
Orthogonal tests are an effective means of multi-factor 
analysis [32], and lend themselves in assessing the impact of 
relevant factors on an experimental index, to rank them in 
terms of their effect. Orthogonal tests are undertaken by 
selecting a representative sample of test points from a large 
amount of data, having the characteristics of being evenly 
dispersed across the data set and being easy to compare. An 
orthogonal test is designed based on an orthogonal table, 
which has an advantage of being easy to implement, for 
comparing the effective strength of different factors to be 
compared quantitatively [33-34]. 
There are two types of orthogonal test design: the Range 
Analysis method (also called intuitive analysis) and the 
Variance Analysis method (also known as statistical analysis). 
Compared to the latter, the former avoids a series of 
complicated processing calculations without reducing the 
statistical significance, making it more practicable and widely 
applied in industry and agriculture. Hence, the Range Analysis 
method was chosen for the analysis and it is presented here.  
B.  SVM (Support Vector Machine) 
Suppose a set of data {(xi, yi)}(i=1,2,...,m), where xi is the 
input vector, yi is output data for the corresponding target, and 
N is the size of the samples. The estimating function takes the 
form as follows: 
bxwxf  ))(()( M
                          (2) 
where Ȧ is the weight vector while b is a deviation. There are 
two training parameters. But the nonlinear mapping function 
)(xM
 is generally selected by trial and error and chosen from 
several templates. 
This leads to the optimization problem for standard SVM. 
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here the first part is the experience error term and the second 
part is regularization. The regularization constant c is used to 
balance the relationship between the two errors, in which: 
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Because the dimension of the feature space is too large and 
the objective function is not differentiable, it is almost 
impossible to solve the above equations directly. Introducing 
the kernel function K(x,xi) which can transform the problem 
above into the dual problem, the equations can be solved by 
usage of a double programming method: 
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Therefore, the original regression function expression can be 
written as follows: 
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where K(x,xi) are the kernel functions. The selection of kernel 
function determines the characteristics of the spatial structure. 
Generally, the commonly used kernel function is selected, 
based on the best experience. In this paper, a RBF kernel 
function is applied. 
C.  OT-SVM model 
For wind power ramps forecasting, the accuracy can be 
greatly affected by selecting the inputs to the forecasting 
model. However, the dominant characteristics of wind power 
ramps vary significantly by location. To solve this problem, 
this paper presents a hybrid prediction method OT-SVM 
(Orthogonal Test and Support Vector Machine) that utilizes a 
combination of an orthogonal test (OT) and a support vector 
machine (SVM). An orthogonal test (OT) is applied to select 
the factors with closest relation to wind power ramps, and 
optimize the inputs to the SVM model, in order to achieve the 
highest accuracy of wind power ramp forecasting. 
The procedure of the OT-SVM model is described below, 
which is composed of five specific steps: 
Step 1 (Data preprocessing): Some fluctuations of wind 
power are intentional such as power curtailment, and 
maintenance and repair of wind turbines.  Some result from 
faulty transducers or data transfer. Erroneous data caused by 
the factors above, need to be adjusted according to the wind 
turbine power curve [12]. In this way, the consecutive and 
representative power series can be obtained. 
Step 2 (Factors expansion): More parameters are explored, 
which affect the fluctuation features of the meteorological 
information. These can be calculated as follows: 
Assume )(tM is a time series of a meteorological parameter 
(wind speed, wind direction, temperature, pressure, or relative 
humidity). To explore more meteorological information based 
on the given NWP meteorological data, the following 
parameters are calculated: 
z Mean value: ¦
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z Range value:  
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z  Difference value: )()()( ttMtMtM ' '        (11) 
Where M(t) can be the wind speed (v), wind direction (D ), 
temperature (T), pressure (P), or relative humidity (H) at time 
point t, t'  is the time interval as given in definition (1) and N 
is the number of time points during a time interval t' . 
Step 3 (Ramp calculation): Based on the wind power data, 
ramp series can be obtained as follows: 
)](),(min[)](),(max[)( ttPtPttPtPtr ''             (12) 
where r(t) refers to power ramp at time point t;  
)](),(max[ ttPtP ' and )](),(min[ ttPtP ' indicate the 
maximum value and minimum value of wind power 
respectively. 
Step 4 (Factor analysis with orthogonal test): Compare the 
impact of various meteorological parameters on the ramp 
value quantitatively, based on orthogonal test theory. 
Take each time point as a trial of the whole orthogonal test, 
where the meteorological parameters can be seen as the factors, 
and the ramp value can be seen as the test results. The sample 
size of the time sequence is the number of trials. In this way, 
the impact of these factors on wind power ramps can be 
quantitatively compared from an extensive database of 
experiments based on orthogonal test theory, and their 
importance can be ranked.  
 After the factors (meteorological parameters) of the 
experimental index (wind power ramp) is determined, these 
factors can be classified into a number of grades according to 
specific requirements. Then, the orthogonal table can be 
designed, which is based on Combinatorial Mathematics 
theory [35]. In the orthogonal table, the first column indicates 
the experiment number and the first row indicates the factors 
to be analyzed (wind speed, wind direction, pressure and 
relative humidity etc.). The remaining numbers indicate the 
grade number assigned to each factor. The orthogonal table is 
designed according to the principle that all the possible 
situations are considered for any two factors. An example of a 
3 factor-2 grade level orthogonal test is shown in table 1. 
 
TABLE I 
Orthogonal Table of 3 Factor - 2 Level 
      factor 
test 
A B C Result 
1 1 1 1 y 111 
2 1 2 2 y 122 
3 2 1 2 y 212 
4 2 2 1 y 221 
 
After the orthogonal test is completed, the effect of various 
factors on wind power ramps can be quantitatively analyzed as 
follows: 
Assume jmK  as the mean value of power ramp when the 
factor j is at its mth grade, then its range value for different 
grades can be calculated. 
Define Rj as the range of jmK  for factor j: 
),,min(),,max( 2121 jmjjjmjjj KKKKKKR        (13) 
Rj reflects the impact strength of factor j on the wind power 
ramp; the larger Rj, the larger the difference in ramp values at 
its different grades, indicating the greater influence of factor j 
on the wind power ramps. In this way, the various factors can 
be ranked in terms of effect strength according to Rj. 
Step 5 (Ramp prediction with SVM): A number of important 
factors are taken from the data as the inputs to the SVM to 
predict the wind power ramp events (the inputs number can be 
determined according to the specific case). 
The schematic diagram of the proposed forecasting model is 
depicted in Fig. 1. 
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Fig. 1:  Flow diagram of OT-SVM 
III.  CASE STUDY 
Three cases in this section were applied to illustrate the 
proposed model; the first case of which is presented in detail, 
and the other two are briefly introduced in the last part of this 
section. 
A wind farm in Northern China has been used in Case 1 
with the measured power and predicted meteorological data 
from NWP (Numerical Weather Prediction) from 1st January, 
2014 to 31st December, 2014 with a time interval of 10 
minutes. The meteorological information includes wind speed, 
wind direction, temperature, pressure, and relative humidity. 
A.  Data processing 
From the 5 meteorological parameters obtained in Case 1 
(wind speed, wind direction, temperature, pressure, and 
relative humidity), 25 meteorological parameters were 
available as the inputs of the prediction model, including 5 
original parameters and 20 ( 2054  u ) additional ones 
obtained by formulae (8) - (11).  
B.   Models comparison 
In addition to the Orthogonal Test (OT), there are some 
other methods of factor analysis.  Currently, the most common 
factor analysis methods are: Correlation Coefficient Analysis, 
Grey Correlation Degree Analysis, and Principle Components 
Analysis. To test the effectiveness of the proposed OT-SVM 
model, these three other methods have been applied for 
comparison purposes as follows:  
z S-SVM (Spearman-Support Vector Machine): uses the 
spearman correlation to select the parameters most related to 
the ramp series as the inputs of SVM, and then predicts the 
future ramp values based on SVM. 
z GCD-SVM (Grey Correlation Degree-Support Vector 
Machine): uses the grey correlation to select the parameters 
most related to the ramp series as the inputs of SVM, and then 
predicts the future ramp values based on SVM. 
z PCA-SVM (Principal Components Analysis--Support 
Vector Machine): uses PCA to identify the principal 
parameters among all the given meteorological parameters, 
and then predicts the future ramp values based on SVM with 
these principal parameters as the inputs. 
It is clear that the only difference among these models lies in 
the input selection technique, making them easy to compare. 
C.  Evaluation indices 
In contrast to wind power forecasting, RMSE (Root Mean 
Square Error) cannot capture the sudden change of wind 
power effectively, and so cannot reflect the accuracy of wind 
power ramp event identification properly. In this case, three 
evaluation indices aimed at ramp events forecasting are 
applied: FA (Forecast Accuracy), RC (Ramp Capture) and CSI 
(Critical Success Index), and a new evaluation index MAI 
(Mean Accuracy Index) is proposed [36].  
Among the indices mentioned above, FA, RC, and CSI are 
defined, based on three outcomes of each observed/predicted 
ramp events as percentages: 
z TF (True Forecast): a ramp event is observed and predicted 
within a specific time interval. 
z FF (False Forecast): a ramp event is predicted but not 
observed. 
z MR (Missed Ramp): a ramp event is observed but not 
predicted. 
 
Henceforth, the definitions are as follows: 
MRTF
TFRC                                 (14.a) 
FFTF
TFFA  
                              (14.b) 
MRFFTF
TFCSI  
                          (14.c) 
RC and FA can reflect the hit percentage of the observed 
ramps and the correct percentage of the predicted ramps, 
respectively. In general, there is an inverse relationship 
between RC and FA, meaning that the highest RC and FA 
cannot be achieved at the same time, and neither of them can 
be used to indicate the accuracy of ramp events forecasting 
alone. Compared to RC and FA, CSI can assess the accuracy 
of ramp events forecasting more comprehensively, which 
considers both the false and missed ramps. However, it is 
affected much more severely by the lower values of RC and 
FA. To overcome this problem, a new accuracy evaluation 
index MAI (Mean Accuracy Index) has been proposed: 
)(
2
1 FARCMAI                                 (15) 
D.  Result analysis 
The importance order of 25 parameters obtained through 
OT-SVM, S-SVM, and GCD-SVM are shown in table Ċ (for 
the PCA-SVM model, the most dominant parameters can be 
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obtained, but their importance order cannot be seen after 
coordinate transformation).  
 
TABLE Ċ 
IMPORTANCE ORDER OF 25 METEOROLOGICAL PARAMETERS OBTAINED IN 
EACH MODEL 
(In this table, V, D , T, H, P refer to wind speed, wind direction, 
temperature, relative humidity and pressure, respectively. M , 
M , RM , and M'  refer to original value, mean value, standard 
deviation, range value and fist difference value, respectively. The 
numbers indicate the order of importance) 
 
Mode l OT-SVM 
S-
SVM 
GCD-
SVM Model 
OT-
SVM 
S-
SVM 
GCD-
SVM 
v 17 1 6 RT  3 11 20 D  20 3 4 RH  7 14 15 
P 18 25 13 sdv  1 7 16 
T 24 21 17 sdD  10 18 23 
H 22 19 8 sdP  15 9 25 
v  16 2 5 sdT  5 12 21 
D  19 4 3 sdH  8 13 18 
P  12 24 2 v'  2 16 17 
T  25 22 19 D'  21 15 12 
H  23 20 10 P'  13 5 1 
Rv  6 6 14 T'  9 22 11 
RD  11 17 22 H'  4 10 9 
RP  14 8 24 - - - - 
 
It is shown in Table Ċ that the fluctuation features of the 
meteorological parameters have a great effect on wind power 
ramps, which could be useful in wind power ramp prediction. 
Different importance orders are obtained for the 25 
meteorological parameters in different models.  
To compare their effectiveness, the first few factors obtained 
in each model were selected as the inputs to the SVM to 
predict the ramp events, and the results are summarized in 
Table III with 12 hours forecasting resolution. Due to that the 
input number also has an effect on the prediction accuracy, the 
effective of these models were compared with 8, 9, and 10 
inputs, respectively. 
 
TABLE III 
RAMP EVENTS PREDICTION WITH 12H-RESOLUTION 
input Index RC (%) FA (%) CSI (%) MAI (%) 
8 
inputs 
OT-SVM 98.6 93.6 92.4 96.1 
S-SVM 92.0 95.8 88.5 93.9 
GCD-SVM 95.4 94.6 90.5 95.0 
PCA-SVM 86 96.5 83.4 91.3 
9 
inputs 
OT-SVM 98.6 93.6 92.4 96.1 
S-SVM 93.7 98.1 89.4 95.9 
GCD-SVM 96.0 94.4 90.8 95.2 
PCA-SVM 91.2 96.4 88.2 93.8 
10 
inputs 
OT-SVM 99.2 93.9 93.2 96.6 
S-SVM 92.0 95.3 88.0 93.7 
GCD-SVM 96.9 94.1 91.4 95.5 
PCA-SVM 87.5 93.9 82.7 90.7 
 
It is shown in Table III that there is an obvious difference of 
the forecasting accuracy among these four models. The 
comprehensive evaluation indices (CSI and MAI) are highest 
for the OT-SVM model with different input numbers. With all 
these input numbers, OT-SVM has higher RC value than FA, 
showing that it has less chance to miss the real ramp event than 
capture a false ramp event.  
Besides, the optimal input number for the models above is 
different, for achieve the highest accuracy of ramp events 
forecasting. OT-SVM and GCD-SVM have the highest 
forecasting accuracy with 10 inputs, while S-SVM and PCA-
SVM have highest accuracy with 9 inputs. It means that there 
is no positive relationship between the accuracy and input 
number, so the optimal input number needs to be determined 
based on the specific forecasting models. 
 
To further compare the forecasting effectiveness of these 
four methods for ramp events, figure 2 (a) and figure 2 (b) 
depict the comprehensive evaluation index CSI and MAI for 
ramp events forecasting under different time resolutions with 
12 inputs, respectively. 
 
 
Fig. 2 (a): CSI for different forecasting methods under different 
resolution 
 
 
Fig. 2 (b): MAI for different forecasting methods under different 
resolution 
 
Fig. 2 shows that with the increase of time resolution from 
0.5 hour to 24 hours, the comprehensive evaluation indices 
values (CSI and MAI) have both improved for all the four 
methods. 
From the distribution of CSI and MAI, it can be seen that 
under each resolution, OT-SVM has the highest accuracy for 
ramp events forecasting, demonstrating that OT can better 
determine the key factors of wind power ramp events and 
select the suitable inputs for the SVM model, so as to improve 
its accuracy. And OT-SVM has the most obvious advantage 
over other methods for a time resolution of 12 hours. Besides, 
the CSI and MAI have the similar tendency to change with the 
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time resolution increases for all the models, indicating that the 
proposed MAI can be used as the additional evaluation index 
for ramp events forecasting. 
 
To further verify the effectiveness of OT-SVM, data from 
two other wind farms was used, which are located in the north 
and east of China, respectively.  The measured power and 
NWP predicted meteorological data used in Case 2 and Case 3 
were from 1st January, 2011 to 31st December, 2011 and 1st 
May, 2011 to 30th April, 2011, respectively, with a time 
interval of 5 minutes. The forecasting results of these two 
cases were shown in table IV. 
 
TABLE IV 
(A) RAMP EVENTS PREDICTION (CASE 2) 
Resolution OT-SVM S-SVM GCD-SVM PCA-SVM 
6h CSI 87.0% 74.9% 86.8% 86.8% 
MAI 93.5% 87.5% 93.4% 93.4% 
12h CSI 98.3% 89.0% 98.1% 98.2% 
MAI 99.2% 94.5% 99.0% 99.1% 
 
(B) RAMP EVENTS PREDICTION (CASE 3) 
Resolution OT-SVM S-SVM GCD-SVM PCA-SVM 
6h CSI 71.4% 66.3% 69.1% 69.2% 
MAI 85.7% 83.1% 84.6% 84.6% 
12h CSI 90.9% 85.7% 90.0% 90.0% 
MAI 95.5% 92.5% 94.9% 95.0% 
 
It is shown in table IV that for Case 2 and Case 3, OT-SVM 
still has a higher CSI and MAI than other models with different 
time resolutions, demonstrating the advantage of OT-SVM in 
power ramps forecasting.  
From all the cases above, it can be seen that the forecasting 
accuracy of wind power ramps is different for the different 
wind farms, which is caused by the different errors brought by 
NWP. Besides, it should be noted that in Case 2 and Case 3, 
only the predicted wind speed and wind direction data were 
SURYLGHG WKDW¶V ZK\ WKH DGYDQWDJH RI 27-SVM over other 
models were not as obvious as Case 1. 
 
IV.  CONCLUSIONS 
In this paper, a hybrid forecasting model OT-SVM is 
presented for power ramp events, and a novel evaluation index 
is also presented. The feasibility and effectiveness of the 
proposed model was illustrated with three wind farms in China. 
The main conclusions are drawn as follows: 
(1) Compared to the other three models, OT-SVM has the 
highest accuracy for ramp events forecasting with different 
input numbers in all the wind farms. 
 (2) With the increase of time resolution from 0.5 hour to 24 
hours, the forecasting accuracy can be improved for each 
method. And OT-SVM has the highest accuracy at each time 
resolution, demonstrating that OT can determine the key 
factors of wind power ramp events among these four factors 
analysis methods, in order to select the optimal inputs of SVM. 
(3) The proposed forecasting evaluation index MAI (Mean 
Accuracy Index) can assess the accuracy of ramp events 
prediction comprehensively and accurately, considering both 
the missed ramps and false ramps, which can be used as a 
supplementary index for CSI.  
(4) The ramp events are not only affected by the 
meteorological parameters themselves but also by their 
variation characteristics. More meteorological information is 
necessary to improve their forecasting accuracy. 
The proposed model is generally applicable and not 
constrained to specific geographical and meteorological 
conditions, making it possible to guarantee the accuracy of 
wind power ramps forecasting for different wind farms, in 
order to provide valuable information and assist the operation 
of power systems with high wind penetrations. 
The future work is focused around the application of better 
definitions of wind power ramps in order to detect and forecast 
complex patterns. In order to provide more detailed 
forecasting information for the power system, one feasible 
method is to use multiple-scale detections (models of different 
resolutions) to yield more accurate and dependable results. 
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