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Abstract
This paper presents a robust human-robot communication system using natural language for HARMS (Human, Agent, Robot,
Machine, Sensor). HARMS is a unique model designed for multi-agent systems. The human-robot communication system focuses
speciﬁcally on allowing humans to easily and naturally communicate with other agents in the multi-agent system. The commu-
nication system uses specially designed algorithms that can accept any input, classify the input as one of the three message types
in HARMS, and interpret the input to machine readable commands to be transmitted to other agents. The communication system
is robust because it does not rely on a speciﬁc set of input (i.e. direct commands) or syntax. The user does not need any prior
training and can communicate with the system naturally. Tests were performed on the system for each of the three sentence types
(imperative, interrogative, and declarative) with an overall accuracy of 96.6%.
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1. Introduction
This paper introduces a step in developing a robust, natural communication system for a HARMS (Human, Agent,
Robot, Machine, Sensor) multi-agent system. The concept behinds HARMS1,2 is a unique model integrating humans,
agents, robots, machines, and sensors into an indistinguishable and ubiquitous3,4,5,6 multi-agent system. A HARMS-
based software system7 was recently implemented in a ﬁre-ﬁghting multi-agent system8,9,10,11 that tested the HARMS
communication protocol, which uses three message types: command, query, and notiﬁcation. The ﬁre-ﬁghting sce-
nario implemented an intuitive interaction system8 that used speech-to-text translation and a simple sentence parsing
system. The interaction system was built to only recognize certain commands. The robust communication system
builds on to the previous implementation of human interaction with the multi-agent system. Experimentation re-
vealed that speech-to-text technology resulted in the most errors within communication systems8,12. Therefore, to
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test the robustness of the communication system introduced in this paper prior to adding the additional uncertainty of
speech-to-text, a text input system was used.
1.1. Natural Language Processing
Humans communicate using languages that have evolved over centuries. As cultures have grown and evolved, the
vocabulary and structure of the language has evolved with them. Humans have developed languages that are able
to express simple observations, complex abstract concepts, and almost anything else the human mind can imagine.
Robots, however, are programmed using languages that are only decades old. Computer languages were built to be
eﬃcient and practical. Relative to robots, human languages contain many unnecessary elements.
Human-robot communication is not a new concept. Researchers started developing state-based13,14,15,16 or spatial-
based14 communication. Ontologies17 were used to make the dialogue more robust. More recently, researchers have
built on top of the more primitive communication to develop more natural communication18 using methods similar to
the method introduced in this paper.
This research uses the output given from the Stanford Natural Language (NL) parser that is provided by The
Stanford Natural Language Processing Group19. Speciﬁcally, this research uses factored parser to parse the user input
into a parts-of-speech tree20 and the Stanford dependencies representation21,22 as the starting point for the interpretive
algorithm. A parser analyzes sentences to ﬁgure out their grammatical, or syntactic, structure of each sentence.
The dependencies provide the grammatical relationships between the words in the sentence. Detailed information
about Stanford dependencies and what the dependency relationships are can be found in the Stanford dependencies
manual23.
2. Methodology
The communication system begins when a human user gives input into the system. Figure 1 shows an overview
of the system architecture. Because of the system’s robust nature, the user is unrestricted in the type of input she or
he can put into the system. Relative to machine languages, natural language can be viewed as the latest and greatest
car model with all the best features when all that is needed is a frame, motor, and four wheels. To make the simplest
motorized vehicle from the greatest car model, ﬁrst it must be disassembled and all of the parts labeled (i.e. door,
steering wheel). In order to reassemble the parts into a simple, useful mechanism, the mechanic should make a list
of what parts are dependent on each other and how (i.e. the wheels need axils to stay together). Similarly, the text is
parsed by the Stanford Natural Language parser, which returns a parts-of-speech tree20 and a dependencies list 22.
Now, let us consider that the mechanic was ﬁred and replaced with a very inexperienced intern. The intern has no
idea if the large pile of parts belongs to motorcycle, SUV, or an airplane. The intern must use the parts to determine
what the type of vehicle the pile of parts belongs to in order to ﬁgure out the best way to build the simple mechanism.
Once the intern has determined what type of vehicle the parts belong to, he or she can use the dependencies list to ﬁgure
out how to put the parts together in a simple, practical way. Similarly, the parts-of-speech tree is passed to the sorter to
determine if the sentence type is imperative (command), interrogative (query or command), or declarative (command
or notiﬁcation). Once the sentence type is determined, the dependencies are used by the individual sentence type class
to get the right parts, or words in this case, from the original message and reassemble the words into a much simpler
message. The message is labeled with its corresponding message type and sent through to the HARMS system.
2.1. Sentence Sorter
The sentence sorter takes the parts-of-speech trees given by the Stanford NL parser to determine which category
of sentence the user input belongs to, much like a motorcycle, SUV, or airplane can be determined by looking at what
parts they do or do not contain. For example, a pile of motorcycle parts will only contain two wheels (as opposed to
four for the SUV) and will not have any outside structure (i.e. doors or wings). The sorter determines sentence type
as follows: If the sentence contains a noun phrase at the beginning, then it is declarative. If the sentence contains a
question mark, then it is interrogative. All other sentences must be imperative.
Figure 2 shows examples of imperative, interrogative, and declarative parts-of-speech trees that are given from the
Stanford NL parser. Each parts-of-speech tree for the respective sentence type gets progressively more convoluted,
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Fig. 1. (a) User input is passed to parser. (b) Sorter determines sentence type. (c) Dependency list is interpreted and the appropriate words are
extracted. (d) Words are recieved from interpreter and message is assembled. (e) Message is labeled and passed to HARMS system.
Fig. 2. (a) Example of an imperative parts of speech tree; (b) Example of interrogative parts of speech tree; (c) Example of declarative parts of
speech tree.
even without any additional information, such as location or description of the object. The list of dependencies for
each type of sentence diﬀers in the same way. The more vehicle parts a pile contains, the more important it is to rely
on the dependencies to ﬁgure out how to put the right parts back together in a usable and practical way.
2.2. Dependencies Interpreter
Going back to the automobile analogy, the dependency interpreter is an assistant to the intern. The assistant cleans
and organizes the vehicle parts into neat, easy to see piles. When the intern needs a part, she or he calls the assistant.
The intern describes the function that the part needs to accomplish and hands the assistant the list of dependencies.
The assistant goes to the pile of parts, looks for the right one, picks it out of the pile, and brings it back to the intern. In
the same way, the dependencies interpreter processes and organizes the dependency list and waits for a word request
from the sentence classes (imperative, interrogative, or declarative).
The type of dependency used to get each word diﬀers by what sentence type the input belongs to. Each sentence
class uses diﬀerent types of dependencies to extract words that may serve the same function in the resulting output.
Figure 3 show examples of a dependencies list for imperative, interrogative, and declarative sentence types. Similarly,
a motorcycle, SUV, or airplane may have diﬀerent parts that perform the same function. For example, to perform the
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Fig. 3. (a) Example of a dependencies list for an imperative sentence; (b) Example of a dependencies list for an interrogative sentence; (c) Example
of a dependencies list for a declarative sentence.
function of controlling the movement of the vehicle, a motorcycle has handlebars, an SUV has a steering wheel, and
an airplane typically has a combination of a yoke and rudder pedals. Each sentence class will be described in more
detail in the following sections.
2.3. Imperative Sentence Class
The imperative grammatical structure is used strictly for giving commands, orders, warnings, or instructions. They
are the most syntactically simple type of sentence. Imperative sentences are the motorcycles of vehicle classes. The
grammatical structure can be characterized simply as always starting with a verb. Imperative sentences can be as
simple as “Look!” or as complicated as “Bring me the turkey sandwich from the top shelf of the refrigerator in the
garage.”
Imperative sentences are always classiﬁed as command message types for HARMS. In most cases, the action and
the object of the command can be found using the direct object dependency. For sentences that only contain a one
word command (i.e. “Walk.” or “Move.”), the root dependency23 is used. Special types of commands do not contain
direct objects. Instead, the command relies on a prepositional phrase, such as “in here” or “over there.” For these
types of commands, the preposition dependency is used to get the object for the command.
The imperative class does the following:
• Adds any additional information (modiﬁers or locations) to an array to store in case additional information is
requested.
• Gets the action and object words and adds it to the ﬁrst and second array index of the command, respectively.
• If the command is not complete (lacking either the action or object), it checks if there is a preposition depen-
dency.
• If a preposition dependency does not exist, it assumes that the sentence is a one word command and adds the
word from the root dependency into the action location of the command.
• Else if a preposition dependency does exist, it adds the object to the command using the preposition dependency.
Most native English speakers often use pronouns (i.e. “it” or “them”) instead of repeating words. For example,
“The front door is open. Close it.” If a pronoun is used in the input, the imperative class will search for any previously
stored information and replace the pronoun with the correct word in the resulting command. Using the previous
example, instead of returning “close it” as the command, “it” will be replaced with “door” in the ﬁnal command that
is transmitted to the HARMS system.
2.4. Interrogative Sentence Class
The interrogative grammatical structure is used for queries, requests, or commands in the form of a question. These
types of sentences are more diﬃcult to handle than the imperative sentences, but are not as complex as declarative
sentences. The interrogative sentence is the SUV of sentence classes. SUVs tend to look similar and have generally
the same features with some slight modiﬁcations, depending on the make and model of the SUV.
Interrogative sentences can be separated into three categories: Auxiliary questions, queries, and existential ques-
tions. Auxiliary questions are commands in the form of a question. These types of questions are characterized by
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beginning with “will” or “can.” For example, “Will you get me a sandwich?” The command for these types of ques-
tions is extracted using the auxiliary dependencies. The object is extracted using direct object dependency. These
types of questions are labeled as commands to be transmitted to HARMS.
Queries are the “what,” “when,” “where,” “how” types of questions. Each query type is handled diﬀerently because
the action and object diﬀers depending on the question. Table 1 contains each question type, the action word used,
and the dependency used to ﬁnd the object of the request. Query type questions are labeled as query message types in
the HARMS communication protocol.
Table 1. Queries.
Question word Action word Dependency used to get object word
Where Find copula or noun subject
What Retrieve information about noun subject
How Look up how to direct object or modiﬁer
When Retrieve information about noun subject
Why Look up why noun subject and verb
Existential questions ask about the existence of someone or something. These types of questions are characterized
by the use of the words “are” or “is.” The questions “Is it raining outside?” and “Are there any drinks in the refriger-
ator?” are both examples of existential questions. The command for these questions types is always “Check if” and
the object is extracted using a combination of the noun subject and copula dependencies23.
Similar to the imperative class, the interrogative will also search through previously stored information to replace
any pronouns that are used in the input to return the appropriate command. The interrogative class also replaces “you”
or “me” in the command with the appropriate alternative. For example, a person may speak directly to a robot and ask
“Are you listening to me?” The resulting command for the robot should be “Check if listening to you,” where “you”
is referring to the person speaking.
2.5. Declarative Sentence Class
Declarative sentences are the most syntactically complex sentences. A declarative sentence is anything that is in
the form of a statement. That includes commands that are written in statement form (i.e. “I would like you to bring
me a sandwich.”) or sentences that only contain information (i.e. “The dog is dirty.”). In other words, a declarative
sentence is the airplane in our vehicle analogy. An airplane can be a ﬁghter jet or a passenger plane. Jets and passenger
planes are both airplanes, but they each have a diﬀerent purpose. A commercial airliner cannot put passengers on a
ﬁghter jet nor would the military use a passenger plane to shoot down enemies. Similarly, the two types of declarative
sentences must be handled diﬀerently, depending on their function.
The declarative class ﬁrst checks for the existence of an xcomp dependency23 in the dependency list. If it does
exist, then the input is a command. Extracting the action and object word from a declarative sentence is slightly more
complicated than imperative sentences. Figure 3 (a) and (c) show a comparison of dependency lists for an imperative
and declarative sentence. The imperative only has one set direct object dependencies. The declarative list, however,
has multiple direct object dependencies because a declarative sentence often contains more than one verb and one
noun, which can result in confusion. The xcomp dependency is used to extract the action word to avoid extracting
the incorrect verb from the input. According to experimental data in the development of the communication system,
a higher rate of accuracy is obtained by using the xcomp dependency instead of the direct object. These types of
sentences are labeled as commands and transmitted through the HARMS communication protocol.
If the xcomp dependency23 does not exist, the input is most likely informative. The information is extracted and
stored in an array for later use. If information is requested, the output is labeled as a notiﬁcation message type and is
transmitted through the HARMS communication protocol.
Similarly to the imperative and interrogative classes, the declarative class replaces pronouns with the appropriate
noun. Parsing through natural language is not perfect. Natural language can sometimes be ambiguous or unclear.
Ambiguous sentences may result in a parser error. Because of the sorting algorithm, any parser errors are sorted as
declarative sentences. For that reason, the declarative class checks for and handles any parser errors.
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3. Experiments
Three separate experiments were performed on the robust communication system. Each experiment consisted of
50 test cases. Each test case was one or two sentences that a real user might give as input to a HARMS system.
Experiment I tested imperative sentences. Experiment II tested interrogative sentences. The test cases for Experiment
I and II were one sentence each. Experiment III tested declarative sentences. Test cases for Experiment III consisted
of one or two sentences. Since informational sentences are stored by the system until needed, each informational
sentence was immediately followed by another sentence (in any form) to test how well the system used the stored
information. Examples of test cases for each experiment are shown in Table 2.
Table 2. Examples of test cases.
Imperative Interrogative Declarative
Bring me a sandwich Will you ﬁnd my keys? I would like you to sweep the ﬂoor.
Find the red ball. Can you answer the door? I want you to walk the dog.
Walk the dog. What is the temperature? The keys are missing. Find them.
Clean the oven. When is my next meeting? I spilled my drink. Will you mop it up?
Table 3. Examples of output that is considered correct or incorrect.
Input Output Correct or not correct
Bring me a sandwich Command: Bring sandwich Correct
Will you bring me a sandwich? Command: Bring sandwich Correct
I want you to bring me a sandwich. Command: Want you Incorrect - this is not the intended command from this input
I want you to bring me a sandwich. Command: Bring sandwich Correct
The results were analyzed for accuracy. Accuracy for each experiment was determined by taking the number of
correct results over the total number of test cases. A result is considered correct if the resulting command or query
contains the intended action and object. The results were checked by a human to determine if the appropriate action
and object words were returned. Table 3 shows examples of input, output, and what is or is not considered correct.
4. Results and Discussion
Table 4. Experimental results.
Experiment Correct Accuracy (%)
Experiment I - Imperative 50 100
Experiment II - Interrogative 47 94
Experiment III - Declarative 48 96
Overall 145 96.6
The results of the experiments are shown in Table 4. The imperative sentence type resulted in a 100% accuracy rate,
which is unsurprising because the imperative grammatical structure is very simple. Interrogative sentence structure
resulted in a 94% accuracy rate. Declarative sentences had an accuracy of 96%. The overall accuracy for the combined
experiments was 96.6%.
Analysis of the experiments was most interesting for interrogative sentences. The communication system fails to
handle questions that use the word “it” when “it” is not being used as a pronoun (i.e. “What time is it?”), because of
125 Amy R. Wagoner and Eric T. Matson /  Procedia Computer Science  56 ( 2015 )  119 – 126 
the way the classes ﬁnd and replace pronouns. The interrogative class is also unable to handle questions where the
grammatical structure is reversed. For example, a person can ask “Will you hand me that ball?” or “Hand me that
ball, will you?” Both structures are grammatically correct in the English language.
5. Conclusion and Future Work
This paper presented a step in the development of a robust human-robot communication system for HARMS. The
communication system accepts any text input from a user, parses it using the Stanford parser, and extracts the correct
words to reassemble into a command, query, or notiﬁcation. The system was tested in three separate experiments.
The overall accuracy rate for the system is 96.6%. The system does have limitations that need to be improved before
it progressing into the next stage of development.
Future work includes changing the sorting mechanism. The sorter currently relies on correct punctuation for
questions. That will fail when speech-to-text is implemented. The system is currently unable to handle any compound
sentences. Future work will improve the system’s ability to process compound sentences. The next step of progression
will be to add an ontology and lexicon to introduce semantics to the system.
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