An efficient, practical, portable mapping technique on computational grids by Phinjaroenphan, P
An Efficient, Practical, Portable Mapping Technique on
Computational Grids
A thesis submitted in fulfilment of the requirements for
the degree of Doctor of Philosophy
Panu Phinjaroenphan
B.Eng., M.App.Sci.
School of Computer Science and Information Technology
Science, Engineering and Technology Portfolio
RMIT University
October 2006
Declaration
I certify that except where due acknowledgement has been made, the work is that of the
author alone; the work has not been submitted previously, in whole or in part, to qualify
for any other academic award; the content of the thesis is the result of work which has been
carried out since the official commencement date of the approved research program; and, any
editorial work, paid or unpaid, carried out by a third party is acknowledged.
Portion of the material in this thesis also appeared in
• P. Phinjaroenphan, S. Bevinakoppa, and P. Zeephongsekul, An Algorithm to Predict
Reliability of a Grid node, 11th ISSAT International Conference on Reliability and
Quality in Design, pages 37-41, St. Louis, Missouri, USA, August 2005.
• P. Phinjaroenphan, S. Bevinakoppa, and P. Zeephongsekul, A Method for Estimating
the Execution Time of a Parallel Task on a Grid Node, in P.M.A. Sloot, A.G. Hoekstra,
T. Priol, A. Reinefeld, and M. Bubak, editors, Advances in Grid Computing – EGC
2005: European Grid Conference, Amsterdam, the Netherlands, 14-16 February 2005,
LNCS 3470, pages 226-236.
• P. Phinjaroenphan, S. Bevinakoppa, and P. Zeephongsekul, A Heuristic Algorithm
for Mapping Parallel Applications on Computational Grids, in P.M.A. Sloot, A.G.
Hoekstra, T. Priol, A. Reinefeld, and M. Bubak, editors, Advances in Grid Computing
– EGC 2005: European Grid Conference, Amsterdam, the Netherlands, 14-16 February
2005, LNCS 3470, pages 1086-1096.
Panu Phinjaroenphan
School of Computer Science and Information Technology
RMIT University
October 2006
ii
Acknowledgments
I thank Patcharee, Kijja, Sasrikarn, Buabuen, Prangbua, Thanita, and Rarm Phinjaroen-
phan for their endless support. In addition, I thank Dr. Savitri Bevinakoppa and Professor
Panlop Zeephongsekul for their advice about research and life, and I thank Alex Rosen-
berg, Saravanan Dayalan, and Graeme White for their proof-reading. Last but certainly not
the least, I thank Victorian Partnership for Advanced Computing for funding this research
project.
Contents
Abstract 1
1 Introduction 2
1.1 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Research Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2 Background and Related Work 10
2.1 Background of the Mapping Problem . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.1 Parallel Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2 Parallel Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
Symmetric Multi-processors (SMP) . . . . . . . . . . . . . . . . . . . . 18
Massively Parallel Processors (MPP) . . . . . . . . . . . . . . . . . . . 18
Clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
Computational Grids . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.1 Graph-based Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.2 Reality-based Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2.3 Simulation-based Studies . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3 GMap Simulator 39
3.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2 GMap Simulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.1 Layer 1: Java Virtual Machine (JVM) . . . . . . . . . . . . . . . . . . 42
3.2.2 Layer 2: Mapping Problem . . . . . . . . . . . . . . . . . . . . . . . . 43
iii
CONTENTS iv
Grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
Parallel Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
Built-in Parallel Applications . . . . . . . . . . . . . . . . . . . . . . . 57
3.2.3 Layer 3: Mapper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.2.4 Layer 4: User Interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4 A Reliability Prediction Algorithm and a Predictor 65
4.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.2 The Reliability Prediction Problem . . . . . . . . . . . . . . . . . . . . . . . . 68
4.3 The Reliability Prediction Algorithm . . . . . . . . . . . . . . . . . . . . . . . 69
4.3.1 Exponential Smoothing Functions and Holt-Winters (HW) Algorithm 69
4.3.2 Estimation of the Smoothing Parameters . . . . . . . . . . . . . . . . 71
Levenberg-Marquardt (LM) Algorithm . . . . . . . . . . . . . . . . . . 72
4.4 The Predictor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.5.1 Experiments with Actual Nodes . . . . . . . . . . . . . . . . . . . . . 76
The Proposed Algorithm Versus Network Weather Service . . . . . . . 77
Multiple Step Ahead Prediction . . . . . . . . . . . . . . . . . . . . . . 79
4.5.2 Experiments with Simulated Nodes . . . . . . . . . . . . . . . . . . . . 81
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5 Execution Time Estimation Methods and an Estimator 88
5.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.2 The Execution Time Estimation Problem . . . . . . . . . . . . . . . . . . . . 90
5.3 Execution Time Estimation Methods . . . . . . . . . . . . . . . . . . . . . . . 91
5.3.1 Attributes within Mapping Conditions . . . . . . . . . . . . . . . . . . 91
Mapping Conditions of Master Tasks . . . . . . . . . . . . . . . . . . . 93
Mapping Conditions of Worker Tasks . . . . . . . . . . . . . . . . . . 93
Mapping Conditions of Cartesian Tasks . . . . . . . . . . . . . . . . . 94
5.3.2 K-nearest-neighbour Smoothing (K-nn Smoothing) . . . . . . . . . . 95
5.3.3 K-nearest-neighbour (K-nn) . . . . . . . . . . . . . . . . . . . . . . . 97
5.3.4 Adaptive K-nearest-neighbour (Adaptive K-nn) . . . . . . . . . . . . 97
5.3.5 One-nearest-neighbour (One-nn) . . . . . . . . . . . . . . . . . . . . . 99
CONTENTS v
5.3.6 Adaptive One-nearest-neighbour (Adaptive One-nn) . . . . . . . . . . 100
5.4 The Estimator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.5.1 The Estimation Performance of the Estimation Methods . . . . . . . . 102
5.5.2 The Estimation Performance of the Estimator . . . . . . . . . . . . . . 104
5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6 Speed Up Nearest-neighbour Search 111
6.1 K-d Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.1.1 K-d Tree Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.1.2 Nearest-neighbours Search . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.2 Extensions to K-d Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.2.1 Border Knowledge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
The Performance of Nearest-neighbour Search in K-d Tree with Border
Knowledge . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
The Performance of Nearest-neighbour Search in Height Balanced K-d
Tree with Border Knowledge . . . . . . . . . . . . . . . . . . 118
6.2.2 Dual Discriminators . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
The Performance of Nearest-neighbour Search in Height Balanced Dual-
discriminator K-d Tree with Border Knowledge . . . . . . . 123
6.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
7 Quick-quality Map Algorithm and a Mapper 126
7.1 Mapping Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
7.1.1 Min-min . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
7.1.2 Max-min . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
7.1.3 Genetic Algorithms (GA) . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.1.4 Simulated Annealing (SA) . . . . . . . . . . . . . . . . . . . . . . . . . 133
7.1.5 Tabu Search (TS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
7.1.6 Quick-quality Map (QM) . . . . . . . . . . . . . . . . . . . . . . . . . 137
7.2 The Mapper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
7.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
7.3.1 Mapping on Reliable Resources . . . . . . . . . . . . . . . . . . . . . . 140
7.3.2 Mapping on Unreliable Resources . . . . . . . . . . . . . . . . . . . . . 141
CONTENTS vi
7.3.3 Reliable or Unreliable Resources?, and Benefits of Grids . . . . . . . . 150
7.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
8 Conclusion and Future Work 154
8.1 GMap Simulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
8.2 A Reliability Prediction Algorithm and a Predictor . . . . . . . . . . . . . . . 155
8.3 Execution Time Estimation Methods and an Estimator . . . . . . . . . . . . 156
8.4 Quick-quality Map Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
8.5 An Efficient, Practical, Portable Mapper . . . . . . . . . . . . . . . . . . . . . 157
8.6 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
8.6.1 Improvements on GMap . . . . . . . . . . . . . . . . . . . . . . . . . . 157
8.6.2 A Grid Portal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
A Partial Derivatives of Exponential Smoothing Functions 161
A.1 Partial Derivatives of Eq (4.1) . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
A.2 Partial Derivatives of Eq (4.2) . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
A.3 Partial Derivatives of Eq (4.3) . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
Bibliography 165
List of Figures
1.1 The role of a mapper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1 The solution space of the mapping problem . . . . . . . . . . . . . . . . . . . 11
2.2 The topology of the program given in Table 2.1 run with two tasks . . . . . . 13
2.3 Variants of master-worker and Cartesian topologies . . . . . . . . . . . . . . . 14
2.4 The architecture of an SMP housing four processors . . . . . . . . . . . . . . 18
2.5 The architecture of an MPP . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.6 The architecture of a dedicated cluster . . . . . . . . . . . . . . . . . . . . . . 20
2.7 TIG versus DAG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.8 Two common graphs used to study the mapping problem . . . . . . . . . . . 25
2.9 An example of graph coarsening. . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.10 The architecture of Nimrod/G. . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1 The components of GMap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2 The architecture of a simulated computational Grid . . . . . . . . . . . . . . 44
3.3 Changes in the performance of a simulated link . . . . . . . . . . . . . . . . . 45
3.4 The architecture of a simulated Grid with details of links . . . . . . . . . . . 46
3.5 The architecture of a simulated organisation . . . . . . . . . . . . . . . . . . . 47
3.6 The execution mechanism within single-processor nodes . . . . . . . . . . . . 48
3.7 The execution mechanism within multi-processor nodes (soft affinity) . . . . . 48
3.8 The execution mechanism within multi-processor nodes (hard affinity) . . . . 49
3.9 The default active probability . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.10 The architecture of a cluster and a cluster of clusters . . . . . . . . . . . . . . 53
3.11 Common variants of master-worker topologies . . . . . . . . . . . . . . . . . . 54
3.12 Common variants of Cartesian topologies . . . . . . . . . . . . . . . . . . . . 54
3.13 Possible inter-task communication patterns of the program given in Table 3.2 55
vii
LIST OF FIGURES viii
3.14 The problem domain and topology of Integration . . . . . . . . . . . . . . . . 57
3.15 The problem domain and topology of Minimum Spanning Tree . . . . . . . . 58
3.16 The problem domain and topology of Simple Matrix-matrix Multiplication . 58
3.17 The problem domain and topology of Odd-even Sort . . . . . . . . . . . . . . 59
3.18 The problem domain and topology of Cannon’s Matrix-matrix Multiplication 60
3.19 The problem domain and topology of Heat Distribution . . . . . . . . . . . . 60
3.20 The main user interface of GMap . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.1 The role of a predictor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.2 The solution space of the smoothing parameters . . . . . . . . . . . . . . . . . 74
4.3 The architecture of the predictor . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.4 RMSEs of one step ahead prediction . . . . . . . . . . . . . . . . . . . . . . . 78
4.5 The percentages of times . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.6 The reliability data of computers experimented with . . . . . . . . . . . . . . 80
4.7 RMSEs of one, ten, twenty, and thirty step ahead prediction . . . . . . . . . . 81
4.8 The numbers of nodes Predictors I & II identified as reliable nodes . . . . . . 83
4.9 The numbers of nodes Predictors I & II incorrectly identified as reliable nodes 84
4.10 The percentages of incorrect identifications of Predictors I & II . . . . . . . . 85
4.11 The prediction time of Predictor II . . . . . . . . . . . . . . . . . . . . . . . . 86
5.1 The mapping condition for estimating execution times of a master task . . . . 94
5.2 The mapping conditions for estimating execution times of worker tasks . . . . 94
5.3 The mapping condition for estimating execution times of a Cartesian task . . 95
5.4 The possible number of neighbours of master, worker, and Cartesian tasks and
the number of attributes for estimating execution times of each of these tasks 96
5.5 The role of the estimator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.6 The average estimation errors . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.7 The average estimation errors when applications were mapped by Quick-
quality Map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.8 Actual execution times versus estimated execution times . . . . . . . . . . . . 109
6.1 A 2-d tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.2 The construction of a 2-d tree . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.3 Searching the nearest neighbour in a 2-d tree . . . . . . . . . . . . . . . . . . 114
6.4 The construction of a 2-d tree with border knowledge . . . . . . . . . . . . . 116
LIST OF FIGURES ix
6.5 Searching the nearest neighbour in a 2-d tree with border knowledge . . . . . 116
6.6 The average numbers of distance calculations of BTree and BTree* . . . . . . 118
6.7 The construction of a height balanced 2-d tree . . . . . . . . . . . . . . . . . 119
6.8 The average numbers of distance calculations of BTree, BTree*, BBTree, and
BBTree* . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.9 The construction of a dual-discriminator 2-d tree . . . . . . . . . . . . . . . . 121
6.10 Searching the nearest neighbour in a dual-discriminator 2-d tree . . . . . . . 122
6.11 The construction of a height balanced dual-discriminator 2-d tree . . . . . . . 122
6.12 The average numbers of distance calculations of BTree, BTree*, BBTree, BB-
Tree*, QTree*, and BQTree* . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
7.1 The chromosome representation of a mapping solution in Genetic Algorithms 131
7.2 The mapper tackling the mapping problem with the assistance of the predictor
and the estimator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
7.3 The efficiency of the mapping algorithms (reliable resources). . . . . . . . . . 144
7.4 The numbers of nodes the predictor identified as reliable nodes . . . . . . . . 145
7.5 The efficiency of the mapping algorithms (unreliable resources). . . . . . . . . 149
7.6 The numbers of failures in executions and the numbers of application crashes. 151
7.7 The mean and median of the execution times of each application run on dif-
ferent systems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
8.1 The architecture of the proposed Grid portal . . . . . . . . . . . . . . . . . . 159
List of Tables
2.1 The pseudo code of a program developed with the SPMD technique. . . . . . 12
2.2 The pseudo code of a program that adds n integers in parallel developed with
MPI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1 The characteristic of links at each level . . . . . . . . . . . . . . . . . . . . . . 46
3.2 A simulated program that organises eleven tasks to add ten-million integers . 56
3.3 The information available to mappers in GMap . . . . . . . . . . . . . . . . . 61
4.1 Load and status encoded into six different reliability data . . . . . . . . . . . 69
4.2 The predictor (server). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3 The predictor (client). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.4 Descriptive statistics of the percentages of incorrect identifications . . . . . . 85
5.1 The process used to obtain an optimal number of nearest neighbours . . . . . 98
5.2 The process used to obtain an optimal number of nearest neighbours and an
optimal set of average bandwidths . . . . . . . . . . . . . . . . . . . . . . . . 99
5.3 The process used to obtain an optimal set of average bandwidths . . . . . . . 101
5.4 Experimental parallel applications . . . . . . . . . . . . . . . . . . . . . . . . 103
5.5 The numbers and percentages of accurate estimations . . . . . . . . . . . . . 108
6.1 The numbers of queries performed on two, three, five, and ten dimensional
data sets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.2 The performance of BQTree* compared to naive search and to BBTree . . . . 125
7.1 The pseudo code of Min-min . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
7.2 The pseudo code of Max-min . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.3 The pseudo code of Genetic Algorithms . . . . . . . . . . . . . . . . . . . . . 132
x
LIST OF TABLES xi
7.4 The pseudo code of Simulated Annealing . . . . . . . . . . . . . . . . . . . . . 134
7.5 The pseudo code of Tabu Search . . . . . . . . . . . . . . . . . . . . . . . . . 136
7.6 The pseudo code of Quick-quality Map . . . . . . . . . . . . . . . . . . . . . . 138
7.7 The experimental parallel applications . . . . . . . . . . . . . . . . . . . . . . 140
Abstract
Grid computing provides a powerful, virtual parallel system known as a computational Grid
on which users can run parallel applications to solve problems quickly. However, users must
be careful to allocate tasks to nodes properly because improper allocation of only one task
could result in lengthy executions of applications, or even worse, applications could crash.
This allocation problem is called the mapping problem, and an entity that tackles this problem
is called a mapper. In this thesis, we aim to develop an efficient, practical, portable mapper.
To study the mapping problem, researchers often make unrealistic assumptions such as
that nodes of Grids are always reliable, that execution times of tasks assigned to nodes are
known a priori, or that detailed information of parallel applications is always known. As a
result, the practicality and portability of mappers developed in such conditions are uncertain.
Our review of related work suggested that a more efficient tool is required to study this prob-
lem; therefore, we developed GMap, a simulator researchers/developers can use to develop
practical, portable mappers. The fact that nodes are not always reliable leads to the devel-
opment of an algorithm for predicting the reliability of nodes and a predictor for identifying
reliable nodes of Grids. Experimental results showed that the predictor reduced the chance
of failures in executions of applications by half. The facts that execution times of tasks as-
signed to nodes are not known a priori and that detailed information of parallel applications
is not always known, lead to the evaluation of five nearest-neighbour (nn) execution time
estimators: k-nn smoothing, k-nn, adaptive k-nn, one-nn, and adaptive one-nn. Experimen-
tal results showed that adaptive k-nn was the most efficient one. We also implemented the
predictor and the estimator in GMap. Using GMap, we could reliably compare the efficiency
of six mapping algorithms: Min-min, Max-min, Genetic Algorithms, Simulated Annealing,
Tabu Search, and Quick-quality Map, with none of the preceding unrealistic assumptions.
Experimental results showed that Quick-quality Map was the most efficient one. As a result
of these findings, we achieved our goal in developing an efficient, practical, portable mapper.
Chapter 1
Introduction
Over the past few decades, integrated circuit and microprocessor technologies have been
improved rapidly and computers have become much more powerful. During the same time,
network technologies have been enhanced drastically and data transfers have become much
faster. These trends also trigger a significant drop in related hardware and service costs. Now
more and more people can afford computers, and more and more computers are connected
to the Internet [Abbas, 2004]. Several surveys indicated that processors of many computers
are often idle, and the amount of this wasted power is massive [Mutka and Livny, 1987;
Litzkow et al., 1988; Tandiary et al., 1996]. These findings encourage computer scientists to
investigate the possibility of using these computers, and investigations on this issue brought
Grid computing paradigm to light [Foster and Kesselman, 1998; Foster et al., 2001; 2002;
Foster and Kesselman, 2005].
Grid computing promises to provide users with a convenient, secured access to a dis-
tributed system known as a Grid. A Grid architecturally comprises resources that belong
to organisations such as companies, universities, institutions, or homes located at various
places. Grid resources may be organised to serve specific types of applications, resulting in
several specialised Grid platforms such as computational Grids [Foster and Kesselman, 1998;
2005] and data Grids [Chervenak et al., 2000]. A computational Grid is a high-performance
virtual parallel system that offers massive computing power to users. Users such as scien-
tists and engineers, who often study problems that require intensive computing power, e.g.
molecular dynamics simulation for drug design [Humphrey et al., 1996; Phillips et al., 2005],
could benefit greatly from computational Grids because they can use such massive power
to solve their problems quickly and to study larger, more important problems. That is, the
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power of Grids1 can potentially speed up executions of parallel applications. A parallel ap-
plication is a program that logically comprises a number of tasks, all of which can be run
on processors simultaneously to solve a given problem. However, users must be careful to
allocate tasks to nodes2 properly because improper allocation of only one task could result
in lengthy executions of applications, or even worse, applications could crash. The problem
of assigning tasks to suitable nodes is known as the mapping problem [Bokhari, 1981].
In this thesis, an entity that tackles the mapping problem is called a mapper. A mapper
can be a user who handles the mapping problem herself or himself, or an automatic system
that handles this problem for users. To solve a mapping problem, a mapper uses an algorithm
to find a match between each task of a parallel application and a node of a Grid. This
algorithm is known as a mapping algorithm, and this match is known as a mapping solution.
Figure 1.1 depicts the role of a mapper. In this example, the mapper allocates each of the
nine tasks of a parallel application to a node of a Grid.
parallel application
Grid
user system
mapper
mapping solution
parallel application
Grid
Figure 1.1: The role of a mapper.
1As this thesis focuses on computational Grids, Grids refer to computational Grids hereafter.
2A node is a computing unit to which mappers can allocate tasks. Examples of nodes include desktops
and nodes of clusters.
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Mappers play a central role in solving the mapping problem because successes in execu-
tions of parallel applications on Grids depend on how well mappers perform. The followings
are three criteria that mappers must satisfy. Firstly, mappers must be practical ; that is, they
can function in practice. This requirement is considered because researchers often study the
mapping problem with unrealistic assumptions. Secondly, mappers must be efficient. The
efficiency of mappers is measured in terms of the performance of mappers and the quality of
mapping solutions mappers produce. The performance refers to how quickly mappers find
mapping solutions, and the quality refers to how small execution times of applications are
when tasks of applications are allocated to nodes based on decisions of mappers. Finally,
mappers should be portable. Some mappers map specific parallel applications whose detailed
information such as data structures, algorithms, and inter-task communication patterns must
be known. Hence, to use them to map other applications is either impractical or the mappers
must be subject to considerable modification. To satisfy this portability requirement, map-
pers must maintain their efficiency and require no modification when serving other parallel
applications.
Several researchers studied the mapping problem within the context of Grid computing
[Kumar, 2002; Kumar et al., 2002; Di Martino and Mililotti, 2002; Di Martino, 2003; Sanyal
et al., 2003; Jain et al., 2004; Shivle et al., 2004]; nevertheless, none of these studies create a
mapper that satisfies the preceding criteria. This failure is caused by unrealistic assumptions
made in these studies such as that nodes of Grids are always reliable, meaning that nodes
are always shared with stable power throughout executions of tasks, or that execution times
of tasks assigned to nodes are known a priori. As none of these assumptions hold in practice,
the practicality of mappers developed in these conditions is uncertain. Although researchers
developed a few practical mappers in studies with real Grid infrastructures [Dail et al., 2002;
Liu et al., 2002; Dail et al., 2003; Zhang et al., 2004], the portability of these mappers is
poor because the mappers are designed to map specific parallel applications whose detailed
information must be known. Moreover, the efficiency of mapping algorithms these mappers
use compared to that of other mapping algorithms is open to question because in studies
with real Grid infrastructures researchers cannot evaluate mapping algorithms under the
same experimental environment. (Grids are dynamic and autonomous, meaning that their
environment is not repeatable.) As a result, these mappers cannot satisfy all three criteria
set out previously.
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1.1 Research Questions
The objective of this thesis is to develop a mapper that is efficient, practical, and portable.
In particular, the following research questions are tackled:
1. What method should be used to study the mapping problem such that each mapper de-
veloped with this method is practical and portable and that the efficiency of mapping
algorithms the mapper uses can be reliably compared? Researchers often use graphs
such as Directed Acyclic Graph (DAG) [Kwok and Ahmad, 1999] and Task Interac-
tion Graph (TIG) [Kumar, 2002; Kumar et al., 2002; Sanyal et al., 2003; Jain et al.,
2004] and simulators such as SimGrid [Casanova, 2001; Legrand et al., 2003], GridSim
[Buyya and Murshed, 2002], and HyperSim [Phatanapherom et al., 2003] to study the
mapping problem. These tools, however, operate with unrealistic assumptions, which
subsequently casts doubt on the practicality of mappers developed within their frame-
works. Although several researchers developed practical mappers in studies with real
Grid infrastructures [Dail et al., 2002; Liu et al., 2002; Dail et al., 2003; Zhang et al.,
2004], the portability of these mappers is poor as discussed previously. To be able to
compare the efficiency of mapping algorithms reliably is also another concern because
the environment of real Grids is not repeatable.
2. The assumption that nodes of Grids are always reliable is unrealistic because some
nodes may be unreliable at some time. Unreliable nodes cause failures in executions of
applications; therefore, mappers should only assign tasks to reliable nodes. To achieve
this, mappers require a mechanism for identifying reliable nodes of a Grid. Thus, how
can mappers efficiently identify reliable nodes of Grids?
3. The assumption that execution times of tasks assigned to nodes are known a priori is
impractical for mappers because mappers do not know execution times of tasks until
tasks are run to completion. Still, mappers need such information to differentiate
the quality of mapping solutions; therefore, they require a mechanism for estimating
execution times of tasks assigned to nodes with reasonably small errors. Thus, how can
mappers efficiently estimate execution times of tasks assigned to nodes of Grids?
4. In order to satisfy the efficiency requirement, mappers must allocate the tasks of each
parallel application to nodes of Grids efficiently. Thus, how can mappers allocate tasks
to nodes to achieve this efficiency?
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1.2 Research Contributions
To answer the research questions, this thesis makes a number of contributions to advance
the current state-of-the-art research in Grid computing, which are summarised as follows.
• GMap Simulator: Our review of methods researchers have used to study the map-
ping problem suggested that simulation was the most suitable method. Still, existing
simulators such as SimGrid [Casanova, 2001; Legrand et al., 2003], GridSim [Buyya
and Murshed, 2002], and HyperSim [Phatanapherom et al., 2003] are unsuitable be-
cause mappers developed within their frameworks function with unrealistic assump-
tions. Therefore, we developed a more suitable simulator called GMap. GMap can
simulate realistic message-passing parallel applications, realistic Grids, and executions
of a parallel application on a Grid. Users of GMap, each of whom acts as a mapper,
can reliably evaluate mapping algorithms under the same experimental environment
because this environment is repeatable. More importantly, GMap guarantees that
mappers developed within its framework are practical and portable because they func-
tion with none of the unrealistic assumptions and with none of the detailed information
of applications, but with information that is obtainable in practice only.
• A Reliability Prediction Algorithm and a Predictor: To answer the second re-
search question, we proposed an algorithm for predicting the reliability of nodes. The
algorithm uses three exponential smoothing functions to predict this reliability and the
Holt-Winters [Winters, 1960; Holt, 2004] and Levenberg-Marquardt [Marquardt, 1963]
algorithms to derive the smoothing parameters of each function. Results of experiments
with past reliability data of thirty-three computers showed that the prediction perfor-
mance of the proposed algorithm compared favourably with that of Network Weather
Service (NWS) [Wolski, 1997; 1998; Wolski et al., 1999b;a], and the algorithm also pre-
dicted the reliability of nodes within the next thirty minutes with high accuracy, while
NWS is unable to do multiple step ahead prediction. Using the algorithm, we proposed
a predictor for identifying reliable nodes of Grids and also implemented the predictor
in GMap. Results of experiments with 803 simulated nodes indicated that on average
95.48, 90.34, 87.58, and 84.32 percent of nodes remained reliable as predicted within
the next 30, 60, 90, and 120 minutes, respectively; the predictor reduced the chance of
failures in executions of applications by half; and, the predictor took 450 and 1,400 ms
to predict the reliability of nodes within the next 30 and 120 minutes, respectively.
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• Execution Time Estimation Methods and an Estimator: To address the execu-
tion time estimation problem, which is also the third research question, we empirically
compared the estimation performance of the following nearest-neighbour (nn) execu-
tion time estimation methods: Iverson’s k-nn smoothing [Iverson et al., 1996; 1999b;a],
k-nn, adaptive k-nn, one-nn, and adaptive one-nn. To estimate, these methods require
no detailed information of parallel applications, but only past observations about task
executions. Experimental results indicated that adaptive k-nn was the most efficient
method because its overall estimation performance compared favourably with that of
the other methods. Using adaptive k-nn, we proposed an estimator for estimating exe-
cution times of tasks assigned to nodes and also implemented the estimator in GMap.
Experimental results showed that the estimator performed reasonably well with the
percentages of accurate estimations varying between seventy and one-hundred percent
according to the results of six parallel applications. In addition, an estimator must
estimate quickly in order not to degrade the performance of mappers, and this speed
depends primarily on the nearest-neighbour search performance of the estimator. We
extended k-d tree, which was used to index past observations of tasks, and found that
the performance of nearest-neighbour search in this extended tree varied between 1.15
to 3.08 times better than that in the commonly used height balanced k-d tree [Bentley,
1975; Atkeson et al., 1997b] according to the results of 2,400 data sets.
• Quick-quality Map Algorithm and a Mapper: To answer the final research
question, we evaluated the following mapping algorithms within the framework of
GMap: Min-min, Max-min, Genetic Algorithms, Simulated Annealing, Tabu Search,
and Quick-quality Map. Quick-quality Map is the algorithm proposed in this thesis,
and the others, most of which are de facto standard optimisation algorithms, are map-
ping algorithms studied in [Maheswaran et al., 1999; Braun et al., 2001; Shivle et al.,
2004]. We also implemented these algorithms as the built-in mapping algorithms in
GMap. Experimental results of using each of these algorithms to map six parallel ap-
plications on a Grid indicated that Quick-quality Map was the most efficient algorithm
because it produced mapping solutions resulting in smaller mapping times, smaller ex-
ecution times of these applications, smaller numbers of failures in executions of these
applications, and smaller numbers of crashes of these applications than the results as
per the mapping solutions given by the other algorithms.
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1.3 Thesis Structure
The rest of this thesis is organised as follows.
• Chapter 2 provides generic background of the mapping problem, including parallel
applications and parallel systems. This chapter also reviews related work.
• Chapter 3 explains the components of GMap in detail and also discusses related work.
The simulator package, which also accompanies the scripts used to conduct experiments
in this thesis, is available at http://www.cs.rmit.edu.au/˜pphinjar/GMap/.
• Chapter 4 provides details of the proposed algorithm for predicting the reliability of
nodes and the proposed predictor for identifying reliable nodes of Grids for mappers.
This chapter also discusses related work and presents experimental results obtained.
Portion of the material in this chapter appeared in P. Phinjaroenphan, S. Bevinakoppa,
and P. Zeephongsekul, An Algorithm to Predict Reliability of a Grid node, 11th ISSAT
International Conference on Reliability and Quality in Design, pages 37-41, St. Louis,
Missouri, USA, August 2005.
• Chapter 5 explains five nearest-neighbour execution time estimation methods and the
proposed estimator for estimating execution times of tasks assigned to nodes for map-
pers. This chapter also discusses related work and presents experimental results ob-
tained. Portion of the material in this chapter appeared in P. Phinjaroenphan, S.
Bevinakoppa, and P. Zeephongsekul, A Method for Estimating the Execution Time of
a Parallel Task on a Grid Node, in P.M.A. Sloot, A.G. Hoekstra, T. Priol, A. Reine-
feld, and M. Bubak, editors, Advances in Grid Computing – EGC 2005: European Grid
Conference, Amsterdam, the Netherlands, 14-16 February 2005, LNCS 3470, pages 226-
236.
• Chapter 6 provides details of the extensions to k-d tree and of the nearest-neighbour
search algorithm that the estimator, proposed in Chapter 5, uses to locate the most
similar past observations of each task quickly. This chapter also presents experimental
results obtained.
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• Chapter 7 provides details of six mapping algorithms, including Quick-quality Map, the
algorithm proposed in this thesis, and presents experimental results obtained. Prelimi-
nary study of the proposed algorithm appeared in P. Phinjaroenphan, S. Bevinakoppa,
and P. Zeephongsekul, A Heuristic Algorithm for Mapping Parallel Applications on
Computational Grids, in P.M.A. Sloot, A.G. Hoekstra, T. Priol, A. Reinefeld, and M.
Bubak, editors, Advances in Grid Computing – EGC 2005: European Grid Conference,
Amsterdam, the Netherlands, 14-16 February 2005, LNCS 3470, pages 1086-1096.
• This thesis concludes in Chapter 8 where the main contributions are summarised and
possible directions for future research are discussed.
Chapter 2
Background and Related Work
The main problem studied in this thesis is the mapping problem, whose brief introduction
was already given in Chapter 1. In this chapter, we explain this problem in greater detail
especially within the context of Grid computing. The first section provides essential back-
ground of the mapping problem, including parallel applications and parallel systems, the
second section reviews work related to this thesis, and the final section provides a conclusion
to this chapter.
2.1 Background of the Mapping Problem
The mapping problem is defined as: given a parallel application and a parallel system, find a
match between each task of the application and a node of the system such that the application
is run to completion on the system with a minimum time.
The mapping problem is common because every user experiences this problem every
time he or she wants to run a parallel application on a parallel system. Unfortunately,
the mapping problem is difficult to solve due to its size of solution space. Given a parallel
application with t tasks and a parallel system with n nodes, the solution space of this problem
has size nt. Figure 2.1 depicts the solution space of the mapping problem given several
numbers of tasks and nodes. This graph indicates that the solution space of the mapping
problem is massive even for small ns and small ts. Moreover, Bokhari [1981] demonstrated
that this problem is computationally equivalent to the graph isomorphism – a well-known
nonpolynomially bounded complete problem. That is, no polynomially bounded algorithm
exists for the mapping problem, and the mapping problem is intractable, which means that,
in almost all cases, to prove that a mapping solution is the best solution is impractical with
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n t nt
2 2 4
4 4 256
8 8 16777216
16 16 1.8447E+19
32 32 1.4615E+48
64 64 3.9402E+115
128 128 5.2829E+269
Figure 2.1: The solution space of the mapping problem.
present computing power [Ullman, 1975; Garey and Johnson, 2000].
The commonness and difficulty of the mapping problem has attracted many researchers
to study and investigate solutions to this problem. Before discussing some of these stud-
ies, we provide background of the two important entities of the mapping problem: parallel
applications and parallel systems.
2.1.1 Parallel Applications
Parallel applications have been used mostly in scientific and engineering studies. Scientists
and engineers often study complicated large-scale problems that require intensive computa-
tion such as molecular dynamics simulation for drug design [Humphrey et al., 1996; Phillips
et al., 2005]. However, to run traditional sequential applications to solve such problems is
impractical because the processing time will be too long. To solve their problems within
reasonable time, these professionals make use of parallel applications. A parallel application
is a program that logically comprises a number of tasks, all of which can be run on processors
simultaneously to solve a given problem.
To develop a parallel application, programmers can use several parallel computational
models such as data parallelism, shared memory, message-passing, remote memory opera-
tions, and threads. The model used depends primarily on the architecture of the target
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parallel system. For example, programmers use the shared-memory model to develop paral-
lel applications that are run on shared-memory parallel systems. The message-passing model
is however an exception because using this model, programmers can develop parallel appli-
cations that can be run on most parallel systems regardless of the system architecture. The
concept of this model is that each task only has its own memory, and it can communicate
with another task by sending and receiving messages. A message-based communication is a
transfer of data from the memory of the sending task to the memory of the receiving task.
With its simplicity, universality, and performance, the message-passing model has become
widely adopted in both academic and industrial communities [Gropp et al., 1994], and be-
cause of this popularity, the parallel applications referred to in this thesis are based on the
message-passing model.
During its runtime, each task of a parallel application performs certain programming in-
structions. Some tasks may perform the same instructions; some may not. Programmers are
required to specify the programming instructions of each task, and a widely used technique
to serve this purpose is Single Program Multiple Data (SPMD) [Jordan, 1986; Darema et al.,
1988]. Using this technique, programmers can specify the instructions of each task within
the same program, but each processor executes only specific portion of this program during
runtime. Technically, programmers assign a unique identification to each task and use con-
ditional statements (e.g. if-else) with this identification to specify the instructions each task
will perform during runtime. Table 2.1 shows the pseudo code of a program developed with
the SPMD technique. In this example, using an if-else statement, the programmer can define
the instructions each task performs within the same program.
Table 2.1: The pseudo code of a program developed with the SPMD technique.
01: if (id == 0)
02: send data to all other tasks;
03: do something;
04: receive data from all other tasks;
05: else
06: receive data from task 0;
07: do something;
08: send data to task 0;
09: end
In addition to the SPMD technique, programmers design and develop their parallel ap-
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plications in line with topologies. The topology of a parallel application is a graph that
conceptually represents the associations among all tasks of the application. Each vertex in
a topology represents a task, and each edge represents the association between the tasks
at the ends of the edge. This association indicates that these two tasks will have at least
one data transfer, either send or receive, during the runtime and also makes these two tasks
neighbours. If a user runs the program given in Table 2.1 with two tasks (task 0 and task
1), for example, the topology of the program during runtime is as shown in Figure 2.2.
0 1
Figure 2.2: The topology of the program given in Table 2.1 run with two tasks.
Besides indicating the associations, topologies also indicate the dependency among tasks.
Some tasks are unable to proceed with their computation until they receive specific data from
other tasks. That is, receiving tasks are dependent on sending tasks. Because each edge in
the topology of a parallel application indicates that at least one data transfer will take place
between the tasks at the ends of this edge during runtime, at least one task is dependent on
the other, and both tasks may be dependent on each other. Visualising the topology given
in Figure 2.2, for example, suggests that both tasks may be dependent on each other, and
inspecting the pseudo code of the program, given in Table 2.1, confirms that both tasks are
dependent on each other because each task must receive data from the other task before it
can proceed further.
Three main types of topologies are master-worker,1 Cartesian,2 and the other topologies
besides these two topologies. Generally speaking, topologies of most parallel applications are
either master-worker or Cartesian because these two topologies are mostly used to develop
parallel applications. Figure 2.3 shows variants of master-worker and Cartesian topologies.
In a master-worker topology, one task is always associated with the other tasks. This task is
called a master, and each of the others is called a worker ; a worker may also be associated with
some other workers. In a Cartesian topology, each task is arranged in co-ordinate directions
(either one, two, or three dimensions) with possible associations with its surrounding tasks.
Apart from the SPMD technique and topologies, parallel algorithms play a major part in
1Or master-slave.
2Or mesh or grid.
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master-workers
Cartesian
Figure 2.3: Variants of master-worker and Cartesian topologies.
speeding up executions of parallel applications, and the fundamental paradigm in designing
parallel algorithms is divide and conquer [Wilkinson and Allen, 1999]. With this paradigm,
a programmer designs an algorithm to divide a target problem into a number of smaller
sub-problems and to organise each task to solve each sub-problem in parallel. The more
the tasks, the smaller the sub-problems; the smaller the sub-problems, the quicker they
are solved. However, this phenomenon does not imply that a parallel application is run to
completion quicker with more tasks. Although the problem given to a parallel application is
divided into many smaller sub-problems (i.e. the application is run with many tasks), the
execution is unlikely to be sped up if the tasks are run on the same set of processors. In other
words, the execution speed of a parallel application also depends on the number of processors
on which the application is run, and a parallel application run on a parallel system with more
processors is complete sooner than on a parallel system with fewer processors provided that
all processors are identical.3 The execution speed of a parallel application also depends on
how well tasks are allocated to nodes. The execution time of each parallel application is
the execution time of the slowest task. Hence, if only one task of a parallel application is
allocated to an unsuitable node, then the execution time of the application potentially turns
out to be larger than expected.
In order to develop a message-passing parallel application, programmers require a message-
passing library. In the past, programmers could use several libraries to develop message-
passing parallel applications. Examples of these libraries include Intel NX [Pierce, 1994],
3This claim is based on the assumption that only one task is executed by each processor.
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IBM EUI [Bala et al., 1994], Thinking Machine CMMD [Corporation, 1993a;b], and Parallel
Virtual Machine (PVM) [Geist et al., 1994a;b]. However, these libraries have their own ap-
plication programming interfaces, resulting in poor portability of parallel applications. This
is because extensive modification to a parallel application is required before users can run
the application on a parallel system that provides no support to the library originally used
to implement the application. In order to solve this portability problem, a group of vendors,
developers, and scientists defined the standard message-passing application programming in-
terfaces called Message Passing Interface (MPI) [The MPI Forum, 1993; Message Passing
Interface Forum, 1994; 1996]. Later, several implementations of MPI binding with C and
Fortran programming languages such as MPICH [Gropp et al., 1996] and LAM/MPI [Burns
et al., 1994; Squyres and Lumsdaine, 2003] were developed and freely available, providing
portability to parallel applications. Recently, an implementation of MPI for Grids, MPICH-
G2 [Foster et al., 1996; 1998a; Foster and Karonis, 1998; Roy et al., 2000; Karonis et al.,
2003], was also developed.
Table 2.2 shows the pseudo code of a program that adds n integers in parallel. This
program is developed with six fundamental functions of MPI4 and the SPMD technique.
The parallel algorithm of the application also illustrates the concept of divide and conquer.
When this program is run with t tasks, task 0, the master, divides an array of n numbers into
t− 1 parts and sends each part, which is a sub-problem, to each worker (lines 08-10). After
receiving a sub-array (line 17), each worker calculates the sum of the numbers in that array
(lines 20-23) and sends the sum to the master (line 24). After receiving the sums from all
workers, the master accumulates these sums, and this final sum is the result of this addition
(lines 12-15).
Implementations of MPI always have commands such as mpirun and mpiexec available
for users to run a parallel application on a parallel system. However, MPI provides no
mechanisms to handle the mapping problem. In other words, users themselves need to act
as mappers, specifying nodes for tasks of their parallel applications.
2.1.2 Parallel Systems
The concept of parallelism, using multiple processing elements to solve a problem, is not
recent. Hockney and Jesshope [1988] (p. 8) reported that the earliest reference to paral-
4Using only these six basic functions: MPI Init(), MPI Finalize(), MPI Comm size(), MPI Comm rank(),
MPI Send() and MPI Recv(), programmers can develop a wide range of parallel applications [Gropp et al.,
1994].
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Table 2.2: The pseudo code of a program that adds n integers in parallel developed with MPI.
01: main (int argc, char** argv)
02: int id, t, i, tmp, sum, buf [n];
03: int nums[n] = {1, 4, 9, . . ., 12};
04: MPI Init(&argc, &argv);
05: MPI Comm rank(&id);
06: MPI Comm size(&t);
07: if (id == 0)
08: for (i = 1; i < t; i++)
09: MPI Send(&nums[(i - 1) * (n / t)], (n / t), MPI INT, i, i, MPI COMM WORLD);
10: end
11: sum = 0;
12: for (i = 1; i < t; i++)
13: MPI Recv(&tmp, 1, MPI INT, i, i, MPI COMM WORLD, NULL);
14: sum += tmp;
15: end
16: else
17: MPI Recv(&buf , n / t, MPI INT, 0, id, MPI COMM WORLD, NULL);
18: sum = 0;
19: for (i = 0; i < n / t; i++)
20: sum += buf [i];
21: end
22: MPI Send(&sum, 1, MPI INT, 0, id, MPI COMM WORLD);
23: end
24: MPI Finalize();
25: end
lelism in computer design is in General L. F. Menabrea’s publication, titled Sketch on the
Analytical Engine Invented by Charles Babbage, in the Bibliothe`que Universelle de Gene`ve,
October 1842. However, it was not until 1940s that the concept of parallelism could be
implemented into computers. Electronic Numerical Integrator And Computer (ENIAC),
the first general-purpose electronic digital computer built in 1945, for instance, consists of
twenty-five independent functional units (considered processing elements at that time). This
system is regarded as a highly parallel and decentralised machine [Hockney and Jesshope,
1988]. Computer architects then continually improved the speed of computers by introduc-
ing more parallelism into computer operations such as adding more independent functional
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units and pipelining arithmetic and control units. In 1962, the design of the Simultaneous
Operation Linked Ordinal MOdular Network (SOLOMON) computer [Slotnick et al., 1962]
revolutionised the concept of parallelism in computer design. SOLOMON is the design of a
computer that houses a two-dimensional array of 32×32 independent processors (considered
processing elements) working under the control of a central control unit. This design resulted
in the development of the first Single Instruction Stream Multiple Data Stream (SIMD) array
computer,5 ILLIAC IV, in 1975 [Hord, 1982]. However, it has later been realised that SIMD
computers are only suitable for solving specific problems, and Multiple Instruction Stream
Multiple Data Stream (MIMD) computers6 are superior to SIMD computers because they
can be used to address a broader range of problems. Consequently, several MIMD computers
have been built and commercialised such as Intel Paragon, IBM SP1 and SP2, Cray T3D,
and nCUBE [Hord, 1999]. These commercial parallel systems are very expensive and usually
are only available in large organisations. Fortunately, a much cheaper parallel system can
also be built with moderate effort by interconnecting commodity computers with a fast net-
work. Such a parallel system is known as a cluster of computers. A well-known configuration
of a cluster is Beowulf, introduced in 1994, where every node of the cluster runs Linux as
the operating system and uses only free software such as PVM and MPI to implement par-
allelism [Beowulf.org, 2006]. Recently, a geographically distributed heterogeneous parallel
system known as a computational Grid has also been introduced [Foster and Kesselman,
1998; 2005].
In this thesis, we define a parallel system as a computing system that comprises multiple
processors, or Central Processing Unit (CPU), all of which are able to communicate with
one another. In order to execute programming instructions, processors need to function with
other hardware devices such as memory and disk storage. The coexistence of one or more
processors and these devices is known as a node. An individual node is a parallel system if
the node houses multiple processors, and a collection of interconnected nodes is an explicit
parallel system. The followings are details of today’s common parallel systems.
5Flynn [1972] described an SIMD computer as a multiprocessor computer that uses a single stream of
instructions created from a program to operate on multiple streams of data simultaneously. This type of
computer has a control unit that fetches instructions from a memory and broadcasts the instructions to
processors, which execute the instructions synchronously.
6Flynn [1972] described an MIMD computer as a multiprocessor computer that uses multiple streams of
instructions created from one or more programs to operate on multiple streams of data simultaneously. There
are no control units, and processors execute the instructions asynchronously.
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Symmetric Multi-processors (SMP)
An SMP is a computer that comprises a small number of identical processors that share
the same memory. Data transfer among the processors of an SMP is carried out through a
high-speed internal bus. Examples of SMPs include XServe G5 [Apple Computer Inc., 2006]
and PowerEdge 2850 [Dell Inc., 2006]. Figure 2.4 depicts the architecture of an SMP housing
four processors.
memory
proc 0 proc 1
proc 2 proc 3
bus
Figure 2.4: The architecture of an SMP housing four processors.
Users are normally unable to specify particular processors of an SMP for their tasks.7 The
operating system instead handles this allocation problem with algorithms such as balancing
the number of tasks on the processors of an SMP.
Massively Parallel Processors (MPP)
An MPP refers to a specially built computer that houses a large number of identical nodes,
each of which houses one or more processors and has its own memory, interconnected with a
high speed advanced network. Examples of MPPs include Cray X1E, Cray XT3, and Cray
XD1 [Cray Inc., 2006]. MPPs are highly expensive and hence are normally only available in
large organisations. Generally, users are not allowed to interact with nodes of MPPs directly.
Instead users interact with a central system called a scheduler, and the scheduler decides when
and where (on which nodes and which processors) to run users’ applications. Examples of
widely-used open-source schedulers include Portable Batch System (PBS) [Henderson and
Tweten, 1996] and Condor [Litzkow et al., 1988; Thain et al., 2005; Condor, 2006]. Figure
2.5 shows the architecture of an MPP whose nodes, each of which houses one processor, are
interconnected with a mesh network topology.
To run a parallel application on an MPP, the user submits the application to the scheduler.
The scheduler treats each submitted application as a job. However, a job is usually not run
7Unless the tool used to run applications on the SMP allows users to specify the processor affinity [Dow,
2006]. More discussion on this topic is given in Section 3.2.2.
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Figure 2.5: The architecture of an MPP.
on an MPP immediately; it may need to wait in the queue of the scheduler for some time.
The amount of time that a job stays in a queue, or queuing time, normally depends on the
following parameters: the number of processors the job requires (the more the processors,
the larger the queuing time), the duration these processors will be occupied (the longer the
duration, the larger the queuing time), and the current status of the queue (the busier the
queue, the larger the queuing time). Basically, a job is run when the number of available
processors is equal to or larger than the number of processors the job requires. Schedulers
often use a round-robin algorithm to allocate the tasks of each job to the available processors.
For instance, given a scenario that a user requires four processors to run a job that consists
of eight tasks, when four processors are available, the job is run with two tasks on each of
these processors. Similarly, if this user asks for eight processors, the job is run with one task
on each of these processors. The execution time of the job in the former case shall be twice
as much as that of the job in the latter case, but the queuing time of the job in the former
case is likely to be smaller because the job requires fewer processors.
Clusters
A cluster is a collection of nodes interconnected with a network. These nodes are not specific
because they can range from common computers to powerful SMPs. Dedicated and non-
dedicated are two broad types of clusters.
A dedicated cluster is a cluster that is reserved for some users. Some dedicated clusters
can be highly powerful if they house a large number of powerful nodes. Dedicated clusters,
similar to MPPs, often have schedulers installed; therefore, similar rules as in MPPs are
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applied to users of these clusters. Figure 2.6 depicts the architecture of a dedicated cluster.
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Figure 2.6: The architecture of a dedicated cluster.
On the other hand, a non-dedicated cluster is a cluster that users can use freely. That
is, users can allocate tasks to nodes of non-dedicated clusters directly, and tasks are run
immediately after they are allocated. At some places, users are allowed to have physical
access to nodes of non-dedicated clusters.
Computational Grids
A computational Grid, or Grid for short, is a network of shared resources that belong to or-
ganisations located at various places. [Foster and Kesselman, 1998; Foster et al., 2001; 2002;
Foster and Kesselman, 2005]. Examples of resources include personal computers, SMPs,
MPPs, and clusters. In this thesis, we divide organisations into real and personal. A real or-
ganisation refers to an actual organisation such as a university, an institution, or a company.
Real organisations often host powerful resources maintained by engineers on site. Examples
of these resources include MPPs and dedicated clusters. On the other hand, a personal
organisation represents an individual. Personal organisations often host resources less pow-
erful than those of real organisations, and these resources are maintained by their owners.
Examples of these resources include desktops and non-dedicated clusters.
In addition, we divide resources into reliable and unreliable. A reliable resource refers to
a resource whose chance of causing failures in executions of applications is slim. A failure
in executions of a parallel application is a slowness in the execution of the application or an
application crash. Reliable resources have schedulers installed to manage users’ jobs such
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that jobs are guaranteed to be run to completion,8 and these resources often belong to real
organisations. However, certain rules are applied to users who use these resources. That is,
users can only interact with a scheduler, and a job may need to stay in the queue of the
scheduler for some time before it can be run. In contrast, an unreliable resource refers to
a resource whose chance of causing failures in executions of applications is high. Unreliable
resources, which often belong to personal organisations, have no schedulers installed; hence,
no guarantees that tasks will be run to completion on these resources are offered. However,
users can interact with nodes of these resources directly, and tasks are run immediately after
they are allocated to these nodes. A Grid can include both real and personal organisations,
and an organisation can host both reliable and unreliable resources.
Although a Grid can also be viewed as a collection of interconnected nodes like other
parallel systems, Grids differ from others in several aspects. Firstly, Grids can house limitless
nodes. Other parallel systems can only house a certain number of nodes because of space
and budget constraints, whereas Grids have no such constraints. Grids have no boundaries
because organisations anywhere can participate in Grids, and Grids are economic because
they are built from existing resources. With these features, Grids can economically deliver
massive computing power to users. Secondly, Grids are heterogeneous. Most powerful parallel
systems such as MPPs and dedicated clusters are homogeneous, meaning that their nodes are
identical, and a uniform network links these nodes. On the other hand, nodes participating
in Grids are dissimilar, and they are linked by various types of networks. Thirdly, Grids
are autonomous. Resources participating in Grids belong to different parties, whereas most
parallel systems such as SMPs, MPPs, and clusters are owned and managed by individual
parties. That is, users of Grids have no control over resources they use, and as a result they
are not fully guaranteed that their applications will be run to completion. Finally, Grids
are dynamic. Owners are free to withdraw their resources from Grids anytime, and such
action leads to failures in executions of applications whose tasks are run on these resources.
Moreover, the power of processors can change over time. On reliable parallel systems like
MPPs and dedicated clusters, schedulers ensure that tasks are always run with the full power
of processors because schedulers prevent other users’ tasks to be run on these processors at
the same time. However, Grids may comprise unreliable resources whose nodes can be used
freely. Users are, therefore, not guaranteed that their tasks will always be run on these
resources solely with the full power of processors.
8Note however that a job may fail if some of its tasks have been run on processors longer than the duration
these tasks have requested for. This duration is known as the wall-time in practice.
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Over the past few years, Globus [Foster and Kesselman, 1997; Foster, 2005; Globus, 2006]
has become the de facto standard tool for implementing Grid infrastructures.9 Globus is an
open-source, low-level middleware providing generic and extendable software components
that address several issues in Grid computing, some of which are security, resource manage-
ment, resource discovery, resource monitoring, and reliable data transfers. Globus comprises
various software components, all of which function on top of the same security infrastructure:
Grid Security Infrastructure (GSI) [Foster et al., 1998b; Butler et al., 2000].
GSI provides users with secured, universal access to resources of Grids. Users can use
participating resources if and only if resources trust users. This trust is, however, not given
directly from resources to users, but with a chain of trust through Certificate Authorities
(CAs). A CA is a third party that a resource trusts, and if the CA trusts a user, the
resource also trusts the user. The trust between a user and a resource is established with a
mechanism known as mutual authentication. The user must have two pieces of information:
a certificate and a pair of public and private keys, and the certificate must be digitally signed
by a CA the resource trusts. During the authentication process, the resource inspects the
user’s certificate to identify who the user is and also validates the signature to ensure that
a trusted CA has signed the certificate. Then each party uses the other party’s public key
to encrypt a random message and sends the encrypted message to the other party. After
receiving the encrypted message, each party uses its private key to decrypt the message and
sends the original message to the sender in order to prove that it is really the holder of the
private key paired with the public key the other party has. After this trust is established,
the user can use the resource.
Other important components of Globus are Grid Resource Allocation Manager (GRAM)
[Czajkowski et al., 1998], Grid File Transfer Protocol (GridFTP) [Allcock et al., 2002], and
Monitoring and Discovery Service (MDS) [Czajkowski et al., 2001; Zhang and Schopf, 2004].
GRAM hides the heterogeneity of resources by providing users with a generic way to access
and use resources. Users allocate tasks to resources through servers called job managers.
These job managers can interact with some schedulers such as PBS [Henderson and Tweten,
1996] and Condor [Litzkow et al., 1988; Thain et al., 2005; Condor, 2006], or fork-job man-
agers can be used to launch tasks on nodes directly if no schedulers are involved. GridFTP
concerns the quality and reliability of data transferred between resources of Grids. MDS pro-
vides Grid Index Information Service (GIIS) and Grid Resource Information Service (GRIS)
9At the time of this writing, Globus, which is at version four, conforms to Web Service Resource Framework
(WSRF) [Foster, 2005].
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for users to build a mechanism to discover shared resources and also to monitor the status
and power of resources.
Care must be taken to run a parallel application across participating resources of a Grid.
An imperative requirement of users who solve their problems using a parallel application
is that all tasks of the application are run simultaneously so that the expected speed up
of the execution can be achieved. However, this requirement cannot be met when some
target resources have schedulers installed because tasks submitted to schedulers are subject
to non-deterministic queuing times. In other words, while some tasks are run, some may still
wait in the queues of some schedulers. One solution to this problem is resource co-allocation
[Czajkowski et al., 1999; Foster et al., 1999; Smith et al., 2000]. Resource co-allocation
provides a mechanism to negotiate a unique time among the involved schedulers to start
running all tasks of a parallel application. Using resource co-allocation, however, means that
tasks are queued until the negotiated time before their executions can start. Another solution
is to allocate all tasks of a parallel application only to resources that have no schedulers
installed because all tasks will be run immediately after the allocation. However, the chance
that a failure in the execution of this application will occur during the runtime is high
because these resources are often unreliable. Another important problem when running a
parallel application on a Grid is the mapping problem. An ideal Grid is expected to comprise
a large number of nodes, which results in a massive solution space that in turn makes the
mapping problem on Grids much more difficult than on other parallel systems.
2.2 Related Work
Since the introduction of Grid computing, several researchers have studied the mapping prob-
lem taking a computational Grid as the target parallel system. However, these studies aim
only at investigating efficient mappers to tackle the mapping problem, whereas we argue that
the efficiency alone is insufficient and that the practicality and portability of mappers must
also be considered. The efficiency of mappers is measured in terms of the performance of
mappers and the quality of mapping solutions mappers produce. This performance refers to
how quick mappers find mapping solutions, and this quality refers to how small execution
times of applications are when tasks are allocated to nodes based on decisions of mappers.
The practicality dictates whether mappers can function in practice, and the portability dic-
tates whether mappers can maintain their efficiency and require no modification when serving
other parallel applications. The practicality, efficiency, and portability of mappers developed
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in existing studies of the mapping problem are uncertain due to drawbacks of study methods
used in these studies. Based on these methods, we divide studies of the mapping problem
into three groups: graph-based, reality-based, and simulation-based.
2.2.1 Graph-based Studies
In graph-based studies, researchers use graphs as the tool to study the mapping problem,
which is influenced by the way the mapping problem has been studied since the past. Gener-
ally, researchers use non-uniform weighted graphs to model Grids because varied weights on
vertices and on edges of these graphs express the heterogeneity of Grids perfectly. Vertices
in these graphs model compute nodes, and edges model links among these compute nodes.
Researchers also use weighted graphs to model parallel applications. Vertices in these graphs
model tasks, and edges model communications among these tasks.
Two types of graphs that have been used extensively to model parallel applications are
Task Interaction Graph (TIG) and Directed Acyclic Graph (DAG).10 A TIG is usually used to
model a parallel application whose tasks are considered as simultaneously and independently
executable with no temporal execution dependencies [Kwok and Ahmad, 1999]. For example,
in the TIGs shown in Figure 2.7(i), all tasks, a, b, c, and d, start their executions and are
executed simultaneously. A DAG, on the other hand, is used to model a parallel application
whose tasks have execution dependencies [Kwok and Ahmad, 1999]. For instance, in the DAG
shown in Figure 2.7(ii), tasks b and c cannot start their executions before task a finishes its
execution.
a
b c d
a
c d
b
a
b
d
c
(i) TIG (ii) DAG
Figure 2.7: TIG versus DAG.
It has been argued that a DAG can model a parallel application more accurately than
a TIG because it can capture the dependencies of tasks, which occur among the tasks of a
real-world parallel application [Kwok and Ahmad, 1999]. However, each vertex in a DAG
10Directed Acyclic Graph is also known as Task Precedence Graph (TPG).
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only represents a state within a parallel program such as a loop, whereas each vertex in a TIG
represents an executable process. In other words, a TIG models a parallel application from
the view of mappers more accurately than a DAG, and because of this most graph-based
studies use a TIG instead of a DAG to model a parallel application.
Weights on vertices and on edges of these graphs are termed computational costs and
communication costs, respectively. These costs are handy as researchers develop their map-
ping algorithms to optimise a function of these costs and take outputs of this function as
execution times of tasks. A common, widely used function is the sum of the total computa-
tional and the total communication costs. A mapping problem modelled by two graphs, i.e.
one is a parallel application and the other is a Grid, is given in Figure 2.8 to demonstrate
how researchers study the mapping problem with graphs. In this example, the total compu-
tational cost of task b is 8 (the product between the weight on task b, i.e. 2, and the weight
on the compute node to which this task is assigned, i.e. 4), and the total communication cost
of task b is 10 (the product between the weight on the communication between task a and
task b, i.e. 2, and the weight on the link between these tasks, i.e. 5). Hence, the execution
time of task b on this compute node is 18. Given this mapping solution, the execution time of
task a, i.e. 21, is the largest execution time, which is also the execution time of this parallel
application.
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ExeTime(a) = (1 x 1) + (2 x 5) + (3 x 2) + (2 x 2) = 21
ExeTime(b) = (2 x 4) + (2 x 5) = 18
ExeTime(c) = ExeTime(d) = ((1 + 3) x 2) + ((3 + 2) x 2) = 18
Figure 2.8: Two common graphs used to study the mapping problem.
Using graphs to model parallel applications and computational Grids, researchers focus
on developing mapping algorithms as mappers to tackle the mapping problem. Details of
existing algorithms are given as follows:
• Evaluation of Eleven Heuristic Mapping Algorithms: Braun et al. [2001] surveyed map-
CHAPTER 2. BACKGROUND AND RELATED WORK 26
ping algorithms researchers usually use to solve the mapping problem. They selected
eleven algorithms from the literature and conducted experiments to compare the effi-
ciency of these algorithms, which include Opportunistic Load Balancing (OLB), Mini-
mum Execution Time (MET), Minimum Completion Time (MCT), Min-min, Max-min,
Duplex, Genetic Algorithms (GA), Simulated Annealing (SA), Genetic Simulated An-
nealing (GSA), Tabu Search (TS), and A*. Some of these algorithms, namely OLB,
MET, MCT, Min-min, Max-min, and Duplex, are relatively simple, while GA, SA,
GSA, TS, and A*, some of which are de facto standard optimisation algorithms, are
more complicated. Interestingly, results of experiments in their study [Braun et al.,
2001], in which the mapping problem is modelled by graphs, indicated that the rela-
tively simple Min-min mapping algorithm outperforms the others.11
• MiniMax : MiniMax [Kumar, 2002; Kumar et al., 2002] is a suit of heuristic algorithms
that consists of three principle steps for allocating each task of a parallel application to
a compute node of a Grid. These three steps include graph coarsening, initial partition-
ing, and refinement and optimisation. In the first step, the application graph, whose
vertices represent tasks and whose edges represent communications among tasks, is
coarsened until the number of tasks falls below a predefined threshold. Graph coarsen-
ing is the process of merging each task with one of the neighbours in order to produce
a new application graph with a smaller number of tasks than that of the current graph.
An example of graph coarsening is shown in Figure 2.9.
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Figure 2.9: An example of graph coarsening. After coarsening the application graph three
times, the number of tasks is reduced from nine (finest) to two (coarsest).
In the second step, the coarsest application graph is mapped on the system graph with
11We conducted experiments to evaluate Min-min, Max-min, Genetic Algorithms, Simulated Annealing,
and Tabu Search within our mapping framework in Chapter 7. Detailed discussions of these algorithms will
also be given in that chapter.
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the greedy graph-growing algorithm. The algorithm sorts the tasks in descending order
according to their number of neighbours and also sorts the compute nodes in ascending
order according to their computational costs. Then the ith task is allocated to the ith
compute node. In the final step, the application graph is iteratively projected back to
the finer graph. At each of these projections, the current mapping solution is refined
with the vertex migration algorithm, which attempts to reduce the execution time of
the application. The algorithm iteratively minimises the execution time of the slowest
task using three techniques. The first technique is allocating a task from the node to
which the slowest task is allocated to another node. The second technique is allocating
a task from another node to the node to which the slowest task is allocated, and the
final technique is swapping two neighbours of the slowest tasks between the nodes of
these neighbours.
However, MiniMax has a few shortcomings. Firstly, graph coarsening is not effective
for sparse application graphs such as master-worker graphs (topologies). The reason is
that only few tasks can be coarsened at a time and most tasks are coarsened into the
same group, which negatively affects the performance of MiniMax. For instance, given
a master-worker graph in which each worker only communicates with the master, such
as the one shown in Figure 2.8, each coarsening will reduce the number of tasks only
by one and all coarsened tasks end up in the same group, which means that most tasks
are allocated to the same node and that more processing time is required during the
refinement and optimisation step due to a large stack of coarsened application graphs.
This drawback is perhaps the reason MiniMax was only evaluated with mesh (Carte-
sian) application graphs in experiments [Kumar, 2002; Kumar et al., 2002]. Secondly,
the greedy graph-growing algorithm in the second step can only function if the number
of nodes is not larger than the number of tasks; otherwise, nodes must be selected such
that the mentioned condition is met. This limitation raises the question of how those
nodes are selected as it is necessary to allocate tasks to nodes before judging whether
nodes should be chosen [Liu et al., 2002]. Finally, the vertex migration algorithm in
step three poorly scale in terms of its performance because its complexity grows poly-
nomially with both numbers of tasks and nodes. One experiment conducted in [Jain
et al., 2004] showed that the mapping time of MiniMax is 36,380 seconds compared
to 219 seconds of FastMap [Sanyal et al., 2003; Jain et al., 2004], another graph-based
mapping approach, which is explained next.
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• FastMap: FastMap [Sanyal et al., 2003; Jain et al., 2004] is also a suite of heuristic
algorithms that consists of three main steps in allocating each task of a parallel appli-
cation to a node of a Grid. These three steps include task clustering, cluster mapping,
and recursive distribution. In the first step, each task is considered a cluster, and every
two clusters are merged to form a new single cluster. This procedure is recursive, and
it gives more priority to the two clusters whose communication cost between them is
high. The result of this procedure is a binary tree called dendrogram, a tree with each
of its tree nodes representing a cluster of tasks. In the second step, genetic algorithms
is applied to allocate each cluster of tasks to a site of compute nodes. In the final step,
the tasks assigned to each site are un-clustered, such that the number of tasks is equal
to the number of nodes in the site. Then genetic algorithms is applied again to allocate
the tasks to the nodes in the site. The efficiency of FastMap was also compared to that
of MiniMax, and FastMap was shown to be more efficient.
However, FastMap has a few drawbacks. FastMap views a Grid as a hierarchical dis-
tributed computing system that consists of a number of sites of nodes. One constraint
is that all sites house the same number of nodes so that tasks are distributed equally
to each site of nodes. As this is not the case in Grid computing, a selection mechanism
is required in order to select nodes to conform to this constraint. Such a limitation,
similar to MiniMax, raises the question of how those nodes are selected as it is nec-
essary to allocate tasks to nodes before judging whether nodes should be chosen [Liu
et al., 2002]. Another drawback is the extensive use of genetic algorithms, which is
notoriously known for its poor performance when dealing with the problem whose so-
lution space is large like the mapping problem. The other drawback is the use of task
clustering (similar to graph coarsening used in MiniMax), which is not effective for
sparse application graphs such as master-worker graphs (topologies) as discussed pre-
viously with MiniMax. Therefore, similar to MiniMax, the efficiency of FastMap was
only evaluated with mesh (Cartesian) application graphs.
• Evaluation of Six Heuristic Mapping Algorithms on an Ad Hoc Grid : Another interest-
ing view to the mapping problem is by [Shivle et al., 2004], who evaluated six heuristic
mapping algorithms by using these algorithms to allocate each task of a parallel appli-
cation to a compute node of an ad hoc Grid. All nodes of an ad hoc Grid are mobile,
implying that they are only available for a certain period of time due to the limited
power supply. Hence, the goal of the mapping problem in this study is to allocate tasks
CHAPTER 2. BACKGROUND AND RELATED WORK 29
to nodes such that the total energy consumption is minimum. The evaluated algorithms
include Min-min, Levelized Weight Tuning, Bottoms Up, A*, Simplified Lagrangian,
and Genetic Algorithms. Unlike other graph-based studies, the experimental parallel
applications are modelled by DAGs. The experimental results with eight simulated
nodes indicated that Genetic Algorithms gives the least overall energy consumption to
the experimental parallel applications.
In general, mappers developed in graph-based studies can tackle any mapping problem
as long as they can transform parallel applications and Grids into these two detailed graphs.
However, researchers always assume that these graphs are already available with no further
details given on how these weighted graphs can be obtained in practice. To our best knowl-
edge, we found no technologies that are able to transform real environment information such
as the power of nodes and the bandwidth of links into computational and communication
costs in these graphs such that execution times of tasks assigned to nodes can be calculated.
Another drawback is that graphs cannot express the dynamic nature and autonomy of Grids.
Although non-uniform weights in graphs ideally represent the heterogeneity of Grids, these
static weights are unable to express the dynamic behaviour of nodes and links, whose power
and performance can change over time. In short, although using graphs is the simplest
method to study the mapping problem, its drawbacks surpass this advantage because using
graphs induces a high uncertainty about the practicality of mappers, which subsequently
casts doubt on the portability and efficiency of mappers. As will be seen in the next section,
the concept of weighted graphs has not been used at all by practical mappers.
2.2.2 Reality-based Studies
In reality-based studies, researchers develop application-level schedulers to run actual appli-
cations on actual Grids. An application-level scheduler is a software system that is developed
for assisting users in launching an application on a Grid successfully, and unsurprisingly the
mapping problem is one of the problems in the development of application-level schedulers.
In this section, we provide details of well-known application-level schedulers.
• Condor-G : Condor-G [Frey et al., 2002] is an early software system that attempts to
harness the power of multi-organisational resources. The system uses Globus [Foster
and Kesselman, 1997; Foster, 2005; Globus, 2006] as the middleware to create a single
virtual, high performance parallel system from a number of real parallel systems located
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at different locations. Jobs submitted to these parallel systems are managed by different
local schedulers such as PBS [Henderson and Tweten, 1996] and Condor [Litzkow et al.,
1988; Thain et al., 2005; Condor, 2006]. Users submit jobs to this virtual parallel system
through a Condor-G scheduler that in turns manages to allocate the tasks of each job
across participating resources. Successes of Condor-G in addressing computational
intensive problems have also been reported. For instance, Condor-G was successfully
used to solve a large optimisation problem with 2,500 processors of nodes located across
ten different sites [Anstreicher et al., 2002]. However, the mapping problem remains an
unsolved problem in this early prototype of application-level schedulers (also known as
meta-schedulers) because the tasks of each job are allocated to nodes according to the
user’s supplied-list of GRAM servers. In other words, users themselves need to solve
the mapping problem.
• Application Level Scheduler (AppLeS): AppLeS [Berman et al., 1996] was originally
proposed as an approach for running a specific parallel application on a heterogeneous
parallel system. The creators of AppLeS believe that each application requires its own
AppLeS to allocate its tasks to resources. AppLeS was evaluated with a distributed
data-parallel two dimensional Jacobi iterative solver called Jacobi2D. A specific func-
tion for estimating the execution time of Jacobi2D on a set of nodes was supplied to
the scheduler so that the scheduler could differentiate the quality of mapping solutions.
A simple algorithm was also designed to map the tasks of this application, and the
steps of this algorithm are as follows. First of all, the locus, the node with the fastest
processor, is identified. Then the other nodes are sorted according to their distances
to the locus. (The distance between two nodes is a predefined function specific to the
application.) Next, starting from the locus node, the tasks of the application are iter-
atively allocated to one more node at a time, and the estimated execution time of the
application is recorded. That is, all tasks are allocated to the locus node in the first
iteration, to two nodes (the locus and the closest node) in the second iteration, and
so on. The algorithm continues until the number of iterations reaches the maximum
number of nodes, or the predefined maximum distance from the locus is reached. Then
the algorithm returns the best recorded solution as the mapping solution.
Subsequently, AppLeS was extended as an application-level scheduler for parameter-
sweep applications, which is known as AppLeS Parameter Sweep Template (APST)
[Casanova et al., 2000a]. A parameter-sweep application is a set of independent sequen-
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tial experiments (or tasks), each of which is executable with a distinct set of parameters.
The algorithm that is adopted to allocate tasks to nodes is called Gantt chart, which
in turn uses either Min-min, Max-min, Sufferage, or XSufferage algorithms to handle
this allocation problem. Note that the tasks of a parameter-sweep application are not
allocated to nodes all at once. Some tasks may be executed first while some other
tasks remain in the queue of the scheduler until suitable nodes are available. Hence, it
is possible to change the mapping algorithm during the runtime of a parameter-sweep
application. APST was also validated with MCell [Casanova et al., 2001], a micro-
physiology application that uses three dimensional Monte Carlo simulation techniques
to study molecular bio-chemical interactions within living cells, and promising results
were reported.
• Nimrod/G : A research team at Monash University, Australia, developed Nimrod/G
[Abramson et al., 1995; 2000; Buyya et al., 2000] for running parameter-sweep appli-
cations on Grids. Nimrod/G operates with services provided by Globus [Foster and
Kesselman, 1997; Foster, 2005; Globus, 2006], and its architecture is illustrated in
Figure 2.10. Each user provides Nimrod/G with a plan file that explains a set of in-
dependent experiments that the user wants to run. Then the Nimrod/G client, which
is a process running on the user’s computer, proceeds to discover available resources
from an instance of the Monitoring and Discovery Service (MDS) [Czajkowski et al.,
2001; Zhang and Schopf, 2004] and distributes the experiments across participating
resources.
Unlike APST, Nimrod/G was designed to operate based on market-like assumptions,
in which each user has her or his own limited budget, and each resource has its own
cost. Each user is required to supply her or his preference, either deadline constraint,
budget constraint, or both, to the scheduler of Nimrod/G. Nimrod/G keeps monitoring
the execution time of each experiment executed on each resource and maintains this
knowledge so that the execution time of another similar experiment executed on the
same or similar resource can be estimated more accurately and that the scheduler of
Nimrod/G can allocate the given set of experiments to resources efficiently to meet the
user’s preference.
• Resource Selector Service (RSS): Liu et al. [2002] proposed a general-purpose Resource
Selector Service (RSS) for identifying an optimal set of resources of Grids that meets
the requirement of each application. RSS extends ClassAd language, which users use
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Figure 2.10: The architecture of Nimrod/G.
to describe resource requirements in Condor [Litzkow et al., 1988], and users can use
this extension to specify the required resources of Grids, such as operating systems
and memory availability, for their applications. The heart of RSS is the Set Matcher
component that uses a greedy heuristic algorithm, called set-matching algorithm, to
identify an optimal set of resources for each application. However, each user is required
to supply the Set Matcher with the performance model and the mapper of his or her
parallel application. The performance model is a function of known parameters used for
estimating execution times of tasks assigned to nodes, and the mapper is a strategy used
for allocating each task to a node. The Set Matcher works with these two components
to identify a suitable set of resources.
A case study with RSS was also conducted, and the tested parallel application is Cactus,
a computational astrophysics application. The mapper of Cactus first rearranges the
nodes. That is, the mapper selects the node with the fastest processor as the last node
in the list, and the mapper iteratively selects the node with the highest communication
speed to the last node in the list as the new last node until all nodes are selected. Then
the mapper allocates workload to each node in an inversely proportional manner to the
estimated execution time. Promising results were also reported from this case study.
• Grid Application Development Software (GrADS): GrADS [Berman et al., 2001; Dail
et al., 2002; 2003] is a software system aiming at assisting users in all phases of Grid
software development including allocating each task of a parallel application to a node of
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a Grid on behalf of users. To run a parallel application on a Grid, each user is required
to supply the scheduler of GrADS with a list of available nodes, the performance
model for estimating execution times of tasks assigned to nodes, and the mapper for
allocating the tasks of the application.12 Like RSS, the scheduler clusters the available
nodes into a number of groups of potential nodes and uses the supplied mapper to
allocate tasks to nodes. GrADS was also validated with two iterative synchronous
parallel applications, namely Jacobi and Game of Life, whose performance models and
mappers were manually supplied to the scheduler.
• Grid Distributed Scheduling Server (GDSS): Zhang et al. [2004] proposed Clustering-
based Grid Resource Selection (CGRS), a multi-site resource selection algorithm, which
is used by their scheduling server, Grid Distributed Scheduling Server (GDSS), to
allocate each task of a parallel application to a node of a Grid. The scheduling approach
of GDSS is very similar to that of GrADS, except that CGRS, which clusters the
available nodes to identify potential sets of nodes, is more efficient than the clustering
algorithm used by GrADS. GDSS was also evaluated with an iterative synchronous
parallel application, namely the N-body Problem.
• Grid Portals: Another form of application-level schedulers that have become increas-
ingly popular during the last few years are Grid portals. A Grid portal is a web,
user-interactive application that hides the complexity of Grids from end-users, most of
whom usually have limited knowledge of the underlying Grid systems, so that users can
exploit the power of Grids easily and seamlessly. Two Grid portals have recently been
developed for two important parameter-sweep scientific applications. [Beeson et al.,
2005] designed and developed a Grid portal for processing astrophysical and high en-
ergy physics experiments on Grids, and Gibbins et al. [2005] designed and developed a
portal for scientists to conduct molecular docking experiments on Grids. To handle the
allocation problem, these portals use the Gridbus data Grid service broker [Venugopal
et al., 2004], which is designed to allocate the tasks of parameter-sweep applications to
nodes of Grids.
These application-level schedulers can be divided into two groups based on the target
parallel applications. One group deals with parallel applications whose tasks are independent
12The developers of GrADS expect the performance model and the mapper of each parallel application to
be created automatically from application development tools such as a compiler. However, the availability of
such tools has not yet been reported.
CHAPTER 2. BACKGROUND AND RELATED WORK 34
(or parameter-sweep applications). Examples of these application-level schedulers include
APST and Nimrod/G. The other group deals with more complex parallel applications whose
tasks are dependent. Example of these application-level schedulers include RSS, GrADS, and
GDSS, which are more recent and deal with more complex problems than the application-level
schedulers in the first group. Although these recently developed application-level schedulers
are practical, their portability is poor. Performance models need to be supplied so that
execution times of tasks assigned to nodes can be estimated, and subsequently mappers
can differentiate the quality of mapping solutions. To derive a performance model, detailed
information of the target parallel application such as data structures, algorithms, and inter-
task communication patterns must be known. However, such information is not always known
in practice. The efficiency of these practical mappers is also uncertain because to compare the
efficiency of mapping algorithms reliably on real Grid infrastructures is impractical. Studies
of the mapping problem usually involve the evaluation of mapping algorithms, and to evaluate
mapping algorithms, exactly the same experimental environment is necessary. Unfortunately,
such a requirement cannot be fulfilled with real Grids whose environment is not repeatable.
Hence, to claim that one mapping algorithm is more efficient than another with this study
method is arguable. Another related concern is the inability of these studies to reproduce
former experiments and results. In order to satisfy the provability of experimental based
scientific studies, the reproducibility of former experiments and results is essential. However,
as mentioned, the dynamic nature and autonomy of Grids make this crucial requirement out
of reach to reality-based studies.
2.2.3 Simulation-based Studies
In simulation-based studies, similar to graph-based studies, researchers develop mapping
algorithms as mappers to solve the mapping problem modelled by simulators. For instance,
Buyya et al. [2000] and Buyya and Murshed [2002] developed and evaluated deadline and
budget constrained mapping algorithms, which are used to allocate a number of Nimrod/G-
like tasks to nodes of computational Grids simulated with their simulator, GridSim [Buyya
and Murshed, 2002]. A few studies have also been conducted with SimGrid [Casanova, 2001;
Legrand et al., 2003] to investigate efficient mapping strategies for parameter-sweep parallel
applications [Beaumont et al., 2002; Faerman et al., 2002].
Simulation-based studies can overcome drawbacks of the previous two study methods.
That is, simulators can model much more realistic Grids than graphs do, and simulators
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can repeat experimental environment of simulated Grids and reproduce former experiments
and results. As simulated Grids are not real Grids, the practicality of mappers developed
within the framework of a simulator is also questioned regularly. The answer to this question
depends on the quality of simulators adopted to study the mapping problem, and high quality
simulators should operate with none of the unrealistic assumptions. The followings are details
of existing simulators.
• Bricks: Bricks [Aida et al., 2000] is a performance evaluation system that allows users
to analyse and compare task scheduling schemes on a simulated high-performance
global computing environment. The global computing environment of Bricks consists
of clients, servers, and networks. A client represents a user machine that initiates com-
puting tasks. Each task is independent, and the parameters associated with each task
are the amount of data during the transmission of the task to/from a server and the
number of instructions of the task to be executed on a server. A server represents a
computing resource of the given environment. The parameters associated with each
server are its power, its load, and the variance of these two parameters over time, and
each server runs tasks in a First Come First Serve (FCFS) manner. A network repre-
sents an interconnection between a client and a server, and the parameters associated
with each network are its bandwidth, its congestion, and the variance of these two
parameters over time. Java abstract APIs are provided so that users of this simulator
can develop and evaluate their mapping strategies. However, the global computing
environment designed by Bricks is rather different from a computational Grid’s point
of view. A resource of a Grid can be a set of tightly connected nodes, such as an MPP
or a shared personal computer that usually executes tasks in a time-sharing manner.
Furthermore, Bricks does not support the simulation of parallel applications whose
tasks are dependent, which is a major approach that users of Grids adopt to speed up
their problem solving processes.
• MicroGrid : Researchers at University of California at San Diego, USA, developed a
powerful simulator named MicroGrid [Song et al., 2000], users of which can simulate
computational Grids and evaluate their mapping algorithms under the same simulated
environment. MicroGrid is better categorised as an emulator than a simulator because
real applications can be run on MicroGrid as if they were run on a real Grid built
with Globus [Foster and Kesselman, 1997; Globus, 2006]. That is, MicroGrid creates
virtual entities as a software layer between Globus and actual physical resources. To
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run their tasks, users allocate tasks to virtual nodes with the actual resource allocation
mechanism of Globus (i.e. GRAM), and then MicroGrid organises how tasks on virtual
nodes should be executed by actual physical nodes such that the simulated executions
mimic the actual executions as much as possible. Although simulated Grids created by
MicroGrid are realistic, the simulator does not provide much of higher level supports
and leaves these problems to the users. For example, in order to differentiate the
quality of mapping solutions, users need to develop their own estimation techniques.
Furthermore, MicroGrid does not consider variation in the power and availability of
nodes. In other words, all nodes are assumed to be reliable at all time; however, this
is not the case in real Grids. More importantly, experiments with MicroGrid is very
time-consuming because applications take more time to be run to completion on the
simulated Grid created by MicroGrid than on the real Grid that MicroGrid simulates.
This makes MicroGrid less attractive to studies of the mapping problem that generally
involves a large number of experimental runs in order to compare and contrast mapping
strategies.
• SimGrid : SimGrid [Casanova, 2001; Legrand et al., 2003] is another powerful simula-
tor that provides a set of C APIs for users to model the mapping problem, to develop
mapping algorithms, and to evaluate these algorithms under the same simulated Grid
environment. Each resource in a Grid modelled by SimGrid has two performance char-
acteristics: latency (the time in seconds to access the resource) and service rate (the
number of work units performed per time unit). These characteristics can be static,
or they can be set dynamic in accordance with real traces - a vector of time-stamped
values. An interesting high level support provided by this simulator is users can simu-
late estimated execution times of tasks assigned to nodes with arbitrary error in order
to realise the fact that precise execution times of tasks are not known before hand in
reality. The development of SimGrid has certainly been a great contribution towards
more realistic and reliable studies of the mapping problem within the context of Grid
computing.13 Nevertheless, further improvements are required. SimGrid models paral-
lel applications with weighted DAGs. To our best knowledge, however, we cannot find
such a technology that can transform information associated with a parallel application
13At the time of this writing, SimGrid has been extended extensively and is maintained at
http://simgrid.gforge.inria.fr (accessed August 2006). Developers of the simulator are currently building
SMPI component to enable users to run actual MPI parallel applications on the simulator.
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into a DAG with associated costs (i.e. computational and communication costs) such
that execution times of tasks are calculable. Even though estimation errors of task ex-
ecution times can be considered in this simulator, this provision is unrealistic, in which
case an estimator, that is able to function in practice, should be incorporated into the
simulator. This simulator also overlooks the unreliability of nodes, where nodes are
assumed to be available at all time, whereas this assumption is not the case in practice
where the availability of some nodes is intermittent.
• GridSim: GridSim [Buyya and Murshed, 2002] is a Java-based simulator that provides
a rich set of libraries for modelling Grid environments. GridSim provides a way to create
simulated nodes and simulated tasks for users to study the task allocation problem.
The Gridlet object is responsible for modelling a task with associated information such
as the length of task in Million Instructions Per Second (MIPS). However, the tasks
modelled by this simulator are independent. Unlike SimGrid, precise execution times
of tasks are assumed to be known a priori to the scheduler. Like SimGrid, GridSim
overlooks the unreliability of nodes, where nodes are assumed to be available at all
time, whereas this assumption is not the case in practice where the availability of some
nodes is intermittent.
• HyperSim: HyperSim [Phatanapherom et al., 2003] is a C++ library that, similar
to SimGrid and GridSim, users can use to model the mapping problem, to develop
mapping algorithms, and to evaluate their mapping algorithms. With this simulator,
users model simulated entities with event graph models, each of which indicates a series
of events and the time each of these events takes during the simulation [Schruben, 1983].
Like GridSim, execution times of tasks are assumed to be known a priori based on the
calculation with the cost associated with tasks. Moreover, nodes are assumed to be
available at all time, whereas this assumption is not the case in practice where the
availability of some nodes is intermittent.
It can be seen that these existing simulators are unsuitable for studying the mapping
problem when the practicality of mappers is concerned due to unrealistic assumptions made
to facilitate the way the problem is studied. One assumption is that execution times of
tasks assigned to nodes are known a priori so that mappers can differentiate the quality of
mapping solutions, whereas such a calculation is impractical. Another assumption is that
nodes are always reliable, whereas this is not the case in practice because resources of Grids
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are autonomous and dynamic over which nobody can control. As these simulators operate
with unrealistic assumptions, no guarantees can be offered with respect to the practicality
of mappers developed within the framework of these simulators.
2.3 Conclusion
The mapping problem is a nonpolynomially bounded complete problem implying that the
problem is difficult and intractable. The mapping problem involves two entities: parallel
applications and parallel systems. A parallel application is a program that logically comprises
a number of tasks, all of which can be run on processors simultaneously to solve a given
problem. A parallel system is a computing system that comprises multiple processors, all of
which are able to communicate with one another. In general, processors coexist with other
hardware devices such as memory and disk storage as a node. Given a parallel application
and a parallel system, the goal of the mapping problem is to allocate each task of the
application to a node of the system such that the execution time of the application run on the
system is minimum. The mapping problem is unarguably a common, important problem in
parallel computing. Within the context of Grid computing, we divided studies of the mapping
problem into three groups: graph-based, reality-based, and simulation-based. Our review of
existing studies suggested that simulation was the most suitable study method. The reason
is that the practicality of mappers developed in graph-based studies was uncertain, and the
portability and efficiency of mappers developed in reality-based studies were questionable,
whereas mappers developed with high quality simulators were not subject to these problems.
Still, existing simulators operate with two major unrealistic assumptions, which are that
execution times of tasks assigned to nodes are known a priori and that nodes are always
reliable. No guarantee can therefore be offered with respect to the practicality of mappers
developed within the frameworks of these simulators.
Chapter 3
GMap Simulator
Researchers have proposed several graph-based and simulation-based mappers in order to
solve the mapping problem; however, the practicality of these mappers is open to question
because they function with unrealistic assumptions. Even though a few practical mappers
have been developed in studies with real Grid infrastructures, their portability is poor because
they are designed to map specific applications whose detailed information must be known.
In addition, the efficiency of mapping algorithms used by these practical mappers compared
to that of other mapping algorithms is open to question because on real Grids, researchers
cannot evaluate mapping algorithms under the same experimental environment. The reason
is that Grids are dynamic and autonomous, meaning that their environment is not repeatable.
This was explained in detail in Section 2.2.
Due to deficiencies of existing tools in studying the mapping problem, we have developed
a more suitable tool, GMap,1 and explain details of this simulator in this chapter. GMap is
a simulator that can simulate realistic message-passing parallel applications, realistic Grids,
and executions of a parallel application on a Grid. These simulated entities are modelled
from their actual properties in real environment. More importantly, GMap guarantees that
mappers developed within its framework can map parallel applications on Grids in practice
because these mappers function with none of the unrealistic assumptions and with none of
the detailed information of parallel applications, but with information obtainable in practice
only. Following this introduction, the first section discusses related work, the second section
describes the components of GMap in detail, and the final section provides a conclusion to
this chapter.
1The simulator package is available at http://www.cs.rmit.edu.au/˜pphinjar/GMap/.
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3.1 Related Work
In Section 2.2, the review of methods used to study the mapping problem suggested that
simulation was the most suitable method for studying and developing solutions to the map-
ping problem. Although we have already reviewed related simulators in that section, we
summarise those simulators here to make this chapter self-contained.
The very first toolkit that was used to simulate global computing environments is Bricks
[Aida et al., 2000]. Bricks views a global computing environment as a client-server system
that provides remote access to scientific libraries and packages and that involves multiple
clients and multiple servers. However, the global computing system designed by Bricks is
rather different from a computational Grid’s point of view. A resource of a Grid can be a
set of tightly connected nodes, such as an MPP or a shared personal computer that usually
executes tasks in a time-sharing manner. Researchers at University of California at San
Diego, USA, therefore, developed MicroGrid [Song et al., 2000], users of which can simu-
late computational Grids and evaluate their mapping algorithms under the same simulated
environment. MicroGrid is better categorised as an emulator than a simulator because real
applications can be run on this emulator as if they were run on real Grids built with Globus
[Foster and Kesselman, 1997; Globus, 2006]. That is, MicroGrid creates virtual entities as a
software layer between Globus and actual physical resources. To run their tasks, users allo-
cate tasks to virtual nodes with the actual resource allocation mechanism of Globus, and then
MicroGrid organises how tasks on virtual nodes should be executed by actual physical nodes
to mimic actual executions in real environment as much as possible. Although simulated
Grids created by MicroGrid are realistic, users need to develop their own techniques to dif-
ferentiate the quality of mapping solutions. More importantly, experiments with MicroGrid
is very time-consuming because applications take more time to be run to completion on the
simulated Grid created by MicroGrid than on the real Grid that MicroGrid simulates. This
makes MicroGrid less attractive to studies of the mapping problem that generally involves a
large number of experimental runs in order to compare and contrast mapping strategies.
Due to the unsuitability of Bricks and MicroGrid, researchers developed simulators that
can be used to study the mapping problem specifically. These simulators include SimGrid
[Casanova, 2001; Legrand et al., 2003], GridSim [Buyya and Murshed, 2002], and HyperSim
[Phatanapherom et al., 2003].
SimGrid [Casanova, 2001; Legrand et al., 2003] is a powerful simulator, which provides
a set of C APIs for users to model the mapping problem, to develop mapping algorithms,
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and to evaluate these algorithms. The power of nodes and performance of links can be
static or dynamic in accordance with traces of load users supply, and parallel applications
are modelled with weighted DAGs.2 GridSim [Buyya and Murshed, 2002] is a Java based
simulator that models the mapping problem based on market-based operations, dealing with
costs of resources and budgets of users. Simulated tasks of GridSim, which are modelled by
the Gridlet component, are independent. HyperSim [Phatanapherom et al., 2003] is a C++
library that, similar to SimGrid, users can use to model the mapping problem, to develop
mapping algorithms, and to evaluate their mapping algorithms. With this simulator, users
model simulated entities with event graph models, each of which indicates a series of events
and the time each of these events takes during the simulation [Schruben, 1983].
Still, these simulators are unsuitable for studying the mapping problem when the prac-
ticality of mappers is concerned due to the following reasons. Firstly, with these simulators,
execution times of tasks assigned to nodes are assumed to be calculable beforehand so that
mappers can differentiate the quality of mapping solutions, whereas such a calculation is
impractical. Although SimGrid provides a mechanism to simulate estimated execution times
with arbitrary estimation errors, this provision is unrealistic. Secondly, these simulators focus
primarily on modelling realistic Grids while little attempt is made to model realistic parallel
applications. SimGrid and HyperSim model parallel applications with weighted DAGs and
event graph models, respectively. To our best knowledge, however, we cannot find such a
technology that can transform information associated with a parallel application into a graph
with associated costs such that execution times of tasks can be calculated. Note that Grid-
Sim is unable to model parallel applications whose tasks are dependent because its simulated
tasks cannot communicate with one another. Finally, these simulators overlook the unreli-
ability of nodes. Nodes are assumed to be available at all time, whereas this assumption is
not the case in practice where the availability of some nodes is intermittent. As a result of
these unrealistic assumptions, the practicality of mappers developed within the frameworks
of these simulators is uncertain.
2At the time of this writing, SimGrid has been extended extensively and is maintained at
http://simgrid.gforge.inria.fr (accessed August 2006). Developers of the simulator are currently building
SMPI component to enable users to run actual MPI parallel applications on the simulator.
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3.2 GMap Simulator
GMap is a simulator developed for studying the mapping problem effectively without unre-
alistic assumptions. In GMap, a mapping problem involves a simulated parallel application,
a simulated Grid, and a mapper, which is a user of this simulator. Each simulated Grid is
created such that it is uncontrollable but repeatable so that experimenters can reproduce the
same experimental environment to evaluate their mapping algorithms reliably. Each simu-
lated parallel application is created under the condition that mappers have no knowledge of
its detailed information such as data structures, algorithms, and inter-task communication
patterns. This condition ensures that mappers are not dependent on specific parallel appli-
cations. To solve a mapping problem, mappers use their mapping algorithms to allocate the
tasks of a parallel application to nodes of a Grid and simulate executions of this application
on this Grid to evaluate their algorithms.
In addition, GMap guarantees that mappers developed within its framework can map
parallel applications on Grids in practice because they function with none of the unrealistic
assumptions and only use information that is obtainable in practice to produce mapping
solutions. This guarantee is made possible with the assistance of the predictor and the
estimator. GMap can model unreliable nodes. An unreliable node is a node that is not
always shared or a node whose power is not always stable throughout executions of tasks.
The predictor can identify reliable nodes of Grids for mappers; that is, GMap makes no
assumption that nodes are always reliable. The estimator can estimate execution times of
tasks assigned to nodes for mappers; that is, GMap makes no assumption that these times
are known a priori. To estimate, the estimator only uses the information about topologies of
parallel applications and only information about Grids that is obtainable in practice.
GMap comprises various components, all of which operate in accordance with the simu-
lated clock. This clock ticks at equal time slice ω seconds (0.001 ≤ ω < 1),3 and each tick
stimulates changes in these components. Each processor, for example, switches to execute
another task in its queue when the clock ticks. Architecturally, the components of GMap are
divided into four layers as depicted in Figure 3.1.
3.2.1 Layer 1: Java Virtual Machine (JVM)
We developed GMap with the Java programming language. Hence, users can run GMap on
any operating system that has Java Virtual Machine (JVM) [Sun Developer Network (SDN),
3The default ω is 0.1 seconds, the average time slice of Linux 2.6 kernel [Marshall, 2004; Aas, 2005].
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Layer 2: Mapping Problem
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Figure 3.1: The components of GMap.
2006] installed.
3.2.2 Layer 2: Mapping Problem
The second layer comprises various components used to simulate the two important entities of
the mapping problem: Grids and parallel applications. Unless otherwise stated, the entities
we refer to in this layer are simulated entities, and the followings are details of the components
in this layer:
Grid
This component models a computational Grid, a network of shared resources that belong
to organisations located at various places. Inside each organisation are resources such as
desktops, SMPs, clusters, and MPPs. These organisations are interconnected so that their
resources can communicate with one another. Each resource consists of at least one node, and
each node consists of at least one processor. Each resource is either reliable or unreliable.
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If a node is unreliable, users run tasks on the node at some time, causing changes in the
availability and power of the node. Figure 3.2 shows the architecture of a computational
Grid.
organisation 3
London, UK
node
organisation 2
Moscow, Russia
node
organisation 1
New York, USA
node
organisation 4
Melbourne, Australia
MPP
non-dedicated cluster
dedicated cluster
node
node node
Figure 3.2: The architecture of a simulated computational Grid.
The two components that form each Grid are link and organisation, whose details are
given as follows.
1. Link : This component models a medium among nodes. Each link involves two parties:
source and destination, and it has three associated parameters: latency l, bandwidth b,
and distortion d. The latency of each link is the amount of time in seconds the link
takes to send a zero-length message from the source to the destination. The bandwidth
is the amount of data in bits that can be transferred from the source to the destination
in one second (bits per second – bps). Latency and bandwidth affects the time each
message takes to travel from the source to the destination of each link. This travel time
τ is given by
τ = l +
s
b
(3.1)
where s is the size of the message in bits [Wilkinson and Allen, 1999]. In practice,
the performance of links (latency and bandwidth) decreases with a higher level of
utilisation; therefore, distortion is used to represent decreases in this performance.
The distortion of a link is a random percentage changing every minute. As shown in
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Figure 3.3, when the time changes from 1000 to 1001 hours, the distortion of the link
changes from zero to ten percent, causing the latency and the bandwidth to increase
and decrease by ten percent from their original values, respectively. The travel time is
redefined as
τ = l ·
(
1 +
d
100
)
+
(
s
b · (1− d100)
)
. (3.2)
t = 1000 hours, d = 0%
b = 10E6 bps
l = 0.010 sec
t = 1001 hours, d = 10%
b = 9E6 bps
l = 0.011 sec
Figure 3.3: Changes in the performance of a simulated link.
In a simulated Grid, transfer of messages occurs at four link levels: node, cluster, or-
ganisation, and Grid. Links at the node level are among processors located in a node
such as an SMP. Data transfer between these processors is handled internally. As data
never go into the wire, travel times of messages at this link level are considered zero.
Links at the cluster level are among nodes located in a cluster or an MPP. In practice,
a uniform network technology is used to link these nodes. Hence, travel times of equal-
size messages among these nodes are considered more or less identical. Each cluster,
therefore, requires only one link to interconnect its nodes. Links at the organisation
level are among nodes residing in an organisation. These nodes can be resources (in-
dividual nodes) or part of resources in this organisation such as nodes of clusters and
nodes of MPPs. In practice, a uniform network technology is often used to link these
resources. Likewise, travel times of equal-size messages among nodes in an organisation
are considered nearly identical. Hence, each organisation also requires only one link to
interconnect its resources. Links at the Grid level are among nodes located across or-
ganisations. Various network technologies are used to link these organisations. Hence,
travel times of messages among nodes across organisations are unequal. A Grid that
comprises o organisations requires o · (o− 1) links to interconnect these organisations.
Figure 3.4 shows link details of the Grid given in Figure 3.2. The matrix denotes the
bandwidths of links among the participating organisations. Note that the bandwidths
for communications within organisations 2, 3, and 4 are not applicable because each
of these organisations houses only one resource whose nodes never communicate at the
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organisation link level.
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b = n/a
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non-dedicated cluster
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node node
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5E6 1E6 3E4 n/a
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Figure 3.4: The architecture of a simulated Grid with details of links.
Table 3.1 summarises the characteristic of links at each level, including the relationship
between each link level and the travel time. Note that the distortion of links varies
according to the link levels. The distortion of links at the Grid level and at the cluster
level can be up to triple and up to twice as large as that of links at the node level, and
the limit of distortion is determined by the maximum distortion dmax.4
Table 3.1: The characteristic of links at each level.
Level Latency Bandwidth Distortion Travel time
node n/a n/a n/a 0
cluster l b d ∈ [0, 1
3
dmax] τ
organisation l b d ∈ [0, 2
3
dmax] τ
Grid l b d ∈ [0, dmax] τ
2. Organisation: This component models an organisation, which is a domain of resources.
Examples of resources include desktops, SMPs, clusters, and MPPs. Figure 3.5 shows
4The default dmax is 30 percent.
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the architecture of an organisation, and the followings are details of the components
that form an organisation:
organisation
cluster
b = 5E7 bps
b = 1E7 bps
cluster
b = 1E8 bps
nodes
node Cnode B
node D
cluster, b = 1E8 bps
cluster, b = 5E7 bps
node E
Figure 3.5: The architecture of a simulated organisation. The travel times of equal-size
messages between node D and node B are equal with b = 1E7 bps.
(a) Node: This component models a computing unit such as a desktop, an SMP, a
computer of a cluster, or a compute node of an MPP. Each node has a unique
identification and is located at a specific place. If a node is part of a cluster or
an MPP, it is located at the same location as the cluster or the MPP. If a node
is unreliable, users run tasks on it at some time. Nodes are also places to which
tasks are allocated, and multiple tasks can be allocated to a node. We model
the execution mechanism within each node after Linux kernel 2.6 [Marshall, 2004;
Aas, 2005]. That is, each processor has its own queue and executes tasks placed
into its queue concurrently with equal time slice ω,5 and when any of these tasks
fails or succeeds in its execution, that task is removed from the queue. Figure
3.6 illustrates the execution mechanism within single-processor nodes. In this
example, tasks a, b, and c, each of which can be run to completion within two
time slices, are placed into the queue in order, and the processor also executes
portion of these tasks in order.
Nodes with multiple processors use a similar, yet more complex execution mech-
anism. This mechanism allocates tasks to queues of processors in a manner to
balance the number of tasks among these queues. During runtime, tasks may
5In practice, processors allocate their time slice to tasks based on the priority of tasks. In GMap, we
assume that all tasks have equal priority.
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Figure 3.6: The execution mechanism within single-processor nodes.
be migrated among processors, and the execution mechanism decides whether to
migrate a task based on the processor affinity of the task. The processor affinity
of a task indicates the processor that will run the task and also indicates whether
the task is allowed to be migrated during runtime [Dow, 2006]. Two types of
processor affinity can be used: soft and hard. With soft affinity, when a task
on a node is removed from a queue, task migration takes place automatically to
balance the number of the remaining tasks among each processor of the node.
Figure 3.7 illustrates this mechanism. The same scenario as in Figure 3.6 is given,
but this time the node has two processors (p0 and p1). After task b is run to
completion and is removed from the queue of p1, task migration takes place, and
as a result of this migration, task a is migrated to the other queue. Notice that
this set of tasks is run to completion on this multi-processor node quicker than on
the single-processor node as illustrated previously.
a
c
t = 1ω
c
a
b
t = 2ω
c a
t = 3ω t = 4ω
b
po p1 po p1 po p1 po p1
Figure 3.7: The execution mechanism within multi-processor nodes (soft affinity).
In contrast, with hard affinity, tasks are only run on processors to which they
are originally allocated. In other words, no task migration takes place during
runtime. Figure 3.8 demonstrates this mechanism with the same example given
in Figure 3.7. Notice that task a continues to be run on the same processor,
p0, although the number of tasks in each queue is unequal. In practice, soft
affinity is the default processor affinity of tasks that are run on multi-processor
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computers. Schedulers that manage jobs submitted to powerful resources like
MPPs and dedicated clusters often overrule this default by applying hard affinity
to tasks so that they can allocate tasks of different users to the same node yet
different processors at the same time.
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Figure 3.8: The execution mechanism within multi-processor nodes (hard affinity).
The followings are details of the components that form a node:
i. Processor : This component models a processor. A processor executes tasks
placed into its queue as explained previously. Each processor has only one
associated parameter, power ρ, referring to the number of instructions it can
execute in one second (instructions per second – ips). The power of each
node is the mean ρ¯ of the power of all processors together with the number
of processors p of the node. The mean is used as a precaution because if a
node houses multiple processors, tasks may or may not be migrated during
runtime, and this information is generally not known to mappers. In practice,
processors of multi-processor nodes are, however, identical, implying that ρ¯ =
ρ. The number of processors of each node indicates the number of tasks that
can be run simultaneously with the full power of the node. As seen from the
examples given in Figures 3.6 and 3.7, two processors can execute the same
set of tasks to completion quicker than one processor provided that all these
processors are identical.
However, a user’s tasks may not be run with the full power of nodes if other
users’ tasks are run on nodes at the same time. In other words, the actual
power of each node varies according to the number of tasks on the node. The
straight use of this number in practice, however, can mislead mappers because
some tasks, especially system tasks, are usually run for short time and not
often and have little effect on the power of nodes. A more appropriate metric
that indicates the actual number of tasks that affect the power of a node is
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load. The load of a node is a moving average function of the number of tasks
that have been run continually over a recent period on the node [Peek et al.,
1997; Bovet and Cesati, 2000]. Periods of one, five, and fifteen minutes are
used in Unix and Linux operating systems. In GMap, the one-minute load
(the most sensitive load) is modelled for each simulated node. That is, the
load of each node is updated every five seconds (5 MHz) with the following
recursion:
loadi =
{
loadi−1e−
5
60 + ni(1− e− 560 ) where i > 0,
0 where i = 0
(3.3)
where loadi is the load at time i, and ni(ni ≥ 0) is the number of tasks in the
queue of the node (i.e. in all queues of the processors) at time i. Given loadi,
the approximated number of tasks that affect the power of the node at time i
is loadi. Eq (3.3) is an exponentially-damped moving average function that
increases the load of a node by one if a task has been in the queue of the node
for 875 seconds. (Note that the load is increased by 0.99 if the task resides in
the queue for 280 seconds.)
Sometimes, a mapper may want to assign a task to a node to which some of
its tasks were already assigned. In this case, the effect on the power of the
node at time i can be realised by load effect σi,
σi =
⌈
loadi +m
p
⌉
(3.4)
where m is the number of the mapper’s tasks already assigned to the node.
Notice that if the node houses only one processor and none of the mapper’s
tasks are assigned to the node (i.e. p = 1 and m = 0), σi is loadi.
ii. Location: This component models the location of a node. A location is com-
posed of a city, a country, and the corresponding time zone – the Greenwich
Mean Time (GMT). The current time of each node is relative to the cur-
rent time of the mapper (the user of this simulator). If the mapper is in
Melbourne, Australia (GMT+10), and its current time is 1010 hours, for ex-
ample, the current time of every node in London, UK (GMT+00), is 0010
hours.
iii. User : This component models a user who runs tasks on a node. A node with
an associated user is unreliable because its power and status change over time.
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Users are either active or inactive. If they are active, they run some tasks;
otherwise, they run no tasks. Their status, changing every hour, depends on
the active probability. Figure 3.9 shows the default active probability, derived
from findings in [Litzkow et al., 1988] indicating that many nodes are available
during evenings, weekends, and during working hours.
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Figure 3.9: The default active probability.
This active probability varies according to users’ current times. If a user’s
current time is Monday 0800 hours, for instance, the chance that the user is
active is twenty percent. If a user is active, the user continually runs a task
that takes r (r > 0 and r ∈ [rmin, rmax])6 seconds to be run to completion on
his or her associated node. After a task is launched on a node, each active
user waits w (w > 0) seconds before launching another task on the same node.
This wait time w is given by
w = wr
⌈
u
p
⌉
(3.5)
where u is the number of the user’s tasks on this node, and wr (wr > 0 and
wr ∈ [wrmin , wrmax ])7 is a random number.
6The default [rmin, rmax] is [1, 15].
7The default [wrmin , wrmax ] is [1, 15].
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In GMap, there are three types of users: owners, local users, and remote users,
and the followings are details of these users:
A. Owner : An owner is a user who has full control over nodes she or he
uses. In other words, owners have administrative privilege. Active owners
may withdraw their nodes from Grids if they feel that their nodes are
overloaded. Owners always expect their tasks to be run to completion
on their nodes within a specific time. The expected run time rˆ of each
owner’s task run on a node is given by
rˆ = r
⌈
o+ 1
p
⌉
(3.6)
where o is the number of the owner’s tasks currently run on the node.
The expected run time is likely to be larger than expected if other users’
tasks are also run on the node at the same time. If any of the owner’s
tasks is not run to completion within rˆ · f seconds, where f (f > 1) is the
tolerance factor of the owner, the owner will withdraw the node to reserve
the power only for his or her own tasks. This withdrawal will crash other
users’ tasks being run on the node. If a withdrawal occurs, owners will
not share their nodes until they become inactive.
B. Local User : A local user is a user who uses a node on site; however, local
users do not have administrative privilege. These users and the nodes
they use are located at the same location. Each local user also has a
tolerance factor f similar to that of each owner. When local users are
active, and they feel that the nodes they use are overloaded (based on
the expected run time rˆ), they will reboot these nodes. Each reboot of a
node will crash all tasks being run on the node; however, the node will be
shared again immediately after the reboot.
C. Remote User : A remote user is a user who remotely uses a node. Remote
users do not have administrative privilege, and they cannot reboot the
nodes they use. These users and the nodes they use may be located at
different locations.
iv. Predictor : The assumption that nodes of Grids are always shared with sta-
ble power throughout executions of tasks is common when researchers study
the mapping problem. Unfortunately, this assumption is unrealistic. GMap,
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therefore, models the dynamic nature and autonomy of Grids with users who
cause changes in the power and status of nodes. As mappers should only allo-
cate tasks to reliable nodes, we implement a predictor for identifying reliable
nodes of Grids for mappers in GMap. To have a better organisation of this
thesis, we defer details and discussion of the reliability prediction problem
and the predictor until Chapter 4.
(b) Cluster : This component models a group of nodes interconnected with a uniform
network such as an MPP or a cluster of computers. If a cluster is unreliable, users
are associated with nodes of the cluster; otherwise, no users are associated with
any node of the cluster. Figure 3.10 shows the architecture of clusters.
cluster
b = 1E8 bps
node A node B
cluster
b = 5E6 bps
cluster, b = 1E7 bps
cluster, b = 2E7
node C
node D
Figure 3.10: The architecture of a cluster and of a cluster of clusters. The travel times of
equal-size messages between node A and node B and between node C and node D are equal
with b = 1E8 bps and b = 5E6 bps, respectively.
Parallel Application
This component models a message-passing parallel application. GMap enforces that mappers,
users of this simulator, have no knowledge about data structures, algorithms, and inter-task
communication patterns of parallel applications but only topologies of applications to ensure
that mappers are not dependent on specific parallel applications. At this stage, GMap
supports two commonly used topologies: master-worker and Cartesian. Common variants
of these topologies are depicted in Figures 3.11 and 3.12, respectively.
This component consists of the following sub-components:
1. Task : This component models a task of a parallel application. Each task has a unique
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Figure 3.11: Common variants of master-worker topologies.
Figure 3.12: Common variants of Cartesian topologies.
identification and comprises a series of statements. Tasks are run to completion when
all their statements are executed. A statement can be compute, send, or receive.
(a) Compute Statement : A compute statement is a general programming statement
involving no communication between tasks. Each compute statement has a con-
stant number of instructions. When encountering a compute statement, processors
reduce the instructions of the statement by the number of instructions they can
execute in a time slice (ω · ρ). Each compute statement is complete when all its
instructions are executed.
(b) Send Statement : A send statement is a programming statement that instructs a
task, the sender, to send data to another task, the receiver. When encountering
a send statement, processors first execute the statement as a compute statement
because computation is required to copy the data (to be sent to the receiver) from
application buffer to system buffer. The statement is complete when the data are
successfully transferred between these buffers. Then processors proceed to execute
the next statement. Meanwhile, a message encapsulating these data is sent from
the sender to the receiver, taking τ seconds as per Eq (3.2) to travel from the
source node to the destination node. Note that the semantic of send statements
is the same as that of MPI Send().
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(c) Receive Statement : A receive statement is a programming statement that instructs
a task, the receiver, to wait for data from another task, the sender. When encoun-
tering a receive statement, processors wait until the required message sent from
the sender specified in the statement arrives. Next, they execute the statement as
a compute statement because computation is required to copy the received data
from system buffer to application buffer. The receive statement is complete when
the data are successfully transferred between these buffers. Note that the semantic
of receive statements is the same as that of MPI Recv().
Note also that send and receive statements can be used to model other communication
operations such as broadcast and scatter. Table 3.2 shows the content that is used to
create a simulated parallel application that is run with eleven tasks (one master and
ten workers) to add ten-million integers in parallel. This application is analogous to the
program given in Table 2.2. That is, the master scatters one-million integers to each
worker. Then each worker accumulates the received integers and sends the sum to the
master. The master accumulates these ten sums, and its final sum is the sum of the
given ten-million integers. Figure 3.13 also shows possible inter-task communication
patterns of this program during runtime.
scatter
receive
receive
. . .
receive
compute
compute
compute
task 0 (master) task 1 (worker) task 10 (worker)
send
send
Figure 3.13: Possible inter-task communication patterns of the program given in Table 3.2.
2. Estimator : The assumption that execution times of tasks assigned to nodes are known
a priori is common in studies of the mapping problem. However, this assumption is
unrealistic and is a major supposition that makes mappers impractical. In order to
solve this problem, we implement an estimator for estimating execution times of tasks
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Table 3.2: A simulated program that organises eleven tasks to add ten-million integers.
# Name of application, number of tasks and problem size
01: name, addition # Name of the application
02: np, 11 # Number of tasks
03: arguments, 1, 1E7 # Problem size i.e. 1E7
# The master (id 0) scatters one-million integers (32E6 bits) to each worker.
# This scatter takes 1E10 instructions to copy all integers to the system buffer.
04: task, 1, 0, 0, 0
05: send, 1E10, 1, 0, 32E6
06: send, 0, 2, 0, 32E6
07: send, 0, 3, 0, 32E6
08: send, 0, 4, 0, 32E6
09: send, 0, 5, 0, 32E6
10: send, 0, 6, 0, 32E6
11: send, 0, 7, 0, 32E6
12: send, 0, 8, 0, 32E6
13: send, 0, 9, 0, 32E6
14: send, 0, 10, 0, 32E6
# The master waits for the sums from these 10 workers and accumulates these sums.
15: receive, 1E6, any source, any tag, 10
16: compute, 1E7
# The workers (ids 1-10) wait for the integers from the master. After receiving these integers,
# each worker performs the addition and sends the sum (32 bits) to the master.
# The addition takes 1E10 instructions.
17: task, 10, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 0, 0
18: receive, 1E9, master, any tag
19: compute, 1E10
20: send, 1E6, master, 0, 32
assigned to nodes for mappers in GMap. To have a better organisation of this thesis, we
defer details and discussion of the execution time estimation problem and the estimator
until Chapter 5.
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Built-in Parallel Applications
In this layer, apart from Grid and parallel application components, GMap provides six sim-
ulated parallel applications created from real traces of these applications. The followings are
details of each application:
1. Integration: The application approximates the area under a graph whose parametric
function is known [Wilkinson and Allen, 1999]. Figure 3.14 shows the problem domain
and topology, which is master-worker, of the application.
0
1 2 n. . . . .
y
x
f(x) = x2
problem domain topology
Figure 3.14: The problem domain and topology of Integration.
The problem size of the application is the number of small rectangles whose areas will
be calculated. The steps of the algorithm are as follows. The master broadcasts the
problem size to the workers. After receiving the problem size, each worker calculates
the area of each rectangle it is responsible to and sends the sum of these areas to the
master. The master accumulates the sums received from all workers, and the final sum
is the result of the integration.
2. Minimum Spanning Tree: The application uses Prim’s algorithm [Prim, 1957] to find a
Minimum Spanning Tree (MST) of a weighted undirected graph. An MST of a graph
is a tree containing all vertices in the graph with a minimum total weight on the edges.
Figure 3.15 shows the problem domain and topology, which is master-worker, of the
application.
The problem size of the application is the number of vertices in the graph. The steps
of the algorithm are as follows. The master first broadcasts the graph, an adjacency
matrix, to the workers. Next, the master chooses a vertex to be the root vertex, which
is also stored in the list of the visited vertices, and the master broadcasts the list to the
workers. After receiving the list, each worker searches a specific part of the adjacency
matrix for the vertex where the weight between the vertex and another vertex in the
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Figure 3.15: The problem domain and topology of Minimum Spanning Tree.
list is the smallest (i.e. the shortest path). Each worker then sends its search result, the
vertex and the corresponding weight, to the master. The master chooses the shortest
path from the vertices and weights received from the workers, updates the list, and
broadcasts the list to the workers again. The master and the workers repeat these
processes until all vertices are visited.
3. Simple Matrix-matrix Multiplication: The application calculates the multiplication of
two square matrices [Grama et al., 2003]. Figure 3.16 shows the problem domain and
topology, which is master-worker, of the application.
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Figure 3.16: The problem domain and topology of Simple Matrix-matrix Multiplication.
The problem size of the application is the size of the matrices. The steps of the
algorithm are as follows. The master first broadcasts a matrix to all workers. Next,
the master partitions the elements of the other matrix row-wise into n sub-matrices,
where n is the number of workers, and the master distributes each sub-matrix to each
worker. Each worker, after receiving the first matrix and a sub-matrix, performs the
multiplication and sends the result to the master. The master arranges the results
received from the workers in a matrix, which is the result of the multiplication.
4. Odd-even Sort : The application sorts an array of numbers with odd-even sort algorithm
[Grama et al., 2003]. Figure 3.17 shows the problem domain and topology, which is
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master-worker, of the application.
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Figure 3.17: The problem domain and topology of Odd-even Sort.
The problem size of the application is the number of elements in the array. The steps
of the algorithm are as follows. The master first scatters the elements of the array to
the workers. The workers sort these elements with quick sort algorithm and start the
parallel odd-even sort. The odd-even sort algorithm alternates between two phases: odd
and even. During the odd phase, each odd id worker and its right neighbour exchange
their elements, and these tasks rearrange their elements in accordance with the sorting
preference. Likewise, during the even phase, the process occurs between each even id
worker and the right neighbour of the worker. The workers repeat this sort process n
times, where n is the number of workers, and send their current elements to the master.
Then the master rearranges the elements received from the workers. These arranged
elements are the result of the sort.
5. Cannon’s Matrix-matrix Multiplication: The purpose of this application is the same as
that of the preceding matrix-matrix multiplication, which is to calculate the multipli-
cation of two square matrices. However, the underlying algorithm of this application is
Cannon’s algorithm [Cannon, 1969], which is more efficient than the previous matrix-
matrix multiplication algorithm. Figure 3.18 shows the problem domain and topology,
which is Cartesian, of this application.
The problem size of the application is the size of the matrices. Cannon’s algorithm is,
however, fairly complicated; therefore, we omit its details here. More details about this
algorithm can be found in [Cannon, 1969; Grama et al., 2003].
6. Heat Distribution: The application iteratively calculates the temperature of each cell
in a square region [Wilkinson and Allen, 1999]. Figure 3.19 shows the problem domain
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Figure 3.18: The problem domain and topology of Cannon’s Matrix-matrix Multiplication.
and topology, which is Cartesian, of the application.
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Figure 3.19: The problem domain and topology of Heat Distribution.
The problem size is the number of cells in the region. Each task is assigned a subset
of these cells. Repeated fifty times, each task calculates the temperature of each of
its responsible cells by averaging the temperatures of the other four surrounding cells.
Some cells are handled by different tasks; therefore, these tasks also need to send the
temperatures of the cells lying along the borders to their neighbours.
These parallel applications are computational intensive applications8 with different levels
of dependency among their tasks. Tasks of Integration have weak dependency as the number
of communications among them is small. This application is known as an embarrassingly
parallel application [Wilkinson and Allen, 1999]. Tasks of Simple Matrix-matrix Multiplica-
tion have fair dependency because of the moderate number of communications among them.
8To judge whether an application is computational intensive is subjective. The computation of most
applications takes smaller than a few seconds to be run to completion on a processor. In our point of view, an
application is computational intensive if its computation takes more than five minutes to be run to completion
on a processor.
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Tasks of Minimum Spanning Tree, Odd-even Sort, Cannon’s Matrix-matrix Multiplication,
and Heat Distribution have strong dependency as they communicate frequently. These ap-
plications are known as synchronous iterative parallel applications [Zhang et al., 2004].
3.2.3 Layer 3: Mapper
A mapper is a user of this simulator who uses mapping algorithms to solve the mapping
problem modelled by GMap. A mapper is located at a specific (simulated) location, and the
current time of each node and the current time of each user are relative to the current time
of the mapper. In practice, mappers use information obtained from parallel applications
and Grids to produce mapping solutions. In GMap, mappers only know the information
outlined in Table 3.3. These pieces of information are obtainable in practice to guarantee
that mappers developed with GMap can also map parallel applications on Grids in practice.
Table 3.3: The information available to mappers in GMap.
Component Information
processor power (ρ)
node identification (e.g. host-name)
number of processors (p)
number of mapper’s tasks (m)
load (load)
link latency (l)
bandwidth (b)
parallel application number of tasks (t)
problem size
topology
task identification (e.g. task id)
type (i.e. master, worker, or Cartesian)
In practice, mappers can obtain these pieces of information from a few sources. Grid In-
formation Services (GIS) such as Monitoring and Discovery Service (MDS) [Czajkowski et al.,
2001] and Relational Grid Monitoring Architecture (R-GMA) [European Data Grid, 2002]
provide detailed information about nodes, such as processor specification and current load.
Mappers can match this processor specification with known benchmarks such as RC5-72 [dis-
tributed.net, 2006] and BogoMips [Dorst, 1996] to differentiate the power of processors. Each
user is required to provide the problem size, the number of tasks, and the topology of the
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parallel application to mappers. Administrators of participating organisations are required
to provide information about the structure of resources in their organisations and the per-
formance of links among their resources. This information is static and publishable through
GIS. The administrators are also required to measure and provide information about the
performance of links among the participating organisations. Tools such as IDMaps [Francis
et al., 2001] and KING [Gum] or the technique proposed in [Ng and Zhang, 2002] could be
used to measured this performance.
In GMap, mappers use mapping algorithms with these pieces of information to allocate
tasks to nodes. We implement the following algorithms: Min-min, Max-min, Genetic Algo-
rithms, Simulated Annealing, Tabu Search, and Quick-quality Map, as the built-in mapping
algorithms in GMap. Quick-quality Map is the algorithm proposed in this thesis, and the
others, most of which are standard optimisation algorithms, are algorithms studied in [Ma-
heswaran et al., 1999; Braun et al., 2001; Shivle et al., 2004]. To have a better organisation
of this thesis, we defer details and discussion of these mapping algorithms until Chapter 7.
3.2.4 Layer 4: User Interfaces
1. Graphical User Interfaces: Users interact with GMap through easy-to-use user inter-
faces. Moreover, users can create simulated Grids easily with a provided wizard, and
experimenters can plan and build simple scripts to run a series of experiments with the
script runner. Figure 3.20 shows the main user interface of GMap.
2. Application Programming Interfaces: Users of this simulator can also implement their
own mapping algorithms as a set of application programming interfaces have already
been provided. This feature is intentionally provided for users who prefer to develop
and evaluate their own mapping algorithms against the built-in ones.
3.3 Conclusion
Although simulation is the most suitable method for studying the mapping problem, exist-
ing simulators are unsuitable for studying this problem when the practicality of mappers
is concerned because mappers developed with these simulators function with unrealistic as-
sumptions. Therefore, we developed a more suitable simulator called GMap. GMap can
simulate realistic message-passing parallel applications, realistic Grids, and executions of a
parallel application on a Grid. Users of this simulator, each of whom acts as a mapper, can
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Figure 3.20: The main user interface of GMap.
use their mapping algorithms to allocate each task of a parallel application to a node of a
Grid and also simulate executions of this application on this Grid to evaluate their algo-
rithms. Each simulated Grid is created such that it is uncontrollable but repeatable so that
experimenters can reproduce the same experimental environment to evaluate their mapping
algorithms reliably. Each simulated parallel application is created under the condition that
mappers know none of the detailed information of the application to ensure that mappers are
not dependent on specific parallel applications. In addition, GMap guarantees that mappers
developed within its framework can map parallel applications on Grids in practice because
GMap allows mappers to use only the information that is obtainable in practice to produce
mapping solutions, and with the assistance of the predictor and the estimator, mappers can
operate with none of the unrealistic assumptions. The predictor identifies reliable nodes
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of Grids while the estimator estimates execution times of tasks assigned to nodes for map-
pers. Users interact with this simulator through easy-to-use user interfaces where they can
easily create simulated Grids and run a series of experiments. Moreover, GMap provides
six built-in simulated parallel applications (Integration, Minimum Spanning Tree, Simple
Matrix-matrix Multiplication, Odd-even Sort, Cannon’s Matrix-matrix Multiplication, and
Heat Distribution) created from real traces of these applications and six built-in mapping
algorithms (Min-min, Max-min, Genetic Algorithms, Simulated Annealing, Tabu Search, and
Quick-quality Map), against which experimenters can evaluate their mapping algorithms.
Chapter 4
A Reliability Prediction Algorithm
and a Predictor
The assumption that nodes are always reliable, being shared with stable power throughout
executions of tasks, is common in studies of the mapping problem. Within the context of Grid
computing where the availability and power of some nodes are dynamic, this assumption,
however, can lead to failures in executions of applications. These failures not only refer to
application crashes but also unexpected slowness in the execution of applications. Owners,
for example, may withdraw their nodes from Grids if they experience slow executions due
to congestion caused by other users’ tasks. Such a withdrawal results in the crash of other
users’ applications whose tasks are run on these nodes. In addition, a user often runs a task
on a node with expectation that the task will be run to completion within a certain period
with respect to the current yardstick. Unfortunately, during the execution of the task, the
power of the node drops due to the interference of other users’ tasks; as a result, the actual
execution time of the task turns out to be larger than expected. These situations are common
when dealing with unreliable resources, and several researchers also reported such experiences
[Liu et al., 2002; Medeiros et al., 2003]. In order to prevent these costly situations, mappers
require a mechanism to identify reliable nodes of Grids. A reliable node promises to be shared
with stable power throughout executions of tasks. We refer to this mechanism as a predictor,
whose role is illustrated in Figure 4.1. In this example, the predictor identifies reliable nodes
of the Grid so that the mapper only allocates tasks to these nodes.
In this chapter, we propose an algorithm for predicting the reliability of nodes and a
predictor for identifying reliable nodes of Grids for mappers. Following this introduction, the
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Figure 4.1: The role of a predictor.
first section discusses related work, and the second section provides the formal definition of
the problem studied in this chapter. The third and fourth sections explain the proposed al-
gorithm and predictor, respectively. The fifth section provides experimental details including
a discussion of results obtained, and the final section provides a conclusion to this chapter.
4.1 Related Work
Researchers have proposed a few techniques to predict the power of nodes to avoid slowness
in executions of applications. Most of them use load to indicate the power of nodes, and the
larger the load, the less the power. The load mentioned here is the Linux one-minute load,
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which is the same load explained in Section 3.2.2. It denotes the number of tasks that have
continually consumed the power of a node over the most recent one minute and also indicates
the effect of these tasks on the task that is about to be run on the node. For instance, if the
current load of a node is one, and another task is about to be run on the node, the execution
speed of the task is likely to be reduced by half.1
Network Weather Service (NWS) [Wolski, 1997; 1998; Wolski et al., 1999b;a] is a well-
known tool for predicting the load of nodes. It has also been integrated with several
application-level schedulers, such as AppLeS Parameter Sweep Template (APST) [Casanova
et al., 2000b], Grid Application Development Software (GrADS) [Dail et al., 2002; 2003]
and Resource Selector Service (RSS) [Liu et al., 2002]. NWS predicts load based on past
load data collected at equal intervals. The strategy of NWS is to use each of the following
algorithms: running average, sliding window average, last measurement, adaptive average,
stochastic gradient, median, adaptive median, α-trimmed mean, and autoregressive (AR), to
predict the load at the next time step. Out of these nine algorithms, NWS chooses the load
predicted from the algorithm whose overall prediction error is the smallest so far. Although
NWS looks promising, to use it to develop a predictor is hindered by a few limitations.
Firstly, the design of NWS is unsuitable for the development of the predictor. This is
because NWS can only predict the load at the next time step. For example, NWS can only
provide the load at the next minute if the past load data have been collected at one minute
intervals. This predicted load is, however, insufficient to be used to justify whether the power
of nodes will be stable throughout executions of tasks because tasks often require multiple
units of time to be run to completion, and it is common that load changes during executions
of tasks. Secondly, none of the nine algorithms of NWS consider periodic behaviour such
as daily or weekly usage profiles, while observed load data may embody periodic behaviour
according to results of the experiment with a campus Grid conducted in [Arikawa et al., 2003],
indicating that the load of nodes fluctuates with time and that choosing nodes to run tasks
based on usage patterns of nodes helps speed up executions of tasks. Finally, parameters
required by some algorithms of NWS are static and are arbitrarily set. Theoretically, the
values of these parameters should be derived systematically from past load data because no
static parameters can work well for all data sets.
In addition to NWS, univariate Box-Jenkins models [Dinda and O’Hallaron, 1999] and
homeostatic and tendency based algorithms [Yang et al., 2003] were proposed to tackle
1This is the case when this node houses only one processor; otherwise, the effect on the execution speed
varies. See the execution mechanism within multi-processor nodes in Section 3.2.2.
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this prediction problem. Box-Jenkins models [Box and Jenkins, 1976] are well-known and
widely used methods for analysing and forecasting time-series data. Dinda and O’Hallaron
[1999] applied these time-series data forecasting models (i.e. AR, MA, ARMA, ARIMA,
and ARFIMA) to predict the load of thirty-eight hosts and found that load is consistently
predictable and simpler time-series forecasting models such as AR is sufficient for this pre-
diction problem. Homeostatic and tendency based algorithms are one-step-ahead and low
overhead load prediction strategies that are designed to give more weight (priority) to re-
cent load data than those that are remote [Yang et al., 2003]. Unfortunately, Box-Jenkins
models and homeostatic and tendency based algorithms have the same limitations as NWS
that were discussed previously. One exception is that some Box-Jenkins models can take
periodic behaviour into account; however, all Box-Jenkins models require time-consuming,
visual analysis to assess the stationary properties and to estimate the auto-correlation and
partial auto-correlation functions of the target data [Pankratz, 1983]. This time-consuming
process is generally unsuitable for developing automatic systems like the predictor.
4.2 The Reliability Prediction Problem
Within the context of the mapping problem, two primary factors that indicate the reliability
of a node are the load and status of the node. Researchers often use load as a metric to
indicate the effect of running tasks on the power of nodes as discussed previously. Status
(either shared or unshared) indicates whether owners share their nodes to mappers. In this
study, we encode load and status into one of the six different reliability data shown in Table
4.1. The problem concerned here is called the reliability prediction problem defined as “Given
a set of n past reliability data R = {r1, . . . , rn} of a node collected at equal intervals, find
the predicted reliability data rˆn+j , j = 1, . . . , h of the node up to h steps ahead such that the
prediction error is minimum.”
This encoding scheme simplifies this reliability prediction problem. Instead of predicting
the load and status separately, the predictor can predict reliability data directly. A missing
load datum can be encoded as r = 0, whereas missing data is a serious problem in the original
load prediction problem. Moreover, other encoding schemes that include other dynamic
parameters such as the availability of physical memory and disk space can be used. Note
that the small ranges of load in this encoding scheme are essential to preserve levels and
trends in the original load data.
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Table 4.1: Load and status encoded into six different reliability data.
Status load r
shared [0, 0.01] 5
shared (0.01, 0.5] 4
shared (0.5, 1.0] 3
shared (1.0, 1.5] 2
shared (1.5, 2.0] 1
shared > 2.0 0
unshared n/a 0
4.3 The Reliability Prediction Algorithm
In this section, we propose an algorithm to tackle the reliability prediction problem. The core
method is exponential smoothing functions coupled with the Holt-Winters (HW) algorithm
[Winters, 1960; Holt, 1957; 2004]. Exponential smoothing functions are used widely to fit
and predict time-series data, and HW algorithm is used to derive the parameters of these
functions.
4.3.1 Exponential Smoothing Functions and Holt-Winters (HW) Algorithm
We provide a succinct description of the functions and HW algorithm adapted to the reliabil-
ity prediction problem. More general details can be found from other references [Chatfield,
1978; Chatfield and Yar, 1988; Brockwell and Davis, 1996; Chatfield, 1996]. Given a set
of past reliability data R = {r1, . . . , rn}, the following three smoothing functions give the
predicted reliability data rˆn+j up to h steps ahead:
rˆn+j = aˆn, (4.1)
rˆn+j = aˆn + jbˆn, (4.2)
and
rˆn+j = aˆn + jbˆn + cˆn+j−d (4.3)
where j = 1, . . . , h, and d in Eq (4.3) is a seasonal period such as daily or weekly.
Out of these three functions, the one that best fits the data in R is chosen to predict
the future reliability data. These predicted data are influenced by trend level aˆ, trend slope
bˆ, and seasonal component cˆ. This algorithm obtains these three components using HW
algorithm whose details are given as follows.
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In Eq (4.1), aˆi is a linear combination of the actual reliability datum ri and the predicted
reliability datum rˆi at time i, i.e. aˆi−1 [Chatfield, 1996]. Thus,
aˆi = αri + (1− α)aˆi−1 (4.4)
where α ∈ (0, 1), and the initial condition is
aˆ1 = r1. (4.5)
In Eq (4.2), analogous to Eq (4.4), aˆi is found from
aˆi = αri + (1− α)(aˆi−1 + bˆi−1) (4.6)
while bˆi is a linear combination of aˆi − aˆi−1 and the estimated trend slope bˆi−1 at time i− 1
[Chatfield, 1996]. Thus,
bˆi = β(aˆi − aˆi−1) + (1− β)bˆi−1 (4.7)
where α ∈ (0, 1) and β ∈ (0, 1), and the initial conditions are
aˆ2 = r2 (4.8)
and
bˆ2 = r2 − r1. (4.9)
In Eq (4.3), analogous to Eq (4.6), aˆi is found from
aˆi = α(ri − cˆi−d) + (1− α)(aˆi−1 + bˆi−1), (4.10)
bˆi from
bˆi = β(aˆi − aˆi−1) + (1− β)bˆi−1, (4.11)
and cˆi from
cˆi = γ(ri − aˆi) + (1− γ)cˆi−d where i > d (4.12)
where α ∈ (0, 1), β ∈ (0, 1), and γ ∈ (0, 1) [Chatfield, 1996], and the initial conditions are
aˆd+1 =
∑d
i=1 ri
d
, (4.13)
bˆd+1 =
(∑2d
i=d+1 ri
d
−
∑d
i=1 ri
d
)
1
d
, (4.14)
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and
cˆi = ri −
(
aˆd+1 + (i− 1) bˆd+12
)
where i ≤ d. (4.15)
The parameters α, β, and γ are smoothing parameters whose values should be set prop-
erly so that each exponential smoothing function best fits the target data according to a
certain criterion. To find the static parameters that work well for all data sets is, however,
impractical. Hence, these parameters must be estimated from each given data set. The
process used to accomplish this estimation is explained in the next section.
4.3.2 Estimation of the Smoothing Parameters
The smoothing parameters of each exponential smoothing function are selected such that the
function fits the target past reliability data with a minimum Sum of Squared Error (SSE):
SSE =
n−1∑
i=1
(fi(θ))2. (4.16)
To use all reliability data to derive these parameters, however, incurs high overhead cost;
therefore, only q most recent observations are considered.2 SSE is redefined as
SSE =
n−1∑
i=n−q
(fi(θ))2 (4.17)
where θ is a vector of p smoothing parameters, i.e. θ = [α], [α β], and [α β γ] for Eq (4.1),
Eq (4.2), and Eq (4.3), respectively, and fi(θ) : +(p) → + is
fi(θ) =
{ ∑h
j=1 |ri+j − rˆi+j | where (n− q ≤ i ≤ n− h),∑n−i
j=1 |ri+j − rˆi+j | where (n− h + 1 ≤ i ≤ n− 1).
(4.18)
For instance, if n = 15, h = 5, q = 10, and the smoothing function is Eq (4.1), then
SSE =
10∑
i=5

j=5∑
j=1
|ri+j − rˆi+j |


2
+
14∑
i=11

15−i∑
j=1
|ri+j − rˆi+j |


2
where θ = [α].
This algorithm derives θ with the Levenberg-Marquardt algorithm [Marquardt, 1963]
whose details are given in the next section.
2The default q is 180 (three hours). In their experiments, Arikawa et al. [2003] used one-, three-, five-,
and seven-hour load pattern of nodes to select nodes for running several benchmarks and found that using
three-hour load pattern gives the best results.
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Levenberg-Marquardt (LM) Algorithm
Using LM algorithm, the estimation of smoothing parameters can be viewed as a non-linear
least square parameter estimation problem, and the goal is to find θ∗ that minimises F (θ) =
SSE, i.e.
θ∗ = argminθ{F (θ)} (4.19)
where F (θ) = SSE =
∑n−1
i=n−q(fi(θ))
2 = f(θ)f(θ), and f(θ) = [fn−q(θ) . . . fn−1(θ)].
From a starting point θ0, LM algorithm iteratively produces a series of vectors θ1, θ2, . . . ,
converging to θ∗. The local expansion of f about θ in direction h is
f(θ + h) = f(θ) + J(θ)h+O(‖h‖2) (4.20)
where J ∈ +(q×p) is a Jacobian matrix containing the first partial derivatives of the com-
ponents of f(θ), i.e.
J(θ) =


∂fn−q(θ)
∂α . . .
∂fn−q(θ)
∂γ
∂fn−q+1(θ)
∂α . . .
∂fn−q+1(θ)
∂γ
...
. . .
...
∂fn−1(θ)
∂α . . .
∂fn−1(θ)
∂γ

 (4.21)
where
∂fi(θ)
∂α
=
{ ∑h
j=1 | − ri + aˆi−1| where (n− q ≤ i ≤ n− h),∑n−i
j=1 | − ri + aˆi−1| where (n− h + 1 ≤ i ≤ n− 1),
(4.22)
for Eq (4.1),
∂fi(θ)
∂α =
{ ∑h
j=1 | − ri + (aˆi−1 + bˆi−1)| where (n− q ≤ i ≤ n− h),∑n−i
j=1 | − ri + (aˆi−1 + bˆi−1)| where (n− h + 1 ≤ i ≤ n− 1),
∂fi(θ)
∂β =
{ ∑h
j=1 | − j((aˆi − aˆi−1)− bˆi−1)| where (n− q ≤ i ≤ n− h),∑n−i
j=1 | − j((aˆi − aˆi−1)− bˆi−1)| where (n− h + 1 ≤ i ≤ n− 1),
(4.23)
for Eq (4.2), and
∂fi(θ)
∂α =
{ ∑h
j=1 | − (ri − cˆi−d) + (aˆi−1 + bˆi−1)| where (n− q ≤ i ≤ n− h),∑n−i
j=1 | − (ri − cˆi−d) + (aˆi−1 + bˆi−1)| where (n− h + 1 ≤ i ≤ n− 1),
∂fi(θ)
∂β =
{ ∑h
j=1 | − j((aˆi − aˆi−1)− bˆi−1)| where (n− q ≤ i ≤ n− h),∑n−i
j=1 | − j((aˆi − aˆi−1)− bˆi−1)| where (n− h + 1 ≤ i ≤ n− 1),
∂fi(θ)
∂γ =
{ ∑h
j=1 | − ((ri+j−d − aˆi+j−d)− cˆi+j−2d)| where (n− q ≤ i ≤ n− h),∑n−i
j=1 | − ((ri+j−d − aˆi+j−d)− cˆi+j−2d)| where (n− h + 1 ≤ i ≤ n− 1),
(4.24)
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for Eq (4.3). We show how these partial derivatives are derived step-by-step in Appendix A.
The feasible perturbation h is found by solving
(JJ+ λI)h = −g (4.25)
where I is an identity matrix, and g is a gradient vector
g =


∂F (θ)
∂θα
...
∂F (θ)
∂θγ

 = Jf(θ). (4.26)
h is solved by the Gaussian elimination.
The damping parameter λ (λ ≥ 0) is the heart of LM algorithm. When λ is large, h is a
short step in the steepest descent direction, and when λ is small, h is a larger Gauss-Newton
step [Marquardt, 1963]. We tested a few strategies suggested in [Neilsen, 1999; Madsen et al.,
2004] to update the value of λ and found the following procedure performed well:
if (F (θk+1) < F (θk))
λ = λ3 ; v = 2;
else
λ = λv; v = 2v;
end
(4.27)
where the initial values of λ and v are 0.01 and 2, respectively.
LM algorithm is a heuristic optimiser whose solutions, which are α, β, and γ in this case,
may come from local minima instead of global ones. To minimise the chance of obtaining
sub-optimal results, each function considers multiple initial values of its smoothing param-
eters θ0s. That is, each function considers 2p initial values (p is the number of smoothing
parameters), each of which is randomly selected from each of the 2p sub-partitions of the so-
lution space. For example, in case of a single parameter, i.e. Eq (4.1), the function considers
two randomly selected θ0s, namely α1 and α2 where α1 ∈ (0, 0.5] and α2 ∈ (0.5, 1). Figure
4.2 depicts the solution space of the smoothing parameters of each function.
LM algorithm terminates if either the change in θ is small, ‖θk+1 − θk‖ ≤ ε for small
positive ε, or the maximum number of iterations kmax is reached. The values of ε and kmax
are set to 10−6 and 100, respectively.
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Figure 4.2: The solution space of the smoothing parameters. Two, four, and eight θ0s are
randomly selected from the solution space for Eq (4.1), Eq (4.2), and Eq (4.3), respectively.
4.4 The Predictor
Using the reliability prediction algorithm as the core technique, we propose a predictor for
identifying reliable nodes of Grids and also develop the predictor in GMap. The architecture
of the predictor is client-server as shown in Figure 4.3. Each server predicts reliability data
of the node on which it is run, and each client uses the information received from each server
to decide which nodes are reliable.
user system
mapper
predictor: client
predictor: server
predictor: server
predictor: server
reply
reply
request
request
reply
request
Figure 4.3: The architecture of the predictor.
Each server uses the algorithm outlined in Table 4.2 to predict reliability data. (This
algorithm is the prediction algorithm explained in Section 4.3.) Each server also requires the
seasonal periods {d1, . . . , dm} and the number of most recent seasons s used in Eq (4.3) as
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input.3 Note again that the algorithm evaluates all smoothing functions in terms of how well
these functions fit the target past reliability data, and it uses the most fit function, whose
SSE is the smallest, to predict reliability data (lines 04-14). The output returned from this
algorithm is the requested predicted reliability data rˆn+j (j = 1, . . . , h) and the SSE of the
most fit function.
Table 4.2: The predictor (server).
Input: h, q, s, and {d1, . . . , dm}
Output: rˆn+j , j = 1, . . . , h and SSE
01: set the SSE to +∞;
02: set the optimal smoothing parameters θopt to ∅;
03: set the best fit exponential smoothing function fb to NULL;
04: for (each exponential smoothing function f – i.e. Eq (4.1), Eq (4.2), and Eq (4.3))
05: for (each initial smoothing parameters θ0)
06: process to obtain SSEf of f and its θ
∗ using LM algorithm;
07: if (SSEf < SSE)
08: SSE = SSEf ;
09: fb = f ;
10: θopt = θ
∗;
11: end
12: end
13: end
14: predict rˆn+j , j = 1, . . . , h using fb and θopt;
15: return rˆn+j , j = 1, . . . , h and SSE;
Table 4.3 shows the algorithm used to develop the client in GMap. The client requests
the predicted reliability data rˆn+j (j = 1, . . . , h) and the corresponding SSE from each server
(lines 01-03). It then assesses whether the predicted reliability data received from each server
are reliable. The predicted data are unreliable if the corresponding SSE is large, implying
that the server has difficulty fitting the target reliability data. With the predictor, an SSE
is large if SSE ≥ c · SSE where c is a constant,4 and SSE is the mean of all SSEs received
from the servers. If the SSE returned from a server is large, the node the server is run on
is considered to be unreliable. Otherwise, the node is considered to be reliable if all rˆn+j
(j = 0, . . . , h) are equal to five, implying that this node is currently and predicted-to-be
3The number of most recent seasons s signifies HW algorithm how many seasons of past reliability data
the algorithm needs to consider in order to derive the smoothing parameters for Eq (4.3).
4The default c is 0.5. This c is set to be small so that only highly reliably predicted data are accepted.
CHAPTER 4. A RELIABILITY PREDICTION ALGORITHM AND A PREDICTOR 76
shared with at most 0.01 in the load metric throughout the next h steps of a time unit.
Table 4.3: The predictor (client).
Input: h, q, s, and {d1, . . . , dm}
01: for (each server i)
02: request for rˆn+j , j = 1, . . . , h and SSE given h, q, s, and {d1, . . . , dm};
03: end
04: calculate SSE of all received SSEs;
05: for (each server i)
06: if (SSE < c · SSE and all rˆn+j , j = 0, . . . , h are reliable)
07: identify the node server i runs on as a reliable node;
08: end
09: end
4.5 Experiments
We conducted experiments to compare the prediction performance of the proposed algorithm
to that of NWS by using these two to predict reliability data of thirty-three actual computers
given past reliability data of these computers. Furthermore, we conducted experiments with
GMap to evaluate the proposed predictor, which was used to identify reliable nodes of a
simulated Grid consisting of 803 unreliable nodes. This section therefore consists of two
parts: experiments with actual nodes and experiments with simulated nodes.
4.5.1 Experiments with Actual Nodes
We used the proposed algorithm and NWS to predict one minute ahead (h = 1) reliability
data of thirty-three computers given past reliability data of these computers. Three of these
data sets were past reliability data of three Unix machines (goanna, numbat, and yallara)
serving multiple users in the School of Computer Science and Information Technology, RMIT
University, Australia, collected at one minute intervals over four weeks during January and
February 2005. In the experiment, only the reliability data during the first three weeks were
taken as the initial past reliability data, and the reliability data during the final week were
predicted. That is, the total number of predictions on each data set was 10,080 (7 days × 24
hours × 60 minutes). After a reliability datum was predicted and the corresponding error
was collected, the actual datum was appended to the target data set. The daily and weekly
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usage profiles of the previous two seasons, that is, d1 = 1, 440, d2 = 10, 080, and s = 2, were
used in Eq (4.3).
Dinda and O’Hallaron [1999] collected the load of thirty-eight nodes located at the Com-
puting, Media, and Communication Laboratory (CMCL) at CMU and Pittsburgh Super-
computing Centre (PSC), USA, at one second intervals over seven days during February and
March 1998.5 However, we only used load data of thirty nodes in this experiment due to the
incompleteness of the other data sets. As one second interval was too short, we sampled the
load data every one minute and encoded them into reliability data spanning four consecutive
days. In the experiment, only the reliability data during the first three days were taken as
the initial past reliability data, and the reliability data during the final week were predicted.
That is, the total number of predictions on each data set was 1,440 (1 day × 24 hours × 60
minutes). After a reliability datum was predicted and the corresponding error was collected,
the actual datum was appended to the target data set. Only the daily usage profile of the
previous two days, that is, d1 = 1, 440 and s = 2, was used in Eq (4.3) because the initial
past reliability data spanned only three days.
The Proposed Algorithm Versus Network Weather Service
We measured the prediction performance in terms of the Root Mean Square Error (RMSE),√
SSE
N where N was the total number of predictions. Figure 4.4 shows the RMSEs of one
step ahead prediction given by the proposed algorithm versus NWS on each experimented
reliability data set. The proposed algorithm gave smaller RMSEs than NWS on twenty-one
out of thirty-three data sets (63.64%). Interestingly, on the data sets that NWS performed
better such as manchesters, the proposed algorithm gave comparable RMSEs, while, on some
data sets that the proposed algorithm performed better such as axp2 and axp6, the proposed
algorithm gave noticeably smaller RMSEs.
We analysed the percentages of times that each exponential smoothing function in the
proposed algorithm was chosen to predict a reliability datum of these data sets and found
that periodic behaviour contributed most to the results obtained. Figure 4.5 shows these
percentages. On most data sets that the proposed algorithm performed better than NWS,
the percentages of times that Eq (4.3) best fit the past reliability data were significantly larger
than the other two functions. For instance, on axp2 and axp6, Eq (4.3) was chosen more
5These load data are available at http://www.cs.northwestern.edu/˜pdinda/LoadTraces (accessed January
2005).
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Figure 4.4: RMSEs of one step ahead prediction.
than ninety-five percent of the time to predict a reliability datum. These results strongly
indicated that these past reliability data exhibited periodic behaviour, and the proposed
algorithm performed better than NWS on these data sets because it considered periodic
behaviour, whereas NWS is unable to consider this behaviour. The plots of the reliability
data of most computers experimented with in this section, shown in Figure 4.6, also supported
this conclusion. On the data sets that NWS performed better such as manchesters, their
reliability data were fairly stable most of the time, while on the data sets that the proposed
algorithm performed better such as axp2 and axp6, their reliability data fluctuated with
time.
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Figure 4.5: The percentages of times. The white bar represents the percentage that all three
functions equally best fit the target reliability data.
Multiple Step Ahead Prediction
In this experiment, we used the proposed algorithm to predict multiple step ahead reliability
data of these thirty-three nodes given past reliability data of these nodes. Note that NWS was
not evaluated in this experiment because NWS is unable to do multiple step ahead prediction.
The purpose of this experiment was to find the maximum number of prediction steps that
the proposed algorithm could predict reliability data with high accuracy. A prediction is of
high accuracy if its RMSE is smaller than one, meaning that on average the algorithm can
predict each reliability datum rˆ such that |rˆ−r| < 1. In the experiment, the future reliability
data were predicted ten more steps at a time (h = 10, 20, . . .), and the experiment stopped
when the algorithm predicted reliability data with RMSE equal to or larger than one.
Experimental results shown in Figure 4.7 indicated that the maximum number of predic-
tion steps that the algorithm predicted reliability data with high accuracy was thirty, which
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Figure 4.6: The reliability data of computers experimented with.
CHAPTER 4. A RELIABILITY PREDICTION ALGORITHM AND A PREDICTOR 81
0 0.5 1
aphrodite
axp0
axp10
axp1
axp11
axp2
axp3
axp4
axp5
axp6
axp7
RMSE
0 0.2 0.4 0.6 0.8
axp8
axpfea
axpfeb
belushi
goanna
hawaii
loman
manchester−1
manchester−2
manchester−3
manchester−4
RMSE
0 0.5 1 1.5
manchester−5
manchester−6
manchester−7
manchester−8
newark
numbat
pryor
rhea
sahara
uranus
yallara
RMSE
h=1
h=10
h=20
h=30
Figure 4.7: RMSEs of one, ten, twenty, and thirty step ahead prediction.
was the number of prediction steps that the RMSE on sahara was greater than one. The
RMSEs given by the algorithm on axp5, axp10, and axp11 were also close to one. The over-
all results indicated that the larger the number of prediction steps, the larger the prediction
error. However, on some data sets, the errors did not increase with this number such as
manchesters. The slight changes in the prediction errors on these data sets could be because
the reliability data in these data set were stable most of the times.
4.5.2 Experiments with Simulated Nodes
We also conducted an experiment with GMap to evaluate the predictor explained in Section
4.4 by comparing its prediction performance to that of the general approach users use to
judge whether nodes are reliable, which is considering only the current reliability of nodes.
The details of these two predictors are given as follows:
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• Predictor I: This predictor identifies each node whose rn = 5 as a reliable node, implying
that the node is currently shared with at most 0.01 in the load metric (i.e. the node
is idle). In other words, this predictor considers only the current reliability of nodes
without performing any prediction.
• Predictor II: Given a number of prediction steps h, this predictor identifies each node
whose rˆn+j(j = 0, . . . , h) = 5 as a reliable node, implying that the node is currently
and predicted to be shared with at most 0.01 in the load metric throughout the next h
steps of a time unit. The daily and weekly usage profiles of the previous three seasons,
that is, d1 = 1, 440, d2 = 10, 080, and s = 3, are used in Eq (4.3).
In this experiment, we created a simulated Grid6 that comprised 120 geographically
distributed organisations (60 real organisations and 60 personal organisations) offering 803
nodes and 1,208 processors. All nodes of the Grid were unreliable as users ran tasks on these
nodes at some time, and these nodes were associated with 60 owners, 743 local users, and
141 remote users. For one-hundred times each with five-thousand seconds apart, these users
were simulated to run their tasks, causing changes in the reliability of each node. Given h =
30, 60, 90, and 120 minutes, we used these two predictors to identify reliable nodes of the
Grid and observed the prediction performance of these predictors, which was measured in
terms of how correctly the predictors identified reliable nodes.
Figure 4.8 shows the numbers of nodes that Predictor I and Predictor II identified as
reliable nodes within the next 30, 60, 90, and 120 minutes in each run. Predictor I on average
identified 576 nodes as reliable nodes while Predictor II on average identified 347, 336, 312,
and 290 nodes as reliable nodes within the next 30, 60, 90, and 120 minutes, respectively.
That is, the larger the number of prediction steps, the fewer the predicted-to-be reliable
nodes given by Predictor II.
Figure 4.9 shows the numbers of nodes that Predictor I and Predictor II incorrectly
identified as reliable nodes. Predictor I on average incorrectly identified 51, 102, 139, and
177 nodes as reliable nodes while Predictor II on average 15, 31, 38, and 44 nodes within
the next 30, 60, 90, and 120 minutes, respectively. These results were consistent with results
6This Grid was created with a wizard provided by GMap. Processors of nodes were randomly selected from
130 processors; the bandwidth of links at the cluster level was randomly selected between 1E7 and 1E9 bps
(0∼10% distortion), at the organisation level between 5E5 and 1E8 bps (0∼20% distortion), and at the Grid
level between 5E4 and 5E7 bps (0∼30% distortion); and, locations of resources and of users were randomly
selected from 51 locations.
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Figure 4.8: The numbers of nodes Predictors I & II identified as reliable nodes.
obtained from an experiment detailed in Section 4.5.1 indicating that the larger the number
of prediction steps, the larger the prediction error and also the more the nodes incorrectly
identified.
In order to compare the prediction performance of these two predictors fairly, we trans-
formed the numbers of incorrect identifications (the results in Figure 4.9) and the total
numbers of identifications (the results in Figure 4.8) into percentages of incorrect identifi-
cations. Figure 4.10 shows these percentages, and Table 4.4 provides descriptive statistics
of these percentages. The mean percentages of incorrect identifications indicated that using
Predictor II reduced the chance of failures in executions of applications by half when com-
pared to using Predictor I. For example, given h = 30, 8.99 percent of nodes was incorrectly
identified by Predictor I compared to 4.52 percent by Predictor II. Interestingly, Predictor II
flawlessly identified reliable nodes within the next thirty minutes (min = 0.00 percent) ten
out of one-hundred runs. That is, tasks could be run on these unreliable nodes as if these
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Figure 4.9: The numbers of nodes Predictors I & II incorrectly identified as reliable nodes.
nodes were reliable nodes for thirty minutes. Such correct identifications, however, were not
found from Predictor I or Predictor II with the other numbers of prediction steps. With
Predictor II, on average 95.48, 90.34, 87.58, and 84.32 percent of nodes remained reliable as
predicted within the next 30, 60, 90, and 120 minutes, respectively. That is, mappers could
expect a high prediction accuracy (≥ 95 percent) of thirty step ahead prediction from this
predictor.
Figure 4.11 shows the prediction time of Predictor II. On a Pentium IV 3GHz Linux
machine, the predictor took 450 ms on average to predict 30 step ahead reliability data, and
this time grew linearly to 1,400 ms with 120 step ahead prediction.
The results obtained from these experiments suggested that the proposed predictor could
be used effectively to identify reliable nodes of Grids for mappers. Similar to other time-
series predictors, however, the prediction performance of the predictor decreases with a larger
number of prediction steps, and this trend certainly affects long running tasks. A solution to
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Table 4.4: Descriptive statistics of the percentages of incorrect identifications.
h Predictor mean median std min max
30 I 8.99% 6.34% 8.66% 0.16% 34.45%
II 4.52% 2.98% 4.28% 0.00% 15.10%
60 I 18.16% 17.72% 6.54% 5.96% 40.21%
II 9.66% 9.59% 2.97% 3.64% 21.73%
90 I 24.51% 24.62% 9.25% 6.09% 50.83%
II 12.42% 11.82% 4.38% 5.11% 30.64%
120 I 31.24% 30.56% 9.07% 14.56% 51.43%
II 15.68% 14.75% 3.89% 7.10% 25.00%
this problem is to periodically monitor the reliability of nodes, say every thirty minutes, and
whenever a node is or is predicted-to-be unreliable, stop all executions of mappers’ tasks on
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Figure 4.11: The prediction time of Predictor II.
that node and continue these executions on other reliable nodes. The mechanism to stop the
execution of a task on a node and continue the execution on another node during runtime is
known as task migration [Frechette and Avresky, 2005]. Task migration is, however, beyond
the scope of this thesis and subject to future investigation.
4.6 Conclusion
Failures in executions of applications are not uncommon on computational Grids because
nodes of Grids are autonomous and the power of nodes is dynamic. However, the root
cause of such failures is that mappers allocate tasks to unreliable nodes, whose availability
is intermittent or whose power is not stable throughout executions of tasks. Hence, in this
chapter, we proposed an algorithm for predicting the reliability of nodes to prevent failures in
executions of applications. We determined the reliability of nodes in terms of their load and
status. The algorithm uses three exponential smoothing functions as the models to predict
the reliability of nodes and the Holt-Winters and Levenberg-Marquardt algorithms to derive
the smoothing parameters of each function. Using the proposed algorithm, we proposed a
predictor for identifying reliable nodes of Grids and also implemented the predictor in GMap.
Results of experiments with past reliability data of thirty-three actual nodes indicated that
the proposed algorithm performed better than Network Weather Service (NWS) on twenty-
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one out of thirty-three data sets. The RMSEs given by the proposed algorithm on some
data sets were noticeably smaller than those given by NWS because these data exhibited
periodic behaviour, and the proposed algorithm considered this behaviour, but NWS cannot
consider periodic behaviour. Moreover, the proposed algorithm predicted the reliability of
nodes within the next thirty minutes with high accuracy (RMSE < 1), while NWS is unable
to perform multiple step ahead prediction. In addition, results of experiments with 803
simulated nodes created by GMap showed that the proposed predictor reduced the chance
of failures in executions of applications by half; on average 95.48, 90.34, 87.58, and 84.32
percent of nodes remained reliable as predicted within the next 30, 60, 90, and 120 minutes,
respectively; and, the predictor took 450 and 1,400 ms to predict the reliability of nodes
within the next 30 and 120 minutes, respectively.
Chapter 5
Execution Time Estimation
Methods and an Estimator
In studies of the mapping problem, researchers commonly assume that execution times of
tasks assigned to nodes are known a priori to enable mappers to differentiate the quality of
mapping solutions; however, in practice mappers do not know execution times of tasks until
tasks are run to completion. As a result, the practicality of mappers developed in studies that
rely on this assumption is open to question. As execution times of tasks are not known exactly,
mappers require a method for estimating execution times with reasonably small errors. This
estimation problem is known as the execution time estimation problem. In this chapter, we
empirically evaluate the following nearest-neighbour (nn) execution time estimation methods:
k-nn smoothing [Iverson et al., 1996; 1999b;a], k-nn, adaptive k-nn, one-nn, and adaptive one-
nn to find out which of these should be used as the estimator for estimating execution times
of tasks assigned to nodes for mappers. Following this introduction, the first section discusses
related work. The second section describes the execution time estimation problem, and the
third section explains the estimation methods. The details of the proposed estimator are
given in the fourth section. The fifth section provides experimental details and a discussion
of results obtained, and the final section provides a conclusion to this chapter.
5.1 Related Work
There are two major approaches used to develop solutions to the execution time estimation
problem. One approach is using parametric functions and the other approach is using past
observations about task executions coupled with an estimation method.
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The idea of using parametric functions date back to when Amdahl [1967] proposed a
function to explain execution times of parallel applications that are run on homogeneous
parallel systems.1 Every now and then, researchers suggested improvement to this function
[Gustafson, 1988; Heath and Worley, 1989; Driscoll and Daasch, 1995]. Until recently, para-
metric functions were used within the context of Grid computing, and they are known as
performance models. Examples include the performance models used in the Resource Selector
Service (RSS) proposed in [Liu et al., 2002] for estimating execution times of Cactus (an as-
trophysics application), in Grid Application Development Software (GrADS) [Berman et al.,
2001; Dail et al., 2002; 2003] for estimating execution times of Game of Life and Jacobi, and
in Grid Distributed Scheduling Server (GDSS) [Zhang et al., 2004] for estimating execution
times of the N-body Problem.
The idea of using past observations comes primarily from statistics and machine learning.
Iverson et al. [1996; 1999b;a] used k-nearest-neighbours (k-nn) smoothing to estimate exe-
cution times of a matrix-matrix multiplication application run on a heterogeneous parallel
system. More recently, Lee and Schopf [2003] used a regression technique to estimate exe-
cution times of the N-body Problem and Heat Distribution run on a homogeneous parallel
system whose nodes may have varied load.
It is unclear which of these two approaches is more accurate. Using past observations is,
however, more flexible and portable. Analysing performance models of parallel applications is
a tedious task, and different models are required for different applications. Moreover, to cre-
ate performance models, creators need to know detailed information of parallel applications
such as data structures, algorithms, and inter-tasks communication patterns, whereas such
information is not always obtainable in practice. On the other hand, using past observations
has no such limitations as it requires only information about task executions that is ob-
tainable in practice. Although researchers have already developed a few estimation methods
coupled with past observations as discussed, further investigation is required so that mappers
can use estimation methods more effectively. Iverson et al. [1999a] only used their method
to estimate execution times of a sequential application; that is, an estimate is made for only
one independent task per run. In this thesis, however, mappers serve parallel applications
comprising multiple tasks that are dependent on other tasks. The method proposed by Lee
and Schopf [2003] is too limited because it can only estimate execution times of parallel
applications as a whole on a set of nodes, whereas mappers, to be able to use some mapping
1This function can also be used to explain execution times of individual tasks run on homogeneous parallel
systems.
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algorithms, need to know execution times of individual tasks assigned to individual nodes.
Another question about these pieces of related work is the diversity of their target parallel
systems. In the RSS proposed in [Liu et al., 2002], the experiment was conducted with
only three different machines, in GrADS [Dail et al., 2002; 2003] with five different types of
twenty-four nodes, and in GDSS [Zhang et al., 2004] with three different types of eight nodes.
Iverson et al. [1999a] did their experiment with sixteen different types of machines, and Lee
and Schopf [2003] with twenty identical computers whose load might vary. The diversity of
Grids is, however, expectedly larger than that of the parallel systems experimented with in
these studies. This large diversity certainly adds much more complexity to the execution
time estimation problem, which may affect the estimation performance of the techniques and
methods proposed in these studies.
5.2 The Execution Time Estimation Problem
The execution time estimation problem is defined as “Given a task assigned to a node and
past observations about executions of the task, find an estimated execution time of the task
such that the estimation error is minimum.”
The actual execution time y of a task run on a node is considered a nonparametric
function of a vector q (q = [q1 q2 . . . qa]) of a attributes that affect execution times of the
task, i.e.
y = f(q). (5.1)
This vector q is called a mapping condition.
Given q, a method is required to derive the estimated execution time yˆ of the task such
that the estimation error e,
e =
|yˆ − y|
y
· 100, (5.2)
is minimum.
In order to estimate, the method requires past observations of the task. These observa-
tions are represented by a matrix X of m mapping conditions and a vector y of m actual
execution times of the task given these mapping conditions, i.e.
X =


x1,1 x1,2 . . . x1,a
x2,1 x2,2 . . . x2,a
:˙
...
. . .
...
xm,1 xm,2 . . . xm,a

 ,y =


y1
y2
:˙
ym

 (5.3)
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where the ith (1 ≤ i ≤ m) observation is (xi, yi), which is the ith mapping condition xi (xi
= [xi,1 xi,2 . . . xi,a]) paired with the ith actual execution time yi.
5.3 Execution Time Estimation Methods
This section explains five nearest-neighbour (nn) estimation methods that are used to tackle
the execution time estimation problem. Nearest-neighbour estimation methods have been
used to address a wide range of estimation problems [Aha and Salzberg, 1994; Atkeson
et al., 1997b;a; Kapadia et al., 1999; Fox, 2000a;b], including the execution time estimation
problem [Iverson et al., 1996; 1999b;a; Lee and Schopf, 2003], and the promise of nearest-
neighbour methods over others is frequently reported. They are also suitable for supporting
real-time, automatic systems like mappers because training of data to determine the learning
parameters in advance and retraining every time new data are added are not required [Deng
and Moore, 1995]. Before explaining these five methods, we discuss the attributes that are
used to build up mapping conditions for estimating execution times of tasks.
5.3.1 Attributes within Mapping Conditions
Several researchers have proposed functions to explain execution times of parallel applications
that are run on homogeneous parallel systems, and inputs to these functions are attributes
believed to have effect on execution times. In this section, we analyse these functions based
on the discussion in [Driscoll and Daasch, 1995] to derive the attributes that should be used
to create mapping conditions for estimating execution times of a task that is run on a node
of a computational Grid.
Amdahl [1967] divided the execution time y of a task assigned to a processor of a homo-
geneous parallel system into the sequential time ys, the time to execute the sequential part,
and the parallel time yp, the time to execute the parallel part, i.e.
y = ys + yp. (5.4)
Gustafson [1988] suggested that ys and yp are not known until the execution of the task
is complete. He advised that yp should be a function g(·) of the number of processors p that
are used to run the application because in practice more processors are used to solve larger
problems, which affects the parallel time. Thus,
y = ys + g(p). (5.5)
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Heath and Worley [1989] added to Gustafson’s function by suggesting that yp should be a
function of the problem size w, which is in turn a function of p. This expression is simplified
to
y = ys + g(w, p). (5.6)
Later, Scherson and Corbett [1991] suggested that the communication overhead should
not be ignored and should be considered as a fraction c of the parallel time. Hence,
y = ys + c · g(w, p) + g(w, p). (5.7)
More recently, Driscoll and Daasch [1995] suggested that ys should not be a constant,
but a function h(·) of w and p. Thus,
y = h(w, p) + c · g(w, p) + g(w, p). (5.8)
Based on these suggestions, the attributes that affect execution times of a task assigned to
a processor of a homogeneous parallel system are the problem size w, the number of processors
p, and the fraction c. However, some assumptions made in these studies do not hold in Grid
computing. Therefore, Eq (5.8) requires modification. A mapper may allocate more than one
task to a single-processor node; that is, the one-task-to-one-processor assumption no longer
holds. Hence, ys and yp should consider the number of tasks t instead of p. Thus,
y = h(w, t) + c · g(w, t) + g(w, t). (5.9)
Furthermore, processors of Grids are not identical, which means that execution times of
tasks of a parallel application can be unequal. Hence, ys and yp should also consider the
power ρ¯ and load effect σ of nodes. Thus,
y = h(w, t, ρ¯, σ) + c · g(w, t, ρ¯, σ) + g(w, t, ρ¯, σ). (5.10)
In addition, the communication overhead depends primarily on the performance of links,
which is latency and bandwidth. Hence, we substitute the communication overhead with a
function u(·) of the average latencies {l¯1, . . . , l¯nb} and bandwidths {b¯1, . . . , b¯nb}2 between the
task and the neighbours of the task where nb is the number of neighbours. Thus,
y = h(w, t, ρ¯, σ) + u({l¯1, . . . , l¯nb}, {b¯1, . . . , b¯nb}) + g(w, t, ρ¯, σ). (5.11)
2Latency l and bandwidth b are defined in Section 3.2.2. The reason of using average latency and bandwidth
is that although it is known that receiving tasks are subject to travel times, it is impractical to indicate from
topologies of parallel applications which tasks are senders and which are receivers.
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As latency and bandwidth normally have a strong linear correlation, only one of them
can be used. Bandwidth is only considered in this case. Thus,
y = h(w, t, ρ¯, σ) + u({b¯1, . . . , b¯nb}) + g(w, t, ρ¯, σ). (5.12)
If the application is run with the same problem size and the same number of tasks, Eq
(5.12) is simplified to
y = h(ρ¯, σ) + u({b¯1, . . . , b¯nb}) + g(ρ¯, σ). (5.13)
Hence, the attributes that affect the execution time of a task assigned to a node of a
Grid are the power ρ¯ and load effect σ of the node and the average bandwidths {b¯1, . . . , b¯nb}
between the task and the neighbours of the task. That is, q = [ρ¯ σ b¯1 . . . b¯nb] in Eq (5.1).
Mapping Conditions of Master Tasks
When the master task of a parallel application is assigned to a node, the mapping condition
for estimating the execution time of the task contains the following attributes: the power
of the node, the load effect of the node, the average bandwidth between the task and the
slowest worker task, and the estimated execution time of the slowest worker. The average
bandwidths between the master task and the other neighbours of the master task are not
considered because a master task often has a large number of neighbours, and to take all
bandwidths into account is ineffective as Iverson et al. [1999a] demonstrated in their study
that using too many attributes results in low accuracy. In practice, each master task is
run to completion after the completion of the slowest task of the same parallel application;
therefore, only the slowest worker task is considered as the neighbour of the master. Figure
5.1 shows an example of the mapping condition for estimating execution times of a master
task. In this example, task a is the master task, and task b is the slowest worker task based
on its estimated execution time.
Mapping Conditions of Worker Tasks
When each worker task of a parallel application is assigned to a node, the mapping condition
for estimating the execution time of the task contains the following attributes: the power of
the node, the load effect of the node, and the average bandwidths between the task and the
neighbours of the task. Figure 5.2 shows an example of the mapping conditions for estimating
execution times of worker tasks. In this example, all workers have only one neighbour, namely
the master task.
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Figure 5.1: The mapping condition for estimating execution times of a master task.
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Figure 5.2: The mapping conditions for estimating execution times of worker tasks.
Mapping Conditions of Cartesian Tasks
When each Cartesian task of a parallel application is assigned to a node, the mapping con-
dition for estimating the execution time of the task contains the following attributes: the
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power of the node, the load effect of the node, and the average bandwidths between the task
and the neighbours of the task. Figure 5.3 shows an example of the mapping condition for
estimating execution times of a two-dimensional Cartesian task. Note that a large number,
1E12 in this case, is used to denote the average bandwidth between tasks that are assigned
to the same node (task a and task d in this example).
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Figure 5.3: The mapping condition for estimating execution times of a Cartesian task.
In short, the attributes for estimating execution times of a task run on a node depends
on the type and the number of neighbours of the task. Figure 5.4 summarises the possible
number of neighbours of master, worker, and Cartesian tasks and the number of attributes
for estimating execution times of each of these tasks.
The followings are details of the execution time estimation methods evaluated in this
chapter.
5.3.2 K-nearest-neighbour Smoothing (K-nn Smoothing)
In this method [Iverson et al., 1996; 1999b;a], the estimated execution time yˆ of a task given
a mapping condition q is the weighted average of the execution times of the observations in
set J . J is obtained in three steps. The first step is to obtain m
4
5 observations in the past
observations (X, y) whose mapping conditions are closest to q. Let J1 be this set;
J1 = {(xi, yi) | xi is one of the m 45 nearest neighbours of q in X}. (5.14)
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Figure 5.4: The possible number of neighbours of master, worker, and Cartesian tasks and
the number of attributes for estimating execution times of each of these tasks.
The closeness between a mapping condition xi and q is measured in terms of the Euclidean
distance d(·),
d(xi,q) =
√√√√ a∑
j=1
(xi,j − qj)2 (5.15)
where the smaller the distance, the closer x is to q.
The second step is to reduce the boundary effect, meaning that q lies much farther from
some mapping conditions in J1 than from the others. That is, the observations whose map-
ping conditions lie beyond twice the closest distance dmin to q are ignored. Let J2 be a new
set defined by
J2 = {(xi, yi) | xi, yi ∈ J1 and d(xi,q) ≤ 2dmin}. (5.16)
The third step is to reduce the effect of outliers with L-Smoothing [Ha¨rdle, 1990]. That is,
the observations in J2 whose actual execution times are one of the 0.25l largest or 0.25l
smallest execution times are ignored where l is the number of observations in J2. Let J3 be
a new set defined by
J3 = {(xi, yi) | xi, yi ∈ J2 and yi 
 one of the 0.25l largest and 0.25l smallest execution times}.
(5.17)
After obtaining J3, which is also J , greater weight is given to mapping conditions that are
close to q and less weight to those that are remote. This weight is derived by the Gaussian
kernel function K(·),
K(d) = e−d
2
, (5.18)
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and yˆ is the weighted average of the execution times of the observations in J ; that is,
yˆ =
∑k
j=1 yjK(d(xj ,q))∑k
j=1K(d(xj ,q))
(5.19)
where (xj , yj) and k are the jth observation and the number of observations in J , respectively.
5.3.3 K-nearest-neighbour (K-nn)
In this method, the estimated execution time yˆ of a task given a mapping condition q is the
weighted average of the execution times of the observations in set G, which is given by
G = {(xi, yi) | xi is one of the k nearest neighbours of q in X} (5.20)
where k is obtained by performing leave-one-out cross-validation [Atkeson et al., 1997b].
That is, each ith (1 ≤ i ≤ m) observation (xi, yi) is left out of the past observations (X, y),
and the other observations are used as the past observations to estimate the execution time
yi of the left out observation given the mapping condition xi. The goal is to find a number
of nearest neighbours k that results in a minimum cross-validation error cve(·),
cve(k) =
m∑
i=1
ei =
m∑
i=1
( |yˆi − yi|
yi
· 100
)
(5.21)
where ei is the estimation error when the ith observation is left out given k as the number
of nearest neighbours. After the cross-validation is complete, k that gives the smallest cross-
validation error, cve′, is used as the number of nearest neighbours in estimating the execution
time.
Let k′ be an optimal number of nearest neighbours. Table 5.1 shows the process used to
obtain this optimality. Iteratively, the cross-validation error cvek given k is calculated (line
03) and compared to cve′ (line 04). If cvek is smaller, k is more suitable for the estimation
than k′; therefore, k becomes k′ (lines 04-07). The loop stops when k′ has not changed five
consecutive times (line 08), or k reaches its maximum, i.e. k = m (line 02). Note that
we allow k′ to stay unchanged for five times before terminating the process to avoid local
minimum traps.
5.3.4 Adaptive K-nearest-neighbour (Adaptive K-nn)
This method is similar to k-nn. The exception is that this method excludes some attributes if
such exclusion reduces the cross-validation error. The attributes possibly excluded in estimat-
ing the execution time of a task are average bandwidths between the task and its neighbours.
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Table 5.1: The process used to obtain an optimal number of nearest neighbours.
Input: X,y
Output: k′
01: cve′ = +∞;
02: for (k = 1; k ≤ m; k++)
03: cvek = cve(k);
04: if (cvek < cve
′)
05: cve′ = cvek;
06: k′ = k;
07: end
08: if (k′ has not changed five consecutive times)
09: break;
10: end
11: end
This exclusion reflects the fact that a task may have little dependency with its neighbours,
and taking into account all average bandwidths between the task and its neighbours may
reduce estimation performance due to the irrelevancy of some of these bandwidths. The goal
of the cross-validation in this method is to find a number of nearest neighbours k and a set
of average bandwidths B that result in a minimum cross-validation error cve(·),
cve(k,B) =
m∑
i=1
ei =
m∑
i=1
( |yˆi − yi|
yi
· 100
)
(5.22)
where ei is the estimation error when the ith observation (xi, yi) is left out given k and B as
the number of nearest neighbours and the set of average bandwidths, respectively. After the
cross-validation is complete, k and B that give the smallest cross-validation error, cve′, are
used to estimate the execution time.
Let k′ and B′ be an optimal number of nearest neighbours and an optimal set of average
bandwidths, respectively. Table 5.2 shows the process used to obtain this optimality. The
process consists of two loops. In the outer loop, all bandwidths are considered in the first
iteration, and then one bandwidth is excluded at a time (line 02). In the inner loop, the
cross-validation error cvek,B given k and B is calculated (line 04) and compared to cve′ (line
05). If cvek,B is smaller, then k and B are more suitable for the estimation than k′ and B′;
therefore, k and B become k′ and B′, respectively (lines 05-09). The inner loop stops when
k′ has not changed five consecutive times (line 10), or k reaches its maximum, i.e. k = m
(line 03), and the outer loop stops when all bandwidths are excluded (line 02).
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Table 5.2: The process used to obtain an optimal number of nearest neighbours and an optimal
set of average bandwidths.
Input: X,y
Output: k′ and B′
01: cve′ = +∞;
02: for (i = 1; i ≤ nb; i++)
03: for (k = 1; k ≤ m; k++)
04: cvek,B = cve(k,B = {b¯i, . . . , b¯nb});
05: if (cvek,B < cve
′)
06: cve′ = cvek,B ;
07: k′ = k;
08: B′ = B;
09: end
10: if (k′ has not changed five consecutive times)
11: break;
12: end
13: end
14: end
5.3.5 One-nearest-neighbour (One-nn)
This method is adapted from the IB3 algorithm in [Aha et al., 1991; Aha, 1992], which was
originally used to address case-based reasoning problems. This method is tested because
of its simplicity and superior searching performance as only one nearest neighbour (k = 1)
is required in the estimation. The estimated execution time yˆ of a task given a mapping
condition q is the execution time of the observation in (X, y) whose mapping condition
is most similar to q. However, not all observations are used as past observations in the
estimation; observations that appear to be outliers are excluded. These outliers are also
detected with leave-one-out cross-validation. During the cross-validation, the estimation
performance of each observation when the observation is used to estimate execution times
of left out observations is monitored. If this performance is statistically significantly lower
than the overall estimation performance of all observations, this observation is an outlier.
We measure the estimation performance in terms of the success rate. Let n be the number
of times an observation is used to estimate execution times of left out observations given the
mapping conditions of these observations, and let s be the number of correct estimations
(i.e. e < 20 percent in this study). The observed success rate r of this observation is sn , and
the endpoints ξ of the true success rate given a percentile value z of the standard normal
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distribution are
ξ =
r + z
2
2n ± z
√
r
n − r
2
n +
z2
4n2
1 + z2n
. (5.23)
We also use this equation to measure the overall estimation performance of all observations.
In the experiment, we set z = 1.65 (90% confidence) for the higher endpoint of the true
success rate and z = 1.28 (80% confidence) for the lower endpoint. If the higher endpoint
of the true success rate of an observation is smaller than the lower endpoint of the true
success rate of all observations, then the observation is an outlier and will not be used in the
estimation.
5.3.6 Adaptive One-nearest-neighbour (Adaptive One-nn)
This method is similar to one-nn and also analogous to adaptive k-nn. That is, the esti-
mated execution time yˆ of a task, given a mapping condition q, is the execution time of
the observation in (X, y) whose mapping condition is most similar to q, and some average
bandwidths between the task and its neighbours may be excluded prior to the estimation.
Two leave-one-out cross-validations are used in this case where the first cross-validation iden-
tifies outliers, and the second finds a set of average bandwidths B that results in a minimum
cross-validation error cve(·),
cve(B) =
m∑
i=1
ei =
m∑
i=1
( |yˆi − yi|
yi
· 100
)
(5.24)
where ei is the estimation error when the ith observation is left out, given B as the set of
average bandwidths. After this cross-validation is complete, B that gives the smallest cross-
validation error, cve′, is used to estimate the execution time. Let B′ be an optimal set of
average bandwidths. Table 5.3 shows the process used to obtain this optimality. Note that a
bandwidth is excluded at a time in the loop, except for the first time where all bandwidths
are considered.
5.4 The Estimator
Using these execution time estimation methods, we propose an estimator for estimating ex-
ecution times of tasks assigned to nodes and also implement the estimator in GMap. Figure
5.5 shows the role of the estimator in which the mapper provides mapping conditions of
tasks to the estimator, and the estimator uses an estimation method to estimate execution
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Table 5.3: The process used to obtain an optimal set of average bandwidths.
Input: X,y
Output: B′
01: cve′ = +∞;
02: for (i = 1; i ≤ nb; i++)
03: cveB = cve(B = {b¯i, . . . , b¯nb});
04: cveB = cve(B = {b¯i, . . . , b¯nb});
05: if (cveB < cve
′)
06: cve′ = cveB ;
07: B′ = B;
08: end
09: end
times of tasks and returns these times to the mapper. The learner, shown in the figure,
mainly performs leave-one-out cross-validation to find optimal parameters for some estima-
tion methods. Note that the cross-validation performed by the learner will not affect the
performance of the estimator during the estimation because it can be done beforehand. In
addition, immediately after the execution of each parallel application is complete, the map-
ping condition of each task is paired with the corresponding actual execution time to create a
new observation. However, only the observations that are estimated with errors greater than
ten percent are appended to the past observations because Aha [1992] demonstrated that to
collect only incorrectly estimated observations not only saves disk space, but also improves
estimation accuracy, and our preliminary experiments also supported this theory.
It is important to note that the performance of an estimator has direct effect on the
performance of mappers. To map a parallel application on a Grid, mappers query a large
number of estimated execution times from the estimator, and if the performance of nearest-
neighbour search is poor, then the performance of mappers is poor as well. The naive search
with complexity Θ(m) will not work well for this searching problem. A more efficient data
structure that is commonly used with this type of search is k-d tree [Bentley, 1975]: a binary
tree data structure used to index multi-dimensional instances in which the nearest neighbours
can be found with complexity O(logm). We will discuss k-d tree and extensions to this tree
that can be applied to improve the performance of nearest-neighbour search in Chapter 6.
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Figure 5.5: The role of the estimator.
5.5 Experiments
We conducted experiments with GMap to find out which of k-nn smoothing, k-nn, adaptive
k-nn, one-nn, and adaptive one-nn performs best under the same experimental environment.
In addition, we observed the estimation performance of the best estimation method when the
method was used as an estimator to assist a mapper in various mapping scenarios. Results
from that observation are also presented in this section.
5.5.1 The Estimation Performance of the Estimation Methods
We conducted an experiment with GMap to compare the estimation performance of these
five execution time estimation methods. That is, we used each method to estimate the
execution time of each task of six parallel applications (summarised in Table 5.4)3 when each
application was run on a Grid one-hundred times. The estimation started in the third run
as the cross-validation cannot function until at least two observations are collected.4 We
3Details of these applications are provided in Section 3.2.2.
4In the real deployment of the estimator, this problem can be solved by creating and storing a few artificial
observations as the past observations of each task and after a few runs removing these artificial observations.
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used the random algorithm to allocate the tasks of each application and also controlled the
initial seed of the random sequence to ensure that, in the same run, each task of the same
application was always allocated to the same node regardless of the estimation methods so
that all estimation methods were evaluated under the same experimental environment.
Table 5.4: Experimental parallel applications.
Parallel application Topology Number of tasks Problem size
Integration master-worker 51 1E10
Minimum Spanning Tree master-worker 21 5E3
Simple Matrix-matrix Multiplication master-worker 101 5E3
Odd-even Sort master-worker 101 2E7
Cannon’s Matrix-matrix Multiplication Cartesian 100 5E3
Heat Distribution Cartesian 100 1E5
The simulated Grid comprised 30 organisations offering 648 nodes and 966 processors.5
All 648 nodes were reliable in order to avoid application crashes during the simulation. The
random algorithm was not an optimiser; hence, execution times of tasks were expected to be
large. Consequently, if tasks were allocated to unreliable nodes, several crashes of applications
would occur because owners and local users of these nodes might withdraw and reboot their
nodes, respectively, and the comparison would be ineffective. Note that although tasks were
only allocated to reliable nodes, outliers can still occur because the performance of links was
dynamic with the maximum distortion of thirty percent.
We measured the estimation performance of these methods in terms of average estimation
error e¯. If a method, for example, was used to estimate execution times of t tasks in a run,
the average estimation error as per this run was
P
ei
t where ei was the estimation error when
the execution time of task i was estimated.
Figure 5.6 shows the average estimation errors given by each estimation method on each
application during the runs; the histograms in the figure summarise the number of estimations
grouped by six ranges of average estimation errors ([0, 20), [20, 40), [40, 60), [60, 80), [80,
100), and [100, +∞) percent). On all applications, except Simple Matrix-matrix Multiplica-
5This Grid was created with a wizard provided by GMap. Processors of nodes were randomly selected from
130 processors; the bandwidth of links at the cluster level was randomly selected between 1E7 and 1E9 bps
(0∼10% distortion), at the organisation level between 5E5 and 1E8 bps (0∼20% distortion), and at the Grid
level between 5E4 and 5E7 bps (0∼30% distortion); and, locations of resources and of users were randomly
selected from 51 locations.
CHAPTER 5. EXECUTION TIME ESTIMATION METHODS AND AN ESTIMATOR104
tion and Odd-even Sort, adaptive k-nn gave the numbers of estimations whose average errors
were smaller than twenty percent (considered accurate estimations) larger than those given
by the other methods. On Odd-even Sort, adaptive k-nn still outperformed the others be-
cause its numbers of estimations whose average errors were between twenty and forty percent
were smaller than those given by the other methods. Using the same consideration, however,
k-nn smoothing performed better than the others on Simple Matrix-matrix Multiplication.
In addition, comparing the estimation performance of k-nn to that of adaptive k-nn led to
the conclusion that the adaptive exclusion of average bandwidths in the estimation improved
the estimation performance significantly. In short, the overall results suggested that adaptive
k-nn was the most suitable method among these five methods for the role of the estimator.
5.5.2 The Estimation Performance of the Estimator
The results presented in this section were obtained from one of the experiments conducted
in Chapter 7 where we evaluated six mapping algorithms (Min-min, Max-min, Genetic Algo-
rithms, Simulated Annealing, Tabu Search, and Quick-quality Map). In that experiment, we
used adaptive k-nn as the estimator to assist a mapper in allocating the tasks of each of the
same six parallel applications to nodes of the same Grid as in the previous experiment. In this
section, we report the estimation performance of adaptive k-nn obtained in that experiment.
Figure 5.7 shows the average estimation errors given by the estimator when we used
Quick-quality Map, the most efficient mapping algorithm among these six algorithms, to
allocate the tasks of each of these six applications. The average estimation errors noticeably
decreased with more runs on Integration, Minimum Spanning Tree, and Simple Matrix-
matrix Multiplication, but the same trend did not appear with the other three applications.
These results, however, did not indicate that the estimation performance of the estimator
was poor. Recall that the purpose of using the estimator is to enable mappers to differentiate
the quality of mapping solutions. That is, mappers, through their mapping algorithms, aim
to use these estimated execution times as an indicator to move their mapping solutions to
regions that give better mapping solutions in the solution space. Hence, the hypothesis was
that the decrease in the average estimation errors with more runs did not appear with Odd-
even Sort, Cannon’s Matrix-matrix Multiplication, and Heat Distribution because of the large
differences between actual and estimated execution times of tasks. However, if the estimation
performance of the estimator was good, then actual execution times must have been smaller
than estimated execution times of applications. Figure 5.8 plots the actual execution times
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(ii) Minimum Spanning Tree.
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(iii) Simple Matrix-matrix Multiplication.
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(iv) Odd-even Sort.
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(v) Cannon’s Matrix-matrix Multiplication.
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(vi) Heat Distribution.
Figure 5.6: The average estimation errors.
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Figure 5.7: The average estimation errors when applications were mapped by Quick-quality
Map.
versus the estimated execution times of each of these applications. As expected, in most
of the runs of each application, the estimated execution times were larger than the actual
execution times.
Table 5.5: The numbers and percentages of accurate estimations.
Parallel application Accurate estimations
Integration 98/98 (100.00%)
Minimum Spanning Tree 91/98 (92.85%)
Simple Matrix-matrix Multiplication 73/98 (74.48%)
Odd-even Sort 80/98 (81.63%)
Cannon’s Matrix-matrix Multiplication 87/98 (88.77%)
Heat Distribution 69/98 (70.40%)
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Figure 5.8: Actual execution times versus estimated execution times.
Therefore, we considered the estimation of a run to be accurate if the average error of the
estimation was smaller than twenty percent or the estimated execution time was greater than
the actual execution time of the application. Table 5.5 shows the numbers and percentages
of accurate estimations given by the estimator on each application. These results indicated
that the estimator performed reasonably well with the percentages of accurate estimations
varying between seventy and one-hundred percent according to the results of these six parallel
applications.
5.6 Conclusion
In studies of the mapping problem, researchers commonly assume that execution times of
tasks assigned to nodes are known a priori to enable mappers to differentiate the quality
of mapping solutions. However, this assumption is unrealistic, and as a result the prac-
ticality of mappers developed in studies that rely on this assumption is open to question.
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As execution times of tasks are not known exactly, mappers require a method for estimat-
ing execution times of tasks with reasonably small errors. We empirically compared the
estimation performance of the following nearest-neighbour (nn) execution time estimation
methods: k-nn smoothing, k-nn, adaptive k-nn, one-nn, and adaptive one-nn. The adaptive
methods automatically exclude some attributes that may not affect the execution times of
tasks during the estimation. Experimental results showed that adaptive k-nn outperformed
the other four methods as its overall estimation performance compared favourably with that
of the others, and the adaptive exclusion of some attributes in the estimation improved the
estimation performance significantly. Using adaptive k-nn, we proposed an estimator for
estimating execution times of tasks assigned to nodes and also implemented the estimator in
GMap. Experimental results suggested that the estimator performed reasonably well with
the percentages of accurate estimations varying between seventy and one-hundred percent
according to the results of six parallel applications (Integration, Minimum Spanning Tree,
Simple Matrix-matrix multiplication, Odd-even Sort, Cannon’s Matrix-matrix Multiplica-
tion, and Heat Distribution).
Chapter 6
Speed Up Nearest-neighbour
Search
In Chapter 5, we evaluated five nearest-neighbour execution time estimation methods, and
experimental results indicated the promise of adaptive p-nn1 in terms of the estimation
accuracy. We also used this method to develop an estimator for estimating execution times
of tasks assigned to nodes for mappers. However, accuracy alone is insufficient for mappers,
and the other desirable attribute of the estimator is high performance. This performance is
measured in terms of how quickly the estimator estimates execution times.
The performance of the estimator depends primarily on the performance of nearest-
neighbour search. The naive search algorithm is not suitable for this searching problem even
with its linear complexity Θ(m) (m is the number of observations) because mappers com-
monly query a large number of estimates from the estimator. Using Min-min and Max-min
algorithms, for example, mappers query nearly seven-million estimates from the estimator to
find a mapping solution to a mapping problem of one-hundred tasks and seven-hundred com-
pute nodes.2 K-d tree is a more efficient, widely used data structure for nearest-neighbour
search, whose complexity is logarithmic O(logm). In this chapter, we investigate possible
extensions to k-d tree to help the estimator speed up nearest-neighbour search. Following
this introduction, the first section provides details of k-d tree, the second section explains
extensions to k-d tree with experimental results, and the final section provides a conclusion
1In this chapter, we use p to represent the number of nearest neighbours to avoid confusion with k-d tree.
2The complexity of these algorithms is Θ(t · t−1
2
· n) where t is the number of tasks and n is the number
of nodes. More details of Min-min and Max-min can be found in Section 7.1.
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to this chapter.
6.1 K-d Tree
Bentley [1975] introduced k-d tree to index multi-dimensional instances to support several
search operations such as range search and nearest-neighbour search. A multi-dimensional
instance is an array of data where each cell in the array represents a dimension.3 A k-d tree
is a binary tree where each of its nodes is a k-dimensional instance with a left and a right
pointers pointing to two other instances.4 In this tree, the datum in a particular dimension
of each instance is known as a discriminator, and this dimension is known as a discriminating
dimension. In general, all instances at the same level of k-d tree have the same discriminating
dimension, which is obtained by cycling through the dimensions in order. In addition, each
instance has the datum in its discriminating dimension larger than or equal to the datum in
this dimension of every instance in its left sub-tree and smaller than that of every instance
in its right sub-tree. Figure 6.1 depicts a 2-d tree.
A(20, 30)
B(40, 60)
C(70, 10)
D(60, 90)
A
B
C D
x
y
dimension
discriminator = 20
discriminator = 60
instances
Figure 6.1: A 2-d tree.
Searching in k-d tree can answer several types of queries. As this chapter focuses on the
nearest-neighbour search, we only explain this type of queries with comprehensive examples.
Note that for simplicity, the instances used in these examples are two dimensional, meaning
that k = 2; the data of these instances range from zero to one hundred; and, only one
nearest-neighbour search is demonstrated.
3An instance is equivalent to a mapping condition defined in Section 5.2.
4Throughout this chapter, the term instance is used interchangeably with node to refer to a tree node in
k-d tree.
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6.1.1 K-d Tree Construction
To construct a k-d tree is similar to to construct a binary search tree (BST). Figure 6.2
provides an example of the steps used to construct a 2-d tree. Instances A, B, C, and D are
to be inserted into the tree in order. Each insertion of an instance is equivalent to dividing
the data space in the discriminating dimension of the instance into two partitions. If the
discriminating dimension is x, a vertical partitioning line is drawn, otherwise a horizontal
line is drawn. In this example, x is the first discriminating dimension. A is first inserted
into the tree, and it becomes the root. Then B is inserted into the tree. As the datum in
dimension x of B, which is 40, is larger than the discriminator of A, which is 20, B appears
in the right sub-tree of A. Then C and D are inserted into the tree using the same rule.
A(20, 30)
B(40, 60)
C(70, 10)
D(60, 90)
x
y
step 4: insert D
A
B
C D
x
y
A
B
C
D
step 1: insert A
A
A
step 2: insert B
A
B
x
A
B
step 3: insert C
A
B
C
x
y
A
B
C
20
60
20 20
60
20
60
70 70
60
Figure 6.2: The construction of a 2-d tree.
An important property of k-d tree is that the boundaries of the area in which an instance
is located can be obtained easily through the ancestor nodes of the instance. In the example
given in Figure 6.2, for example, the boundaries of instance C are 20 and 100 in dimension
x and 0 and 60 in dimension y. This boundary information is valuable to and used by the
nearest-neighbour search algorithm explained in the next section.
6.1.2 Nearest-neighbours Search
Given an instance Q (query point) and a data set, p nearest-neighbour search is to locate p
instances in the data set that are most similar to Q than the other instances. The similarity
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between Q and any instance X is measured in terms of the Euclidean distance d(Q,X),
d(Q,X) =
√√√√ k∑
i=1
(Qi −Xi)2 (6.1)
where the smaller the distance, the more the similarity. The Euclidean distance between
instances A and B in Figure 6.2, for example, is
√
1300.
Given Q, the steps involved in the standard algorithm for searching the nearest neighbour
in k-d tree [Bentley, 1975; Friedman et al., 1977] are as follows. The search first finds the
partition that Q is located in by traversing the tree in in-order according to the datum in
each dimension of Q until a terminal node is reached. Then the distance between Q and the
discovered instance is calculated, and it becomes the nearest distance d′. Visually, d′ is the
radius of a ball with Q as the centre point. Next, the search backtracks to the parent node
and decides whether to consider the parent and to traverse the other sub-tree is necessary.
It is unnecessary if d′ does not overlap the partitioning line of the parent, and in this case
the search backtracks to the grandparent node. Otherwise, the parent is considered, and
the search also traverses the other sub-tree. This recursion terminates whenever d′ does not
overlap any boundaries. That is, no instances are possibly closer to Q than the instance
that gives d′. When searching p nearest neighbours, the search maintains a list of p nearest
neighbours, and d′ is the distance between the query point and the farthest nearest neighbour.
A(20, 30)
B(40, 60)
C(70, 10)
D(60, 90)
x
y
Q(50, 50)
step 4: terminate
A
B
C D
x
y
A
step 1: consider C
A
B
C D
x
y
A
B
step 2: consider B
A
B
C D
x
y
A
B
step 3: consider D
A
B
C D
x
y
A
B
Q
Q Q
C C
C
D
C
D
B
DD
Q
Figure 6.3: Searching the nearest neighbour in a 2-d tree.
Figure 6.3 illustrates an example of searching the nearest neighbour in a 2-d tree. In this
example, the search is to find the instance that is most similar to the query point Q(50, 50).
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It first traverses the tree to the partition in which Q is located. Next, C is assessed because
C and Q are located in the same partition, and d(Q,C), which is
√
2000, becomes d′. The
control is back at B. As the ball overlaps the partitioning line of B, d(Q,B) is calculated,
which is
√
200, and also becomes d′ because d(Q,B) < d(Q,C). The search assesses D, and
d′ is still d(Q,B) because d(Q,B) < d(Q,D). When the control is back at B, the search
terminates because the ball does not overlap any boundaries of B. Hence, B is the nearest
neighbour. The number of distance calculations is three (i.e. C, B, and D).
6.2 Extensions to K-d Tree
To improve the performance of nearest-neighbour search is to reduce the number of distance
calculations – the Euclidean distance. In this section, we present two simple techniques that
can be used to reduce this number.
6.2.1 Border Knowledge
In step three of the search example given in Figure 6.3, the partitioning line of B is visually
a border between a top partition (D is located in) and a bottom partition (C is located
in), and the reason to inspect the top partition is that some instances may lie within the
ball; these instances are more similar to Q than B is. However, it is also possible that
none of the instances in the top partition lie within the ball as none does in the example,
and the inspection on this partition unnecessarily incurs overhead cost. The occurrence of
such a situation can be reduced by applying a technique called border knowledge, which is
to augment each instance with the closest borders with the instances in the left and in the
right sub-trees. The closest border with the instances in the left sub-tree, the left border, of
an instance is the maximum datum of the instances in the discriminating dimension of the
instance, and in the right sub-tree, the right border, is the minimum. This border knowledge
is easily obtainable during tree construction. An example is given in Figure 6.4. In this
example, when the datum in dimension x of B, which is 40, is compared to the discriminator
of A, which is 20, A knows that B will appear in its right sub-tree. As a result, A sets its
right border equal to 40, which is the minimum datum in its discriminating dimension of the
instances in its right sub-tree. When C and D are being inserted, B sets its left and right
borders equal to 10 and 90, respectively.
Using border knowledge, the search can consider whether to traverse a sub-tree more
efficiently. Consider the search problem shown in Figure 6.5, which is the same problem
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A(20, 30)
B(40, 60)
C(70, 10)
D(60, 90)
x
y
step 4: insert D
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step 1: insert A
A
A
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B
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A
B
C
x
y
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[40]
[40]
[10] [10]
[40]
[90]
20
20
20
2070 70
60
60 60
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Figure 6.4: The construction of a 2-d tree with border knowledge.
given in Figure 6.3. After the distance between Q and B is calculated, i.e. d′ =
√
200, the
search considers whether to traverse the right sub-tree of B. Inspecting the right border of B,
the search knows that in this sub-tree the instance that is closest to Q in dimension y already
lies beyond the current radius of the ball, i.e. |90− 50| > √200. In other words, no instances
in this sub-tree are closer to Q than B is; hence, this sub-tree needs not be traversed. As a
result, the number of distance calculations is reduced from three to two (i.e. C and B).
A(20, 30)
B(40, 60)
C(70, 10)
D(60, 90)
x
y
Q(50, 50)
step 1: consider C
A
B
C D
x
y
A
B
step 2: consider B
A
B
C D
x
y
A
B
Q
C C
DD
Q [90]
step 3: terminate
A
B
C D
x
y
A
Q
C
D
B
Figure 6.5: Searching the nearest neighbour in a 2-d tree with border knowledge.
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The Performance of Nearest-neighbour Search in K-d Tree with Border Knowl-
edge
We conducted an experiment to compare the performance of nearest-neighbour search in k-d
tree with and without border knowledge. BTree represents the search in this tree without
border knowledge and BTree* with border knowledge. To be specific, we conducted this
experiment with twenty-four data specifications: the distribution of data in each dimension
is either uniform or skewed; the number of dimensions is either two, three, five, or ten; and,
the number of instances is either one hundred, five hundred, or one thousand. Each data
specification comprises one-hundred data sets containing randomly selected data, each of
which ranges from zero to one million. Hence, the total number of experimental data sets is
2,400.
Table 6.1: The numbers of queries performed on two, three, five, and ten dimensional data
sets.
Dimension (k) Number of queries
2 1,024 (322)
3 1,000 (103)
5 1,024 (45)
10 1,024 (210)
Table 6.1 shows the numbers of queries performed on two, three, five, and ten dimensional
data sets. The queries are centres of equal sub-partitions of data space of these data sets. For
example, with two-dimensional data sets, the scale of each dimension, which is one million,
is divided into thirty-two equal parts, resulting in 32×32 equal sub-partitions, and the query
points are the centres of these 1,024 sub-partitions.
Figure 6.6 shows the average numbers of distance calculations of BTree and BTree*.
BTree* calculated distances fewer times than BTree on all data sets. On the uniform dis-
tribution, five-dimensional, one-hundred-instance data sets, for instance, BTree calculated
distances about 31,000 times while BTree* calculated about 25,000 times (19.35 percent re-
duction) when querying the nearest-neighbour 1,024 times. Note for comparison that the
naive search would calculate distances 102,400 times in this case. The results also show
that given the same number of dimensions and the same number of instances, using border
knowledge reduced a larger number of distance calculations on uniform-distribution than on
skewed-distribution data sets. Briefly, using border knowledge helped improve the perfor-
CHAPTER 6. SPEED UP NEAREST-NEIGHBOUR SEARCH 118
2D 3D 5D 10D
0
2
4
6
8
10
x 10
4 100 Instances
BTree
BTree*
2D 3D 5D 10D
0
0.5
1
1.5
2
2.5
3
3.5
x 10
5 500 Instances
BTree
BTree*
2D 3D 5D 10D
0
1
2
3
4
5
6
x 10
5 1000 Instances
BTree
BTree*
(i) Uniform distribution.
2D 3D 5D 10D
0
2
4
6
8
10
x 10
4 100 Instances
BTree
BTree*
2D 3D 5D 10D
0
1
2
3
4
5
x 10
5 500 Instances
BTree
BTree*
2D 3D 5D 10D
0
2
4
6
8
x 10
5 1000 Instances
BTree
BTree*
(ii) Skewed distribution.
Figure 6.6: The average numbers of distance calculations of BTree and BTree*.
mance of nearest-neighbour search.
The Performance of Nearest-neighbour Search in Height Balanced K-d Tree with
Border Knowledge
We also apply the border knowledge to height balanced k-d tree, which is the form of k-d tree
normally used in practice. The discriminating dimension of the instances at each level of the
tree is obtained by cycling through the dimensions whose data have the highest to the lowest
variance. The tree is constructed recursively. The datum in the discriminating dimension of
each instance inserted into the tree is always the median of the data in the discriminating
dimension of the instances not yet inserted. This means that each insertion divides the
instances into two groups; every instance in a group has the datum in the discriminating
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dimension smaller than or equal to the median value while the datum in the discriminating
dimension of every instance in the other group is larger than the median value. After an
instance is inserted into the tree, the instances in the first group are recursively inserted into
the left sub-tree and the other group into the right sub-tree of the instance. This recursion
continues until all instances are inserted into the tree.
C
B
A
BBA(20, 30)
B(40, 60)
C(70, 10)
D(60, 90)
x
y
step 1: insert B
B
step 2: insert D
B
D
y
step 3: insert A
B
DA
y
[90]
[90]
D
D
[30]
B
A
step 4: insert C
B
DA
y
x
[90]
D
[30]
C
[70]
60 60
60 60
60
60 60
20 20
10
Figure 6.7: The construction of a height balanced 2-d tree.
Figure 6.7 illustrates the construction of a height balanced 2-d tree. In this example,
dimension y is the first discriminating dimension because the data in this dimension have
the highest variance. B is inserted first because its datum in dimension y is the median. (A
can also be chosen instead of B depending on the implementation.) B now partitions the
instances not yet inserted into two groups: {A, C} and {D}. The same mechanism is used
to insert {A, C} and {D} into the left and right sub-trees of B, respectively.
With the same data sets used in the previous experiment, we conducted an experiment
to compare the performance of nearest-neighbour search in height balanced k-d tree with
and without border knowledge. BBTree represents the search in the tree without border
knowledge and BBTree* with border knowledge. Figure 6.8 shows the average numbers of
distance calculations of BTree, BTree*, BBTree, and BBTree*. BBTree* calculated distances
fewer times than BBTree on all data sets. These results were consistent with the results
obtained from the previous experiment. Interestingly, the performance of nearest-neighbour
search in height balanced k-d tree was worse than in height unbalanced k-d tree on ten-
dimensional data sets. A few researchers reported that the performance of nearest-neighbour
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Figure 6.8: The average numbers of distance calculations of BTree, BTree*, BBTree, and
BBTree*.
search in k-d tree does not conform to the theory, in which nearest-neighbour search is
expected to be done within an logarithmic time, when the number of dimensions is large
[Moore, 1991; Nene and Nayar, 1997]. This anomaly perhaps explains these strange results
obtained. Comparing the number of distance calculations given by BTree* to that given by
BBTree on two, three, and five-dimensional data sets indicated that using border knowledge
reduced a larger number of distance calculations than balancing tree height, and combining
both, which was BBTree*, reduced the number further.
6.2.2 Dual Discriminators
In this section, we use two discriminators instead of one in k-d tree because results from
the previous experiment suggested that the lower the tree height, the better the search
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performance. Each instance in this dual-discriminator k-d tree has four children: north-west,
south-west, north-east, and south-east. The two discriminating dimensions are obtained by
cycling through the dimensions in order and in steps of two. Each insertion of an instance
into the tree is equivalent to dividing the data space into four sub-partitions. Figure 6.9 gives
an example of how to construct a dual-discriminator 2-d tree with border knowledge. Note
that each instance has the border knowledge in a two-dimensional format. In this example,
instances A, B, C, and D are to be inserted into the tree in order. After A is inserted into
the tree, B is inserted into the north-east sub-tree of A, and the north-east border of A is
subsequently set equal to the minimum data of the instances in this sub-tree in the first and
second discriminating dimensions of A. These minimum data are 40 and 60, respectively. C
and D are also inserted into the tree with the same rule.
D
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A(20, 30)
B(40, 60)
C(70, 10)
D(60, 90)
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y
step 1: insert A
A
A
step 2: insert B
A
B
x,y
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Figure 6.9: The construction of a dual-discriminator 2-d tree.
Searching the nearest neighbour in this tree is identical to searching in normal k-d tree,
described earlier. Figure 6.10 demonstrates a search example. Notice that the search now
performs only one distance calculation (B).
In addition, we apply dual discriminators to height balanced k-d tree. The construction
of height balanced dual-discriminator k-d tree is analogous to the construction of height
balanced k-d tree. The differences are that the discriminating dimensions of the instances
at each level of the tree are obtained by cycling the dimensions whose data have the highest
to the lowest variance in steps of two, and the data in the discriminating dimension of
each instance inserted into the tree are always closest to the medians of the data in these
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Figure 6.10: Searching the nearest neighbour in a dual-discriminator 2-d tree.
dimensions of the instances not yet inserted.
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Figure 6.11: The construction of a height balanced dual-discriminator 2-d tree.
Figure 6.11 demonstrates the construction of a height balanced dual-discriminator 2-d
tree. Dimension y is the first dimension because the variance of the data in this dimension is
larger than that of the data in dimension x, and B is first inserted into the tree because its
data in dimensions y and x are the closest to the median values of the data in these dimensions
of all instances not yet inserted, which are 45 and 50 respectively. After B is inserted into
the tree, B partitions the instances not yet inserted into three groups: {A}, {C}, and {D}.
The same mechanism is used to insert each of these instances into the south-west, south-east,
and north-east sub-trees of B, respectively.
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The Performance of Nearest-neighbour Search in Height Balanced Dual-discriminator
K-d Tree with Border Knowledge
With the same data sets used in the previous two experiments, we conducted an experiment to
compare the performance of nearest-neighbour search in dual-discriminator k-d tree, QTree*,
and height balanced dual-discriminator k-d tree, BQTree*.
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Figure 6.12: The average numbers of distance calculations of BTree, BTree*, BBTree, BB-
Tree*, QTree*, and BQTree*.
Figure 6.12 shows the average numbers of distance calculations of BTree, BTree*, BBTree,
BBTree*, QTree*, and BQTree*. These results indicated that BQTree* performed better
than the others on all data sets except the ten-dimensional ones on which QTree* performed
better. Comparing the performance, which is also measured in terms of the average number
of distance calculations, of BQTree* to BBTree (the commonly used k-d tree) on these data
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sets indicated that BQTree* calculated distances varying between 1.15 and 3.08 times fewer
than BBTree. Table 6.2 gives this precise performance comparison both between naive search
and BQTree* and between BBTree and BQTree*. Notice the large differences in the search
performance between naive search and BQTree*. These results strongly suggested the use of
height balanced dual-discriminator k-d tree with border knowledge in searching the nearest
neighbours to the estimator developed in Chapter 5. The estimator deals with a small number
of instances (expected to be smaller than a few hundreds) whose number of dimension ranges
from two to eight.5
6.3 Conclusion
Mappers commonly request a large number of estimated execution times from an estimator to
produce mapping solutions. Using Min-min and Max-min algorithms, for instance, mappers
query nearly seven-million estimates from the estimator to find a mapping solution to a
mapping problem of one-hundred tasks and seven-hundred compute nodes. Such a large
number of queries require the estimator to have the highest possible performance in searching
the nearest neighbours. A widely used data structure for this search problem is k-d tree: a
binary tree data structure used to index multi-dimensional instances in which the nearest
neighbours can be found with complexity O(logm) where m is the number of instances. In
this chapter, we extended k-d tree to improve the performance of nearest-neighbour search.
One technique is to use border knowledge, which is to augment each instance with the closest
borders with the instances in the sub-trees of this instance. Using this knowledge, the search
can avoid unnecessary distance calculations, resulting in better search performance. The
other technique is to use two discriminators instead of one in k-d tree. Experimental results
indicated that using border knowledge reduced a larger number of distance calculations than
balancing tree height, and combining both reduced the number further. Moreover, the search
performance in the extended k-d tree varied between 1.15 and 3.08 times better than that in
the commonly used height balanced k-d tree according to the results of 2,400 data sets.
5A three-dimensional Cartesian task with six neighbours has eight attributes to be considered.
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Table 6.2: The performance of BQTree* compared to naive search and to BBTree.
(i) Uniform distribution.
Dimension (k) Number of instances Naive search / BQTree* BBTree / BQTree*
2 100 48.86 2.31
500 232.94 2.47
1000 461.05 2.56
3 100 25.29 2.41
500 109.87 2.69
1000 211.55 2.64
5 100 8.14 2.30
500 28.81 2.73
1000 50.07 3.08
10 100 1.50 1.39
500 2.29 1.95
1000 2.88 2.27
(ii) Skewed distribution.
Dimension (k) Number of instances Naive search / BQTree* BBTree / BQTree*
2 100 43.48 2.22
500 210.09 2.46
1000 413.90 2.58
3 100 19.27 2.12
500 84.95 2.41
1000 168.10 2.43
5 100 5.12 1.92
500 17.73 2.35
1000 32.24 2.40
10 100 1.21 1.15
500 1.53 1.36
1000 1.78 1.48
Chapter 7
Quick-quality Map Algorithm and a
Mapper
Mappers must use efficient mapping algorithms to tackle the mapping problem. The efficiency
of mapping algorithms is measured in terms of the performance of mapping algorithms and
the quality of mapping solutions mapping algorithms produce. The performance is measured
in terms of how long mapping algorithms take to find mapping solutions. This duration is
called mapping time, and the smaller the mapping time, the better the performance. The
quality of mapping solutions is measured in terms of how long applications take to be run to
completion when tasks of applications are allocated to nodes based on decisions of mapping
algorithms. This duration is called execution time. Efficient mapping algorithms must keep
both times to a minimum. Although various mapping algorithms have been proposed, their
practical efficiency is questionable because they function with unrealistic assumptions. Even
though a few practical mapping algorithms have been developed in studies with real Grid
infrastructures, their efficiency compared to that of other mapping algorithms is open to
question because on real Grids, one cannot evaluate mapping algorithms under the same
experimental environment due to the dynamic nature and autonomy of Grids.
Fortunately, GMap together with the predictor and the estimator, developed in the previ-
ous chapters, can provide realistic and exactly the same experimental environment to evaluate
mapping algorithms with none of the unrealistic assumptions. Hence, in this chapter, we eval-
uate the following mapping algorithms with GMap: Min-min, Max-min, Genetic Algorithms,
Simulated Annealing, Tabu Search, and Quick-quality Map, the algorithm proposed in this
chapter, to find out which of these is the most efficient mapping algorithm and should be
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used by mappers. Even though most of these algorithms are generic, well-known optimisers,
which have been used to address the mapping problem frequently in graph-based studies (e.g.
Simulated Annealing in [Ercal et al., 1990; Braun et al., 2001], Tabu Search in [Falco et al.,
1994; Braun et al., 2001], and Genetic Algorithms in [Braun et al., 2001; Sanyal et al., 2003;
Jain et al., 2004; Shivle et al., 2004]), to our best knowledge, they have not been compared
and contrasted within the frameworks of any existing simulation-based studies. Although
Braun et al. [2001] already conducted experiments to compare the efficiency of Min-min,
Max-min, Genetic Algorithms, Simulated Annealing, and Tabu Search, they did their study
with graphs, which are not suitable for studying the mapping problem as discussed in Section
2.2. Hence, the practical efficiency of these algorithms when mapping parallel applications
on Grids remains an open question. We do not evaluate MiniMax [Kumar, 2002; Kumar
et al., 2002] and FastMap [Sanyal et al., 2003; Jain et al., 2004] due to their unrealistic
assumptions on resources of Grids and their ineffective graph coarsening on master-worker
graphs (topologies), nor do we evaluate the mapping algorithms used by Grid Application
Development Software (GrADS) [Dail et al., 2002] and by Grid Distributed Scheduling Server
(GDSS) [Zhang et al., 2004] because the complexity of these algorithms is too large.12
Following this introduction, the first section reviews these six mapping algorithms, and
the second section describes how a mapper functions with the assistance of the predictor
and the estimator. The third section provides experimental details including a discussion of
results obtained, and the final section provides a conclusion to this chapter.
7.1 Mapping Algorithms
Three properties affect the efficiency of mapping algorithms. The first property is the com-
plexity of mapping algorithms. The complexity is primarily measured in terms of the number
of estimates mappers query from the estimator in order to solve the mapping problem. As the
solution space of the mapping problem is huge, all clever mapping algorithms are designed not
to consider some regions of the solution space to avoid extensive mapping times. However,
exclusion needs to be done carefully. Although larger exclusion will result in smaller mapping
1The mapping algorithm used by GrADS [Dail et al., 2002] performs clustering, and its complexity is
O(3 · n · 2o) where n is the number of nodes and o is the number of organisations. Given o = 120 as in
experiments in this chapter (or more in reality), the mapping time of this algorithm will be too high.
2The mapping algorithm used by GDSS [Zhang et al., 2004] also performs clustering, and its complexity is
O
„
o +
“
o·(o−1)
2
”2«
where o is the number of organisations. Given o = 120 as in experiments in this chapter
(or more in reality), the mapping time of this algorithm will be too large.
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times, such exclusion can harm the quality of mapping solutions because potential solutions
may be overlooked. On the other hand, less exclusion increases the chance to discover better
solutions, but larger searching space is likely to result in larger mapping times.
The second property is whether mapping algorithms are equipped with solution refine-
ment. Some algorithms are designed to deliver mapping solutions whenever they find the
first solution. Some, however, refine solutions by searching further for a better solution un-
til a termination condition is met, and they deliver the best result they have encountered.
Refinement usually involves larger searching space with expectation that algorithms will
come across better mapping solutions. However, this process often results in larger mapping
times. Normally, refinement is accomplished intelligently where more priority is given to
regions that are likely to produce better solutions. The perception that one region will lead
to better solutions than other regions is algorithm specific.
The final property is whether mapping algorithms require parameters to be set a priori.
Some algorithms require several parameters to be set, and careless setting may spoil their
efficiency significantly. This requirement also reduces portability of mapping algorithms
because one set of parameters are unlikely to work well for all mapping scenarios. However,
mapping algorithms with no parameters can be too limited because they cannot be adjusted
to suit some mapping scenarios. For example, an algorithm requiring no parameters to be
set may work well with problems whose solution space is small but badly performs when
dealing with bigger problems because its mapping times are too large.
Apart from these properties, mapping algorithms function at two different levels: appli-
cation and task. At the application level, mapping algorithms assign all tasks of a parallel
application to nodes as a whole, aiming at optimising the execution time of the application.
At the task level, mapping algorithms assign one task to one node at a time, aiming at opti-
mising the execution time of each individual task without any concern about the execution
time of the application.
The followings are details and discussion of the mapping algorithms that will be evaluated
in this chapter.
7.1.1 Min-min
Min-min is one of the simplest algorithms among these six algorithms. Interestingly, its
quality of mapping solutions was reportedly outstanding [Maheswaran et al., 1999; Braun
et al., 2001]. Table 7.1 shows the pseudo code of this algorithm.
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Table 7.1: The pseudo code of Min-min.
01: while (some tasks are not mapped)
02: for (each unmapped task ti)
03: yˆb = +∞;
04: nb = NULL;
05: for (each node ni)
06: yˆ = estimated execution time when ti mapped on ni;
07: if (yˆ < yˆb)
08: yˆb = yˆ;
09: nb = ni;
10: end
11: end
12: end
13: map the task whose yˆb is the smallest on nb of this task;
14: end
All tasks are initially considered as unmapped tasks. For each of these unmapped tasks,
its estimated execution time yˆ on each node is assessed (lines 02-06), and the node that gives
this task the smallest estimated execution time yˆb becomes the best node nb of the task (lines
07-10). Next, the task whose estimated execution time is the smallest is assigned to its best
node (line 13). The whole process then starts over with the remaining t− 1 unmapped tasks
competing. This process then continues until all tasks are mapped.
Min-min functions at the task scope as it decides to allocate tasks to nodes based on
execution times of individual tasks. Min-min requires no parameters and performs no refine-
ment. Its complexity is Θ( t·(t−1)2 · n) where t is the number of tasks and n is the number of
nodes.
7.1.2 Max-min
Max-min is similar to Min-min, except that the task whose estimated execution time on its
best node is the highest is assigned to its best node before the other tasks. Table 7.2 shows
the pseudo code of Max-min. All steps of this algorithm are the same as those of Min-min
except line 13.
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Table 7.2: The pseudo code of Max-min.
01: while (some tasks are not mapped)
02: for (each unmapped task ti)
03: yˆb = +∞;
04: nb = NULL;
05: for (each node ni)
06: yˆ = estimated execution time when ti mapped on ni;
07: if (yˆ < yˆb)
08: yˆb = yˆ;
09: nb = ni;
10: end
11: end
12: end
13: map the task whose yˆb is the largest on nb of this task;
14: end
7.1.3 Genetic Algorithms (GA)
GA is a well known optimiser as it has been applied to tackle various optimisation problems,
including the mapping problem [Wang et al., 1997; Braun et al., 2001; Sanyal et al., 2003;
Shivle et al., 2004]. GA comprises a number of chromosomes that represent solutions to the
mapping problem. An array is used to represent a chromosome where the size of the array
is equal to the number of tasks t of the given parallel application. Each cell in the array
represents a task, and the datum in each cell represents the node to which the task is assigned.
Corresponding with each chromosome is its fitness value, which is the estimated execution
time of the given application as per the mapping solution represented by this chromosome.
Figure 7.1 shows the chromosome representation of a mapping solution.
The underpinning of GA are changes within the chromosomes in order to reach better
mapping solutions, mimicking the evolutionary theory [Darwin, 1859]. Each round of changes
is called a generation, and it involves five main steps: initialisation, selection, crossover,
mutation, and evaluation. Table 7.3 shows the pseudo code of GA.
In the initialisation step (lines 01-02), a mapping solution is randomly selected for each
chromosome, and the fitness value of each chromosome is calculated. In the selection step
(lines 05-08), some chromosomes are chosen to the next step, crossover: the process that
produces an offspring from a pair of chromosomes with the expectation that the offspring will
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Figure 7.1: The chromosome representation of a mapping solution in Genetic Algorithms.
represent a better mapping solution. The selection is accomplished with non-deterministic
linear sampling ranked-based selection [Engelbrecht, 2002]. That is, all chromosomes are first
sorted in descending order according to their fitness values with the first chromosome being
the most fit (i.e. having the smallest estimated execution time). A random number with the
value smaller than the number of chromosomes c is selected, and another random number
with the value smaller than the previous random number is selected. The second random
number is the rank of a chromosome chosen to the next step. This selection scheme has
a higher probability to choose chromosomes with better solutions than those with poorer
ones. Elitism is also used in this selection. This technique guarantees that some most fit
chromosomes are always carried over to the crossover step.
In the crossover step (lines 09-20), an offspring is produced from two chromosomes as
already mentioned, and the technique used here is one-point crossover. Two chromosomes
are randomly selected as the parents, and a random probability is selected. If this probability
is smaller than or equal to the crossover rate o ∈ [0, 1], the parents produce an offspring,
which will be carried over to the next step. In order to produce an offspring, GA creates
a new chromosome and randomly selects an index i (i < t), and the data between indices
[0, i] within the first parent and between indices [i+1, t−1] within the other parent are then
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Table 7.3: The pseudo code of Genetic Algorithms.
# initialisation step
01: randomly select a mapping solution for each chromosome;
02: calculate the fitness value of each chromosome;
03: g = 0;
04: while (g++ < gmax)
# selection step
05: sort the chromosomes by their fitness values in descending order;
06: for (i = e; i < c; i++)
07: select the U(0, U [0, c)]th chromosome to the crossover step;
08: end
# crossover step
09 i = 0;
10: while (i++ < c)
11: parentOne = the U [0, c)th chromosome;
12: parentTwo = the U [0, c)th chromosome;
13: if (U [0, 1] ≤ o)
14: offspring = crossover between parentOne and parentTwo;
15: select offspring to the mutation step;
16: else
17: select parentOne and parentTwo to the mutation step;
18: i++;
19: end
20: end
# mutation step
21: mutate each chromosome if U [0, 1] ≤ m;
# evaluation step
22: calculate the fitness value of each chromosome;
23 store the best chromosome;
24: terminate if the best fitness value has not changed for umax times;
25: end
g = number of generations, gmax = maximum number of generations,
e = number of elite chromosomes, c = number of chromosomes,
U [a, b] = a random integer uniformly distributed between [a, b],
o = cross over rate, m = mutation rate, and
umax = maximum number of generations that the best fitness value has not changed
copied to the offspring. On the other hand, if the probability is larger than o, no offspring is
produced, and the parents are carried over to the next step.
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In the mutation step (line 21), a new genetic representation may be introduced within
each chromosome, and the technique used here is random mutation. For each chromosome, if
a randomly selected probability is smaller than or equal to the mutation rate m ∈ [0, 1], the
chromosome is mutated. That is, an index i (i < t) is randomly selected, and a randomly
selected node is assigned to index i of the chromosome. This mutation is equivalent to
assigning task i to this randomly selected node.
In the evaluation step (lines 22-24), the corresponding fitness value of each chromosome
is calculated. GA also keeps track of the best mapping solution encountered so far. If any
solution is found to be better than the best solution, it becomes the best solution. GA
terminates when a termination condition is met, which is when the number of generations g
reaches the maximum number of generations gmax, or the best fitness value has not changed
for a certain number of generations umax.
GA functions at the application level as it allocates the whole tasks of a parallel appli-
cation before evaluating each mapping solution. Several parameters must be defined, which
are the number of chromosomes c, the number of elite chromosomes e, the crossover rate o,
the mutation rate m, the maximum number of generations gmax, and the maximum number
of generations that the best fitness value has not changed umax. In this study, these values
are set to 100, 2, 0.6, 0.4, 500, and 50 respectively. GA performs refinement through changes
within chromosomes, and its complexity is Θ(g · c · t) where g is the number of generations,
c is the number of chromosomes, and t is the number of tasks.
7.1.4 Simulated Annealing (SA)
SA is also an optimiser that has been applied to address various optimisation problems
[Braun et al., 2001; Parada et al., 2004; Labiri and Chakravorti, 2005]. SA mimics the
process of slowly cooling a material to remove stresses and to strengthen the material. SA
also uses a chromosome to represent a mapping solution as in GA; however, SA has only one
chromosome. Table 7.4 shows the pseudo code of SA.
First of all, a mapping solution is randomly selected for the chromosome. This solution is
stored as the best solution, and its fitness value (the estimated execution time) becomes the
best fitness value fvb encountered so far. The temperature temp of the annealing process is
initially set to this initial fitness value (lines 01-04). The while loop is the annealing process
(lines 05-21) in which the chromosome is mutated, and the decision of whether its mutated
solution should become the best solution is made. If the fitness value fvn of the new solution
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Table 7.4: The pseudo code of Simulated Annealing.
01: randomly select a mapping solution for the chromosome;
02: store the chromosome as the best solution;
03: fvb = the fitness value of the chromosome;
04: temp = the fitness value of the chromosome;
05: while (temp > tempmin)
06: mutate the chromosome;
07: temp = l · temp;
08: fvn = the fitness value of the chromosome;
09: if (fvn < fvb)
10: store the chromosome as the best solution;
11: fvb = fvn;
12: else
13: z = U [0, 1);
14: y = 1
1+e
fvb−fvn
temp
;
15: if (z > y)
16: store the chromosome as the best solution;
17: fvb = fvn;
18: end
19: end
20: terminate if the best fitness value has not changed for umax times;
21: end
tempmin = minimum temperature, l = cooling rate,
U [a, b] = a random integer uniformly distributed between [a, b], and
umax = maximum number of times that the best fitness value has not changed
is smaller than fvb, the new solution becomes the best solution. Otherwise, a random number
z ∈ [0, 1] is selected and compared to y where
y =
1
1 + e
fvb−fvn
temp
, (7.1)
and if z > y the new solution although poorer is accepted and becomes the best solution.
Otherwise, the new solution is rejected.
Eq (7.1) implies that if fvn is much poorer than fvb, the new solution is hardly ac-
cepted. Similarly, if the temperature is low, the new solution is hardly accepted because
limtemp→0 y = 1. Note that after the mutation, the temperature is reduced to a certain
proportion, referred to as cooling rate l ∈ [0, 1], of the current temperature (line 07). SA
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terminates when a termination condition is met, which is when the best fitness value has
not changed for a certain number of times umax, or the temperature drops to the minimum
temperature tempmin.
SA functions at the application level as it allocates the whole tasks of a parallel application
before evaluating each mapping solution. A few parameters must be defined, which are the
cooling rate c, the minimum temperature tempmin, and the maximum number of times the
best fitness value has not changed umax. In this study, these values are set to 0.9, 10−40, and
150, respectively. SA explicitly performs refinement through the annealing process, and its
complexity is Θ(a · t) where a is the number of times the annealing process is performed, and
t is the number of tasks.
7.1.5 Tabu Search (TS)
TS [Glover, 1986; Braun et al., 2001] not only searches solutions in the solution space but
also keeps track of visited regions so that TS does not search solutions in these regions again.
The mapping solutions that represent these regions are maintained in a list called tabu list.
Table 7.5 shows the pseudo code of TS.
First of all, a mapping solution is randomly selected with the condition that it must have
at least half of the node assignments differed from each solution stored in the tabu list (line
03). This step is equivalent to moving the search to an unexplored region. Then the estimated
execution time of the application as per this initial solution is calculated and becomes the
best estimated execution time yˆb (line 04). The code within the LOOP specifically searches
the nearest local minimum starting from this initial solution by iteratively assigning a pair
of tasks to each possible pair of nodes to improve the solution (lines 05-25). A success in
this search is known as a hop, which is when a new mapping solution is better than the
current solution. If this happens, the new solution replaces the current one, the number
of successful hops h increases by one, and the LOOP restarts. The LOOP ends when all
iteration boundaries are reached, yˆb has not changed for a certain number of times umax,
or h reaches the maximum number of hops hmax. After each LOOP terminates, the current
mapping solution is appended to the tabu list, and the while loop starts over. In the case
of h = hmax, TS terminates and returns the best mapping solution in the tabu list as the
mapping solution to mappers.
TS functions at the application level as the algorithm allocates the whole tasks of a parallel
application before evaluating each mapping solution. Two parameters must be defined,
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Table 7.5: The pseudo code of Tabu Search.
01: h = 0;
02: while (h++ < hmax)
03: randomly select a mapping solution;
04: yˆb = the estimated execution time of the application;
05: LOOP:
06: for (each task ti)
07: for (each node ni)
08: for (each task tj && j >= i)
09: for (each node nj)
10: if (ti == tj)
11: yˆ = estimated execution time of the application when tj on nj ;
12: else
13: yˆ = estimated execution time of the application when ti on ni and tj on nj ;
14: end
15: if (yˆ < yˆb)
16: store the mapping solution as the best mapping solution;
17: yˆb = yˆ;
18: h++;
19: continue LOOP;
20: end
21: break LOOP if yˆb has not changed for umax times or h == hmax;
22: end
23: end
24: end
25: end
26: append the mapping solution to the tabu list;
27: end
28: search the tabu list for the best mapping solution;
h = number of successful hops, hmax = maximum number of hops, and
umax = maximum number of times the best estimated execution time has not changed
which are the maximum number of hops hmax and the maximum number of times the best
estimated execution time has not changed umax. In this study, these values are set to 100 and
150, respectively. TS performs refinement through the search process, and its complexity is
O(h · t·(t−1)2 · n2) where h is the number of successful hops, t is the number of tasks, and n is
the number of nodes.
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7.1.6 Quick-quality Map (QM)
QM is the algorithm proposed in this thesis to address the mapping problem. The main
concept of this algorithm is to move each task iteratively to a better node: a node that gives
a task a smaller estimated execution time than that given by the node to which this task is
currently assigned. However, not all nodes are considered during each move. Table 7.6 shows
the pseudo code of QM.
All nodes are first sorted in ascending order according to their power ρ¯, and each task is
mapped on each of these nodes, starting from the highest power to the lowest power nodes
(line 01). Next, a better node for each moveable task ti is searched; all tasks are initially set
to be movable. QM keeps track of the number of rounds r (r > 0) that all tasks have been
searched for better nodes. A better node nb of each task is considered from
f ·n
r randomly
selected nodes between indices [0, nr ) (lines 08-15). The search factor f ∈ (0, 1] and r control
the proportion of nodes that will be considered where the more the rounds, the fewer the
considered nodes. It is important to note that the nodes to which the neighbours of each
task are assigned are always considered because the task and its neighbours may have strong
dependency, in which case assigning them to the same node possibly reduces their execution
times (lines 16-22). In the pseudo code, if nb of a task ti is found, ti is mapped on nb (line
24), and the estimated execution time of each of all relevant tasks is updated (lines 25-29).
These relevant tasks are the tasks on the previous node nc of ti, all neighbours of ti, and
the tasks on the better node nb. The neighbours of ti and the tasks on node nb are set to
be movable if their new execution times are larger than their previous ones. This is to allow
each of these affected tasks to be moved to a better node. Then task ti is set not to be
movable. If a better node for each of all tasks has been considered, r increases by one (line
32). QM terminates when no tasks is movable.
QM requires the search factor f to be set, functions at the task scope, and refines mapping
solutions through the search process. Its complexity is Θ(f · n · t · (ln(r) + 0.577)) where t is
the number of tasks, and n is the number of nodes. Note that ln(r)+0.577 ≈∑ri=1 1i [Baase
and Gelder, 2000].
7.2 The Mapper
Using these mapping algorithms together with the predictor and the estimator, we propose
a mapper to handle the mapping problem. Figure 7.2 illustrates the complete picture of
the mapper when it tackles a mapping problem with the assistance of the predictor and the
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Table 7.6: The pseudo code of Quick-quality Map.
01: sort nodes by power ρ¯ in ascending order and map each task on each node in order;
02: r = 1;
03: for (each task ti && ti is moveable)
04: nc = the node ti is currently mapped on;
05: yˆc = the estimated execution time of ti on nc;
06: nb = nc;
07: yˆb = yˆc;
08: for (k = 0; k < f ·n
r
; k++)
09: select a random node nr between indices [0,
n
r
);
10: yˆr = the estimated execution time of ti on nr;
11: if (yˆr < yˆb)
12: nb = nr;
13: yˆb = yˆr;
14: end
15: end
16: for (each node nnb to which the neighbours of ti is assigned)
17: yˆnb = the estimated execution time of ti on nnb;
18: if (yˆnb < yˆb)
19: nb = nnb;
20: yˆb = yˆnb;
21: end
22: end
23: if (nb != nc)
24: map task ti on nb;
25: update the estimated execution times of tasks on nc;
26: update the estimated execution times of the neighbours tasks of ti;
27: set neighbours tasks movable if their new execution times are larger than their previous ones;
28: update the estimated execution times of tasks on nb;
29: set tasks on nb movable if their new execution times larger than their previous ones;
30: end
31: set ti not movable;
32: r++ if all t tasks have been considered;
33: end
r = number of rounds, f = search factor, t = number of tasks, and n = number of nodes
estimator. The mapper asks the predictor to identify reliable nodes of the Grid. That is, the
predictor client broadcasts a message requesting the predicted reliability data of all nodes
from the predictor servers run on these nodes. Based on these predicted reliability data, the
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predictor client identifies reliable nodes (see Chapter 4). The mapper then uses a mapping
algorithm to allocate each task of the parallel application to a node identified as a reliable
node. This mapping process is also accomplished with the assistance of the estimator that
provides the mapper with estimated execution times of tasks assigned to nodes (see Chapter
5).
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Figure 7.2: The mapper tackling the mapping problem with the assistance of the predictor
and the estimator.
7.3 Experiments
We conducted experiments with GMap on a Pentium IV 3GHz Linux machine to find out
which of these six mapping algorithms was the most efficient one. To be specific, we used
CHAPTER 7. QUICK-QUALITY MAP ALGORITHM AND A MAPPER 140
each mapping algorithm to map six parallel applications summarised in Table 7.73 on a sim-
ulated Grid.4 This simulated Grid comprised 150 geographically distributed organisations
offering 1451 nodes and 2174 processors. Out of these 150 organisations, 30 were real or-
ganisations housing reliable resources (648 nodes and 966 processors). Each of these real
organisations housed up to 2 clusters, each cluster housed up to 32 nodes, and each node had
up to 2 processors functioning with hard affinity. The other 120 organisations were personal
organisations housing unreliable resources (803 nodes and 1208 processors with 60 owners,
141 remote users, and 743 local users). Out of these 120 organisations, 60 housed only one
node modelling personal desktops, and each node had up to 2 processors functioning with
soft affinity. The other 60 organisations housed up to 8 nodes and 2 clusters, each cluster
housed up to 8 nodes, each node had up to 2 processors functioning with soft affinity.
Table 7.7: The experimental parallel applications.
.
Parallel application Topology Number of tasks Problem size
Integration master-worker 51 1E10
Minimum Spanning Tree master-worker 21 5E3
Simple Matrix-matrix Multiplication master-worker 101 5E3
Odd-even Sort master-worker 101 2E7
Cannon’s Matrix-matrix Multiplication Cartesian 100 5E3
Heat Distribution Cartesian 100 1E5
In the experiments, we mapped these applications on either reliable resources (648 nodes)
or unreliable resources (803 nodes). Hence, these experiments consisted of two main parts:
mapping on reliable resources and mapping on unreliable resources.
7.3.1 Mapping on Reliable Resources
In this experiment, we allocated the tasks of each application to those 648 reliable nodes one-
hundred times. In the first two runs, we used the random algorithm to map each application
3Details of these applications are provided in Section 3.2.2.
4This Grid was created with a wizard provided by GMap. Processors of nodes were randomly selected from
130 processors; the bandwidth of links at the cluster level was randomly selected between 1E7 and 1E9 bps
(0∼10% distortion), at the organisation level between 5E5 and 1E8 bps (0∼20% distortion), and at the Grid
level between 5E4 and 5E7 bps (0∼30% distortion); and, locations of resources and of users were randomly
selected from 51 locations.
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as the estimator cannot function until at least two observations are collected.5 In subsequent
runs, the mapper used each of these six mapping algorithms to map each application. Figure
7.3 shows the efficiency of these algorithms: the mean of the mapping times of each algorithm
when mapping each application and the mean and median of the execution times of each
application as per the mapping solutions given by each algorithm. The mean of the execution
times, shown in the figure, indicated the average execution time of each application obtained
from this experiment while the median of the execution times indicated the average execution
time of each application expected in a long run, as the obtained results showed that execution
times of most applications in early runs were significantly larger than those in subsequent
runs. This was because the estimation accuracy of the estimator increased with more runs
(more observations).
From the obtained results, QM was the quickest algorithm in all cases, while the slowest
algorithm varied according to the applications. The speed of QM, however, differed greatly
from the speed of these slowest algorithms. For instance, QM took 0.28 seconds, while
GA took 15.95 seconds to map Minimum Spanning Tree; QM took 5.59 seconds, while
Min-min 420.35 seconds to map Cannon’s Matrix-matrix Multiplication. Noticeably, the
performance of Min-min and Max-min was much poorer than that of the others when we
used these algorithms to map Simple Matrix-matrix Multiplication, Odd-even Sort, Cannon’s
Matrix-matrix Multiplication, and Heat Distribution. The reason was that these applications
were run with more tasks (100 and 101 tasks) than the other two applications, and the
complexity of Min-min and Max-min grows polynomially with a larger number of tasks.
These results demonstrated a limitation mappers suffer when using mapping algorithms that
are not adjustable. The execution times of each application as per the mapping solutions
given by QM was also smaller than that given by the other algorithms, except that the
execution times of Minimum Spanning Tree as per the mapping solutions given by GA,
SA, and QM were comparable. In short, the overall results obtained from this experiment
suggested that QM was the most efficient mapping algorithm among these six algorithms.
7.3.2 Mapping on Unreliable Resources
In this experiment, we allocated the tasks of each application to those 648 reliable nodes
ten times and to those 803 unreliable nodes one-hundred times with the assistance of the
5In the real deployment of the estimator, this problem can be solved by creating and storing a few artificial
observations as the past observations of each task and after a few runs removing these artificial observations.
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(ii) Minimum Spanning Tree.
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(iii) Simple Matrix-matrix Multiplication.
Min−min Max−min GA SA TS QM
0
100
200
300
400
500
T
im
e 
(s
ec
)
Mapping time (mean)
Min−min Max−min GA SA TS QM
0
500
1000
1500
2000
2500
3000
3500
4000
T
im
e 
(s
ec
)
Execution time (mean)
Min−min Max−min GA SA TS QM
0
500
1000
1500
2000
2500
3000
3500
4000
T
im
e 
(s
ec
)
Execution time (median)
(iv) Odd-even Sort.
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(v) Cannon’s Matrix-matrix Multiplication.
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(vi) Heat Distribution.
Figure 7.3: The efficiency of the mapping algorithms (reliable resources).
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predictor. The reason for mapping applications on reliable resources first was to obtain
observations about task executions without any concern about possible crashes of these ap-
plications. In the runs where the target nodes were unreliable, we simulated the environment
(nodes and users) to compensate mapping times before tasks were allocated to these nodes in
order to reflect the actual time that users need to wait until the completion of an application.
For example, if GA spent one-hundred seconds to assign the tasks of a parallel application
to unreliable nodes, the environment was simulated one-hundred seconds before tasks were
physically allocated to and run on the target nodes. Note that we did not compensate
mapping times in the previous experiment because those reliable resources were assumed to
have schedulers installed, and tasks run on those resources were subject to nondeterministic
queuing times, which were assumed to be larger than mapping times. Similarly, in the first
two runs, we used the random algorithm to map each application as the estimator cannot
function until at least two observations are collected.6 In subsequent runs, we used each of
these six mapping algorithms to map each application. Note that the predictor predicted the
reliability of nodes within the next thirty minutes, and the numbers of nodes the predictor
identified as reliable nodes varied in each run. Figure 7.4 shows these numbers.
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Figure 7.4: The numbers of nodes the predictor identified as reliable nodes.
6In the real deployment of the estimator, this problem can be solved by creating and storing a few artificial
observations as the past observations of each task and after a few runs removing these artificial observations.
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The purpose of this experiment was the same as that of the previous experiment; that is,
to compare the efficiency of these six mapping algorithms. Although the predictor assisted
in each run, it might incorrectly identify some nodes as reliable nodes, and some tasks of
these applications might be run on these nodes, resulting in larger than expected execution
times of these applications. To include such execution times to judge the efficiency of mapping
algorithms would, therefore, be unreasonable. Hence, we took into account only the execution
times of each application from the runs where no failures in executions of these applications
occurred.
Figure 7.5 shows the efficiency of these mapping algorithms: the mean of the mapping
times of each algorithm when mapping each application and the mean and median of the
execution times of each application as per the mapping solutions given by each algorithm.
The results obtained from this experiment were fairly similar to those obtained from the
previous experiment. That is, QM remained the quickest mapping algorithm. GA was,
however, the slowest algorithm in all cases. Although the average number of available nodes
in each run in this experiment was about half of that in the previous experiment (see the
numbers of nodes shown in Figure 7.4), the mapping times of GA and TS in this experiment
compared to those of GA and TS in the previous experiment were not smaller yet larger.
This could be because this experimental environment (120 organisations) was more diverse
and complex than that in the previous experiment (30 organisations). In other words, these
results suggested that the performance of GA and TS was vulnerable to the diversity of
environment. The execution time of each application as per the mapping solutions given by
QM was smaller than that given by the other algorithms, except that the execution time of
Heat Distribution as per the mapping solutions given by SA was smaller than that given by
QM.
Another metric that must also be taken to judge the efficiency of these mapping algorithms
is the numbers of failures in executions of these applications as per the mapping solutions
given by these algorithms. Note again that a failure occurs when some tasks were allocated
to nodes that were incorrectly identified as reliable nodes. Although the occurrence of these
failures depends primarily on the prediction performance of the predictor, the efficiency
of mapping algorithms also plays a central role in order to reduce the number of failures.
Experimental results in Section 4.5 suggested that the larger the number of prediction steps,
the higher the probability that failures would occur, which also indicated that the longer a
task was run on an unreliable node, the greater the chance that a failure would occur. Hence,
using a more efficient mapping algorithm would result in a smaller number of failures than
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(ii) Minimum Spanning Tree.
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(iii) Simple Matrix-matrix Multiplication.
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(iv) Odd-even Sort.
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(v) Cannon’s Matrix-matrix Multiplication.
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Figure 7.5: The efficiency of the mapping algorithms (unreliable resources).
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using a less efficient one. So far, QM appeared to be the most efficient mapping algorithm;
hence, we expected that the number of failures in executions of each application as per the
mapping solutions given by QM would be smaller than that given by the other algorithms.
The number of failures in executions of each application as per the mapping solutions given
by each mapping algorithm shown in Figure 7.6 verifies this expectation.
From these results, the number of failures in executions of each application as per the
mapping solutions given by QM was smaller than that given by the other algorithms. We also
monitored the number of crashes of each application and found that this number as per the
mapping solutions given by QM was also smaller than that given by the other algorithms. In
short, the overall results from this experiment also suggested that QM was the most efficient
mapping algorithm among these six algorithms.
7.3.3 Reliable or Unreliable Resources?, and Benefits of Grids
Figure 7.7 shows the mean and median of the execution times of each application as per the
mapping solutions given by QM when the application was run on reliable and on unreliable
resources of the Grid as experimented with in the previous two experiments. The figure also
shows the execution time of each application when it was run on a simulated Pentium IV
3GHz machine. Note that the mapping time was also added to the execution time of each
application when the application was run on unreliable resources in order to reflect the actual
duration that users need to wait until the application is run to completion. The purpose of
communicating this statistics are two folds: to analyse whether it is possible to avoid queuing
times at schedulers of reliable resources and to assess benefits of Grids.
The results presented here suggested that it was possible to avoid queuing times, which
can be hours, days, or even weeks, by running tasks on unreliable resources with the assistance
of the predictor. The difference in the execution times of each application on reliable and on
unreliable (NF) resources were considered tolerable considering that the reliable resources
housed twice as many nodes as the unreliable resources (NF) (see the numbers of nodes shown
in Figure 7.4). The execution times of Minimum Spanning Tree, the execution times of Odd-
even Sort, and the execution times of Cannon’s Matrix-matrix Multiplication on reliable and
on unreliable resources were, in fact, comparable. Comparing the median execution time
of each application on unreliable resources (NF), which was the expected execution time in
a long run, to that on Pentium IV 3GHz suggested that users could benefit considerably
from Grids as the execution time of each of these applications run on this Grid was smaller
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(i) Numbers of failures in executions of applications.
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Figure 7.6: The numbers of failures in executions and the numbers of application crashes.
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Figure 7.7: The mean and median of the execution times of each application run on different
systems. (NF) = not taking failures into account and (F) = taking failures into account.
than that on the powerful standalone machine. The execution time of Integration, which
is an embarrassingly parallel application, was reduced the most by a factor of sixteen. The
execution times of iterative synchronous parallel applications like Minimum Spanning Tree
and Cannon’s Matrix-matrix Multiplication were also reduced significantly by a factor of
seven and ten, respectively, while those of Odd-even Sort and Heat Distribution reduced by
a small factor of four and two. Due to a limitation of the simulator in terms of memory usage,
only a certain number of nodes could be simulated, which subsequently limited the number of
tasks of a parallel application that could be experimented with. However, we strongly believe
that a greater speed up can be achieved when running each of these six parallel applications
with more tasks because sub-problems will be smaller and quicker to be solved.7 Note also
that benefits of Grids are not only that an application is run to completion quicker, but
7Note that this also depends on how tasks are allocated to nodes.
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multiple applications can also be run at the same time without suffering queuing times.
In addition to the number of failures in executions of each application shown in Figure
7.6, comparing the execution times of most applications on reliable to those on unreliable
(F) resources suggested the need for task migration, a mechanism to stop the execution of a
task on a node and to continue this execution on another node during runtime, as discussed
in Section 4.5. Task migration is, however, subject to future investigation.
7.4 Conclusion
Although various mapping algorithms have been proposed in the literature, their practical
efficiency is questionable because they function with unrealistic assumptions. Even though
a few practical mapping algorithms have been developed in studies with real Grid infras-
tructures, their efficiency compared to that of other mapping algorithms is open to question
because on real Grids one cannot evaluate mapping algorithms under the same experimental
environment due to the dynamic nature and autonomy of Grids. Fortunately, GMap together
with the predictor and the estimator, developed in the previous chapters, can provide realis-
tic and exactly the same experimental environment to evaluate mapping algorithms. Hence,
in this chapter, we evaluated the following mapping algorithms with GMap: Min-min, Max-
min, Genetic Algorithms, Simulated Annealing, Tabu Search, and Quick-quality Map, to find
out which of these is the most efficient mapping algorithm and should be used by mappers.
Experimental results of using each algorithm to map six parallel applications (Integration,
Minimum Spanning Tree, Simple Matrix-matrix Multiplication, Odd-even Sort, Cannon’s
Matrix-matrix Multiplication, and Heat Distribution) on a Grid indicated that Quick-quality
Map was the most efficient algorithm as it produced mapping solutions resulting in smaller
mapping times, smaller execution times of these applications, smaller numbers of failures in
executions of these applications, and smaller numbers of crashes of these applications than
the results as per the mapping solutions given by the other algorithms.
Chapter 8
Conclusion and Future Work
This thesis explored the mapping problem [Bokhari, 1981] to develop a practical, portable
mapper that would map a parallel application on a Grid efficiently. In existing studies of
the mapping problem, researchers are mainly concerned about the efficiency of mappers,
whereas we argue that the practicality and portability of mappers must also be considered in
order to tackle this problem more efficiently in practice. In particular, this thesis addressed
the following research questions:
1. What method should be used to study the mapping problem such that each mapper
developed with this method is practical and portable and that the efficiency of mapping
algorithms the mapper uses can be reliably compared?
2. How can mappers efficiently identify reliable nodes of Grids?
3. How can mappers efficiently estimate execution times of tasks assigned to nodes of
Grids?
4. How can mappers efficiently allocate the tasks of each parallel application to nodes of
Grids?
8.1 GMap Simulator
We divided studies of the mapping problem within the context of Grid computing into three
groups: graph-based, reality-based, and simulation-based. Our review of these studies sug-
gested that simulation was the most suitable method. The reason is that the practicality of
mappers developed in graph-based studies was uncertain, and the portability and efficiency
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of mappers developed in reality-based studies were questionable, whereas mappers developed
with high quality simulators were not subject to these problems.
Existing simulators such as SimGrid [Casanova, 2001; Legrand et al., 2003], GridSim
[Buyya and Murshed, 2002], and HyperSim [Phatanapherom et al., 2003] are, however, un-
suitable for studying the mapping problem because mappers developed with them function
with unrealistic assumptions. Hence, we developed a more suitable simulator, GMap. GMap
is a simulator that can simulate realistic message-passing parallel applications, realistic Grids,
and executions of a parallel application on a Grid. Users of GMap, each of whom acts as a
mapper, can use their mapping algorithms to allocate tasks to nodes and simulate executions
of applications to evaluate these algorithms. Each simulated Grid is created such that it is
uncontrollable but repeatable so that experimenters can reproduce the same experimental
environment to evaluate their mapping algorithms reliably. Each simulated parallel applica-
tion is created under the condition that mappers know none of the detailed information of
the application to ensure that they are not dependent on specific parallel applications. In
addition, GMap guarantees that mappers developed within its framework can map parallel
applications on Grids in practice because these mappers function with none of the unrealis-
tic assumptions and only use information that is obtainable in practice to produce mapping
solutions. This simulator solves the first research question.
8.2 A Reliability Prediction Algorithm and a Predictor
The fact that some nodes of Grids are unreliable leads to the development of an algorithm
for predicting the reliability of nodes. We determined the reliability of nodes in terms of
their load and status. This algorithm uses three exponential smoothing functions as the
models to predict the reliability of nodes and the Holt-Winters [Winters, 1960; Holt, 2004]
and Levenberg-Marquardt [Marquardt, 1963] algorithms to derive the smoothing parameters
of each function. Using the proposed algorithm, we proposed a predictor for identifying
reliable nodes of Grids and also implemented the predictor in GMap. Results of experiments
with past reliability data of thirty-three actual nodes indicated that the proposed algorithm
performed better than Network Weather Service (NWS) [Wolski, 1997; 1998; Wolski et al.,
1999b;a] on twenty-one out of thirty-three data sets. The RMSEs given by the proposed
algorithm on some data sets were noticeably smaller than those given by NWS because these
data exhibited periodic behaviour, and the proposed algorithm considered this behaviour, but
NWS cannot consider periodic behaviour. Moreover, the proposed algorithm predicted the
CHAPTER 8. CONCLUSION AND FUTURE WORK 156
reliability of nodes within the next thirty minutes with high accuracy (RMSE < 1), whereas
NWS is unable to perform multiple step ahead prediction. In addition, results of experiments
with 803 simulated nodes, created by GMap, showed that the predictor reduced the chance
of failures in executions of applications by half; on average 95.48, 90.34, 87.58, and 84.32
percent of nodes remained reliable as predicted within the next 30, 60, 90, and 120 minutes,
respectively; and, the predictor took 450 and 1,400 ms to predict the reliability of nodes
within the next 30 and 120 minutes, respectively. The predictor, which is an application of
the proposed algorithm, solves the second research question.
8.3 Execution Time Estimation Methods and an Estimator
The fact that execution times of tasks assigned to nodes are not known a priori leads to
the investigation into a solution to the execution time estimation problem. We empirically
compared the estimation performance of the following nearest-neighbour (nn) execution time
estimation methods: k-nn smoothing [Iverson et al., 1996; 1999b;a], k-nn, adaptive k-nn, one-
nn, and adaptive one-nn. The adaptive methods automatically exclude some attributes that
may not affect the execution times of tasks during the estimation. Experimental results
showed that adaptive k-nn outperformed the other four methods as its overall estimation
performance compared favourably with that of the others, and the adaptive exclusion of some
attributes during the estimation improved the estimation performance significantly. Using
adaptive k-nn, we proposed an estimator for estimating execution times of tasks assigned to
nodes and also implemented the estimator in GMap. Experimental results suggested that
the estimator performed reasonably well with the percentages of accurate estimations varying
between seventy and one-hundred percent according to the results of six parallel applications.
In addition, we investigated possible extensions to k-d tree [Bentley, 1975] to improve
the nearest-neighbour search performance of the estimator. One technique is to use border
knowledge, which is augmenting each instance (or observation) with the closest borders
with the instances in the sub-trees of this instance. Using this knowledge, the search can
avoid unnecessary distance calculations, resulting in better search performance. The other
technique is to use two discriminators instead of one in k-d tree. Experimental results
indicated that using border knowledge reduced a larger number of distance calculations than
balancing tree height, and combining both reduced this number further. We also found that
the performance of nearest-neighbour search in the extended k-d tree varied between 1.15
and 3.08 times better than that in the commonly used height balanced k-d tree according to
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the results of 2,400 data sets.
The estimator, which is an application of the adaptive k-nn and the extended k-d tree,
solves the third research question.
8.4 Quick-quality Map Algorithm
We evaluated six mapping algorithms with GMap, namely Min-min, Max-min, Genetic Algo-
rithms, Simulated Annealing, Tabu Search, and Quick-quality Map (the algorithm proposed
in this thesis), to find out which of these is the most efficient algorithm and should be used by
mappers. Experimental results of using each algorithm to map six parallel applications on a
Grid indicated that Quick-quality Map was the most efficient algorithm because it produced
mapping solutions resulting in smaller mapping times, smaller execution times of these appli-
cations, smaller numbers of failures in executions of these applications, and smaller numbers
of crashes of these applications than the results as per the mapping solutions given by the
other algorithms. Quick-quality Map solves the final research question.
8.5 An Efficient, Practical, Portable Mapper
Answering these research questions, this thesis achieved its goal in developing an efficient,
practical, portable mapper. This mapper is efficient because it uses Quick-quality Map al-
gorithm that showed to be more efficient than well-known mapping algorithms; this mapper
is practical because it functions with none of the unrealistic assumptions and only uses in-
formation that is obtainable in practice to produce its mapping solutions; and, this mapper
is portable because it requires no detailed information of parallel applications and no modi-
fication is needed in order to map different parallel applications.
8.6 Future Work
8.6.1 Improvements on GMap
As discussed in Section 2.2, simulation is the most suitable way to study the mapping prob-
lem. Hence, improvements on the current work presented in this thesis are mainly at the
GMap simulator. Some of these improvements are discussed as follows.
• Scalable Number of Nodes: At this stage, the number of nodes that users can simulate
with GMap is limited due to the large amount of memory each simulated node needs
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in order to retain its past reliability data. In general, researchers/users picture compu-
tational Grids having a large or, perhaps, an unlimited number of nodes. Hence, this
limitation needs to be addressed so that the number of nodes is scalable in order to re-
flect this vision of computational Grids. Moreover, with more nodes, users will be able
to run parallel applications with more tasks and with larger problem sizes to answer
other (and hopefully more important) research questions. We are developing GMap
further as a server that can be run on multiple computers so that the simulator can
utilise a larger amount of memory to simulate more nodes, and users who are clients
will use the same user interface to interact with the simulator to conduct their studies.
Meanwhile, we are optimising the memory usage of the current version of GMap to
improve memory utilisation.
• Task Migration Mechanism: As discussed previously, failures in executions of applica-
tions bar users from experimenting with larger-scale parallel applications, and a solution
to this problem is a task migration mechanism. Some task migration mechanisms will
be developed in and evaluated with GMap as a future work. The development of these
mechanisms will increase the chance of large-scale applications to be run to completion,
and the evaluation will provide the answer to what mechanism is the most efficient and
should be implemented into the Grid portal, which is another main future work, that
will be explained in the next section.
• Evaluation of More Mappers: At this stage, it is unclear whether the mapper proposed
in this thesis is more efficient than existing application-specific mappers (with specific
mapping algorithms) when mapping a parallel application whose performance model is
available. To answer this question, an estimator that can estimate execution times of
tasks assigned to nodes by using a performance model will need to be implemented in
GMap. The comparison between these two mapping techniques is another interesting
future work.
• Remote Data Dependency : The experimental parallel applications in this thesis are
assumed to have the input data (e.g. the matrices of the matrix-matrix multiplication)
available to the task that distributes the data to other tasks. However, some parallel
applications rely on a large amount of data that are only available remotely at specific
data servers, and the time to transfer these data during runtime affects execution times
of applications significantly. The evaluation of mapping algorithms with this type of
CHAPTER 8. CONCLUSION AND FUTURE WORK 159
parallel applications is expected in order to assess the efficiency of the proposed mapper.
8.6.2 A Grid Portal
Several web-based Grid portals [Beeson et al., 2005; Gibbins et al., 2005; Victorian Partner-
ship for Advanced Computing (VPAC), 2006] were recently developed to hide the complexity
of Grids so that scientists and engineers, who basically have limited knowledge of computing,
can run their applications on Grids easily and transparently. However, the mapping problem
is a barrier preventing developers of these portals from achieving these goals. The solution
to the mapping problem investigated in this thesis, namely the mapper, shall eliminate this
barrier. Hence, another main future work is to demonstrate this idea in practice through the
development of a Grid portal whose architecture is shown in Figure 8.1.
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(Predictor-Client, Estimator, QM, Migrator*)
Grid Portal
(Struts, Servlet, JSP, XML, CSS, JavaScript, HTML)
UI for 
Application A
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task task task. . .
Operating System & JVM Operating System & JVM
Figure 8.1: The architecture of the proposed Grid portal.
The Grid testbed has been built with Globus [Foster and Kesselman, 1997; Foster, 2005;
Globus, 2006] providing software components such as Grid Security Infrastructure (GSI)
[Foster et al., 1998b; Butler et al., 2000], Grid Resource Allocation Manager (GRAM) [Cza-
jkowski et al., 1998], Monitoring and Discovery Service (MDS) [Czajkowski et al., 2001; Zhang
and Schopf, 2004], and Grid File Transfer Protocol (GridFTP) [Allcock et al., 2002]. The
mapper and the portal will operate with services these components provide. The mapper will
handle the mapping problem for users of this portal regardless of the parallel applications.
The portal will also host web-based interfaces of several applications at the same time. More
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importantly, this portal aims to allocate tasks of applications to nodes that are not involved
with any schedulers so that applications will not be subject to non-deterministic queuing
times, which could be hours, days, or even weeks. In order to achieve this goal, however, the
following tasks need to be carried out:
• Task Migration in MPJ : Although MPI is said to provide portability to parallel appli-
cations, it provides portability only at the source code level. This limitation becomes
a problem when users want to run an MPI program across resources of a Grid because
the binary of the program must conform to the file system of each target node. Usu-
ally, the program must be recompiled on each target node, and it is possible only if
its source code is available. Unfortunately, the source code of an application is not
always available. MPI binding with Java should be used to ensure that a program can
be run on any node even if its source code is unavailable because Java Virtual Machine
(JVM) provides portability to parallel applications at the binary level. Fortunately,
implementations of MPI binding with Java have already been developed such as MPJ
[Carpenter et al., 2000].
Results of experiments conducted in this thesis suggested the need for a mechanism
to stop the execution of a task on a node and to continue this execution on another
node during runtime, or task migration [Frechette and Avresky, 2005]. Task migration
is, however, a complex issue because it raises several questions such as that how to
maintain execution states of tasks when a task is being migrated, that how can a
migration be done with minimal impact on the efficiency of mappers, and that how can
a migration be done without decreasing the portability of mappers to name a few. One
approach proposed in this future work is to develop a task migration mechanism inside
MPJ, and let the mapper control this mechanism through a component called migrator.
The migrator will work together with the predictor and the estimator to decide when
tasks should be migrated and to which nodes these tasks should be allocated to continue
their executions.
• Test Applications: A few parallel applications such as ones used in this thesis will be
developed with MPJ coupled with a task migration mechanism to test the functionality
and to evaluate the efficiency of this portal.
Appendix A
Partial Derivatives of Exponential
Smoothing Functions
A.1 Partial Derivatives of Eq (4.1)
fi(θ) =
{ ∑h
j=1 |ri+j − rˆi+j | where (n− q ≤ i ≤ n− h),∑n−i
j=1 |ri+j − rˆi+j | where (n− h + 1 ≤ i ≤ n− 1).
(A.1)
According to Eq (4.1), rˆi+j = aˆi; therefore,
fi(θ) =
{ ∑h
j=1 |ri+j − aˆi| where (n− q ≤ i ≤ n− h),∑n−i
j=1 |ri+j − aˆi| where (n− h + 1 ≤ i ≤ n− 1).
(A.2)
According to Eq (4.4), aˆi = αri + (1− α)aˆi−1; therefore,
fi(θ) =
{ ∑h
j=1 |ri+j − (αri + (1− α)aˆi−1)| where (n− q ≤ i ≤ n− h),∑n−i
j=1 |ri+j − (αri + (1− α)aˆi−1)| where (n− h+ 1 ≤ i ≤ n− 1).
(A.3)
Hence,
∂fi(θ)
∂α
=
{ ∑h
j=1
∂|ri+j−(αri+(1−α)aˆi−1)|
∂α where (n− q ≤ i ≤ n− h),∑n−i
j=1
∂|ri+j−(αri+(1−α)aˆi−1)|
∂α where (n− h + 1 ≤ i ≤ n− 1).
(A.4)
Hence,
∂fi(θ)
∂α
=
{ ∑h
j=1 | − ri + aˆi−1| where (n− q ≤ i ≤ n− h),∑n−i
j=1 | − ri + aˆi−1| where (n− h + 1 ≤ i ≤ n− 1).
(A.5)
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A.2 Partial Derivatives of Eq (4.2)
fi(θ) =
{ ∑h
j=1 |ri+j − rˆi+j | where (n− q ≤ i ≤ n− h),∑n−i
j=1 |ri+j − rˆi+j | where (n− h + 1 ≤ i ≤ n− 1).
(A.6)
According to Eq (4.2), rˆi+j = aˆi + jbˆi; therefore,
fi(θ) =
{ ∑h
j=1 |ri+j − aˆi − jbˆi| where (n− q ≤ i ≤ n− h),∑n−i
j=1 |ri+j − aˆi − jbˆi| where (n− h + 1 ≤ i ≤ n− 1).
(A.7)
According to Eq (4.6) and Eq (4.7), aˆi = αri + (1− α)(aˆi−1 + bˆi−1) and bˆi = β(aˆi − aˆi−1) +
(1− β)bˆi−1, respectively; therefore,
fi(θ) =


∑h
j=1 |ri+j − (αri + (1− α)(aˆi−1 + bˆi−1))− j(β(aˆi − aˆi−1) + (1− β)bˆi−1)|
where (n− q ≤ i ≤ n− h),∑n−i
j=1 |ri+j − (αri + (1− α)(aˆi−1 + bˆi−1))− j(β(aˆi − aˆi−1) + (1− β)bˆi−1)|
where (n− h+ 1 ≤ i ≤ n− 1).
(A.8)
Hence,
∂fi(θ)
∂α =


∑h
j=1
∂|ri+j−(αri+(1−α)(aˆi−1+bˆi−1))−j(β(aˆi−aˆi−1)+(1−β)bˆi−1)|
∂α where (n− q ≤ i ≤ n− h),∑n−i
j=1
∂|ri+j−(αri+(1−α)(aˆi−1+bˆi−1))−j(β(aˆi−aˆi−1)+(1−β)bˆi−1)|
∂α where (n− h + 1 ≤ i ≤ n− 1).
∂fi(θ)
∂β =


∑h
j=1
∂|ri+j−(αri+(1−α)(aˆi−1+bˆi−1))−j(β(aˆi−aˆi−1)+(1−β)bˆi−1)|
∂β where (n− q ≤ i ≤ n− h),∑n−i
j=1
∂|ri+j−(αri+(1−α)(aˆi−1+bˆi−1))−j(β(aˆi−aˆi−1)+(1−β)bˆi−1)|
∂β where (n− h + 1 ≤ i ≤ n− 1).
(A.9)
Hence,
∂fi(θ)
∂α =
{ ∑h
j=1 | − ri + (aˆi−1 + bˆi−1)| where (n− q ≤ i ≤ n− h),∑n−i
j=1 | − ri + (aˆi−1 + bˆi−1)| where (n− h+ 1 ≤ i ≤ n− 1).
∂fi(θ)
∂β =
{ ∑h
j=1 | − j((aˆi − aˆi−1)− bˆi−1)| where (n− q ≤ i ≤ n− h),∑n−i
j=1 | − j((aˆi − aˆi−1)− bˆi−1)| where (n− h+ 1 ≤ i ≤ n− 1).
(A.10)
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A.3 Partial Derivatives of Eq (4.3)
fi(θ) =
{ ∑h
j=1 |ri+j − rˆi+j | where (n− q ≤ i ≤ n− h),∑n−i
j=1 |ri+j − rˆi+j | where (n− h + 1 ≤ i ≤ n− 1).
(A.11)
According to Eq (4.3), rˆi+j = aˆi + jbˆi + cˆi+j−d; therefore,
fi(θ) =
{ ∑h
j=1 |ri+j − aˆi − jbˆi − cˆi+j−d| where (n− q ≤ i ≤ n− h),∑n−i
j=1 |ri+j − aˆi − jbˆi − cˆi+j−d| where (n− h+ 1 ≤ i ≤ n− 1).
(A.12)
According to Eq (4.10), Eq (4.11) and Eq (4.12), aˆi = α(ri − cˆi−d) + (1 − α)(aˆi−1 + bˆi−1),
bˆi = β(aˆi− aˆi−1)+(1−β)bˆi−1 and cˆi+j−d = γ(ri+j−d− aˆi+j−d)+(1−γ)cˆi+j−2d, respectively;
therefore,
fi(θ) =


∑h
j=1 |ri+j − (α(ri − cˆi−d) + (1− α)(aˆi−1 + bˆi−1))− j(β(aˆi − aˆi−1) + (1− β)bˆi−1)
− (γ(ri+j−d − aˆi+j−d) + (1− γ)cˆi+j−2d)| where (n− q ≤ i ≤ n− h),∑n−i
j=1 |ri+j − (α(ri − cˆi−d) + (1− α)(aˆi−1 + bˆi−1))− j(β(aˆi − aˆi−1) + (1− β)bˆi−1)
− (γ(ri+j−d − aˆi+j−d) + (1− γ)cˆi+j−2d)| where (n− h + 1 ≤ i ≤ n− 1).
(A.13)
Hence,
∂fi(θ)
∂α =


∑h
j=1
∂|ri+j−(α(ri−cˆi−d)+(1−α)(aˆi−1+bˆi−1))−j(β(aˆi−aˆi−1)+(1−β)bˆi−1)−(γ(ri+j−d−aˆi+j−d)+(1−γ)cˆi+j−2d)|
∂α
where (n− q ≤ i ≤ n− h),∑n−i
j=1
∂|ri+j−(α(ri−cˆi−d)+(1−α)(aˆi−1+bˆi−1))−j(β(aˆi−aˆi−1)+(1−β)bˆi−1)−(γ(ri+j−d−aˆi+j−d)+(1−γ)cˆi+j−2d)|
∂α
where (n− h+ 1 ≤ i ≤ n− 1).
∂fi(θ)
∂β =


∑h
j=1
∂|ri+j−(α(ri−cˆi−d)+(1−α)(aˆi−1+bˆi−1))−j(β(aˆi−aˆi−1)+(1−β)bˆi−1)−(γ(ri+j−d−aˆi+j−d)+(1−γ)cˆi+j−2d)|
∂β
where (n− q ≤ i ≤ n− h),∑n−i
j=1
∂|ri+j−(α(ri−cˆi−d)+(1−α)(aˆi−1+bˆi−1))−j(β(aˆi−aˆi−1)+(1−β)bˆi−1)−(γ(ri+j−d−aˆi+j−d)+(1−γ)cˆi+j−2d)|
∂β
where (n− h+ 1 ≤ i ≤ n− 1).
∂fi(θ)
∂γ =


∑h
j=1
∂|ri+j−(α(ri−cˆi−d)+(1−α)(aˆi−1+bˆi−1))−j(β(aˆi−aˆi−1)+(1−β)bˆi−1)−(γ(ri+j−d−aˆi+j−d)+(1−γ)cˆi+j−2d)|
∂γ
where (n− q ≤ i ≤ n− h),∑n−i
j=1
∂|ri+j−(α(ri−cˆi−d)+(1−α)(aˆi−1+bˆi−1))−j(β(aˆi−aˆi−1)+(1−β)bˆi−1)−(γ(ri+j−d−aˆi+j−d)+(1−γ)cˆi+j−2d)|
∂γ
where (n− h+ 1 ≤ i ≤ n− 1).
(A.14)
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Hence,
∂fi(θ)
∂α =
{ ∑h
j=1 | − (ri − cˆi−d) + (aˆi−1 + bˆi−1)| where (n− q ≤ i ≤ n− h),∑n−i
j=1 | − (ri − cˆi−d) + (aˆi−1 + bˆi−1)| where (n− h + 1 ≤ i ≤ n− 1).
∂fi(θ)
∂β =
{ ∑h
j=1 | − j((aˆi − aˆi−1)− bˆi−1)| where (n− q ≤ i ≤ n− h),∑n−i
j=1 | − j((aˆi − aˆi−1)− bˆi−1)| where (n− h + 1 ≤ i ≤ n− 1).
∂fi(θ)
∂γ =
{ ∑h
j=1 | − ((ri+j−d − aˆi+j−d)− cˆi+j−2d)| where (n− q ≤ i ≤ n− h),∑n−i
j=1 | − ((ri+j−d − aˆi+j−d)− cˆi+j−2d)| where (n− h + 1 ≤ i ≤ n− 1).
(A.15)
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