This work is devoted to the study of the first order operator x (t) + m x(−t) coupled with periodic boundary value conditions. We describe the eigenvalues of the operator and obtain the expression of its related Green's function in the non resonant case. We also obtain the range of the values of the real parameter m for which the integral kernel, which provides the unique solution, has constant sign. In this way, we automatically establish maximum and anti-maximum principles for the equation. Some applications to the existence of nonlinear periodic boundary value problems are showed.
Introduction
The study of functional differential equations with involutions can be traced back to the solution of the equation x (t) = x( 1 t ) by Silberstein (see [18] ) in 1940. Wiener proves in [22] that the solutions of the Silberstein equation solve t 2 x (t) + x(t) = 0. On the other hand, by defining y(t) = x(e t ), we conclude that x is a solution of the Silberstein equation if and only if y (t) = e −t y(−t). This kind of equations are known as equations with reflection and, as Šarkovskiȋ shows in [16] , they have some applications to the stability of differential -difference equations. Moreover this kind of equations has some interesting properties by itself, in fact it is not difficult to verify that the unique solution of the homogeneous harmonic oscillator x (t) + m 2 x(t) = 0, coupled with the initial conditions x(0) = x 0 , x (0) = −m x 0 , for any x 0 ∈ , is the unique solution of the first order equation with reflection x (t) + m x(−t) = 0, x(0) = x 0 and vice-versa.
Wiener and Watkins study in [24] the solution of the equation x (t) − a x(−t) = 0 with initial conditions. Equation x (t) + a x(t) + b x(−t) = g(t) has been treated by Piao in [14, 15] . In [11, 17, 20, 24, 25] some results are introduced to transform this kind of problems with involutions and initial conditions into second order ordinary differential equations with initial conditions or first order two dimensional systems, granting that the solution of the last will be a solution to the first. Furthermore, asymptotic properties and boundedness of the solutions of initial first order
Integrating from c to t in (2.3), Let us fix t > c where x(t) is defined. We will prove that (2.1) is satisfied in [c, t] (the proof is done analogously for t < c). Recall that ϕ has to be decreasing, so ϕ(t) < c. Also, since f is a diffeomorphism, the derivative of f is bounded on [c, t], so f is Lipschitz on [c, t] . Since f , x, x and ϕ are continuous, we can define Let K = max{K 1 , K 2 }. Now,
|g(t)| = f x(ϕ(t))
Applying this inequality at r = ϕ(s) inside the integral we deduce that
Thus, by Grönwall's Lemma, g(t) = 0 and hence (2.1) is satisfied for all t < b where x is defined.
Notice that, as an immediate consequence of this result, we have that the unique solution of the equation
coincide with the unique solution of
Furthermore, Lemma 2.2 can be extended, with a very similar proof, to the case with periodic boundary value conditions. Let us consider the equations Proof. Let x be a solution of (2.5). Since ϕ(a) = b we trivially get that x is a solution of (2.6).
Let x be a solution of (2.6). As in the proof of the previous lemma, we have that
Let K 1 , K 2 be as in the proof of Lemma 2.2 but changing c by a and
and we conclude analogously to the other proof.
The proof in this case is analogous.
In the case of a problem of the kind
we can think in other methods to reduce the problem to a system of first order ODE which will not be equivalent to (2.2). It is a known fact that any real function g : I → can be expressed uniquely as g = g e + g o where g e , g o : I → are an even and an odd function respectively. g e and g o can be expressed as
In other words, if (I), (I), (I) are, respectively, the real vector space of differentiable functions on I, the vector space of even differentiable functions on I and the vector space of odd differentiable functions on I, then (I) = (I) ⊕ (I). Furthermore, the differential operator acts linearly on such space as
which allows us to stablish a system with two differential equations.
If we consider now the endomorphism ξ : 3 → 3 defined as
It is clear that
On the other hand, we define
which are an even and an odd function respectively. Furthermore, since x e is even, x e (−T ) = x e (T ) and since x o is odd, 
We can take this one step further trying to "undo" what we did:
We get then the following result. 
The next corollary can also be obtained in a straightforward way without going trough problem (2.9).
Corollary 2.7. If x is a solution for problem (2.7) and y(t) = x(−t), then ( y, x) : I → 2 is a solution for the problem (2.10).
Solving problems (2.9) or (2.10) we can check whether x, obtained from the relation (t, y, x) = ξ(t, z, w) is a solution to problem (2.7). Unfortunately, not every solution of (2.9) -or (2.10)-is a solution of (2.7), as we show in the following example. EXAMPLE 2.8. Consider the problem
Using Proposition 2.6, we know that the solutions of (2.11) are those of problem
It is easy to check that the only solutions of problem (2.12) defined on I are of the kind
with c ∈ . However, if c = 0, x(T ) = x(−T ) and, as consequence, no one of them is a solution of (2.11).
Moreover, using Proposition 2.6 again, we conclude that x ≡ 0 is the only solution of (2.11).
In a completely analogous way, we can study the problem
In such a case we would have the following versions of the previous results:
is a solution of the system of ODE with initial conditions
(2.14) 
Proposition 2.10. (z, w) is a solution of problem (2.14) if and only if ( y, x) such that ξ(t, z, w) = (t, y, x) is a solution of the system of ODE with initial conditions
2 is a solution of problem (2.15) . [25] to study conditions under which the problem
Remark 2.12. The relation y(t) = x(−t) is used in
has a unique bounded solution.
Solution of the equation x (t) + m x(−t) = h(t)
In this section we will solve a first order linear equation with reflection coupled with periodic boundary value conditions. More concisely, we consider the following differential functional equation:
where m is a real non-zero constant, T ∈ + and h ∈ L 1 (I).
In the homogeneous case, this is, h ≡ 0, differentiating (3.1a) and with some substitutions we arrive to the conclusion that any solution of (3.1) has to satisfy the problem
Consider now the following ordinary differential equation with homogeneous boundary conditions
where f is a continuous function on I.
There is much literature on how to solve this problem and the properties of the solution (see for instance [2, 5, 6] ). It is very well known that for all m 2 = (kπ/T ) 2 , k = 0, 1, . . ., problem (3.3) has a unique solution given by the expression
where G is the so-called Green's function.
This function is unique insofar as it satisfies the following properties:
2.
∂ G ∂ t and
The solution to (3.3) is unique whenever T ∈ + \{ kπ |m| } k∈ , so the solution to (3.1) is unique in such a case. We will assume uniqueness conditions from now on.
The following proposition gives us some more properties of the Green's function for (3.3).
Proposition 3.1. For all t, s ∈ I, the Green's function associated to problem (3.3) satisfies the following properties as well: 6. G(t, s) = G(s, t),

G(t, s)
3) is self-adjoint, so in an analogous way to [2, Chapter 33], we deduce that function G is symmetric.
(V I I). Let u be a solution to (3.3) and define v(t) := u(−t), then v is a solution of problem (3.3) with f (−t) instead of f (t). This way
but we have also
To prove (V I I I) and (I X ) it is enough to differentiate (V I) and (V I I) with respect to t.
(X ) Assume f is differentiable. Let u be a solution to (3.3), then u ∈ C 1 (I) and v ≡ u is a solution of
where the second term in the right hand side stands for the non-homegeneity of the boundary conditions and properties (I I I), (I V ) and (V ) (a).
Hence, from (V )(a) and (V I), we have that
On the other hand,
Since differentiable functions are dense in L 2 (I), we conclude that
Now we are in a position to prove the main result of this section, in which we deduce the expression of the Green's function related to problem (3.1). 
G(t, s)h(s)
where
is called the Green's function related to problem (3.1).
Proof. As we have previously remarked, problem (3.1) has at most one solution for all m = k π/T , k ∈ . The existence of solution follows from the Theorem of Alternative. Let's see that function u defined in (3.5) fulfills (3.1) (we assume t > 0, the other case is analogous):
Using (I I I) and (X ), we deduce that this last expression is equal to
which is, by (I V ), (V I I), (I X ) and (X ), equal to
Therefore, (3.1a) is satisfied.
Conditions (V ) and (X ) allow us to verify the contour condition:
As the original Green function, G satisfies several properties. 
Proof. Properties (I ), (I I ) and (I V ) are straightforward from the analogous properties for function G.
(I I I ).
In the proof of Proposition 3.2 we implicitely showed that function u defined in (3.5), and thus the unique solution of (3.1), satisfies
Hence, since u (t) − h(t) + m u(−t)
and thus ∂ G ∂ t (t, s) + mG(−t, s) = 0 for a.e. t, s ∈ I, s = t.
(I V ). This result is proven using properties (V I) − (X ):
s).
Remark 3.4. Due to the expression of G given in next section, properties (I I) and (I ) can be improved by adding that G and G are analytic on {(t, s) ∈ I 2 | s = t} and {(t, s) ∈ I 2 | |s| = |t|} respectively.
Using properties (I I ) − (V ) we obtain the following corollary of Proposition 3.2.
Corollary 3.5. Suppose that m = k π/T , k ∈ . Then the problem x (t) + m x(−t) = h(t), t ∈ I := [−T, T ],
(3.6a) 
G(t, s)h(s) d s + λG(t, −T ). (3.7)
4 Constant sign of function G
We will now give a result on the positivity or negativity of the Green's function for problem (3.1).
In order to achieve this, we need a new lemma and the explicit expression of the function G.
Let α := mT and G α be the Green's function for problem (3.1) for a particular value of the parameter α. Note that sign(α) = sign(m) because T is always positive. 
G α (t, s)h(s) d s be a solution to (3.1). Let v(t) := −u(−t). Then v (t) − m v(−t) = u (−t) + m u(t) = h(−t), and therefore v(t) =
therefore we can conclude that G α (t, s) = −G −α (−t, −s) for all t, s ∈ I.
Corollary 4.2. G α is positive if and only if G −α is negative on I
2 .
With this corollary, to make a complete study of the positivity and negativity of the function, it is enough to find out for what values α ∈ + function G is positive and for which is not. This will be very useful to state maximum and anti-maximum principles for (3.1) due to the way we express its solution as an integral operator with kernel G.
Using the algorithm described in [6] we can obtain the explicit expression of G:
Therefore,
Realize that G is continuous in {(t, s) ∈ I 2 | t = s}. Making the change of variables t = T z, s = T y, we can simplify this expression to ± sin a)(cos b ± sin b) , we can factorise this expression as follows: As we have seen, the Green's function G is not defined on the diagonal of I 2 . For easier manipulation, we will define it in the diagonal as follows:
Where x 0 and x ≺ 0 stand for x > 0 and x < 0 a.e. respectively. The function G has a fairly convoluted expression which does not allow us to see in a straightforward way its dependence on m. This dependency can be analyzed, without computing and evaluating the derivative with respect to m, just using the properties of equation (3.1a) (
Proof. (1) . Let h 0 in equation (3.1a). Then u i > 0 i = 1, 2. We have that
and hence, from Corollary 4.5, u 2 < u 1 on I.
On the other hand, for all t ∈ I, it is satisfied that To prove that G m 2 < G m 1 on I 2 , let s ∈ I be fixed, and define v i : → as the 2 T -periodic extension to the whole real line of G m i (·, s).
Futhermore, it is clear that (v 2 − v 1 ) is absolutely continuous on I s . Using (I I I ), we have that
As consequence, v i (t) + m 2 i v i (t) = 0 a.e. on I s . Moreover, using (I I ) and (I V ) we know that
Hence, for all t ∈ I s , we have that
The periodic boundary value conditions, together the fact that for this range of values of m 1 , operator v + m 2 1 v is strongly inverse positive (see [4, 5] ), we conclude that v 2 < v 1 on I s , this is, G m 2 (t, s) < G m 1 (t, s) for all t, s ∈ I.
(2). This is straightforward using part (1), Lemma 4.1 and Theorem 4.3:
By equation (4.6), u 2 < u 1 on I.
Remark 4.7.
In (1) and (2) we could have added that u 1 < u 2 ∀h ≺ 0. These are straightforward consequences of the rest of the proposition.
Applications
This section is devoted to point out some applications of the given results to the existence of solutions of nonlinear periodic boundary value problems. Due to the fact that the proofs follow similar steps to the ones given in previous papers, we omit them.
Lower and upper solutions method
Lower and upper solutions methods are a variety of widespread techniques that supply information about the existence -and sometimes construction-of solutions of differential equations. Depending on the particular type of differential equation and the involved boundary value conditions, it is subject to these techniques change but are in general suitable -with proper modificationsto other cases.
For this application we will follow the steps in [4] and use Corollary 4.5 to establish conditions under which the more general problem
has a solution. Here f : I × → is a Carathéodory function, that is, f (·, x) is measurable for all x ∈ , f (t, ·) is continuous for a.e. t ∈ I, and for every
Definition 5.1. We say that α ∈ AC(I) is a lower solution of (5.1) if α satisfies
Definition 5.2. We say that β ∈ AC(I) is an upper solution of (5.1) if β satisfies
We establish now a theorem that proves the existence of solutions of (5.1) under some conditions. The proof follows the same steps of [4, Theorem 3.1] and we omit it here. 
Existence of solutions via Krasnosel'skiȋ fixed point theorem
In this section we implement the methods used in [9] for the existence of solutions of second order differential equations to prove new existence results for problem
where f : I × × → is an L 1 Carathéodory function and 2T -periodic on t.
Let us first establish the fixed point theorem we are going to use [9] . 
Then, A has at least one fixed point in ∩ (Ω 2 \Ω 1 ).
In the following, let m ∈ \{0} and G be the Green function for problem
Theorem 5.6. Let m ∈ (0, π 4T ). Assume there exist r, R ∈ + , r < R such that
Then, if one of the following conditions holds,
problem (5.4) has a positive solution.
, by defining the absolutely continuous operator A :
we deduce the result following the same steps as in [19] .
We present now two corollaries (analogous to the ones in [19] ). The first one is obtained by strengthening the hypothesis and making them easier to check. (1)
uniformly for a.e. t ∈ I, then problem (5.4) has a positive solution.
The second corollary is obtained just making the change of variables y = −x.
Then, if one of the following conditions holds, Similar results to these -with analogous proofs-can be given when the Green's function is negative. We could also state analogous corollaries to Corollary 5.7 for Theorem 5.9 and Corollaries 5.8 and 5.10.
Examples
We will now analyze two examples to which we can apply the previous results. Observe that both examples do not lie under the hypothesis of the existence results for bounded solutions for differential equations with reflection of the argument in [25] nor in those of the more general results found in [1, 17, 20, 21, 24] or any other existence results known to the authors. EXAMPLE 5.11. Consider the problem x (t) = λ sinh (t − x(−t)), ∀ t ∈ I, x(−T ) = x(T ).
(5.9)
It is easy to check that α ≡ T and β ≡ −T are lower and upper solutions for problem (5.9) for all λ ≥ 0. Since f (t, y) := λ sinh (t − y) satisfies that | By defining f (t, x, y) as the 2T -periodic extension on t of the function t 2 x 2 [cos 2 ( y 2 ) + 1], we may to apply Corollary 5.7 to deduce that problem (5.10) has a positive solution. Using the analogous corollary for Corollary 5.10, we know that it also has a negative solution.
