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We present a novel dimension reduction method for classification based on probability-
based distance and the technique of locally linear embedding (LLE). Logistic Discrimination
(LD) is adopted for estimating the probability distribution as well as for classification on
the reduced data. Different from the supervised locally linear embedding (SLLE) that is
only used for the dimension reduction of training data, our probability-based locally linear
embedding (PLLE) can be applied on both training and testing data. Five microarray data
sets in high-dimensional spaces, the IRIS data, and a real set of handwritten digits are
experimented. The numerical results show the proposed methodology performs better,
comparedwith the LD classifiers applied on the lower-dimensional embedding coordinates
computed by LLE or SLLE.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
The classification problems arise in diverse applications such as text categorization, image recognition, handwritten
digit recognition, gene expression analysis, and so on. There are already a large number of classical methods for solving
the classification problems. The classical methods include k-Nearest-Neighbor (k-NN) and Logistic Discrimination (LD) [1].
Support Vector Machine (SVM) with kernels is a widely used technique for classification [2–4]. Recently, distance-based
algorithms with variant data-dependent distance metrics are proposed [5–8]. However, many classification methods fail
for classification problems when the number of data points is much less than the data-dimension. The DNA microarray is
an illustration that the length of a gene expression microarray is much larger than the number of gene observations. It is
required for those data sets to reduce the data dimension so that the classification methods can be well applied on the
reduced points.
Manifold learning is a recently developed technique for dimensionality reduction. The developed manifold learning
algorithms such as Isomap [9], Locally Linear Embedding (LLE) [10], Hessian LLE [11], Laplacian eigenmap [12], and Local
Tangent Space Alignment (LTSA) [13] are built based on Euclidean distance for exploiting neighborhood information.
However thesemethodsmay lose their efficiency in dimension reduction for classification since the local Euclidean distance
does not match the classification property generally. That is, two points belonging to different classes may also have a short
Euclidean distance. This phenomenon may result in wrong neighborhoods that contain neighbors from different classes. In
that case, the reduced lower-dimensional points by some NLDR methods are also hardly classified as the original data. So
one of the approaches for addressing this problem is to define a distance for neighborhood selection, taking into account the
class information such that the distance of two points in different classes is relatively larger than their Euclidean distance.
This idea was first used in [14], where the Euclidean distance is simply enlarged by adding a constant for the pairs of points
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belonging different classes, keeping others unchanged. However, this strategy cannot be used for testing data. As a replacing,
Euclidean distance has to be used for selecting neighbors of testing data. The incoherency of neighborhood selecting for
training data and testing data may affect the classification results negatively.
In this paper, we propose a novel semi-supervised dimension reduction algorithm to fix the incoherency mentioned
above. There are two significant improvements in our method. One is the designed distance metric for classification. We
introduce a probability-based distance that enlarges the Euclidean distance for labelled and unlabelled points. The enlarged
quantity of the distance is variable and proportionable to the probability of two points belonging to different classes.
The second one is an estimationmethod of the probability, especially for testing points. We define a vector for each point
whose ith component is the probability of this point belonging to the class i. The probability vector of each point is estimated
by LD at first and then improved iteratively if necessary. The dimension reduction LLE with the probability-based distance
will be called as Probability-based Locally Linear Embedding (PLLE). LD will be used again on the dimension-reduced data
for designing the classification function. We name the classification method as PLLEc.
The efficiency of our proposed method PLLEc seems to be satisfied when we apply PLLEc on some microarray data sets.
Wewill report the experimental results of PLLEc applied on three kinds of data: five human tumor data sets each ofwhich has
small number of samples in a very high-dimensional space, the IRIS data set that has low data dimension, and a handwritten
digit data with large samples. The human tumor data set are relative to, respectively, acute myeloid leukemia (AML) and
acute lymphoblastic leukemia (ALL), relapse or non-relapse breast cancer, malignant pleural mesothelioma (MPM) and
adenocarcinoma (ADCA) of the lung, normal or colon tumor samples, and survivors after their treatments versus failures
who succumbed to their central nervous systemdisease. Comparedwith classification results using the dimension reduction
algorithms LLE and SLLE, the proposed method PLLEc provides much better results.
The rest of this paper is organized as follows.We simply review the classificationmethod LD in the Section 2. In Section 3,
SLLE is described. We propose and analyse our newmethod PLLE in detail in Section 4. Section 5 provides the estimation of
the probability vector. Numerical results are reported in the last section [23].
2. Logistic discrimination for classification
Given N (training) points x1, x2, . . . , xN ∈ Rn with known class labels. The logistic discrimination (LD) [1] assumes that
the logit of the probability pi = pi(x) of variable x belonging to a certain class, say c , is a linear combination of x, i.e.,
log
(
pi
1− pi
)
= α + xTβ,
or equivalently,
pi = pi(x;α, β) = exp(α + x
Tβ)
1+ exp(α + xTβ) ,
whereα ∈ R andβ ∈ Rn are parameters need to be determined by themaximum likelihood estimate. The likelihood function
of these points {x1, . . . , xN}with respect to class c is given by
Lc(α, β; {xi}) =
N∏
i=1
pi lc (xi)(1− pi)1−lc (xi)
where lc(x) is the probability of x belonging to class c. In general, lc(x) can be simply set to the character function associated
with class c ,
lc(x) =
{
1 if x is in class c,
0 else.
The optimal parameters αc and βc are estimated by solving the following optimization problem,
max
α,β
log Lc(α, β; {xi}),
i.e.,
{αc, βc} = argmax
α,β
N∑
i=1
(
lc(xi)(α + yTi β)− log(1+ exp(α + xTi β))
)
. (1)
Taking the partial derivatives on α and β , respectively, and setting them to zero, we obtain the KTT conditions for optimal
solutions.
N∑
i=1
[
lc(xi)− e
α+yTi β
1+ eα+xTi β
]
= 0,
N∑
i=1
[
lc(xi)− e
α+yTi β
1+ eα+xTi β
]
yi = 0. (2)
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This is a nonlinear system of n + 1 nonlinear equations with n + 1 variables. It can be solved iteratively by using some
iterative methods such as Newton method.
Note that nonlinear system (2) may have no solutions if the data dimension is much larger than the number of samples.
One can prove it by rewriting the system in matrix form[
1 · · · 1
x1 · · · xN
]
z = 0,
where the component zi in z = (z1, . . . , zN)T depends on the viable xi,
zi = lc(xi)− e
α+yTi β
1+ eα+xTi β
.
The coefficient matrix in the above equation has the size (n+ 1)× N . It may be of full column-rank if n ≥ N and hence the
nonlinear system may have no solutions. Therefore, {xi} should be reduced to {yi} if the dimension of {xi} is too large. LD is
then applied on the data set {yi} that has lower dimensionality repeatedly, if the data points have multiple classes.
3. Supervised locally linear embedding for classification
The supervised locally linear embedding (SLLE) proposed in [14] is an LLE-like method for dimensionality of the training
data. The distance introduced in SLLE is defined by
dist(xi, xj) = ‖xi − xj‖ + αD(1− δ(xi, xj)),
where D = maxij ‖xi − xj‖ is the data diameter in Euclidean distance, α ∈ [0, 1] is a tuning parameter, and δ(·, ·) is the
character function defined below.
δ(xi, xj) =
{
1 if xi and xj belong to same class,
0 else.
In SLLE, k nearest neighbors of each training point xi are determined using the distance defined above at first. As soon as
neighbor sets are selected for each point, SLLE finds low-dimensional representation {yi} of the points {xi} by the following
steps that are the same as in LLE.
(1) Construct the optimal local combination weights {wij} of training point xi in a linear combination of its selected
neighbors {xj, j ∈ Ii},
min
∥∥∥∥∥xi −∑
j∈Ii
wijxj
∥∥∥∥∥ , s.t.∑
j∈Ii
wij = 1.
(2) Determine a lower-dimensional embedding {yi} of {xi} such that yi can be also reconstructed by the linear combination
of {yj, j ∈ Ii} associated to neighbors {xj} of xi. Y = [y1, . . . , yN ] solves the following minimization problem
min
Y
∑
i
∥∥∥∥∥yi −∑
j∈Ii
wijyj
∥∥∥∥∥
2
with normalization condition
1
N
YY T = I.
The solution Y can be given by the eigenvectors of matrix (I −W )T(I −W ) associated with its second to (d+ 1)th smallest
eigenvalues.
Compared with the original data set {xi}, its reduced set {yi} obtained by SLLE is more suitable to LD for classification.
The classification of {xi} is automatically conveyed to the reduced data yi. Assume that these points {x1, . . . , xn} are sampled
from C classes with known class information for each point. Let (αc, βc) be the learned parameters by LD applied on the set
{yi}with the known probability lc(yi) = lc(xi) of yi belonging to the class c . Let
pic(y) = exp(αc + y
Tβc)
1+ exp(αc + xTβc) , c = 1, . . . , C, (3)
be the estimated probability functions of variable y belonging to the class c . Then a new testing point x˜ can be classified as
follows.
Step 1. Applying LLE on the testing data points x˜ to get their low-dimensional representation y˜.
Step 2. Compute the C probabilities pic(y˜) of y˜ belonging to the class c , c = 1, . . . , C , respectively.
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Step 3. Classify x˜ into class s, i.e., set l(x˜) = s, if
pis(y˜) = max
c
pic(y˜), c = 1, . . . , C .
The incompatibility of projection for training data and testing data is obvious. The dimension reduction of training points
is implemented by SLLE according to the class-related distance that differs from the Euclidean distance used in LLE for
reducing thedimensionality of testing points. The reduced coordinates of training data and testing samples are not consistent
because they are generated by different systems. Hence, the parameters of the classification model determined by training
data may not be suitable for test samples.
4. Probability-based LLE
In many applications, each training point is predicatively claimed to belong to a unique class. However it makes much
more sense that a training point belongs to a class in a certain probability. If the data set has C classes, and pc(x) denotes the
probability of x belonging to class c , we can build a C-dimensional probability vector
p(x) = (p1(x), . . . , pC (x))T.
For training points, a simple choice for setting the probability vectors is
p(xi) = ec, if xi belongs to class c undoubtedly,
where ec = (0, . . . , 0, 1, 0, . . . , 0)T is the cth column of identity matrix I of order C .
We can use LD to estimate the probability vector p(x) initially for each newer point xwhen its lower-dimensional image
y is available,
pc(x) = pi(y;αc, βc)/
C∑
c=1
pi(y;αc, βc),
where the function
pi(y;αc, βc) = exp(αc + β
T
c y)
1+ exp(αc + βTc y)
is learned by LD applied on the dimension-reduced data {yi}. This estimation can be improved using our new method
proposed later in this section if necessary. So we can assume that all labelled or unlabelled points are equipped with a
probability vector p(xi).
For a pair of different points xi and xj, we define their class-similarity by
S(xi, xj) =
{
1 xi = xj
p(xi)Tp(xj) xi 6= xj.
S(xi, xj) is the probability of the pair (xi, xj) belonging to same class. In fact, by Total Probability Theorem,
P(lxi = lxj) =
C∑
c=1
P(lxi = c)P(lxj = c) = p(xi)Tp(xj).
We define the following distance
dist(xi, xj) = ‖xi − xj‖ + αD(1− S(xi, xj)), (4)
where, as in SLLE, D = maxij ‖xi − xj‖ is the data diameter in Euclidean distance and α ∈ [0, 1] is a tuning parameter. The
distance (4) is called as a class-probabilistic distance. Our probability-based locally linear embedding (PLLE) is proposed as
follows.
Algorithm PLLE
Step 1. For each xi, determine K nearest neighbors {xi1 , . . . , xiK } according to the class-probabilistic distance, i = 1, . . . ,N .
Step 2. Compute the local combination weights {wij}:
min
∥∥∥∥∥xi − K∑
j=1
wi,ijxij
∥∥∥∥∥ s.t. K∑
j=1
wi,ij = 1.
Step 3. Solve the optimization problem for Y = [y1, . . . , yN ]
min
Y
∑
i
∥∥∥∥∥yi − K∑
j=1
wi,ijyij
∥∥∥∥∥
2
with normalization condition 1N YY
T = I . Y can be obtained by the eigenvectors of the sparse matrix (I −W )T(I −W )with
W = (wij) corresponding to the second to (d+ 1)th smallest eigenvalues, where d is the dimension of the vectors yi.
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5. Estimation of the probability vector
For training data point xi, its probability vector p(xi) can be simply set as
p(xi) = ec,
if xi belongs to the class c as mentioned before. In that case, S(xi, xj) = δ(xi, xj) and PLLE turns back to SLLE. It will be a
little bit complicated to estimate the probability vector p(x˜) for a testing point x˜. We determine an approximation of p(x˜) as
follows.
At first, we compute the probability functions
pi1(y), . . . , piC (y)
by applying LD on the dimension reduction {yi} of {xi} obtained by SLLE. Then for s = 1, . . . , C , we compute the low-
dimension vector z(s) of x˜ by SLLE, under the label assumption l(x˜) = s for x˜. Then compute pic(z(s)), c = 1, . . . , C , and
set
Ac,s = pic(z
(s))
C∑
c=1
pic(z(s))
. (5)
It can be reviewed as a conditioned probability vector. By Totally Probability Theorem, the probability components {pc(x˜)}
satisfy
pc(x˜) =
C∑
s=1
Ac,sps(x˜), c = 1, . . . , C,
approximately. Note that the matrix A(x˜) = (Ac,s) is a column-stochastic matrix: all of its entries are in the interval [0, 1]
and the column-sums are all 1. Hence, the probabilistic vector pk is the stationary distribution vector of the finite Markov
chain. It is also known that the finiteMarkov chain has a nonnegative stationary distribution vector given by the eigenvector
of matrix A(x˜) associated with eigenvalue λ = 1,
A(x˜)p = p, p ≥ 0, ‖p‖1 = 1 (6)
by the following well-known theorem.
Theorem 5.1 (Perron–Frobenius Theorem). If A is an irreducible nonnegative matrix then it has a positive real simple eigenvalue
equals to its spectral, associated with a right nonnegative eigenvector. Furthermore, if A is strictly positive, then so is the
eigenvector.
Therefore, we can set the eigenvector of A(x˜) to be p(x˜) as its approximation. The eigenvector can be computed easily
by an eigensolver if N is small. For large N , iterative methods are preferred for computing the eigenvector, for example, QR
method, Power method, Krylov space methods and so on [15–17]. In the numerical experiments, we use the inverse Power
method to get p(x˜) for each test sample.
Algorithm PE (probability estimation)
Step 1. For s = 1, . . . , C ,
1.1. Reduce {xi} ∪ x˜ to be {yi} ∪ y(s) by SLLE with the assumption l(x˜) = s.
1.2. Apply LD on {yi} ∪ y(s) and compute
pic(y(s)) = exp(αc + β
T
c y
(s))
1+ exp(αc + βTc y(s))
, c = 1, . . . , C .
Step 2. Construct A(x˜) by (5) and solve (6) to get p(x˜).
Now we are ready to present our novel method for classification by probability-related dimension reduction as follows.
Algorithm PLLEc (PLLE-based classification)
Step 1. Set p(xi) = ec if l(xi) = c for all training points {xi}. Estimate probabilities {p(x˜j)} by algorithm PE or simply set
p(x˜) = 1C e for each testing point x˜j.
Step 2. Apply PLLE on the joint set {xi} ∪ {x˜j} to obtain the reduced vectors {zi} ∪ {z˜j}.
Step 3. Apply LD on {zi} to construct the probability function pc(z) = exp(αc+zTβc )1+exp(αc+zTβc ) , c = 1, . . . , C .
Step 4. Classification: compute pc(z˜j) and set l(x˜j) = s if ps(z˜j) = maxc pc(z˜j).
Algorithm PE needs to solve C2 LD problems with C + 1 variables. It will be expensive if C is a little bit large. A very
simple approach of estimating the probability vector of a testing point is to set p(x˜) = 1C e with e the vector of all ones. It
makes sense that we suppose each testing point be neutral without any background information. It is very interesting that
our classification algorithm based on LD and PLLE with the simple estimation works quite well for the considered examples.
We call the algorithm as simple PLLEc if the probability vectors of testing points are simply set to be p(x˜) = 1C e.
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Table 1
Gene data.
Data n N Ntraining Ntesting
Acute Leukemia 7129 72 38 34
Breast Cancer 24481 97 78 19
Lung Cancer 12533 181 32 149
Colon 2000 62 40 22
CNS System 7129 60 40 20
6. Numerical experiments
To verify the classification abilities of our algorithm PLLEc, three kinds of data sets with different properties in
dimensionality of samples, set size, and number of classes were experimented. One is the gene expression data with two
classes in cancer classification in which the dimension of data points is very large and the number of samples is small. The
second one is the iris data that was wildly applied in literature. The third one is a set of handwritten digits with ten classes.
Wewill compare PLLEcwith other LD-like classifiers named as LLEc and SLLEc. LLEc reduces the dimensionality of thewhole
set of training points and testing points by LLE and then applies LD on the set corresponding to the training set and associated
label set. SLLEc is the LD classifier applied on the lower-dimensional set of the training points computed by the SLLE. The
dimension reduction of points in the testing set is obtained by LLE applied on the whole set, since it is assumed that the
classification information for testing sets is unknown.1 To illustrate the behavior of these three methods depending on the
reduced dimensionality d, the neighborhood size K , and the turning parameter α if necessary, experiments are repeated
with variant sets of (d, K , α) for each data set.
6.1. Gene expression data
Five gene expression data sets were tested:
Acute Leukemia data set. The acute leukemia data set published in 1999 [18]. Each data point has 7129 feature genes. The data
has 38 bone marrow samples from adult patients as training points of which 27 samples are acute lymphoblastic leukemia
(ALL) and the other 11 samples are acute myeloid leukemia (AML). The independent testing set consists of 34 samples from
adults and children with 20 ALL and 14 AML, of which 24 samples are bone marrow and the other 10 points are peripheral
blood specimens. Only 4 AML of the testing set are from adult patients.
Breast Cancer data set. This data set is from Vanteer et al. (2002) [19]. Each sample has 24481 genes. The train set contains
78 patient samples, 34 of which are from patients who had developed distance metastases within 5 years (relapse), and the
rest 44 samples are from patients who remained healthy from the disease after their initial diagnosis for interval of at least
5 years (non-relapse). Correspondingly, there are 12 relapse and 7 non-relapse samples as the testing points.
Lung Cancer data set. The Lung cancer data [20] consists of 181 tissue samples of which 31 points are malignant pleural
mesothelioma (MPM) and other 150 points are adenocarcinoma (ADCA) of the lung. Each sample is described by 12533
genes. The training set contains 32 tissue samples (16 MPM and 16 ADCA), while the rest 149 samples are used for testing
(15 MPM and 134 ADCA). Note that in this data set, the number of training samples is much less than the number of the
testing ones. There may be no enough classification information from the training data and may be difficult to classify the
testing points.
Colon data set. This data set [21] collects 62 colonic tissues from colon-cancer patients; 40 tumor biopsies are from tumors
(labelled as ‘‘negative’’) and 22 normal biopsies (labelled as ‘‘positive’’) are from healthy parts of the colons of the same
patients. Each sample is represented by 2000 genes (selected from 6500 original genes based on the confidence in the
measured expression levels). We choose the first 40 points containing 23 tumor biopsies and 17 normal biopsies as the
training set. The rest 22 points containing 13 tumor biopsies and 9 normal biopsies form the testing set.
Central Nervous System (CNS). The data set [22] contains 60 patient samples, 21 are survivors (alive after treatment) and 39
are failures (succumbed to their disease). Each sample is described by 7129 genes. The training set consists of the first 10
survivors and 30 failures, while the rest 11 survivors and 9 failures are testing points.
All the data sets are normalized so that they have zero means and standard deviation. Because these data sets are of
high dimensionality and small sample size, as shown in Table 1, it is necessary to reduce the data dimension before applied
the LD classifier. We applied PLLEc, SLLEc, and LLEc with on the five data sets variant parameters α = 0.1:0.1:1, K =
4:2:20, d = 1:10. Table 2 lists the best and average of accuracy (in %) of the three methods, among total 10× 9× 10 = 900
experiments for each data set. PLLEc performs quite better than LLEc and SLLEc for almost all except a few special case that
occurs accidentally. PLLEc is not only suitable for the data with large training set and small testing set when LLEc may fail
(Breast), but also suitable for the data with small training set and large testing set when SLLEc may fail (Lung). It shows that
1 Traditional supervised methods use label information of both the training set and the testing set for dimensionality reduction [14]. This makes the
classification easier and unsuitable for real applications.
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Table 2
Accuracies (%) for the whole data.
Data LLEc SLLEc PLLEc
AML Best 95.83 86.11 97.22
Average 86.30 76.22 85.98
Breast Best 74.23 95.88 94.85
Average 64.84 91.16 92.77
Lung Best 98.90 84.53 100
Average 90.14 59.31 90.44
Colon Best 88.71 93.55 95.16
Average 77.11 77.23 84.92
CNS Best 85.00 91.67 88.33
Average 68.33 78.32 78.48
Fig. 1. The best accuracy curves of PLLEc and SLLEc with respect to tuning parameter α for Lung Cancer data.
PLLEc can better extract the key features of the original data sets in general different cases. Note that the results of training
data are omitted because the accuracies here are almost 100% for all methods except LLEc for Breast and CNS.
The PLLEc is more stable and has higher accuracy than SLLEc. In Fig. 1 we plot the accuracy curves of the Lung Cancer
data via the tuning parameter α. The best result of SLLEc is achieved at d = 1, K = 6, while PLLEc has the best result at
d = 4, K = 18. Fig. 1 also shows that the worst results of PLLEc is better than the best results of SLLEc for this example.
6.2. Iris data
The set of iris data2 consists of 150 instances with 4 numeric attributes belonging to 3 different classes. We selected the
first 25 points of each class as training points and the rest testing points. We tested the three methods with parameters
α = 0.1:0.1:1, K = 4:2:20, and d = 1:10. The best accuracy, average accuracy and the standard deviation are shown in
Table 3. Our method PLLEc outperforms in all the methods.
6.3. Handwritten digits
We consider how good PLLEc applied on the USPS handwritten digits.3 This set is composed of 8-bit grayscale images of
‘‘0’’ through ‘‘9’’. We choose the first 100 samples of each class as training set, and other 100 samples of each class as testing
set; totally 1000 points in both the training set and the testing set. Since the numbers of classes and samples are large a little
bit, PLLEc costs much in the initial estimation of the probability for testing points if the algorithm PE is used. As replacing,
we applied the simple algorithm PLLEc on this data set. The simple PLLEc is very fast and the classification result is quite
good for the USPS handwritten digits even if the parameters are chosen from a large range. In Table 4, we list the experiment
results. Note that the highest accuracies of SLLEc and LLEc are only 0.5795 and 0.5470, respectively.
2 Download from http://www.ics.uci.edu/~mlearn/MLSummary.html.
3 Download from http://www.cs.toronto.edu/~roweis/data.html.
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Table 3
Accuracy (%) of for iris.
Set LLEc SLLEc PLLEc
Best Train 97.37 93.33 100
Test 76.47 88.00 97.33
Whole 86.11 90.67 98.67
Average Train 88.21 79.04 98.60
Test 67.21 78.36 92.21
Whole 78.29 78.70 95.40
Std Train 8.07 6.75 5.77
Test 5.45 4.95 5.64
Whole 6.24 5.43 5.22
Table 4
Simple PLLEc for handwritten digits.
d K α Average cpu time (s) Accuracy (%)
Test set Whole set
5 10 0.6:1.0 190.40 90.80 95.40
6 10 0.6:1.0 222.88 91.30 95.65
7 10 0.6:1.0 260.58 92.60 96.30
7 14 0.6:1.0 258.98 92.10 96.05
8 8 0.6:1.0 309.41 92.20 96.10
8 10 0.6:1.0 322.62 93.10 96.55
8 12 0.6:1.0 315.13 92.50 96.25
9 8 0.6:1.0 364.59 92.40 96.20
9 10 0.6:1.0 366.00 92.50 96.25
9 12, 14 0.6:1.0 365.59 92.30 96.15
10 8 0.6:1.0 425.59 92.40 96.20
10 10 0.6:1.0 428.23 92.50 96.25
10 12, 14 0.6:1.0 427.46 92.30 96.15
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