ABSTRACT Although the canonical correlation analysis (CCA)-based method has been successfully applied to Gaussian processes, the methods cannot obtain good results for the non-Gaussian processes. Meanwhile, due to the different operating conditions of the systems in actual operation, the data generated under different operating conditions is greatly different, which makes the fault detection more difficult. To deal with these problems, a fault detection method based on multiple canonical correlation analysis models and Box-Cox transformation is proposed. The method divides all conditions into some categories of conditions and builds the switching rules. Then the current condition is determined and switched in real time through real-time status data and switching rules. Since the systems are the non-Gaussian processes, the quadratic statistic established by the CCA for each condition is non-negative and non-Gaussian distributed variable. So, Box-Cox transformation is used to convert quadratic statistic into Gaussian distributed variables, such that the properties of Gaussian distribution can be employed to determine the ranges of the quadratic statistic corresponding to different health conditions. Finally, the fault detecting thresholds of the models are established based on a 99.7% confidence interval of the Gaussian distribution. The proposed method is applied to the process of monitoring of the suspension system. The application results indicate that the proposed approach can give higher fault detection rate and lower false positive rate and improves the detection ability.
I. INTRODUCTION
The condition-based maintenance is to repair the object based on the health condition of the maintenance object. Fault detection (FD) is the basic premise of condition-based maintenance. In the actual engineering, most of the systems are the non-Gaussian processes. Meanwhile, the systems include different operating conditions. These two aspects will lead to two problems which make fault detection more difficult. On the one hand, the process operates in a complex condition, leading to large data difference and weakening the capability of fault detection. To deal with this problem, a number of methods have been proposed. Duan et al. present an integrative approach of intrinsic time-scale decomposition and
The associate editor coordinating the review of this manuscript and approving it for publication was Baoping Cai. hierarchical temporal memory for gearbox diagnosis under variable operating conditions [1] . A hybrid method based on variational mode decomposition (VMD), spectral kurtosis entropy (SKE), and weighted self-adaptive evolutionary extreme learning machine (WSaE-ELM) is implemented for fault diagnosis of real bogies under variable conditions [2] . A technique based on merging process and vibration data is proposed with the objective of improving the detection of mechanical faults in industrial systems working under variable operating conditions [3] . Boskoski and Juricic propose a novel approach for the diagnosis of gearboxes inpresumably non-stationary and unknown operating conditions [4] . On the other hand, fault detection is much more challenging when the process is non-Gaussian in practice. To deal with these challenges, a number of methods based MVA have been proposed. A new multiblock monitoring method is proposed for the analysis of multimode non-Gaussian batch processes [5] . A modified independent component analysis (ICA) algorithm based on particle swarm optimization (PSO) called PSO-ICA is proposed for the purpose of multivariate statistical process monitoring(MSPM) [6] . An improved ICA method, referred to as dynamic Bayesian ICA, is proposed to monitor the multimode non-Gaussian dynamic process [7] . An FD technique combining the generalized canonical correlation analysis (CCA) with the threshold-setting based on the randomized algorithm is proposed and applied to the simulated traction drive control system of high-speed trains [8] . A new dissimilarity method integrating multidimensional mutual information and independent component analysis is proposed for non-Gaussian dynamic process monitoring [9] . A new dynamic partial least square (PLS) model is developed to deal with the quality-related fault diagnosis issue for dynamic processes [10] . An approach integrating ICA, Durbin Watson (DW) criterion and Support Vector Data Description (SVDD) is developed to monitor the nonGaussian process for detecting faults [11] . A double-layer ensemble monitoring method based on the modified independent component analysis (abbreviated as DEMICA) is developed for non-Gaussian processes [12] . The modified independent component analysis (MICA) has drawn considerable attention within the non-Gaussian process monitoring circle since it can solve two main problems in the original ICA method [13] . Fault detection and diagnosis method based on copula subspace division is proposed for nonlinear and non-Gaussian processes [14] . A novel approach which will be referred to as kernel dynamic ICA is proposed for dealing with fault detection of multivariate processes [15] . An FD approach based on the adaptive observer is established to diagnose the size of fault in the singular timedelayed Stochastic distribution control system [16] . Faultrelated kernel ICA is put forward as an improved algorithm of kernel ICA for non-Gaussian processes [17] . A new nonlinear and non-Gaussian process monitoring method using Gaussian mixture model (GMM)-based weighted KICA (WKICA) is proposed [18] . A multi-source information fusion based fault diagnosis methodology by using Bayesian network is proposed [19] . A dynamic Bayesian network (DBN)-based fault diagnosis methodology in the presence of TF and IF for electronic systems is proposed [20] . A PCA-ICA integrated with a Bayesian fault diagnosis method is proposed for non-Gaussian processes [21] . Fault detection and identification methods based on semi-supervised Laplacian regularization kernel partial least squares (LRKPLS) are proposed. Moreover, it can be used in the case of nonlinear or non-Gaussian data [22] . A probabilistic ICA model is proposed for non-Gaussian process modeling and monitoring [23] . Estimate a signal distribution and set a threshold based on the estimated distribution are two major steps in these methods. However, the selection of parameters has a great impact on the performance of the methods. Hence, it is indispensable to find a new method to set the threshold.
Although the successful application of the above methods is based on the assumption that the system has the different operating conditions or the process follows a nonGaussian distribution, they cannot obtain good results when both assumptions exist at the same time. Motivated by the above discussion, this paper proposes an FD method based on multiple CCA models and Box-Cox transformation for NonGaussian processes. All conditions are divided into some categories of conditions, and the current condition is determined and switched in real time through real-time status data and switching rules. Then, since the systems are the nonGaussian processes, the quadratic statistic established by the CCA for each condition is a non-negative and non-Gaussian distributed variable. So Box-Cox transformation is used to convert quadratic statistic into Gaussian distributed variables. Finally, the thresholds of the models are established for some categories of conditions. The rest of this paper is organized as follows. Section II introduces real-time switching. Section III introduces the proposed method. A suspension system is used as a case study in Section IV. The discussion is made in Section V. Finally, the conclusion is made in Section VI.
II. REAL-TIME SWITCHING OF MULTIPLE OPERATING CONDITIONS
In general, the systems are hybrid systems integrating analog signals and digital signals. Due to the different operating conditions of the systems in actual operation, the data generated by the systems under different operating conditions is greatly different. In this case, when the same model is used to detect the system, it is likely to cause two problems [24] . One problem is false positives. The health data under certain operating conditions is not only quite different from the health data under other operating conditions but is not very much different from the fault data under other operating conditions, which causes the health data to be misjudged as fault data. The second is false negatives. The fault data under certain operating conditions is not only quite different from the fault data under other operating conditions but is not very much different from the health data under other operating conditions, which causes the fault data to be misjudged as health data.
Therefore, it is necessary to divide different operating conditions and establish switching rules by the operation of the system. There are several principles for dividing the operating conditions and establishing switching rules: 1) The system is in operating condition at every moment, and it is only in one operating condition; 2) The data of different operating conditions are different, the data of the same operating condition is small; 3) Which operating condition the system is currently in can be judged in real time through the state data of the system and the switching rules of operating conditions; 4) The switching rules can identify all cases; 5) There is no intersection between all switching rules.
Assume that different operating conditions and switching rules have been obtained. When the state data of the system at the current time is obtained, the current operating condition can be obtained by the switching rules.
III. THE PROPOSED METHOD
After implementing the real-time switching of multiple operating conditions by Section II, a fault detection model for each operating condition needs to be established. In actual engineering, the fault samples are difficult to obtain, but the healthy samples are easy to obtain, so the FD models of different operating conditions can be established by the healthy samples under different operating conditions. Since the modeling process of the FD model is the same in each operating condition, the FD model of an operating condition is taken as an example to describe the modeling process of the FD model. In this section, we describe the basics of CCA and the quadratic form statistic, and then for the problem of the quadratic form statistic, through the Box-Cox transformation transform the non-Gaussian distribution into a Gaussian distribution. Finally, the threshold of the fault detection model is determined.
A. BASICS OF CCA AND Q TEST STATISTIC
Suppose that N samples of the process data under an operating condition are available and formed as
where x 0 (i), and y 0 (i), i = 1, . . . , N are the measured process input and out vectors under the same operating condition.
Then they are centered with mean value and denoted as
where
Denote the mean-center input and output data by X and Y, that is
Then the covariances and cross-covariance of input and output can be estimated as
According to the CCA technique [25] , a matrix is defined by ϒ, that is
ϒ can be decomposed by doing a singular value decomposition.
where is the number of principal components. [25] . γ i , i = 1, . . . , l, and r j , j = 1, . . . , m, are the corresponding singular vectors.
Let
The residual vector can be defined as follows
To make a decision based on the residual, a quadratic form statistic is constructed for the detection purpose [26] ,
B. THRESHOLD SETTING BASED ON BOX-COX TRANSFORMATION
The threshold can be set [27] .
where g =
S , µ 0 and S are estimated as
When the process is the Gaussian process, the result is more accurate by (13) . However, when the process is the non-Gaussian process, the distribution of Q which is the nonnegative variable is irregular, and the method will result in a large error. To determine the ranges of Q corresponding to different health conditions of the systems, the non-Gaussian distribution can be transformed into a Gaussian distribution via the Box-Cox transformation [28] , and then employ the properties of Gaussian distribution to determine the ranges of the quadratic statistic corresponding to different health conditions. The goodness-of-fit of the transformed variable from the original Q can be confirmed by plotting them into a normal plot [29] .
The process of Box-cox Transformation is as follows:
One can get {z 1 , z 2 , . . . , z n } from {q 1 , q 2 , . . . , q n } via the equation (16) .
where λ is a constant contributing to z j (λ) ∼ N µ, σ 2 independent of each other. In order to determine the value of λ, the joint probability density function Z (λ) = (z 1 (λ) , z 2 (λ) , . . . , z n (λ)) is defined as.
where 1 n is a N-order unit array. Then, the likelihood function of µ and σ 2 can be get below with a fixed λ.
In addition, the maximum likelihood function of µ and σ 2 isμ
So, the maximum value of the likelihood function is
(22) can be obtained by taking the logarithm of (21) .
One can omit the constant at the right end of (22) and record the equation as l(λ), as shown in (23),
The value of λ is determined by the maximum likelihood method. If λ = λ 0 exists, which lead to l (λ 0 ) = l (λ), then it is suitable for λ = λ 0 .
(16) only works for positive data. However, (24) proposed can be used for negative q j -values:
where q j + a > 0. The other steps are the same as before. 
9a)n0< n ⇒ k + +; back to step 2); 9b)n0 ≥ n ⇒ END.
The steps of the fault detection are listed as follows:
Algorithm 2 Steps of Fault Detection 1) Get the data x(k) and y(k) at time k;
2) Judge and switch the current operating conditions ; 3) Select the parameters µ x , µ y , x , y , xy , ϒ, , L s and M T s under the current operating condition; 4) Calculate r(k) and Q(k) under the current operating condition; 5) Calculate z(k) under the current operating condition; 6) Judge as times goes by: 6a) µ − 3σ <z(k)< µ − 3σ ⇒ thesystemishealth; 6b)else ⇒ thesystemisfault; 7) back to step 1). 
IV. CASE STUDY
Maglev trains are an environmentally friendly type of track transportation with great advantages including low traction energy consumption (no mechanical friction), low noise, ride comfort, and so on. [31] This paper studies the suspension system as a case.
A. MONITORING SUSPENSION UNIT
The suspension system is the core component of the train. The suspension system has 20 suspension nodes, which have independent control characteristics in each vehicle. To monitor the condition of 20 suspension nodes, the suspension monitoring unit (MSU) which can monitors and records the data information at a sampling frequency of 0.1 Hz is used in each vehicle. Fig. 2 is the diagram shows the relationship between the MSU and vehicle electrical equipment. The MSU is electrically connected to the electrical part of the vehicle using an IO interface. By the IO interface, the MSU can get some information such as valves, traction, and braking. 
B. SUSPENSION SYSTEM
Two controller suspension system is shown in Fig. 3 [32] , [33] . It includes controllers, choppers, coils, and sensors. The sensors include current sensors, gap sensors, and acceleration sensors. The operating principle of the suspension control system is that the suspension system receives the suspension gap between electromagnet and track from the suspension gap sensor. Then it can generate a PWM wave through a control algorithm, and the power chopper is used amplify the signal to the suspension electromagnet, and the suspension FIGURE 3. Two-controller suspension system. electromagnet generates a suspension of different magnitude according to the magnitude of the electric current so that the suspension gap returns to the specified value. That is to say, the suspension gap is the measured process input data, and the current and the voltage are the measured process output data. Fig. 4 shows the historical data of a suspension node for one day. The green line is the historical data of the acceleration, the red line is the historical data of the voltage, the blue line is the historical data of the gap, and the pink line is the historical data of the speed. It can be seen from Fig. 4 that the variation law of the data is relatively simple, and the types of data having different differences are less. In Fig. 5 , the biggest change is the speed, followed by the gap and the acceleration, and the smallest change is the voltage. From the perspective of speed, the peed does not exceed 20 km/h when the maglev is on inbound or outbound, the range of the peed is between 0 km/h and 100 km/h when the maglev is on the positive line, and the peed is 0 km/h when the maglev is suspension static. Meanwhile, considering that the speed of the maglev on the positive line intersects with the speed of the maglev on inbound or outbound, the absolute position information of the maglev which is obtained from the electrical part of the vehicle is used to determine whether the maglev is on the positive line operation. Since the second derivate of the gap is the acceleration, it is only necessary to analyze the gap. From the perspective of gap, the range of the gap is between 6 mm and 14 mm when the maglev is on inbound or outbound, the range of the gap is between 6 mm and 14 mm when the maglev is on the positive line, and the range of the gap is FIGURE 5. The three cases of the historical data. VOLUME 7, 2019 between 6 mm and 12 mm when the maglev is suspension static. So the data can be divided into three cases. In the first case, its historical data is shown by the NO.1 line. The speed does not exceed 20 km/h and the range of the gap is between 6 mm and 14 mm. In the second case, its historical data is shown by the NO.2 line. The speed is 0 km/h and the range of the gap is between 6 mm and 12 mm. In the third case, its historical data is shown by the NO.3 line. The range of the speed is between 20 km/h and 100 km/h, and the range of the gap is between 6 mm and 14 mm. Thus, different operating conditions of the train result in large differences in state data, which may result in large differences in the FD results.
C. MULTI-MODEL SWITCHING BASED ON LOGICAL JUDGMENT
To sum up, it is necessary to divide the data of the train into different operating conditions. According to the actual operation, the conditions of suspension node can be divided into three operating conditions: suspension static, positive line operation, and inbound and outbound operation [24] . The status word of the train, which can reflect the real-time operating status of the train, can be obtained by MSU so that switching the model by switching rules [24] .
The judgment conditions of the three operating conditions are shown in Table 1 . 
D. APPLICATION
Taking the historical data of the overload fault under the positive line operation as an example. 122000 samples can be obtained from a run-to-failure example by a moving time window with length 10. Each sample consists of 10 consecutive moments of suspension gap, current, voltage, and acceleration. The previous 119330 samples are healthy samples, and followed by 2670 samples are overload fault samples in 122000 samples.
The previous 60000 samples were selected as training samples. Then the distribution histogram table of the suspension gap, current, voltage, and acceleration can be obtained. They are shown in Tables 2 to 5 . In order to test whether the distribution is Gaussian, the normal probability plot is used. As can be seen from Fig. 6-Fig. 9 , the distribution of the suspension gap, current, voltage, and acceleration is nonGaussian distribution, so the suspension system is a nonGaussian process.
As shown in Fig. 10 , the curve of Q can be obtained through (1)-(12). Fig. 11 is the histogram of Q. Obviously, Q does not follow the chi-square distribution. When the chi-square distribution is used to calculate the threshold of Q, it will inevitably lead to large errors. By (13)- (15), µ 0 = 0.0375, In order to test whether the distribution of Q is Gaussian, the normal probability plot is used and the normal probability plot of Q is obtained. As can be seen from Fig. 13 , when the abscissa range is 0 to 0.11, most of the blue dots are distributed near the red line. However, when the abscissa range is 0.12 to 0.53, many blue dots are not distributed near the red line and are getting farther away from the red line. Therefore, the distribution of Q does not follow the Gaussian distribution.
For this problem, the Q obtained by the training data is substituted into (16)- (24) , and the optimized value of the parameter λ obtained is 0.2216. Then Box-Cox transformation with the parameter λ at an optimized value of 0.2216 was used to transform Q into Q 1 which is a normal distributed variable. Fig. 14 is the curve of Q 1 and Fig. 15 is the histogram of Q 1 . Then the normal probability plot of Q 1 is obtained. As Fig. 16 shows, almost all of the blue dots are distributed near the red line, so the distribution of Q 1 follow the Gaussian distribution. This shows that Box-Cox transformation can effectively convert non-Gaussian distribution into Gaussian distribution.
Then the two thresholds can be obtained by a 99.7% confidence interval of the Gaussian distribution. D 1 = µ + 3σ = −1.0316, D 2 = µ − 3σ = −4.0165. As can be seen from Fig. 17 , most health samples are distributed within the threshold. This means that the set threshold is valid. 62000 samples, which is a run-to-failure sample were selected as test samples, which has 59330 healthy samples and 2670 overload fault samples. As shown in Fig. 18 , the curve of Q can be obtained through (1)- (12) . The histogram of Qtest shown in Fig. 19 can be obtained. The normal probability plot of Qtest is shown in Fig. 20 . In Fig. 20 , almost all blue dots are not distributed near the red line and are getting farther away from the red line. This shows that the distribution of Qtest is a non-Gaussian distribution. Box-Cox transformation with the parameter λ at an optimized value of 0.2216 was used to transform Qtest into Qtest1. The normal probability plot of Qtest1 is shown in Fig. 21 . As can be seen from Fig. 21 , although some blue dots are not distributed near the red line, most of the blue dots are distributed near the red line. This is not to say that the Box-Cox transformation method is inseparable, but rather the distribution of fault data and health data is different. Fig. 22 is the histogram curve of Qtest1. Blue bars represent healthy samples, and brown bars represent fault samples. As can be seen from Fig. 22 , the distribution of the healthy samples and the distribution of fault samples are not the same. Thus, the distribution of Qtest1 approximately follow the Gaussian distribution. Meanwhile, in Fig. 22 , the threshold D 1 can separate the two types of samples. That is to say, after the Box-Cox transformation is used to convert the secondary statistic into a Gaussian distribution variable, it is feasible that the Gaussian distribution attribute is used to determine the range of the secondary statistic corresponding to different health conditions. 23 is the curve of Qtest1. In terms of health samples, the vast majority of healthy samples fall within two threshold curves, and only a small number of healthy samples exceeded the threshold D 1 . In terms of health samples, the vast majority of fault samples are distributed above the threshold D 1 , and only a small number of healthy samples are within the threshold D 1 . Table 6 is the statistical table of test results. It can be seen from Table 6 that the fault detection rate is 99.7%, the health detection rate is 99.36%, and the false positive rate is 0.64%. In summary, the proposed method is applied to the process monitoring of the suspension system. Application results indicate that the proposed approach can give higher fault detection rate and lower false positive rate and improves the detection ability.
V. DISCUSSION
The results show the proposed method in this paper can give higher health detection rate and lower false positive rate. In addition, there are some interesting questions that we want to make further discussion.
A. ABNORMAL HEALTH SAMPLES
There are small abnormal health samples between the healthy sample and the fault sample above the fault threshold. According to relevant empirical analysis, the causes of abnormal health samples are [24] : 1) Track irregularity [34] . When the suspension node passes through the irregular track, sus-FIGURE 24. A partially enlarged figure of the curve before and after the failure occurs. VOLUME 7, 2019 pension gap will fluctuate abnormally; 2) The driver accelerates and decelerates for a short period of time; 3) When the train passes the gap between two tracks, the distance detected by the two sensors in the three-way sensor is too large, resulting in the value of the suspension gap being too large. Fig. 18 is a partially enlarged figure of the curve before and after the failure occurs. As can be seen from Fig. 23 , although the value at some point after the failure occurs below the threshold, it has little effect on the result. Moreover, the proposed method can detect the fault when the fault occurs. Thus, although it can be seen from Table 1 that the fault detection rate is 99.7%, the fault detection rate should be higher than 99.7%.
B. FAULT DETECTION RATE

VI. CONCLUSION
To deal with this problem that the CCA-based methods cannot obtain good results for the non-Gaussian processes with the complex condition, a fault detection method for nonGaussian processes with complex condition based on multimodel switching is proposed. The method divides complex condition into some simple conditions and switches the conditions by the switching rules. Then the health models for conditions are established by CCA and the health samples. Since the process is the non-Gaussian process and Q test statistic will lead to serious errors, Box-Cox transformation is used to convert the variables of the models into Gaussian distributed variables. Finally, the thresholds of the models are established based on a 99.7% confidence interval of the Gaussian distribution. Taking the positive line operation condition as an example, the achieved results and the analysis in Section V show that the proposed method can give higher fault detection rate and lower false positive rate and improves the detection performance significantly. Moreover, according to the analysis in Section V, the proposed method is very helpful for data mining.
