in booting up. This nonvolatility property and high efficiency holds great appeal for the U.S. Defense Advanced Research Projects Agency, which in late 2010 awarded contracts to a number of university-industry teams to develop nonvolatile logic, including $9.9 million to a team led by the University of Notre Dame and $8.4 million to one led by the University of California, Los Angeles (UCLA).
Revisiting an old idea
Wolfgang Porod, a professor of electrical engineering at Notre Dame and leader of that team's efforts, is building on work he started 15 years ago in Quantum-dot Cellular Automata (QCA). A quantum dot contained a single electron, and information could be encoded by the arrangement and manipulation of electrons in these dots in cellular arrays. While promising on theoretical grounds, the idea proved impractical because the positions of individual electrons were too vulnerable to various types of disturbances, except at extremely low temperatures.
But now Porod is applying the same concept with dots replaced by nanomagnets, which are far more stable and robust. "We have demonstrated that you can, in fact, do logic with different arrangements of magnets, and the corresponding different physical interactions give you different logic functionalities," Porod says. The simplest of these nanomagnetic devices uses five magnets to build a "majority" logic gate, with three inputs, one output, and one magnet in the center. The device returns a value of zero when two or more of the inputs are zero and one otherwise.
Berkeley At UCLA, researchers have developed spin-wave buses, or magnetic nanoscale wires, which form interconnects that do not require the flow of current. The buses propagate waves of magnetization, which are waves of electronic spins, through nanomagnetic lattices. The waves can control the switching of nonvolatile nanomagnetic memory bits that are combined to perform logical operations. The waves are generated by the shown that the 100nm x 200nm devices could perform the most basic one-bit operation using 18 milli-electron volts at room temperature, or one million times less than would be required by a conventional microprocessor. Lambson says his group has built such devices, but that it is not yet possible to measure their power consumption.
While nanomagnets can be combined in various ways to perform Boolean operations, individually they can act as one-bit memory cells. "One of the beautiful things about magnetic computing is that the logic devices would be intrinsically memory devices," says Jeffrey Bokor, a Berkeley professor of electrical engineering and computer science. "You would probably want to have memory more distributed, as opposed to having a main memory with big bandwidth in and out of the logic."
Such interconnects are presently a big part of the power problem. "With today's CMOS," Bokor explains, "the amount of energy spent in interconnect is a significant amount of the total energy used in a large chip like a microprocessor." The problem is that the transistors require much higher voltage to switch than would be required solely for reliable, noise-free communication across the interconnects. So while magnetic computers might use more or less conventional electrical interconnects, the processors would require far less power than those in use today. And since power consumption in the interconnects varies inversely with the square of the voltage, reducing voltage a hundredfold would reduce power consumption by a factor of 10,000 in the interconnects. "The problem would be solved, and the interconnects would work just fine," Bokor says.
The input/output Question
A computer with nanomagnetic memory and processors and conventional electrical interconnects would still require a mechanism for switching the magnets and reading out their states, and the input/output question is a subject of intense research. The Berkeley magnets at present are switched by the application of electrical currents to generate external magnetic fields around the nanomagnets, Undergrads can peruse a variety of summer job opportunities, including such programs as those offered by creUc canada, crA-W, and the U.s. national science Foundation. The UrPcs listings also include a Q&A on "why do research"; advice and information on applying to graduate school in computing fields; a "Day in the Life" blog written graduate students in which they share their experiences; advice and information on applying to graduate school; and more.
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application of voltages, but no current is conducted. The initial goal in the UCLA project, says Kang Wang, director of the university's Device Research Laboratory, is to produce two-bit adder devices able to operate at 10ns per operation and 100 attojoule per operation (about 600eV), or 100 times more efficient than CMOS. Unlike the approaches at Notre Dame and Berkeley, which uses discrete magnets, the UCLA method uses wave propagation through a continuous magnetic medium. Both can be integrated with CMOS, but spin-wave propagation is likely to be more scalable at very small dimensions, Wang says.
efficiency at a Price Dozens of universities, research consortia, and companies are doing research in magnetic computing. "What they have in common is elements that are nanoscale magnetic dots fabricated by patterning methods out of magnetic thin-film materials," Bokor says. "They are coming up with different schemes for putting them together, but there is not yet an agreed-upon best approach."
While nanomagnets score a home run for efficiency, the technology now comes at a price in terms of speed and reliability. "More than the energy efficiency, these are preventing us from achieving any sort of commercial product," Lambson says. As there is a trade-off among efficiency, speed, and reliability, a 10,000-or even 1,000-fold improvement in efficiency-rather than the theoretically possible one million times improvement-would be a huge advance and might be possible with good speed and reliability, he says.
That type of compromise is the likely path to commercialization, according to Lambson. Still, he says "we are thinking well beyond five years, maybe 10 to 20 years."
So might the ultra-efficient nanomagnet one day replace the powerhungry transistor? Bokor won't predict that, but says "we are working toward a vision in which magnetic computers could become mainstream." There are many emerging applications, such as sensor and body-area networks, where individual nodes may be relatively slow but not 100% reliable.
For example, nanomagnetic processors could be used to build wireless networks of autonomous sensors of environmental conditions or for the detection of sound or vibration in law enforcement or national security applications. Such a network could consist of thousands of processing nodes, each attached to several sensors and each with its own two-way communication ability, and the super-efficiency of the processors would enable them to work without batteries or other bulky power mechanisms. "Maybe they operate on energy they scrounge out of the environment," Bokor says. "For applications like that, a completely nonvolatile logic technology has a major advantage-the fact that it doesn't have to reboot to wake up and do some function before going back to sleep."
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