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Abstract
In this paper we consider a class of nonlinear delay partial difference equations and a class of linear delay
partial difference equations with variable coefficients, which may change sign. We obtain oscillation criteria
for these equations. There are no results for the oscillation of these equations up to now.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Partial difference equations occur frequently in the approximation of solutions of partial dif-
ferential equations by finite difference methods, random walk problems, the study of molecular
orbits and mathematical physics problems. Many results have been done for the oscillation of
delay partial difference equation in the past ten years [1].
In this paper, we first consider a nonlinear partial difference equation
Am+1,n + Am,n+1 − Am,n + pm,n|Am−k1,n−l1 |α sgnAm−k1,n−l1
+ qm,n|Am−k2,n−l2 |β sgnAm−k2,n−l2 = 0, (1.1)
where pm,n  0 and qm,n  0 on N20 , k1  k2  0, l1  l2  0, li , ki ∈ N0 for i = 1,2, α ∈ [0,1),
β > 1.
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Am+1,n + Am,n+1 − Am,n +
h∑
i=1
p(i)m,nAm−ki ,n−li = 0, (1.2)
where ki, li ∈ N1, k1 > k2 > · · · > kh > 0, l1 > l2 > · · · > lh > 0, p(i)m,n are real double sequences
and may change sign in m,n for i = 1,2, . . . , h.
In [2], authors consider oscillations of the nonlinear partial difference equation of the form
Am+1,n + Am,n+1 − Am,n +
u∑
i=1
pi(m,n)fi(Am−ki ,n−li ) = 0, (1.3)
where
lim inf
x→0
fi(x)
x
= Si ∈ (0,∞), 1 i  u, (1.4)
and
pi(m,n) 0, 1 i  u. (1.5)
A solution of (1.1) (or (1.2)) is a double sequence {Ai,j } defined for i  −k1 and j  −l1,
which satisfies Eq. (1.1) (or (1.2)) on N20 . The existence and uniqueness of solutions of the
above equations are easily formulated and proved by induction [1,2]. A solution {Ai,j } is said
to be eventually positive (negative) if Ai,j > 0 (Ai,j < 0) for all large i and j . It is said to be
oscillatory if it is neither eventually positive nor eventually negative.
Obviously, (1.1) does not satisfy (1.4) and (1.2) may not satisfy (1.5). To the best of our
knowledge, there are no oscillation criteria for Eqs. (1.1) and (1.2) up to now.
2. Oscillation of (1.1)
The following inequality will be used to prove the main result of this section.
Lemma 2.1. [3] Let x, y  0, m,n > 1 and 1
m
+ 1
n
= 1. Then
x
m
+ y
n
 x 1m y 1n . (2.1)
Define a subset of the positive reals as follows:
E = {λ > 0 ∣∣ 1 − λp β−1β−αm,n q 1−αβ−αm,n > 0 eventually}.
Given an eventually positive solution {Am,n} of Eq. (1.1), we define a subset S(A) of the
positive reals as follows:
S(A) = {λ > 0 ∣∣Am+1,n + Am,n+1 − Am,n(1 − λp β−1β−αm,n q 1−αβ−αm,n ) 0 eventually}.
If λ ∈ S(A), then 1 − λp
β−1
β−α
m,n q
1−α
β−α
m,n > 0 eventually. Therefore S(A) ⊂ E.
It is easy to see that condition
lim sup
m,n→∞
p
β−1
β−α
m,n q
1−α
β−α
m,n > 0 (2.2)
implies that the set E is bounded.
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(i) (2.2) holds;
(ii) sup
λ∈E,mM,nN
λθ
{
m−1∏
i=m−k2
n−1∏
j=n−l2
(
1 − λp
β−1
β−α
i,j q
1−α
β−α
i,j
)} 1η
< 1,
where η = min{k2, l2} 1, θ = min{β−αβ−1 , β−α1−α } > 1, M and N are large integers.
Then every solution of (1.1) oscillates.
Proof. Suppose to the contrary, let {Ai,j } be an eventually positive solution of (1.1). Then Am,n
is decreasing in m,n. Hence we have
Am−k1,n−l1 Am−k2,n−l2
and
Am+1,n + Am,n+1 − Am,n + pm,nAαm−k2,n−l2 + qm,nA
β
m−k2,n−l2  0. (2.3)
By Lemma 2.1, we have
pm,nA
α
m−k2,n−l2 + qm,nA
β
m−k2,n−l2  θp
β−1
β−α
m,n q
1−α
β−α
m,n Am−k2,n−l2 . (2.4)
From (2.3) and (2.4), we obtain
Am+1,n + Am,n+1 − Am,n + θp
β−1
β−α
m,n q
1−α
β−α
m,n Am−k2,n−l2  0, (2.5)
thus we have
Am+1,n + Am,n+1 − Am,n + θp
β−1
β−α
m,n q
1−α
β−α
m,n Am,n  0,
so
0 < Am+1,n + Am,n+1 
(
1 − θp
β−1
β−α
m,n q
1−α
β−α
m,n
)
Am,n,
which implies that S(A) is nonempty.
Let μ ∈ S(A), then
Am+1,n 
(
1 − μp
β−1
β−α
m,n q
1−α
β−α
m,n
)
Am,n
and so
Am,n 
m−1∏
i=m−k2
(
1 − μp
β−1
β−α
i,n q
1−α
β−α
i,n
)
Am−k2,n.
Similarly, we have
Am,n+1 
(
1 − μp
β−1
β−α
m,n q
1−α
β−α
m,n
)
Am,n
and so
Am,n 
n−1∏ (
1 − μp
β−1
β−α
m,j q
1−α
β−α
m,j
)
Am,n−l2 .j=n−l2
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Al2m,n Am,n−1 · · ·Am,n−l2 
n−1∏
j=n−l2
m−1∏
i=m−k2
(
1 − μp
β−1
β−α
i,j q
1−α
β−α
i,j
)
A
l2
m−k2,n−l2 . (2.6)
Similarly, we have
Ak2m,n 
m−1∏
i=m−k2
n−1∏
j=n−l2
(
1 − μp
β−1
β−α
i,j q
1−α
β−α
i,j
)
A
k2
m−k2,n−l2 . (2.7)
Combining (2.6) and (2.7), we obtain
Am,n 
{
m−1∏
i=m−k2
n−1∏
j=n−l2
(
1 − μp
β−1
β−α
i,j q
1−α
β−α
i,j
)} 1η
Am−k2,n−l2 . (2.8)
Substituting (2.8) into (2.5), we obtain
Am+1,n + Am,n+1 − Am,n
{
1 − θp
β−1
β−α
m,n q
1−α
β−α
m,n
[
m−1∏
i=m−k2
n−1∏
j=n−l2
(
1 − μp
β−1
β−α
i,j q
1−α
β−α
i,j
)]− 1η}
 0,
which implies that
θ
{
sup
mM,nN
[
m−1∏
i=m−k2
n−1∏
j=n−l2
(
1 − μp
β−1
β−α
i,j q
1−α
β−α
i,j
)] 1η}−1 ∈ S(A).
From condition (ii), there exists γ ∈ (0,1) such that
sup
λ∈E,mM,nN
λθ
{
m−1∏
i=m−k2
n−1∏
j=n−l2
(
1 − λp
β−1
β−α
i,j q
1−α
β−α
i,j
)} 1η
 γ < 1. (2.9)
Hence{
sup
mM,nN
[
m−1∏
i=m−k2
n−1∏
j=n−l2
(
1 − μp
β−1
β−α
i,j q
1−α
β−α
i,j
)] 1η}−1
 μ
γ
,
so that μ
γ
∈ S(A). By induction, μ
γ r
∈ S(A), r = 1,2, . . . . This contradicts the boundedness of
S(A). The proof is complete. 
From Theorem 2.1, we can derive an explicit oscillation criterion.
Corollary 2.1. Assume that
lim inf
m,n→∞
1
k2l2
m−1∑
i=m−k2
n−1∑
j=n−l2
p
β−1
β−α
i,j q
1−α
β−α
i,j >
θaa
(1 + a)1+a , (2.10)
where a = max{k2, l2}. Then every solution of (1.1) is oscillatory.
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max
λ>0
g(λ) = a
a
c(1 + a)1+a .
Set
c = 1
k2l2
m−1∑
i=m−k2
n−1∑
j=n−l2
p
β−1
β−α
i,j q
1−α
β−α
i,j .
Since{
1 − λ
k2l2
m−1∑
i=m−k2
n−1∑
j=n−l2
p
β−1
β−α
i,j q
1−α
β−α
i,j
}a

{
m−1∏
i=m−k2
n−1∏
j=n−l2
(
1 − λp
β−1
β−α
i,j q
1−α
β−α
i,j
)} 1η
,
we obtain
1 > θ
aa
(1 + a)1+a
{
1
k2l2
m−1∑
i=m−k2
n−1∑
j=n−l2
p
β−1
β−α
i,j q
1−α
β−α
i,j
}−1
 λθ
(
1 − λ
k2l2
m−1∑
i=m−k2
n−1∑
j=n−l2
p
β−1
β−α
i,j q
1−α
β−α
i,j
)a
 λθ
{
m−1∏
i=m−k2
n−1∏
j=n−l2
(
1 − λp
β−1
β−α
i,j q
1−α
β−α
i,j
)} 1η
.
Then the conclusion follows from Theorem 2.1. 
Example 2.1. Consider the equation
Am+1,n + Am,n+1 − Am,n + pm,n|Am−4,n−2|α sgnAm−4,n−2
+ qm,n|Am−1,n−1|β sgnAm−1,n−1 = 0, (2.11)
where α = 18 , β = 98 , pm,n = e−
7
8 n− 54 (e − 1) 0, qm,n = e 18 n− 98  0, θ = min{β−αβ−1 , β−α1−α } = 87 ,
and a = max{k2, l2} = 1, so
lim inf
m,n→∞
1
k2l2
m−1∑
i=m−k2
n−1∑
j=n−l2
p
β−1
β−α
i,j q
1−α
β−α
i,j = (e − 1)
1
8 e−
73
64 >
θaa
(1 + a)1+a =
2
7
.
Hence every solution of (2.11) oscillates. In fact, e−n sin π2 m is an oscillatory solution.
If qm,n ≡ 0, (1.1) becomes
Am+1,n + Am,n+1 − Am,n + pm,n|Am−k,n−l |α sgnAm−k,n−l = 0, (2.12)
where 0 < α < 1.
Theorem 2.2. Assume that pm,n  0 and
∞∑
(i,j)=(m,n)
pi,j = ∞. (2.13)
Then every solution of (2.12) oscillates.
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m,n eventually. Hence Am,n → L 0 as m,n → ∞.
Summing (2.12) in n from n (N ) to ∞, we have
∞∑
i=n
Am+1,i − Am,n +
∞∑
i=n
pm,iA
α
m−k,i−l  0.
We rewrite the above equation in the form
∞∑
i=n+1
Am+1,i + Am+1,n − Am,n +
∞∑
i=n
pm,iA
α
m−k,i−l  0. (2.14)
Summing (2.14) in m from m (M) to ∞, we obtain
−Am,n +
∞∑
j=m
∞∑
i=n+1
Aj+1,i +
∞∑
j=m
∞∑
i=n+1
pj,iA
α
j−k,i−l  0. (2.15)
Thus
Am,n 
∞∑
j=m
∞∑
i=n
pj,iA
α
j−k,i−l , (2.16)
which contradicts (2.13) if L > 0.
If L = 0, then from (2.13), we can see
∞ =
∞∑
(i,j)=(m,n)
pi,j 
∞∑
(i,j)=(m,n)
pi,j
Aαi−k,j−l
Aαi,j

∞∑
(i,j)=(m,n)
Ai,j
Aαi,j
=
∞∑
(i,j)=(m,n)
A1−αi,j . (2.17)
Note γ = 1 − α, then 0 < γ < 1. Notice that
Ai,j > Ai+1,j + Ai,j+1 > Ai+1,j+1 + Ai+1,j+1 = 2Ai+1,j+1,
we can get Ai+1,j+1 < 12Ai,j . Thus
∞∑
(i,j)=(m,n)
A1−αi,j =
∞∑
(i,j)=(m,n)
A
γ
i,j =
∞∑
i=m
∞∑
k¯=0
A
γ
i+k¯,n+k¯ +
∞∑
j=n+1
∞∑
k¯=0
A
γ
m+k¯,j+k¯
<
∞∑
i=m
2γ
2γ − 1A
γ
i,n +
∞∑
j=n+1
2γ
2γ − 1A
γ
m,j .
So, if we can show that
∑∞
i=m A
γ
i,n and
∑∞
j=n+1 A
γ
m,j converge, the conclusion easily fol-
lows. 
We only discuss the series
∑∞
j=n+1 A
γ
m,j .
Note Jj = {j¯ ∈ Z | Am,j+1  Aγm,j¯ < Am,j }, for j = n,n + 1, . . . . We can see for all j =
n,n+ 1, . . . , J is finite. Let J1 = maxjn |Jj |, where |Ji | denotes the number of the elements in
it, and j1 = min{j¯ | j¯ ∈ Jn}, so
∞∑
A
γ
m,j  J1
∞∑
Am,j +
j1−1∑
A
γ
m,j .j=n j=j1 j=n
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∑∞
j=n A
γ
m,j converges to a constant according to (2.15), which contradicts (2.17).
If pm,n ≡ 0, (1.1) becomes
Am+1,n + Am,n+1 − Am,n + qm,n|Am−k2,n−l2 |β sgnAm−k2,n−l2 = 0, (2.18)
where β > 1.
Theorem 2.3. If
0 < qm,n 
k
k2
2 l
l2
2
(k2 + l2 + 1)k2+l2+1 ,
then Eq. (2.18) has an eventually positive solution.
In fact, Theorem 2.3 follows from [4, Corollary 2.2].
In the following, the result of Theorem 2.1 will be improved.
Theorem 2.4. Assume that (i) holds and
sup
λ∈E,mM,nN
λθ
{
m−1∏
i=m−k2
n−1∏
j=n−l2
(
1 − θp
β−1
β−α
i+η,j+ηq
1−α
β−α
i+η,j+η − λp
β−1
β−α
i,j q
1−α
β−α
i,j
)} 1η
< 1, (2.19)
where η = min{k2, l2}. Then every solution of (1.1) is oscillatory.
Proof. Suppose to the contrary, let {Ai,j } be an eventually positive solution of (1.1). As seen in
the proof of Theorem 2.1, let μ ∈ S(A). Then
Am+1,n + Am,n+1 
(
1 − μp
β−1
β−α
m,n q
1−α
β−α
m,n
)
Am,n.
Hence
Am+1,n 
(
1 − μp
β−1
β−α
m,n q
1−α
β−α
m,n
)
Am,n − Am,n+1

(
1 − μp
β−1
β−α
m,n q
1−α
β−α
m,n
)
Am,n − Am+η,n+η. (2.20)
From (2.4), we have
θp
β−1
β−α
m,n q
1−α
β−α
m,n Am−η,n−η  θp
β−1
β−α
m,n q
1−α
β−α
m,n Am−k2,n−l2 Am,n. (2.21)
Substituting (2.21) into (2.20), we obtain
Am+1,n 
(
1 − μp
β−1
β−α
m,n q
1−α
β−α
m,n − θp
β−1
β−α
m+η,n+ηq
1−α
β−α
m+η,n+η
)
Am,n. (2.22)
Similar to the proof of Theorem 2.1, we can show that
Am,n 
{
m−1∏
i=m−k2
n−1∏
j=n−l2
(
1 − μp
β−1
β−α
i,j q
1−α
β−α
i,j − θp
β−1
β−α
i+η,j+ηq
1−α
β−α
i+η,j+η
)} 1η
Am−k2,n−l2 . (2.23)
Replacing (2.8) by (2.23), the rest of the proof is exactly the same as the proof of Theorem 2.1.
The proof is complete. 
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lim inf
m,n→∞
1
k2l2
m−1∑
i=m−k2
n−1∑
j=n−l2
p
β−1
β−α
i,j q
1−α
β−α
i,j > θ
aa
(1 + a)1+a (1 − bθ)
a+1, (2.24)
where
lim inf
m,n→∞
1
k2l2
m−1∑
i=m−k2
n−1∑
j=n−l2
p
β−1
β−α
i+η,j+ηq
1−α
β−α
i+η,j+η = b. (2.25)
Then every solution of (1.1) oscillates.
The main idea of Theorem 2.4 is to improve the estimation (2.8). Therefore this method is
also available for the linear equation
Am+1,n + Am,n+1 − Am,n + pm,nAm−k,n−l = 0. (2.26)
Theorem 2.5. Assume that η = min{k, l}, lim supm,n→∞ pm,n > 0 and
sup
λ∈E,mM,nN
λ
{
m−1∏
i=m−k
n−1∏
j=n−l
(
1 − λpi,j − pi+η,j+η
)} 1η
< 1. (2.27)
Then every solution of (2.26) oscillates.
Corollary 2.3. If (2.27) is replaced by
lim inf
m,n→∞
1
kl
m−1∑
i=m−k
n−1∑
j=n−l
pi,j > (1 − d)1+a a
a
(1 + a)1+a , (2.28)
where
a = max{k, l} and d = lim inf
m,n→∞
1
kl
m−1∑
i=m−k
n−1∑
j=n−l
pi+η,j+η,
then every solution of (2.26) oscillates.
Remark 2.1. Conditions (2.27) and (2.28) improve the conditions of Theorem 2.1 and Corol-
lary 2.1 in [2], respectively.
Remark 2.2. If k1  k2  0 and 0 l1  l2, then (2.4) becomes
Am+1,n + Am,n+1 − Am,n + θp
β−1
β−α
m,n q
1−α
β−α
m,n Am−k2,n−l1  0,
(ii) becomes
sup
λ∈E,mM,nN
λθ
{
m−1∏
i=m−k2
n−1∏
j=n−l1
(
1 − λp
β−1
β−α
i,j q
1−α
β−α
i,j
)} 1η
< 1,
where η = min{k2, l1}. Then Theorem 2.1 is also true.
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If 0 k1  k2 and 0 l1  l2, then (2.4) becomes
Am+1,n + Am,n+1 − Am,n + θp
β−1
β−α
m,n q
1−α
β−α
m,n Am−k1,n−l1  0,
and (ii) becomes
sup
λ∈E,mM,nN
λθ
{
m−1∏
i=m−k1
n−1∏
j=n−l1
(
1 − λp
β−1
β−α
i,j q
1−α
β−α
i,j
)} 1η
< 1,
where η = min{k1, l1}. Then Theorem 2.1 is also true.
Example 2.2. Consider the equation
Am+1,n + Am,n+1 − Am,n + Am−1,n−2 = 0.
We can see (2.28) is satisfied, so every solution of this equation oscillates. In fact, sin π2 m is an
oscillatory solution.
Next, we consider (1.1) when k2 = 0, l2 > 0 or k2 > 0, l2 = 0 and we can get the following
conclusion.
Theorem 2.6. If k2 = 0, l2 > 0 in (1.1). Assume that
lim sup
m,n→∞
p
β−1
β−α
m,n q
1−α
β−α
m,n > 0
and
sup
λ∈E,mM,nN
λθ
n−1∏
j=n−l2
(
1 − λp
β−1
β−α
m,j q
1−α
β−α
m,j
)
< 1. (2.29)
Then every solution of (1.1) oscillates.
Corollary 2.4. If k2 = 0, l2 > 0 in (1.1). Assume that
lim sup
m,n→∞
p
β−1
β−α
m,n q
1−α
β−α
m,n > 0
and
lim inf
m,n→∞
1
l2
n−1∑
j=n−l2
p
β−1
β−α
m,j q
1−α
β−α
m,j >
θl
l2
2
(1 + l2)1+l2 . (2.30)
Then every solution of (1.1) oscillates.
When k2 > 0, l2 = 0, the conclusion is similar, so we omit here.
By using the inequality [3]
u∑
αixi 
u∏
x
αi
i , (2.31)i=1 i=1
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∑u
i=1 αi = 1, xi  0, i = 1,2, . . . , u, we can consider the partial difference equa-
tions with several nonlinear terms of the form
Am+1,n + Am,n+1 − Am,n +
u∑
i=1
Pi(m,n)|Am−ki ,n−li |αi sgnAm−ki ,n−li = 0, (2.32)
where αu > αu−1 > · · · > αk > 1 > αk−1 > · · · > α1 > 0, Pi(m,n) 0, i = 1,2, . . . , u, on N20 ,
ki, li ∈ N0, i = 1,2, . . . , u.
Theorem 2.7. Assume that there exist a1 > 0, a2 > 0, . . . , au > 0 such that
∑u
i=1 ai = 1,∑u
i=1 aiαi = 1,
lim sup
m,n→∞
u∏
i=1
P
ai
i (m,n) > 0 (2.33)
and
sup
λ∈E,mM,nN
λθ
{
m−1∏
i=m−k¯
n−1∏
j=n−l¯
(
1 − λ
u∏
h=1
P
ah
h (i, j)
)} 1
η
< 1, (2.34)
where
k¯ = min
1iu
{ki}, l¯ = min
1iu
{li}, η = min{k¯, l¯} 1, θ = min
{
1
a1
, . . . ,
1
au
}
,
E =
{
λ > 0
∣∣∣∣∣ 1 − λ
u∏
h=1
P
ah
h (m,n) > 0 eventually
}
,
M,N are large integers. Then every solution of (2.32) oscillates.
Proof. Suppose to the contrary, let {Ai,j } be an eventually positive solution of (2.32). Then Am,n
is decreasing in m,n. Hence
Am−ki ,n−li > Am−k¯,n−l¯ , i = 1,2, . . . , u.
From (2.31), we have
Am+1,n + Am,n+1 − Am,n +
u∑
i=1
Pi(m,n)A
αi
m−k¯,n−l¯  0. (2.35)
Using (2.31) and (2.35), we have
Am+1,n + Am,n+1 − Am,n + θ
u∏
i=1
P
ai
i (m,n)Am−k¯,n−l¯  0. (2.36)
The rest of the proof is similar to the proof of Theorem 2.1, so we omit the details. The proof is
complete. 
For example, we consider the case u = 3, α3 > 1 > α2 > α1 > 0. Let
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α3 − 1
2(α3 − α2) ,
a3 = 2(1 − α2)(α3 − α1) + (α3 − 1)(α2 − α1)2(α3 − α1)(α3 − α2) . (2.37)
Then ai > 0, i = 1,2,3, ∑3i=1 ai = 1, ∑ui=1 αiai = 1.
Theorem 2.8. Assume that
lim sup
m,n→∞
3∏
i=1
P
ai
i (m,n) > 0 (2.38)
and
sup
λ∈E,mM,nN
λθ
{
m−1∏
i=m−k¯
n−1∏
j=n−l¯
(
1 − λ
3∏
h=1
P
ah
h (i, j)
)} 1
η
< 1, (2.39)
where
k¯ = min{k1, k2, k3}, l¯ = min{l1, l2, l3}, η = min{k¯, l¯} 1, θ = min
{
1
a1
,
1
a2
,
1
a3
}
,
E =
{
λ > 0
∣∣∣∣∣ 1 − λ
3∏
i=1
P
ah
h (i, j) > 0 eventually
}
,
M,N are large integers. Then every solution of the equation
Am+1,n + Am,n+1 − Am,n +
3∑
i=1
Pi(m,n)|Am−ki ,n−li |αi sgnAm−ki ,n−li = 0 (2.40)
is oscillatory.
From (2.39), we can obtain an explicit condition.
Corollary 2.5. Assume that (2.38) holds. Further assume that
lim inf
m,n→∞
1
k3l3
m−1∑
i=m−k¯
n−1∑
n−l¯
P
a1
1 (i, j)P
a2
2 (i, j)P
a3
3 (i, j) >
θaa
(1 + a)1+a , (2.41)
where a = max{k¯, l¯} 1. Then every solution of (2.40) oscillates.
3. Oscillation of (1.2)
Lemma 3.1. Assume that there exist sufficiently large M and N such that
p(1)m,n  0, p(1)m,n + p(2)m,n  0, . . . ,
h∑
i=1
p(i)m,n  0 for mM, nN. (3.1)
Further assume that for any given positive integers M and N , there exist M1 M , N1 N such
that
p(i)m,n  0 for m ∈ [M1, M1 + k1], n ∈ [N1, N1 + l1], i = 1,2, . . . , h. (3.2)
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h∑
i=1
p(i)m,nAm−ki ,n−li Am−kh,n−lh
h∑
i=1
p(i)m,n. (3.3)
Proof. Let Am−k1,n−l1 > 0 for mM , nN . By condition (3.2),
p(i)m,n  0, i = 1,2, . . . , h, m ∈ [M1, M1 + k1], n ∈ [N1, N1 + l1].
Then
Am+1,n + Am,n+1 − Am,n = −
h∑
i=1
p(i)m,nAm−ki ,n−li  0,
m ∈ [M1, M1 + k1], n ∈ [N1, N1 + l1]. (3.4)
We shall show that Am,n is nonincreasing for m ∈ [M1 + k1,M1 + k1 + kh], n ∈ [N1 + l1,N1 +
l1 + lh]. In fact, m−ki ∈ [M1,M1 +k1] for m ∈ [M1 +k1,M1 +k1 +kh] and n− li ∈ [N1,N1 + l1]
for n ∈ [N1 + l1,N1 + l1 + lh].
From (3.4), we have Am−k1,n−l1  Am−k2,n−l2  · · ·  Am−kh,n−lh for m ∈ [M1,M1 + k1],
n ∈ [N1,N1 + l1].
Therefore
Am+1,n + Am,n+1 − Am,n = −
h∑
i=1
p(i)m,nAm−ki ,n−li
−(p(1)m,n + p(2)m,n)Am−k2,n−l2 −
h∑
i=3
p(i)m,nAm−ki ,n−li
 · · ·−
(
h∑
i=1
p(i)m,n
)
Am−kh,n−lh  0
for m ∈ [M1 + k1,M1 + k1 + kh], n ∈ [N1 + l1,N1 + l1 + lh].
Repeating the above method, we can show that Am,n is nonincreasing for mM1, n N1,
and (3.3) holds. 
Theorem 3.1. Suppose that the assumption of Lemma 3.1 holds. Further assume that
∞∑
i=M
∞∑
j=N
h∑
s=1
p
(s)
i,j = ∞. (3.5)
Then every nonoscillatory solution of (1.2) tends to zero as m,n → ∞.
Proof. Let {Am,n} be an eventually positive solution of (1.2). By Lemma 3.1, Am,n is eventually
nonincreasing and hence limm,n→∞ Am,n = L 0 and
Am+1,n + Am,n+1 − Am,n + Am−kh,n−lh
h∑
p(i)m,n  0. (3.6)
i=1
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∞∑
i=n
Am+1,i − Am,n +
∞∑
i=n
h∑
s=1
p
(s)
m,iAm−ksn−ls  0,
i.e.,
Am+1,n − Am,n +
∞∑
i=n+1
Am+1,i +
∞∑
i=n
h∑
s=1
p
(s)
m,iAm−ks ,n−ls  0. (3.7)
Summing (3.7) in m from m to ∞ we obtain
−Am,n +
∞∑
j=m
∞∑
i=n+1
Aj+1,i +
∞∑
j=m
∞∑
i=n
h∑
s=1
p
(s)
j,iAj−ks ,i−ls  0.
Thus
Am,n 
∞∑
j=m
∞∑
i=n
h∑
s=1
p
(s)
j,iAj−ks ,i−ls . (3.8)
If L > 0, (3.8) contradicts (3.5). The proof is complete. 
Theorem 3.2. Assume that the conditions of Lemma 3.1 hold. Further assume that
lim sup
m,n→∞
h∑
i=1
p(i)m,n > 0 (3.9)
and
sup
λ∈E,mM,nN
λ
{
m−1∏
i=m−kh
n−1∏
j=n−lh
(
1 − λ
h∑
s=1
p
(s)
i,j
)} 1
η
< 1 (3.10)
for some positive integers M and N , where η = min{kh, lh}. Then every solution of (1.2) oscil-
lates.
Proof. Let {Am,n} be an eventually positive solution of (1.2). Then by Lemma 3.1, Am,n is
nonincreasing in m,n eventually and
Am+1,n + Am,n+1 − Am,n + Am−kh,n−lh
h∑
i=1
p(i)m,n  0. (3.11)
The rest of the proof is similar to that of Theorem 2.1. 
Remark 3.1. The nonnegativity of all coefficients of (1.2) is not required in Theorem 3.2. To the
best of our knowledge, there are no results for this case.
Remark 3.2. From (3.3) and (3.11), we get that if every solution of
Am+1,n + Am,n+1 − Am,n + Am−kh,n−lh
h∑
i=1
p(i)m,n = 0 (3.12)
oscillates, then every solution of (1.2) oscillates.
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Corollary 3.1. Assume that conditions of Lemma 3.1 hold. Further assume that
lim inf
m,n→∞
1
khlh
m−1∑
i=m−kh
n−1∑
j=n−lh
h∑
s=1
p
(s)
i,j >
σσ
(1 + σ)1+σ , (3.13)
where σ = max{kh, lh}. Then every solution of (1.2) oscillates.
The case kh = 0, lh > 0 and kh > 0, lh = 0 can be similarly discussed as in Section 2.
Example 3.1. Consider the equation
Am+1,n + Am,n+1 − Am,n +
(
3 + sin π
3
m
)
Am−3,n−5 + sin π3 mAm−1,n−2 = 0. (3.14)
We can see this equation satisfies Corollary 3.1, so every solution is oscillatory. In fact,
(−1)m+n+1 is an oscillatory solution.
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