Plasma instabilities are observed in low-pressure inductive discharges in the transition between low density capacitively driven and high density inductively driven discharges when attaching gases are used. A two-dimensional hybrid fluid-analytic simulation is used to determine the space-and time-varying densities of electrons, positive and negative ions, and neutral species, and electron and neutral gas temperatures. The simulation includes both the capacitive and inductive coupling of the source coils to the plasma and the neutral gas dissociation and heating. The plasma is described using the time-dependent fluid equations, along with an analytical sheath model. The simulation is applied to an experiment in Cl 2 , in which gaps in the electron and positive ion densities versus power curves were observed, with our numerical results indicating the existence of an inductive-capacitive transition instability, corresponding approximately to the observed gaps. The fluid calculation captures various features that are not included in previous global instability models. A method is developed to match the numerical results to the global model formalism, which predicts the existence of the unstable mode, as numerically found. The time and space variations can be used to improve the global model formalism.
Introduction
Plasma instabilities have been observed in low-pressure inductive discharges, in the transition between low density capacitively driven and high density inductively driven discharges when attaching gases such as SF 6 , Ar/SF 6 mixtures, O 2 , CF 4 and Cl 2 are used [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Oscillations of charged particle densities, electron temperature, plasma potential and light, with frequencies usually from sub-kilohertz to tens of kilohertz, are seen for gas pressures between a few mTorr and some tens of mTorr, with discharge powers in the range 75-1200 W, within the inductive-capacitive transition. The region of instability generally increases as the plasma becomes more electronegative and the frequency of plasma 3 Author to whom any correspondence should be addressed. oscillations generally increases as the power and pressure increase. A volume-averaged (global) model of the instability was previously developed, for a discharge containing timevarying densities of electrons, positive ions and negative ions, and time-varying electron temperature, but with time-invariant neutral densities [2] [3] [4] 7] . The particle and energy balance equations were integrated to produce the dynamical behavior. The model agreed qualitatively with experimental observation. However, the experimental configurations and the spatial variations of plasma quantities can only be approximated with a global model. Some differences that generally were observed were that the range of pressures over which the instability occurred was larger in the experiments than the global model, and that the electron densities and consequently the frequency of the instability were somewhat higher in the experiments. In addition, the condition of matching the experimental plasma impedance to the power source, by means of a match box, was complicated, and differences caused by the matching remain unresolved.
A fast two-dimensional (2D) hybrid fluid-analytical inductive reactor model [11] , developed using the finite elements simulation tool COMSOL, has been previously used to closely approximate experiments under steady-state conditions. Both inductive and capacitive coupling of the source coils to the plasma are included in the model. A bulk fluid plasma model, which solves the time-dependent plasma fluid equations for the ion continuity and the electron energy balance, is coupled to an analytical sheath model. The fluid model was designed to predict the changing plasma parameters with input parameters, and was used to model an experiment with a Cl 2 feedstock gas in which gaps in the electron and positive ion densities versus power curves appeared at the transitions between capacitive and inductive operation. These gaps are indicative of the presence of instabilities. In this paper, we use a modified version of the simulation software to examine the time-varying instability.
The fluid codes can be thought of as an intermediate step between the experimental observations of unstable behavior and the global model that have been previously used to examine them, as the fluid simulations more closely approximate experiments than global models. Also, more information is available from the fluid code than from experimental measurements, such that the connection between the fluid results and the global model can be made tighter. In particular, the complexities of matching networks can be eliminated using current sources to drive the coil set, thus making comparisons more transparent. In experiments, the global model predictions improve as the information connecting the experiments to the model improves [5] .
In section 2 we outline the fluid method and present the results of the instability, connecting them to the gaps in the experiment they approximate. In section 3, the global model is summarized, the method of connecting the model to the fluid results is presented and global predictions are given. In section 4 we discuss the neutral dynamics during the instability. Conclusions and further comments are given in section 5.
Fluid simulation

Model
The fast hybrid-analytical 2D transformer-coupled plasma (TCP) reactor model, developed using the finite elements simulation tool COMSOL, consists of four basic parts: (1) an electromagnetic (EM) model which includes both the inductive and capacitive coupling of the external coils to the plasma through a dielectric window; (2) a plasma fluid model described by the 2D time-dependent equations for ion continuity and electron energy balance; (3) an analytical sheath model which approximates a vacuum sheath of variable sheath thickness as a fixed-width sheath of varying dielectric constant; and (4) a gas flow model which determines the steady-state composition, pressure, temperature and velocity of the reactive gas. By solving for both the capacitive and inductive fields, the center of ratio of inductive to capacitive power is calculated as model parameters are varied, which is a key quantity when exploring the capacitive-inductive transition instability. A detailed description of the different parts of the simulation and the method of their solution can be found in [11] . Modifications required for the instability analysis are outlined in appendix A. A simulation time for a typical stable TCP reactor is about 70 min for a chlorine discharge and about 30 min for an argon discharge, using a workstation with a 2.2 GHz CPU and 4 GB of memory. For instability studies, however, the time steps in the simulation must be shortened to capture the fast changes in electron density and temperature. The total time following the instability must also be longer to determine the complete oscillatory dynamics. The instability simulations usually take several days for a single case. In figure 1 , the TCP reactor, chosen to be similar to the experiment [12] , is shown. It has an axisymmetric cylindrical geometry with center of symmetry at r = 0 (z-axis). The gas inlet is modeled by a 2.54 cm diameter hole at the radial center while the gas outlet is modeled by a 2.54 cm thick annular region near the radial edge at the bottom of the reactor. The outer walls are perfect conductors. The 10 cm radius wafer electrode is insulated from the outer walls by a 1.9 cm wide quartz dielectric spacer. A 4 turn stove-top coil set with coils labeled 1, 2, 3 and 4 is placed 0.32 cm above a 1.9 cm thick quartz dielectric window. The coils have a 1 cm by 1 cm cross section and are centered at r = 4, 6, 8 and 10 cm. One end of the innermost coil (coil 1) is connected to a radio frequency (rf) current source while one end of the outermost coil (coil 4) is connected to ground. The air chamber above the dielectric window has radius of 18.5 cm and height of 19 cm while the plasma chamber below the dielectric window has the same radius and a height of 20 cm. All dimensions are chosen to correspond to the experiment [12] . Although the experiment includes a matching network, the exact details of this network are not given in [12] to which we are comparing our results. We rather use a simpler excitation of an input current I rf , to which we parametrize our results. Matching networks can be included in the simulations and also in the global models [3] [4] [5] , but increase the parameter space. Global models are simpler and also better understood with the simpler current input [4] . In the experiment, a gap in the density versus power results was found between 2 and 20 mTorr, with the most pronounced effects at 5 and 10 mTorr. In the simulations, we mainly examine results at 10 and 15 mTorr, which is the region of greatest numerical instability. Other pressures are also examined to delineate the unstable pressure range.
Results
Using the common driving frequency of 13.56 MHz at our base case of 15 mTorr and 100 sccm Cl 2 , we vary the input current I rf from 4 to 17.5 A, obtaining, in figure 2 , values of the discharge resistance R e = 2P e /I 2 rf versus the electron density n e , needed for the global model theory. Here P e is the timeaveraged electron power absorbed by the discharge and R e is the corresponding discharge resistance. There is a gap which occurs between input currents I rf = 7. electron density n e is from n e ≈ 1.4 × 10 9 to 7.5 × 10 9 cm −3 , while the n e gap observed for the experiment at 10 mTorr is from n e ≈ 1.0 × 10 9 to 7 × 10 9 cm −3 [12, figure 4 ]. The corresponding jump in power absorbed by the plasma P abs in the 15 mTorr simulation is 59 to 153 W. If we assume (as we did in [11] ) that P abs /P rf = 0.75, where P rf is the power delivered by the rf source, then the P abs gap in the 10 mTorr experiment is about 45 to 113 W [12, figure 4 ]. Thus, the simulation conducted at 15 mTorr shows similar gaps in n e and P abs as the experiment conducted at 10 mTorr. Mostly, because of the difference in pressure and also due to differences in reactor coil configuration, we did not expect exact agreement for the P abs and n e gap between the 15 mTorr simulation and the 10 mTorr experiment. (Since we did not know the exact coil circuit of the experiment, we used a standard coil configuration.) Figure 3 shows the oscillations of the discharge center (a) Cl − density n − , (b) electron density n e and (c) electron temperature T e at I rf = 7.75 A for 15 mTorr, 100 sccm Cl 2 . The ion temperatures are fixed at 0.052 V in these simulations. After an initial transient period, the oscillations become regular in time and amplitude. The physics can be qualitatively understood as follows: when n e is high, n − builds up due to attachment. When n e collapses, due to the instability, n − decays, due to an imbalance between the generation and loss, but on a slower time scale. The electron temperature T e spikes to allow n e to recover from its depressed state. These mechanisms will become clearer in the following section where the results are compared with the global model.
In figure 3 (c), we see small ∼0.02 V blips in T e (t) (e.g. between t 2 and t 3 ), which are much smaller than the large ∼0.3 V spikes seen at the beginning of each oscillation cycle. These small blips are only seen in the 2D simulation and not in any global model, so at present, there is no theory that explains these blips. We only note that the small T e blips appear in an oscillation cycle when n e (t) has its sharpest positive gradient while the large T e spikes appear when n e (t) has its sharpest negative gradient. The 2D hybrid fluid-analytical code allows the study of the axisymmetric 2D profiles of the temperatures and densities. In figure 3 , the labels t 1 to t 4 mark four different times during an oscillation period:
−4 s, and t 4 = 1.00 × 10 −3 s. Figures 4, 5 and 6 give the 2D axisymmetric profiles at these four times for the relative electron density n e /n e max , the relative Cl − ion density n − /n − max and the electron temperature T e (V ). The grayscales go from maxima (black) to minima (white), indicating higher densities and T e near the coil, and also the significant spatial variations during the instability. The electronegativity α = n − /n e profiles for the four times are given in figure 7 , Note for all of these 2D axisymmetric figures that the left-hand axis is the axis of symmetry.
These figures are well worth considering in some detail as bearing both on the experimental results, where the quantities are not easy to measure, and on the global models, where all of the spatial variations are suppressed. The most salient feature of the charged particle densities and the electron temperature T e is that the major portion of the particles and the highest T e is close to the driving coils. The implication is that the losses are higher than those calculated from the global model assumptions, which, in turn affects the instability as described theoretically [4, equation (50)]. There is some time and space modification of the concentration of densities near the coil, most notable for the relative electron density n e /n e max , particularly in figure 4(a), which occurs when the discharge center n e (t) is at a minimum, as seen in figure 3 (b). The generally higher charged particle densities near the coils are physically understood from the higher coil driving field there, and the losses are higher due to the proximity of the denser region to the upper wall. The electrons spread more from the instability, itself, which ejects most of the electrons created during the inductive part of the cycle, and therefore is most prominent at the end of the ejection period at time t = t 1 . Another effect worth noting is that the heating is most pronounced away from the axis, due to the axi-symmetry, which is most easily observed in the ring-shaped T e profile, and also somewhat in the n − /n − max profile. It is not noticeable in n e /n e max because of the instability.
The very high α max ≈ 160 observed in figure 7(a) occurs after the electrons have been both expelled and dispersed, while the negative ions have been only moderately affected in space and time. The more complex structures seen in the α profile (figures 7(b) and (c)) occur as the electron density recovers.
Both n e and n − decrease when approaching the bottom righthand corner, which is farthest away from the source coils. The relative n − gradient from the source coils to the lower righthand corner does not differ significantly between figures 5(a)-(d). However, the relative n e gradient from the source coils to the lower right-hand corner is much sharper in figures 4(b) and (c) compared with figures 4(a) and (d). Thus, at t = t 2 and t = t 3 , n e is falling more rapidly than n − when approaching the bottom right-hand corner, accounting for the peaks in α seen in figures 7(b) and (c).
The above effects are physically interesting in their own right. They may also be relevant to the use of the discharge in applications. Finally, the results can be used in refining global models, which we discuss in section 3.
The instability is quite robust. Increasing the relative dielectric constant of the window from 4 to 9 gives similar instability results at 15 mTorr at the slightly lower current of 7 A. Results at a lower pressure of 10 mTorr are similar to those of the 15 mTorr base case, but the size of the oscillations has been reduced. This indicates a shift in the most unstable pressure from that observed experimentally, which has a maximum gap region at 10 mTorr, but we do not consider this to be significant. More significant is the range of pressures where gaps in the equilibrium values of n e and P abs were observed experimentally, compared with the reduced pressure range where an instability was found in the simulation. Although the gap in n e and P abs space is large, it corresponds to a small change in the driving current I rf , which is explained in section 3 from the global model. In the experiment [12] , a gap in the n e versus P rf curve was seen at 2, 5, 10 and 20 mTorr, becoming smaller at the low and high values. In our simulation, in addition to the instabilities observed at 10 and 15 mTorr, borders of instability were observed at 7.5 and 20 mTorr, but the simulations at 5 mTorr were stable. These results are consistent with previous work in which experiments were found to be unstable over a larger pressure range than the corresponding global models in SF 6 /Ar mixtures [3] [4] [5] . As mentioned previously, a current source is used in the simulation, so the effect of matching networks is not investigated.
Global model and comparison with simulations
Basic model of the dynamics
We have previously developed a global model for the instability [2] [3] [4] , and we summarize the main points in the following. We assume a weakly dissociated discharge with time-varying quantities of electrons, positive ions, negative ions and electron temperature T e , with the positive ion densities related to the densities of negative ions and electrons by quasi-neutrality. The negative ion fraction α = n − /n e is sufficiently large (α 5) that the electron density is essentially uniform within the bulk plasma, with the negative ions approximated by a parabolic profile. Volume averages of all densities are used, with the sheaths, which exclude negative ions, assumed small compared with the plasma dimensions. The model is based on three first order differential equations for particle and power balance. The two particle balance equations are
where V = πR 2 l and A = 2πR(R + l) are the plasma volume and the surface loss area, respectively, for a cylindrical plasma of radius R and length l, with sheaths neglected. Electrons are created by ionization and lost by attachment and flux to the walls. Negative ions are created by attachment on ground state neutrals (density n g ) and are destroyed in the plasma volume by recombination with positive ions, with n + ≈ n − for the usual highly electronegative case. The ionization and attachment rate constants K iz and K att have been calculated as a function of T e for assumed Maxwellian electrons, and the positive and negative ion recombination rate constant K rec is taken to be independent of T e . The electron flux e to the wall is a function of the plasma potential (with respect to the walls) through the Boltzmann relation, which is determined by the approximate equality of electron and ion fluxes, e ≈ + . The positive ion flux + , derived from a one-dimensional lowpressure diffusion model [13, chapter 10] , is given by
where, for high electronegativity, u Bi = (eT − /M + ) 1/2 is the ion Bohm velocity, and the edge-to-center positive ion density ratio h l can be approximated as
with λ i the ion-neutral mean-free path. The third first order differential equation for electron energy balance is d dt 3 2 en e T e V = P e − P loss (5) where
is the electron power loss. The terms proportional to n e n g give the power losses for electron-neutral collisions, where E iz , E att and E exc are the threshold energies. The term proportional to gives the power losses for positive ions that accelerate across a sheath potential resulting from electron trapping, and the term proportional to 2T e gives the kinetic energy carried to the walls by electrons. P e is the electron power absorbed, consisting of both inductive and capacitive parts. To describe the inductive discharge with capacitive coupling, we use a simplified lumped element circuit driven by an rf current source I rf , as shown in figure 8 . The absorbed electron power can be approximated as P e = 
where R L , R C , n 0 , L, C, and n c are constants (although R L and R C are functions of pressure) chosen from experimental parameters (see [3] ), or from the simulation (see appendix B). From (7) we see that P e is a function of n e , the capacitive part is inversely proportional to n e in simplified heating models [13, chapter 11] , and the inductive part has a maximum at n e = n 0 [13, chapter 12] . We have modified the form used previously [3, 4] to make R e ∝ n −1/2 e at high electron densities, which is the correct variation resulting from the skin effect, as discussed in [10] .
Differential equations (1), (2) and (5) can be integrated numerically, together with the subsidiary conditions, to produce the dynamical behavior. However, to understand the physics more easily, it is useful to obtain a reduced set of equations by noting that typically there are three time scales. The fastest time scale is for changes in electron energy (equation (5)), the next fastest is for changes in electron density (equation (1)), and the slowest is for changes in negative ion density (equation (2)). Using this ordering, we suppress the fastest process by considering that the electron energy is instantaneously equilibrated in (5) d dt
i.e. P e = P loss , which is solved for the highly electrontemperature-sensitive term K iz . When substituted in (1), this yields
and repeating (2)
In (9) the coefficients are
and
By setting the left-hand side (lhs) of (9) and (10) to zero,
we obtain the equilibrium from the intersection in the n − -n e phase plane of (13) and (14) The existence of an instability can then be deduced from the approximate motion of the trajectory about the equilibrium, using the separation of time scales discussed earlier, or more exactly by integrating (9) and (10) from some initial condition in the neighborhood of the equilibrium. The physics and resulting motion will be explained more completely when comparing the results with an unstable numerical case. A complete exposition of the dynamics is given in [4] . 
Results and comparison with simulation
Because of the detailed diagnostics available from the numerics in section 2, all of the constants can be obtained that are required to solve the equations of motion, as described above. Particular care must be taken to properly match the electron resistance R e to the simulation results, as this turns out to be a sensitive parameter. In particular, since the shape of R e (n e ) in (say) figure 2 depends sensitively on the minimum and maximum of R e , these values are important in constructing R e . We present the procedure for determining these quantities in appendix B, show how well it approximates the simulation result, and discuss the consequences of a mismatch. Here we take the analytic form as matched to figure 2 to compare the resulting predicted instability with the instability observed from the simulation. After matching P e (R e ) from figure 2 to obtain the constants in (7), we plot n − versus n e on log-log scales in figure 9 , for (13) and (14) as dark lines. The intersection is the equilibrium point. Theory [3, 4] tells us that this equilibrium is unstable. Superposed on this plot, with a lighter line is the n − versus n e phase space trajectory as found from the simulation results in figures 5 and 4. The trajectory moves between the capacitive and inductive negative slopes leaving the dn e /dt = 0 curve approximately at the minimum and maximum, as predicted theoretically. The result is quite close, despite the fact that the trajectory is from the simulation, rather than from the global model, which would be obtained by numerically integrating (9) and (10). There is a slight shift in equilibrium densities, which is not significant. Note that (14) gives a simple n − ∝ n 1/2 e scaling, and in order to have a single unstable root, there must be a single positive slope crossing of dn e /dt = 0, implying that the crossing occurs where, from (13) , n − is less than proportional to n 1/2 e . Further insight can be obtained from a theoretical formulation developed in [4] . In figure 10 we plot the normalized electron density X = n e /n 0 , with n 0 the maximum density of the inductive part of R e as given by (7), versus a normalized current parameter given by
Between the dark lines is the region where equilibria can be unstable, for various values of a normalized electronegativity parameter α 0 = n −0 /n 0 , given for the simulated case in figure 9 . The values of n e versus I rf are found following a dashed curve or curves, which correspond to the different values of α 0 shown in the figure. The actual simulation results are given by the squares, which proceed from small I rf (large b) in the capacitive region, through the unstable region into the inductive region. The circle is the equilibrium point in figure 9 . The point labeled '6' is the sixth simulation point in the R e sequence, which is used in the matching as described in appendix B. The reason for the narrow range of unstable I rf , with n e varying over a broad range, can be understood in terms of the shape of the constant α 0 curves. From figure 9 , we see that the region of instability lies between the minimum and the maximum of the dn e /dt = 0 curve, corresponding to the lower and upper boundaries (dark lines) of the unstable region in figure 10 . As we see in figure 9 , this part of the curve is rather flat, and therefore the rather large percentage increase in n e across the region corresponds to only a small percentage change in n − . The consequence is that a small increase in I rf causes the α 0 dashed curves to traverse the unstable region. A more complete account with the mathematical development is given in [4] .
Neutral dynamics
Understanding the neutral dynamics is important for diagnostics, and may be relevant for applications even though they do not affect the instability. The global model, presented in section 3, does not include neutral variations. Also, we found that the oscillations in plasma parameters (as observed in section 2) occur even when the neutral parameters are held constant during the entire fluid simulation. The hybrid fluid-analytical model was originally developed to study steady-state discharges so the steady-state neutral equations and the time-dependent plasma equations are solved in a sequential manner [11] .
That is, for each simulation cycle, the steady-state equations for neutral pressure, velocity, temperature and species concentrations are solved first, and the resulting neutral parameters are held constant while the time-dependent plasma fluid equations are solved. Then, the steady-state equations for the neutrals are solved again with the updated plasma parameters held constant, and the cycle repeats. This sequential method gives us the correct neutral parameters for steady-state discharges and is much faster and simpler than solving the time-dependent neutral equations simultaneously with the time-dependent plasma equations. However, this sequential method does not accurately follow the neutral dynamics during an instability and instead overestimates the neutral oscillations.
One way to observe this is to study the Cl number density n Cl . In a global model n Cl is approximately given by
where
is the effective surface recombination coefficient proposed by Chantry [15] , and γ Cl is the wall recombination probability for Cl. K diss is the reaction rate coefficient for Cl 2 dissociation, and
1/2 is the thermal Cl velocity. Corr et al [16] found the best agreement between model and experiment was obtained for γ Cl = 0.02. A more accurate method requiring no adjustable parameters is to use a γ Cl which is a function of the Cl to Cl 2 ratio, as was performed by Thorsteinsson and Gudmundsson [17] . Since our simulations were mostly run in a regime where γ Cl is a slowly varying function of the Cl to Cl 2 ratio with a value between 0.01 to 0.05, we decided to just use a constant value of 0.02.
For the steady-state solution used in our sequential method, the lhs of (16) is set to zero (i.e. dn Cl /dt = 0) so that n Cl becomes directly proportional to n e . For a steady-state discharge this poses no problem, and we get the correct solution. However, for an unstable discharge with an oscillating n e , the sequential approach forces n Cl to follow the n e oscillations, thus overestimating the oscillations in n Cl . Similar global analyses show that other neutral parameters will also have exaggerated oscillations under the sequential method.
We can still obtain the correct 2D axisymmetric timeaveraged neutral parameter profiles by taking a time average of the neutral parameter profiles obtained from the sequential approach over an instability period. This can be seen by taking the time average of both sides of (16) over an instability period. The lhs goes to zero for an oscillatory function, so we get the same time-averaged equation as that for the steady-state gas solution used in the sequential method. In figure 11 , we show the 2D axisymmetric plots of time-averaged (a) gas temperature T g (K), (b) molar fraction of Cl, (c) Cl 2 density n Cl 2 (m −3 ), and (d) Cl density n Cl (m −3 ). These plots were obtained by averaging over 14 equally spaced points within an instability cycle. Since the gas is heated by the plasma and cools at the walls, the gas temperature T g is greatest near the plasma chamber center and lowest near the walls. The Cl density is high, as expected, where the electron density is high (see figure 4) , through the dissociation process. It is interesting to note in figure 11(d) , the effect of the flow of Cl 2 gas at the inlet in the upper left-hand corner of the plasma chamber. The turbulent appearance near the inlet is a local numerical artifact caused by lack of mesh refinement. However, it does not affect the overall simulation, and increasing mesh refinement would have led to much longer running times. We also note from figure 11(b) that the Cl 2 dissociation is weak since the maximum molar fraction of Cl is only about 17%. DespiauPujo and Chabert [10] also saw a similar low dissociation of about 16% to 17% in their global model of instabilities in low pressure (3 to 7 mTorr) inductive chlorine discharges.
The sequential method is not only useful in obtaining the time-averaged axisymmetric 2D profiles of the neutral parameters, but also in obtaining the volume-averaged time oscillations of the neutral parameters. For each neutral parameter X, we can define a corresponding volume-integrated quantity Y ≡ V X dV , where V is the discharge volume. Then, for each Y , we can write an ordinary differential equation (ODE) of the form
where 
volume-integrated quantities Y (t), R Y (t) and K Y (t)Y (t).
The coefficient K Y (t) is obtained by dividing the data for K Y (t)Y (t) with the data for Y (t).
Once these data are collected, we solve the ODE in (18) using the time-averaged data shown in figure 11 for initial conditions. We solve for X(t) equal to (i) the Cl density n Cl , (ii) the Cl 2 density n Cl 2 , and (iii) the mass-weighted gas temperature ρT g , where ρ ≡ M Cl n Cl + M Cl 2 n Cl 2 is the mass density of the gas. The solutions show that over an instability cycle, the neutral parameters oscillate about their time-averaged values with tiny oscillation amplitudes. In all three cases, X/X 1%, where X is the peak-to-peak oscillation amplitude of X andX is the timeaveraged value of X.
In order to test that the instabilities are independent of any neutral oscillations, we conducted 2D fluid simulations in which the neutral parameters were held fixed to the timeaveraged quantities described above and shown in figure 11 . In this case, we still observed the oscillations in the plasma parameters as shown in figure 3 with the same instability period of about 0.5 ms. As a further check, we again collected data to solve the ODE in (18) for X(t) equal to (i) n Cl , (ii) n Cl 2 and (iii) ρT g . We found that the neutral parameters oscillated about their time-averaged values with oscillation amplitudes that were larger than in the sequential method, but still very small with X/X 1%. Hence, the neutral parameters are essentially constant and show little variation over an instability cycle, showing that the chemistry time scale is much longer than the instability period. The same conclusion was reached by Despiau-Pujo and Chabert [10] whose global model showed little variation ( 3%) in n Cl and n Cl 2 during an instability at 5 mTorr; (T g was assumed fixed in their model). The neutral oscillations shown by Despiau-Pujo and Chabert at 5 mTorr are larger than the ones we observed at 15 mTorr, mostly because their instability period of ≈1.2 ms was larger than our instability period of ≈0.5 ms; i.e. their instability period was closer to the chemistry time scale, resulting in larger neutral oscillations.
Conclusions and further discussion
We have used a 2D hybrid fluid-analytical modeling technique, employing the finite elements tool COMSOL, to approximate a TCP reactor experiment in chlorine [12] . In previous work [11] , the simulation was compared with the experimental equilibrium results, obtaining good agreement when the experiment was stable. Here we have extended the simulation, increasing the ability to follow fast time dependences, in order to examine experimental results which showed gaps in density versus power. We found that the gaps corresponded to unstable behavior, previously observed in other experiments with electronegative gases, and understood qualitatively from a global model [2] [3] [4] [5] [6] [7] [8] 10] . A global model can, however, only roughly approximate an experiment, so leaving considerable quantitative differences between the experiment and the global model predictions. The hybrid fluid-analytical simulations can approximate an experiment more closely and therefore produce a better quantitative correspondence.
Furthermore, the additional diagnostic information obtained in the simulation can be used to improve the global model.
Thus the 2D simulation serves as a useful intermediary between an experiment and the explanatory theory.
In our simulation, considerable effort was made to have the configuration approximate the experiment. The results show quite good agreement between the size of the electron density gap found experimentally and from the simulation. The pressure range of the gap is somewhat shifted toward higher pressures and is somewhat smaller in the simulation. These differences are also seen, more pronounced, in global models. We have not significantly modified the global model from its basic form to incorporate various effects in the simulation, but the coefficients in the global model can be made to conform quite closely to the results of the simulation, which leads to good agreement as seen in figures 9 and 10. In the discussion, given below, we will point out a few areas in which the global model can be improved, in response to the simulation results.
In exploring the matching of the global model to the simulation (see appendix B for a more complete account), we found that some of the global model approximations can be improved. In particular the approximation that P loss is linear with respect to both n e and n − was found to deviate significantly at low n e . This can be understood theoretically from the use of approximations such as (3) and (4), rather than more exact relations [13, 14] . However, such modifications are at the cost of increased model complexity, so would be employed only if significant disparities exist between the results of simulations and a global model.
An improved approximation for the inductive power that has been incorporated into the present global model is R e ∝ n −1/2 e for n e > n 0 , which corresponds more closely to the skin effect than our previous approximation. The form ∝ n −1 e used for the capacitive power could also be improved, but this has not been explored. It was shown in [10] , examining Cl 2 feedstock gas, as in this paper, that the chemistry of chlorine can be quite important in determining the unstable region. This is automatically included in our simulation. The chemistry can be incorporated into the global model, as in [10] , if the difference between the simulation and global model is large. This does not appear to be the case for the comparisons given here, probably because the procedure described in appendix B incorporates some of the effects of the additional chemistry.
In section 2, we presented 2D plots of the charged particle densities at different times during the oscillation, and briefly discussed the implications for global models. Of particular importance was the concentration of the charged particle densities near the source coils. This tends to increase wall losses, which has a significant influence on the instability. We already have some solutions for wall losses that incorporate steeper gradients in the density [13, 14] . Guided by the simulations, these effects can be incorporated in the global models by increasing the h l factor given in (4). According to [4] , this will lead to increasingly unstable behavior.
Our approach of solving the neutral steady-state equations and then the time-dependent plasma equations in a sequential manner exaggerates the neutral oscillations. However, we found that we can still obtain the correct time-averaged 2D axisymmetric neutral profiles as well as the correct volumeaveraged neutral oscillations by post-processing the sequential simulation data. We found that the neutral oscillations were 1% about the average values. Thus, indicating that the chemistry time scale is much longer than the instability period. We also found that the neutral dynamics do not significantly affect the instability since the plasma parameter oscillations observed in the 2D fluid simulations are very similar whether the neutral parameters are allowed to vary or are held constant at their time-averaged values. A topic not investigated in any detail is the effect of a matching network. Such a network affects the instability, usually increasing the stability, but in some cases can lead to additional unstable regions [3] . A general discussion of the theory, including a matching network, within a global model, was given in [3] , and the mathematical formalism presented in [4] . In [5] , we attempted to improve the comparison of the global model with the experiment by including matching effects. Significant improvements were found, but these were mostly due to a better characterization of the discharge. Some anomalies were also observed in the theoretical results, not seen experimentally. For our comparisons in this paper we chose not to include a matching network, both because the matching network was not characterized for a comparison, and because it theoretically complicates the comparisons and their physical interpretations. We leave this for future work. 
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Appendix A. 2D hybrid fluid-analytical simulation code details
The 2D hybrid fluid-analytical TCP model used in the simulations is described in detail in [11] . The model solves for both the inductive transverse electric (TE) fields and capacitive transverse magnetic (TM) fields generated by the source coils, as well as their couplings to the plasma. This allowed us to investigate the E to H transition and any associated instabilities. A quasi-neutral bulk plasma fluid model, which solves the ion continuity and electron temperature balance equations, is coupled with an analytical sheath model which solves for sheath parameters such as sheath heating (of both ions and electrons), as well as the sheath thickness and sheath voltage. A gas flow model solves for neutral species concentrations, gas pressure, temperature and velocity. The code uses Matlab and COMSOL, a commercial finite elements partial differential equation (PDE) solver.
We found that when simulating higher pressure and more highly electronegative discharges, where there can be steep density gradients near the plasma-sheath boundary, our original code would encounter numerical instabilities. The problem was that nothing prevented the COMSOL PDE solver from setting the dependent variables to negative numbers when attempting to satisfy the boundary conditions. Since we were using the electron temperature T e and the ion densities as our dependent variables, we would encounter numerical instabilities when the PDE solver non-physically set these quantities to negative numbers. The solution was to keep the same PDE equations, but to change the dependent variables to logarithms of T e and the ion densities. This way, even if the PDE solver varied dependent variables such as log T e and log n − from −infinity to infinity in an attempt to match boundary conditions, the actual physical quantities T e and n − would never go negative. We also changed our original boundary condition that the negative ion density n − = 0 at the plasma-sheath boundary to the more physically accurate condition that the negative ion flux − = 0 at the plasma-sheath boundary. These changes made the code more robust and allowed us to simulate higher pressure and more highly electronegative discharges, as well as follow instabilities.
Another change from the previous set of simulations in [11] is that, in this study, we use all four coils of the stove-top coil set instead of only the first two inner coils. The coil circuit is shown in figure 12 for a specified input current I rf from the rf generator where I in ≡ (I rf , 0, 0, 0). However, when doing the simulations in [11] , we used a different M matrix where the second row was (0 1 0 0) instead of (0 1 −1 0). Physically, this meant that in the previous study, we were only using the two innermost coils of the four-coil circuit. Thus, the input current I rf required to generate a specific P abs is much higher in the previous study than in the current one. Also, the capacitive coupling for the two innermost coils is much lower than that for all four coils, explaining why no E to H instabilities were observed in the previous study. Table 1 gives the 15 mTorr, 100 sccm Cl 2 base case equilibrium data from the 2D hybrid fluid-analytical simulations. The densities n e and n − are those at the center of the discharge. The values of all quantities in row 6, at the unstable 7.75 A current, are interpolated from the two neighboring rows. The parameters of the global model are extracted from these data as follows. The electron inductive and capacitive resistances are determined from the data in the table using R e ind = 2P e ind /I 2 rf
and R e cap = 2P e cap /I 2 rf . (The sum R e = R e ind +R e cap is plotted versus n e in figure 2.) From (7), the inductive resistance is assumed to have the form R e ind = R L n e n 1/2 0 /(n 3/2 e + n 3/2 0 ), and the two parameters R L and n 0 are determined using the data in two rows. Also from (7), the capacitive resistance is assumed to have the form R e cap = K e cap /n e , and the single parameter K e cap is determined using the data in a single row. The choice of rows 5 and 11 for the inductive resistance and row 4 for the capacitive resistance gives good fits to the data over the region of interest for the instability near the inductivecapacitive transition (row 6).
The ratio of K att /K rec , which appears in the global model equation (14) , is determined from the values of n − and n e at the unstable equilibrium point (row 6). The two parameters K e and K − , which appear in the global model equation (13), P e = K e n e + K − n − , are found using an average valueK − of K − from the data in the table, expressinḡ
where K e is taken to be constant and N is the number of rows. Inserting this into (13), we obtain K e = P e − n − N j =1 (P ej /n −j ) n e − n − N j =1 n ej /n −j (B.2) which we evaluate at the unstable equilibrium (row 6). Then K − at the unstable equilibrium is given by K − = (P e − K e n e )/n − . The results for our discharge with R = 0. 
