Abstract-We present a generalized adaptive activation function neuron structure which learns through an information-theoretic-based principle, which is able to estimate the probability density function of incoming input. It provides a low-order smooth robust estimate of the input signal probability density function. The presented method has been developed with reference to statistical characterization of polypropylene composites reinforced with vegetal fibers, that the proposed numerical experiments pertain to.
I. INTRODUCTION
Probability density function (PDF) modeling from incomplete data may be regarded as a constrained functional approximation problem [8] . It concerns the estimation of the PDF of a signal when some particular features of the true PDF are observed (measured) or obtained from signal's samples.
Generally speaking, the problem of modeling a probability density function, given a finite number of data points, plays a central role in statistical signal processing, with applications ranging from econometrics [5] to industrial engineering [6] , [7] . Several techniques were developed in order to tackle this problem, which may be classified mainly in parametric, nonparametric, and semiparametric techniques [4] .
In particular, semiparametric methods are not restricted to specific functional forms and, also, the size of the model only grows with the complexity of data-space structure, not simply with the number of available data. As two semiparametric models, it is worth citing the mixture-of-kernel and the multilayer perceptron (MLP) with learnable parameters [4] . The mixture model consists of a linear adjustable superposition of simple flexible kernels; both kernels' parameters and combination factors may be adjusted by means of maximum-likelihood-based procedures, as the well-known expectation-maximization (EM) algorithm [10] .
The aim of this contribution is to present a generalized adaptive activation function neuron (FAN) structure and illustrate its behavior through numerical experiments performed on real-world data, with particular emphasis to statistical characterization of propylene composites reinforced with vegetal fibers.
II. PDF MODELING BY FAN NEURONS
Let x(t) be a stationary random process with smooth unknown probability density function f x (x). The problem of estimating f x (x) is closely related to the estimation of the cumulative distribution function Fx(x) and of the "score function" sx(x) def = f 0
x (x)=fx(x).
In principle, estimating fx(x), Fx(x) or sx(x) is totally equivalent, however, Fx(x) is the only one among these which is a bounded saturating (sigmoidal) function, thus it appears to be naturally estimable The maximum entropy estimator is completely equivalent to the maximum likelihood estimator [23] in the case that there are no prior beliefs biasing the solution, and to Kullback-Leibler estimator [1] .
If x(t) is supposed to be a stationary random process then y will be a random process y = y(t) too, with a PDF denoted here with f y (y;
because it depends upon the value of the parameters. The differential entropy of the random process y(t), defined as
can be related to the differential entropy of the random process These formulas hold by the hypothesis of monotonicity, which ensures function nowhere changes its sign.
As mentioned, our aim is to maximize the entropy of the neuron's response, which is equivalent to maximize the quantity G H def = H y 0 H x , referred to as entropy gap between the input and the output random processes.
A. Nonlinear Flexible Neuron Models
Known examples of nonlinear flexible neuron models are given by Pao's functional-link networks and the tensor-product networks (for a detailed review see [11] ), the Fourier neural networks, described by Dastani [9] and recently revised by Silvescu [21] , based on learnable combinations of sinusoidal basis functions, and the wavelet-based models [21] , [24] . A recent review of some nonlinear adaptive activation function neuron models may be also found in [15] . Moreover, several models of nonlinear neurons with filtering synapses have been proposed, which allows taking into account the dependence of the behavior of biological neurons from the temporal structure of the excitations. Among the many models and engineering applications available in the scientific literature, a pervasive example finds e.g., in [3] .
However, the mentioned models are almost exclusively restricted to supervised settings. It is, therefore, of interest to extend their learning theories to unsupervised (information-theoretic) tasks. 
B. Structural/Learning FAN Equations
In the theoretical seminal paper [12] , and later on in the following research works [14] - [18] , a particular input-output description for FANs was assumed
where sigm (1) unfortunately it makes the (1) an even function which prevents the neuron from being able to estimate asymmetric PDFs. In the following section we propose a more general model by changing the structure of (1) which also generalizes the asymmetric FAN model proposed in [13] .
III. ASYMMETRIC FAN NEURON MODEL
In order to make the squashed pseudopolynomial structure be able to learn general PDFs, we propose the following FAN model: The learnable parameters are b and p and amount to N = (N+1)+1 = N + 2. Such structure provides a valid PDF estimation.
The proposed neuronal structure may be related to the taxonomy of neural functions surveyed in [11] . In particular, given the abstract structure illustrated in Fig. 1 , it is possible to classify the proposed structure as a sigmoidal-output, pseudopolynomial, delocalized activation function, dot-product neuron (with a single input), which is closely related to the already mentioned functional-link model. would allow the neuron to be able to estimate multivariate PDFs. The price of this generalization, like in other methods, would be the consistent growth of the number of free parameters to adapt. This problem falls, however, outside the scope of the present contribution.
To end with the discussion of the proposed structure, it is worth exposing some considerations which led to its definition with a perspective to the final application. Within this letter, we are interested in probability density function estimation in presence of few data (measures) which prove to be not completely reliable. This means that some lack of values and some concentration of values in the raw distribution might be the effect of measurement errors and not the indicators of real data complexity. An estimation technique is sought for which provides a smooth estimate that can be made robust by some parameter tuning. The above learning rules imply a learning step-size which may vary with time in order to stabilize their dynamics.
As a case-study, we consider the choice sigm(u) = 0:5+0:5erf(u) and Q(u) = 1 0 exp(0u 
On a data-point basis, we have G H (p; b) hg H (p; bjx)i.
IV. EXPERIMENTS ON REAL-WORLD DATA
In order to assess the PDF approximation ability of new asymmetric adaptive activation function neuron, we tested the proposed algorithm on real-world data that exhibit asymmetric distribution. The data-set comes from measures of the length of flax fibers inside slabs of polypropylene composites with 20% concentration of vegetal fibers.
In the technology of polymer composite materials, the vegetal fibers are added to the polypropylene to reinforce its structure: The fibers have initially constant length and diameter, but after the process of transformation of the fibers and the propylene into the yield composite, they spread out and find with different length and diameter values [19] . The micro-and macro-mechanical features of the composite slab, as the elasticity and resistance, depend on the statistical distribution of these parameters and can, e.g., be evaluated through the Halpin-Tsai equation [2] , [19] .
Two views of a typical matrix of such composite are depicted in Fig. 2 , where some randomly oriented discontinuous flax fibers are present. In the first picture, however, the vegetal fibers are well recognizable, while in the second picture it is harder to discern the different fibers. Currently, the measures of lengths and diameters are taken manually from each picture: This explains the noncomplete reliability of the obtained measures. Fig. 2 also shows a histogram-based estimation of the lengths distribution, which shows the data-distribution is asymmetric and quite irregular. The production process usually tends to severely break the fibers, thus the PDF of fibers' length values is expected to be asymmetric [2] , with the mean value near the lower values of the distribution; the irregularity is judged as due to the scarcity of data as well as to the measurement errors: No technological meaning is attributed e.g., to the valley between the two large peaks centered in 800 and 1100 m. learning phase was carried out for E = 50 epochs. The learning stepsize for any coefficient is equal to (t) = 0 exp(01:5t=E), with 0 = 0:001 and t being the epoch index.
With these learning conditions fixed, the first step is parameter validation: The learning process has been repeated for every value of in the range [0.1, 2.5] with step 0.05; in order to monitor the behavior of the algorithm, the ensemble-average estimation hg H (p; b)i of the The experience leads to the conclusion that, among the examined density estimates, which result to be the most entropic ones, the estimate pertaining to value = 0:6 is the more reliable one.
V. CONCLUSION
A new artificial neuron model, endowed with adaptive activation function, as been presented, which tunes through an information-theoretic based learning paradigm. It is devoted to low-order, smooth, robust probability density function estimation and has been designed in a polymer-composite characterization context, that the presented experimental results pertain to.
We mention a problem regarding the selection of a suitable level of smoothness in the resulting probability density function estimate: A limitation of the method is that the validation analysis for parameter produces a range of admissible values, thus, its selection may only rely on accumulated experience on the considered applied field.
The proposed PDF-estimation method is currently under further investigation in the context of polymer-composites mechanical features statistical modeling which involves both PDF-estimation and neuralnetwork based statistical black-box identification of complex mechanical system.
