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Abstract
The index of a graph is the largest eigenvalue of its adjacency matrix. Among the trees with a ﬁxed order and diameter, a graph
with the maximal index is a caterpillar. In the set of caterpillars with a ﬁxed order and diameter, or with a ﬁxed degree sequence, we
identify those whose index is maximal.
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1. Introduction
Let A be the (0, 1)-adjacency matrix of a (simple) graph G (of order n). The eigenvalues of G are the eigenvalues
of A; they are real numbers (since A is symmetric). As usual, 1(G)2(G) · · · n(G) are the eigenvalues of G in
non-increasing order. The largest eigenvalue of G, i.e. 1(G), is also called the spectral radius of G, or, for short, the
index of G. Note, if G is connected then 1(G)> 2(G), i.e. the largest eigenvalue is strictly greater than the second
largest one. The following description of the largest eigenvalue of A, or any hermitian matrix, is well known (see, for
example, [2, p. 49]):
1(A) = sup
‖x‖=1
xTAx (x ∈ Rn). (1)
We note here that the maximum is attained in (1) if and only if x is an eigenvector (for the largest eigenvalue) of A.
Moreover, since A is a non-negative matrix, the corresponding eigenvector can be taken to be non-negative. In addition,
if G is connected (i.e. if A is irreducible) then it can be taken to be positive. Any such vector is called the Perron
eigenvector of G.
In what follows we shall restrict ourselves to connected graphs. For any such graph, let  be its index, while
x= (x1, x2, . . . , xn)T its Perron eigenvector (not necessarily a unit 1); xi is also called the weight of the ith vertex (with
respect to x).
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Then (for all simple graphs) we have
xi =
∑
i∼j
xj (i = 1, 2, . . . , n), (2)
where the summation is over all neighbours j of the vertex i. In fact, (2) is an eigenvalue equation for the ith vertex
(corresponding to the index). In what follows, we will also use to suppress (in our notation) a graph name if it is
understood from the context.
If G is a graph then V (E) is its vertex (resp. edge) set; |V | (|E|) is its order (resp. size). The degree of the vertex vi
will be denoted by deg(vi), or di for short. The degree sequence of a graph is the sequence of degrees ordered, say in
non-increasing way (it is a collection of graph invariants). d(u, v) denotes the distance between vertices u and v (in
G). If H and K are two subgraphs of G, then d(H,K)(=minu∈V (H),v∈V (K)d(u, v)) denotes their distance (in G). For
all other notations or deﬁnitions, not given here, see, for example, [4], or [1,2] (for graph spectra).
The paper is organized as follows. In Section 2we give some tools to be used later. Some of them are slight reﬁnements
of the existing ones. In Section 3 we prove our main results.
2. Some results on graph perturbations
Any modiﬁcation of a graph gives rise to perturbations of its eigenvalues. In literature, this topic is mostly studied
for the largest eigenvalue of graphs. The following theorem directly follows from the fact that the adjacency matrix of
a connected graph is non-negative and irreducible.
Theorem 2.1. If G′ is a graph obtained from a connected graph G by adding (or deleting) an edge, then (G′)> (G)
(resp. (G′)< (G)).
We will next consider perturbations resulting from the relocations of edges.
(i) Let e = rs be an edge of a graph G, and assume that the vertex r is non-adjacent to t. A rotation R (around r)
consists of the deletion of the edge e followed by the addition of the edge e′ = rt .
(ii) Let e=st and f =uv be two edges of a graphG, and assume that the vertices s and v, and t and u are non-adjacent.
A (local) switching S (with respect to e and f) consists of the deletion of edges e and f, followed by the addition of
edges e′ = sv and f ′ = tu. It can be easily seen that local switching preserves degrees. Another remarkable fact is that
any two graphs of the same order and with the same degree sequence can be obtained from one to another by local
switchings in turns (see, for example, [8, p. 45]).
Theorem 2.2. Let G′ be a graph obtained from a connected graph G of order n by the relocation (i) or (ii), as given
above. Let x = (x1, x2, . . . , xn)T be the Perron eigenvector of G. Then the following holds:
(i) if xtxs then (G′)> (G) (for R);
(ii) if (xs −xu)(xv −xt )0 then (G′)(G) (forS), with equality for the indices if and only if xs =xu and xv =xt .
Proof. Assume ﬁrst, without loss of generality, that ‖x‖ = 1. Then we have
(G′) − (G) = sup
‖y‖=1
yTA′y − xTAxxTA′x − xTAx = xT(A′ − A)x.
Let = xT(A′ − A)x. For the observed modiﬁcations we easily get:
(*) = 2xr(xt − xs) (for R);
(**) = 2(xs − xu)(xv − xt ) (forS).
In both cases we ﬁrst get that (G′)(G). The equality in (i), or in (ii), holds if and only if  = 0 and x is an
eigenvector for G′. But then, in (i), we easily get that the eigenvalue equation does not hold (in G′) for the vertices s
and t. In (ii), we may assume, without loss of generality, that xs = xu, while xt = xv . But then the eigenvalue equations
hold (in G′) for the vertices t and v, while not for the vertices s and u. On the other hand, if xs = xu, while xt = xv , we
are done (since = 0 and x is an eigenvector of G′). So the proof follows. 
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Fig. 1. Graphs Tn and Cn.
The following result can be found in [3], but in a somewhat weaker form.
Lemma 2.3. Let G be a connected graph with a vertex r adjacent to s, but not to t. Let G′, obtained from G by
the indicated rotation (around r), be also a connected graph. Let x and x′ be the Perron eigenvectors of G and G′,
respectively. Then xtxs implies x′t > x′s .
Proof. Assume to the contrary, that x′sx′t . But then, by using Theorem 2.2(i), we get that (G)> (G′). On the other
hand, since xtxs , by the same theorem we have that (G′)> (G), a contradiction. 
The following theorem (due to Hoffman [5]) can be found in [2, p. 58]. To state it, we need more deﬁnitions. An
internal path in a graph, denoted by v0, v1, . . . , vk−1, vk , is a path joining vertices v0 and vk which are both of degree
greater than 2 (not necessarily distinct), while all other vertices (i.e. v1, . . . , vk−1) are of degree equal to 2.
Theorem 2.4. Let G′ be a graph obtained from a connected graph G by inserting in an edge e a vertex of degree 2.
Then, if G is not a tree Tn, or a cycle Cn (see Fig. 1), we have
(i) if e lies on an internal path then (G′)< (G);
(ii) if e does not lie on an internal path then (G′)> (G).
If G = Tn and G′ = Tn+1 or G = Cn and G′ = Cn + 1, then (G′) = (G)(=2).
The following two theorems will be useful. The ﬁrst is taken from [6] (see also [2, p. 134]; the second one is taken
from [7].
Theorem 2.5. Let G(m, n) be a graph obtained from a non-trivial connected graph G by adding at some ﬁxed vertex
two hanging paths whose lengths are m and n. If mn1 then
(G(m, n))> (G(m + 1, n − 1)).
Theorem 2.6. Let H be a star (on at least three vertices) whose central vertex is s, and t any of its terminal vertices.
Let G be a non-trivial connected rooted graph with a root r. Denote by Gs (Gt) a graph obtained from G by identifying
its root r with the vertex s (resp. t) of H. Then
(Gs)> (Gt ).
3. Caterpillars of ﬁxed order and diameter
Recall ﬁrst that a caterpillar is a tree in which the removal of all terminal vertices (i.e. those of degree 1) gives a path.
LetT(n, d) be the set of trees on n vertices and diameter d. We ﬁrst prove the following simple lemma.
Lemma 3.1. For any tree T ∈T(n, d), other than a caterpillar, there exists a caterpillar T ′ ∈T(n, d)with a greater
index.
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Proof. Let p and q be two vertices of T at the largest distance (i.e. d). Then p and q are both terminal vertices. Denote
by P the unique path between p and q.Assume that v is a vertex of T at the largest distance from P. Clearly, this distance
is at least two (otherwise T is a caterpillar). In addition, v is a terminal vertex. Let u be its neighbour, and let w be a
vertex adjacent to u lying on the shortest path between u and P. Let Su be a star induced by all edges incident to u.
This star is, in fact, attached to the rest of the graph at vertex w. By applying Theorem 2.6 (with H = Su), we get a tree
(also fromT(n, d)), but with a greater index, and a greater number of terminal vertices. Repeating this procedure, we
arrive at a caterpillar. This completes the proof. 
Based on the above lemma, we can consider further on only caterpillars when looking for tree(s) inT(n, d)with the
largest index. Let T (m0,m1, . . . , md−1,md) be a caterpillar obtained from a path of length d (call it P) by attaching to
its ith vertexmi(0) hanging edges (i=0, 1, . . . , d−1, d); here, and elsewhere, we will assume that the vertices of the
path P are naturally ordered from 0 to d. Clearly, T =T (m0,m1, . . . , md−1,md) is of diameter d only if m0 =md = 0;
note also that T has n = d + 1 +∑di=0 mi vertices.
Theorem 3.2. If Tˆ ∈T(n, d) is a tree with the largest index, then
Tˆ = T (0, 0, . . . , 0,m d2 , 0, . . . , 0),
where md/2 = n − d − 1.
Proof. By Lemma 3.1, Tˆ is a caterpillar. So Tˆ = T (0,m1, . . . , md−1, 0) for some mi’s. Let u and v (if any) be two
vertices in Pwhose degrees (in Tˆ ) are at least three. If x is the Perron eigenvector (of Tˆ ), then, without loss of generality,
we can assume that xvxu. But then, by Theorem 2.2.(i), we get that the caterpillar, obtained by relocating a pendant
edge from u to v, has a greater index, a contradiction. So, mi = 0 just for one i ∈ {1, 2, . . . , d − 1}. Next, by Theorem
2.5, we easily get that i = d/2. 
A more difﬁcult question arises if we consider caterpillars with ﬁxed (vertex) degrees. Note, that in this situation the
order and the diameter are determined, and so ﬁxed.Now, under these assumptions, we can ask for those caterpillarswith
the largest index. In what follows, instead of degrees we will takemi’s as the parameters which will describe caterpillars
in question. Denote byT(m1, . . . , md−1) the set of caterpillars which differ from the caterpillar T (0,m1, . . . , md−1, 0)
only up to a permutation of mi’s (i ∈ {1, 2, . . . d − 1}).
In what follows TM stands for a caterpillar inT(m1, . . . , md−1) with the largest index. We also assume that d4
(otherwise, the corresponding sets of trees are singletons), and that at least two mi’s are non-zero (otherwise, the
problem is solved; see Theorem 3.2). In the following lemmas we will investigate the spectral properties and structure
of TM .
For this purpose, wewill assume that is the index, while x is the Perron eigenvector of TM ; xv denotes the component
of x corresponding to the vertex v. Again P stands for a path of length d (in TM ), while p and q for its terminal vertices.
In the next two lemmas we will precise the connection between the entries of x corresponding to vertices of P (in
TM ) and their degrees.
Lemma 3.3. If v and w are two non-terminal vertices of P such that deg(v)< deg(w), then xv < xw.
Proof. Suppose, for a contradiction, that deg(v)< deg(w), but xvxw. Then, we can relocate deg(w)−deg(v) hanging
edges from w to v (then,R is applied deg(w) − deg(v) times). Notice ﬁrst that the obtained graph is also a caterpillar
belonging toT(m1, . . . , md−1). Using Theorem 2.2.(i) repeatedly, along with Lemma 2.3, we get a caterpillar from
T(m1, . . . , md−1) with a greater index, a contradiction (to the choice of TM). 
Lemma 3.4. If v is a terminal vertex of P while w a non-terminal vertex of P, then xv < xw.
Proof. Without loss of generality, let xqxp. If so, take that v = p, and let w be a vertex (strictly) between p and q,
but of minimum weight. Let p′ and q ′ be the vertices of P adjacent to p and q, respectively (note, p′ = q ′; otherwise,
d < 4, contrary to assumptions). If w =p′, then xp <xw (since xp = xp′ and > 1; see (2), the eigenvalue equation),
and we are done.
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If all vertices (strictly) between p andw are of degree 2 we can extend the above argument. In fact, then we easily get
xp <xp′ < · · ·<xw. Note, in this situation we have to deal with the recurrent relation of the form xi−1 + xi+1 = xi .
Next, since xp <xp′ (as already noted) and since 2 for all trees under considerations1 we easily get the above
chain of inequalities. So we are again done.
In what follows, suppose for a contradiction, that xpxw. We already have that there exists at least one vertex
(strictly) between p and w of degree greater than 2. Assume next that such a vertex exists (strictly) between w and q.
Assume ﬁrst that w is a vertex of degree 2. Then, it belongs to an internal path (between two vertices of P). Then we
can take it out from this path (reducing its length by 1 since we delete one vertex of degree 2 and join its neighbours
by an edge). By Theorem 2.4, the index of a new tree is increased. Next, we attach one edge (a deleted one) to p. Then
the resulting tree belongs to the same class of trees as TM . But its index is greater than that of the previous tree (cf.
Theorem 2.1). This gives a contradiction (to the choice of TM ). If w is of degree greater than 2, we can (prior to the
above modiﬁcations) relocate all (deg(w)−2 in total) hanging edges at w from w to p. Then the diameter of a new tree
is increased by 1, while the index is increased (by Theorem 2.2.(i) and Lemma 3.1.3—see also the proof of Lemma
3.3). Now the degree of w is two, and we can repeat the above procedure (note, then the diameter of the resulting tree
is reduced by 1). So we again arrive a contradiction as in the previous situation.
In what remains, we have to assume that all vertices (strictly) between w and q (if any) are of degree 2. Assume ﬁrst
that w = q ′. But then we get that xq ′ <xw (using the same recurrent relations as above). But the latter contradicts the
choice of w. Finally, let w = q ′. We now relocate all (deg(w) − 2 in total) hanging edges at q ′ from q ′ to p. But then
we arrive in the same way to a contradiction as it was done in an analogous situation from the above. So, xp <xw for
all possible w.
This completes the proof. 
From the above two lemmas we immediately get:
Corollary 3.5. If v and w are two vertices of P, then the following holds:
(i) if deg(v)< deg(w) then xv < xw;
(ii) if xv > xw then deg(v) deg(w);
(iii) if xv = xw then deg(v) = deg(w).
For what follows we will need the following result:
Lemma 3.6. Let e = uu′ (u<u′) and f = vv′ (v <v′) be two non-consecutive edges of P (and thus of TM ). Then
(xu − xv′)(xv − xu′)0.
In addition, xu = xv′ if and only if xv = xu′ .
Proof. Suppose, for contradiction, that (xu − xv′)(xv − xu′)> 0. Let e′ = uv and f ′ = u′v′. Note, both e′ and f ′ are
non-edges in TM . If we switch edges e and f to non-edges e′ and f ′, we get a caterpillar fromT(m1, . . . , md−1) with
a larger index (by Theorem 2.2.(ii)), a contradiction. The additional claim also follows from the same theorem. 
We now deﬁne a special type of caterpillar. Let P be its longest path whose vertices (u0, u1, u2, . . . , ud−1, ud ) are
ordered by degrees non-increasingly. Assume next that they appear in P (from the left to the right) according to the
string S generated as follows:
(i) S0 = u0;
(ii) Si = uiSi−1 if i is odd, or Si = Si−1ui if i is even (i = 1, . . . , d);
(iii) S = Sd .
1 If < 2, then the corresponding graphs, in fact trees, are the proper subgraphs of Smith graphs and so not interesting in this context—for more
details see, for example, [1, p. 79].
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In fact, S =ud · · · u1u0u2 · · · ud−1 if d is odd, or S =ud−1 · · · u1u0u2 · · · ud if d is even. Then the corresponding graph
(and any graph isomorphic to it) is called an alternating caterpillar (in degrees). Note, for a given degree sequence (or
equivalently, parameters mi ; i = 0, 1, . . . , d − 1, d), S is uniquely determined, and therefore the alternating caterpillar
as well. In the special case an alternating caterpillar can be symmetric if the string S is symmetric (see Fig. 3 for an
example).
An interval [a, b] (where a <b) is a set of vertices of P between a and b, including a and b; in particular, [a, a]={a}.
Let dˆ1 > dˆ2 > · · ·> dˆh = 1 be the distinct degrees of vertices from P. Let Vi = {v| deg(v) = dˆi}, while Vˆi =⋃j i Vj
(for i = 1, 2, . . . , h − 1); for i = 1 we take that Vh = {0, d}, while Vˆh = {0, 1, . . . , d}.
Lemma 3.7. If d4 then TM is an alternating caterpillar
Proof. Recall ﬁrst that the vertices of P are labelled in a natural way by the numbers 0, 1, . . . , d − 1, d (from the left
to right). We will next consider two cases depending on the components of x, the Perron eigenvector of TM .
Case 1. All vertices of P have distinct weights.
Assume that v0, v1, v2, . . . vd−1, vd are the vertices of P ordered decreasingly by their weights (so xv0 >xv1 >xv2 >
· · ·>xvd−1 >xvd holds). We will now generate a string S′ which corresponds to the order in which the vertices
v0, v1, v2, . . . , vd−1, vd appear in P (from the left to the right). From Corollary 3.5(ii) we have that the decreasing
order of the vertices (of P) by weights induces a non-increasing order by degrees. So we only need to show that TM is
an alternating caterpillar with respect to weights.
By Lemma 3.4, vd−1 and vd must be in positions 0 and d (in P). So assume that v0 is in position i0, where 0< i0 <d .
Now, we put S′0 = v0. Next, let v1 be in position i, and assume that i = i0 ± 1. Without loss of generality, assume that
i < i0. Consider then the (distinct) vertices: u, u′, v and v′ in positions i, i +1, i0 and i0 +1, respectively (with possibly
i0 + 1 = d)—see also Lemma 3.6. But then xu >xu′ and xv > xv′ and therefore
(xu − xv′)(xv − xu′)> 0, (3)
a contradiction (by Lemma 3.6). So, i = i0 ± 1 (say v1 is in position i0 − 1), and we put S′1 = v1v0(=v1S′0). Next,
let v2 be in position i, and assume that i = i0 + 1. If i < i0 − 1, consider then the (distinct) vertices u, u′ v and v′ in
positions i, i +1, i0 and i0 +1, respectively (with possibly i0 +1=d); if i > i0 +1, consider then the (distinct) vertices
u, u′ v and v′ in positions i0, i0 + 1, i and i + 1, respectively (with possibly i + 1 = d). Then, in both situations, (3)
holds. So, it follows that v2 is in position i0 + 1, and we now put S′2 = v1v0v2(=S′1v2). Assume next that the vertices
v0, v1, v2, . . . , vm−1 are placed in P, and that S′m−1 is the corresponding substring. Let [s, t] be the interval (in P)
corresponding to the vertices in S′m−1.
Suppose ﬁrst thatmd−2. Let vm be in position i, and assume thatm is odd (form even the proof is quite analogous).
So vm−1 is in position t, and we have to prove that i = s − 1. Firstly, recall that i = 0, d . If i < s − 1, consider the
(distinct) vertices u, u′, v and v′ in positions i, i + 1, t and t + 1, respectively (with possibly t + 1 = d). But then
xu >xv′ and xv > xu′ . If i > t , consider then the (distinct) vertices u, u′, v and v′ in positions s − 1, s, i − 1 and i,
respectively. But then xu <xv′ and xv < xu′ . Thus, in both situations, (3) holds. So, vm is in position s − 1, as required,
while S′m = vmS′m−1.
Suppose next that m= d − 1. Then vm is in position i, where i = 0, or d. We will again consider only the situation in
which m is odd. So vm−1 is in position t, and we have to prove that vm is in position i = 0. Suppose, on the contrary,
that vm is in position i = d . If so, assume that u, u′, v and v′ are in positions 0, 1, d − 1 and d, respectively. But then
we have xu <xv′ and xv < xu′ , and then (3) holds. So, vm is in position 0, as required, while S′m = vmS′m−1. Finally, for
m = d, vm is in position d (since m is now even) and S′m = S′m−1vm . So, TM is an alternating caterpillar.
Case 2. At least two vertices of P have the same weight.
We will ﬁrst show that TM is symmetric. Assume that i and j are two vertices of P, at the largest distance, for which
xi = xj (and, say i < j ). Then d(i, j)= 2l, or 2l + 1 for some l. If so, we then get (by Lemma 3.6) that xi+k = xj−k for
each 1k l. By Lemma 3.4, either i = 0 and j = d or i = 0 and i = d. If i = 0 and j = d, then (again by Lemma
3.6) we get that xi−1 = xj+1, a contradiction to the choice of i and j. So, i = 0 and j = d, and TM is a symmetric
caterpillar.
We will next show that each Vˆi (i = 1, . . . , h − 1} is an interval. Suppose, for contradiction, that this is false. Let s
be the smallest number such that Vˆs is not an interval. If so, there exist two maximal (non- extendible) subintervals of
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Fig. 2. The caterpillar with the largest index inT(3, 3, 3, 2, 2, 2, 1, 1, 1, 0, 0).
Fig. 3. The caterpillar with the largest index inT(3, 3, 3, 2, 2, 2, 2, 1, 1, 0, 0).
Vs , say U and V, which are symmetrically positioned with respect to Vˆs−1 and whose distances from Vˆs−1 are at least
2. Let u /∈U and u′ ∈ U , and v /∈V and v′ ∈ V , be the pairs of adjacent vertices of P chosen so that u<u′ and v <v′.
Then xu <xv′ and xv < xu′ , and thus (3) holds, a contradiction. In fact, we have shown that the intervals Vˆ1, Vˆ2, . . . , Vˆh
are strictly increasing with respect to the inclusion.
Since TM is symmetric, and since the above intervals are increasing with respect to inclusion, we get at once that
TM is an alternating caterpillar (and symmetric as well).
This completes the proof. 
Collecting the results from the above lemmas, we immediately arrive at our main result (which holds for any d2).
Theorem 3.8. If TM ∈ T(m1,m2, . . . , md−1) is a tree with the largest index, then TM is the unique alternating
caterpillar that arises from the above parameters.
Example. In Figs. 2 and 3 two caterpillars having the largest indices within the corresponding sets (see the ﬁgures)
are depicted. They are both alternating; note also that the ﬁrst one is not symmetric, while the second one is symmetric
(as easily follows from the corresponding parameters).
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