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Abstract. Let x ≥ 2. The ψ-form of the prime number theorem
is ψ(x) =
∑
n≤x Λ(n) = x + O
(
x1−H(x) log2 x
)
, where Λ(n) is
the Mangoldt function and H(x) is a certain function of x with
0 < H(x) ≤ 12 . Tura´n proved in 1950 that this ψ-form implies that
there are no zeros of ζ(s) for ℜ(s) > 1− h(t), where t = ℑ(s), and
h(t) is a function related toH(x) with 0 < h(t) ≤ 12 , but bothH(x)
and h(t) are very close to 1. We prove results similar to Tura´n’s,
with H(x) and h(t) in some altered forms without the restriction
that H(x) and h(t) are close to 1. The proof involves slightly
revising and applying Tura´n’s power sum method and using the
Lindelo¨f hypothesis in the zero growth rate form, which has been
proved recently.
1. Introduction
It is well known that prime numbers play a central role in number
theory. It has been known, since Riemann’s famous memoir [14] in
1859, that the distribution of prime numbers can be described by the
zero-free region of the Riemann zeta function ζ(s). This function is a
meromorphic function of the complex variable s. It has infinitely many
zeros and a unique pole at s = 1 with the residue 1. Let C denote the
set of the complex numbers. It is customary to denote s = σ+ it, with
σ and t real, for any s ∈ C. For σ > 1, the Riemann zeta function can
be defined by
(1.1) ζ(s) =
∞∑
n=1
1
ns
=
∏
p∈P
1
1− 1
ps
,
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where P is the set of all prime numbers, with the second equality as
above being Euler’s identity. One may verify Euler’s identity from
fundamental theorem of arithmetic, which asserts
(1.2) n =
k∏
l=1
pall
for every n ∈ N with k ∈ N, and pall ∈ PN, where N = {1, 2, 3, . . .}
is the set of natural numbers and PN is that of the all prime powers.
By analytic continuation, the Riemann zeta function is extended to a
meromorphic function with the unique pole at s = 1.
For σ > 1, we may use the logarithmic differentiation of Euler’s
identity to obtain
(1.3) − ζ
′(s)
ζ(s)
=
∞∑
n=1
Λ(n)
ns
.
The Riemann zeta-function has zeros at s = −2, −4, −6, . . ., called
trivial zeros. Nontrivial zeros of ζ(s) are located in the so-called critical
strip 0 < σ < 1.
We also use the notation R+ for the set of all positive real num-
bers. We shall use the symbol ǫ ∈ R+ for an arbitrary small positive
real number, not necessarily the same at each occurrence in a given
statement. Suppose that g(x) and h(x) are complex functions of the
variable x and f(x) is a positive real-valued function of x. The notation
g(x) E h(x) + B f(x) represents the fact that |g(x) − h(x)| ≤ Bf(x)
where B > 0 is a constant, whenever x is sufficiently large, or x ≥ x0
for some fixed positive number x0.
It is not very difficult to show that nontrivial zeros of ζ(s) are located
in the strip 0 < σ < 1. Other results in this direction are zero-free
regions in the form of
(1.4) σ > 1− h(t), |t| > 3,
where h(t), with 1
2
≤ h(t) < 1, is a decreasing function of t. This
function h(t) includes C
log |t| ,
C log log |t|
log |t| ,
C
log3/4+ǫ |t| , and
C
log2/3 |t| (log log |t|)1/3 ,
where C is a positive constant, which may be different in the different
situation. One may refer to any standard literature, e.g., [4], [9], [18],
and/or [6].
The Mangoldt function Λ is an arithmetic function defined by
(1.5) Λ(n) =
{
log p, n ∈ PN,
0, n ∈ N/PN.
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We adopt the notation ∈∑n≤x f(n), which means that we use the half-
maximum convention to the sum function of the arithmetic function
f(n). Therefore, ψ(x0) =
1
2
(
limx→x0− ψ(x) + limx→x0+ ψ(x)
)
. Let x ≥
2. We define the ψ-function similar to that in the literature, but with
this half-maximum convention. We define the ̟-function similarly.
That is,
(1.6) ψ(x) = ∈
∑
n≤x
Λ(n), ̟(x) = ∈
∑
n≤x
(
Λ(n)− 1),
where n runs through the set of positive integers not greater than x.
The similar is valid for ̟(x). We remark here that any estimate on
ψ(x) may be converted to an estimate on ̟(x), and vice versa; the
latter of which is needed later on. We notice that
(1.7) ∈
∑
n≤x
1 =
{
x− {x}, x 6∈ N,
x− 1
2
, x ∈ N,
here, {x} is the fractional part of x. From this and
∈
∑
n≤x
Λ(n) = ∈
∑
n≤x
(Λ(n)− 1)+ ∈
∑
n≤x
1,
we see that
(1.8) ̟(x) + x− 1 < ψ(x) ≤ ̟(x) + x.
It is well known that a zero-free region of ζ(s), in the form of σ >
1−h(t) and |t| ≥ 3, implies the prime number theorem in the following
equivalent ψ-form and ̟-form:
(1.9) ψ(x) = x+O
(
x1−H(x) log2 x
)
, ̟(x)✁B
(
x1−H(x) log2 x
)
,
with an absolute constant B, where the function H(x) is connected to
h(t) in a certain way. Less known is that the converse is also true. Actu-
ally, Tura´n proved in 1950 that π(x) = Li(x)+O
(
x exp(−Cx log
1
1+a x)
)
for an a with 0 < a < 1 implies the above zero-free region in (1.4) of
ζ(s) with h(t) = Ct
loga |t| for |t| ≥ C0 with constants Cx, Ct, and C0. See
[9] and [20].
Corresponding to the definition of ̟(x) in (1.6) and the estimate on
̟(x) in (1.9), we may instead study the function
(1.10) Z(s) = −ζ
′(s)
ζ(s)
− ζ(s) =
∞∑
n=1
Λ(n)− 1
ns
,
as in [3]; this is the reason for us to have put the Main Theorem in the
̟-form. Though, the ψ-form is well-known and used in the literature.
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The series in (1.10) is convergent when σ > 1. For σ > 0, we have
(1.11) ζ(s) =
s
s− 1 − s
∫ ∞
1
v − ⌊v⌋
vs+1
d v, for σ > 0,
where ⌊v⌋ is the integer part of v or the greatest integer less than or
equal to v. One may notice that s = 1 is a pole for ζ(s) having residue
1. It is well known that
−ζ
′(s)
ζ(s)
=
1
s− 1 −
∑
ρ∈Z
( 1
s− ρ +
1
ρ
)
− log π
+
Γ′
(
1
2
s+ 1
)
2Γ
(
1
2
s+ 1
) + 1 + γ0
2
− log 2.
(1.12)
where Z is the set of non-trivial zeros of the Riemann zeta function and
γ0 ≈ 0.577215 is the Euler constant. The function Γ(s) has neither
zeros nor poles for σ > 1. Note that the pole of − ζ′(s)
ζ(s)
and ζ(s) at
s = 1 is canceled. The set Z is the same as the set of other poles for
the function − ζ′(s)
ζ(s)
.
Let v ∈ R+ such that v ≥ 3 be fixed whose value being determined
later. For each j ∈ N+2, where we have used the notation aN+ b with
a and b ∈ R to denote the subset {an + b : n ∈ N}, we henceforth
denote
(1.13) Hj(x) =
{
min
{
1
2
, j log logx
2 logx
}
, x ≥ Xm,
1
2
, 2 ≤ x < Xj,
and
(1.14) hj(t) =
{
min
{
1
2
, jv log t
2tv
}
, |t| ≥ Tm,
1
2
, 0 ≤ |t| < Tj,
with Xj is the solution of log x = j log log x with respect to the variable
for each fixed j ∈ N + 2 and Tj = max{2445999554998, log1/vXj}. We
note here that the function f(x) = log x − m log log x for x ∈ [e,∞)
has the unique critical point at x = ej and f(ej) = j(1 − log j) < 0,
from which one sees that Xj > e
j. Especially, we have X3 > 20. One
also notices that
j log logXj
logXj
= 1 and j log log x
log x
is monotonously decreasing
to 0 as x→∞. Therefore, the function Hj(x) is a two-piece piece-wise
function that has no derivative at x = Xj and the second derivative of
Hj(x) is
j(1−log x log log x)
x log2 x
< 0 when x ≥ Xj . From these, it is not difficult
to see that the function Hj(x) is a decreasing function tending to 0 as
x tends to ∞. Similarly, the function hj(t) is a decreasing function
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with respect to t ∈ [Tj,∞) for all j ∈ N+ 2. We remark here from the
definitions in (1.13) and (1.14) that
(1.15) 0 < Hj(x) ≤ 12 , 0 < hj(t) ≤ 12 ,
for all j ∈ N+ 2.
It is known that the Riemann zeta function does not have zeros
for |t| < 14. In the computational perspective, we mention here that
Xavier Gourdon uses an optimization of Odlyzko and Scho¨nhage algo-
rithm in [13] and has verified in [7] that the 1013 first zeros of the Rie-
mann zeta function are simple and located on σ = 1
2
. We use this result
and the estimate N(T ) in (4.4) to find out that there are no zeros for the
Riemann zeta function for |t| < 2445999554999, as in [1]. In the above
definition of hj(t), we replace the value of T0 = 2445999554998, with
the value of T0 here being 1 less than the above-mentioned threshold
for convenience of consideration in the interval (t−1, t+1]. Therefore,
we have Tj = T0 for 3 ≤ j ≤ eT0 and Tj > T0 for j > eT0 .
Our main result in this article is as follows. It is needed in [3] when
we study the Riemann hypothesis.
The Main Theorem. Let m ∈ N. If
(1.16) ̟(x)✁ Bx1−Hj(x) log2 x, x ≥ 1.999706,
where B = 197, then ζ(s) does not vanish when σ > 1 − hj(t) with
respect to a fixed constant v such that v ≥ 3.
It is clear that the Riemann zeta function does not have zeros for
σ > 1−hj(t) with respect to all larger v > v0 if this is valid for a fixed
v = v0. We sketch the proof of the Main Theorem in the next section,
and put the details afterwards.
2. Proof of the Main Theorem
We show the Main Theorem by contradiction in this section. Denote
ρ = β + iγ, with β ∈ R and γ ∈ R, for every ρ ∈ Z. Assume to the
contrary that there is a non-trivial zero ρ′ = β ′ + iγ′ ∈ Z such that
(2.1) γ′ > Tj, 12 ≤ 1− hj(γ′) < β ′ < 1, and ρ′ = β ′ + i γ′,
in which, the first inequality in the second expression is from (1.15).
From now on, we let δ be a constant such that 1
2
< δ < 1 with the
value of δ, which is justified at the end of Section 2. This independent
constant δ is used to divide the interval (1
2
, 1] into two sub-intervals
(1
2
, δ] and (δ, 1], in each of such a sub-interval a slightly different result
from Tura´n’s power-sum method will fit in Section 5 for the proof of
(2.26) with (2.27).
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We define some independent constants whose values will be chosen
with respect to each of the corresponding sub-intervals. First of all, we
let
(2.2) 1 < a ≤ 2,
be constants for us to stipulate the position of σ0 and σ1 then s0 and
s1 as follows:
(2.3) σ0 = a− (a− 1)β ′ and s0 = σ0 + i γ′,
We remark here that
(2.4) σ0 = 1 + (a− 1)
(
1− β ′) < 3
2
and σ0 − β ′ = a(1− β ′) ≤ 32 .
Next, we let
(2.5) xˆ > 1,
which is needed in (4.10), for a horizontal restriction, we let
(2.6) yˆ ≥ max{2, ua(1− β ′)},
for a vertical restraint, and
(2.7) 1 < u ≤ 3
2
,
for directions both horizontal and vertical, the values of these constants
will be chosen later on. Moreover, we let a = a(β ′) in order to have
(2.8) axˆ <
σ0 − 12
1− β ′ ,
in which, the right hand side is close to 1 when β ′ is close to 1
2
but still
greater than 1, for which sake, we need to have a and xˆ both are very
close to 1 but still greater than 1, and from which, we see that
(2.9) σ0 − xˆ(σ0 − β ′) = σ0 − a xˆ (1− β ′) > 12 ,
recalling the second equality in (2.4). Especially, we shall choose dif-
ferent values for a and xˆ in the two cases in Section 5 when we apply
the power sum method.
Now, we define
(2.10) H =
{
ρ ∈ Z : |γ−γ′| ≤ u(σ0−β ′) and β > σ0− xˆ(σ0−β)
}
,
and L to be the number of the zeros of the Riemann zeta function in
the region H. For convenience, we also let H0 = Z and define
H1 =
{
ρ ∈ Z : |γ − γ′| > yˆ},
H2 =
{
ρ ∈ Z : u(σ0 − β ′) < |γ − γ′| ≤ yˆ
}
,
H3 =
{
ρ ∈ Z : |γ − γ′| ≤ u(σ0 − β ′) , β ≤ σ0 − xˆ(σ0 − β)
}
,
(2.11)
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with H3 on the left side and H on the right side of the middle region,
H1 covering the outside regions on the top and on the bottom, and H2
being the regions above and below the union of H3 and H. Especially,
we see that the region H is completely located in the open half plane
on the right side of the line σ = 1
2
, by our requirement in (2.8). We
shall need this property when we give the lower bound of S as in (2.26)
in Section 5.
Still, we use the constants b and c, which are related to γ′, satisfy
(2.12) 0 < b < c, b > L
log γ′
, c− b ≥ L
log γ′
.
Then, we let
(2.13) D = b log γ′ D + L = c log γ′,
and the values of b and c are determined later to restrict the choice of
a positive integer constant k ∈ N satisfying
(2.14) b log γ′ = D ≤ k ≤ D + L = c log γ′ and k ≥ 4.
We set the constant h˚ for an adjustment, if necessary, so that
(2.15) h˚ ≥ 1
b
.
Related to the above constants, we let
(2.16) ω(γ′) = h˚ b j v
hj(γ′)
= h˚ b (γ
′)v
log γ′
, and W (γ′) = ek ω(γ
′).
From this setting up, we see that
(2.17) Hj(W (t)) ≥ 2 log t.
Also, we note that
(2.18) W := W (γ′) ≥ γ′(Bγ′+4B)
4
,
which is needed in eqrefeq: ???. We remark here that W ≥ 2.
Note that
(2.19) Sj =
∑
ρ∈Hj
W ρ−ρ
′
(s0 − ρ′
s0 − ρ
)k
,
for j = 0, 1, 2, 3. Moreover, H0 = H1 ∪H2 ∪H3 ∪H with the union
being disjoint. Hence,
(2.20) S = S0 − S1 − S2 − S3.
We also define some dependent constants τ0, τ1, τ2, and τ3 below, con-
cerning the above sums S0, S1, S2, and S3 respectively, whose values
are determined by the choices of the above independent constants later
on. Let
(2.21) τ0 = min{b log γ′, 2}, τ ′ = min{τ1, τ2, τ3},
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where
(2.22) τ1 = b log(yˆ − 1), τ2 = b log u, τ3 = b log xˆ.
We make a preparation by giving an upper bound for a sum related
to S in Section 3. In Section 4, we give the estimates for S0, S1, S2,
and S3 and get an upper bound for the sum S in the form of
(2.23) S =
∑
ρ∈H
(
eω(ρ−ρ
′) s0 − ρ′
s0 − ρ
)k
E
5.702 W 1−β
′(
γ′
)τ ,
with 2.25 + 0.46 + 0.92 + 2.072 = 5.702, using (4.3) and noting that
0.46(yˆ − 1) < 8.76 from yˆ < 20 stipulated in the paragraph containing
(2.8), 0.46yˆ < 8.76 from yˆ < 20, and 0.46 a u < 1.92 from u < 9
described near the same place in Section 2, where
(2.24) τ = min{τ0, τ ′ − log log T ′log T ′ },
for some T ′ ≥ T0.
Recalling the restriction on b and c in (2.12) and that of k, the first
one of which involves γ′, in (2.14), we denote
(2.25) D = b, L = c− b,
for our later use in the applications of Lemma 4 and Lemma 5 in Section
5. We find a lower bound for S as
(2.26) |S| ≥ 1
(γ′)rˇ
,
where
(2.27) rˇ = (c− b)[4 log 2 + 2 + log c− log(c− b)],
under the condition that c − b ≥ L
log(γ′)
, where L is the number of
zeros for the Riemann zeta function in the region H or that subject to
1− β < axˆ(1− β ′) and ∣∣γ − γ′∣∣ ≤ au(1− β ′). Therefore,
(2.28) |S| ≥ 1
(γ′)rˇ
,
with the restriction (c − b) log γ ≥ L = zˆ(γ′), the number of zeros for
the Riemann zeta function in the region restricted as defined in H .
Finally, we take δ = 17?
19
so that actually r1 = r2. With this choice,
we choose a = , b = , c = , u = , xˆ , and yˆ = 2, so that
r˚ :=?? < rˇ ≤ r1 and rˇ ≤ r2. It follows that (2.29)? to be valid.
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With suitable choices of the above-mentioned constants at the end
of Section 5, we get
(2.29) 0 < rˇ ≤ τ − 1
32
.
From (2.23) and (2.26), we reach
(2.30) β ′ < 1− mvf log γ′
(2γ′)v
,
which is a contradiction to (2.1). Conclude that we have proved the
Main Theorem.
3. A preparatory estimate by Tura´n
Concerning the sums in (2.19), we first prove the following estimate∣∣∣∣ W 1−s(s− 1)k −
∑
ρ∈Z
W ρ−s
(s− ρ)k −
∞∑
n=1
W−2n−s
(s+ 2n)k
∣∣∣∣
≤ 9 2σ−1 W 1−σ
2 t
(
2σ−1−1
)
(σ−1)k−1
,
(3.1)
for σ > 1, under the assumption (1.16) with k being an integer not
less than 4 or k ∈ N + 3, as stipulatd in (2.14); here, we adopt a set
notation aN+ b := {an+ b : n ∈ N, a ∈ R, b ∈ R} for convenience. A
similar result with the constant not explicit may be found in [19].
From this result, one proves (3.12), which is used in Section 4 for
estimating S in (2.23).
In order to prove (3.1), we first cite the following lemma from [19].
The result in this lemma exhibits why we are interested in that kind
of expression on the left hand side of (3.1).
Lemma 1. Let W ∈ R+\Q and k ∈ N+ 3.
∑
n≥W
Λ(n)
ns
logk−1
n
W
= (k − 1)!
(
W 1−s
(s−1)k −
∑
ρ∈Z
W ρ−s
(s−ρ)k −
∞∑
n=1
W−2n−s
(s+2n)k
)
.
(3.2)
From Lemma 1, one sees that we need to study the sum on the
left hand side expression of (3.2). To do so, we first consider the cor-
responding sum without “the logarithmic factors” on the left side of
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(3.2). Dividing the sum into infinitely many finite subsums, we have
(3.3) FW (s) =
∞∑
n=N
Λ(n)
ns
=
∞∑
τ=1
Gτ (s),
with
(3.4) Gτ (s) =
Nτ+1−1∑
n=Nτ
Λ(n)
ns
,
where N = ⌈W ⌉ and Nτ = 2τ−1N for all τ ∈ N. For each τ , one has
Gτ (it) =
Nτ+1−1∑
n=Nτ
ψ(n)− ψ(n− 1)
nit
=
Nτ+1−1∑
n=Nτ
ψ(n)
(
1
nit
− 1
(n+ 1)it
)
−
(
ψ(Nτ − 1)
N itτ
− ψ(Nτ+1 − 1)
N itτ+1
)
,
by the partial summation method. Here, we use the inequalities in
(1.8) with the assumption in (1.16). It results
Gτ (it)✁
∣∣∣−Nτ − 1
N itτ
∣∣∣ + ∣∣∣Nτ+1 − 1
N itτ+1
∣∣∣+ ∣∣∣Nτ+1−1∑
n=Nτ
n
(
1
nit
− 1
(n+ 1)it
)∣∣∣
+ 2BN
1−Hj(Nτ+1)
τ+1 log
2Nτ+1
+B
Nτ+1−1∑
n=Nτ
n1−Hj(n) log2 n
∣∣∣ 1
nit
− 1
(n+ 1)it
∣∣∣,
noting that Hj(x) is a decreasing function of x. The sum of the first
three terms in the last expression is equal to
∑Nτ+1−1
n=Nτ
1
nit
by the partial
summation method. Therefore,
Gτ (it)✁
Nτ+1−1∑
n=Nτ
1
nit
+ 2BN
1−Hj(Nτ+1)
τ+1 log
2Nτ+1
+BN
−Hj(Nτ+1)
τ+1 log
2Nτ+1
Nτ+1−1∑
n=Nτ
n
∣∣∣∣ 1nit − 1(n+ 1)it
∣∣∣∣.
(3.5)
We now estimate the first sum in (3.5). From |ez − 1 − z| ≤ |z|2
when ℜ(z) ≤ 1 and | log(1 + u) − u| ≤ 1
2
u2 and log(1 + u) ≤ u when
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0 < u < 1, we get∣∣(n + 1)1−it − n1−it − (1− it)n−it∣∣ = n∣∣∣(1 + 1n)1−it − 1− 1−itn ∣∣∣
≤ n
∣∣∣(1 + 1n)1−it − 1− (1− it) log(1 + 1n)∣∣∣+ n|1− it|∣∣∣log(1 + 1n)− 1n ∣∣∣
≤ n(t2 + 1) log2(1 + 1
n
)
+
√
t2+1
2n
≤ 9(t2+1)
8n
,
with z = (1 − it) log(1 + 1
n
) and u = 1
n
for t ≥ 15. Summarizing the
last inequality from n = Nτ to Nτ+1 − 1, we acquire∣∣∣∣N1−itτ+1 −N1−itτ − (1− it)
Nτ+1−1∑
n=Nτ
1
nit
∣∣∣∣ < 9(t2 + 1)8 .
It follows that
(3.6)
∣∣∣∣
Xτ+1−1∑
n=Xτ
1
nit
∣∣∣∣ ≤ 9
√
t2 + 1
8
+
3Nτ√
t2 + 1
<
2Nτ+1
t
,
recalling N > W from the designation of N after (3.4) andW ≥ 9(t2+1)
8
from (2.18).
As for the last sum in (3.5), we note
1
nit
− 1
(n+ 1)it
=
1
(n+ 1)it
((
1+ 1
n
)it
−1
)
=
1
(n+ 1)it
(
eit log(1+
1
n
)−1
)
.
We apply the mean value theorem to the difference in the last expres-
sion, getting eit log(1+
1
n
)−1 = it log(1+ 1
n
)
eim with 0 < m ≤ t log(1+ 1
n
).
Note again that log(1 + u) ≤ u for 0 < u < 1. Hence,
(3.7)
∣∣ 1
nit
− 1
(n+1)it
∣∣ ≤ t
n
.
Putting (3.6) and (3.7) in (3.5), we obtain∣∣Gτ (it)∣∣ ≤ 2Nτ+1t +(
Bt
2
+ 2B
)
N
1−H(Nτ+1)
τ+1 log
2Nτ+1 ≤ 9·2τ−2Nt ,
(3.8)
recalling (2.18) with γ′ being replaced by t. With this estimate in (3.8),
it then follows that
(3.9) Gτ (s) =
2τN−1∑
n=2τ−1N
Λ(n)
nσ+it
✁
1
(2τ−1N)σ
Gτ (it) ≤ 9
2 t 2(σ−1)(τ−1)Nσ−1
.
Recalling the definition of FW (s) in (3.3) with the definition of GW (s)
in (3.4) with (3.9), we acquire
(3.10) |FW (s)| ≤ 9
2tNσ−1
∞∑
j=1
2−(σ−1)(j−1) =
9 2σ−1
2t
(
2σ−1 − 1)Nσ−1 .
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Now, we use the following lemma, which is from the context on page
161 in [20], in estimating the expression on the left side of (3.2).
Lemma 2. Let W ∈ R+\Q and k ∈ N+ 3.
(3.11)
∑
n≥W
Λ(n)
ns
logk−1
n
W
= (k − 1)
∫ ∞
W
Fu(s)
logk−2 u
W
u
d u.
From (3.10) and (3.11), one has∣∣∣∣∑
n≥W
Λ(n)
ns
logk−1
n
W
∣∣∣∣ ≤ 9(k − 1)2σ−12 t(2σ−1 − 1)
∫ ∞
W
logk−2 u
W
uσ
d u
=
9(k − 1)2σ−1W 1−σ
2 t(2σ−1 − 1)
∫ ∞
0
vk−2
ev(σ−1)
d v =
9(k − 1)! 2σ−1 W 1−σ
2 t
(
2σ−1 − 1)(σ − 1)k−1 .
By Lemma 1, one obtains (3.1).
At the end of this section, we use (3.1) to get the estimate as shown
in (3.12) as below. Multiplying (3.1) with s = s0 = σ0 + iγ
′ or σ = σ0
and t = γ′, which is defined in (2.3), by a factor W s0−ρ
′
(s0−ρ′)k whose
absolute value being W σ0−β
′
(σ0 − β ′)k, recalling that ρ′ = β ′ + iγ′, we
acquire
W 1−ρ
′( s0−ρ′
s0−1
)k −∑
ρ∈Z
W ρ−ρ
′( s0−ρ′
s0−ρ
)k − ∞∑
n=1
W−2n−ρ
′( s0−ρ′
s0+2n
)k
✁
9 (σ0−1)2σ0−1W 1−σ0
2(2σ0−1−1)γ′
(
σ0−β′
σ0−1
)c log γ′
= 9
2(γ′)1+b log log γ′
.
(3.12)
Here, we have used σ = 1+ (a− 1)(1− β ′) from (2.4) and W ≥ 2 from
(2.18) so that σ0−1
2σ0−1−1 ≤ 1, 2σ0−1W 1−σ0 ≤ 1; also,
(3.13) s0−ρ′ = a(1−β ′) ≤ 1, and s0−1 = (a−1)(1−β ′)+i γ′ D γ′.
Here and from now on, we use the notation g(x) D h(x) + Bf(x) in
this article to represent the fact that |g(x)− h(x)| ≥ Bf(x) whenever
x ≥ x0 with respect to x0 ≥ 0. If x0 = 0 in such a statement, we mean
that the inequality involved is valid for all the non-negative values of
x.
One may notice that the first sum on the left side of the last inequal-
ity runs over the set Z of all zeros while that sum in (2.23) involves only
a subset H defined in (2.10) of zeros for the Riemann zeta function.
That is the reason we have to deal with the set outside of H in the
next section.
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4. Estimates on Sums
In this section, we estimate Sj for j = 0, 1, 2, 3.
To estimate S0, we use (3.12). Recall the designations of σ0 and s0
in (2.3) and that of k in (2.14). It follows for the first term on the left
hand side of (3.12) that
(4.1)
∣∣W 1−ρ′( s0−ρ′
s0−1
)k∣∣ ≤ W 1−β′
(γ′)k
≤ W 1−β′
(γ′)b log log γ′
,
as a ≤ 2 from the setup of a in (2.2), and β ′ > 1
2
from (2.1), (3.13),
and (γ′)k ≥ (γ′)b log log γ′ . For the second sum there, we also have∣∣∣∣
∞∑
n=1
W−2n−ρ
′
(
s0 − ρ′
s0 + 2n
)k∣∣∣∣
≤ 1
W 2
(
a(1− β ′)
γ′
)2 ∞∑
n=1
1
nk−2
≤ 5
4W 2(γ′)2
,
(4.2)
noting that k ≥ 4 from the stipulation after (2.14) and ∑∞n=1 1nk−2 ≤
1 +
∫∞
1
dx
(2x)k−2
≤ 1 + ∫∞
2
d v
vk−2
= 1 + 1
(k−3)2k−2 ≤ 54 and recalling a ≤ 2
from (2.1) and 1− β ′ < 1
2
from (2.2).
We notice that 9
2 γ′
≤ 0.0001 as γ′ ≥ T0 with T0 defined in Section
1, before the statement of the Main Theorem. With (3.12), (4.1), and
(4.2), one sees that
(4.3) |S0| ≤ 9W 1−β
′
2 (γ′)1+τ0
+ W
1−β′
(γ′)τ0
+ 5W
1−β′
4W τ0
≤ 2.251W 1−β′
(γ′)τ0
,
where τ0 is defined in (2.21).
For the estimate of S1, we consider two sub-sums separatedly. One
is over the set {ρ ∈ Z : γ > γ′ + yˆ}; another over the set {ρ ∈ Z :
γ < γ′− yˆ}. One may estimate both sub-sums similarly with the same
upper bound, therefore, we give the details only for the first one.
We need an estimate on the number of zeros in certain regions, for
which we recall from [15] that for T ≥ 2
(4.4)
∣∣N(T )−M(T ) + 7
8
∣∣ ≤ Q(T ) ,
whereM(T ) = T
2pi
log T
2pi
− T
2pi
and Q(T ) = 0.137 log T+0.443 log log T+
1.588. From this formula, for t ≥ 3 we derive for 0 < t1 < t2
N(t2)−N(t1) ≤M(t2)−M(t1) +Q(t2) +Q(t1).
We now only consider the special case, in which we use t2 = t and
t1 = t − 1. Then, we apply the mean-value theorem for the function
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f(x) = M(x) with the above functionM in the interval [t−1, t], getting
that the derivative f ′(x) = 1
2pi
log x
2pi
and
(4.5) M(t2)−M(t1) ≤ 12pi log t2pi .
We recall that there exist no zeros of the Riemann zeta-function for
|t| ≤ 14 from [5]. From (4.4) and (4.5), we see that N(t)−N(t− 1) ≤
1
2pi
log t
2pi
+0.137 log t+0.443 log log t+1.588 < 0.16 log t+0.137 log t+
0.443 log log t as log(2π) > 1.836 > 1.588. We have the following
lemma.
Lemma 3. Let t ≥ 15. Then,
(4.6)
∑
ρ∈Z: t−1<γ−t≤t
1 ≤ 0.46 log t.
We now estimate S1, S2, and S3.
For S1, we first notice that σ0 − β ′ = a(1 − β ′) ≤ 1 from (2.4) with
a ≤ 2 in (2.1) and β ′ > 1
2
in (2.2). By the last lemma, one sees that
the number of zeros ζ(s) for γ′ + n < γ ≤ γ′ + n + 1 is not greater
than 0.46 log
(
γ′+n+1
)
so from the definition of S1 in (2.19) with the
definition of H1 in (2.11) that
|S1| ≤ 2W 1−β′
∑
ρ∈Z: γ−γ′≥yˆ
(
σ0 − β ′
|s0 − ρ|
)k
≤ 0.46W 1−β′
∞∑
n=⌊yˆ⌋
(
1
n
)k
log
(
γ′ + n+ 1
)
,
(4.7)
noting that log
(
γ′ + n + 1
) ≤ n log γ′ from e(n−1) log γ′ > n+1
γ′
+ 1 for
n ≥ 2 as γ′ > Tj ≥ T0 where Tj for m ≥ 3 and T0 are defined in Section
1. Recalling the designation that yˆ ≥ 2 and σ0−β ′ = a(1−β ′) ≤ 1, we
see that s0−ρ = a(1−β ′)+ i(γ′−γ) D |γ−γ′|−1 ≥ n, from (2.3) with
(2.1) and (2.2). Also, note that
∑∞
n=⌊yˆ⌋
1
nk−1
≤ 1
(⌊yˆ⌋−1)k−1 +
∫∞
⌊yˆ⌋
d v
vk−1
≤(
1 + 1
k−2
)
1
(yˆ−1)k−2 with yˆ ≥ 2 and k ≥ 4. Recalling k ≥ b log γ′ from
(2.14), we have
|S1| ≤ 0.46W 1−β′ log γ′
∞∑
n≤⌊yˆ⌋
1
nk−1
≤ 0.46W 1−β′ log γ′ (1 + 1
k−2)
1
(yˆ−1)k−2 ≤ 0.46(yˆ−1)
2W 1−β
′
log γ′
(γ′)τ1
,
(4.8)
noting that (yˆ − 1)k ≥ (yˆ − 1)b log γ′ = (γ′)τ1 , where τ1 is defined after
(2.21).
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As for the estimate of S2, we recall the definition of S2 from (2.19)
with the definition of H2 in (2.11) and use (4.6) with t = γ
′ and
d = yˆ with |H2| ≤ |H′2|, where H′2 = {ρ ∈ Z : |γ − γ′| < yˆ}, from
H2 ⊂ H′2. Also, recall max{2, ua(1 − β ′)} < yˆ ≤ 9 in (2.6), and
γ′ ≥ Tj ≥ T0 = 2445999554999. Recalling σ0 − β ′ = a(1 − β ′) and
σ0 − 1 = (a− 1)(1− β ′) in (2.4) from our design on σ0 in (2.2), set up
on u in (2.7), and β ′ < 1 from (2.1) that s0 − ρ = σ0 + i γ′ − β − i γ D√
(σ0 − 1)2 + u2(σ0 − β ′)2 = (1− β ′)
√
(a− 1)2 + u2a2 that
|S2| ≤ 0.46 yˆ W 1−β′
(
σ0−β′√
(σ0−1)2+u2(σ0−β′)2
)k
log γ′
= 0.46 yˆ W 1−β
′
(
a√
(a−1)2+u2a2
)k
log γ′ ≤ 0.46 yˆ W 1−β
′
log γ′
(γ′)τ2
,
(4.9)
recalling a > 1 and noting that uk ≥ ub log γ′ = (γ′)b log u, where τ2 is
defined after (2.21).
We estimate S3 similarly. Recalling the definition of S3 in (2.19) and
noting that s0−ρ
′
s0−ρ =
σ0−β′
σ0−β+i (γ′−γ) E
1
xˆ
from σ0 − β ≥ xˆ(σ0 − β ′) by the
definition of H3 in (2.11), a ≤ 32 , and Lemma 3 with t = γ′+ t˚ ≤ γ′+ 32
for t˚ = −1
2
, 1
2
, and 3
2
, and σ0 − β ′ = a(1 − β ′) from (2.3) and β ′ >
1
2
from (2.1), so that the number of zeros in H3 is not greater than
3 × 0.46a0 log(γ′ + 32) ≤ 1.381 log γ′, as log(γ′ + 32) ≤ 1.000001 log γ′
from γ′ ≥ Tj ≥ T0, we have
(4.10) S3 ≤ 1.381 aW 1−β
′
log γ′
xˆb log γ
< 2.072W
1−β′ log γ′
(γ′)τ3
,
where τ3 is defined in (2.22).
We finish the proof of (2.23) by collecting (4.3), (4.8), (4.9), and
(4.10), recalling the definition of τ in (2.21).
5. Applying the power sum method lemmas
Tura´n invented the power sum method while investigating the zeta
function and used this method to prove results about the zeros of the
zeta function. Using his power sum method, Tura´n proved the following
lemma 4 in [20]. A slightly weak result was used in [20] by Tura´n in
proving similar results to the Main Theorem with respect to a different
designation for the functions Hj(x) and hj(t), but only in the sub-
interval close to 1.
Lemma 4. Let L ∈ N+ 1 and z1, z2, . . ., zL be complex numbers with
(5.1) min
1≤l≤L
|zl| ≥ M.
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Then for all D ∈ R+ such that D ≥ 1,
(5.2) max
D≤ν≤D+L
∣∣∣zν1 + zν2 + . . .+ zνL∣∣∣ > MD
(
M L
e(M + 1)(D + L)
)L
.
In Section 2, we follow Tura´n’s proof by using Lemma 4 in case (i).
However, we need a slightly different version of Lemma 4 in case (ii).
This slightly different version is stated as Lemma 5.
The next lemma is a slightly modified version of Lemma T, with
slightly improved constants, in Tura´n’s paper [21]. It is a slightly re-
vised version of Lemma 4 with less restriction on D and improved
constant in the lower bound, of Lemma III on page 49 in [21].
Lemma 5. Let L ∈ N + 1, l = 1, 2, . . ., L, and zl ∈ C satisfy the
condition
(5.3) max
1≤l≤L
|zl| ≥ 1.
Then for every D ∈ R+ such that D ≥ L
40
,
(5.4) max
D≤ν≤D+L
∣∣zν1 + zν2 + . . .+ zνL∣∣ ≥
(
L
16e2(D + L)
)L
.
In [2], there is a stronger estimate on the zero-growth rate equivalent
to the Lindelo¨f hypothesis, which is proved with the newly introduced
pseudo-Gamma function by Cheng and Albeverio in [1]. We quote the
result of Theorem 2 from [2] as the lemma below.
Lemma 6. Let T0 ≥ 2445999554998. Also, let 12 < d ≤ 32 and 12 < λ <
1. Then, for t ≥ T0, the number of zeros ρ = β + iγ, β, γ ∈ R, of the
Riemann zeta-function in the region such that σ > λ and |γ − t| ≤ d,
is bounded from above by zˆ(t) with zˆ(t) ≤ 4.
Recalling the definition of H in (2.10) with (2.9), we know that H is
completely located on the right half plane σ > 1
2
. Therefore, we may
use Lemma 6 with t = γ′, λ = 1−xˆ(σ0−β ′) > 12 , and d = u(σ0−β ′) < 32
from the restriction on u in (2.7) and σ0 − β ′ ≤ 32 in (2.4).
We apply 5 by letting L be the number of zeros ζ(s) in the region H
with
(5.5) L = |H| ≤ zˆ(γ′),
where zˆ(t) is from Lemma 6 as above. We note here that L > 0 from the
definition of H with the assumption on contrary in (2.1), the vertical
restriction is satisfied by |γ′ − γ′| = 0 ≤ u(σ0 − β ′) and the horizontal
restraint β ′ > σ0 − xˆ(σ0 − β ′) is equivalent to σ0 − β ′ < xˆ(σ0 − β ′),
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which is valid as xˆ > 1 from (2.5). From this observation, we see that
zl(ρ′) = 1 so that the condition in (5.3) is justified.
We may use the quantities D and L designated in (2.25). One may
notice that the estimates in (5.4) are better if both D and L are as
small as possible, because
(
L
D+L
)L
is a decreasing function of L when
D is fixed or of D when L is fixed. Therefore, we can count on the
sharper estimate on the size |H| as stated in Lemma 6 from [2]; the
result in this article depends on Lemma 6 heavily.
Now, we let l be a one-to-one map from H to {1, 2, . . . , L} such that
l = l(ρ) and denote
(5.6) zl = zl(ρ) = e
ω(ρ−ρ′)s0 − ρ′
s0 − ρ .
We recall the definition of D = b log γ′ in (2.14) and verify that D ≥ L
40
from b ≥ 0.003 > log log T0
40 log T0
> 7 log log γ
′
40 log γ′
as γ′ ≥ Tj > T0 for j ≥ 3. From
Lemma 5, we see that there exists at least one k, which satisfies (2.14),
such that (2.26) holds with rˇ defined in (2.27).
This ends this section.
6. The power sum method lemmas
In this section, we prove Lemma 5.
Note that
max
v∈N:D≤ν≤D+N
∣∣zν1 + zν2 + . . .+ zνL∣∣ ≥ max
v∈N:D≤ν≤D+L
∣∣zν1 + zν2 + . . .+ zνL∣∣,
and
(
N
D+N
)N
is a decreasing function with respect to N for any fixed
value of D. We see that the result in Lemma 5 with N being replaced
by L is actually stronger in the case that N > L. In the remain of this
section, we use Lemma 4 to prove Lemma 5 with N being replaced by
L. For convenience, we use the notations
M0 = max
1≤j≤L
|zj|,
M1 = max
D≤ν≤D+L
|zv1 + zv2 + . . .+ zvL|,
M2 = max
D+1≤ν≤D+L
|zv1 + zv2 + . . .+ zvL|
(6.1)
from now on.
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First of all, note that we may assume M0 = 1 without loss of gen-
erality. To justify this claim, we only need to apply Lemma 5 with
respect to the assumption that M0 = 1 to the case in which M0 > 1
and using zj/M0 in place of zj for j = 1, 2, . . ., L.
Secondly, we may assume thatD is an integer withM1 being replaced
by M2 in Lemma 5. One may justify that the lemma is valid for any
D ∈ R+ by using the integer part ⌊D⌋ in place of D and noting that
M1 ≥M2.
We also may assume that zj ’s for 1 ≤ j ≤ L are all distinct in proving
Lemma 5. Otherwise, we justify the lemma by constructing an infinite
sequence of the list [z1k, z2k, . . . , zLk] with respect to all k ∈ N such
that the sequence converges to the list [z1, z2, . . . , zL] and all zjk’s are
distinct for any fixed k and use the limit limk→∞maxD+1≤ν≤D+L |zv1k +
zv2k + . . .+ z
v
Lk|, as in [21].
Therefore, we only need to prove Lemma 5 under the assumption
that zj ’s are all distinct for j = 1, 2, . . ., L, M0 = 1, and D is an
integer with M1 being replaced by M2.
Let λ ∈ N such that 1 ≤ λ ≤ L and choose U = 1
4e(1+λ)
. Note that
1 − 4eU > 0 and let r ∈ R+ such that 1 − 4eU ≤ r < 1. We need a
lemma in [17] from the analytic theory of polynomials.
Lemma 7. Let w ∈ C and f(w) = ∏Lj=1(w − zj) and M ∈ R+. Then
for any prescribed U ∈ R+ the inequality |f(w)| ≥ UL holds outside at
most L discs |w − zj | ≤ rj such that r1 + r2 + . . .+ rL ≤ 2eU .
By Lemma 7, we have |f(w)| ≥ UL on the circle |w| = r for some r
satisfying the above condition. From |w − zj| ≤ 2 for every j = 1, 2,
. . ., L, we see that
(6.2) |w − zi1 | |w − zi2 | · · · |w − ziλ | ≥
(
U
2
)L
,
on |w| = r for every choice of {i1, i2, . . . , iλ} from {1, 2, . . . , L}. We
rearrange the set {1, 2, . . . , L} so that we have two cases.
Case i. 1 = |z1| ≥ |z2| ≥ . . . ≥ |zL| > r.
Here, we use Lemma 4 but with M1 being replaced by M2, which is
valid when D ∈ N from [21]. With M = 1− 4eU in Lemma 4, one gets
(6.3) M2 ≥ (1− 4eU)D
(
(1− 4eU)L
2e(1− 2eU)(D + L)
)L
.
Noting that
(
1 + 1
λ
)λ ≤ e and 1−4eU
1−2eU ≥ 18e for λ ≥ 140 , we justify ??
(wait a little bit later).
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Case ii. 1 = |z1| ≥ |z2| ≥ . . . ≥ |zl| > r > |zl+1| ≥ . . . ≥ |zL|, where
l ∈ {1, 2, . . . , L− 1}. Let
(6.4) P (w) =
L∏
j=l+1
(w − zj) =
L−l∑
j=0
aj w
L−l−j.
For the coefficients of the polynomial P (w), we have
(6.5) aj =
∑
l+1≤k1<k2<...<kj≤L
zk1zk2 · · · zkj ✁
(
L− l
j
)
.
Now, we need the following lemma, which is a classical result from
the theory of Newton-interpolation, see page 48 in [21].
Lemma 8. Let w ∈ C and C be a simple closed curve consisting of
analytic arcs on the w-plane and G(w) a regular function outside and
on C so that G(w) → 0 uniformly if |w| → ∞. Let l ∈ N, w1, w2,
. . ., wl be different points outside C, and g(w) be a polynomial of degree
l − 1. If g(w) = G(w) when w = wj for all j = 1, 2, . . ., l, then
(6.6) g(w) =
l−1∑
j=0
bj
j∏
k=1
(w − wk),
with the coefficients
(6.7) bj =
1
2πi
∫
C
G(z)∏j
k=1(z − wj)
d z,
where the product
∏0
k=1(z − wj) is regarded to be 1.
Let Q(w) be the polynomial of degree l − 1 such that Q(zj) =
1
zD+1j P (zj)
for every j = 1, 2, . . ., l. Then, by Lemma 8, we have
(6.8) Q(w) =
l−1∑
j=0
bj
j∏
k=1
(w − zk) =
l−1∑
j=0
cjw
j,
with
(6.9) bj =
1
2πi
∫
|z|=r
d z
zD+1P (z)
∏j
k=1(z − zk)
,
for j = 0, 1, . . ., l − 1. From this, one gets
(6.10) |bj | ≤ 1
rD
(
2
U
)L
≤ 1
(1− 4eD)D
(
2
U
)L
,
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recalling (6.2). Expressing cj in terms of bj in (6.8) by the above lemma,
we see
cj = bj − bj+1
∑
1≤i1≤j+1
zi1 + bj+2
∑
1≤i1,i2≤j+1
zi1zi2 − . . .
+ (−1)l−j−1bl−1
∑
1≤i1,i2,...,il−j−1≤j+1
zi1zi2 · · · zil−j−1 ,
(6.11)
for j = 0, 1, . . ., l − 2 and cl−1 = bl−1. By this inequality and (6.10),
we acquire
(6.12) |cj| ≤
(
l
j + 1
)
1
(1− 4eD)D
(
2
U
)L
recalling |zj | ≤ 1 for j = 0, 1, . . ., l − 2 and noting that 1 +
(
j+1
1
)
+(
j+2
2
)
+ . . .+
(
l−1
l−j−1
)
=
(
l
j+1
)
.
Finally we let
(6.13) R(w) = wD+1P (w)Q(w) =
D+L∑
j=D+1
dj w
j.
It follows from the definition of P (w) and Q(w) and zj 6= zk for j 6= k
that R(zj) = 1 for j = 1, 2, . . ., l and R(zj) = 0 for j = l + 1, l + 2,
. . ., L. Replacing 1 by R(zj) for all j = 1, 2, . . ., l in (6.13) and adding
the results together, one gets
(6.14) M2
D+L∑
j=D+1
|dj| ≥ 1.
By (6.13) with (6.12) and (6.5), we obtain
(6.15)
D+L∑
j=D+1
|dj| ≤
( l−1∑
j=0
|cj|
)(L−l∑
j=0
|aj|
)
≤ 1
(1− 4eU)D
(
4
U
)L
,
from which and (6.14), we conclude
(6.16) M2 ≥ (1− 4eU)D
(
U
4
)L
.
We conclude the proof of Lemma 5 in case (ii) similarly as we did in
case (i); the lower bound is valid for any value of λ.
This finishes the proof of Lemma 5.
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