Abstract-The effects of transforming the net function vector in the multilayer perceptron are analyzed. The use of optimal diagonal transformation matrices on the net function vector is proved to be equivalent to training the network using multiple optimal learning factors (MOLF). A method for linearly compressing large illconditioned MOLF Hessian matrices into smaller wellconditioned ones is developed. This compression approach is shown to be equivalent to using several hidden units per learning factor. The technique is extended to large networks. In simulations, the proposed algorithm performs almost as well as the Levenberg Marquardt algorithm with the computational complexity of a first order training algorithm.
Newton's method often have non-positive definite or singular Hessian matrices [16] [17] which result in unstable training. Hence the Levenberg-Marquardt (LM) algorithm [18] [19] is used instead. The LM algorithm is very computationally intensive due to the large size of the Hessian matrix so its use in training large networks is often limited.
In [20] a two-stage training algorithm known as multiple optimal learning factors (MOLF-BP) is found to produce results comparable to the LM algorithm with computations similar to first order training algorithms. However, the MOLF-BP approach still has certain limitations. The MOLF Hessian can be ill-conditioned. The size of the MOLF Hessian matrix H molf can also become prohibitively large for larger networks, resulting in scalability problems.
This paper gives a strong theoretical foundation to the basic MOLF algorithm by relating it to optimally transforming the net function vector of the MLP. For large networks, the scalability issues of the basic MOLF algorithm are dealt with by reducing the MOLF Hessian matrice's size via a reduction in the number of optimal learning factors.
The organization of this paper is as follows. Section II starts with an introduction to the MLP notation along with the basic back-propagation training of the MLP. Section III includes a review of the MOLF procedure in detail. An analysis of the existing MOLF procedure with equivalent networks is provided in section IV. The idea of collapsing the MOLF Hessian matrix is explained in section V along with its advantages. Section VI presents experimental results.
II. THE MULTILAYER PERCEPTRON

A. Notation
In the fully connected MLP of Fig. 1 , input weights w(k,n) connect the n th input to the k th hidden unit. Output weights w oh (m,k) connect the k th hidden unit's activation o p (k) to the m th output y p (m), which has a linear activation. The bypass weight w oi (m,n) connects the n th input to the m th output. The training data, described by the set {x p ,t p } consists of N-dimensional input vectors x p and Mdimensional desired output vectors, t p . The pattern number p varies from 1 to N v , where N v denotes the number of training vectors present in the data set.
In order to handle thresholds in the hidden and output layers, the input vectors are augmented by an extra element as
T where x p (N+1) = 1. Let N h denote the number of hidden units. 
where the k th element of the hidden unit activation vector o p is calculated as o p (k) = f(n p (k)) and f(.) denotes the hidden layer activation function. Training an MLP typically involves minimizing the mean squared error between the desired and the actual network outputs, defined as
where E p is the cumulative squared error for pattern p.
B. Discussion of Back-Propagation
BP training [13, 22, 23, 24] is a gradient based learning algorithm which involves changing system parameters so that the output error is reduced. For a MLP, the expression for actual output found from the input is given by equation (1) . The weights of the MLP are changed by BP so that the error E of equation (2), which computes the sum of the squared errors between the actual and desired outputs, decreases. The weights are updated using gradients of the error with respect to the corresponding weights.
The required negative error gradients are calculated using the chain rule utilizing delta functions, which are negative gradients of E p with respect to net functions. For the p th pattern, output and hidden layer delta functions [13] [21] are respectively found as,
Now, the negative gradient of E with respect to w(k,n) is,
The matrix of negative partial derivatives can therefore be written as,
where
If steepest descent is used to modify the hidden weights, W is updated in a given iteration as,
∆ W = z·G where z is the learning factor, which can be obtained optimally from the expression,
III. REVIEW OF MOLF ALGORITHM
The MOLF algorithm makes use of the BP procedure to update the input layer weights W, where a different learning factor z k is used to update weights feeding into the k th hidden unit. The output weights W oh and bypass weights W oi are found using output weight optimization (OWO).
Output weight optimization (OWO) is a technique for finding weights connected to the outputs of the network. Since the outputs have linear activations, finding the weights connected to the outputs is equivalent to solving a system of linear equations. The expression for the outputs given in (1) can be re-written as
where 
where,
Equation (9) is most easily solved using orthogonal least squares (OLS) [22] . The input weight connecting the n th input to the k th hidden unit is updated using, w k,n ← w k,n + z k ·g k,n (10) where, z k denotes the learning factor corresponding to the k th hidden unit. The vector z containing the different learning xp (1) xp (2) xp (3) xp (N+1) yp (1) yp (2) yp (3) yp(M) factors z k can be found using OLS from the following relation,
W Woh
In this section, the structure of the MLP is analyzed in detail using equivalent networks. The relationship between MOLF and linear transformations of the net function vector is investigated.
A. Discussion of Equivalent Networks
Let MLP 1, have a net function vector n p and output vector y p after back propagation training as discussed previously in section II-B. In a second network called MLP 2 trained similarly, the net function vector and the output vector are respectively denoted by and y p ′. The bypass and output weight matrix along with the hidden unit activation functions are considered to be equal for both the MLP 1 and MLP 2. Based on this information the output vectors for MLP 1 and MLP 2 are respectively,
In order to make MLP 2 strongly equivalent to MLP 1 their respective output vectors y p and y p ′ have to be equal. Based on equations (12) and (13) this can be achieved only when their respective net function vectors are equal [23] .
MLP 2 can be made strongly equivalent to MLP 1 by linearly transforming its net function vector before passing it as an argument to the activation function f(.) given by, n p = C · (14) where C is a linear transformation matrix of size N h by N h .
On applying the linear transformation to the net function vector in equation (13) we get,
After making MLP 2 strongly equivalent to MLP 1, the net function vector n p can be related to its input weights W and the net function vector as,
Similarly, the MLP 2 net function vector can be related to its weights W′ as,
On substituting (17) into (16) we get,
It is observed above that the net function of MLP 1 is found by linear transformation of the input weight matrix W′ of MLP 2 given by, W = C · W′ (19) If the elements of the C matrix are found through an optimality criterion, then optimal input weights W′ can be computed with the input weight matrix W of MLP 1.
B. Optimal transformation of net function
The discussion of equivalent networks in section IV-A suggests that, an optimal set of net functions can be obtained by linear transformation of the input weights W. In this section, the input weight update equations are derived for OWO-BP training, using the linear transformation matrix C from MLP 2.
MLP 1 and MLP 2 are strongly equivalent as before. Then output of the two networks after transformation is given as in equation (15) . The elements of the negative gradient matrix G′ of MLP 2 found from equation (2) and (15) is defined as,
Rearranging terms in (20) results in, (21) which is abbreviated as,
The input weight update equation for MLP 2 based on its gradient matrix G′ is given by, W′ = W′ + z · G′ (23) On pre-multiplying this equation by C and using equations (19) and (22) we obtain (24) is nothing but the weight update equation of MLP 1, which would result in the network being strongly equivalent to MLP 2. Thus using equation (24), the input weights of MLP 1 can be updated so that its net functions are optimal as in MLP 2.
Lemma 1: For a given R matrix, there are an uncountably infinite number of C matrices. The transformed gradient G′′ of MLP 1 is given in terms of the original gradient G as,
Equations (24) and (25) suggest that MLP 1 could be trained with optimal net functions using only the knowledge of the linear transformation matrix R.
C. Multiple optimal learning factors
Equations (24) and (25) give a method for optimally transforming the net functions of an MLP by using the transformation matrix R. In this subsection, the MOLF approach is derived from equations (24) and (25) . Let the R matrix in equation (24) be diagonal. In this case equation (24) becomes, w(k,n) = w(k,n) + z · r(k)g(k,n) (27) where r k denotes the k th diagonal element of R. On comparing equations (10) and (27), the expression for the optimal learning factors z k could be given as, z k = z · r(k) (28) Equation (28) suggests that using the MOLF algorithm for training a MLP is equivalent to optimally transforming the net function vector using a diagonal transformation matrix.
V. EFFECTS OF COLLAPSING THE MOLF HESSIAN
This section presents a computational analysis of the existing MOLF algorithm followed by a proposed method to collapse the MOLF Hessian matrix to create fewer optimal learning factors.
A. Computational Analysis of the MOLF algorithm
In the existing MOLF algorithm a significant amount of the computational burden is attributed to inverting the Hessian matrix to find the optimal learning factors, usually through the OLS procedure. The size of the Hessian matrix which is based on the number of hidden units in the network directly affects the computational load of the MOLF algorithm.
The gradient and Hessian equations of the MOLF algorithm are given in equation (11) .The computation of the multiple optimal learning factor vector z requires that equation (11) Thus having the number of optimal learning factors equal to the number of hidden units can result in a high computational load and also could lead to an ill-conditioned MOLF Hessian matrix.
B. Training with several hidden units per OLF
In this section, we modify the MOLF approach so that each OLF is assigned to one or more hidden units. The Hessian for this new approach is compared to H molf .
Let N OLF be the number of optimal learning factors used for training in the proposed variable optimal learning factors (VOLF) method. N OLF is selected such that it divides N h , with no remainder. Each optimal learning factor z v then applies to N h /N OLF hidden units. The MLP output based on these conditions is given by, The negative gradient of the error in equation (2) with respect to each of the optimal learning factors z v , denoted as g volf is computed based on equation (30) as,
The Hessian matrix H volf is derived from (2), (30) and (31) as,
The vector z of variable optimal learning factors is found from the negative gradient vector and Hessian matrix from the relation, H volf · z = g volf (33) where H volf is N OLF by N OLF and g volf is a column vector of dimension N OLF . Thus by varying the number of optimal learning factors required for training, the vector z is found using the method discussed in section III.
The computation required for solving equation (33) can be adjusted by choosing the number of optimal learning factors. When N OLF equals one, the current procedure is similar to using a fixed optimal learning factor as discussed in section II. In this case, it requires less computation but the algorithm is also not very effective. When N OLF equals N h , then the algorithm reduces to the MOLF algorithm described in section 3. Thus by varying the number of optimal learning factors between one and N h , the algorithm interpolates between the MOLF and OLF cases.
C. Collapsing the MOLF Hessian
Occasionally the MOLF approach can fail because of distortion in H molf due to linearly dependent inputs [20] or because it is ill-conditioned due to linearly dependent hidden units [20] . In these cases we don't have to redo the current training iteration. Instead we can collapse H molf and g molf down to a smaller size and use the approach of the previous subsection. The elements of the original MOLF Hessian matrix H molf for a MLP with N h hidden units are denoted as,
collapsing the Hessian matrix H molf to a matrix H molf1 of size N OLF by N OLF we get,
The relationship between the elements of H molf1 and H molf is described by,
Equations (11) and (32) show that collapsing the MOLF Hessian matrix to size N OLF by N OLF results in a VOLF Hessian matrix of that size. Thus the H molf1 Hessian matrix of equation (35) is the equivalent to the VOLF Hessian matrix H volf of equation (32).
On collapsing the negative gradient vector g molf to a vector g molf1 having N OLF elements we get,
The relationship between g molf1 and g molf is described by,
Equations (11) and (31) show that collapsing the MOLF gradient vector to size N OLF by 1 results in the VOLF gradient vector. Therefore collapsing the MOLF Hessian matrix H molf and gradient vector g molf is equivalent to training the MLP with the VOLF algorithm. (44) and (45), show that the number of multiplies required in the MOLF and VOLF algorithms consists of the OWO-BP multiplies, multiplies to compute the Hessian and negative gradient matrix, along with the number of multiplies to invert the Hessian matrix. The matrices H molf and H volf are respectively inverted in the MOLF and VOLF algorithms.
VI. RESULTS
A. Computational Burden of Different Algorithms
B. Experimental results
Here the performance of VOLF is compared with those of MOLF, OWO-BP, LM and CG. In CG and LM, all weights are varied in every iteration. In MOLF, VOLF and OWO-BP we first solve linear equations for the output weights and subsequently update the input weights.
The data sets used for the simulations are listed in Table I . The training for all the datasets are done on inputs normalized to zero mean and unit variance.
The optimal number of hidden units to be used in the MLP is determined by network pruning using the method of [24] . Then the k-fold validation procedure is used to obtain the average training and validation errors. In k-fold validation, the data set is split into k non-overlapping parts of equal size, and (k − 1) parts are used for training and the remaining one part is used for validation. The procedure is The average training error and the number of multiplies is calculated for every iteration in a particular dataset using the different training algorithms. These measurements are then plotted to provide a graphical representation of the efficiency and quality of the different training algorithms. These plots for different datasets are shown below.
For the Twod.tra data file [25] , the MLP is trained with 30 hidden units. In Fig. 2 , the average mean square error (MSE) for training from 10-fold validation is plotted versus the number of iterations for each algorithm (shown on a log10 scale). In Fig. 3 , the average training MSE from 10-fold validation is plotted versus the required number of multiplies (shown on a log10 scale).The LM algorithm shows the lowest error of all the algorithms used for training, but its computational burden may make it unsuitable for training purposes. It is noted that the average error of the VOLF algorithm lies between that of the OWO-BP and MOLF algorithms for every iteration. For the Single2.tra data file [25] , the MLP is trained with 20 hidden units. In Fig. 4 , the average mean square error (MSE) for training from 10-fold validation is plotted versus the number of iterations for each algorithm (shown on a log10 scale). In Fig. 5 , the average training MSE from 10-fold validation is plotted versus the required number of multiplies (shown on a log10 scale). In the initial iterations, the MOLF algorithm shows the least error. But overall, as for the previous dataset, the LM algorithm shows the lowest error of all the algorithms used for training. As before the average error of the VOLF algorithm lies between that of the OWO-BP and MOLF algorithms.
For the Power12trn.tra data file [25] , the MLP is trained with 25 hidden units. In Fig. 6 , the average mean square error (MSE) for training from 10-fold validation is plotted versus the number of iterations for each algorithm (shown on a log10 scale). In Fig. 7 , the average training MSE from 10-fold validation is plotted versus the required number of multiplies (shown on a log10 scale). For this dataset the MOLF algorithm performs better than all the other algorithms. As seen previously, the computational requirements of the LM algorithm is very high. As before the average error of the VOLF algorithm lies between that of the OWO-BP and MOLF algorithms for each iteration.
For the Concrete data file [26] , the MLP is trained with 15 hidden units. In Fig. 8 , the average mean square error (MSE) for training from 10-fold validation is plotted versus the number of iterations for each algorithm (shown on a log10 scale).
In Fig. 9 , the average training MSE from 10-fold validation is plotted versus the required number of multiplies (shown on a log10 scale). As before, the average error of the VOLF algorithm lies between that of the OWO-BP and MOLF algorithms for every iteration. Table II compares the average training and validation errors of the MOLF and VOLF algorithms with the other algorithms for different data files. For each data set, the average training and validation errors are found after 10-fold validation. From the plots and the table presented, it can be inferred that the error performance of the VOLF algorithm lies between those of MOLF and OWO-BP algorithms. The VOLF and MOLF algorithms are also found to produce good results approaching those from the LM algorithm, with computational requirements only in the order of first order training algorithms.
VII. CONCLUSION
In this paper we have put the MOLF training algorithm on a firm theoretical footing by showing its derivation from an optimal linear transformation of the hidden layer's net function vector. We have also developed the VOLF training algorithm, which associates several hidden units with each optimal learning factor. This modification of the MOLF approach will allow us to train much larger networks efficiently. 
