This paper proposes a robust estimator for a general class of linear latent variable models (GLLVM) (Moustaki and Knott 2000, Bartholomew and Knott 1999) . It is based on a weighted score function that is simple to implement numerically and is made consistent using the basic idea of indirect inference.
Introduction
Latent variable models are widely used in social sciences for studying the interrelationships among variables. Constructs such as intelligence, ability, emotion, stress, wealth, and quality of life are not directly measurable but only indirectly through a number of observed variables (indicators).
Moustaki and Knott (2000) proposed a generalized linear latent variable model (GLLVM) framework for any type of observed data (metric and categorical) in the exponential family. The estimation of the model parameters is done using full maximum likelihood (ML) and the EM algorithm. Moustaki and Knott extended the work of Moustaki (1996) for mixed binary and metric variables and Bartholomew and Knott (1999) for categorical variables. This model has been extended by Sammel, Ryan, and Legler (1997) and Dunson (2000) to allow for covariate effects on the latent and manifest variables.
However, a classical ML approach makes the fundamental assumption that the data are generated exactly from the model and in particular that there are no errors in the set of responses. For example, in the case of normal variables a subject with a response more than 3 standard deviations away from the mean has an unexpected response under the normal model which is considered to be either an error (e.g. recording error) or just an unusual subject not representative of the sampled population. For binary variables it 1 is harder to define when a data set is contaminated or not. For example, if the assumed model is a Guttman model then any positive/correct response that is followed by a negative/wrong response does not comply with the assumed model. As we deviate from the deterministic nature of the response patterns under the Guttman model it is more difficult to detect response patterns that are not generated by the assumed model. Subjects that indicate the presence of model deviation, i.e. they are highly improbable under the assumed model, might have been generated by another (not assumed) model.
As an illustrative example, we will consider constructing a measurement scale for the level of wealth using five indicators (measured on Swiss households). Two of them are binary and ask about the possession of dishwasher and car and the other three are continuous and measure expenditures for food, clothing and housing. See section 5 for more details. We fit a GLLVM using the MLE and our robust estimator (called IGWR) to the data and the estimates are given in Table 1 together with their standard errors (the values in bold correspond to significant variables at the 5% level). The MLE of the factor loadings shows that only the indicators of Food, Clothing and Housing expenditure are indicators of wealth, whereas the robust estimator adds the indicator Dishwasher. This example shows that the use of an alternative robust estimator can give a different interpretation to the analysis, and as it will be illustrated in Section 5 this difference is the consequence of the 2 presence in the data of a few outlying observations. Table 1 here
The question that is addressed in this paper is what is the effect of these unexpected set of responses on the ML estimator? Do the parameter estimates change radically if subjects that do not 'fit the model' are present in the sample or in other words is the ML estimator for the GLLVM robust?
If the ML estimator is not robust, that means that in principle one subject can change the conclusions drawn from the data analysis. This is obviously a non desirable property of the estimation procedure. In that case, a robust estimator which is built to be resistant to model deviations should be first developed and then used in practice. The aims of the paper are therefore twofold: investigate the robustness properties of the ML estimator for GLLVM and then propose a robust estimator.
General robustness theory can be found in Huber (1981) and Hampel, Ronchetti, Rousseeuw, and Stahel (1986) who have set the foundations. To assess the robustness properties of any statistic such as an estimator or a test statistic, one can use the Influence Function (IF ) (Hampel 1968 (Hampel , 1974 . To build a robust estimator, one can consider a general class of estimators, such as M-estimators (Huber 1964) , and choose one that has a bounded IF . The most efficient M-estimator with bounded IF for general parametric models 3 has been defined by Hampel et al. (1986) and named Optimal Bias Robust Estimator (OBRE). However, the OBRE is in practice very complicated to compute when the models are complicated like the GLLVM. Other robust estimators, such as the ones based on weighted score functions, can be used, but if the model is not based on symmetric models (such as the normal model), care needs to be taken to avoid inconsistent estimators. In robust statistics, this is not a new problem; see e.g. Dupuis and Morgenthaler (2002) . In this paper, we propose to use a simple M-estimator based on weighted scores function, and adapt indirect estimation (Gouriéroux, Monfort, and Renault 1993, Gallant and Tauchen 1996) to make the resulting estimator consistent.
It should be stressed that GLLVM can be in principle considered as belonging the the class of generalized mixed effect models. For the later, robust estimators have been proposed. For example Yau and Kuk (2002) propose a robust estimator based on adjusted dependent variables which replace socalled pseudo observations in a system of robust estimating equations. Yeap and Davidian (2001) propose a robust procedure in hierarchical nonlinear models. The robust estimator we propose is different. It can be used for general parametric models, and hence generalized mixed effect models as well.
The paper is organized as follows. The GLLVM and the ML estimator of the model parameters are presented in Section 2. In Section 3.1, the 4 robustness properties of the ML estimator are studied by means of the IF and the self-standardized sensitivity. A robust estimator is presented in Section 2.2 and its robustness, efficiency and consistency properties are studied. In Section 4, the behavior of the ML and the robust estimator under model contamination are studied through a simulation study and in Section 5 the consumption data set is analyzed using both methods. Finally, Section 6 concludes.
2 Estimation of generalized linear latent variable models 2.1 Approximate maximum likelihood estimator A latent variable model aims to explain the interrelationships among p manifest response variables x 1 , . . . , x p with q latent variables z 1 , . . . , z q where q is much smaller than p. The conditional distribution of
is taken from the exponential family (with canonical link functions), i.e.
The functions b(α i z * ) and c(x i , φ i ) take a different form depending on the distribution of the response variable x i (see McCullagh and Nelder 1989 , Moustaki and Knott 2000 , Moustaki 2000 . The assumption made is that the manifest variables are conditionnallly independent given the latent variables so that the joint distribution of the manifest variables is
T and where the z j in z are assumed to follow independently standard normal distributions, i.e.
Note that the independence assumption for the latent variables can be relaxed.
For a sample of size n, the log-likelihood is then
The partial derivatives are
where
The roots of (1) define the ML estimator b α i , ∀i. Differentiating the loglikelihood with respect to the scale parameter leads to
For the Binomial, the multinomial and the Poisson distribution the scale parameter φ = 1. For the Normal distribution, we have
To compute the ML estimator, one has to solve the integrals in (1) and (2). There are different ways for approximating the integrals such as the Gauss-Hermite quadrature (Moustaki and Knott 2000), Monte Carlo approximations or Laplace approximation (Huber, Ronchetti, and Victoria-Feser 2004) . All these approximations lead to approximate ML estimators. In this paper, we use Gauss-Hermite quadratures. It should be stressed that alternative classical estimators have been proposed in the framework of generalized mixed linear models, such asMcGilchrist (1994) the best linear unbiased prediction (BLUP) based on the h-likelihood of Lee and Nelder (1996), or Green (1987) penalized quasi-likelihood (PQL) (see also Breslow and Clayton 1993) .
Robust M -estimator
As it will be shown in Section 3.1, the MLE is not robust to small model deviations which can take the form, for example, of outlying observations in the sample. Therefore, we propose here to build a robust estimator belonging to the class of M -estimator (see Huber 1981) which has well known properties.
Given a relatively general function ψ (see Huber 1981) , an M -estimator is defined implicitly as the solution in θ of
It is known that choosing a bounded ψ or controlling the bound on ψ defines a robust estimator. A simple choice for ψ is given by a weighted score function, with smaller weights when the latter becomes too large, that is
The weight function w i can be the defined through the Huber function with parameter c given by
and s i is given in (1) and (2) combined. We will call the resulting estimator a globally weighted robust (GWR) estimator.
For an M -estimator defined generally through a ψ-function given in (3),
Fisher consistency implies
When this is not the case, one can make the M -estimator Fisher consistent by adding a proper quantity in its definition, i.e.
For the GWR, we have that
This quantity is not obvious to compute, so that we propose here another approach for making the GWR consistent, namely indirect inference.
Robust indirect estimator
Indirect estimation (see Gouriéroux, Monfort, and Renault 1993, Gallant and Tauchen 1996) was proposed as a procedure when the data generating model 
10 for a sample {x 1 , . . . , x n } supposedly generated from F θ . Let h be a binding
A consistent estimator of θ is then given implicitly by the solution in θ of
When h has not an explicit formulation, one can estimate the integral by simulating n · s observations from F θ for a given θ and use for example a Newton step as in
to compute b θ. Note that one can take b θ
= b π and the seed parameter should be set to a fixed value for all values of θ in order to ensure successful optimization. For the GLLVM, we therefore propose as a robust estimator the converged b θ given in (9) (which is the solution in (8)) with b π defined implicitly in (6) and with ψ-function given in (4). We will call the resulting estimator an indirect globally weighted robust (IGWR) estimator. In the Appendix, we present an iterative procedure to compute it.
It should be noted that optimization implied in (9) is actually a special case of the general optimization problem of an indirect estimator given by
be chosen to maximize efficiency (see Gouriéroux, Monfort, and Renault 1993) . For computational simplicity, one can also choose Ω = I. Genton and Ronchetti (2003) have actually proposed to choose a function ψ defining a robust estimator for π and proved that in this case the indirect estimator b θ is also robust. They also develop robust indirect inference.
Indirect estimation is a useful procedure for correcting the bias. A proposition for bias-correcting robust estimators can be found in Dupuis and Morgenthaler (2002) . They first define the general class of robust weighted likelihood estimators given by (4) in which the weight function can be any weight function. Then, they propose to correct the bias by means of a first order approximation by adding to b π the quantity −K(θ)
evaluated at θ =b π, with Dupuis and Morgenthaler (2002) propose to replace the integral in (11) by the mean over the sample. This approach is somehow similar to ours with the following important differences. First in (11) the derivative of the ψ-function needs to be computed. Second, the expected value of the ψ-function is also needed. Third, it is a one step correction.
Finally, it should also be stressed, that the IGWR estimator is actually very general since it can be used in principle for any parametric model F θ and can be extended to other types of ψ-functions.
Statistical properties of the estimators
In this section, we first analyse the robustness properties of the ML for the GLLVM to show that it is necessary to have a robust estimator. We then analyse the efficiency properties of the later in order to have a guideline in choosing the constant c in (5).
Robustness properties of the ML estimator
The robustness properties of the approximate ML estimator are analysed by means of the IF. For the simulations we will consider the case of a mixture of normal and binary variables with one latent variable although the theoretical results are presented for all types of responses and more than one latent variable. We note also that since the BLUP or the PQL estimators are similar to the MLE (using Gauss-Hermite quadratures to approximate the integrals) in that they can be seen as maximizers of a "pseudo" likelihood function, we do not expect them to behave differently than the MLE in terms of robustness.
For ML estimators b θ of the parametric model F θ , the IF is given in general by
..,p (see Hampel et al. 1986 ). It is therefore proportional to the score function. For the GLLVM, the score function depends on the point of contamination x through the quantities 
an be very large if x i is far away from its expectation, but at the same time its conditional density g i (x i |z, θ i ) becomes very small and the behavior of
is not straightforward to study. One could also expect the IF to be bounded, since for extreme values in one of the x i , g i (x i |z, θ i ) should be very small or even nil.
In order to investigate this point, we computed the IF for each parameter as a function of one of the x i in x. The model we chose is a one-factor model 
Figures 1 and 2 here
In case of categorical responses, a contaminated value occurs when a response category is changed to another category. The stability of the MLE for binary responses has been studied by Tzamourani (1999) .
The IF measures directional effects of model deviations on the estimator.
A more global measure is given by the self-standardized sensitivity (Hampel et al. 1986) given in general by
where V ( b θ, F θ ) is the asymptotic variance of b θ. It is difficult to search for the supremum over all possible contamination points x, but by considering several directions (different contamination settings and different parameter values), one can at least find a lower bound for the (potential) effect of model contamination on b θ. For the GLLVM we have that the asymptotic covariance matrix of the ML estimates is the inverse of the information matrix given by
For different combinations of contaminations (i.e. 1st, 2nd and/or 3rd normal variable taking extreme values), we found that γ * ≥ 1402 which means that for a small amount of contamination, say 1%, the bias on the ML estimates can be as large as 14.02!!!
The study of the IF and the self-standardized sensitivity provides information on the asymptotic bias of the ML estimator. To make the point even stronger, we perform simulation studies in Section 4 and compare the performance of the ML estimator to the IGWR one.
Efficiency
To compute the IGWR estimator, one has to choose the bound c in the weight function (5). Obviously, the smaller its value, the more robust is the estimator but also the less efficient. A strategy commonly used for choosing an appropriate value for c is to fix a degree of efficiency loss for the robust estimator compared to the MLE and choose c accordingly.
From Genton and Ronchetti (2003) , one can deduce the asymptotic covariance matrix of the IGWR estimator b θ and obtain
h(θ). Note that for an M-estimator as in (6), we have
Moreover, we can deduce D (θ) from (7) by taking derivatives with respect to θ, i.e.
When s is sufficiently large we have
It can be estimated by
where Q(b π, b θ) is computed as in (10).
For a fixed value of θ, one can use (12) to compute the efficiency of the IGWR estimator (versus the MLE) as a function of the bounding constant c. With the parameter values used in our previous simulation studies and a simulated (uncontaminated) sample of 1000 observations, we found a relationship between the efficiency of the IGWR estimator and the bounding constant c which is given in Figure 3 . In particular, for an efficiency ratio of 95%, one can use a bounding constant of approximately c = 3.5, whereas a bounding constant of c = 2, leads to an efficiency ratio of approximately 82%. It should be noted that in principle the efficiency depends on the parameter values. A strategy that is often adopted in such cases is to try different bounding constants c and compute the efficiency given the values of the estimates. We will illustrate this procedure with a real example in Section 5.
Finally, note that one can use (12) for testing the significance of each parameter.
Figure 3 here 4 Simulation study
In this Section, we present a simulation study that should enable one to confirm the results we found theoretically. In particular, we would like to check 20 that the bias under contaminated data is smaller with the IGWR estimator and that in some settings, the ML estimator can be seriously biased. In order to see that, we have simulated 50 samples of size 200 from the mixed GLLVM we used previously. We also contaminated the data in three different ways. In one case we chose randomly 3% of the first normal variable Third, although the contamination is on the normal variables, the MLE estimator of the loadings for the binary variables (α 12 , α 22 ) (not the means α 11 , α 21 ) are biased when the contamination occurs on all normal variables:
see Figure 6 for α 12 (the other graphs are not presented here). Fourth, the scale parameter is biased for the corresponding normal variable when only one variable is contaminated (see Figure 7) as well as for the corresponding normal variable in the case of model deviation (see Figure 8 ).
On the other hand, for all types of contamination, the robust estimators are not biased (or significantly less biased). It also seems that the IGWR1 (one-step) performs as well as the IGWR in terms of robustness properties. A more thorough study is however needed before concluding that the two robust estimators are equivalent in practice. We also compare the behavior of the robust estimators when the bounding constant c changes and when there is no data contamination. In general we found that there is no apparent difference in terms of bias and efficiency between the robust estimators for the binary parameters and the normal mean parameters. The behavior changes with the normal loadings and the scale parameters. Indeed, for these parameters, it appears that the IGWR is in general less variable and less biased that the other: see Figure 9 for φ 5 (the other graphs are not presented here). The bias and efficiency loss increase when the bounding constant c decreases. The best compromise between bias and robustness seems to be achieved with c = 3 which corresponds to an efficiency ratio compared with the MLE of about 92% (see Figure 3) . The continuous variables are taken as (conditional) normal variables.
There are n = 100 observations. Variables from the same survey have been analyzed previously using GLLVM by Moustaki and Knott (1997), Bartholomew and Knott (1999) and Huber, Ronchetti, and Victoria-Feser (2004) . We fit a one-factor model using the MLE and the IGWR. The bounding constant c has been set to the value of 5 corresponding to an efficiency level of 94% (computed on the parameter values provided by the IGWR).
The parameter values estimated by the MLE and the IGWR estimator are presented in Table 1 Food and Housing are found with both methods equivalently related with the latent variable, whereas the association is stronger with the Clothing vari-able. For a diagnostics analysis, the weights given in (5) have been computed for each observation at the IGWR values and plotted in Figure 10 . There are apparently (only) 5 outliers and for a comparison, the scatterplots of the normal variables are given in Figure 11 . One can see that these outliers can also be seen as outliers in the scatterplots, but that there are other observations apparently away from the bulk of the data that have not been downweighted by the IGWR. This is not contradictory, because the IGWR gives weights according to departures of the data from the GLLVM, and not necessarily from the correlation structure. This example shows that the use of an alternative robust estimator can first give a different interpretation to the analysis, and that this difference can be pointed down to the data through the analysis of the robust weights. 
The IGWR can then be computed using the following procedure:
1. Choose a starting value for the parameters b θ 0 , a bounding constant c, the size n * = n · s of the simulated samples and fix the seed parameter for the simulations. 
and P
and update the value of b θ using (9).
7. Simulate n * observations from the model F θ with θ = b θ and return to step 6 until convergence.
Note that the procedure given in steps 2 to 4 is similar to the one given in Moustaki and Knott (2000) . Note also that given an estimate of θ, one can compute the efficiency of the IGWR and change the value of c accordingly. 
