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Povzetek
Naslov: Sestavljanje in resˇevanje igre sudoku
V diplomski nalogi bomo predstavili resˇevanje in ustvarjanje uganke su-
doku. Spoznali bomo osnovne gradnike vsake sudoku uganke. Obravnavali
bomo problem natancˇnega pokritja mnozˇice in kako se sudoku uganka pre-
slika na problem natancˇnega pokritja. Razlozˇili bomo prevedbo zapisa su-
doku uganke v racˇunalniˇski zapis (matriko pokritja), nad katero se izvaja nasˇ
program. Pri resˇevanju sudokuja smo uporabili algoritem X, ki je implemen-
tiran v jeziku Java. Spoznali bomo drugi nacˇin implementacije algoritma X,
metodo plesocˇih povezav, ki je zˇal nismo implementirali. Primerjali bomo
oba nacˇina resˇevanja sudoku mrezˇ s pomocˇjo cˇasovne in prostorske analize
ter si podrobneje ogledali omejitve nasˇe implementacije. Sledi predstavitev
postopka sestavljanja poljubne sudoku mrezˇe iz vecˇ sudokujev ter tezˇave, s
katerimi se srecˇamo, ko sestavljamo poljuben sudoku. Na koncu si bomo ogle-
dali sˇe primer vmesnika, ki nam omogocˇa sestavljanje poljubnih sudokujev.
Za vmesnik smo uporabili tehnologiji HTML in javascript.
Kljucˇne besede: algoritem, Java, NP-polnost, problem natancˇnega pokri-
tja.

Abstract
Title: Creating and solving a Sudoku puzzle
The goal of the thesis is to study how to create and solve a sudoku puz-
zle. We will look into the individual components which every sudoku puzzle
contains. Furthermore, we will take a closer look into the exact set cover
problem and how sudoku puzzle can be represented as one. We will present
how to represent a sudoku puzzle so that our program can use it for solving.
Sudoku solver was created using “Algorithm X”, using Java programming
language. We will get better acquainted with an alternative way to imple-
ment “Algorithm X”, the “Dancing Links” method which unfortunately was
not implemented. With the help of time and space complexity analysis we
will compare both implementations and also have a closer look at the limita-
tions of our implementation. After that, we will have a look at how to create
a custom sudoku grid which consists of multiple other sudoku grids. We also
mention problems which we can encounter during the creation. Lastly, a sim-
ple user interface proposal will be introduced, using HTML and javascript,
which enables users to create any kind of sudoku they wish.
Keywords: algorithm, Java, NP-completeness, complete coverage problem.

Poglavje 1
Uvod
Sudoku je zabavna miselna igra, s katero smo se srecˇali skoraj vsi. Igra
cˇloveka hitro pritegne, saj so pravila precej preprosta, hkrati pa lahko uganko
zastavimo tako, da se z resˇevanjem posameznega sudokuja ukvarjamo tudi
vecˇ tednov. Od svojega nastanka, ki sega v 1979, do danes se je igra razsˇirila
z dodatnimi oblikami in pravili resˇevanja (na primer: killer sudoku, mini
sudoku, hyper sudoku itd.).
Poleg resˇevanja sudokujev na klasicˇni nacˇin s pisalom in svincˇnikom se
tega problema lahko lotimo tudi na programski nacˇin. Tu imamo na vo-
ljo preproste resˇevalnike, ki delujejo po principu surove sile (ang. Brute
Force), kot je na primer Algoritem X[1] Donalda Knutha.
1.1 Kaj je sudoku?
Sudoku je kombinatoricˇna logicˇna igra, ki je bila prvicˇ objavljena leta 1979[7]
z imenom Number Place. Igra mocˇno spominja na resˇevanje Eulerjevih latin-
skih kvadratov.1 Sudoku je v resnici tudi latinski kvadrat2. Naloga resˇevalcev
sudoku ugank je, da s pomocˇjo podanih sˇtevil vstavijo ostala manjkajocˇa
1Mrezˇa dimenzij n × n, napolnjena z n razlicˇnimi simboli, pri cˇemer se vsak simbol
pojavi v vsaki vrstici in stolpcu natanko enkrat.
2Razlika med sudokujem in latinskim kvadratom je sˇtevilo gradnikov. Sudoku ima
poleg vrstic in stolpcev (ki jih ima latinski kvadrat) tudi manjˇse podmrezˇe – sˇkatle.
1
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sˇtevila tako, da se v vsaki vrstici, stolpcu in posamezni sˇkatli vsaka izmed
sˇtevk od 1 do 9 pojavi natanko enkrat.
Slika 1.1: Gradniki uganke sudoku.
1.2 Izrazoslovje in pravila sudokuja
Za lazˇje nadaljnje razumevanje velja nasˇteti pomembnejˇse elemente vsake
sudoku uganke s pomocˇjo slike 1.1. Pogledali si bomo tudi pravila sudoku
uganke.
1.2.1 Osnovni gradniki
1. Sudoku uganka - problem, ki ga nasˇ program resˇuje kot celoto (lahko
samo iz ene mrezˇe, lahko iz vecˇ prekrivajocˇih se mrezˇ).
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2. Sudoku mrezˇa - mrezˇa dimenzij n×n. V njej se nahajajo celice, stolpci,
vrstice in sˇkatle. Je samostojna uganka sudoku. S prekrivanjem vecˇih
mrezˇ lahko ustvarimo sudoku uganko poljubne oblike. Vecˇ o tem v
poglavju 4.
3. Podana vrednost - sˇtevilo, ki se v mrezˇi sudoku nahaja zˇe pred resˇevanjem
in je del resˇitve uganke.
4. Celica/polje (rjava) - osnovno mesto/enota v sudoku mrezˇi, kjer se
prekrivata poljubna vrstica in stolpec. Sudoku je resˇen, ko je v vsaki
celici napisana natanko ena sˇtevilka, hkrati pa ni krsˇeno nobeno od
pravil (razdelek 1.2.2).
5. Vrstica (modra) - vrstica je skupina celic, ki so v isti vodoravni cˇrti.
6. Stolpec (rumena) - stolpec je skupina celic, ki so v isti navpicˇni cˇrti.
7. Sˇkatla (zelena) - cˇe je sudoku mrezˇa dimenzij n × n, potem je sˇkatla
njena podmrezˇa dimenzij h×w. V posamezni sˇkatli sudokuja se nahaja
n celic. Videli bomo, da dimenziji sˇkatle h in w narekujeta velikost
sudokuja.
8. Dimenziji w (rdecˇa) in h (oranzˇna) - sˇirina (width) ter viˇsina (height)
posamezne sˇkatle sudokuja. Ti dimenziji dolocˇata dimenzijo n, n = h·w
– ki predstavlja dolzˇino stranice pravokotne sudoku mrezˇe, kot vidimo
na sliki 1.2. Ti dimenziji dolocˇata tudi razpon vrednosti v sudoku
uganki.
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Slika 1.2: Primeri oblik sudokujev pri razlicˇnih vrednostih parametrov h in
w: A (h = 3, w = 3), B(h = 4, w = 2), C(h = 2, w = 3), D(h = 2, w = 4).
1.2.2 Pravila uganke sudoku
1. Vsaka izmed n2 celic mora biti izpolnjena.
2. V vsaki vrstici, stolpcu in sˇkatli sudokuja se mora vsaka izmed n vre-
dnosti pojaviti natanko enkrat.
V diplomski nalogi je predstavljeno resˇevanje sudokujev z uporabo al-
goritma X. Opisano je delovanje algoritma za preprosto sudoku uganko, ki
se kasneje razsˇiri na resˇevanje vecˇ medsebojno prekrivajocˇih se sudokujev,
katerih dimenzije so poljubne.
V nadaljevanju si bomo ogledali problem natancˇnega pokritja in kaksˇna
je njegova povezava s sudoku uganko. V tretjem poglavju sledi podrobnejˇsa
predstavitev resˇevalnika, vkljucˇno s prostorsko in cˇasovno analizo. Prav tako
si bomo ogledali omejitve nasˇe implementacije resˇevalnika. V cˇetrtem po-
glavju bomo videli, kako nasˇ resˇevalnik uporabiti za resˇevanje in sestavljanje
sudoku ugank, ki so iz poljubnega sˇtevila sudoku mrezˇ (te so prav tako po-
ljubnih dimenzij). Predstavljen je enostaven uporabniˇski vmesnik, ki nam
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omogocˇa sestavljanje poljubnih ugank. Spoznali bomo tudi tezˇave, s kate-
rimi se srecˇujemo, ko sestavljamo uganko poljubne oblike. Na koncu sledi sˇe
predstavitev sklepnih ugotovitev.
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Poglavje 2
Problem natancˇnega pokritja
mnozˇice
Formalno natancˇno pokritje mnozˇice definiramo na sledecˇ nacˇin:
Definicija 1. Cˇe imamo mnozˇico elementov X in zbirko njenih podmnozˇic
S={S1, S2,. . . ,Sn}, Si ⊆ X[5], potem je natancˇno pokritje mnozˇice X tista
podmnozˇica podmnozˇic T , T ⊆ S, za katero velja:
1. Presek poljubnih podmnozˇic znotraj T je vedno prazna mnozˇica
Si∩Sj = ∅, cˇe Si, Sj ∈ T - torej velja, da so mnozˇice znotraj T paroma
disjunktne. Posledicˇno to pomeni, da je vsak element iz X vsebovan v
najvecˇ eni izmed mnozˇic znotraj T .
2. Unija vseh mnozˇic znotraj T tvori X = ∪
T
Si – torej podzbirka T pokrije
X. To pomeni, da je vsak element iz X vsebovan v vsaj eni izmed
mnozˇic znotraj T . Prav tako drzˇi, da znotraj T ni praznih mnozˇic -
vsaka izmed mnozˇic vsebuje vsaj en element.
Enostavneje lahko ta problem opiˇsemo tako: Cˇe imamo matriko nicˇel in
enic M – ali obstaja neka mnozˇica vrstic, kjer se nam bo v vsakem stolpcu
pojavila natanko ena enica? Cˇe imamo matriko nicˇel in enic M (mnozˇico
S), jo lahko na problem natancˇnega pokritja prevedemo tako, da stolpce
obravnavamo kot univerzalno mnozˇico, mnozˇico X, ki jo je potrebno pokriti,
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vrstice pa kot podmnozˇice te mnozˇice, Si, med katerimi moramo poiskati
tiste vrstice, ki bodo skupaj tvorile mnozˇico T .
2.1 Sudoku kot problem natancˇnega pokritja
Kot smo zˇe omenili, je tudi sudoku primer problema natancˇnega pokritja.
Videli bomo, da dejansko lahko poljuben problem sudokuja predstavimo kot
problem natancˇnega pokritja, cˇe je mozˇno ta problem nekako predstaviti z
matriko nicˇel in enic M (matriko pokritja) na tak nacˇin, da se vsak podatek
in omejitev predstavi z enolicˇnim vnosom.
Cˇe si za ta primer ogledamo n× n sudoku, lahko vidimo, da je to mrezˇa,
ki ima n2 celic. Pri prevedbi sudoku mrezˇe v racˇunalniˇski zapis se je potrebno
ozirati na sˇtiri pravila:
1. V vsaki celici mora biti natanko eno sˇtevilo.
2. Vsaka vrstica mora vsebovati vsako sˇtevilo od 1-n natanko enkrat.
3. Vsak stolpec mora vsebovati vsako sˇtevilo od 1-n natanko enkrat.
4. Vsaka sˇkatla mora vsebovati vsako sˇtevilo od 1-n natanko enkrat.
2.1.1 Mnozˇica X
Cˇe zˇelimo uganko resˇiti pravilno, moramo vsako izmed sˇtirih pravil sudokuja
vkljucˇiti kot pogoj, ki mu je potrebno zadostiti (ga pokriti). Sudoku uganka
predstavlja mnozˇico X, katere pokritje se nahaja znotraj mnozˇice Si (matrike
M).
2.1.2 Mnozˇica Si
Mnozˇica Si (matrika pokritja) predstavlja vse mozˇne postavitve sˇtevil v
mrezˇo. Ker imamo v primeru n × n sudokuja n sˇtevil in n2 celic, to po-
meni, da je skupno sˇtevilo vseh mozˇnih kombnacij n3, kar nas privede do
najvecˇ n3 vrstic matrike.
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Ker imajo vsi sˇtirje gradniki sudokuja enako sˇtevilo celic (ter enak razpon
sˇtevil), to za vsak gradnik pomeni n2 pogojev, ki jih je potrebno izpolniti,
torej 4n2. To sˇtevilo predstavlja sˇtevilo stolpcev matrike pokritja. Velikost
matrike pokritja, n3 ·4n2 = 4n5, predstavlja mnozˇico Si, ki jo lahko zapiˇsemo
kot Si={S1, S2,. . . ,S4n5}.
2.1.3 Prevedba mnozˇic v matricˇni zapis
Cˇe zˇelimo sudoku obravnavati kot problem natancˇnega pokritja mnozˇic, je
potrebno strukturirano podati podatke o mnozˇicah X in S ter omejitve su-
doku uganke. Tako dobimo matriko pokritja. Sestava te matrike na sliki 2.1
prikazuje vse sˇtiri omejitve sudokuja (locˇene z navpicˇno cˇrto). Vredno je sˇe
omeniti, da je tu zaradi preglednosti predstavljen le del matrike za manjˇsi, 4
× 4 sudoku.1
Slika 2.1: Primer matrike pokritja za prvo celico v sudokuju dimenzij 4 × 4.
Kot primer obravnavajmo prvo vrstico matrike na sliki 2.1. Enica v prvem
stolpcu (celice) pomeni, da je zasedena prva celica v mrezˇi. Drugi stolpec ima
enico prav tako na prvem mestu. To namrecˇ dolocˇa prvo vrstico v mrezˇi ter
vrednost sˇtevila v tej vrstici. Podoben podatek je zapisan v tretjem stolpcu,
enica na prvem mestu namrecˇ pomeni, da je v prvem stolpcu shranjeno
sˇtevilo, ki ima vrednost ena. Zadnji stolpec pa pomeni, da je v prvi sˇkatli
sudoku mrezˇe enica. Cˇrte so tu le zaradi lazˇje berljivosti, v nasˇem programu
so na teh mestih nicˇle.
1To so vse mozˇne vrednosti za prvo celico, v resnici je celotna matrika sestavljena iz 64
vrstic (predlogov).
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Racˇunalniˇski algoritem nato najde taksˇno kombinacijo vrstic, kjer bo v
vsakem izmed stolpcev le ena enica.
2.2 P in NP
Za oceno zahtevnosti igre sudoku se najprej seznanimo z dvema razredoma
cˇasovnih zahtevnosti, P ter NP .
Razred cˇasovne zahtevnosti P (deterministicˇni polinomski cˇas) vsebuje
vse odlocˇitvene probleme, ki jih DTM lahko resˇi v polinomskem cˇasu – torej
cˇas, ki je potreben, da se problem resˇi, lahko opiˇsemo s polinomsko funkcijo
glede na velikost vhodnih podatkov.
Razred NP (nedeterministicˇni polinomski cˇas) vsebuje probleme, ki jih
NTM resˇi v polinomskem cˇasu. Lastnost vseh resˇenih NP-problemov je,
da je njihovo pravilnost mogocˇe preveriti z DTM v polinomskem cˇasu. V
kontekstu sudokuja je potrebno omeniti sˇe razreda NP-polnih (ang. NPC,
NP-complete) problemov in NP-tezˇkih problemov.
NPC je razred problemov, ki so hkrati NP ter NP-tezˇki. Cˇe se izkazˇe, da
katerikoli problem iz NPC lahko resˇimo v polinomskem cˇasu, potem lahko
resˇimo vsak problem iz NP v polinomskem cˇasu. V tem primeru bi torej
obveljalo NP=P.
Definicija 2. Problem P je NP -poln problem, cˇe:
- je P vsebovan znotraj NP ,
- se da vsak problem iz NP prevesti na P v polinomskem cˇasu – P je
NP-tezˇak.
Pogoj, ki zahteva, da je P vsebovan znotraj NP -skupine, je pomemben,
saj ne drzˇi, da so vsi NP -tezˇki problemi vsebovani znotraj NP - to je skupina
problemov, ki so vsaj toliko zahtevni kot NP -problemi.
Cˇe se zˇelimo lotiti resˇevanja NPC-problemov, si pri tem lahko pomagamo
s prevedbo. To je postopek, kjer nek problem Y , ki ga resˇujemo, s pomocˇjo
nekega algoritma f pretvorimo v drug, zˇe znan NPC-problem Y ′. Cˇe nam
nato uspe resˇiti Y ′, bomo posledicˇno nasˇli tudi resˇitev za Y .
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2.2.1 P=NP?
Ali je P = NP , je eno izmed velikih neresˇenih vprasˇanj na podrocˇju racˇunalniˇske
znanosti. Zelo posplosˇeno, je to vprasˇanje Ali je vsak problem, katerega
resˇitev lahko preverimo v polinomskem cˇasu, tudi resˇljiv v polinomskem cˇasu?
To bi pomenilo, da lahko cˇas resˇevanja, ki raste z velikostjo problema,
opiˇsemo s polinomsko funkcijo. Cˇe bi se izkazalo, da je P = NP , bi to
povzrocˇilo velike spremembe v znanosti in svetu. To bi pomenilo, da bi imeli
eno strategijo za resˇevanje vseh NP -problemov.
Pozitiven ucˇinek NP = P bi bil viˇsja ucˇinkovitost na vseh podrocˇjih (na
primer logistiki, nacˇrtovanju projektov, iskanju zdravil za bolezni, kot je na
primer rak), ker danes za resˇevanje teh problemov uporabljamo resˇitve, ki
predpostavljajo NP 6= P . Po drugi strani pa bi to ogrozilo racˇunalniˇsko
varnost, saj je trenutna kriptografija prav tako osnovana na preracˇunavanju
velikih sˇtevil, pri cˇemer se prav tako privzame NP 6= P , to pa bi tedaj
predstavljalo enostavno operacijo (lazˇja dostopnost gesel in podatkov).
Cˇe pa se izkazˇe, da P 6= NP , pomeni, da obstajajo problemi v NP ,
ki jih je tezˇje resˇiti kot preveriti njihovo pravilnost, kar bi znanstvenikom
omogocˇilo, da se lahko posvetijo delnemu resˇevanju tovrstnih problemov ali
pa resˇevanju drugih.
2.3 NP-polnost in sudoku
Izrek 1. Problem sudoku je NP -poln problem.
Da bi to dokazali, si moramo pomagati z drugim, zˇe znanim NP-polnim
problemom. Najlazˇje je, cˇe v tem primeru vzamemo problem latinskega
kvadrata, za katerega je zˇe znano, da je NP poln problem [3]. S pomocˇjo
prevedbe lahko latinski kvadrat pretvorimo v uganko sudoku, potrebno je
namrecˇ dodati le sˇe eno omejitev.
Dokaz: Da je sudoku v NP , lahko preprosto vidimo tako, da nedeter-
ministicˇno uganemo resˇitev in jo nato v polinomskem cˇasu preverimo. Za
dokaz NP–polnosti bomo sudoku prevedli na problem latinskega kvadrata:
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1. Izberemo si poljubni delno izpolnjen latinski kvadrat L dimenzij n ×
n (v nasˇem primeru je n = 4).
Slika 2.2: Delno izpolnjen latinski kvadrat.
2. Z algoritmom f1 nasˇ latinski kvadrat pretvorimo v sudoku. To sto-
rimo tako, da vsak stolpec latinskega kvadrata postavimo kot prvi stol-
pec zgornjih sˇkatel sudokuja, vsa ostala mesta pa na pravilen nacˇin (z
uposˇtevanjem pravil sudokuja) izpolnimo tako, da bodo ostala prosta
le tista mesta, ki so zˇe bila prosta v latinskem kvadratu (slika 2.3). S
tem dobimo n2 × n2 instanco sudokuja, v katerega smo vkljucˇili L.
Pretvorba je pravilna, saj smo na ta nacˇin zagotovili, da so vse omeji-
tve, ki jih ima latinski kvadrat (razdelek 1.1) ohranjene – vsaka celica
namrecˇ ohrani svoje navpicˇne in vodoravne sosede od katerih se mora
razlikovati.
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Slika 2.3: Uganka sudoku, ki vkljucˇuje delno izpolnjen latinski kvadrat.
3. Recimo, da obstaja algoritem fsudo, ki resˇi sudoku v polinomskem cˇasu.
Kot vhodni podatek mu podamo nasˇ novi sudoku, ki je posledicˇno tudi
resˇen v polinomskem cˇasu (slika 2.4).
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Slika 2.4: Resˇena sudoku uganka.
4. Sedaj je potrebno le sˇe pretvoriti resˇitev sudokuja nazaj v resˇitev la-
tinskega kvadrata s pomocˇjo algoritma f2. Tako dobimo resˇen latinski
kvadrat (slika 2.5).
Slika 2.5: Izpolnjen latinski kvadrat.
Cˇe si podrobneje ogledamo cˇasovne zahtevnosti operacij, lahko ugotovimo
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sledecˇe:
1. Algoritem f1 ima cˇasovno zahtevnost O(n
2), saj pretvori n × n, torej
n2 podatkov v n2 × n2 = n4 (v nasˇem primeru 16 podatkov v 256).
2. Algoritem fsudo ima cˇasovno zahtevnost O(p(n)) - to smo predposta-
vili v namen dokaza, saj smo zˇeleli pokazati, da je sudoku resˇljiv v
polinomskem cˇasu.
3. Algoritem f2 je reda cˇasovne zahtevnosti O(n), saj je potrebno le pre-
pisati vsa resˇena polja v manjˇso strukturo, iz katere lahko razberemo
resˇitev kvadrata.
4. Skupni cˇas izvajanja vseh nasˇtetih operacij je reda cˇasovne zahtevnosti
O(n2 +p(n)+n), kar lahko skrajˇsamo v O(p(n)). Iz tega lahko vidimo,
da nam je sudoku uspelo resˇiti v polinomskem cˇasu.
Ker je latinski kvadrat dokazano problem v NPC [3], je tudi algoritem
fsudo v NPC. Posledicˇno je tudi resˇevanje sudoku uganke NPC-operacija.
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Poglavje 3
Resˇevalnik
V tem poglavju predstavljamo resˇevalnik uganke sudoku. Implementacija
je bila izvedena s pomocˇjo algoritma X. Predstavili bomo tudi nacˇin imple-
mentacije algoritma X z uporabo metode plesocˇih povezav ter primerjali oba
nacˇina na podlagi cˇasovne in prostorske zahtevnosti izvajanja. Na koncu
sledi sˇe analiza omejitev, ki jih ima nasˇ sudoku resˇevalnik.
3.1 Algoritem X
Algoritem X je nakljucˇen in rekurziven algoritem. Predpostavimo, da imamo
neko poljubno matriko pokritja nicˇel in enic, M . Algoritem X je definiran
na sledecˇi nacˇin:
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1: procedure Solve(M)
2: if M.isEmpty() then
3: return true
4: else
5: C = selectRandomColumnC()
6: while canCoverColumn(C) do
7: reduce(M,C)
8: if Solve(M) then
9: return true
10: rebuild(M,C)
11: return false
Algoritem 1: Algoritem X.
Vhodni podatek algoritma je matrika pokritja M . Prvi korak (vrstica 2)
je preverjanje, ali je ta matrika morda zˇe prazna. To bi pomenilo, da so bili
vsi pogoji pokriti (nasˇli smo resˇitev uganke).
Cˇe temu ni tako, algoritem izbere nakljucˇni stolpec (vrstica 5), katerega
bo poskusˇal z izbiro vrstic pokriti. Dokler obstajajo vrstice, ki ta stolpec
pokrivajo (vrstica 6), program izbere eno kot kandidatko za resˇitev (sˇe ve-
dno v vrstici 6). Algoritem jo skupaj z ostalimi vrsticami, ki pokrivajo enake
pogoje, odstrani iz matrike (vrstica 7). S tem se izognemo morebitnim pod-
vojenim vrednostim za posamezno celico.
Program rekurzivno nadaljuje (vrstica 8). Cˇe bi se tekom izvajanja rekur-
zije zgodilo, da resˇitev ni vecˇ mozˇna (ne najdemo vrstic za pokritje stolpcev
zaradi napacˇnega odstranjevanja iz matrike), bi program povrnil stanje ma-
trike (vrstica 10), kot je bilo pred klicem reduce(M,C) v vrstici 7.
Algoritem bo vedno nasˇel vse mozˇne resˇitve problema (cˇe obstajajo) ne
glede na izbiro stolpca C. Knuth na tem mestu predlaga, da vedno izberemo
tisti stolpec, ki ga pokriva najmanj vrstic v matriki, saj ta zagotovo vsebuje
pravilno vrstico (v primeru resˇljivosti) - hkrati pa to zmanjˇsa cˇas izvajanja,
saj je vecˇja verjetnost, da bo program zˇe v zacˇetku izbral pravilno pot.
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Nasˇa implementacija algoritma X se od zgoraj opisane razlikuje v tem, da
iz matrike ne odstranjujemo stolpcev, temvecˇ namesto tega hranimo podatke
o stolpcih, ki so bili z odstranjevanjem dolocˇenih vrstic pokriti (odstranjeva-
nje vrstic je sˇe vedno prisotno).
3.2 Metoda plesocˇih povezav
Predstavljajmo si, da imamo nek element x v dvojno povezanem seznamu,
ki hrani kazalca L[x] (levi – prejˇsnji element od x) in R[x] (desni – naslednji
element od x). Donald Knuth je implementacijo plesocˇih povezav Dancing
Links [1] osnoval na podlagi dveh preprostih operacij:
1. L[R[x]]= L[x], R[L[x]]= R[x]
in
2. L[R[x]]= x, R[L[x]]= x
Prva operacija bo element x odstranila iz seznama, druga element x vrne
nazaj v seznam. Obe operaciji (zaradi lazˇjega sklicevanja ju poimenujmo
kar korak 1 in korak 2) sta uporabni pri algoritmih z vracˇanjem (ang. back-
tracking), kjer se pogosto zgodi, da moramo po neuspesˇnem rekurzivnem
klicu obnoviti stanje podatkovne strukture.
Ta problem bi lahko resˇili s skladom, ki bi hranil stanja podatkov med
izvajanjen, a je hramba le-teh sˇe posebej pri vecˇji kolicˇini podatkov lahko zelo
prostorsko potratna. Prakticˇnost koraka 2 je, da lahko stanje, ki ga ustvari
korak 1, povrnemo v prejˇsnje stanje zˇe s poznavanjem vrednosti x, ta pa je
pogosto znana zˇe kot stranski rezultat delovanja algoritmov z vracˇanjem.
Ko se algoritem sprehaja po elementih in jih sproti odstranjuje iz sezna-
mov (algoritem 1, vrstica 7), lahko v primeru napacˇno izbrane poti, zahva-
ljujocˇ koraku 2, vedno povrne podatkovno strukturo nazaj v prejˇsnje stanje
(algoritem 1, vrstica 10). Pri plesocˇih cˇlenih to pomeni operacije nad ka-
zalci med podatki namesto nad podatki samimi. Celoten proces povzrocˇi,
da se kazalci elementov znotraj povezanih seznamov vedno spreminjajo, kar
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spominja na plesne korake - od tod tudi ime Dancing Links oz. plesocˇe
povezave.
Ker smo zˇe v zacˇetku zˇeleli ustvariti preprost resˇevalnik poljubnih sudoku
ugank, smo se odlocˇili, da nasˇ algoritem ne bo uporabljal metode plesocˇih
povezav.
3.2.1 Plesocˇe povezave in sudoku
Implementacija Dancing Links je zelo primeren kandidat za resˇevanje pro-
blemov, kot je popolno pokritje – v nasˇem primeru sudoku. To sˇe posebej
pride do izraza, ko imamo na voljo poljubne velikosti in sˇtevilo sudokujev,
kjer se velikost matrik, nad katerimi izvajamo operacije, hitro povecˇa.
Slika 3.1: Poenostavljena predstavitev enakih podatkov v nasˇi implementaciji
(levo) ter implementaciji plesocˇih povezav (desno).
Matriko pokritja v primeru plesocˇih povezav lahko predstavimo s pomocˇjo
sˇtirikratno povezanega krozˇnega seznama vozliˇscˇ (slika 3.1). Vsako izmed
vozliˇscˇ v tem seznamu ima povezavo z vozliˇscˇi, ki so desno, levo, pod in nad
njim. Prav tako ima vsako vozliˇscˇe povezavo na posebna vozliˇscˇa, ki so na
vrhu (glave stolpcev A, B, C in D, ni predstavljeno na sliki).
Glavna prednost plesocˇih povezav je prostorska varcˇnost, saj podatkov
nikoli ni potrebno posebej shranjevati in brati za primere, ko mora algoritem
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matriko popravljati – zanimajo nas le povezave med njimi. Zaradi tega so
plesocˇe povezave ucˇinkovit nacˇin implementacije algoritma X.
Slika 3.2: Potek izvajanja plesocˇih povezav.
Na sliki 3.2 vidimo potek pokrivanja pogojev dvojno povezanega seznama
(korak 1). Na levi strani so najprej oznacˇene vse vrstice in povezave, na
katere bo vplival poskus pokritja pogoja/stolpca A (rjava). Algoritem si kot
kandidata za pokritje nakljucˇno izbere vrstico 1. Poleg nje bo iz seznama
odstranil tudi vse vrstice, ki pokrijejo katerikoli pogoj, ki ga tudi vrstica 1 (na
primer vrstica 3). Zaradi boljˇse vidljivosti so te povezave pobarvane rdecˇe.
Stolpec A je bil s tem locˇen od matrike pokritja (desni del slike). Povezave
vozliˇscˇ (zelena), ki sˇe niso bila del pokritija, sedaj obidejo vozliˇscˇa, ki jih je
korak 1 odstranil iz seznama.
Slika 3.2 nazorno prikazˇe prednost metode plesocˇih cˇlenov (hitrost iz-
vajanja), saj ni bil izbrisan nobeden izmed elementov, spremenile so se le
povezave, ki jih lahko po potrebi s pomocˇjo koraka 2 vedno povrnemo.
3.3 Cˇasovna in prostorska analiza
3.3.1 Ugotovitve iz testnih primerov
Nasˇa implementacija algoritma X se je na zacˇetku izkazala za hiter nacˇin
resˇevanja sudoku ugank. Toda z narasˇcˇanjem velikosti problema (dimen-
zij sudoku mrezˇ) se je zaradi vecˇje kolicˇine podatkov program zacˇel izva-
22 POGLAVJE 3. RESˇEVALNIK
jati pocˇasneje. Vzrok tega je bilo vecˇje sˇtevilo operacij odstranjevanja in
vracˇanja. Plesocˇe povezave bi bile tu zaradi operacij, ki ne potekajo nad
elementi podatkovne strukture, temvecˇ nad njihovimi kazalci, veliko hitrejˇse.
Za boljˇsi povprecˇen rezultat smo sˇtiridesetkrat pognali resˇevanje dveh
prekrivajocˇih se sudoku mrezˇ (slika 4.1). To smo lahko storili le za parametra
h in w, ki sta bila manjˇsa od 4 (predvsem zaradi pocˇasnosti izvajanja, kot je
razvidno iz tabele 3.1). Prav tako velja omeniti, da v primeru teh mrezˇ velja
enakost h = w.
h,w Povprecˇni cˇas resˇevanja (s)
2 0.334
3 1.325
Tabela 3.1: Rezultati meritev cˇasovnega izvajanja programa za dve sekajocˇi
se mrezˇi.
Med preverjanjem pravilnosti rezultatov je bila odkrita pomanjkljivost
v implementaciji (vecˇ o tem v razdelku 3.4), zato smo za bolj primerljive
rezultate pri vecˇjih h in w (4 in 5) celoten program pognali le za posamezno
sudoku mrezˇo, ki nima prekrivanj (slika 3.3).
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Slika 3.3: Povprecˇni cˇas izvajanja za dve prekrivajocˇi se mrezˇi.
Vidimo, da z narasˇcˇanjem kolicˇine vhodnih podatkov hitro raste tudi
porabljen cˇas. Za boljˇso predstavo, zakaj je temu tako, si v tabeli 3.2 oglejmo,
kako se matrika pokritja, nad katero se nasˇ program izvede, povecˇa z rastjo
parametrov h in w (podpoglavje 2.1.2).
h,w Sˇtevilo stolpcev Sˇtevilo vrstic
2 64 64
3 324 729
4 1024 4096
5 2500 15.625
Tabela 3.2: Velikost matrike pokritja glede na parametra h in w.
Povecˇevanje sˇtevila vrstic pomeni, da bo nasˇ program moral opraviti vecˇ
operacij odstranjevanja in dodajanja vrstic (podatkov), saj vsaka predsta-
vlja potencialno kandidatko za resˇitev. Iz tega je razvidno, da nasˇ program
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ni primeren za resˇevanje vecˇjih sudoku ugank. Prav tu bi bilo bolje upora-
biti implementacijo plesocˇih povezav, saj tedaj sˇtevilo podatkov ne bi imelo
znatnega vpliva na hitrost (razdelek 3.2.1).
3.3.2 Prostorska zahtevnost nasˇega resˇevalnika
Program kot argument sprejme sudoku mrezˇo dimenzij n×n, pri cˇemer velja
n = h ·w. Kot smo zˇe razdelali v podpoglavju 2.1.3, je potrebno to pretvoriti
v matriko pogojev (ki jim bo potrebno zadostiti) ter kandidatov (ki jih bomo
poskusili kombinirati v resˇitev). Matrika M ima najvecˇ 4n2 stolpcev ter n3
vrstic. Za lazˇjo berljivost poimenujmo sˇtevilo stolpcev C in sˇtevilo vrstic R.
Zmnozˇek teh dveh sˇtevil predstavlja kolicˇino podatkov matrike, D .
Velikost te matrike se skozi izvajanje ne spreminja prevecˇ. Program na-
mrecˇ ne dela varnostnih kopij odstranjenih vrstic matrike, temvecˇ jih pri
odstranjevanju shranjuje v globalno spremenljivko, nato pa jih v primeru
napake ponovno vstavi v prvotno matriko. Ker se kolicˇina podatkov skozi
izvajanje ne spreminja, je prostorska zahtevnost nasˇega programa O(D).
3.3.3 Cˇasovna zahtevnost resˇevalnika
Algoritem X kot vhodni podatek prejme matriko pokritja za sudoku mrezˇo,
ki je sestavljena iz C stolpcev in R vrstic. Pomemben parameter je tudi n,
ki predstavlja razpon sˇtevil v sudoku mrezˇi.
Za dolocˇitev cˇasovne zahtevnosti nasˇe implementacije algoritma X je naj-
bolje, cˇe najprej dolocˇimo cˇasovno zahtevnost funkcij (korakov), ki ga sesta-
vljajo.
Preverjanje, ali je matrika pokritja M prazna, je operacija s cˇasovno
zahtevnostjo O(1) (algoritem 1 vrstica 2).
Cˇe se izkazˇe, da matrika sˇe ni prazna, v vrstici 5 algoritem najprej na-
kljucˇno izbere stolpec C, katerega pogoj zˇeli pokriti (s pomocˇjo funkcije
selectRandomColumnC()), ki ima prav tako cˇasovno zahtevnost O(1).
Nato se program zacˇne izvajati v while zanki, kjer funkcija canCoverCo-
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lumn(C) pregleda vse vrstice in ugotovi, ali je resˇitev sˇe vedno mozˇna. Ker
se je pri tem potrebno sprehoditi skozi vsako izmed R vrstic matrike M , je
cˇasovna zahtevnost tega koraka O(R). Cˇasovna zahtevnost izbire nakljucˇne
vrstice je O(1) (nima opaznega vpliva na cˇasovno zahtevnost).
Sledi brisanje elementov iz matrike. Ker vsaka vrstica pokrije 4 pogoje,
pomeni, da bo potrebno za vsakega izmed pogojev pregledati, katere vrstice
v matriki ga tudi pokrivajo, in jih odstraniti. To zahteva sˇtirikraten sprehod
skozi vseh R vrstic matrike. Cˇasovna zahtevnost funkcije reduce(M,C) je
O(4R) = O(R).
Operacija rebuild(M,C) je manj pozˇresˇna od reduce(M,C), saj mora le
vstaviti odstranjene vrstice nazaj v matriko. Teh bo najvecˇ n− 1, zato je ta
funkcija reda cˇasovne zahtevnosti O(n). Ker se ta operacija ne izvede vsakicˇ,
je pri koncˇnem izracˇunu cˇasovne zahtevnosti ne bomo uposˇtevali.
Cˇasovna zahtevnost nasˇega programa je vsota cˇasovnih zahtevnosti ope-
racij, ki ga sestavljajo. V nasˇem primeru se vecˇina operacij izvede v kon-
stantnem cˇasu, razen iskanja vrstic za pokritje ter brisanje vrstic iz ma-
trike. While zanka (algoritem 1, vrstica 6) vsebuje preverjanje, ali stolpec
lahko pokrijemo, kar ima cˇasovno zahtevnost O(R). Znotraj te zanke se
vsakicˇ izvede brisanje stolpcev iz matrike, kar je prav tako O(R). Skupaj
to pomeni cˇasovno zahtevnost O(R2). To je cˇasovna zahtevnost enega iz-
vajanja brez rekurzije. Cˇas izvajanja nad D elementi matrike zapiˇsemo kot
T (D) = T (O(R2)) + T (D − 1). Toda obstaja mozˇnost napake, saj ima su-
doku n-vrednosti, pri cˇemer se lahko zgodi, da moramo poskusiti vsako, pre-
den najdemo resˇitev (s pomocˇjo vracˇanja). Cˇas izvajanja T nasˇega programa
za D-podatkov lahko tako opiˇsemo kot T (D) = (T (O(R2)) + T (D − 1)) · n.
3.4 Omejitve implementacije
Pri preverjanju pravilnosti resˇitev in meritvi cˇasa izvajanja smo odkrili po-
manjkljivosti v implementaciji algoritma. Zaradi popravka bi bilo potrebno
prirediti celotno strukturo resˇevalnika, toda posledicˇno bi uporabnik pridobil
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vecˇjo svobodo pri uporabi programa.
Ko program sprejme vhodne podatke (sudoku uganka g) preko upo-
rabniˇskega vmesnika, ki ga bomo obravnavali v razdelku 4.8, so ti zapisani v
obliki cˇrkovnega niza (slika 3.4). Iz tega niza na podlagi vsakega mesta v g,
kjer je zˇe sˇtevilo in kjer ga sˇe ni, program sestavi matriko pokritja. Ta zapis
je vedno pravilen in lahko predstavlja katerokoli sˇtevilo (slika 2.1).
Po resˇitvi vsake sudoku mrezˇe je ta resˇitev predstavljena kot cˇrkovni niz
sˇtevil, ki so v sudoku mrezˇi, podobno kot na sliki 3.4, le da nima vecˇ pik,
saj so vsa mesta zapolnjena z resˇitvijo mrezˇe. V primeru, ko nasˇ program
resˇuje sudoku uganko, ki je sestavljena iz vecˇ prekrivajocˇih se mrezˇ (slika
4.1), bo program po vsaki resˇeni mrezˇi vrednosti le-te uporabil kot podatke za
resˇevanje naslednje mrezˇe (cˇe se mrezˇi prekrivata tako, da si delita vrednosti).
Ker pa je nasˇ zapis v obliki cˇrkovnega niza sˇtevil, se pri vecˇjih sudoku mrezˇah
(h,w > 4) zgodi, da je zapis dvomestnih sˇtevil nemogocˇe zanesljivo prebrati.
Program bo na primer sˇtevilo 16 (zapisano med podatki, kot na sliki 3.4)
interpretiral kot sˇtevili 1 in 6.
Slika 3.4: Primer cˇrkovnega niza sudoku uganke med izvedbo algoritma.
Za lazˇjo predstavo lahko postopek resˇevanja vecˇ prekrivajocˇih se sudoku
mrezˇ (slika 4.2) povzamemo v sˇtirih korakih:
1. Program najprej na podlagi vhodnih podatkov prepozna sˇtevilo sudoku
mrezˇ, njihove dimenzije in mesta, kjer se mrezˇe prekrivajo med seboj.
2. Resˇevanje se vedno zacˇne pri tisti mrezˇi, ki ima najvecˇ prekrivanj (to
zmanjˇsa sˇtevilo napak). Podatki o mrezˇi so podani v obliki cˇrkovnega
niza, program pa jih pretvori v matriko, nad katero izvaja operacije.
3. Ko je sudoku mrezˇa resˇena, program matriko pretvori nazaj v cˇrkovni
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niz ter vrednosti resˇene mrezˇe vpiˇse na ustrezna mesta prekrivajocˇih se
mrezˇ1.
4. Program nato nadaljuje z resˇevanjem naslednje mrezˇe z najvecˇ pre-
krivanji. Tu se ponovno zgodi pretvorba cˇrkovnega zapisa v matriko,
hkrati pa tudi napake, cˇe so sˇtevila dvomestna (kot smo omenili prej).
1To je nujno, saj zˇelimo, da se vrednosti sˇtevil na prekrivajocˇih se mestih ujemajo.
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Poglavje 4
Sudoku uganke poljubnih oblik
Ker je uganka sudoku zˇe sama po sebi problem popolnega pokritja, je sudoku
uganka poljubne oblike resˇljiva na enak nacˇin, le da je treba bolje razmisliti
o obliki matrike pokritja, ki jo bomo za ta sudoku sestavili. Za lazˇje razu-
mevanje poimenujmo kljucˇne gradnike uganke sudoku poljubne oblike.
Kot primer si lahko ogledamo sudoku uganko na sliki 4.1.
Slika 4.1: Sudoku, sestavljen iz dveh 4 × 4 sudokujev.
Ta uganka je sestavljena iz dveh 4×4 sudoku mrezˇ g1 (modra) in g2
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(rdecˇa), ki se prekrivata. Pri resˇevanju takega problema je potrebno po-
sebej hraniti vrednosti celic, ki si jih dva sudokuja s prekrivanjem delita. V
tem primeru so to sˇtiri celice (zelena polja) oziroma sˇkatla (slika 4.2). Ko nasˇ
algoritem zazˇenemo na mrezˇi g1, se ob pravilni resˇitvi le–te vse vrednosti, ki
jih ima skupne z g2, prenesejo kot podane vrednosti g2, preden se resˇevanje
g2 zacˇne. Na podlagi teh bomo nato zgradili resˇitev sudoku mrezˇe g2.
4.1 Resˇevanje sudoku ugank poljubnih oblik
Recimo, da najdemo za g1 mozˇni dve resˇitvi, R1 in R2, kjer bi se odlocˇili za
R1. Cˇe bi se zaradi tega izkazalo, da je mrezˇo g2 nemogocˇe pravilno izpolniti,
bi se nasˇ program vrnil na mrezˇo g1, jo ponastavil ter ponovno resˇil, tokrat z
drugacˇno resˇitvijo kot R1 (kar postopno pripelje do resˇitve g2). Program pri
vsaki sudoku mrezˇi pred resˇevanjem naslednje mrezˇe preveri, cˇe je resˇitev, ki
jo je trenutno uporabil, zˇe bila uporabljena v tej mrezˇi.
Slika 4.2: Postopek resˇevanja sudoku uganke z dvema prekrivajocˇima sudoku
mrezˇama.
Postopek lahko dalje razsˇirimo sˇe na vecˇ sudoku mrezˇ. Pri vecˇjem sˇtevilu
je potrebno bolje nacˇrtovati pristop k resˇevanju, saj to lahko vpliva na hitrost
delovanja, ker zmanjˇsa sˇtevilo napacˇnih predlogov in posledicˇno obnavljanj
podatkovne strukture.
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Slika 4.3: Sestavljanje sudoku uganke iz petih sudoku mrezˇ.
Na sliki 4.4 lahko vidimo primer zapleta pri resˇevanju petih sudoku mrezˇ.
Program je najprej resˇil mrezˇo levo zgoraj, nato pa je (nakljucˇno) v nasprotni
smeri urinega kazalca nadaljeval z resˇevanjem. Pri tem lahko zˇe pred koncem
izvajanja vidimo, da srednji (rdecˇi) sudoku nima veljavnih vrednosti (krsˇitev
pravil), zaradi cˇesar bo posledicˇno priˇslo do popravkov.
Slika 4.4: Napacˇno predlagane sˇtevilke za srednjo mrezˇo.
V izogib temu je bolje, cˇe se najprej lotimo resˇevanja tistih mrezˇ, ki imajo
najvecˇ prekrivanj z ostalimi. Slika 4.5 prikazuje boljˇsi pristop k resˇevanju.
Najprej (1) poiˇscˇemo mrezˇo, ki ima najvecˇ prekrivanj. Ko je mrezˇa izpol-
njena, nadaljujemo z naslednjo, ki ima najvecˇ prekrivanj (2). Ker imajo
v tem primeru vse mrezˇe razen srednje samo eno prekrivanje, program na-
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kljucˇno nadaljuje v smeri urinega kazalca (3,4,5,6), kot na sliki 4.2. Na ta
nacˇin smo zˇe v prvem poskusu hitreje pravilno izpolnili vse mrezˇe.
Slika 4.5: Postopek resˇevanja uganke sudoku iz petih 4×4 sudoku mrezˇ.
4.2 Tezˇave pri sestavljanju poljubne sudoku
uganke
Sestavljanje poljubne sudoku uganke je omejeno zaradi nacˇina implementa-
cije algoritma (razdelek 3.4). Program namrecˇ zna resˇevati le prekrivajocˇe
sudokuje, ki imajo enake dimenzije ter vsebujejo le enomestna sˇtevila (razen
0).
Cˇe poskusimo zdruzˇiti dve mrezˇi, ki nista enakih dimenzij (slika 4.6),
program ne bo znal ustvariti enotne matrike pokritja za oba sudokuja. Pro-
blem bi lahko odpravili z locˇenima podatkovnima strukturama, pri cˇemer bi
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najprej resˇili mrezˇo, ki ima manjˇsi razpon vrednosti, saj bodo te zagotovo
tudi v vecˇji mrezˇi. Nato te vrednosti program uporabi kot podane vrednosti
druge mrezˇe. Pred tem je potrebno poskrbeti, da se mrezˇi prekrivata tako,
da se sˇkatle znotraj njiju prekrivajo medsebojno (sˇkatla s sˇkatlo) najvecˇ en-
krat (cˇe se na primer dve manjˇsi sˇkatli znajdeta znotraj vecˇje, lahko pride
do podvajanja vrednosti in posledicˇno neresˇljivega primera).
Slika 4.6: Neprimerna kombinacija dveh mrezˇ.
Neuposˇtevanje prekrivanja najvecˇ ene sˇkatle s sˇkatlo je lahko problem
tudi pri sudoku mrezˇah enakih oblik (slika 4.7).
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Slika 4.7: Neprimerna postavitev mrezˇe.
Zaradi nacˇina postavitve zelene mrezˇe na cˇrno nasˇ program najprej resˇi
eno izmed mrezˇ (v tem primeru cˇrno), nato pa pri resˇevanju zelene naleti
na neveljavno postavitev sˇtevil (slika 4.7, rdecˇa sˇkatla). Prav tako v nobeno
izmed zeleno oznacˇenih polj ni mogocˇe vstaviti sˇtevila 2, saj se v vsaki izmed
tistih vrstic zˇe pojavlja. Kljub ponovnim poskusom resˇevanja cˇrne mrezˇe
(podpoglavje 4.1) v vecˇini primerov ne bo mozˇno najti resˇitve, ki bi bila
ustrezna za obe mrezˇi (odvisno od nacˇina postavitve in sˇtevila sudokujev,
ki se tako prekrivajo). Za zagotovitev pravilne razporeditve sˇtevil v mrezˇi
je zato bolje sudoku uganko sestaviti tako, da se sudoku mrezˇe med seboj
prekrivajo le v sˇkatlah (slika 4.2).
Pri sestavljanju in resˇevanju sudoku ugank ni potrebno uposˇtevati nobene
izmed zgornjih strategij resˇevanja, toda posledicˇno se lahko zgodi, da bo nasˇ
program imel veliko preglavic zˇe pri resˇevanju manjˇsega sˇtevila mrezˇ. Namen
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predlaganih nacˇinov zastavitve in resˇevanja ugank je zmanjˇsanje cˇasovne
zahtevnosti algoritma, saj z uposˇtevanjem le-teh mocˇno zmanjˇsamo sˇtevilo
morebitnih napak pri resˇevanju oziroma neresˇljivih postavitev mrezˇ.
4.3 Vmesnik za sestavljanje sudoku ugank
Zasnovali smo preprost vmesnik (slika 4.8), v katerega uporabnik vnese vre-
dnosti w in h, na podlagi tega se ob vsakem pritisku na gumb na zaslonu
izriˇse nova sudoku mrezˇa.
Z uposˇtevanjem vseh omejitev v poglavju 4.2 lahko ustvarimo poljubne
postavitve sudoku mrezˇ, tudi ciklicˇne. Ko so mrezˇe razporejene tako, kot
si zˇelimo, se ob pritisku na gumb generiraj ustvari sudoku uganka, ki jo
uporabnik nato resˇuje. Po zˇelji lahko tudi sam vpiˇse sˇtevila (kot podane
vrednosti), na podlagi katerih program nato iˇscˇe resˇitev.
Slika 4.8: Preprost uporabniˇski vmesnik za sestavljanje sudoku ugank iz
mrezˇ.
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4.3.1 Ustvarjanje uganke sudoku
Ustvarjanje sudoku uganke se od resˇevanja le-te ne razlikuje skoraj v nicˇemer
– to je namrecˇ le postopek, kjer se najprej resˇi prazna sudoku uganka, nato pa
iz matrike pokritja (resˇitve) te uganke odstranimo nekaj vrstic, kar posledicˇno
vrne delno resˇen sudoku, ki ga uporabnik poskusi izpolniti.
Zagotavljanje enolicˇnosti resˇitve
Cˇe zˇelimo ohraniti enolicˇnost uganke, je pomembno, da ne odstranimo prevecˇ
vrstic iz resˇitve. V nasprotnem primeru lahko pride do izgube enolicˇnosti
resˇitve uganke (to bi lahko na enostaven nacˇin preverili tako, da bi iskali
resˇitve ugank, ki se med seboj razlikujejo, a imajo iste podane vrednosti).
Za enolicˇnost resˇitve je zato potrebno dolocˇiti najvecˇje sˇtevilo odstranjenih
sˇtevil iz mrezˇe.
Cˇe podrobneje pogledamo poljubno celico C sudokuja dimenzij 9×9, n =
9, vidimo, da je povezana z dvajsetimi izmed ostalih zelenih celic v mrezˇi
(slika 4.9). Poimenujmo relacijo med izbrano celico C ter vsakim izmed
ostalih zelenih polj ne sme biti enaka kot. Ker ima klasicˇni 9×9 sudoku
81 celic, to pomeni 810 relacij (ker sta relaciji med dvema celicama simetricˇni,
lahko polovico relacij zanemarimo).
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Slika 4.9: Vse relacije izbrane celice C z ostalimi celicami v klasicˇni sudoku
uganki.
V resnici ni potrebno uposˇtevati vsake izmed dvajsetih relacij, ker je v
klasicˇnem sudokuju samo devet razlicˇnih sˇtevil – ta pa se pojavijo znotraj
zeleno obarvanih celic. V tem primeru bo tako imela ena izbrana celica
natanko osem relacij (ker je samo sˇe osem ostalih sˇtevil razlicˇnih). Ker imamo
samo osem razlicˇnih relacij 81 celic ter uposˇtevamo, da sta povezavi med
celico C in poljubnim zelenim poljem x ter med x in C simetricˇni, pridemo
do zakljucˇka, da bo imela resˇena 9×9 sudoku uganka 8·81
2
= 324 povezav med
celicami. To je spodnja meja ne sme biti enaka kot relacij med celicami.
Cˇe je sˇtevilo teh relacij manjˇse od 324, to pomeni, da bodo nekatere izmed
celic imele manj relacij in posledicˇno manj omejitev. Zaradi tega bo v tistih
celicah mogocˇe vpisati razlicˇne vrednosti, kar na koncu lahko privede do
razlicˇnih, a hkrati veljavnih resˇitev iste sudoku uganke.
Ker vsaka izmed celic ustvari najvecˇ 20 relacij, bi pri klasicˇnem sudokuju
s 16 podanimi vrednostmi imeli 16·20 relacij, kar je natanko 320. To pa, kot
lahko vidimo iz prejˇsnjega racˇuna, ni dovolj za enolicˇno resˇitev uganke. Cˇe
namesto tega podamo 17 sˇtevil, se rezultat s 320 povzpne na 340, kar je v
primeru klasicˇnega sudokuja zˇe dovolj za enolicˇno resˇitev in hkrati minimalno
sˇtevilo prej podanih vrednosti.
Iz zgornjih izracˇunov lahko tako izpeljemo formulo za dolocˇitev potreb-
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nega sˇtevila podanih vrednosti L, ki nam sˇe vedno omogocˇa enolicˇnost resˇitve.
L =
⌈ n2·(n−1)
2
2 · (n− 1) + (√n− 1)2
⌉
(4.1)
V sˇtevcu ulomka (4.1) imamo sˇtevilo vseh relacij (pri klasicˇnem sudokuju je to
810). Da bi dobili minimalno sˇtevilo podanih vrednosti za enolicˇno resˇitev,
moramo v imenovalec postaviti sˇtevilo vseh relacij, ki jih ima posamezna
celica (slika 4.9) [1].
Med ustvarjanjem ugank smo ugotovili, da je poleg minimalnega sˇtevila
podanih vrednosti pri ustvarjanju uganke sudoku pomembna tudi raznolikost
podanih vrednosti. Cˇe imamo neko poljubno sudoku uganko g dimenzij n×
n, potem je potrebno za podane vrednosti te uganke vkljucˇiti vsaj n − 1
razlicˇnih sˇtevil. Cˇe bi za podane vrednosti uganke g uporabili samo n − 2
razlicˇnih sˇtevil, potem bi lahko pri resˇevanju tisti dve sˇtevili, ki sˇe nista
podani, zamenjali med seboj. Koncˇna resˇitev bi bila kljub temu pravilna,
toda ne enolicˇna (slika 4.10).
Slika 4.10: Dve mozˇni resˇitvi uganke zaradi premajhnega razpona podanih
vrednosti.
Enolicˇno resˇljivost sudoku uganke bi lahko preprosto in zanesljivo zago-
tovili tudi na sledecˇi nacˇin:
1. Resˇimo prazno sudoku uganko.
2. Iz resˇitve odstranimo nakljucˇno vrednost.
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3. S pomocˇjo resˇevalnika ugotovimo sˇtevilo mozˇnih resˇitev.
4. Dokler je sˇtevilo resˇitev 1, ponavljamo koraka 2 in 3, v nasprotnem
primeru vstavimo nazadnje odstranjeno sˇtevilo ter ponavljamo koraka
2 in 3.
Postopek lahko ustavimo, ko v uganki ostane le zˇeleno sˇtevilo podanih vre-
dnosti.
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Poglavje 5
Sklepne ugotovitve
Ustvarili smo preprost resˇevalnik sudoku ugank poljubnih oblik. Ideja je bila
sestaviti resˇevalnik, ki je sposoben resˇiti poljubno obliko sudoku uganke s
poljubnim sˇtevilom mrezˇ (z uposˇtevanjem napotkov pri sestavljanju ugank
iz razdelka 4.2).
V zacˇetku smo izhajali iz ideje resˇevalnika klasicˇnih sudoku ugank z eno
mrezˇo, ki smo ga nato razsˇirili na resˇevanje ugank poljubne oblike s poljubnim
sˇtevilom mrezˇ. Zaradi nerodne implementacije hranjenja podatkov (cˇrkovni
niz, slika 3.4), je pri mrezˇah vecˇjih dimenzij, ki lahko sprejmejo tudi sˇtevila,
vecˇja od 10, priˇslo do napak v delovanju programa. Zato imamo na voljo
resˇevanje le tistih mrezˇ, katerih sˇtevila ne presegajo dveh mest.
Prav tako bi bilo v namen resˇevanja vecˇjega sˇtevila mrezˇ hkrati bolje
uporabiti plesocˇe povezave. Kot se je izkazalo pri meritvah, je nasˇ program
popolnoma zadovoljivo hitro resˇil uganke, ki so imele le enomestna sˇtevila
(h,w < 3). Toda z narasˇcˇanjem parametrov h in w je pri h = w = 5
bil cˇas izvajanja vecˇ kot tridesektrat daljˇsi kot za h = w = 3 (tabela 3.2).
Plesocˇe povezave bi matrike pokritja resˇile nekaj hitreje, saj tam ni prisotnega
brisanja/pisanja v pomnilnik (spreminjajo se le povezave).
Za lazˇjo uporabo programa smo zasnovali preprost uporabniˇski vmesnik,
preko katerega uporabnik lahko s sudoku mrezˇami sestavlja poljubne uganke.
Zaradi svoje enostavnosti ta ne daje povratne informacije glede postavitve
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mrezˇ (ali bo resˇitev mozˇna ali ne).
V ponovnem primeru resˇevanja tega problema bi raje uporabili imple-
mentacijo plesocˇih cˇlenov, ki zna bolje obravnavati vecˇje kolicˇine podatkov,
saj se rast velikosti problema pozna na cˇasovni zahtevnosti. Poleg tega bi
za tvorjenje ugank trenutno logiko lahko dodelali tako, da bi lahko skupaj
zlagali tudi sudoku mrezˇe razlicˇnih dimenzij. Nasˇ program bi lahko spreme-
nili tako, da najprej resˇi tiste mrezˇe, ki so manjˇse, saj so njihove vrednosti
zagotovo vsebovane tudi v vecˇjih mrezˇah. K temu bi bilo potrebno dodati sˇe
varovalo, ki bi uporabnika opozarjalo na napacˇno postavitev mrezˇ, saj lahko
pri postavitvi hitro pride do napake (podpoglavje 4.2), uporabnik pa ne ve
natanko, zakaj se je to zgodilo. Mozˇnost izboljˇsave vidim tudi v tem, da bi
uporabniˇski vmesnik uporabniku lahko ocenil pravilnost njegove resˇitve in
izpostavil napacˇne vrednosti (cˇe bi v uganko uporabnik vse vrednosti vnesel
sam).
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