A certain class of approximate solutions to linear operator equations is studied, in which the domain and range of the operator are both Hilbert spaces possessing continuous reproducing kernels. The broad class of operators considered here includes integral, differential, and integrodifferential operators. The results are applied to obtain approximate solutions and related (favorable) convergence rates for two-point boundary-value problems and associated integrodifferential equations.
believed that the approximate solutions described here for boundary value problems are new, in the generality discussed here. The approximate solutions we study are exact on a certain n-dimensional subspace which may be identified.
In Section 2 we give the approximate solutions and convergence results, restated from [5] in the context of general linear operator equations. The properties of reproducing kernel spaces that we use here are stated briefly in Section 2. For more details the reader may see [5] and references there. In Section 3 the results of Section 2 are applied to the approximate solution of 2-point boundary value problems. Section 4 gives an example to show what the method is doing and to indicate that the convergence rates for the method given here cannot be improved upon. The method, applied to L,f = g, f E .B, where L, is an m-th order linear differential operator, and a is an appropriate set of boundary conditions, is equivalent to the following: g is interpolated at n values of the ordinate by a linear combination of suitably chosen functions, to obtain an approximation 2. The approximate solution 3, then, satisfies exactly L, 3 = g, 3~ g. Section 5 gives the application to linear integrodifferential boundary value problems.
PROPERTIES OF REPRODUCING KERNEL SPACES.

THE APPROXIMATE SOLUTIONS AND THEIR CONVERGENCE RATES
Let XR be a Hilbert space possessing a (real) reproducing kernel R(s, s'), s, s' E S, where S is a closed bounded interval of the real line. By the properties of reproducing kernels, the function R, defined by R,(.) = R(s, .> (2.1) is in HR and
where (e, .jR is the inner product in ZR . Let N be any continuous linear functional on yz7, . Then its representer q(.), is given by the following formula:
Let T be a closed, bounded interval of the real line. We consider operators K defined from &a into the real-valued functions on T 
If f is any element in SF" satisfying (2.8), then p is the projection, P,,f, off onto the subspace V, of V spanned by {yt, t E A}. Let Q(t, t') be the nonnegative definite kernel on T x T given by PO, t') = (vt 3 W)R .
(2.9)
If (nt, t E Tj are linearly independent, then the n x n matrix Q, with i, j-th entry Q(ti , tJ, ti , ti E d is strictly positive definite, and we may write f(s) explicitly as fb> = V'v,,f)(d = h,CG ?I&),--, rlt,(d) Q& 3 gz ,--., td' (2.10) where gi = g(t,), ti E A. In the remainder of this paper it will be assumed that {TV , t E T} are linearly independent. It may be shown that
where Nt is defined by (2.5) and is applied to R considered as a function of the first argument, and Nil is applied to R as a function of the second argument. To see this, note that, for any reproducing kernel Hilbert space, the family {R, , s E S} span SR . Then let $', v$' be the I-th members in two Cauchy sequences tending to 7t and r],' respectively, rll" = jl ci&,, 2 (2.12) and use the fact that (R, , Rsl)R = R(s, s') and hence (2.13)
Suppose that Q(t, t') is continuous for (t, t') E T x T, then {rt , t G T, t rational} is dense in the set {qt, t E T}. Let P, be the projection operator in A& onto Y and let II fl II = mjrx (t,,, -0 (2.14)
Then it follows that Let (e, *). be the inner product in Z0 . Since {Qt , t E T) span tic , and {TV , t E T} span V, and (rt, qt')R = Q(f, t') = <et, Qt*>, (2.18) there is an isometric isomorphism between V and Xc generated by the correspondence
Then f E V -g E Xc if and only if <rlt,f)R = g(t) = <Qt,s>a 3 tE T.
(2.20)
In other words, f E V -g E Zc if and only if
Thus the range K(#,) of K is %c , and K restricted to V is a 1 : 1 invertible operator from V to XQ .
To discuss rates of convergence of the right-hand side of (2.16) it is convenient to perform the calculations in .%c and make use of the isometric isomorphism generated by (2.19) . To this end we list the following table of corresponding elements and sets, where the entries on the left are in ZR . PvR,1 = 1:~ UIWvRs+e -f'vR3 -t$ W)(ys+< -ys> = ysl (2.27) where the limits are taken in the strong topology of V and Z. . Let Pm be the projection operator in #c onto the subspace T, of (2.22). Thus, if RSv E 9& , by the isometric isomorphism of (2.19) (i) (8/atz) Q(t, t') exists and is continuous on T x T (2.29) for t # t', 1 = 0, 1, 2 ,..., 2q, (3/W) Q(t, t') exists and is continuous on T x Tfor 1 = 0, 1,2 ,..., 2q -2;
(ii) li?i (3+1/&2~-1) Q(t, t') and 1~2 (82Q-1/W-1) Q(t, t') (2.30) exist and are bounded for all t' E T.
and suppose that h has a representation
Then h E Xo and (2.31)
(2.32)
When studying the case K is a differential operator, it will be convenient to use the following theorem. where the { U,)E"=, are linearly independent. Without loss of generality, we will take w, = 0, v = 1, 2 ,..., m in (3.2). We have g E 0-l, g(*) E 9z[0, I], q=r-m.
We seek an approximate solution fin a Hilbert space 2x of functions sqq = {f:fE CT-1,f(7) E Lqo, l],fE 97'). We remark on some properties of the approximate solution (2.10) with ~~(3) and Q(t, t') given by (3.9) and (3.10). demonstrating features of both collocation and Galerkin methods. For any g E J& , S is the orthogonal projection in Xo of g onto the n-dimensional subspace T, spanned by {Qt , t E A). Thus, the method is exact if g E T, , or equivalently, iff E V, .
We may now apply the results given in Section 2 to the approximate solution{(s) of Eq. (3.1), wherei is given by (2.10), v&) and Q(t, t') are defined by (3.9) and (3.10) and R(s, s') is given by (3.6) with R(s, s') chosen as in (3.3b). If Y& is as in (3.3a) then the assumptions on aj guarantee that Q(t, t') satisfy the hypotheses (i) and (ii) of Theorem 1, with 4 = r -m. is a piecewise continuous function of u for each fixed s. We wish to apply (2.32) to the right-hand side of (2.28), with y: of (2.28) satisfying hypothesis (iii) of Theorem 1. y; is the element in Sc corresponding to RSY under the isomorphism (2.19).
To obtain a formula for yS we note that, for L,f = g, f E ZR , f N g and <rs 3 do = CR, ,f)~ = f(s) = sn' Gn(s, 4 d4 du. To study yS", note that &J-)(t) = (: 47ww w>, = <et 3 do = g(t), t E T, (3.24)
"=O so that
.fo ~m-v(t) Rt' -Qt (3.25) under the isomorphism of (2.19). But R,Y N ySV so we must have 
EXAMPLE
In this section we give a simple example, in an attempt to give the reader a feel for what the method is doing. In this example, we show that the convergence rates of (3.13), (3.14), (3. 
The approximate solution is thus equivalent to the solution found by interpolating g linearly between ti and ti+1 , and then integrating exactly. In general, the approximate solution is equivalent to the solution found by interpolating g at t E A in the minimum norm fashion in %c , and integrating exactly. We remark, however, that this does not imply that the Green's function for the problem Lnf = g, f E g, is known; it implies only that -Lnrlti = eti (4.12) rlta f5 g. (4.13) Equations (4.12) and (4.13) follow from (2.3), (2.1 l), and the fact that ?It, E e . We next show that the exact error rates of (3.13), (3.14), (3.16), and (3.17) with q = 1 here cannot be improved upon.
From ( This follows since g(t) -g(t) = 0, for t = t, , t, ,..., t, , and g"(t) = 0 a.e. Then
If"(t) -j"(t)1 = I g(t) -J(t)1 < [J;i"' B& u) du * jf;j+l (g"(u))" du]li2, 1
and, if g" is allowed to be sufficiently badly behaved, then no faster convergence can obtain. Equation Equations (4.28) and (4.29) agree with (3.16) and these rates evidently cannot be improved on for g" bounded, and certainly not for g" E 64,. (Take g" to be a constant over some interval). It appears from the proof in [5] that (2.32) cannot be strengthened for the case p bounded, and our methods cannot be used to strengthen (3.17) for this case. Note that, for v < rn there always exists a g of the form (3.15) so that the Cauchy-Schwartz inequality on the right of (2.28) is an equality. (Take g = rsV). However, this cannot be done for v = m since ys" is not of the right form. .f=Mg, (5.3) where M is the Hilbert-Schmidt operator an approximate solution f"(s) is then defined by (2.10) with ~~(3) and Q(t, t') given by (5.6) and (5.7).
To use (2.28) and (2.32) to obtain convergence rates for I f(")(s) -f^ (")@)I , we need an expression for y;, the element in A"o corresponding to R,Y under the isomorphism of (2.19). If F(t, U) is sufficiently smooth, then Q(t, t') will satisfy hypotheses (i) and (ii) of Theorem 1, and #," will be piece wise continuous, v = 0, l,..., m -1. In this case 11 y: -Prysv /IQ = O(li A iI*) and hence (3.13) holds; if further g satisfies (3.15), then (3.16) holds.
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