Abstract. Short, high-dimensional, Multivariate Time Series (MTS) data are common in many fields such as medicine, finance and science, and any advance in modelling this kind of data would be beneficial. Nowhere is this truer than functional genomics where effective ways of analysing gene expression data are urgently needed. Progress in this area could help obtain a "global" view of biological processes, and ultimately lead to a great improvement in the quality of human life. We present a computational framework for modelling this type of data, and report experimental results of applying this framework to the analysis of gene expression data in the virology domain. The framework contains a three-step modelling strategy: correlation search, variable grouping, and short MTS modelling. Novel research is involved in each step which has been individually tested on different real-world datasets in engineering and medicine. This is the first attempt to integrate all these components into a coherent computational framework, and test the framework on a very challenging application area, producing promising results.
Introduction
Short, high-dimensional MTS data are common in many fields such as medicine, finance and science, and any advance in modelling this kind of data would be beneficial. One of the most exciting applications of this type of research is the analysis of gene expression data, often a short and high-dimensional MTS. For the first time, DNA microarray technology has enabled biologists to study all the genes within an entire organism to obtain a global view of gene interaction and regulation. This technology has great potential in providing a deep understanding of biological processes, and ultimately, could lead to a great improvement in the quality of human life. However, this potential will not be fully realised until effective ways of analysing gene expression data collected by DNA array technology have been found.
As gene expression data is essentially a high-dimensional but very short MTS, it makes sense to look into the possibility of using time series modelling techniques to analyse these data.
There are many statistical MTS modelling methods such as the Vector Auto-Regressive (VAR) process, Vector Auto-Regressive Moving Average [Lutk93] , non-linear and Bayesian systems [Casd92] , but few of these methods have been applied to the modelling of gene expression data. This is perhaps not surprising since the very nature of these time series data means that a direct and fruitful application of these methods or indeed their counterparts in dynamic systems and signal processing literature will be extremely hard. For example, some methods such as the VAR process place constraints on the minimum number of time series observations in the dataset; also many methods require distribution assumptions to be made regarding the observed time series, e.g. the maximum likelihood method for parameter estimation.
Our recent work, based on the modelling of MTS data in medical and engineering domains, has demonstrated that it is possible to learn useful models from short MTS using a combination of statistical time series modelling, relevant domain knowledge and intelligent search techniques. In particular, we have developed a fast Evolutionary Program (EP) to locate variables that are highly correlated within high-dimensional MTS [Swif99] , strategies for decomposing high-dimensional MTS into a number of lower-dimensional MTS [Tuck01a] , a modelling method based on Genetic Algorithms (GA) and the VAR process which bypasses the size restrictions of the statistical methods [Swif02] , and a method for learning Dynamic Bayesian Networks (DBN) structure and parameters for explanation from MTS [Tuck01b] .
Methodology
We have examined the application of our framework to learning MTS models from gene expression data. A MTS is defined as a series of n×T observations, x it , i = 1, …, n, t = 1, …, T, made sequentially through time where t indexes the different measurements made at each time point, and i indexes the number of variables in the time series. Figure 1 shows our methodology for modelling short, high-dimensional MTS, which reduces the dimensionality of the MTS before model building, and explicitly manages the temporal relationships between variables. The methodology involves three main stages. Firstly, a Correlation Search is performed on the data, producing a set of strong correlations between variables over differing time lags. The correlations produced from the MTS data are then fed into a Grouping Algorithm producing a set of groups of variables where there are a high number of correlations between members of the same group, but a low number of correlations between members of different groups. These groups are then used as a basis for the Model Building process. In this paper the models we build are DBNs, but our methodology can employ a variety of other techniques such as the VAR process. Forecasts and explanations are then produced using the discovered models.
Correlation Search
The first stage of the methodology constructs a list, Q, of correlations which contains pairs of highly correlated variables over all possible integer time lags from zero to some positive maximum. Each element of Q is a triple made up of two variables and a time lag, lag. For example, the triple (x 1 , x 2 , 2) represents the correlation between x 1 and x 2 with a time lag of 2.
The search can be either exhaustive or approximate in nature depending upon the application in question. For example, in [Swif99] evolutionary algorithms have been used for performing this search efficiently for large and time-limited domains. The construction of Q is constrained so that Q only contains one of the triples (x i , x j , lag) and (x j , x i , lag), namely the one with the highest correlation, and no triples of the form (x i , x i , lag). Q is then used in conjunction with the grouping strategy described in Section 2.2.
In these experiments we use Pearson's Correlation Coefficient (PCC) [Sned67] , defined in equation 1, but other metrics have been successfully employed in our methodology [Tuck01a] . PCC measures linear relationships between two variables, either discrete or continuous. We can calculate the PCC between two variables over differing time lags by shifting one variable in time. The correlation list, Q, is constructed using an Evolutionary Programming (EP) algorithm [Bäck93] . EP uses the notion of a population of chromosomes which represent a number of possible solutions to a particular problem. A Mutation operator is applied to these chromosomes according to some mutation rate. A selection process is applied to the population in order to preserve "good" solutions (e.g. chromosomes with strong correlations) and discard "poor" ones. The process is iterated over the chromosomes for a specified number of times. Our general EP algorithm for generating a list of high scoring triples is given below where the MTS, X is input and a list of R triples, Q is output and c determines the number of calls to the scoring function (correlation): Input: X (a n×T MTS), R, c 1.
Set Q = an empty list 2.
Generate R random triples consistent with X and insert into Q 3.
Set CallCount = R 4.
While CallCount < c 5.
Set Children to Q 6.
Apply Mutation operator to Children 7.
Insert valid Children into Q 8.
Update CallCount by the number of valid Children 9.
Sort Q 10.
Apply a survival operator to Q 11.
End While Output: Q of length R 
Note that is constant for each gene in each chromosome but differs between chromosomes, while i is different for all genes. Both parameters are generated each time mutation occurs.
Each chromosome consisted of three parameters and their corresponding s i values. The value of len is the size of each chromosome, i.e. three. A check is required after mutation for any duplicates and for any invalid chromosomes. Any children that fall into this category are repeatedly mutated until they become valid.
The Survival operator involves removing triples from the population based on their fitness (i.e. their correlation magnitude irrespective of sign) until the population is of size R once again. Therefore, the R chromosomes with the highest magnitude of correlation are preserved for the next iteration.
Grouping
The grouping stage makes use of Falkenauer's Grouping Genetic Algorithm (GGA) [Falk98] . 
. Given a list of correlations, Q, and g ∈ G, let
Intuitively, we sum the difference between the number of correlations and non-correlations over each group in G. Clearly we wish to maximise Partition Metric, which is discussed in detail in [Tuck01a] .
The general GA [Holl95] is very much like an EP except that it makes use of a recombination operator as well as mutation which usually plays a lesser role in the search. Uniform crossover [Sysw89] is a common type of recombination but Falkenauer has developed a specific operator for grouping problems. The general GA is described below:
Algorithm 2. The General Genetic Algorithm.
Input: Q , Popsize, CrossoverRate, MutationRate, Generations
Fitness: The Partition Metric applied to a chromosome given Q 1.
Generate Popsize chromosomes 2.
For Loop = 1 to Generations 3.
Select Crossover Rate × Popsize chromosomes (with fitter chromosomes being chosen with higher probability and a chromosome can be chosen more than once) 4.
Randomly pair up selected chromosomes creating parent pairs 5.
Crossover parents to generate offspring 6.
Mutate offspring based on Mutation Rate 7.
Insert offspring into the population 8.
Sort the population according to their fitness 9.
Retain the Popsize fittest chromosomes 10.
End Crossover is only applied to the second part of the chromosome and is as follows:
1. Select two random crossing sites, delimiting the crossing section in each of the two parents denoted as [Start Position, End Position]. 2. Inject the contents of the crossing section of the second parent at the first crossing site of the first parent. 3. Remove any elements that are repeated from the groups that were members of the first parent. 4. Remove any empty groups (groups that appear after the colon but not before) and reinsert any unassigned variables to existing groups. 5. Repeat (1) to (5) to produce the second offspring by reversing the roles of the first and second parent. where ? denotes an unallocated variable (adapted from [Falk98] ).
Mutation involves randomly mutating groups (on the right side of the colon) according to the Mutation Rate. Each gene has Mutation Rate probability of being mutated so that the group is randomly split into two new groups or combined with another existing group. Therefore, for the offspring in the previous example, group 0 may be mutated by splitting the elements into two new groups (1 and 2) or combining it with another group (say 3).
Modelling
Within this framework, a modelling paradigm has been developed to explain and forecast MTS. This makes use of Dynamic Bayesian Networks (DBNs) which offer an ideal way to perform both explanation and forecasting. A Bayesian Network (BN) is a well-known model for performing probabilistic inference about a discrete system [Pear88] , with its dynamic counterpart additionally modelling a system over time [Dagu95] . A DBN allows the testing of the effect of changing a biological process by manipulating key components of the system. This is of particular interest to the pharmaceutical industry in trying to identify the best target in a modelled disease process for therapeutic intervention. A DBN consists of the following:
1.
A set of N nodes representing the n variables in the domain at particular time slices and directed links between the nodes. Each node has a finite set of mutually exclusive states. 2.
Associated to each node with a set of parents, there is an associated probability table.
Links can occur between nodes over different time lags (non-contemporaneous links) and within the same time lag (contemporaneous links). However, the topology of the network must not contain directed cycles: That is, the network must be a Directed Acyclyic Graph When learning DBNs from high dimensional MTS, the search spaces can be huge.
EP-Seeded GA is an algorithm for learning DBN models efficiently [Tuck01b] which does not suffer from local maxima due to the global nature of its search. It only searches for non-contemporaneous links assuming that all dependencies span at least one time slice. We are currently looking at extending this search using evolutionary methods to order the nodes so that contemporaneous links can also be found whilst ensuring the resultant structure is a DAG. Figure 3 illustrates the EP-Seeded GA process. It involves applying an EP in order to find a list of highly correlated triples. This is similar to the evolutionary correlation search [Swif99] as discussed in Section 2.1 but uses log likelihood [Coop92] on discretised data rather than a correlation coefficient and auto-correlations may be included. This list is then used to form the initial population of a GA which consists of subsets of the list, denoted T i in Figure 3 . A form of uniform crossover is used to generate new candidate networks where the fitness function is the log likelihood of each network and a specific mutation is applied, LagMutation, which mutates only the lag portion of the triple based upon a uniform distribution. The algorithm is as follows:
Algorithm 3. EP-Seeded GA.
Input: X (a n×T MTS), MaxT, EP_Generations, GA_ Generations, CrossoverRate, MutationRate, ListSize, GA_Popsize 1.
If the data is not discrete then apply some discretisation policy EP Seeding 2.
Initialise the population of the EP to a random selection of ListSize triples, t i 3.
For Loop1 = 1 to EP_Generations 4.
Score all triples using log likelihood and sort according to score 5.
Add a copy of each link to the EP population and mutate according to equation (2) 6.
Cull the EP population to its original size by removing the lower ranking triples 7.
End For GA 8.
Initialise the population of the GA to GA_Popsize individuals, T i , made up from a selection of triples, t i , within the final EP population 9
For Loop2 = 1 to GA_Generations 10.
Score and sort each individual in the GA population by constructing the DBN represented by the list of triples and using the log likelihood of the network 11.
Apply Uniform Crossover based upon Crossover Rate to generate offspring 12.
Insert offspring into the GA population 13.
Apply LagMutation to the offspring and standard Mutation based Upon Mutation Rate 14.
Cull the GA population to its original size by removing lower ranking triple lists 15.
End For Output: The best network structure with the largest log likelihood within the last generation of GA population
Application to Viral Gene Expression Data
Viruses have been studied extensively in molecular biology in order to understand cellular The correlation search and grouping stages were applied to the expression data after pre-processing. This involved taking log ratios and then mean centring, both standard techniques for normalising expression data. For the model building experiments in this paper, the gene expression data is discretised into 3 states based on whether a gene is under expressed (state 0), not expressed (state 1) or over expressed (state 2), taken from the work in [Jenn01] . Correlation search and grouping are carried out on the continuous data. Previous work has concentrated mostly on the clustering and classification of gene expression data.
For example, in [Eise98, Jenn01] methods such as hierarchical clustering, K-means clustering and self-organising maps have been used to arrange genes into similar groups based on their gene expression profile. Some initial work has been performed on modelling gene expression profiles using BNs [Frie00] . However this work has not taken into account the time aspect of the expression data as we do here.
Correlation Search and Grouping Results
The correlation search used is an exhaustive method with maximum time lag of 3. The GGA was designed to look for between one and eight groups that maximised the number of correlations within a group. The number of correlations needed is 649, based on the calculations described in [Tuck01a] . The resulting number of correlations, using PCC, has an absolute average of 0.975 and an absolute standard deviation of 0.010. The groups formed are shown in Table 1 . Biologically, these groups made sense to a varying degree. Some contained genes with phased inductions around similar time points (e.g. groups 0 and 1) and another contained mostly co-expressed host genes (e.g. group 7). However, some of these cellular genes were found in unlikely groups (e.g. group 5). A possible reason for this is that taking log ratios exaggerates the effects of negative expression values. Taking this into account, models that explain a state 1 to state 2 change are likely to have the more reliable biological meaning.
Group (Size)
Member 0 (10)  A1 F7 G2 G11 H3 H4 J5 K8 E3 I9  1 (15)  A2 A5 A6 A9 B1 G9 H5 C5 C9 C10 C12 J9 J12 D3 F1  2 (22)  A3 A4 A7 A8 A12 B5 B6 B8 B9 H8 H11 B12 K10 K11 C6 C7 J1  D11 D12 I5 E6 I6  3 (15) K1 B2 B10 B11 G1 G5 G12 H10 C2 C3 C4 D1 D2 J6 D8 4 (12) A10 A11 F11 K12 H2 H9 K5 C8 J7 J8 D9 E5 5 (11) K4 F6 F9 F10 G4 G6 J10 D4 D10 K9 I2 6 (11) F5 F8 F12 G3 H6 H7 J4 K6 I4 E7 I7 7 (10) G8 J2 E1 I1 E2 I3 E4 E8 I8 E9 Table 1 . GGA Results
EP-Seeded GA Results
The application of the EP-Seeded GA algorithm to learning DBNs from the eight grouped gene expression datasets has resulted in some highly connected networks. The fitness of these networks (their log likelihood) are documented in Table 2 . This is in addition to the results of applying a well-known greedy algorithm, K2, introduced in [Coop92] for learning static networks, that has been adapted to learn DBNs in [Tuck01b] where we also compared EP-Seed GA to a number of other search methods. The fitness is clearly greater in the DBNs resulting from the EP-Seeded GA algorithm for all groups. For the forecasting experiments, all the data has been used for training, rather than testing the models on new data which is more common practice. This is because we want to obtain confidence in the discovered networks for generating explanations based upon the training data rather than generalising to the prediction of future observations. On the 5-step forecast, only the first 3 values of each gene were entered into the DBN. Based on this information, the DBN was used to forecast the next 5 values of each gene. On the 1-step ahead forecast the first 3 values of the genes were entered and the DBN was used to predict the next value for each gene. This was repeated for the next 5 time slices. Any WK value above 0.6 is considered Good and anything over 0.8 is considered Very Good [Altm97] . It can be seen that all of the forecasts generated Good or Very Good WK values which implies a good model of the data has been learnt. As expected, the 1-step ahead forecast performed better in most cases than the 5-step forecast although the differences are small in each case.
One advantage of DBNs over other MTS models is that they are able to generate transparent explanations given certain observations based on the data. In this context, transparent means that the model and explanations are easily interpretable by users who are not experts in statistical and artificial intelligence models. Figure 5 illustrates two sample explanations generated from the networks in Figure 4 .
(a) (b) Figure 5 . Sample Explanations generated using the DBNs in Figure 4 The explanations in Figure 5 show some of the nodes in the group 0 and group 2 networks relevant to the observed variables (in grey) for up to 4 time slices from the current time point. 
Concluding Remarks
Modelling short MTS data is a challenging task, particularly when the dataset is high-dimensional. Little work appears to have used time series methods to model this kind of data. Here we suggest a computational framework for modelling such data that explicitly manages the temporal relationships between variables within each step. We have obtained preliminary results when applying this method to the analysis of virus gene expression data.
The groups found and their corresponding networks have varying degrees of biological support. The forecasts produce very good WK statistics and some of the explanations have shown interesting biological connotations, indicating that DBNs can indeed model expression data with a high degree of accuracy.
The way we discretise the data will clearly have a large effect on the final DBNs and so future work will involve looking into ways to combine expert knowledge with existing techniques to minimise information loss. In addition we intend to investigate the use of continuous BNs to avoid the difficulties associated with discretisation. It would be useful to combine separate MTS data with common variables (e.g. different gene expression experiments) using a control node. We are currently investigating this so that more data can be used to learn the networks. We also intend to refine our framework in order to improve scalability and efficiency on both grouping variables and model building. It will be important to apply these methods to other datasets and we plan to do so on yeast expression data [Gasc00] and visual field data [Swif02] . In respect to the gene expression DBNs, we are working on collecting more detailed feedback from the biologists and carrying out follow-up experiments based upon the discovered networks to see if the discovered relationships can be confirmed.
