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Economic downturns often put pressure on monetary policymakers to conduct
countercyclical to stabilize output and the timing of the policy response is crucial.
Unfortunately, literature has focused primarily on the timing of policy exit and not
particularly on the speed of monetary policy response; thus, a widely agreed method to
measure it or to determine fast monetary responses has not yet been established. Furthermore,
the contribution of fast monetary responses in mitigating recession severity has not yet been
explored in an empirical study. This study aims to fill in the gap in literature by examining
monetary policy responses in 390 recession episodes from 1964-2010 in 66 countries.
First, I investigate whether and to what extent fast monetary actions are associated
with shorter and shallower recessions. I find that a “fast” countercyclical monetary policy
response is associated with shorter and shallower recessions. I conduct an event analysis of
recession episodes and monetary policy responses by examining the summary statistics of the
length and depth of recessions and by employing the Tobit model to analyze recession
episodes and their respective monetary policy responses. I show that the relationship between
a fast countercyclical monetary policy response and a shallower and shorter recession holds,
even after controlling for other variables which are deemed to affect recession severity such
as the fiscal policy response, financial crisis, and policy environment factors such as level of
economic and institutional development, inflation targeting and exchange rate stability.
Second I examine what macroeconomic factors or policy choices affect the
implementation of a fast response. I show that policy choices such as financial openness,
exchange rate stability, and inflation targeting, as well as macroeconomic factors like large
holdings of international reserves or external debt can affect the probability that policymakers
will implement rapid countercyclical monetary policy responses using an ordered probit
model. In particular, this study finds that monetary authorities, pursuing higher exchange rate
stability, are more likely to implement fast countercyclical policies if they hold a large
amount of international reserves which may lower the risk of sudden depreciation. Monetary
policymakers adopting inflation targeting regime also tend to be more responsive during
downturns by building credibility to maintain stable inflation through inflation targeting. In
addition, policymakers in more open financial markets are more responsive during economic
downturns, suggesting that policymakers respond quickly to prevent a prolonged recession,
which can increase the perceived and actual macroeconomic and financial risk of a country.
Finally, this study shows that holding a large external debt can impede the implementation of
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1. Introduction
When an economy experiences an economic downturn, monetary authorities would face the
need to stabilize output movements–unless they are mandated not to—and the timing of
implementation is crucial. Policy actions or inactions can affect the severity of the recession
through various monetary transmission channels. A rapid policy response, in particular, not
only facilitates in stimulating demand, it can also contain market pessimism because a rapid
response can signal to the market that policymakers are not going to let the economic
downturn run without any intervention, thus, mitigating the depth of the recession.
There are two pertinent timings to a monetary countercyclical response to a recession that
policymakers need to consider—the time when to implement the countercyclical
(expansionary) response and the timing when to lift the expansionary response. Policymakers
have often discussed and examined the timing of the latter, that is the policy exit (Rudebusch
2010, Foerster 2015). A prolonged loose monetary policy stance can lead to appreciation and
inflation pressures, and increased risk taking which affects financial stability (Zhu 2012)
which is currently faced by industrialized countries and emerging market economies after the
long monetary expansion brought by the 2008 global financial crisis. Bordo and Lane (2010)
examined the factors affecting the timing of exit of countercyclical monetary policy during
recessions in the United States from 1920 to 2007. To begin, they propose a method to
determine recessions, policy responses and the timing of the policy exit. They considered the
timing of monetary policy exit as the period when interest rates starts to increase or when
monetary aggregate growth begins to slow down after a period of continuous decline. With
those measures, they investigated the policy and economic factors which influenced the
timing of the policy reversal and found that the monetary authorities would exit from their
accommodative stance when inflation starts to increase.
Meanwhile, the role of fast monetary policy responses to economic downturns entered policy
discussions when monetary authorities were observed to implement fast expansionary
monetary policy in response to the 2008 global financial crisis. The bankruptcy of the
Lehman Brothers in September 2008, which triggered a financial collapse, prompted a swift
response from monetary policymakers. In October 8, 2008, the Federal Reserve Bank, the
European Central Bank (ECB), and other leading central banks coordinated policy rate cuts;
around the same time, other Central Banks independently reduced policy interest rates.1
While the financial turmoil originated and initially spread across industrialized countries,
emerging market economies, too, reduced policy rates when the effects of the financial
turmoil began to spread through the financial and trade channels.
The rapid response during the 2008 global financial crisis ushered discussions about the role
of the timing of monetary policy in mitigating the depth of the recession in developed
countries. Rosengren (2009, 2) asserts that at the time of the 2008 global financial crisis,
monetary authorities in the United States alleviated the depth of the recession by rapidly
lowering interest rates to address problems in the financial market. Similarly, Mishkin (2009)
argues that had monetary authorities not been aggressive in conducting expansionary
1 Refer to the Federal Bank of St. Louis (2014) for a detailed timeline of events and policy actions. The press
release of the Central Banks reporting the coordinated policy cuts can be found in the websites of the Federal
Reserve Bank, Bank of Canada, Bank of England, European Central Bank, Sveriges Riksbank (in Sweden)
and Swiss National Bank.
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monetary policy during the financial crisis, an adverse feedback loop in the financial sector
would have made the economic downturn worse. Trading asset and securities would have
been more difficult during the financial crisis because investors have to deal with the
uncertainty in valuing assets and securities amidst a tight monetary environment.
Consumption and investment are then curtailed, thereby increasing a country’s
macroeconomic risk, creating an adverse feedback loop. Taken to their logical conclusion,
Rosengren (2009) and Mishkin’s (2009) arguments imply that a slow policy response, or
inaction, could deepen the recession by failing to mitigate market uncertainty or by letting
market expectations become more pessimistic during a financial crisis. In addition, financial
crisis episodes show that financial instability can cause money markets to freeze. A rapid
intervention by monetary authorities to lower the cost of capital can mitigate the effects of
financial sector disturbances to the real sector.
Similarly, the unprecedented responsiveness of monetary authorities in emerging market
economies sparked research interest on the role of countercyclical monetary policy in the
resilience of these countries during the global financial crisis. A research by Didier, et. al
(2011) shows that policymakers mitigated the impact of the global crisis by reducing interest
rates drastically. In the past, emerging market and non-emerging market developing countries
were not able to respond to negative shocks to the economy because policymakers were
constrained in implementing monetary or fiscal policy (Reinhart and Reinhart 2008).
Nevertheless, in recent years, policy reforms have enabled monetary authorities in emerging
market economies to be more responsive during economic downturns (Didier et. al. 2011). As
a result, the growth rates of emerging market economies quickly returned to their pre-crisis
growth, when these policymakers implemented an expansionary monetary policy stance
during the 2008 global financial crisis.
The literature analyzing the 2008 crisis shows that the implementation of a monetary policy
in a timely manner can be desirable with its potential stabilization effect; historically,
however, the implementation of countercyclical monetary policy responses is not always a
feasible option to some economies, particularly developing countries. Experiences in the
Latin American Crisis in the 1980s and the Asian Financial Crisis in the late 1990s are just
some examples how inflexible exchange rate policies, high inflation rates, fear of sudden
capital outflow and a high level of external debt can impede a countercyclical monetary
policy response. Even if policymakers knew that a timely countercyclical monetary policy
response could stabilize output, policymakers may be wary of increasing economic risks
through an aggressive policy stance.
Despite the potential of a rapid monetary policy response to reduce the severity of a recession,
empirical studies examining the link between the speed of monetary policy response and the
severity of recessions are lacking. Researchers face several challenges in examining the
timing of monetary policy. For one, a widely accepted method to measure the timing of a
countercyclical monetary policy response to a recession is not yet available. Even if the
measure of timing of policy responses were available, the lagged response of output to
monetary policy calls makes it difficult to assess the impact of policy response to output. In
spite of the empirical challenges in examining the timing of a policy response, the speed of
policy implementation remains to be an important area of research as policy responsiveness
can provide an important signal to the market about the financial conditions and the stance of
policymakers— which can mitigate the recession.
Thus, this study attempts to fill in the gap by examining monetary policy responses in 390
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recession episodes from 1964-2010 in 66 countries2 (See Appendix 1 and 2). I refer to the
study of Bordo and Lane (2011) but instead focusing the inquiry on the speed of the
implementation of monetary policy response to a recession in several countries. This study
contributes to the literature and policy discussions on monetary policymaking in several ways.
First, I propose a definition and method to determine the speed of a monetary policy response
to a recession. In current literature on monetary policy analysis, the speed and timing of the
monetary policy response has not been explored in detail. For one, there is no agreed upon
definition of the speed of monetary policy and the method to determine it is also not yet well
established. Thus, in this study, I suggest a way to determine monetary policy responsiveness
during a recession, first by identifying economic downturns, from which I can determine
whether and when policymakers implemented an expansionary policy, and then by using a
predicted timing of policymaker’s response through a hypothesized reaction function which
could serve as a benchmark to examine whether the policy response is “fast” or “slow.”
Second, I will examine the link between the speed of monetary policy response and recession
severity. Investigating the role of the timing of monetary policy is crucial because it can set
the expectations of the market as to what policy stance the monetary authorities are taking
during an economic downturn. Moreover, the discussions about the importance of rapid
monetary actions were placed in the forefront during the 2008 global financial crisis (Mishkin
2009, Rosengren 2009); however, policymakers did not mention whether a rapid monetary
policy response would also mitigate the length and depth of economic downturns in general
and not only during a financial crisis. If the association between the speed of monetary policy
response and recession severity is confirmed, it can spur research interest in the role of the
timing of policy implementation in mitigating recession severity in addition to the current
research area focusing on the magnitude of change of the monetary policy variable (Kannan
et. al. 2009).
Third, I investigate why it is difficult for some countries to conduct a rapid countercyclical
monetary policy stance as a policy choice during an economic downturn. In particular, I
examine whether the extent policymakers pursue exchange rate stability and financial
openness, the adoption of inflation targeting, the holdings of large international reserves or
large net external debt affect the tendency of monetary policymakers to implement rapid
countercyclical monetary policy responses. This study would contribute specifically to the
growing empirical literature on the determinants of monetary policy response. Currently,
research focuses on the economic and policy factors influencing the implementation of
countercyclical monetary policy response (Didier, et. al. 2011, Taylor 1994). In this study, I
go beyond analyzing the policymaker’s decision to whether or not implement a
countercyclical monetary policy by also investigating the economic factors which may affect
the speed with which monetary authorities implement a countercyclical monetary policy
response.
This study addresses the following questions.
1. “Are fast monetary actions associated with shorter and shallower recessions?”
2. “What macroeconomic factors or policy choices affect the implementation of a fast
response?”
To analyze monetary policy responsiveness in various recession episodes, I propose a
2 The sample is chosen based on data availability (See Appendix 3 for data source and Appendix 4 for data
availability).
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definition and a method to determine the speed of monetary policy in Chapter 2. To deem
when an economic downturn has happened, I follow the recession identification method by
Harding and Pagan (2002). Then, to estimate an empirical benchmark, I will use a modified
Taylor (1993) model. Comparing the actual interest rate movement with the benchmark
predictions based on the Taylor model should allow me to determine whether an
implementation of an expansionary monetary policy was “fast” or “slow” compared to the
estimated typical responses. By doing these, I will have a measure representing the “speed of
(expansionary) monetary policy implementation.”
Using the measure of the speed of monetary policy, I examine the summary statistics and find
out any patterns between recession severity and monetary policy responsiveness among
countries, using the measure representing the speed of monetary policy response in Chapter 3.
Then in Chapter 4, I conduct a Tobit regression to examine the relationship between recession
depth and duration and the speed of monetary policy.
Next, I examine the determinants of the speed of monetary policy implementation by testing
a group of candidate variables which can enable or constrain a fast policy response. This
study posits that, depending on the macroeconomic conditions or policy choices taken by the
economy of concern, it is often possible that monetary authorities end up even not being able
to implement monetary stabilization policy, or implementing it but at an inappropriate, often
belated, timing. I present the findings in Chapter 5. Chapter 6 presents the conclusion.
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2. Definition and Determination of the Monetary Policy
Responsiveness
While economists have argued the need for an aggressive monetary policy in recent policy
discussions, it is hard to agree on how to define the degree of monetary policy responsiveness
or what to use as a benchmark to measure it. One way of defining a rapid monetary policy
response is the immediate implementation of a countercyclical monetary policy at the onset
of a recession, measured in terms of the time between the onset of a recession and the policy
response. However, a mere cross-country comparison of the timings of policy responses may
not be appropriate because whether a countercyclical by a country is deemed as “fast” or
“slow” depends on its policy preferences as well as its historical tendency. A countercyclical
response a month after the onset of a recession can be fast for some countries while it can be
regarded as slow for other countries. Hence, this study proposes a method on how to measure
the speed of monetary policy and define whether the policy response is “slow,” “fast,” or
“non-existent.”
2.1 Identifying recessions
In this study, monetary policy responsiveness refers to the speed in which monetary
policymakers react to an economic downturn with respect to predicted timings, which are
calculated based on an estimation model to reflect preferences and past behaviour of
monetary authorities. Figure 1 illustrates the policy responses which I define monetary
authorities would implement when facing a recession. I group monetary policy
responsiveness into three categories. The first category represents “no policy response”.
Policymakers under certain circumstances might decide to take no policy action as a policy
choice. The second category is “slow” countercyclical policy responses. Monetary authorities
may take a countercyclical response to an economic downturn but only at a time later than
they typically would. The third category is “fast” countercyclical monetary policy responses,
which is countercyclical monetary policy implemented earlier or at the same quarter, as the
typical policy response of monetary authorities.
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Figure 1. Monetary Policy Responsiveness
Source: Author’s Illustration
To determine the extent of monetary responsiveness, I need to define economic downturns
which call for countercyclical monetary policy responses. Recessions are detected by
identifying the local maxima (peaks) or the local minima (troughs) of output movements
using the Harding and Pagan (2002) algorithm. More specifically, I first identify turning
points where output series enter contractionary phases from expansionary ones.3 Figure 2a
illustrates the peaks and troughs of a hypothetical output series identified by the Harding and
Pagan algorithm. Each of the expansionary or contractionary phases has to have a minimal
interval of two quarters. Additionally, the minimal length of a business cycle must be at least
five quarters. From this algorithm, the local peak of output series marks the start of a
contractionary phrase of output, while the trough of the output marks the end of a recession.4
Based on the algorithm, Figure 2b illustrates three identified recession periods as marked by
the gray shade.
3 Some studies use a different measure in identifying economic downturns. A similar study conducted by
Didier, et. al (2011) used monthly industrial data to examine the growth collapse, defined as the difference
between the real GDP growth rate in 2009 vis-à-vis the real GDP growth rate in 2007, in emerging market
economies.
4 Harding and Pagan (2002) set two main rules in recession identification. Each phase should be at least 2
quarters and each cycle should be at least 5 quarters. However, upon closer inspection of the data, I found
that the Harding and Pagan algorithm identified six recession episodes, with a “positive” recession
amplitude. Industrial production indices generally have an increasing trend. For illustrative purposes, Japan
experienced a peak in output in 2003q1, there was a momentary trough in 2003q2 but because it happened a
quarter after the peak, the algorithm did not identify it as a trough. Meanwhile, output continued to increase
from 2003q2. The next trough identified was in 2004q2 when the industrial production index is 96.5. With
this movement, the recession identified started in 2003q1 and ended with 2004q2, with the level of industrial
production index changing from 94.1 to 96.5—which translates to a “positive” recession amplitude. This
study excludes those episodes from the sample. These recessions are: (1) Japan (2003q1-2004q2), (2) Japan
(2005q1-2006q2), (3) Ireland (1961q2-1965q1), (4) Chile (1993:4-1995:1), (5) Malaysia (1991:1-1994:1),
(6) Venezuela (1988:4-1991:2), (7) Algeria (1994:3-1996:1), Czech Republic (2004q4-2006q3), and (8) Iran
(1964:4-1966:3), are excluded from the sample.
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Figure 2. Determining Recession Episodes
(a) Identifying peaks and troughs of output (b) Marking recessions
Source: Author’s Illustration
I use the Harding and Pagan algorithm to detect recessions for the following reasons. First,
defining minimal lengths for each phase or one round of business cycle ensures that a
short-term blip in output fluctuations is not recognized as a recession. This is particularly
important to emerging market economies whose output movements tend to be highly volatile
(Mendoza 1995). As Claessens, Kose, and Terrones (2012) point out, this method is
comparable to the guiding principle the U.S. National Bureau of Economic Research (NBER)
committee use to identify recession dates for the U.S. Second, this method is also widely used
by both policy analysts and academic researchers (Classens, Kose, and Terrones 2008; Hong,
Lee, and Tang 2009), making studies of business cycles comparable with each other.
I use quarterly industrial production index (in natural log), available from the IMF
International Financial Statistics (IMF-IFS). When data for the industrial production index
are not available, I use either one of agricultural, crude oil, refined oil or manufacturing
production index, depending on which has the largest availability.
2.2 Determining countercyclical monetary policy responses
Once recessionary periods are identified, I need to determine the respective monetary policy
responses using the movements of the short term (market) interest rates. For this study, I use
the quarterly money market rates or discount rates, whichever has longer time series data,
from the International Financial Statistics of the International Monetary Fund. Finding a
monetary policy instrument which can reflect the policy stance in different countries which
are characterized by different policy frameworks is important in an event study of several
countries spanning 36 years in 66 countries (See Appendix 2 for the list of countries).5 Here,
I use short term interest rates because its rise and fall can signal the changes in the policy stance
of monetary authorities regardless of the following: the different monetary policy instruments
policymakers use, the exchange rate regime they adopted, and the increasing risk perceptions
5 Monetary policymakers have been known to adopt evolving monetary policy frameworks which guide
their policy decisions across the years. The framework, operation and tools of monetary authorities each
have their own peculiarities (Disyatat 2008). (For a summary of the monetary policy frameworks of several
central banks, refer to Bank of International Settlements (2009).)
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they face. In recent decades, most monetary authorities use short term interest rates either as a
target or a monetary policy instrument, called a policy rate (Obstfeld, Shambaugh and Taylor
2005), making short term interest rates a suitable variable to represent monetary policy stance.
However, some argue that in practice, monetary policymakers in different countries may use
different policy instruments, aside from short term (market) interest rates, to obtain their
policy goals. In some countries, especially developing countries, monetary authorities often
resort to other means of implementing monetary policy, such as changing reserve requirements
(e.g. China) and changing the discount rate.6 Furthermore, some monetary policymakers in
the past used monetary aggregates instead of the short term interest rate as the policy
instrument. Despite the differences in instruments and operational frameworks used by
monetary authorities across countries and across time, Disyatat (2008) argues that the short
term interest rate can reflect the policy stance.7 Another challenge in choosing a variable in
representing monetary policy stance is that differences in exchange rate regime can affect the
choice of monetary policy instrument; implying that countries with different exchange rate
regimes employ different policy instruments. Nevertheless, Kaminsky, Reinhart and Vegh
(2005) point out that the short term interest rate is a common policy instrument between fixed
and flexible exchange rate regimes.8 Thus, short term interest rates can reflect the monetary
policy stance of countries, which have different exchange rate regimes, used in this study.
Finally, an argument against the use of short term interest rates to reflect monetary policy is
that short term (market) interest rates can diverge from the short term (policy) rates of
monetary authorities. Particularly during severe recessions, the short term market rates tend to
rise relative to the policy rates, increasing the divergence between the market and policy rates,
because of the increase in the risk premium of the country facing the downturn. Nevertheless,
an expansionary policy response by monetary authorities is expected to bring down short term
(market) interest rates, even if the divergence between the interest rates persists. Since this
study examines the timing of the policy response in particular, then the timing of the decline in
short term interest rates could suffice in signaling the beginning of the expansionary monetary
policy. As a final note, using short term interest rates can facilitate cross-country analysis
because they are available for a wide range of countries and for a long period of time compared
to other alternative measures.
Now, I need to identify the peaks and troughs of the policy interest rate movements as the
indicators of monetary policy responses during recessions. For that, I referred to two
particular principles behind Bordo and Lane’s (2010) methodology. First, I use the turning
points of short-term interest rates to identify the beginning of the monetary policy response to
6 Although most countries use short term interest rates as their policy instrument, Van’t dack (1999) argues
that there are two reasons behind the use of reserve requirements and discount rate on back deposit. The
first is the perception that bank reserves can affect the broader monetary aggregate where the money
multiplier is still stable. The second is that the lack of financial development in emerging market economies
impedes price signals.
7 An accommodative monetary policy can be implemented by reducing reserve requirements, decreasing
discount rates or increasing money supply. In all cases, these policy responses can be reflected in a decline
in short term interest rates. Easing reserve requirements or discount rates would increase the access to
capital, which can drive down short term interest rates. Increasing money supply also decreases short term
rates. Thus, short term interest rates can reflect the monetary policy stance regardless of the monetary
policy instrument that policymakers use.
8 Countries with more flexible exchange rate regimes can influence the short term interest rate through its
policy rates or monetary aggregate, among others. Meanwhile, in a country with a fixed exchange rate
regime, assuming imperfect substitution between domestic and foreign assets, short-term interest rates
would follow the changes in monetary policy stance (Kaminsky, Reinhart, and Vegh 2005; Calvo and
Vegh 1995).
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a recession. In Bordo and Lane’s study, they mark the end of countercyclical monetary policy
responses by identifying the troughs of the interest rate movements. While I refer to Bordo
and Lane’s principle in identifying the change in the policy stance of monetary authorities,
their study focuses on the exit of monetary policy responses, that is the monetary tightening
that follows from a countercyclical policy response to a recession. In contrast, my study
focuses on the beginning of the countercyclical policy response. Second, if there are several
periods of monetary expansions (as signaled by period of decreasing interest rate) within a
recession, then I treat the first incidence of monetary expansion during the recession to be the
policymaker’s initial response.
To determine the time points of changes in monetary policy stances, I employ the Harding
and Pagan (2002) algorithm again, so as to discern the peaks and the troughs of interest rate
movements for every recessionary period to signal the shift between expansionary (or
accommodative) and contractionary (or tight) monetary policy. While I referred to Bordo and
Lane’s principles in identifying the timing of monetary policy responses for this study, Bordo
and Lane chose the timing of the monetary policy exit primarily through visual examination
of the turning points of the variables representing monetary policy.9 To identify the timing of
monetary policy responses in a systematic way, I will follow the simple rules of the Harding
and Pagan algorithm to track the movements in the interest rates similar to what I did with the
output series. The phase of the policy stance should have a minimum interval of two quarters
and that the minimum cycle of the policy is five quarters. Figure 3a shows the peaks and
troughs when I apply the Harding and Pagan algorithm to hypothetical short-term interest rate
series. The peak (trough) and the trough (peak) of the interest rate can be interpreted as the
start and end of an expansionary (contractionary) phase.
9 Bordo and Lane (2010) states that in the sample that they were working with, which are recession
episodes on the US from 1920-2007, the turning points of the variables were easy to identify. However, in
some cases, monetary policy variables have multiple turning points close to each other and it is not clear
which among the turning points represent the timing of the monetary policy change. In this case, Bordo
and Lane examined the length of the phase before and after the turning point, which signals the policy
change. Bordo and Lane chose the turning point if the expansionary phase and contractionary policy phase
before and after the turning point is at least two quarters. It should be noted that the minimum phase rule
Bordo and Lane required is consistent with the Harding and Pagan (2002) algorithm. If the turning points
did not meet the criteria, Bordo and Lane referred to historical narratives in identifying the timing of the
monetary policy response.
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Figure 3. Determining Countercyclical Policy Responses
(a) Identifying peaks and troughs of the
short term interest rate
(b) Marking countercyclical monetary policy
responses during recessions
Source: Author’s Illustration
At this point, I have applied the Harding and Pagan algorithm to both output movements and
short-term interest rate series to identify when a recessionary period starts and when a
monetary policy reaction starts. Figure 3b illustrates a hypothetical movement of a country’s
short-term interest rate while the gray shades indicate hypothetical recessionary periods. The
dotted lines represent the identified expansionary phase of monetary policy. If an
expansionary monetary phase takes place during a recessionary phase of the output
movement, that monetary policy stance would be regarded as a countercyclical monetary
policy. Based on this rule, out of the identified three recessionary periods in the figure,
countercyclical monetary policy responses are supposed to have occurred in the first two.
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Finally, I determine the timing of the policy response by comparing the timing of the onset of
the recession and timing of the countercyclical policy response. The timing of monetary
policy can occur before, after or at the same quarter as the start of the recession. A forward
looking monetary authority could have foreseen the downturn and implemented an
expansionary monetary policy as a pre-emptive response even before a recession begins. In
contrast, some monetary authorities respond at the same quarter or after an economic
downturn takes place. For illustrative purposes, we plot a hypothetical short term interest rate
series and superimposed them on recession episodes to show the difference in timing of the
start of the recession and the policy response as illustrated in Figure 4. The beginning of the
recession is represented by a gray shade. Meanwhile, the time when monetary authorities
implemented a countercyclical monetary policy is marked by a vertical line. The period
between the two, as shown by the black shade under the x-axis represents the time it took for
monetary authorities to respond to the downturn. Figure 4 shows that in the first hypothetical
recessionary episode, monetary policymakers responded at the beginning of the economic
downturn. In the second hypothetical recession episode, policymakers responded after some
time passed since the beginning of the economic downturn. Finally, in the third hypothetical
recession episode, a countercyclical monetary policy response was not detected.
Figure 4. Determining the Timing of Countercyclical Monetary Policy Responses
Source: Author’s Illustration
However, determining the timing of monetary policy presents some challenges. Figure 5
shows two cases where it is hard to determine whether the expansionary monetary policy
phase can be considered as a policy response to an economic downturn. Consistent with the
previous figures, the gray shade refers to a hypothetical recession episode and the line
represents the hypothetical movements of interest rates representing monetary policy through
time. The dotted lines represent the expansionary phase of monetary policy. Figure 5a
illustrates Case 1, which is characterized by an expansionary monetary policy phase, which
begins 2 years before the start of the economic downturn. In this study, I deem an
expansionary monetary policy which coincides with an economic downturn to be a
countercyclical monetary policy response. Since monetary authorities are considered to be
forward-looking, this study generally interprets an expansionary monetary policy which is
implemented prior to a recession as a countercyclical monetary policy response. However, it
is difficult to attribute an expansionary monetary policy implemented two years prior to a
recession as a countercyclical monetary policy. Although it can be argued that that the
continuation of the expansionary policy stance or the deepening of the existing
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accommodative policy, which began 2 years ago, signals the expansionary stance of monetary
policymakers during the recession, it is difficult to determine the timing of the response,
which is the focus of this study. Thus, this study excluded recession episodes that fall under
this case. The next case is illustrated in Figure 5b. Case 2 is characterized by a long monetary
expansion, spanning two recession episodes. In this case, I consider that the expansionary
policy was implemented in response to the first recession episode. The problem lies with the
second recessionary episode. Although I can infer that monetary authorities are taking an
expansionary policy stance in response to the second recession because of the downward
movement of the interest rate which encompasses the beginning of the second recession, I
would not be able to identify the timing of the monetary response. Because this study focuses
on the timing of the countercyclical monetary policy response, it may not be inappropriate to
attribute the timing of a particular countercyclical monetary policy response to two separate
recessions. Thus, similar to case 1, I excluded recession episodes falling under this case.
Figure 5. Examples of excluded recession episodes
a. Case 1 b. Case 2
Source: Author’s Illustration
2.3 Predicted Policy Responses based on the Taylor Rule
In addition to the identified recessions and actual monetary policy responses, I need a
benchmark to compare with the actual path of the interest rate movements as the final step to
come up with the measure of the speed of monetary policy responses. It is not enough to
know when policymakers implemented the countercyclical monetary policy, it is also
necessary to compare whether the policy response for a particular recession was faster
relative to the tendency of policymakers to respond in the past.
For that, I refer to a version of the Taylor (1993) rule modified by Mohanty and Klau (2005)
to predict interest rate levels based on past values of key variables in monetary policymaking,
such as inflation gap, output gap, and exchange rate depreciation.10 Here, I assume that the
Taylor rule reflects the reaction functions of the central bankers, so that I treat the interest rates
predicted by the estimation as “typical” monetary policy responses. However, some may argue
10 In general, monetary authorities are responsible in achieving economic objectives, which are either set by
themselves or are mandated by the constitution or by law. To achieve their goals, a central bank uses their
policy instruments to respond to changes in the variables representing their economic objectives.
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that the Taylor Rule is too simplistic to reflect the intentions of monetary policymakers
because in reality, monetary authorities process more information and variables using more
sophisticated reaction functions. Nevertheless, an apparent consensus exists among
policymakers and economic researchers that there is not one model which can model the
economy. Blinder (1998) points out that since the "true model of the economy" is unknown,
monetary authorities employ several economic models—ranging from simple models to more
complicated ones—when making their policy decisions. Thus, despite the presence of other
sophisticated alternatives to estimating the monetary policy reaction function, I employ the
Taylor Rule because the intuitive simplicity of the Taylor Rule makes it useful as an analytical
tool. In addition, the Taylor Rule is also frequently used in monetary policy analysis,
facilitating parallelism among similar studies (for example Clarida, Gali and Gertler 1998, 2000;
Kanan, et. al. 2009; Mohanty and Klau 2005).
Among the many proposed Taylor Rule estimation improvements since its inception (Taylor
1993), I used a modified version of the Taylor rule used by Mohanty and Klau (2005). The
Taylor Rule version I employ does not only include the output gap and inflation gap as
explanatory variables, but it also incorporates the exchange rate depreciation11 and lagged
interest rate12. This model is appropriate for this study because this research includes
emerging market economies and non-emerging market developing countries in its scope.
Thus, the following equation is estimated:





where ti short-term interest rate
*
tt yy  output gap
*
tt   inflation gap
te exchange rate depreciation
1ti past value of the short-term interest rate
The output gap is computed as the difference between the level of output and the potential
level of output. Output is measured as the log of industrial production index, or if unavailable,
the longest series among agricultural, crude oil, refined oil and manufacturing production
indices, using quarterly data from the International Financial Statistics of the International
Monetary Fund (IMF-IFS). The potential output is the log of Hodrick-Prescott filtered
production index with a smoothing coefficient of 1600, which is commonly used for quarterly
series filtering.
The inflation gap is the deviation between the actual inflation, taken from the International
Financial Statistics of the International Monetary Fund (IMF-IFS), and inflation target of
monetary authorities. In this study, I apply the Hodrick-Prescott filter to compute for the
detrended inflation, which I use as a proxy to measure the estimated inflation target. Since
many countries do not have explicit inflation targets, alternative measures are needed.
Hofmann and Bogdanova (2012) measure the inflation objective using the sample average of
11 The exchange rate in the estimation takes into consideration the tendency of emerging market
economies to stabilize their exchange rates, consistent with the “fear of floating” or the aversion of
emerging market economies to let their currencies depreciate (Calvo and Reinhart 2002).
12 Furthermore, lagged interest rate accounts for the interest rate smoothing conducted by monetary
authorities when implementing monetary policy (Clarida, Gali and Gertler 1998, 2000 and Woodford
2003).
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inflation in advanced countries and using the detrended inflation using the Hodrick-Prescott
filter for emerging market economies. While I refer to Hofmann and Bogdanova’s method in
estimating the inflation target, I did not use different methods to compute for the inflation
targets of advanced countries and emerging market economies like they did. The first reason
is that using the sample average of inflation may not reflect the overall declining trend of
inflation across countries. The second reason is that I want to maintain a consistent measure
of inflation target across countries in this study. Thus, I used the HP detrended inflation for all
countries in my sample.
The exchange rate depreciation of a country is measured using the first difference of the
logged exchange rate. The exchange rate of a country is measured against the currency of a
base country selected by Shambaugh (2004). The base country is determined as the currency
the local country tended to peg to in the past or the currency to which the neighboring
countries of the local country are pegging to.
Using the quarterly data series of the above variables, I estimate the Taylor model with a
rolling 10-year window for each country and regard the predicted rate as ex ante targeted
short-term rate based on the data of the preceding 10 years13. In other words, the timing of the
predicted interest rate represents the time when policymakers would have implemented a
certain policy response if they responded in a way they would typically do in the past ten
years.
When estimating the Taylor Rule, I exclude the observations from the times when the
economy is experiencing a financial crisis. Excluding crises in the estimation should prevent
large swings in the movements of the explanatory variables from skewing the estimations
aimed at predicting the “typical” monetary policy response. In this study, financial crisis
refers to inflation, currency and banking crisis. I use the banking crisis database of Laeven and
Valencia (2008) to identify banking crisis episodes. 14 Laeven and Valencia (2008)
characterizes a banking crisis as a time when the economy is suffering from significant bank
runs, losses and/or liquidations and when policymakers have undertaken policies to respond to
the banking sector distress.15 To identify inflation and currency crisis episodes, I used the
definition of Reinhart and Rogoff (2009), that is an inflation crisis is an episode when a
country’s annual inflation is 20% or higher and currency crisis is an episode when the annual
13 In this paper, I use a backward looking Taylor Rule similar to Mohanty and Klau (2004). Using a
backward looking Taylor Rule represents the historical tendency of policymakers to respond to fluctuations
in economic growth and inflation. Furthermore, past data for inflation is available for a wide range of
countries. Despite employing a backward looking Taylor Rule, I recognize the importance of using the
alternative method, that is, a forward looking Taylor Rule which uses inflation forecasts in the
determination of the monetary reaction function (Bernanke 2003). Because the data for forecasts is not
readily available, I assume that the data for the interest rate representing past monetary intervention
already incorporates the extent with which policy makers are forward looking in choosing their policy
stance.
14 While the original paper and database was released in 2008, Laeven and Valencia updated their database
to 2011, thereby expanding their database to cover banking crises during 1970-2011.
15 Reinhart and Rogoff (2009) provides a similar definition and characterizes a banking crisis episodes as
a period when “1. bank runs that lead to the closure, merging or takeover by the public sector of one or
more financial institutions; and 2. if there are no runs, the closure, merging, takeover, or large scale
government assistance of an important financial institution that marks the start of a string of similar
outcomes for other financial institutions.”
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depreciation of a country's currency is 15% or higher.16 In this study, instead of calculating the
depreciation of the currency of a country against the US dollar which is the method used by
Reinhart and Rogoff (2009) and Frankel and Rose (1996), I used the exchange rate of a
country against its base currency, as given in Shambaugh (2004), to take into consideration
that some countries peg their exchange rate to a currency other than the US dollar.
After computing for the "predicted rate", i.e. the typical response of monetary policymakers, I
again apply the Harding and Pagan algorithm to the predicted interest rate series to identify
“predicted” countercyclical monetary policy responses. Figure 6a superimposes the
hypothetical “predicted” or Taylor rule-based short-term interest rate, î, to the previous figure
which illustrates the movement of the “actual” short term interest rate as given by line i and
hypothetical recession episodes given by the gray shade.
Figure 6. Determining the Speed of the Policy Response
(a) Comparing with a predicted rate (b) Monetary Policy Responsiveness
Source: Author’s Illustration
Identifying the peak of the predicted rate and the short term rate allow me to compare the
timing of the actual response with the predicted response for each recession episode. Figure 6b
shows the three categories of monetary policy responsiveness I will examine in this study. The
peak of the actual short term rate is shown by the circle surrounding the peak of the
hypothetical interest series, i. The peak of the predicted interest rates is marked by the
diamond on the peak of the hypothetical predicted interest rate series î. The timings of the
beginning of the actual and predicted expansionary policy are marked by the vertical lines. A
monetary policy response is considered as “fast” when actual short-term interest rates go down
earlier than, or at the same timing as, the predicted interest rates as shown in the first example
of recession episode. The second example shows a monetary policy response that is regarded as
“slow” – actual short-term interest rates fall later than the predicted interest rates. Finally, the
last one is a case of “no monetary policy response if the recession does not coincide with any
decline in short term interest rates.
16 Scholars have used different thresholds in defining currency crash. For instance, Frankel and Rose (1996)
defined currency crash as a period of nominal depreciation of at least 25% when the rate of depreciation
increased by 10%. Although the threshold is arbitrary and sometimes different among studies, Frankel and
Rose (1996) conducted sensitivity analysis to show that the exact cut-off point to determine the presence of a
currency crash is not important.
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2.4 An illustrative example
In this section, I present the recessions and the movements of the short term and predicted
interest rates of an industrialized country, the United States, and a developing country,
Malaysia, as examples on how I determined monetary policy responsiveness. Figure 7 and
Figure 8 illustrates recession periods using the gray shade. The short term interest rates are
shown by the solid black lines and the predicted interest rates are given by the broken grey
lines.
This study shows that the United States have conducted fast countercyclical monetary policy
responses during economic downturns. In particular, Figure 7 shows that the United States
have consistently conducted countercyclical measures during economic downturns as
illustrated by the decline in interest rates during the recession periods. To determine whether
the countercyclical monetary policy implemented is fast or slow, I compare the timing of the
decline of the short term interest rate and the predicted rates.




Table 1 reports the start and end dates of recessions, and the dates of the policy responses and
predicted responses of monetary authorities in the United States. The table shows that in most
cases, monetary policymakers have responded earlier or at the same time as the predicted
typical response; thus the policy responses are deemed “fast”. The eighth recession episode is
omitted in this study because the start of the monetary expansionary phase, which coincided
with the eighth recession, began in during the seventh recession. It is therefore hard to
determine the timing and speed of policy response during the eighth recession.




End CCMP Start Predicted CCMP Start
Policy
Response
1 1960q1 1961q1 1959q4 No data available
2 1969q2 1970q4 1969q3 1969q4 Fast Response
3 1973q4 1975q2 1974q3 1974q3 Fast Response
4 1980q1 1980q3 1980q1 1980q1 Fast Response
5 1981q3 1982q4 1981q2 1981q3 Fast Response
6 1989q1 1989q3 1989q2 1989q2 Fast Response
7 2000q3 2001q4 2000q3 2000q4 Fast Response
8 2003q1 2005q4 cannot be determined cannot be determined
9 2007q3 2009q2 2007q1 2007q3 Fast Response
Source: Author’s Calculation
Note:
(1) CCMP- Countercyclical Monetary Policy
As a second example, this study shows that Malaysia's policy response during economic
downturns are quite mixed—in some recessions, policymakers did not implement a
countercyclical monetary response, in some cases they implemented it earlier than or at the
same time as their typical response, and in some cases, later. In particular, Figure 8 shows that
the monetary authorities are less responsive in Malaysia compared to the United States given
some periods of increasing interest rates during economic downturns. Table 2 reports the start
and end dates of recessions, and the dates of the policy responses and predicted responses of
monetary authorities in Malaysia. Out of the twelve recessions detected in Malaysia, monetary
authorities in Malaysia did not implement countercyclical monetary responses in five of them,
namely the recessions which began in 1974q3, 1982q3, 1989q4, 1995q3, and 2010q4.
Sometimes Malaysian monetary authorities would implement a countercyclical monetary
policy but at a time later than they would usually do as shown in the recession which started in
2001q1. The reasons for the lack of policy responsiveness and its association with recession
severity are discussed in the succeeding chapters.
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Figure 8. Recession Episodes, Short term interest rate movements and Predicted interest
rate movements, Malaysia
Source: Author’s illustration




End CCMP Start Predicted CCMP Start
Policy
Response
1 1974q3 1975q1 No Response
2 1982q3 1983q1 No Response
3 1984q2 1985q2 1984q4 1984q4 Fast Response
4 1986q3 1987q1 1986q2 1986q3 Fast Response
5 1989q4 1991q2 No Response
6 1995q3 1996q1 No Response
7 1997q4 1999q1 1998q2 1998q3 Fast Response
8
2000q4 2001q2 2001q1 2000q4
Slow
Response
9 2002q3 2003q1 2003q1 Fast Response
10 2006q3 2007q1 2006q3 2006q3 Fast Response
11 2007q4 2009q1 2008q2 2008q3 Fast Response
12 2010q4 2011q2 No Response
Source: Author’s Calculation
Note:
(1) CCMP- Countercyclical Monetary Policy
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3. Trends in Recession Severity and Monetary Policy
Responsiveness
3.1 Chapter Overview
This chapter examines recession severity and monetary policy responses, particularly, how
frequent, deep, and long recessions have been from 1964 to 2010 in 66 countries. Previous
studies often compare recession severity and policy responses among industrialized
countries17, emerging market18 and non-emerging market developing countries to examine the
difference among countries with different levels of economic or institutional development.
Following the precedents in this field, I frame my analysis of the speed of monetary policy
responses and recession severity based on groups representing differences in the level of
economic and institutional development of countries.
This chapter contributes to literature of monetary policy responses during recessions
particularly by examining how responsive policymakers have been during recessions in terms
of speed. Economic downturns put pressure on monetary authorities to stabilize output and the
timing of the policy response is crucial; however, empirical studies focusing on the speed of the
monetary policy response are scarce. Although studies on monetary policy responses and
economic downturns are abundant in the previous literature, most of these studies just focus on
either the severity of the downturn (IMF 2007; Classens, Kose and Terrones 2008; Hong, Lee
and Tang 2009) or on the determinants of countercyclical monetary policy responses (Didier,
et. al. 2011; Taylor 1994). Some recent studies examine both monetary policymaking and
recessions, such as that of Kannan, et. al. (2009), however, the role of the timing of the
response is usually not covered. This study fills in the gap.
By examining the summary statistics of recession severity and monetary policy responses
across countries with different levels of economic and institutional development, this chapter
presents three stylized facts from a sample of 390 recession episodes from 1964 to 2010,
which totals 115 recessions in 19 industrialized countries 158 recessions in 26 emerging
market economies and 117 recessions in 21 non-emerging market developing countries (See
Appendix 1 and 2). First, the recessions in developing countries, both emerging market
economies and non-emerging market developing countries, are more frequent and more
severe compared to industrialized countries. In Section 3.2, I examine the frequency of
recessions, which could give an indication how often countercyclical monetary policy
responses are called for. I show that among countries, developing countries experience
recessions more frequently than industrialized countries; thus highlighting their need for
countercyclical monetary policy responses. In Section 3.3, I show that developing countries
17
Industrialized countries are defined as high-income OECD member countries.
18 Emerging market economies are characterized by the International Financial Corporation of the World
Bank as countries which are in the process of opening up to global trade and financial markets and are
experiencing fast economic growth. I classified countries based on the emerging market or frontier market
list of the International Financial Corporation (IFC) of the World Bank from 1980-1997. I also include two
Asian economies Hong Kong and Singapore as emerging market economies. The choice of which countries
to classify as an emerging market is quite difficult because the classification list of emerging market
economies differs according to organizations, such as IFC, MSCI, Standard and Poor’s. In addition, the list
changes over time. To make this research comparable with those in the field, I used the same categorization
of emerging market economies used by Aizenman, Chinn, and Ito (2008).
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experienced deeper and longer recessions compared to industrialized countries. Among
developing countries, non-emerging market developing countries have larger recession
amplitude compared to emerging market developing countries. Thus, this study shows that
developing countries not only suffer from recessions more frequently, their recessions also
tend to be deep and long.
Second, although emerging market and non-emerging market developing countries
experience more frequent and severe recessions, they are less likely to implement rapid
monetary policy responses during a recession. Section 3.4 confirms the results of previous
studies that monetary policymakers in developing countries have not been able to conduct
countercyclical monetary policy until recently. To add on to existing literature which showed
that the emerging market economies have begun to implement countercyclical monetary
policy responses, I examine the speed of policy responses and provide evidence that the
tendency of monetary authorities to implement “fast” policy responses have increased.
Third, rapid monetary policy responses are associated with shallower and shorter recessions.
Section 3.5 presents preliminary evidence that more responsive monetary policy is associated
with shallower recessions. Since developing countries are more likely to experience deeper
and longer recessions, policymakers can mitigate the severity of these recessions through a
more responsive monetary policy.
3.2 Frequency of Recessions
The implementation of countercyclical monetary policy responses can depend on the
frequency of the occurrence of recessions; thus, this study examines how often countries fall
into recession. This study shows that among countries, emerging market and non-emerging
market developing countries experience economic downturns more frequently than
industrialized countries. This finding is consistent with that of the IMF (2007)’s, although
IMF identified recessions differently from this study by using movements in annual real GDP
per capita data instead of the movements in the production indices. Table 3 reports the
average number of recessions detected for each country. Since this study uses an unbalanced
panel data set, the number of recessions should take into consideration the number of quarters
the data is available for each country. A country with longer time series data available may
have more recessions detected than a country with shorter data series—not because of any
underlying economic differences but just because of the differences in data availability (See
Appendix 4 for details on data availability). Thus, the ratio of total recessions to year is
computed as the number of total detected recessions to total number of quarters (reported in
terms of years) that data is available. The ratio is presented per decade (period of 10 years)
for ease of interpretation. On average, countries experience recession 2.007 times every ten
years. Among the countries, non-emerging market developing countries (ODCs) are more
likely to experience recession than industrialized countries or emerging market economies at
an average frequency of 2.225 times every ten years. Meanwhile, industrialized countries and
emerging market economies experience a recession 1.894 and 1.927 times every ten years,
respectively. The relatively higher frequency of occurrence of recessions in developing
countries suggests that they are more vulnerable to economic downturns.
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Table 3. Average Frequency of Recessions












All 5.34 26.44 2.007
IDCs 5.75 30.78 1.894
EMEs 5.10 26.68 1.927
ODCs 5.32 22.16 2.225
Source: Author’s Calculation
Notes:
(1) The data for the number of identified recessions is based on the recession episodes used in the
latter analysis. The figure may be underestimated because recessions which have not yet reached
their trough by the end of the data series are not counted and used as part of the analysis.
(2) Industrialized countries (IDCs), Emerging market economies (EMEs), Non-emerging market
developing country or other developing country (ODCs)
Further, the occurrence of recessions is also reflected by the length of the output expansion
phase of each country since shorter expansions imply that recessions occur more frequently.
This study shows that both industrialized countries and emerging market economies have
longer economic expansion compared to non-emerging market economies. Table 4 reports the
average length of economic expansions based on the expansion phases identified by the
Harding and Pagan algorithm (2002) and shows that the average duration of expansion in
industrialized countries and emerging market economies are 11.65 quarters and 12.96
quarters respectively, while expansions in non-emerging market developing countries only
last for 8.25 quarters. Examining median values of expansion duration is also informative
because the presence of outliers among expansion phases can affect the average length of
expansion. Some emerging market economies like India and China experienced very long
sustained expansions when they opened up their markets to international trade and capital;
however, India and China’s experience with expansion may not be representative of the
whole emerging market economies group. In particular, India experienced the longest output
expansion identified in this study with 78 quarters. Thus, examining the median values of
expansion duration indicate that half of industrialized countries would experience expansion
for more than 9 quarters, emerging market economies for more than 8 quarters and more than
6 quarters in non-emerging market developing economies. These results provide two
implications. First, shorter expansions imply that non-emerging market developing countries
experience recessions more frequently than industrialized countries. Second, countries with
more responsive monetary policymakers during economic downturns, like industrialized
countries, could generally manage economic vulnerabilities and conduct necessary
countercyclical monetary policies to reinforce economic expansions (IMF 2007).
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All 472 11.15 7 10.75 2 78
IDCs 139 11.65 9 9.55 2 62
EMEs 190 12.96 8 12.89 2 78
ODCs 143 8.25 6 7.79 2 42
Source: Author’s Calculation
Notes:
(1) Industrialized countries (IDCs), Emerging market economies (EMEs), Non-emerging market
developing country or other developing country (ODCs)
Thus, among countries, developing countries experience recessions more frequently and are
in recessions longer than industrialized countries; thus highlighting their need for more
responsive policymakers which can mitigate the economic downturn.
3.3 Recession Severity
Apart from frequency of recessions, the severity of recessions can also drive the
implementation of countercyclical monetary policy responses to stabilize output. In this
section, I show that both emerging market and non-emerging market developing countries
experience deeper and longer recessions.
In this study, the severity of a recession is characterized by its depth (amplitude) and its length
(duration). The recession amplitude and duration is illustrated in Figure 9, using hypothetical
short term interest series. Recession amplitude is the percentage change of output from its
highest and lowest point within the phase as shown in Figure 9a. Meanwhile, the duration of
the recession is the number of quarters between the peak and the trough of output as shown in
Figure 9b. Amplitude and duration are the most basic characteristics of recessions and they
have been used to examine recession severity in papers by Claessens et. al. (2008), Kannan et.
al. (2009), and Bordo and Haubrich (2012); thus, using recession amplitude and duration can
facilitate comparison of results with previous studies. Using the peaks and troughs of the level
of output identified by the Harding and Pagan algorithm, I computed for the amplitude and
duration of the recession.
23
Figure 9. Measuring Recession Severity
(a) Amplitude (b) Duration
Source: Author’s Illustration
Using the measure of recession amplitude, this study shows that emerging market and
non-emerging market developing countries usually have more severe recessions compared to
industrialized countries. Table 5 reports the sample statistics of recession amplitude among
countries. The table reports that emerging market and non-emerging market developing
countries have higher average amplitudes of 16% and 24% compared to that of industrialized
countries of 14.3%. The finding of this study is consistent with a previous report by Hong,
Lee, and Tang (2009), which show that industrialized countries have shallower recessions
compared to emerging market economies and other developing countries. As pointed out by
Hong, Lee and Tang (2009), the observation that developing countries have deeper recessions
is consistent with the common finding in business cycle literature (such as Mendoza 1995)
that developing countries have higher output volatility than industrialized countries.
Table 5. Recession Statistics: Amplitude / Depth, by level of economic and institutional
development
Obs Mean Median S.D. Min Max
All 390 -17.90% -14.60% 12.90% -0.10% -87.20%
IDCs 115 -14.30% -13.70% 7.30% -0.10% -35.00%
EMEs 158 -16.00% -13.20% 11.00% -0.40% -47.40%
ODCs 117 -24.00% -19.80% 17.00% -1.10% -87.20%
Source: Author’s Calculation
Note:
(1) Industrialized countries (IDCs), Emerging market economies (EMEs), Non-emerging market
developing country or other developing country (ODCs)
(2) Lower values represent a deeper recession.
The results are supported by Table 6, which shows that the average amplitude of developing
countries is significantly lower than that of industrialized countries as given by the p-value.
Table 6 shows the test of means of the amplitude between (1) developing countries and
industrialized countries, (2) industrialized countries and emerging market economies, (3)
industrialized countries and non-emerging market economies, and (4) emerging market
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economies and non-emerging market economies. The same result—industrialized countries
have less shallow recession—is found even when we divide developing countries into
emerging market economies and other developing countries as shown in the second and third
test of means, respectively. Between emerging market economies and other developing
countries, the recessions are found to be significantly deeper than emerging market
economies as shown by the fourth test of means.
Table 6. Test of means: Amplitude / Depth, by level of economic development
Group Obs Mean Ho: mean(DV) = mean(IC) Pr(T < t)
Dev. Countries 275 -19.43% Ha: mean(DV) < mean(IC) 0.0002
Ind. Countries 115 -14.30% Ha: mean(DV) ≠ mean(IC) 0.0003
diff -5.13% Ha: mean(DV) > mean(IC) 0.9998
t-stat -3.6223
Ho: mean(IDC) = mean(EME) Pr(T < t)
IDCs 115 -14.30% Ha: mean(IDC) < mean(EME) 0.9258
EMEs 158 -16.01% Ha: mean(IDC) ≠ mean(EME) 0.1485
diff 1.71% Ha: mean(IDC) > mean(EME) 0.0742
t-stat 1.4490
Ho: mean(IDC) = mean(ODC) Pr(T < t)
IDCs 115 -14.30% Ha: mean(IDC) < mean(ODC) 1.0000
ODCs 117 -24.04% Ha: mean(IDC) ≠ mean(ODC) 0.0000
diff 9.74% Ha: mean(IDC) > mean(ODC) 0.0000
t-stat 5.6459
Ho: mean(ODC) = mean(EME) Pr(T < t)
ODCs 117 -24.04% Ha: mean(ODC) < mean(EME) 0.0000
EMEs 158 -16.01% Ha: mean(ODC) ≠ mean(EME) 0.0000




(1) Industrialized countries (IDCs), Developing countries include, Emerging market economies (EMEs)
and Non-emerging market developing country or other developing country (ODCs)
(2) Lower values represent a deeper recession.
It is not surprising to find that emerging market and non-emerging market developing
economies have deeper recessions on average because recessions which have very high
amplitudes usually occurred in these countries. Table 7 reports 39 recession episodes (out of
390 recessions in the sample) sorted by highest recession amplitude. It shows that ten percent
of recession episodes with the highest recession amplitude occurred in emerging market and
non-emerging market developing countries. Furthermore, Table 5 shows that comparing the
deepest recession in developing countries and industrialized countries shows that the deepest
recession in an industrialized country, which amplitude is 35 percent--less than half of the
deepest amplitude in developing countries which is 87.20 percent. The findings suggest
developing countries and emerging market economies had been vulnerable to very deep
recessions. Thus, the difference in the average recession amplitude of the industrialized and
developing countries not only suggests that industrialized countries have been more resilient
during recessions, but also that developing countries have failed to stabilize their output and
has resulted in very deep recessions.
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1 Iran, Islamic Rep. 1977 -87.23% ODC
2 Congo, Rep. 2000 -80.07% ODC
3 Libya 1970 -72.37% ODC
4 Libya 1979 -68.82% ODC
5 Cyprus 1972 -59.26% ODC
6 Malawi 1981 -56.05% ODC
7 Cyprus 1980 -54.85% ODC
8 Kuwait 1981 -52.52% ODC
9 Bolivia 1977 -50.08% ODC
10 Algeria 1980 -49.72% ODC
11 Malawi 1986 -47.76% ODC
12 Hong Kong, China 1995 -47.37% EME
13 Kuwait 1979 -47.26% ODC
14 Cyprus 1988 -46.24% ODC
15 Malawi 1984 -45.21% ODC
16 Cyprus 1985 -44.70% ODC
17 Cyprus 1983 -44.45% ODC
18 Fiji 2000 -44.38% ODC
19 Russian Federation 1998 -44.21% EME
20 Venezuela, RB 1974 -41.46% EME
21 Morocco 1975 -41.44% EME
22 Hungary 1991 -41.36% EME
23 Morocco 1989 -40.80% EME
24 Fiji 1997 -40.04% ODC
25 Nigeria 1983 -39.56% EME
26 Nigeria 1993 -38.84% EME
27 Colombia 1999 -38.00% EME
28 Morocco 2009 -37.52% EME
29 Macedonia, FYR 2009 -37.36% ODC
30 Bolivia 2009 -37.18% ODC
31 Kuwait 1975 -37.12% ODC
32 Gabon 1979 -36.89% ODC
33 Kuwait 1976 -36.83% ODC
34 Indonesia 1998 -36.71% EME
35 Armenia 2009 -36.65% ODC
36 Fiji 2005 -36.23% ODC
37 Ukraine 2007 -36.22% ODC
38 Kuwait 1987 -36.00% ODC
39 Indonesia 2000 -35.21% EME
Source: Author’s Calculation
Note:
(1) Industrialized countries (IDCs), Emerging market economies (EMEs), Non-emerging market
developing country or other developing country (ODCs)
(2) Lower values represent a deeper recession.
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In addition, this study shows that recessions in emerging market and non-emerging market
developing countries are not only deeper than industrialized countries, but they also tend to
continue longer in terms of the following: the average and maximum recession duration, the
distribution of recession duration across level of economic and institutional development, and
the length of output contraction phase. First, this study shows that developing countries have
longer average recession duration than industrialized countries as reported in Table 8. Table 8
presents the summary statistics of recession duration by level of economic and institutional
development. The findings show that the average duration of a recession among industrialized
countries, is 5.13 quarters, which is shorter than the sample average of 5.551 quarters and the
average duration of EMEs and ODCs, 5.57 and 5.889 quarters, respectively. In addition, the
sample statistics also show that developing countries are vulnerable to prolonged recessions.
The longest recession reported was in an emerging market economy which lasted for 30
quarters. In contrast, the longest recession reported in a developed country is 15
quarters—half of the time of the longest recession in a developing country. The results
suggest that industrialized countries are more successful in mitigating the length of economic
downturns compared to developing countries.












All 390 5.551 5 4.075 2 30
IDCs 115 5.183 5 3.034 2 15
EMEs 158 5.57 5 4.545 2 30
ODCs 117 5.889 5 4.295 2 29
Source: Author’s Calculation
Note:
(1) Industrialized countries (IDCs), Emerging market economies (EMEs), Non-emerging market
developing country or other developing country (ODCs)
To supplement the above findings, I conduct a test of means of the recession duration etween
(1) developing countries and industrialized countries, (2) industrialized countries and
emerging market economies, (3) industrialized countries and non-emerging market
economies, and (4) emerging market economies and non-emerging market economies. While
the average values in the previous table shows that recessions in industrialized countries are
shorter than in both emerging market and nonemerging market developing countries, the
p-values in the test of means given in Table 9, show that the average duration of recession in
industrialized countries is significantly lower only of that of non-emerging market
economies.
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Table 9. Test of means: Duration / Length, by level of economic development
Group Obs Mean Ho: mean(DV) = mean(IC) Pr(T < t)
Dev. Countries 275 5.71 Ha: mean(DV) < mean(IC) 0.8758
Ind. Countries 115 5.18 Ha: mean(DV) ≠ mean(IC) 0.2485
diff 0.52 Ha: mean(DV) > mean(IC) 0.1242
t-stat 1.1558
Ho: mean(IDC) = mean(EME) Pr(T < t)
IDCs 115 5.18 Ha: mean(IDC) < mean(EME) 0.2141
EMEs 158 5.57 Ha: mean(IDC) ≠ mean(EME) 0.4283
diff -0.39 Ha: mean(IDC) > mean(EME) 0.7859
t-stat -0.7934
Ho: mean(IDC) = mean(ODC) Pr(T < t)
IDCs 115 5.18 Ha: mean(IDC) < mean(ODC) 0.0750
ODCs 117 5.89 Ha: mean(IDC) ≠ mean(ODC) 0.1499
diff -0.71 Ha: mean(IDC) > mean(ODC) 0.9250
t-stat -1.4445
Ho: mean(ODC) =mean(EME) Pr(T < t)
ODCs 117 5.89 Ha: mean(ODC) <mean(EME) 0.7220
EMEs 158 5.57 Ha: mean(ODC) ≠mean(EME) 0.556




(1) Industrialized countries (IDCs), Developing countries include, Emerging market economies (EMEs)
and Non-emerging market developing country or other developing country (ODCs)
Second, this study showed that recessions in emerging market and non-emerging market
developing countries tend to be longer compared to industrialized countries as reported in
Table 10, which tabulates the frequency of recession across annual intervals. Table 10 shows
that 18.24 percent and 16.84 percent of recessions in emerging market and non-emerging
market developing countries, respectively, lasted for more than two years. In contrast,
industrialized countries 86.67 percent of recessions in industrialized countries last at most
two years, and only 13.33 percent of recessions extend longer than two years. These finding
support the earlier assertion that developing countries, both emerging market and
non-emerging markets economies, tend to experience longer recessions.
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Table 10. Recession Statistics: Duration / Length, by level of economic and
institutional development
Up to 1 year
(percent of all
recessions)







All 42.45 41.27 16.31
IDCs 41.67 45.00 13.33
EMEs 46.07 37.08 16.84
ODCs 38.10 43.65 18.24
Source: Author’s Calculation
Note:
(1) Industrialized countries (IDCs), Emerging market economies (EMEs), Non-emerging market
developing country or other developing country (ODCs)
Finally, while this study finds that in general, economic expansions are lengthier than
contractions, consistent with the common assertion in the literature (Diebold and Rudebusch
1996, 73; Stock 1987, 1247), comparing the total duration of the contraction phase across
countries show that emerging market and non-emerging market developing countries have
longer output contraction phases compared to industrialized countries. Table 11 reports the
average percent of time the industrialized countries, emerging markets and non-emerging
market developing countries are in recession, which I compute by getting the average number
of quarters a country is in recession and dividing it to the total number of quarterly data
available for that country. By doing so, I can take into consideration the differences in data
availability per country when estimating the percent of time countries, grouped based on the
level of their economic and institutional development, are in recession. Table 11 shows that
non-emerging market developing countries tend to experience recessions 42.65 percent of the
time, while industrialized countries experience it in a lesser degree at 34.09 percent of the time.
Although the time the economy is experiencing an economic expansion is still longer than
contractions, the length of the economic downturn can still affect long term economic growth.
In particular, non-emerging market economies which are in recession almost half of the time
may find it hard to catch up with industrialized countries in terms of economic growth and
development.
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Percent of time in
economic downturn
All 39.90 105.75 36.85%
IDCs 41.9 123.1 34.09%
EMEs 38.16 106.71 34.52%
ODCs 40.55 88.64 42.65%
Source: Author’s Calculation
Note:
(1) Industrialized countries (IDCs), Emerging market economies (EMEs), Non-emerging market
developing country or other developing country (ODCs)
Thus, this study shows that developing countries tended to have deeper and longer recessions
compared to industrialized countries. Furthermore, among developing countries,
non-emerging market developing countries have larger recession amplitude and longer
recession duration compared to emerging market economies. The findings imply that
policymakers in developing countries may lack the policy tools to mitigate the severity of
recessions.
3.4 Policy Responses to Economic Downturns
Developing countries do not only experience recessions more frequently, they also have a
lesser tendency to implement countercyclical monetary policy. Vegh and Vuletin (2012)
argues that emerging market economies do not implement countercyclical monetary policy
during economic downturns because monetary expansion during a recession could lead to
currency depreciation and consequently, capital outflows to the extent that developing
countries have opened up their financial markets. Table 12 reports the number of recessions
which industrialized countries, emerging market and non-emerging market developing
countries did not respond to with a countercyclical monetary policy response or responded to
in a “fast” or “slow” manner. According to Table 12, industrialized countries are found to
implement “fast” monetary policy in 69 of 115 recession episodes (60.00%). This is higher
compared to emerging market economies and other developing countries with 74 of 158
(46.84%) and 36 of 117 (30.77%), respectively. Conversely, developing countries have a
higher likelihood of failing to implement a countercyclical monetary policy. Emerging market
and non-emerging market developing countries did not implement a countercyclical monetary
policy in 53 of 158 (33.54%) and 56 of 117 (47.86%) of recession episodes detected,
respectively. In contrast, industrialized countries and emerging market economies did not
implement a countercyclical monetary policy in 27 of 115 (23.48%) and recession episodes,
respectively. The results presented in the table shows that that industrialized countries
conduct countercyclical policy in more than three fourths of their recessions, while
non-market developing countries could barely implement countercyclical monetary policy
responses half of the time.
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All 136 75 179 390
IDCs 27 19 69 115
EMEs 53 31 74 158
ODCs 56 25 36 117
Source: Author’s Calculation
Notes:
(1) Industrialized countries (IDCs), Emerging market economies (EMEs), Non-emerging market
developing country or other developing country (ODCs)
(2) Countercyclical monetary policy (CCMP)
The inability of developing countries to implement a countercyclical monetary policy is
highlighted in cases when policymakers in developing countries could plausibly foresee an
economic downturn coming—such as in cases when the downturn is caused by a contraction in
demand in industrial countries—but still could not implement a countercyclical monetary
policy. Table 13 reports four episodes of major economic downturns in industrialized countries
as well as the monetary policy responses of countries. The last column of the table shows the
number of countries which fell into recession during each global recession episode. Since
industrial countries comprise most of the share in global output, their recession can cause a
decline in trade with and capital inflows to developing countries which can also cause an
economic downturn in developing countries (Kose, Ortok and Prasad 2012). These major
economic downturns in industrialized countries, which caused a decline in PPP-weighted
world real GDP per capita, are thus deemed as global downturn episodes (IMF 2009). A
notable example of an industrial country-developing country spill-over is during the
1980-1983 global recession when an economic downturn in the United States eventually led
to the Latin American Crisis. As shown in Table 13, many developing countries also fall into
recession during the global downturns, which originated in industrialized countries.
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1974-1975: Stagflation in industrialized countries
All 10 4 8 22
IDCs 2 3 7 12
EMEs 5 0 1 6
ODCs 3 1 0 4
1980-1983: Contractionary monetary policy of the Fed to mitigate high inflation led
to an economic downturn in the US
All 17 4 17 38
IDCs 2 0 10 12
EMEs 7 3 6 16
ODCs 8 1 1 10
1990-1993: Fall in profits, fall in investments and thus fall in employment in
industrialized countries / ERM crisis
All 11 8 23 42
IDCs 1 4 9 14
EMEs 5 3 10 18
ODCs 5 1 4 10
2008-2010: Global Financial Crisis
All 5 9 22 36
IDCs 0 2 4 6
EMEs 4 4 10 18
ODCs 1 3 8 12
Notes:
(1) Industrialized countries (IDCs), Emerging market economies (EMEs), Non-emerging market
developing country or other developing country (ODCs)
(2) Countercyclical monetary policy (CCMP)
Countercyclical monetary policies are more important during global downturns because in
most cases, developing countries cannot rely on industrialized countries as sources of export
market to rebound from the economic downturn. If industrialized countries themselves are
experiencing a recession, monetary authorities in developing countries need to implement an
accommodative monetary policy to at least ease domestic credit condition that can help
stabilize output. However, developing countries were not able to make use of expansionary
monetary policy to respond to the global economic downturns. According to Table 13, most
emerging market and non-emerging market developing countries did not employ monetary
policy to respond to the downturns. During the 1974-1975 stagflation episode in particular,
out of the 6 recession episodes detected in emerging market economies, only one country
implemented a rapid monetary policy response. In addition, out of 4 recessions detected in
non-emerging market developing countries, only one country implemented a countercyclical
monetary policy, albeit a slow one. The results show that many developing countries were not
able to implement countercyclical monetary policy even if they could have plausibly foresee
the need for it when their major trading partners from industrialized countries fell into crisis.
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Nevertheless, in recent years, policymakers in developing countries are catching up with
industrialized countries and have developed their ability to implement countercyclical
monetary policy. Table 14 reports the percentage of different policy responses to recessions in
per decade. The results show that the trend towards more responsive monetary policy is
increasing regardless of the level of economic and institutional development of the country.
This finding that policymakers in developing countries are beginning to adopt countercyclical
monetary policy is consistent with the finding of Vegh and Vuletin (2012), who show that
many developing countries have graduated from a procyclical monetary policy stance.












No CCMP 53.01 47.44 30.63 17.8 34.87
Slow CCMP 13.25 8.97 18.02 31.36 19.23
Fast CCMP 33.73 43.59 51.35 50.85 45.9
IDCs
No CCMP 28.95 18.18 30.00 12.00 23.48
Slow CCMP 15.79 9.09 13.33 28.00 16.52
Fast CCMP 55.26 72.73 56.67 60.00 60
EMEs
No CCMP 73.08 47.06 22.92 14.00 33.54
Slow CCMP 3.85 8.82 20.83 34.00 19.62
Fast CCMP 23.08 44.12 56.26 52.00 46.84
ODCs
No CCMP 73.68 77.27 42.42 25.58 47.86
Slow CCMP 21.05 9.09 18.18 30.23 21.37
Fast CCMP 5.26 13.64 39.39 44.19 30.77
Source: Author’s Calculation
Notes:
(1) Industrialized countries (IDCs), Emerging market economies (EMEs), Non-emerging market
developing country or other developing country (ODCs)
(2) Countercyclical monetary policy (CCMP)
In the past, emerging market economies could not implement countercyclical monetary
policies because the policy combination of relatively open financial markets and fixed
exchange rate regime had made it difficult for monetary policymakers to retain monetary
autonomy. Vegh and Vuletin (2012) point out that developing countries fear currency
depreciation which can trigger capital outflows and bloating their external debt. These risks
prevent monetary policymakers in developing countries from implementing countercyclical
monetary policy. Before the 1980s, non-emerging market developing and emerging market
economies implemented fast monetary policy responses in 5.26 percent and 23.08 percent of
the recession episodes, respectively. The percentage is quite low compared to industrialized
countries which implemented countercyclical monetary policies in 55.26 percent of the
recession episodes in the pre-1980s period. Nevertheless, the tendency among emerging
market and developing countries to implement countercyclical monetary during recession
episodes has been increasing since the 1980s. The emerging markets financial crisis—the
Latin American Debt Crisis in the 1980s and the Asian Financial Crisis in the late
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1990s—prompted reforms in the financial sector which lessened the constraints monetary
authorities face in implementing countercyclical monetary policy.
In order to increase the level of monetary independence, countries could choose to impose
capital controls or make its exchange rate movements more flexible. In the face of the global
trend in financial integration, emerging market economies have decreased the extent they
pursue exchange rate stability in the 2000s (Aizenman, Chinn and Ito 2008), thereby enabling
them to pursue domestic objectives through monetary policy. Consequently, from the 2000s
and onwards, the percentage fast monetary policy responses during recession episodes has
increased to 44.19 percent in non-emerging market developing countries, 52 percent in
emerging market economies and 60 percent in industrialized countries. On the other hand, the
lack of countercyclical policy responses declined from 73.68 percent in the pre-1980s period to
25.58 percent in the post-2000s period in non-emerging market developing countries, from
73.08 percent to 14.00 percent in emerging market economies and 28.95 percent to 12 percent
in industrialized countries. The results reveal that not only do policymakers have increased
their tendency to conduct countercyclical monetary policy, but they also increased their
tendency to implement a countercyclical monetary policy response in a rapid manner.
3.5 Monetary policy responsiveness and recession severity
Monetary policy responsiveness, particularly in emerging economies, proved itself particularly
crucial during the 2008 global financial crisis. One of the factors explaining the quick recovery
of emerging economies affected by the 2008 financial crisis is that, unlike in previous crises,
emerging economies were able to conduct swift and credible countercyclical measures (Didier,
et. al 2011). In the past, emerging economies, particularly those in Asia and Latin America,
severely underperformed when the United States or other advanced economies fell into a crisis
situation. Indeed, as shown in Figure 10, the growth rates declined not only in US, EU, which
were at the center of the 2008 financial crisis, but also in emerging markets in Asia and Latin
America. However, with rapid countercyclical policy responses, emerging markets of Asia
did not turn negative; while it only became slightly negative for Emerging Latin America. The
resilience exhibited by emerging economies during the global financial crisis was
unprecedented.
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Figure 10. Growth of Major Developed and Emerging Economies
Source: World Development Indicators (2012), Author’s Illustration
Notes:
(1) Median Growth Rates19.
(2) Emerging Asia is comprised of People’s Republic of China, India, Indonesia, Republic of Korea,
Malaysia, the Philippines, Taiwan, Thailand, and Singapore. Emerging Latin America includes Brazil,
Chile, Colombia, Mexico, and Peru (MSCI 2012).
The study shows that recessions tend to have lower recession amplitudes when policymakers
implement a fast monetary policy response. Table 15 reports the average recession amplitude
for different types of monetary policy responses and shows that recessions mitigated with a fast
response tended to have an amplitude of 17.9 percent, whereas recessions which had a slow
response and were not given any countercyclical response had an amplitude of 20.30 percent
and 19.10 percent, respectively. Through rapid responses, policymakers could prevent market
pessimism from settling in by signaling that they, the monetary authorities, are taking
appropriate measures to mitigate the economic downturn before it worsens. Thus, quick
countercyclical monetary policy responses countries could explain the relatively lower
amplitude of recessions.











All 390 -17.90 -14.60 12.90 -0.10 -87.20
Fast CCMP 179 -16.00 -13.80 11.10 -0.40 -80.10
Slow CCMP 75 -20.30 -17.20 13.10 -3.00 -87.20
No CCMP 136 -19.10 -14.40 14.70 -0.10 -72.40
Source: Author’s Calculation
Note:
(1) Countercyclical monetary policy (CCMP)
In terms of recession duration, the relationship between monetary policy responsiveness and
shorter recessions is less clear. A fast monetary policy response is expected to result in shorter
19 Median values are used instead of the mean so that extremely high or low values will not affect the
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recession durations because the earlier policymakers respond to the economic downturn, the
earlier the market can respond to the output stabilization policy; and thus, the earlier the
economy is expected to recover. However, the summary statistics reported in Table 16 shows
that recessions tend to be shorter when policymakers do not implement a countercyclical
monetary policy response compared to when they implement a countercyclical monetary
policy response. This finding contradicts the empirical findings of Kannan, et. al. (2009),
which shows that countercyclical monetary policy shortens recession duration. Kannan et. al.,
however, came to this result by conducting a regression which controls for other factors
which can affect recession duration. Their findings thus suggest that in analyzing the
association between recession duration and policy responsiveness, it is necessary to control for
other control variables such as fiscal policy response. Thus, the relationship between recession
duration and monetary responsiveness is still subject to further empirical investigation, which
shall be conducted in the next chapter.











All 390 5.551 5 4.075 2 30
Fast CCMP 179 5.296 5 3.774 2 29
Slow CCMP 75 6.827 5 4.963 2 30
No CCMP 136 5.184 5 3.801 2 26
Source: Author’s Calculation
Note:
(1) Countercyclical monetary policy (CCMP)
3.6 Chapter Conclusion
The findings of this chapter suggest that fast countercyclical monetary policy responses are
associated with shallower and, potentially, shorter recessions. However, it is only in recent
years that developing countries, particularly emerging economies, have implemented rapid
countercyclical monetary policy. The lack of monetary policy responsiveness may explain why
recessions are deeper in these countries. Since developing countries, both emerging and
non-emerging market developing countries are more susceptible to falling into recessions,
there is a need to investigate the link between monetary policy responsiveness and recession
severity. Especially, monetary policy responsiveness would play a more important role in the
years to come as emerging market economies take a larger share in global output
(International Monetary Fund 2007; World Bank 2011).
The results imply that industrialized countries with higher economic development,
institutional development, and financial development, and possibly, higher monetary
credibility, have a track record of mitigating recession amplitude. Furthermore, industrialized
countries are shown to be more likely to implement rapid monetary policy responses. The
findings of this chapter however bring in more questions. Will the relationship between
recession severity and monetary policy responsiveness be supported by an econometric model?
If their relationship is supported, what are the constraints that monetary authorities in
developing countries face which impedes them from implementing a rapid countercyclical
monetary response to an economic downturn. These issues are addressed in Chapters 4 and 5,
respectively.
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4. Recession Severity and Monetary Policy Responsiveness
4.1 Chapter Overview
In this chapter, I conduct an econometric analysis to examine whether recession severity can be
mitigated with fast monetary policy responses even after controlling for other factors which
can affect recession severity such as the level of economic and institutional development of a
country, the presence of a financial crisis, or the policy environment during the time of the
recession. This chapter builds on the three main findings in the previous chapter: first,
industrialized countries had shallower and shorter recessions than developing countries;
second, industrialized countries tend to implement fast countercyclical monetary policy; and
third, more responsive monetary policies are associated with shallower recessions. The
findings in the previous chapter—industrialized countries, which have a higher tendency to
conduct countercyclical monetary policy, have less severe recessions;20 or conversely, the
results imply that developing countries, which have a lower tendency to conduct
countercyclical monetary policy, have more severe recessions.
In recent years, economists and policymakers provide a strong case for the signaling role of a
rapid countercyclical policy response during a financial crisis, which can mitigate recession
severity. Rosengren (2009, 2) asserts that at the time of the 2008 global financial crisis,
monetary authorities in the United States mitigated the depth of the recession by rapidly
lowering interest rates to address problems in the financial market. Similarly, Mishkin (2009)
argues that had the US Federal Reserve Bank not been aggressive in conducting expansionary
monetary policy during the financial crisis, an adverse feedback loop in the financial sector
would have made the economic downturn worse. A tight monetary environment would make
trading asset and securities more difficult during the financial crisis. Consumption and
investment are then curtailed, increasing a country’s macroeconomic risk, thereby creating an
adverse feedback loop. Rosengreen (2009) and Mishkin’s (2009) arguments imply that a slow
monetary policy response, or inaction, could deepen the recession by failing to mitigate market
uncertainty or by letting market expectations become more pessimistic during a financial crisis.
In addition, because financial instability can cause money markets to freeze, a rapid
intervention by monetary authorities to lower the cost of capital can mitigate the effects of
financial sector disturbances to the real sector.
While policy discussions about the rapid policy responses during the 2008 global financial
crisis focused primarily on the response of the US Fed Reserve Bank to the crisis, the
spill-over of the economic downturn from industrialized countries to developing countries
during the crisis highlighted the importance of countercyclical monetary policies in emerging
market economies in two ways. First, the ability to conduct countercyclical monetary policy
increased the resilience of emerging market economies in mitigating the economic downturn
during the financial crisis. Didier, et. al. (2011) found that the quick recovery of emerging
markets from the crisis can be attributed to their implementation of countercyclical monetary
policy. Second, as emerging market economies increase their share in output of the world
20 The implication that industrialized countries, which have a higher tendency to conduct countercyclical
monetary policy, experience less severe recessions is consistent with the results of the study of Romer and
Romer (1994), which shows that monetary policy has been a source of economic recovery during recessions
in the United States.
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economy (International Monetary Fund 2007) and as they take on a new role in the global
economy as a new growth pole (World Bank 2011), emerging economies need to equip
themselves with the capability to implement countercyclical monetary policy because the
effect of output volatility in emerging market economies to the global economy is expected to
increase in the years to come. However, as the global financial crisis shows, the mere
implementation of countercyclical monetary policy may not be enough; “aggressive”
monetary policy may be necessary to decrease the severity of recessions (Mishkin 2009).
Thus, the role of “aggressive countercyclical monetary policy” in mitigating recessions needs
to be investigated. An “aggressive” policy may refer to the magnitude of response (i.e large
changes in the policy instrument such as a deep slash in short term interest rates) or it can
refer to the speed of policy response (i.e. rapid monetary responses). A study on the role of
the magnitude of monetary policy response to recession severity was earlier conducted by
Kannan, Scott and Terrones (2009). In particular, they show that exiting a recession becomes
more likely by 6% with every 1% reduction in the real interest rate relative to the interest rate
estimated by the Taylor Rule. However, studies on the role “aggressive” monetary policy, as
defined by the speed of implementation, in mitigating recession severity are scarce. Olivei
and Tenreyro (2007) examine “timing” of monetary policy by the US Federal Reserve Bank
in terms of which quarter of the year—whether on the first, second, third or fourth
quarter—monetary policy was implemented. In their study, Olivei and Tenreyro find that
output responds faster when a change in monetary policy occurs in the first or second quarter
of the year. Although the findings of Olivei and Tenreyro suggest that the timing of monetary
policy response is crucial in affecting output, they did not assess the impact of the speed of
policy response on recession severity in particular.
This study contributes to literature by filling in the void. In this chapter, I show that monetary
policy responsiveness through rapid monetary actions can lower the depth and shorten the
duration of recessions by examining the speed of monetary policy responses and length and
depth of 293 recession episodes in countries with different levels of economic and
institutional development, totaling 48 recessions in 11 industrialized countries, 140 in 28
emerging market economies and 105 in 21 non-emerging market developing countries from
1964 to 2010 (See Appendix 1 and 2). I conduct Tobit regressions, with the depth and length of
recessions as the dependent variables and monetary policy responses as the main explanatory
variables. Similar to the study by Kannan, Scott and Terrones (2009), I do not delve deeply on
the determinants of recession depth and length but rather focus on the association of fast
policy responses on shallower or shorter recessions.
The analytical framework is discussed in Subsection 4.2. The empirical framework is
explained in Subsection 4.3. The results are discussed in Subsection 4.4. Subsection 4.5
provides the conclusion.
4.2 Analytical Framework
In this chapter, I characterize recession severity using the depth and the length of recessions.
Policy discussions and economic literature often focus on the length and the depth of the
recession when analyzing recession severity (Kannan, Scott and Terrones 2009; Bordo and
Haubrich 2012) because deep and long recessions can have large economic costs.
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At the onset of a recession, monetary policymakers need to decide whether or not they will
implement a countercyclical monetary policy. If they decide to conduct a countercyclical
monetary policy response, they would then need to decide when to implement their decision.
Monetary policy responsiveness, in terms of the speed of policy response, can thus be divided
into three categories, a no countercyclical monetary policy response, a slow countercyclical
response and a fast countercyclical policy response. A policy response is gauged as fast or
slow relative to the response of a predicted interest rate, representing the typical response of
monetary policymakers.21 A countercyclical monetary policy response is deemed “fast” if the
actual short term interest rates declined earlier than or at the same time as predicted rate
would during the recession. A countercyclical monetary policy response is deemed “slow” if
the actual short term interest rates declined later than predicted rate would during the
recession.
When policymakers decide to implement a rapid countercyclical monetary policy response to
a recession, they can take advantage of the different channels of monetary policy
transmission at an earlier time (See Box 1 for a summary of the monetary transmission
mechanism). Monetary policymakers can take advantage of the expectations channel through
a quick response because an early signal of the monetary policy stance, through quickly
lowering the short term interest rate, can allow the market to adjust their expectations sooner
about the course of monetary conditions, potentially prodding the resumption of consumption
and investment. Fast monetary policy responses can also arrest the economic downturn
through the other monetary transmission channels—such as the interest rate channel wherein
lower interest rates can decrease borrowing costs thus spurring investment and consumption,
the credit channel wherein lower short term interest rates can strengthen the balance sheet of
firms allowing firms to apply for more credit for investment, the asset price channel wherein
lower short term interest rates can give people the incentive to transfer their money from
interest bearing assets to real estate or equity thus stimulating economic growth, and the
exchange rate channel wherein lower interest rates can lead to currency depreciation which
can stimulate economic growth through net exports. By lowering interest rates in a rapid
manner, economic actors would be able to respond earlier than if monetary policy makers
implement policy later. In contrast, a lack of response from monetary policymakers can signal
policy inaction which can reinforce market pessimism and consequently, deepen the
recession.
4.3 Empirical Framework
To begin the empirical estimation, I determine recession episodes using the Harding and
Pagan (2002) algorithm, which identifies the peaks and troughs of the log of production
indices. The peak of the output series marks the time when output begins to decline, which is
the beginning of the recession. Meanwhile, the trough of the output series marks the end of
the output decline, signaling the end of the recession (See Chapter 2 for details). From the
Harding and Pagan (2002) algorithm, I identified 293 recession episodes in 59 countries from
1964 to 2010.
21 In this study, the typical response of policymakers is estimated for each country using a modified Taylor
Rule (1993) equation, which incorporates variables representing the typical variables monetary policy
makers respond to, namely, output gap, inflation target gap, exchange rate depreciation and lagged interest
rates. (See Chapter 2 for details of the estimation)
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I then calculate the depth and length of recessions to capture recession severity. The depth of
the recession is measured by the recession amplitude, which is the output decline between the
start and the end of the recession. The length or duration refers to the number of quarters
output is in a contractionary phase. It is measured as the number of quarters between the peak
and trough of a recession.
To represent monetary policy responsiveness, I first determine if and when policymakers
implemented a countercyclical monetary policy by examining the movements in the short
term interest rate using the Harding and Pagan (2002) algorithm. Then, I estimate an
empirical benchmark to determine whether the policy response is slow or fast. If monetary
policymakers implement the countercyclical policy response earlier than or at the same time
as they typically would, I consider their response to be “fast”. If their response is later than
their usual response, then I consider it as a “slow” response. If monetary authorities did not
implement a countercyclical monetary policy, I consider it as a “no response”. By doing these,
I will have a measure representing the “speed of (expansionary) monetary policy
implementation.”
Finally, I regress the measures of recession severity, depth and length of recession, on dummies
representing monetary policy responsive namely Fast countercyclical monetary policy
response and No Monetary Policy response, which are the main variables this study focuses on.
To represent monetary responsiveness, I use two dummy variables given the three types of
monetary policy responses I previously determined. By using the No Response dummy
variable, I can examine how monetary inaction can affect the severity of recessions. By using
Fast, I can present empirical evidence reporting the effect of rapid monetary policy actions on
the severity of recession.
I also add several control variables, given by the vector X’ to take into consideration variables
which are found to influence the level of recession amplitude. I control for other factors found
by other studies to affect recession severity, namely, the level of economic development (IMF
2007, Hong, Lee, and Tang 2009), fiscal policy and financial crisis (Kannan et. al. 2009), and
policy credibility in keeping stable inflation and exchange rates (Alp, et. al 2011).22 Thus, the
following equations are estimated:
(1) iiii uXNoMPFastdepth  '210 
where:
depthi is the recession amplitude in recession i
Fasti is a dummy variable representing fast countercyclical policy responses during
recession i
NoMPi is a dummy variable representing the lack of countercyclical policy responses during
recession i
X’ is a vector of control variables
22 I report the correlation matrix of the dependent and explanatory variables in Appendix 5.
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(2) iiii uXNoMPFastlength  '210 
where:
lengthi is the recession duration in recession i
Fasti is a dummy variable representing fast countercyclical policy responses during
recession i
NoMPi is a dummy variable representing the lack of countercyclical policy responses during
recession i
X’ is a vector of control variables
The dependent variable in the first equation depth represents the amplitude of a recession i. A
lower value signifies a deeper recession. For example, a value of -0.05 means that output
declined by 5 percent, while a value of -0.1 means that output declined by 10 percent. In the
second equation, I estimate recession length. A higher value represents a longer recession.
The minimum recession duration is two quarters because recessions are defined as the
periods where output growth declines for two or more quarters based on the Harding and
Pagan algorithm recession identification method.
I use the Tobit model in both equations to examine recession severity. I use the Tobit model in
investigating the determinants of the depth of recessions, because amplitude, which
represents the depth of recessions, is composed of negative values. Thus, I need to conduct
the estimation with the variable amplitude censored from the right at the value zero. I also use
the Tobit model in investigating the duration of recession because the length of a recession
does not take a value below two, thus I conduct the estimation with the dependent variable
censored from the left at the value two
I use dummy variables Fast and No Response, representing rapid monetary actions and
monetary inaction respectively. I generate the dummy variables representing the monetary
policy responses as follows. When the dummy variable Fast takes the value of 1 and the
variable No Response takes a value of 0, it means policymakers implemented a fast response.
When the dummy variable Fast takes the value of 0 and the variable No Response takes a
value of 1, it means policymakers did not implement a countercyclical monetary policy
response. And finally, when the dummy variable Fast and No Response both take a value of 0,
it means monetary policymakers implemented a “slow” countercyclical response.
In this study, I expect that a positive coefficient for the variable Fast in the estimation on the
recession amplitude since it means that a fast response is associated with a shallower
recession. Conversely, I expect a negative coefficient for the variable No Response in the
estimation since a lack of policy action can lead to deeper recessions.
In the estimation with the length of recession as a dependent variable, I expect a negative
coefficient for Fast implying that a rapid response is associated with shorter recessions since
a higher value for the variable length represents a longer recession. Meanwhile, I expect a
positive coefficient of No Response because policy inaction can lead to a longer recession.
Apart from the main variables, I also add some control variables in the Tobit regression. First,
this study controls for the level of economic and institutional development of a country.
Previous studies found that recessions are usually deeper in developing countries compared to
industrialized countries (IMF 2007; Hong, Lee, and Tang 2009). The difference in the quality
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of institutions in these countries can affect the ability of monetary authorities to implement
macroeconomic stabilization policies. In particular, Mendoza (2002) argues that since
international investors have difficulty in distinguishing which countries among the emerging
market group can commit to its policy stance, international investors tend to delay their
response to countercyclical monetary policies in emerging markets, regardless of whether a
country has improved their ability to maintain their policy stance. Thus, monetary policy in
emerging market economies may be less effective in macroeconomic stabilization. Although
Mendoza’s study focuses mainly on emerging market economies, the assertion that
international investors respond more slowly to monetary policy because of uncertain policy
credibility can be applied to non-emerging market developing countries as well. In this study,
I divide the countries based on their respective level of economic and institutional
development. The first category I use is Advanced Economic and Institutional Development
represented by industrialized countries. The second is Emerging Economic and Institutional
Development represented by emerging market economies. The base dummy variable is Low
Economic and Institutional Development, when both IDC and EME take a value of 0,
represented by non-emerging market developing countries (See Appendix 2 for the list and
categorization of countries).
Next, this study controls for policy variables, which can influence market expectations of
output recovery during a recession, namely inflation and exchange rate stability. A previous
study by Alp et. al. (2011) on Korea, provides evidence using counterfactual simulations that
had Korea not implemented an inflation targeting framework and had adopted a flexible
exchange rate, the output contraction caused by the Global Financial Crisis would have been
deeper. In theory, however, the effect of inflation and exchange rate stability on recession
severity is ambiguous. According to Bernanke, et. al. (1999) a track record in maintaining
low inflation can give policymakers a good reputation as inflation fighters and thus provide
them with flexibility to conduct countercyclical monetary policy (as cited in Maxwell 2000).
Policymakers are usually hesitant to conduct aggressive countercyclical monetary policy in
fear that the temporary expansionary monetary policy stance to stabilize output would build
inflationary pressure. If monetary authorities established themselves as inflation fighters, then
the market would still believe that policymakers have not abandoned their inflation objectives
when dealing with the economic downturn. However, extremely low inflation could also
affect the credibility of policymakers to maintain countercyclical monetary policy amidst
deflationary pressures. If the market believes that policymakers cannot maintain low interest
rates to avoid a possible deflation, then the extent the countercyclical monetary policy will
work is limited (Coenen and Wieland 2003). The market may not react to a countercyclical
monetary policy which they think policymakers cannot commit to. To control for the effect of
inflation targeting regime, I use a dummy variable to mark recession episodes when
policymakers adopted an inflation targeting framework. I refer to the study of Hammod
(2015) in identifying inflation targeters.
In a similar way, a flexible exchange rate regime can allow policymakers to conduct
countercyclical monetary policy more independently from other countries’ monetary policies.
However, adopting a fixed exchange rate regime can lead to currency speculation in a
recession, which can further exacerbate the economic downturn. Expectations that monetary
policymakers cannot defend the exchange rate peg can usher massive capital outflows similar
to what happened during the economic downturn that followed the 1997 Asian Financial
Crisis. To control for the extent policymakers allow their currencies to fluctuate, I use the
exchange rate stability index by Aizenman, Chinn and Ito (2010). In this study, I use the
average of the lagged values of the control variable (in annual frequency) not only to address
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issues of simultaneity but also to take initial conditions into consideration when analyzing
recession episodes. In particular, I use the average value of the control variable in the three
years prior to the recession episode i.
I also control for the effect of fiscal policy response during the recession in the equation
because a countercyclical fiscal policy can soften the recession severity. In a similar study on
recession severity, Kannan et. al. (2009) found that countercyclical fiscal policies are
associated with shallower recessions. I measure fiscal policy using annual data on general
government consumption expenditure available in the International Financial Statistics
database of the International Monetary Fund. I calculate for the fiscal policy response by
getting the difference between the growth of general government consumption per GDP,
calculated as the logged first difference of the series, and trend growth of general government
consumption per GDP. The trend growth of the general government consumption per GDP is
calculated using an HP filter with a smoothing coefficient of 6.5 used for annual data. A
positive value of the variable representing fiscal policy response means that government
expenditures per GDP during the year of the recession grew more than its trend growth,
implying a countercyclical fiscal policy response during a recession.
Finally, I control for financial crisis episodes, particularly banking crises, inflation crisis and
currency crashes. Recessions associated with financial crisis are often found to be much
deeper and longer (Kannan et. al. 2009). Turmoil in the financial sector can affect credit
allocations adversely, which can lead to a deeper recession, compared to a recession which
does not coincide with a financial crisis. I employ the definition of Laeven and Valencia
(2008) to identify banking crisis episodes. I use the definition of inflation crisis and currency
crash by Reinhart and Rogoff (2009) to identify inflation crisis and currency crash episodes.
Robustness Checks
Up until now, I categorized monetary policy responses during recessions into a fast response,
a slow response and no response because it facilitates cross-country analysis; however, using
categories to represent monetary policy response can overlook the potential importance of the
actual timing of policy response. To categorize responses, I first determine whether a
countercyclical monetary policy was implemented in a particular recession. Then, I compare
the timing of actual policy responses to the estimated "typical" timing of monetary response in
each country. By comparing actual and typical responses, I can gauge whether the timing of a
policy can be deemed fast, depending on the economic objectives and preference of a particular
monetary authority; thus facilitating analysis of recession episodes across different countries.
However, categorizing responses overlooks the potential contribution of the timing of
monetary policy on mitigating recession severity. In fact, when Mishkin (2009) and Rosengren
(2009) argued that fast monetary responses contributed in softening the economic downturn
during the 2008 global financial crisis, they were referring to the timing of monetary
policy—that is rapid policy responses relative to the start of the crisis and not relative to the
start of the “typical” timing of policy responses. Mishkin and Rosengren both argue that
because monetary authorities responded immediately after the onset of the financial turmoil,
policymakers could mitigate the depth of the recession.
Since the actual time policymakers implemented policy can also represent monetary policy
responsiveness, I use the timing of monetary policy to check for the robustness of the
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relationship between the monetary responsiveness and recession severity. For this purpose, I
regress the following equations.
(3) iii uXTdepth  '10 
where:
depthi is the recession amplitude in recession i
Ti is the number of quarters between the onset of recession i and the countercyclical
monetary policy response to recession i, otherwise called the timing of the policy response
X’ is a vector of control variables
(4) iii uXTlength  '10 
where:
lengthi is the recession duration of recession i
Ti is the timing of the countercyclical monetary policy response in recession i
X’ is the vector of control variables
In this regression, the main variable of focus is the explanatory variable (T), which represents
the number of quarters between the onset of recession i and the countercyclical monetary
policy response to recession i. When T takes the value of 0, it means that policymakers
implemented monetary policy in the same quarter as the beginning of the recession. For
example, a value of -1 means the expansionary monetary policy which coincided with the
recession began one quarter before the start of the recession. Similarly, a positive value, for
instance a value of one, means that the countercyclical monetary policy began a quarter after
the onset of a recession.
In the estimation with depth as a dependent variable, the value of the estimated coefficient of
the variable T represents the marginal change in the amplitude of a recession if the
countercyclical monetary policy response is implemented one quarter later. I expect a
negative coefficient for the variable T because I expect that the recession amplitude becomes
deeper the longer it takes for monetary policymakers to respond.
Similarly, in the estimation with length as a dependent variable, the value of the estimated
coefficient of the variable T represents the marginal change in the recession duration (in
quarters) if the countercyclical monetary policy response is implemented one quarter later. I
expect a positive coefficient for the variable T because I expect that the recession length
becomes longer the more time it takes monetary policymakers to respond.
44
4.4 Results and Discussion
Recession Depth and the Speed of Monetary Policy
Table 17 reports the estimation result of the Tobit regression to assess whether fast policy
responses mitigate the depth of recessions and whether the lack of countercyclical policy
responses lead to deeper recessions.
Table 17. Tobit Regression Results
Dependent Variable: Recession Amplitude
(1) (2)
coef. s.e. coef. s.e.
Fast Response 0.0353* [0.0213] 0.0361* [0.0215]
No Response 0.0259 [0.0213] 0.0257 [0.0214]
Fiscal Response 0.112* [0.0584] 0.116** [0.0587]
Emerging Economic and Institutional
Development 0.0723*** [0.0176] 0.0727*** [0.0177]
Advanced Economic and Institutional
Development 0.0917*** [0.0232] 0.0915*** [0.0234]
Currency Crash 0.0413 [0.0539] 0.0300 [0.0539]
Banking Crisis 0.0085 [0.0361] -0.0090 [0.0352]
Inflation Crisis -0.0608* [0.0310]
Exchange Rate Stability 0.0210 [0.0300] 0.0307 [0.0298]
Inflation Targeting 0.0159 [0.0293] 0.0230 [0.0293]




(1) Standard errors in brackets
(2) *** p<0.01, ** p<0.05, * p<0.1
From the Tobit regression, this study shows that fast monetary policy responses are
associated with shallower recessions. In particular, the results show that that recessions in
countries which implemented a fast monetary policy response is 3.65 percentage points
shallower compared to other policy responses.
Although the discussions about the importance of rapid policy actions focused primarily on
the experiences during the 2008 global financial crisis during which monetary authorities
needed to respond quickly to ease the worsening liquidity and credit constraints during that
time (Mishkin 2009, Rosengren 2009), the empirical results of this study shows that rapid
monetary actions have also mitigated recession amplitude even in past economic downturns.
A fast response can convey to the market the intentions of the central bank that it would take
necessary actions to respond to an economic downturn at its early stage; thus resulting in
shallower recessions.
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Fast monetary policy responses are found to significantly lower recession amplitude even
after controlling for fiscal policy. The results of this study show that the recession amplitude
can also be lowered by expansionary monetary policy responses. Table 17 shows that a
percentage point increase in the gap between the growth of the ratio of government
expenditure and with its trend growth during the beginning of the recession can lower
recession amplitude by 11.2 percentage points. Similarly, Kannan et. al. (2009) found that a
one standard deviation increase in government consumption increases the growth rate of a
country by 0.7 percent during recovery. However, the extent fiscal policymakers can increase
spending is limited. Perotti (1999) found that private consumption declines when government
implements a fiscal stimulus despite having a large level of government debt, thus, cancelling
out some of the effects of the fiscal policy response. Furthermore, the speed with which
policymakers can implement countercyclical fiscal policy often depends on legislative
approval and executive planning, which can take some time. In contrast, independent
monetary authorities can ease monetary conditions at a time they decide to implement a
countercyclical monetary policy. Thus, while the results of this study suggest that both fiscal
and monetary countercyclical monetary policy can mitigate recession depth, an independent
monetary policymaking body may be able to respond faster than fiscal authorities.
Furthermore, I show that fast policy responses are associated with lower recessions even after
controlling for the level of economic and institutional development of the implementing
monetary authority. Consistent with earlier findings (Hong, Lee, and Tang 2010), the
regression results also shows that emerging market economies and industrialized countries
have shallower recessions than non-emerging market developing countries. In particular,
emerging market economies and industrialized countries have significantly lower recession
amplitudes by 7.23 percentage points and 9.17 percentage points respectively, compared to
non-emerging market developing countries.
Meanwhile, the Tobit regression in Table 17 shows that a lack of monetary policy response is
associated with neither deeper nor shallower recessions after controlling for other variables
which can affect recession amplitude, such as fiscal policy response, financial crisis, level of
development and policy environment. The results contradict the findings in previous studies
(McGettigan et. al. 2013) and in Table 17 (reporting the summary statistics of recession
amplitudes and monetary policy responsiveness) that procyclical monetary policy amplifies
the extent of the economic downturn. Thus, the insignificance of the coefficient of the
variable suggests that while monetary policy inaction does not necessarily make recessions
worse, it also does not mitigate the economic downturn.
The results also show that the effect of fast policy responses is significant even when this
study controlled for, namely, banking crisis, currency crash and inflation crisis in the Tobit
regression. Among financial crisis dummies, only inflation crisis was found to significantly
increase recession amplitude. Previous studies, particularly (Kannan et. al. 2009) show that
recessions are usually deeper when they coincide with financial crises. However, their findings
are based on an analysis of stylized facts rather than on a regression model. This study shows
that when the empirical model controls for other potential factors affecting recession amplitude
such as the monetary and fiscal responses, banking crisis and currency crash are not associated
with deeper recessions. Inflation crisis, on the other hand, are shown to increase recession
amplitude by 6 percent as reported in Table 17. Inflation crisis distorts the price signals and can
paralyze the productive capacity of an economy. In particular, Bruno and Easterly (1998) finds
that at high levels of inflation output growth falls severely leading to large negative
consequences to the real sector. During recessions, Bruno and Easterly's finding implies that
46
recessions associated with inflation crisis can have deeper amplitudes.
It should be noted however, that the results for inflation crisis should be interpreted with
caution. The inflation crisis dummy can have simultaneity issues with other explanatory
variables, such as fiscal policy response and exchange rate stability. Inflation crisis are usually
associated with large currency depreciation. In addition, as Bruno and Easterly (1998) show,
countries which experience hyperinflation are usually burdened with large fiscal deficits,
which limits, if not paralyzes, the extent governments can pursue a fiscal response to the
recession. Governments which implement fiscal stimulus by printing money just feed in to the
inflation crisis. Meanwhile, monetary authorities pursuing inflation targeting have
institutionally placed a constraint on themselves to prevent the occurrence of an inflation crisis.
Given some potential simultaneity issues, some variables which were significant in the base
regression are not significant in the recession including the inflation crisis variable. Column
(2) of Table 17 shows that the significance of explanatory variables does not change even
after removing the variable representing inflation crisis.
Interactions between fast monetary policy responses and level of development
The effectiveness of rapid monetary policy in mitigating the depth of recession can depend on
whether the policy was implemented by policymakers in a more advanced country. Reed and
Ghossoub (2012) present a model that shows that the effect of monetary policy on output
varies depending on the stage of economic and instutional development of a country. In
particular, they show that monetary authorities in industrialized countries can stimulate
capital formation through inflation because economic agents can shelter themselves from
inflation through the advanced financial systems in industrialized countries. In contrast,
monetary policymakers in developing countries can decrease capital formation through
inflation because economic agents in developing countries tend to rely on cash for
transactions. Their results provide implications on rapid monetary policy making because the
rapid decline of interest rates can affect capital formation, and hence overall output. Using
Reed and Ghossoub’s line of argument, I infer that rapid monetary actions are more effective
in reducing the depth of recessions in industrialized countries because their financial systems
are more sophisticated and can mobilize funds at a higher pace compared to developing
countries.
To test whether the effect of rapid monetary actions on recession amplitude depends on the
level of economic and institutional development of the country of implementing monetary
authority, I add two interaction variables to control fast responses in countries with advanced
economic and institutional development and fast policy responses in countries with emerging
economic and institutional development. Since the previous regression showed that inflation
targeting and exchange rate stability are not significant determinants of recession amplitude,
they are dropped as explanatory variables in the following regression. Table 18 reports the
results of the Tobit regressions.
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Table 18. Tobit Regression Results
Dependent Variable: Recession Amplitude
coef. s.e.
Fast Response 0.0908*** [0.0315]
No Response 0.0271 [0.0209]
Emerging Economic and
Institutional Development 0.0979*** [0.0215]
Advanced Economic and
Institutional Development 0.123*** [0.0283]
Fast * Emerging Economic and
Institutional Development -0.0749** [0.0356]
Fast * Advanced Economic and
Institutional Development -0.0899* [0.0477]





(1) Standard errors in brackets
(2) *** p<0.01, ** p<0.05, * p<0.1
The sign and significance of the interaction variables show that, contrary to expectations, fast
policy responses are more potent in non-emerging market developing countries compared to
countries with emerging and advanced economic and institutional development. In particular,
as shown in Table 18, the coefficient of the variable Fast reveals that a fast monetary policy
response by non-emerging market developing county can lower recession amplitude by 9.08
percentage points, while a fast response by emerging economies and industrialized countries
can lower recession amplitude by 1.59 percentage points and 0.09 percentage points,
respectively. The results imply that although developing countries are characterized by lower
level of economic and institutional development, a fast accommodative policy can mitigate the
depth of recession. Possibly, the rapid monetary expansion can lead to exchange rate
depreciation, fueling export growth that can usher the economy towards recovery.
Interactions between fast monetary policy responses and financial crisis
The impact of a fast monetary policy response on the depth of recession can vary depending
on whether it was implemented during a banking crisis or a currency crash. Fast policy
responses can mitigate the depth of recessions during banking crisis because an
accommodative monetary policy can ease liquidity and credit constraints. In contrast, a rapid
expansionary monetary policy conducted during a currency crash can reinforce depreciation
and inflation pressures, which can cause a negative spillover to the economy, leading to a
more severe recession. To test whether the impact of fast responses on recession amplitude
change based on the presence of a financial crisis, I include an interaction dummy variable to
control for fast responses during each type of crisis. Since the interaction variable for fast
responses and banking crisis is not shown to be significant, I only report the results of the
regression with fast policy responses during a currency crash. The result of the Tobin
regression is reported in Table 19.
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Table 19. Tobit Regression Results
Dependent Variable: Recession Amplitude
coef. s.e.
Fast Response 0.0363* [0.0213]
No Response 0.0227 [0.0210]
Emerging Economic and
Institutional Development 0.0744*** [0.0174]
Advanced Economic and
Institutional Development 0.0947*** [0.0230]
Fiscal Response 0.104* [0.0586]
Currency Crash 0.230* [0.136]
Banking Crisis -0.0198 [0.0352]





(1) Standard errors in brackets
(2) *** p<0.01, ** p<0.05, * p<0.1
The results show that fast countercyclical monetary policy responses usually mitigate the
depth of recession. A fast response is usually associated with 3.63 percentage points lower
recession amplitude; however, if a rapid countercyclical monetary response is implemented
during a currency crash, then the fast response is associated with 19.67 percentage points
higher amplitude. A rapid reduction in interest rates during a currency crash can entail larger
capital outflows, which could worsen the economic downturn. What is interesting is that the
presence of a currency crash itself is shown to have a positive effect on recession amplitude.
Deb (2006) provides econometric evidence that countries can recover quickly from an
economic downturn associated with a currency crash, if the affected countries can take
advantage of currency depreciation to increase their exports, similar to the case of Mexico in
1994 or in the 1997 Asian Financial Crisis.
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Recession Depth and the Timing of Monetary Policy
To test the robustness between monetary policy responsiveness and the depth of recessions, I
conduct another regression using the timing of monetary policy as alternative measure to the
speed of policy response in assessing the impact of monetary policy responsiveness on the
depth of recessions. Table 20 reports the estimation result of the Tobit regression.
Table 20. Tobit Regression Results
Dependent Variable: Recession Amplitude
coef. s.e.
Timing of Response -0.0107*** [0.0025]
Emerging Economic and
Institutional Development 0.0447** [0.0218]
Advanced Economic and
Institutional Development 0.0507* [0.0277]
Fiscal Response 0.128** [0.0604]
Currency Crash 0.0276 [0.0516]
Banking Crisis -0.0003 [0.0382]
Exchange Rate Stability 0.0063 [0.0365]





(1) Standard errors in brackets
(2) *** p<0.01, ** p<0.05, * p<0.1
The result of the Tobit regression suggests that the actual timing of monetary policy response is
also important in mitigating the depth of recessions, in particular, the results shows that with
every quarter it takes policymakers to implement a countercyclical monetary policy after the
onset of a recession, output declines by 1.07 percentage points. Thus, policy responses, which
are implemented long after the start of a recession, are associated with deeper recession
amplitudes even after controlling for the fiscal policy response, country’s level of economic
and institutional development, financial crisis and policy environment, namely inflation
targeting and exchange rate stability.
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Recession Duration and the Speed of Monetary Policy
Table 21 reports the Tobit regression results examining whether fast policy responses mitigate
recession durations and conversely, whether the lack of countercyclical policy responses lead
to longer recessions. The regression uses two dummy variables to represent different policy
responses of monetary authorities. In particular, I use dummies to represent fast and no
responses with the base dummy variable representing slow countercyclical monetary policy
response.
Table 21. Tobit Regression Results
Dependent Variable: Recession Duration
coef. s.e.
Fast Response -1.613** [0.801]
No Response -2.268*** [0.803]
Emerging Economic and
Institutional Development -0.897 [0.669]
Advanced Economic and
Institutional Development -0.349 [0.869]
Fiscal Response -1.059 [2.195]
Currency Crash 0.152 [2.006]
Banking Crisis 0.695 [1.325]
Exchange Rate Stability 2.680** [1.129]





(1) Standard errors in brackets
(2) *** p<0.01, ** p<0.05, * p<0.1
The results of the Tobit regression reported in Table 21 show that fast monetary policy
responses are associated with shorter recessions. In particular, a fast monetary policy
response is associated with recessions which are 1.613 quarters shorter than recessions which
had a slow countercyclical monetary policy response. The results of this study are consistent
with the findings of Kannan et. al. (2009) not only in showing that countercyclical monetary
policy is significantly associated with shorter recessions but that expansionary fiscal
responses are not significant. This study adds on to what Kannan et. al. (2009) found by
emphasizing that the speed of implementation of monetary policy is important. In particular,
rapid monetary responses can serve as a signal to the market that monetary policymakers
have taken an aggressive countercyclical policy stance; thus leading to shorter recessions.
While the sign and significance of the variable representing fast policy responses follow
theoretical predictions and is consistent with previous studies (Kannan et. al. 2009), the result
that the lack of countercyclical monetary policy response can also lead to shorter recessions is
surprising. The results suggest that among the three types of policy responses, slow responses
are associated with long recessions. While fast responses signal to the market the
policymaker’s aggressiveness in responding, slow responses can signal hesitation of
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policymakers in output stabilization which can prolong the recession.
Recession Duration and the Timing of Monetary Policy
To investigate the relationship between between monetary policy responsiveness and
recession duration further, I conduct another regression using the timing of monetary policy as
alternative measure to the speed of policy response in assessing the impact of monetary policy
responsiveness on the duration of recessions. Table 22 reports the estimation result of the Tobit
regression.
Table 22. Tobit Regression Results
Dependent Variable: Recession Duration
coef. s.e.
Timing of Response 0.515*** [0.104]
Emerging Economic and
Institutional Development -0.777 [0.904]
Advanced Economic and
Institutional Development 0.306 [1.128]
Fiscal Response -3.242 [2.474]
Currency Crash -1.208 [2.118]
Banking Crisis 0.834 [1.564]
Exchange Rate Stability 3.351** [1.521]





(1) Standard errors in brackets
(2) *** p<0.01, ** p<0.05, * p<0.1
(3) Industrialized countries (IDCs), Emerging market economies (EMEs)
The Tobit regression result suggests monetary policy responsiveness in terms of early
monetary responses to a recession is important in avoiding prolonged recessions. The results
reported in Table 22 show that if monetary policymakers delay the implementation of
monetary policy during a recession by one quarter, the recession may prolong by around half a
quarter. The results follow the expected relationship between the timing of monetary policy
and recession duration because the more time passes before monetary authority implements a
countercyclical monetary policy response, the longer it takes for the public to react to the
policy response; consequently, the longer the recession becomes. Conversely, higher monetary
policy responsiveness, as represented by a shorter time between the implementation of
monetary policy and the start of regression, is associated with shorter regressions.
4.5 Chapter Conclusion
This chapter investigates the relationship between monetary policy responsiveness and
recession severity. This chapter provides evidence to support the assertions by policymakers
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during the 2008 global financial crisis that a rapid monetary policy response can mitigate the
depth and duration of an economic downturn. In particular, the results show that a fast
monetary policy response is associated with shallower recessions even after controlling for
other control factors such as the level of economic and institutional development, fiscal policy
response, the tendency of policymakers to maintain low inflation, the exchange rate regime and
the presence of financial crises. The results hold whether the dependent variable used is the
speed of monetary policy response, which is a measure of policy responsiveness relative to the
tendency of policymakers to enact an expansionary monetary policy, or whether the estimation
uses the timing of monetary policy response, which is the time it took for policymakers to
implement an accommodative monetary policy upon the onset of a downturn. Similarly, the
results of this study show that fast policy responses are associated with shorter recessions,
although the same can be said for no responses when the speed of monetary policy response
is used to measure policy responsiveness. In addition, an investigation of the timing of
monetary policy shows that the longer policymakers delay an implementation of monetary
stabilization policy during a recession, the longer it takes for the economic downturn to reach
its trough.
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Box 1. Summary of the Monetary Transmission Channel
As an economic stabilization tool, monetary policy can influence output through the following
channels: the expectations channel, the credit channel, the asset price channel, the interest rate
channel and the exchange rate channel. Figure A summarizes the monetary transmission
mechanism of a central bank which uses the interest rate as a policy instrument.
Figure A. Monetary Transmission Channel
Source: Image from the European Central Bank website (emphasis added)
When a central bank implements monetary policy by changing the official rates, it can
influence output and inflation through the following channels: the expectations channel, the
credit channel, the asset price channel, the interest rate channel and the exchange rate channel.
The interest rate channel- When prices are sticky, an accommodative monetary policy can
lower real interest rates, thus stimulating aggregate demand through consumption and
investment. Similarly, an increase in real interest rates will raise borrowing costs and would
cause consumption and investment to go down.
The credit channel- The central bank can influence economic outcome through the balance
sheets of firms. If the central bank decreases short term interest rates, the debt obligations of
firms decrease thus strengthening their balance sheets. Firms can then acquire more funds thus
increasing investment in the economy.
The asset price channel- The central bank can influence economic outcome by stimulating the
demand in non-interest bearing assets such as real estate and equity. When the central bank
decreases the short term interest rates, some people transfer their savings from interest bearing
assets to real estate or equity. The increase in demand for these assets increases the market
value of the firms providing these assets, stimulating investment and thus economic growth.
The exchange rate channel- The central bank can influence economic outcome through the
subsequent impact of monetary policy on exchange rates which can increase net exports. A
decrease in the interest rate can lead to capital outflows which can lead to depreciation in
economies with a flexible exchange rate regime. The depreciation in exchange rate can then
increase net exports thus stimulating economic growth.
The expectations channel- If the market believes that the central bank will keep short term
interest rates low (high) for an extended period of time, then long term interest rates will also
decrease (increase), which can thus influence consumption and investment.
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5. Determinants of Rapid Monetary Actions
5.1 Chapter Overview
This chapter presents the empirical examination of whether and to what extent certain
macroeconomic conditions and policies could affect the response of policymakers to a
recession. While an implementation of monetary policy in a timely manner can be desirable
with its potential stabilization effect as presented in the previous chapter, countercyclical
monetary policy responses pose their own risk. Expansionary monetary policy could lead an
economy, especially emerging market economies, to a vulnerable situation characterized by
rising inflation, rising expectations for depreciation, and increasing external debt in terms of
its domestic value (Vegh and Vuletin 2012). Experiences in the Latin American Crisis in the
1980s and the Asian Financial Crisis in the late 1990s provide a historical basis that inflexible
exchange rate policies and a high level of external debt can impede a countercyclical
monetary policy response (Aghion, et. al. 2000). The risks can potentially be higher if the
implementation of monetary policy becomes more aggressive. A rapid expansionary
monetary policy could create depreciation pressures, which can contradict other policy
objectives such as a fixing the exchange rate or maintaining exchange rate stability. Once
depreciation or devaluation expectation arises, it would become harder to sustain a currency
peg. Currency depreciation can also increase inflation pressures in countries which import
food and energy substantially. In addition, depreciation can also increase the nominal value of
external debt denominated in foreign currency. The increase in depreciation expectations
raises the macroeconomic risk of a country, which can trigger sudden capital outflows.
Furthermore, an aggressive monetary policy can increase inflation expectations and can lower
real wages. Thus, it is undesirable for policymakers facing these conditions to implement a
rapid countercyclical monetary policy. Nevertheless, policymakers can overcome or manage
these risks by establishing monetary policy credibility. In particular, policymakers can anchor
inflation expectations by adopting an explicit inflation targeting rule. Monetary authorities
can also mitigate depreciation or devaluation expectations by accumulating a large volume of
international reserves.
In this study, I used an ordered probit model to show that the degree to which a country
pursues exchange rate stability and financial openness, accumulates international reserves or
net external debt, or adopts an inflation target can affect the likelihood that monetary
policymakers implement a rapid countercyclical monetary policy. I examined the economic
determinants of the speed of monetary policy responses using a sample of 245 recession
episodes, totaling 56 in 15 industrialized countries, 122 in 29 emerging market economies and
67 in 16 non-emerging market developing countries from 1964 to 2010 (See Appendix 1 and
2).
A discussion of the potential determinants is given in Subsection 5.2. The empirical
framework is discussed in Subsection 5.3. The results are discussed in Subsection 5.4.
Subsection 5.5 provides the conclusion.
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5.2 Potential Determinants of the Monetary Policy Responsiveness
The ability or likelihood of monetary authorities to implement a rapid countercyclical
monetary policy can be constrained by their mandated objectives. In general, the central bank
supports a country’s economic development plan by pursuing either one or more of the
following economic objectives—price stability, output stabilization, or exchange rate stability,
among others. Having a non-singular objective can pose a challenge to the monetary
policymakers because a monetary policy stance or action to achieve one objective can impede
the achievement of another. For instance, a rapid monetary policy action aimed at stabilizing
output during a recession could raise inflation and depreciation expectations, possibly
constraining the attainment of price or exchange rate objectives. A recent survey by the
Central Bank Governance Group published by the Bank of International Settlements (2009)
shows that in most cases, central banks would have one primary objective and one secondary
objective, and that most central banks place price stability as their primary objective.23 Thus,
this implies that output stabilization must be pursued in a way that would not endanger the
attainment of price stability.
Through anchoring inflation expectations, policymakers could face less constraint in pursuing
a countercyclical monetary policy. If the market believes that the monetary authorities will
maintain a low inflation environment despite efforts to stabilize output, then the monetary
authorities can implement aggressive countercyclical policy without having to worry that
monetary easing would unhinge inflation expectations. Bernanke, et. al. (1999) argues that
inflation targeting both have the benefits of a monetary policy rule by reducing the
uncertainty of the future course of inflation and a discretionary monetary policy by giving
policymakers some flexibility to respond to economic fluctuations (as cited in Maxwell 2000).
Thus, inflation targeting can enable policymakers to conduct a rapid policy response by
helping monetary authorities build credibility as an inflation fighter.
Similarly, pursuing exchange rate stability could also constrain monetary authorities’ ability
to implement a rapid expansionary policy in a timely manner. A sudden drop in the policy
interest rate could create depreciation expectations, exposing a country adopting a fixed
exchange rate regime to speculative attacks—although the likelihood of such events can
depend upon the degree of capital account openness. Hence, policymakers in a fixed
exchange rate regime are less capable of responding quickly to an economic downturn.
Moreover, policymakers may be less able to pursue a rapid countercyclical monetary policy
when the country holds high levels of external debt. A rapid monetary policy response, given
all other factors equal, can lead to depreciation pressures. Hence, if a country has high
external debt liabilities with high portions denominated in hard currencies—particularly
developing countries which are unable to borrow externally in their own currencies
(Eichengreen, Hausmann and Panizza 2002)—the resultant depreciation pressure could
23 The Bank of International Settlements (2009) reports that that 33 out of 45 central banks surveyed had
price stability as the primary or one of the primary policy objectives. Among those that had price stability
as an objective, Turkey, South Africa, Brazil, Chile, Colombia, Mexico, Peru, Indonesia, Republic of
Korea, the Philippines, Thailand, Czech Republic, Hungary, Poland and Romania explicitly targeting
inflation. Other central banks pursuing price stability do not provide a specific numeral target for inflation.
Only few countries do not have price objective as an explicit objective of the central bank. These countries
are Australia, Brazil and Malaysia.
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increase the domestic currency value of its external debt. The fears of a sovereign default
may increase the country’s macroeconomic risk, raising risk premiums, while market
pessimism could further exacerbate depreciation expectations. The eventual increase in
interest rates caused by the rise in the risk premium could make domestic investment more
costly and thereby depressed, which contradicts the objectives of the countercyclical policy
response. Hence, countries with large external debt denominated in foreign currencies would
try to minimize exchange rate volatility (Devereux and Lane 2003; Calvo and Reinhart 2002),
also impeding a fast monetary policy response.
Nevertheless, holding ample international reserves could relax policymakers’ constraint to
implement fast countercyclical policies by mitigating depreciation risks through foreign
exchange interventions. Aizenman, Chinn and Ito (2010) finds that holding large international
reserves can mitigate the extent that less flexible exchange rate regimes can increase output
volatility. In addition, countries can use international reserves when foreign capital dries up
(Aizenman and Marion 2004).
Meanwhile, the effect of financial openness on the ability of implementing a fast
countercyclical monetary policy is ambiguous. On the one hand, a sudden decrease in the
policy interest rate as a stabilization effort could trigger capital flight, especially among
developing countries (Kaminsky and Schmukler 2005), thus worsening the economic
downturn. The interest rate arbitrage present in emerging market economies or other
non-emerging market developing countries relative to industrialized countries attract
international investors to bring in their capital to these countries. Interest rates in developing
countries include a risk premium and are thus higher than interest rates in industrialized
countries. When the interest rate is lowered, the new level of interest rate may not be enough
to cover for the risk premium, which can cause capital outflow. The possibility of a sudden
capital outflow is one of the main points of contention of an aggressive countercyclical
response. On the other hand, increased financial openness can give policymakers the
incentive to respond to a recession quickly with expansionary monetary policy to manage
market expectations, especially that of international investors. A lack of policy response can
be interpreted as monetary inaction which can breed pessimistic market expectations, thus
leading to a deeper economic downturn. To avoid this, policymakers are pressed to respond
quickly to a downturn (Mishkin 2009). Moreover, Yakhin (2008) presents a model showing
that countercyclical monetary policy is optimal given financial openness because increased
financial openness can stabilize the exchange rate, which lessens the likelihood that a
countercyclical monetary policy would trigger exchange rate volatility.
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In summary, the potential determinants of monetary policy responsiveness are financial
openness, exchange rate stability, international reserves, net external debt and inflation
targeting. Figure 11 provides a summary of the macroeconomic factors and policy choices I
will use as explanatory variables in investigating the determinants of the speed of monetary
policy responses during recessions.
Figure 11. Summary of factors which can affect monetary policy responsiveness
Source: Author’s Illustration
5.3 Data and Empirical Model
In this study, I investigate how certain economic variables and policy choices affect the
tendency of policymakers to adopt a fast countercyclical monetary response during a recession.
I begin by determining recession episodes which call for a countercyclical monetary policy
response. I consider that a recession starts when output begins to decline and end when output
begins to rise again. Using the Harding and Pagan algorithm (2002), I identify the peaks and
troughs of the output series, to mark the beginning and end of the recessions, respectively (See
Chapter 2 for details). Through this method, I identified 245 recession episodes in 60 countries
from 1964 to 2010 (See Appendix 1 and 2.).
Next, I determine if and when policymakers implemented a countercyclical monetary policy by
examining the movements in the short term interest rate. Similar to the output series, I employ
the Harding and Pagan algorithm again to identify monetary expansionary phases. A drop in
short term rates signal the beginning of a monetary expansionary phase and its rise marks the
end of the expansionary phase and the beginning of the monetary tightening phase. I deem that
the monetary authorities implemented a countercyclical monetary policy response when the
monetary expansionary phase coincides with the output recessionary phase.
Then, to determine whether the policy response is slow or fast, I estimate the "typical" response
of monetary authorities. I use an econometric model which incorporates common economic
objectives of monetary policymakers such as inflation, output and exchange rate. By
comparing the timing of the implementation of countercyclical monetary policies derived from
the peaks of the actual short-term interest rate and the predicted rate, I can classify monetary
policy responses as no countercyclical monetary policy response, slow countercyclical
monetary policy response, and fast countercyclical monetary policy response. If a monetary
58
expansionary phase was not present during an economic downturn, I deem that monetary
policymakers did not implement a countercyclical monetary policy. If monetary authorities
implemented a countercyclical monetary policy response after the start of the predicted
countercyclical monetary policy response, I deem that policymakers implemented a "slow"
policy response. If the monetary authorities implemented a countercyclical monetary policy
response before or at the same quarter as the start of the predicted countercyclical monetary
policy response, then I deem that they implemented a "fast" response.
Finally, using an ordered probit model, I can estimate the change in the likelihood of a certain
monetary policy response given marginal changes in the hypothesized explanatory variables.
An ordered probit model is a type of probit model, in which the dependent variable is an ordinal
variable with more than two categories; in contrast to standard probit models in which the
dependent variable is a binary variable. I use an ordered probit model because the dependent
variable in this study, monetary policy responsiveness, is composed of three policy responses
representing increasing levels of responsiveness, namely, no response, "slow" response, and
"fast" response. I deem that a no policy response has the lowest level of monetary
responsiveness, followed by slow response and then, fast responses.
I regress the monetary policy responsiveness on its potential determinants, namely, exchange
rate stability, the interaction between exchange rate stability and holdings of high
international reserves, financial openness, inflation targeting and holdings of high net external
debt.24 I use the following equation.
(2)  ii BXaMP
The dependent variable MP captures the type of monetary responsiveness for each recession i.
I transform the monetary policy responses—no response, slow response or fast response—into
a discrete ordinal variable MP with values ranging from zero to two, reflecting the increasing
responsiveness of each policy choice. MP takes a value of zero if countercyclical policy is not
implemented. MP takes a value of one representing a slow countercyclical monetary policy
response. Finally, MP takes a value of two when monetary authorities implemented a fast
countercyclical monetary policy response
Vector X includes the explanatory variables considered as potential determinants of monetary
policy responsiveness. As explained in the previous section, I test whether the following
variables significantly determine monetary policy responsiveness: exchange rate stability,
international reserves, financial openness, inflation targeting, and net external debt.
I use the measure of exchange rate stability by Aizenman, Chinn and Ito (2010). They measure
exchange rate stability for a certain country using the annual standard deviation of the monthly
exchange rate against the base country.25 An alternative way to measure exchange rate stability
is to refer exchange rate regimes reported by monetary authorities to the International
Monetary Fund, which is published in the Annual Report on Exchange Arrangements and
Exchange Restrictions (AREAER). However, the actual exchange rate policy of monetary
24 I report the correlation matrix of the dependent and explanatory variables in Appendix 6.
25 I used the reference country given by Shambaugh (2004) as the base currency in computing for the
exchange rate. In establishing the base country for exchange rates, Shambaugh (2004) takes into
consideration which currency the home country pegged to in the past as well as the announcement the
monetary authorities made about their exchange rate policies
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authorities may differ from their reported regimes. Thus, I use the measure by Aizenman,
Chinn and Ito, which allows me to examine the extent to which policymakers let their exchange
rate fluctuate relative to the currency the monetary authorities are pegging to or have pegged
to in the past.
Moreover, to test whether holding high levels of international reserves can relax the constraint
pursuing exchange rate stability puts on monetary policy responsiveness, I add an interaction
variable of exchange rate stability and international reserves. I measure holdings of
international reserves as the total reserves net of gold as a ratio of GDP. I use data from the
International Financial Statistics of the International Monetary Fund (IMF-IFS). I consider that
a country holds a large volume of international reserves when the ratio of international
reserves to GDP belongs to the fourth quartile of the series.
I use the measure of financial openness by Chinn and Ito (2006, 2008). They created an index
based on the International Monetary Fund’s Annual Report on Exchange Arrangements and
Exchange Restrictions (AREAER), which reflects the exchange rate regime reported by
countries. I deem that this is more appropriate in my study than a de facto measure, often
calculated as the sum of gross private capital inflows and outflows divided by GDP. Since this
study focuses on economic downturns, it is better to use a measure that reflects the policy
environment rather than the volatility of capital flows, which the de facto measure can capture,
especially because the volatility of capital flows tend to be high during downturns and crisis. In
addition, the de jure measure of financial openness is more appropriate in assessing how the
extent policymakers opened up financial markets, as a policy choice, can constrain the
implementation of a rapid countercyclical monetary policy.
To take into consideration the central bank’s role in maintaining price stability, I include a
dummy for inflation targeting as a proxy for central bank credibility in maintaining low
average inflation using the dataset developed by Hammod (2012).
To represent net external debt liability, I use the log of external debt liabilities net of external
assets (as a share of GDP) based on the database of Lane and Milesi-Ferretti (2007). I consider
that ta country holds a large net external debt when log of external debt liabilities net of
external assets (as a share of GDP) belongs to the fourth quartile of the series. I use the
database of Lane and Milesi-Ferretti (2007) because it combines data from various
international sources such as the World Bank, International Monetary Fund, and Bank of
International Settlements, as well as data from national sources, making it one of the most
extensive data sources of external debt liabilities.
To minimize potential endogeneity of the explanatory variables, I use the three-year average
value of the variable prior to recession episodes i.e. (t-3, t-1). Using the concurrent year values
of variables poses some challenges in the empirical estimation. First, using concurrent values
can cause simultaneity problems because of possible feedback effects of rapid monetary policy
responses to economic and policy variables. For instance, a rapid expansionary policy can
cause depreciation or can lead inflation to rise in the period when the policy is implemented.
Furthermore, the values of the explanatory variables are affected by the presence of the
recession and thus, may not show the general economic and policy environment the country
is in during the tranquil period before the economic downturn. While using the three-year
average of the variable still present imperfections in dealing with endogeneity, I can allow me
to mitigate reverse causations and to examine the economic and policy environment which
prevailed before the onset of the recession. (Refer to Appendix 3 for details of the data
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source.)
In discussing the results of the ordered probit model, I report both the coefficients of the
regression model to present which variables are found to be significant determinants of rapid
monetary policy actions. In addition, I report how changes in the values of an explanatory
variable, found to be a significant determinant, affect the likelihood of a particular policy
response. Unlike in linear regression models, the coefficients in the ordered probit regression
do not correspond to predicted probabilities of each monetary policy response. Hence, I need to
compute for the predicted probability of various policy choices, i.e. no countercyclical
monetary policy, slow countercyclical monetary policy, and fast countercyclical monetary
policy given varying values of a particular explanatory variable, when the other variables are
set at mean.
5.4 Results and Analysis
Significant Determinants of Policy Responses
The regression results reported in Table 23 show that in the past recessions, the economic and
policy factors which can influence the extent of monetary policy responsiveness are financial
openness, exchange rate stability, international reserves, and inflation target, and the
country’s holdings of net external debt. I will discuss each of the significant explanatory
variables and how variations to their values affect the predicted probability of a particular
monetary policy response.
Table 23. Ordered Probit Results
Dependent Variable: Monetary Policy Responsiveness
coef. s.e.
Financial Openness 0.515** [0.262]
Exchange Rate Stability -0.268 [0.337]
High International Reserves -0.836** [0.399]
Exchange Rate Stability *
High International Reserves 1.491** [0.662]
High Net External Debt -0.356* [0.194]








(1) Standard errors in brackets,
(2) *** p<0.01, ** p<0.05, * p<0.1
(3) Ordered probit puts an equality constraint on the coefficients of the different outcomes but not the
intercepts. Cut2 corresponds to the intercept when the outcome is fast MP. Cut1 corresponds to the
intercept when the outcome is slow MP (Gould 2009).
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Predicted Probabilities
First, the results of this study show that increasing financial openness increases the likelihood
of a fast response and similarly, decreases the likelihood of a no monetary policy response
when the extent that policymakers peg the exchange rate and the holdings of large net external
debt are controlled for. The findings that economies with more open international capital flows
are more likely to conduct countercyclical monetary policy are consistent to the findings of
Coulibaly (2012), who tested the model of Yahkin (2008) that the optimal monetary policy of
countries with open financial markets is countercyclical. In particular, Table 24 reports how
the predicted probability of monetary policy responses, computed from the coefficients of the
ordered probit regression, change when the other variables are at their mean values. The
predicted probability that a country, which has an open financial market, would implement a
fast countercyclical monetary policy (57.01 percent probability) is 34.90 percentage points
higher compared to the probability that a country is that not financially open would implement
a of a fast response (22.11 percent probability). Meanwhile, the probability that policymakers
will not respond with countercyclical monetary policy decreases from 40 percent when the
country is in a hypothetical state of financial autarky to 22.11 percent probability when the
country is completely financially open.
Although the experience in previous emerging market financial crises suggests that financial
openness can decrease monetary policy responsiveness, particularly in emerging market
economies, where lowering the interest rate can lead to increased depreciation pressures,
bloated domestic value of net external debt and capital outflows (Aghion et. al. 2000), this
study shows that when these factors are controlled for, the tendency of policymakers to
implement fast monetary policy responses increases with financial openness. This result
suggests that the more a country is integrated to world financial markets, the more incentives
monetary policymakers have to be responsive during economic downturns. The results imply
that if policymakers do not respond to the recession, they can worsen market pessimism,
ushering greater capital outflows and lead the economy into a deeper recession. In contrast, a
rapid monetary policy can signal to the public including international investors that the
monetary authorities are responding to mitigate the severity of the recession.
Table 24. Predicted Probabilities of Monetary Policy Responses
Varying levels of financial openness (FO), other explanatory variables at mean
Fast MP Slow MP No MP
margin s.e margin s.e margin s.e
Financial Autarky (FO=0) 0.3676 0.0560 0.2325 0.0281 0.4000 0.0573
Open Financial Markets (FO=1) 0.5701 0.0630 0.2088 0.0288 0.2211 0.0489
(difference) 0.2026 -0.0237 -0.1789
Source: Author’s Calculation
Another implication of the predicted probabilities reported in Table 24 is that if policymakers
can implement a countercyclical response, they would usually implement it rapidly. The
relatively low predicted probabilities for slow MP responses, whether a country is in a
hypothetical state of financial autarky or complete financial openness, imply that when other
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explanatory variables are held constant, policymakers usually choose between no response and
fast response. The results show that while moving from a hypothetical financial autarky to
complete financial openness leads to a large decrease in the probability of no response (-17.89
percentage points) and also leads to a large increase in the probability of a fast response
(+20.26 percentage points), the probability of a slow countercyclical monetary policy response
does not change much as the level of financial openness changes—the probability only changes
by 2.37 percentage points. In fact, even with open financial markets, the predicted probability
of a no monetary response (22.11 percent) is higher than the predicted probability of a slow
monetary response (20.88 percent). Thus, the results of this study suggests that holding other
factors constant, monetary policymakers usually choose between not responding with a
countercyclical monetary policy or implementing a fast countercyclical monetary policy
response.
Next, this study shows that the predicted probabilities of a fast countercyclical monetary policy
response increases when countries, which have less flexible exchange rates, hold large
international reserves. Table 25 reports the predicted probabilities of monetary policy
responses when a country adopting a fixed exchange rate regime hypothetically accumulated
a large volume of international reserves and when it has not. The table shows that the
likelihood of a fast countercyclical response increases by 25.52 percentage points if
policymakers who have a fixed exchange rate hold a high level of international reserves.
Similarly, the predicted probability that monetary authorities will not respond decreases if
policymakers accumulate reserves. The study provides evidence that international reserves
can relax the constraint that pursuing stable exchange rates can put on monetary
responsiveness. The results are consistent with the univariate analysis of Coulibaly (2012)
which shows that countries with high holdings of international reserves are 2.5 times more
likely to implement countercyclical monetary policy during a financial crisis.
Table 25. Predicted Probabilities of Monetary Policy Responses
Fixed exchange rate regime and accumulation of internal reserves, other explanatory
variables at mean
Fast MP Slow MP No MP
margin s.e margin s.e margin s.e
Fixed Exchange Rate (ERS=1),
Low International Reserves 0.4160 0.0667 0.2319 0.0282 0.3521 0.0638
Fixed Exchange Rate (ERS=1),
High International Reserves 0.6712 0.1101 0.1784 0.0437 0.1503 0.0719
(difference) 0.2552 -0.0535 -0.2018
Source: Author’s Calculation
Third, the probit regression shows that a country holding a large amount of external debt is less
likely to implement a fast monetary policy response. The results suggest that a rapid reduction
of interest rates can lead to exchange rate depreciation, inflating the domestic value of external
debt; thus impeding the implementation of a fast monetary policy response. Table 26 provides
the details of the predicted probabilities of monetary policy responses given high holdings of
net external debt when the other explanatory variables are set at mean. The results show that a
country that has high external debt is 13.21 percentage points less likely to conduct a fast
countercyclical monetary policy response (35.25 percent probability) compared to a country
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that does not have high holdings of external debt (48.46 percent probability). This result is
consistent with the arguments of Devereux and Lane (2003) and Calvo and Reinhart (2002)
that policymakers in countries with large external debt would try to minimize exchange rate
fluctuations, particularly in emerging market and non-emerging market economies, which
external debt is usually denominated in foreign currency (Eichengreen et. al. 2003).
Table 26. Predicted Probabilities of Monetary Policy Responses
Presence of high net external debt, other explanatory variables at mean
Fast MP Slow MP No MP
margin s.e margin s.e margin s.e
No High Net External Debt 0.4846 0.0342 0.2168 0.0263 0.2986 0.0315
With High Net External Debt 0.3525 0.0631 0.2217 0.0270 0.4258 0.0660
(difference) -0.1321 0.0049 0.1272
Source: Author’s Calculation
Fourth, the results show that countries which adopted an inflation targeting are more likely to
implement fast monetary policy, supporting the argument of Bernanke, et. al. (1999) that
inflation targeting can give policymakers some flexibility to respond to economic fluctuations
(as cited in Maxwell 2000). In particular, Table 27 reports that a country adopting an inflation
target is 58.59 percent more likely to implement a fast policy response. In contrast, the
likelihood that a country would implement fast monetary responses given that it did not adopt
an inflation target is lower at 43.64 percent.
Table 27. Predicted Probabilities of Monetary Policy Responses
Adoption of an inflation target, other explanatory variables at mean
Fast MP Slow MP No MP
margin s.e margin s.e margin s.e
Not Inflation Targeters 0.4364 0.0346 0.2223 0.0270 0.3413 0.0324
Inflation Targeters 0.5889 0.0818 0.1975 0.0302 0.2136 0.0631
(difference) 0.1525 -0.0247 -0.1277
Source: Author’s Calculation
5.5 Robustness Analysis
In this section, I conduct three robustness checks to see whether the results of the ordered
probit regression will change given some modifications to the model. I show that the
determinants of rapid monetary actions do not change even after adding first, the potential
interaction effects of policy variables and the level of economic and institutional development
of the implementing monetary policy, and second, the potential effect of financial crises on
the ability of policymakers to respond to the economic downturn. In the third robustness
check, I show that the results are generally consistent with the main ordered probit model
even after removing recessions when the short term interest rates may not reflect the policy
stance because of heavy interest rate regulation.
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Interactive effects of Policy Variables and the level of Institutional Credibility of the
Implementing Country
The literature on countercyclical monetary policy often emphasizes on the policy constraints
that developing countries face and reforms they put in place in order to conduct a
countercyclical monetary policy (Didier, et. al. 2011, Taylor 1994, Vegh and Vuletin 2012).
An active monetary policy in developing countries can cause capital reversal, exchange rate
depreciation, and inflated nominal value of external debt. Because developing countries have
lower institutional credibility compared to industrialized countries, developing countries may
be less likely to adopt countercyclical monetary policy compared with industrialized
countries as the vulnerabilities rise.
To investigate whether the effect of some economic and policy variables, namely financial
openness, exchange rate stability, and high external debt, on monetary policy responsiveness
differs based on the level of institutional credibility of the implementing country, I conduct
additional regressions to examine the potential effects of the interaction between policy
variables and dummy variables representing various levels of institutional credibility. In this
study, I examine three measures of credibility. High or advanced credibility is represented by
a proxy variable, which is a dummy variable indicating that the monetary authority belongs to
an industrialized country. In literature, developing countries are often deemed to have lower
credibility than developing countries (Calvo and Reinhart 2002). To distinguish between
developing countries which have undertaken reforms in the monetary and financial sector and
have thus increased policy credibility—emerging market economies—and those which are
still catching up—non-emerging market developing countries, I employ another proxy
variable representing emerging institutional credibility which takes a value of 1 when the
implementing monetary authority is from an emerging market economy. The dummy variable
advanced institutional credibility and emerging institutional credibility take a value of 0 when
the implementing monetary authority is from a non-emerging market developing country.
The literature on sudden stops or sudden reversals of capital mainly focuses on emerging
market economies and other non-emerging market developing countries. In particular,
Kaminsky and Schmukler (2005) argue that emerging market economies and non-emerging
market developing countries are considered to be more vulnerable to sudden reversals in
capital flow. Emerging market and non-emerging market economies might be more
vulnerable to the repercussions of a rapid monetary policy response. Thus, holding all else
equal, policymakers with lower institutional credibility, such as those in emerging market
economies and non-emerging market developing countries would be less likely to conduct an
aggressive countercyclical monetary policy compared to industrialized countries given a
particular level of financial openness.
Aside from avoiding sudden stops or reversals in capital inflows, it has been argued that the
ability of emerging market economies and developing countries to conduct countercyclical
monetary policy is also affected by their “fear of floating” (Calvo and Reinhart 2002).
Sudden depreciation in exchange rate does not only increase the domestic value of external
debt, it can also cause fear among investors leading to capital outflows. While monetary
policymakers in countries which pursue exchange rate stability would be less likely to adopt
an active countercyclical monetary policy during an economic downturn, policymakers in
emerging market and non-emerging market developing countries which pursue exchange rate
stability may be more averse in implement countercyclical policies compared to
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industrialized countries because policymakers in developing countries are perceived as less
credible in their ability to maintain a pegged or fixed exchange rate regime.
Furthermore, developing countries that maintain exchange rate stability may be more hesitant
to be responsive during a recession, not only to maintain their pegged exchange rate but also
to maintain the nominal value of their external debt. Due to the low institutional credibility of
developing countries, they often find it difficult to borrow from international markets in their
local currency as captured by the literature on “original sin” (Eichengreen, Hausman and
Panizza 2003). Furthermore, according to Reinhart and Rogoff (2009) developing countries
are characterized by “debt intolerance” which means that the level of debt that developing
countries can manage is much lower than that of industrialized countries (as cited in
Claessens and Kose 2013). Thus, developing countries with a high external debt may be more
reluctant to conduct a fast countercyclical monetary policy response compared to
industrialized countries that are not facing the “original sin” constraint.
I tested the effect of each interaction variable in separate regressions first to test for the
significance of each policy interaction variables before combining them in one regression in
case the interaction variables are found to be significant. Given the insignificance of the
interaction variables, I do not report the results of the regression including all the policy
interaction dummies for brevity. The results of the ordered probit regressions are reported in
Table 28. Column (1) reports the coefficients of the ordered probit regression including the
interaction variable between financial openness and the dummies representing the level of
institutional credibility of the implementing county; Column (2) includes the interaction
variable between exchange rate stability and the dummies representing the level of
institutional credibility of the implementing county; and finally, Column (3) includes the
interaction variable between high net external debt and the dummies representing the level of
institutional credibility of the implementing county.
66
Table 28. Ordered Probit Results
Dependent Variable: Monetary Policy Responsiveness
(1) (2) (3)
coef. s.e. coef. s.e. coef. s.e.
Financial Openness
(FO)
1.059** [0.520] 0.515* [0.279] 0.515* [0.277]
Exchange Rate Stability
(ERS)
-0.237 [0.358] -0.009 [0.508] -0.181 [0.358]
High International
Reserves




1.532** [0.684] 1.570** [0.685] 1.547** [0.683]
High Net External Debt
(HED)
-0.308 [0.198] -0.339* [0.198] -0.506 [0.324]
Inflation Target 0.472* [0.260] 0.356 [0.247] 0.440* [0.249]
Emerging Institutional
Credibility
0.480 [0.299] 0.617 [0.443] 0.142 [0.209]
Advanced Institutional
Credibility




















Constant -0.025 [0.340] -0.086 [0.386] -0.249 [0.314]
cut2
Constant 0.574* [0.341] 0.512 [0.387] 0.350 [0.314]
Observations 245 245 245
Source: Author’s Calculation
Notes:
(1) Standard errors in brackets,
(2) *** p<0.01, ** p<0.05, * p<0.1
(3) Ordered probit puts an equality constraint on the coefficients of the different outcomes but not the
intercepts. Cut2 corresponds to the intercept when the outcome is fast MP. Cut1 corresponds to the
intercept when the outcome is slow MP (Gould 2009).
The results of the regression reported in Table 28 show that neither the effect of financial
openness, exchange rate stability, nor high holdings of external debt on the likelihood of a fast
response changes based on the institutional credibility of a country. Literature has often
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focused on the constraint that pegged exchange rates, financial openness and high external debt
on the ability of emerging market economies to implement countercyclical monetary policies
(Coulibaly 2012; McGettigan et al 2013). However, the insignificance of the coefficients of
the interaction variables suggests that the constraint the policy variables place on monetary
responsiveness apply to industrialized countries as well.
First, the results in Table 28 suggest that even countries with high institutional credibility like
industrialized countries would find their level of monetary independence decrease as exchange
rates become more fixed when they are characterized by open financial markets. While
previous literature focused primarily on developing countries, policymakers in general are
less likely to implement countercyclical monetary policy when they open their financial
markets while keeping their exchange rates pegged. As explored in the literature on the
trilema, policymakers need to choose between two among three potentially desirable
policies—open financial markets, fixed exchange rates and monetary independence
(Aizenman, Chinn and Ito 2008, 2010). I take membership to the Euro as an example of how
fixed exchange rates can hinder independent monetary policy responses among member
countries. The 2008 Global Financial Crisis highlights how individual country members of
the Euro could not implement their own monetary policy. The differences in the severity of the
economic downturn as well as the differences in the economic structure and vulnerability of
the member countries would have entailed different policy responses. However, member
countries of the Euro had to follow the monetary policy of the European Central Bank because
joining a currency union entailed that they give up their individual monetary independence
vis-à-vis other member countries. Although the experience of the Euro shows the policy
choice of giving up monetary independence given full financial openness and fixed exchange
rates, it illustrates that the trilemma constraint represented by the effect of financial openness
and exchange rate stability on monetary policy responsiveness binds countries in general, and
it is not exclusive only to countries with low institutional credibility.
Second, the study shows that by examining recession episodes when countries, both
industrialized countries and developing countries, had large net external debt, the extent
holdings of high external debt decrease the likelihood of a fast response does not change
depending on the a country's institutional credibility. At present, literature on the impact of net
external debt on the ability of industrialized countries, deemed as having high institutional
credibility, to pursue countercyclical monetary policy is scarce although periods when some
industrial countries had high external debt are not unheard of. For instance, this study detected
five recession episodes26, where industrialized countries had high external debt. The ordered
probit model conducted in this study shows that monetary authorities in countries holding high
external debt are less likely to implement a fast policy response, while keeping other factors
constant. Thus, the results imply that pegging the exchange rate and holding high levels of
external debt constrains monetary responsiveness and the extent the variables impede
monetary policy responses do not vary regardless of the institutional credibility of a country.
Effects of Financial Crises
Policymakers face additional constraints during a financial crisis such as severe currency
depreciation during a financial crash, liquidity constraints during banking crisis, or rising
26 Iceland (1999q2-2000q1, 2002q2-2003q1, 2006q3-2007q1); Iceland (1987q2-1988q3); New Zealand
(2007q4-2009q2)
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inflation. Policymakers can be extra aggressive or extra conservative given a financial crisis.
On the one hand, policymakers could be more responsive in order to arrest financial panic
which could lead to a deeper economic downturn. On the other hand, policymakers can
inadvertently cause an asset bubble and excessive risk taking if financial markets expect an
aggressive response from monetary authorities every time there is a financial turmoil (Miller,
et. al. 2002).
To test whether the determinants of a fast monetary policy response are robust even after
controlling for financial crises, I add a dummy variable to control for the presence of a
financial crisis, namely banking crisis, currency crash and inflation crisis, at the start of the
recession. I control for episodes of banking crisis, currency crash and inflation crisis
separately instead of using a single financial crisis dummy. A banking crisis is often
characterized by liquidity constraints which limits or contracts investments; thus,
policymakers need to respond quickly to prevent a resulting output contraction. In contrast, a
currency crash prior to the economic downturn can prevent policymakers from implementing
a fast expansionary monetary policy response. Examining inflation crisis can be tricky
because on the one hand, high inflation impedes the implementation of countercyclical
monetary policy but on the other hand, an aggressive expansionary policy could itself be the
cause of the inflation crisis. Thus, to take into consideration the possible simultaneity issues
that including the inflation crisis variable brings, I omit the inflation crisis dummy in a
separate ordered probit regression. I report the regression results in Table 29. Column (1)
presents the results of the ordered probit including the dummies representing the presence of
a banking crisis, currency crash, and inflation crisis at the onset of a recession. Column (2)
includes the dummies representing banking crisis and currency crash but not inflation crisis.
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Table 29. Ordered Probit Results
Dependent Variable: Monetary Policy Responsiveness
(1) (2)
coef. s.e. coef. s.e.
Financial Openness 0.521* [0.268] 0.510* [0.264]
Exchange Rate Stability -0.171 [0.343] -0.182 [0.340]
High International Reserves -0.802** [0.404] -0.812** [0.401]
Exchange Rate Stability *
High International Reserves 1.480** [0.668] 1.488** [0.667]
High Net External Debt -0.365* [0.196] -0.366* [0.196]
Inflation Target 0.430* [0.244] 0.426* [0.243]
Banking Crisis 0.199 [0.327] 0.217 [0.318]
Currency Crash 0.779 [0.646] 0.785 [0.647]








(1) Standard errors in brackets,
(2) *** p<0.01, ** p<0.05, * p<0.1
(3) Ordered probit puts an equality constraint on the coefficients of the different outcomes but not the
intercepts. Cut2 corresponds to the intercept when the outcome is fast MP. Cut1 corresponds to the
intercept when the outcome is slow MP (Gould 2009).
Table 29 shows that the likelihood that monetary authorities tend to be responsive during an
economic downturn is not affected by the presence of a financial crisis at the beginning of the
economic downturn. The results suggest that regardless of the presence of a financial crisis,
financial openness, holdings of international reserves and net external debt and adoption of
inflation crisis are the main determinants of monetary responsiveness. Although the presence
of a financial crisis can pressure policymakers to respond quickly, the results of the
regression shows that policy and economic variables still determine the implementation of a
rapid response.
Effects of Interest Rate Liberalization
Short term interest rates usually reflect the policy responses of monetary authorities (Disyatat
2008) and affect prices and output through market channels (Fernald 2014); however, the
extent to which the policy stance is reflected by the market interest rates may be constrained
by the regulation of interest rates. A previous study concludes that interest rate liberalization
strengthens the predictability of the relationship between policy and interest rates (Kasman
and Rodrigues 1991; Liao and Tapsoba 2014), which imply that interest regulation can
weaken the ability of short term interest rates to reflect the policy stance of monetary
authorities. This study conducts an empirical investigation whether removing the countries
which regulate interest rates heavily would change the results of the base ordered probit
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model. I use the measure of interest rate liberalization by Abiad, Detragiache and Tressel
(2010).27 According to them, interest rates are strongly regulated when the government sets a
binding limit on deposit and lending rates. The results reported in Table 30 are generally
consistent with the findings for the full sample; however, the variables representing financial
openness and inflation target became insignificant, suggesting that the recession episodes
omitted provide valuable information in examining monetary policy responsiveness and
should therefore be included in the regression.
Table 30. Ordered Probit Results
Dependent Variable: Monetary Policy Responsiveness
coef. s.e.
Financial Openness 0.066 [0.281]
Exchange Rate Stability -0.543 [0.396]
High International Reserves -0.994** [0.414]
Exchange Rate Stability *
High International Reserves 1.619** [0.688]
High Net External Debt -0.707*** [0.216]








(1) Standard errors in brackets,
(2) *** p<0.01, ** p<0.05, * p<0.1
(3) Ordered probit puts an equality constraint on the coefficients of the different outcomes but not the
intercepts. Cut2 corresponds to the intercept when the outcome is fast MP. Cut1 corresponds to the
intercept when the outcome is slow MP (Gould 2009).
27 I use a dummy variable representing interest rate liberalization. Since the data is only until 2005, data
is imputed using an AR(1) process since the index has an autocorrelation coefficient of 0.99. The same
procedure is done in Coulibaly (2012).
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5.6 Policy Implications
In this section, I show that industrialized countries, which have a higher level of economic and
institutional development, have a higher predicted probability of implementing a fast response
compared to emerging market and non-emerging market developing countries. Table 31
reports the average index values of financial openness and exchange rate stability as well as the
percent of recessions in which monetary policymakers also had large international reserves and
net external debt. The table below suggests that industrialized countries are more likely to
implement active monetary policy during a recession because of their higher index values of
financial openness, higher likelihood of adopting an inflation target and lower likelihood of
holding high net external debt—all of which contribute to a higher likelihood of a fast
response.
Table 31. Comparing the values of explanatory variables, based on the economic and




Financial Openness + Mean Index values 0.6740 0.4466 0.3661




recessions 12.50 41.80 35.82
High Net External Debt
- % of identified
recessions 8.93 17.21 28.36
Inflation Target
+ % of identified
recessions 33.93 15.57 1.49
Source: Author’s Calculation
Notes:
(1) Sign of the interaction variable of exchange rate stability and high international reserves
(2) IDC: Industrialized Countries; EME: Emerging Market Economies; ODC: non-emerging market
(other) developing countries
The differences among these countries in terms of the extent of financial openness, exchange
rate stability, and holdings of international reserves found in this study are consistent with the
findings of Aizenman, Chinn and Ito (2008). Similar to their results, this study shows that
industrialized countries have more open financial markets and have more flexible exchange
rate regimes (Members of the Euro are excluded in the sample. See Appendix 4.) compared to
emerging market and non-emerging market developing countries.
This study also shows that policymakers in emerging market economies do not only adopt
intermediate levels of financial openness and exchange rate stability; their lack of institutional
credibility necessitates them to accumulate large international reserves to increase policy
credibility. Since this study uses the dataset of Aizenman, Chinn and Ito (2008), it is not
surprising that this study share the same observations on the extent of financial openness and
exchange rate stability among the countries. From their data, this study finds that emerging
market economies had accumulated a large volume of international reserves in almost half of
the recessions detected in those countries. In contrast, industrialized countries have fewer
recessions which coincided with monetary authorities holding a large volume of international
reserves relative to their GDP. Table 31 suggests that emerging market and non-emerging
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market economies need to accumulate large international reserves to stabilize the exchange rate
fluctuations; in contrast to industrialized countries which do not have a strong need for it.
In terms of net external debt, the findings in Table 31 show that emerging market and
non-emerging market economies had a higher proportion of recessions when their economies
had high net external debt, which could explain why these countries had a lower tendency to
implement rapid countercyclical monetary policy responses. The result is consistent with the
finding that developing countries would usually depend on international financial markets for
funding since they do not have well developed financial markets yet (Eichengreen et. al. 1999).
Finally, the results reported in Table 31 shows that industrialized countries had a higher ratio
of recessions which coincided with the adoption of inflation targeting. As Coulibaly (2012)
shows, inflation targeting can enable policymakers to conduct countercyclical monetary
policy, which could explain why industrialized countries are more likely to have monetary
authorities responsive to recessions. In contrast, as of present, few emerging market
economies and even fewer non-emerging market developing countries have adopted an
inflation targeting regime.
In summary, the results in Table 31 implies that emerging market and non-emerging market
developing countries can also increase monetary policy responsiveness by working on their
economic vulnerabilities and improving credibility by adopting an inflation target, and
managing external debt. To test how the predicted probability of a fast monetary policy
response would change if emerging market economies and non-emerging market economies
implement policy reforms to increase their monetary responsiveness, I tabulate the predicted
probabilities of a fast countercyclical monetary policy response given a hypothetical change in
a policy variable while keeping the values of other explanatory variables at their mean. I report
the findings in Table 32.
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Table 32. Predicted Probabilities of a Fast Monetary Policy Response
Categorized by explanatory variable while other explanatory variables are at mean
IDC EME ODC
Margin S.E. Margin S.E. Margin S.E.
Financial Openness (FO)
Financial Autarky (FO=0) 0.4107 0.0658 0.3687 0.0568 0.3425 0.0530
Open Financial Markets (FO=1) 0.6138 0.0629 0.5713 0.0624 0.5435 0.0699
(difference) 0.2031 0.2026 0.2010








0.7424 0.1012 0.6666 0.1108 0.6153 0.1157
(difference) 0.2443 0.2556 0.2568
Net External Debt
No High Net External Debt 0.5676 0.0432 0.4751 0.0347 0.4325 0.0381
With High Net External Debt 0.4337 0.0726 0.3426 0.0636 0.3027 0.0614
(difference) -0.1339 -0.1325 -0.1298
Inflation Targeting
Not Inflation Targeters 0.5054 0.0524 0.4287 0.0344 0.3928 0.0346
Inflation Targeters 0.6574 0.0737 0.5813 0.0833 0.5453 0.0923
(difference) 0.1521 0.1526 0.1525
Source: Author’s Calculation
Notes:
(1) IDC: Industrialized Countries; EME: Emerging Market Economies; ODC: non-emerging market
(other) developing countries
Table 32 presents two implications for policymaking. First, IDCs with a more advanced
economic and institutional development, generally have higher likelihood of implementing a
fast monetary response, even in hypothetical situations of financial autarky, fixed exchange
rate, or holdings of high net external debt, compared to emerging market or non-emerging
market developing countries. Since industrialized countries face lesser constraints from
variables impeding a fast response, that is they adopt more flexible exchange rate policies and
they tend not to hold of high external debt, then they are more likely to have more responsive
monetary authorities.
Second, reforms in emerging market and non-emerging market economies which address
economic vulnerability and enhance credibility can increase their likelihood to implement a
rapid monetary policy response by increasing exchange rate flexibility, opening financial
markets, managing external debt and adopting inflation targeting. For instance, emerging
economies can increase the probability that they will implement rapid monetary responses by
20.26 percentage points if they move from a hypothetical state of financial autarky to
complete open financial markets. However, emerging market and non-emerging market
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countries alike need to consider all possible constraints to policymaking when undertaking
reforms. As shown in Table 32, if emerging market economies and non-emerging market
increase financial openness, they can increase the likelihood that they will implement a fast
response to 57.13 percent and 54.35 percent, respectively. However, the probability is still
lower than that of industrialized countries which is estimated to be 61.38 percent. The results
suggest that policymakers in developing countries can increase the likelihood of a fast
response by improving on an economic vulnerability but if policymakers focus on only one
particular economic vulnerability while keeping other factors at the same level, as implied by
Table 32, the reform would not be enough to increase policy responsiveness to the level of
industrialized countries.
5.7 Chapter Conclusion
The study investigates the factors which can impede or enable a fast countercyclical
monetary policy response. The results show that the extent policymakers pursue financial
openness, accumulate international reserves given less flexible exchange rates, and the
adoption of inflation targeting can increase the likelihood of a fast countercyclical monetary
policy response. In contrast, holding large net external debt can decrease monetary policy
responsiveness. The results are generally the same even after taking into consideration other
variables which can affect monetary policy responsiveness such as the interaction between
policy variables and the level of economic and institutional development, financial crisis and
interest rate regulation.
The results imply that the more a country is integrated to world financial markets, the more
incentives it has to avoid prolonging the recession by conducting a rapid countercyclical
monetary policy. Furthermore, the study provides evidence supporting the link between
strengthening policy credibility and the ability of policymakers to conduct fast
countercyclical monetary policy. Monetary credibility can be enhanced by inflation targeting
or accumulation of international reserves, while it can be weakened by high net external debt.
If the country has inflation or exchange rate related objectives, then a lack of credibility in
attaining them can constrain policymakers from conducting countercyclical monetary policy.
Especially when the country holds a large external debt, an expansionary monetary policy can
lead to depreciation, thereby potentially increasing the domestic value of debt particularly in
developing countries who usually borrow in foreign currency (Eichengreen, Hausmann and
Panizza 2002). In contrast, a credible central bank can influence the market and can thereby
stimulate output through accommodative monetary policies. Inflation targeting and
accumulation of international reserves can increase monetary responsiveness by reducing the
constraints monetary authorities face in maintaining their price stability or exchange rate
objectives. The results imply that policymakers need to increase credibility to conduct
countercyclical monetary policy (Bernanke et. al. 1999 as cited in Maxwell 2000).
The results of the study also present some implications on policymaking. Emerging market
and non-emerging market developing countries can also increase monetary policy
responsiveness by increasing financial openness and exchange rate flexibility, adopting an
inflation target, and lowering external debt. While pursuing reforms in one economic aspect
can increase the likelihood of a fast response, developing countries need to implement a
holistic approach in reforms, in areas of financial openness and exchange rate flexibility,
adopting an inflation target, and managing external debt in order to reach the level of
monetary policy responsiveness in industrialized countries.
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6. Conclusion
This study was motivated by the policy discussions which assert that fast monetary policy
responses mitigated the depth of economic downturns during the 2008 global financial crisis.
While recent discussions focused mainly in the context of the 2008 global financial crisis,
policymakers need to decide whether or not to implement a countercyclical monetary policy
during an economic downturn, whether or not the downturn is associated with a financial
crisis. Then, if policymakers decide to implement a countercyclical monetary policy, they
also need to decide when. However, research on the speed of monetary policy response is
scarce.
To address this gap, this study examined empirically whether fast monetary policy actions are
associated with less severe recessions and if they are, whether certain economic
vulnerabilities or policy choices affect the ability of policymakers to implement a fast
countercyclical monetary policy. This study extended the investigation to 390 recession
episodes from 1964-2010 in 66 countries. This research aims to contribute to the growing
literature on monetary policy responsiveness as well as to provide an empirical investigation
to the claims of policymakers on the importance of rapid countercyclical monetary policy
responses.
The two main research questions posed at the beginning of the study are as follows.
1. Are fast monetary actions associated with shorter and shallower recessions?
2. What macroeconomic factors or policy choices affect the implementation of a fast
response?
Addressing the first question, this study finds that the association between fast monetary
policy responses and shallower recessions are statistically significant. In addition, the
association between fast monetary policy responses and short recessions is also shown to be
statistically significant. The results are supported by the summary statistics presented in
Chapter 3 and by the Tobit regression results reported in Chapter 4.
The summary statistics of the recession episodes in Chapter 3 shows that fast monetary policy
responses are associated with shallower recessions. Industrialized countries, which
implemented a fast monetary policy in majority of the recessions they have encountered, have
lower recession amplitudes compared to emerging market economies and non-emerging
developing countries. Meanwhile, non-emerging market economies, which did not implement
a countercyclical monetary policy in almost half of the recessions detected, had deeper
recessions. In terms of duration, the summary statistics also showed that recessions are
shorter in industrialized countries compared to emerging market and non-emerging market
developing countries. While these results in Chapter 3 support the claim that fast policy
responses are associated with less severe recessions, simply comparing the summary statistics
across countries with different levels of economic and institutional development can overlook
some variables which can affect the severity of recession. Thus, I conducted a Tobit
regression in Chapter 4 to control for other variables which may affect recession severity.
The Tobit model in Chapter 4 further supported the findings in Chapter 3. I conduct a Tobit
regression, which controls for other factors which can influence the depth of recessions such
as fiscal policy response, the level of economic development, the ability of policymakers to
maintain low inflation, the exchange rate regime and the presence of financial crisis. The
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findings show that fast monetary policy response is associated with shallower recessions. The
results are robust to an alternative specification of the dependent variable, the timing of
monetary policy measure. The alternative measure represents the time it took for
policymakers to implement an accommodative monetary policy upon the onset of a downturn.
The results of the alternative specification indicated that the longer it takes for policymakers
to respond, the deeper the recession becomes. In terms of the length of recessions, this study
also supports the link between fast monetary policy responses and shorter recessions.
Do these results imply that monetary policymakers need to aggressively implement
countercyclical monetary policy during an economic downturn? The results of this study
provide empirical support that fast policy responses can mitigate the depth of the economic
downturn and the results are robust to using an alternative measure of monetary policy
responsiveness based on the actual time it took policymakers to respond. However, the
limitations of the study call for policymakers to proceed with caution and for further research
to be conducted in the area of the speed of monetary policy responses.
First, the result of this study is largely dependent on the determination of the speed of
monetary policy. The study of the timing and speed of monetary policy is still at the early
stages. As of writing, there is still no widely-agreed upon definition of the speed of monetary
policy response. This study proposes a way to determine the speed of monetary policy
relative to a predicted rate estimated using a reaction function. The reaction function could be
interpreted as the tendency of the central bank to change their interest rates based on changes
in their economic targets. If policymakers responded faster than how they would have given
the reaction function, then it is deemed as a fast response. The opposite is true for a slow
response.
The method used to determine the speed of monetary policy is simple and perhaps lacking in
other real world complications; nevertheless, it can serve as a starting point on which more
sophisticated models can be built on. Issues such as the choice of monetary instrument
variable, model specification, data selection and availability, and availability of forecasts,
among others are ubiquitous in monetary policy analysis. I cannot claim to have overcome
these issues perfectly but I tried to consider ways to address these issues. I analyzed different
alternative variables to represent the macroeconomic factors pertinent to this study and chose
the best option for the purpose of this study. For instance, in representing monetary policy
stance, I chose short-term interest rate not only because it is often used for monetary policy
studies, which would facilitate comparison of results in other literature, it is also available for
long time period and for many countries. Other measures can then be considered for future
studies. Blinder (1999) mentions that Central Bank policymakers often consider many
empirical models when deciding their policy stance. Perhaps, this model can contribute as
one among many models that the Central Banks can consider or build on when deciding
when to time their policy response.
Similarly, the determination of the speed of monetary policy can be improved in several ways.
Further research could look into other variables representing the monetary stance, such as
reserve requirements, policy rates or policy announcements. Further inquiry can also be done
on unconventional monetary policy tools and zero bound interest rates. In addition, the
method to determine the predicted rate can be further refined. This study conducted a 10-year
rolling regression of a modified backward-lookingTaylor Rule using quarterly data. Future
studies can also test different models or use more frequent data in estimating the response
function of monetary authorities.
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Second, because this study focused on the relative measure of the speed of monetary policy, it
does not provide any prescriptions on the optimal timing of monetary policy responses. The
empirical examination of this study in terms of the timing of monetary policy focused on how
severe recessions become if monetary policymakers delay their policy response by one
quarter. While this result provides an empirical basis for fast policy responses, it does not
prescribe in particular when the policy response should take place. From the point of view of
policymakers, empirical work which could provide some options in timing monetary policy
response is useful.
Third, this research focused only on the speed of monetary policy response and did not put
much emphasis on the magnitude of change of the monetary policy instrument (in contrast to
the study of Kannan, Scott and Terrones 2009). The literature on monetary policy inertia is
related to the issue of the magnitude of changes in the policy rate. In particular, Woodford
(2003) explains that monetary policy inertia is observed when policymakers move interest
rates gradually. One of the reasons for policy inertia is to prevent policy reversal. While the
link between monetary policy inertia and recession severity is also interesting and relevant, it
is beyond the scope of this study.
Finally, this study focused on the potential effects of rapid monetary actions on the severity of
recessions. The study did not delve into the effects of monetary policy responsiveness in the
recovery of countries during economic downturns. Furthermore, in this study, I focused on
the medium-term effects of countercyclical monetary policy and I did not examine how
aggressive, fast and deep cuts, to the interest rates could affect inflation and output in the long
run, which is also a topic of heated discussion in recent years.
Despite the limitations of this study, the results provide some empirical evidence to support
the argument that rapid monetary actions contributed to mitigating the depth of recession in
developing countries in the 2008 global financial crisis (Rosengren 2009, Mishkin 2009). The
results of Chapter 3 and 4 not only provides an empirical support for the assertions of
policymakers during the 2008 global financial crisis that a rapid monetary policy response
can mitigate the depth and length of an economic downturn, the results also contribute to
literature by providing some empirical evidence of the role of rapid monetary actions in
recessions in general.
Since a fast response has been shown to be significant in decreasing the depth and length of
recessions, the next subject of inquiry is about the factors or policy choices affecting the
implementation of a fast response. In other words, if faster monetary policy responses could
mitigate recession severity, how come other countries do not pursue it?
The results of this study showed how the likelihood of a fast monetary policy response during
an economic downturn changes with the degree of exchange rate stability and financial
openness, a country’s holdings of external debt, and the adoption of inflation targeting. Less
flexible exchange rate regimes and large holdings of net external debt can lessen the
likelihood of a fast response. Meanwhile, policymakers tend to implement rapid
countercyclical monetary policy given open financial markets and inflation rate targeting. To
address this question, this study conducted ordered probit regressions, using the measure of
the speed of monetary policy response as the dependent variable and policy and economic
variables as the explanatory variables. In particular, this study tested whether policy choices,
such as exchange rate stability, financial openness, accumulation of international reserves and
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inflation targeting, and economic vulnerabilities such as holdings of high external debt can
impede or enable a rapid response. The findings were reported in Chapter 5.
Investigating the determinants of rapid monetary actions can contribute to the literature on
monetary policy during economic downturns. In the past, several studies have investigated
why countries are unable to pursue countercyclical monetary policy (Didier, et. al. 2011,
Taylor 1994), but an empirical study investigating the effect of such vulnerabilities on the
speed of response is lacking. In Chapter 5, I built on current literature (Coulibaly 2012, Vegh
and Vuletin 2012) and examined whether policy choices and economic vulnerabilities, which
affect the credibility of monetary policymakers, can influence the likelihood of a rapid
countercyclical monetary policy response.
The results provide some implications in both economic literature and policymaking. First,
this study showed that addressing economic vulnerabilities affected not only the decision to
conduct countercyclical monetary policy, but also the timing of its implementation. In a
previous study, Coulibaly (2012) showed that strengthening economic fundamentals and
credibility, financial reforms, financial and trade openness, and inflation targeting are some of
the key determinants of a countercyclical policy response. The results of this study are largely
consistent with Coulibaly’s result (2012), in showing that mitigating economic vulnerabilities
can lead to a higher likelihood of a fast response. However, many variables, such as the
financial reforms and trade openness28, found by Coulibaly to determine countercyclical
monetary policy responses, were not found to be significant when I added them as
explanatory variables to the speed of monetary policy response in this study; thus, they are no
longer reported for brevity. The results imply that while these economic and policy variables
can enable a countercyclical monetary policy response, they do not influence the speed with
which the policy is implemented.
Second, although the links between economic vulnerabilities and economic downturns in
developing countries have been a focus of much research (Coulibaly 2012; Didier et. al.
2011), such constraints can also be present in industrialized countries. Previous studies often
focused on the experience of emerging market economies and other developing countries
when investigating the effect of exchange rate regimes and external debt on the ability of
policymakers to conduct countercyclical monetary policy (Coulibaly 2012; Eichengreen,
Hausmann and Panizza 2003). The 2008 global financial crisis served as a reminder that
these factors impede policymaking even in industrialized countries. Consistent with the
experience during the recent financial crisis, the results of this study show that monetary
policymaking in countries with different levels of institutional credibility are constrained by
the choice of financial openness, stabilizing exchange rates and by large holdings of external
debt and the effect is not different whether the country is considered as an industrialized
country or a developing country. This result follows from the insignificance of the interaction
variable between the dummy variable representing the level of economic and institutional
development and the level of financial openness, between that and the level of exchange rate
stability, and between that and the presence of high external debt. These results add on to
literature about monetary policy responses to recessions by providing empirical evidence that
vulnerabilities often attributed to emerging and developing countries can also affect monetary
policy responsiveness in industrialized countries.
28 Trade openness and financial reform variables are not significant and are dropped from the estimation
for brevity.
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Third, the results of this study provide some implications to policymakers in developing
countries. In particular, strengthening of monetary policy credibility to improve
responsiveness is important to developing countries, which are usually fiscally constrained.
For one, developing countries, especially in countries which cannot rely on fiscal policy for
output stabilization, can also benefit from having the option of being able to implement more
responsive countercyclical monetary policy. For countries facing tight fiscal constraints, the
ability to conduct swift monetary policy can provide relief during an economic downturn. In
addition, developing countries have historically tried to keep exchange rates stable while
accumulating large external debt, which can impede them from aggressively loosening
monetary policy. While emerging market economies are slowly transitioning to more flexible
exchange rate regimes amidst open financial markets (Aizenman, Chinn and Ito 2008), these
countries still have difficulty in obtaining external credit in domestic currency. In most cases,
developing countries cannot borrow capital in domestic currency and are forced to borrow in
hard currencies such as the US dollar, Euro or Japanese yen. Thus, fear of depreciating their
currency can impede a rapid expansionary monetary policy. Finally, the relatively higher
frequency of recessions (See Table 3) in developing countries, along with its relatively higher
vulnerability to economic downturns compared to industrialized countries, poses a challenge
to developing countries to enable themselves to have a more responsive monetary authority.
In closing, can the literature on monetary policy responses already conclude that enhancing
policy credibility improves monetary responsiveness? Concluding research on the speed of
monetary policy at this stage is still premature. At this point, this study showed that variables
which can affect policy credibility, i.e. exchange rate stability, financial openness, and high
net external debt, can contribute to a higher likelihood of a fast monetary policy response
during an economic downturn. The signs of the coefficients follow the predictions of theory,
thus providing empirical evidence to support the arguments of Mishkin (2009) and Rosengren
(2009). Furthermore, the study shows that the effect of the economic variables on the
tendency of policymakers to implement rapid policy actions does not differ according to the
level of institutional credibility, thus suggesting that policy constraints and economic
vulnerabilities affect countries in a similar way regardless of their level of economic
development. While the methods used and the results of this study can serve as a starting
point for further research, the conclusions in this study are bound by its scope.
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Appendix 1. List of Recessions
Appendix 1 reports the characteristics of recessions used in the study as well as the monetary policy response conducted in each recession. The
table lists the 390 recession episodes examined in Chapter 3. Because data availability, some of these recessions are not included in the empirical
investigation in Chapter 4 and 5. This table indicates which recession episodes were used in this dissertation. The recession episodes are sorted































Austria 1966q4 1967q3 1967q1 1965q3 -12.13% 3 IDC slow yes yes
Austria 1974q2 1975q3 1975q1 1974q4 -16.32% 5 IDC slow yes yes yes
Austria 1979q4 1982q3 1978q1 1981q4 -14.23% 11 IDC fast yes yes yes
Austria 1985q4 1986q3 1985q2 1984q4 -10.90% 3 IDC slow yes yes yes
Austria 1990q4 1993q3 1990q2 1992q4 -13.47% 11 IDC fast yes yes yes
Belgium 1966q4 1967q3 1966q3 1966q4 -9.75% 3 IDC fast yes yes
Belgium 1970q4 1971q3 1969q3 1969q4 -9.89% 3 IDC fast yes yes
Belgium 1974q2 1975q3 1974q3 1974q4 -24.09% 5 IDC fast yes yes
Belgium 1976q2 1977q3 1976q4 1976q4 -13.67% 5 IDC fast yes yes
Belgium 1980q1 1982q3 1980q2 1980q3 -18.38% 10 IDC fast yes yes
Belgium 1985q4 1986q3 1984q2 1984q4 -10.70% 3 IDC fast yes yes yes
Belgium 1990q1 1991q3 1991q1 1990q1 -15.64% 6 IDC slow yes yes yes
Belgium 1998q2 1999q3 1998q2 -9.13% 5 IDC none yes yes
Canada 1996q1 1996q3 1995q1 -3.93% 2 IDC fast yes yes
Canada 1998q1 1998q3 -4.60% 2 IDC none yes yes
Canada 2000q4 2001q3 2000q4 2000q4 -8.93% 3 IDC fast yes yes
Canada 2006q1 2009q3 2007q3 2007q4 -19.74% 14 IDC fast yes yes
Denmark 2006q4 2009q3 2008q3 2008q4 -25.96% 11 IDC fast yes yes yes
Finland 1965q2 1966q3 -9.72% 5 IDC none yes yes
Finland 1967q1 1968q3 1968q1 -10.71% 6 IDC none yes yes
29 If the recession episode given in the row of the table is included in the empirical examination of Chapter 3, the corresponding cell would indicate yes.
30 Similarly, if the recession episode given in the row of the table is included in the empirical examination of Chapter 4, the corresponding cell would indicate yes.
































Finland 1971q2 1972q3 -9.11% 5 IDC none yes yes
Finland 1974q1 1975q3 -23.47% 6 IDC none yes yes yes
Finland 1977q4 1978q3 1977q3 1976q3 -17.48% 3 IDC slow yes yes yes
Finland 1983q2 1984q3 1984q3 -13.75% 5 IDC none yes yes yes
Finland 1988q4 1991q3 1990q1 -21.15% 11 IDC none yes yes yes
Finland 1995q1 1995q3 1994q4 -7.39% 2 IDC none yes yes yes
France 1964q2 1965q3 1964q2 -18.16% 5 IDC fast yes
France 1966q4 1967q3 1966q4 1967q1 -18.66% 3 IDC fast yes
France 1968q1 1969q3 -9.89% 6 IDC none yes
France 1971q1 1971q3 1970q1 1970q1 -17.71% 2 IDC fast yes
France 1974q1 1975q3 1974q3 -29.06% 6 IDC fast yes
France 1977q1 1977q3 1976q4 1977q1 -22.67% 2 IDC fast yes yes
France 1980q1 1982q3 1980q2 1980q2 -22.43% 10 IDC fast yes
France 1991q4 1993q3 1993q1 1990q1 -19.04% 7 IDC slow yes yes
Iceland 1999q2 2000q1 -11.90% 3 IDC none yes yes yes
Iceland 2002q2 2003q1 2001q3 2001q1 -12.57% 3 IDC slow yes yes yes
Iceland 2006q3 2007q1 -13.92% 2 IDC none yes yes yes
Ireland 1969q2 1970q1 1969q1 1969q3 -11.30% 3 IDC fast yes yes
Ireland 1974q2 1975q1 1974q1 -12.13% 3 IDC fast yes yes yes
Ireland 1981q2 1982q3 1982q2 1982q2 -9.57% 5 IDC fast yes yes yes
Ireland 1987q2 1988q3 1987q1 1987q2 -3.14% 5 IDC fast yes yes yes
Italy 1970q2 1971q3 -14.07% 5 IDC none yes
Italy 1974q2 1975q3 1974q3 1974q4 -26.64% 5 IDC fast yes
Italy 1976q4 1977q3 1976q2 1977q1 -17.87% 3 IDC yes fast yes yes
Italy 1980q2 1983q3 1982q1 1982q1 -25.46% 13 IDC yes fast yes yes
Italy 1989q4 1993q3 1990q1 1990q2 -23.37% 15 IDC fast yes yes
Italy 1995q4 1996q3 1995q2 -18.12% 3 IDC fast yes yes
Japan 1970q4 1971q2 1970q3 1970q3 -2.46% 2 IDC fast yes
Japan 1973q4 1975q1 1974q3 1974q3 -23.24% 5 IDC fast yes
































Japan 1985q4 1987q1 1985q4 1986q1 -3.86% 5 IDC fast yes
Japan 1990q4 1992q2 1991q1 1991q2 -9.42% 6 IDC fast yes
Japan 1995q4 1996q2 1994q4 1994q4 -2.61% 2 IDC fast yes
Japan 1997q1 1999q2 1997q1 1997q3 -10.64% 9 IDC yes fast yes
Japan 2000q4 2002q2 2000q4 2001q1 -12.19% 6 IDC yes fast yes
Japan 2007q4 2009q1 2007q2 2007q4 -35.00% 5 IDC fast yes
Japan 2010q4 2011q2 2009q4 2009q4 -10.49% 2 IDC fast yes
Malta 2000q4 2001q3 2001q2 2000q2 -27.28% 3 IDC slow yes yes
Malta 2007q3 2009q1 2007q3 2007q3 -26.82% 6 IDC fast yes yes
Netherlands 1966q4 1967q3 1966q3 1966q4 -9.56% 3 IDC fast yes
Netherlands 1974q4 1975q3 1973q4 1974q1 -23.83% 3 IDC fast yes
Netherlands 1978q4 1979q3 -19.91% 3 IDC none yes
Netherlands 1980q1 1982q3 1979q4 1980q1 -27.25% 10 IDC fast yes
Netherlands 1985q1 1985q3 1985q2 -32.20% 2 IDC fast yes
Netherlands 1991q4 1992q3 1992q3 -18.62% 3 IDC fast yes
Netherlands 1998q4 1999q3 -12.36% 3 IDC none yes
New
Zealand
1989q4 1991q2 1990q3 1990q3
-14.83%
6 IDC fast yes yes
New
Zealand
1997q4 1999q2 1998q1 1998q2
-9.24%
6 IDC fast yes yes
New
Zealand
2000q4 2002q1 2000q4 2000q3
-9.33%
5 IDC slow yes yes
New
Zealand
2002q4 2003q2 2003q1 2003q1
-9.65%
2 IDC fast yes yes
New
Zealand
2007q4 2009q2 2008q2 2007q4
-20.80%
6 IDC slow yes yes
Norway 1980q1 1980q3 -23.42% 2 IDC none yes yes yes
Norway 1992q4 1993q3 1992q4 1992q4 -6.37% 3 IDC yes fast yes yes yes
Norway 1997q4 1998q3 -13.77% 3 IDC none yes yes yes
Norway 2001q4 2004q3 2001q3 2001q2 -17.57% 11 IDC slow yes yes yes
































Norway 2007q4 2011q2 2008q3 2008q4 -23.74% 14 IDC fast yes yes
Portugal 1966q2 1967q1 -10.48% 3 IDC none yes yes
Portugal 1970q2 1971q1 -7.57% 3 IDC none yes yes
Portugal 1974q1 1975q3 1975q3 1975q1 -17.18% 6 IDC yes slow yes yes
Portugal 1983q1 1983q3 -16.15% 2 IDC yes none yes yes yes
Portugal 1984q4 1985q3 1985q2 1984q1 -16.08% 3 IDC yes slow yes yes yes
Portugal 1990q4 1993q3 1992q3 1989q4 -18.13% 11 IDC slow yes yes yes
Portugal 1994q2 1995q3 -0.15% 5 IDC none yes yes yes
Portugal 1996q2 1997q3 -8.76% 5 IDC none yes yes yes
Spain 1967q2 1968q3 1967q1 -3.58% 5 IDC fast yes
Spain 1970q2 1971q3 1970q4 1970q2 -2.99% 5 IDC slow yes
Spain 1974q1 1975q3 -16.07% 6 IDC none yes yes
Spain 1978q4 1982q3 1980q1 1980q2 -17.26% 15 IDC yes fast yes yes
Spain 1987q4 1988q3 1987q2 1987q3 -11.93% 3 IDC fast yes yes
Spain 1991q4 1993q3 1990q4 1990q4 -20.52% 7 IDC fast yes yes
Spain 1995q2 1996q3 1995q3 1995q4 -11.48% 5 IDC fast yes yes
Sweden 1998q4 1999q3 1998q2 1998q2 -17.48% 3 IDC fast yes yes yes
Sweden 2000q4 2002q3 2001q4 -19.44% 7 IDC none yes yes yes
Sweden 2007q4 2009q3 2008q3 2008q4 -32.32% 7 IDC fast yes yes yes
Switzerland 1964q2 1965q1 -3.74% 3 IDC none yes
Switzerland 1973q4 1975q1 1974q4 1974q2 -23.35% 5 IDC slow yes
Switzerland 1981q4 1983q1 1981q4 1981q4 -14.80% 5 IDC fast yes
Switzerland 1988q4 1989q3 -12.38% 3 IDC none yes
Switzerland 1991q4 1993q1 1992q2 1991q4 -14.42% 5 IDC slow yes
Switzerland 2000q4 2002q1 2000q4 2000q3 -15.19% 5 IDC slow yes
Switzerland 2007q4 2009q1 2008q3 2008q2 -17.99% 5 IDC slow yes
United
Kingdom
1989q4 1991q3 1990q3 1990q3
-12.46%
7 IDC fast yes yes
United
Kingdom
1992q4 1993q3 1992q1 1992q2
-7.12%
3 IDC fast yes yes



































2000q4 2002q3 2000q4 2000q4
-8.15%





2 IDC fast yes yes
United
Kingdom
2007q4 2009q3 2007q3 2007q4
-17.13%
7 IDC yes fast yes yes
United
States
1969q2 1970q4 1969q3 1969q4
-5.94%
6 IDC fast yes
United
States
1973q4 1975q2 1974q3 1974q3
-12.17%
6 IDC fast yes
United
States
1980q1 1980q3 1980q1 1980q1
-6.27%
2 IDC fast yes
United
States
1981q3 1982q4 1981q2 1981q3
-8.17%
5 IDC fast yes
United
States
1989q1 1989q3 1989q2 1989q2
-0.93%
2 IDC fast yes
United
States
2000q3 2001q4 2000q3 2000q4
-5.81%
5 IDC fast yes
United
States
2007q3 2009q2 2007q1 2007q3
-15.52%
7 IDC yes fast yes
Argentina 1998q3 2004q1 1999q4 1996q4 -19.45% 22 EME slow yes yes
Argentina 2004q3 2006q1 -9.54% 6 EME none yes yes
Bangladesh 1997q3 1999q1 1998q1 -11.00% 6 EME none yes yes yes
Botswana 1976q4 1978q3 1978q2 1978q2 -13.97% 7 EME fast yes yes
Botswana 1980q3 1981q1 1980q4 -16.23% 2 EME fast yes yes yes
Botswana 1990q3 1993q2 1991q2 -25.64% 11 EME fast yes yes yes
Botswana 1994q2 1994q4 1993q3 1993q4 -11.69% 2 EME fast yes yes yes
Bulgaria 2000q4 2001q2 2000q2 -14.54% 2 EME fast yes yes yes
Bulgaria 2007q4 2010q1 2008q4 2008q4 -28.66% 9 EME fast yes yes yes
Chile 2002q4 2004q1 2003q3 2002q1 -3.17% 5 EME slow yes yes yes
































Colombia 1965q2 1965q4 1965q3 -4.90% 2 EME none yes
Colombia 1967q2 1968q4 -13.02% 6 EME none yes
Colombia 1969q3 1973q1 1970q2 -19.95% 14 EME none yes
Colombia 1973q3 1980q1 1974q4 -34.40% 26 EME yes none yes yes
Colombia 1982q3 1983q1 1982q1 1982q4 -2.94% 2 EME yes fast yes yes
Colombia 1992q3 1994q2 1992q4 1992q1 -13.17% 7 EME yes slow yes yes
Colombia 1996q4 1997q3 1996q1 -6.33% 3 EME yes fast yes yes
Colombia 1999q3 2003q1 1998q2 1998q3 -38.00% 14 EME yes yes fast yes yes
Colombia 2003q3 2004q4 2003q4 2003q3 -10.34% 5 EME slow yes yes
Cote d'Ivoire 1969q1 1969q3 -6.06% 2 EME none yes yes
Cote d'Ivoire 1973q1 1973q3 -12.01% 2 EME none yes yes
Cote d'Ivoire 1974q2 1975q3 -0.90% 5 EME none yes yes yes
Cote d'Ivoire 1981q1 1981q3 1980q3 -34.84% 2 EME none yes yes yes
Cote d'Ivoire 1983q1 1983q4 1983q1 1983q1 -26.46% 3 EME fast yes yes yes
Cote d'Ivoire 1989q1 1992q3 1992q3 -32.17% 14 EME yes fast yes yes yes
Cote d'Ivoire 2006q2 2007q2 2005q4 2006q4 -8.57% 4 EME fast yes yes yes
Cote d'Ivoire 2008q1 2008q3 -7.59% 2 EME none yes yes yes
Czech
Republic
1994q4 1995q3 1994q4 1994q4
-16.13%
3 EME fast yes yes
Czech
Republic
1997q4 1999q3 1997q2 1998q1
-14.26%
7 EME yes fast yes yes
Czech
Republic
2007q4 2009q1 2008q2 2008q2
-22.44%
5 EME fast yes yes yes
Hong Kong,
China
1995q3 2003q1 1995q4 1995q2
-47.37%
30 EME slow yes yes
Hong Kong,
China
2005q3 2009q1 2007q2 2006q3
-28.18%
14 EME slow yes yes
Hungary 1987q4 1988q3 -17.39% 3 EME none yes yes
Hungary 1989q4 1992q3 1992q3 1991q1 -41.36% 11 EME slow yes yes yes
Hungary 1993q4 1994q2 -4.19% 2 EME yes yes none yes yes yes
































Hungary 2007q4 2009q2 2007q1 2006q4 -26.49% 6 EME slow yes yes yes
Hungary 2011q4 2012q2 2012q2 2012q1 -8.05% 2 EME yes slow yes yes yes
India 1965q1 1967q2 1965q2 1966q2 -5.03% 9 EME fast yes yes
India 1979q1 1980q2 1980q1 1977q1 -11.77% 5 EME slow yes yes yes
India 1992q1 1992q3 1991q2 1991q3 -15.91% 2 EME fast yes yes yes
Indonesia 1977q4 1980q1 1980q1 -8.02% 9 EME fast yes yes yes
Indonesia 1980q4 1983q1 1981q3 1980q2 -30.52% 9 EME slow yes yes yes
Indonesia 1984q3 1985q2 1984q3 1984q3 -13.29% 3 EME fast yes yes yes
Indonesia 1986q3 1988q1 1987q2 -7.48% 6 EME yes fast yes yes yes
Indonesia 1991q3 1992q4 1991q1 1990q4 -13.48% 5 EME slow yes yes yes
Indonesia 1994q1 1994q4 1993q3 -31.74% 3 EME none yes yes yes
Indonesia 1998q3 1999q2 1998q3 1998q2 -36.71% 3 EME yes yes slow yes yes yes
Indonesia 2000q3 2005q1 2002q1 2000q2 -35.21% 18 EME yes slow yes yes yes
Indonesia 2005q4 2007q3 2006q2 2006q3 -11.11% 7 EME fast yes yes yes
Indonesia 2008q1 2009q1 2008q4 2008q4 -15.76% 4 EME fast yes yes yes
Israel 2002q4 2003q2 2002q4 2002q4 -3.59% 2 EME fast yes yes
Israel 2006q4 2007q2 2006q3 2006q3 -4.89% 2 EME fast yes yes yes
Israel 2008q2 2009q2 2008q3 2008q3 -10.63% 4 EME fast yes yes
Israel 2010q2 2011q2 -5.45% 4 EME none yes yes
Jordan 1978q2 1983q1 1979q1 -17.42% 19 EME none yes yes yes
Jordan 1985q3 1986q2 1984q4 -5.73% 3 EME none yes yes yes
Jordan 1987q4 1988q2 1987q3 -17.67% 2 EME none yes yes yes
Jordan 1989q3 1991q1 1990q2 -30.58% 6 EME yes yes none yes yes yes
Jordan 1991q4 1993q1 1991q3 -14.61% 5 EME none yes yes yes
Jordan 1995q3 1997q1 -18.71% 6 EME none yes yes yes
Jordan 1997q3 1999q1 1997q2 -13.02% 6 EME none yes yes yes
Jordan 2002q3 2003q1 2002q3 2002q3 -27.45% 2 EME fast yes yes yes
Jordan 2007q3 2011q1 2007q2 2007q3 -15.14% 14 EME fast yes yes yes
Korea, Rep. 2007q4 2009q1 2008q3 2008q3 -18.04% 5 EME fast yes yes yes
































Lithuania 2006q2 2007q1 -13.26% 3 EME none yes yes yes
Lithuania 2008q2 2010q1 2007q4 2008q3 -27.08% 7 EME fast yes yes yes
Lithuania 2011q3 2012q1 2011q3 2011q3 -7.81% 2 EME fast yes yes yes
Malaysia 1974q3 1975q1 -11.82% 2 EME none yes yes yes
Malaysia 1982q3 1983q1 -12.53% 2 EME none yes yes yes
Malaysia 1984q2 1985q2 1984q4 1984q4 -8.77% 4 EME fast yes yes yes
Malaysia 1986q3 1987q1 1986q2 1986q3 -5.09% 2 EME fast yes yes yes
Malaysia 1989q4 1991q2 -17.79% 6 EME none yes yes yes
Malaysia 1995q3 1996q1 -0.50% 2 EME none yes yes yes
Malaysia 1997q4 1999q1 1998q2 1998q3 -12.64% 5 EME yes yes fast yes yes yes
Malaysia 2000q4 2001q2 2001q1 2000q4 -10.43% 2 EME slow yes yes yes
Malaysia 2002q3 2003q1 2003q1 -1.57% 2 EME fast yes yes yes
Malaysia 2006q3 2007q1 2006q3 2006q3 -3.94% 2 EME fast yes yes yes
Malaysia 2007q4 2009q1 2008q2 2008q3 -14.64% 5 EME fast yes yes yes
Malaysia 2010q4 2011q2 -2.04% 2 EME none yes yes yes
Mexico 1989q2 1989q4 1988q1 -3.11% 2 EME fast yes yes
Mexico 1990q3 1991q1 1990q1 -1.63% 2 EME yes fast yes yes
Mexico 1992q3 1993q3 1992q4 -2.04% 4 EME fast yes yes
Mexico 1994q2 1995q3 1995q1 1994q2 -11.85% 5 EME yes slow yes yes
Mexico 1998q3 1999q1 1998q4 1999q1 -2.26% 2 EME fast yes yes
Mexico 2006q2 2007q1 2005q2 2005q3 -0.86% 3 EME fast yes yes
Mexico 2008q2 2009q1 2008q4 2007q3 -12.48% 3 EME slow yes yes
Morocco 1964q3 1967q4 -12.66% 13 EME none yes yes
Morocco 1968q2 1970q1 -10.02% 7 EME none yes yes
Morocco 1973q2 1973q4 -8.07% 2 EME none yes yes yes
Morocco 1974q4 1975q4 1975q1 -41.44% 4 EME none yes yes yes
Morocco 1979q3 1982q1 1979q3 -26.19% 10 EME none yes yes yes
Morocco 1984q2 1986q1 1985q3 -13.56% 7 EME none yes yes yes
Morocco 1988q2 1991q1 1989q3 -40.80% 11 EME fast yes yes yes
































Morocco 1997q4 2000q1 1998q4 1999q1 -30.31% 9 EME fast yes yes yes
Morocco 2002q3 2004q2 2000q4 2000q4 -8.31% 7 EME fast yes yes yes
Morocco 2008q1 2009q2 2007q4 2009q1 -37.52% 5 EME fast yes yes yes
Nigeria 1969q4 1970q2 1968q1 -2.46% 2 EME fast yes yes
Nigeria 1983q2 1985q2 1982q3 -39.56% 8 EME none yes yes yes
Nigeria 1986q1 1986q4 1986q2 -23.60% 3 EME fast yes yes yes
Nigeria 1988q4 1989q2 -10.12% 2 EME yes none yes yes yes
Nigeria 1990q4 1991q2 1990q4 1990q4 -28.85% 2 EME fast yes yes yes
Nigeria 1992q1 1994q4 1993q4 1993q4 -38.84% 11 EME yes yes yes fast yes yes yes
Nigeria 1997q3 1998q4 1998q2 1997q1 -5.32% 5 EME slow yes yes yes
Nigeria 2001q4 2002q2 2002q2 2002q1 -5.00% 2 EME slow yes yes yes
Pakistan 1971q1 1972q3 1971q2 1972q2 -28.72% 6 EME fast yes yes
Pakistan 1981q1 1981q3 -17.42% 2 EME none yes yes yes
Pakistan 1994q1 1994q3 1993q4 1994q1 -31.44% 2 EME fast yes yes yes
Pakistan 2006q1 2006q3 2005q4 2006q1 -7.51% 2 EME fast yes yes yes
Pakistan 2008q1 2008q4 2008q4 2008q4 -17.29% 3 EME fast yes yes yes
Peru 1995q2 1996q1 1995q2 -5.77% 3 EME fast yes yes yes
Peru 1997q2 1999q1 1996q4 1996q2 -13.35% 7 EME slow yes yes yes
Peru 2008q2 2009q3 2008q4 2008q1 -12.40% 5 EME slow yes yes yes
Philippines 1981q4 1982q2 1981q2 -6.24% 2 EME fast yes yes yes
Philippines 1984q4 1986q1 1986q1 1986q1 -13.80% 5 EME yes yes fast yes yes yes
Philippines 1996q1 1996q4 1996q1 1996q2 -7.49% 3 EME fast yes yes yes
Philippines 1997q4 1998q2 1997q4 1998q1 -9.91% 2 EME yes yes fast yes yes yes
Philippines 2005q4 2009q1 2006q3 2004q4 -33.63% 13 EME slow yes yes yes
Poland 1997q4 1999q1 1998q1 1998q1 -7.01% 5 EME fast yes yes yes
Poland 2000q4 2002q2 2001q1 2000q4 -7.55% 6 EME slow yes yes yes





6 EME fast yes yes
Russian
Federation
2007q4 2009q1 2009q1 2008q4
-20.03%
































Singapore 1974q2 1975q1 1974q3 -16.23% 3 EME yes none yes yes yes
Singapore 1975q4 1977q1 1976q3 -0.40% 5 EME fast yes yes yes
Singapore 1981q3 1983q1 1980q4 1981q4 -12.91% 6 EME fast yes yes yes
Singapore 1984q3 1986q1 1984q3 1984q3 -15.91% 6 EME fast yes yes yes
Singapore 1991q4 1993q1 1990q2 1990q3 -0.81% 5 EME fast yes yes
Singapore 1995q3 1997q1 1996q3 1994q3 -10.64% 6 EME slow yes yes
Singapore 2000q4 2001q3 2000q4 2001q1 -20.89% 3 EME fast yes yes













































2 EME none yes yes yes
Trinidad and
Tobago
2002q4 2004q4 2002q1 2002q1
-19.35%
8 EME fast yes yes yes
Turkey 2004q3 2005q1 2004q4 -11.69% 2 EME fast yes yes yes









































7 EME none yes yes
Venezuela,
RB
1970q4 1972q1 1970q3 1970q1
-18.83%
5 EME slow yes yes
Venezuela,
RB
1973q3 1976q1 1974q3 1975q3
-41.46%
10 EME fast yes yes
Venezuela,
RB
1979q4 1982q2 1982q2 1980q2
-32.42%





2 EME none yes yes yes
Venezuela,
RB
1992q3 1993q2 1992q1 1993q2
-6.12%
3 EME yes fast yes yes yes
Zimbabwe 1979q3 1980q1 -5.03% 2 EME none yes yes
Zimbabwe 1981q3 1982q1 -12.08% 2 EME none yes yes
Zimbabwe 1983q3 1984q1 1982q4 -15.26% 2 EME yes none yes yes
Zimbabwe 1991q3 1993q1 1992q3 1992q4 -32.17% 6 EME yes yes fast yes yes
Zimbabwe 1994q3 1996q1 1994q3 1994q3 -25.05% 6 EME yes fast yes yes
Algeria 1978q4 1982q2 -49.72% 14 ODC none yes yes yes
Algeria 1982q4 1984q1 -20.41% 5 ODC none yes yes yes
Algeria 1984q3 1985q2 -6.19% 3 ODC none yes yes yes
Algeria 1985q4 1987q1 -11.04% 5 ODC none yes yes yes
Algeria 1991q3 1992q2 -4.05% 3 ODC yes yes yes none yes yes yes
Algeria 1992q4 1994q1 1993q3 -7.19% 5 ODC yes yes fast yes yes yes
Algeria 1997q4 2000q1 1997q1 1996q3 -11.91% 9 ODC slow yes yes yes
Algeria 2005q3 2007q1 2005q2 -5.44% 6 ODC none yes yes yes
Algeria 2009q4 2011q4 2010q2 -9.20% 8 ODC none yes yes
Armenia 1996q4 1998q1 1996q3 1998q1 -13.21% 5 ODC fast yes yes
Armenia 1999q3 2000q1 1999q3 -8.13% 2 ODC none yes yes yes
Armenia 2001q4 2002q2 2001q1 2001q3 -8.25% 2 ODC fast yes yes yes
Armenia 2008q3 2009q1 2009q1 -36.65% 2 ODC fast yes yes yes
































Bahrain 1994q3 1995q4 1995q1 1995q2 -7.54% 5 ODC fast yes yes
Bahrain 1997q4 2001q1 1997q2 1997q3 -20.78% 13 ODC fast yes yes
Bahrain 2005q4 2007q1 2006q3 2006q3 -11.76% 5 ODC fast yes yes
Barbados 1979q4 1982q3 1980q2 1979q3 -12.64% 11 ODC slow yes yes
Barbados 1983q4 1984q2 1982q3 1982q1 -9.13% 2 ODC slow yes yes
Barbados 1990q4 1993q1 1992q2 1992q1 -19.84% 9 ODC slow yes yes
Barbados 1997q4 2001q1 1998q3 2000q2 -14.98% 13 ODC fast yes yes
Barbados 2005q4 2009q2 2008q3 2006q2 -15.02% 14 ODC slow yes yes
Bolivia 1972q4 1973q3 1973q2 -8.44% 3 ODC yes fast yes yes
Bolivia 1974q3 1975q1 1974q2 -30.49% 2 ODC yes none yes yes yes
Bolivia 1976q3 1981q1 1979q1 1977q1 -50.08% 18 ODC slow yes yes yes
Bolivia 1982q3 1985q1 1982q2 -21.60% 10 ODC yes fast yes yes yes
Bolivia 1996q1 1996q4 -6.63% 3 ODC none yes yes yes
Bolivia 1998q3 2000q1 1999q2 1998q3 -29.58% 6 ODC slow yes yes yes
Bolivia 2001q4 2002q2 2000q3 2000q4 -10.10% 2 ODC fast yes yes yes
Bolivia 2005q3 2006q2 2004q2 2004q3 -12.34% 3 ODC fast yes yes yes
Bolivia 2007q3 2009q4 2008q4 2009q1 -37.18% 9 ODC fast yes yes yes
Congo, Rep. 1999q4 2007q1 1999q4 2000q2 -80.07% 29 ODC fast yes yes yes
Croatia 1994q4 1995q3 1993q3 -11.12% 3 ODC fast yes
Croatia 1997q4 1999q1 1996q1 1996q1 -12.70% 5 ODC fast yes yes
Croatia 1999q4 2002q1 1998q2 1999q1 -1.07% 9 ODC fast yes yes yes
Croatia 2005q2 2006q1 2004q3 2004q2 -8.47% 3 ODC slow yes yes yes
Croatia 2008q2 2012q1 2007q4 2009q1 -24.10% 15 ODC fast yes yes yes
Cyprus 1969q4 1970q2 -23.01% 2 ODC none yes yes
Cyprus 1971q2 1972q1 -25.42% 3 ODC none yes yes
Cyprus 1972q4 1974q3 -59.26% 7 ODC none yes yes
Cyprus 1975q3 1976q2 -32.20% 3 ODC none yes yes
Cyprus 1980q3 1983q1 -54.85% 10 ODC none yes yes
Cyprus 1983q4 1985q1 -44.45% 5 ODC none yes yes
































Cyprus 1987q3 1989q1 1988q2 -46.24% 6 ODC none yes yes yes
Cyprus 1991q2 1992q1 1992q1 -19.38% 3 ODC none yes yes yes
Cyprus 2000q2 2001q3 2001q2 1999q3 -12.89% 5 ODC slow yes yes yes
Cyprus 2002q3 2003q1 2002q3 2001q2 -13.40% 2 ODC slow yes yes yes
Cyprus 2007q4 2009q1 -32.30% 5 ODC none yes yes
Estonia 2001q1 2001q3 2000q4 1999q4 -3.48% 2 ODC slow yes yes yes
Estonia 2007q2 2009q2 2008q4 2008q2 -32.76% 8 ODC slow yes yes yes
Fiji 1991q1 1992q1 1992q1 1992q1 -24.04% 4 ODC fast yes yes yes
Fiji 1996q2 1996q4 1995q2 1995q1 -13.97% 2 ODC slow yes yes yes
Fiji 1997q3 1998q2 1997q2 1996q4 -40.04% 3 ODC slow yes yes yes
Fiji 1999q4 2001q1 2000q2 2000q3 -44.38% 5 ODC fast yes yes yes
Fiji 2002q3 2003q1 2002q2 2002q2 -30.06% 2 ODC fast yes yes yes
Fiji 2004q3 2005q2 -36.23% 3 ODC none yes yes yes
Fiji 2006q3 2007q1 2006q4 2007q1 -33.03% 2 ODC fast yes yes
Gabon 1978q4 1981q1 1979q1 -36.89% 9 ODC none yes yes yes
Gabon 1983q2 1985q1 1982q1 -10.00% 7 ODC none yes yes yes
Gabon 1986q3 1987q1 1985q4 1985q4 -10.24% 2 ODC fast yes yes yes
Gabon 1988q3 1989q1 -1.21% 2 ODC none yes yes yes
Gabon 1990q4 1991q2 1991q1 1991q1 -8.82% 2 ODC fast yes yes yes
Gabon 1992q3 1993q4 1993q2 -4.41% 5 ODC none yes yes yes
Gabon 2000q3 2002q1 1999q4 1999q4 -25.37% 6 ODC fast yes yes yes
Gabon 2003q2 2004q2 2002q1 2003q4 -17.64% 4 ODC fast yes yes yes





2 ODC none yes yes
Iran, Islamic
Rep.
1974q2 1975q4 1974q4 1973q4
-19.92%
6 ODC slow yes yes yes
Iran, Islamic
Rep.
1976q4 1980q4 1977q3 1976q4
-87.23%
16 ODC yes slow yes yes yes
Kuwait 1974q2 1976q2 -37.12% 8 ODC none yes yes
































Kuwait 1979q1 1980q3 1978q3 -47.26% 6 ODC none yes yes
Kuwait 1981q1 1982q2 1979q4 -52.52% 5 ODC none yes yes
Kuwait 1984q1 1985q2 1984q1 -21.88% 5 ODC yes none yes yes
Kuwait 1987q3 1988q1 1987q2 -36.00% 2 ODC none yes yes
Kuwait 1995q2 1996q1 -6.79% 3 ODC none yes yes
Kuwait 1996q4 1997q2 1996q2 -1.78% 2 ODC none yes yes
Kuwait 1998q1 2000q1 1998q3 1998q3 -22.52% 8 ODC fast yes yes
Kuwait 2000q3 2002q1 2000q4 2001q1 -18.75% 6 ODC fast yes yes
Kuwait 2005q3 2007q1 -11.23% 6 ODC none yes yes
Kuwait 2008q3 2009q2 2007q4 2007q4 -16.88% 3 ODC fast yes yes
Latvia 2008q1 2009q3 2008q4 2007q3 -26.21% 6 ODC yes slow yes yes yes
Libya 1970q1 1975q1 -72.37% 20 ODC none yes yes
Libya 1977q2 1978q1 -14.42% 3 ODC none yes yes
Libya 1978q4 1981q3 1979q4 -68.82% 11 ODC yes none yes yes
Libya 2005q3 2007q1 2003q4 -7.33% 6 ODC none yes yes










9 ODC none yes
Macedonia,
FYR
2002q4 2004q1 2002q4 2002q2
-26.09%
5 ODC slow yes
Macedonia,
FYR
2008q3 2012q1 2009q2 2008q3
-37.36%
14 ODC slow yes yes
Malawi 1981q3 1982q1 -56.05% 2 ODC none yes yes yes
Malawi 1983q3 1985q1 1984q3 -45.21% 6 ODC none yes yes yes
Malawi 1985q3 1987q1 1986q1 -47.76% 6 ODC none yes yes yes
Malawi 1991q3 1993q1 -32.86% 6 ODC none yes yes yes
Malawi 1993q3 1995q1 1994q1 1993q4 -25.40% 6 ODC slow yes yes yes
Malawi 1996q3 1997q3 1996q2 1996q3 -18.50% 4 ODC yes fast yes yes yes
































Romania 2008q2 2009q1 2008q4 2009q1 -15.36% 3 ODC fast yes yes yes
Saudi Arabia 1997q3 1999q3 -14.45% 8 ODC none yes yes
Saudi Arabia 2000q3 2002q1 2000q3 -19.46% 6 ODC none yes yes
Saudi Arabia 2005q3 2007q1 -12.10% 6 ODC none yes yes
Saudi Arabia 2008q3 2010q1 2007q3 -16.24% 6 ODC fast yes yes
Senegal 1977q4 1978q3 -23.90% 3 ODC none yes yes yes
Senegal 1979q2 1980q4 1980q4 -33.15% 6 ODC none yes yes yes
Senegal 1985q3 1986q3 1985q4 1985q2 -29.68% 4 ODC slow yes yes yes
Senegal 1990q4 1991q2 -27.24% 2 ODC yes none yes yes yes
Senegal 1993q1 1993q3 1992q3 1992q4 -27.08% 2 ODC fast yes yes yes
Senegal 1995q1 1996q4 1994q1 -17.59% 7 ODC none yes yes yes
Senegal 1998q1 1999q1 1999q1 -4.12% 4 ODC none yes yes yes
Senegal 2002q2 2003q3 2003q2 2001q3 -11.26% 5 ODC slow yes yes
Senegal 2005q2 2006q3 2005q4 2005q2 -27.59% 5 ODC slow yes yes
Senegal 2007q1 2008q3 -19.11% 6 ODC none yes yes
Senegal 2010q1 2010q3 2009q1 -19.07% 2 ODC fast yes yes
Tanzania 2002q4 2003q2 -19.31% 2 ODC none yes yes
Ukraine 2007q4 2009q1 2006q1 2005q4 -36.22% 5 ODC slow yes yes yes
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Appendix 2. List of Countries
Appendix 2 reports the list of countries used in this study.








Finland Cote d'Ivoire Bolivia
France Czech Republic Congo, Rep.





New Zealand Jordan Kuwait
Norway Korea, Rep. Latvia
Portugal Lithuania Libya
Spain Malaysia Macedonia, FYR
Sweden Morocco Malawi
Switzerland Nigeria Romania
United Kingdom Pakistan Saudi Arabia









Appendix 3. Data Sources
Appendix 3 tabulates the sources of data used in this study.
Variable Details Source
short-term interest rate Money Market Rates, Discount
Rates (longer series)
IMF-IFS, quarterly data
output growth Log of Production Indices
(longest series among industrial,




potential output growth Log of HP filtered production
index with a smoothing
coefficient of 1600
Author’s calculations using
hprescott Stata ado file,
IMF-IFS, quarterly data
output gap output growth – potential output
growth
Author’s calculations
inflation Annual growth of CPI IMF-IFS, quarterly data
long run average
inflation
5 years average inflation rate
[t-5,5] excluding inflation




exchange rate Log of the nominal end of period
exchange rates
IMF-IFS, quarterly data
Shambaugh (2004) for base
country of exchange rates,
annual data
high inflation Annual inflation > 20% Author’s calculations,
IMF-IFS, quarterly data;
(formula from Reinhart and
Rogoff 2009)
currency crash Annual depreciation > 15% Author’s calculations,
IMF-IFS, quarterly data;
(formula from Reinhart and
Rogoff 2009)
banking crisis Banking Crisis database Laeven and Valencia (2008)
recession Identified the peaks and troughs
of the log of Production Indices
using the Harding and Pagan
(2002) algorithm, w(2) p(2) c(5)
Author’s calculations using




Identified the peaks and troughs
of the short-term interest rates
and money supply growth using
the Harding and Pagan (2002)
algorithm, w(2) p(2) c(5)
Author’s calculations using
sbbq Stata ado file, IMF-IFS,
quarterly data





exchange rate stability Exchange rate stability, average
for the past three years [t-3, t-1]
Aizenman, Chinn and Ito
(2010), annual data
capital account openness Capital account openness, average Aizenman, Chinn and Ito
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Variable Details Source
for the past three years [t-3, t-1] (2010), annual data
inflation targeting Dummy variable based on the
adoption year
Hammod (2012) , annual data
interest rate
liberalization
This variable represents interest
rate liberalization. Since the data
is only until 2005, data is imputed
using an AR(1) process since the
index has an autocorrelation
coefficient of 0.99. The same
procedure is done in Coulibaly
(2012).
Abiad, Detragiache, and
Tressel (2008) , annual data
external debt liability Log of Net of debt liabilities and
assets (percent of GDP) , average
for the past three years [t-3, t-1]
Milesi and Lane-Ferretii
(2007) updated to 2011,
annual data
international reserves Log of Total Reserves minus gold
(current US dollars), average for
the past three years [t-3, t-1]
World Development
Indicators, annual data
international reserves Log of Total Reserves minus gold
(current US dollars), average for





GDP per Capita as a percentage of
US per capita, average for the past




Appendix 4. Data Availability of Key Variables
Appendix 4 reports the availability of data for the variables used in this study, which explains the scope of the countries included in the study.
Other countries not included in the study are also reported to show which data series were missing in that country. The data availability table is





























no Afghanistan 0 . . 0 . . 0 . . 0 . . 0 . .
no Albania 82 1992q3 2012q4 0 . . 84 1992q1 2012q4 84 1992q1 2012q4 0 . .
yes Algeria 156 1974q1 2012q4 168 1971q1 2012q4 144 1975q1 2012q4 224 1957q1 2012q4 16 1990q1 1993q4
no Angola 72 1995q1 2012q4 0 . . 84 1992q1 2012q4 224 1957q1 2012q4 0 . .
no
Antigua and
Barbuda 114 1984q2 2012q4 0 . . 55 1999q1 2012q3 224 1957q1 2012q4 0 . .
no Argentina 135 1979q2 2012q4 150 1973q1 2010q3 220 1958q1 2012q4 216 1959q1 2012q4 24 1980q1 2002q4
yes Armenia 69 1995q4 2012q4 67 1996q1 2012q4 76 1994q1 2012q4 83 1992q2 2012q4 0 . .
no Aruba 108 1986q1 2012q4 0 . . 104 1987q1 2012q4 108 1986q1 2012q4 0 . .
no Australia 174 1969q3 2012q4 0 . . 219 1958q1 2012q3 224 1957q1 2012q4 0 . .
yes Austria 168 1957q1 1998q4 224 1957q1 2012q4 220 1958q1 2012q4 168 1957q1 1998q4 16 2008q1 2011q4
no Azerbaijan 81 1992q4 2012q4 0 . . 83 1992q1 2012q3 81 1992q4 2012q4 0 . .
no Bahamas, The 172 1970q1 2012q4 0 . . 183 1967q1 2012q3 224 1957q1 2012q4 0 . .
yes Bahrain 104 1985q3 2011q2 156 1970q1 2008q4 172 1966q1 2012q2 188 1966q1 2012q4 0 . .
yes Bangladesh 165 1971q4 2012q4 140 1973q3 2008q2 74 1994q3 2012q4 165 1971q4 2012q4 0 . .
yes Barbados 142 1977q1 2012q2 159 1973q1 2012q3 185 1966q4 2012q4 224 1957q1 2012q4 0 . .
no Belarus 84 1992q1 2012q4 0 . . 80 1993q1 2012q4 84 1992q1 2012q4 0 . .
yes Belgium 168 1957q1 1998q4 224 1957q1 2012q4 220 1958q1 2012q4 168 1957q1 1998q4 16 2008q1 2011q4
no Belize 138 1977q4 2012q4 0 . . 115 1984q1 2012q3 224 1957q1 2012q4 0 . .
no Benin 208 1961q1 2012q4 0 . . 80 1993q1 2012q4 224 1957q1 2012q4 16 1988q1 1991q4
no Bhutan 5 2003q3 2007q2 0 . . 80 1980q4 2012q2 224 1957q1 2012q4 0 . .






























yes Bolivia 180 1957q1 2012q4 165 1971q1 2012q4 220 1958q1 2012q4 224 1957q1 2012q4 0 . .
no
Bosnia and
Herzegovina 0 . . 0 . . 0 . . 0 . . 4 . .
yes Botswana 146 1976q3 2012q4 78 1976q1 1996q3 152 1975q1 2012q4 224 1957q1 2012q4 0 . .
no Brazil 224 1957q1 2012q4 0 . . 128 1981q1 2012q4 224 1957q1 2012q4 32 1990q1 1997q4
no Brunei 0 . . 0 . . 0 . . 0 . . 0 . .
yes Bulgaria 88 1991q1 2012q4 52 2000q1 2012q4 84 1992q1 2012q4 181 1957q1 2012q4 4 1996q1 1996q4
no Burkina Faso 204 1962q1 2012q4 0 . . 211 1960q1 2012q3 224 1957q1 2012q4 16 1990q1 1993q4
no Burundi 144 1977q1 2012q4 0 . . 188 1966q1 2012q4 224 1957q1 2012q4 16 1994q1 1997q4
no Cambodia 0 . . 0 . . 69 1995q4 2012q4 166 1957q1 2012q4 0 . .
no Cameroon 178 1968q3 2012q4 11 2004q1 2006q3 172 1969q1 2011q4 224 1957q1 2012q4 24 1987q1 1996q4
yes Canada 152 1975q1 2012q4 71 1995q1 2012q3 220 1958q1 2012q4 224 1957q1 2012q4 0 . .




Republic 177 1968q4 2012q4 0 . . 122 1982q1 2012q2 224 1957q1 2012q4 4 1995q1 1995q4
no Chad 177 1968q4 2012q4 0 . . 113 1984q2 2012q4 224 1957q1 2012q4 16 1992q1 1995q4
no Chile 79 1993q2 2012q4 222 1957q1 2012q2 220 1958q1 2012q4 224 1957q1 2012q4 16 1981q1 1984q4
no China 92 1990q1 2012q4 0 . . 104 1987q1 2012q4 224 1957q1 2012q4 0 . .
yes Colombia 224 1957q1 2012q4 224 1957q1 2012q4 224 1957q1 2012q4 224 1957q1 2012q4 8 1998q1 1999q4
no Comoros 81 1983q2 2012q3 0 . . 46 2001q1 2012q4 224 1957q1 2012q4 0 . .
no
Congo, Dem.
Rep. 28 2006q1 2012q4 52 1972q1 1984q4 181 1964q1 2009q1 224 1957q1 2012q4 28 1991q1 1997q4
yes Congo, Rep. 169 1967q4 2012q4 133 1971q1 2008q3 82 1991q1 2012q4 224 1957q1 2012q4 8 1992q1 1993q4
no Costa Rica 223 1957q1 2012q3 0 . . 209 1958q1 2012q4 224 1957q1 2012q4 20 1987q1 1994q4
yes Cote d'Ivoire 204 1962q1 2012q4 154 1968q1 2010q3 208 1961q1 2012q4 224 1957q1 2012q4 16 1988q1 1991q4
yes Croatia 84 1992q1 2012q4 88 1991q1 2012q4 80 1993q1 2012q4 84 1992q1 2012q4 4 1998q1 1998q4
yes Cyprus 157 1969q2 2008q2 180 1968q1 2012q4 220 1958q1 2012q4 204 1957q1 2007q4 0 . .































yes Denmark 224 1957q1 2012q4 64 1997q1 2012q4 220 1958q1 2012q4 224 1957q1 2012q4 16 2008q1 2011q4
no Djibouti 0 . . 0 . . 74 1982q1 2012q4 224 1957q1 2012q4 16 1991q1 1994q4
no Dominica 114 1984q2 2012q4 0 . . 180 1966q3 2012q2 224 1957q1 2012q4 0 . .
no
Dominican
Republic 68 1996q1 2012q4 0 . . 220 1958q1 2012q4 224 1957q1 2012q4 4 2003q1 2003q4
no Ecuador 170 1970q1 2012q2 161 1972q1 2012q2 220 1958q1 2012q4 0 . . 32 1982q1 2001q4
no
Egypt, Arab
Rep. 224 1957q1 2012q4 0 . . 220 1958q1 2012q4 224 1957q1 2012q4 0 . .
no El Salvador 39 1997q1 2008q4 81 1990q1 2010q1 220 1958q1 2012q4 224 1957q1 2012q4 4 1989q1 1989q4
no
Equatorial
Guinea 112 1985q1 2012q4 0 . . 105 1986q1 2012q1 224 1957q1 2012q4 0 . .
no Eritrea 0 . . 0 . . 0 . . 0 . . 0 . .
yes Estonia 68 1993q4 2010q4 57 1998q1 2012q1 80 1993q1 2012q4 75 1992q2 2010q4 8 1992q1 1993q4
no Ethiopia 43 1985q4 1996q2 0 . . 182 1967q1 2012q2 224 1957q1 2012q4 0 . .
yes Fiji 76 1991q1 2010q3 120 1979q1 2008q4 170 1970q1 2012q2 224 1957q1 2012q4 0 . .
yes Finland 175 1957q1 2005q3 224 1957q1 2012q4 220 1958q1 2012q4 168 1957q1 1998q4 16 1991q1 1994q4
yes France 169 1957q1 1999q1 224 1957q1 2012q4 220 1958q1 2012q4 168 1957q1 1998q4 16 2008q1 2011q4
yes Gabon 177 1968q4 2012q4 140 1978q1 2012q4 196 1964q1 2012q4 224 1957q1 2012q4 0 . .
no Gambia, The 34 2004q3 2012q4 0 . . 202 1962q1 2012q2 224 1957q1 2012q4 0 . .
no Georgia 70 1995q2 2012q4 0 . . 72 1995q1 2012q4 69 1995q4 2012q4 16 1991q1 1994q4
no Germany 221 1957q1 2012q1 220 1958q1 2012q4 84 1992q1 2012q4 168 1957q1 1998q4 16 2008q1 2011q4
no Ghana 212 1960q1 2012q4 0 . . 195 1964q2 2012q4 224 1957q1 2012q4 4 1982q1 1982q4
no Greece 176 1957q1 2000q4 72 1995q1 2012q4 220 1958q1 2012q4 176 1957q1 2000q4 16 2008q1 2011q4
no Grenada 114 1984q2 2012q4 0 . . 142 1977q1 2012q2 224 1957q1 2012q4 0 . .
no Guatemala 141 1957q1 1992q2 0 . . 220 1958q1 2012q4 224 1957q1 2012q4 0 . .
no Guinea 98 1986q2 2012q2 18 2006q1 2010q2 32 2005q1 2012q4 222 1957q1 2012q2 0 . .
no Guinea-Bissau 150 1975q3 2012q4 0 . . 103 1987q2 2012q4 224 1957q1 2012q4 12 1995q1 1997q4






























no Haiti 0 . . 0 . . 220 1958q1 2012q4 224 1957q1 2012q4 16 1994q1 1997q4
no Honduras 57 1978q4 1992q4 0 . . 220 1958q1 2012q4 224 1957q1 2012q4 0 . .
yes
Hong Kong,
China 83 1992q2 2012q4 123 1982q1 2012q3 125 1981q4 2012q4 224 1957q1 2012q4 0 . .
yes Hungary 112 1985q1 2012q4 136 1979q1 2012q4 144 1977q1 2012q4 180 1968q1 2012q4 32 1991q1 2011q4
yes Iceland 221 1957q1 2012q4 56 1998q1 2011q4 204 1960q1 2012q4 224 1957q1 2012q4 16 2008q1 2011q4
yes India 191 1957q1 2012q4 211 1960q1 2012q4 220 1958q1 2012q4 224 1957q1 2012q4 0 . .
yes Indonesia 138 1978q1 2012q4 171 1970q1 2012q4 176 1969q1 2012q4 184 1967q1 2012q4 16 1997q1 2000q4
no
Iran, Islamic
Rep. 96 1957q1 2004q3 224 1957q1 2012q4 208 1958q1 2012q4 224 1957q1 2012q4 0 . .
no Iraq 33 2004q4 2012q4 176 1969q1 2012q4 97 1958q1 2011q1 223 1957q1 2012q4 0 . .
no Ireland 167 1957q1 1998q4 224 1957q1 2012q4 220 1958q1 2012q4 168 1957q1 1998q4 16 2008q1 2011q4
yes Israel 124 1982q1 2012q4 64 1997q1 2012q4 224 1957q1 2012q4 224 1957q1 2012q4 0 . .
yes Italy 168 1971q1 2012q4 224 1957q1 2012q4 220 1958q1 2012q4 168 1957q1 1998q4 16 2008q1 2011q4
no Jamaica 119 1961q2 1990q4 20 1986q1 1990q4 220 1958q1 2012q4 224 1957q1 2012q4 8 1996q1 1997q4
yes Japan 224 1957q1 2012q4 224 1957q1 2012q4 220 1958q1 2012q4 224 1957q1 2012q4 16 1997q1 2000q4
yes Jordan 187 1966q1 2012q3 164 1972q1 2012q4 144 1977q1 2012q4 224 1957q1 2012q4 8 1989q1 1990q4
no Kazakhstan 75 1993q4 2012q4 0 . . 76 1994q1 2012q4 77 1993q4 2012q4 16 2008q1 2011q4
no Kenya 133 1967q1 2000q1 38 1988q1 1997q2 212 1960q1 2012q4 224 1957q1 2012q4 8 1992q1 1993q4
no Kiribati 0 . . 0 . . 0 . . 0 . . 0 . .
yes Korea, Rep. 224 1957q1 2012q4 132 1980q1 2012q4 168 1971q1 2012q4 224 1957q1 2012q4 4 1997q1 1997q4
yes Kuwait 150 1975q1 2012q4 188 1965q1 2012q4 148 1974q1 2012q4 221 1957q1 2012q4 12 1982q1 1984q4
no
Kyrgyz
Republic 63 1996q3 2012q4 0 . . 68 1996q1 2012q4 79 1993q2 2012q4 16 1995q1 1998q4
no Lao PDR 76 1991q3 2011q1 0 . . 90 1989q1 2012q4 222 1957q1 2012q2 0 . .
yes Latvia 78 1993q3 2012q4 84 1992q1 2012q4 84 1992q1 2012q4 84 1992q1 2012q4 20 1995q1 2011q4
no Lebanon 195 1964q2 2012q4 0 . . 14 2009q1 2012q4 224 1957q1 2012q4 12 1990q1 1992q4
no Lesotho 131 1980q1 2012q3 0 . . 148 1974q1 2012q4 224 1957q1 2012q4 0 . .






























yes Libya 186 1962q1 2012q3 191 1965q1 2012q4 98 1965q1 2011q2 223 1957q1 2012q3 0 . .
yes Lithuania 76 1994q1 2012q4 64 1997q1 2012q4 80 1993q1 2012q4 84 1992q1 2012q4 4 1995q1 1995q4
no Luxembourg 37 1990q1 1999q1 224 1957q1 2012q4 220 1958q1 2012q4 168 1957q1 1998q4 16 2008q1 2011q4
yes
Macedonia,
FYR 77 1993q4 2012q4 80 1993q1 2012q4 76 1994q1 2012q4 77 1993q4 2012q4 8 1993q1 1994q4
no Madagascar 84 1969q4 2000q2 0 . . 192 1965q1 2012q4 224 1957q1 2012q4 0 . .
yes Malawi 199 1963q1 2012q3 150 1970q1 2007q4 128 1981q1 2012q4 224 1957q1 2012q4 0 . .
yes Malaysia 168 1971q1 2012q4 172 1970q1 2012q4 220 1958q1 2012q4 224 1957q1 2012q4 8 1997q1 1998q4
no Maldives 64 1985q1 2000q4 0 . . 80 1993q1 2012q4 224 1957q1 2012q4 0 . .
no Mali 196 1964q1 2012q4 0 . . 98 1988q3 2012q4 224 1957q1 2012q4 16 1987q1 1990q4
yes Malta 156 1969q1 2007q4 63 1997q1 2012q3 220 1958q1 2012q4 204 1957q1 2007q4 0 . .
no Mauritania 204 1962q1 2012q4 0 . . 104 1986q3 2012q2 222 1957q1 2012q4 0 . .
no Mauritius 136 1979q1 2012q4 0 . . 198 1963q3 2012q4 224 1957q1 2012q4 0 . .
no Mexico 127 1981q2 2012q4 224 1957q1 2012q4 220 1958q1 2012q4 224 1957q1 2012q4 24 1981q1 1995q4
no
Micronesia,
Fed. Sts. 0 . . 0 . . 0 . . 0 . . 0 . .
no Moldova 67 1996q2 2012q4 0 . . 72 1995q1 2012q4 85 1991q4 2012q4 0 . .
no Mongolia 68 1996q1 2012q4 16 1991q1 1994q4 78 1992q4 2012q1 90 1990q3 2012q4 16 2008q1 2011q4
yes Morocco 177 1962q1 2012q4 223 1957q1 2012q3 220 1958q1 2012q4 224 1957q1 2012q4 16 1980q1 1983q4
no Mozambique 76 1994q1 2012q4 0 . . 77 1993q3 2012q3 224 1957q1 2012q4 16 1987q1 1990q4
no Myanmar 88 1991q1 2012q4 0 . . 186 1959q1 2012q2 224 1957q1 2012q4 0 . .
no Namibia 85 1991q3 2012q3 0 . . 40 2003q1 2012q4 208 1961q1 2012q4 0 . .
no Nepal 145 1976q3 2012q4 0 . . 194 1964q3 2012q4 224 1957q1 2012q4 0 . .
yes Netherlands 156 1960q1 1998q4 224 1957q1 2012q4 220 1958q1 2012q4 168 1957q1 1998q4 16 2008q1 2011q4
no
Netherlands
Antilles 91 1980q3 2003q1 0 . . 165 1969q3 2010q3 215 1957q1 2010q3 0 . .
yes New Zealand 224 1957q1 2012q4 102 1987q2 2012q3 220 1958q1 2012q4 224 1957q1 2012q4 0 . .
no Nicaragua 23 1988q4 1995q1 76 1994q1 2012q4 144 1977q1 2012q4 224 1957q1 2012q4 16 1990q1 2000q4






























yes Nigeria 207 1960q3 2012q4 159 1969q1 2008q3 208 1961q1 2012q4 224 1957q1 2012q4 28 1991q1 2011q4
yes Norway 224 1957q1 2012q4 224 1957q1 2012q4 224 1957q1 2012q4 224 1957q1 2012q4 8 1991q1 1992q4
no Oman 132 1980q1 2012q4 181 1967q3 2012q3 43 2002q1 2012q3 224 1957q1 2012q4 0 . .
yes Pakistan 224 1957q1 2012q4 192 1957q1 2012q4 220 1958q1 2012q4 224 1957q1 2012q4 0 . .
no Panama 43 2002q1 2012q4 34 1992q1 2000q2 220 1958q1 2012q4 224 1957q1 2012q4 4 1988q1 1988q4
no
Papua New
Guinea 120 1983q1 2012q4 0 . . 161 1972q1 2012q1 224 1957q1 2012q4 0 . .
no Paraguay 94 1988q4 2012q4 0 . . 220 1958q1 2012q4 222 1957q3 2012q4 0 . .
no Peru 224 1957q1 2012q4 135 1979q1 2012q3 220 1958q1 2012q4 224 1957q1 2012q4 0 . .
yes Philippines 144 1977q1 2012q4 128 1981q1 2012q4 220 1958q1 2012q4 224 1957q1 2012q4 28 1983q1 2000q4
yes Poland 88 1991q1 2012q4 124 1982q1 2012q4 128 1981q1 2012q4 224 1957q1 2012q4 8 1992q1 1993q4
yes Portugal 168 1957q1 1998q4 224 1957q1 2012q4 220 1958q1 2012q4 168 1957q1 1998q4 16 2008q1 2011q4
no Qatar 43 2002q2 2012q4 224 1957q1 2012q4 36 2004q1 2012q4 188 1966q1 2012q4 0 . .
yes Romania 72 1995q1 2012q4 121 1980q1 2012q4 85 1991q4 2012q4 224 1957q1 2012q4 8 1990q1 1991q4
yes
Russian
Federation 74 1994q3 2012q4 71 1995q1 2012q3 80 1993q1 2012q4 83 1992q2 2012q4 16 2008q1 2011q4
no Rwanda 181 1966q1 2011q3 0 . . 177 1966q2 2012q4 224 1957q1 2012q4 0 . .
no Samoa 0 . . 20 1994q1 1998q4 202 1962q1 2012q4 224 1957q1 2012q4 0 . .
no San Marino 0 . . 0 . . 0 . . 0 . . 0 . .
no
Sao Tomeand
Principe 96 1989q1 2012q4 0 . . 61 1997q4 2012q4 224 1957q1 2012q4 0 . .
yes Saudi Arabia 56 1999q1 2012q4 194 1964q3 2012q4 164 1972q1 2012q4 224 1957q1 2012q4 0 . .
yes Senegal 212 1960q1 2012q4 160 1971q1 2012q4 176 1969q1 2012q4 224 1957q1 2012q4 12 1988q1 1990q4
no Serbia 48 2001q1 2012q4 74 1994q1 2012q2 72 1995q1 2012q4 51 1997q4 2012q4 0 . .
no Seychelles 111 1981q1 2008q3 0 . . 170 1970q3 2012q4 223 1957q1 2012q3 0 . .
no Sierra Leone 8 2011q1 2012q4 0 . . 204 1962q1 2012q4 224 1957q1 2012q4 16 1990q1 1993q4
yes Singapore 161 1972q2 2012q4 188 1966q1 2012q4 204 1962q1 2012q4 224 1957q1 2012q4 0 . .
yes
Slovak






























no Slovenia 81 1992q4 2012q4 61 1997q1 2012q1 80 1993q1 2012q4 61 1991q4 2006q4 16 2008q1 2011q4
no
Solomon
Islands 0 . . 0 . . 164 1971q4 2012q3 224 1957q1 2012q4 0 . .
no Somalia 0 . . 0 . . 0 . . 0 . . 0 . .
no South Africa 224 1957q1 2012q4 0 . . 220 1958q1 2012q4 224 1957q1 2012q4 0 . .
yes Spain 168 1957q1 1998q4 208 1961q1 2012q4 220 1958q1 2012q4 168 1957q1 1998q4 32 1977q1 2011q4
no Sri Lanka 222 1957q1 2012q3 0 . . 220 1958q1 2012q4 224 1957q1 2012q4 8 1989q1 1990q4
no
St. Kitts and
Nevis 114 1984q2 2012q4 0 . . 129 1980q1 2012q1 224 1957q1 2012q4 0 . .




Grenadines 114 1984q2 2012q4 0 . . 145 1976q1 2012q1 224 1957q1 2012q4 0 . .
no Sudan 0 . . 0 . . 213 1958q1 2011q1 224 1957q1 2012q4 0 . .
no Suriname 2 1997q1 1997q2 27 2006q1 2012q3 219 1958q1 2012q3 224 1957q1 2012q4 0 . .
no Swaziland 146 1976q3 2012q4 0 . . 188 1966q1 2012q4 224 1957q1 2012q4 16 1995q1 1998q4
yes Sweden 224 1957q1 2012q4 64 1997q1 2012q4 220 1958q1 2012q4 224 1957q1 2012q4 32 1991q1 2011q4
yes Switzerland 224 1957q1 2012q4 212 1959q1 2011q4 220 1958q1 2012q4 224 1957q1 2012q4 16 2008q1 2011q4
no
Syrian Arab
Republic 189 1964q1 2011q1 0 . . 209 1958q1 2012q3 0 . . 0 . .
no Taiwan 0 . . 0 . . 0 . . 0 . . 0 . .
no Taiwan 42 2002q1 2012q4 0 . . 48 2001q1 2012q4 84 1992q1 2012q4 0 . .
yes Tanzania 152 1972q4 2012q4 54 1986q1 2006q3 172 1970q1 2012q4 224 1957q1 2012q4 4 1987q1 1987q4
no Thailand 144 1977q1 2012q4 0 . . 188 1966q1 2012q4 224 1957q1 2012q4 12 1997q1 1999q4
no Timor-Leste 0 . . 0 . . 40 2003q1 2012q4 0 . . 0 . .
no Togo 204 1962q1 2012q4 0 . . 164 1971q1 2012q4 224 1957q1 2012q4 4 1993q1 1993q4
no Tonga 0 . . 0 . . 144 1977q1 2012q4 224 1957q1 2012q4 0 . .
yes
Trinidad and






























no Tunisia 156 1958q1 1996q4 154 1967q1 2005q2 98 1988q3 2012q4 224 1957q1 2012q4 0 . .
no Turkey 224 1957q1 2012q4 132 1980q1 2012q4 172 1970q1 2012q4 224 1957q1 2012q4 12 1982q1 2000q4
no Turkmenistan 0 . . 0 . . 0 . . 0 . . 0 . .
no Uganda 132 1980q1 2012q4 0 . . 124 1982q1 2012q4 224 1957q1 2012q4 0 . .
yes Ukraine 84 1992q1 2012q4 44 2002q1 2012q4 80 1993q1 2012q4 81 1992q4 2012q4 20 1998q1 2011q4
no
United Arab
Emirates 0 . . 160 1973q1 2012q4 0 . . 188 1966q1 2012q4 0 . .
yes
United
Kingdom 224 1957q1 2012q4 224 1957q1 2012q4 96 1989q1 2012q4 224 1957q1 2012q4 20 2007q1 2011q4
yes United States 224 1957q1 2012q4 224 1957q1 2012q4 220 1958q1 2012q4 224 1957q1 2012q4 20 2007q1 2011q4
no Uruguay 127 1981q2 2012q4 113 1979q1 2007q1 220 1958q1 2012q4 196 1964q1 2012q4 28 1981q1 2004q4
no Uzbekistan 0 . . 0 . . 0 . . 0 . . 0 . .
no Vanuatu 101 1985q4 2010q4 0 . . 143 1977q1 2012q3 221 1957q3 2012q3 0 . .
yes
Venezuela,
RB 224 1957q1 2012q4 183 1957q1 2002q3 224 1957q1 2012q4 224 1957q1 2012q4 16 1994q1 1997q4
no Vietnam 67 1996q1 2012q3 0 . . 68 1996q1 2012q4 223 1957q1 2012q3 0 . .
no
West Bank
and Gaza 0 . . 0 . . 0 . . 0 . . 0 . .
no Yemen, Rep. 29 1995q4 2002q4 0 . . 46 1998q3 2012q4 91 1990q2 2012q4 0 . .
no Zambia 177 1965q1 2012q4 117 1962q1 1993q3 105 1986q1 2012q1 224 1957q1 2012q4 12 1995q1 1997q4






























no Afghanistan 16 . . 41 . . 12 . . 0 . . 285 1955q1 .
no Albania 60 1998q1 2012q4 72 1995q1 2012q4 68 1996q1 2012q4 68 1996q1 2012q4 232 1955q1 2012q4
yes Algeria 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 136 1973q1 2006q4 232 1955q1 2012q4
no Angola 68 1996q1 2012q4 196 1964q1 2012q4 60 1998q1 2012q4 104 1983q1 2012q4 232 1955q1 2012q4
no
Antigua and
Barbuda 92 1988q1 2010q4 196 1964q1 2012q4 132 1980q1 2012q4 132 1980q1 2012q4 232 1955q1 2012q4
no Argentina 160 1973q1 2012q4 196 1964q1 2012q4 192 1965q1 2012q4 136 1973q1 2006q4 232 1955q1 2012q4
yes Armenia 56 1999q1 2012q4 72 1995q1 2012q4 72 1995q1 2012q4 56 1999q1 2012q4 232 1955q1 2012q4
no Aruba 72 1995q1 2012q4 96 1989q1 2012q4 40 1994q1 2003q4 76 1994q1 2012q4 232 1955q1 2012q4
no Australia 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
yes Austria 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Azerbaijan 56 1999q1 2012q4 60 1998q1 2012q4 68 1996q1 2012q4 44 1998q1 2008q4 232 1955q1 2012q4
no Bahamas, The 132 1980q1 2012q4 196 1964q1 2012q4 168 1971q1 2012q4 0 . . 232 1955q1 2012q4
yes Bahrain 136 1979q1 2012q4 176 1969q1 2012q4 116 1983q1 2011q4 0 . . 232 1955q1 2012q4
yes Bangladesh 136 1979q1 2012q4 152 1975q1 2012q4 152 1975q1 2012q4 148 1976q1 2012q4 232 1955q1 2012q4
yes Barbados 144 1977q1 2012q4 196 1964q1 2012q4 176 1969q1 2012q4 0 . . 232 1955q1 2012q4
no Belarus 56 1999q1 2012q4 72 1995q1 2012q4 64 1997q1 2012q4 64 1997q1 2012q4 232 1955q1 2012q4
yes Belgium 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 48 1983q1 1994q4 232 1955q1 2012q4
no Belize 100 1988q1 2012q4 196 1964q1 2012q4 136 1979q1 2012q4 132 1980q1 2012q4 232 1955q1 2012q4
no Benin 124 1982q1 2012q4 196 1964q1 2012q4 192 1965q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Bhutan 100 1988q1 2012q4 196 1964q1 2012q4 108 1986q1 2012q4 88 1991q1 2012q4 232 1955q1 2012q4
yes Bolivia 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 144 1973q1 2008q4 232 1955q1 2012q4
no
Bosnia and
Herzegovina 1 . . 0 . . 0 . . 0 . . 285 1955q1 .
yes Botswana 152 1975q1 2012q4 196 1964q1 2012q4 136 1979q1 2012q4 132 1977q1 2012q4 232 1955q1 2012q4
no Brazil 160 1973q1 2012q4 184 1967q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Brunei 0 . . 49 . . 1 . . 0 . . 285 1955q1 .






























no Burkina Faso 88 1991q1 2012q4 196 1964q1 2012q4 192 1965q1 2012q4 144 1977q1 2012q4 232 1955q1 2012q4
no Burundi 160 1973q1 2012q4 196 1964q1 2012q4 184 1967q1 2012q4 128 1981q1 2012q4 232 1955q1 2012q4
no Cambodia 60 1998q1 2012q4 132 1964q1 2012q4 68 1996q1 2012q4 36 1996q1 2011q4 232 1955q1 2012q4
no Cameroon 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 136 1973q1 2006q4 232 1955q1 2012q4
yes Canada 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4




Republic 160 1973q1 2012q4 196 1964q1 2012q4 192 1965q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Chad 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Chile 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no China 104 1987q1 2012q4 196 1964q1 2012q4 132 1980q1 2012q4 44 1989q1 1999q4 232 1955q1 2012q4
yes Colombia 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Comoros 116 1984q1 2012q4 196 1964q1 2012q4 120 1983q1 2012q4 124 1982q1 2012q4 232 1955q1 2012q4
no
Congo, Dem.
Rep. 160 1973q1 2012q4 184 1964q1 2012q4 172 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
yes Congo, Rep. 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Costa Rica 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 148 1973q1 2012q4 232 1955q1 2012q4
yes Cote d'Ivoire 160 1973q1 2012q4 196 1964q1 2012q4 192 1965q1 2012q4 156 1974q1 2012q4 232 1955q1 2012q4
yes Croatia 56 1999q1 2012q4 72 1995q1 2012q4 72 1995q1 2012q4 56 1999q1 2012q4 232 1955q1 2012q4
yes Cyprus 160 1973q1 2012q4 196 1964q1 2012q4 140 1978q1 2012q4 68 1987q1 2012q4 232 1955q1 2012q4
yes
Czech
Republic 56 1999q1 2012q4 68 1996q1 2012q4 68 1996q1 2012q4 32 1998q1 2012q4 232 1955q1 2012q4
yes Denmark 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Djibouti 112 1985q1 2012q4 196 1964q1 2012q4 84 1990q1 2010q4 0 . . 232 1955q1 2012q4
no Dominica 112 1985q1 2012q4 196 1964q1 2012q4 132 1980q1 2012q4 120 1980q1 2012q4 232 1955q1 2012q4
no
Dominican
Republic 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
































Rep. 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 140 1973q1 2012q4 232 1955q1 2012q4
no El Salvador 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no
Equatorial
Guinea 148 1976q1 2012q4 196 1964q1 2012q4 100 1988q1 2012q4 116 1973q1 2001q4 232 1955q1 2012q4
no Eritrea 0 . . 49 . . 0 . . 0 . . 285 1955q1 .
yes Estonia 56 1999q1 2012q4 72 1995q1 2012q4 60 1998q1 2012q4 72 1995q1 2012q4 232 1955q1 2012q4
no Ethiopia 160 1973q1 2012q4 196 1964q1 2012q4 108 1984q1 2010q4 160 1973q1 2012q4 232 1955q1 2012q4
yes Fiji 140 1978q1 2012q4 196 1964q1 2012q4 180 1968q1 2012q4 124 1982q1 2012q4 232 1955q1 2012q4
yes Finland 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
yes France 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 112 1973q1 2012q4 232 1955q1 2012q4
yes Gabon 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 132 1974q1 2006q4 232 1955q1 2012q4
no Gambia, The 156 1974q1 2012q4 196 1964q1 2012q4 176 1969q1 2012q4 148 1976q1 2012q4 232 1955q1 2012q4
no Georgia 56 1999q1 2012q4 60 1998q1 2012q4 60 1998q1 2012q4 60 1998q1 2012q4 232 1955q1 2012q4
no Germany 160 1973q1 2012q4 196 1964q1 2012q4 160 1973q1 2012q4 52 1982q1 2006q4 232 1955q1 2012q4
no Ghana 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 120 1973q1 2012q4 232 1955q1 2012q4
no Greece 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Grenada 124 1982q1 2012q4 196 1964q1 2012q4 132 1980q1 2012q4 144 1974q1 2012q4 232 1955q1 2012q4
no Guatemala 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 144 1973q1 2012q4 232 1955q1 2012q4
no Guinea 160 1973q1 2012q4 176 1964q1 2007q4 40 1994q1 2003q4 160 1973q1 2012q4 232 1955q1 2012q4
no Guinea-Bissau 116 1984q1 2012q4 196 1964q1 2012q4 92 1990q1 2012q4 120 1983q1 2012q4 232 1955q1 2012q4
no Guyana 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 148 1973q1 2012q4 232 1955q1 2012q4
no Haiti 124 1973q1 2012q4 196 1964q1 2012q4 76 1994q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Honduras 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
yes
Hong Kong,
China 160 1973q1 2012q4 196 1964q1 2012q4 80 1993q1 2012q4 0 . . 232 1955q1 2012q4
yes Hungary 96 1989q1 2012q4 168 1971q1 2012q4 108 1986q1 2012q4 112 1985q1 2012q4 232 1955q1 2012q4
yes Iceland 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4






























yes Indonesia 160 1973q1 2012q4 172 1970q1 2012q4 172 1970q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no
Iran, Islamic
Rep. 160 1973q1 2012q4 196 1964q1 2012q4 64 1968q1 1983q4 28 1973q1 1999q4 232 1955q1 2012q4
no Iraq 132 1973q1 2012q4 196 1964q1 2012q4 88 1963q1 2012q4 20 2008q1 2012q4 232 1955q1 2012q4
no Ireland 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 96 1973q1 1996q4 232 1955q1 2012q4
yes Israel 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 148 1973q1 2012q4 232 1955q1 2012q4
yes Italy 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 148 1976q1 2012q4 232 1955q1 2012q4
no Jamaica 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
yes Japan 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 8 1977q1 1982q4 232 1955q1 2012q4
yes Jordan 160 1973q1 2012q4 196 1964q1 2012q4 180 1968q1 2012q4 156 1974q1 2012q4 232 1955q1 2012q4
no Kazakhstan 56 1999q1 2012q4 64 1997q1 2012q4 68 1996q1 2012q4 52 1998q1 2010q4 232 1955q1 2012q4
no Kenya 160 1973q1 2012q4 196 1964q1 2012q4 180 1968q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Kiribati 8 . . 49 . . 0 . . 0 . . 285 1955q1 .
yes Korea, Rep. 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 156 1974q1 2012q4 232 1955q1 2012q4
yes Kuwait 160 1973q1 2012q4 196 1964q1 2012q4 192 1965q1 2012q4 0 . . 232 1955q1 2012q4
no
Kyrgyz
Republic 52 2000q1 2012q4 68 1996q1 2012q4 68 1996q1 2012q4 72 1995q1 2012q4 232 1955q1 2012q4
no Lao PDR 132 1973q1 2012q4 196 1964q1 2012q4 88 1991q1 2012q4 132 1980q1 2012q4 232 1955q1 2012q4
yes Latvia 56 1999q1 2012q4 72 1995q1 2012q4 68 1996q1 2012q4 60 1998q1 2012q4 232 1955q1 2012q4
no Lebanon 160 1973q1 2012q4 196 1964q1 2012q4 88 1991q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Lesotho 152 1975q1 2012q4 196 1964q1 2012q4 100 1983q1 2007q4 96 1983q1 2006q4 232 1955q1 2012q4
no Liberia 160 1973q1 2012q4 196 1964q1 2012q4 132 1977q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
yes Libya 136 1973q1 2012q4 196 1964q1 2012q4 44 1993q1 2010q4 16 1985q1 1996q4 232 1955q1 2012q4
yes Lithuania 56 1999q1 2012q4 72 1995q1 2012q4 72 1995q1 2012q4 68 1996q1 2012q4 232 1955q1 2012q4
no Luxembourg 0 . . 196 1964q1 2012q4 92 1987q1 2012q4 0 . . 232 1955q1 2012q4
yes
Macedonia,
FYR 52 2000q1 2012q4 0 . . 68 1996q1 2012q4 68 1996q1 2012q4 232 1955q1 2012q4
no Madagascar 160 1973q1 2012q4 196 1964q1 2012q4 192 1965q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4






























yes Malaysia 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 156 1974q1 2012q4 232 1955q1 2012q4
no Maldives 112 1985q1 2012q4 196 1964q1 2012q4 120 1983q1 2012q4 128 1981q1 2012q4 232 1955q1 2012q4
no Mali 160 1973q1 2012q4 196 1964q1 2012q4 172 1970q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
yes Malta 152 1975q1 2012q4 196 1964q1 2012q4 160 1973q1 2012q4 76 1973q1 1991q4 232 1955q1 2012q4
no Mauritania 160 1973q1 2012q4 196 1964q1 2012q4 192 1965q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Mauritius 152 1975q1 2012q4 196 1964q1 2012q4 136 1979q1 2012q4 136 1973q1 2006q4 232 1955q1 2012q4
no Mexico 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no
Micronesia,
Fed. Sts. 0 . . 52 . . 4 . . 0 . . 285 1955q1 .
no Moldova 56 1999q1 2012q4 72 1995q1 2012q4 72 1995q1 2012q4 64 1997q1 2012q4 232 1955q1 2012q4
no Mongolia 60 1998q1 2012q4 80 1993q1 2012q4 72 1995q1 2012q4 72 1995q1 2012q4 232 1955q1 2012q4
yes Morocco 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Mozambique 88 1991q1 2012q4 196 1964q1 2012q4 104 1987q1 2012q4 120 1983q1 2012q4 232 1955q1 2012q4
no Myanmar 160 1973q1 2012q4 196 1964q1 2012q4 0 . . 160 1973q1 2012q4 232 1955q1 2012q4
no Namibia 64 1997q1 2012q4 196 1964q1 2012q4 72 1995q1 2012q4 20 2003q1 2007q4 232 1955q1 2012q4
no Nepal 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 136 1979q1 2012q4 232 1955q1 2012q4
yes Netherlands 128 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 56 1973q1 2012q4 232 1955q1 2012q4
no
Netherlands
Antilles 140 1973q1 2010q4 192 1964q1 2011q4 0 . . 0 . . 232 1955q1 2012q4
yes New Zealand 160 1973q1 2012q4 196 1964q1 2012q4 188 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Nicaragua 160 1973q1 2012q4 196 1964q1 2012q4 180 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Niger 160 1973q1 2012q4 196 1964q1 2012q4 192 1965q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
yes Nigeria 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 136 1973q1 2006q4 232 1955q1 2012q4
yes Norway 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 132 1973q1 2011q4 232 1955q1 2012q4
no Oman 132 1980q1 2012q4 196 1964q1 2012q4 160 1973q1 2012q4 28 1996q1 2002q4 232 1955q1 2012q4
yes Pakistan 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Panama 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no
Papua New






























no Paraguay 160 1973q1 2012q4 196 1964q1 2012q4 180 1968q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Peru 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
yes Philippines 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
yes Poland 96 1989q1 2012q4 184 1964q1 2012q4 100 1988q1 2012q4 140 1978q1 2012q4 232 1955q1 2012q4
yes Portugal 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 152 1975q1 2012q4 232 1955q1 2012q4
no Qatar 136 1979q1 2012q4 176 1969q1 2012q4 160 1973q1 2012q4 0 . . 232 1955q1 2012q4
yes Romania 136 1979q1 2012q4 196 1964q1 2012q4 92 1990q1 2012q4 64 1997q1 2012q4 232 1955q1 2012q4
yes
Russian
Federation 56 1999q1 2012q4 60 1998q1 2012q4 68 1996q1 2012q4 32 1996q1 2012q4 232 1955q1 2012q4
no Rwanda 160 1973q1 2012q4 196 1964q1 2012q4 184 1967q1 2012q4 112 1981q1 2012q4 232 1955q1 2012q4
no Samoa 140 1978q1 2012q4 196 1964q1 2012q4 112 1985q1 2012q4 148 1976q1 2012q4 232 1955q1 2012q4
no San Marino 2 . . 49 . . 0 . . 0 . . 285 1955q1 .
no
Sao Tomeand
Principe 116 1984q1 2012q4 196 1964q1 2012q4 40 2003q1 2012q4 92 1990q1 2012q4 232 1955q1 2012q4
yes Saudi Arabia 160 1973q1 2012q4 196 1964q1 2012q4 168 1971q1 2012q4 0 . . 232 1955q1 2012q4
yes Senegal 160 1973q1 2012q4 196 1964q1 2012q4 192 1965q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Serbia 0 . . 0 . . 0 . . 44 2002q1 2012q4 232 1955q1 2012q4
no Seychelles 116 1984q1 2012q4 196 1964q1 2012q4 148 1976q1 2012q4 120 1980q1 2012q4 232 1955q1 2012q4
no Sierra Leone 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
yes Singapore 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 56 1973q1 1986q4 232 1955q1 2012q4
yes
Slovak
Republic 56 1999q1 2012q4 68 1996q1 2012q4 68 1996q1 2012q4 60 1998q1 2012q4 232 1955q1 2012q4
no Slovenia 56 1999q1 2012q4 72 1995q1 2012q4 76 1994q1 2012q4 60 1998q1 2012q4 232 1955q1 2012q4
no
Solomon
Islands 112 1985q1 2012q4 196 1964q1 2012q4 132 1980q1 2012q4 108 1984q1 2010q4 232 1955q1 2012q4
no Somalia 17 . . 9 . . 0 . . 0 . . 285 1955q1 .
no South Africa 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
yes Spain 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
































Nevis 88 1991q1 2012q4 196 1964q1 2012q4 116 1984q1 2012q4 116 1984q1 2012q4 232 1955q1 2012q4




Grenadines 108 1986q1 2012q4 196 1964q1 2012q4 136 1979q1 2012q4 136 1979q1 2012q4 232 1955q1 2012q4
no Sudan 148 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Suriname 124 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 0 . . 232 1955q1 2012q4
no Swaziland 148 1976q1 2012q4 196 1964q1 2012q4 144 1977q1 2012q4 52 1973q1 1989q4 232 1955q1 2012q4
yes Sweden 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
yes Switzerland 56 1999q1 2012q4 196 1964q1 2012q4 152 1963q1 2012q4 0 . . 232 1955q1 2012q4
no
Syrian Arab
Republic 160 1973q1 2012q4 172 1964q1 2006q4 124 1963q1 2011q4 140 1973q1 2007q4 232 1955q1 2012q4
no Taiwan 0 . . 6 1957q4 1963q2 0 . . 0 . . 49 1955q1 1967q4
no Taiwan 52 2000q1 2012q4 72 1995q1 2012q4 52 2000q1 2012q4 72 1995q1 2012q4 232 1955q1 2012q4
yes Tanzania 160 1973q1 2012q4 196 1964q1 2012q4 88 1991q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Thailand 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Timor-Leste 0 . . 0 . . 32 2005q1 2012q4 0 . . 232 1955q1 2012q4
no Togo 160 1973q1 2012q4 196 1964q1 2012q4 192 1965q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Tonga 84 1992q1 2012q4 196 1964q1 2012q4 132 1980q1 2012q4 120 1983q1 2012q4 232 1955q1 2012q4
yes
Trinidad and
Tobago 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 104 1975q1 2004q4 232 1955q1 2012q4
no Tunisia 160 1973q1 2012q4 196 1964q1 2012q4 196 1964q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Turkey 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
no Turkmenistan 8 . . 0 . . 0 . . 0 . . 285 1955q1 .
no Uganda 160 1973q1 2012q4 196 1964q1 2012q4 176 1969q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
yes Ukraine 56 1999q1 2012q4 68 1996q1 2012q4 72 1995q1 2012q4 64 1997q1 2012q4 232 1955q1 2012q4
no
United Arab
































Kingdom 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 160 1973q1 2012q4 232 1955q1 2012q4
yes United States 0 . . 0 . . 200 1963q1 2012q4 136 1973q1 2012q4 232 1955q1 2012q4
no Uruguay 160 1973q1 2012q4 184 1967q1 2012q4 200 1963q1 2012q4 152 1973q1 2010q4 232 1955q1 2012q4
no Uzbekistan 2 . . 0 . . 0 . . 2 . . 285 1955q1 .
no Vanuatu 56 1988q1 2001q4 196 1964q1 2012q4 116 1984q1 2012q4 0 . . 232 1955q1 2012q4
yes
Venezuela,
RB 160 1973q1 2012q4 196 1964q1 2012q4 200 1963q1 2012q4 84 1980q1 2000q4 232 1955q1 2012q4
no Vietnam 132 1973q1 2012q4 196 1964q1 2012q4 60 1998q1 2012q4 84 1992q1 2012q4 232 1955q1 2012q4
no
West Bank
and Gaza 0 . . 0 . . 0 . . 1 1958q1 1958q1 53 1955q1 1968q1
no Yemen, Rep. 48 1998q1 2012q4 80 1993q1 2012q4 80 1993q1 2012q4 40 1993q1 2002q4 232 1955q1 2012q4
no Zambia 160 1973q1 2012q4 196 1964q1 2012q4 168 1968q1 2012q4 152 1973q1 2010q4 232 1955q1 2012q4














no Afghanistan 0 . .
no Albania 68 1996q1 2012q4
yes Algeria 136 1973q1 2006q4
no Angola 104 1983q1 2012q4
no
Antigua and
Barbuda 132 1980q1 2012q4
no Argentina 136 1973q1 2006q4
yes Armenia 56 1999q1 2012q4
no Aruba 76 1994q1 2012q4
no Australia 160 1973q1 2012q4
yes Austria 160 1973q1 2012q4
no Azerbaijan 44 1998q1 2008q4
no Bahamas, The 0 . .
yes Bahrain 0 . .
yes Bangladesh 148 1976q1 2012q4
yes Barbados 0 . .
no Belarus 64 1997q1 2012q4
yes Belgium 48 1983q1 1994q4
no Belize 132 1980q1 2012q4
no Benin 160 1973q1 2012q4
no Bhutan 88 1991q1 2012q4
yes Bolivia 144 1973q1 2008q4
no
Bosnia and
Herzegovina 0 . .
yes Botswana 132 1977q1 2012q4
no Brazil 160 1973q1 2012q4














yes Bulgaria 76 1994q1 2012q4
no Burkina Faso 144 1977q1 2012q4
no Burundi 128 1981q1 2012q4
no Cambodia 36 1996q1 2011q4
no Cameroon 136 1973q1 2006q4
yes Canada 160 1973q1 2012q4




Republic 160 1973q1 2012q4
no Chad 160 1973q1 2012q4
no Chile 160 1973q1 2012q4
no China 44 1989q1 1999q4
yes Colombia 160 1973q1 2012q4
no Comoros 124 1982q1 2012q4
no
Congo, Dem.
Rep. 160 1973q1 2012q4
yes Congo, Rep. 160 1973q1 2012q4
no Costa Rica 148 1973q1 2012q4
yes Cote d'Ivoire 156 1974q1 2012q4
yes Croatia 56 1999q1 2012q4
yes Cyprus 68 1987q1 2012q4
yes
Czech
Republic 32 1998q1 2012q4
yes Denmark 160 1973q1 2012q4
no Djibouti 0 . .
no Dominica 120 1980q1 2012q4















no Ecuador 156 1973q1 2011q4
no
Egypt, Arab
Rep. 140 1973q1 2012q4
no El Salvador 160 1973q1 2012q4
no
Equatorial
Guinea 116 1973q1 2001q4
no Eritrea 0 . .
yes Estonia 72 1995q1 2012q4
no Ethiopia 160 1973q1 2012q4
yes Fiji 124 1982q1 2012q4
yes Finland 160 1973q1 2012q4
yes France 112 1973q1 2012q4
yes Gabon 132 1974q1 2006q4
no Gambia, The 148 1976q1 2012q4
no Georgia 60 1998q1 2012q4
no Germany 52 1982q1 2006q4
no Ghana 120 1973q1 2012q4
no Greece 160 1973q1 2012q4
no Grenada 144 1974q1 2012q4
no Guatemala 144 1973q1 2012q4
no Guinea 160 1973q1 2012q4
no Guinea-Bissau 120 1983q1 2012q4
no Guyana 148 1973q1 2012q4
no Haiti 160 1973q1 2012q4
no Honduras 160 1973q1 2012q4
yes
Hong Kong,














yes Hungary 112 1985q1 2012q4
yes Iceland 160 1973q1 2012q4
yes India 160 1973q1 2012q4
yes Indonesia 160 1973q1 2012q4
no
Iran, Islamic
Rep. 28 1973q1 1999q4
no Iraq 20 2008q1 2012q4
no Ireland 96 1973q1 1996q4
yes Israel 148 1973q1 2012q4
yes Italy 148 1976q1 2012q4
no Jamaica 160 1973q1 2012q4
yes Japan 8 1977q1 1982q4
yes Jordan 156 1974q1 2012q4
no Kazakhstan 52 1998q1 2010q4
no Kenya 160 1973q1 2012q4
no Kiribati 0 . .
yes Korea, Rep. 156 1974q1 2012q4
yes Kuwait 0 . .
no
Kyrgyz
Republic 72 1995q1 2012q4
no Lao PDR 132 1980q1 2012q4
yes Latvia 60 1998q1 2012q4
no Lebanon 160 1973q1 2012q4
no Lesotho 96 1983q1 2006q4
no Liberia 160 1973q1 2012q4
yes Libya 16 1985q1 1996q4














no Luxembourg 0 . .
yes
Macedonia,
FYR 68 1996q1 2012q4
no Madagascar 160 1973q1 2012q4
yes Malawi 160 1973q1 2012q4
yes Malaysia 156 1974q1 2012q4
no Maldives 128 1981q1 2012q4
no Mali 160 1973q1 2012q4
yes Malta 76 1973q1 1991q4
no Mauritania 160 1973q1 2012q4
no Mauritius 136 1973q1 2006q4
no Mexico 160 1973q1 2012q4
no
Micronesia,
Fed. Sts. 0 . .
no Moldova 64 1997q1 2012q4
no Mongolia 72 1995q1 2012q4
yes Morocco 160 1973q1 2012q4
no Mozambique 120 1983q1 2012q4
no Myanmar 160 1973q1 2012q4
no Namibia 20 2003q1 2007q4
no Nepal 136 1979q1 2012q4
yes Netherlands 56 1973q1 2012q4
no
Netherlands
Antilles 0 . .
yes New Zealand 160 1973q1 2012q4
no Nicaragua 160 1973q1 2012q4
no Niger 160 1973q1 2012q4














yes Norway 132 1973q1 2011q4
no Oman 28 1996q1 2002q4
yes Pakistan 160 1973q1 2012q4
no Panama 160 1973q1 2012q4
no
Papua New
Guinea 148 1976q1 2012q4
no Paraguay 160 1973q1 2012q4
no Peru 160 1973q1 2012q4
yes Philippines 160 1973q1 2012q4
yes Poland 140 1978q1 2012q4
yes Portugal 152 1975q1 2012q4
no Qatar 0 . .
yes Romania 64 1997q1 2012q4
yes
Russian
Federation 32 1996q1 2012q4
no Rwanda 112 1981q1 2012q4
no Samoa 148 1976q1 2012q4
no San Marino 0 . .
no
Sao Tomeand
Principe 92 1990q1 2012q4
yes Saudi Arabia 0 . .
yes Senegal 160 1973q1 2012q4
no Serbia 44 2002q1 2012q4
no Seychelles 120 1980q1 2012q4
no Sierra Leone 160 1973q1 2012q4
yes Singapore 56 1973q1 1986q4
yes
Slovak














no Slovenia 60 1998q1 2012q4
no
Solomon
Islands 108 1984q1 2010q4
no Somalia 0 . .
no South Africa 160 1973q1 2012q4
yes Spain 160 1973q1 2012q4
no Sri Lanka 160 1973q1 2012q4
no
St. Kitts and
Nevis 116 1984q1 2012q4




Grenadines 136 1979q1 2012q4
no Sudan 160 1973q1 2012q4
no Suriname 0 . .
no Swaziland 52 1973q1 1989q4
yes Sweden 160 1973q1 2012q4
yes Switzerland 0 . .
no
Syrian Arab
Republic 140 1973q1 2007q4
no Taiwan 0 . .
no Taiwan 72 1995q1 2012q4
yes Tanzania 160 1973q1 2012q4
no Thailand 160 1973q1 2012q4
no Timor-Leste 0 . .
no Togo 160 1973q1 2012q4
no Tonga 120 1983q1 2012q4















no Tunisia 160 1973q1 2012q4
no Turkey 160 1973q1 2012q4
no Turkmenistan 0 . .
no Uganda 160 1973q1 2012q4
yes Ukraine 64 1997q1 2012q4
no
United Arab
Emirates 0 . .
yes
United
Kingdom 160 1973q1 2012q4
yes United States 136 1973q1 2012q4
no Uruguay 152 1973q1 2010q4
no Uzbekistan 2 . .
no Vanuatu 0 . .
yes
Venezuela,
RB 84 1980q1 2000q4
no Vietnam 84 1992q1 2012q4
no
West Bank
and Gaza 1 1958q1 1958q1
no Yemen, Rep. 40 1993q1 2002q4
no Zambia 152 1973q1 2010q4
yes Zimbabwe 136 1979q1 2012q4
127

























Responsiveness 0.1623 -0.1318 1
Timing of
Response -0.262 0.346 -0.2138 1
Level of
Development 0.1326 -0.0578 0.0325 0.0374 1
Fiscal Response 0.1747 -0.0915 0.0024 0.006 0.1463 1
Banking Crisis -0.0519 0.0461 -0.0032 0.1859 0.0233 0.0154 1
Currency Crash -0.0102 -0.0218 0.1308 0.1119 -0.0071 -0.029 0.322 1
Inflation Crisis -0.0658 0.0477 0.0262 0.0765 -0.0319 -0.1056 0.254 0.1765 1
Exchange Rate
Stability -0.0557 0.2106 0.0216 0.0301 -0.1799 -0.0717 -0.1806 -0.0745 -0.1652 1
Inflation Targeting 0.0834 -0.0308 -0.0751 0.031 0.182 0.0119 -0.0412 -0.0742 -0.1161 -0.3907 1
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Stability -0.0266 -0.0652 1
High Holdings of
International
Reserves 0.0504 0.1755 -0.0524 1
High Net External
Debt -0.1537 -0.1553 -0.0058 -0.1585 1
Inflation Targeting 0.1739 0.3975 -0.3354 0.0348 -0.0918 1
Banking Crisis 0.0537 -0.0182 -0.1333 -0.0771 0.1009 -0.0022 1
Currency Crash 0.0924 -0.024 -0.1056 -0.0567 -0.0057 0.0026 0.4481 1
Inflation Crisis 0.0028 -0.2619 -0.0988 -0.1818 0.0862 -0.1462 0.2563 0.1218 1
