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Abstract. We study the electronic states associated with Dirac electrons in quasi-two-dimensional molecu-
lar conductor α-(BETS)2I3 by means of first-principles density-functional theory (DFT) calculations. Using
a low-temperature structure of 30K, we provide a tight-binding (TB) model with intermolecular transfer
energies evaluated from maximally-localized Wannier functions. The TB model for the molecular solid is
complicated; the number of relevant transfer integral is relatively large due to the delocalized character
of Se p orbitals. We demonstrate exotic behaviors of both cases of a zero-gap state (ZGS) with massless
Dirac dispersion and an insulating state with an indirect band gap of about 2 meV. We extracted model
parameters of the former TB model from a scalar relativistic DFT calculation in the absence of spin-orbit
coupling (SOC), and those of the latter model are obtained from a full-relativistic DFT calculation in the
presence of SOC. The energy spectrum close to the ZGS is analyzed carefully by comparing it with some
eigenvalues at the time-reversal invariant momentum (TRIM). Site-potentials are crucial to the ZGS, which
are determined to obtain the spectrum describing a reasonable fitting to the DFT bands. In fact, without
such optimization of site-potentials, the TB model results in a semimetallic state. With the site-potentials,
the Fermi energy at the Dirac point locates between two eigenvalues of TRIMs; The lower one is the top
of the valence bands (Y point), and the higher one is the bottom of the conduction band (M point). The
density of states close to the Fermi energy calculated from both the TB model and the DFT method shows
a reasonable agreement with each other, indicating the validity of the effective TB models. Based on the
present results, we discuss the role of electron correlation in α-(BETS)2I3.
PACS. PACS-key discribing text of that key – PACS-key discribing text of that key
1 INTRODUCTION
Graphene exhibits unique transport properties origi-
nated from an electronic state, in which the valence and
conduction bands touch at a discrete point on the Fermi
level (EF ).[1][2] Such band structure with a Dirac cone
shows linear dispersions in the low-energy region, which is
described by a relativistic Dirac equation in two-dimension.
Much effort has been paid for searching bulk Dirac ma-
terials, and many candidates have been proposed. How-
ever, the case, where the discrete contact point (Dirac
point) is located close to the EF , is still limited. Ever
since anisotropic Dirac cones with zero-gap state (ZGS)
are found in a two-dimensional (2D) molecular conductor
α-(BEDT-TTF)2I3 under uniaxial pressure [ET = BEDT-
TTF = bis(ethylenedithio)tetrathiafulvalene], active stud-
ies on the massless Dirac electron have been performed.
In spired by this compound, we searched Dirac materials
a e-mail: tsumu@kumamoto-u.ac.jp
with first-principles density-functional theory (DFT) cal-
culation, and identified that a single component molecular
crystal [Pd(dddt)2] (dddt = 5,6-dihydro-1,4-dithiin-2,3-
dithiolate) shows a noncoplanar nodal-loop close to the
EF under pressure.[3][4] Recently, based on first-principles
calculations, nodal-line semimetal with Dirac cone dis-
persion was found in a similar transition-metal complex
[Pt(dmdt)2] (dmdt = dimethyltetrathiafulvalenedithiolate)
at an ambient-pressure, which has the advantage of ob-
serving various physical properties characteristic to mass-
less Dirac electron.[5]
In α-(ET)2I3, a tight-binding (TB) model originally
suggested a possible realization of anisotropic Dirac cones
under uniaxial pressure.[6][7] This finding is based on material-
dependent model parameters estimated by a semi-empirical
band calculation of extended Hu¨ckel method.[8] Further,
a first-principles calculation was followed to verify such
Dirac cone.[9] Compared with graphene, the anisotropy of
the molecular conductor gives a property associated with
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a tilted Dirac cone, which can be analyzed in terms of a 2
×2 effective Hamiltonian.[10][11]
At ambient pressure, this molecular solid has metal-
lic behavior above 135 K.[12] Below 135 K, it becomes
an insulator associated with charge ordering (CO), which
gives rise to the lack of inversion symmetry.[13] [14] [15]
[16] [17] [18] [19] Interestingly, this insulating phase is sup-
pressed by applying both uniaxial and hydrostatic pres-
sures and the ZGS is realized under pressure, e.g. above
1.5 GPa. Nuclear magnetic resonance (NMR) measure-
ments found the clear evidence of the inversion symme-
try which connect between A and A′ molecules in phases
showing ZGS. [20][21] This is based on the theory of apply-
ing a linear response to the TB model.[22] The existence
of the ZGS explained a strange fact that the carrier mo-
bility increases and the density decrease significantly by
cooling from 300 K to 1.5 K.[14] This comes from a fact
that the electrical resistivity shows almost temperature-
independent behavior.[23] [24] Zero-mode Landau level at-
tributed from the Dirac point has also been detected. [25]
These findings of Dirac cone formation allowed the rapid
progress of both experimental and theoretical studies for
the molecular Dirac systems.[26] [27] [28] [29] [30] [31]
Recently, its selenium-substituted analog α-(BETS)2I3
has attracted much attention as a candidate compound
of ambient pressure bulk massless Dirac material [BETS
= BETS-TSeF = bis(ethylenedithio)tetraselenafulvalene].
α-(BETS)2I3 also shows temperature-independent resis-
tance above 50 K, but the temperature from the metal to
insulator (M-I) crossover of 50 K is lower than the CO
transition temperature in α-(ET)2I3.[32] Under the pres-
sure of 0.6 GPa, the BETS salt turns to be a semimetal-
lic state, where the carrier density is almost constant at
lower temperatures below 20 K.[33][34] To clarify the ori-
gin of the electronic properties, the crystal structure un-
der pressure has been measured.[35] In a previous report,
a semimetallic band structure with a pair of electron and
hole pockets are found for a structure at 0.7 GPa.[36] We
also note that Fermi surface calculated with the Hu¨ckel pa-
rameters are quite different from the DFT band structure.[35][37]
On these backgrounds, the origin of the insulating state,
specifically the presence or absence of CO transition at
ambient pressure has yet to be clarified. In fact, the spin
susceptibility at low temperature is quite similar between
the α-(BETS)2I3 and α-(ET)2I3, and it remained still a
problem to identify the inversion symmetry, which indi-
cates the absence of CO in α-(BETS)2I3.[38] For this pur-
pose, several experimental groups examined the possibility
of breaking the inversion symmetry at low temperatures
using NMR[39] and synchrotron x-ray diffraction.[40] From
the theoretical side, we also performed first-principles cal-
culations, and find a pair of anisotropic Dirac cones at
a general k-point, not on high symmetric point as plot-
ted in Fig.1(a).[40] The Dirac cones are tilted but not
over tilted. The Dirac points located at the EF . Thus,
the ZGS state is realized. Unlike α-(ET)2I3, the results of
both experiments show that the inversion symmetry re-
mains below the M-I crossover temperature. Accordingly,
the bands are possibly in Kramers degeneracy and the
spin-orbit coupling (SOC) effect opens a finite energy gap
at the Dirac points as shown in Fig.1(b). The calculated
band gap is found to be an indirect gap of 1.8 meV.[40]
The size of the band gap is generally consistent with the
M-I crossover temperature, and the Z2 topological invari-
ants indicate a weak topological insulator.[40]
To comprehend properly the band of Dirac electrons,
construction of a reliable effective model is essential.[41]
The mapping of electronic structure calculated from first-
principles onto an effective Hamiltonian is highly desir-
able to understand spin transport [42] [43] and spin relax-
ation phenomena of molecular materials.[44][45] A previ-
ous study examined to construct an effective Hamiltonian
including SOC in the form of the second variation.[46]
However, it is not clear how the model accurately re-
produces band structure obtained by self-consistent full-
relativistic DFT calculations, and an efficient method ex-
tracting effective TB model with SOC for molecular solids
has not fully established yet.[47]
In this study, we aim to construct a reliable effec-
tive Hamiltonian for α-(BETS)2I3 from first-principles.
Although the first-principles calculation is useful to find
the Dirac electron in solid state systems, the global fea-
ture of the band structure close to the Dirac point has yet
to be clarified, which is needed to understand various as-
pect of Dirac cone and obtain the physical quantity with
reasonable accuracy, e.g. DOS, Fermi velocity, NMR, mag-
netic resistance, and thermodynamic quantities. Thus, it
is preferable to derive a TB model with reasonable trans-
fer energies. However, it is not straight forward to find
such a model, since the model obtained from the Hu¨ckel
method based on the x-ray diffraction experiment does
not provide the ZGS due to the overtilting of Dirac cone.
Furthermore, compared with α-(ET)2I3, there are a suffi-
ciently large number of distant transfer energies due to a
replacement of the S atom by the Se atom. The purpose of
the present paper is to demonstrate such an effective TB
model, by evaluating the intermolecular transfer energies
in terms of maximally-localized Wannier functions (ML-
WFs) from first-principles.
This paper is organized as follows. In Sec.2, we ex-
plain the crystal structure of α-(BETS)2I3 and method
of calculations. In Sec. 3, we discuss electronic structure
of α-(BETS)2I3 from first-principles calculations. Section
4 shows methods for the construction of an effective TB
model using MLWFs, where the effective transfer ener-
gies are obtained for both with (w/) SOC and with (w/o)
SOC. In Sec. 5, we analyze the TB model by adding site-
potentials, which are determined to reproduce reasonably
the energy band of DFT. Then, we show the ZGS for the
case w/o SOC and the insulating state for the case w/
SOC. Further, DOSs are calculated to compare the result
of the TB model and that of DFT. Sec. 6 is devoted to
discussion, where a correlation effect is suggested by ana-
lyzing the site-potential. Finally, we conclude a summary
in Sec 7.
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2 Calculation method and crystal structure
The present first-principles calculations are based on the
density-functional theory.[48][49] We employed the exchange-
correlation functional of generalized gradient approxima-
tion (GGA) proposed by Perdew, Burke, and Ernzerhof
(PBE).[50] One-electron Kohn-Sham equations are solved
self-consistently using a pseudopotential technique with
plane wave basis sets adopting the projected augmented
plane wave method,[51] which is implemented in Quantum
Espresso (version 6.3).[52][53] The cutoff energies for plane
waves are set to be 55 (48) and 488 (488) Ry in the scalar
(full) relativistic calculations, respectively. We used 4 ×
4 × 2 uniform k-point mesh with a gaussian smearing
method during self-consistent loops. For the calculations
of DOS, uniform k-point mesh used is 8 × 8 × 2. In both
scalar and full relativistic pseudopotentials, the valence
configurations are 1s1, 2s22p2, 3s23p4, 4s24p43d10, and
5s25p54d10 for H, C, S, Se, and I atoms, respectively.
The pseudopotentials are generated using atomic code
(version 6.3)[54] with a pseudization algorithm proposed
by Troullier and Martins.[55] Using the Bloch wavefunc-
tions obtained in the first-principles calculation described
above, a Wannier basis set is constructed by using the
wannier90 code.[56][57]
The calculated crystal structures are based on an ex-
perimental structure measured at 30K,[40] for which struc-
tural optimization for the hydrogen positions was per-
formed. The crystal structure of α-(BETS)2I3 is a tri-
clinic structure with the space group of P 1¯,[35][40] which
is isostructural to the high temperature phase of its sul-
fur analogue, α-(ET)2I3.[8][12][19] Figure 2(a) shows the
bc planes where BETS molecules alternate with layers of
iodine ions, I3
−. In Fig. 2(b), the BETS molecules form a
herringbone pattern in the ac-plane. The unit cell contains
three crystallographically independent BETS molecules
referred as to A (A′), B, and C, where A and A′ molecules
are connected by the inversion symmetry. The herringbone
pattern is formed by two chains consisting of a layer in
which A (and A′) molecules are stacked along a-axis and
another layer in which B and C molecules are stacked.
Figure 2(c) shows the structure of BETS molecule, where
Se atoms substitute the central four S atoms connected
with the central two C atoms in ET molecule.
3 The electronic structure from
first-principles
3.1 Dirac cone dispersion at the Fermi level
In this section, we discuss the electronic structure calcu-
lated using the first-principles method for the experimen-
tal crystal structure at a low temperature of 30 K.[40] The
calculated band structures with (w/) and without (w/o)
SOC effect are shown in Figs 3(a) and 3(b), respectively.
Four (eight) bands close to the EF in the energy range
from –0.6 to +0.3 eV in the absence (the presence) of SOC
are attributed to the existence of four monomers in the
unit cell. The band dispersions shown in Figs 3(a) and 3(b)
are referred as to E˜1(k), E˜2(k), · · · , E˜4(k), and E˜
SO
1 (k),
E˜SO2 (k), · · · , E˜
SO
8 (k), respectively, in an energy decreas-
ing order. These band structures are plotted along a high-
symmetric line of the first Brillouin zone. Both band struc-
tures w/ and w/o SOC are almost the same since most of
organic molecular solids are composed of light-elements,
the effect of SOC is weak. However, within no SOC limit,
we find that two linear bands of E˜1 and E˜2 intersect along
a line connecting Y and S(M) points as shown in Fig. 1(a).
Such intersection gives a discrete contact point known as
Dirac point at kD = (k1, k2) = (±0.333,∓0.2995), which is
located at EF . The Dirac cones are anisotropic but robust
(i.e., not overtilted) and make the massless Dirac electron
system. On the other hand, when the spin-orbit coupling
is considered, a small energy gap of 1.8 meV is opened
close to the Dirac points as plotted in Fig. 1(b). This is
because the calculated structure is centrosymmetric, ev-
ery two bands [e.g. E˜SO1 (k) and E˜
SO
2 (k)] are Kramers de-
generate. The band gap induced by SOC is indirect; the
wavenumber of the minimum of the conduction band is
different from that of the maximum of the valence band.
The size of the energy gap from the full-relativistic DFT
calculations is much smaller than the values of 5 – 10
meV that estimated from SOC Hamiltonian with the sec-
ond variation using complex transfer energies obtained by
performing a quantum chemistry calculation for isolated
two molecules.[46] Note that the zero of the energy in
Fig. 1(b) is set to be the top of the valence bands [E˜SO3 (k)
and E˜SO4 (k)] with a general k-point since the EF cannot
be defined uniquely at the absolute zero temperature.
3.2 Overall band structure and the role of Se atoms
Overall band structure has many common features with
the sulfur analog of α-(ET)2I3.[9] These four (eight) bands
are made up of a linear combination of the highest oc-
cupied molecular orbital (HOMO) like wavefunctions of
constituent BETS molecules. As we reported in previous
work, the calculated local DOS does not show significant
charge disproportionation.[40]
Next, we compare the electronic structures between α-
(BETS)2I3 and α-(ET)2I3. The bandwidths are markedly
different, i.e., the upper band of E˜1 in α-(BETS)2I3 has a
larger bandwidth of 263 meV than α-(ET)2I3 of 147 meV.
The energy differences between eigenvalues also become
smaller. For example, the calculated energy difference be-
tween HOMO and the lowest unoccupied molecular or-
bital (LUMO) levels of an isolated BETS molecule is 1.34
eV, which is smaller than that for the ET molecule of
1.57 eV. We obtained these values from a single k-point
calculation within the PBE functional using a supercell
with the size cell is 10 × 10 × 20 A˚, where we used the
geometries A molecule in the crystal structure. The energy
level of HOMO–1 bands located at –0.6 eV in Fig. 1(a) is
closer to the E˜4 band compared with that in α-(ET)2I3,[9]
which will make a multiband nature especially under pres-
sure condition. These differences come from the delocal-
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Fig. 1. (Color online) First-principles band structure in (a) the absence and (b) the presence of SOC effect of α-(BETS)2I2 at
ambient pressure on which Dirac point is found.[40] The coordinates of high symmetric k-points are Y = (0, –pi
a
, 0) and S (M)
= (pi
b
, –pi
a
, 0). The 2D vector is defined as k = k1b
∗ + k2a
∗ = (k1, k2), where b
∗=( 2pi
b
, 0, 0), a∗=(0, 2pi
a
, 0). C, D, and A denote
the momentum at (0, –0.5) , Dirac point (kD), and (0.5, –0.5), respectively, and also correspond to the respective energies of
ǫC, ǫD, and ǫA. The band dispersion close to the Dirac cone are plotted along a line from D1 (k1, k2) = (0.3095, –0.2995) to D2
= (0.3595, –0.2995). The energy zero in (a) and (b) are set to be the Fermi level and the top of the valence bands, respectively.
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I
Fig. 2. Crystal structure of α-(BETS2)I2 along (a) bc and (b)
ab planes consisting of A, A′, B, and C molecules. The molec-
ular sites of A and A′ are crystallographically equivalent. The
inversion center (red symbol) is located at the middle of A and
A′. (c) Molecular structure of BETS molecule. The Wannier
center (solid square) is set at the center of C=C double bond
of each molecule.
ized character of Se p orbitals, making the number of rel-
evant intermolecular transfer energies in the TB model
much more extensive, as shown in the next section.
Lastly, we comment on the previous study [36] for α-
(BETS)2I3 based on the present results. As briefly ex-
plained in the introduction, a DFT band structure ob-
tained from an experimental structure at 0.7 GPa,[35] the
energy band of E˜1 close to S (M) point (A) is lower than
the EF , and the E˜2 band close to Y point (C) is higher
than the EF , resulting in a semimetallic state. We have
also variefed above result in terms of our DFT calcula-
tions. On the other hand, our DFT band calculation for
the structure recently measured at ambient pressure and
below the M-I crossover provide the ZGS [35]; the Dirac
point (D) is located on EF and satisfy the inequality, C <
D < A where C, D, and A correspond to E˜2(C) and E˜(D)
and E˜1(A), respectively.
4 Effective tight-binding models
Next, let us consider an effective TB model. In most
molecular solids, the valence and conduction bands close
to the EF are made up of almost same character of wave-
fuctions as the HOMO or LUMO of isolated molecule. [34]
When the HOMO or LUMO bands are isolated from other
bands, first-principles band structures near the EF are
well reproduced by a small number of intermolecular trans-
fer energies, which can be obtained using MLWFs localized
on each molecule. In this study, we extract transfer ener-
gies for both cases of the massless Dirac state with ZGS
and the insulating state with the small indirect band gap
of 2 meV in the absence and the presence of SOC, respec-
tively. The Bloch wavefunctions of two different electronic
state are obtained from a self-consistent scalar relativistic
and full relativistic DFT calculations, respectively. Using
the DFT derived transfer energies and site-potentials, we
performed band calculations, and find that distant trans-
fer integrals with small energies are indispensable in accu-
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Fig. 3. (Color online) Band structures along the symmetric points in the first Brillouin zone (a) w/o SOC and (b) w/ SOC
effect. The energy zero is set to be the Fermi level in (a) and the top of the valence bands at general k-point in (b) of the
DFT band structures. The solid and dashed curves are obtained by first-principles DFT method and Wannier interpolation,
respectively. Solid circles on the high symmetric points are eigenvalues obtained from a tight-binding model based on transfer
energies and site-potentials shown in Table. 1
rately reproducing the first-principles band structure. We
discuss this point later in this section.
4.1 Wannier fitting to DFT bands and a problem for
the construction of an effective model
Using MLWFs, transfer energies are calculated as
tα,β;σ,σ′(R) = 〈φα,σ,0|H |φβ,σ′,R〉, (1)
where φασ,R is the MLWF spread over α molecule which
centered at R. and H is the one-body part of the ab initio
Hamiltonian. σ and σ′ are the index of spins ↑ and ↓,
respectively. Transfer energies are obtained from the over-
laps between the four (eight) MLWFs in the absence of
SOC (the presence of SOC). The real space Wannier func-
tions spread over each molecule with α = A′, A, C and B,
where σ = σ′ are plotted in Fig. 4(a) – 4(d), respectively
using the VESTA program.[58] The center of each Wan-
nier function is located at the center of the central C = C
bonds in each BETS molecule [solid square in Fig. 1(c)].
Since the spread of each MLWFs is found to be about
13 A˚2 for both cases of w/ and w/o SOC, the Wannier
function is sufficiently localized on each molecule.
To develop an effective model in the absence of SOC,
magnitude of transfer energies ti,j;α,β,σ=σ′ being larger
than 0.001 eV are chosen and listed in Table 1. The defini-
tion of the intermolecular bonds are shown in Figs 5(a) –
5(c). In Fig. 5(a), aj and bj denote nearest neighbor trans-
fer energies, and a′j are the 2nd nearest neighbor transfer
energies along the a-axis. These notations are defined in
the previous studies for α-(ET)2I3.[9][59] Compared with
transfer energies for an ambient-pressure structure of α-
(ET)2I3 showing Dirac cone dispersion,[9] the magnitudes
of a1 and a2 of α-(BETS)2I3 are smaller than those of
α-(ET)2I3, while the magnitude of all the other transfer
energies of a3 – a
′
4 in Table 1 are generally larger due to
the delocalized nature of Se p orbitals as discussed above.
Within these transfer energies, the Dirac cone type band
dispersion is obtained. However, overall band structure
(i.e., band curvature) is not enough to be fitted to the
DFT bands. Therefore, in the present paper, we newly
add more distant intermolecular hopping as follows. They
are along diagonal directions of cj (j = 1,... 4) [Fig 5(b)]
and the second nearest nearest neighbor transfer energies
along the bj direction, dj (j= 0, 1, 2, and 3). We also add
hopping between the same molecular site in neighboring
unit cell, sj (j= 1, 3, and 4) [Fig. 5(c)].
Transfer energies ti,j;α,β,σ,σ′ including SOC are also
calculated from first-principles using the Wannier basis.
The transfer energies used in the diagonal element of the
8 × 8 model are similar to those of no SOC. Note that
our obtained MLWFs, including SOC are generated from
Bloch functions calculated using fully relativistic pseu-
dopotentials. Therefore, the values of transfer energies for
the diagonal elements are not exactly the same as the
non-SOC transfer energies, although the notations and
definitions of intermolecular bonds follow the case of no
SOC Hamiltonian in Figs 5(a)–5(c). On the other hand,
transfer energies used in the off-diagonal matrix element
are obtained from overlaps between MLWFs with different
spins σ. We referred them as to spin-orbit (SO) transfer
energies. Here the SO transfer energies are truncated at
an absolute value of 0.0001 eV and listed in Table. 1. In-
teresting enough, all the SO transfer integrals above the
threshold are along diagonal directions whose bonds are
bj and cj , instead of aj and aj ’ bonds. The definition of
the SO transfer energies which are referred as to bjSO and
cjSO are shown in Fig. 6. We also list site-potential act-
ing on B and C molecular sites in Table 1. The quantities
∆VB and ∆VC are site-potential at B and C measured
from that of A (A′),[35] given by
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α  =  A’(a) (b)
(c) (d)
x
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α  =  A
α  =  C α  =  B
Fig. 4. (Color online) Contour plots of four maximally-
localized Wannier functions constructed from four DFT bands
near the Fermi level in the absence of SOC (E1 ∼ E4). The
Wannier functions shown in (a), (b), (c), and (d) are localized
at A′, A, C, and B molecules, respectively. The contour plots
are drown with the VESTA program.[58]
∆VB = VB − VA, (2a)
∆VC = VC − VA, (2b)
where VA, VB, and VC are the site-energies at each molecule
that are calculated using MLWFs |φα,0〉;
Vα = 〈φα,σ,0|H |φα,σ′,0〉, (3)
where α indicates A (= A′), B, and C molecules.
When all the transfer energies are included in a TB
model without the truncation of small transfer energies,
the band structure in terms of Wannier interpolated bands
perfectly reproduces the DFT bands for both cases in the
absence and the presence of SOC, as shown in Fig. 3(a)
and 3(b), respectively. The results of Wannier fitting also
accurately reproduces the bands close to the Fermi level.
However, the obtained band structure based on the TB
model does not perfectly reproduce the DFT bands, whose
eigenvalues are solid circles on the symmetric points in
Fig. 3(a) and 3(b). These eigenvalues are slightly shifted
from those with the first-principles band structure.
4.2 Formulation for the tight-binding model
The Hamiltonian for two-dimensional model is expressed
as
H =
N∑
i,j=1
∑
α,σ
∑
β,σ′
ti,j;α,β;σ,σ′a
†
i,α,σaj,β,σ′ , (4a)
where a†i,α,σ denotes a creation operator of an electron on
each molecule α [= A, A’, B, and C] and spin σ [=↑, ↓]
in the unit cell at the i-th site of the square lattice. The
lattice constant is taken as unity. Equation (1) shows that
ti,j;α,β;σ,σ′ depends only on the difference between the i-th
site and the j-th site. The transfer energies ti,j;α,β,σ,σ′ are
given in Table 1. The lattice structure in the molecular
unit for a1, · · · , d3 for σ = σ′ are shown in Fig. 5, and
those for b1so1, · · · c4so2 for σ = −σ
′ (i.e., the opposite
spin) are shown in Fig. 6. By using the Fourier transform
aj,α,σ = 1/N
1/2
∑
k
aα,σ(k) exp[ik ·rj ], Eq. (4a) is rewrit-
ten as
H =
∑
k
∑
γ,γ′
Hˆγ,γ′(k)a
†
γ(k)aγ′(k) , (4b)
where k = kxb
∗ + kya
∗ = (kx, ky) with b
∗=(2pi
b
, 0, 0),
a
∗=(0, 2pi
a
, 0). Hereafter, we use (kx, ky) in stead of (k1,
k2) in Fig. 1. In Eq. 4b, γ = 1, 2, · · · , 8 correspond to
A ↑, A′ ↑, B ↑, C ↑, A ↓, A′ ↓, B ↓, and C ↓, respectively.
Using the intermolecular transfer energies shown in Figs.
5 and 6, the element of 8 × 8 matrix include spin-orbit
matrix element Hˆ(k) are obtained as
Hˆ(k) =


t11 t12 t13 t14 t15 t16 t17 t18
t21 t22 t23 t24 t25 t26 t27 t28
t31 t32 t33 t34 t35 t36 t37 t38
t41 t42 t43 t44 t45 t46 t47 t48
t51 t52 t53 t54 t55 t56 t57 t58
t61 t62 t63 t64 t65 t66 t67 t68
t71 t72 t73 t74 t75 t76 t77 t78
t81 t82 t83 t84 t85 t86 t87 t88


. (4c)
Using X = eikx , X¯ = e−ikx , Y = eiky , and Y¯ = e−iky ,
these matrix elements, tij = (Hˆ)ij , are given by
t11 = t22 = t55 = t66 = a1d(Y + Y¯ ) + s1(X + X¯) ,
t33 = = t77 = a3d(Y + Y¯ ) + s3(X + X¯) +∆VB ,
t44 = t88 = a4d(Y + Y¯ ) + s4(X + X¯) +∆VC ,
t12 = a3 + a2Y + d0X¯ + d1XY ,
t13 = b3 + b2X¯ + c2X¯Y + c4X¯Y¯ ,
t14 = b4Y + b1X¯Y + c1X¯ + c3 ,
t23 = b2 + b3X¯ + c2Y¯ + c4Y ,
t24 = b1 + b4X¯ + c1Y + c3X¯Y ,
t34 = a1 + a1Y + d2X¯ + d3X + d2XY + d3X¯Y
t17 = b2so1X¯ + c2so1X¯Y + c4so1X¯Y¯ ,
t18 = b1so1X¯Y + b4so1Y + c1so1X¯ ,
t27 = b2so1 + c2so1Y¯ + c4so1Y ,
t28 = b1so1 + c1so1Y + c3so1X¯Y ,
t35 = b2so2X + c2so2XY¯ + c4so2XY ,
t36 = b2so2 + c2so2Y + c4so2Y¯ ,
t45 = b1so2XY¯ + b4so2Y¯ + c1so2X ,
t46 = b1so2 + c1so2Y¯ + c3so2XY¯ , (4d)
and t15 = t16 = t25 = t27 = t37 = t38 = t47 = t48 = 0,
and tji = t
∗
ij . We note that energy band is given by
ESO1 (k) > E
SO
2 (k) > E
SO
3 (k) > E
SO
4 (k) > E
SO
5 (k) >
ESO6 (k) > E
SO
7 (k) > E
SO
8 (k). For the case of no SOC (i.e.,
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Fig. 5. (Color online) Definition of intermolecular transfer energies ti,j of α-(BETS2)I2. (a) aj and bj denote nearest neighbor
transfer energies. a′j (j=1, 2, and 3) are transfer energies for the 2nd nearest neighbors along the a-axis. The notations of the
transfer energies of aj , bj , and a
′
j refer to the previous works for α-(ET)2I3.[9][59] (b) cj (j = 1,... 4) are bonds for along diagonal
directions, and (c) dj (j= 0, 1, 2, and 3) are transfer energies hopping over one molecular-site along the same direction as bj .
sj (j= 1, 3, and 4) are transfer energies between the same molecular sites in the next unit cell.
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Fig. 6. (Color online) Definition of intermolecular spin-orbit
(SO) coupled transfer energies bjSO and cjSO of α-(BETS2)I2.
Notations of the bonds of bjSO and cjSO follow those shown in
Fig. 5.
in the absence of SOC) the matrix elements becomes zero
for tij with i=1, 2, 3, 4 and j= 5, 6, 7, 8. The correspond-
ing energy band is given by E1(k) = E
SO
1 (k) = E
SO
2 (k),
E2(k) = E
SO
3 (k) = E
SO
4 (k), E3(k) = E
SO
5 (k) = E
SO
6 (k),
and E4(k) = E
SO
7 (k) = E
SO
8 (k), in an energy decreasing
order.
4.3 Total DOS and local density at molecular site
From Eq. (4c), energy bands ESOj (k) and wave function
Ψj(k) are calculated as
HˆΨj(k) = E
SO
j (k)Ψj(k) , (5a)
Ψj(k) =
∑
l
dj,l(k)|l > . (5b)
where j = 1, · · · , 8, l = A ↑, A′ ↑, B ↑, · · · , C ↓, and
Ψj(k) denotes the corresponding wave function. Note that
E˜j(k) = Ej(k)− µ.
Using ESOj (k), the DOSs per site and per spin is ob-
tained as
D(ω) =
1
2N
∑
j
∑
k
δ(ω − ESOj (k)) . (6)
N denotes the total number of the lattice sites. Since the
present system is a 3/4-filled band, the chemical potential
µ is obtained from
3 =
∫ ∞
−∞
dω D(ω)f(ω − µ) , (7a)
where f(x) = 1/[exp(x/T ) + 1] is the Fermi distribution
function with T being the temperature taken as absolute
zero. In terms of dl(k), the local density, which denotes
an electron number of respective molecule per unit cell, is
calculated as
nα =
1
N
∑
j,k,σ
[d∗ασ(k)dασ(k)]f(E
SO
j (k)− µ) . (7b)
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with σ =↑, ↓. Note that nA = n
′
A = 1.48 , nB = 1.46, and
nC = 1.58 with µ = 0.1915 eV for the site potential ∆VB
= –0.0046 eV and ∆VC = 0.0207 eV in Table 1.
Here we mention the electronic states close to EF . A
comparison of the state obtained by this TB model with
that of DFT gives the following problem, which is the
subject solved in the next section. The DOS and band
structure obtained from the 4 × 4 model is shown in
Figs 7(a) and 7(b), respectively. We used the transfer en-
ergies and site potentials in the absence of SOC shown in
Table 1 No overtilting of the Dirac cones is found, and
the Dirac point locates at k = kD = ±(0.355,∓0.280),
which generally correspond to that in the DFT bands at
kD = ±(0.333,∓0.299). However, we find that the position
of Dirac point (D) is located 5.5 meV lower than the chem-
ical potential, and the DOS is finite at the Dirac point.
The cusp of DOS (A) is close to EF . Therefore, no ZGS
realizes with this model, and it results in a semimetallic
state with a relation ǫD < ǫA < ǫC, where ǫA = E1(S/M)
– µ : A, ǫC = E2(Y) – µ: C, and ǫD = ED – µ : D.
Next, we construct spin-orbit Hamiltonian using the 8
× 8 model using the intermolecular transfer energies and
site potentials shown in Table 1. As explained above, to de-
velop SO Hamiltonian, the transfer energies are calculated
using MLWFs generated from the Bloch wavefunctions
obtained from self-consistent full-relativistic DFT calcula-
tions. The obtained transfer energies used in diagonal and
off-diagonal matrix elements are shown in Fig. 5 and 6,
respectively. Figures 8(a) and 8(b) show the DOSs and
band structures obtained from the 8 × 8 model, respec-
tively. With this model, the band gap of about 2 meV is
opened where the Dirac points were located. However, no
insulating state realizes with this model, and it results in
a semimetallic state with a relation ǫSOD < ǫ
SO
A < ǫ
SO
C . This
is the same as the result of no SOC model as discussed in
the previous paragraph. Note that the eigenvalue of ǫSOD
is located –0.011 eV lower than the chemical potential µ,
which is slightly deeper than that w/o SOC (ǫD).
In contrast to the results of TB models, the DFT band
structure, which directly calculated using first-principles
method indicates massless Dirac cones with ZGS as plot-
ted in Fig. 1(a). However, the eigenvalues close to the
Dirac points are in a quite narrow energy window; ǫC is
6 meV lower than that of Dirac point ǫD, and ǫA is 3 meV
higher than ǫD. To reproduce such small energy differ-
ences of the DFT bands, distant transfer energies with
small energies that we did not integrate into the model
are essential. It has also been reported that in another
molecular solid of BETS molecule, distant transfer en-
ergies must be included for accurately reproducing DFT
band structure.[60] On these background, we aim to study
the variation of the site-potentials that can realize the ZGS
by performing numerical fitting to the DFT eigenvalues at
C, D, and A, referred as to ǫC, ǫD, and ǫA, respectively, as
plotted in Fig. 1(a).
Note that, the present TB model reproduces the ro-
bust Dirac cones (no overtilting) at least close to the Dirac
point [Fig. 7(b)]. The existence of such a Dirac cone is in
contrast to the previous work, where the transfer energies
Table 1. Effective transfer energies and energy differences in
site-dependent potential energies (∆VB and ∆VC) in eV for
α-(BETS2)I2. ∆VB and ∆VC are the difference of site poten-
tial energies of B and C molecular sites relative to A (and A’)
site, respectively. Transfer energies are truncated at an abso-
lute value of 0.001 eV. The spin-orbit (SO) transfer energies
are truncated at an absolute value of 0.0001 eV.
No SOC w/ SOC
a1 0.0058 0.0053
a2 -0.0197 -0.0201
a3 0.0471 0.0463
b1 0.1394 0.1389
b2 0.1590 0.1583
b3 0.0649 0.0649
b4 0.0187 0.0190
a1′ 0.0138 0.0135
a3′ 0.0043 0.0042
a4′ 0.0219 0.0217
c1 -0.0027 -0.0024
c2 0.0064 0.0063
c3 -0.0038 -0.0036
c4 0.0013 0.0013
d0 -0.0009 -0.0009
d1 0.0104 0.0104
d2 0.0042 0.0042
d3 0.0059 0.0059
s1 -0.0017 -0.0016
s3 -0.0016 -0.0014
s4 0.0023 0.0023
b1so1 -0.0020
b1so2 0.0020
b2so1 -0.0019
b2so2 0.0019
b4so1 -0.0008
b4so2 0.0008
c1so1 0.0007
c1so2 -0.0007
c2so1 0.0003
c2so2 -0.0003
c3so1 0.0006
c3so2 -0.0006
c4so1 0.0001
c4so2 -0.0001
∆VB -0.0046 -0.0047
∆VC 0.0207 0.0208
are obtained from the extended Hu¨ckel method leading to
the overtilted Dirac cone.[35] For the latter case, the vari-
ation of the transfer integral such as Fock term is needed
for the realization of the ZGS.[37] Therefore, the present
result suggests an improvement of the model towards the
ZGS, which is expected to understand the several experi-
mental results for α-(BETS)2I3.
5 Dirac fermions
In the previous section, we have shown that the present
TB model provides a semimetallic state while the DFT
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Fig. 7. (Color online) (a) Density of states w/o SOC obtained
from transfer energies and site-potentials shown in Table 1.
The Fermi level µ locates at 0.1927 eV. The relative energies
of the eigenvalues of A, C, and D with respect to µ are A =
0.0008 eV, C = 0.0051 eV, and D = –0.0063 eV. (b) Two bands
of E1 and E2 for the TB model w/o SOC. Dirac point, which
is defined by a minimum of E1(k) − E2(k) is located at k =
kD = ±(0.39, –0.26).
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Fig. 8. (Color online) (a) Density of states w/ SOC obtained
from transfer energies and site-potentials shown in Table 1. The
Fermi level µ locates at 0.1991 eV. The relative energies of the
eigenvalues of A, C, and D with respect to µ are A = 0.0049 eV,
C = 0.0093 eV, and D = –0.011 eV. (b) Two bands of ESO2 (k)
and ESO3 (k) for the TB model w/ SOC. The eigenvalue of D,
which is defined by a minimum of ESO2 (k)−E
SO
3 (k), is located
at k = kD = ±(0.39,−0.26).
calculation gives the absence of DOS at EF , i.e., the ZGS
or the insulating state. The TB model should give the cor-
rect result if all the transfer energies are included. Since
the actual number of the transfer energies is limited, a
possible improvement of the TB model is a consideration
of Hartree and Fock terms of Coulomb interaction. The
former can be treated within the mean-field, which pro-
vides the site potential,[22] and the latter is estimated as
exchange energy. The present paper examines the mean-
filed by calculating the local density self-consistently. In
fact, site potentials ∆VB and ∆VC are determined from
two energies of E1(M)− µ and E2(Y)− µ.
We examine the Dirac electron between the conduc-
tion band (Ec) and valence band (Ev), which are given
by Ec = E
SO
2 (k) and Ev = E
SO
3 (k) for the SOC and
−0.1 −0.05 0
−0.01
0
0.01
−0.2
−0.1
0
0.1
0.2
εγ
 
ΔVC
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D
C
μ μ 
A−C
0.0029
0.0084
−0.0055
[eV]
[eV]
Fig. 9. (Color online) Site-potential ∆VC dependence of ǫγ ,
where γ = A, C, and D. The self-consistent solution is obtained
as VB = –0.02 eV and ∆VC = –0.053 eV (dot-dashed line),
which give ǫA = 0.0029 eV and ǫC = –0.0055 eV.
Ec(k) = E1(k) and Ev(k) = E2(k) for the no SOC. For
the case w/o SOC, i.e., no SOC, a Dirac point, kD is cal-
culated from
Ec(kD) = Ev(kD) ≡ ED . (8)
The zero-gap state (ZGS) is obtained for ED = µ and
the semimetal is obtained for ED 6= µ. For the case w/
SOC, the insulating state is obtained for µ located in the
gap between ESO2 (k) and E
SO
3 (k) and the semimetal is
obtained otherwise.
We first treat the case w/o SOC to comprehend the
essential features associated with the ZGS, which is ex-
pected at higher temperatures. Next, we study the insu-
lating state in the presence of SOC, which is a novel state
found at lower temperatures. Hereafter, we use notations
of A = ǫA = E1(M) − µ, C = ǫC = E2(Y) − µ, and D =
ǫD = ED−µ, where the coordinations of TRIMs are given
by Γ = (0, 0), X = (0.5, 0), Y = (0, –0.5) and S (M) =
(0.5, –0.5).
5.1 Zero gap state without SOC
We examine the site-potentials, ∆VB and ∆VC , which
are determined to reproduce the energies correctly to the
Dirac point, the bottom of the conduction band at S(M)
point and the top of the valence band at Y point, as
shown in Fig. 1(a). These parameters are calculated self-
consistently from Fig. 9. The solution is obtained as ∆VB
= –0.02 eV, and ∆VC= –0.053 eV, which fairly reproduce
the DFT eigenvalues of A = 0.0029 eV, C = –0.0055 eV,
and D = 0 eV in Fig. 1(a). Since the ∆VB dependences of
ǫA, ǫC and ǫD are found to be small, we only show ∆VC
dependence of A, D, and C for the fixed ∆VB = –0.02 eV
in Fig. 9. With decreasing ∆VC , C decreases while both
D and A increase. When C = D at a certain value of ∆VC
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Fig. 10. (Color online) (a) Two bands E1(k) and E2(k) of
BETS at 30K, which gives ZGS. The chemical potential is µ
= 0.1583 eV, which is taken as the origin of the energy. Dirac
points are k = kD = ±(0.39, –0.26), where E1(kD) = E2(kD) =
ED. (b) Contour plots of E1(k) – E2(k). A pair of Dirac points
is found in the orange region corresponding to 0 < E1(k) –
E2(k) < 0.03 eV. (c) Contour plots of E˜1(k) as the function of
k. The orange region denotes 0 < E˜1(k) < 0.0176 eV, where
the Dirac point is located in the darkest region and the van
hove singularity occurs at an energy of E˜1(M). (d) Contour
plots of E˜2(k). The orange region denotes –0.0176 eV < E˜2(k)
< 0 eV, which consists of two regions including the Y point
and including the Dirac point kD. The van hove singularity
emerges at an energy of the contact point between there two
regions, which is lower than E˜D and E˜2(Y).
(≃ –0.0032 eV), D becomes constant for further decreasing
∆VC , i.e., entering into the ZGS. With further decreasing
∆VC , the solution is obtained as ∆VC = –0.053 eV, at
which µ = 0.1583 eV.
The band structures obtained from the TB model w/o
SOC are plotted in Figs. 10 and 11. In this band cal-
culation, the transfer energies are fixed as the DFT de-
rived parameters w/o SOC, a1, · · · , d3, which is shown
in Table 1 and Fig. 5. Figure 10(a) shows conduction and
valence bands E1(k) and E2(k). These two bands touch
at the Dirac point given by kD = ±(0.39,−0.26). Since
E1(kD) = E2(kD) = ED. the ZGS is obtained where the
conduction band is separated from the valence band. It
turns out that ǫC < ǫD < ǫA, where ǫD = 0, ǫA ∼ 0.0029
eV (A), and ǫC ∼ –0.0055 eV (C). We stress such a relation
ǫC < ǫD < ǫA ,
presents a condition for the ZGS state. In Fig. 10(b), the
energy difference of E1(k)−E2(k) is shown, where a pair
of Dirac points kD corresponding to E1(k) = E2(k) is
located in the middle of the orange region. The contour
extends toward to M and Y point. Figure 10(c) denotes
contour plots of E˜1(k). As shown precisely in Fig. 11 (c),
the trajectory gives the tilted Dirac cone but not the over-
tilted one as found in a TB model. [35] Note that the for-
Fig. 11. (Color online) Dirac cone represented in the magnified
scale, where δk = k - kD. (a) two bands E1(k) and E2(k)
corresponding to Fig. 10. (b) Contour plots of E1(k) - E2(k)
on the plane of δk, where the orange region denotes 0 < E1(k)
– E2(k) < 0.03 eV. (c) Contour plots of E˜1(k) as a function of
δk. The orange region denotes the area 0 < E˜1(k) < 0.01 eV.
(d) Contour plots of E˜2(k) as the function of δk. The orange
region denotes the area -0.01 < E˜2(k) < 0 eV.
mer (latter) trajectory shows an ellipse (hyperbola) close
to the Dirac point. The location of the Dirac point with a
chemical potential [i.e., E˜1(k) = 0] is shown by the dark-
est one in the orange region. The orange region includes
the M point, where the van hove singularity of the DOS
emerges due to a saddle point at an energy of ǫA (> ǫD).
Figure 10(d) shows contour plots of E˜2(k), where the or-
ange region consists of the region (I) including the Y point
and the region (II) including the Dirac point. The van
hove singularity of the DOS occurs at an energy of the
contact point (≃ −0.0176 eV) between the regions (I) and
(II), which is lower than ǫD. This singularity is larger than
that of the Y point due to the saddle point being broader.
Figure 11(a) shows a detail structure of the two bands
close to kD = (0.39,−0.26), where δk = k − kD and
|(δk)x|, |(δk)y| < 0.1. The cone is tilted, where the prin-
cipal axis is rotated by an angle θ with tan θ ≃ –2. Fig-
ure 11(b) presents contour plots of E1(k)− E2(k) on the
plane of δk. The area of the cone given by a fixed energy
shows an ellipse where the ratio of major and minor axes
is about 1.5 corresponding to the ratio of the velocities of
Dirac cone. Figure 11(c) shows a contour plots of E˜1(k)
as a function of δk, where the anisotropy of the ellipse be-
comes large due to the tilting. Figure 11(d) shows contour
plots of E˜2(k), around the Dirac point. The Dirac cone
is tilted opposite to Fig. 11(c), i.e., E˜2(δk) ≃ −E˜1(−δk)
close to the Dirac point.
We have shown that the bands for a TB model without
SOC exhibits the Dirac cone at the chemical potential due
to an unequally ǫC < ǫD < ǫA. This is consistent with the
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Fig. 12. (a) Density of States per site and per spin for a TB
model without SOC as a function of ω − µ, where µ = 0.1583
eV. The symbols A, C and D correspond to ǫA, ǫC and ǫD,
respectively. (b) Total DOS without SOC obtained using first-
principles calculation, where the origin of the energy is taken
at the chemical potential.
band of DFT calculation, which shows the zero-gap state
for the case of w/o SOC. Thus it is useful to verify such a
correspondence by calculating the DOSs. Figure 12(a) is
DOS per site and per spin for a TB model w/o SOC as
a function of ω − µ. We find the above unequally, which
gives a ZGS due to D(ω) = 0 at ω = µ. There is a jump at
ǫC and divergence at ǫA due to a van hove singularity at Y
point and M point, respectively. There is also a singularity
at an energy below D, which comes from a saddle point
in E˜2(k), as shown in Fig. 10(d). Figure 12(b) shows the
corresponding DOS calculated from first-principles. These
two results resemble each other in the sense that the DOS
vanishes at the chemical potential There exist two peaks
both above and below the chemical potential and more
detail calculation of the DOS also shows a jump below
the chemical potential. However there is a difference in the
peak below the chemical potential, which may be ascribed
to the location of the van hove singularity between the kD
and the Y point.
At the end of the subsection, we note on the local
density on the respective sites of nα with α = A (= A′),
B and C. Using site potential ∆VB= –0.02 eV and VC =
−0.053 eV with µ = 0.1583 eV, we obtain nA= n
′
A= 1.44
, nB = 1.41, and nC = 1.71. Compared with the case of
α-(ET)2I3, the ordering of nB, nA and nC is the same but
the difference between nA and nB is smaller that of α-
(ET)2I3, which is obtained as nA= n
′
A= 1.46 , nB = 1.37,
and nC = 1.71. [22]
5.2 Insulating state with spin-orbit coupling
Since the DFT calculation provides the insulating state,
we examine ∆VB and ∆VC by taking the chemical poten-
tial at the bottom of the conduction band, i.e., the mini-
mum of ESO2 (k). These site potentials are determined to
reproduce correctly E1(M)−µ and E2(Y)−µ in Fig. 1(a).
We calculate these parameters self-consistently using Fig. 13.
In a way similar to Fig. 9, the solution is obtained as ∆VB
= –0.02 eV, and ∆VC = –0.053 eV, which satisfy A =
−0.1 −0.05 0−0.02
0
0.02
−0.1
0
0.1
0.2
ΔVC
A
D
C
μ 
μ 
(eV)
A−C
0.0012
0.0075
−0.0063
εγ [eV]
[eV]
SO
Fig. 13. (Color online) ∆VC dependence of ǫ
SO
γ , where γ =
A, C, and D, which denote ǫA, ǫC, and ǫD, respectively. The
self-consistent solution is obtained as ∆VB = 0.14 eV and ∆VC
= -0.044 eV (dot-dashed line), which give ǫA = 0.0012 eV and
ǫC = -0.0063 eV.
0.0029 eV, C = –0.0055 eV, and D = 0 eV in Fig. 1(a).
We only show ∆VC dependence of A, D, and C with the
fixed ∆VB = –0.02 eV in Fig. 13. With decreasing ∆VC ,
both C and A decrease while D increases. When C = D at
a certain value of ∆VC (≃ -0.002 eV), D becomes constant
for further decreasing ∆VC and the solution is obtained
as VC = –0.044 eV.
In the previous subsection of no SOC case, there is a
degeneracy between up spin and down spin bands, while
such degeneracy is removed for the presence of SOC due
to hybridization. Noting the split bands of ESO1 (k) and
ESO2 (k) are convex downward and those of E
SO
3 (k) and
ESO4 (k) are convex upward, we examine the conduction
band of ESO2 (k) and the valence band E
SO
3 (k). The SOC
provides two kinds of gaps between ESO2 (k) and E
SO
3 (k),
One is the direct one by a minimum of ESO2 (k)−E
SO
3 (k)
(> 0 eV). Another is the indirect one by a difference be-
tween a minimum of ESO2 (k) and a maximum of E
SO
3 (k).
The latter is smaller and could be negative in general,
while the gap in the present case remains positive leading
to the insulating state.
Here we note a difference in the energy between ESO1 (k)
and ESO2 (k) [and also E
SO
3 (k) and E
SO
4 (k)]. Such a quan-
tity, which extends over the entire Brillouin zone, is at
most 0.001 eV and becomes zero at TRIMs within the
numerical accuracy. Further, these two bands completely
degenerate in the DFT calculation. Thus such a difference
may be ignored.
Figures 14 and 15 show energy bands in the presence
of SOC, where ∆VB = 0.14 eV and VC = –0.044 eV (see
Fig. 13). Figure 14(a) represents two bands of ESO2 (k)
and ESO3 (k), where the chemical potential is given by
µ = 0.1771 eV. In the case of SOC, ESO2 (k) − E
SO
3 (k)
becomes minimum at k = kD = ±(0.48,−0.42), which
is defined as Dirac point. We obtain the band gap of
ESO2 (k) − E
SO
3 (k) ≃ 0.0015 eV at k = kD. Energies of
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Fig. 14. (Color online) (a) Two bands ESO2 (k)(k) and E
SO
3 (k)
for the TB model w/ SOC. The chemical potential is given by
µ = 0.1772 eV. Dirac point, which is defined by a minimum
of ESO2 (k) − E
SO
3 (k), is located at k = kD = ±(0.48,−0.42)
with ǫD ≃ 0. There is an insulating gap ∼ 0.001 eV, which is
invisible in the figure. (b) Contour plots of ESO2 (k)−E
SO
3 (k).
A pair of Dirac points is found in the orange region, which
is obtained for with 0 < ESO2 (k) − E
SO
3 (k) < 0.03 [eV]. (c)
Contour plots of E˜SO2 (k) as the function of k, where the cone
is tilted. The orange region is given by 0 < E˜SO2 (k) < 0.01 [eV].
(d) Contour plots of E˜SO3 (k). The orange region is given by –
0.01 < E˜SO3 (k) < 0 [eV], where the contact point connecting
Y point and the Dirac point gives a saddle point.
TRIM close to ǫD are ǫ
SO
A = E˜
SO
2 (k) at the M point and
ǫSOC = E˜
SO
3 (k) at the Y point. Thus we find
ǫSOC < ǫ
SO
D < ǫ
SO
A
which is the same as the previous subsection but the in-
sulating state as shown later. Figure 14(b) shows a con-
tour plots of ESO2 (k)− E
SO
3 (k). A pair of Dirac points is
found in the orange region, which is given by 0 < ESO2 (k)
– ESO3 (k) < 0.03 eV. The energy decreasing order of the
eigenvalues of ESO2 (k) at TRIM are Γ, Y, X , andM points.
Figure 14(c) shows contour plots of E˜SO2 (k) as the func-
tion of k, where the cone is tilted toward the M point. The
orange region is given by 0 < E˜SO2 (k) < 0.01 eV, which
includes the M point corresponding to the saddle point.
Figure 14(d) shows contour plots of E˜SO3 (k). The tilting
of the Dirac cone is opposite to that of Fig.14(c). The or-
ange region is given by –0.01 < E˜SO3 (k) < 0 eV, where
the contact point connecting two regions with the Y point
and the Dirac point gives a saddle point.
Figure 15(a) shows a magnified scale of ESO2 (k) and
ESO3 (k) as a function of δk = k − kD. The minimum of
ESO2 (k)−E
SO
3 (k) gives a direct gap ≃ 0.0015 eV at kD =
(0.48, –0.42). There is an indirect gap between a minimum
of ESO2 (k) at ±(0.48, –0.43) and a maximum of E
SO
3 (k) at
±(0.48, –0.41), which is estimated as ≃ 0.0005 eV. Note
that the former is the optical gap with the fixed momen-
Fig. 15. (Color online) (a) Dirac cone with bands ESO2 (k) and
ESO3 (k), where δk = k−kD, i.e., the deviation from the Dirac
point. (b) Contour plots of ESO2 (k) − E
SO
3 (k) as a function of
δk, where the orange line corresponds to ESO2 (k)−E
SO
3 (k)(<
0.03eV ). The quantity ESO2 (k)−E
SO
3 (k) takes a minimum, ∼
0.0015 eV at kD = ±(0.48,−0.42). (c) Contour plots of E˜
SO
2 (k)
as the function of δk. The orange region denotes the area of
0 < E˜SO2 (k) < 0.01 eV. (d) Contor plots of E˜
SO
3 (k). The orange
region denotes the area of −0.01 < E˜SO3 (k) < 0 eV. The Dirac
cone is tilted opposite to (c).
tum and the latter is a gap relevant to DOS and gives
rise to the insulating state. Figure 15(b) shows contour
plots of ESO2 (k) − E
SO
3 (k) on the plane of δk, where the
origin corresponds to the Dirac point. The orange region
is given by 0 < ESO2 (k) − E
SO
3 (k) < 0.03 eV. The SOC
has an effect of increasing the anisotropy. In Fig. 15(c),
contour plots of E˜SO2 (k) as the function of δk, where the
orange region denotes the area 0 < E˜SO2 (k) < 0.01 eV.
The tilting of the cone is almost oriented to the the M
point. Figure 15(d) shows contour plots of E˜SO3 (k), where
the tilting is opposite to that of Fig. 15(c). These behav-
ior suggests that the Dirac point is close to the merging,
which has a common feature with the previous result.[37]
Figure 16(a) shows the DOS as a function of ω − µ,
where µ = 0.1771 eV. We also find the same unequally as
ǫSOC < ǫ
SO
D < ǫ
SO
A but the insulating state due to a finite
gap around ω − µ ≃ 0. There are two singularities below
D. Compared with Fig. 12(a), the distance between two
peaks of A and C become small, and the height is reduced.
The inset denotes the magnified scale close to ω = µ where
the insulating state is expected from a small gap (≃ 0.0005
eV). Figure 16(b) shows DOS per site obtained using the
first-principles calculation. Both the behaviors are similar
except for the region above ω = µ, where the anisotropy of
Dirac cone becomes large due to the Dirac point close to
the TRIM. There is a common feature that the distance
between the two peaks is slightly narrow for the case w/
SOC.
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Fig. 16. (a) DOS per site and per spin for a TB model w/ SOC
as a function of ω−µ, where µ = 0.1771 eV. The inset denotes
DOS close to ω = µ. The symbols A, C and D correspond to
ǫSOA , ǫ
SO
C , and ǫ
SO
D , respectively. (b) Total DOS per site with
SOC obtained by first-principles calculation where the origin
corresponds to the chemical potential.
6 Discussion
Finally, we discuss a possible electron correlation in ZGS
of α-(BETS)2I3, using two ingredients of local densities
and site-potentials. At the end of 5.2, the local densities
in the presence of the optimized site-potential are calcu-
lated as nA = n
′
A = 1.44, nB = 1.41, and nC = 1.71 for
the case w/o SOC. The difference between nA and nB is
small compared with that of α-(ET)2I3 and such a fact is
compatible with the result of the experiment.[40] In the
present paper, we optimized the site-energy potential to
reproduce the DFT’s energy band close to the Dirac point
(Fig. 9). This potential may originate from the one-body
effect such as the anion potential of I3
− or from two-body
effect like a mean-field of the short-range Coulomb inter-
action, which gives the electron correlation. We discuss
the latter case, where the explicit form of such site-energy
potentials has been discussed in Ref.[22]. Taking the po-
tential of the site A as origin, potentials ∆VB and ∆VC
corresponding to Eqs. (2b) and (2b) are evaluated as
∆VB = VB − VA = U(nB − nA)/2 + 2Va(nC − nA)
+2Vb(2nA − nB − nC), (9a)
∆VC = VC − VA = U(nC − nA)/2 + 2Va(nB − nA)
+2Vb(2nA − nB − nC). (9b)
We take on-site repulsion U = 0.4 eV, which is the same
value used for α-(ET)2I3 in the previous study.[22] The
site-energies are set to be ∆VB = –0.02 eV, and ∆VC =
–0.053 eV, which are obtained in Fig. 9. Note that quan-
tities Va and Vb can be determined from these two equa-
tions using values of nA, nB, and nC . The solutions for
the titled compound are obtained as Va = 0.155 eV, and
Vb = 0.202 eV, which are larger than those in α-(ET)2I3
(Va = 0.17 eV and Vb = 0.05 eV) and the anisotropy is
reduced. This is reasonable since the electronic states of
α-(BETS)2I3 can be regarded as a higher pressure phase
of α-(ET)2I3 due to the Se substitution and the insulating
behavior of resistivity is seen at a lower temperature. Fur-
ther, we note that our obtained values of nA, · · · , and nC
are self-consistent solutions, since these local densities are
calculated in the presence of the external fields ∆VB and
∆VC obtained from Eqs. (9a) and (9b). Thus, from the
self-consistent treatment, where VB and VC are also de-
termined to reproduce the DFT bands. We conclude that
such large magnitude of Va and Vb is attributable to the
electron correlation of α-(BETS)2I3 being larger than that
of α-(ET)2I3.
7 Conclusions
We studied Dirac electrons in α-(BETS)2I3 at a low-
temperature structure of 30K and found the following re-
sults. We found Dirac electrons with ZGS using the first-
principles DFT calculation method and the TB model
with transfer energies evaluated from maximally-localized
Wannier functions. For the case w/o SOC, we obtain the
ZGS with massless Dirac cone band dispersion, while an
insulating state with an indirect band gap of about 2 meV
appears for the case w/ SOC. The energy spectrum close
to the ZGS is analyzed carefully by comparing it with
some eigenvalues at the time-reversal invariant momen-
tum (TRIM). The introduction of site-potentials in the
TB model was crucial to obtain a reasonable energy spec-
trum close to the Dirac point and along a line connecting
two relevant eigenvalues of the TRIM. We also calculate
the DOSs close to the Fermi energy from both the TB
model and the first-principles method to find a reasonable
agreement with each other indicating the validity of the
effective TB models. The analysis of the site-energy po-
tential in terms of the Coulomb interaction suggests that
an electron correlation in α-(BETS)2I3 is larger than that
of α-(ET)2I3 due to the replacement of the S atom by the
Se atom.
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