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SOBRE UNA DEFINICION DE CARDINALES FINITOS
EN UN TOPOS ARBITRARIO
por
Osvaldo ACUNA ORTEGA
Resumen. En este articulo introducimos una definicion de car-
dinal finito en un topos E arbitrario y probamos que esta es
equivalente a la definicion de cardinal finito en el caso de
que E tenga el objeto de los numeros naturales (ver Defini-
cion 6.21 de (P.J.T.)). Aun mas probaremos que la categorfa
llena de estos objetos forman un topos con el axioma de selec-
cion. Antes necesitamos algunas definiciones y resultados
preliminares.
No puedo continuar sin dar mi mas sincero agradecimien-
to a Fred Linton, cuyas observaciones y sugerencias han side
centrales en este articulo, especialmente en la prueba del
ultimo teorema.
DEFINICION. Sea E un topos, X e: lEI y R c XxX. (X,R) es
un preorden si: (i) R es reflexiva; es decir 6X c R (0 su
equivalente, x e: X => (x,x) e:: R). (ii) R es t r an e i t i.v a :
(prl ,pr4):RxXxXR -+ XxX se factoriza a t rave s de R donde RXxxXR
es definido por el siguiente producto fibrado:
------. R
IpT,
P1T2-----=---_:> X
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( 0 su equivalente: (x,y) E:: "R" II (y,z) E:: "R" ~ (x,z) E:: "R" ) .
DEFINICION. Sea X E lEI Y (X,R) un preorden.
(i) (X,R) es un or de n parcial Si R es an t i s ime t r i ca ; es de-
cir RnRoP =!::.X (0 internamente (x,y) E: RII(y,x) E:: R ~x=y)
donde ROP = {(x,y)/(y,x) E:: R}.
(ii) (X,R) es un or den total (0 lineal) si (X,R) es un orden
parcial y R U ROP = XxX. Internamente esta condici6n se tradu
ce como F (x,y) E: XxX ~ (x,y) E: R v (y,x) e:: R.·
Si (X,R) es un preorden, escribiremos xRy cada vez que
tengamos (x,y)e:: R.
o aSea E un topos con los numeros naturales 1 + N + N Y
sea ~ definido po r : F (n,m) e:: ~ - 3ke:N (n+k = m) , es u n or-
den total para N. Consecuentemente todo subobjeto de N here-
da un orden total inducido por ~. En particular todo cardi-
nal finito es totalmente ordenado.
Note que si (X,R) es un preorden (orden parcial, orden
total) entonces (X,RoP) es un preorden (orden parcial, orden
total).
PROPOSICION 1. Sea X E: lEI Y (X,R) un o~den pa~cial.
La~ ~i9uiente~ p~opo~icione~ ~on equivalente~.
(i) R es un onde:« total y X e~ decidible (F x,y e:: X ~ X = Y
v x F y).
(ii) R e~ un o~den total y (R n (-, !::.X)) + !::.X= R.
(iii) sz Ro R n (I !::.X) entonce~ Ro + !::.X+ RgP = XxX (R sat.i»>
6ace l~ ley de t~icotom~a).
(iv) R e~ un o~den total y e~ comptementado en XxX.
Pr u eba . (i) ~ (ii): 1= (x i y ) <;;: R ~ (x,Y) E:: R /I. (X=yvXFY)
~ ((x,y) e:: R /I. X = y) v ((x,y) E: R " x '" y)
~ (x,Y) e:: !::.Xv (x,y) e:: R n ClfiX)
~ (x,y) E!::.X U (R n (-, fiX))
Por 10 tanto R c: !::.XU (R U (I !::.X)); es claro que fiX U (R n (.,fiX))
c: R, par 10 que R = fiX U (R n (I fiX))'
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(ii) => (iii). Tenemos fl.XURo = R sabemos que Ronfl. 0
Por otro lado XxX = R U ROP = R U fl.XUROP. Note que ROP =
op op °Ro U fl.X Y que Ro n fl.X = 0. Por 10 tanto tenemos XxX
Ro U fl.XU R~P Y esta es una union disjunta (Ro n ROP = 0), es
decir XxX = R + fl.X+ ROP° °(iii) => (iv). Como XxX = R +fl.X+RoP. Tenemos:
° °
XxX = R + fI. + ROP c R UROP c XxX
° X °
Concluimos que R U ROP = XxX Y R es total. Probemos que R tie-
ne complemento en XxX. Como X es decidible (-!fl.X = Ro + R~P) Y
R es un orden total de (i => ii) tenemos que R = Ro + fl.X ; en-
tonces XxX = R + ROP.
°(iv) => (i). Hay que probar que X es decidible. Consi-
dere:
F (x ,y) E XxX => (x,y) E R v (x,y) ¢ R
~ (x,y) E R v ((x,y) ¢. R II (x , y) ¢:. fl.X)
=> (x,y) E R v ((X,Y)E ROP II (x,y)Etfl.X)
=> (x,y) E R v ((x,y) E ROP II X 1 y)
=> (x,y) E R v (x,y) e:: ROP n l fl.x
=> (x,y) E R U ROP.
°
Por 10 tanto XxX = R UR~P. Ahara bien,
y R n ROP cRoP c IfI. ; entonces R n ROP
° ° X °decir R n ROP = £I. Tenemos entonces que
°en XxX es ROP. Por otro lada considere
°
R n ROP eRn ROP = fI.
° x
cifl.xnfl.x= 0, es
el complemento de R
el siguiente producto
fibrado:
-------. X x X
]
-------~~ R
Como R es complementado en XxX, sera tambien ROP. Como R es
un orden total y (RoP)oP = R, por simetria podemos concluir
que XxX = ROP U (Ifl.X n (RoP)oP) = ROP U (itJ.X nR) = ROP U Ro;
entonces XxX = ROP + Ro' Considere:
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XxX x-x n x-x = (R U ROP) n (RoP U R )o 0
R n ROP URn R U ROP n ROP U ROP n R
o 0 0 0
c 6 U R U ROP U ROP n RX 0 0 0
6 U R U ROP U 0X 0 0
Por 10 tanto XxX = 6X U R U ROP , Y como 6X n (R U ROP) co 0 0
(6X n 16X) en tonces XxX = 6X + (Ro U R~P), es deci r X es deci-
dible. Y esto concluye la prueba. A
Sea (X,,) un objeto totalmente ordenado en E. Entonces
(X + 1,.:S')es un orden total, donde.:S' =.:S+ 'l xX + lxl c (X+l)x
(X+l). (X+l) puede verse como un reticulo con uni6n binaria
y elemento 0 (reticulo con uniones f ini t as}; doncle
V: (X+l)x(X+I) -+ (X+1) es tal que V/.f!,' = prZ!':s'y V/(~l )op =
pr
1
/(.:S')oP. Como (.:S') U (.:S')op= (X+l)x(X+l) y (.:S')n (")op =
6
X
+
1
' V est5 definida y 0:1 .... X+l es la inclusi6n can6nica
1 .... X+1.
DEFINICION. Sea (X,,) un objeto totalmente ordenado.
Denote por Vx el homomorfismo Gnico de reticulos con uni6n
finita tal que:
X >>------->- X + 1
conmuta. Note que si 1 ~ N ~ N es el objeto de los nGmeros
naturales en un topos E, N es un reticulo con uniones fini-
tas respecto al orden total can6nico de N. Sea SUPN:K(N) ....N
el Gnico morfismo de reticulos con uniones finitas tal que
(SuPN)o{·}N IN'
r0, +Es conocido que para todo X e: IE I, 1 ....K(X) +- K (X)
es un diagrama de coproducto, donde K+(X) es el subobjeto
Xm5s pequeno de n tal que es cerrado bajo uniones binarias y
que contiene a {o}X.
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LEMA 2. Sea (X,~) un objeto totaimente o~denado, en-
+ + .ton~e~ K (X) = {X' E K (X)/V (X') E X'}. En pa~t~~uia~ iax
6un~~6n Vx/K+(X) :K+(X) + X e~ de ~eie~~~6n, tai que,
FX' E: K+(X) =>lJ x(a E: X' =;.a~V (X')" V (X') "" X',).aE x x
Pr ue b a , Sea L(X) = {X' E: K+(X)/V (X') E: X'}. Sera s u-
x
ficiente probar que L(X) es cerrado bajo uniones binarias y
que contiene a {o}X.
(i) F x E: X ~ Yx ( lx l) = x
~ Vx ({x}) E: {x I.
Por 10 tanto (o}X se factoriza a traves de L(X).
(ii) F X, ,Xz E: L(X) =;. Vx(X, U XZ) = Yx(X,) v Vx(XZ)
~ Vx(X, U Xz) = Vx(X,) v Vx(X, U XZ) =Vx(XZ)
~ Vx(X, U XZ) E X, v Vx(X, U XZ) E: Xz
~Vx(X1UXZ)E: X1UXZ
~X,UXZ E: L(X).
Por 10 tanto L(X) es cerrado bajo uniones binarias y contie-
ne a (o}X' entonces K+(X)c L(X), 1uego L(X) = K+(X). Por
otro 1ado tcnemos:
=;. X' = X' U {a}
~ Vx(X') = Vx(X') v Vx({a})
=;.V ({a}) ~ V (X')x x
=;.a~V(X').
x
Entonces F X' E: K+(X) ~ ((a E: X' ~ a ~ Vx(X')) " Vx(X') E: X'),
de 10 cua1 inferimos
FX' E: K+(X) =;.11 (aE: X' ~a~V (X'))"Y (X') E: X'. A
aEX x x
Sea (X,~) tota1mente ordenado. Aplicando el lema ante-
rior a (X,~op), 1a funci6n VOP:K+(X) + X es tal que:
x
F X' E: K+ (X) ~ II (aE: XI ~ a ~0Pv (X' )) " yOP (X ') EX' .a ex x x
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es deeir,
F X' E K+(X) '* V. (a E X' '* VOXPCX')~ a)" VOxp(X') E X'.ae:x
COROLARIO 3. S-<-(X,:;;) e.6 Urt oltdert total tertemo.6:
p,X'E K+(X) ~ V. (a E X' ~ yOp(X')~a~V (X'))"Vx(X') EX'"ae:x x x
VO p ( X ') E X I ) •
X
DEFINICION. (i) Sea X E lEI y p " (X) = {X'E rtx/] X x EX'}
XE:
Deeimos que X tiene un morfismo de selecci8n si existe:
+ fP (X) ~ X tal que:
F X' E p+(X) => f(X') E: X'.
(i i) Si (X .s ) es un objeto pareialmente ordenado, decimos .que
es bien ordenado si existe un morfismo de seleeeion
V:P+(X) -+ X tal que:
TEOREMA 4. (Zermelo). Sea E un ,topO.6 Booleavto Ij
X E lEI; .6-<-X tierte urta 6un~i6rt de .6ele~~i6n evtton~e.6 X e.6
bc e n o n d e.nn do ,
La prueba de este teorema aparecida en la tereera edi-
cion alemana del Mengenlehere de Felix Hausdorff es v§lida
en eualquier topos booleano. Esto fue deseubierto par C.J.
Mikkelsen.
TEOREMA 5. La.6 -6iguiertte-6 a6iltma~iovte-6 -60rtequivalen-
te-6 palta X E lEI, K-6irtito.
(a) X admite en E un oltden total:;; Ij X e-6 de~idible.
(b) X E IEdkfl Ij en Edkf X admite urt o/tden total ~
(c) XE IEOkfl Ij X e6 biert oltdertado ~omo objeto de Edkf
(d) XE IEdkfl Y X e6 dobiemente bien Oltdenado ~omo objeto
de Edkf
(e) X E IEdkfl Y X admite una 6un~i6n de -6ele~~i6rt en Edkf
(e.xi-6te T:K+(X) ,*X tal que FA E K+(X) ~T(A) E A)
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(f) X e6 cop4oyectivo como objeto de Edkf (todo A:Y + K+(X)
admite a: Y + X tal que CalX LA pa4a Y objeto de Edkf)'
Prueba. Edkf denota la eategoria llena de todos los
objetos K-finitos deeidibles de E. Esta categoria es un ta-
pas booleano, para mas detalles ver (A.L.F.).
(a)~ (b). Sabemos que la inclusion Edkf e E preserva y re-
fleja limites finitos y ademas uniones y coproductos fini-
t os, como ~ >-+ XxX tiene eomplemento tenemos que ~ E IEdkfl
par 10 tanto (X,~) es un orden total en Edkf si y solo si
(X,,) es un orden total en E y X es decidible.
(a)- (d) sigue del corolario 3. (d) ~ (c) es trivial.
Todo objeto bien ordenado en Edkf es totalmente ordena-
nado en Edkf par 10 tanto (c) ~ (b). (d) ~ (e) es trivial.
(e) 9 (f). Sea T:K+(X) + X una Eun cion de s elecci on para X.
Entonees VA (A E K+(X) ~ {T(A)} e A) es internamente valida,
par tanto es valida en la semantica de Kripke-Joyal. Enton-
+ees tenemos que para todo Y E lEI y A:Y + K (X), {.}oToA =
{T(A)} e A para eada A, obteniendose la condieion (f) para
a = ToA.
+(f) 9 (e). Tome A = 'K+(X); entonces existe T:K (X) + X tal
que {.}oTe 'K+(X); es decir FVA (Ae:: K+(X) =?{T(A)} eX),
que es exactamente la eondicion sabre T para ser morfismo
de seleceion en Edkf'
ee) 9 (c). Todo morfismo
un morfismo de seleccion
par el teorema de Zermelo
probando esto (c).
+T:K (X) + X can la propiedad (e) es
para X en el tapas booleano Edkf y
X tiene un buen orden en Edkf,
DEFINICION. X E E es un cardinaZ [inito combinatorio
si X es K-finito y satisface alguna de las condiciones equi-
valentes del teorema anterior.
EJEMPLOS. Note que todo cardinal finito en un tapas
can el objeto de los numeros naturales en un cardinal fini-
to combinatorio, puesto que es K-finito y totalmente ordena-
do.
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PROPOSICION 6. Sea E un toPO& can el objeto de lo& nu-
me~o& natu~ale& ~ N, N ~ N. Si X e& un &ubobjeto K-6inito
de N entonce& X e& un ca~dinal 6inito.
rx, SUPNPmceba , Sea n = 1 - K(N) __ N, entonces par defini-
cion de SUPN, X esta contenido en [n+1]. Par ser X K-finito
y decidible, X es complementado en [n+1] par lema 1.3 de (A.
L.F.); Y par tanto usando lema 6.26 de (P.J.T.) X es un car-
dinal fini to.
DEFINICION. Sea E un topos can el objeto de los nume-
ros naturales N y 11; N tal que ~ c [n]x[n] es un orden to-
tal. La funcion sucesor a':[n]-+ [n] can respecto a ,.$' es
dada por:
A'
I I
a'[n] -.---'---- [n]
1 r Min~,
A >K+([n))
donde A Y A' estan definidos par los siguientes productos fi-
brados:
A • K+ C[n))
1 1
[nJ tseg<' [] (tSeg<'(m) {x/m <' xl )---2 n
1 1 r,pA' ~ 1
y En] = A' +A, puesto que 2[n] = K+([nJ) + 1. Note que a'
preserva ~' y 1= VXE [n]X~' o 'x ,
PROPOSICION 7. Sea
totale&. Entonce6 exi&te
Que p~e6e~va o~den.
Prueba. Es suficiente probar la propos1c10n para
~" = ~ el orden cancn i co de [an) y ~' un orden total arbi-
!; N Y ~", ~' c [an)x[an]
un i60mo~6i&mo f: (~, ~ ") ....
6~deY!e6
([xi],~ ')
trario.
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Sea a': [an] + [an] 1a funci6n sucesor de [an] respec-
to a .:S': f:N + [an] es e1 fm i co morfismo tal que:
__ 0_' _~) [an]
fl
.1--No ----~~ Na
donde 0,::,= Min,::'([an]). Mostrare que f/ [an]:[an] + [an] es
" "un isomorfismo que preserva orden.
Primero probaremos que f:N + [an] preserva orden. Con-
sidere S' = {e E N/V N(m E N ~ f(m)~' f(m+e)}~ N. Es clarome:
que 1 ~ N se factoriza a traves de S'. S' es cerrado bajo
ap1icaciones de 1a funci6n suceso:
FeE S" mEN ~ f(m)~'f(m+e)
~ a' (f(m));::'a'(f(m+e))
~ f(am);::'f(a(m+e))
~ f Im)s 'f(m+ae).
Por 10 tanto Fee:::S' ~ (m E N ~ f(m)~' f(m+ae)) y en conse-
cuencia tenemos
FeE S' ~Vm(mEN~f(m)~' f(m+ae))
~aeES',
entonces FeE S' ~ ae E S'. Por inducci6n S'N; probando
esto que f preserva orden.
Consideremos f' = f/[a2n]: [a2n] + [an]; f' no es inyec-
tiva, porque si 10 fuera, [a2n] est arLa sumergido en [an] y
tendria comp1emento en [an] y por 10 tanto podrl.amos cons-
trul.r un epimorfismo Q: [an] + ~2nJ, 10 cual no puede ser por
e1 ejercicio 4 pagina 221 de (P.J.T.). Podemos afirmar en-
tonces que en e1 topos de cardina1es finitos es va1ido:
3· [ ) j < an" f(j) = f (o j ) . Pero como este topos es cerra-J GO an
do bajo equa1izadores y toma imagenes de funciones entre car-
dina1es fini tos, podemos afirmar F 3 j E: [an]j < an" f(j) =
f(aj) en E.
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Consideremos R = {j < an/f(j) = f(aj)} -+ [an]. Como
~] , f(') = f(aJ'), tenemos rR' E K+([an]). Sea
I j E [an] J < an A J
no = Max R. Sabemos que F no < n v no = n pero:
F no < n v no = n ~ ano ::; n v no = n
~ (ano .::; n A no E R) v no = n
~ (ano ::; n A f (n ) = f (an )) v no = no 0
~ (an ~ n Aa' f (n ) = 0' f (an. )) v n = n0 000
='> (an .::; nAf(an) = f(a2no)) vn = n0 0 0
='> (an E rR' Aan ~ n) v n = n
0 0 0
= n
='> falso v n = no
~ n = n.
o
Por tanto n = n; es decir F fen) = f(an).
o
Sea S = (m E N/f(n) = f(n+m)} -+ N. Es claro que 1 ~ N
se factoriza a traves de S. Probemos que S es cerrado bajo
a:N -+ N:
F m E S =;. fen) = f(n+m)
=;. a'f(n) = a'f(n+m)
~ f(an) = f(a(n+m))
(F fen) = f(an)) ~ fen) = f(n+am)
~ am E: S.
Por 10 tanto S = N. Es decir, hemos probado que V Nn ~ m ~. mE:
fen) = f(m). En consecuencia tenemos que Im(f/[anJ) = Im(f);
en particular Im(f)~ [an] es K-finito y tiene complemento
en [an]. Sea T = {x E [an] Ix 1: Im(f)} el complemento de Im(f)
en [an], sabemos que rT' E: K( [an]). Por 10 tanto
Por otro lado:
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F "T' 0·v 'T'cK+([on])~ (:I P = Min , 'T' "0 ,<'p "p£[on] ~ ~
~ (] ] 0' m = p x p = Min 'T' "pEN mE;-,j
+
"T' c K [on]" 0~' < ' P " P E 'T') v 'T' 0
'9(1 ] o'm=p"p=MinpEN mEN ~'
"T' " p c 'T' " m<'p) v 'T' = 0
'9 (l N1 Nm E Im(f) " 0' m = p x ppc me
= Min 'T' "p E 'T') v 'T' = 0
~o N1 N1'Nm=f(m,),,0'm p"p
pC" TIlE me
= Mi.n "]" tIp Ie: 'T') v 'T' = 0
- (1 N1 'No'(f(lll')) = P"P E'T')V'T' 0pc m E:
'9 (l ,p E:: Im(f) "p E 'T') v 'T' = 0p,m
'9 (J ,p E Im(f) " p ¢ Im(f)) v 'T' 0p,m
=? falso v 'T' = 0
~ 'T' = 0
Por 10 tanto Im(f) = [an].
Sea s = Min{x E:: [an]/f(x) = f(ox)}. Probaremos que
f/[as] es un monornorfismo. Trabajando en Efincard' tenernos:
F~je: [slj < s Af(j) = f(oj)
~1· [Jj<s"s~jJ e:: S
~ falso.
Po r 10 tanto [~. []j < s ;...f(j) = f(on] 0 es decirJ e:: SF Vjc[s]f(j) F j(oj) por 10 tanto f/[osJ es un monornorfisrno
en Efin d' entonces 10 sera en E, puesto que F_. deEcar 1:1n car
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preserva monomorfismos.
Probamos de igual
Im(f/[asj) = Im(f). Por
decir f/ [an]: [an] -+ [an]
nmanera, como en el caso de -+ N que
10 tanto as = an entonces s = n; es
es un isomorfismo que preserva orden.
COROLARIO 3. Se.a f: [p] -+ [an] u n monomolt6·L6mo de. c.alt-
diYlale.-6 6iYld:o-6. EYltoYlc.e.-6 e.xi-6te. Uyl automolt6iMJ10 de. [em] .tal
que. f c.ompue.-6to C.Oyl e-6te. plte.~e.ltva e.l oltde.Yl c.aYl6Ylic.o.
Pr u eb a . f([r]) c [an] es un cardinal fi;ito. Sea ~o el
orden total que hc reda f([p]) del orden c anoni co de [p]. Sa-
bemos que exi st e T cardinal finito tal que [an] = fC[r1)+T.
Sea ~2 un orden total para T, entonces ~ I = ~o + ~2 + f( [p])xT
es un orden t o t al para [an]. Por la proposici6n 7 existe
h:([anl),~I)::: ([an],~) au tornor f i smo que preserva orden y
claramente hoE: [r] -+ [an] preserva el orden canonico.
DEFINICION. Si E es un topos con el objeto de los nG-
meros naturales y X € lEI un cardinal finito combinatorio
con un morfismo de: seleccion Tx:K+(X) -+ X. Sea
G = ({.) + 1) 0 (T + 1) : 2X = K+ (X) + , -+ X + 1 -+ K+ (X) + 1 = 2X,. X x X x..Slll:2 -+ 2 es dc f in i do por FH(Xl) = G(iXl) U Xl; denote
fx el morfismo Gnico tal que el siguiente diagrama conmuta:
Note que t=X' E:: 2X =>G(X') eX'.
En la catcgoria de los conjuntos y funciones fx define
la siguiente sucesi6n:
n = 0, f (0) ~ r 0' f (') = {x }
x ' x l
fx(2) = {x, ,xZ }
fx(3) = {x"xZ,x3}
fx(4) • {x"xZ,x3,x4}
Xl
.x:1 Xz
x, X7 x,
x, Xz x3 X4
n =
n = Z
n = 3
n = 4
gO
LEMA 9. Si X E I E I c o n la-& hip6te.-&i-& de. la de.6irtic..i6rt
+artte.~io~ Tx:K (X) ~ X mo~6i-&mo de. -&e.le.c.c.i6rt.Erttortc.e.-&
rX':1 ~ zX -&e. 6ac.to~iza a t~av~-& de. la image.rt de. fx'
Prueba. Como X es K-finito decidible, existe Wy:V ~ 1
epimorfismo tal que V*(X) es un cardinal finito en E/V (P.J.
T.). V* (-) es un funtor logico y coexacto, entonces
K+CV*(X)) = V*(K+CX)), V*CTx) es una funcion de seleccion
* *pa ra V CX) y V (fx) = fv* CX)' donde fV* (X) es generado par
V*CTx) de acuerdo a la definicion anterior.
*Es suficiente probar el lema en E/v para V (X) con
TV*(X) = V*(Tx)' puesto que si rv*cx), se factoriza a traves
de la imagen de V*(fx) = fV*(X) entonces rx,xV:V ~ ZXxV se
factoriza a t raves de Im(fx)xV. Pero pr,.crx,xV) =ri'owV se
factoriza a traves de Im(fx):
Pero existe r:l + ImCfx) tal que los triangulos conmutan; por
10 tantorX' se factoriza a traves de Im(f ). Sin perdida dex
generalidad podemos asumir que X es un cardinal finito can
Tx:K+CX) ~ X una funcion de seleccion.
Existe p: 1 ~ N tal que zX [pl. Considere A = {n £ N/
fxCn) F fx(an)}, B = (n ~ N/fxCn) = fxCan)}. Como ZX es de-
cidible N = A+B. Note que (fx)/A es monomorfismo creciente.
Aun mas 1= fx(n) = fxCan) '* fxCn) = rx,:
F fx(an) = fxCn) '* G(ifx(n)) c fx(n)
+Cifx(n) e= K (X)vlfxCn) = r0')"*Tx(ifx(n)) e= fxCn)vifxCn) r0'
CZXes decidible)'* TXCI fxCn))-= fxCn)n I fxCn)v rX' := fxCn)
9 falsov rX' = fx (n)
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En particular tenemos que f (n) = f (on) II m >-- nx x
f (01). Par otro lado tenemos que F n e: A ~ [on]
x
cf[p]':
~ f (n) =x
c fA' II [on]
f (n) f f (on) IIm ~ n < on II f (m)x x x
= fx(om)
~ fx(n) f f (on) II f (m)x x
f (m) f (n)x x
~ f (n) f f (on) II f (n)x x x
~ falso
f (on) II
X
En consecuencia, [n e:: fA' II m <on] n [m e:: fE"] = 0. Pero como
AU B = N tenemos [n e:: A II m < on] c [m e:: A]. Como:
n e::' A' II m < on ~ m e: fA'
Por 10 que F n e:: fA' "* [on] c fA'.
Por otro lado [pJ n A es complementado en [p] entonces
es un cardinal finito. f' = f/[ap]nA:[apJ n A + [p] es un
monomorfismo, por el corolario 8 podemos asumir que f' pre-
serva el orden canonico. Entonces:
~3je::[op]j = Max in e; [ap]/n ~ f'(n)} II f[apf cA'
~]j e::[op]j = Max{n e:: [op]/n ~ f' (n)} /[opT c fA' II (j < P v
j = p)
"* C1jE:[ap]j + 1 ~ P II j =Max{n e: [cpj Zn ~ f' (n)}11
f[ap]' c "A") v p ~ f'(p) < P
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~3. [ Jj + 1 E fA'" j + 1 e:: [ap]" j = Max[n E: [op]/n~ f' (nj l vJ e:: op
falso
~3. [ ]fl(j) < f'(j+l)" j = Max{n e:: [ap]/n ~ f'(n)}"j+ 1 E:
J e:: ap
flap]'
~3. [ ]j < f ' (j+1)" j = ~lax{n E: [ap]/n ~ f ' (n)}" j + 1 e:: "[op]"J e:: ap
~3je::[ap]j + 1 ~ f'(j+l)" j + 1 e:: r[ap)"' " j =
Max{ne:: [ap]/n~ £1 (n)}
9 falso
En consecuencia tenemos que:
Por 10 tanto F p e:: B. En particular obtenemos que 3nf(n) =
f {on ) . Pero hemos visto que 1= fen) = f(on) 9 fen) = fX' en-
tonces 3 (f (n) = f (an) 93 f (n) = fX' por 10 tanto 3 fen) =n n n
fX' es valido; 10 que significa que fX' se factoriza a tra-
ves de la imagen de f , completando esto la prueba.x
DEFINICION. Sea X un cardinal finito combinatoric con
+ NxX
Tx:K (X) + X un morfismo de seleccion. Sea h:N + Nxn uni-
co tal que
NxnNxX
Fo ~ NxnNxX(o,.ey Ih Ih
1 ~ N , N
0 a
conmuta, donde Fo(n,R) (on,({on}xG(lprZ(R))) UR).
Para E = Conjuntos h es la siguiente secuencia:
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h(o) (0,0),h(1) = (1,{(1,x1)})
h(Z) (Z,{(Z,xZ) ,(1 ,xl)})
h(3) (3,{(3,x3) ,(Z,xZ) ,(1 ,xl)})
h(4) (4, {( 4 ,x4), (3,x3), (Z ,xz), (1 ,xl)})
xl
xl Xz
xl Xz x3
xl Xz x3 x4
PROPOSICION 10. S~ h e~ como en fa de6~njc~6n ante~~o~
entonce~ 6e 6acto~~za a t~av~6 de NxXN y adema6 tenem06 que:
e~ ~nLJect~va..
Prueba. Por inducci6n:
(i) como e1 siguiente diagrama conmuta
N 0 • N/ipr1 tprlo NXsf NxS/N
1 0 .lh 0
jh
• N
entonces pr1
0h = IN; es decir plJnE:N(pr1oh(n) = n ) .
(ii) Probemos que \= prZ(prZ(h(n))) = fx(n), por inducci6n.
Sabemos que prZ(h(o)) = r0' por 10 que prZ(prZ(h(o))) = f0',
po r otro 1ado fx (0) = f0', sigue que prZ (prZ (h (0))) = fx(o).
Considere:
F prZ(prZ(h(on))) = prZ(prZ(Fo(h(n))))
= pr Z({on}xG(i pr Z(pr Z(h(n)))) Upr Z(h(n))
~ G(I prZ(prZ(h(n))) UprZ(prZ(h(n))).
Por 10 tanto
fx(n) =l>prZ(prZ(h(on))) = G(I fx(n)) Ufx(n)
=l>prZ(prZ(h(n))) = H(fx(n))
=l>prZ(prZ(h(on))) = fx(on).
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Entonces
terminando esto la inducci6n.
(iii) r prZ (h(n)) es una funci6n parcial.
prZ(h(o)) = r0' entonces prZ(h(o)) es una funci6n par-
cial. Por ot ro lado tenemos: 1= pr Z(h (o n ) ) = {an} xC(i fxn)) U
prZ(h(n)) como 1= prZ(prZ(h(n))) = fx(n), entonces escribimos:
F (x,y),(x,y) E prZ(h(an)) ~ (x,y),(x,y) €: {an}xC(lfx(n)) UprZ(h(n))
~ ((x,y), (x,y) E {an}xC(I fx(n))) v ((x,y), (x,y) E prZ(h(n))) v ((x,y)
{an}xCnfx(n)) " (x,y) E prZ(h(n))) v ((x,y) E {an}xCc---,fx(n)) "
(x,y) E prZ(h(n)))
~ (x v on x x = an) v ((x,y),(x,y) E prz(h(n))) v (y EC(if (n)) "_ x
~ x = X v (x,y), (x .y) E prZ(h(n)) v y E:: I fx(n) " y E: fx(n)
~x = xv (x,y),(x,y) EprZ(h(n)) vfalso
~>x = xv (x,y),(x,y) E prZ(h(n)).
furla tanto tenemos que
1= prZ(h(n)) e.f> 6unc.ionai 1\ ((x,y) ,(x,y) <L: prZ(h(an)) ~ x= x v x s x
--e-x > x
de donde I=prZ(h(n)) e.f> 6u.nc.ional ~ ((x,y),(x,y)£:prZ(h(an))
~x = x), es decir rprZ(h(n)) e.f> 6unc.ional ~prZ(h(an)) es
6ul1c.ional. Completando esto la inducci6n.
(iv) Probaremos que rprZ(h(n)) es inyectiva. Pero antes ne -
cesitamos probar
(a) - -X,X e:: C(X') ~ X x
F x,x 00:: C(X') ~ (x,x e:: C(X')" X' E K+(X)) v (X,x e::
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G (X') " X' = r 0' )
=> (x = T (X') "X = T (X')) v falsox x
(b) f=pr, (prZ(h(n))) c: [on]
Esto 10 hacemos pOl' inducci6n:
y
FX E pr,(prZ(h(on))) =>XE pr,({on}xG(lfx(n))UprZ(fx(n)))
=> x= on v x Epr1(prZ(fx(n))).
Entonces
=> x ~ on
=> xe::[oon].
r ,
POl' 10 tanto, FP1f,(p1TZ(il(n)))c: [on]=> pr,(prZ(h(on))c: [com) ].
Completando la inducci6n.
Ahora procederemos a probar (iv) pOl' inducci6n:
prZ(h(o)) = f0' que es inyectiva. POI' otro lade considere:
F (x,y),(x,y) E prZ(h(on)) =>(x,y),(x,y) E (an}xG(ifx(n)) UprZ(h(n))
=> ((x,y),(x,y) E: (on}xG(i fx(n))) v ((x,y),(x,y) E: prZ(h(n)) v ((x,y)
(an}xG(ifx(n)) ,,(x,y) E prZ(h(n))) v ((x,y) E (an}xG(ifx(n)) "(x,y)
e:: pr Z (h(n)))
=>y,YE G(lfx(n)) v ((x,y),(x,y) E prZ(h(n))) v (x = an" x cpr,
(prZ(h(n))) v (x = an /IX E pI', (prZ(h(n))))
=>y = yv ((x,y),(x,y) -= prZ(h(n)) v (x = on x x ~ n) v (x = on x x s n)
=>y = yv ((x,y), (x,y) e:: prZ(h(n)) v falso v falso
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� y = )! V ((x,y), (x,y) E prZ (h(n)).
Par tanto
Fprz(h(n)) ee inyectiva II ((x,y),(x,y) EprZ(h(on))'* y = yvy = y
'*y=y)
es decir F prZ(h(n)) es i.nuec t ioa =9 prZ(h(on)) es inyectiva.
Probando esto (iv). -NResumiendo, (iii) prucba que prZoh es factoriza por X
y e1 resto prueba que
F Vn€:N((pr1 (h(n)) = n) II (prZ(prZ(h(n))) = fx(n)) II prZ(h(n)) es inyectiva).
PROPOSICION 11. EX-t~te. un un-tco
taf que.
-Nmo~6-t~mo t:Im(f) + X
Pru eb a , Sera suficiente probar que:
i= fx(n) = fx(cm) "'> (-1fx(n) = 0) II (prZ(h(on)) = {on}xG(i fx(n))
UprZ(h(n))).
Par inducci6n sobre j obtenemos:
prz(h(n+j)
es decir
Y por simetria
1= f (n) = f (m) II n ~ m "* prZ (h (n))x x prz(h(m)).
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y como ~ es un orden total obtenemos:
TEORE~~ 12. 5i E e~ un ~opo~ ~on el obje~o de lo~ nume-
~o~ na~u~ale~, en~on~e~ X ~ lEI e~ un ~a~dinal 6ini~o ~i y
~61o ~i X e~ un ~a~dinal 6ini~o ~ombina~o~io.
Pr u eba , (~) todo cardinal finito es claramente combina-
torio.
(=» sabemos que "X" se factoriza a t raves de Im(f) y
por 10 tanto t(X') corresponde a una func idn parcial inyecti-
va b:N + X con imagen igual a X. Por 10 tanto existe A c N
tal que b:A + X es un isomorfismo. En particular A cs K-fini-
to, subobjeto de N, por proposicion 6 A es un cardinal fini-
to y en consecuencia X es isomorfo a un cardinal finito,
completAndose la prueba del teorema. !
En virtud del teorema 12 identificaremos los conceptos
de cardinal finito y cardinal finito combinatorio, quedando
asi establecido el concepto de cardinal finito en un tapas
arbitrario sin que este tenga necesariamente el objeto de
los nGmeros naturales.
Dedicaremos el resto del articulo a probar que la cate-
goria llena de los cardinales finitos es un topos con el
axioma de selecci6n.
Sea E un tapas, A,B E: lEI y f,g variables de tipo BA en-
tonces ]XE:Af(x) F g(x) ~,Vx€A,(f(x) f- g(x)) es v aLido en
E. Si B es decidible -UxE:A' ([(x) F g(x))<~, Vx€Af(x) =
g(x)<':":>ft- g es va li do en E; entonces] Af(x) i g Ix)-e-figXE
es tambien vAlido en E.
Por otro lado I] Af (x) t- g(x) ~ V AI f (x) i g (x) esXE: XE
valida en E y aplicando una de las reglas de inferencia in-
ternamente vAlidas en E tenemos:
']xEAf(X) f g(x) ~ VXf:A' f(x) f g(x)
iVXEA' f(x) t- g(x)=> "3xeA f(x) f g(x)
Entonces si E es booleano concluimos que ]XE:Af(x)f g(x)<=>ft- g.
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DEFINICION. Sea E un topos booleano y A E lEI, bien or-
denado y B E lEI totalmente ordenado. Sea
< = {(f,g) E: BAxBA/f ~ g fd (f(r) < g(r)A r = Minlx EAlf(x) i g(x)})}.
r
Denote ~ = < U6BA, ~ es llamado el orden lexicografico para
BA.
Si (X,~) es un objeto parcialmente ordenado x < y con
x , y E.: X d euo t a r a siempre x ~ y A X ~ y.
ANote que si f,g E B Y ~ es el orden lexicografico:
i=f ~ g~ (f = g) vf< g y i=x< r x r = l.tin{xEA/f(x) ~ g(x)} ~
f(x) = g (x ),
PROPOSICION 13. Sea E un topo~ booleano, A bien o~dena-
do y n totalmente o~denado A,B E lEI. Entonce6 BA e~ total-
mente o~denado con el o~den lexicog~~6ico.
Prueba. (i) ~ es claramente reflexiva.
(ii) ~ es a n t i s imet r i c a (f .fi: gAg ~ f 9 f g);
F f ~ gAg ~ f => (f > gAg > f) v f = g
=> l (f(r) ~ g(r) Ag(r) ~ fer)) Afer) ~ g(r))v f = g
r
9 Jr(f(r) g(r) Afer) i g(r)) v f = g
9 falso v f = g
9 f = g
Por 10 tanto f .fi: gAg ~ f => f = g
(iii) ~ es transitiva. Sean f,g,h
gAg~h=>f~h Y Ff~gAg
ces que f,g,h son tales que f < g
es va l i do en E.
~ BA, es claro que
h 9 f ~ h. Suponga
< h. Sea
F f =
enton-
r = Min{i/f(i) ~ g(i)}, s = MinU/g(i) i h(i)}, t = MinU/f(i) i h(i)}
Sabemos que F r < s v r = s v s < r , Por 10 tanto vamos
a considerar cada uno de estos tres casos.
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(a) F 'r < S x f < g "* r < S "£(1') < g (1')
"* h (1') g(r) "£(1') < g(r)
"* £(1') < her)
(1' < t "* £(1') = her)) 9 r ~ t" £(1') < her).
POl' otro lado
1=x < 1''' r < s "* £(x) g (x) " g (x) hex)
,,*£(x) hex)
de donde
F 'r < s "* I,t x (x < r "* f (x) h (x))
En consecuencia
1=1' < s,,£<g~1'=tf\£(t) < h(t)
entonces
1=1' < s x f < g"g < h"*£ < h.
(b) Probemos primero que 1= f < g "g < h "* t ~ s:
1=f < g" g < h x s < t "* g (s) < h(s) "h(s) = £(s)" £(1') < g(r)
9 g(s) < £(s) "£(1') < g(r)
(caso (a))
POI' 10 tanto (f < g" g < h] n [s < t) c [t < 5] de donde que
[£ < g" g < h] n [5 < t] c [t < 5] n [5 < t] = r ,p
pe 1'0 (f < g" g < h] = [£ < g" g < h] n [5 < t] U [£ < g" g <
h] n [5 >-- t] = [f < g" g < hl n [5 ~ t] e5 deci r [f < g " g < h]
C[5 ~ t], luego 1= f < g"g <h~ t ~ 5.
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Ahara praeedemos a probar 1= f ~ g II g ~ h II r s~£<h:
F= r = s II X < S ~ f (x) g (x) II X < S
~ £(x) g(x) II hex) g(x)
~ £(x) hex)
entonees
F r = s ~ IJ (x < s ~ £(x)x h (x))
Par otro lade
s
~ f < h.
Entonees
1= f < g II r; < h II r = s ~ f < h.
(e) Probemos finalmente que 1= f < g II g < hils < r ~ f < h:
F s < r IIx < S =';> g (x) h(x)lIx < r
~ g(x)
~ £(x)
hex) II£(X)
hex),
g(x)
entonees
F s < r ~ IJ (x < s ~ £(x)x hex))
~ s ~ t ,
Por otro lado
I=s < r x g < h ~s < r x g Ls ) < h(s)
~ £(s) g(s) II g(s) < h(s)
~ £(s) < h(s).
En eonseeueneia
F 5 < r IIg < h IIf < h ~ £(s) < h(s) IIS ~ tilt ~ S
~ f'{s) < h(s) IIt = 5
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� f(t) < h(t)
~ f < h
e5 decir
F f < g 1\ g < h 1\ 5 < r � f < h.
Tenemo5 fina1mente que:
F f < g 1\ g < h "* (f < g 1\ g < h) 1\ ve rdad
"* (f < g 1\ g < h) 1\ (r < 5 1\ r 5 1\ 5 < r)
"* (f < g 1\ g < h 1\ r < 5)v (f < g "g < h s r = 5)
V (f < g 1\ g < h 1\ 5 < r)
� f ~ h.
Conc1uyendo e5to 1a prueba-de 1a transitividad para el orden
lexicografico.
(iv) ~ e5 un orden total para BA:
Ff,gE: BA "*f g v f f g
�f g v C3xf(x) f g (x) 1\ f t- g)
"*f g v 0x(x E {y/f(y) fg(y)}) I\f f g)
"*f g v ({y/f(y) f g(y)} E: p+(X) x f f g)
"*f g v (] r = MinI(y/f(y) t- g (y)}) 1\ f f grcA
"*f gV]rcA(f(r) < g(r) vg(r) < fer) I\r =
Mi n{ y / f (y) f g (y) } /I f f g
�f gvf<gvg<f
�f~gvg~f.
Probando e5to que ~ e5 un orden total.
DEFINICION. Denote Efin d la categoria de los cardina-car
1e5 finit05 cornbinatorio5 y Edkf la categoTia llena de obje-
t05 K-finit05 decidible5.
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TEOREMA 14. Efincard es un s u.or.op o» l6gic.o de. Edkf; aUn
mdJ.> J.>a:tiJ.>6ac.e.e.l axioma de. J.>e.le.c.c.i6nu e.J.> c.e.~~ado balo la
6o~mac.i6Yl de. J.>ubobje.:toJ.> e.n Edkf .
Pr-u eba , Es claro que E fin d es cerrado baj 0 la tomacar
de subobjetos en Edkf. Si X, Y EO: IEfincardl entonces X+Y e::
IEdkfl, como X,Y son tota1mente ordenados con 6rdenes ~X' ~Y
entonces -'SX + -'Sy + Xxy c (X+Y) x (X+Y) es un orden total para
X+Y. Po r 10 tan to X+Y e:: I Efi d I·ncar
Como 1 E: IEfincardl entonces 2 = 1 +1 e:: IE fin card I. Por
otro lado 2, X+Y son bien ordenados en Edkf si X,Y ~
IEfi dl po r p roposi ci on 13. (X+y)2 es bien ordenado por elncar
orden 1exicografico en Edkf; como XxY~ (X+y)2 tenemos que
XXY es totalmente ordenado y concluimos que XxY e:: IEfincardl.
Para completar la prueba de que Ef" d es un subtopos.m car
logico de Edkf es necesario probar que si X e:: IEfincardl en-
tonees 2X E I Efi d I. Pero esto sigue de la propo si ci cn an-.ncar
terior puesto que X y 2 son bien ordenados en Edkf y por 10
tanto 2X es totalmente ordenado con el orden lexicografico
en Edkf-
Note que si A.B E: IEfi d I t enemo s AB E: IEfi d Incar ncar
puesto que AB E: IEdkfl y por 1a proposicion anterior.
Sea f:A + B un e~imorfismo, sabemos que fB:AB + BB es
tambiEn un epimorfismo (A.L.F.). Considere el siguiente oro-
ducto fi brado:
r
r + 1 es un epimorfismo y por e1 lema que probaremos a con-
tinuaclon, este morfismo tiene una secci6n 1 + r, y por 10
tanto e1 morfismo 1 + r + AB corresponde a una seCClon para
f. Probando esto que Efincard satisface e1 axioma de selec-
cion.
LEMA 15. Se.a E un c.a~dinaf 6inito e.ntonc.e.J.> fa 6ul'lc.i61'l
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WxX ---+~opo~te (X) tie~e u~a ~e~~i6~.
- 1
Pr-u eb a , f = Txo(wx) O{.}soporte(X):soporte (X) ~ X es
una secci6n para w (soporte(X) = Im(X ~ 1)).x
PROPOSICION 16. Si X e~ u~ ~a~di~al 6i~ito Cjf:X + Z
e~ u~ epimo~6i~mo ~o~ Z de~idible. E~to~~e~ Z e~ u~ Qa~di~af
6i~an .
Pr u eb a , Sabemos que Z es K-fini to y decidible. La si-
+ 2f/K+ (Z) + Txguiente funci6n es de selecci6n: K (Z) .. K (X) __ X,
donde T es una funci6n de selecci6n para X,y por ser f unx
epi.morf i smo 2f/K+(Z) se factoriza a t raves de K+(X).
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