An optimum image restoration filter is described which minimizes the radius of gyration of the corrected or composite system pointspread function subject to constraints on the radius of gyration of the restoration fitter point-spread function, the total noise power in the restored image, and the shape of the composite system frequency spectrum. The filter function is obtained as the solution to a set of simultaneous differential equations subject to nonlinear integral constraints. Except for an assumption regarding the general shape of noise spectral density, the filter design is data independent.
The area of image restoration deals primarily with the problem of processing the output of an imaging system in such a way that the significant parameters or features of the original image are, in some sense, enhanced or restored.
The research described in this paper is directed toward reducing the two-dimensional spatial smearing or blurring of an image produced by the point-spread functions of practical imaging systems. This type of image degradation corresponds to mapping many points from the original image into a single resolution element. In other words, a single resolution element of the imaging system output represents a two-dimensional weighted sum of many points adjacent to the correspondingly located sample of the original image. It is desired that the filter parameters be independent of the characteristics of the image being processed.
Historically much of the initial work directly related to linear shift or time-invariant restoration filters was performed in the areas of seismographic data analysis and astronomy.
Basically this work considered the problems associated with defining the restoration filter transfer function as the inverse of the Fourier transform of a linear shift or time-invariant blurring process, which is often referred to as a classical "inverse" filter. The principal problem associated with such a restoration filter occurs when the Fourier transform of the blurring process becomes very small or perhaps equals zero. Since the spectrum of the restoration filter becomes unbounded at such points, some means of assigning a finite value to the spectrum at these points is necessary. Much of the early research was directed to finding filters with fmite gain that gave useful results [1] - [8] . A frequent requirement encountered was the necessity of knowing the statistical properties of the image a priori. Extensive literature surveys on restoration filter design and related areas of image processing are provided by Huang et al. [9] and Sondhi [10] . Although several of the previous studies [5] , [6] did attempt to optimize the restoration filter, resulting in a
Wiener filter, Smith [ 1] appears to be the first to consider specifying an optimum restoration filter based upon minimizing the radius of gyration of the corrected impulse response or point-spread function subject to a noise constraint Because no constraint is placed upon the radius of gyration of the restoration filter impulse response or point-spread function, serious numerical problems arise. Arguello et al. [12] and Stuller [13] response or point-spread function, no general control over the shape or duration of the corrected impulse response or point-spread function, no control of the spurious responses resulting from secondary lobes in the restoration filter impulse response or point-spread function, and no way to make tradeoffs among the various conflicting performance requirements of the filter. All of these items are incorporated into the filter design that is the subject of this investigation. An optimum shift-invariant restoration filter is formulated first based upon minimizing the radius of gyration of the overall or composite system point-spread function subject primarily to constraints on the radius of gyration of the restoration filter point-spread function and on the total noise in the restored image. An iterative technique is described which suppresses secondary oscillations in the composite system point-spread function. For numerical solution convenience, the problem is transformed into the spatial frequency domain and a system of linear differential equations which specify the spectrum of the restoration filter is developed.
The fundamental properties of the restoration filter are described and performance of the filter as a function of its parameter variations is considered. Examples are presented to demonstrate the capability of the restoration filter to suppress truncation error and as a qualitative measure of the restoration capabilities of the filter.
Formulation of the Image Restoration Problem
The basic components of the composite imaging system are shown in Fig. 1 . The fundamental design criterion for determining the optimum image restoration filter is to select the restoration filter point-spread function so that the pointspread function of the composite imaging system is as compact as possible about the spatial origin.
One convenient measure of compactness is the square of the radius of gyration r, defined as tal criterion may be expressed as the ratio of two quadratic functionals F1 = fo w(P)g2 (v) dq/f' g2 (y) dP.
The optimum restoration filter would be determined by choosing a restoration filter that will minimize the numerator of (3) subject to a constraint on the denominator, which corresponds to the energy in the composite filter. In order to avoid two significant shortcomings encountered with the classical inverse filter, two additional constraints must be considered. Since the point-spread function of the restoration filter based upon the inverse filter is generally much less compact than the point-spread function of the imaging system, and in fact often is of infinite duration, it is advantageous from a data processing efficiency and cost viewpoint to reduce the duration of this function, thus reducing the amount of data required for image processing. In addition, since the image to be restored frequently represents only a portion of the original image presented to the imaging system input, significant "edge-effect" errors can result. By making the point-spread function of the restoration filter more compact about the spatial origin, both problems concerning data processing efficiency and edgeeffect errors can be diminished.
Using an analogous development to that of (3), the resto-
where g(v) is the point-spread function for the composite system and v is a two-dimensional spatial vector. g(v-) may be expressed as a two-dimensional convolution in terms of the imaging system point-spread function hb(v) and the desired image restoration point-spread function, hr(iP) as g(i) = hb(i)* *hr(i. (2) An optimum restoration filter based upon minimizing (1) would only assure that the composite imaging point-spread function be as compact as possible but would not provide control over oscillations or secondary lobes that might occur and which would lead to ghosts in the restored image. By making a slight change to (1), replacing Iv 12 by an arbitiary weighting function w(v), which will be defined later, control over the rate of decay of the composite imaging system point-spread function can be increased. Thus the fundamen- (4) may be defined; where s(v) is a weighting function similar in purpose to that of w(v) in (3), and hr(P) is the restoration filter point-spread function.
The second additional constraint required to avoid the problems associated with the inverse filter is a constraint on the noise power present in the restored image. This constraint can be written as the expected value of the output noise power of the system,
where nT(V), the total noise component in the restored image, is defined in Fig. 1 Combining the primary criterion defined in (3) with the constraints of (4) (2) , subject to the following constraints:
ration filter will be deduced. This type of representation provides a good approximation to many point-spread functions encountered in practice, and its applicability can be greatly extended by appropriate-data preprocessing if required. In the resulting image corrections, the application of a two-dimensional restoration function is performed sequentially with respect to the x and y spatial dimensions.
Lagrange multipliers and the methods of functional analysis will be used to solve (7) subject to the constraints of (8) through (10) for the x-axis component of the restoration filter by forming an augmented functional which is the sum of the functional to be minimized, and the constraint functionals each multiplied by a different Lagrange multiplier [14] , [15] .
Thus the augmented functional Ix, which must be minimized with regard to hrx(x) becomes (16) (8 which may be written as a quadratic functional in the spatial (8) It should be noted that the constraints related to the energy of the composite imaging system, i.e., the denominator of (3), and the energy of the image restoration system, i.e., the denominator of (4), have been dropped since these constraints can always be satisfied by appropriate amplitude scaling of the optimum restoration filter defined by the constraints of (8) through (10) .
The general system of equations defined by (7) through (10) represent a formidable solution problem, in general requiring very large data storage capabilities. However, for a certain class of aperture functions, which represent a large class of physically realizable apertures, an enormous reduction in the computational complexity of this problem is possible. This class comprises those apertures where it is assumed that
The equations defining the x axis component of the restoration filter will be developed first, and from the symmetry of the resulting expressions the y axis component of the resto-
where Blx(fx, lX) =HbXfX)HbX(PX) WXf -vX) (18) B2x(ffxlx) = Sx(ffx-v)
where n*nx () ={R nnx(-)}for nTx(-) a stationary ergodic random process, and
The stationary points of the augmented functional (16) (11) are found by equating the gradient to zero. From (16) 
Choosing kW, = 1, the Fourier transform of (23) be-
A similar expression results from taking the Fourier transform of (24): 
The procedure for using this technique is as follows.
Initially, m, is set equal to zero; (34) thus reduces to the original fundamental criterion as defined by (7). A solution for the restoration filter based upon minimizing (7) subject to the constraints of (8) through (10) 
Expanding the first integral of (35) gives I_ = r. w (x)g2(x) dx -2 fo w (x)gx(x)m (X) dx
Since the functional form of (36) is basically similar to that considered in (16) with the exception of the second, third, and fourth terms, only these terms will now be considered. The second term in (36) may be expanded into operator form as 
Numerical Solution Technique
As in the previous section, specific reference will be made only to the equation system defining the x-axis component of a separable restoration filter aperture. However, the results of this section are equally applicable to the y-axis component and to a radially symmetric restoration aperture. Equation The following system of first-order differential equations is formed: . 
H4X(fx) = HI (fx) +jH3(f). (55)
Well known numerical techniques may be used to solve this system of first-order differential equations for Hrx(fx) subject to the constraints of (30), (32), and (33).
To complete the isolution for the optimum x-axis component of the restoration aperture, appropriate initial conditions for (3) through (13) The remaining initial conditions may be used to control the shape of hrx(x). For hrx(x) to be an even function about the x-axis origin, it is required that
(59) (53) To preserve the dc gain, or average value, of the imaging system, H4 (f ) = HJri(f ) 
where Re(-) denotes the real part of the complex argument.
Parameter and Constraint Control of Restoration Filter Performance
The following is an investigation of the controlling effect demonstrated by the defined parameters and constraints upon the restoration filter's shape and performance. Since a separable blurring aperture is assumed, the following results may be interpreted as either x-axis solutions to the system of operations defined by (54), (55), (30), (32), and (33), or as y-axis solutions defined by a similar equation system where x-dependent parameters are replaced by corresponding y-dependent parameters.
The following discussion will be with reference to a Gaussian blurring aperture with a radius of gyration of 3, as shown in Fig. 4 . The specification of a radius of gyration of 3 means that the data set is sampled such that three data samples are contained in a linear distance equal to the radius of gyration of the point-spread function. The radius of gyration for a Gaussian aperture is equal to 1 /A/2 times the: standard deviation. The restoration filter point-spread function and the composite system point-spread function for the classical inverse restoration filter are also shown in Fig. 4 . When the radius of gyration of the restoration filter pointspread function is constrained to be 0.5 of the unconstrained value, or value of the "inverse" filter, the resulting restoration and composite point-spread functions without and with the criterion function iterations are shown in Figs. 5 clearly evident when the iterative technique is employed. Also an increase in the radius of gyration of the composite point-spread function is seen to accompany the addition of the constraint on the duration of the restoration filter pointspread function. Use of the iterative technique has little effect on the radius of gyration of the composite system point-spread function. Fig. 7 shows the effects of assuming that the data contain a white noise component. This is realistic in almost all cases because of quantization or roundoff errors that occur in sampling and computing operations. With the fast Fourier transform (FFT) subroutine employed in the fflter processing computations, the noise introduced using noise-free data corresponds to an error-free computation on input data having a signal-to-noise ratio of approximately 43 dB. The transfer function of the optimum filter for noise of this magnitude is shown in Fig. 7(A) and shows a strong departure from that of the classical inverse filter for all frequencies appreciably away from the origin. The point-spread functions of the corresponding restoration filter and composite system are shown in Fig. 7(B) and (E), respectively. The composite system has a radius of gyration that is 60.2 percent that of the uncorrected system.
Application of the Restoration Filter to Images
Blurred by a Known Gaussian Aperture
The data presented in this section were chosen to qualitatively demonstrate the fundamental properties of the optimum restoration function. Fig. 8 Fig. 4 is reconstructed using the optimum restoration filter of Fig. 7(B) . As mentioned previously, roundoff errors within the restoration program, resulting principally from a FFT subroutine, are an appreciable source of noise in this situation. The input image to the blurring system is shown in Fig. 8 Fig. 7 (B) to the data of Fig. 8(B Fig. 9 demonstrate the"ghost" effect produced by restoring a blurred image with a restoration function not specifically designed to control secondary oscillations about the origin of the composite system pointspread function. This control, as described previously, was obtained by application of the criterion function iteration procedure. The input image, Fig. 9(A) , represents a bar pattem having a period of 100 pixels per cycle. Fig. 9(B) represents the output of an imaging system having a Gaussian blurring aperture with a radius of gyration of 3. Fig.   9 (C) represents a restoration of Fig. 9(B) with the noniterated version of the restoration function corresponding to Fig. 7(B) . A ghost image or oscillation on each side of the discontinuities of the bar pattem is apparent. However, when the iterated restoration function shown in Fig. 7(B) is used to correct the image, the result, as shown in Fig.  9(D) , shows no evidence of any ghosts.
Another important property of the optimum restoration filter is its capability to control the truncation error which occurs when only part of the blurred image is available for processing. In such cases use of the classical inverse filter produces very unsatisfactory results. This effect will first be demonstrated by a one-dimensional example. Fig. 1O(A) represents a rectangular test function which, when blurred by the Gaussian aperture of Fig. 4(A) Fig. 1O(B) . Fig. IO(C) is obtained by truncating, or setting to zero, the first 10 points of Fig. 1O(B) . By applying the classical inverse restoration filter of Fig. 4(B) to the truncated data set of Fig. 1O(C) , the data of Fig. 1O(D) result. At no point in the data record does the truncation error become small enough to resolve the original test function. When the restoration function of Fig. 7(B) is applied to the same truncated data set of Fig. 1O(C) , the result shown in Fig.  10 (E) is obtained. It is evident that there is significant error at the edges of the restoration, however, because the radius of gyration of the restoration filter point-spread function was constrained to substantially less than the record length, negligible error is present at the center of the data record. Fig. 11 demonstrates this same effect for a two-dimensional example. Fig. 11(A) represents a bar pattern with a spatial period of 10 pixels per cycle. When the Gaussian aperture of Fig. 4(A) is used to blur the image of Fig. 11(A) , the results are as shown in Fig. 11(B) . By truncating, i.e., setting to zero, all but the center 256 X 256 portion of Fig. 11(B) and applying the classical inverse restoration filter to the result, the image of Fig. 11(C) is produced. Although the truncation error is smallest at the center of this image, no significant restoration of the original bar pattern is apparent. However, when the restoration function of Fig. 7(B) is applied to the same truncated version of Fig. 11(B) , the result is as shown in Fig. 11(D) . It is clearly evident that the truncation error rapidly becomes negligible inside the center 256 X 256 portion of this figure and that significant restoration of the original bar pattern is apparent.
More striking improvements in resolution are obtained solution of the corresponding differential equations becomes much more time consuming in such cases, however, and has only been carried out for radii of gyration up to and including 5 .
Conclusions
This study has demonstrated that it is possible to design a restoration filter based upon minimizing the radius of gyration of the composite system point-spread function while constraining the radius of gyration of the point-spread function of the restoration filter and the noise power in the restored image. By assuming that both the blurring aperture and composite system noise process are separable, a significant reduction in solution complexity was introduced. Transformation of the defining spatial integral equations into the frequency domain led to a further simplification in that a system of linear differential equations results for secondorder spatial weighting functions in both the radii of gyration of the composite system and restoration filter pointspread function. Through application of well known numerical solution techniques to this system of equations, a solution which satisfied the original constraints can be obtained. Additional control over secondary oscillations in the composite system point-spread function is made possible by the introduction of an iterative technique. It is shown that the resulting restoration filters satisfied the fundamental design criteria: reduction of the radius of gyration of the truncation error by constraining the radius of gyration of the restoration filter point-spread function while limiting the output noise and virtually eliminating secondary oscillations of the composite point-spread function.
