A real-time trinocular stereo vision processor is proposed which combines a window matching architecture with a classification architecture. A pair wise segmented window matching for both the center-right and center-left image pairs as their scaled down image pairs is performed. The resulting cost functions are combined which results into nine different cost curves. A multi level hierarchical classifier is used to select the most promising disparity value. The classifier makes use of features provided by the calculated cost curves and the pixels' spatial neighborhood information. Evaluation and classifier training has been performed using an indoor dataset. The system is prototyped on an FPGA board equipped with three CMOS cameras. Special care has been taken to reduce the latency and the memory footprint.
Introduction
Trinocular vision makes use of three cameras to calculate a disparity space image (DSI). The DSI is generated by pairwise matching the images from the different cameras which is based on a local window based stereo matching architecture. An improvement of occlusion handling in trinocular vision compared to stereo vision is achieved by Mozerov [1] . The main idea is based on the assumption that any occluded region in a matched stereo pair (center-left images) in general is not occluded in the opposite matched pair (center-right images). They use a global optimization technique to derive the composite DSI. Bidirectional matching using trinocular stereo is used by Ueshiba [2] to detect half-occlusions and to discard false matches. It uses a cumulative cost function derived from a summation of both cost curves.
The method presented in this paper likewise calculates several DSI's. However, instead of combining them, a hierarchical classifier is used to select the most likely disparity for each pixel in the final DSI. The matching algorithm is based on the adaptive-weight algorithm proposed by Yoon [3] , which adjusts the support weight of each pixel in a fixed sized window. The support weights are depending on the color and the spatial difference between each pixel in the window and the center pixel. Dissimilarities are computed based on the support weights and the plain similarity scores. Their experiment indicates that a local based stereo matching algorithm can produce depth maps similar to global algorithms. A hardware implementation using the same ideas is published by Motten in [4] .
For each matching result, a confidence metric is calculated. A good comparison between different confidence metrics can be found in the evaluation paper of Hu [5] . Confidence metrics suitable for hardware implementation can be found in [6] . They conclude that neighboring pixels contain valuable information to distinguish good matches from bad ones.
Recently many stereo implementations have been proposed for hardware implementations. A real-time FPGA-based stereo vision system is presented by Jin [7] that makes use of the census transform. Their system includes all the pre-and postprocessing functions such as: rectification, LR-check and uniqueness test in a single FPGA. Another extensive implementation can be found in [8] . They divide the problem into two parts: first a rough depth map is constructed using a segmentation based SAD window comparison, second a disparity refinement module identifies false matches and replaces them with new estimates. Hardware implementations of a trinocular disparity processor are limited. An implementation using the summation of SAD's from both image pairs can be found in [9] . This paper combines the strengths of an advanced stereo vision system with a twoscale adaptive window SAD incorporated in a trinocular setup.
System Overview

General Architecture
The trinocular disparity processor takes three images that have been taken by three cameras that have a vertical alignment and a horizontal offset (see Fig. 1 ). The objective is to calculate a disparity space image (DSI) where dark pixels represent a distance further away from the cameras and a light pixel represents a distance closer to the camera. Objects will appear on the same horizontal line (the epipolar line) on all images. The horizontal distance between the same objects on the center image and the left (or right) image is called the disparity. If calibrated correctly, the disparity of an object between the center-left and the center-right image pair is the same. This characteristic can be used to discard false matches using bidirectional matching [2] or to improve the quality of the disparity space image (DSI) especially in occluded regions [1] .
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• Tsukuba [10] : 384 x 288 (Maximal disparity of 30).
• Teddy [11] : 450 x 375 (Maximal disparity of 30).
• Art [12] : 695 x 555 (Maximal disparity of 30).
In order to train a classifier, it is needed to define a target output. In this case, the preferable output would be a Boolean value indicating the correctness of the disparity value (the confidence value). A pixel is defined to be correctly matched with its corresponding disparity when the calculated disparity (D c ) and the real disparity (D r ) do not differ more than one unit disparity value (4, 5).
Feature Generation
The features for the first level of classification are proposed in [6] . Their objective lies in accommodating the classification of the disparity stream for the first level of classification. The matching cost (MC) is the minimum value of the cost curve. A high score will be a good indication of a wrong depth value. (6) The texture (TEX) uses a fixed window of color information (C i ) around the investigated pixel and measures the amount of texture it contains. The intuition behind it is that textureless regions will provide more incorrect depth values.
The segmentation size (SEG) calculates the sum of the binary support window (1). This binary support window can be the same as the one used in the cost aggregation phase.
The following two features make use of neighborhood information of the disparity space image (DSI). In order to calculate them, a buffer is needed to store several lines of the DSI. The size of this window depends on the size of the neighborhood and the width of the image. The sum of neighboring depths differences (SNDD) uses a fixed window of depths around the investigated pixel and calculates the depth differences in this window.
The sum of neighboring depths differences binary window (SNDDBW) is similar to SNDD, but instead of using a fixed window it uses only the neighboring pixels, which have a similar color. This is a different usage of the binary support window (1).
The following features are designed for multi stream classification. They take the confidence value generated from the first level of classification and provide a feature which objective lies in accommodating the selection of the best disparity stream. The sum of streaming depths differences (SSDD) calculates the depth difference between the different disparity streams taking the confidence value into account.
The sum of streaming confidences (SSC) calculates the number of streams which have a positive confidence.
Classification Methods
The first level classifier consists of a decision tree (DT) for each disparity stream individually. The decision tree is a top-down tree structure consisting of internal nodes, leaf nodes, and branches. Each internal node represents a decision on a feature, and each outgoing branch corresponds to a possible outcome. Each leaf node represents a class (0 or 1 in this case). The main advantage of a decision tree is the ease of interpretation and implementation, while still being able to separate hard to separate classes. In the example of Fig. 7 , two classes are separated by the class boundary which is constructed using a small DT. The second level classifier chooses the final disparity from the different disparity streams by choosing the one with the lowest SSDD. A decision tree classifier is trained to construct a confidence value for the final disparity value.
Both classification methods are easily implemented in hardware without using many resources.
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System Design
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g. 11.
Image rectification module [15] m is passed through a 3x3 mean filter and down samp ginal pixel stream is annotated with level 1 (L1) while tated with level 0 (L0).
on Module
ing from the right and left camera are compared with ntation based SAD calculation (see Fig. 12 ). During ev he center camera is compared with four windows of the r successive pixels are stored in one memory location, ur pixels; hence four comparison modules are running In the following four clock cycles the scaled center image is compared with the scaled right image and in the last four clock cycles the scaled center image is compared with the scaled left image. This leads to a combined disparity search width of thirty-two.
This architecture makes it possible to easily change the disparity search width and comparison data streams for each pixel in the DSI. By adapting the SSU it is possible to switch between a trinocular and a stereo disparity search. The trade-off is the disparity range; on each clock cycle, four comparisons can be performed. When using only two cameras, all clock cycles can be used for this camera pair. While with three cameras, only half of the clock cycles remain for each camera pair, this will lead to a reduction of the disparity search width.
Hierarchical Classification Module
The hierarchical classification module consists of the generation of the features used during the classification phase and the two classification steps. The first level classifier calculates the confidence of each stream in the selection (15, 16 ). For each stream, different thresholds are selected. However, the main structure of the classifier remains the same. The second level classifier selects the most promising disparity stream for the final DSI (17, 18, 19). 
The features are calculated at different moments in the streaming pipeline. For the first level of classification, three main timing zones have been specified.
• Zone 1: Features based on the luminance window e.g. TEX.
• Zone 2: Features based on the cost curve e.g. MC.
• Zone 3: Features based on the disparity window e.g. SNDD.
Features of different timing zones are expensive to synchronize. Each feature needs a buffer to temporally store its value. This is of particular importance when combining features from zone 1 and 3. Zone one features are calculated even before the calculation of the depth value, while zone three features are based on a window of disparity values around the disparity value of which the feature is calculated. This means that a delay of several image lines is to be expected.
A solution is to split the for each zone. For a decisio of the DT can be pre-calcul need to be buffered, the wid 
Implementation
The architecture and metho FPGA system (Terasic DE2 (EP4CE115F29C7N) with sources of the input stream pixel clock of 16 MHz resu tion consists of the propose window matching clock of Fig. 15 . The architecture has bee need for external memorie tional advantage that the la nimal. This makes this syst In addition to the evaluation real life environments.
The synthesis results can en, and Y. Pan e classification method into separate classification meth on tree classifier, no major changes are needed, each bra lated in a different zone (see Fig. 14) . Since only the res dth of the buffer is reduced to one.
mple of different timing zones for classification n ods presented in this paper have been implemented on 2-115 development board) , based on an Altera Cyclone 114,480 logic elements and 432 memory blocks. T ms are three cameras with a resolution of 640x480 an ulting in a refresh rate of 52 Hz. The current implemen ed design using a 7x7 binary adaptive window SAD wit f 96 MHz. The hardware block diagram can be found en constructed to reduce memory usage. Hence there is s. The reduction of external memory usage has the ad atency between input frame and output frame becomes tem suitable to be incorporated in real-time control loo n presented in section 2, the system has also been tested n be found in Table 3 . 
Conclusions and Future Work
A trinocular disparity processor has been proposed. We investigated nine cost curves resulting from pairwise comparison of three cameras. Each data stream has been investigated independently from one another and ultimately a hierarchic classification algorithm selects the most promising disparity value. For each of the nine cost curves, a classification algorithm is trained in order to provide a confidence indication for their disparity values. These confidences are passed on to the second level classifier which selects the disparity to use, or indicates that no disparity has been found.
The selection of classification algorithms has been used as guideline for the implementation in an FPGA. From the results we can conclude that the quality of the disparity space image increases by using more cost curves from a trinocular camera.
Due to the adaptability of the window matching module and the hierarchic classification structure, the system can easily be expanded with more data streams to further improve the disparity space image.
