Abstract-A characteristic function method is used to calculate the probability that the signal-to-interference ratio (SIR) drops below some predefined threshold (probability of outage). The mobile unit receives a desired signal which has undergone Nakagami fading and multiple, cochannel, and independent Nakagami interferers. The development is based on a technique due to Bealieu. The advantages of the method are twofold. First, it places no integral restriction upon the Nakagami fading parameter. Second, it avoids the evaluation of higher order derivatives (residues).
I. INTRODUCTION
I N CELLULAR radio, highly efficient use of available spectrum is achieved by frequency reuse, which results in cochannel interference. Furthermore, the desired signal and interfering signals are subject to fading, and the probability of outage is a useful statistical measure of performance [1] . The effect of cochannel interference on system performance has recently been studied extensively (see [2] for many references). The Nakagami fading model [3] is sufficiently general to be useful in different fading environments.
Consider the evaluation of the probability of outage in a Nakagami fading environment. Let the short-term signal powers be given by independent random variables (RV's) , denoting the desired signal, and denoting the interfering signals. The probability density function (pdf) of is completely characterized by two parameters: the mean signal power and the fading severity index The one-sided Gaussian distribution , Rayleigh distribution , and nonfading case are the special cases. The pdf of is the well-known Gamma distribution, and it easily follows that the moment generating function (MGF) is given by (1) where ( ) defines the convergence strip for in the complex plane.
The object of this paper is to compute the probability where is the power protection ratio. The power protection ratio, usually specified in decibels, is fixed by the type of modulation and transmission technique employed and the quality of service desired: (decibels). Given the random variable it follows that the outage is given as
The MGF is given by
where defines the convergence strip in the complex plane.
At least in principle, the pdf can be determined explicitly when all the 's are integers, using the usual inversion methods for the Laplace transform. That is, the pdf is expressed as a contour integral, with the vertical contour lying in the strip of convergence, and then evaluated via the residue theorem.
Abu-Dayya and Beaulieu [2] obtain an expression for using a method similar to the above. In particular, the pdf of the total interference is an expression involving higher order derivatives (i.e., residues). Therefore, to apply this method, the 's are constrained to take integer values. For nonintegral , [2] suggests evaluating the probability of outage for and and linearly interpolating to get an approximate value for the outage.
From (2), one finds that the pdf for is sufficient to determine Thus, when inverting to obtain in the desired range, only the residue at the pole needs to be evaluated and only needs to be an integer. This is the gist of the method given by Zhang [4] . However, it still calls for an ( )th-order derivative. As the right-hand side of (2) relates to the complementary distribution (CDF) of , can be determined using an infinite series derived by Bealieu [5] for the CDF of a sum of independent random variables. This method completely avoids any derivatives, and, as will be shown, the errors involved can be controlled. "©1999 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any copyrighted component of this work in other works must be obtained from the IEEE."
II. OUTAGE PROBABILITY AND ERROR BOUNDS
Using the series expression for the CDF [5, (6b)]
where and is a parameter controlling the accuracy ( in [5] ). Two errors occur for the computation of via this series expression. First, since this series is exact only for a sum of bounded RV's, a domain truncation error exists for a sum of unbounded RV's. Second, since the infinite series must be terminated, the remainder term injects an error. These errors will now be addressed.
The domain truncation error can be bounded as [5, eq. (24)] By applying the Chernoff bound to each term, we have where each minimization is to be done within the convergence strip of and on the real axis (i.e., is real). It is not necessary to minimize with great precision. Let and Then
Assume the series (4) is terminated at (i.e., the terms are neglected). Then, the remainder term is bounded as (6) where and
III. EXAMPLES
Let the required accuracy be Now, the steps for the computation of are as follows. 1) Select a suitable value for , i.e., choose so that the right-hand side of (5) is less than 2) Select a suitable value for , i.e., choose so that the right-hand side of (6) is less than 3) Compute using these values and (4). Tables I-III The simplicity of our method carries a price in some cases. For instance, Table I shows that the amount of computation (which depends on , the series truncation point) increases as decreases (i.e., high SIR). At low (say, 10 ), the value of must be small enough so that the negative domain truncation error, bounded by , is less than , whereas the positive domain truncation error is negligible in this case since So unless the negative tail of the pdf of decays rapidly, very small will be required, leading to large
We have used the Chernoff bound to estimate : minimization of done in the is an integer because of the pole at Therefore, the probability trail vanishes quickly for large Table IV compares the series solution (4) and the exact solution [4] . The amount of computation for the series solution is variable, depending on , , and SIR (the variation of in Tables I-III attests to this fact) . However, for the exact solution [4] , higher derivatives are needed and should be an integer. A measure of the computational complexity of a numerical algorithm is expressed by the number of arithmetic operations such as additions and multiplications. An exact comparison of the computational complexity of the series solution and exact solution [4] is difficult for all integral However, for , the exact solution is given by [4, eqs. (30) and (31)]. The amount of work for computing these two equations is similar to evaluating once. So in these two cases, the computational complexity of the series solution is roughly times that of the exact solution, where is our series truncation point.
IV. CONCLUSIONS
A characteristic function method has been presented for calculating the probability of outage in a cellular mobile radio system with Nakagami fading. This method allows all the fading severity indexes to be arbitrary real numbers in the interval , requires no higher order derivatives, and can be programmed easily. More importantly, the parameters controlling the domain truncation error and the series truncation error can be selected in advance, such that the total error lies within the specified precision.
