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Let R be a prime ring, C its extended centroid and RF (resp. Q )
its left (resp. symmetric) Martindale quotient ring. Let δ be
a σ -derivation of R , where σ is an automorphism of R . We
show the equivalence of K-polynomials (resp. K-identities) of δ
and cv-polynomials (resp. semi-invariant polynomials) in the Ore
extension Q [X;σ , δ]. We prove the existence of K-polynomials of
δ in certain rather general family of maps. As applications, the
following are proved among other things: Consider the expression
φ(x) :=∑ni=0 aiδi(x), where ai ∈ RF and an = 0.
(1) If dimC φ(R)C < ∞ then either R is a GPI-ring or φ(x) = 0 for
all x ∈ RF .
(2) If φ(R) ⊆ C then either R is commutative or φ(x) = 0 for all
x ∈ RF .
© 2011 Elsevier Inc. All rights reserved.
1. Results
The ring R will signify an associative prime ring throughout the sequel. By J  R , we mean that
J is an ideal of R . We call a map g : R → R additive if g(x + y) = g(x) + g(y) for x, y ∈ R . Let σ ,τ
be automorphisms of R . By a (σ , τ )-derivation of R , we mean an additive map δ : R → R satisfying
δ(xy) = σ(x)δ(y) + δ(x)τ (y) for x, y ∈ R . Given b ∈ R , the map
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deﬁnes a (σ , τ )-derivation, called the inner (σ , τ )-derivation deﬁned by b. We call a (σ , τ )-derivation
outer if it is not of this form. We generally call (σ , τ )-derivations skew derivations. Let 1 denote the
identity automorphism x 	→ x. We call (σ ,1)-derivations simply σ -derivations. We also write adσ ,1(b)
simply as adσ (b). So adσ (b) : x 	→ σ(x)b−bx for x ∈ R . If σ = 1 then σ -derivations reduce to ordinary
derivations.
Let Q and RF stand for respectively the symmetric and the left Martindale quotient rings of R (see
[1] or [8] for details). As shown in Kharchenko’s theory of automorphisms and ordinary derivations
[6–9], the investigation of skew derivations has to be carried out in Q and RF . For this purpose,
we introduce the ideal topology on Q by endowing x ∈ Q with the neighborhood system consisting
of x plus a nonzero ideal of R . We call an additive map g : Q → Q a continuous map of R if it is
a continuous map with respect to the ideal topology. An automorphism of Q is called bi-continuous
if it and its inverse both are continuous. Automorphisms of R can be uniquely extended to Q and
yield bi-continuous automorphisms of R . Analogously, any (σ , τ )-derivation of R , together with its
automorphisms σ ,τ , can be uniquely extended to Q and yields continuous maps of R . Following [9],
we set
A := the set of bi-continuous automorphisms of R ,
Lσ := the set of continuous σ -derivations of R,
Lσ ,τ := the set of continuous (σ , τ )-derivations of R ,
where σ ,τ ∈ A. Elements of A (resp. of Lσ ,τ ) are conveniently called continuous automorphisms
(resp. skew derivations) of R . A continuous automorphism (resp. skew derivation) is called X-inner if
it is inner on Q . Otherwise, we call it X-outer. For σ ∈ A, σ can be uniquely extended to an auto-
morphism of RF . Moreover, every δ ∈ Lσ ,τ can be uniquely extended to a (σ , τ )-derivation of RF .
Let δ ∈ Lσ . Given integers n s 0, let Dns denote the sum of all products with n − s occurrences
of δ and s occurrences of σ . So we have
Dn0 = δn, Dn1 =
n−1∑
i=0
δiσδn−1−i, . . . , Dnn−1 =
n−1∑
i=0
σ iδσ n−1−i, Dnn = σ n.
A direct computation shows
δn(xy) =
n∑
i=0
Dni (x)δ
i(y) and Dni (xy) =
n∑
j=i
Dnj (x)D
j
i (y)
for x, y ∈ Q and n i  0. Note that Dnn−1 ∈ Lσn,σn−1 .
Lemma 1. (See [5, Lemma 1].) Let δ ∈ Lσ . Given integers 0 k <m and t j ∈ Q for k < j <m with tm = 1,
we deﬁne the maps for k i <m
ψi(x) :=
∑
i< jm
t j D
j
i (x).
If for k < i <m, ψi(x) = σm(x)ti − tiσ i(x) for all x ∈ R then the map ψk(x) deﬁnes a continuous (σm, σ k)-
derivation of R.
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then we call
ψ0(x) :=
∑
0< jm
t j D
j
0(x) =
m∑
j=1
t jδ
j(x)
a Koryukin polynomial (or K-polynomial for short) of δ. By Lemma 1, ψ0(x) deﬁnes a σm-derivation.
If ψ0 deﬁnes the X-inner σm-derivation x 	→ σm(x)t0 − t0x for some t0 ∈ Q , then we call ψ0(x) =
σm(x)t0 − t0x to be a K-identity of δ.
The notion of K-polynomials can be best understood via the Ore extension of Q by δ, which we
deﬁne now: Let X be an indeterminate. Deﬁne Q [X;σ , δ] to be the ring generated by X and the ring
Q subject to the rule
Xr = σ(r)X + δ(r) for r ∈ Q .
We call Q [X;σ , δ] the Ore extension of Q by δ or the skew polynomial ring. A simple induction
shows that for any integer n 0 and any r ∈ Q ,
Xnr =
n∑
i=0
Dni (r)X
i .
Let τ ∈ A. We call f ∈ Q [X;σ , δ] a cv-polynomial associated with τ if f z − τ (z) f ∈ Q for all z ∈ Q .
Clearly, given a cv-polynomial f associated with τ , the map z 	→ f z − τ (z) f for z ∈ Q deﬁnes a
τ -derivation of Q . If the τ -derivation deﬁned by the cv-polynomial f is 0, then we call f a semi-
invariant polynomial. Generally, cv-ness or semi-invariance of a polynomial f can be viewed as a
sort of τ -twisted commutativity of f and z ∈ Q . The connection between K-polynomials (resp. K-
identities) of δ and cv-polynomials (resp. semi-invariant polynomials) in the Ore extension Q [X;σ , δ]
is the following.
Lemma 2. Let δ ∈ Lσ (R) and f =∑mi=0 ti X i ∈ Q [X;σ , δ], where tm = 1, ti ∈ Q . Then f is a cv-polynomial
associated with τ ∈ A if and only if τ = σm and ψ0(x) :=∑mi=1 tiδi(x) is a K-polynomial of δ. In this case, f
is semi-invariant iff ψ0(x) = σm(x)t0 − t0x is a K-identity of δ.
Proof. For x ∈ R , we see
f x− τ (x) f = (σm(x) − τ (x))Xm + (·)Xm−1 + · · · .
Thus if f is a cv-polynomial associated with τ then we must have τ = σm . So suppose τ = σm . For
0 i m, we set ψi(x) :=∑mj=i+1 t j D ji (x) and
φi(x) :=
m∑
j=i
t j D
j
i (x) = ψi(x) + ti Dii(x) = ψi(x) + tiσ i(x) for x ∈ R .
For x ∈ Q , we compute
f x =
m∑
j=0
t j X
jx =
m∑
j=0
t j
j∑
i=0
D ji (x)X
i =
m∑
i=0
m∑
j=i
t j D
j
i (x)X
i =
m∑
i=0
φi(x)X
i .
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f x− σm(x) f =
m∑
i=0
(
φi(x) − σm(x)ti
)
Xi .
Hence f is a cv-polynomial associated with σm iff φi(x) = σm(x)ti for 0< i m iff ψi(x) = σm(x)ti −
tiσ i(x) for 0< i m iff ψ0(x) is a K-polynomial of δ. The ﬁrst assertion follows. The rest is similar. 
However, the virtue of K-polynomials is that they behave like skew derivations in an inductive
manner shown in the deﬁnition. For example, in the notations of Lemma 1, if the equalities ψi(x) =
σm(x)ti − tiσ i(x), where k < i <m, hold for all x ∈ R , then by a backward induction on i and by the
uniqueness of extension of skew derivations to RF , these equalities also hold for all x ∈ RF and the
map ψk(x) deﬁnes a (σm, σ k)-derivation of RF . Particularly for k = 0, if ψ0(x) = σm(x)t0 − t0x is a
K-identity of R then the identity also holds for x ∈ RF .
Let R ′ be the ring R adjoined by 1 and let (R ′)op be the opposite ring of R ′ . Set L := R ′ ⊗Z(R ′)op,
where Z denotes the ring of integers. Given an additive map ρ : R → RF and β :=∑s us ⊗ vs ∈ L, we
deﬁne
ρ(x) · β :=
∑
s
vsρ(usx) for x ∈ R .
A direct computation proves that (ρ(x) · β1) · β2 = ρ(x) · (β1β2) for β1, β2 ∈ L. Recall that J  R means
that J is an ideal of R . Let Ω be a set of maps ρ : R → RF . For convenience, we also write ρ(x) ∈ Ω
to mean that the map ρ : R → RF lies in Ω . Our main result is the following, which extracts K-
polynomials (or K-identities) from a family of maps.
Theorem 3. Let R be a prime ring and Ω a set of maps ρ : R → RF such that
ρ(x) · β ∈ Ω for any ρ(x) ∈ Ω and any β ∈ L. (†)
Let δ ∈ Lσ . Given 0 = J  R, assume that there exists an integer m 1 such that for some ρ(x) ∈ Ω and some∑m
i=0 biδi(x), where bi ∈ RF and bm = 0, the equality
m∑
i=0
biδ
i(x) = ρ(x) (1)
holds for x ∈ J . If m is the least such integer then there exists a K-polynomial ψ(x) = ∑mi=1 tiδi(x), where
tm = 1, such that bi = bmti for 0< i m. Furthermore, if
cx /∈ Ω for any 0 = c ∈ RF (‡)
then there exists t0 ∈ Q such that b0 = bmt0 and ψ(x) = σm(x)t0 − t0x is a K-identity of δ.
For δ ∈ Lσ , there is a ring homomorphism φ : RF [X;σ , δ] → End(RF ,+) given by φ(X) = δ and
φ(z) = z for z ∈ RF . Given f ∈ RF [X;σ , δ], let R ′ f R ′ denote the additive subgroup of RF [X;σ , δ]
generated by u f v , where u, v ∈ R ′ . In view of Lemma 2, Theorem 3 can be neatly restated in terms
of skew polynomials as follows.
Theorem 4. Let V be a subset of RF [X;σ , δ] such that R ′ f R ′ ⊆ V for any f ∈ V . Suppose that there exists
f = bmXm + · · · ∈ V , where m  1 and 0 = bm ∈ RF . If m is the least such integer then f = bmg for a
cv-polynomial g ∈ Q [X;σ , δ]. Furthermore, if V ∩ RF = {0} then g is a semi-invariant polynomial.
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for some a ∈ Q . Theorem 4 should be compared with the well-known nice result (see [14, Propo-
sition 2.1]): If V is an ideal of R[X;σ , δ] then there exists a unique monic invariant polynomial
g ∈ Q [X;σ , δ] such that I g ⊆ V ⊆ gQ [X;σ , δ] for some 0 = I  R . We need the following for the
proof of Theorem 3.
Lemma 5. (See [5, Lemma 3].) Let δ ∈ Lσ ,τ . For a = 0,b, t ∈ RF , if aδ(x) + bτ (x) = aσ(x)t holds for all x in
a nonzero ideal I of R, then t ∈ Q , b = at and δ(x) = σ(x)t − tτ (x) for all x ∈ Q .
Proof of Theorem 3. For any θ(x) ∈ Ω , if the equality ∑m−1i=0 ciδi(x) = θ(x), where ci ∈ RF , holds for
x ∈ J , then m = 0, that is, c0x = θ(x) for x ∈ J . Thus c0 = 0 if (‡) holds. Given x ∈ R and y ∈ J , we
have xy ∈ J and hence by (1),
ρ(xy) =
m∑
j=0
b jδ
j(xy).
Using the expansion δ j(xy) =∑ ji=0 D ji (x)δi(y), we write
ρ(xy) =
m∑
j=0
b jδ
j(xy) =
m∑
j=0
b j
( j∑
i=0
D ji (x)δ
i(y)
)
=
m−1∑
i=0
(
m∑
j=i
b j D
j
i (x)
)
δi(y) + bmσm(x)δm(y),
where the last equality follows by ﬁrst switching the two summations and then by singling out the
term for i = j = m. Given ﬁnitely many us, vs ∈ R , substitute us for x in the above, multiply each
resulted expression by vs from the left and add them up:
m−1∑
i=0
(
m∑
j=i
∑
s
vsb j D
j
i (us)
)
δi(y) +
(∑
s
vsbmσ
m(us)
)
δm(y)
=
∑
s
vsρ(us y) = ρ(y) · β ∈ Ω,
where β :=∑s us ⊗ vs ∈ L. By the minimality of m, if ∑s vsbmσm(us) = 0 then
m∑
j=i
∑
s
vsb j D
j
i (us) = 0 (2)
for 0< i <m. If (‡) holds then (2) also holds for i = 0 by the foregoing Claim. The map
f i :
∑
s
vsbmσ
m(us) 	→
m∑
j=i
∑
s
vsb j D
j
i (us) =
∑
s
vs
m∑
j=i
b j D
j
i (us)
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module homomorphisms. By the continuity of σ and δ, we pick 0 = I  R such that Ib j ⊆ R and such
that D ji (I) ⊆ R for all 0 i  j m. For any u, v ∈ I ,
vbmσ
m(u), v
m∑
j=i
b j D
j
i (u) ∈ R.
So f i restricted to Ibmσm(I) = 0 gives a left R-module homomorphism into R . Since σ−1 is also
continuous, Ibmσm(I) contains a nonzero ideal of R . By the deﬁnition of RF , there exists ti ∈ RF
such that f i(x) = xti for x ∈ Ibmσm(I). That is, vbmσm(u)ti = v∑mj=i b j D ji (u) for u, v ∈ I . By the
primeness of R , this implies
bmσ
m(x)ti =
m∑
j=i
b j D
j
i (x) for all x ∈ I . (3)
Since bm = 0 and Dmm = σm , we have tm = 1. For 0 i m, deﬁne
ψi(x) :=
∑
i< jm
t jD
j
i (x) for x ∈ R .
So ψm = 0. Consider the assertion
tk ∈ Q , bk = bmtk and ψk(x) = σm(x)tk − tkσ k(x). (Hk)
We show by a backward induction on k that (Hk) holds for 0 < k  m. Firstly, (Hm) holds trivially
since ψm = 0 and tm = 1. Setting i =m − 1 in (3), we have
bmσ
m(x)tm−1 = bmDmm−1(x) + bm−1Dm−1m−1(x) = bmDmm−1(x) + bm−1σm−1(x)
for x ∈ I . Notice that Dmm−1 is a continuous (σm, σm−1)-derivation of R . By Lemma 5, we have that
tm−1 ∈ Q , bm−1 = bmtm−1 and Dmm−1(x) = σm(x)tm−1 − tm−1σm−1(x) for all x ∈ Q . That is,
ψm−1(x) := Dmm−1(x) = σm(x)tm−1 − tm−1σm−1(x).
So (Hm−1) holds. For the induction step, we show that (Hk) holds with the backward induction
hypothesis that (Hi) holds for all i satisfying k < i m. By Lemma 1, ψk is a continuous (σm, σ k)-
derivation of R . By (3),
bmσ
m(x)tk =
m∑
i=k
bi D
i
k(x) = bkDkk(x) +
m∑
k<im
biD
i
k(x)
= bkσ k(x) + bm
∑
k<im
ti D
i
k(x) = bkσ k(x) + bmψk(x).
Applying Lemma 5 to this, we see that ti ∈ Q , bi = bmti and ψi(x) = σm(x)ti − tiσ i(x), viz. (Hk) holds.
This completes our backward induction. So (Hk) holds for all k satisfying 1 < k m and hence ψ1
is a K-polynomial. Suppose now that (‡) holds. Then (2) also holds for i = 0 and the map f0 is also
deﬁned, as we have remarked. With these, our induction above can proceed one more step backward
to give (H0). 
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As an application of Theorem 3, we investigate the following algebraic relations in [11–13].
Deﬁnition. By a left RF -algebraic relation of δ ∈ Lσ , we mean an equality
n∑
i=0
aiδ
i(x) = 0 for all x ∈ R , (4)
where ai ∈ RF and an = 0. We call n the degree, an the leading coeﬃcient and a0x the constant term.
We call (4) minimal if its degree n is minimal. We call (4) left RF -integral if (4) is monic in the
sense that the leading coeﬃcient an is equal to 1. We call δ left RF -algebraic (resp. RF -integral) if it
possesses a left RF -algebraic (resp. RF -integral) relation.
Let δ ∈ Lσ and ﬁnitely many ai ∈ RF be given. By [5, Theorem 2] or the proof of [17, Theorem 2],
if
∑
i aiδ
i(x) = 0 for all x in a nonzero ideal of R , then ∑i aiδi(x) = 0 for all x ∈ RF . So a0 = 0 follows
by setting x = 1. These properties will be used in the sequel without further mention. The following
shows that left RF -algebraic skew derivations must also be left RF -integral.
Theorem 6 (Leroy–Matczuk). Let R be a prime ring. If δ ∈ Lσ is left RF -algebraic then there is a unique
monic minimal left RF -algebraic relation δm(x) + tm−1δm−1(x) + · · · + t1δ(x) = 0 for x ∈ R such that the
skew polynomial Xm + tm−1Xm−1 + · · · + t1X ∈ Q [X;σ , δ] is invariant.
Proof. (Due to the referee.) If φ(x) = 0 is a left RF -algebraic relation of R then so is rφ(x) = 0 for
any r ∈ R . For suitable r ∈ R , rφ(x) has all its coeﬃcients in R and is of the same degree as φ(x). So it
suﬃces to consider such relations with all its coeﬃcients in R . Particularly, the ring homomorphism
φ : Q [X;σ , δ] → End(Q ,+) given by φ(X) = δ and φ(z) = z for z ∈ Q has a nonzero kernel. Clearly,
kerφ is a nonzero Q -disjoint ideal of Q [X;σ , δ]. By [14, Proposition 2.1], which applies also to our
continuous δ here, there exists a unique monic invariant polynomial g = Xm(x)+ tm−1Xm−1(x)+· · · ∈
kerφ such that for some 0 = I  R ,
I g ⊆ V ⊆ gQ [X;σ , δ]
Clearly, φ(g) = δm(x)+ tm−1δm−1(x)+· · · gives exactly our minimal RF -algebraic relation of δ. By the
remark above, t0 = φ(g)(1) = 0. 
The center of Q , denoted by C , coincides with that of RF and is called the extended centroid
of R . The prime ring R is called a GPI-ring if it satisﬁes a nonzero generalized polynomial identity
with coeﬃcients in RF . We refer the reader to [1,16,4] for details. For an additive map ϕ : R → RF
and J  R , ϕ( J ) := {ϕ(x) | x ∈ J } is an additive subgroup of RF . The following is interesting in itself
(see the related results in [15]).
Theorem 7. Let R be a prime ring, 0 = δ ∈ Lσ and ϕ(x) =∑i aiδi(x), where ai ∈ RF vanish for all but ﬁnitely
many i. If dimC ϕ( J )C < ∞ for some 0 = J  R then either R is a GPI-ring or ϕ(x) = 0 for all x ∈ R.
Proof. We assume that R is not a GPI-ring and aim to show that ϕ(x) = 0 for all x ∈ R . Consider the
set Ω of maps deﬁned by
Ω := {ρ : R → RF ∣∣ dimC ρ(I)C < ∞ for some 0 = I  R}.
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s
vsρ(usx) ∈
∑
s
vsρ(I) for any x ∈ I.
There are only ﬁnitely many vs and dimC ρ(I)C < ∞. So dimC (∑s vsρ(I))C < ∞. The map x 	→∑
s vsρ(usx) for x ∈ R thus falls in Ω . So Ω satisﬁes the property (†). If ρ(x) = cx ∈ Ω for some
0 = c ∈ RF then dimC cIC = dimC ρ(I)C < ∞ for some 0 = I  R and R would be a GPI-ring [4,
Lemma 1], contradicting our assumption. So Ω also satisﬁes the property (‡). If all ai = 0 there would
be nothing to prove. So we assume some an = 0. Since ϕ(x) ∈ Ω , we have n 1 by (‡). Let m be the
least integer  1 such that for some bi ∈ RF with bm = 0, θ(x) :=∑mi=0 biδi(x) ∈ Ω . By Theorem 3,
there exists a K-identity
∑m
i=1 tiδi(x) = σm(x)t0 − t0x, where ti ∈ Q and tm = 1, such that bi = bmti
for i = 0, . . . ,m. So
m∑
i=0
biδ
i(x) = bm
(
m∑
i=0
tiδ
i(x)
)
= bmσm(x)t0 for x ∈ R.
Let 0 = I  R be such that dimC θ(I)C < ∞. Then
dimC bmσ
m(I)t0C = dimC θ(I)C < ∞.
But σ is bi-continuous. So σm(I) contains a nonzero ideal of R . Since bm = 0 and R is not a GPI-ring,
we have t0 = 0 (see [16, Theorem 2]). So ∑mi=1 tiδi(x) = 0 for all x ∈ R . We may thus assume that
θ(x) =∑mi=1 tiδi(x). Since θ(x) is monic, we divide ϕ(x) :=∑ni=0 aiδi(x) by θ(x) from the right-hand
side in the following manner: Firstly,
anδ
n−m(θ(x))= anδn(x) + terms with δi(x) for i < n.
So for some a′n−1 ∈ Q ,
ϕ(x) − anδn−m
(
θ(x)
)= a′n−1δn−1(x) + terms with δi(x) for i < n − 1.
Analogously, for some a′n−2 ∈ Q ,
ϕ(x) − anδn−m
(
θ(x)
)− a′n−1δn−m−1(θ(x))= a′′n−2δn−2(x) + terms with δi(x) for i < n − 2.
Continuing in this manner, we can write
ϕ(x) =
n∑
i=0
aiδ
i(x) = q(θ(x))+ r(x),
where q(x) = anδn−m(x)+a′n−1δn−m−1(x)+· · ·+a′mx and where r(x) = ckδk(x)+· · · for some 0 k <m.
For x ∈ R , θ(x) = 0 and hence q(θ(x)) = 0, implying ϕ(x) = r(x) and hence dimC r( J )C < ∞. By the
minimality of θ(x), we have k = 0 and r(x) = c0x. But c0 = 0 by (‡). So ϕ(x) = q(θ(x)) = 0 for x ∈ R ,
as asserted. 
Remark. Theorem 3 seems very useful in the investigation of algebraic skew derivations. By varying
Ω in Theorem 3, we may obtain various K-polynomials. Collections of maps from R to RF satisfying
(†) (and (‡)) abound:
(1) Given b ∈ RF , let b denote the map x 	→ bx for x ∈ R . Given a two-sided ideal I of R , the set
Ω = {b | b ∈ I} satisﬁes (†).
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x 	→
∑
θ∈H
∑
i
aθ,iθ(x)bθ,i for x ∈ R,
where aθ,i,bθ,i ∈ RF vanish for all but ﬁnitely many θ, i. The set Ω satisﬁes (†). By setting H = A
in particular, the K-identity given by ΩA via Theorem 3, if it exists, is the minimal quasi-algebraic
relation of δ (see also [5, Theorem 1]). If H consists of mutually outer automorphisms only then Ω
also satisﬁes (‡) by [6, Proposition 1 and Theorem 1].
(3) Given two maps ρ,ρ ′ : R → RF , we write ρ ∼ ρ ′ if there exist a nonzero ideal I of R and
a ﬁnite C-dimensional subspace V of RF such that ρ(x) − ρ ′(x) ∈ V for all x ∈ I . Given a set Ω of
maps from R into RF , deﬁne Ω ′ := {ρ | ρ ∼ ρ ′ for some ρ ∈ Ω}. If Ω satisﬁes (†) then so does Ω ′ .
If Ω := {0}, the set of the zero map only, then the corresponding Ω ′ is exactly the set of maps in the
proof of Theorem 7.
Let δ ∈ Lσ . Consider φ(x) =∑i aiδi(x), where ai ∈ RF vanish for all but ﬁnitely many i. Suppose
that φ(x) ∈ C for x ∈ R . Chang [3, Theorem 3.2] proved that either R is commutative or φ(x) = 0 for
all x ∈ R if δ is an ordinary derivation of R . The same conclusion was proved in [10, Theorem 2] under
the weaker assumption that φ(x) ∈ C for x in a noncommutative Lie ideal if dimC RC > 4. We prove
this for arbitrary δ ∈ Lσ in the following. The special instance for φ(x) = δn(x) under the assumption
δσ = σδ was also obtained in [3, Theorem 5.1]. However, some of our argument follows crucially the
method developed in [3, Theorem 4.1].
Theorem 8. Let R be a prime ring with δ ∈ Lσ . Let φ(x) =∑i aiδi(x), where ai ∈ RF vanish for all but ﬁnitely
many i. If φ(x) ∈ C for all x in a nonzero ideal of R then either R is commutative or φ(x) = 0 for all x ∈ RF .
It is convenient to have the following observation.
Lemma 9. Let θ(x) =∑ j0 a jxb(cb) j , where a j,b, c ∈ RF and a j = 0 for all but ﬁnitely many j. If θ(x) ∈ C
for all x in a nonzero ideal of R then either R is commutative or θ(x) = 0 for all x ∈ RF .
Proof. We assume that θ(x) = 0 for some x ∈ RF and aim to show that R is commutative. The
identity [θ(x), y] = 0 holds in a nonzero ideal of R and hence in RF by [1, Theorem 6.4.1] or [4,
Theorem 2]. So θ(x) ∈ C for all x ∈ RF . Observe (xbc)b(cb) j = xb(cb) j+1 = (xb(cb) j)cb. With this,
θ(xbc) = θ(x)cb ∈ C for x ∈ RF . This implies cb ∈ C , since 0 = θ(x) ∈ C for some x ∈ RF . With cb ∈ C ,
θ(xb) = θ(x)b ∈ C for x ∈ RF and this implies b ∈ C analogously. With b, cb ∈ C , θ(xr) = θ(x)r ∈ C for
x, r ∈ RF and this implies r ∈ C . So R is commutative. 
Proof of Theorem 8. We assume that φ(x) = 0 for some x ∈ RF and aim to show that R is commuta-
tive. By Theorem 7, R is a GPI-ring. By [9, Lemma 16], either δ is X-inner or σ acts identically on C .
We divide our argument into the two cases accordingly.
Assume ﬁrst that σ acts identically on C . Since R is a GPI-ring, σ is X-inner [6, Proof of Propo-
sition 2]. Let u ∈ Q be a unit such that σ(x) = uxu−1 for x ∈ R . Then d(x) := u−1δ(x) is an ordinary
derivation of R into Q . Replacing δ(x) by ud(x) in φ(x), we may assume that δ is an ordinary deriva-
tion. The assertion then follows from [3, Theorem 3.2].
Assume next that δ(x) = σ(x)b − bx for all x ∈ R , where b ∈ Q . Deﬁne N0(b) := 1 and inductively
for k  1, Nk(b) := σ(Nk−1(b))b. It is easy to see that Nk(b) = σ k−1(b)σ k−2(b) · · ·σ(b)b. By induc-
tion on n  0, there exists ci ∈ Q such that, for all x ∈ Q , δn(x) = ∑nj=0 c jσ j(x)N j(b). (This is [3,
Lemma 4.1].) We can thus write φ(x) =∑i biσ i(x)Ni(b), where bi ∈ Q .
Assume that σ i is X-outer for all i  1. Applying [6, Proposition 1] to the identity [φ(x), y] = 0
yields the identity [∑i bixiNi(b), y] = 0, where xi, y are distinct indeterminates. This latter identity is
obtained from [φ(x), y] = 0 by substitute xi for σ i(x) for each i. So for each i, bixNi(b) ∈ C for x ∈ R .
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to θ(x) := bixNi(b) and the commutativity of R follows, as asserted.
So we assume that there exists the least integer  1 such that σ  is X-inner. Let u ∈ Q be a unit
such that σ (x) = u−1xu for all x ∈ R . Given n 0, write n = j + k, where [n

] = j and 0 k < . We
have
σ n(x)Nn(b) = σ j+k(x)N j+k(b)
= σ j(σ k(x))σ j(Nk(b))σ ( j−1)(N(b)) · · ·σ (N(b))N(b)
= u− jσ k(x)Nk(b)uN(b) · · ·uN(b)uN(b)
= u− jσ k(x)Nk(b)
(
uN(b)
) j
.
With this, we can write
φ(x) =
−1∑
k=0
∑
j
a jkσ
k(x)Nk(b)
(
uN(b)
) j
,
where aij ∈ Q . (This is [3, Lemma 4.3].) Apply [6, Proposition 1] to the identity [φ(x), y] = 0 with the
foregoing expression of φ(x). We obtain the identity
[
−1∑
k=0
∑
j
a jkxkNk(b)
(
uN(b)
) j
, y
]
= 0,
where xk, y are distinct indeterminates. So for each k,
φk(x) :=
∑
j
a jkxNk(b)
(
uN(b)
) j ∈ C for x ∈ R .
Since φ(x) = 0 for some x ∈ RF , there exists k such that φk(x) = 0 for some x ∈ RF . Fix this k. Note
that
uN(b) =
(
uσ −1(b) · · ·σ k+1(b)σ k(b))Nk(b).
So Lemma 9 is applicable to θ(x) := φk(x). The commutativity of R follows, as asserted. 
Deﬁne R(δ) := {x ∈ R | δ(x) = 0}, the subring of constants of δ in R . The following was proved in
Bergen and Grzeszczuk [2, Theorem 3]: Let R be a semiprime algebra with 1 over a ﬁeld K . Let δ : R → R
be a K -algebraic σ -derivation, where both δ and σ are K -linear. If R(δ) is included in the center of R then
R is commutative. We improve this in the prime case by removing the assumption 1 ∈ R and the K -
linearity of σ , δ. Indeed, without 1 ∈ R and the K -linearity of σ , δ, R(δ) = 0 is not obvious at all and
is hence explicitly stated below.
Theorem 10. Let R be a prime ring. Suppose that δ ∈ Lσ is C-algebraic. Then R(δ) = 0. In addition, if R(δ) ⊆ C
then R is commutative.
Proof. Suppose that δ has the minimal C-algebraic relation
∑n
i=0 αiδi(x) = 0 for all x ∈ R , where all
αi ∈ C and αn = 1. Set φ(x) :=∑ni=0 αiδi(x) for x ∈ RF .
Claim. If δ(αi) = 0 for all i then R(δ) = 0 and if R(δ) ⊆ C also then R is commutative.
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φ(x) have δi(x) for some i  1. We hence set θ(x) :=∑ni=1 αiδi−1(x) =∑ni=1 δi−1(x)αi . With δ(αi) = 0
for all i, we have for x ∈ RF
δ
(
θ(x)
)= δ
(
n∑
i=1
δi−1(x)αi
)
=
n∑
i=1
δi(x)αi = φ(x) = 0.
By the continuity of δ, we pick 0 = J  R such that θ( J ) ⊆ R . If θ( J ) = 0 then θ(RF ) = 0, contradicting
the minimality of n. So 0 = θ( J ) ⊆ R(δ) , as asserted. Assume further that R(δ) ⊆ C also. Then θ( J ) ⊆ C .
By Theorem 8, either R is commutative or θ(RF ) = 0. The latter contradicts the minimality of n. So
R is commutative, as claimed.
With Claim above, it thus suﬃces to show all δ(αi) = 0. We divide our argument into two cases:
Case 1: δ is X-outer. By [9, Lemma 16], σ(α) = α for all α ∈ C . In particular, σ(αi) = αi for all i.
With this, we compute
δ
(
φ(x)
)= δ
(
n∑
i=0
αiδ
i(x)
)
=
n∑
i=0
δ(αi)δ
i(x) +
n∑
i=0
σ(αi)δ
i+1(x)
=
n∑
i=0
δ(αi)δ
i(x) +
n∑
i=0
αiδ
i+1(x) =
n∑
i=0
δ(αi)δ
i(x) + φ(δ(x)).
Since αn = 1, δ(αn) = 0. So δ(φ(x)) − φ(δ(x)) gives the identity
n−1∑
i=0
δ(αi)δ
i(x) = 0 for x ∈ R .
Set Φ := {u ∈ Q | ux = σ(x)u for x ∈ Q }. By [9, Lemma 16], δ(α) ∈ Φ for α ∈ C . In particular,
δ(αi) ∈ Φ for each i. If Φ = 0 then all δ(αi) = 0 and we are done by Claim above. If Φ = 0 then
pick 0 = u ∈ Φ arbitrarily. Then u is a unit in Q such that σ(x) = uxu−1 for x ∈ Q , implying Φ = Cu.
Since δ(αi) ∈ Φ for each i, we can write δ(αi) = βiu, where βi ∈ C . So
0 =
n−1∑
i=0
δ(αi)δ
i(x) = u
(
n−1∑
i=0
βiδ
i(x)
)
for x ∈ R .
But u is a unit. So
∑n−1
i=0 βiδi(x) = 0 for x ∈ R . By the minimality of n, βi = 0 and so δ(αi) = βiu = 0
for each i. We are done by Claim again.
Case 2: δ is X-inner. So there exists b ∈ Q such that δ(x) = σ(x)b − bx for all x ∈ R . Write φ(x) =∑n
i=0 δi(x)αi and compute
δ
(
φ(x)
)= δ
(
n∑
i=0
δi(x)αi
)
=
n∑
i=0
δi+1(x)αi +
n∑
i=0
σ
(
δi(x)
)
δ(αi)
= φ(δ(x))+ n∑σ (δi(x))δ(αi).
i=0
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n−1∑
i=0
δi(x)σ−1
(
δ(αi)
)= 0 for x ∈ R .
For each i, δ(αi) = σ(αi)b − bαi = (σ (αi) − αi)b. So we have
(
n−1∑
i=0
δi(x)
(
αi − σ−1(αi)
))
σ−1(b) = 0 for x ∈ R .
Set L := {x ∈ Q | xσ−1(b) = 0}. If L = 0 then ∑n−1i=0 δi(x)(αi − σ−1(αi)) = 0 for x ∈ R . The minimality
of n implies αi − σ−1(αi) = 0 or equivalently σ(αi) = αi for each i. So δ(αi) = σ(αi)b − bαi = αib −
bαi = 0 for each i. We are done by Claim. So assume L = 0. Given x ∈ L, we have xσ−1(b) = 0 or
equivalently σ(x)b = 0. So δ(x) = σ(x)b − bx = −bx ∈ L, since L is a left ideal of Q . Inductively,
δi(x) = (−b)i x for any i  0. With this, 0 = φ(x) = (∑ni=0 αi(−b)i)x. Since x ∈ L is arbitrary, we have
(
∑n
i=0 αi(−b)i)L = 0 and hence
∑n
i=0 αi(−b)i = 0 by the primeness of Q . So b is C-algebraic. Let∑m
j=0 β jb j = 0, where β j ∈ C and βm = 1 and where m is minimal. If β0 = 0 then b is invertible and
L = 0, absurd. So β0 = 0. Then 0 = ∑mj=1 β jb j = b(∑mj=1 β jb j−1) = bc, where c := ∑mj=1 β jb j−1. By
the minimality of m, c = 0. Given any 0 = a ∈ L, pick 0 = I  R such that cI ∪ cIa ⊆ R . Then cIa ⊆ L
and
0 =
(
m∑
j=0
β jb
j
)
Ia = b(cIa) = −δ(cIa).
So 0 = cIa ⊆ R(δ) , as asserted. If R(δ) ⊆ C also, then cIa ⊆ C and (cI)(cIa) = c(Ic I)a ⊆ cIa ⊆ C , imply-
ing cI ⊆ C . The commutativity of R follows. 
One may wonder whether a C-algebraic σ -derivation of R is also C (δ)-algebraic, for then we would
be able to deduce Theorem 10 from Bergen and Grzeszczuk’s theorem [2]. This is false in general as
shown by the example below. By the proof of Theorem 10, such δ must be an X-inner σ -derivation
deﬁned by a C-algebraic non-unit. In this case, C (δ) = C (σ ) and σ must be X-outer, for otherwise
C (σ ) = C .
Example 11. Let K be a ﬁeld with an automorphism θ such that there exists ξ ∈ K which is not K (θ)-
algebraic. For instance, we may start with an arbitrary ﬁeld F and let K = F (ti)i∈Z be the rational
function ﬁeld over F in inﬁnitely many indeterminates ti . The F -automorphism θ deﬁned by θ(ti) =
ti+1 for i ∈ Z has the ﬁxed ﬁeld K (θ) = F and any ξ /∈ F is not K (θ)-algebraic. We canonically extend
θ to an automorphism of Mn(K ), also denoted by θ , by applying θ to entries of matrices. We deﬁne
the automorphism σ : M2n(K ) → M2n(K ) by
(
A B
C D
)σ
=
(
Dθ Cθ
Bθ Aθ
)
,
where A, B,C, D ∈ Mn(K ). We denote by ei j , 1  i, j  2n, the usual matrix units of M2n(K ).
Set u = ξe11. Then σ(u) = σ(ξ)en+1n+1 and so σ(u)u = 0 = uσ(u). Deﬁne δ(x) = σ(x)u − ux for
x ∈ M2n(K ). Clearly, K (δ) = K (σ ) and u is not K (σ )-algebraic, since neither is ξ . Inductively, we see
that
δk+1(x) = (−1)k((uk + σ (uk))σ(x)u − uk+1x) for x ∈ M2n(K ) and k 1.
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∑
k1
(−1)kβkδk+1(x) =
(∑
k1
βku
k +
∑
k1
βkσ(u)
k
)
σ(x)u − u
(∑
k1
βku
k
)
x
= ( f (u) + f (σ(u)))σ(x)u − f (u)ux,
where we have set f (X) :=∑k1 βk Xk . Clearly, u2 = ξu and σ(u)2 = σ(ξ)σ (u). We may take f (X) =
X(X − ξ)(X − σ(ξ)). Then f (u) = f (σ (u)) = 0. So δ is algebraic over K .
On the other hand, suppose on the contrary that there exists γk ∈ K (σ ) , not all zero, such that∑
k1(−1)kγkδk+1(x) = 0 for x ∈ M2n(K ). Set g(X) :=
∑
k1 γk X
k . Then
(
g(u) + g(σ(u)))σ(x)u − g(u)ux = 0 for x ∈ M2n(K ).
Since σ is X-outer, we have g(u)u = 0. So u is algebraic over K (σ ) , a contradiction. 
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