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LINEARLY DECOUPLED ENERGY-STABLE NUMERICAL
METHODS FOR MULTI-COMPONENT TWO-PHASE
COMPRESSIBLE FLOW∗
JISHENG KOU† , SHUYU SUN‡ , AND XIUHUA WANG§
Abstract. In this paper, for the first time we propose two linear, decoupled, energy-stable
numerical schemes for multi-component two-phase compressible flow with a realistic equation of state
(e.g. Peng-Robinson equation of state). The methods are constructed based on the scalar auxiliary
variable (SAV) approaches for Helmholtz free energy and the intermediate velocities that are designed
to decouple the tight relationship between velocity and molar densities. The intermediate velocities
are also involved in the discrete momentum equation to ensure the consistency with the mass balance
equations. Moreover, we propose a component-wise SAV approach for a multi-component fluid, which
requires solving a sequence of linear, separate mass balance equations. We prove that the methods
preserve the unconditional energy-dissipation feature. Numerical results are presented to verify the
effectiveness of the proposed methods.
Key words. Multi-component two-phase flow; Diffuse interface model; Energy stability; Real-
istic equation of state.
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1. Introduction. It is a very important issue to simulate multi-component two-
phase compressible fluid systems with a realistic equation of state (e.g. Peng-Robinson
equation of state [30]). It has a wide range of applications in chemical and reservoir
engineering [12–17,29, 32], especially the pore scale modeling of subsurface fluid flow
including shale gas reservoir. The classical models of incompressible two-phase flows
or compositional flows have been extensively studied and employed [3, 10, 19, 27],
the primal state variables of which are often pressure, temperature, and chemical
composition. Although the classical models have been widely used, they suffer from
a few essential limitations as pointed out in [24, 29]; for example, it is required to
construct a pressure equation since there is no intrinsic pressure equation [29].
An alternative modeling framework, which uses the moles, volume, and temper-
ature (the so-called NVT-based framework) as the primal state variables, has been
intensively studied recently [12–18,29,32]. The NVT-based modeling framework orig-
inates from the phase-splitting calculations of multi-component fluids at specified
moles, volume and temperature [23, 24, 28]. Very recently, in the NVT-based frame-
work, a general multi-component two-phase compressible flow model is rigorously
derived by Kou and Sun in [21] based on the thermodynamic laws and realistic equa-
tions of state (e.g. Peng-Robinson equation of state). This model has at least three
important features that are distinguished from the classical models:
• It has thermodynamically-consistent unified formulations for general average
velocities and mass diffusion fluxes;
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• It uses diffusive interfaces and realistic equations of state, and as a result,
it can characterize the fluid compressibility and partial miscibility between
different phases;
• It uses a general thermodynamic pressure, which is a function of the molar
density and temperature, and consequently, it is never required to construct
the pressure equation.
In addition, another formulation of the momentum conservation equation, which is
convenient for numerical simulation, has been derived in [21] by the relation between
the pressure gradient and chemical potential gradients. In this paper, we consider
how to develop and analyze efficient numerical methods for this model problem.
A key challenge in numerical simulation of diffuse interface models is to construct
efficient numerical schemes preserving the discrete energy-dissipation law [4, 33]. In
constructing energy-stable numerical schemes for multi-component two-phase com-
pressible flow model, there are at least two main difficulties: one is the strong non-
linearity of bulk Helmholtz free energy density; the other is the tightly coupling re-
lationship between molar densities and flow velocity through the convection term in
the mass balance equations and the stress force arising from chemical potential gra-
dients in the momentum balance equation. An energy-dissipation numerical scheme
was developed in [21] based on a convex-concave splitting of Helmholtz free energy
density, but it leads to a nonlinear and coupled system of the mass balance equations
and momentum balance equation. In this paper, we focus on the linear, decoupled,
energy stable numerical schemes.
Recently, for incompressible two-phase flows, a decoupled approach [25] was de-
veloped by introducing an intermediate velocity in the phase equation to resolve the
coupling relation between the velocity and phase function, and this technique was used
to construct linear, decoupled, efficient numerical methods for phase-field models of
incompressible two-phase flows [4,33]. When applying this technique to compressible
multi-component two-phase flow model considered in this paper, we encounter two
challenging problems: the first is how to construct the intermediate velocities since
the stress force in the momentum balance equation is different from phase-field mod-
els; the second is how to treat the momentum balance equation using intermediate
velocities. The second problem is because at the time-discrete level, the velocity vari-
able in the convection term of the momentum balance equation shall be consistent
with the intermediate velocities when we combine the mass balance equation of each
component and the momentum balance equation to derive the variation of the kinetic
energy. In this work, we will construct two intermediate velocities, both of which can
uncouple the relationship between velocity and molar densities; we will also propose
a discrete formulation of the momentum balance equation, which involves the inter-
mediate velocities and consequently consistent with the mass balance equations. It is
noted that one of the introduced intermediate velocities is for the first time defined
by a component-wise way, and thus, it is very efficient for a special multi-component
fluid.
There have been at least four approaches in the literature dealing with the bulk
Helmholtz free energy density derived from Peng-Robinson equation of state for con-
structing energy-stable numerical schemes. The first approach is the convex splitting
method [7, 8], which has been popularly used in phase-field models [2, 8, 33, 36]. The
energy-stable numerical scheme based on the convex splitting method have also been
developed and analyzed for the diffuse-interface models with Peng-Robinson equation
of state [9,17,20,21,31,32]. The second approach is a modified Newton’s method with
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a relaxation parameter that is dynamically chosen to ensure the energy decay prop-
erty [15]. The third approach is a fully-implicit unconditionally-stable scheme [16],
which uses the difference of Helmholtz free energy density to approximate the chemi-
cal potential. The fourth numerical scheme is developed in [22] based on the invariant
energy quadratization (IEQ) approach that is a novel, efficient method and has been
applied to many phase-field models intensively recently [37–39]. Very recently, a
scalar auxiliary variable (SAV) approach [34] is built upon the IEQ approach. It
leads to unconditionally stable numerical schemes, which only need to solve the linear
equations with constant coefficients at each time step. In this paper, we will apply
the SAV approach to treat the mass balance equations and construct linear, uncon-
ditionally stable numerical schemes. Moreover, we will develop a component-wise
SAV approach for a multi-component flow model, which uncouples the relationships
between multiple components and allows us to solve each component mass balance
equation separately. The schemes for gradient flows of multiple functions in [34] usu-
ally require the computation of eigen-matrix and eigenvalues to achieve the decoupled
forms, but this computation cost is free for the proposed component-wise SAV ap-
proach. So the proposed scheme is efficient and easy-to-implement for the case of
multiple components.
We must note that the proposed numerical schemes for multi-component two-
phase flows are perfect combinations of the above intermediate velocity approaches
and SAV approaches, which lead to a sequence of linearly decoupled equations. The
proposed schemes are proved to be unconditionally energy stable.
The rest of this paper is organized as follows. In Section 2, we will give a brief
description of the multi-component two-phase flow model. In Section 3, we will pro-
pose the numerical schemes and prove the unconditional energy stability. In Section
4, numerical tests are carried out to show the effectiveness of the proposed methods.
Finally, concluding remarks are provided in Section 5.
2. Mathematical model of multi-component two-phase flow. In this sec-
tion, we briefly introduce the mathematical model of multi-component two-phase flow
with Peng-Robinson equation of state, which is very recently proposed in [21].
We consider the motion of a mixture fluid composed of M chemical components
at a constant temperature. Let ni be the molar density of component i, and we denote
the molar density vector by n = [n1, n2, · · · , nM ]T .
Mathematical model developed in [21] can employ any realistic equation of state,
for instance, the van der Waals equation of state and Peng-Robinson equation of state
(PR-EOS) [30]. PR-EOS has been widely applied in oil reservoir and chemical engi-
neering due to its accuracy. In this work, we focus on the PR-EOS-based Helmholtz
free energy density fb(n) of a homogeneous bulk fluid, which has a form as
fb(n) = f
ideal
b (n) + f
repulsion
b (n) + f
attraction
b (n), (2.1)
where f idealb , f
repulsion
b and f
attraction
b are formulated in Appendix A.
The diffuse interfaces always occurs between multiple phases of a realistic fluid.
To characterize this feature, a local density gradient contribution is added to the free
energy density of an inhomogeneous fluid, and consequently, the general Helmholtz
free energy density (denoted by f) is expressed as
f(n) = fb(n) +
1
2
M∑
i,j=1
cij∇ni · ∇nj , (2.2)
3
where cij(1 ≤ i, j ≤ M) are the cross influence parameters depending on temper-
ature but independent of molar densities. The formulations of cij can be found in
Appendix B. We assume that the influence parameter matrix
(
cij
)M
i,j=1
is symmetric
and moreover it is positive definite or positive semi-definite.
The chemical potential of component i is defined as
µi(n) =
δf(n)
δni
= µbi(n)−
M∑
j=1
∇ · (cij∇nj) , µbi(n) =
∂fb(n)
∂ni
, (2.3)
where δδni denotes the variational derivative. By the thermodynamical relations, the
general thermodynamical pressure can be formulated as a function of n at a constant
temperature
p(n) =
M∑
i=1
niµi(n)− f(n)
= pb −
M∑
i,j=1
ni∇ · (cij∇nj)− 1
2
M∑
i,j=1
cij∇ni · ∇nj , (2.4)
where pb(n) =
∑M
i=1 niµ
b
i (n)− fb(n).
The overall molar density of a mixture is denoted by n =
∑M
i=1 ni. Let Mw,i
denote the molar weight of component i, and then we denote the mass density of
component i by ρi = niMw,i and denote the overall mass density of a mixture by
ρ =
∑M
i=1 ρi.
We now describe the governing equations. First, the mass balance equation for
component i is
∂ni
∂t
+∇ · (uni) +∇ · Ji = 0, (2.5)
where u is a specific or average velocity and Ji is the diffusion flux of component i.
In general, we can express the diffusion flux of component i as [5, 18, 21]
Ji = −
M∑
j=1
Mij∇µj , i = 1, · · · ,M, (2.6)
where M = (Mij)Mi,j=1 is the mobility tensor. The mobility matrix M shall be
symmetric and at least positive semidefinite so that Onsager’s reciprocal principle [6]
and the second law of thermodynamics are satisfied.
Three choices of the mobility M in (2.6) are provided in [21] as below.
(A1) The first mobility choice is to take M as a diagonal positive definite matrix
with diagonal elements
Mi =Mii = Dini
RT
, (2.7)
where R stands for the universal gas constant and Di > 0 is the diffusion coef-
ficient of component i. The diffusion flux has a form [5,17] as Ji = −DiniRT ∇µi.
In this case, u and Ji is viewed as the mean velocity and general mixture
diffusion fluxes at the constant temperature and pressure, respectively.
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(A2) The second choice is to take M as a full matrix
Mii =
M∑
j=1
Dijninj
nRT
, Mij = −Dijninj
nRT
, j 6= i, (2.8)
where the mole diffusion coefficients Dij satisfy Dii = 0 and Dij = Dji > 0
for i 6= j. In this case, u is the molar-average velocity.
(A3) The third mobility M has the following formulation
Mii =
M∑
j=1
Dijniρj
Mw,iρRT
, Mij = −Dijninj
ρRT
, j 6= i, (2.9)
where the mass diffusion coefficients Dij satisfy Dii = 0 and Dij = Dji > 0
for i 6= j. In this case, u is actually the mass-average velocity.
We now introduce the thermodynamically-consistent momentum balance equa-
tion, which is expressed as [21]
ρ
(
∂u
∂t
+ u · ∇u
)
+
M∑
i=1
Mw,iJi · ∇u = −∇p+∇ (λ∇ · u)
+∇ · η (∇u+∇uT )− M∑
i,j=1
∇ · (cij∇ni ⊗∇nj) , (2.10)
where λ = ξ − 2
3
η, and ξ and η represent the volumetric viscosity and shear viscosity
respectively. We assume that η > 0 and ξ > 2
3
η, and thus λ > 0. If u is the mass-
average velocity, the term
∑M
i=1Mw,iJi · ∇u vanishes, while for the other types of u,
it is crucial to ensure the thermodynamical consistency. It is proved in [21] that the
gradients of the pressure and chemical potentials have the following relation
M∑
i=1
ni∇µi = ∇p+
M∑
i,j=1
∇ · (cij∇ni ⊗∇nj) , (2.11)
and then we reformulate the momentum conservation equation (2.10) as
ρ
(
∂u
∂t
+ u · ∇u
)
+
M∑
i=1
Mw,iJi · ∇u = −
M∑
i=1
ni∇µi
+∇ (λ∇ · u) +∇ · η (∇u+∇uT ) , (2.12)
which shows that the fluid motion is driven by the chemical potential gradients.
In this work, we consider numerical schemes for the model formulated by (2.5)
and (2.12) coupling with the chemical potential (2.3) and the diffusion flux (2.6). For
the boundary conditions, we assume that all boundary terms in (2.5) and (2.12) will
vanish when integrating by parts is performed; for example, we can use homogeneous
Neumann boundary conditions or periodic boundary conditions.
We assume that Ω ⊂ Rd(1 ≤ d ≤ 3) is an open, bounded and connected domain
with the sufficiently smooth boundary ∂Ω. The Helmholtz free energy and kinetic
energy within Ω at a specified time are defined as
F = Fb + F∇, Fb =
∫
Ω
fb(n)dx, F∇ =
1
2
M∑
i,j=1
∫
Ω
cij∇ni · ∇njdx,
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E =
1
2
∫
Ω
ρ|u|2dx. (2.13)
It is proved in [21] that the total energy, i.e. the sum of the Helmholtz free energy
and kinetic energy, is dissipated with time as
∂(F + E)
∂t
≤ 0. (2.14)
In order to use the scalar auxiliary variable (SAV) approach [34] , we defineH(t) =√
Fb +
∑M
i=1 CT,iN
t
i , where N
t
i =
∫
Ω
nidx. Here, CT,i ≥ 0 is the thermodynamical
coefficient of component i to ensure Fb+
∑M
i=1 CT,iN
t
i ≥ 0, and the choice of CT,i ≥ 0
may depend on T but independent of molar densities. Then the chemical potential of
component i (1 ≤ i ≤M) can be reformulated as
µi =
H(t)√
Fb +
∑M
j=1 CT,jN
t
j
µbi −
M∑
j=1
∇ · (cij∇nj) , (2.15a)
∂H
∂t
=
M∑
i=1
∫
Ω
µbi
2
√
Fb +
∑M
j=1 CT,jN
t
j
∂ni
∂t
dx. (2.15b)
The modified Helmholtz free energy is defined as
F = H2 + F∇ −
M∑
i=1
CT,iN
t
i .
In the continuous model, we have F = F , but at the time-discrete level, the modified
Helmholtz free energy may be generally different from the original Helmholtz free
energy.
3. Energy-stable numerical methods. In this section, we aim to develop ef-
ficient energy-dissipated semi-implicit time marching scheme for simulating the above
multi-component flow model. The key difficulties result from the strong nonlinearity
of Helmholtz free energy density and fully coupling relations between molar densities
and velocity. In this work, our purpose is to uncouple this tightly coupling relations
between molar densities and velocity, and from this, we will develop linearly decoupled
numerical schemes preserving the feature of energy dissipation.
For a given time interval I = (0, Tf ], where Tf > 0, we divide I into N subinter-
vals Ik = (tk, tk+1], where t0 = 0 and tN = Tf , and we denote δtk = tk+1 − tk. For
any scalar v(t) or vector v(t), we denote by vk or vk its approximation at the time
tk. The traditional notations (·, ·) and ‖ · ‖ are used to represent the inner product
and norm of L2 (Ω),
(
L2 (Ω)
)d
or
(
L2 (Ω)
)d×d
respectively.
3.1. Velocity-density decoupled semi-implicit scheme. We try to develop
a linear semi-implicit scheme that decouples the tight relationship between molar
densities and velocity. This scheme allows us to solve the mass balance equations and
momentum equation separately. This scheme can be applied for the model problems
with the general diffusion mobility, especially the cases that the mobility is a full
tensor.
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We denote nk = [nk1 , n
k
2 , · · · , nkM ]T , and define µk+1i as
µk+1i =
Hk+1 +Hk
2
√
Fb(nk) +
∑M
j=1 CT,jN
t
j
µbi
(
nk
)− M∑
j=1
∇ · (cij∇nk+1j ) , (3.1a)
Hk+1 −Hk
δtk
=
M∑
i=1
∫
Ω
µbi
(
nk
)
2
√
Fb(nk) +
∑M
j=1 CT,jN
t
j
nk+1i − nki
δtk
dx. (3.1b)
Furthermore, we define an intermediate velocity uk⋆ as
uk⋆ = u
k − δtk
ρk
M∑
i=1
nki∇µk+1i . (3.2)
We note that uk⋆ can be viewed as an approximation of u
k+1 obtained by neglecting
the three parts: the convection term,
∑M
i=1Mw,iJ
k+1
i ·∇uk+1, and the viscosity terms,
in (3.4).
Using the intermediate velocity uk⋆, we construct the semi-implicit time scheme
for the molar density balance equation (2.5) as
nk+1i − nki
δtk
+∇ · (nki uk⋆) +∇ · Jk+1i = 0, (3.3a)
Jk+1i = −
M∑
j=1
Mkij∇µk+1j , (3.3b)
where we denote by Mkij the mobility coefficients calculated from molar densities nk
since the mobility coefficients Mij , generally depending on molar densities, can be
treated explicitly.
We can see that only nk+1 is the unknown variable of the equations (3.3). This
means that the use of uk⋆ eliminates the tight coupling relationship between molar
densities and velocity. We can solve (3.3) to obtain molar densities nk+1. Once nk+1
is calculated, we can get µk+1i , J
k+1
i and u
k
⋆ from (3.1), (3.3b) and (3.2) respectively.
A semi-implicit scheme for the momentum balance equation (2.12) is formulated as
ρk
uk+1 − uk
δtk
+ ρkuk⋆ · ∇uk+1 +
M∑
i=1
Mw,iJ
k+1
i · ∇uk+1 = −
M∑
i=1
nki∇µk+1i
+∇ (λk∇ · uk+1)+∇ · ηk (∇uk+1 + (∇uk+1)T) , (3.4)
which is a linear equation of velocity uk+1 only. In the convection term of (3.4), the
use of uk⋆ instead of u
k is consistent with the mass balance equations as shown in the
proof of Theorem 3.1, and moreover, it avoids to use the existing approach in [25,33]
that needs to impose the overall mass equation into the momentum equation for
the sake of achieving energy dissipation for phase-field models with the large density
ratios. We note that this treatment (i.e., using uk⋆ instead of u
k in the convection
term of the momentum equation) can be directly applied to the phase-field models
with different densities.
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We now prove that the above linearly decoupled scheme satisfies the discrete
energy dissipation law. To do this, we define the discrete kinetic energy and the
modified Helmholtz free energy as
Ek =
1
2
∫
Ω
ρk|uk|2dx, (3.5a)
Fk = |Hk|2 + F k∇ −
M∑
i=1
CT,iN
t
i , F
k
∇ =
1
2
∫
Ω
M∑
i,j=1
cij∇nki · ∇nkj dx. (3.5b)
Theorem 3.1. The modified total (free) energy, i.e., the sum of the modified
Helmholtz free energy and kinetic energy, determined by (3.3) and (3.4) associated
with (3.1) and (3.2), is dissipated with time steps, i.e.
Ek+1 + Fk+1 ≤ Ek + Fk. (3.6)
Proof. We first estimate the difference between |Hk+1|2 and |Hk|2 using (3.1b)
as
|Hk+1|2 − |Hk|2 = (Hk+1 +Hk) (Hk+1 −Hk)
=
M∑
i=1
((
Hk+1 +Hk
)
µbi
(
nk
)
2
√
Fb(nk) + CT,iN ti
, nk+1i − nki
)
. (3.7)
Since the influence parameter matrix
(
cij
)M
i,j=1
is symmetric and it is positive definite
or positive semi-definite, we have
F k+1∇ − F k∇ =
1
2
∫
Ω
M∑
i,j=1
cij
(∇nk+1i · ∇nk+1j −∇nki · ∇nkj ) dx
=
1
2
∫
Ω
M∑
i,j=1
cij
(∇ (nk+1i − nki ) · ∇nk+1j +∇nki · ∇ (nk+1j − nkj )) dx
=
M∑
i,j=1
(∇ (nk+1i − nki ) , cij∇nk+1j )−
M∑
i,j=1
(
cij∇
(
nk+1i − nki
)
,∇ (nk+1j − nkj ))
≤
M∑
i,j=1
(∇ (nk+1i − nki ) , cij∇nk+1j )
≤ −
M∑
i,j=1
(
nk+1i − nki ,∇ ·
(
cij∇nk+1j
))
. (3.8)
The inequalities (3.7) and (3.8) yield
Fk+1 −Fk = |Hk+1|2 − |Hk|2 + F k+1
∇
− F k∇ ≤
M∑
i=1
(
µk+1i , n
k+1
i − nki
)
. (3.9)
Substituting (3.3) into (3.9), we derive
Fk+1 −Fk
δtk
≤ −
M∑
i=1
(∇ · (nki uk⋆) +∇ · Jk+1i , µk+1i )
8
≤ −
M∑
i=1
(∇ · (nki uk⋆), µk+1i )−
M∑
i,j=1
(Mkij∇µk+1i ,∇µk+1j ). (3.10)
We now turn to consider the difference between Ek+1 and Ek. We introduce the
intermediate kinetic energy as
Ek⋆ =
1
2
(
ρkuk⋆,u
k
⋆
)
.
The difference between Ek+1 and Ek⋆ is estimated as
Ek+1 − Ek⋆ =
1
2
(
ρk+1, |uk+1|2)− 1
2
(
ρk, |uk⋆|2
)
=
1
2
(
ρk, |uk+1|2 − |uk⋆ |2
)
+
1
2
(
ρk+1 − ρk, |uk+1|2)
=
(
ρk
(
uk+1 − uk⋆
)
,uk+1
)− 1
2
(
ρk, |uk+1 − uk⋆|2
)
+
1
2
(
ρk+1 − ρk, |uk+1|2)
≤ (ρk (uk+1 − uk⋆) ,uk+1)+ 12
(
ρk+1 − ρk, |uk+1|2) . (3.11)
On the other hand, we have the overall mass balance equation as
ρk+1 − ρk
δtk
+∇ · (ρkuk⋆) +
M∑
i=1
Mw,i∇ · Jk+1i = 0, (3.12)
and taking into account the definition of uk⋆, we rewrite (3.4) as
ρk
uk+1 − uk⋆
δtk
= −ρkuk⋆ · ∇uk+1 −
M∑
i=1
Mw,iJ
k+1
i · ∇uk+1
+∇ (λk∇ · uk+1)+∇ · ηk (∇uk+1 + (∇uk+1)T) . (3.13)
Substituting (3.12) and (3.13) into (3.11) yields
Ek+1 − Ek⋆
δtk
≤ −
(
ρkuk⋆ · ∇uk+1 +
M∑
i=1
Mw,iJ
k+1
i · ∇uk+1,uk+1
)
+
(
∇ (λk∇ · uk+1)+∇ · ηk (∇uk+1 + (∇uk+1)T) ,uk+1)
− 1
2
(
∇ · (ρkuk⋆) +
M∑
i=1
Mw,i∇ · Jk+1i , |uk+1|2
)
≤ −
∥∥∥√λk∇ · uk+1∥∥∥2 − 1
2
∥∥∥√ηk (∇uk+1 + (∇uk+1)T)∥∥∥2 . (3.14)
We apply the definition of uk⋆ to derive
Ek⋆ − Ek =
(
ρk
(
uk⋆ − uk
)
,uk⋆
)− 1
2
(
ρk, |uk⋆ − uk|2
)
≤ (ρk (uk⋆ − uk) ,uk⋆)
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≤ −δtk
M∑
i=1
(
nki∇µk+1i ,uk⋆
)
≤ δtk
M∑
i=1
(∇ · (nkiuk⋆) , µk+1i ) . (3.15)
Combining (3.10), (3.14) and (3.15) yields
Ek+1 − Ek + Fk+1 −Fk
δtk
≤ −
M∑
i,j=1
(Mkij∇µk+1i ,∇µk+1j )− ∥∥∥√λk∇ · uk+1∥∥∥2
− 1
2
∥∥∥√ηk (∇uk+1 + (∇uk+1)T)∥∥∥2 ≤ 0, (3.16)
which yields the energy dissipation (3.6).
3.2. Component-wise, decoupled semi-implicit scheme. For the case that
diffusion fluxes have a diagonal mobility tensor, we can design a component-wise,
decoupled semi-implicit scheme, which not only uncouples the tight relationship be-
tween molar densities and velocity, but also solves the mass balance equations by a
component-wise way.
We still use nk = [nk1 , n
k
2 , · · · , nkM ]T to denote the molar density vector at the
integer time step k. Furthermore, we introduce the molar density vector at the frac-
tional time step
(
k + iM
)
and denote it by nk+
i
M =
[
nk+11 , · · · , nk+1i , nki+1, · · · , nkM
]T
,
where 0 ≤ i ≤M ; in particular, nk+ iM = nk for i = 0 and nk+ iM = nk+1 for i = M .
The discrete chemical potential µ
k+ i
M
i (1 ≤ i ≤M) of component i is defined as
µ
k+ i
M
i =
Hk+
i
M +Hk+
i−1
M
2
√
Fb(nk) +
∑M
j=1 CT,jN
t
j
µbi
(
nk+
i−1
M
)
−
i∑
j=1
∇ · (cij∇nk+1j )−
M∑
j=i+1
∇ · (cij∇nkj ) , (3.17a)
Hk+
i
M −Hk+ i−1M
δtk
=
∫
Ω
µbi
(
nk+
i−1
M
)
2
√
Fb(nk) +
∑M
j=1 CT,jN
t
j
nk+1i − nki
δtk
dx. (3.17b)
A component-wise intermediate velocity u
k+ i
M
⋆ is defined as
u
k+ i
M
⋆ = u
k+ i−1
M
⋆ − δtk
ρk
nki∇µk+
i
M
i , 1 ≤ i ≤M, (3.18)
where uk+0⋆ = u
k
⋆ = u
k. Let ρi = Mw,ini be the mass density of component i, and
then we introduce a mean intermediate velocity uk⋆⋆ as
uk⋆⋆ =
M∑
i=1
ρki
ρk
u
k+ i
M
⋆ . (3.19)
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We construct the semi-implicit time scheme for the molar density balance equation
(2.5) of component i as
nk+1i − nki
δtk
+∇ · (nki uk+
i
M
⋆ ) +∇ · Jk+
i
M
i = 0, (3.20a)
J
k+ i
M
i = −Mki∇µk+
i
M
i , (3.20b)
which is a linear equation of nk+1i only and can be solved sequently from i = 1 to M .
The semi-implicit time scheme for the momentum balance equation is
ρk
uk+1 − uk
δtk
+ ρkuk⋆⋆ · ∇uk+1 +
M∑
i=1
Mw,iJ
k+ i
M
i · ∇uk+1 = −
M∑
i=1
nki∇µk+
i
M
i
+∇ (λk∇ · uk+1)+∇ · ηk (∇uk+1 + (∇uk+1)T) . (3.21)
Summing (3.18) from i = 1 to M yields
uk+1⋆ = u
k − δtk
ρk
M∑
i=1
nki∇µk+
i
M
i . (3.22)
Consequently, the equation (3.21) can be reformulated as
ρk
uk+1 − uk+1⋆
δtk
+ ρkuk⋆⋆ · ∇uk+1 +
M∑
i=1
Mw,iJ
k+ i
M
i · ∇uk+1
= ∇ (λk∇ · uk+1)+∇ · ηk (∇uk+1 + (∇uk+1)T) . (3.23)
This is a linear equation of velocity uk+1 and easy to be solved. In the convection
term of (3.23), we use the mean intermediate velocity uk⋆⋆ instead of u
k or u
k+ i
M
⋆ to
match the mass balance equations.
It is apparent that the above component-wise approach can be directly applied
for the IEQ-based component-wise schemes and for the Cahn-Hilliard-type models
studied in [16].
We now prove that the component-wise, decoupled scheme satisfies the discrete
energy dissipation law.
Theorem 3.2. The sum of the modified Helmholtz free energy and kinetic energy
determined by (3.20) and (3.23) associated with (3.17), (3.18) and (3.19) is dissipated
with time steps, i.e.
Ek+1 + Fk+1 ≤ Ek + Fk, (3.24)
where Ek and Fk are still defined as in (3.5).
Proof. Using (3.17b), we derive the difference between |Hk+ iM |2 and |Hk+ i−1M |2 (1 ≤
i ≤M) as
|Hk+ iM |2 − |Hk+ i−1M |2 =
(
Hk+
i
M +Hk+
i−1
M
)(
Hk+
i
M −Hk+ i−1M
)
=


(
Hk+
i
M +Hk+
i−1
M
)
µbi
(
nk+
i−1
M
)
2
√
Fb(nk) +
∑M
j=1 CT,jN
t
j
, nk+1i − nki

 . (3.25)
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The gradient contribution of Helmholtz free energy at the time step (k + iM ) can be
expressed as
F
k+ i
M
∇
=
1
2
∫
Ω
i∑
j,l=1
cjl∇nk+1j · ∇nk+1l dx+
1
2
∫
Ω
M∑
j,l=i+1
cjl∇nkj · ∇nkl dx
+
i∑
j=1
M∑
l=i+1
∫
Ω
cjl∇nk+1j · ∇nkl dx. (3.26)
Taking into account cij = cji and cij > 0, we derive
F
k+ i
M
∇ − F
k+ i−1
M
∇ =
1
2
∫
Ω
cii
(∇nk+1i · ∇nk+1i −∇nki · ∇nki ) dx
+
∫
Ω
i−1∑
j=1
cij∇
(
nk+1i − nki
) · ∇nk+1j dx
+
∫
Ω
M∑
j=i+1
cij∇
(
nk+1i − nki
) · ∇nkj dx
≤
i∑
j=1
(∇ (nk+1i − nki ) , cij∇nk+1j )
+
M∑
j=i+1
(∇ (nk+1i − nki ) , cij∇nkj )
≤ −

nk+1i − nki ,
i∑
j=1
∇ · cij∇nk+1j +
M∑
j=i+1
∇ · cij∇nkj

 .(3.27)
By the definition of µ
k+ i
M
i given in (3.17), we obtain from the estimates (3.25) and
(3.27) that
|Hk+ iM |2 − |Hk+ i−1M |2 + F k+ iM∇ − F
k+ i−1
M
∇
≤
(
µ
k+ i
M
i , n
k+1
i − nki
)
≤ −δtk
(
µ
k+ i
M
i ,∇ · (nki uk+
i
M
⋆ )−∇ ·Mki∇µk+
i
M
i
)
≤ δtk
(
u
k+ i
M
⋆ , n
k
i∇µk+
i
M
i
)
− δtk
∥∥∥∥
√
Mki∇µk+
i
M
i
∥∥∥∥
2
, (3.28)
where the second equality is obtained by using (3.20). Summing up (3.28) from i = 1
to M yields
Fk+1 −Fk = |Hk+1|2 − |Hk|2 + F k+1
∇
− F k∇
=
M∑
i=1
(
|Hk+ iM |2 − |Hk+ i−1M |2 + F k+ iM∇ − F
k+ i−1
M
∇
)
≤ δtk
M∑
i=1
(
u
k+ i
M
⋆ , n
k
i∇µk+
i
M
i
)
− δtk
M∑
i=1
∥∥∥∥
√
Mki∇µk+
i
M
i
∥∥∥∥
2
. (3.29)
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We define the intermediate kinetic energy as
E
k+ i
M
⋆ =
1
2
(
ρku
k+ i
M
⋆ ,u
k+ i
M
⋆
)
.
Using the definition (3.18) of intermediate velocities, we derive
E
k+ i
M
⋆ − Ek+
i−1
M
⋆ =
1
2
(
ρku
k+ i
M
⋆ ,u
k+ i
M
⋆
)
− 1
2
(
ρku
k+ i−1
M
⋆ ,u
k+ i−1
M
⋆
)
=
(
ρk
(
u
k+ i
M
⋆ − uk+
i−1
M
⋆
)
,u
k+ i
M
⋆
)
− 1
2
(
ρk,
∣∣∣uk+ iM⋆ − uk+ i−1M⋆ ∣∣∣2
)
≤
(
ρk
(
u
k+ i
M
⋆ − uk+
i−1
M
⋆
)
,u
k+ i
M
⋆
)
= −δtk
(
nki∇µk+
i
M
i ,u
k+ i
M
⋆
)
. (3.30)
The sum of (3.20) multiplied by Mw,i leads to the overall mass balance equation
ρk+1 − ρk
δtk
= −∇ · (ρkuk⋆⋆)− M∑
i=1
Mw,i∇ · Jk+
i
M
i , (3.31)
where (3.19) is also used to get the first term on the right-hand side. We estimate the
difference between Ek+1 and Ek⋆ as
Ek+1 − Ek+1⋆
δtk
=
1
2δtk
(
ρk+1, |uk+1|2)− 1
2δtk
(
ρk, |uk+1⋆ |2
)
≤
(
ρk
uk+1 − uk+1⋆
δtk
,uk+1
)
+
1
2
(
ρk+1 − ρk
δtk
, |uk+1|2
)
≤ −
(
ρkuk⋆⋆ · ∇uk+1 +
M∑
i=1
Mw,iJ
k+ i
M
i · ∇uk+1,uk+1
)
+
(
∇ (λk∇ · uk+1)+∇ · ηk (∇uk+1 + (∇uk+1)T) ,uk+1)
− 1
2
(
∇ · (ρkuk⋆⋆)+
M∑
i=1
Mw,i∇ · Jk+
i
M
i , |uk+1|2
)
≤ −
∥∥∥√λk∇ · uk+1∥∥∥2 − 1
2
∥∥∥√ηk (∇uk+1 + (∇uk+1)T)∥∥∥2 , (3.32)
where the third equality is obtained by using (3.23) and (3.31). Combining (3.30)
and (3.32) yields
Ek+1 − Ek = Ek+1 − Ek+1⋆ +
M∑
i=1
(
E
k+ i
M
⋆ − Ek+
i−1
M
⋆
)
≤ −δtk
∥∥∥√λk∇ · uk+1∥∥∥2 − 1
2
δtk
∥∥∥√ηk (∇uk+1 + (∇uk+1)T)∥∥∥2
− δtk
M∑
i=1
(
nki∇µk+
i
M
i ,u
k+ i
M
⋆
)
. (3.33)
Finally, it is derived from (3.29) and (3.33) that
Ek+1 − Ek + Fk+1 −Fk
δtk
≤ −
∥∥∥∥
√
Mki∇µk+
i
M
i
∥∥∥∥
2
−
∥∥∥√λk∇ · uk+1∥∥∥2
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− 1
2
∥∥∥√ηk (∇uk+1 + (∇uk+1)T)∥∥∥2 , (3.34)
which yields the energy dissipation (3.24).
4. Numerical tests. In this section, the proposed methods are applied to sim-
ulate multi-component two-phase flow problems. We consider a binary mixture and
a ternary mixture in a square domain Ω with the length 20 nm. The boundary con-
ditions are taken as u = 0, Ji · γ∂Ω = 0 and ∇ni · γ∂Ω = 0 on the boundary ∂Ω,
where γ∂Ω is the normal unit outward vector to ∂Ω. For spatial discretization, a uni-
form rectangular mesh with 40×40 elements is used; the cell-centered finite difference
method and the upwind scheme are employed to discretize the mass balance equation;
the finite volume method on the staggered mesh [35] is applied for the momentum bal-
ance equation. We note that the above spatial discretization methods have equivalent
relationships with special mixed finite element methods under specified quadrature
rules [1, 11]. The energy parameters are chosen as CT,i = 0.
4.1. Binary mixture. In this example, we consider a binary mixture composed
of methane (C1) and pentane (C5) at a constant temperature 310 K. At the initial
time, a square shape droplet is located in the center of the domain. The initial gas
molar densities of C1 and C5 are 7.4302 kmol/m
3 and 0.6736 kmol/m3 respectively,
while the initial liquid molar densities of C1 and C5 are 6.8663 kmol/m
3 and 4.7915
kmol/m3 respectively. The initial molar density distributions for C1 and C5 are illus-
trated in Figure 4.2(a) and (d) respectively. We use the diffusion mobility formulation
given by (2.8) with the coefficients D12 = D21 = 10−8 m2/s. The volumetric viscosity
and the shear viscosity are taken as ξ = η = 10−4 Pa·s. The time step size is taken
as 10−12 s, and 200 time steps are simulated.
The velocity-density decoupled method proposed in Sub-section 3.1 is applied to
simulate the dynamical evolution of the square-shaped droplet. In Figure 4.1, we
show the evolution profiles of the modified total energy (i.e., the sum of the modified
Helmholtz free energy and kinetic energy) with time steps; we also depict the original
total energy (i.e., the sum of the original Helmholtz free energy and kinetic energy)
for the sake of comparison. It is observed from Figure 4.1(a) that although the
modified total (free) energy is slightly less than the original energy, both total (free)
energies are strictly dissipated with time steps, and moreover, Figure 4.1(b), which is
a zoom-in plot of Figure 4.1(a) in the later time steps, demonstrates that both total
(free) energies remain to decrease. As a result, the proposed method can preserve the
energy-dissipation feature.
Figure 4.2 depicts the evolution process of each component molar density, and
it is clearly observed that the droplet is gradually reshaping to a circle from its ini-
tial square shape due to chemical potential gradients. In Figures 4.3, we show the
fluid motion driven by chemical potential gradients, including the velocity field and
magnitudes of both velocity components.
4.2. Ternary mixture. In this example, we consider a ternary mixture com-
posed of methane (C1) pentane (C5) and decane (C10) at a constant temperature
323 K. The initial gas molar densities of C1, C5 and C10 are 10.516 kmol/m
3, 0.77
kmol/m3 and 0.184 kmol/m3 respectively, while the initial liquid molar densities of
C1, C5 and C10 are 7.8412 kmol/m
3, 1.9925 kmol/m3 and 1.433 kmol/m3 respectively.
At the initial time, there are two square-shaped droplets in the domain, as shown in
the first figures of Figures 4.5, 4.6 and 4.7 respectively. The diffusion fluxes are for-
mulated by (2.7) with the diffusion coefficients Di = 3× 10−8 m2/s (1 ≤ i ≤ 3). The
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Fig. 4.1: Binary mixture: total energy dissipation with time steps.
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Fig. 4.2: Binary mixture: molar densities of C1 and C5 at different time steps.
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Fig. 4.3: Binary mixture: (a) flow quiver, (b) magnitude contour of x-direction veloc-
ity component, and (c) magnitude contour of y-direction velocity component at the
80th time step.
15
0 200 400 600 800 1000
Time steps
9.138
9.14
9.142
9.144
9.146
9.148
T
ot
al
 e
ne
rg
y
×10-8
Original Total energy
Modified Total energy
(a)
900 920 940 960 980 1000
Time steps
9.139
9.1395
9.14
9.1405
9.141
T
ot
al
 e
ne
rg
y
×10-8
Original Total Energy
Modified Total Energy
(b)
Fig. 4.4: Ternary mixture: energy dissipation with time steps.
volumetric viscosity and the shear viscosity are set as ξ = η = 10−4 Pa·s. We take
the time step size equal to 10−12 s, and we simulate the evolution process for 1000
time steps.
We employ the component-wise, decoupled numerical scheme proposed in Sub-
section 3.2. The original and modified total energies and their zoom-in plots are
shown in Figure 4.4. We still see that both of total energies are dissipated with time
steps. We also note that in practical computations, the component-wise method is
really effective for the mixtures composed of multiple components since it only needs
to solve one more mass-balance equation as a new component is added.
Figures 4.5, 4.6 and 4.7 illustrate the molar density configurations of three com-
ponents. In Figure 4.8, we depict the fluid motion, including the velocity fields and
magnitudes of velocity components, at different time steps. The simulation results
show that due to chemical potential gradients, two droplets are first emerging with
each other, and at the later time, the merged droplets are gradually reshaping into a
circle.
5. Conclusions. Two decoupled energy-stable numerical schemes are developed
for multi-component two-phase compressible flows with a realistic equation of state
(e.g. Peng-Robinson equation of state). In these methods, the scalar auxiliary variable
(SAV) approach is applied to deal with the bulk Helmholtz free energy, and moreover,
we propose a component-wise SAV approach, which is extremely efficient and easy-
to-implement for multi-component flows. In order to uncouple the tight relationship
between velocity and molar densities, we introduce two intermediate velocities, one
of which has a component-wise form matching the component-wise SAV approach.
The intermediate velocities are involved in the discrete formulation of the momentum
balance equation, which establishes the consistent relationships with the mass balance
equations. The proposed numerical schemes only need to solve a sequence of linear
equations at each time step. The discrete unconditional energy dissipation laws of the
proposed methods are proved rigorously. Numerical results validate the effectiveness
of the proposed methods.
Appendix A. Helmholtz free energy density. Let R be the universal gas
constant and let T be the specified temperature. The three contributions of Helmholtz
free energy density fb(n) based on Peng-Robinson equation of state are formulated
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Fig. 4.5: Ternary mixture: C1 molar densities at the the initial(a), 30th(b), 100th(c),
200th(d), 500th(e) and 1000th(f) time step respectively.
as
f idealb (n) = RT
M∑
i=1
ni (lnni − 1) , (A.1)
f repulsionb (n) = −nRT ln (1− bn) , (A.2)
fattractionb (n) =
a(T )n
2
√
2b
ln
(
1 + (1 −√2)bn
1 + (1 +
√
2)bn
)
, (A.3)
where n =
∑M
i=1 ni is the overall molar density. Here, a and b are the energy pa-
rameter and the covolume respectively, which depend on the mixture composition
and temperature. Let us denote by Tci and Pci the critical temperature and criti-
cal pressure of component i respectively. For the ith component, we let the reduced
temperature be Tri = T/Tci. The parameters ai and bi are calculated as
ai = 0.45724
R2T 2ci
Pci
[
1 +mi(1−
√
Tri)
]2
, bi = 0.07780
RTci
Pci
. (A.4)
We denote by ωi the acentric factor of component i. The coefficientsmi are calculated
by the following relations
mi = 0.37464 + 1.54226ωi − 0.26992ω2i , ωi ≤ 0.49,
mi = 0.379642+ 1.485030ωi− 0.164423ω2i + 0.016666ω3i , ωi > 0.49.
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Fig. 4.6: Ternary mixture: C5 molar densities at the initial(a), 30th(b), 100th(c),
200th(d), 500th(e) and 1000th(f) time step respectively.
We denote by yi = ni/n the mole fraction of component i and let kij be the binary
interaction coefficients for the energy parameters. Then we calculate a(T ) and b as
a =
M∑
i=1
M∑
j=1
yiyj (aiaj)
1/2
(1 − kij), b =
M∑
i=1
yibi.
We list some physical parameters of three substances in Table A.1.
Table A.1: Physical parameters
Substance Pc(bar) Tc(K) Acentric factor Mw(g/mole)
methane 45.99 190.56 0.011 16.04
pentane 33.70 469.7 0.251 72.15
decane 21.1 617.7 0.489 142.28
Appendix B. Influence parameters. The influence parameters are generally
assumed to rely on the temperature but independent of molar densities. We now
provide the formulations of the influence parameters. First, we formulate the influence
parameter ci of component i as [26]
ci = aib
2/3
i [γi(1− Tri) + φi] ,
where ai and bi are given in (A.4), and γi and φi are the coefficients correlated merely
with the acentric factor ωi of component i by the following relations
γi = − 10
−16
1.2326 + 1.3757ωi
, φi =
10−16
0.9051 + 1.5410ωi
.
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Fig. 4.7: Ternary mixture: C10 molar densities at the initial(a), 30th(b), 100th(c),
200th(d), 500th(e) and 1000th(f) time step respectively.
The cross influence parameter between binary components is generally calculated
as a modified geometric mean of the pure component influence parameters ci and cj
cij = (1− βij)√cicj ,
where βij are the binary interaction coefficients satisfying the symmetry cij = cji and
βii = 0, 0 ≤ βij < 1. In numerical tests, we take βij = 0.5 for i 6= j.
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