Abstract. In our previous work [Chen el al., J. Comput. Phys., 373(2018)], the quadratic Wasserstein metric is successfully applied to the earthquake location problem. The actual earthquake hypocenter can be accurately recovered starting from initial values very far from the true ones. However, the seismic wave signals need to be normalized since the quadratic Wasserstein metric requires mass conservation. This brings a critical difficulty. Since the amplitude of a seismogram at a receiver is a good representation of the distance between the source and the receiver, simply normalizing the signals will cause the objective function in optimization process to be insensitive to the distance between the source and the receiver. When the data is contaminated with strong noise, the minimum point of the objective function will deviate and lead to a low accurate location result.
Introduction
The waveform based earthquake location models [3, 14, 21, 34, 40, 41] have attracted wide attention from both academia and industry due to their highly accurate results in deriving the hypocenter ξ T and origin time τ T of an earthquake, which are very important for the accurate inversion of underground velocity structure [37] . In addition, the precise locations of a large number of small-scale earthquakes in a particular area allow the seismogenic structure in the area to be obtained. Thus, the early warning predictions of an earthquake may be made according to the investigation of the structure [30] . Moreover, by determining the location of micro-earthquakes, we can monitor the dynamic disaster in mines and hydro-fracture [7, 17] .
From the mathematical point of view, the waveform based earthquake location problem can be written as a nonlinear optimization model with PDE constraints [3, 40, 41] (ξ T ,τ T ) = argmin ξ,τ r χ r (ξ,τ ).
(1.1)
Here r denotes the index of receivers, and the corresponding misfit function χ r (ξ,τ ) is defined as χ r (ξ,τ ) = D 2 (d r (t),s(η r ,t)).
(1.2)
In the above equation, d r (t) and s(x,t) are the real and synthetic earthquake signals respectively, and D measures the distance between them, which will be specified later.
The two wavefields, d r (t) = u(η r ,t;ξ T ,τ T ), s(x,t) = u(x,t;ξ,τ ), (1.3) can be regarded as the solutions to the following acoustic wave equation with initialboundary conditions ∂ 2 u(x,t;ξ,τ ) ∂t 2 = ∇ · c 2 (x)∇u(x,t;ξ,τ ) + R(t − τ )δ(x − ξ), x,ξ ∈ Ω, (1.4) u(x,0;ξ,τ ) = ∂ t u(x,0;ξ,τ ) = 0, x ∈ Ω, (1.5)
n · c 2 (x)∇u(x,t;ξ,τ ) = 0, x ∈ ∂Ω.
(1.6)
Here c(x) is the acoustic wave speed and η r denotes the location of the r−th receiver. The point source δ(x − ξ) is used to model the seismic rupture inside the computational domain Ω ⊂ R d . This assumption is reasonable since the scale of seismic rupture is much smaller than that of the seismic wave [22] . The Ricker wavelet is used as the source wavelet
in which f 0 is the dominant frequency and A is the indication parameter of amplitude.
On the boundary ∂Ω, the reflection condition (1.6) is used for simplification and n is the outward unit normal vector to the domain Ω. We can also easily consider the other boundary conditions, e.g., the perfectly matched layer absorbing boundary condition [16] . Compared to the ray-based earthquake location methods [12, 13, 37, 42] , the most significant advantage of the waveform based methods is that the location accuracy is much higher and the resolution can reach the wavelength scale [27] . However, some challenges are to be overcome. First, the waveform based earthquake location methods are computationally expensive since we need to solve the wave equation many times to obtain the synthetic signals and construct the constraints for inversion. Second, the waveform inversion with 2 norm is suffering from the well-known cycle-skipping phenomenon, which is associated with many local minima of the objective function in the optimization. Third, the location results may be inaccurate when the real seismic signals are highly noisy.
In recent years, the Wasserstein metric in the Optimal Transport theory was successfully applied to solve the inverse problems in seismology [8-10, 23, 24, 44, 45] . The newly defined model significantly mitigates the difficulty of many local minima of the objective function. In addition, the Wasserstein metric is less sensitivity to the data noise.
Thus, we can expect reasonably accurate inversion results in the cases when the data is contaminated with high-intensity noise. However, the quadratic Wasserstein metric also has limitations: it requires the signals to have the same integral value [35, 36] . In previous studies [3, [8] [9] [10] , different normalization procedures are applied to the signals to address the issue. Such an operation ignores the important amplitude information which is a good representation of the distance between the source and the receiver. This may cause nearly flat objective function along certain direction since the distance between the source and receiver affect the arrival time of a signal at a receiver. Thus, the minimum point of the objective function may deviate a lot even under the small magnitude of data noise, which leads to low accurate location results, see Examples 3.1-3.2 for illustration. Remark 1.1. The Kantorovich-Rubinstein (KR) norm [23, 24] does not require the signals to have the same integral. However, the convexity of the objective functions defined with the KR norm may not be good enough for the earthquake location problems, see for illustration.
The Wasserstein-Fish-Rao (WFR) metric is a newly developed transport metric [4, 5] , it allows to compute the distance between arbitrary positive signals, see also related topics in [15, 20, 25, 26] . This metric is an interpolation between the quadratic Wasserstein metric and the Fisher-Rao metric. From the fluid dynamics point of view [1] , the new metric introduces a source term in the continuity equation. Since it allows to measure the distance between two signals with different total integral, the normalization to the seismic signals is no longer required. Thus, the important amplitude information is retained, and the new objective function defined by this metric has better convexity near the exact earthquake hypocenter. Therefore, we can expect more accurate location results even with strong noise in the data, which is the main goal of our paper. This paper is organized as follows. In Section 2, the formulation, basic properties and the computational methods of the Wasserstein-Fisher-Rao metric are reviewed. We then apply this metric to the earthquake location problems in Section 3. In Section 4, the numerical experiments are provided to demonstrate the effectiveness and efficiency of the new method. Finally, we make some conclusive remarks in Section 5.
2. The Wasserstein-Fisher-Rao metric For two non-negative distribution functions µ,ν on a domain Ω ∈ R n and interpolating parameter 0 < γ < ∞, the WFR metric is defined by solving a minimizing problem:
under the constraint that the triplet (ρ,v,α) satisfy the following continuity equation:
Here ρ is arbitrary time-dependent density, v is arbitrary velocity field that stands for the movement of mass, and α is arbitrary scalar field associated with the creation and destruction of mass. This metric was defined and studied simultaneously and independently in [4, 15, 19] , with quite different approaches. For |µ| = |ν| and γ → ∞, the source term ρα in the continuity equation is depleted (i.e. α ≡ 0) and the metric degenerate to the dynamical formulation of Wasserstein metric of Benamou and Brenier in [1] . Developing the numerical method of the classical optimal transport problems is still a very active topic recently, and several numerical methods are suggested [1, 2, 10, 11, 38] . Some of these methods can be extended to the generalized problems introduced in (2.1)-(2.2). One famous numerical method under the continuous framework is the one proposed by Benamou and Brenier [1] that solves the convex variational problem. While the original paper only suggested the algorithm for classical Wasserstein metrics (the above minimizing problem restricted on γ = ∞, α ≡ 0), this framework can be adapted to dynamic terms modified in various ways, especially γ < ∞ that appears in WFR model. However, for an optimal transport problem in d-dimensional space, this framework requires solving the elliptic equation in a (d + 1)-dimension space iteratively. This leads to a large computational cost, which makes the method not suitable for large-scale inversion problems.
Recently, a simple and efficient approach is proposed based on the linear programming interpretation of optimal transport problem. This approach makes use of the discretization of general non-negative distributions µ and ν by approximating them with two finite atomic distributions
Entropy regularization is then introduced to make the obtained discrete linear programming problem compatible with the celebrated Sinkhorn algorithm [2, 4, 5, 32] . As there exists a linear programming interpretation of WFR model, naturally this approach can be applied to the problem (2.1)-(2.2). In the following, we will review the basic ideas in a heuristic way. For rigorous analysis, the readers are referred to [20] . We start with a lemma about the simplest case of transporting one Dirac function to another, the detailed proof can be found in Section 4.2 of [4] . Lemma 2.1. Let µ = h 0 δ x0 and ν = h 1 δ x1 be the initial and final distributions, where x 0 , x 1 ∈ Ω are the locations and h 0 ,h 1 ≥ 0 are the mass of Diracs that may be zero. Then in the Wasserstein-Fisher-Rao space, depending on the distance |x 1 − x 0 |, the geodesic between the two Diracs will behave in 3 distinct ways:
1. Traveling Dirac. If |x 1 − x 0 | < πγ, then the traveling Dirac
implicitly defined by
is the unique geodesic. 
is the unique geodesic.
As a consequence, the distance between two Diracs are
where
Remark 2.1. The parameter γ controls the interpolation between two terms of the minimization problem (2.1). As the lemma has demonstrated, there will be coupling between two Diracs only if the distance between them is closer than πγ, yet changing γ is equivalent to changing the scale of the problem. Intuitively, the larger γ is, the lower amount of mass will be created or removed, and the behavior of WFR metric will be more like the classical Wasserstein metric. On the other hand, as γ vanishes, the behavior of WFR metric will approach Fisher-Rao metric.
According to the above results, we can see the WFR metric (2.3) is convex with respect to the mass of Diracs h 0 and h 1 . Next, we consider a more general transport situation that the two atomic distributions are the summation of many Diracs
Naturally, we can split the mass
Obviously, we have
On the other hand, since the functional is convex and homogeneous, we can also assert that the local (infinitesimal) behavior of the optimal solution must comply with the optimal solution in the local (infinitesimal) problem [20] . As a consequence,
Thus, the searching for optimal transport cost of the two atomic distributions µ and ν in (2.4) is equivalent to minimizing the total cost of
under constraints (2.5)-(2.6). Since the above function is convex with respect to the freedoms α ij and β ji and bounded from below, the existence of the minimum is guaranteed. Combine (2.7) and (2.5)-(2.6) into one formula, we obtain
The last second equality is an interchange of infimum and supremum that requires strong duality. Indeed, since WFR 2 γ α ij δ xi ,β ji δ yj is convex with respect to α ij ,β ji and we have assumed the space X and Y to be discrete and finite, strong duality and the existence of a minimizer is guaranteed by the Fenchel-Rockafellar Theorem [28] . The constraints in the last expression guarantee that the lower bound of the functions
exists. In particular, the infimum of the functions Υ(α ij ,β ji ) can be obtained when
and
in (2.8) and drop all the primes, we have
where c(x,y) = −log cos
Direct solving (2.11) is a bit complicated, instead we can consider a simpler optimization problem as follows: 12) with c ij = c(x i ,y j ). This problem is strictly convex by introducing the regularization term. Moreover, the solution of the regularized problem (2.12) is unique and should converge to the original problem (2.11) as → 0 [5] . The regularized problem (2.12) can be easily solved by the iterative proportional fitting procedure [2, 5, 29] . The global maximum of this problem can be obtained by alternatively maximizing the objective function w.r.t. to φ i and ψ j , i.e.
These maximization steps can be done by pointwise computation:
Hence, we have obtained an efficient numerical method for the WFR metric (2.8). The detailed proof of its convergence can be found in [5] , and we will not repeat here. In the numerical implementation, both the distortion introduced by regularization and the total number of the iterations depend on the choice of . Therefore it leads to a trade-off between numerical accuracy and convergence speed, which is not unusual in the numerical world. At the beginning of the iterations, the parameter can be chosen to be relatively large to accelerate the convergence. Next, we keep reducing the parameter in order to ensure the numerical accuracy. In [31] , there is a detailed discussion on the techniques arising in the implementation of the algorithm.
Remark 2.2. In this section, we only discuss the numerical procedure of the simplest discrete case. But the theory holds true for general situation [4, 5] . For example, equation
(2.14)
3. Application to the Earthquake Location problems We now turn to the application of the WFR metric to the earthquake location problems. This can be simply done by defining the distance D in (1.2) using the WFR metric (2.1)-(2.2),
In the above equation, we square the seismic data to ensure the non-negativeness. Equations (1.1)-(1.7), (2.1)-(2.2) and (3.1) provide the mathematical model to the waveform based earthquake location problems with WFR metric. We illustrate the convexity of the objective function
with respect to the earthquake location ξ and origin time τ . The unit is 'km/s'. We randomly set up 7 receivers on the Earth's surface (z = 0km). Their horizontal positions are listed in Table 3 .1, see also Figure 3 .1 for the illustration. Here we consider two different earthquake hypocenters, one is above the Conrad discontinuity and the other is below the Conrad discontinuity:
The dominated frequency of the earthquake is f 0 = 2Hz. We output the cross-section of the objective function defined by the WFR metric (3.2) and the quadratic Wasserstein metric with the normalized square signals [3] . According to the previous discussions, change of the focal depth would affect the amplitude of the seismogram and the arrival time at a receiver. For the quadratic Wasserstein metric, the amplitude information is ignored by the normalization procedure. Moreover, the arrival time affected by the focal depth could be balanced by adjusting the origin time of the earthquake. Thus, the objective function could be flat on the specific direction of the depth-time plane near the real earthquake hypocenter and origin time, as we can observe in Figure 3 .2 (Left). However, the objective function defined using the WFR metric has better convexity near the real earthquake hypocenter and origin time, since the metric takes into account the amplitude information, see Figure 3 .2 (Right).
Remark 3.1. In the cross-section of the objective function defined by the WFR metric, we can observe a small bulge near the Conrad discontinuity. It dues to a significant change of seismogram at receiver when the earthquake hypocenter crosses the interface. As we know, the wave is partially transmitted and reflected at the interface. It results in a corresponding change in the seismogram at the receiver. For the quadratic Wasserstein metric, the change is ignored by a normalization procedure, while the WFR metric reflects this change accurately. However, as mentioned in Remark 2.1, with a larger control parameter γ, the WFR metric can be more like the classical Wasserstein metric, and the bulge near the Conrad discontinuity can be then eliminated. Away from the interface, we can choose a relatively small parameter γ to ensure nice convexity of the WFR metric near the real earthquake hypocenter and origin time.
From the above example, we can see the objective function defined by the WFR metric has better convexity near the real earthquake hypocenter and origin time. Thus, we can believe that the minimum point of the objective function defined by the WFR metric has smaller deviation compared to the one defined by the quadratic Wasserstein metric under the same magnitude of noise. This implies higher accuracy of the earthquake location results. Next, we illustrate this perspective with a numerical example. Here N r (t) is subject to the normal distribution with mean µ = 0 and the standard deviation
4)
in which the ratio R = 20%. These signals are illustrated in Figure 3 .3. For the quadratic Wasserstein metric, a time window that contains the main part of u(η r ,t;ξ T ,τ T ) is chosen to reduce the impact of noise. For the WFR metric, we do not even need to choose the time windows since the impact of noise is less significant. This also means that the WFR metric has better robustness when dealing with seismic signals.
We output the cross-section of the objective function defined by the WFR metric and the quadratic Wasserstein metric with the normalized square signals in Figure 3 .4. As expected, the objective functions in the optimization still have good convexity for both metrics. However, there occur deviations of the minimum point of the objective functions. In Table 3 .2, the offset between the minimum point and the real earthquake hypocenter are listed for different metrics. from which we can see that the minimum point of the objective function defined by the WFR metric is much closer to the real earthquake hypocenter. Thus, a higher accuracy for the earthquake location can be expected.
Next, we test the effects of noise using 100 experiments with white noise. We fix the noise ratio R at 20% and choose different random seeds. For each experiment, we simply calculate the all possible values of the objective function through a brute force algorithm and arrive the optimal point. In each scenario displayed in Figure 3 .5, all 100 optimal solution points are presented with background showing the contour of the noise-free objective function. The main purpose of these experiments is to study the propagation of uncertainty in the statistical sense. The averaged and maximum distance between the optimal solution point and the real earthquake hypocenter are given in Table  3 .3. From the figures and tables, we can conclude that the WFR metric offers a better mathematical tool for the waveform based earthquake location problem.
The above example illustrates that the WFR metric can be used to obtain more accurate earthquake location results than the quadratic Wasserstein metric under the Fig. 3.3 . Illustration of signal with noise in the two-layer model. The signal with noise dr(t) (blue line) and the noise free signal u(η r ,t;ξ T ,τ T ) (red line) for receiver r = 1. The horizontal axis is the time t. Up: parameters (i) earthquake hypocenter above the Conrad discontinuity; Down: parameters (ii) earthquake hypocenter below the Conrad discontinuity. same magnitude of noise. Thus, we believe that the WFR metric could be a better tool for the earthquake location problems.
Remark 3.2. For the quadratic Wasserstein metric, the accuracy of the earthquake location results of noisy data can be improved by selecting the time window carefully and increasing the time sampling. However, both techniques are not easily implemented. In contrast, the WFR metric can achieve more accurate earthquake location results without the techniques mentioned above.
The adjoint method
Up to now, we have proposed the waveform based earthquake location model with WFR metric. To solve this optimization problem, it is necessary to obtain the gradient of the misfit function χ r (ξ,τ ) in (1.1) under the WFR metric (2.1)-(2.2) with respect to the earthquake hypocenter ξ and the origin time τ . First, we define
according to (2.14) and (3.1), we have
where φ * (t) and ψ * (t) are specific functions that ensure the functional F (φ,ψ,f,g) to reach the supreme. Through a simple discussion, we can get
thus the perturbation of the WFR metric with respect to δg can be written as
Next, following the similar manner in Section 3.1 of [3] , the relation between the perturbation of misfit function δχ r and the perturbation of earthquake hypocenter δξ and the origin time δτ can be obtained as
where the adjoint wavefield w r (ξ,t) satisfies
Numerical Experiments
In this section, we present two numerical experiments to demonstrate the validity of the WFR metric. We first output the convergence trajectories in the absence of noise. From which, the convergence of the new model defined by WFR metric can be validated. For more important earthquake location problem with data noise, the convergence trajectories are also output. In addition, we will compare the earthquake location results by the quadratic Wasserstein metric and the WFR metric.
In all the numerical examples, the finite difference schemes [6, 18, 43] are used to solve the acoustic wave equation (1.4) . The perfectly matched layer boundary condition [16] is applied inside the earth, and the reflection boundary condition (1.6) is used on Here h is a numerical parameter related to the mesh size.
The two-layer model
Consider the same parameters set up as in Example 3.1, the velocity model is illustrated in Figure 3 .1. We first study the convergency of the new model defined by WFR metric under the ideal situation that there is no noise in the data. We consider the case that the earthquake occurs above the Conrad discontinuity but the initial hypocenter of the earthquake is chosen below the Conrad discontinuity (i), and its contrary case (ii).
(i) ξ T = (46.23km, 7.12km), τ T = 5.73s, ξ = (57.60km, 39.36km),τ = 3.18s,
(ii) ξ T = (57.60km, 39.36km), τ T = 3.18s, ξ = (46.23km, 7.12km),τ = 5.73s.
In Figure 4 .1, we can see the convergent trajectories, the absolute errors of the earthquake hypocenter and the WFR distance. As mentioned in Remark 3.1, the iteration is divided into two phases. In the first phase, a large control parameter is selected to ensure the smoothness of the objective function across the interface. In the second phase, a small control parameter is selected to ensure the local convexity of the objective function near the real earthquake hypocenter and origin time. These figures show that the new method could converge to the real earthquake hypocenter and origin time.
Remark 4.1. In Figure 4 .1, we can observe that the WFR distance always decreases, but the error between the real earthquake hypocenter and the hypocenter computed during the iteration does not keep decreasing. This is because the contour of the WFR distance approximates a very flat ellipse, see Figure 3 .2 for illustration. However, as the iteration step increases, the WFR distant and the error decrease on a relatively long scale.
Next, we investigate the adaptability to the noise of the new method. As the equations (3.3)-(3.4) in Example 3.2, noise is added to the real earthquake signal. We select a relatively strong noise R = 20%, see Figure 3 .3 for illustration. The convergent histories are output in Figure 4 .2. In Table 4 .1, we compare the location errors of different cases and different metrics. Based on the discussions in Example 3.1 and 3.2, we are not surprised that the new earthquake method based on the WFR metric could obtain higher accuracy of the location results when the data is contaminated with noise. Left: the convergent trajectories; Mid: the absolute errors between the real and computed earthquake hypocenter with respect to iteration steps; Right: the WFR distance between the real and synthetic earthquake signals with respect to iteration steps. The magenta square is the initial hypocenter, the magenta diamond and circle denote the hypocenter in the iterative process with different control parameter γ i , and the black pentagram is the real hypocenter.
4.2. The subduction plate model Consider a typical seismogenic zone model discussed in [33] . It consists of the crust, the mantle, and the undulating Moho discontinuity. In addition, there is a subduction zone with a thin low-velocity layer atop a fast velocity layer in the mantle. The earthquake may occur in any of these areas. Taking into account the complex velocity structure, it is much difficult to locate the earthquake. In the simulating domain Ω = [0,200 km] × [0,200 km], the wave speed is First, consider the ideal situation that there is no noise. We investigate the case when the earthquake occurs in the crust but the initial guess of the earthquake hypocenter is chosen in the subduction zone. Its contrary case is also taken into account. The The convergent trajectories, absolute errors of the earthquake hypocenter and the value of Wasserstein distance are output in Figure 4 .4, from which we can observe nice convergence property of the new method.
We also consider the signal containing noise. We select the same parameters (i) and (ii). The noise is added to the real earthquake signals in the same way as in Section 4.1. In Figure 4 .5, we present the real earthquake signal with noise d r (t) and the noise free signal u(η r ,t;ξ T ,τ T ), and in Figure 4 .6 we output the convergent history. In Table 4 .3, we compare the location errors of different cases and different metrics. From which, we can also conclude that the location results of the WFR metric is better than that of the (ii) . Left: the convergent trajectories; Mid: the absolute errors between the real and computed earthquake hypocenter with respect to iteration steps; Right: the WFR distance between the real and synthetic earthquake signals with respect to iteration steps. The magenta square is the initial hypocenter, the magenta diamond and circle denote the hypocenter in the iterative process with different control parameter γ i , and the black pentagram is the real hypocenter. Fig. 4 .5. Illustration of signal with noise in the subduction model. The signal with noise dr(t) (blue line) and the noise free signal u(η r ,t;ξ T ,τ T ) (red line) for receiver r = 5. The horizontal axis is the time t. Up: parameters (i) earthquake hypocenter inside the subduction zone; Down: parameters (ii) earthquake hypocenter near the Moho discontinuity. Fig. 4 .6. Convergence history of the subduction plate model with noise data. Up for case (i), and Down for case (ii). Left: the convergent trajectories; Mid: the absolute errors between the real and computed earthquake hypocenter with respect to iteration steps; Right: the WFR distance between the real and synthetic earthquake signals with respect to iteration steps. The magenta square is the initial hypocenter, the magenta diamond and circle denote the hypocenter in the iterative process with different control parameter γ i , and the black pentagram is the real hypocenter.
quadratic Wasserstein metric when the data is contaminated with noise.
Conclusion
What we have seen from the above is that the WFR metric is a better choice than the quadratic Wasserstein metric for the earthquake location problems. It overcomes the difficulty that the important amplitude information has been ignored by a normalization procedure in the quadratic Wasserstein metric. By introducing the WFR metric, the retained amplitude information provides more constraints for the earthquake location problems. In particular, the new proposed earthquake location model with WFR metric can achieve more accurate results when the data is contaminated by strong noise.
