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INTRODUCCIO´N
Actualmente se utilizan me´todos de control cla´sicos los cuales requieren de un alto
esfuerzo matema´tico por el espacio de soluciones que se genera con el fin de acotar
la respuesta deseada y que en la mayorı´a de casos, aunque logran la solucio´n del
problema no es eficiente, dado al tiempo y otros recursos que se pierden en este
proceso.
Para poder implementar un control o´ptimo se hace necesario conocer las ecuaciones
y los para´metros del sistema, ya que el uso de los datos de la planta dados por
el fabricante podrı´an generar resultados no muy precisos, dado a los defectos o
desgaste que ocurren en el tiempo [5] [2].
Por otra parte, es necesario comprender que la gran mayorı´a de procesos a ser
controlados son, de hecho sistemas no lineales y tampoco son estacionarios y sus
caracterı´sticas cambian en el tiempo o cuando el punto de operacio´n varı´a. Estos
cambios afectan los procesos de diferentes maneras que pueden ser ligeros y no
afectarlos en gran medida, pero que en otros casos, podrı´an ser lo suficientemente
significativos para hacer que el uso de controladores con los para´metros fijados
previamente sean inaceptables o simplemente imposibles [3].
Es necesario pensar en controladores con la caracterı´stica de adaptarse y modificar
su comportamiento en cuanto las condiciones cambien (debido a las perturbaciones
estoca´sticas), cuyo desarrollo es posible gracias al avance de nuevas herramientas y
software [3].
Por lo anteriormente mencionado y vistas las necesidades que au´n persisten en los
sistemas de control utilizados en la actualidad, se pretende implementar te´cnicas
de identificacio´n sobre un controlador que permitan obtener un modelo a partir de
los datos del sistema, ası´ como de adaptarse a los diferentes cambios en el sistema
real, cumpliendo con una buena aproximacio´n dina´mica del proceso, manteniendo
las condiciones o´ptimas de funcionamiento del sistema cumpliendo con un conjunto
de restricciones preestablecidas, que puede ser aplicado en general a sistemas de
mu´ltiples entradas y mu´ltiples salidas, adema´s de condiciones inı´ciales diferentes
de cero.
En el presente documento se muestra el disen˜o de controladores polinomiales y por
espacio de estados, con para´metros fijos y para´metros adaptativos, con los cuales se
realiza control sobre un sistema multivariable (puente gru´a).
XII
1. DESCRIPCIO´N Y MODELO MATEMA´TICO DEL SISTEMA
MULTIVARIABLE (PUENTE GRU´A)
1.1. Objetivo
Describir la planta puente gru´a y el modelo matema´tico de la planta fı´sica en tiempo
continuo y en tiempo discreto, haciendo uso de la segunda ley de Newton.
1.2. Introduccio´n
En este capı´tulo se presenta el sistema multivariable el puente gru´a, sobre el cual se
centrara este documento en los capı´tulos siguientes. Al inicio se realizara´ una breve
descripcio´n de un puente gru´a y sus caracterı´sticas en general, luego se presenta y
describe la planta utilizada para la obtencio´n de los resultados que se discuten en
el capı´tulo 4 y finalmente se encuentra la representacio´n matema´tica del modelo no
lineal en tiempo continuo y el modelo linealizado en tiempo discreto del sistema,
que sera´ de utilidad durante los siguientes capı´tulos.
1.3. Presentacio´n y Caracterı´sticas de la planta (puente gru´a)
Actualmente existen diversos disen˜os de gru´as que se adaptan a los diferentes
entornos en los que son requeridas. Es importante saber que e´stos esta´n conformados
por unos equipos electromeca´nicos y una parte estructural. Cuando se hace mencio´n
a los equipos electromeca´nicos, normalmente, se refiere al polipasto, los testeros y el
sistema de electrificacio´n. La parte estructural esta´ conformada por las diferentes
vigas del sistema, como lo son las viga puentes, vigas carrileras, columnas, etc.
Existen diferentes tipos de accionamiento en los polipastos pero todos tienen la
misma finalidad, elevar una carga. Los polipastos pueden ser neuma´ticos, ele´ctricos
o manuales, de cable o cadena. Las partes principales de los polipastos son: Gancho,
cable o cadena, sistema de accionamiento (tambor), caja reductora, motor y/o trolley.
Puente Gru´a: Gru´a que consta de un elemento portador; formado por una o dos
vigas mo´viles sobre raı´les, apoyados en columnas o me´nsulas a lo largo de dos
paredes opuestas de su lugar de trabajo; sobre el que se desplaza el polipasto con
los mecanismos elevadores, como el que se presentar en la figura 1.1 [1].
1
Figura 1.1: Foto de un puente gru´a real [1].
En la Figura 1.2 se muestra una foto del modelo a escala del sistema real puente gru´a,
donde se implementara´n los controladores paso adelante 2.3.1.1 , PID 2.3.1.2, Modelo de
referencia 2.3.1.3 y Reubicacio´n de polos 2.3.1.4, de los cuales se habla ma´s ampliamente
en el capı´tulo 2.
El modelo a escala del puente gru´a es la unidad de la empresa FeedBack Instruments
Ltd. Este sistema consiste en una barra montada en un carro que a su vez se desplaza
sobre un riel cuando es impulsado por un motor de corriente continua a trave´s de
una banda. Para controlar la oscilacio´n de la carga, el carro es impulsado hacia
adelante y hacia atra´s sobre el riel con finales de carrera ubicados a extremo y
extremo del mismo, para limitar el movimiento horizontal del carro [2].
2
Figura 1.2: Foto del puente gru´a a escala
En la figura 1.2 se muestra el modelo de puente gru´a el cual hace uso de encoders
incrementales de naturaleza o´ptica para determinar la posicio´n del y el a´ngulo del
pe´ndulo.Esta lectura de la posicio´n se realiza por medio de dos haz de luz, emitidos
desde las fuentes A que se muestra de color rojo y B que se muestra en color azul
a trave´s de un disco con ranuras, como se ilustra en la figura 1.3 a trave´s de un
disco con ranuras. Las ranuras tienen una diferencia de fase, de modo que las sen˜ales
ele´ctricas de los receptores (A y B) son ondas rectangulares con una diferencia de
fase. El signo de la diferencia de fase permite conocer la direccio´n de movimiento
del carro [2].
3
1.3.1. Informacio´n general del fabricante del puente gru´a
 
Figura 1.3: Sensor de posicio´n [15].
La sen˜al de control se envı´a desde el computador hacia el conversor de la tarjeta
de adquisicio´n de datos. La salida del conversor Digital/Ana´logo (D/A ) va a la
entrada del amplificador que impulsa el motor de corriente continua. La interfaz del
amplificador y codificador se encuentran en el bloque de control del pe´ndulo. La
cual esta´ equipada con dos interruptores: el interruptor principal de alimentacio´n y
el interruptor para cortar la potencia de motor de corriente continua. En los extremos
del riel hay dos finales de carrera que cortan la alimentacio´n del motor cuando el
carro alcanza estos puntos [2].
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 Figura 1.4: Sensores finales de carrera [15].
1.3.2. Para´metros entregados por el fabricante
Los para´metros presentados en la tabla 1.1 fueron tomados de [2]. En base a estos
para´metros se realizara el desarrollo matema´tico y disen˜o de los controladores fijos,
ya que la identificacio´n para el sistema se hace fuera de linea, ma´s adelante se hara´ la
identificacio´n en linea del sistema con el algoritmo de mı´nimos cuadrados capitulo
3.
Para´metro Valor
Lı´mites del riel ±0, 5 [m]
Gravedad (g) 9,81[m
s2
]
Distancia del eje de rotacio´n al centro de masa (l) 0,3434 [m]
Masa del carro (Mc) 1,12 [Kg]
Masa de la carga (ml) 0,11 [Kg]
Magnitud de la fuerza de control 17,0 [N ]
Momento de inercia (J) 0,0136 [Kgm2]
Coeficiente de friccio´n de rotacio´n (fp) 0,007 [Kgm
2
rad.s
]
Coeficiente de friccio´n del carro (fc) 0,05 [N.s
m
]
Tabla 1.1: Para´metros de la planta dados por el fabricante [2].
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1.4. Modelo no lineal del sistema
En la figura 1.5 se muestra el diagrama del modelo fı´sico de la planta, el cual se puede
resolver usando la segunda ley de Newton (
∑
Fx = m∗a), como no es de intere´s para
este trabajo el desarrollo matema´tico, a continuacio´n se presentan las ecuaciones que
describen el sistema (1.1), (1.2), el desarrollo matema´tico en ma´s detalle se puede
encontrar en [2, capitulo 1].
Figura 1.5: Diagrama del modelo fı´sico de la planta, donde l es la longitud del
pe´ndulo, x la posicio´n que puede alcanzar el carro, θ la apertura angular del pe´ndulo
y Mc la masa del caro.
U(t)− Fr = (Mc +ml)x¨+mll(θ˙2senθ − θ¨ cos θ) (1.1)
Donde Fr es la friccio´n rotacional
Fr = fcx˙
(J +mll
2)θ¨ + fpθ˙ +mllgsenθ −mll cos θx¨ = 0 (1.2)
Las ecuaciones (1.1) y (1.2) describen el modelo del sistema, como se puede
apreciar el sistema de ecuaciones es no lineal, ya que ninguna de las variables
es independiente y no podrı´a hacer un despeje normal sin la ayuda de otras
herramientas matema´ticas. Los para´metros del sistema dados por el fabricante se
encuentran el tabla 1.1
Para observar el comportamiento del sistema no lineal, se montaron las ecuaciones
(1.1) y (1.2) en simulacio´n y se observo´ su respuesta frente a una perturbacio´n del
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tipo escalo´n unitario, los resultados se muestran en la figura 1.6, cabe aclarar que
para un sistema no lineal el punto de operacio´n se puede hallar en cualquier parte.
Figura 1.6: Respuesta de la planta frente al escalo´n unitario.
1.5. Ecuaciones de estado a partir de los datos del fabricante
Siempre es conveniente, al analizar un sistema no lineal, comenzar linealizando el
sistema alrededor de algu´n punto de equilibrio y estudiar el sistema resultante. Sin
embargo la linealizacio´n so´lo predice el comportamiento local, no sirve para estudiar
el comportamiento lejos del punto de operacio´n.
Del modelo matema´tico se puede obtener el sistema en espacio de estados en tiempo
continuo. Linealizando las ecuaciones no lineales (1.1) y (1.2), en [2] hacen las
aproximaciones necesarias para llegar al modelo en espacio de estados. Definiendo
las variables de estado para el puente gru´a:
x1 = x
x˙1 = x˙ = x3
x˙3 = x¨
7
x2 = θ
x˙2 = θ˙ = x4
x˙4 = θ¨
donde:

x1
x2
x3
x4
 =

x
θ
vpuente
ωpendulo
⇒
Posicio´n del carro
Posicio´n del pe´ndulo
Velocidad del carro
Velocidad del pe´ndulo
Finalmente queda el sistema en espacio de estados:
x˙ = Ax+ Bu(t)
y(t) = Cx+ Du(t)
Donde las matrices A, B , C y D son las matrices que describen al sistema en tiempo
continuo y corresponden a la ecuacio´n que se muestra [2]:
x˙1
x˙2
x˙3
x˙4
 =

0 0 1 0
0 0 0 1
0 −0.4473 −0.0425 −0.0085
0 −14.5813 0.0604 −0.2758


x1
x2
x3
x4
+

0
0
0.8501
1.2084
U(t) (1.3)
y =
[
1 0 0 0
0 1 0 0
]
x1
x2
x3
x4
+ [00
]
U(t) (1.4)
1.6. Modelo linealizado en espacio de estado en tiempo discreto
Por facilidad se utiliza el modelo en espacio de estados en tiempo continuo para
hallar el sistema en espacio de estados en tiempo discreto, usando el toolbox de conrol
de MATLAB, que facilita estos ca´lculos, si alguien desea discretizar el sistema a partir
del sistema en tiempo continuo, se le recomienda ver [2, A.9.2].
Por lo tanto, lo primero que hay que hacer es convertir el sistema de ecuaciones de
tiempo continuo a tiempo discreto. Para ello, utilizaremos la funcio´n de Matlab c2d.
La funcio´n c2d convierte las matrices que definen un sistema continuo en variables
de estado, en uno discreto, asumiendo una frecuencia y un me´todo de muestreo
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determinado. Para usar c2d, se debe especificar cuatro matrices de variables de
estado [A,B,C,D] y el periodo o tiempo de muestreo (Tm en sec/muestra).
Periodo de muestreo: En el contexto del control y las comunicaciones, el muestreo significa
que una sen˜al ana´loga es reemplazada por una secuencia de nu´meros, la cual representa
los valores de la sen˜al en ciertos instantes [2]. La seleccio´n apropiada del periodo de
muestreo es una decisio´n muy importante en sistemas controlados por computador.
Los tiempos cuando las sen˜ales medidas se convierten a la forma digital son
llamados los instantes de muestreo; el tiempo entre las muestras sucesivas se llama
el perı´odo de muestreo. Un perı´odo de muestreo demasiado largo hara´ imposible
reconstruir la sen˜al en tiempo continuo. La opcio´n del perı´odo de muestreo depende
en gran medida del propo´sito del sistema. Es u´til caracterizar el perı´odo de muestreo
con una variable que sea de libre dimensio´n y que tenga una buena interpretacio´n
fı´sica. Para los sistemas oscilatorios, es natural normalizar con respecto al perı´odo de
oscilacio´n; para los sistemas no oscilatorios, el tiempo de subida es un factor natural
de la normalizacio´n. Ahora se introduce N, como el nu´mero de perı´odos de muestreo
por tiempo de subida, donde el tiempo Tm, sera el periodo de muestreo, se tiene la
ecuacio´n que determina la seleccio´n del periodo de muestreo.
N =
Tm
h
(1.5)
De lo anteriormente expuesto surge el criterio de Shannon, el cual expresa que
es conveniente elegir una frecuencia de Shannon (fsh = fm/2) entre 5 y 10
veces superior a la frecuencia de corte del filtro antialiasing. A su vez, el filtro
antialiasing debe tener un ancho de banda unas 10 veces mayor que el ancho
de banda del sistema para no alterar significativamente el margen de fase del
sistema comprometiendo la oscilacio´n o incluso la estabilidad. Entonces utilizando
la ecuacio´n (1.5) y corroborando el criterio de Shannon, se supondra´ que el tiempo
de establecimiento en lazo cerrado es muy cercano al propuesto por el disen˜o, se
obtendrı´a un tiempo de muestreo de Tm = 50ms [2] [4].
Finalmente se tienen definidas todas las condiciones para pasar de tiempo continuo
a tiempo discreto el sistema, como ya se menciono´ antes el MATLAB permite hacer
esto de forma muy ra´pida, solo usando el comando c2d, c2d(ss(A,B,C,D), Tm) que
dara´ como resultado las matrices A′, B′, C ′ y D′, a continuacio´n se presentan de la
forma:
x[k + 1] = A’x+ B’u(k)
y = C’x+ D’u(k)
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1.6.1. Ecuaciones de estado a partir de los datos del fabricante en tiempo discreto

x1(k + 1)
x2(k + 1)
x3(k + 1)
x4(k + 1)
 =

1 −0.006 0.0499 0
0 0.9819 −0.0001 0.0494
0 −0.0221 0.9979 −0.0010
0 −0.7196 −0.0030 0.9683


x1(k)
x2(k)
x3(k)
x4(k)
+

0.0011
0.0015
0.0424
0.0596
U(k) (1.6)
y =
[
1 0 0 0
0 1 0 0
]
x1(k)
x2(k)
x3(k)
x4(k)
+ [00
]
U(k) (1.7)
A partir del modelo en espacio de estados se pueden obtener las funciones de
transferencia del sistema.
Funcio´n de transferencia que representa la posicio´n del sistema respecto a U(Z):
X(Z)
U(Z)
=
0.001061z3 − 0.001012z2 − 0.001023z + 0.001047
z4 − 3.948z3 + 5.88z2 − 3.917z + 0.9842 (1.8)
Funcio´n de transferencia que representa el a´ngulo del sistema respecto a U(z):
Θ(Z)
U(Z)
=
0.001498z3 − 0.001506z2 − 0.001482z + 0.00149
z4 − 3.948z3 + 5.88z2 − 3.917z + 0.9842 (1.9)
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2. DISEN˜O DE CONTROLADORES CLA´SICOS PARA UN
SISTEMA MULTIVARIBLE
2.1. Objetivo
Definir y enunciar las herramientas necesarias para el entendimiento de los
controladores a usar y la realizacio´n del disen˜o de controladores para el sistema del
puente gru´a.
2.2. Introduccio´n
El propo´sito de este capı´tulo es otorgar las herramientas necesarias para la
comprensio´n de los controladores utilizados en este trabajo, mostrando los aspectos
ma´s relevantes para realizar el disen˜o de controladores cla´sicos en sistemas de
control digital aplicados a un sistema de una entrada y una salida (SISO), una
vez entendido el disen˜o de los distintos controladores se procedera´ a aplicar este
principio a un sistema multivariable en general (MIMO), posteriormente se realiza
el enfoque al sistema de intere´s, el puente gru´a.
2.3. Disen˜o de controladores polinomiales para el sistema
multivariable
La finalidad del disen˜o de controladores polinomiales es lograr llevar al sistema a
que responda de una manera determinada, para este propo´sito es necesario ajustar
el sistema de tal manera que se logre una respuesta deseada, en este orden de ideas
sera´ necesario entonces conocer las ecuaciones que modelan el sistema como se ha
visto previamente en el capı´tulo 1 para el caso del puente gru´a. Como podra´ verse en
este capı´tulo para cada uno de los me´todos de control, se consigue llevar al sistema
a una respuesta deseada como es el caso de reubicacio´n de polos, donde se compara
el polinomio caracterı´stico con un polinomio deseado o para
La primera parte de este capı´tulo consiste en disen˜ar controladores polinomiales
que servira´n para realizar control sobre la posicio´n lo cual corresponde a un sistema
de una entrada y una salida (SISO). La subseccio´n siguiente muestra co´mo se
realizara´ la implementacio´n sobre el modelo, de los disen˜os vistos anteriormente con
controladores de cuarto y segundo orden para la planta. La siguiente seccio´n tiene
como objeto el disen˜o del control por espacio de estados y desarrollar un observador
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de las variables de estado del sistema. Una vez se conoce el disen˜o mediante las
diferentes te´cnicas de control, se desarrolla el control para el sistema multivariable
mediante el enfoque del control con dos grados de libertad como se explica al final
del capı´tulo.
2.3.1. Disen˜o de controladores polinommiales para sistemas de una entrada y
una salida
En el disen˜o de controladores polinomiales se hace necesario conocer la ecuacio´n
Diofantina (e´sta ecuacio´n debe su nombre a Diofanto de Alejandrı´a). Conside´rese el
sistema definido por la funcio´n de transferencia:
Y (Z)
U(Z)
=
B(Z)
A(Z)
(2.1)
La funcio´n de transferencia pulso relaciona la transformada z de la salida en los
instantes de muestreo con la correspondiente entrada muestreada. Los polinomios
A(z) y B(z) son polinomios coprimos, es decir que no existe una cancelacio´n entre
polos y ceros en la funcio´n de transferencia pulso, o no tienen factores en comu´n.
A(z) debe ser un polinomio mo´nico , es decir que el coeficiente del te´rmino de mayor
grado es uno, la representacio´n para los polinomios A(z) y B(z) son de la forma:
A(z) = zn + a1z
n−1 + · · ·+ an−1z + an (2.2)
B(z) = b0z
n + b1z
n−1 + · · ·+ bn−1z + bn (2.3)
Donde los coeficientes ai (i = 1, 2,. . . n) corresponden al polinomio del denominador
y los coeficientes bi (i = 0,1, 2,. . .n− 1) corresponden al polinomio del denominador
de la funcio´n de transferencia que se muestra en la ecuacio´n (2.1).
Entonces existen polinomios u´nicos de grado (n−1), α(z) y β(z) tales que la ecuacio´n
Diofanta representada por (2.4):
α(z)A(z) + β(z)B(z) = D(z) (2.4)
donde:
α(z) = α0z
n−1 + α1zn−2 + · · ·+ αn−2z + αn−1 (2.5)
β(z) = β0z
n−1 + β1zn−2 + · · ·+ βn−2z + βn−1 (2.6)
Siendo D(z) un polinomio estable de grado (2n− 1), como se muestra:
D(z) = d0z
2n−1 + d1z2n−2 + · · ·+ d2n−2z + d2n−1 (2.7)
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La ecuacio´n Diofantina se puede resolver para α(z) y β(z) mediante el uso de la
matriz de Sylvester E de 2n ∗ 2n, la cual se define en te´rminos de los coeficientes de
los polinomios coprimos A(z) y B(z), como sigue:
E =

an 0 · · · 0 bn 0 · · · 0
an−1 an · · · 0 bn−1 bn · · · 0
... an−1 · · · 0 ... bn−1 · · · 0
a1
... · · · ... b1 ... · · · ...
1 a1 · · · an−1 0 b0 · · · bn−1
...
... · · · ... ... ... · · · ...
0 0 · · · a1 0 0 · · · b1
0 0 · · · 1 0 0 · · · b0

(2.8)
Para que la matriz de Sylvester E sea no singular, se debe tener en cuenta que A(z)
y B(z) deben ser coprimos y que A(z) debe ser mo´nico. Se definen entonces los
vectores x y b tales que:
b =

d2n−1
d2n−2
...
d1
d0
 (2.9)
x =

α2n−1
α2n−2
...
α0
βn−1
βn− 2
...
β0

(2.10)
La ecuacio´n de la forma Ex = b se resuelve al multiplicar por la matriz inversa de
Sylvester E−1 a ambos lados de la ecuacio´n, se obtiene:
x = E−1b (2.11)
2.3.1.1. Control mediante la te´cnica de un paso adelante
Se muestra el disen˜o de un controlador paso adelante cuyo objetivo es hacer que el
sistema alcance la referencia en un paso, para ello sera´ necesario hallar la funcio´n de
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transferencia en lazo cerrado e igualarla al operador de desplazamiento, tal como se
muestra a continuacio´n:
r[k] e[k] u[k] y[k]
Figura 2.1: Esquema del controlador en funcio´n del operador de desplazamiento q
A.4.
Donde: r[k]: es la sen˜al de referencia e[k]: es el error y[k]: es la variable a controlar
u[k]: es la sen˜al de control H(q−1): es la funcio´n de transferencia en lazo abierto del
sistema C(q−1): es la forma del controlador
Para el caso del puente gru´a, la variable que se desea controlar inicialmente es la
posicio´n, se dice entonces que y[k] es la variable correspondiente a la posicio´n del
carro sobre el riel, luego del esquema que se muestra en la Figura 2.1, se tiene que:
y[k] = Hlc(q
−1) · r[k] (2.12)
Donde Hlc(q−1) es la funcio´n de transferencia en lazo cerrado del sistema en funcio´n
del operador de desplazamiento q ver ape´ndice A.4.
r[k] = y[k + 1] (2.13)
Aplicando el operador de desplazamiento q
r[k] = qr[k]⇒ y[k] = 1
q
r[k] (2.14)
se ve que la funcio´n de transferencia del sistema en lazo cerrado es:
Hlc(q
−1) = q−1 (2.15)
Del esquema del controlador de la figura 2.1 se tiene que:
y[k] = H(q−1)u[k] (2.16)
u[k] = C(q−1)e[k] (2.17)
e[k] = r[k]− y[k] Sen˜al del error (2.18)
Donde la salida del sistema es la ecuacio´n (2.16), la sen˜al de control la ecuacio´n (2.17)
y la sen˜al del error corresponde a la ecuacio´n (2.18).
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Reemplazamos (2.17) y (2.18) en (2.16) se llega a:
y[k] =
H(q−1) ∗ C(q−1)
1 +H(q−1) ∗ C(q−1) ∗ r[k] (2.19)
Conociendo la funcio´n de transferencia en lazo cerrado en funcio´n del operador de
retardo q−1, comparamos con la ecuacio´n (2.15):
H(q−1) ∗ C(q−1)
1 +H(q−1) ∗ C(q−1) = Hlc(q
−1) = q−1 (2.20)
De la ecuacio´n (2.20) se desconoce el controlador, por lo tanto despejando C(q−1) se
tiene:
C(q−1) =
q−1
(1− q−1) ∗H(q−1) ⇒ C(q
−1) =
1
(q − 1) ∗H(q) (2.21)
Para un sistema de segundo orden la funcio´n de transferencia del sistema es de la
forma:
H(q) =
B(q)
A(q)
=
b0q + b1
q2 + a1q + a2
(2.22)
Reemplazando (2.22) en la ecuacio´n (2.21) se obtiene:
C(q) =
A(q)
(q−1)B(q)
=
q2 + a1q + a2
(q − 1)(b0q + b1) (2.23)
Realizando las operaciones se obtiene la forma del controlador:
C(q−1) =
1 + a1q
−1 + a2q−2
b0 + (b1 − b0)q−1 + b1q−2) (2.24)
Reemplazando (2.24) en la ecuacio´n (2.17) se tiene:
u[k] =
1 + a1q
−1 + a2q−2
b0 + (b1 − b0)q−1 + b1q−2)e[k] (2.25)
Realizando las operaciones, despejando la sen˜al de control y reemplazando la
ecuacio´n (2.18) en (2.25), se obtiene la sen˜al de control:
u[k] =
(
1
b0
)
[(r[k]− y[k]) + a1(r[k + 1]− y[k + 1]) + · · ·
+a2(r[k + 2]− y[k + 2]) + (b0 − b1)u[k − 1] + (b1)u[k − 2]
(2.26)
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2.3.1.2. Control mediante un controlador PID basado en el me´todo de la
asignacio´n de polos
Para obtener una versio´n digital del controlador, debemos discretizar la integral y
derivar los componentes de la ecuacio´n [3] en tiempo continuo :
u[k] = Kp
e(t) + 1
T1
t∫
0
e(τ)dτ + TD
de(t)
dt
 (2.27)
La manera ma´s sencilla de aproximar la integral es realizando la sumatoria de
tal forma que podamos aproximar la funcio´n en tiempo continuo por periodos de
muestreo de la funcio´n constante.
Si la sen˜al en tiempo continuo es dicretizada usando la funcio´n escalo´n o mediante
lı´neas, pueden utilizarse el me´todo rectangular o de diferencias hacia adelante (FRM,
forward rectangular method), el me´todo rectangular o de diferencias hacia atra´s (BRM,
back rectangular method) o usando un me´todo ma´s aproximado donde se reemplaza la
sen˜al de tiempo continuo por secciones de lı´nea conocido como me´todo trapezoidal
(aproximacio´n bilineal o de tustin), como se muestran en la figura 2.3.1.2
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Figura 2.2: Me´todos de discretizacio´n de la componente integral del error
.[3]
La forma general del controlador PID en tiempo discreto, es como se muestra en la
ecuacio´n (2.28)[3].
u(k) = q0e(k) + q1e(k − 1) + q2e(k − 2) + u(k − 1)[3] (2.28)
Reemplazando los para´metros individuales de la tabla 2.3.1.2 en la ecuacio´n
(2.28), obtenemos las ecuaciones procedentes de la discretizacio´n mediante los tres
diferentes me´todos de aproximacio´n de la componente de la integral.
Controlador FRM BRM TRAP
q0 Kp(1 +
TD
T0
) Kp
(
1 + TD
T1
+ TD
T0
)
Kp
(
1 + T0
2T1
+ TD
T0
)
q1 −Kp
(
1− T0
T1
+ 2TD
T0
)
−Kp
(
1 + 2TD
T0
)
−Kp
(
1− T0
2T1
+ 2TD
T0
)
q2 −Kp
(
T0
T1
)
Kp
(
T0
T1
)
Kp
(
T0
T1
)
Tabla 2.1: Para´metros de un controlador digital incremental PID [3].
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Usualmente en te´rminos del posicionamiento, estos algoritmos son conocidos como
absolutos o como algoritmos de posicio´n para un controlador PID. Las ecuaciones
obtenidas a trave´s de estos me´todos son conocidas como algoritmos no recurrentes,
donde todos los valores anteriores del error e[k − i], i = 1, 2.., k, deben ser conocidos
para calcular la integral y para la accio´n del controlador [3].
C [z] =
c1z
−2 + c2z−1 + c3
1− z−1 (2.29)
Donde c1, c2 y c3 son los coeficientes del controlador PID de la ecuacio´n (2.29).
2.3.1.3. Control por modelo de referencia
r[k] e[k] u[k] y[k]
Figura 2.3: Esquema del controlador por modelo de referencia
Del esquema del controlador de la figura 2.3 se tiene que:
y[k] = Hlc(q
−1)rm[k] (2.30)
u[k] = C(q−1)e[k] (2.31)
e(k) = rm[k]− y[k] (2.32)
rm[k] = Hm(q
−1)r[k] (2.33)
En donde la ecuacio´n (2.30) es la salida del sistema (posicio´n), la sen˜al de control
corresponde a la ecuacio´n (2.31), la sen˜al del error se describe en la ecuacio´n (2.32) y
la sen˜al de referencia teniendo en cuenta el modelo se describe en la ecuacio´n (2.33).
El bloque correspondiente a Hm(q−1 es el modelo de referencia, el cual debe cumplir
las siguientes condiciones [4]:
1. El modelo debe ser estable.
2. La ganancia unitaria del modelo debe ser igual a uno.
3. El orden del modelo debe ser menor o igual al orden del sistema.
Escogiendo un modelo de referencia de segundo orden de manera arbitraria que
cumpla con las condiciones anteriores:
Hm(z) =
z + 0.5
z2 + 0.3z + 0.2
(2.34)
Se demuestra a continuacio´n que el modelo escogido cumple las condiciones:
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1. El modelo es estable.
−1.6094 + j3.82
−1.6094− j3.82
2. La ganamcia unitaria del modelo es igual a uno:
Hm(z)|z=1 = 1 (2.35)
3. El modelo de referencia escogido es de segundo orden, el sistema es de cuarto
orden. Se cumple entonces que el orden del modelo sea menor que el orden del
sistema.
2.3.1.4. Control por reubicacio´n de polos
La te´cnica de control por reubicacio´n de polos, conocida tambie´n como
realimentacio´n de variables de estado permite disen˜ar el comportamiento global del
sistema, de tal manera que el sistema en lazo cerrado tenga los polos en una posicio´n
especifica, la cual es indicada en el disen˜o. Este es uno de los me´todos fundamentales
para los ingenieros de control [5, pa´g. 377]. Los conceptos de controlabilidad y
observabilidad, introducidos por R. E. Kalman, son clave en el control optimo de
sistemas multivariable, particularmente el concepto de controlabilidad es la base
para solucionar el problema de ubicacio´n de polos, se dice que: si el sistema es
de estado completamente controlable, entonces es posible seleccionar los polos en
lazo cerrado deseados en el plano z (o las raı´ces de la ecuacio´n caracterı´stica) y se
podra´ disen˜ar el sistema que proporcione estos polos en lazo cerrado. El me´todo
de disen˜o de ubicar los polos en lazo cerrado en localizaciones deseadas en el
plano z, se conoce como te´cnica de disen˜o de ubicacio´n de polos; es decir en dicha
te´cnica se realimentan todas las variables de estado de tal forma que todos los polos
del sistema en lazo cerrado quedan ubicados en las localizaciones deseadas, sin
embargo, quiza´ no todas las variables de estado puedan ser medidas [5, pa´g. 377].
r[k] e[k] u[k] y[k]
Figura 2.4: Esquema para el controlador por reubicacio´n de polos.
.
El esquema que se muestra en la figura 2.4 corresponde a un controlador por
reubicacio´n de polos, donde:
19
r[k]: es la sen˜al de referencia rm[k]: es la sen˜al de referencia con la ganancia en
lazo cerrado glc: es la ganancia en lazo cerrado e[k]: es el error y[k]: es la variable
a controlar u[k]: es la sen˜al de control H(q−1): es la funcio´n de transferencia en lazo
abierto del sistema C(q−1): es la forma del controlador
Para el modelo de segundo orden
H(z) =
b0z + b1
z2 + a1z + a2
(2.36)
C(z) = l0z + l1p0z
2 + p1z + p2 (2.37)
Donde la funcio´n de transferencia en lazo cerrado esta dada por:
Hlc(z) =
C(z)H(z)
1 + C(z)H(z)
(2.38)
Reemplazando (2.36) y (2.37) en (2.38) se tiene:
Hlc(z) =
l0z + l1)(b0z + b1)
(p0z2 + p1z + p2)(z2 + a1z + a2) + (l0z + l1)(b0z + b1)
(2.39)
El denominador de la funcio´n de transferencia en lazo cerrado es el polinomio
caracterı´stico del sistema, donde las variables desconocidas del controlador son
p0, p1, p2, l0, l1.
El objetivo del control por reubicacio´n de polos es, como se ha mencionado
anteriormente, lograr ubicar los polos del sistema en lazo cerrado en una posicio´n
especificada por el disen˜ador, de esta manera escogiendo los polos que se consideren
y que cumplan con el criterio del cı´rculo unitario, que coincidan para el sistema del
orden especificado, la forma general del polinomio deseado es zn+d1zn−1+· · ·+dnz0
(siendo n el orden del sistema).
Para el caso de un sistema de segundo orden se tienen los coeficientes del polinomio
deseado d1, d2, d3, d4 comparando el polinomio caracterı´stico con el polinomio
deseado y luego despejando fe forma matricial Ax = b se tiene:

1 0 0 0
a1 1 b0 0
a2 a1 b1 b0
0 a2 0 b1


p1
p2
l0
l1
 =

d1 − a1
d2 − a2
d3
d4
 (2.40)
Se resuelve el sistema mostrado en (2.40) para hallar los valores desconocidos.
glc = Hlc(z)|(z = 1) = C(1)H(1)
1 + C(1)H(1)
Ganancia del sistema en lazo cerrado (2.41)
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El controlador en funcio´n del operador de retardo q−1:
C(q−1) =
l0q
−1 + l1q−2
p0 + p1q−1 + p2q−1
(2.42)
Reemplazando la ecuacio´n (2.58) en la sen˜al de control (2.43) finalmente se tiene
(2.44)
u[k] = C(q−1)[(
1
glc
r[k])− y[k]] (2.43)
u[k] = −p1u[k − 1]− p2u[k − 2] + l0[( 1
glc
r[k − 1])− y[k − 1]]
+l1[(
1
glc
r[k − 2])− y[k − 2]]
(2.44)
2.3.2. Implementacio´n de los controladores para el control de la posicio´n de la
plata
Como se vio en el primer capı´tulo 1 se obtuvo la funcio´n de transferencia que
representa la posicio´n (2.45) y la funcio´n de transferencia que representa el a´ngulo
(2.46), en tiempo discreto para un tiempo de muestreo de 0.05:
X(Z)
U(Z)
=
0.001061z3 − 0.001012z2 − 0.001023z + 0.001047
z4 − 3.948z3 + 5.88z2 − 3.917z + 0.9842 (2.45)
Θ(Z)
U(Z)
=
0.001498z3 − 0.001506z2 − 0.001482z + 0.00149
z4 − 3.948z3 + 5.88z2 − 3.917z + 0.9842 (2.46)
Inicialmente se hara´ control sobre la posicio´n (2.45), la funcio´n de transferencia en
tiempo discreto se puede representar en la forma cano´nica controlador A.5.1

x1(k + 1)
x2(k + 1)
x3(k + 1)
x4(k + 1)
 =

3.9481 −5.8805 3.9166 −0.9842
1 0 0 0
0 1 0 0
0 0 1 0


x1(k)
x2(k)
x3(k)
x4(k)
+

1
0
0
0
u(k)
(2.47)
[
0.0011 −0.0010 −0.0010 0.0010]

x1[k]
x2[k]
x3[k]
x4[k]
+ [00
]
u[k] (2.48)
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Este es el modelo con para´metros fijos, que representa la variable de posicio´n
de la planta en tiempo discreto. En esta seccio´n se mostrara´n los controladores
desarrollados para la implementacio´n sobre el puente gru´a. Para el control de la
posicio´n se determina que el modelo matema´tico que representa la planta debe ser de
cuarto orden, con el fin de obtener una mejor representacio´n dina´mica del sistema.
2.3.2.1. Control de la posicio´n mediante la te´cnica de un paso adelante
La funcio´n de transferencia en lazo cerrado como se vio anteriormente en la ecuacio´n
(2.20), y el control como se vio previamente en la ecuacio´n (2.21).
Hlc(q
−1) =
H(q−1) ∗ C(q−1)
1 +H(q−1) ∗ C(q−1)
C(q−1) =
1
(q − 1) ∗H(q) (2.49)
El modelo de cuarto orden, en funcio´n del operador de desplazamiento (operador
de retardo q−1
H(q) =
b0q
3 + b1q
2 + b2q
1 + b3q
0
q4 + a1q3 + a2q2 + a3q1 + a4q0
(2.50)
Reemplazando en la ecuacio´n del controlador (2.49) se obtiene:
C(q) =
q4 + a1q
3 + a2q
2 + a3q + a4
b0q4 + b1q3 + b2q2 + b3q − b0q3 − b1q2 − b2q − b3 (2.51)
La ecuacio´n del controlador, en funcio´n del operador de retardo q−1:
C(q) =
1 + a1q
−1 + a2q−2 + a3q−3 + a4q−4
b0 + (b1 − b0)q−1 + (b2 − b1)q−2 + (b3 − b2)q−3 + b3q−4 (2.52)
Como se vio en el disen˜o del controlador paso adelante 2.3.1.1, del esquema de
la figura 2.3.1.1 se obtuvieron (2.16),(2.17) y (2.18). Reemplazando la ecuacio´n del
controlador (2.52) en la ecuacio´n (2.17) se obtiene:
u[k] = C(q−1)e[k] = (
1 + a1q
−1 + a2q−2 + a3q−3 + a4q−4
b0 + (b1 − b0)q−1 + (b2 − b1)q−2 + (b3 − b2)q−3 + b3q−4 )e[k]
(2.53)
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Figura 2.5: Esquema del controlador en funcio´n del operador z.
Despejando la sen˜al de control se tiene:
u[k] = (
1
b0
)[e[k] + a1e[k − 1] + a2e[k − 2] + a3e[k − 3] + a4e[k − 4] + · · ·
· · ·+ (b0 − b1)u[k − 1] + (b1 − b2)u[k − 2] + (b3 − b2)u[k − 3] + b3u[k − 4]]
(2.54)
Finalmente se reemplaza la ecuacio´n del error (2.18) en la ecuacio´n (2.54) para
obtener la sen˜al que regulara la posicio´n de la planta.
2.3.2.2. Control de la posicio´n mediante un controlador PID basado en el me´todo
de asignacio´n de polos
El esquema escogido en la figura 2.5 corresponde al me´todo el “Controladores PID
basados en el me´todo de asignacio´n de polos” [3, pa´g. 96]
Donde:
r[k]: es la sen˜al de referencia. e[k]: es el error. y[k]: es la variable a controlar. u[k]: es la
sen˜al de control. H(z): es la funcio´n de transferencia en lazo abierto del sistema en
funcio´n del operador z. C(z): es la forma del controlador en funcio´n del operador z.
Del esquema del controlador de la figura 2.5 se tiene que:
y[k] = H(q−1)u[k] (2.55)
u[k] = C(q−1)e[k] (2.56)
e[k] = r[k]− y[k] (2.57)
Reemplazando las ecuaciones anteriores y despejando, se obtiene la funcio´n de
transferencia en lazo cerrado del sistema en te´rminos del operador z:
Hlc(z) =
C(z)H(z)
1 + C(z)H(z)
(2.58)
La estructura de estos controladores debe ser disen˜ada de tal forma que el
numerador de la funcio´n de transferencia en tiempo discreto sea siempre de la forma
de un polinomio de segundo orden [3, pa´g. 90] [16, pa´g. 126].
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C(z) =
C1z
2 + C2z + C3
z2 − z (2.59)
La funcio´n de transferencia de segundo orden es:
H(z) =
b0z + b1
z2 + a1z + a2
(2.60)
Reemplazando las ecuaciones (2.59) y (2.60) en la ecuacio´n (2.58):
Hlc(z) =
(c1z
2 + c2z + C3)(b0z + b1
(z2 + a1z + a2)(z2 − z) + (c1z2 + c2z + c3)(b0z + b1) (2.61)
El polinomio caracterı´stico de la funcio´n de transferencia en lazo cerrado es:
Pc = (z
2 + a1z + a2)(z
2 − z) + (c1z2 + c2zc3)(b0z + b1) (2.62)
El polinomio deseado es de la forma:
Pd = z
4 + d1z
3 + d2z
2 + d3z + d4 (2.63)
Con la ayuda del comando poly(polos*ones(taman˜o)) del MATLAB, se obtienen los
coeficientes del polinomio deseado(polos=0.2). Al realizar la comparacio´n entre el
polinomio caracterı´stico (2.62) y el polinomio deseado (2.63)y luego al organizar de
forma matricial Ax = b, se obtiene:

b0 0 0 0
b1 b1 0 −a1
0 b1 b0 −a2
0 0 b1 0


c1
c2
c3
1
 =

(0.2− a1)
(0.24− a2)
(−0.032)
(0.0016)
 (2.64)
Finalmente la sen˜al de control esta´ dada por:
u[k] = c1(r[k]− y[k]) + c2(r[k − 1]− y[k − 1] + c3(r[k − 2]− y[k − 2] + u[k − 1])
(2.65)
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2.3.2.3. Control de la posicio´n mediante un controlador por modelo de referencia
El modelo del sistema de cuarto orden:
H(q) =
b0q
3 + b1q
2 + b2q
1 + b3q
0
q4 + a1q3 + a2q2 + a3q1 + a4q0
(2.66)
Para realizar el control que llevara´ al sistema a la exigencia del modelo de referencia,
se escogera´ un controlador paso adelante:
Hlc(q
−1) = q−1 (2.67)
C(q) =
A(q)
(q − 1)B(q) (2.68)
Reemplazando la ecuacio´n (2.33) en (2.34) obtendremos la referencia a la salida del
modelo
rm[k] = r[k − 1] + 0.5r[k − 2]− 0.3r[k − 1]− 0.2rm[k − 2] (2.69)
Con el controlador y el sistema en funcio´n de q−1, se tiene que:
C(q−1) =
A(q−1)
(q − 1)B(q−1) (2.70)
H(q−1) =
b0q
−1 + b1q−2 + b2q−3 + b3q−4
1 + a1q−1 + a2q−2 + a3q−3 + a4q−4
(2.71)
Reemplazando la ecuacio´n (2.71) en (2.70) se obtiene:
C(q−1) =
1 + a1q
−1 + a2q−2 + a3q−3 + a4q−4
b0 + (b1 − b0)q−1 + (b2 − b1)q−2 + (b3 − b2)q−3 − b3q−4 (2.72)
Reemplazando la ecuacio´n del controlador (2.72) en la sen˜al de control (2.31), se
obtiene:
u[k] = (
1
b0
)[e[k] + a1e[k − 1] + a2e[k − 2] + a3e[k − 3] + a4e[k − 4] + · · ·
· · ·+ (b0 − b1)u[k − 1] + (b1 − b2)u[k − 2] + (b2 − b3)u[k − 3] + b3u[k − 1]]
(2.73)
Reemplazando la sen˜al del error, (2.32) y la ecuacio´n de la referencia a la salida del
modelo, (2.69) en la ecuacio´n de la sen˜al de control (2.70), se obtiene finalmente el
controlador para el sistema por modelo de referencia:
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u[k] = (
1
b0
)[(r[k − 1] + 0.5r[k − 2]− 0.3rm[k − 1]− 0.2rm[k − 2]− y[k]) + · · ·
· · ·+ a1(r[k − 2] + 0.5r[k − 3]− 0.3rm[k − 2]− 0.2rm[k − 3]− y[k − 1]) + · · ·
· · ·+ a2(r[k − 3] + 0.5r[k − 4]− 0.3rm[k − 3]− 0.2rm[k − 4]− y[k − 2]) + · · ·
· · ·+ a3(r[k − 4] + 0.5r[k − 5]− 0.3rm[k − 4]− 0.2rm[k − 5]− y[k − 3]) + · · ·
· · ·+ a4(r[k − 5] + 0.5r[k − 6]− 0.3rm[k − 5]− 0.2rm[k − 6]− y[k − 4]) + · · ·
· · ·+ (b0 − b1)u[k − 1] + (b1 − b2)u[k − 2] + (b2 − b3)u[k − 3] + b3)u[k − 4]]
(2.74)
2.3.2.4. Control de la posicio´n mediante la te´cnica de reubicacio´n de polos
Para el modelo de cuarto orden se tiene:
H(Z) =
b0z
3 + b1z
2 + b2z + b3
z4 + a1z3 + a2z2 + a3z + a4
(2.75)
C(Z) =
l0z
3 + l1z
2 + l2z + l3
p0z4 + p1z3 + p2z2 + p3z + p4
(2.76)
Hlc =
H(Z)C(Z)
1 +H(Z)C(Z)
(2.77)
Pc = 1 +H(Z)C(Z) Polinomio caracterı´stico (2.78)
Pd = z
8α0 + z
7α1 + z
6α2 + z
5α3 + z
4α4 + z
3α5 + z
2α6 + zα7 + α8 Polinomio deseado
(2.79)
Realizando la comparacio´n del polinomio caracterı´stico con el polinomio deseado y
organizando de forma matricial:
Ax = b

1 0 0 0 0 0 0 0
a1 1 0 0 b0 0 0 0
a2 a1 1 0 b1 b0 0 0
a3 a2 a1 1 b2 b1 b0 0
a4 a3 a2 a1 b3 b2 b1 b0
0 a4 a3 a2 0 b3 b2 b1
0 0 a4 a3 0 0 b3 b2
0 0 0 a4 0 0 0 b3


p1
p2
p3
p4
l0
l1
l2
l3

=

(α1 − a1)
(α2 − a2)
(α3 − a3)
(α4 − a4)
α5
α6
α7
α8

(2.80)
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La solucio´n de las variables desconocidas se da al despejar:
x = A−1b
Para hallar la ganancia en lazo cerrado, se evalu´a la funcio´n de transferencia en uno:
glc = Hlc|z=1 = C(1)H(1)
1 + C(1)H(1)
(2.81)
La sen˜al de control:
u[k] = C(q−1)[(
1
glc
r[k])− y[k]] (2.82)
Finalmente la sen˜al de control:
u[k] = −p1u[k − 1]− p2u[k − 2]− p3u[k − 3]− p4u[k − 4] + · · ·
· · ·+ l0[( 1
glc
r[k − 1])− y[k − 1]] + l1[( 1
glc
r[k − 2])− y[k − 2]] + · · ·
· · ·+ l2[( 1
glc
r[k − 3])− y[k − 3]] + l3[( 1
glc
r[k − 4])− y[k − 4]]
(2.83)
2.4. Disen˜o de controladores por espacio de estados para el sistema
multivariable
El me´todo de espacio de estados se basa en, la descripcio´n del sistema en te´rminos
de n ecuaciones en diferencias de primer orden que pueden combinarse en una
ecuacio´n matricial diferencial de primer orden.
El disen˜o en el espacio de estados se puede realizar para toda una clase de entradas,
en lugar de una funcio´n de entrada especı´fica, adema´s permite incluir condiciones
iniciales dentro del disen˜o, e´sta es una caracterı´stica muy importante que no tienen
los me´todos de disen˜o convencionales.
Existen muchas formas de llevar a cabo representaciones en el espacio de estado para
el sistema en tiempo discreto entre estas se encuentra la forma cano´nica controlable,
la forma cano´nica observable, la forma cano´nica diagonal, la forma cano´nica de
Jordan.[5]
La ecuacio´n (1.5) y (1.6) describen el sistema en el espacio de estados, el disen˜o del
control por espacio de estados se muestra en la figura
El sistema discretizado se define como:
x[k − 1] = Φx[k] + Γu[k] (2.84)
yˆ[k] = Cxˆ[k] + Du[k] (2.85)
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Se plantea una ley de control por realimentacio´n de variables de estado:
u[k] = −Lxˆ[k] + r[k] (2.86)
Donde L es un vector de ganancias de dimensio´n pxn donde p es el nu´mero de
salidas del sistema.
L = [L1L2 · · ·Ln] (2.87)
El vector de ganancias L es posible de calcular si el sistema es alcanzable para
un controlador de seguimiento (con r[k] 6= 0)o controlable para un controlador de
regulacio´n (con r[k] = 0).
L
Figura 2.6: Esquema de control por espacio de estados con observador.
2.4.1. Ganancia en lazo cerrado
Para el controlador de seguimiento se propone a hallar la ganancia en lazo cerrado
del sistema glc
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LFigura 2.7: Esquema por espacio de estados con observador y ganancia en lazo
cerrado.
El sistema en tiempo discreto se define como:
x[k + 1] = φx[k] + Γu[k] (2.88)
yˆ[k] = Cxˆ[k] +Du[k] (2.89)
Dado que el objetivo es que el error de estimacio´n e[k] sea cero:
x[k]− xˆ[k] = 0 (2.90)
luego
e[k + 1] = φe[k]− L0Ce[k] (2.91)
Se obtiene la ganancia en lazo cerrado:
glc = l´ım
z→1
Hlc(z) (2.92)
glc = l´ım
z→1
C · (zI − φ+ ΓL)−1 · Γ +D (2.93)
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La ganancia del observador de dimensio´n nx1 es de la forma:
Lo =

Lo1
Lo2
...
Lon
 (2.94)
2.4.2. Reubicacio´n de polos con ganancia en lazo cerrado
A continuacio´n se propone la solucio´n al problema por reubicacio´n de polos
planteando un observador de estados, hallando la ganancia del observador mediante
la fo´rmula de Ackerman y usando la ganancia en lazo cerrado del sistema.
Figura 2.8: Esquema control por Reubicacio´n de Polos con observador y ganancia en
lazo directo.
El sistema discretizado se define como:
x[k + 1] = φx[k] + Γu[k] (2.95)
yˆ[k] = Cxˆ[k] +Du[k] (2.96)
En la forma cano´nica controlador:

x1[k + 1]
x2[k + 1]
...
xn[k + 1]
 =

−a1 −a2 · · · −an
1 0 · · · 0
0
. . . · · · 0
...
... 0
...
0 0 1 0


x1[k]
x2[k]
...
xn[k]
+

1
0
...
0
u[k] (2.97)
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yˆ =
[
b0 b1 · · · bn
] 
xˆ1[k]
xˆ2[k]
· · ·
xˆn[k]
 (2.98)
La matriz de observabilidad esta´ definida como:
Wo =

C
C · φ1
· · ·
C · φn−1
 (2.99)
La matriz P (φ) es una matriz nxn, para un sistema de cuarto orden se define como:
P (φ) = φ4 · p0 + φ3 · p1 + φ2 · p2 + φ · p3 + I · p4 (2.100)
Siendo I una matriz identidad de nxn y los valores de p0, p1, p2, p3, p4 son las raı´ces
de un polinomio deseado. Se obtiene el vector de ganancias de dimensio´n pxn donde
p es el nu´mero de salidas del sistema, para p = 1 se tiene que:
L =
[
(d1 − a1) (d2 − a2) · · · (dn − an)
]
(2.101)
Siendo d1, d2, d3, d4 son las raı´ces de un polinomio deseado. Es necesario que los
polos seleccionados para el observador este´n ma´s cerca de cero que los polos del
controlador. Como se vio anteriormente para el caso del controlador de seguimiento
con ganancia en lazo cerrado se tiene que:
glc = l´ım
z→1
C · (zI − φ+ ΓL)−1 · Γ +D (2.102)
Lg = [·(zI − φ+ ΓL)−1 · Γ]−1 (2.103)
La ganancia del observador se obtiene aplicando la fo´rmula de Ackerman:
Lo = P (φ) ·W−1o

0
0
0
1
 (2.104)
Solo es posible encontrar esta ganancia si pueden encontrarse las variables de estado
estimadas del sistema xˆ[k] a partir de la sen˜al de control u[k] y la salida del sistema
y[x] [4].
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Las variables de estado estimadas:
xˆ[k + 1] = φxˆ[k] + Γu[k] + Lo(y[k]− yˆ[k]) (2.105)
Siendo:
yˆ[k] = Cxˆ[k] (2.106)
Se plantea la sen˜al de control:
u[k] = −Lxˆ[k] + Lgr[k] (2.107)
2.4.3. Control por accio´n integral
Figura 2.9: Esquema control por Accio´n integral con observador.
La sen˜al de control es entonces:
u[k] = e′[k]− Lxˆ[k] (2.108)
Las variables de estado estimadas:
xˆ[k + 1] = φxˆ[k] + Γu[k] + Lo(y[k]− yˆ[k]) (2.109)
La integral en te´rminos del operador de desplazamiento q:
qh
q + 1
(2.110)
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Donde h es el tiempo de muestreo.
Luego la integral del error es:
e′[k + 1] = kihe[k] + e′[k] (2.111)
Se define un sistema aumentado
xa[k] =
[
x[k]
e′[k]
]
(2.112)
[
x[k + 1]
e′[k + 1]
]
=
[
φ 0
−C I
] [
x[k]
e′[k]
]
+
[
Γ
0
]
u[k] +
[
0
1
]
r[k] (2.113)
Donde:
φa =
[
φ 0
−C I
]
(2.114)
Γa =
[
Γ
0
]
(2.115)
Se define la sen˜al de control:
u[k] = −Laxa[k] + r[k] (2.116)
La =
[
[L −Kih]
]
(2.117)
2.4.4. Implementacio´n de controladores por espacio de estados
En la seccio´n anterior se ha visto el disen˜o de controladores con el me´todo de espacio
de estados y se plantea una ley de control por realimentacio´n de variables de estado
la cual tiene la forma:
u[k] = −Lxˆ[k] (2.118)
La sen˜al de control es un escalar y el control esta dado por la multiplicacio´n de la
matrizL de ganancia de realimentacio´n de estado y las variables estimadas mediante
un observador del sistema a ser controlado. La seleccio´n apropiada de esta matriz
de realimentacio´n de estados L sera´ determinante para el correcto funcionamiento
del controlador. En el caso de reubicacio´n de polos se determinan los polos en
lazo cerrado deseados basados en los requisitos de respuesta transitoria como por
ejemplo la velocidad, luego de haberse considerado el tipo de respuesta, se decide
seleccionar los polos en lazo cerrado deseados (teniendo en cuenta que el sistema
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no requiera sen˜ales de control excesivamente grandes), una condicio´n necesaria y
suficiente para que los polos puedan ser ubicados arbitrariamente en el plano z,
es que el sistema sea de estado completamente controlable. Entonces es posible
encontrar una matriz L que obligue al sistema a tener los polos en lazo cerrado en
las posiciones deseadas. No´tese que L depende de las localizaciones en lazo cerrado
deseadas (que determinan la velocidad de respuesta) que se haya seleccionado. En
general, la matriz de ganancia de realimentacio´n L es determinada de manera que
el error (causado por perturbaciones) se reducira´ a cero con suficiente velocidad por
esta razo´n, para un sistema dado, es conveniente observar la mejor respuesta del
sistema ante esta ganancia calculada a partir de varias ecuaciones caracterı´sticas
deseadas y seleccionar la que ofrezca un mayor desempen˜o general del sistema.
Se listan a continuacio´n algunos me´todos para la determinacio´n de la matriz de
ganancia de realimentacio´n L [5].
1. Mediante una matriz de transformacio´n:
L = [(dn − an)(dn−1 − an−1) · · · (d1 − a1)]T−1 (2.119)
Donde dn son los coeficientes de los valores caracterı´sticos deseados (z − µ1)(z −
µ2) . . . (z − µn), los an son los coeficientes de la ecuacio´n caracterı´stica original del
sistema y la matriz de transformacio´n esta´ dada por:
T = MW (2.120)
Donde:
M =
[
Γ φΓ · · · φn−1Γ] (2.121)
W =

an−1 an−2 · · · an−1 1
an−2 an−3 · · · 1 0
...
... . . .
...
...
a1 1 · · · 0 0
1 0 · · · 0 0
 (2.122)
2. Mediante la fo´rmula de Ackerman:
L =
[
0 0 · · · 0 1] [Γ φΓ · · · φn−1Γ]−1 P (φ) (2.123)
Donde:
P (φ) = φn + φn−1 · d1 + · · ·+ φ · dn−1 + I · dn (2.124)
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3. Si los valores caracterı´sticos deseados son diferentes:
L =
[
1 1 · · · 1 1] [ξ1 ξ2 · · · ξn]−1 (2.125)
Donde los vectores ξn son los vectores caracterı´sticos de la matriz (φ − ΓK) y
satisfacen la ecuacio´n:
(φ− ΓK) = µiξi, i = 1, 2, ..., n (2.126)
ξ = (φ− µiI)−1Γ, i = 1, 2, ..., n (2.127)
Para una respuesta sin oscilacio´n, se escogen iguales los valores caracterı´sticos
deseados y la ecuacio´n anterior puede ser simplificada:
L =
[
1 0 · · · 0 0] [ξ1 ξ2 · · · ξn]−1 (2.128)
ξ1 = φ
−1Γ
ξ2 = φ
−2Γ
...
ξn = φ
−nΓ
(2.129)
4. Un me´todo simple para sistemas de bajo orden n, se sustituye la matriz L =[
L1 L2 · · · Ln
]
en la ecuacio´n caracterı´stica del sistema:
|zI − φ+ ΓL| = 0 (2.130)
Luego se hace coincidir los coeficientes de la ecuacio´n caracterı´stica deseada:
(z − µ1)(z − µ2) · · · (z − µn) = zn + d1zn−1 + · · ·+ dn−1z + dn = 0 (2.131)
El software MATLAB ofrece en su toolbox de control de sistemas la herramienta acker
y place. Dado un vector de polos deseados en lazo cerrado Pd y un sistema de una o
mu´ltiples entradas de la forma:
xˆ = Ax+Bu (2.132)
Se utiliza el toolbox:
L = acker(A,B, Pd)
L = place(A,B, Pd)
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El programa calcula una matriz de ganancias L tal que los valores de realimentacio´n
para la sen˜al de control u = −Lx se encuentren situados en los valores deseados Pd.
De esta manera las ganancias de los controladores mostradas anteriormente pueden
ser calculadas con ayuda de MATLAB:
L = acker(φ,Γ, Pd) (2.133)
L = acker(φ′,Γ′, Pdo) (2.134)
L = acker(φa,Γa, Pd) (2.135)
2.5. Control del sistema multivariable
La aproximacio´n cla´sica del el control de un sistema MIMO esta´ basado en el
disen˜o de una matriz de control que controla todas las salidas del sistema a la
vez. Los ca´lculos para dicha matriz de control se realizan por una computadora
central. La ventaja de esta aproximacio´n es ba´sicamente la posibilidad de obtener
el o´ptimo desempen˜o de un control, puesto que el controlador puede usar toda
la informacio´n conocida acerca del sistema controlado. La desventaja de usar un
controlador con una matriz central, es su demanda en recursos computacionales,
dado a que el nu´mero de operaciones y memoria requerida depende del cuadrado
del nu´mero del nu´mero de sen˜ales controladas. En la actualidad este problema ha
sido reducido gracias al gran progreso del desarrollo de hardware computacional;
esto, sin embargo, aumenta el precio del sistema de control. Si el controlador central
falla, todas las sen˜ales de control se ven afectadas; debido a esto, la confiabilidad del
sistema debe ser fundamental.
Una solucio´n alternativa al control de los sistemas MIMO es una aproximacio´n
descentralizada. En este caso, el sistema es considerado como un arreglo de
subsistemas interconectados y la salida de cada subsistema es influenciado no
solo por la entrada de este subsistema sino tambie´n por la entrada de los otros
subsistemas. Cada subsistema es controlado por un controlador independiente. Por
lo tanto, el control descentralizado esta´ basado en la descomposicio´n del sistema
MIMO en subsistemas, y el disen˜o de un controlador para cada subsistema. Otra
ventaja de la aproximacio´n descentralizada, es el hecho de que es mucho ma´s sencillo
establecer los para´metros de los controladores (como escoger los polos deseados del
polinomio caracterı´stico) para los lazos de control SISO que para los lazos de control
MIMO. Por otra parte, el desempen˜o de un sistema de control descentralizado es
subo´ptimo por que los controladores no usan informacio´n de los otros subsistemas.
Una desventaja adicional es la limitada aplicabilidad del control descentralizado a
sistemas sime´tricos (sistemas con un igual nu´mero de entradas y salidas).
Cada salida de un sistema multivariable controlado puede ser afectada por
cada entrada del sistema. La fuerza del efecto es determinada no solo por las
transferencias internas del sistema MIMO, sino tambie´n por la evolucio´n de las
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sen˜ales de entrada del sistema. Cuando la aproximacio´n descentralizada es usada
para controlar dicho sistema, luego desde el punto de vista del controlador de un
subsistema en particular, la funcio´n de transferencia varia en el tiempo, incluso si el
sistema MIMO es lineal y estable.
La presencia de las interconexiones entre subsistemas es la razo´n principal para usar
controladores autosintonizados en la aproximacio´n descentralizada para asegurar el
curso de las variables controladas, una ampliacio´n sobre este tema puede darse en
la bibliografı´a que se cita [3].
2.5.1. Controlador con dos grados de libertad
Se requiere realizar un control sobre las salidas del sistema, en el caso del puente
gru´a se tiene un sistema con una entrada, la tensio´n sobre el motor D.C. y dos salidas
que requieren ser reguladas: la posicio´n del carro y la posicio´n angular del pe´ndulo.
Para el caso del control sobre la posicio´n del carro, se desea que e´sta siga la referencia,
como se vio anteriormente la sen˜al de control no tiene otra limitante. En el caso del
control de todo el sistema, la sen˜al de control debe tener en cuenta la contribucio´n
que ejerce el movimiento del pe´ndulo sobre el sistema que ocurre cuando el carro
intenta alcanzar la referencia, por otro lado debera´ mantener el a´ngulo tan cerca de
la referencia como le sea posible, que para el caso del puente gru´a sera´ cero grados.
Los sistemas de control pra´cticos a menudo tienen especificaciones que involucran
propiedades de servo y de regulacio´n. Esto es resuelto tradicionalmente utilizando
una extructura con dos grados de libertad, como se muestra en la figura 2.10 [4].
Figura 2.10: Diagrama de bloques de un sistema de realimentacio´n con una
estructura de dos grados de libertad [4].
Esta configuracio´n tiene la ventaja de que los problemas de servo y de regulacio´n son
separados. El controlador de realimentacio´n Hfb se disen˜a para obtener un sistema
en lazo cerrado que es insensitivo a perturbaciones del proceso, ruido en la medida
e incertidumbres del proceso. El compensador en lazo directo Hff es disen˜ado luego
para obtener las propiedades del servo deseado [4].
Una vez realizados los controladores polinomiales como se vio en secciones
anteriores, es posible desarrollar el control de las salidas del sistema planteando un
controlador de dos grados de libertad. Como se vio en la seccio´n 1.6, se han obtenido
las ecuaciones (1.8) y (1.9) que describen el sistema, la funcio´n de transferencia que
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modela la posicio´n del carro y la posicio´n angular respectivamente, realizando el
control sobre cada uno de los sistemas de manera independiente, se logra tener
control sobre las contribuciones de cada uno de los sistemas por separado.
La sen˜al de control para el sistema u es entonces la suma de la sen˜al que controla la
posicio´n del carro ufb en este caso la accio´n sel servo y con la sen˜al que controla la
posicio´n angular uff la regulacio´n:
u = ufb + uff (2.136)
Del mismo modo por espacio de estados se podrı´a realizar el controlador de
dos grados de libertad, en el caso del sistema multivariable, incluyendo un
controlador polinomial para hacer una mejor regulacio´n del a´ngulo. Ver resultados
4.4 Reubicacio´n de Polos por espacio de estados control sobre la posicio´n ma´s
controlador por Reubicacio´n de Polos regulacio´n sobre el a´ngulo adaptativos, y 4.5
Reubicacio´n de Polos por espacio de estados adaptativo o´ptimo control sobre la
posicio´n ma´s controlador por Reubicacio´n de Polos adaptativo regulacio´n sobre el
a´ngulo.
u = uEspaciodeEstados + upolinomial (2.137)
2.5.1.1. Control de a´ngulo
La funcio´n de transferencia en tiempo discreto que describe el a´ngulo es como
se muestra en la ecuacio´n (1.8) Para el control del a´ngulo se desarrollaron los
controladores de segundo orden como se ha visto en la seccio´n (2.3.1), mediante
la te´cnica paso adelante, PID y reubicacio´n de polos, de segundo orden.
2.5.1.2. Control de la posicio´n y el a´ngulo
Al haber desarrollado controladores para dos sistemas de manera independiente se
tiene la posibilidad de disen˜ar cada controlador con las exigencias que requiera el
sistema, entre las ventajas se tiene la posibilidad de disen˜ar controladores de cuarto
orden para la posicio´n y de segundo orden para el control de la posicio´n angular,
considerar la necesidad de los polos de cada sistema y realizar una combinacio´n de
controladores para cada sistema que resulte ma´s conveniente.
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3. CONTROL ADAPTATIVO Y CONTROL O´PTIMO
ADAPTATIVO
3.1. Objetivo
Presentar el algoritmo de mı´nimos cuadrados para la estimacio´n de para´metros en
linea y la descripcio´n del control o´ptimo LQR a trave´s de los multiplicadores de
Lagrange.
3.2. Introduccio´n
Control adaptativo
Los controladores convencionales esta´n pensados para controlar sistemas dina´micos
cuyos para´metros no cambian, es decir, son invariantes con el tiempo o, como ocurre
en la realidad, sistemas sin grandes perturbaciones cuyos para´metros no varı´an
excesivamente al trabajar en torno a un punto de funcionamiento [7].
Sin embargo es muy normal encontrarse con sistemas cuya dina´mica cambia de
forma no lineal en un instante, como es el ejemplo de un motor de corriente
continua que varı´a sus para´metros en funcio´n de la carga. En estos casos el uso de
controladores convencionales hace que el sistema no se comporte como se pretende
en todas las situaciones [7], para dar solucion a este tipo de problemas surgen los
controladores adaptativos.
La te´cnica del Control Adaptativo surge a partir de 1950 con el fin de dar solucio´n
a problemas de control en los que las caracterı´sticas del sistema a controlar son
variables o poco conocidas [8].
El te´rmino control adaptativo posee diversos significados pero, en te´rminos
generales, implica que un sistema mida las caracterı´sticas dina´micas de una planta
(funcio´n de transferencia o ecuacio´n de estado) en forma continua y automa´tica,
las compare con las caracterı´sticas dina´micas deseadas y utilice la diferencia entre
ambas para variar los para´metros ajustables del sistema (estos para´metros suelen
ser las caracterı´sticas del controlador) o genera una sen˜al actuante, de modo
que se mantenga un desempen˜o o´ptimo; por tanto es capaz de acomodarse a
modificaciones no predecibles de un medio, sean esos cambios internos o externos
al sistema, un esquema general es mostrado en la figura 3.1 [8].
Desde el principio de la tecnologı´a de control adaptativo, se han propuesto dos
clases distintas de controladores adaptativos directos e indirectos. En el indirecto,
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los para´metros de la planta se estiman y se ajustan en base a los datos de entrada
y salida. En el directo, los para´metros del controlador se ajustan directamente
en base a los datos de entrada y salida. Existen una gran variedad de esquemas
adaptativos dentro de estas dos clases, tales como el Model Reference Adaptive
Control (MRAC), Self-Tuning Adaptive Control (STAC), Self-Organizing Fuzzy
Logic (SOFLIC), Neural Networks (NN), y Neurofuzzy Adaptive Control (NAC) [9].
Cáculoydeylos
yyparámetros
delycontrolador
CONTROLADOR PROCESO
Estimaciónydeylos
yparámetros
ydelysistema
r[k] y[k]
u[k]
Parámetrosydelyproceso
Parámetros
del
controlador
Figura 3.1: Sistema adaptativo con identificacio´n de modelo (MIAS) [8]
.
Para los procesos cuyos para´metros varı´an lentamente en el tiempo, los
controladores adaptativos con realimentacio´n pueden ser divididos en dos grandes
grupos. Los sistemas adaptativos con identificacio´n de modelo (MIAS) determinan
un modelo del proceso las medidas de entrada-salida y me´todos de identificacio´n
figura3.1. Aquı´ los para´metros son calculados de acuerdo con el me´todo de disen˜o
del controlador que ha sido programado con anterioridad. Esta clase de reguladores
adaptativos tambie´n es denominada ”self tuning regulators”[9].
Los sistemas adaptativos con modelo de referencia (MRAS) intentan obtener una
respuesta en bucle cerrado pro´xima a la dada por el modelo de referencia para
la sen˜al de entrada figura 3.2. Aquı´ una sen˜al externa, por ejemplo la variable de
referencia, es medida y la diferencia entre las sen˜ales se forma usando las sen˜ales
del bucle de control y del modelo de referencia y cambiando los para´metros del
controlador por medio de un me´todo adaptativo [9].
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Figura 3.2: Sistema adaptativo con modelo de referencia (MRAS) [9]
.
3.3. Estimacio´n en linea
Estimacio´n
La estimacio´n puede definirse como la determinacio´n de constantes o variables de
un sistema de forma o´ptima con respecto a un ı´ndice estadı´stico, y que son basadas
en una serie de medidas tomadas sobre el proceso. El problema de la estimacio´n
de para´metros consiste en obtener los valores de los coeficientes de un modelo
matema´tico, cuya estructura se supone conocida, haciendo uso de medidas del
proceso; si existieran ruidos, el problema de estimar magnitudes a partir de unas
medidas se reducirı´a a resolver las ecuaciones del modelo matema´tico (algebraicas
en la estimacio´n parame´trica y diferenciales en la estimacio´n de estados). Sin
embargo, al existir ruidos, la solucio´n sera´ probablemente diferente para cada serie
de medidas. Por consiguiente, las estimaciones calculadas de esta forma tienen una
naturaleza aleatoria [21].
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u[k] y[k]
e[k]
Figura 3.3: Estructura del modelo ARX [7]
.
Para estimar los para´metros se plantea un modelo ARX (auto-regressive and
exogenous variable) [7], este modelo es el ma´s simple con el que se puede
describir el comportamiento dina´mico de un conjunto discreto de mediciones de
entrada y salida tomadas durante un cierto nu´mero de intervalos de tiempo T ,
representa´ndose con la siguiente expresio´n:
y(k) + a1y(k − 1) + · · ·+ any(k − n) = b1u(k − 1) + · · ·+ bnu(k − n) + e(k) (3.1)
donde e(k) es un ruido blanco que entra como error directo. Debido a que es un
error no medible, su ca´lculo, a partir del modelo, puede servir como una estimacio´n
de este. En muchos casos asumir o no este error, aleja o acerca a la identificacio´n
del proceso de la realidad. An˜adie´ndole se asumen factores tales como las no
linealidades o la imprecisio´n en las mediciones que influyen sobre la salida. Ası´ este
error engloba este grupo de comportamientos, aceptando que la parte determinista
del modelo no es exacta.
Con esto, el vector de para´metros ajustables del modelo θ es:
θ = [a1, ..., an, b1, ..., bn]
T (3.2)
De la estructura del modelo ARX se tiene que:
y(k) =
B(q−1)
A(q−1)
u(k) (3.3)
y(k) =
1
A(q−1)
e(k) (3.4)
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Se definen adema´s los polinomios:
B(q−1) = b0q−1 + b1q−2 + · · ·+ bn−1q−n (3.5)
A(q−1) = 1 + a1q−1 + a2q−2 + · · ·+ anq−n (3.6)
3.3.1. Identificacio´n del sistema fuera de linea
Para hacer la identificacio´n del sistema fuera de linea es necesario conocer el orden
del sistema y los valores de las entradas y las salidas.
Figura 3.4: Sistema a identificar con una entrada y una salida
u[k]: Entrada
y[k]: Salida
e[k]: Ruido blanco
Si la funcio´n de transferencia discreta esta dada por (3.7):
H(q) =
b0q
2 + b1q + b2
q3 + a1q2 + a2q + a3
(3.7)
El objetivo sera´ obtener los para´metros del vector θ dado por:
θ =

a1
a2
a3
b0
b1
b2
 (3.8)
Ahora escribiendo a H(q) en te´rminos del operador de retardo q−1:
H(q) =
b0q
−1 + b1q−2 + b2q−3
1 + a1q−1 + a2q−2 + a3q−3
(3.9)
43
con
y[k] = H(q−1)u[k] (3.10)
se obtiene una ecuacio´n en diferencias de la forma y[k] = φT [k − 1]θ
y[k] =
[−y[k − 1]− y[k − 2]− ay[k − 3] + u[k − 1] + u[k − 2] + u[k − 3]]

a1
a2
a3
b0
b1
b2
 (3.11)
y[k] = −a1y[k − 1]− a2y[k − 2]− a3y[k − 3] + b0u[k − 1] + b1u[k − 2] + b2u[k − 3]
(3.12)
A continuacio´n se presenta el modelo de tercer obtenido y escrito de forma cano´nica
controlador, de la planta con estimacio´n fuera de linea.
A =
1.2543 −0.2911 0.24861 0 0
0 1 0
 (3.13)
B =
10
0
 (3.14)
C =
[
0.0337 −0.0186 0.0178] (3.15)
3.3.2. Me´todo de mı´nimos cuadrados
El pilar fundamental de este me´todo se centra en el concepto de regresio´n lineal, y
permite la identificacio´n en tiempo real de modelos tanto lineales como no lineales,
siempre y cuando sus para´metros si lo sean.
Para ello se considera como modelo parame´trico, el modelo ARX explicado
anteriormente, pero sin tener en cuenta el ruido blanco que entra como error directo.
Su expresio´n escrita en ecuaciones en diferencias queda:
y(k) + a1y(k − 1) + · · ·+ any(k − n) = b1u(k − 1) + · · ·+ bnu(k − n) (3.16)
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Con lo que se dispone de un modelo determinista cuya funcio´n de transferencia
corresponde a la siguiente expresio´n:
H(q−1) =
b0q
−1 + b1q−2 + · · ·+ bn−1q−n
1 + a1q−1 + a2q−2 + · · ·+ anq−n (3.17)
Se puede reescribir la ecuacio´n (3.16) como:
y(k) = φT θ (3.18)
do´nde:
y(k) es la magnitud medible
φ es el vector regresor:
φ = [−y(k − 1) · · · − y(k − n)u(k − 1) · · ·u(k − n)] (3.19)
θ es el vector de para´metros:
θ = [a1, ..., an, b1, ..., bn]
T (3.20)
De esta forma para el valor del vector θ en un cierto instante k se produce un error
de prediccio´n:
e(k, θ) = y(k)− yˆ(k) = y(k)− φ(k)θ (3.21)
Se puede observar por la expresio´n (3.18) que el nu´mero de inco´gnitas que se tiene
es de 2n, por lo que a partir de este nu´mero de medidas se puede determinar el
valor real del vector θ al disponerse de las 2n ecuaciones necesarias. Sin embargo,
debido al hecho de que el modelo que se intenta estimar no suele coincidir con el
sistema real, el me´todo de mı´nimos cuadrados parte de N pares [y(k);φ(k)], un valor
muy superior a 2n, ya que no se puede encontrar de forma general un vector de
para´metros que consiga hacer cero el error, en cambio sı´ que se puede hallar un
vector que minimice el error, pues se trata de sistemas de ecuaciones incompatibles.
En el caso, poco probable, de que coincidan proceso y modelo, se tiene un sistema
sobredeterminado compatible, lo que da como resultado un error de prediccio´n cero
a partir de la muestra 2n.
Las medidas obtenidas desde k = n, hasta k = N se agrupan de la siguiente manera:
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E(N, θ) = Y (N)− Φ(N)θ (3.22)
donde los vectores E(N, θ) e Y (N) tienen la siguiente composicio´n:
E(N, θ) = [e(n, θ)...e(N, θ)]T (3.23)
Y (N) = [y(n)...y(N)]T (3.24)
y estando compuesta la matriz Φ(N) por los regresores correspondientes:
Φ(N) =
φ(n)...
φ(N)
 (3.25)
De esta manera se define la funcio´n de costos como:
J(θ) = ||E(N, θ)||2 =
N∑
k=n
e2(k, θ) (3.26)
que se puede reescribir de la forma:
J(θ) = [Y (N)− Φ(N) · θ]T · [Y (N)− Φ(N) · θ] (3.27)
donde el mı´nimo valor de J(θ) se da en el valor del vector de para´metros que
cumpla:
∇Jθ = 0 (3.28)
⇒ 2[Φ(N) · θ − Y (N)]T · Φ(N) = 0 (3.29)
obtenie´ndose que el valor del vector de para´metros, que hace mı´nimo este ı´ndice y
por lo tanto pertenece al modelo identificado. es:
θˆ = [ΦT (N) · Φ(N)]−1 · ΦT (N)Y (N) (3.30)
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3.3.3. Me´todo mı´nimos cuadrados recursivo
El me´todo de Mı´nimos Cuadrados Recursivo permite estimar en tiempo real los
para´metros del sistema, y puesto que deriva del me´todo de mı´nimos cuadrados,
esta´ sujeto a las mismas restricciones.
La estimacio´n obtenida en el instante k viene dada por la expresio´n:
θˆ(k) = [ΦT (k) · Φ]−1 · ΦT (k) · Y (k)
= P (k) · ΦT (k) · Y (k)
= P (k) · [ΦT (k − 1) · Y (k − 1) + φT (k) · y(k)]
(3.31)
donde P (k) es la matriz de covarianza, de la que se puede comprobar que:
P−1(k − 1) = P−1(k)− φT (k) · φ(k) (3.32)
Por otra parte se puede obtener:
ΦT (k − 1) · Y (k − 1) = P−1(k − 1) · θˆ(k − 1)
= P−1(k) · θˆ(k − 1)− φT (k) · φ(k) · θˆ(k − 1)
(3.33)
sustituyendo en (3.31) se obtiene:
θˆ(k) = θˆ(k − 1)− P (k) · φT (k) · φ(k) · θˆ(k − 1) + P (k) · φT (k) · y(k)
= θˆ(k − 1)− P (k) · φT (k) · [y(k)− φ(k) · θˆ(k − 1)]
(3.34)
De esta forma se ha expresado el vector de para´metros de una forma recursiva. Se
pueden reescribir las ecuaciones para que queden de la siguiente manera:
P (k) = [P (k − 1)− P (k − 1) · φ
T (k) · φ(k)p(k − 1)
1 + φT (k) · P (k − 1) · φ(k) ] (3.35)
P (k) = [P (k − 1)− P (k − 1) · φ
T (k) · φ(k)p(k − 1)
1 + φT (k) · P (k − 1) · φ(k) ] (3.36)
K(k) = [
P (k − 1)
1 + φT (k) · P (k − 1) · φ(k) ] (3.37)
e(k) = y(k)− φT (k) · θˆ(k − 1) (3.38)
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θˆ(k) = θˆ(k − 1) +K(k)φ(k) · e(k) (3.39)
Obtenidas estas expresiones, los pasos que debe seguir el algoritmo de forma
recursiva son los siguientes:
Inicializacio´n de la matriz de covarianza P y el vector de para´metros θ.
Calculo recursivo. Para cada instante k:
• Obtener valores y(k) y u(k) de la planta (entrada y salida de esta)
• Formar el vector de regresio´n φ(k):
φ(k) = [−y(k − 1) · · · − y(k − n)u(k − 1) · · ·u(k − n)] (3.40)
• Calcular la matriz de covarianza P (k)mediante:
P (k) = [P (k − 1)− P (k − 1) · φ
T (k) · φ(k)p(k − 1)
1 + φT (k) · P (k − 1) · φ(k) ] (3.41)
• Calcular K(k) segu´n la expresio´n:
K(k) = [
P (k − 1)
1 + φT (k) · P (k − 1) · φ(k) ] (3.42)
• Estimar el error cometido en el instante k:
e(k) = y(k)− φT (k) · θˆ(k − 1) (3.43)
• Calcular θˆ(k):
θˆ(k) = θˆ(k − 1) +K(k)φ(k) · e(k) (3.44)
El esquema de identificacio´n puede representarse como se muestra en la Figura 3.5,
donde la funcio´n de mı´nimos cuadrados, a partir del regresor que se obtiene de las
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sen˜ales de entrada y salida de la planta, estima los para´metros de esta, cometiendo
en la operacio´n un error respecto a los reales que debe minimizarse.
PLANTA
Obtencióny
delyRegresor
Mínimosy
cuadrados
yrecursivos
Plantay
Estimada
u(k) y(k)
P(k)K(k)
u(k)
e(k)
Figura 3.5: Esquema identificacio´n por Mı´nimos Cuadrados Recursivos [7].
3.3.4. Mı´nimos Cuadrados con factor de olvido
El principal problema de los mı´nimos cuadrados recursivos es la incapacidad
para detectar cambios en para´metros, debido a que la matriz P se hace muy
pequen˜a, tenie´ndose en cuenta en igual medida todas las muestras. Una manera de
solucionarlo es introduciendo un coeficiente de olvido λ, de forma que se ponderan
ma´s las muestras recientes que las pasadas. Si se toma esta consideracio´n, la nueva
funcio´n de costos, viene dada por la siguiente expresio´n:
J = eT (k) ·Q · e(k) (3.45)
donde:
Qk =

1 0 · · · 0
0 λ · · · 0
...
... . . .
...
0 0 · · · λk−N
 (3.46)
Realiza´ndose nuevamente los ca´lculos descritos con anterioridad, se puede llegar a
las expresiones siguientes:
θˆ(k) = θˆ(k − 1)− P (k) · φ(k) · e(k) (3.47)
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P (k) =
1
λ
[P (k − 1)− P (k − 1) · φ
T (k) · φ(k)p(k − 1)
λ+ φT (k) · P (k − 1) · φ(k) ] (3.48)
K(k) = [
P (k − 1)
λ+ φT (k) · P (k − 1) · φ(k) ] (3.49)
e(k) = y(k)− φT (k) · θˆ(k − 1) (3.50)
θˆ(k) = θˆ(k − 1) +K(k) · φ(k) · e(k) (3.51)
El valor de λ debe esta comprendido entre 0 y 1, y en funcio´n de este valor se pueden
observar los siguientes comportamientos:
• λpequeno-Cuanto ma´s pequen˜o sea antes se descartan datos pasados debido a
que las matrices P y K se hacen ma´s grandes.
• λgrande - Para valores cercanos a la unidad se producen problemas a la hora de
detectar cambios. Si este para´metro toma el valor de 1, el me´todo se comporta
como unos mı´nimos cuadrados sin factor de olvido.
Por norma general este para´metro se suele tomar entre 0.9 y 0.98, aunque depende
bastante de los para´metros asociados del sistema.
3.4. Implementacio´n de controladores adaptativos
De manera ana´loga como se vio en el capitulo 2 para la implementacio´n de
controladores fijos. Se hace la implementacio´n de los controladores adaptativos,
donde las funciones de transferencia para la posicio´n y el a´ngulo se describen de
cuarto orden (2.54) y de segundo (2.55) respectivamente.
X(Z)
U(Z)
=
b0z
3 + b1z
2 + b2z + b3
z4 + a1z3 + a2z2 − a3z + a4 (3.52)
Θ(Z)
U(Z)
=
b0z + b1
z2 + a1z + a2
(3.53)
Los coeficientes a1, a2, a3, a4, b0, b1, b2, b3 que corresponden al vector θ que
son estimados de manera adaptativa a trave´s del algoritmo de mı´nimos cuadrados,
tanto para la referencia de la posicio´n como para la referencia del a´ngulo.
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Finalmente, de manera similar como se disen˜aron e implementaron los controladores
fijos para posicio´n y a´ngulo en capitulo 2, se disen˜an y se implementan los
controladores adaptativos.
Representacio´n en espacio de estados forma cano´nica controlador para las funciones
de transferencia.
x1(k)
x2(k)
...
xn(k)
 =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
...
...
0 0 0 · · · 1
−a4 −a1 −a2 · · · −a1


x1(k)
x2(k)
...
xn−1(k)
xn(k)
+

x1(k)
x2(k)
...
xn−1(k)
xn(k)
u(k) (3.54)
y(k) = [(b4 − a4b0)(b3 − a3b0) · · · (b1 − a1b0)]

x1(k)
x2(k)
...
xn(k)
+ b0u(k) (3.55)
Ası´ el resultado obtenido es un control adaptativo que es capaz de calcular los
valores del controlador en cada instante tiempo en funcio´n de las respuestas
del sistema que esta´ controlando, lo que produce un ajuste preciso, evitando
comportamientos inestables o no deseados en caso de cambios no lineales en los
para´metros de la planta [7].
3.5. Control o´ptimo
El principio de optimizacio´n nacio´ en el siglo XVII cuando se vio la necesidad
de determinar cua´l, entre todas las trayectorias posibles, era la que llevaba a una
partı´cula (sin rozamiento) en el menor tiempo posible, desde un punto A a un
punto B en el mismo plano vertical y sujeta a la accio´n de la gravedad; e´ste fue
llamado el problema del Braquistocrono, el cual tambie´n dio paso al nacimiento del
CONTROL O´PTIMO [2].
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Figura 3.6: Braquistocrono [2].
El control o´ptimo en origen estuvo estrictamente relacionado con la teorı´a del ca´lculo
de variaciones. Avances importantes en la teorı´a de control o´ptimo en el siglo
XX fueron el desarrollo de la programacio´n dina´mica por Richard Bellman y la
formulacio´n del principio del mı´nimo por Lev Pontryagin [22].
El control o´ptimo es una rama del control moderno que se relaciona con el disen˜o de
controladores para sistemas dina´micos tal que se minimice una funcio´n de medicio´n
que se denomina ı´ndice de desempen˜o o costo del sistema [23].
En te´rminos ma´s formales, el objetivo principal de la teorı´a de control o´ptimo
es determinar las sen˜ales de control que conducen a un proceso a satisfacer las
restricciones fı´sicas que se tengan y asimismo minimizar o maximizar segu´n sea el
criterio de desempen˜o deseado, como lo pueden ser: el costo, el tiempo de disen˜o,
la rapidez en la respuesta de un sistema, etc., tal que las variables asociadas a este
sistema, expresadas en forma de ecuaciones e inecuaciones algebraicas, relacionadas
mediante expresiones matema´ticas que describen el comportamiento de un sistema
fı´sico, minimicen o maximicen esa funcio´n objetivo [2]. La solucio´n de algunos
problemas de control no es posible obtenerla usando me´todos de control cla´sicos.
Esto puede ser dada la complejidad, o que se requiera satisfacer ciertos para´metros
relacionados con su desempen˜o. Un ejemplo tı´pico de esto es el disen˜o de un sistema
de control de altitud para una nave espacial que minimice el gasto de combustible
[23].
Hay diversas formulaciones del problema de control o´ptimo, que varı´an
dependiendo del criterio de optimalidad, del tipo de dominio de tiempo (continuo o
discreto), de la presencia de diversos tipos de restricciones, y de que´ variables esta´n
libres. La formulacio´n de un problema de control o´ptimo requiere en general [22]
• Definir el modelo matema´tico del sistema controlado
• Especificar el criterio de optimalidad
• Especificar las condiciones de contorno para el estado
• Describir las restricciones sobre el estado y los controles y
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• Describir cuales variables del problema esta´n libres.
La casi totalidad de los problemas de control o´ptimo no se pueden resolver
analı´ticamente. La llegada de los ordenadores electro´nicos ha fomentado el
desarrollo de distintos me´todos nume´ricos y permitido la aplicacio´n del control
o´ptimo a muchos problemas complejos. Los me´todos nume´ricos para la resolucio´n
de problemas de control o´ptimo son esencialmente de dos tipos directos e indirectos
[22].
En los me´todos directos, los problemas de control o´ptimo se discretizan y se
convierten en problemas de programacio´n matema´tica no lineal. Lo me´todos
indirectos se basan en encontrar una solucio´n nume´rica de una condicio´n necesaria
de optimalidad. En general se usa la condicio´n de Euler-Lagrange [22].
Una de las grandes ventajas del control o´ptimo es la capacidad que tiene para
ser implementado en la solucio´n de problemas con modelos que poseen mu´ltiples
entradas y salidas, adema´s de condiciones iniciales diferentes de cero [2].
ı´ndice de desempen˜o. - Al disen˜ar un sistema de control o´ptimo o un sistema
regulador o´ptimo, se necesita encontrar una regla para determinar la decisio´n de
control presente, sujeta a ciertas restricciones, para minimizar alguna medida de la
desviacio´n de un comportamiento ideal. Dicha medida es provista, generalmente,
por el ı´ndice de desempen˜o seleccionado que es una funcio´n cuyo valor se considera
una indicacio´n de que´ tanto se parece el desempen˜o del sistema real al desempen˜o
deseado. En la mayorı´a de los casos, el comportamiento del sistema se hace o´ptimo al
escoger el vector de control u(k) de tal forma que el ı´ndice de desempen˜o se minimice
(o maximice, dependiendo de la naturaliza del indice de desempen˜o seleccionado).
La seleccio´n de un ı´ndice de desempen˜o apropiado es importante porque, en alto
grado, determina la naturaleza del sistema de control o´ptimo resultante. Esto es,
que el sistema resultante sea lineal, no lineal, estacionario, o variante con el tiempo,
dependera´ de la forma del ı´ndice de desempen˜o. Por lo tanto, el ingeniero de control
formula este indice en base a los requisitos que el sistema debe cumplir y lo toma
en cuenta para determinar la naturaleza del sistema resultante. Los requisitos de
disen˜o por lo regular no so´lo incluye especificaciones de desempen˜o, sino tambie´n,
para asegurar que sea fı´sicamente realizable, restringen la forma del control a utilizar
[5].
Algunos de los posibles ı´ndices de desempen˜o que se introducen en el conrtrol
o´ptimo LQR son: Problemas de tiempo mı´nimo,Control terminal, Esfuerzo
mı´nimo, Problema de seguimiento, ITAE [2].
3.6. Control o´ptimo cuadra´tico LQR
Para la realizacio´n de este trabajo se empleara un controlador lineal multivariable
con realimentacio´n de estado, y se propone el denominado control o´ptimo lineal
cuadra´tico (Linear Quadratic Regulador). La eleccio´n de este tipo de control se basa
en su relativa sencillez mediante la utilizacio´n de la herramienta computacional
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MATLAB. Al ser un controlador lineal, su ca´lculo se efectu´a sobre el modelo,
previamente linealizado, y con las te´cnicas lineales para modelos de estados,
propone una ley de control (u = K∆x), muy robusta, tanto en tiempo continuo como
en tiempo discreto, lo que permite su implementacio´n en sistemas de control digital
[2].
El controlador permite la solucio´n del problema conocido como LQR el cuales
un problema de regulacio´n. Este controlador trata de mantener al sistema en un
estado lo ma´s cercano al de reposo x = 0, haciendo uso mı´nimo de la sen˜al de
control u. El problema de regulacio´n se resuelve a partir de la optimizacio´n de un
ı´ndice de desempen˜o cuadra´tico, usando la ecuacio´n algebraica de Ricatti, dando
lugar a una solucio´n lineal, la cual es considerara como el vector de ganancias de
realimentacio´n K. El ı´ndice de desempen˜o cuadra´tico que caracteriza al LQR se
presenta a continuacio´n [2].
J = xT (tf )P0x(tf ) +
tf∫
t0
(xTQx+ uTRu)dt (3.56)
En muchos problemas se considera tf →∞, en este caso el ı´ndice de desempen˜os se
reduce a la ecuacio´n (3.57).
J =
tf∫
t0
(xTQx+ uTRu)dt (3.57)
Los te´rminos que hacen parte del ı´ndice de desempen˜o (3.57) se interpretan de la
siguiente manera:
xT · Q · x: es una medida de la desviacio´n de los estados respecto a los estados
deseados. uT · R · u: es una medida del esfuerzo del control. x(tf )T · P0 · x(tf ): Es
una medida de la desviacio´n de los estados respecto a los estados deseados en el
instante final del intervalo de optimizacio´n.
Este ı´ndice de desempen˜o esta compuesto por dos partes; una trata de transferir
al sistema desde un estado inicial x0 a un estado deseado final xf (normalmente el
estado de equilibrio o reposo del sistema xf = 0) con un costo mı´nimo del valor
cuadra´tico medio del error, es decir, que la relacio´n x− xf se puede considerar como
el error instanta´neo del sistema. Pero si xf = 0 (regulacio´n de estado), entonces x0 es
el mismo error. De manera que el costo correspondiente a las desviaciones del estado
de reposo se expresa por el ı´ndice de la ecuacio´n (3.58) [2].
J1 =
∫ T
0
(xTQx)dt (3.58)
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Donde Q es una matriz hermitica definida positiva, o semidefinida positiva, y
sime´trica real; donde sus elementos penalizan respectivamente el error de estado
x. De modo que el producto de xTx es un escalar de valor |x2| = x21 + x22 · · ·x2i ,
que representa la energia normalizada de x; el subı´ndice n indica el nu´mero de
estados[2].
La forma ma´s simpe de Q es diagonal.
Q =

q11 0 0 0
0
. . . 0 0
0 0
. . . 0
0 0 0 qnn
 (3.59)
Donde qii representa el peso que se la da al estado al momento de evaluar su
contribucio´n al ı´ndice de desempen˜o J y el producto de xTQx queda de la forma
(3.60).
xTQx = q11x
1
2 + q22x
2
2 + · · ·+ qiix2i (3.60)
Cuanto mayor es el valor qii, mayor es la penalizacio´n o peso que se le dara´ al estado
xj para regularlo (llevarlo a cero). Dado que Q es diagonal, esta penalizacio´n se hace
para cada variable de estado de forma independiente. Pero cuando la matriz Q esta
de la forma completa[2].
Q =

q11 q12 · · · q1j
q21
. . .
...
...
qj1
. . . qij
 (3.61)
Se hace la penalizacio´n a cada una de las variables de estado, y a su vez a las
relaciones que existen entre ellas.
El segundo te´rmino que compone el ı´ndice de desempen˜o de la ecuacio´n (3.57) hace
parte del esfuerzo de control que se aplica al sistema; el cual trata de transferir el
estado de un sistema desde x0 hasta xf con un gasto mı´nimo de energı´a, y una buena
medida para este gasto de energı´a, esta dado por el ı´ndice de la ecuacio´n (3.62) [2].
J2 =
∫ T
0
(uTRu) (3.62)
Donde R es una matriz hermitica definida positiva y sime´trica real. Esta matriz
determina el costo energe´tico de la accio´n de control y los valores que se le dan
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a esta; representan el peso que se asigna a cada variable de control en el gasto
de energı´a. Las dimensiones de la matriz R dependen del nu´mero de variables de
control, que para este caso es u´nico valor; debido a que solo se tiene una sen˜al de
control proveniente del motor DC[2].
Se los valores de R son mucho mayores que los valores de Q: La contribucio´n del
control u es muy grande comparada con la contribucio´n del estado x. Pero esto hace
empeorar el comportamiento de los estados. Se los valores de Q son mucho mayores
que los valores deR: Mejora la respuesta del sistema. El vector de variables de estado
sera´ penalizado, pero las sen˜ales de control u pueden ser muy grandes[2].
En general, cuanto mayor sean los coeficientes, ma´s se optimiza la variable que
corresponda. En la mayorı´a de las aplicaciones, las matrices Q y R son matrices
diagonales, por lo que los funcionales J1 y J2 adoptan la forma (3.63) y (3.64).
J1 =
∫ T
0
(q1x
2
1 + q2x
2
2 + · · · qnx2n)dt (3.63)
J2 =
∫ T
0
(r1u
2
1 + r2u
2
2 + · · · rnu2n) (3.64)
Para un sistema con n variables de estado y m sen˜ales de entrada. Si el sistema posee
una sola entrada, entonces la matriz R se convierte en un escalar, como es el caso del
sistema tratado en este trabajo. Luego, si se suman las ecuaciones (3.63) y (3.64), se
obtiene la ecuacio´n (3.57) que describe el LQR. [2]
3.6.1. Control o´ptimo cuadra´tico empleando multiplicadores de Lagrange
El problema de control o´ptimo cuadra´tico es un problema de minimizacio´n que
involucra una funcio´n de varias variables. Por lo tanto, se puede resolver por
el me´todo de minimizacio´n convencional. El problema de minimizacio´n sujeto a
restricciones se puede resolver al an˜adir dichas restricciones a la funcio´n a minimizar
mediante el uso de los multiplicadores de Lagrange.
En el problema de minimizacio´n presente, se minimiza J que esta´ dado por la
ecuacio´n (3.65).
J =
1
2
xT (N)Sx(N) +
1
2
N−1∑
k=0
[xT (k)Qx(k) + uT (k)Ru(k)] (3.65)
cuando esta´ sujeta a restricciones especificadas por la ecuacio´n (3.66)
x(k + 1) = Gx(k) + Hu(k) (3.66)
donde k = 0, 1, 2, ..., N − 1 y donde la condicio´n inicial del vector de estado se
especifica como
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x(0) = c (3.67)
Donde c es una constante. Ahora, al emplear un conjunto de multiplicadores de
Lagrange λ(1), λ(2), ..., λ(N),se define un nuevo ı´ndice de desempen˜o L como:
L =
1
2
xT (N)Sx(N) +
1
2
N−1∑
k=0
{[xT (k)Qx(k) + uT (k)Ru(k)]
+ λT (k + 1)[Gx(k) + Hu(k)− x(k + 1)]
+ [Gx(k) + Hu(k)− x(k + 1)]Tλ(k + 1)}
(3.68)
La razo´n para escribir los te´rminos que involucran el multiplicador de Lagrange en
la forma en que se muestra la ecuacio´n (3.68) es para asegurar que L = LT .(L es
una cantidad escalar real.) Observe que λT (0)[c − x(0)] + [c − x(0)]Tλ(0) se puede
sumar al ı´ndice de desempen˜o L. Sin embargo no se hara´ esto, para simplificar la
presentacio´n.
Es bien sabido el hecho de que minimizar la funcio´n L definida por la ecuacio´n (3.68)
es equivalente a minimizar a J definida por la ecuacio´n (3.65) cuando esta´ sujeta a
las mismas restricciones definidas por la ecuacio´n (3.66).
Para minimizar la funcio´n L, se necesita diferenciar L respecto a cada uno de
los componentes de los vectores x(k),u(k) y λ(k) e igualar los resultados a cero.
Sin embargo, desde el punto de vista computacional, es conveniente diferenciar
a L respecto a x¯i(k), u¯i(k) y λ¯i(k), donde x¯i(k), u¯i(k) y λ¯i(k) son los complejos
conjugados de xi(k), ui(k) y λi(k) respectivamente. (Observe que la sen˜al y su
complejo conjugado tiene la misma informacio´n matema´tica.) Por lo tanto se tiene
∂L
∂x¯i(k)
= 0, i = 1, 2, ..., n; k = 1, 2, ..., N
∂L
∂u¯i(k)
= 0, i = 1, 2, ..., n; k = 1, 2, ..., N − 1
∂L
∂λ¯i(k)
= 0, i = 1, 2, ..., n; k = 1, 2, ..., N
(3.69)
Estas ecuaciones son condiciones necesarias para que L tenga un mı´nimo. Observe
que las expresiones simplificadas para las derivadas parciales anteriores son
∂L
∂x¯(k)
= 0, k = 1, 2, ..., N
∂L
∂u¯(k)
= 0 k = 1, 2, ..., N − 1
∂L
∂λ¯(k)
= 0 k = 1, 2, ..., N
(3.70)
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Para la diferenciacio´n parcial de formas cuadra´ticas complejas y bilineales con
respecto a variables vectores, se tiene
∂
∂x¯
xTAx = Ax y
∂
∂x¯
xTAy = Ay
Entonces
∂L
∂x¯(k)
= 0 : Qx(k) + GTλ(k + 1)− λ(k) = 0, k = 1, 2, ..., N − 1 (3.71)
∂L
∂x¯(N)
= 0 : Sx(N)− λ(N) = 0 (3.72)
∂L
∂u¯(k)
= 0 : Ru(k) + HTλ(k + 1) = 0, k = 0, 1, ..., N − 1 (3.73)
∂L
∂λ¯(k)
= 0 : Gx(k − 1) + Hu(k − 1)− x = 0, k = 1, 2, ..., N (3.74)
La ecuacio´n (3.74) es simplemente, ecuacio´n de estados del sistema. La ecuacio´n
(3.72) especifica el valor final del multiplicador de Lagrange. Observe que el
multiplicador de Lagrange λ(k) se llama a menudo covector o vector adjunto.
Ahora se simplificaran las ecuaciones obtenidas. De la ecuacio´n (3.71) se tiene
λ(k) = Qx(k) + GTλ(k + 1), k = 1, 2, ..., N − 1 (3.75)
con la condicio´n final λ(N) = Sx(N). Al resolver la ecuacio´n (3.73) para u(k) y al
observar que R−1 existe, se obtiene
u(k) = −R−1HTλ(k + 1), k = 0, 1, 2, ..., N − 1 (3.76)
La ecuacio´n (3.74) se puede escribir como
x(k + 1) = Gx(k) + Hu(k), k = 0, 1, 2, ..., N − 1 (3.77)
que es simplemente la ecuacio´n de estado. Al sustiutuir la ecuacion (3.76) en la
ecuacio´n (3.77) se tiene
x(k + 1) = Gx(k)−HR−1HTλ(k + 1) (3.78)
con la condicio´n x(0)=c.
Para obtener la solucio´n al problema de minimizacio´n, se necesita resolver las
ecuaciones (3.75) y (3.78) en forma simulta´nea. Observe que para el sistema de
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ecuaciones, la ecuacio´n (3.77), la condicio´n inicial x(0) esta´ especificada, mientras
que para la ecuacio´n del multiplicador de Lagrange, la ecuacio´n (3.75), la condicio´n
final λ(N) esta´ especificada. Por lo tanto, el problema se convierte en un problema
con dos puntos de valores en la frontera.
Si el problema de dos puntos de valores en la frontera se resuelve, entonces el valor
o´ptimo para el vector de estado y para el vector de multiplicadores de Lagrange se
puede determinar y el vector de control o´ptimo u(k) se puede obtener en la forma
de lazo abierto. Sin embargo, si se emplea la ecuacio´n de Riccati, e vector de control
o´ptimo u(k) se puede obtener en la forma de lazo cerrado o realimentado:
u(k) = −K(k)x(k)
donde K(k) es la matriz de realimentacio´n de rxn.
A continuacio´n, se obtendra´ el vector de control o´ptimo u(k) en la forma lazo cerrado
obteniendo, primero, la ecuacio´n de Riccati. Al suponer que λ(k) se puede escribir
en la siguiente forma:
λ(k) = P(k)x(k) (3.79)
donde P(k) es una matriz Hermı´tica de nxn (o una matriz sime´trica real de nxn). Al
sustituir la ecuacio´n (3.79) en la ecuacio´n (3.75) se tiene que
P(k)x(k) = Qx(k) + GTP(k + 1)x(k + 1) (3.80)
y al sustituir la ecuacio´n (3.79) en (3.78) da
x(k + 1) = Gx(k)−HR−1HTP(k + 1)x(k + 1) (3.81)
Observe que la ecuacio´n (3.80) y (3.81) no involucran a λ(k) y, por lo tanto, se ha
eliminado λ(k). El proceso empleado aquı´ se llama transformacio´n de Riccati. Dicha
transformacio´n es de una importancia extrema para resolver el problema de valores
en la frontera con dos puntos.
De la ecuacio´n (3.81) se tiene
[I + HR−1HTP(k + 1)]x(k + 1) = Gx(k) (3.82)
Para sistemas de estado completamente controlable, se puede demostrar que P(k +
1) es definida positiva o semidefinida positiva. Para una matriz P(k + 1) al menos
semidefinida positiva se tiene
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|In + HR−1HTP(k + 1)| = |Ir + HTP(k + 1)HTR−1|
= |Ir + R−1HTP(k + 1)H|
= |R−1||R + HTP(k − 1)H| 6= 0
(3.83)
donde se utilizo´ la relacio´n
|In + AB| = −|Ir + BA|, A=matriz de nxn, B=matriz de rxn (3.84)
Ası´, la inversa de I + HR−1HTP(k + 1) existe. En consecuencia, la ecuacio´n (3.82) se
puede escribir como:
x(k + 1) = [I + HR−1HTP(k + 1)]−1Gx(k) (3.85)
Al sustituir la ecuacio´n (3.85) en la ecuacio´n (3.80), se obtiene
P(k)x(k) = Qx(k) + GTP(k + 1)[I + HR−1HTP(k + 1)]−1Gx(k) (3.86)
o bien
{P(k)−Qx(k)−GTP(k + 1)[I + HR−1HTP(k + 1)]−1G}x(k) = 0 (3.87)
Esta u´ltima ecuacio´n se debe cumplir para toda x(k). Por lo tanto, se debe tener
P(k) = Qx(k) + GTP(k + 1)[I + HR−1HTP(k + 1)]−1G (3.88)
La ecuacio´n (3.88) se puede modificar. Al utilizar el lema de inversio´n de matrices
(A + BD)−1 = A−1 −A−1B(I + DA−1B)−1DA−1
y al hacer las sustituciones
A = I
B = HR−1
D = HTP(k + 1)
se obtiene
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[I + HR−1HTP(k + 1)]−1 = I−HR−1[I + HHTP(k + 1)HR−1]−1HTP(k + 1)
= I−H[R + HTP(k + 1)H]−1HTP(k + 1)
En consecuencia, la ecuacio´n (3.88) se puede modificar a
P(k) = Q + GTP(k + 1)G−GTP(k + 1)H[R + HTP(k + 1)H]−1HTP(k + 1)G (3.89)
La ecuacio´n (3.89) o se equivalente (3.88), se denomina ecuacio´n de Riccati. en
referencia a la ecuacio´n (3.72) y (3.79), al observar que k = N se tiene
P(N)x(N) = λ(N) = Sx(N)
o bien
P(N) = S
Por lo tanto, las ecuaciones (3.88) y (3.89) se pueden resolver hacia atra´s desde k = N
hasta k = 0. Esto es, se pueden obtener P(N),P(N − 1), ...,P(0) al comenzar desde
P(N), el cual es conocido.
En referencia a las ecuaciones (3.75) y (3.79), el vector de control o´ptimo u(k), dado
por la ecuacio´n (3.76), se escribe como
u(k) = −R−1HTλ(k + 1) = −R−1HT (GT )−1[λ(k)−Qx(k)] (3.90)
u(k) = −R−1HT (GT )−1[P(k)−Q]x(k) (3.91)
donde
K(k) = R−1HT (GT )−1[P(k)−Q] (3.92)
por lo tanto
u(k) = −K(k)x(k) (3.93)
La ecuacio´n (3.91) proporciona la forma en lazo cerrado, o forma realimentada,
para el vector de control o´ptimo u(k). Observe que el vector de control o´ptimo es
proporcional al vector de estado. La ecuacio´n (3.93) indica claramente que la ley de
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control o´ptimo requiere la realimentacio´n del vector de estado a trave´s de la ganancia
variable en el tiempo K(k). La figura 3.7 muestra el esquema de control o´ptimo
del sistema regulador basado en el ı´ndice de desempen˜o cuadra´tico. Es importante
apuntar que la ganacia variante en el tiempo K(k) se puede calcular antes de que el
proceso comience, una vez que la matriz de estados G, la matriz de control H, y las
matrices de peso Q, R y S este´n dadas.
Precálculo 
de K(k)
Figura 3.7: Sistema regulador o´ptimo basado en un ı´ndice de desempen˜o
cuadra´tico.[5]
3.6.2. Control o´ptimo cuadra´tico en estado estacionario
La formulacio´n del problema de control para el Regulador O´ptimo lineal en tiempo
discreto es de la siguiente manera.
Dado el sistema lineal determinı´stico en las ecuaciones (3.94) y (3.95)
x(k + 1) = Gkxk + Hkuk (3.94)
yk = Ckxk + Dkuk (3.95)
Se desea encontrar una ley de control uk que haga evolucionar al proceso desde
x(0) 6= 0 a x(N) = 0 minimizando el funcional de costo de la ecuacio´n (3.96).
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J(x, u) =
N−1∑
K=0
[xTk Qxk + ukRuk] + x
T
NSxN (3.96)
con S y Q sime´tricas y semidefinidas positivas y R sime´trica y definida positiva.
Para encontrar la ley de control uk, existen diversos me´todos, entre los ma´s
difundidos esta´n los basados en el principio de optimalidad de Bellman y los que
emplean los multiplicadores de Lagrange. Para el caso en que N → ∞ en la
definicio´n de la funcio´n de costos (3.96), se tiene una formulacio´n del problema
conocida como de estado estacionario donde se puede despreciar el termino cruzado
xTNSxN ya que al ser estable el sistema encontrado este siempre sera´ nulo, la cual
admite un procedimiento de co´mputo basado en la Teorı´a de Lyapunov [5][2].
Entonces para cuando N →∞ el ı´ndice de desempen˜o se puede modificar a1.
J(x, u) =
N−1∑
K=0
[xTk Qxk + ukRuk] (3.97)
Ahora la matriz en estado estacionario P (k) se define como P , donde la matriz P es
una matriz sime´trica y definida positiva. La matriz P se puede calcular como sigue:
P = Q + GTP(I + HR−1HTP)−1G
= Q + GT (P−1 + HR−1HT )−1G (3.98)
Es claro que la matriz P es determinada por las matrices G, H, Q y R.
Una expresio´n ligeramente diferente para P se puede obtener de la ecuacio´n (3.89)
P = Q + GTPG−GTPH(R + HTPH)−1HTPG (3.99)
La matriz de ganancia en estado estacionario K se puede obtener en terminos de P
como sigue:
K = R−1HT (GT )−1(P−Q) (3.100)
Otras formas de expresar K en te´rminos de P vendrı´as dadas por (3.101) y (3.102):
K = R−1HT (P−1 + HR−1HT )−1G (3.101)
K = (R + HTPH)−1HT )PG (3.102)
1El te´rmino xTNSxN , que aparece en la ecuacio´n (3.96), no esta´ incluido en la representacio´n de
J (3.97). Esto se debe a que, si el sistema regulador o´ptimo es estable dela forma que el valor de J
converge a una constante, x(∞) se hace cero y x(∞)TSx(∞) = 0 [5]
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La ley de control o´ptimo para la operacio´n en estado estacionario esta´ dada por
u(k) = −Kx(k) (3.103)
Si se sustituye la ecuacio´n (3.102) en la ecuacio´n (3.103), se obtiene
u(k) = −(R + HTPH)−1HT )PGx(k) (3.104)
Convirtiendo el sistema de control en un sistema regulador o´ptimo:
x(k + 1) = [G−H(R + HTPH)−1HTPG]x(k) (3.105)
= (I + HR−1HTP)−1Gx(k) (3.106)
donde se ha utilizado el lema de inversio´n de matrices,
(A + BC)−1 = A−1 −A−1B(I + CA−1B)−1CA
con A = I, B = H y C = R−1HTP.
El ı´ndice de desempen˜o J asociado a la ley de control o´ptimo en estado estacionario
se puede obtener de la ecuacio´n del ı´ndice de desempen˜o mı´nimo Jmin =
xT (0)P(0)x(0)[5, pa´g. 575], al sustituir P por P (0):
Jmin = xT (0)Px(0) (3.107)
En muchos sistemas pra´cticos, en lugar de utilizar la matriz de ganancia variante
en el tiempo K(k) se aproxima dicha matriz mediante la matriz constante K. las
desviaciones del desempen˜o o´ptimo debidas a la aproximacio´n aparecera´n so´lo cerca
del fin del proceso de control.
3.6.2.1. Ecuacio´n de Riccati en estado estacionario
Al implantar el control o´ptimo en estado estacionario (o invariante en el tiempo), se
requiere la solucio´n en estado estacionario de la ecuacio´n de Riccati.
Una forma de resolver la ecuacio´n de Riccati en estado estacionario dada por la
ecuacio´n (3.99)
P = Q + GTPG−GTPH(R + HTPH)−1HTPG
es comenzar con la ecuacio´n de Riccati en estado estacionario, que fue dada en la
ecuacio´n (3.89):
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P(k) = Q + GTP(k + 1)G−GTP(k + 1)H[R + HTP(k + 1)H]−1HTP(k + 1)G
(3.108)
Al invertir la direccio´n del tiempo, se puede modificar la ecuacio´n (3.108) a
P(k + 1) = Q + GTP(k)G−GTP(k)H[R + HTP(k)H]−1HTP(k)G (3.109)
y comenzar la solucio´n con P(0) = 0, e iterar la ecuacio´n hasta obtener una solucio´n
en estado estacionario. Al calcular la solucio´n nume´rica, es importante notar que la
matriz P es una matriz Hermı´tica o real sime´trica y es definida positiva.
3.7. Control o´ptimo cuadra´tico LQR adaptativo
Como se ha visto anteriormente en el control o´ptimo se busca la solucio´n a la
ecuacio´n de Riccati que se describe en la ecuacio´n (3.109). Se requiere de las matrices
Q y R y de las matrices ampliadas G y H, las cuales se obtienen a partir del lazo
cerrado del esquema que se muestra 3.8:
Figura 3.8: Diagrama de bloques sistema de seguimiento.[5]
x(k + 1) = Gx(k) + Hu(k) (3.110)
yk = Cx(k) + Du(k) (3.111)
v(k) = v(k − 1) + r(k)− y(k) (3.112)
u(k) = Kx(k) +K1v(k) (3.113)
donde
K =
[
[k1 k2 k3 k4]
]
(3.114)
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ya que
v(k + 1) = v(k) + r(k + 1)− y(k + 1)
= v(k) + r(k + 1)− C[Gx(k) + Hu(k)]
= −CGx(k) + v(k)− CHu(k) + r(k + 1)
(3.115)
se tiene
[
x(k + 1)
v(k + 1)
]
=
[
G 0
−CH 1
] [
x(k)
v(k)
]
+
[
H
-CH
]
u(k) +
[
0
1
]
r(k + 1) (3.116)
se supone que la entrada r es una funcio´n escalo´n, es decir r(k) = r(k + 1) = r
Entonces cuando k se aproxima a infinito,
[
x(∞)
v(∞)
]
=
[
G 0
−CH 1
] [
x(∞)
v(∞)
]
+
[
H
-CH
]
u(∞) +
[
0
1
]
r(∞) (3.117)
se define
xe(k) = x(k)− x(∞) (3.118)
ve(k) = v(k)− v(∞) (3.119)
Entonces la ecuacio´n de error se convierte en
[
xe(k + 1)
ve(k + 1)
]
=
[
G 0
−CH 1
] [
xe(k)
ve(k)
]
+
[
H
-CH
]
ue(k) (3.120)
Observe que
ue(k) = −Kxe(k) +K1ve(k) = −
[
K ve −K1
] [xe(k)
ve(k)
]
(3.121)
Ahora se define
Gˆ =
[
G 0
−CH 1
]
(3.122)
Hˆ =
[
H
-CH
]
(3.123)
Kˆ =
[
k k1
]
(3.124)
w(k) = ue(k) (3.125)
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Se obtienen las matrices Gˆ y Hˆ ampliadas, las cuales dependen directamente de la
caracterizacio´n del sistema. Se muestra a continuacio´n los enfoques realizados para
obtener los controladores o´ptimos adaptativos, el primero propone la penalizacio´n
del sistema a partir de la matriz Q haciendo uso del ca´lculo del error de las variables
de estado de intere´s, el segundo propone obtener la ganancia de realimentacio´n
o´ptima K a partir de la caracterizacio´n adaptativa del sistema y de las matrices Q
y R fijas para la solucio´n de la ecuacio´n de Ricatti.
3.7.1. Control con Q adaptativo para el enfoque por espacio de estados
La matriz Q penaliza los estados del sistema. Sobre la diagonal se describen las
variables de estado a ser penalizadas como se vio en la ecuacio´n (3.59), ası´ es que
para el caso del puente gru´a se tiene en el primer termino de la diagonal la posicio´n
y sobre el segundo termino el a´ngulo, las cuales son las variables sobre las cuales se
realizara´ el control.
La accio´n de control busca acercar la variable de estado a la referencia hasta
alcanzarla de manera que el error sea cero en estado estacionario, aprovechando este
hecho podrı´a pensarse que durante la aproximacio´n existe una relacio´n directa con
la penalizacio´n de la variable de estado de intere´s, si se escribe de la forma (1/error).
Para el caso del puente gru´a se tiene que la referencia de la posicio´n es la deseada
por el usuario y la referencia del a´ngulo debe permanecer en cero.
El ca´lculo del error estimado se realiza para un tiempo de muestreo de h = 50ms:
e(k) = r(k)− y(k) error (3.126)
ei(k) = ei(k − 1) + h ∗ e(k) error de estimacio´n (3.127)
El error en el a´ngulo debe considerar solo la magnitud:
ea = abs(a) (3.128)
Debe considerarse que en el momento de que el error sea cero, la penalizacio´n debe
mantenerse sobre valor de penalizacio´n adecuado, por lo tanto debera´ aparecer un
valor constate en el momento en el que el error sea cero:
Qmn = 1/(ei+ c) (3.129)
Donde c 6= 0 si ei = 0.
Se escribe la matriz Q con la penalizacio´n adaptativa:
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Q =

1/(eix + cx) 0 0 0 0
0 1/(eia + ca) 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
 (3.130)
Realizando una descripcio´n del sistema se pueden obtener las matrices Gˆ y Hˆ
ampliadas, si se establece una matriz R fija unitaria, puede solucionarse finalmente
la ecuacio´n de Ricatti.
3.7.2. Control con ganancia o´ptima de realimentacio´n para el enfoque de
controlador con dos grados de libertad
Como se ha visto anteriormente en el capı´tulo 3, puede describirse el sistema de
manera adaptativa a partir de una estimacio´n en lı´nea y sobre este realizar los
controladores obteniendo como resultado un control adaptativo 3.4
La solucio´n de la ecuacio´n de Ricatti requiere de la identificacio´n del sistema como
se ha dicho previamente, pude decirse entonces que se obtiene la solucio´n en
cada grupo de iteraciones durante la identificacio´n adaptativa del sistema, como
resultado se logra una ganancia K que es la solucio´n optima para cada instante de la
identificacio´n del sistema. Penalizando con esta ganancia las variables de estado del
sistema se obtiene un control o´ptimo adaptativo.
Con el enfoque visto al final del capı´tulo 2, para un controlador con dos grados
de libertad, se tiene un control por reubicacio´n de polos en espacio de estados el
cual es realimentado por la ganancia o´ptima obtenida la cual penaliza las variables
de estado estimadas del sistema y se tiene adicionalmente un controlador en lazo
directo por reubicacio´n de polos polinomial con caracterizacio´n adaptativa de la
funcio´n de transferencia del a´ngulo que actu´a directamente sobre dicha variable de
estado.
Luego la ecuacio´n (2.107) del controlador de reubicacio´n de polos por espacio de
estados, queda como se muestra:
u1(k) = Kx(k) + Lgr(k) (3.131)
Donde K es la ganancia de realimentacio´n o´ptima adaptativa y x[k] son las variables
estimadas del sistema mediante un observador.
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4. RESULTADOS
4.1. Objetivo
Presentacio´n de los resultados obtenidos dentro del marco teo´rico expuesto en los
capı´tulos precedentes y ana´lisis de resultados.
4.2. Introduccio´n
Para la obtencio´n de resultados se implementaron los controladores descritos en
los capı´tulos anteriores utilizando los modelos matema´ticos fijos capı´tulo 1 y
adaptativos capı´tulo 3, la implementacio´n se hizo tanto en simulacio´n como sobre
la planta real. Para obtener la respuesta de cada controlador sobre la posicio´n y el
a´ngulo, se utilizaron dos tipos de sen˜ales de referencia , una sen˜al de referencia tipo
escalo´n y una sen˜al de referencia sinusoidal.
La seccio´n 4.3 presenta los resultados de los controladores disen˜ados en el capı´tulo 2
para controladores fijos sobre la posicio´n, luego el control de la posicio´n y del a´ngulo,
con el modelo matema´tico del sistema descrito en el capı´tulo 1.
La seccio´n 4.4 presenta las respuestas obtenidas de los controladores disen˜ados
a partir de los disen˜os obtenidos del capı´tulo 2 y de la adaptacio´n para la
caracterizacio´n del sistema en lı´nea como se ve en el capı´tulo 3.
En la primera parte de la seccio´n 4.5 se muestran los resultados de la
implementacio´n sobre la simulacio´n de la planta con caracterizacio´n fija para
diferentes penalizaciones a trave´s de la matriz Q como se vio en el capı´tulo 3,
resolviendo la ecuacio´n de Ricatti con penalizacio´n fija de dos estados, penalizacio´n
fija de toda la diagonal de estados y penalizacio´n fija sobre todos los estados e
interrelaciones de la matriz Q.
En la segunda parte de la seccio´n 4.5 se muestran los resultados obtenidos a partir
de un Q adaptativo con penalizacio´n de los estados posicio´n y a´ngulo adaptativos,
como se expuso al final del capı´tulo 3.
En la tercera parte de la seccio´n 4.5 se muestran los resultados obtenidos bajo el
enfoque de la ganancia de realimentacio´n o´ptima adaptativa como se ha expuesto
en el capı´tulo 3 y del controlador de dos grados de libertad para la aproximacio´n
descentralizada del sistema MIMO expuesta a el final del capı´tulo 2.
La seccio´n 4.6 presenta los resultados obtenidos experimentalmente sobre la planta
puente gru´a, para el control sobre una variable de estado y finalmente sobre la
posicio´n y el a´ngulo. Adicionalmente se muestran los resultados del control de
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la posicio´n ante una sen˜al de seguimiento sinusoidal y del control de la posicio´n
angular del pe´ndulo sometido a perturbaciones externas.
En la seccio´n 5 se realizan las conclusiones sobre el trabajo presentado y las
discusiones que llevan a plantear el desarrollo de trabajos futuros.
Los resultados obtenidos se presentan de la siguiente manera:
• Resultados de controladores fijos en simulacio´n.
• Resultados de controladores adaptativos en simulacio´n.
• Resultados de controladores o´ptimos fijos y adaptativos en simulacio´n.
• Resultados de la implementacio´n de controladores fijos y adaptativos en la
planta.
1. Resultados frente a una sen˜al escalo´n de controladores fijos para posicio´n y
a´ngulo sobre simulacio´n 4.3.
. Modelo de Referencia, control sobre posicio´n.
. Modelo de Referencia y Paso Adelante, control sobre posicio´n y a´ngulo
respectivamente.
. Modelo de Referencia y Reubicacio´n de Polos, control sobre posicio´n y
a´ngulo respectivamente.
. Paso Adelante y Paso Adelante, control sobre posicio´n y a´ngulo
respectivamente.
2. Resultados frente a una sen˜al de referencia sinusoidal de controladores fijos
para posicio´n y angulo sobre simulacio´n 4.3.
. Reubicacio´n de Polos, control sobre posicio´n.
. Modelo de Referencia, control sobre posicio´n.
. Paso Adelante, control sobre posicio´n.
. Reubicacio´n de Polos y Reubicacio´n de Polos, control sobre posicio´n y
a´ngulo respectivamente.
. Modelo de Referencia y Paso Adelante, control sobre posicio´n y a´ngulo
respectivamente.
. Modelo de Referencia y Reubicacio´n de Polos, control sobre posicio´n y
a´ngulo respectivamente.
. Paso Adelante y Paso Adelante, control sobre posicio´n y a´ngulo
respectivamente.
3. Resultados frente a una sen˜al escalo´n, de controladores adaptativos para
posicio´n y angulo sobre simulacio´n 4.4
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. PID, control sobre posicio´n.
. Reubicacio´n de Polos, control sobre posicio´n.
. Reubicacio´n de Polos enfoque por espacio de estados, control sobre
posicio´n.
. PID y Reubicacio´n de Polos, control sobre posicio´n y a´ngulo
respectivamente.
. Reubicacio´n de Polos y Reubicacio´n de Polos, control sobre posicio´n y
a´ngulo respectivamente.
. Reubicacio´n de Polos enfoque por espacio de estados y Reubicacio´n de
Polos, control sobre posicio´n y a´ngulo respectivamente.
4. Resultados frente a una sen˜al de referencia sinusoidal, de controladores
adaptativos para posicio´n y angulo sobre simulacio´n 4.4
. PID, control sobre posicio´n.
. Reubicacio´n de Polos, control sobre posicio´n.
. Reubicacio´n de Polos enfoque por espacio de estados, control sobre
posicio´n.
. PID y Reubicacio´n de Polos, control sobre posicio´n y a´ngulo
respectivamente.
. Reubicacio´n de Polos y Reubicacio´n de Polos, control sobre posicio´n y
a´ngulo respectivamente.
. Reubicacio´n de Polos enfoque por espacio de estados y Reubicacio´n de
Polos, control sobre posicio´n y a´ngulo respectivamente.
5. Resultados frente a una sen˜al escalo´n, de controladores o´ptimos para posicio´n
y angulo sobre simulacio´n 4.5.
. Control o´ptimo por accio´n integral con para´metros fijos penalizando las
variables de estado de la posicio´n y el a´ngulo por medio de la matriz Q.
. Control o´ptimo por accio´n integral con para´metros fijos penalizando todas
las variables de estado (posicio´n, a´ngulo, velocidad del carro y velocidad
del pe´ndulo) por medio de la matriz Q.
. Control o´ptimo por accio´n integral con para´metros fijos penalizando todas
las variables de estado (posicio´n, a´ngulo, velocidad del carro y velocidad
del pe´ndulo) y las relaciones existentes entre las variables de estado en la
matriz Q, es decir las posiciones por fuera de la diagonal Qmn con m filas
n columnas.
6. Resultados frente a una sen˜al de referencia cuadrada, de controladores o´ptimos
para posicio´n y angulo sobre simulacio´n 4.5.
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. Control o´ptimo fijo con accio´n integral, penalizando con la matriz Q la
posicio´n y el a´ngulo.
. Control o´ptimo fijo con accio´n integral, penalizando con la matriz Q todas
las variables de estado.
. Control o´ptimo fijo con accio´n integral, penalizando con la matriz Q todas
las variables de estado y sus relaciones.
7. Resultados frente a una sen˜al escalo´n, de controladores o´ptimos adaptativos
para posicio´n y angulo sobre simulacio´n 4.5.
. Reubicacio´n de Polos enfoque por espacio de estados y Reubicacio´n de
Polos, control sobre posicio´n y a´ngulo respectivamente.
8. Resultados frente a una sen˜al de referencia sinusoidal, de controladores
o´ptimos adaptativos para posicio´n y angulo sobre simulacio´n 4.5.
. Reubicacio´n de Polos enfoque por espacio de estados y Reubicacio´n de
Polos, control sobre posicio´n y a´ngulo respectivamente.
. Estimacio´n del vector de ganancias K.
9. Resultados frente a una sen˜al impulso, de controladores para posicio´n sobre la
planta real 4.6.
. Accio´n Integral fijo, control sobre posicio´n.
. Reubicacio´n de Polos adaptativo, control sobre posicio´n.
10. Resultados frente a una sen˜al de referencia sinusoidal, de controladores para
posicio´n sobre la planta real4.6.
. Accio´n Integral fijo, control sobre posicio´n.
. Reubicacio´n de Polos adaptativo, control sobre posicio´n.
. Estimacio´n de para´metros.
. Reubicacio´n de Polos adaptativo de cuarto orden y Reubicacio´n de polos
adaptativo de segundo orden, control sobre la posicio´n y el a´ngulo
respectivamente.
4.3. Resultados para controladores fijos
La obtencio´n de resultados de los controladores fijos, se hizo mediante la
implementacio´n de cada uno de los controladores en el entorno de programacio´n
MATLAB R2007b y el entorno de programacio´n visual SIMULINK. Para el disen˜o
de cada uno de los controladores se utilizo´ el modelo matema´tico descrito en el
capı´tulo 1 donde se describieron las funciones de transferencia para la posicio´n
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(1.8) y para el a´ngulo (1.9), y se hizo la representacio´n por espacio de estado del
sistema (1.6) y (1.7), con las cuales se disen˜aron los controladores polinomiales y por
espacio de estado respectivamente; para finalmente hacer control sobre las variables
de estado de la posicio´n y el a´ngulo, con los controladores descritos de forma general
en el capitulo 2 Paso Adelante 2.3.1.1, Modelo de referencia 2.3.1.3 y Reubicacio´n de
Polos 2.3.1.4.
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Figura 4.1: Diagrama de bloques en Simulink para la simulacio´n de los controladores
fijos.
En la figura 4.1 se muestra el diagrama de bloques disen˜ado en simulink para la
simulacio´n de controladores fijos, donde los bloques:
System: Corresponde a la simulacio´n del modelo matema´tico no lineal de la
planta. Embedded: Es un bloque Fcn que permite programar dentro del mismo los
controladores a utilizar. Bloques del VRealm (VR): Entorno gra´fico para disen˜o en
3D. Sen˜al de referencia: Se tienen dos opciones para la referencia, para el caso de
este documento el generador de sen˜ales es una sinusoide, y el slider corresponde a
un escalo´n. Retendores de orden cero: Retiene el valor de la sen˜al para cada tiempo
de muestreo.
En la figura 4.2 se muestra la respuesta del controlador Modelo de Referencia;
durante un tiempo de 50s, el cual realiza una accio´n de control sobre la posicio´n
y lo lleva a la referencia escalo´n, en un tiempo de establecimiento de 10 s.
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Figura 4.2: Respuesta controlador Modelo de Referencia fijo para posicio´n frente a
un impulso.
Ya que es un sistema acoplado, la apertura angular del pe´ndulo se ve afectado por
el movimiento del carro durante la accio´n de control, en la figura 4.2. Finalmente
despue´s del tiempo de establecimiento el pe´ndulo sigue oscilando consecuencia de
las oscilaciones del carro.
En la figura 4.3 se presentan los controladores Modelo de Referencia, Paso Adelante
y Reubicacio´n de Polos, con los cuales se ejecuto´ una accio´n de control sobre la
posicio´n y el a´ngulo, realizando combinaciones entre los controladores, con el objeto
de comparar los resultados obtenidos, tiempo de establecimiento, y control sobre la
posicio´n y el a´ngulo.
74
0 5 10 15 20 25 30 35 40 45 50
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
Tiempo[s]
pos
ició
n [m
]
Control sobre la posición
 
 
0 5 10 15 20 25 30 35 40 45 50
−8
−6
−4
−2
0
2
4
6
8
Tiempo[s]
an
gul
o [º
]
Control sobre el angulo
 
 
Referencia
(a)Modelo de Referencia
(b)Modelo de Referencia
(c)Paso Adelante
(a)Paso Adelante
(b)Reubicación de Polos
(c)Paso Adelante
Figura 4.3: Respuesta de los controladores fijos para posicio´n y angulo frente
a un impulso, referencia de color rojo. Las combinaciones de los controladores
para posicio´n y a´ngulo corresponden a: azul (a) Modelo de Referencia y Paso
Adelante respectivamente, verde (b) Modelo de Referencia y Reubicacio´n de Polos
respectivamente, cia´n (c) Paso Adelante y Paso Adelante respectivamente.
Aunque el controlador (b) tiene un tiempo de establecimiento mayor que los
controladores (a) y (c) la posicio´n se mantiene ma´s cercana a la referencia respecto
de los otros controladores oscilando entre±0.1m, adema´s la accio´n de control que se
ejerce sobre el a´ngulo no genera perturbaciones sobre la posicio´n a diferencia de los
controladores (a) y (c).
La regulacio´n sobre el a´ngulo existe para los tres controladores, el control de (b)
sobre el a´ngulo se mantiene ma´s cercano a la referencia ±1o respecto a (a) y (c), sin
embargo la regulacio´n sobre el a´ngulo no es aceptable.
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Figura 4.4: Respuesta de los controladores fijos para posicio´n con una referencia
sinusoidal de color rojo. las sen˜ales de los controladores para posicio´n Modelo de
Referencia en color azul, y Paso Adelante en color verde.
En la figura 4.4 se presentan los controladores Modelo de Referencia y Paso
Adelante, con los cuales se ejecuto´ una accio´n de control sobre la posicio´n para
una referencia sinusoidal. Se efectu´a un control de la posicio´n que sigue fielmente
la referencia.
En la figura 4.5 se presentan los controladores Modelo de Referencia, Paso Adelante
y Reubicacio´n de Polos, con los cuales se ejecuto´ una accio´n de control sobre la
posicio´n y el a´ngulo, realizando combinaciones entre los controladores (a, b y c),
para una referencia sinusoidal.
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Figura 4.5: Respuesta de los controladores fijos para posicio´n y angulo con
una referencia sinusoidal de color rojo. Las combinaciones de los controladores
para posicio´n y a´ngulo corresponden a: azul (a) Modelo de Referencia y Paso
Adelante respectivamente, verde (b) Modelo de Referencia y Reubicacio´n de Polos
respectivamente, cia´n (c) Paso Adelante y Paso Adelante respectivamente.
El controlador (b) procura llevar el carro a la referencia de manera menos perturbada,
a diferencia de los otros dos controladores, que se preocupan por llevar ma´s ra´pido el
carro a la referencia introduciendo oscilaciones debido al movimiento del pe´ndulo,
el controlador (b) al alcanzar la referencia se ve enfrentado a la inercia del pe´ndulo,
este cambio de la referencia introduce una perturbacio´n sobre el a´ngulo, sin embargo
la accio´n de control sobre e´ste, hace regulacio´n sin llegar a ser muy buena.
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4.4. Resultados para controladores adaptativos
La obtencio´n de resultados de los controladores adaptativos, se hizo mediante la
implementacio´n de cada uno de los controladores en el entorno de programacio´n
MATLAB R2007b y el entorno de programacio´n visual SIMULINK. Para el disen˜o
de cada uno de los controladores se utilizo´ la caracterizacio´n del sistema en linea
que se describio´ en el capitulo 3, donde cada uno de los coeficientes del vector θ =[
a1, a2, ..., an, b0, b1, ...bn
]
, son estimados para cada instante de tiempo, coeficientes o
para´metros con los cuales se construyeron las funciones de transferencia del sistema
y se disen˜aron los controladores como se vio en el capitulo 2 para finalmente hacer
control sobre las variables de estado de la posicio´n y el a´ngulo, con los controladores
descritos de forma general en el capitulo 2, PID 2.3.2.2, Reubicacio´n de Polos 2.3.1.4
y Reubicacio´n de Polos por espacio de estados 2.4.2.
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Figura 4.6: Diagrama de bloques en Simulink para la simulacio´n de los controladores
adaptativos.
En la figura 4.6 se muestra el diagrama de bloques disen˜ado en simulink para la
simulacio´n de controladores fijos, donde los bloques:
System: Corresponde a la simulacio´n del modelo matema´tico no lineal de la
planta. Embedded: Es un bloque Fcn que permite programar dentro del mismo los
controladores a utilizar. Bloques del VRealm (VR): Entorno gra´fico para disen˜o en
3D. Sen˜al de referencia: Se tienen dos opciones para la referencia, para el caso de
este documento el generador de sen˜ales es una sinusoide, y el slider corresponde a
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un escalo´n. Retendores de orden cero: Retiene el valor de la sen˜al para cada tiempo
de muestreo. Estimacio´n: Genera “case´´ posibles a usar dentro del embedded, para
la estimacio´n de los para´metros en linea. Display theta 1 y theta 2: Muestra los
para´metros estimados.
En la figura 4.7 se pueden observar las respuestas de los controladores PID,
Reubicacio´n de Polos polinomial y Reubicacio´n de Polos por espacio de estados para
el control sobre la posicio´n frente a una referencia escalo´n.
0 5 10 15 20 25 30 35 40 45 50
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
Tiempo[s]
pos
ició
n [m
]
Control sobre la posición
 
 
0 5 10 15 20 25 30 35 40 45 50
−10
−8
−6
−4
−2
0
2
4
6
8
10
Tiempo[s]
áng
ulo
 [º]
Control sobre el angulo
 
 
Referencia
PID
Reubicación de Polos
Reubicación de Polos SS
No hay control
Figura 4.7: Respuesta de los controladores adaptativos para posicio´n frente a una
referencia impulso de color rojo. las sen˜ales de los controladores para posicio´n PID
en color azul, Reubicacio´n de Polos en color verde y Reubicacio´n de Polos en espacio
de estados en color negro.
Se puede observar que los tres controladores se mantienen cercanos a la referencia,
sin embargo el controlador Reubicacio´n de Polos por espacio de estados, debido a
que tiene un observador de estados (ver seccio´n2.4) presenta una mejor respuesta
para la variables a controlar; por lo tanto estarı´a ma´s cerca de la referencia para
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todos los estados del sistema. El tiempo de establecimiento es mayor puesto que
esta´ considerando todas las dema´s variables del sistema, a´ngulo, velocidad lineal y
velocidad angular, como se dijo anteriormente.
En la figura 4.8 se pueden observar las respuestas de los controladores PID,
Reubicacio´n de Polos polinomial y Reubicacio´n de Polos por espacio de estados, con
los cuales se ejecuto´ una accio´n de control sobre la posicio´n y el a´ngulo, realizando
combinaciones entre los controladores (a, b y c), para una referencia escalo´n.
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Figura 4.8: Respuesta de los controladores adaptativos para posicio´n y angulo
frente a un impulso.Las combinaciones de los controladores para posicio´n y a´ngulo
corresponden a: azul (a) PID y Reubicacio´n de Polos respectivamente, verde (b)
reubicacio´n de polos y Reubicacio´n de Polos respectivamente, cia´n (c) Reubicacio´n
de Polos por espacio de estados y Reubicacio´n de Polos respectivamente.
Introduciendo control sobre el a´ngulo mediante el controlador Reubicacio´n de Polos,
se obtienen mejores respuestas para los tres casos, para el caso del control de la
posicio´n mediante el controlador (c), se llega ma´s ra´pido a la referencia y se obtiene
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un menor sobrepaso 0.05m, enfrentado a 0.1m que alcanza (b), de forma semejante
puede observarse que para el controlador (b), el sobrepaso se reduce, se espera como
en el caso anterior figura 4.7, que ocurra una perturbacio´n sobre el a´ngulo despue´s
del tiempo de establecimiento, producto de la estabilizacio´n de la posicio´n sobre la
referencia a diferencia del caso anterior si se efectu´a un control sobre el a´ngulo, que
finalmente lo lleva a la referencia.
El controlador PID presenta oscilaciones, debido a que es un controlador de segundo
orden y no representa fielmente al sistema. Se ejecuta un control sobre el a´ngulo
pero la perturbacio´n persiste despue´s de los 10s dado a que las oscilaciones para la
posicio´n no se minimizaron completamente.
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Figura 4.9: Respuesta de los controladores adaptativos para posicio´n con ajuste de
para´metros al inicio de la adquisicio´n de datos.las sen˜ales de los controladores para
posicio´n PID en color azul, Reubicacio´n de Polos en color verde y Reubicacio´n de
Polos en espacio de estados en color negro.
Para los controladores por reubicacio´n de polos en espacio de estados y polinomial,
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en lo referente al control sobre la posicio´n, se recomienda el controlador polinomial
ya que las pequen˜as oscilaciones que se presentan se pueden mejorar, incluso
eliminarse al hacer un ajuste, en la inicializacio´n de los para´metros que caracteriza
el vector theta, ya que la inicializacio´n para los resultados de la figura 4.8 fue
obtenida de manera aleatoria, mientras que para figura 4.9, se hizo la inicializacio´n
a trave´s del modelo matema´tico por espacio de estados (1.6) y (1.7) capı´tulo (1).
Ya que el algoritmo con el cual se hace la caracterizacio´n en tiempo real esta´ ma´s
cercano a la solucio´n al inicializarse con los para´metros del modelo matema´tico, o
con unos para´metros obtenidos con una identificacio´n del sistema fuera de linea, el
controlador llega ma´s ra´pido a la respuesta.
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Figura 4.10: Respuesta de los controladores adaptativos para posicio´n con una
referencia sinusoidal de color rojo. las sen˜ales de los controladores para posicio´n
PID en color azul, Reubicacio´n de Polos en color verde y Reubicacio´n de Polos en
espacio de estados en color negro.
En la figura 4.10 se pueden observar las respuestas de los controladores PID,
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Reubicacio´n de Polos polinomial y Reubicacio´n de Polos por espacio de estados para
el control sobre la posicio´n frente a una referencia sinusoidal.
El controlador PID y Reubicacio´n de Polos polinomial, presentan una respuesta
fiel a la referencia para el control de la posicio´n, ambas alcanzan la referencia y
sin mayor diferencia en el tiempo de establecimiento de aproximandamente 8s,
aunque el controlador de Reubicacio´n de Polos es superior por su respuesta con
poco sobrepaso y no introduce mayores perturbaciones en el a´ngulo, caso contrario
del PID.
Como se ha visto en los resultados anteriores el controlador Reubicacio´n de Polos
por espacio de estados, es un controlador que hace control sobre todas las variables
del sistema, emula la referencia pero no alcanza la referencia para una sen˜al de alta
frecuencia como la que se muestra en la figura 4.10.
En la figura 4.11 se pueden observar las respuestas de los controladores PID,
Reubicacio´n de Polos polinomial y Reubicacio´n de Polos por espacio de estados, con
los cuales se ejecuto´ una accio´n de control sobre la posicio´n y el a´ngulo, realizando
combinaciones entre los controladores (a, b y c), para una referencia sinusoidal.
En el caso del controlador (b) puede notarse que para la posicio´n hay un mayor
sobrepaso, que el presentado en la figura 4.10, aun ası´ se mantiene cercano a la
referencia, a diferencia del caso anterior donde no se hace control sobre el a´ngulo en
la figura 4.11 puede observarse la cercanı´a del a´ngulo sobre la referencia, producto
de la accio´n de control.
En el caso del controlador (a) debido a las perturbaciones introducidas por el control
de la posicio´n la accio´n de control sobre el a´ngulo no presenta una buena regulacio´n.
La respuesta del controlador (c) es la esperada para el caso de la posicio´n, y la
introduccio´n de un controlador por Reubicacio´n de Polos polinomial mejora la
respuesta para el a´ngulo.
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Figura 4.11: Respuesta de los controladores adaptativos para posicio´n y angulo
con sen˜al de referencia sinusoidal de color rojo. Las combinaciones de los
controladores para posicio´n y a´ngulo corresponden a: azul (a) PID y Reubicacio´n
de Polos respectivamente, verde (b) reubicacio´n de polos y Reubicacio´n de Polos
respectivamente, cia´n (c) Reubicacio´n de Polos por espacio de estados y Reubicacio´n
de Polos respectivamente.
4.5. Resultados de controladores o´ptimos fijos y adaptativos
La obtencio´n de resultados de los controladores o´ptimos fijos, se hizo mediante la
implementacio´n de cada uno de los controladores en el entorno de programacio´n
MATLAB R2007b y SIMULINK.
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Figura 4.12: Diagrama de bloques en Simulink para la simulacio´n de los
controladores o´ptimos adaptativos.
En la figura 4.12 se muestra el diagrama de bloques disen˜ado en simulink para la
simulacio´n de controladores fijos, donde los bloques:
System: Corresponde a la simulacio´n del modelo matema´tico no lineal de la
planta. Embedded: Es un bloque Fcn que permite programar dentro del mismo los
controladores a utilizar. Bloques del VRealm (VR): Entorno gra´fico para disen˜o en
3D. Sen˜al de referencia: Se tienen dos opciones para la referencia, para el caso de
este documento el generador de sen˜ales es una sinusoide, y el slider corresponde a
un escalo´n. Retendores de orden cero: Retiene el valor de la sen˜al para cada tiempo
de muestreo. Estimacio´n: Genera “case´´ posibles a usar dentro del embedded, para
la estimacio´n de los para´metros en linea. Display theta 1 y theta 2: Muestra los
para´metros estimados. Display ganancia o´ptima: Muestra los para´metros estimados
de K.
Se realizan los controladores en simulacio´n con la caracterizacio´n fija vista en el
capı´tulo 1, para un controlador con accio´n integral, en donde se resuelve la ecuacio´n
de Ricatti introduciendo las matrices ampliadas fijas del sistema, como se ha visto al
final del capı´tulo 3 y la penalizacio´n de las variables de estado con penalizacio´n
fija en el primer caso, de dos estados posicio´n y a´ngulo, para el segundo con
penalizacio´n fija de toda la diagonal de estados y en el tercer caso con penalizacio´n
fija sobre todos los estados e interrelaciones de la matriz Q1 y una matriz R unitaria.
1las matrices de penalizacio´n Q, fueron extraı´das de la referencia citada [2]
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QPosAng =

32.8 0 0 0
0 939.5 0 0
0 0 0 0
0 0 0 0
 (4.1)
QDiagonal =

462.29 0 0 0
0 120.9 0 0
0 0 312.34 0
0 0 0 928.87
 (4.2)
QCompleto =

509.5 165.9 267.06 253.23
165.9 987.85 946.86 57.28
267.06 946.86 425.47 57.4
253.23 57.28 57.24 984.4
 (4.3)
En la figura 4.13 se presentan los resultados obtenidos mediante un controlado
o´ptimo fijo con accio´n integral para una referencia escalo´n, con diferentes matrices
de costos para la penalizacio´n de las variables de estado. En la respuesta para Q
completo, donde se penalizan todas las variables de estado y las relaciones existentes
entre las ellas se presentan mejores respuestas para cada uno de los estados del
sistema frente a las otras penalizaciones realizadas con Q diagonal y Q para posicio´n
y a´ngulo.
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Figura 4.13: Respuesta del controlador accio´n integral o´ptimo fijo para la posicio´n y
el a´ngulo.
En la figura 4.14 se presentan los resultados obtenidos mediante un controlado
o´ptimo fijo con accio´n integral para una sen˜al de referencia cuadrada, con diferentes
matrices de costos para la penalizacio´n de las variables de estado. Puede observarse
que todos los controladores alcanzan la referencia para la posicio´n, minimizando
los cambios bruscos introducidos por la referencia sobre del a´ngulo durante la
trayectoria, presentando mejor respuesta a estas condiciones la penalizacio´n que
contiene todos los estados y relaciones del sistema.
87
0 50 100 150 200 250 300 350 400 450 500
−1.5
−1
−0.5
0
0.5
1
1.5
Control sobre la posición
k
 
 
0 50 100 150 200 250 300 350 400 450 500
−10
−8
−6
−4
−2
0
2
4
6
8
10
Control sobre el ángulo
k
áng
ulo
 [º]
 
 
Referencia
Q posición y ángulo
Q diagonal
Q completo
Q posición y ángulo
Q diagonal
Q completo
Figura 4.14: Respuesta del controlador accio´n integral o´ptimo fijo para la posicio´n y
el a´ngulo, para una sen˜al de referencia cuadrada.
En la figura 4.15 se presenta la comparacio´n para una sen˜al de referencia tipo escalo´n
entre control optimo adaptativo y control adaptativo, ambos descritos por la te´cnica
Reubicacio´n de Polos por espacio de estados con observador, y con me´todo de
caracterizacio´n adaptativo para posicio´n y para a´ngulo, el controlador o´ptimo tiene
una ganancia de realimentacio´n K calculada como se mostro´ en capitulo 3.
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Figura 4.15: Respuesta de los controladores adaptativos para posicio´n y angulo para
una sen˜al de referencia escalo´n.
En la figura puede observarse que el controlador Reubicacio´n de Polos por espacio
de estados adapatativo (b) alcanza la referencia y tiene un tiempo de establecimiento
menor que el controlador Reubicacio´n de Polos por espacio de estados adapatativo
o´ptimo (a), para posicio´n. En el caso del Angulo el controlador (a) tiene menores
oscilaciones que el controlador (b) durante el tiempo de establecimiento, sin embargo
en el transcurso del tiempo de operacio´n el controlador (b) mejora la su respuesta
para el a´ngulo respecto a (a). Se puede concluir que el controlador (a), no presenta
una respuesta mejor para escalo´n que el controlador (b).
En la figura 4.16 se presenta la comparacio´n para una sen˜al de referencia sinusoidal
entre control optimo adaptativo y control adaptativo, ambos descritos por la te´cnica
Reubicacio´n de Polos por espacio de estados con observador, y con me´todo de
caracterizacio´n adaptativo para posicio´n y para a´ngulo.
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Figura 4.16: Respuesta de los controladores adaptativos para posicio´n y angulo para
una sen˜al de referencia sinusoidal.
Se puede apreciar que ambas respuestas para posicio´n son fieles a la referencia
aunque presentan un desfase de 3s(ver solucio´n a este comportamiento figura 4.17),
en cuanto al control del a´ngulo para ambas respuestas se puede notar cierta mejorı´a
del controlador (a) respecto al controlador (b), manteniendo ma´s cerca de cero la
posicio´n del pe´ndulo para el tiempo de ejecucio´n de los controladores.
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Figura 4.17: Respuesta de los controladores adaptativos para posicio´n y angulo para
bajas frecuencias.
Como se pudo observar en la figura 4.16, los controladores para el control de la
posicio´n no lograron seguir la referencia de manera muy cercana, sin embargo esto se
podrı´a mejorar si se utilizara una referencia con una frecuencia menor, la frecuencia
utilizada en la referencia de los resultados mostrados en la figura 4.16 fue de 0.033
Hz. En la figura 4.17 se muestran los resultados obtenidos con una frecuencia menor,
de 0.0035 Hz, donde ambos controladores se aproximan ma´s a la referencia y logran
hacer un control muy bueno sobre el a´ngulo.
En la figura figura 4.18 se muestran las sen˜ales de control y la adquisicio´n de la
ganancia de realimentacio´n para el controlador (a). La estimacio´n de la ganancia
de realimentacio´n se realiza de manera adaptativa a partir de la caracterizacio´n del
sistema escrito en forma cano´nica controlador, y de las matrices Q y R.
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Figura 4.18: Sen˜al de control para el controlador optimo adaptativo por Reubicacio´n
de Polos y variacio´n de la ganancia o´ptima K.
En las figuras 4.19 y 4.20 se presentan las respuestas de los controladores o´ptimos
adaptativos con los cuales se realizo´ control sobre la posicio´n y el a´ngulo. En la
figura 4.19 se muestra la respuesta para un controlador por Reubicacio´n de Polos
por espacio de estados con el que se hace control o´ptimo sobre todas las variables
del sistema y adicionalmente se tiene un controlador polinomial adaptativo por
Reubicacio´n de polos en lazo directo para la regulacio´n del a´ngulo. En la figura 4.20
se observa la respuesta del controlador o´ptimo con accio´n integral y con penalizacio´n
adaptativa de la matriz Q sobre la posicio´n y el a´ngulo.
92
0 10 20 30 40 50 60 70 80 90 100
−1.5
−1
−0.5
0
0.5
1
1.5
Tiempo[s]
pos
ició
n [m
]
Control sobre la posición
 
 
Referencia
Reubicación de Polos Adaptativo SS
0 10 20 30 40 50 60 70 80 90 100
−3
−2
−1
0
1
2
3
4
Tiempo[s]
áng
ulo
 [º]
Control sobre el angulo
 
 
reubicación de polos de segundo orden
Figura 4.19: Respuesta del controlador o´ptimo adaptativo por Reubicacio´n de Polos
para la posicio´n y el a´ngulo.
La respuesta para el enfoque de la ganancia de realimentacio´n obtenida a partir de
la caracterizacio´n adaptativa del sistema figura 4.19, aunque se presenta un error de
estado estacionario que podrı´a solucionarse con una adecuada seleccio´n de polos, la
posicio´n sigue la referencia y el a´ngulo oscila muy cercano a cero.
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Figura 4.20: Respuesta del controlador o´ptimo adaptativo con accio´n integral para la
posicio´n y el a´ngulo.
Dadas las caracterı´sticas del sistema se puede observar un comportamiento similar
para la respuesta del a´ngulo tanto en la figura 4.19 y figura 4.20 donde se presentan
perturbaciones debidas a los cambios de la referencia. En la respuesta para el
enfoque de la penalizacio´n adaptativa mediante la matriz Q en la figura 4.20, logra
regularse el a´ngulo despue´s del tiempo de establecimiento. Cabe aclarar que solo se
penalizaron la posicio´n y el a´ngulo de manera adaptativa (1/error) dado que era el
objeto de estudio de este trabajo. Por lo que se infiere de los resultados anteriores
podrı´a lograrse una mejor regulacio´n para el a´ngulo si se penalizaran las dema´s
variables de estado.
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4.6. Resultados de la implementacio´n sobre la planta
La obtencio´n de resultados de los siguientes controladores, se hizo mediante la
implementacio´n experimental sobre la planta puente gru´a del controlador por accio´n
integral con caracterizacio´n fija y para el controlador por reubicacio´n de polos con
caracterizacio´n adaptativa para el control sobre una variable de estado.
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Figura 4.21: Diagrama de bloques en Simulink para realizar control sobre la planta
real.
En la figura 4.22 se presentan las respuestas para los controladores Accio´n integral
fijo de tercer orden, y Reubicacio´n de Polos polinomial adaptativo de cuarto orden,
para control sobre la posicio´n frente a una sen˜al de referencia escalo´n. La respuesta
del controlador adaptativo frente a la del controlador fijo, alcanza en menor tiempo
la referencia con mayor sobrepaso debido a la ra´pida respuesta y a la inercia que
opone el movimiento del carro. En consecuencia la apertura del a´ngulo es mayor que
la del controlador por accio´n integral, debido a su lenta respuesta frente al impulso.
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Figura 4.22: Respuesta frente a un impulso de los controladores implementados en
planta para control sobre posicio´n.
En la figura 4.23 se presentan las respuestas para una sen˜al de referencia sinusoidal,
a diferencia de la respuesta frente al escalo´n el de reubicacio´n de polos adaptativo
sigue plenamente la referencia sin introducir mayores perturbaciones en el a´ngulo.
El controlador por accio´n integral presenta un mayor tiempo de establecimiento y
no alcanza la referencia, debido a esto se introducen perturbaciones en el a´ngulo.
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Figura 4.23: Respuesta frente a una sen˜al sinusoidal de los controladores
implementados en planta para control sobre posicio´n.
En la figura 4.24 se presentan los para´metros obtenidos del sistema de manera
adaptativa con distintas inicializaciones, con el objetivo de mostrar que convergen a
valores similares durante el tiempo de estimacio´n.
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Figura 4.24: Parametros estimados en linea, para inicializaco´n del vector theta en
cero, random y con datos de la planta respectivamente
En las figuras 4.25 y 4.26 se presentan las respuestas de los controladores por
reubicacio´n de polos de cuarto orden para posicio´n y de tercer orden para el a´ngulo.
En la figura 4.25 puede observarse la supresio´n de la perturbacio´n del a´ngulo que
presenta el mismo controlador sin control sobre el a´ngulo, en consecuencia de esto su
respuesta es ma´s lenta siguiendo la referencia con un tiempo de retraso, para mostrar
que si se hace control sobre el a´ngulo, en la figura 4.26 se generan perturbaciones a
los 15 y a los 33 segundos directamente sobre el pe´ndulo, la perturbacio´n ma´s notable
ocurre a los 33 segundos y se logra suprimir en un periodo muy corto de tiempo.
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Figura 4.25: Respuesta frente a una sen˜al sinusoidal de los controladores
implementados en planta para control sobre posicio´n y angulo.
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Figura 4.26: Respuesta de los controladores reubicacio´n de polos de cuarto y tercer
orden frente a fuertes perturbaciones introducidas manualmente.
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5. CONCLUSIONES
♣ Se realizaron diferentes metodologı´as para la caracterizacio´n del sistema en
espacio de estados en tiempo discreto, inicialmente se hizo la descripcio´n
del modelo matema´tico a trave´s de las leyes fı´sicas y las especificaciones del
sistema dadas por el fabricante, obteniendo ası´ un modelo matema´tico fijo no
lineal (1.1) y (1.2), que luego se linealizo´ alrededor de un punto de operacio´n
usando series de Taylor, para obtener la primera representacio´n del sistema
en espacio de estados (1.6) y (1.7). Posteriormente se hace la caracterizacio´n
de la planta fuera de lı´nea para un modelo de tercer orden como se describe
en las ecuaciones (3.13), (3.14) y (3.15). Por u´ltimo se utilizo´ el algoritmo
de mı´nimos cuadrados recursivo para la identificacio´n en lı´nea de sistema
en tiempo discreto. De las tres caracterizaciones la mejor representacio´n del
sistema, es la obtenida a partir del algoritmo de identificacio´n.
♣ Las facilidades e importancia que tuvo el entorno visual de SIMILINK
y el entorno grafico V-Realm Builder, para la simulacio´n de la planta y
los controladores. Ya que permitieron el ana´lisis de los respuestas de los
controladores disen˜ados. El hecho de que sea un modelo ajustable representa
ventajas para el disen˜o de prototipos de controladores puesto que no se
consideran perturbaciones externas, como fallos en la planta, desajustes
meca´nicos o ruido externo.
♣ De los resultados obtenidos en simulacio´n, para control de la posicio´n y el
a´ngulo de manera fija y adaptativa, se puede concluir que los adaptativos
presentaron mejor respuesta que los fijos, lo que resulta apenas normal, ya
que los fijos se disen˜aron a partir del modelo matema´tico; y los adaptativos
se disen˜aron a trave´s de algoritmos de identificacio´n en lı´nea.
♣ El disen˜o de un controlador requiere del conocimiento de los polos del sistema,
y de la correcta seleccio´n del orden del sistema a controlar, no siendo objeto
de este trabajo el criterio para la escogencia de los polos, fue a criterio del
disen˜ador donde la respuesta fue la ma´s adecuada. El orden del sistema se
conocı´a de trabajos anteriores [2]. Como trabajo futuro se invita a plantear
a una metodologı´a para la obtencio´n adecuada de los polos para un sistema
dentro del algoritmo de caracterizacio´n.
♣ Para la inicializacio´n del sistema se recomienda iniciar los para´metros del
vector theta en valores conocidos de la planta como los para´metros del modelo
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matema´tico, o hacer una identificacio´n fuera de lı´nea antes de iniciar el
algoritmo de identificacio´n con el propo´sito de que los nuevos para´metros
obtenidos no se encuentren muy alejados de los valores reales de la planta,
eliminando posibles perturbaciones que se puedan presentar al instante de
hacer control.
♣ La aplicacio´n de los controladores puede variar dependiendo de su finalidad,
como se ve en los resultados los controladores ofrecen diferentes caracterı´sticas
en su respuesta o al variar las condiciones de la referencia, como se evidencia
para el caso en donde Se demuestra experimentalmente que al variar la
frecuencia de la sen˜al de seguimiento, los controladores alcanzan la referencia
ver figura 4.17.
♣ El modelo matema´tico fijo del sistema se construye a partir de las
caracterı´sticas dadas por el fabricante en el manual, y de las consideraciones y
aproximaciones tenidas en cuenta durante el desarrollo de las leyes fı´sicas que
puedan regir al sistema, motivo por el cual la desviacio´n de las propiedades
de la planta que puedan cambiar con el tiempo no son consideradas. Por lo
tanto se requiere de una obtencio´n de los para´metros que describan al sistema
independiente del estado o condiciones de la planta. Para dar solucio´n a este
tipo de particularidades se propone caracterizar la planta en lı´nea, mediante
algoritmos de identificacio´n adaptativos.
♣ Los controladores polinomiales se disen˜an a partir de la funcio´n de
transferencia de la variable de estado a controlar, se puede entonces obtener
una ley de control para cada variable de estado con el fin de obtener un control
del sistema completo a partir de la suma de las sen˜ales de control. Este tipo de
controladores resulta ser muy u´til para sistemas acoplados considerando cada
subsistema como un sistema independiente, donde se hace necesario el control
por separado y acopla´ndose nuevamente en la ley general de control.
♣ Se recomienda el uso de controladores autosintonizados en una aproximacio´n
descentralizada (Controlador con dos grados de libertad) para asegurar el
curso de las variables de estado controladas y el uso de sistemas supervisores
entre dichos controladores, se debe considerar la desventaja de la aproximacio´n
del control descentralizado para sistemas sime´tricos (igual nu´mero de entradas
y salidas).
♣ Un controlador por espacio de estado, tiene en cuenta todas las variables del
sistema y su ley de control actu´a integralmente sobre la planta. El observador
de estados obtiene una estimacio´n de las variables de estado incluyendo
las que no se pueden medir directamente. Para el desarrollo de la ley de
control se calculan las ganancias, que multiplicadas por las variables de estado
observadas, realizan el control del sistema. Los resultados en simulacio´n
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sugieren que la inclusio´n de un control polinomial sobre una de las variables de
intere´s puede mejorar la respuesta de un controlador por espacio de estados.
♣ Considerar todas las relaciones existentes entre las variables de estado del
sistema dentro de la matriz Q, permite una mejor aproximacio´n a la respuesta
o´ptima esperada.
♣ Se lograron satisfactoriamente los objetivos planteados para este trabajo grado,
realizar control o´ptimo adaptativo para un sistema multivariable, disen˜ando
diferentes tipos de controladores y utilizando algoritmos de identificacio´n en
linea sobre la planta. Tambie´n se logro obtener la ganancia K o´ptima adaptativa
con dos enfoques diferentes: haciendo adaptativa la representacio´n de la planta
y haciendo adaptativa la matriz Q.
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A. FUNDAMENTOS DE CONTROL DIGITAL
A.1. Transformada Z
El me´todo de la transformada Z es particularmente u´til para analizar y disen˜ar
sistemas de control en tiempo discreto, lineales e invariantes en el tiempo, de una
entrada y una salida. La principal ventaja del me´todo de la transformada z, es que
esta´ habilita al ingeniero para aplicar me´todos de disen˜o convencionales de sistemas
en tiempo discreto que pueden ser en parte en tiempo discreto y en parte en tiempo
continuo.[5]
A.1.1. Definicio´n de la transformada Z
La transformada Z se define como:
z = ehs (A.1)
entonces
s =
1
h
ln(z) (A.2)
Donde s es la variable compleja de la transformada de Laplace y h es el perı´odo de
muestreo. con (A.1) en (A.2):
U ∗
(
s =
1
h
ln(z)
)
= U(z) =
∞∑
k=0
u(kh) ∗ z−k (A.3)
U(z) = Z[u ∗ (t)] = L[u ∗ (t) ]|=s= 1
h
ln(z) (A.4)
La mayorı´a de textos en control digital contienen tablas con las transformadas Z
de las funciones ma´s comu´nmente usadas en el ana´lisis de sistemas. En general
la transformada Z de funciones ma´s complejas se obtiene con la ayuda de algunos
teoremas.[4]
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A.2. Controlabilidad
La controlabilidad se ocupa del problema de poder dirigir un sistema de un estado
inicial dado a un estado arbitrario. Un sistema es conroloble si se puede, mediante
un vector de control no acotado, transferir dicho sistema de cualquier estado inicial
a cualquier otro estado, en un numero finito de periodos de muestreo.[5]
El estado x(n) puede ser transferido a un estado deseado arbitrario en el instante,
donde n es el orden del sistema, dado por:
x(n) = φnx(0) + φn−1Γu(0) + · · ·+ Γu(n− 1) = φnx(0) +WcU (A.5)
Donde
Wc =
[
ΓφΓφ2Γ · · ·φn−1Γ] (A.6)
Se dice que si la matrizWc, conocida como la matriz de controlabilidad tiene rango n,
entonces es posible hallar n ecuaciones de las cuales las sen˜ales de control se pueden
encontrar de modo que el estado inicial es transferido al estado final deseado.[4]
A.3. Observabilidad
La observabilidad se ocupa del problema de determinar el estado de un sistema
dina´mico a partir de observaciones de los vectores de salida y de control en un
nu´mero finito de perı´odos de muestreo.[5] Un sistema es observable si a partir de
las sen˜ales de entrada y salida existe un valor finito K suficiente para determinar el
estado inicial del sistema.
Conside´rese el siguiente sistema:
x(k + 1) = Φx(k) + Γu(k) (A.7)
y(k) = Cx(k)
Asumiendo que u(k) = 0 y y(0), y(1), ..., y(n−1) son dados, se tendra´n las siguientes
ecuaciones:
y(0) = Cx(0) (A.8)
y(1) = Cx(1) = CΦx(0) (A.9)
...
y(n− 1) = CΦn−1x(0) (A.10)
Usando notacio´n vectorial:
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
C
CΦ
...
CΦn−1
x(0) =

y(0)
y(1)
...
y(n− 1)

De la anterior ecuacio´n se define la matriz observable como:
Wo =

C
CΦ
...
CΦn−1

Se dice entonces que el sistema es observable y el estado x(0) se puede obtener, si la
matriz observable tiene rango n.[4][14]
A.4. Operadores de desplazamiento
El ca´lculo con el operador diferencial es una herramienta conveniente para
manipular ecuaciones diferenciales lineales con coeficientes constantes. En el ca´lculo
con operadores, los sistemas son vistos como operadores que mapean las sen˜ales de
entrada a sen˜ales de salida. Para especificar un operador es necesario dar su rango,
es decir, definir la clase de sen˜ales de entrada, y describir como actu´a el operador
sobre las sen˜ales.
En el ca´culo con el operador de desplazamiento, todas las sen˜ales son consideradas
como secuencias doblemente finitas: {f(k) : k = · · · ,−1, 0, 1 · · · }. El operador de
desplazamiento hacia adelante se denota por q, y tiene la siguiente propiedad:
qf(k) = f(k + 1)
El operador inverso al anterior es llamado operador de desplazamiento hacia atra´s,
o el operador de retardo y se denota por q−1. Entonces
q−1f(k) = f(k − 1)
Es importante para el rango del operador que las secuencias sean doblemente
infinitas; de otra manera, el inverso del operador de desplazamiento hacia
adelante no podrı´a existir.En discusiones de problemas relacionados a la ecuacio´n
caracterı´stica de un sistema, tales como estabilidad y orden del sistema, es ma´s
conveniente usar el operador q. Con relacio´n a causalidad es ma´s conveniente usar
el operador q−1. El uso de operadores da descripciones compactas de sistemas
y permite derivar fa´cilmente relaciones entre las variables del sistema ya que la
manipulacio´n de las ecuaciones de diferencia es reducida a un problema puramente
algebraico. [4]
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A.5. Formas cano´nicas para ecuaciones en el espacio de estado en
tiempo discreto
Existen muchas te´cnicas para obtener representaciones en el espacio de estado
correspondientes a sistemas en tiempo discreto [5]. Considere el sistema en tiempo
discreto descrito por:
y(k) + a1y(k − 1) + a2y(k − 2) + · · ·+ any(k − n) (A.11)
= bou(k) + b1u(k − 1) + · · · bnu(k − n)
donde u(k) es la entrada e y(k) es la salida del sistema en el instante de muestreo k.
La ecuacio´n (A.11) se puede escribir en la forma de la funcio´n de transferencia pulso
como:
Y (Z)
U(Z)
=
b0 + b1z
−1 + · · ·+ bnz−n
1 + a1z−1 + · · ·+ anz−n (A.12)
O bien
Y (Z)
U(Z)
=
b0z
n + b1z
n−1 + · · ·+ bn
zn + a1zn−1 + · · ·+ an (A.13)
Existen muchas formas de llevar a cabo representaciones en el espacio de estado para
el sistema en tiempo discreto descrito por (A.11), (A.12) o (A.13) Aquı´ se presentan
las siguientes:
• Forma cano´nica controlable
• Forma cano´nica observable
• Forma cano´nica diagonal
• Forma cano´nica Jordan
A.5.1. Forma cano´nica controlable
La representacio´n en el espacio de estado del sistema en tiempo discreta obtenida
de las ecuaciones (A.11), (A.12) o (A.13) se puede expresar de la forma dada por las
ecuaciones siguientes:
x1(k + 1)
x2(k + 1)
...
xn−1(k + 1)
xn(k + 1)
 =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
...
...
0 0 0 · · · 1
−an −an−1 −an−2 · · · −a1


x1(k)
x2(k)
...
xn−1(k)
xn(k)
+

0
0
...
0
1
u(k)
(A.14)
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y(k) = [(bn − anb0)(bn−1 − an−1b0) · · · (b1 − a1b0)]

x1(k)
x2(k)
...
xn(k)
+ b0u(k) (A.15)
La representacio´n en el espacio de estado nada por (A.14) y (A.15) se conoce
comu´nmente como forma cano´nica controlable, donde (A.14) representa el estado
del sistema y (A.15) representa la salida del sistema.
A.5.2. Forma cano´nica observable
La representacio´n en el espacio de estado del sistema en tiempo discreto dada por
las ecuaciones (A.11), (A.12) o (A.13) se puede expresar de la siguiente forma:
x1(k + 1)
x2(k + 1)
...
xn−1(k + 1)
xn(k + 1)
 =

0 0 · · · 0 −an
1 0 · · · 0 −an−1
...
...
...
...
...
0 0 · · · 0 −an−2
0 0 · · · 1 −a1


x1(k)
x2(k)
...
xn−1(k)
xn(k)
+

bn − anb0
bn−1 − an−1b0
...
b2 − a2b0
b1 − a1b0
u(k)
(A.16)
y(k) = [ 0 0 · · · 0 1]

x1(k)
x2(k)
...
xn(k)
+ b0u(k) (A.17)
La representacio´n en el espacio de estado dada por las ecuaciones (A.16) y (A.17)
se conocen como forma cano´nica observable. Observe que la matriz de estado nxn de
las ecuacio´n de estado dada por la ecuacio´n (A.16) es la transpuesta de la matriz
correspondiente a la ecuacio´n de estado definida por la ecuacio´n (A.14).[5]
A.5.3. Forma cano´nica diagonal
Si los polos de la funcio´n de transferencia pulso dados por las ecuaciones (A.11),
(A.12) ,(A.13) son distintos, entonces la representacio´n en el espacio de estado se
puede expresar en la forma cano´nica diagonal como sigue:
x1(k + 1)
x2(k + 1)
...
xn(k + 1)
 =

p1 0 · · · 0
0 p2 · · · 0
...
... . . .
...
0 0 · · · pn


x1(k)
x2(k)
...
xn(k)
+

1
1
...
1
u(k) (A.18)
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y(k) = [ c1 c1 · · · c1 ]

x1(k)
x2(k)
...
xn(k)
+ b0u(k) (A.19)
A.5.4. Forma cano´nica Jordan
Si la funcio´n de transferencia pulso dada por las ecuaciones (A.11), (A.12) o (A.13)
incluye un polo mu´ltiple del ordenm en z = p1 y todos los dema´s polos son distintos,
entonces la ecuacio´n de estado y la ecuacio´n de salida se puede expresar como sigue:

x1(k + 1)
x2(k + 1)
...
xm(k + 1)
xm+1(k + 1)
...
xn(k + 1)

=

p1 1 0 · · · 0 0 · · · 0
0 p1 1 · · · 0 0 · · · 0
...
...
... . . .
...
... . . .
...
0 0 0 · · · p1 0 · · · 1
0 0 0 · · · 0 pm+1 · · · 1
...
...
... . . .
...
... . . .
...
0 0 0 · · · 0 0 · · · 1


x1(k)
x2(k)
...
xm(k)
xm+1(k)
...
xn(k)

+

0
0
...
1
1
...
1

u(k)
(A.20)
y(k) =
[
c1 c2 · · · cn
]

x1(k)
x2(k)
...
xn(k)
+ b0u(k) (A.21)
La matriz de nxn esta´ en la forma cano´nica Jordan.[5]
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