We consider the solution to the stochastic heat equation driven by the timespace white noise and we study the asymptotic behavior of its spatial quadratic variations with "moving time", meaning that the time variable is not fixed and its values are allowed to be very big or very small. We investigate the limit distribution of these variations via Malliavin calculus.
Introduction
The study of stochastic partial differential equations consitutes an important research direction in probability theory. One of the most known examples is the heat equation which arises in various areas of applications (we mention, among others, models for roughening of surfaces ( [1] ), continuum limits of particle processes ( [8] ) or the Anderson model and intermitency ( [2] ). The study of the properties of the solution to such equations is of particular interest.
In this work, we will focus on the linear stochastic heat equation
with vanishing initial conditions u(0, x) = 0 for every x ∈ R, where ∆ denotes the Laplacian on R, u t := ∂u ∂t and W is a centered Gaussian process (W (t, A), t ≥ 0, A ∈ B b (R)) with covariance EW (t, A)W (s, B) = (t ∧ s)λ(A ∩ B)
for every s, t ≥ 0 and for every A, B ∈ B b (R) (i.e. A, B are bounded Borel sets in R), where λ denotes the Lebesgue measure. The process W is usually called space-time white noise because it behaves as a Brownian motion both with respect to the time variable and to the space variable. The solution to (1) is understood in the mild sense, that is, it is defined as a Wiener integral with respect to the noise W by u(t, x) = 
for every x ∈ R, t ≥ 0. The kernel G in (3) is fundamental solution of the heat equation given by
Actually, the process (3) is well-defined as a square integrable random variable if and only if the spatial dimension d is equal to 1. Moreover, the path properties of the process u (3) have been widely studied. In particular the process u admits a bicontinuous version in (t, x), it is Hölder continuous of order strictly less 1 4 in time and of order strictly less 1 2 in space. More properties of this process can be found in [10] , Chapter 2.
We will study here the quadratic variations of the process defined by (3) . Also this problem has been treated by several authors. One can speak about temporal quadratic variations, that is, the quadratic variation of the process t → u(t, x) with fixed space variable x ∈ R (we refer to [6] or [7] ) or about spatial quadratic variations, meaning the quadratic variations of x → u(t, x) with fixed t ≥ 0 (see [6] and [9] ). Nevertheless, there is an important difference between these two types of variations: while the covariance of the process (u(t, x), t ≥ 0) is stationary with respect to x ∈ R (it does not depend on the fixed x ∈ R, see relation (6)), the covariance of the process (u(t, x), x ∈ R) depends on the time variable t ≥ 0 (see formulas (8) , (9) in the next section). Therefore, it is natural to expect that a "very big" or a "very small" time variable t would influence the behavior in space of the process u, in particular the autocorrelations of this process with respect to the space variable. Our aim is to understand how the time variable affects the behavior of the process x in space. This kind of study has not been yet done.
Therefore, we propose here a study of the quadratic variations of the process x → u(t, x) with "moving time". More precisely, we will define the centered quadratic variations
where α ∈ R and we will study the limit distribution of the sequence V N when N → ∞. The choice α > 0 means that the time is "big", since it converges to infinity as N → ∞. When α < 0, we will say that the time is "small", it goes to zero. The case α = 0 (the time is constant) has been already treated and it has been proved that, after normalization, the sequence V N converges in distribution to a Gaussian random variable (see e.g. [9] ). To study the asymptotic behavior of the sequence (5), we will employ a now classical method based on Stein's method and Malliavin calculus introduced in [5] (see also the monograph [4] for a complete exposition). This approach is natural since V N can be expressed a multiple integral in the second Wiener chaos generated by the Gaussian process (u(N α , x), x ∈ R). We will also estimate the distance between the law of renormalized sequence V N and the normal distribution. A key point in this analysis is the behavior of the autocorrelations of u with respect to the space variable, which is actually pretty technical due to the lack of stationary increments. The effect of the parameter α will be seen here and the analysis of the spatial increments of the process u needs to be separated in three cases: α < −2, α = −2 and α > −2. Although the moving time affects the spatial increments of the sol! ution u , the centered quadratic variation (5) will always satisfy a central limit theorem and the rate of convergence to the normal distribution will not depend on α.
We organized our paper as follows. In Section 2 we give sharp estimates on the spatial increment of the solution. In section 3 we analyze the magnitude of the variance of the quadratic variation sequence associated with the solution u while in Section 4 we study the limit distribution of the renormalized quadratic variations via Malliavin calculus.
2 The spatial increment of the solution to the heat equation
Let us consider the centered Gaussian process (u(t, x), t ≥ 0, x ∈ R) defined by (3) which is the mild solution to the linear heat equation (1) driven by the space-time white noise W . The covariance of this process can be written as (see e.g. [10] , Chapter 1, or [11] )
for every s, t ≥ 0 and for every x, y ∈ R. For our purpose, we will need a more suitable expression of this covariance. Assume 0 ≤ s ≤ t. By using successively the change of variables a = t + s − 2u and b =
, we have
Next we integrate by parts and we obtain R(t, x, s, y) = 1 √ 2π
In particular, for t = s, we get
With the change of variables b = z 2 , we can rewrite (8) as
where we denote by erf the error function
Remark 1
The above formulas (8) and (9) show that the space covariance of the solution u depends only on x − y and on t.
We will use the notation
and note that f (N ) is constant with respect to i = 0, ..., N − 1.
We will make use of the formulas (8) and (9) in the sequel. First, we will use it to estimate the variance of the spatial increment of the solution to the heat equation with moving time. We will obtain the following behavior for the spatial increment with moving time.
Lemma 1 Let f (N ) be defined by (10) with N ≥ 1.
Proof: Using (8), we can write 
When α = −2, we have
db is a incomplete gamma function which converges to zero as
The variance of the centered quadratic variation
We come back to the centered quadratic variations alrealy presented in the introduction
with α ∈ R. The first step is to renormalize V N , that is, to find a deterministic sequence a(N ) such that a(N )EV 2 N converges to a constant as N → ∞. Lemma 1 suggests that the behavior of V N depends on how the parameter α is situated with respect to the value −2.
We will write V N as a multiple integral of order 2.
] (I 1 denotes the multiple integral of order 1 with respect to the Gaussian process (u(N α , x), x ∈ R), see the Appendix) using the product formula for multiple stochastic integrals (38) and with f (N ) given by (10), we can write
Consequently,
where we used the isometry of multiple integrals (36) and U denotes the canonical Hilbert space associated to the Gaussian process (u(N α , x), x ∈ R). We can decompose EV 2 N as follows
where we denoted by T N the diagonal part
and by T
N the non-diagonal part
(14) We will analyze separately the two summands T (1)
The technical part is related to the analysis of the behavior of the non-diagonal term
N when N tends to infinity. From formula (9), we have for every i, j ≥ 1
We will simply write
where, for k ∈ Z,
Therefore
At this point, we need to estimate the asymptotic behavior of the sequence r N (k) which plays a key role for the analysis of the quadratic variations V N .
Lemma 2 For every
where r N (k) is defined by (17) and
In particular, if α > 0,
Proof: We have, for every k ≥ 1,
(21) We will prove the following bound:
where h N is defined by (19) . Let us first analyze the term r 
where we used the notation
and the function g is given by
To control the function g, we will use a Taylor expansion with remainder term of order 2. We have g(0) = g (0) = 0 and
Thus, for every δ * ∈ (0, δ), we have
and this implies
for every δ > 0. Therefore, the bound (22) is obtained for i = 2. Next, we treat the term r 
where (using again the notation δ =
with δ > 0 and with x ≥ δ. We obtain again
Using Taylor formula with remainder term of order two, we get for every x ≥ δ and δ close to zero, similarly to the estimation of the function g above,
We thus obtain the the bound (22) for i = 1.
We can now state our result on the asymptotic behavior of the non-diagonal term T (2) N (14). As Lemma 1 suggests, three cases will be distinguished: α > −2, α = −2 and α < −2. We will treat first the case α > −2. Proof: From formula (18) and Lemmas 1, 2, we have
We need an upper bound for the term h N (k) defined by (19). If α ≥ 0, clearly
for every N ≥ 1, k = 1, ..., N − 1. If −2 < α < 0, then for N large enough and for every ε ≥ 0 such that 1 + α/2 + ε < 1 (i.e.
and
We separate the sum
If α > 0, by (23), 1 N T
N ≤ C 1 N 1+α → N 0 while for −2 < α < 0, by using the inequqlities (24) and (25) we get that, for large N and for every 0
Consequently, for N close to infinity and ε close to zero, we have
(26) and converges to zero as N → ∞ (we can always choose ε > 0 small enough such that ε < (− (1 + α 2 )) . Let us consider now the case α + 2 < 0. That means that the time variable of the solution to the heat equation is "very small", it converges to zero when N goes to infinity. ). We will show that the only contribution given by the non-diagonal term T 
where we used the fact that erf(x) − erf(y) ≤
2 (x − y) for x ≥ y. Therefore, the contribution of T (2) N is given only by the summand with k = 1 in (18) and we will have, using (17)
We will finally handle the critical case α = −2. In this case too, the contribution of the non-diagonal term is not zero.
where
Proof: In this case, from (17), (20), (21), we get r N (k) = r 
and r (2)
Therefore, since f (N ) ∼ C 0 N −1 (with C 0 from (11)), we obtain from (18)
and this converges to the constant C 1 defined by (27) (note that the series that appears in the definition of C 1 is convergent) .
The following result gives the renormalization of the centered quadratic variation V N defined by (12). Its proof is a consequence of Propositions 1, 2 and 3.
Proposition 4 Let V N be given by (12). Then
• if α = −2 then
with C 1 given by (27).
Proof: The result is trivial since
N ) and it suffices to use (15) and Propositions 1, 2 and 3.
Limit distribution
We will here analyze the asymptotic distribution of the renormalized quadratic variation. By renormalized quadratic variation we mean the sequence
where the constant K is equal to 2 if 2 + α > 0, to 3 if 2 + α < 0 and with 2 + C 1 if α = −2. It is called renormalized because, as a consequence of Proposition 4,
To find the limit distribution ofṼ N we will use a standard method, the so-called Stein method combined with Malliavin calculus (see [5] , [4] , [10] ). This theory allows in particular to estimate the distance between a random variable in some Wiener chaos and the normal distribution. In the sequel we will use the letter d to denote one of several metrics on the space of probability measures on R, including the Kolmogorov, Wasserstein, and Total Variation metrics d Kol , d W and d T V respectively. We also abuse notation by using random variables, rather than their laws, as arguments for these metric. For instance, We can apply this theorem toṼ N given by (28) since it is a multiple integral of order 2, obtaining the following result.
Theorem 1 Let
Theorem 2 Let V N be defined by (28). Then the sequence ( V N ) N ≥1 converges in distribution to the standard normal law and for every α ∈ R
Proof: We will apply Theorem 1 with q = 2 to the sequence (28) since by (13)
.
In order to apply Theorem 1, we need to calculate the Malliavin derivative of V N . We have
where f (N ) is defined in (10) and therefore
where we used again the product formula (38) for multiple integrals. Therefore, by Theorem 1
The case 2 + α > 0. Let us first show that the term denoted by R N converges to zero in L 2 (Ω), as N → ∞ and to estimate its rate of convergence. Taking into account the behavior of f (N ) (see Lemma 1) and with K = 2, we have from (30)
with r N defined by (17). We will use the bound for r N obtained in Lemma 2 and the inequalities (24) and (25) in order to control the quantity h N (19). Actually, from (24) and (25) we can write for −2 < α < 0
while for α ≥ 0 we make use of (23).
The four-diagonal term in (32) (obtained for
and since r N (0) = f (N ) (10), by Lemma 1, it can be majorized as follows
The other terms are smaller than this one. Let us handle the other terms that compose the sum (32). We will separate the analysis upon α ≥ 0 and −2 < α < 0 since we have different bound for h N (k) in these two situations (see (23), (24), (25)). Suppose −2 < α < 0. The three diagonal term (with i = j = k = l) will be treated by using Lemma 2 to bound r N and (33). Notice that the biggest part of h N (k) is the part with between 1 and [N , this three diagonal term is then less than
by choosing ε > 0 very small.
Using the same tools, the two diagonal term (with i = j = k = l) is bounded by
and, due to (33) and the fact that the dominant part of h N (k) is the part with between 1 and [N 1+ α 2 +ε ], this is less than
for every ε > 0 such that ε < − α 2
. By taking ε close to zero, we can bound the two-diagonal term by C 1 N . Finally, the non diagonal summand (with i, j, k, l all distinct) will be bounded by
where we used Lemma 2. Next, by (33), we can further majorize it by CN −2+12ε . We can conclude that ER
and by Theorem 1 and (30), the first point of the conclusion is proved. The case α ≥ 0 is much easier. Using only the bound (see 23)
and (32), we get
The case α + 2 < 0. Recall from the proof of Proposition 2 that
We therefore get from (30), taking into account the behavior of f (N ) from Lemma 1, that
Putting together (35), (30) and Theorem 1, we obtain point 2. of the theorem.
The case α + 2 = 0. In this case we have from the proof of Proposition 3 that
for every k ≥ 1 and thus
and by majorizing the last exponential by 1 and denoting
Again Theorem 1 and the decomposition (30) will give the desired conclusion.
Appendix: Multiple Wiener integrals and Malliavin derivatives
Here we describe the elements from stochastic analysis that we will need in the paper. Consider H a real separable Hilbert space and (B(ϕ), ϕ ∈ H) an isonormal Gaussian process on a probability space (Ω, A, P ), which is a centered Gaussian family of random variables such that E (B(ϕ)B(ψ)) = ϕ, ψ H . Denote I n the multiple stochastic integral with respect to B (see [3] ). This I n is actually an isometry between the Hilbert space H n (symmetric tensor product) equipped with the scaled norm 1 √ n! · H ⊗n and the Wiener chaos of order n which is defined as the closed linear span of the random variables H n (B(ϕ)) where ϕ ∈ H, ϕ H = 1 and H n is the Hermite polynomial of degree n ≥ 1
The isometry of multiple integrals can be written as: for m, n positive integers, E (I n (f )I m (g)) = n! f ,g H ⊗n if m = n, E (I n (f )I m (g)) = 0 if m = n.
It also holds that I n (f ) = I n f wheref denotes the symmetrization of f defined byf (x 1 , . . . , x n ) = 1 n! σ∈Sn f (x σ(1) , . . . , x σ(n) ).
We recall that any square integrable random variable which is measurable with respect to the σ-algebra generated by B can be expanded into an orthogonal sum of multiple stochastic integrals
where f n ∈ H n are (uniquely determined) symmetric functions and
Let L be the Ornstein-Uhlenbeck operator
if F is given by (37) and it is such that ∞ n=1 n 2 n! f n 2 H ⊗n < ∞.
For p > 1 and α ∈ R we introduce the Sobolev-Watanabe space D α,p as the closure of the set of polynomial random variables with respect to the norm
where I represents the identity. We denote by D the Malliavin derivative operator that acts on smooth functions of the form F = g(B(ϕ 1 ), . . . , B(ϕ n )) (g is a smooth function with compact support and ϕ i ∈ H) DF = We will need the general formula for calculating products of Wiener chaos integrals of any orders p, q for any symmetric integrands f ∈ H p and g ∈ H q ; it is I p (f )I q (g) = (s 1 , . . . , s p− , u 1 , . . . , u )g(t 1 , . . . , t q− , u 1 , . . . , u )du 1 . . . du .
(39)
