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Tactical planning of resources in hospitals concerns elective patient admission planning and the intermediate
term allocation of resource capacities. Its main objectives are to achieve equitable access for patients, to
meet production targets/to serve the strategically agreed number of patients, and to use resources efficiently.
This paper proposes a method to develop a tactical resource allocation and elective patient admission plan.
These tactical plans allocate available resources to various care pathways and determine the selection of
patients to be served that are at a particular stage of their care pathways. Our method is developed in
a Mixed Integer Linear Programming framework and copes with multiple resources, multiple time periods
and multiple patient groups with various uncertain care pathways, thereby integrating decision making for
a chain of hospital resources. Computational results indicate that our method leads to a more equitable
distribution of resources and provides control of patient access times, the number of patients served and the
faction of allocated resource capacity. Our approach is generic, as the base MIP and the solution approach
allow for including various extensions to both the objective criteria and the constraints. Consequently, the
proposed method is applicable in various settings of tactical hospital management.
Key words : Care pathways, tactical planning, resource capacity planning, patient admission planning,
Mixed Integer Linear Programming (MIP)
1. Introduction
Tactical planning of resources is a key element of hospital planning and control that concerns
elective patient admission planning and the intermediate term allocation of resource capacities.
The main objectives are to achieve equitable access and treatment duration for patient groups,
to serve the strategically agreed target number of patients (i.e., production targets or quota), to
maximize resource utilization and to balance workload.
Hospital management aims to provide equitable access and treatment duration for patient groups
by controlling access times. Access time is the time a patients spend on the waiting list before being
served, and controlled access times ensure quality of care for the patient and prevents patients
from seeking treatment elsewhere [30]. Also, in some financial systems, hospitals receive payments
only after patients have completed their health care delivery process. Hence, waiting patients can
be costly, as resources and materials have already been invested, but revenues are still to come.
Furthermore, hospital management may have agreed with insurers or government to serve a target
number of patients. Therefore, evaluation and control of the number of patients served helps to
ensure that strategic objectives are being reached.
From a clinician’s perspective, tactical resource and admission plans subdivide the clinician’s time
into segments (e.g., consultation time and surgical time) and determine the number of patients to
serve from a particular patient group at a particular stage of their care pathway (e.g, consultation
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or surgery). Because care pathways connect multiple departments and resources into a network,
fluctuations in both patient arrivals (e.g., seasonality) and resource availability (e.g., holidays)
result in bullwhip effects [22] in the care chain. From a patient’s perspective, this means access
times strongly fluctuate during their care pathways. From a hospital’s perspective, this means that
resource utilizations and service levels fluctuate. To cope with these fluctuations, intermediate-
term re-allocation of hospital resources, taking into account a care chain perspective [6, 16, 25], is
required. For example, only optimizing the outpatient clinic capacity may lead to waiting times and
congestion downstream at the operating rooms. Likewise, optimizing operating room utilization
without considering admission planning in the outpatient clinic may lead to underutilized operating
room capacity.
The available approaches on the development of tactical resource and admission plans in the
Operations Research and Management Science (OR/MS) literature are myopic, focus on developing
long-term cyclical plans, or are not able to provide a solution for real-life sized instances; see
Section 2 for details. This paper presents a method to determine intermediate term tactical resource
and admission plans to cope with fluctuations in patient arrivals and resource availability. These
plans are developed for multiple resources and multiple patient groups with various care pathways,
thereby integrating decision making for a chain of hospital resources. The method incorporates
available knowledge about the state of the waiting lists and the available resource capacities. Our
computational results show that our method can be used to develop tactical resource and admission
plans for real-life sized instances and that it improves compliance with strategically set targets for
access times, care pathway duration and the number of patients served. The presented method can
also be used to develop tactical plans in other service industries and in manufacturing. However,
we restrict the presentation of the model and results in the terms of health care.
This paper is organized as follows. Section 2 discusses tactical resource and admission planning in
health care and industry. Section 3 presents our method for tactical resource and admission plan-
ning. Section 4 discuss our approach to generate instances, based on examples from practice, that
are used to run computational experiments. Section 5 presents the results of these computational
experiments, and Section 6 concludes this paper.
2. Background
Due to increasing demand for health care and increasing expenditures [24], health care organizations
are trying to re-organize processes more efficiently and effectively. Planning and control in health
care has received an increased amount of attention over the last ten years [4], both in practice
and in the literature. Health care planning and control can be subdivided in the hierarchical
levels of strategic, tactical and operational planning [18]. While strategic planning addresses the
dimensioning of resource capacities, tactical planning subdivides the settled resource capacities
among patient groups to reach strategically set targets and to facilitate operational planning, and
operational planning involves the short-term decision making related to the execution of the health
care delivery process. In this section, we discuss approaches in the literature for tactical planning
in health care and in industry.
Tactical resource and admission planning approaches are static or dynamic. Static approaches
result in long-term plans that are often cyclical. Dynamic approaches result in intermediate-term
plans in response to the variability in demand and supply. These approaches are compared in [27],
and their simulation results indicate that the dynamic approach results in lower access times and
higher resource utilization.
Tactical resource and admission planning approaches in health care are often myopic, which means
that they do not consider multiple departments and resources along a care pathway for patient
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groups. For example, they focus on the outpatient clinic [7, 11], diagnostic services [15, 27] or
operating rooms [1, 2, 8, 10, 26]. Although the benefits of an integrated approach are often rec-
ognized [6, 16, 25], relatively few articles integrate decision making for a chain of resources or
departments along the patient’s care pathway. To support integrated tactical resource and admis-
sion planning, [21] models care pathways as Markov chains to derive resource requirements for each
stage of a patient’s care pathway. Similar approaches for evaluation of resource requirements are
taken in [9, 12, 19, 28]. In order to calculate optimal static, elective patient admission plans for
multiple resources and multiple patient groups with various care pathways, [23] models the patient
process as a Markov Decision Process (MDP). Their experiments show that alternative methods
to solve the model should be developed, as the MDP approach is not yet suitable for realistically
sized instances.
The process of patients flowing through a network of service units can be compared to a classical
job shop in industry [13], which is a network of work stations capable of producing a wide variety
of jobs [14]. Hence, methods used in industry for job shop scheduling may be suitable for tactical
resource and admission planning in health care. Queueing models can be used to analyze tactical
production plans for a job shop [14, 20]. However, results in queueing theory are often based on
steady state assumptions, and therefore, queueing models are not suitable to analyze dynamic plans
with a finite planning horizon. Other methods to analyze a network of workstations in industry
are in the field of project scheduling. Project scheduling is concerned with small batch production
where resources are allocated to production activities over time [5]. Methods to allocate resources
to activities in project scheduling are often based on mathematical programming [17, 29, 31] or
MDP [3].
Summarizing, existing approaches to tactical resource and admission planning in health care are
myopic, focus on developing long-term cyclical plans, or do not provide a solution for real-life sized
instances. In Section 3, we propose a method to develop tactical resource and admission plans on
the intermediate term, for multiple resources and multiple care pathways.
3. Model description
We aim to allocate resource capacities among the various consecutive stages of different care
pathways. To this end, we propose a Mixed Integer Linear Program (MIP) to compute a patient
admission plan for multiple consecutive time periods. Section 3.1 provides the constraints to model
tactical resource and admission planning. We present our approach to the objective function in
Section 3.2. In our objective function, a weight reflects the priority to serve patients at a particular
stage in a particular care pathway. The determination of these weights is discussed in Section 3.3.
Tactical resource and admission planning has multiple objectives. Health care organizations may
prioritize these objectives differently, resulting in multiple possible objective functions. Hence, we
discuss the performance measures that can be calculated within the MIP to form alternative objec-
tive functions in Section 3.4. In addition, we discuss other extensions of the model in Section 3.5.
In the following, we introduce the problem in more detail and give some notation.
The planning horizon is discretized in consecutive time periods T = {0,1,2, . . . , T}. Furthermore,
we consider a set of resource types R = {1,2, . . . ,R} and a set of patient care pathways G =
{1,2, . . . ,G}. The number of patients that can be served by resource r ∈R is limited by the available
resource capacity φr,t in time period t ∈ T . Formally, patients that follow patient care pathway
g ∈ G receive care specified by a set of stages Sg = {(g,1), (g,2), . . . , (g, eg)}, where eg is the number
of stages of the care pathway. Patients following the same care pathway have the same resource
requirements in each stage (e.g., consultation times, surgery duration, number of consultations),
and to serve a patient of care pathway g ∈ G in stage j = (g, a) requires sj,r time units of resource
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r ∈R. After service at a certain stage, patients move to the next stage of their care pathway or leave
the system. More precisely, for two stages i, j ∈ Sg the value qij denotes the fraction of patients that
move from stage i to stage j, and the value 1−
∑
j∈Sg
qij denotes the fraction of patients that leave
the system. At each stage, patients may have to queue for service. Hence for each care pathway,
we obtain a set of queues Jg of cardinality eg. Although patients of different care pathways share
resources for service, we model the queues disjointly for different care pathways. Consequently, we
have a total set of queues J =
⋃
g∈G
Jg, where |J |=
∑
g∈G eg.
In each time period t ∈ T , we determine a patient admission plan, characterized by the decision
variable vectors Cj,t =
(
C0j,t,C
1
j,t, . . .
)
. The decision variable Cnj,t indicates the number of patients to
serve in time period t∈ T that have been waiting precisely n time periods at queue j ∈J . In order
to calculate the decision variables Cj,t, we evaluate for each queue j ∈ J the number of patients
that are waiting and the time that these patients are waiting. Therefore, we introduce waiting lists
Wj,t =
(
W 0j,t,W
1
j,t, . . .
)
, where W nj,t gives the number of patients that have been waiting precisely n
time periods at queue j ∈ J at the beginning of time period t ∈ T . When patients in waiting list
entry W nj,t are not served in time period t, they move to the entry W
n+1
j,t+1 in period t+1. Figure 1
illustrates the dynamics of the waiting list for a single queue.
Figure 1 The dynamics of the waiting list and patient service for a system with a single queue j ∈J .
For ease of notation we summarize the transition rates between the stages/queues in a routing
matrix Q of dimension |J |×|J |. By using one matrix Q for the rates, we enable modeling transitions
between queues of different patient care pathways (although not taken into account in this paper).
Furthermore, to be able to take into account a minimum time lag before patients that have been
served at one queue, can enter the following queue, we introduce a delay matrix D of dimension
|J |× |J |, where the entry dij denotes the minimum time lag (in time periods) between service from
queue i and entrance to queue j (i, j ∈J ). Finally, in addition to demand originating from serving
patients from other queues, there is a deterministic demand from outside the system λj,t (j ∈ J ,
t∈ T ). Together, the number of patients entering queue j ∈J in time period t∈ T is given by:
W 0j,t = λj,t+
∑
i∈J
∞∑
n=0
qij ·C
n
i,t−dij
. (1)
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3.1. Constraints to calculate a tactical resource and admission plan
The constraints to model the care pathways of patients in the tactical planning problem are given
below. Table 1 gives the sets, indices, variables and parameters used. Possible extensions are pre-
sented in Section 3.5.
W 0j,t = λj,t+
∑
i∈J
∞∑
n=0
qij ·C
n
i,t−dij
∀j ∈J , t∈ T , (2)
W nj,t =W
n−1
j,t−1−C
n−1
j,t−1 ∀j ∈J , t∈ T , n > 0, (3)
Cnj,t ≤W
n
j,t ∀j ∈J , t∈ T , n≥ 0, (4)∑
j∈J r
sj,r
∞∑
n=0
Cnj,t ≤ φr,t ∀r ∈R, t∈ T , (5)
Cj,t =
∞∑
n=0
Cnj,t ∈N ∀j ∈J , t∈ T , (6)
Cj,t ∈N ∀j ∈J , t∈ T . (7)
Sets Indices
J Queues i, j ∈J Queue
T Time periods t∈ T Time period
R Resource types r ∈R Resource type
J r Queues for resource type r, J r ⊆J i, j ∈J r Queue
n, d Time periods (to indicate waiting time)
Variables
Decision variable
Cnj,t The number of patients served from queue j in time period t, who have been waiting n time periods
Auxiliary variable
Wnj,t The number of patients in queue j at the start of time period t, who have been waiting n time periods
Parameters
βnj Objective function weight of patients in queue j, who have been waiting n time periods
λj,t New demand in queue j in time period t
φr,t Capacity of resource type r in time period t in time units
qij Probability that a patient moves from queue i to queue j
dij Number of time periods to move from queue i to queue j
sj,r Expected capacity requirements from resource type r for a patient in queue j in time units
Table 1 The sets, indices, variables and parameters used.
Constraints (2) and (3) stipulate that the waiting list variables are consistent. Constraint (2)
determines the number of patients newly entering a queue. Constraint (3) updates the waiting list
variables at each time period t∈ T . Constraint (4) stipulates that not more patients are served than
the number of patients on the waiting list. Constraint (5) assures that the resource capacity of each
resource type r ∈R is sufficient to serve all patients. Constraint (6) determines the total number
of patients served at a queue in a time period, and Constraint (7) is an integrality constraint for
the total number of patients served at a queue in a time period.
Remark 1. For numerical purpose, to solve our optimization problem, the number n of time
periods that patients are waiting is bounded at some value nˆ. Consequently, Constraints (2) to (6)
require adaptation and a constraint is added to stipulate that the number W nˆj,t of patients who are
not served in time period t− 1 and are waiting nˆ time periods, remain on the waiting list in time
period t:
W nˆj,t =
∑nˆ
m=nˆ−1
(
Wmj,t−1−C
m
j,t−1
)
, ∀j ∈ J , t∈ T . (8)
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3.2. Objective function
From our experience with the hospitals we collaborate with, the main objectives of tactical plan-
ning are to achieve equitable access and treatment duration for patient groups and to serve the
strategically agreed number of patients. Therefore, we incorporate these two objectives in our objec-
tive function (9). The other objectives of tactical planning mentioned in Section 1; to maximize
resource utilization and to balance the workload, can be captured in alternative objective functions
and extensions of the model. We propose starting points for these extensions in Sections 3.4 and 3.5
respectively.
We use the following objective function:
min
∑
j∈J
∑∞
n=0
βnj
∑
t∈T W
n
j,t. (9)
The objective function (9) aggregates the weighted number of patients waiting in each queue j ∈ J
in each time period t∈ T . Weights βnj (j ∈ J and n= 0,1,2, . . .) are incorporated in the objective
function to prioritize the various queues in order to deploy resources where they are most effective.
The two objectives, to achieve equitable access and treatment duration for patient groups and to
serve the strategically agreed number of patients, are reflected in these weights. We propose an
iterative procedure to determine these weights in Section 3.3.
3.3. Procedure to determine the weights
The effect of the resource allocation is measured in the MIP’s objective. Inspired by the hospitals
we collaborate with, we choose to use access time and the number of patients served as performance
metrics. The procedure to determine the weights of the objective terms is an iterative one. We
initialize the weights, solve the MIP and measure the metrics as we explain below, then update
the weights, solve the MIP, etc. In this section we first explain how we measure the performance
metrics from the MIP solution, and then explain in detail the iterative procedure of determining
the weights.
Access time. Access time Aαj,t may be measured from the MIP solution as follows:
Aαj,t =min{n|
n∑
m=0
Wmj,t >α
∞∑
m=0
Wmj,t}, j ∈J , t∈ T , (10)
where α is a given percentile. Hospital managers aim to control access times by imposing access
time targets aˆαj,t. We aim to evaluate the effect of a calculated tactical resource and admission plan
on the access time Aαj,t in comparison with the access time target aˆ
α
j,t for each queue j ∈ J and
time period t∈ T . Hence, we may calculate a performance ratio LAα,j,t for the access time with:
LAα,j,t =
Aαj,t
aˆαj,t
, j ∈J , t∈ T . (11)
We use this ratio to evaluate how close to target the performance of the current solution is. For
example, if LAα,j,t > 1, then access times are above target.
The number of patients served. Health care managers aim to control the number Cj,t of patients
served by imposing a target cˆj,t for the number of patients served. We assume that this target cˆj,t
is given for each queue j ∈ J and time period t ∈ T . In practice, targets may typically be set for
care pathways, by setting the target for either the first or the last queue in care pathways. In our
model, we assume that these care pathway targets can be converted to targets for each stage of a
care pathway.
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We aim to evaluate the effect of a calculated tactical resource and admission plan on the number
Cj,t of patients served in comparison with the target number cˆj,t of patients served for each queue
j ∈ J and time period t ∈ T . Hence, we may calculate a performance ratio LCj,t for the number of
patients served by:
LCj,t =
cˆj,t
Cj,t
, j ∈J , t∈ T . (12)
We use the performance ratios (11) and (12) in the procedure to calculate the weights, which we
explain below. The nonnegative weights βnj , where j ∈ J and n= 0,1,2, . . . indicate the number of
time periods waiting, lead to a matrix B:
B =


β0
1
β1
1
β2
1
. . .
β02 β
1
2 β
2
2 . . .
...
...
... . . .
β0|J |−1 β
1
|J |−1 β
2
|J |−1 . . .
β0|J | β
1
|J | β
2
|J | . . .


Two assumptions are made regarding the structure of B.
Assumption 2. βnj <β
n+1
j , for all j ∈J and n= 0,1,2 . . .
Assumption 3. If qij > 0, then max
n
βni >min
n
βnj , for all i, j ∈J
Remark 4. Under Assumption 2, min
n
βnj = β
0
j , for all i, j ∈J
In the following, we justify these assumptions from a theoretical and practical point of view.
1. When patients are served first-come, first-served (FCFS) at queue j ∈ J , we want the MIP to
have the incentive to first serve the patient who has waited the longest in queue j. This FCFS
property leads to monotonically increasing weights βnj for each queue j ∈ J ,
2. If a patient moves with positive probability from queue i to queue j (i, j ∈ J ), there is a local
incentive to serve the patient at queue i when the maximum weight in row i is larger than the
minimum weight in row j. If B is not structured in this way, then even with an infinite resource
capacity at queue i, locally there is no incentive to serve a patient at queue i.
We propose the following function to determine B:
βnj =
{
0 if n= 0
uj · (mj)
n if n> 0
∀j ∈J . (13)
This function requires two parameters uj and mj per queue j ∈ J to determine B. By restricting
the parametermj to values larger than 1, we satisfy Assumption 2. Following Remark 4, by setting
β0j = 0, we ensure that Assumption 3 holds.
Taking into account Assumptions 2 and 3, the weights in B can be determined with various
approaches. For example, one may manually decide on the weights, based on numerous performance
measures and perhaps other quantifiable or subjective reasons. These performance measures can
be patient oriented, such as access time, medical urgency and pain experience, and organization
oriented, such as financial incentives and agreements with insurance companies about the number
of patients to serve. In this paper, we propose to calculate the weights in an iterative manner as
follows. First, B is initialized with starting values and the MIP is solved. After that, B is updated
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based on the solution of the MIP, and the MIP is solved again with the updated B. This iterative
way of updating B and solving the MIP is performed until some criterion is met. To design such
an iterative procedure, three topics need to be addressed:
1. The initialization of B.
2. The adaptation of B after solving the MIP.
3. The stopping criterion.
The following iterative procedure is used to initialize and update B. In B there are at most
|J | × nˆ elements that require initializing and updating. By using 13, we need to adjust at most
2× |J | parameters every iteration. The iterative procedure uses the performance ratios LAα,j,t and
LCj,t to update B by determining new values for uj and mj for each queue j ∈ J . First, the
parameters uj and mj are initialized by evaluating the performance ratios in previous planning
period. Consequently, the performance prior to the planning period influences decision making
in the planning period. When no historical data is available, the parameters are assumed to be
uj = 1 and mj = 1 + ǫ, where ǫ is a small number. The weights β
n
j corresponding to the chosen
values uj and mj are calculated with (13) and the MIP is solved. Based on the MIP solution, the
parameters uj and mj are updated using the performance ratios for this planning period. To avoid
strong oscillations of the outcome for the performance ratios over the course of the planning period,
we ensure that the number of changes of the parameters gets smaller with increasing number of
iterations.
In the following, we formalize the iterative procedure to updateB. The iteration number is indicated
by s.
Step 1: s := 1. Initialize uj and mj, for all j ∈J , with:
uj(1) =
cˆj,0
Cj,0
, mj(1) = 1+
Aαj,1
aˆαj,1
∀j ∈J , (14)
where Cj,0 is the number of patients served from queue j ∈J in the data history, for example the
previous planning period. Aαj,1 is the access time at the start of the planning period. If no history
is available, then uj(1) = 1 and mj(1) = 1+ ǫ, where ǫ is a small number.
Step 2: Determine βnj , for all j ∈J and n=0,1,2, . . ., with (13). Solve the MIP with the obtained
B.
Step 3: s := s+1. Update uj(s) and mj(s), for all j ∈J , with
uj(s) :=max{0+ ǫ, uj(s− 1)+
1
s


T−1∑
l=0
ωlcˆj,l
T−1∑
l=0
ωlCj,l
− 1

}, j ∈J , (15)
mj(s) :=max{1+ ǫ,mj(s− 1)+
1
s


T∑
l=1
ωlA
α
j,l
T∑
l=1
ωlaˆ
α
j,l
− 1

}, j ∈J , (16)
where ωt are weights for different time periods t ∈ T . In (15) and (16), we subtract 1 from the
performance ratio outcome. When the subtraction results in a negative value, queue j ∈ J is
overperforming, i.e., more resource capacities than required are allocated to this queue. This over-
performance is mitigated by decreasing the parameters uj(s) and mj(s) in (15) and (16), which
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cause the weights βnj for n=0,1, . . . and queue j ∈J to decrease. Conversely, when a positive num-
ber is the result of subtracting 1 from the performance ratios, queue j ∈J is underperforming, and
the parameters uj(s) and mj(s) are increased. This results in increased weights β
n
j for n=0,1, . . .
and queue j ∈ J , which may increase the resource capacities that are allocated to queue j ∈ J to
increase performance for queue j. By summing over all time periods in (15) and (16), we take into
account performance over all time periods.
The weights ωt can be used to emphasize results in particular time periods. For example by letting
ωt increase with t, one emphasizes the results that are obtained later in the planning period. Of
course, the objective of these weights ωt should match the application at hand. For example, a
rolling horizon approach may not benefit from an emphasis on later time periods, because those
later time periods are not actually implemented.
Step 4: If max{|uj(s)−uj(s− 1)|, |mj(s)−mj(s− 1)|}< θ, for all j ∈J , where θ is a small num-
ber, then stop, else repeat Steps 2-4.
The setup of the above iterative procedure is such that it leads to convergence of the weights in B.
This follows from the fact that the terms between brackets in (15) and (16) are bounded. Changes
in both Aαj,t and Cj,t in (15) and (16) are bounded by the limited availability of resource capacities.
Since these terms are bounded, the changes in parameters (uj(s)−uj(s−1) and mj(s)−mj(s−1))
are converging to 0 as they are multiplied by 1
s
in (15) and (16). Therefore, the differences uj(s)−
uj(s− 1) and mj(s)−mj(s− 1) are also converging to 0 in s. Hence, the stopping criterion is met
at some s and therefore, the method converges.
In our approach, the calculation of the weights is separated from the MIP. This separation on the
one hand prevents that the objective function of the MIP becomes quadratic. On the other hand, it
prevents additional constraints in the MIP with regards to the weights. Another advantage of this
separation is the clear distinction between calculating the weights based on explicit performance
measures and calculating the patient admission plan with the MIP. This distinction provides the
opportunity to determine the weights manually or with the described iterative procedure, which
can be easily adapted to incorporate additional requirements.
3.4. Alternative performance metrics for tactical resource and admission planning
Recall from Section 1 that the main objectives of tactical planning are to achieve equitable access
and treatment duration for patient groups, to serve the strategically agreed target number of patients,
to maximize resource utilization and to balance workload. The priority given to different objectives
of tactical planning may vary between hospitals and their particular environments. Hence, the
model can be adapted and extended in various ways. In this section, we present performance
measures that can be used to define alternative objective functions or to initialize and update the
weights in the iterative procedure described in Section 3.3. We also show how these performance
measures can be obtained from the solution of the modeled MIP.
Achieving equitable access and treatment duration for patient groups
• Number of patients waiting longer than a norm. The number of patients that wait longer than a
certain norm aˆj,t is measured as follows:
Oj,t=
∞∑
n=aˆj,t+1
W nj,t, j ∈J , t∈ T . (17)
The number of time periods that patients are waiting longer than the norm aˆj,t may be measured
as follows:
Pj,t=
∞∑
n=aˆj,t+1
(n− aˆj,t)W
n
j,t, j ∈J , t∈ T . (18)
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• Access time. Access time Aαj,t is measured by (10) for all j ∈ J , t∈ T and α. The average access
time A¯j,t may be calculated by:
A¯j,t =
∞∑
n=0
nW nj,t
∞∑
n=0
W nj,t
, j ∈J , t∈ T . (19)
• Performance ratio for access time. The access time Aαj,t in comparison with the access time target
aˆαj,t may be calculate by performance ratio L
A
α,j,t (11).
• Total duration of a care pathway. We may measure the duration Hαg,t of a care pathway by
summing over the access time in each stage as follows:
Hαg,t =
∑
j∈Jg
Aαj,t, g ∈ G, t∈ T . (20)
The average duration H¯g,t of a care pathway may be calculated as follows:
H¯g,t =
∑
j∈Jg
A¯j,t, g ∈ G, t∈ T . (21)
• Performance ratio for duration of a care pathway. We may evaluate the duration of a care
pathway by aggregating the performance ratios in a care pathway’s stages as follows:
LHα,g,t =
1
eg
∑
j∈Jg
LAα,j,t, g ∈ G, t∈ T . (22)
Serving the strategically agreed number of patients
• The number of patients served. The number Cj,t of patients served and a target cˆj,t for the
number of patients served are discussed in Section 3.3.
• Performance ratio for the number of patients served. The number Cj,t of patients served in
comparison with the target number cˆj,t of patients served may be calculated by performance
ratio LCj,t (12).
Maximizing resource utilization and balancing workload
• Fraction of resource capacities that are allocated to care pathways. The fraction ρr,t of resource
capacities that are allocated to care pathways may be calculated by:
ρr,t =
∑
j∈J r sj,rCj,t
φr,t
, r ∈R, t∈ T . (23)
• Resource allocation to a set Vr ⊂J r of queues. Hospital management may want to keep resource
allocation γVr ,t to, or the number µVr ,t of patients served in, a subset V
r ⊂J r of queues consistent
between time periods. These measures may be evaluated by:
γVr ,t=
∑
j∈Vr sj,rCj,t, t∈ T , (24)
µVr,t =
∑
j∈Vr Cj,t, t∈ T , (25)
where Vr ⊂J r, for r ∈R.
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3.5. Model extensions
In this section, we discuss various opportunities to extend the our method:
• Our dynamic approach makes it possible to respond appropriately to expected changes in
patient demand or resource availability, but it may also result in varying patient admissions
between different time periods. If necessary, this variation may be controlled by introducing
additional constraints that limit the variation of the number Cj,t of patient admissions between
time periods t∈ T .
• Hospital management may want to bound the amount of resource capacities allocated to partic-
ular queues. For example, when doctors serve patients at the outpatient clinic and the operating
room, a hospital manager may want to limit the capacity the doctor is allocated to the operat-
ing room based on operating room availability. To control or to balance the fraction of resource
capacity that is allocated to a queue or a set of queues, constraints can be introduced.
• Already scheduled appointments may be included in the MIP. A constraint on the decision
variables Cj,t can ensure that the number of patients admitted at queue j ∈ J and time period
t∈ T is larger or equal to the number of already scheduled appointments. The scheduled patients
should also be incorporated in the waiting list to ensure feasibility of the MIP with regards to
Constraint (4). One can also choose to disregard the already scheduled appointments in the
MIP by reducing the resource capacity φr,t with the capacity required for the already scheduled
appointments. Note that by excluding scheduled patients from the model, they are also omitted
from the modeled waiting lists Wj,t for j ∈J and t∈ T .
• Hospital management can evaluate the performance of a given patient admission plan, for
example a manual or a cyclical plan, by fixing the decision variables Cj,t to the number of
planned admissions in the given patient admission plan.
4. Test approach
The MIP and iterative method described in Section 3 are programmed in AIMMS 3.10, which
uses ILOG CPLEX 12.1 to solve the MIP. To test our iterative method, we have implemented an
instance generator that allows us to produce test instances with various parameter settings, based
on examples from hospitals. Section 4.1 discusses the instance generator.
4.1. Instance generation
Table 2 lists the parameters that characterize and influence the complexity of the test instances.
Some parameters influence problem size (e.g., the length of the planning horizon, the number of
patient groups and the number of resource types), while other parameters influence the solution
space (e.g., the initial waiting lists and the resource capacities). In our experiments, we do not
take into account the delay matrix D, which has limited influence on the problem size and solution
space.
The number T of time periods, the number R of resource types and the number |J | of queues
determine the size of the MIP. The number |J | of queues is determined by the number of care
pathways and the number of stages in each care pathway, as |J |=
∑
g∈G
eg.
For every instance, the values for the parameters in Table 2 are uniformly drawn from the possible
values given in the third column of Table 2. We assume that new demand only arrives to the first
queue in care pathways. We have three sets of values for the service time sj,r, since these vary
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Parameter Description Used values for testing
T The number of time periods {8}
R The number of resource types {2}
G The number of care pathways {6,8,10}
eg The number of stages in care pathway g ∈ G {3,5,7}
sj,r Expected service time from resource type r ∈ R for a
patient in queue j ∈J in time units (three value sets)
{10,15,20},
{100,120,140},
{200,220,240}
λj,t New demand in queue j ∈J in time period t∈ T {2,6,10}
qij The routing probabilities between queue i, j ∈J {0,0.25,0.5,0.75,1}
aˆj,t Target access time for queue j ∈J and time period t∈ T {1,2, . . . ,8}
cˆj,t Target number of served patients for queue j ∈J and time
period t∈ T
{2,3, . . . ,10}
cˆj,0 Target number of served patients for queue j ∈ J in the
previous planning period
{10,30,50}
Cj,0 The number of served patients for queue j ∈ J in the pre-
vious planning period
{10,30,50}
n¯j The number of time periods the longest-waiting patients
have been waiting on the initial waiting list for queue j ∈J
{1,2, . . . ,16}
Table 2 The parameters that characterize the test instances.
between different services (e.g., consultations, MRI scans and surgeries). The three sets correspond
to a low, medium and high service time respectively.
We first generate Cj,0, i.e., the number of patients served in queue j in the previous planning period.
We start by generating Cj,0 for the first queue in the care pathway. For all subsequent queues in
the care pathway, we draw Cj,0 from
[
0.75
∑
i∈J qijCi,0,1.25
∑
i∈J qijCi,0
]
. A similar approach is
applied in generating cˆj,0 and cˆj,t, for all t ∈ T . We first generate cˆj,0 and cˆj,t, for all t ∈ T , for
the first queue in the care pathway. For all subsequent queues in the care pathway, we choose
cˆj,0 =
∑
i∈J qij cˆi,0 and cˆj,t=
∑
i∈J qij cˆi,t, for all t∈ T .
We then generate the initial waiting list Wj,1 =
(
W 0j,1,W
1
j,1, . . .
)
. Wj,1 represents the waiting list
at the start of the planning period, because the waiting list Wj,1 is calculated before patients are
served in this time period. First, we draw n¯j, which indicates the number of time periods the
longest-waiting patients have been waiting on the initial waiting list of queue j ∈ J . Then, we
determine the number W nj,1 of patients waiting n time periods by:
W nj,1 =
bj
n
, j ∈J , 0<n≤ n¯j.
where bj is calculated as follows. We first generate bj for the first queue in the care pathway by:
bj =
∑
t∈T λj,t
T
, j ∈J , t∈ T .
For all subsequent queues in the care pathway, we draw bj from
[
0.75
∑
i∈J qijbi,1.25
∑
i∈J qijbi
]
.
By dividing by n in (26), the number W nj,1 of patients waiting n time periods decreases as n grows.
This structures the initial waiting list Wj,1 for each j ∈ J to resemble waiting lists observed in
practice.
To determine the resource capacities φr,t for each resource type r ∈R and time period t ∈ T , we
first approximate the amount φ˜r of resources required in the current planning period by summing
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the amount of resources required by arriving patients λj,t, for all t ∈ T , throughout their care
pathways. Using φ˜r and a tuning parameter κr, we determine φr,t by:
φr,t = κr
φ˜r
T
, r ∈R, t∈ T . (26)
Unless stated otherwise, we assume κr = 1, for all r ∈ R. The method’s sensitivity to varying
capacity dimensions is examined by varying κr in the computational experiments.
We bound the computation time for the MIP by 100 seconds. For the procedure to determine the
weights, we set the following entries α= 0.9, ǫ= 0.01, θ= 0.01 and ωt =1, for all t∈ T . The latter
indicates that we give the same weight to each time period.
5. Results
We use the performance measures introduced in Section 3 to evaluate the proposed method for
tactical resource and admission planning. We generate 300 instances following the procedure of
Section 4. For each queue and time period in the 300 generated instances, we calculate the three
performance ratios for access time, the number of patients served and total duration of a care
pathway by (11), (12) and (22) respectively. For each type of performance ratio and each time
period, we generate one list of the calculated ratios in all instances. Subsequently, these lists are
sorted in ascending order. The sorted lists can be used to evaluate each type of performance ratio
at a given percentile for each time period. For example, when there are 3000 ratios on a sorted list,
the 300-th entry represents the 10-th percentile. When we curve these percentiles and the curve
decreases (increases) for successive time periods, we know that for a given fraction of the queues
in all 300 instances, the performance ratio decreases (increases). Below, we present our results for
each tactical planning objective.
Achieving equitable access and treatment duration for patient groups
The curves in Figure 2 display the percentiles for the performance ratios LA0.9,j,t for the access time
in all queues in all instances. The curves show that resource capacities are allocated such that the
performance ratios LA0.9,j,t for access times become less variable, as the range between the 20-th and
80-th percentiles decreases and stabilizes over time periods. Hence, we may conclude that resources
are more equitably divided over queues during the planning period, leading to less variation in
performance ratios.
The performance ratios tend toward a number above 1, because the total resource capacity φr,t per
resource r ∈R in time period t∈ T is sufficient to serve new demand, but not the already existing
waiting list Wj,0. When κr in (26) is increased, more capacity is available to serve new demand
and the existing waiting list. As a result, the performance ratios in the graph in Figure 3 tend
towards a lower number than the performance ratios in the graph in Figure 2. In this case, they
tend toward 1, which indicates that resource capacities are allocated such that access times for a
higher fraction of queues are closer to target.
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Figure 2 The 20-th, 50-th and 80-th percentiles of the performance ratios LA0.9,j,t for access time for all queues
in all instances.
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Figure 3 The 20-th, 50-th and 80-th percentiles of the performance ratios LA0.9,j,t for access time for all queues
in all instances, when κr = 1.1 for all r ∈R.
The curves in Figure 4 display the percentiles for the performance ratios LH
0.9,g,t for the duration
of a care pathway for all care pathways in all instances. The method allocates resources such that
the performance ratios LH
0.9,g,t for the care pathway durations tend towards 1. We may conclude
that the duration of a care pathway is closer to target for a larger fraction of care pathways.
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Figure 4 The 20-th, 50-th and 80-th percentiles of the performance ratios LH0.9,g,t for the duration of a care
pathway for all care pathways in all instances.
Serving the strategically agreed target number of patients
The curves in Figure 5 display the percentiles for the performance ratios LCj,t for the number of
patients served in all queues in all instances. Resources are allocated such that the performance
ratios LCj,t for the number of patients served are less variable and tend toward 1. This indicates
that resource capacities are allocated such that the number of patients served for a higher fraction
of queues are closer to target.
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Figure 5 The 20-th, 50-th and 80-th percentiles of the performance ratios LCj,t for the number of patients served
for all queues in all instances.
Maximizing resource utilization and balancing workload
The fraction ρr,t of resource capacities r ∈R that are allocated to care pathways in time period t∈ T
can be used to identify bottleneck and underutilized resources. Graphing these percentages supports
this identification. For example, the histogram in Figure 6 shows a decline in the percentage of
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resource capacity that is allocated to care pathways in time periods t = 3 and t = 4. Hospital
management can use these histograms to decide on patient admission policies, or to dimension and
allocate resource capacities. In addition, the fraction ρr,t of resource capacities that are allocated
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Figure 6 Example of the fraction ρr,t of resource capacities allocated to care pathways for a resource type in an
instance.
to care pathways can be used to evaluate the workload balance. For example, the workload is
significantly lower in time periods t= 3 and t= 4 for the resource depicted in the graph of Figure 6.
Constraints may be introduced in the MIP to improve the workload balance in the planning period.
These constraints are discussed in Section 3.5.
The calculation time for relatively large instances (G = 10, eg = 5,∀g ∈ G, T = 8, R = 2) is 16
minutes, which may be assumed to be reasonable for a tactical planning method. Furthermore, the
average integrality gap for all generated instances is 0.44%.
6. Conclusion and discussion
Inspired by multiple hospitals that are investigating the potential use of tactical planning, we
have developed an iterative method that can be used dynamically to develop mid-term tactical
resource and admission plans for real-life sized instances. These tactical resource and admission
plans allocate resource capacity over care pathways and determine the number of patients to serve
at a particular stage of their care pathway.
Computational results show that our method improves compliance with targets for access times,
care pathway duration and the number of patients served. The method is a tool for hospital
management to achieve equitable access and treatment duration for patient groups and to serve the
strategically agreed target number of patients. Within this framework, the method can be adapted
to maximize resource utilization and/or to balance workload. It may be used to identify bottleneck
resources or underutilized resources, and for scenario analysis in anticipation of peaks in patient
demand or resource (un)availability. This allows a timely response, such as temporarily increasing
or decreasing resource capacities to improve access times and workload balance.
The method integrates decision making for multiple resources, multiple time periods and multiple
patient groups with various uncertain care pathways. Care pathways connect multiple departments
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and resources into a network and fluctuations in both patient arrivals (e.g., seasonality) and resource
availability (e.g., holidays) result in bullwhip effects in the care chain. Therefore, coordinated
decision making along a care chain of hospital resources offers improvement potential.
The basic elements of the tactical planning problem in health care also occur in other industries.
Since our method can be extended and adapted easily, it can be used in other service and manufac-
turing environments. Alternative constraints and objective functions may better fit the objectives
of tactical planning of a particular organization. Hence, we have mentioned that various other
performance measures can be used to develop alternative objective functions and that various pos-
sible extensions of the model may be of interest, including constraints to balance the number of
patient admissions and resource capacities allocated to particular care pathways over time, and
the incorporation of already scheduled patients. These extensions are interesting topics for further
research.
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