Abstract. We prove that a quasi-bialgebra admits a preantipode if and only if the associated free quasi-Hopf bimodule functor is Frobenius, if and only if the relative (opmonoidal) monad is a Hopf monad. The same results hold in particular for a bialgebra, tightening the connection between Hopf and Frobenius properties.
Introduction
It has been known for a long time that Hopf algebras (with some additional finiteness condition) are essentially the same as Frobenius algebras. In fact, Larson and Sweedler proved in [19] that any finite-dimensional Hopf algebra over a PID is automatically Frobenius and Pareigis extended this result in [24] by proving that a bialgebra B over a commutative ring k is a finitely generated and projective Hopf algebra with B * ∼ = k if and only if it is Frobenius as an algebra with Frobenius homomorphism ψ ∈ B * . He called FH-algebras such bialgebras that are Frobenius and Hopf at the same time. Afterwards, great attention has been devoted to these FH-algebras (see e.g. [17, 23] ) and to the interactions between Frobenius and Hopf algebra theory in general (see [4, 5, 16, 20] ). In particular, there exist a number of results that extend Larson-Sweedler's and Pareigis' theorems to more general classes of Hopf-like structures ( [14, 15, 18, 31] ).
Following their increasing importance, many extensions of Hopf and Frobenius algebras have arisen. Let us mention (co)quasi-Hopf algebras, Hopf algebroids, Hopf monads, Frobenius monads, Frobenius monoids and Frobenius functors. At the same time new results appeared ( [3, 8, 15] ), showing that there is a deeper connection between the Hopf and the Frobenius properties that deserves to be uncovered. In [26] we realised that Frobenius functors may play an important role in this. In fact, we proved that a bialgebra B which is also flat as a k-module is a one-sided Hopf algebra (in the sense of [12] ) with anti-(co)multiplicative one-sided antipode if and only if the free Hopf module functor − ⊗ B : M → M B B (key ingredient of the renowned Structure Theorem for Hopf modules) is Frobenius. In the finitely generated and projective case, this allowed us to prove a categorical extension of Pareigis' theorem (see [26, Theorem 3.14] ). In the present paper we continue our investigation in this direction by analysing another important adjoint triple strictly connected with bialgebras and their representations, namely the one associated with the free two-sided Hopf module functor − ⊗ B : B M → B M B B . The study of the Frobenius property for this latter functor has proved to be even more significant than the previous one for two main reasons. The first one is that being Frobenius for − ⊗ B : B M → B M B B has proven to be in fact equivalent to B being a Hopf algebra. Even more generally, the following is our first main result.
Theorem (Theorem 2.8). The following are equivalent for a quasi-bialgebra A.
(1) A admits a preantipode; (2) a strong monoidal functor between monoidal categories, turns out to be an opmonoidal monad in the sense of [21] . As such, it allows us to relate our approach by means of Frobenius functors with the theory of Hopf monads developed by Bruguières, Lack and Virelizier in [6, 7] . In concrete, the following is our second main result. Notations and conventions. Throughout the paper, k will denote a base commutative ring (from time to time a field) and A a quasi-bialgebra over k with unit u : k → A (the unit element of A will be denoted by 1 A or simply 1), multiplication m : A ⊗ A → A (often denoted by simple juxtaposition), counit ε : A → k and comultiplication ∆ : A → A ⊗ A. We will write A + for the augmentation ideal of A, that is to say, the kernel of the counit ker(ε). The category of all (central) k-modules will be denoted by M and by M A (resp.
Theorem (Theorem 3.2). The following are equivalent for a quasi-bialgebra A.
A M) and A M A we will mean the categories of right (resp. left) modules and bimodules over A, respectively. The unadorned tensor product ⊗ will be the tensor product over k as well as the unadorned Hom will stand for the space of k-linear maps. The coaction of a comodule will be usually denoted by δ and the action of a module by µ, · or simply juxtaposition. We will often shorten iterated tensor products A ⊗ A ⊗ · · · ⊗ A of n copies of A by A ⊗n . When specializing results to the coassociative framework, we will use B to denote a bialgebra over k.
1. Preliminaries 1.1. Adjoint triples. Let us recall quickly some facts about adjoint triples and Frobenius functors that we are going to use in the paper. For further details on these objects in connection with our setting, see for example [26, §1] . Given categories C and D, we say that functors L, R : C → D, F : D → C form an adjoint triple if L is left adjoint to F which is left adjoint to R, i.e. L ⊣ F ⊣ R. They form an ambidextrous adjunction if there is a natural isomorphism L ∼ = R. As a matter of notation, we set η : Id → F L, ǫ : LF → Id for the unit and counit of the left-most adjunction and γ : Id → RF , θ : F R → Id for the right-most one. If in addition F is fully faithful, that is, if ǫ and γ are natural isomorphisms, then we have a distinguished natural transformation
Recall also that a Frobenius pair for the categories C and D is a couple of functors F : C → D and G : D → C such that G is left and right adjoint to F . A functor F : C → D is said to be Frobenius if there exists a functor G : D → C which is at the same time left and right adjoint to F . The subsequent lemma collects some rephrasing of the Frobenius property for future reference. Since we are interested in adjoint triples whose middle functor is fully faithful, Lemma 1.1 allows us to study the Frobenius property by simply looking at the invertibility of the canonical map σ. Observe that
and
whence, in particular, σF is always a natural isomorphism.
Monoidal categories.
Recall that a monoidal category (M, ⊗, I, a, l, r) is a category M endowed with a functor ⊗ : M × M → M (the tensor product), with a distinguished object I (the unit) and with three natural isomorphisms
that satisfy the Pentagon and the Triangle Axioms, that is,
Given two monoidal categories (M, ⊗, I, a, l, r) and
for X, Y objects in M, which are natural in both entrances. A quasi-monoidal functor F is said to be neutral if
and it is said to be strong monoidal if, in addition,
for all X, Y, Z in M. Furthermore, it is said to be strict if ϕ 0 and ϕ are the identities. A strong monoidal functor (F , ϕ 0 , ϕ) such that F is an equivalence of categories is called a monoidal equivalence. If F comes together with a morphism ϕ 0 : I ′ → F (I) and a natural transformation
are not necessarily invertible but that satisfy (2) and (3) then it is called a monoidal functor (also termed lax monoidal functor in [1] ). If instead F comes together with a morphism ψ 0 : F (I) → I ′ and a natural transformation
(not necessarily invertible) satisfying the analogues of (2) and (3) then it is called an opmonoidal functor (also termed colax monoidal functor in [1] and comonoidal functor in [6, 7] ).
A natural transformation γ between monoidal functors (F , ϕ 0 , ϕ) and (G,
Similarly, one defines opmonoidal natural transformations between opmonoidal functors. An adjoint pair of monoidal functors is called a monoidal adjunction (also termed a laxlax adjunction in [1] ) if the unit and the counit are monoidal natural transformations. Analogously, one defines opmonoidal adjunctions (also termed colax-colax adjunctions in [1] and comonoidal adjunctions in [6, 7] ). Henceforth, we will often omit the constraints when referring to a monoidal category.
1.3. Quasi-bialgebras and quasi-Hopf bimodules. Let k be a commutative ring. Recall from [10] that a quasi-bialgebra over k is an algebra A endowed with two algebra maps ∆ :
∆ is counital with counit ε and it is coassociative up to conjugation by Φ, that is,
As a matter of notation, we will write
The following lemma gives an equivalent characterization of quasi-bialgebras in terms of their categories of modules (see [2, Theorem 1] 
As a matter of notation, if the context requires to stress explicitly the (co)module structures on a particular k-module V , we will adopt the following conventions. With a full bullet, such as V • or V
• , we will denote a given right action or coaction respectively (analogously for the left ones). For example, a left comodule V over a bialgebra B in the category of B-bimodules will be also denoted by
= V ⊗ k ε we will denote the trivial right comodule and right module structures on V , respectively (analogously for the left ones). Remark 1.3. Also the category A M A of A-bimodules over a quasi-bialgebra A is monoidal with neutral quasi-monoidal underlying functor to k-modules. The associativity constraint is given by conjugation by Φ: for every M, N, P ∈ A M A and for all m ∈ M, n ∈ N, p ∈ P , 
Therefore, we will use the notation a for the associativity constraint in the category of left, right and A-bimodules indifferently. Furthermore, it can be checked that A, as a bimodule over itself and together with ∆ and ε, is a comonoid in A M A , so that we may consider the
A of the so-called quasi-Hopf bimodules.
It is straightforward to check that the category of left modules over a quasi-bialgebra A is not only monoidal, but in fact a right (and left) closed monoidal category with internal hom-functor A Hom (A ⊗ N , −) for all N ∈ A M (for an explicit proof, see [27] 
where the left A-module structures on A Hom (N ⊗ A, P ) and A Hom (A ⊗ N, P ) are induced by the right A-module structure on A itself. 
Moreover, in light of [29, Proposition 3.6 ] the functor − ⊗ A is a monoidal functor from
In a nutshell, the argument revolves around the fact that
is an isomorphism of quasi-Hopf bimodules, natural in V and W objects of A M. 
Preantipodes and Frobenius functors
This section is devoted to the study of a distinguished adjoint triple that naturally arises when dealing with the so-called Structure Theorem for quasi-Hopf bimodules over a quasibialgebra A (see [13, 28] ). We will see that being Frobenius for the functors involved is equivalent to being equivalences and hence to the existence of a preantipode for A. As a by-product, we will find a new equivalent condition for a bialgebra to admit an antipode.
For every quasi-Hopf bimodule M,
On the other hand, for every A-module N the tensor product N ⊗ A is a quasi-Hopf bimodule with
for all m ∈ M, n ∈ N and a, b, c ∈ A (see for example [28] for additional details). It is known that these constructions induce an adjunction 
Since we are in the situation of §1.1, we may consider the canonical A-linear map
Remark 2.1. Two things deserve to be observed before proceeding.
(1) A admits a preantipode S if and only if either the left-most or the right-most adjunction in (10) is an equivalence (whence both are). See [27, 28] for further details. In particular, an inverse for σ M in such a case is given by
and from left A-linearity it follows that (12) and (13) . It is an A-submodule with respect to the action 
In light of (12), for every f ∈ A Hom A A A ⊗ A, N ⊗ A we have (14) (
for all a, b ∈ A (apply N ⊗ ε ⊗ A to both sides of (14)). Moreover, by applying N ⊗ ε to both sides of (13) we deduce that
for all a, b ∈ A. Denote by ⋆ Hom (A, N) the family of k-linear morphisms g : A → N that satisfies (16) . Then we have an isomorphism of left A-modules
where the A-module structure on
Let us keep the notation introduced in Remark 2.2 and consider the distinguished quasiHopf bimodule
A = A ⊗ A := A • ⊗ • A • • and the component (18) σ A : A Hom A A A ⊗ A, A ⊗ A → A ⊗ A, f → τ f (ϕ 1 )ϕ 2 ⊗ ϕ 3 .
Remark 2.3. Consider the actions of A ⊗ A on A ⊗ A and A Hom
is A ⊗ A-linear with respect to these actions and hence (20) σ
In particular, for every a ∈ A we have
It is self-evident now that S is a preantipode if and only if Φ
The forthcoming results are all intermediate steps toward the proof of this latter identity.
Proof. Since N = N/NA + and A/A + ∼ = k, the thesis follows from the isomorphisms
Lemma 2.6. If σ is a natural isomorphism, then for any M ∈
A and denote by ϕ : A⊗A ⊗ A → A 2 the isomorphism of Lemma 2.5. Consider also the left A-linear morphism
Let us show that the diagram
where ( * ) follows from the fact that (A ⊗ A ⊗ ε)(Φ) = 1 ⊗ 1. Therefore, in light of (22), for all a, b, c, x, y ∈ A we have (25) σ
A and hence we may resort again to naturality of σ to get that
2 y 2 for all m ∈ M, x, y ∈ A. Applying M ⊗ ε to both sides gives the result.
Lemma 2.7. If σ is a natural isomorphism, then
Φ 1 S(Φ 2 )Φ 3 = 1.
Proof. For every M ∈ A M
A A and for all m ∈ M, x, y ∈ A, we have σ
by (1) of Remark 2.1.
Summing up, we have the following central result.
Theorem 2.8. The following are equivalent for a quasi-bialgebra A:
(1) A admits a preantipode;
Proof. The proof of the equivalence between (1) and (2) is contained in [28] , but without explicit mention to the monoidality of the functor − ⊗ A :
An exhaustive proof can be found in [27, Theorem 2.2.7] . The equivalence between (1), (3) and (4) 
= σ
so that, by applying A ⊗ ε to both sides and taking c = 1,
Remark 2.10. At the present moment it is not clear to us if there exists a distinguished quasi-Hopf bimodule M such that σ is a natural isomorphism if and only if σ M is an isomorphism. Our candidate would have been A ⊗ A, but proving that Φ 1 S(Φ 2 )Φ 3 = 1 out of the invertibility of σ A seems to be more involved than expected. By running through the whole proof of Theorem 2.8 again, one may observe that a necessary and sufficient condition for having that S is a preantipode would have been the invertibility of σ A , σ A 2 and σ A⊗A . Nevertheless, we don't know if there is some redundancy between them or not.
Recall that a bialgebra B is in particular a quasi-bialgebra with Φ = 1 ⊗ 1 ⊗ 1. Moreover, B is a Hopf algebra if and only if it admits a preantipode. Therefore, from Theorem 2.8 descends the following result.
Theorem 2.11. The following are equivalent for a bialgebra B:
(1) B is a Hopf algebra;
Example 2.12. This "toy example" is intended to show, in an easy-handled context, some of the facts and the computations presented so far. We point out that it already appeared in this setting in [28, Example 1] and previously in [11, Preliminaries 2.3] . Let G := g be the cyclic group of order 2 with generator g and let k be a field of characteristic different from 2. Consider the group algebra A := kG, which is a commutative algebra of dimension 2. An A-bimodule is a k-vector space V endowed with two distinguished commuting automorphisms α, β such that α 2 = Id V = β 2 (which are left and right action by g respectively). Consider the distinguished elements t := 1 2 (1 + g) (total integral in A) and p = 1 2
(1 − g). They form a pair of pairwise orthogonal idempotents and A ∼ = kt ⊕ kp as k-algebras. Moreover, with respect to this new basis, A + = kp, g = t − p and 1 = t + p. Now, endow A with the group-like comultiplication ∆(g) = g ⊗ g and counit ε(g) = 1 and consider the element Φ :
This is invertible (with inverse itself) and it satisfies the conditions (5), (6) and (7). These makes of A a genuine quasi-bialgebra, so that the category of A-bimodules is now a monoidal category. Observe that
A bimodule M is a quasi-Hopf bimodule if it comes endowed with an A-bilinear coassociative and counital A-coaction in
The counitality condition already implies that m 1 = m, so that we may write δ(m) = m ⊗ t + m ′ ⊗ p. Concerning the coassociativity one, compute
By equating the right-most terms we find 
As we have seen, such an f is uniquely determined by T f : A → M satisfying (12) and (13) . In particular, since from (13) it follows that T f (g) = T f (g)g 2 = gT f (1)g, f is uniquely determined by an element m := T f (1) satisfying (12) . If we compute first 2T f (p) = m − gmg, then m has to satisfy 
To see how the preantipode looks like, first we compute ν for A ⊗ A. Since the coaction on the elements of the basis behave as follows:
we see that
Thus, by resorting to (27) we find out that
for every a ∈ A, which coincides with the one constructed in [28, Example 1] as expected.
Connections with previous results.
In [26] we proved that, for a bialgebra B, the functor − ⊗ B : M → M can :
Lemma 2.13. Let B be a bialgebra. The canonical morphism
can be considered as a morphism can :
. Proof. The B-bilinearity is clear. For colinearity, we compute
Lemma 2.14. The assignments M 
Recall that a bialgebra B is a Hopf algebra if and only if can is invertible (this is equivalent to the so-called Structure Theorem for Hopf modules). [26, Theorem 3.14] . We conclude this section with some partial achievements in this direction.
For a quasi-bialgebra A consider its space of right integrals r A, which is the the kmodule {t ∈ A | ta = tε(a) for all a ∈ A}, and the adjunctions 
Therefore, similarly to what was proven in [26, Proposition 3.4], if U, − ⊗ A is Frobenius and if
and hence A admits a preantipode. Moreover, for
A implies that r A is free of rank 1 over k. Remark 2.17. For the sake of clearness, let us highlight explicitly that if a natural bijection U(M) ) exists, then it necessarily has to be k-linear. In fact, since M ∈ A M, for every f ∈ A Hom V, M we have that
Now, assume that k is a field and consider the following assertions for a finite-dimensional quasi-bialgebra A over k:
A is a quasi-bialgebra with preantipode and r A ∼ = k; (4) A is a quasi-Hopf algebra and r A ∼ = k; (5) A is a Frobenius k-algebra. We know that (2) ⇔ (3) by Theorem 2.8. The equivalence (3) ⇔ (4) follows from the fact that, in the finite-dimensional case, quasi-Hopf algebras and quasi-bialgebras with preantipode are equivalent notions (see [28] and [30] ). In light of [15, Corollary 1.6], (4) ⇒ (5) and we observed above that (1) ⇒ (2). It is still an open question which additional conditions on A in (5) would allow us to prove that (5) ⇒ (1).
For the sake of future investigations on the subject, we conclude this subsection by providing an equivalent description of when the pair U, − ⊗ A is Frobenius in the spirit of [9, §3.3] . However, since the proof is particularly long and technical, we postponed it to Appendix A. 
Theorem 2.18. For a quasi-bialgebra A, the pair (U, − ⊗ A) is Frobenius if and only if there exists
z := z (1) ⊗ z (2) ⊗ z (3) ∈ A ⊗ A ⊗ A and φ : A ⊗ A → A ⊗ A, a ⊗ b → φ (1) (a ⊗ b) ⊗ φ (2) (a ⊗ b) such that for all a, b ∈ A a 1 z (1) ⊗ z (2) b 1 ⊗ a 2 z (3) b 2 = z (1) a ⊗ bz (2) ⊗ z (3) , φ (1) (x 1 2 ay 1 2 ⊗ x 2 by 2 )x 1 1 ⊗ y 1 1 φ (2) (x 1 2 ay 1 2 ⊗ x 2 by 2 ) = xφ (1) (a ⊗ b) ⊗ φ (2) (a ⊗ b)y, φ (1) (ϕ 3 a 2 Φ 3 ⊗ b) 1 ϕ 1 ⊗ Φ 1 φ (2) (ϕ 3 a 2 Φ 3 ⊗ b) 1 ⊗ φ (1) (ϕ 3 a 2 Φ 3 ⊗ b) 2 ϕ 2 a 1 Φ 2 φ (2) (ϕ 3 a 2 Φ 3 ⊗ b) 2 = φ (1) (ϕ 1 2 aΦ 1 2 ⊗ ϕ 2 b 1 Φ 2 )ϕ 1 1 ⊗ Φ 1 1 φ (2) (ϕ 1 2 aΦ 1 2 ⊗ ϕ 2 b 1 Φ 2 ) ⊗ ϕ 3 b 2 Φ 3 , φ (1) (z (1) 2 az (2) 2 ⊗ z (3) )z (1) 1 ⊗ z (2) 1 φ (2) (z (1) 2 az (2) 2 ⊗ z (3) ) = ε(a)1 ⊗ 1, φ (1) (ϕ 1 2 z (3) Φ 1 2 ⊗ ϕ 2 a 1 Φ 2 )ϕ 1 1 z (1) ⊗ z (2) Φ 1 1 φ (2) (ϕ 1 2 z (3) Φ 1 2 ⊗ ϕ 2 a 1 Φ 2 ) ⊗ ϕ 3 a 2 Φ 3 = 1 ⊗ 1 ⊗ a.
Corollary 2.19. For a bialgebra B, the pair U, − ⊗ B is Frobenius if and only if there exists
Since for all a, b, x ∈ B we have
it follows that (B op ⊗ B, B, ψ) is a right-right entwining structure on k in the sense of [9,
which is (28) . An element ϑ ∈ V 5 is a map ϑ :
which is (29), and
which is (30) . In addition, they have to satisfy
1 ⊗z
which is (31), and
which is equivalent to (32).
Preantipodes and Hopf monads
We conclude this paper with one last condition equivalent to the existence of a preantipode for a quasi-bialgebra. It showed up while addressing the question in §2, but it is independent from the results there and hence we dedicate to it this small section.
Recall from [6] that a Hopf monad on a monoidal category (M, ⊗, I) is a monad (T, µ, ν) on M such that the functor T is opmonoidal with φ 0 : 
are natural isomorphisms in X ∈ M, X ′ ∈ M ′ . Let A be a quasi-bialgebra over a commutative ring k. In view of [1, Proposition 3.84] and the fact that −⊗A : (9), the functor (−) enjoys an opmonoidal structure where ǫ k provides the (iso)morphism A ∼ = k connecting the unit objects while 
It is an opmonoidal monad by [6, §2.5] with
Remark 3.1. Opmonoidal monads are monads and opmonoidal functors at the same time such that the multiplication and unit of the monad are opmonoidal natural transformations. They have been called Hopf monads in [22] and bimonads in [7, 6 ], but we decided to adhere to the terminology introduced by [21] . In particular, a Hopf monad here is an opmonoidal monad whose fusion operators are natural isomorphisms.
The following is the main result of the present section. In this subsection, we will often make use of the following isomorphism of left A-modules
A , which closely resembles the one we used to prove Lemma 2.5. Proof. The proof is already contained in [1, Propositions 3.93 and 3.96]. Let us sketch it anyway, for the sake of the reader. Since R is right adjoint to an opmonoidal functor, it naturally inherits a unique monoidal structure such that the pair (L, R) is a colax-lax adjunction (1) . Moreover, by the (dual of the) proof of [1, Proposition 3.96], this unique monoidal structure is provided by the inverses of ϕ 0 and ϕ, thus making of R a strong monoidal functor. Now, if ψ 0 and ψ are natural isomorphisms, then L is a strong monoidal functor. By the direct implication of [1, Proposition 3.93 (1)], (L, R) is a monoidal adjunction. Conversely, assume that (L, R) is a monoidal adjunction where the monoidal structure on L is denoted by (L, γ 0 , γ). As left adjoint of a monoidal functor, L inherits a unique opmonoidal structure such that (L, R) is a colax-lax adjunction and this has to be provided by the inverses of γ 0 and γ. However, L already has an opmonoidal structure such that (L, R) is a colax-lax adjunction: (L, ψ 0 , ψ). Therefore, γ
Since in the context of Theorem 3.2 we have that ψ 0 = ǫ k is always invertible, the equivalence between (b) and (d) follows from Lemma 3.4. (1) . Observe that the left fusion operator can be rewritten as
is as well (because both ξ and µ are). Now, consider the following facts: for every M, N quasi-Hopf A-bimodules, (1) we have that (m 1 ⊗ a) . For the sake of simplicity, introduce also the intermediate map
and write λ 
α (x 1 2 by 1 2 ⊗ x 2 ay 2 ) = xφ
Proof. Since α A⊗A⊗A is A-bilinear, α (x 1 2 by 1 2 ⊗ x 2 ay 2 ) ⊗ φ (2) α (x 1 2 by 1 2 ⊗ x 2 ay 2 ) = φ (1) α (x 1 2 by 1 2 ⊗ x 2 ay 2 ) x 1 1 ⊗ y 1 1 φ (2) α (x 1 2 by 1 2 ⊗ x 2 ay 2 ) . Since α A ⊗3 is colinear,
