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Finančna matematika – 1. stopnja
Anamari Oštarijaš
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Razpoznavanje obrazov z uporabo singularnega razcepa
Povzetek
Razpoznavanje obrazov se uporablja na različnih področjih in je zahteven problem
zaradi različnih faktorjev, kot so osvetljava, zorni kot, izraz na obrazu, ki ključno
vplivajo na klasifikacijo izbrane slike. Multilinearna algebra nam omogoča slike
razvrstiti v objekt na podlagi več kategorij in nam poda matematični okvir za ana-
lizo teh objektov (tenzorjev). V delu pregledamo idejo razpoznavanja obrazov z
linearno algebro in singularnim razcepom. Definiramo osnove multilinearne algebre
in predstavimo singularni razcep vǐsjega reda, posplošitev matričnega singularnega
razcepa na tenzorje ter uporabnost le-tega za podatkovno rudarjenje. Razložimo
uporabo tega razcepa za razpoznavanje obrazov na tenzorju, v katerem so slike
obrazov razvrščene na podlagi treh kategorij, in prikažemo rezultate uporabljenega
razcepa na bazi obrazov Extended Yale Face Database B.
Face Recognition Using Singular Value Decomposition
Abstract
Face recognition is used in different fields and is considered as a difficult problem due
to different factors, such as lighting, image angle, face expression, which significantly
affect clasification process of an image. Multilinear algebra enables us to sort ima-
ges in an object considering multiple categories and offers mathematical framework
for dealing with these objects (tensors). We present the idea of face recognition
with linear algebra using singular value decomposition. Further, we define basics of
multilinear algebra, describe higher order singular value decomposition, extension
of the matrix singular value decomposition, and usefulness of this decomposition in
data mining. We explain how to use higher order singular value decomposition on
a tensor that is constructed of face images considering three categories, and show
results on an example using the Extended Yale Face Database B database.
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1. Uvod
Ljudje smo zelo uspešni pri razpoznavanju obrazov, tudi ko so izrazi na obrazih
oseb različni, in večina okoljskih dejavnikov ne vpliva na naš uspeh. Zmožni smo
celo razpoznati osebo, ki se je v času spremenila, ima drugo pričesko, celo, če se je
postarala. Kar je še bolj impresivno, je hitrost naših možganov pri reševanju tega
problema, saj ga rešijo skoraj takoj. Do težave pa pride, ko si moramo naenkrat
zapomniti ogromno količino novih obrazov.
Računalnǐski modeli za razpoznavanje obrazov so objekt zanimanja že nekaj časa.
Problemi so kompleksnost človeških obrazov, zorni kot slike, izraz na obrazu in drugi
okoljski dejavniki. Taki modeli so uporabni za razpoznavanje ljudi na letalǐsčih,
v podjetjih in splošno v bolj varovanih objektih. Uporabljajo se tudi za zabavo
(fotoaparati) in osebno varstvo (videonadzor, nadzor izraza na obrazu med vožnjo).
Začetki razpoznavanja obrazov segajo v 60. leta preǰsnjega stoletja v Kalifornijo.
Pristop, ki ga je uporabil Woodrow Bledsoe v sodelovanju s Helen Chan in Char-
lesom Bissonom ([1]), je bil pol avtomatičen, saj je vključeval ročno označevanje
pomembnih značilnosti obraza, kot so usta, nos in oči. Te se je, kjer je prǐslo do
odstopanj v zornem kotu, z računalnikom rotiralo in izmerile so se razdalje med
njimi. Glavni problem so avtorji opisali enako kot ostali 50 let kasneje, s poudar-
kom na nagnjenosti glave, osvetljavi in izrazu na obrazu. Leta 1973 sta Fischler
in Elschanger ([4]) poskušala izmeriti podobne lastnosti obraza avtomatično. Njun
algoritem je uporabil lokalno ujemanje in globalno merjenje ujemanja za iskanje
in merjenje obraznih lastnosti. Istega leta je Kenade ([6]) razvil prvi popolnoma
avtomatski sistem za razpoznavanje obrazov. Algoritem je izvozil 16 obraznih pa-
rametrov avtomatsko, uspešnost razpoznavanja pa je bila med 45 in 75%. V 80-ih
letih so razvili še nekaj podobnih sistemov, nekateri so temeljili na umetnih nevron-
skih mrežah ([11]). Prva omemba lastnih obrazov, metode, ki je postala dominanten
pristop v naslednjih letih, je bila s strani M. Kirbyja in L. Sirovicha ([10]). Njune
metode so temeljile na analizi glavnih komponent. Cilj je bil predstaviti sliko v
nižji dimenziji brez večje izgube informacij in jo potem rekonstruirati. To delo je
bilo kasneje osnova mnogih novih algoritmov za razpoznavanje obrazov. V 90-ih
letih preǰsnjega stoletja so metode, podobne lastnim obrazom, uspešno uporabili na
različnih področjih.
V diplomski nalogi bomo obravnavali razpoznavanje obrazov z uporabo singular-
nega razcepa vǐsjega reda. Najprej bomo razložili idejo za uporabo singularnega
razcepa za identifikacijo osebe na danih podatkih, nato navedli potrebne definicije
in pojme za razumevanje tenzorjev in singularnega razcepa vǐsjega reda, ki ga bomo
kasneje uporabili na izbrani bazi obrazov in razložili postopek identifikacije.
2. Ideja
Naš cilj je, da novo sliko neke osebe (testno sliko) razpoznamo kot osebo, ki je
v naši bazi oseb (učna baza), ali pa jo klasificiramo kot neznano osebo. Vsaka učna
slika je predstavljena kot matrika podatkov, zložimo jo v vektor (obrazni vektor) in
jo shranimo v učno bazo oseb. Predpostavimo lahko, da so vse slike enake velikosti.
2.1. Intuitivno do singularnega razcepa za razpoznavanje obrazov. Imamo
testno sliko, ki jo moramo klasificirati. Zložimo jo v vektor z ∈ Rm. Obrazni vektorji
vsake osebe tvorijo podprostor v Rm. Testna slika z je najverjetneje slika neke osebe
4
Slika 1. Vzorec fotografirane osebe z desetimi različnimi izrazi.
j, če bo razdalja točke z do podprostora, ki ga razpenjajo vektorji (slike) osebe j,
manǰsa od razdalje do podprostorov, ki ustrezajo ostalim osebam.
Recimo, da imamo za neko osebo n slik, ki naj bodo podane kot matrike velikosti
16 × 16. Vsako matriko predstavimo kot vektor in vse vektorje zložimo v matriko
A ∈ R256×n. Testna slika z je vektor v prostoru R256. Stolpci te matrike A razpenjajo
podprostor ImA v R256. Vemo, da bo razdalja med z in vektorjem v tem podprostoru
minimalna, če za vektor izberemo tako linearno kombinacijo stolpcev matrike A, da
bo residualni vektor r = z − Ax pravokoten na ImA. Torej mora biti residualni
vektor pravokoten na stolpce matrike A. Dobimo
rTA = 0.
Z manǰsim preoblikovanjem pridemo do enačbe
ATAx = AT z,
kar imenujemo normalni sistem enačb.
Reševanje normalnega sistema je lahko numerično nestabilno in vodi do izgube
informacij, če stolpci matrike A med seboj niso dovolj linearno neodvisni ali sploh
niso linearno neodvisni. Zato bi želeli poiskati bolǰso rešitev za iskanje najmanǰse
razdalje med točko z in ImA. Rešujemo minimizacijski problem minx ‖z −Ax‖2, ki
ga poznamo kot problem najmanǰsih kvadratov.
Problem lahko vselej rešimo s singularnim razcepom. Najpomembneǰsa prednost
takega reševanja je lastnost singularnega razcepa, ki razvrsti informacije v matriki
tako, da dominanten del postane viden. Ta lastnost je zelo uporabna pri rudarjenju
podatkov.








kjer sta U ∈ Rm×m in V ∈ Rn×n ortogonalni matriki in Σ ∈ Rn×n diagonalna,
Σ = diag(σ1, σ2, ..., σn),
kjer so σ1 ≥ σ2 ≥ ... ≥ σn ≥ 0 singularne vrednosti matrike A.
Dokaz. Ker je ATA simetrična pozitivno semidefinitna matrika, so vse njene lastne
vrednosti nenegativne. Označimo in uredimo jih kot
σ21 ≥ σ22 ≥ . . . ≥ σ2n ≥ 0.
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Ustrezni ortonormirani lastni vektorji v1, . . . , vn zadoščajo ATAvi = σ2i vi za i =
1, . . . , n. Naj bo σr > 0 in σr+1 = · · · = σn = 0. Matriko V razdelimo na V1 =
(v1, . . . , vr) in V2 = (vr+1, . . . , vn) . Iz
(AV2)T (AV2) = V T2 ATAV2 = V T2 (0, . . . , 0) = 0









vTi vj = δij, i, j = 1, . . . , r,
kjer smo v zapisu uporabili t.i. Kroneckerjev delta, definiran z δij = 1 za i = j in
δij = 0 za i 6= j. Označimo U1 = (u1 · · · ur) in dopolnimo z U2 = (ur+1 · · · un),











Desna bloka sta zaradi AV2 = 0 enaka 0. Za i = 1, . . . , r in k = 1, . . . ,m velja
uTkAvi = σiuTk ui = σiδik,
torej UT2 AV1 = 0 in UT1 AV1 = diag(σ1, . . . , σr). Dobimo singularni razcep A =








Nekaj lastnosti singularnega razcepa:
• Lastne vrednosti matrike ATA so σ21, σ22, ..., σ2n, lastni vektorji ATA so desni
singularni vektorji v1, ..., vn, kjer je V = (v1, v2, ..., vn) iz izreka.
• Lastne vrednosti AAT so σ21, ..., σ2n, 0, ..., 0︸ ︷︷ ︸
m−n
. Lastni vektorji AAT so levi sin-
gularni vektorji u1, ..., um.
2.2. Razpoznavanje testne slike s singularnim razcepom. Želimo zmanǰsati
časovno zahtevnost reševanja problema najmanǰsih kvadratov. V ta namen bomo
uporabili razvrstilno lastnost singularnega razcepa, torej da razcep razvrsti informa-
cije v matriki od najpomembneǰse do najmanj pomembne, saj so singularne vrednosti
matrike padajoče razvrščene. Za enostavnost predpostavimo, da je rang(A) = n.
Sedaj modeliramo variacije znotraj učnih slik ene osebe z ortogonalno bazo podpro-







Vsak stolpec matrike A predstavlja eno sliko osebe. Levi singularni vektorji ui
so ortogonalna baza v obraznem prostoru osebe, pravimo jim singularni obrazni
vektorji. Velja
Im(A) = Lin{u1, u2, ..., un}.
Ta podprostor aproksimiramo s podprostorom
Lin{u1, u2, ..., uk},
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ki je najbolǰsa aproksimacija matrike A z matrikami ranga k. Definirajmo
Uk = (u1, u2, ..., uk). Sedaj namesto problema
min
x∈Rn







s pripadajočo iskano normo ‖(I −UkUTk )z‖. Izkaže se, da se natančnost s primerno
izbranim k bistveno ne spremeni, lahko pa močno vplivamo na zahtevnost reševanja
problema.
Zapǐsimo sedaj preprost algoritem za razpoznavanje testne slike.
Preprost klasifikacijski algoritem:
Učenje: Za učno množico znanih slik izračunaj singularni razcep za vsako od ma-
trik, ki predstavljajo slike ene osebe.
Klasifikacija: Za dano testno sliko izračunaj dolžino njenega residualnega vek-
torja v vseh učnih bazah oseb. Če je en residual bistveno manǰsi od drugih, testno
sliko razpoznaj kot osebo te učne baze.
V tem razdelku smo imeli za vsako osebo eno matriko, v kateri so bile shranjene
vse slike te osebe. V diplomski nalogi pa se bomo osredotočili na problem, kjer bodo
vse slike vseh oseb shranjene v enem objektu, ki se imenuje tenzor. Na le-tem bomo
uporabili singularni razcep vǐsjega reda s podobnim pristopom.
3. Tenzorji
3.1. Uvod. V linearni algebri so glavni objekti vektorji in matrike, v uporabi pa
so podatki pogosto urejeni na podlagi več kot dveh kategorij. Temu primerni ma-
tematični objekti se imenujejo tenzorji, veja matematike, ki se ukvarja z njimi,
pa se imenuje multilinearna algebra. Za poenostavitev se omejimo na tenzorje
A = (aijk) ∈ RI1×I2×I3 , ki so zbirka podatkov s tremi komponentami. Simbolično
lahko tak tenzor narǐsemo kot
A =
Tenzor A ∈ RI1×I2×I3 je tenzor reda 3 oziroma 3-razsežna tabela, različne “di-
menzije” tenzorja imenovane smeri. Dimenzije tenzorja A ∈ RI1×I2×I3 so I1, I2 in
I3.
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V tem razdelku bomo poiskali posplošitev singularnega razcepa iz matričnega na
tenzorskega, še prej pa bomo definirali vse potrebne pojme za razumevanje izpeljave.
3.2. Osnovne operacije na tenzorjih.
3.2.1. Matrična predstava tenzorjev vǐsjega reda. Želimo poiskati primerno posploši-
tev povezave med stolpčnimi (vrstičnimi) vektorji in levimi (desnimi) singularnimi
vektorji. Da bi lahko formalno zapisali to idejo, definiramo matrifikacijo danega
tenzorja; matrični zapis tenzorja, kjer so vektorji zloženi en zraven drugega. V izogib
zmedi se bomo držali ene razvrstitve stolpčnih (vrstičnih) vektorjev. Matrifikacija
vsebuje dimenzije tenzorja I1, I2, I3 v cikličnem redu, npr. A(1) je dimenzij I1×I2I3,
A(2) dimenzij I2 × I3I1 itd. V splošnem imamo sledečo definicijo.
Definicija 3.1. Dan je tenzor N -tega reda A ∈ CI1×I2×...×IN . Matrifikacija A(n) ∈
CIn×(In+1In+2...IN I1I2...In−1) vsebuje element ai1i2...iN na mestu s številko vrstice in in
številko stolpca
(in+1 − 1)In+2In+3...INI1I2...In−1 + (in+2 − 1)In+3In+4...INI1I2...In−2+
...+ (iN − 1)I1I2...In−1 + (i2 − 1)I3I4...In−1 + ...+ in−1.
Stolpci matrike A(n) so vlakna v smeri j.
Slika 2. Matrifikacija (I1 × I2 × I3)-tenzorja.
Na sliki 2 vidimo vizualizacijo vseh treh matrifikacij tenzorja tretjega reda.
Primer 3.2. Dan je tenzor A ∈ R2×2×2 z elementi a111 = 1, a121 = 2, a211 = 3,
a221 = 4, a112 = 5, a122 = 6, a212 = 7, a222 = 8. Matrifikacije tenzorja A so
A(1) =
(
1 5 2 6




1 3 5 7




1 2 3 4




3.2.2. Rang tenzorjev vǐsjega reda. Obstajajo velike razlike med iskanjem ranga ma-
trike in ranga tenzorjev vǐsjega reda. Rang m × n matrike ne more biti večji od
min(m,n), za tenzor pa kaj podobnega ne velja. Za splošen tenzor ni formule, ki bi
točno omejila njegov maksimalen rang. Te razlike vplivajo na posplošitev singular-
nega razcepa, saj ni enoličnega načina za posplošitev koncepta ranga.
Preprosto pa je posplošiti koncept stolpčnega in vrstičnega ranga. Če se sklicu-
jemo na stolpčne, vrstične, itd., vektorje tenzorja N -tega reda A ∈ CI1×I2×...×IN
kot na njegove “n-smerne vektorje”, ki so definirani kot In-dimenzionalni vektorji,
(stolpci v matrifikaciji A(n)), potem dobimo sledečo definicijo.
Definicija 3.3. n-rang tanzorja A, označen z Rn = rangn(A), je dimenzija vektor-
skega prostora, ki ga razpenjajo n-smerni vektorji.
n-rang danega tenzorja lahko analiziramo z matričnimi tehnikami.
Lastnost 3.4. n-smerni vektorji tenzorja A so stolpčni vektorji matrifikacije A(n)
in
rangn(A) = rang(A(n)).
Velika razlika v primerjavi z matrikami je, da različni n-rangi tenzorja vǐsjega
reda niso nujno enaki. Rang tenzorja je ponavadi definiran analogno z dejstvom, da
lahko matriko ranga R dekomponiramo kot vsoto R matrik ranga 1.
Definicija 3.5. Tenzor N -tega reda A ima rang 1, ko je enak zunanjemu produktu









za vse vrednosti indeksov.
Definicija 3.6. Rang tenzorja A N -tega reda, označen z R = rang(A), je najmanǰse
število tenzorjev ranga 1, ki v linearni kombinaciji dajo A.
V nadaljevanju bomo zunanji produkt vektorjev U (1), U (2), ..., U (N) označevali z
U (1) ◦ U (2) ◦ ... ◦ U (N).
Druga razlika med matrikami in tenzorji vǐsjega reda je, da rang ni nujno enak
kakšnemu od n-rangov, celo v primeru, ko so vsi n-rangi enaki. Iz definicij je očitno,
da velja Rn ≤ R.
Primer 3.7. Dan je (2× 2× 2)-tenzor A, definiran z{
a211 = a121 = a112 = 1
a111 = a122 = a212 = a222 = a221 = 0 .
1-rang, 2-rang in 3-rang so enaki 2, rang je pa enak 3, saj je
A = X2 ◦ Y1 ◦ Z1 +X1 ◦ Y2 ◦ Z1 +X1 ◦ Y1 ◦ Z2,











kombinacijo najmanǰsega števila tenzorjev ranga 1. ♦
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3.2.3. Skalarni produkt, ortogonalnost in norma. V definiciji singularnega razcepa
vǐsjega reda, ki ga bomo definirali v naslednjem poglavju, bo v primeru klasičnega
singularnega razcepa diagonalnost matrike singularnih vrednosti nadomeščena s
številnimi geometrijskimi zahtevami. Potrebovali bomo posplošitev definicije ska-
larnega produkta, ortogonalnosti in Frobeniusove norme iz matričnih na tenzorske.











Definicija 3.9. Tenzorji, ki imajo skalarni produkt enak 0, so ortogonalni.





Podobno kot pri matrikah bo singularni razcep vǐsjega reda tenzorjaA ∈ RI1×...×IN
definiran z iskanjem ortogonalnih koordinat transformacij prostorov RI1 ,RI2 , ...RIN ,
ki dajo določeno reprezentacijo tenzorja. V tem delu bomo vzpostavili notacijo za
produkt tenzorja vǐsjega reda z matriko. To nam bo omogočilo vpogled v osnovne
transformacije.
Poglejmo matrični produkt G = U · F · V T , kjer so F ∈ RI1×I2 , U ∈ RJ1×I1 , V ∈
RJ2×I2 in G ∈ RJ1×J2 . Ker se želimo izogniti posploševanju transponiranja v multili-
nearnem primeru, si oglejmo odnos med U in F ter med V (ne V T ) in F . Ugotovimo,
da sta si podobna: na enak način kot U “dela” linearne kombinacije vrstic matrike
F , V “dela” linearne kombinacije stolpcev F . Na enak način kot so stolpci U po-
vezani s stolpčnim prostorom G, so stolpci V povezani z vrstičnim prostorom G.
Ta značilen odnos bo označen z ×n simbolom. Preǰsnji produkt bi sedaj zapisali z
G = F ×1 U ×2 V , kjer sta operaciji ×1 in ×2 podani v sledeči definiciji.
Definicija 3.11. Produkt tenzorja A ∈ CI1×I2×...×IN z matriko U ∈ CJn×In v n-
smeri, označen z A×nU , je tenzor velikosti (I1×I2× ...×In−1×Jn×In+1× ...×IN),






Slika 3. Vizualizacija množenja tenzorja tretjega reda B ∈ CI1×I2×I3
z matrikami U (1) ∈ CJ1×I1 , U (2) ∈ CJ2×I2 in U (3) ∈ CJ3×I3 .
Na sliki 3 vidimo, kako tenzor tretjega reda množimo z matrikami v vseh treh
smereh. Množenje z U (1) v smeri 1 vsebuje linearne kombinacije “horizontalnih
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matrik”, t.j. fiksiramo i1, v B. Drugače povedano, množenje B z U (1) pomeni, da
vsak stolpec B (fiksiramo i2 in i3) pomnožimo z leve z U (1).
Produkt v n-smeri ima sledeče lastnosti.
Lastnost 3.12. Za tenzor A ∈ CI1×I2×...×IN in matriki F ∈ CJn×In, G ∈ CJm×Im,
(n 6= m) velja
(A×n F )×m G = (A×m G)×n F = A×n F ×m G.
Dokaz. Enakost sledi iz







 fkin = ∑
imin
ai1...im...in...iNgjimfkin =











= ((A×m G)×n F )i1...im−1jim+1...kin+1...iN .

Lastnost 3.13. Za tenzor A ∈ CI1×I2×...×IN in matriki F ∈ CJn×In, G ∈ CKn×Jn
velja
(A×n F )×n G = A×n (GF ).
Dokaz. Enakost sledi iz

























= (A×nW )i1...in−1kin+1...iN = (A×n (GF ))i1...in−1kin+1...iN .

3.3. Singularni razcep vǐsjega reda. Zapǐsimo najprej singularni razcep iz izreka
2.1 na matrikah v tenzorskem zapisu.
Izrek 3.14 (Matrični singularni razcep). Vsako kompleksno (I1 × I2)-matriko F
lahko zapǐsemo s produktom
F = U (1) · S · U (2)H = S ×1 U (1) ×2 U (2),
kjer velja
(1) U (1) = (U (1)1 , U
(1)
2 , ..., U
(1)
I1 ) je unitarna (I1 × I1)-matrika,
(2) U (2) = (U (2)1 , U
(2)
2 , ..., U
(2)
I1 ) je unitarna (I2 × I2)-matrika,
(3) S je (I1 × I2)-matrika s sledečimi lastnostmi
(a) psevdodiagonalnost:
S = diag(σ1, σ2, ..., σmin(I1,I2)),
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(b) urejenost:
σ1 ≥ σ2 ≥ ... ≥ σmin(I1,I2) ≥ 0.
Vrednosti σi so singularne vrednosti matrike F , stolpci matrike U (1) so levi, stolpci
matrike U (2) pa desni singularni vektorji.
Pojem psevdodiagonalnosti označuje matriko, ki ima neničelne elemente le na
diagonali in ni nujno kvadratna. V primeru pravokotne matrike Σ so elementi z
indeksi večjimi od min(I1, I2) enaki 0. Sedaj zapǐsimo sledeči izrek.
Izrek 3.15 (Singularni razcep N-tega reda). Vsak kompleksni (I1 × I2 × ... × IN)-
tenzor A lahko zapǐsemo s produktom
(1) A = S ×1 U (1) ×2 U (2)...×N U (N),
kjer velja
(1) U (n) = (U (n)1 , U
(n)
2 , ..., U
(n)
In ) je unitarna (In × In)-matrika za n = 1, 2, ..., N,
(2) S je kompleksni (I1 × I2 × ... × IN)-tenzor, kjer imajo podtenzorji Sin=α,
pridobljeni s fiksiranjem n-tega indeksa na α, sledeče lastnosti:
(a) vseortogonalnost: dva podtenzorja Sin=α in Sin=β sta ortogonalna za vse
možne vrednosti n, α in β, α 6= β, torej
(2) 〈Sin=α,Sin=β〉 = 0, ko α 6= β,
(b) urejenost:
(3) ‖Sin=1‖ ≥ ‖Sin=2‖ ≥ ... ≥ ‖Sin=In‖ ≥ 0
ze vse možne vrednosti n.
Frobeniusove norme ‖Sin=i‖, označene z σ
(n)
i , so singularne vrednosti A v n-smeri
in vektor U (n)i je i-ti n-smerni singularni vektor.
Slika 4. Vizualizacija singularnega razcepa vǐsjega reda na tenzorju
tretjega reda.
Izrek, uporabljen na tenzorju A ∈ RI1×I2×I3 , pravi, da je mogoče najti ortogo-
nalno transformacijo stolpčnega, vrstičnega in 3-smernega prostora, tako da je S
vseortogonalna in urejena (novi bazni vektorji so stolpci matrik U (1), U (2), U (3)).
Vseortogonalnost pomeni, da so različne “horizontalne matrike” tenzorja S (prvi in-
deks i1 je fiksiran, i2 in i3 sta pa prosta) med sabo ortogonalne, prav tako pa so med
sabo ortogonalne različne “vertikalne” (i3 fiksiran) in “sprednje” (frontalne) (i2 fiksi-
ran) matrike. Urejenost implicira, da se Frobeniusova norma horizontalnih matrik
ne veča z večanjem indeksa i1. Ortogonalnost U (1), U (2), U (3) in vseortogonalnost S
so osnovne domneve modela, medtem ko bi urejenost morali upoštevati kot dogovor,
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z namenom fiksiranja določenega vrstnega reda stolpcev matrik U (1), U (2), U (3) (ali
vseh indeksov S).
Primerjava matričnega in tenzorskega singularnega razcepa pokaže jasno pove-
zavo med tema dvema primeroma. Levi in desni singularni vektorji matrike so sedaj
1 in 2-smerni singularni vektorji. Vlogo singularnih vrednosti prevzame Frobeni-
usova norma podtenzorjev reda (N − 1) jedrnega tenzorja S; opazimo, da tudi v
matričnem primeru s Frobeniusovo normo stolpcev in vrstic “jedrne matrike” S
dobimo singularne vrednosti. Za tenzorje N -tega reda je definirano N (različnih)
množic singularnih vrednosti. Iz razdelka 3.2.2 se spomnimo, da ima tenzor N -tega
reda lahko N različnih n-rang vrednosti, ki so enake rangom matrifikacij v n-smeri.
Bistvena razlika je, da je S v splošnem poln tenzor in ne psevdodiagonalen (to bi
pomenilo, da so neničelni elementi le na mestih, kjer i1 = i2 = ... = iN). Namesto
tega S zadošča pogoju vseortogonalnosti. Opazimo, da je tudi v matričnem primeru
S vseortogonalna, saj je zaradi diagonalnosti vsak skalarni produkt dveh različnih
stolpcev ali vrstic enak 0. Opazimo tudi, da so singularne vrednosti v n-smeri po
definiciji pozitivne in realne kot v matričnem primeru. Po drugi strani pa elementi
S niso nujno pozitivni, lahko so celo kompleksni, ko je A tenzor s kompleksnimi
vrednostmi.
Lahko bi se vprašali, če bi z dodajanjem pogoja psevdodiagonalnosti na jedrni
tenzor S prǐsli do bolǰsega načina za posplošitev sigularnega razcepa matrik. Od-
govor je negativen, saj je v splošnem nemogoče reducirati tenzor vǐsjega reda na
psevdodiagonalnega z ortogonalnimi transformacijami. To se da pokazati s sto-
pnjami prostosti ([7]). Dokazali pa bomo, da sprostitev pogoja psevdodiagonalnosti
na vseortogonalnost poda dekompozicijo, ki vedno obstaja.
Ekvivalentni zapis. Poglejmo, kako bi enačbo (1) zapisali v matrični obliki z
matrifikacijo tenzorja. Za lažje razumevanje najprej naredimo postopek na tenzorju
velikosti N = 2, torej na matriki. Predpostavimo, da imamo singularni razcep
A = S ×1 U (1) ×2 U (2) = U (1)S(U (2))T .
Zapǐsimo matrifikaciji v 1-smeri in 2-smeri. Upoštevamo, da v primeru, ko je S
matrika, velja S(1) = S in S(2) = ST in dobimo
A(1) = (U (1)S(U (2))T )(1) = U (1)S(1)(U (2))T
ter
A(2) = (U (1)S(U (2))T )(2) = (U (1)S(U (2))T )T =
= U (2)ST (U (1))T = U (2)S(2)(U (1))T .
Za nadaljevanje bomo potrebovali definicijo Kroneckerjevega produkta. Kronecker-
jev produkt dveh matrik F ∈ CI1×I2 in G ∈ CJ1×J2 je definiran z
F ⊗G def= (fi1i2G)1≤i1≤I1;1≤i2≤I2 ,
kjer je F ⊗ G ∈ CI1J1×I2J2 . To je posplošitev zunanjega produkta iz vektorjev na
matrike.
Sedaj postopek ponovimo na N = 3 tenzorju. Zapǐsimo
A(1) =
(




in poglejmo posamezne elemente tega produkta. Tu bomo le okvirno pregledali
dokaz, natančneǰsi postopek se najde v [12]. Velja(


















































(S(1))i1,k(U (2) ⊗ U (3))j2∗j3,k = (S(1)(U (2) ⊗ U (3))T )i1,j2∗j3 .







(S(1)(U (2) ⊗ U (3))T )i1,j2∗j3u
(1)
j1i1 =
= (U (1)S(1)(U (2) ⊗ U (3))T )i1,j2∗j3 .
Z dodatnim razmislekom, ki ga bomo tu izpustili, pridemo do rezultata
A(1) = U (1)S(1)(U (2) ⊗ U (3))T .
To lahko posplošimo na tenzorje velikosti N in matrifikacijo v n-smeri. Dobimo
Matrični zapis singularnega razcepa vǐsjega reda z matrifikacijo tenzorjev A in S v
enačbi (1) :
(4)
A(n) = U (n) · S(n) ·
(
U (n+1) ⊗ U (n+2) ⊗ · · · ⊗ U (N) ⊗ U (1) ⊗ U (2) ⊗ · · · ⊗ U (n−1)
)T
.
Enačbi (2) in (3) vsebujeta dejstvo, da ima S(n) ortogonalne vrstice s Frobeniu-
sovimi normami enakimi σ(n)1 , σ
(n)
2 , ..., σ
(n)
In . Definirajmo diagonalno matriko Σ(n) ∈
RIn×In in stolpčno ortonormalno matriko V (n) ∈ CIn+1In+2...IN I1I2...In−1×In v skladu z
(5) Σ(n) def= diag(σ(n)1 , σ
(n)
2 , ..., σ
(n)
In ),
(6) V (n)H = S̃(n) ·
(
U (n+1) ⊗ U (n+2) ⊗ · · · ⊗ U (N) ⊗ U (1) ⊗ U (2) ⊗ · · · ⊗ U (n−1)
)T
,
kjer je S̃(n) normalizirana verzija S(n), pri kateri so vrstice skalirane na vektorje
dolžine 1:
(7) S(n) = Σ(n) · S̃(n).
Če izrazimo (1) s pomočjo Σ(n) in V (n), dobimo, da pogoji singularnega razcepa
vǐsjega reda vodijo do singularnega razcepa matrifikacij
(8) A(n) = U (n) · Σ(n) · V (n)
H
, n = 1, 2, ..., N.
V nadaljevanju bomo pokazali, da po drugi strani matrike levih singularnih vektorjev
različnih matrifikacij tenzorja A ustrezajo unitarnim transformacijam, ki sestavljajo
singularni razcep vǐsjega reda. Ta povezava zagotavlja, da singularni razcep vǐsjega
reda podeduje vse lastnosti stolpčno-vrstičnega prostora matričnega singularnega
razcepa.
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Diadično dekompozicijo bi lahko posplošili na še en način. Izrazimo model singu-


















kjer so koeficienti si1i2...iN elementi urejenega vseortogonalnega tenzorja S. Vizuali-
zacijo take dekompozicije na tenzorju tretjega reda vidimo na sliki 5. Ortogonalnost
izrazov ranga 1 sledi iz ortogonalnosti singularnih vektorjev v n-smeri. Opazimo, da
vsota splošno vsebuje r1r2...rN izrazov (namesto min(I1I2 · · · IN)), kjer je rn največji
indeks, za katerega je ‖Sin=rn‖ > 0 v (3).
Slika 5. Vizualizacija triadične dekompozicije.
Dokaz izreka 3.15. Vzpostavili bomo povezavo med singularnim razcepom vǐsjega
reda tenzorja A in matričnim singularnim razcepom njegovih matrifikacij. Dana bo
pod pogoji realnih tenzorjev (kompleksni primer je analogen).
Poglejmo, kako bi iz enačbe (1) izrazili jedrni tenzor S v primeru matrike. Za
tenzorje vǐsjega reda dokaz sledi induktivno. Upoštevamo, da A = S ×n B ⇐⇒
A(n) = BS(n). Velja
A = S ×1 U (1) ×2 U (2),
A(2) = U (2)(S ×1 U (1))(2),
U (2)
TA(2) = (S ×1 U (1))(2),
A×2 U (2)
T = S ×1 U (1),
(A×2 U (2)
T )(1) = U (1)S(1),
U (1)
T (A×2 U (2)
T )(1) = S(1),
A×2 U (2)
T ×1 U (1)
T = S,
A×1 U (1)
T ×2 U (2)
T = S,
kjer smo v prehodu v zadnjo vrstico upoštevali lastnost 3.12. V splošnem imamo
torej dva I1 × I2 × · · · × IN tenzorja A in S, povezana z enačbo (1) in enačbo
(10) S = A×1 U (1)
T ×2 U (2)




kjer so U (1), U (2), ..., U (N) ortogonalne matrike. Enačbo (10) lahko zapǐsemo v ma-
trični obliki (4), to je
A(n) = U (n) · S(n) ·
(





S(n) = U (n)
TA(n) ·
(
U (n+1) ⊗ U (n+2) ⊗ · · · ⊗ U (N) ⊗ U (1) ⊗ U (2) ⊗ · · · ⊗ U (n−1)
)
,
kjer smo upoštevali ortogonalnost Kroneckerjevega faktorja. Poglejmo sedaj poseben
primer, ko U (n) dobimo s singularnim razcepom matrifikacije A(n) iz enačbe (8),
(12) A(n) = U (n) · Σ(n) · V (n)
T =⇒ U (n)TA(n) = Σ(n) · V (n)
T
,
kjer je V (n) ortogonalna, Σ(n) = diag(σ(n)1 , σ
(n)
2 , ..., σ
(n)
In ) in
(13) σ(n)1 ≥ σ
(n)
2 ≥ · · · ≥ σ
(n)
In ≥ 0.
Z rn označimo največji indeks, za katerega velja σ(n)rn > 0. Vstavimo enakost iz (12)
v (11) in dobimo
(14)
S(n) = Σ(n) · V (n)
T ·
(
U (n+1) ⊗ U (n+2) ⊗ · · · ⊗ U (N) ⊗ U (1) ⊗ U (2) ⊗ · · · ⊗ U (n−1)
)
.
Iz te enačbe sledi, da za ortogonalne matrike U (1), U (2), ..., U (n−1), U (n+1), ..., U (N)
velja
(15) 〈Sin=α,Sin=β〉 = 0, ko α 6= β,
in
(16) ‖Sin=1‖ = σ
(n)
1 ≥ ‖Sin=2‖ = σ
(n)
2 ≥ ... ≥ ‖Sin=In‖ = σ
(n)
In ≥ 0
in, če je rn < In,
(17) ‖Sin=rn+1‖ = σ
(n)
1 = ... = ‖Sin=In‖ = σ
(n)
In = 0.
Z računanjem matrik U (1), U (2), . . . , U (n−1), U (n+1), ..., U (N) na podoben način kot
U (n), S lahko zadošča vsem pogojem izreka singularnega razcepa vǐsjega reda. Po
drugi strani, kot lahko vidimo iz (8), vse matrike U (1), U (2), ..., U (N) in tenzorje S,
ki zadoščajo izreku singularnega razcepa vǐsjega reda, lahko poǐsčemo s singularnim
razcepom matrifikacij A(1), . . . ,A(N), kjer S sledi iz (10). 
V nekaterih primerih se zgodi, da je dimenzija ene smeri večja od produkta di-
menzij drugih smeri. Naj bo na primer A ∈ R`×m×n, kjer ` > mn. Potem se da
pokazati, da jedrni tenzor S zadošča
S(i, :, :) = 0, i > mn,
in lahko opustimo ničelni del jedra in zapǐsemo 3.15 kot okleščen singularni razcep
vǐsjega reda,
A = Ŝ ×1 Û (1) ×2 U (2) ×3 U (3),
kjer Ŝ ∈ Rmn×m×n in Û (1) ∈ Rl×mn.
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3.3.1. Lastnosti singularnega razcepa vǐsjega reda. Mnoge lastnosti matričnega sin-
gularnega razcepa imajo jasno posplošitev na singularni razcep vǐsjega reda zaradi
močne povezave med singularnim razcepom vǐsjega reda in singularnim razcepom
njegovih matrifikacij. V tem razdelku bomo našteli multilinearne ekvivalente mno-
gih lastnosti matričnega singularnega razcepa.
Lastnost 3.16 (Enoličnost). n-smerne singularne vrednosti so enolično definirane.
Prva lastnost nakazuje, da ima singularni razcep vǐsjega reda enake lastnosti
enoličnosti kot matrični singularni razcep. Edina razlika izhaja iz šibkeǰsih nor-
malizacijskih zahtev izreka 3.15. Ekvivalentna situacija za matrike bi bila, da dovo-
limo, da je S sestavljena iz diagonalnih blokov, ki ustrezajo različnim singularnim
vrednostim, kjer je vsak blok sestavljen iz unitarne matrike, pomnožene z ustrezno
singularno vrednostjo.
Lastnost 3.17 (Posplošitev). Tenzorski singularni razcep tenzorja drugega reda je
ekvivalenten matričnemu singularnemu razcepu.
Iz preǰsnjih razlag je jasno, da je singularni razcep vǐsjega reda formalni ekvivalent
matričnega singularnega razcepa. Še več, iz posledice 3.17, je to prava posplošitev,
saj ko izrek 3.15 uporabimo na matrikah (tenzorjih drugega reda), dobimo klasični
matrični singularni razcep. Tako izrek 3.15 res vzpostavi okvir za multilinearni
singularni razcep, ki vsebuje matrično dekompozicijo kot poseben primer tenzorjev
drugega reda.
Lastnost 3.18 (n-rang). Naj bo singularni razcep vǐsjega reda dan kot v izreku 3.15
in naj bo rn enak največjemu indeksu, za katerega je ‖Sin=rn‖ > 0 v (3). Potem je
Rn = rangn(A) = rn.
Dejstvo, da je število neničelnih singularnih vrednosti dane matrike enako njenemu
rangu, se prenese na n-smerne singularne vrednosti in n-rang vrednosti danega ten-
zorja. Spomnimo se iz razdelka 3.2.2, da nam poznavanje vrednosti n-rangov ne da
nujno informacij o rangu tenzorja. S problemom izračunavanja ranga tenzorja se tu
eksplicitno ne bomo ukvarjali, saj je to še vedno odprt problem.
Lastnost 3.19. Naj bo singularni razcep vǐsjega reda dan kot v 3.15. Potem je
(1) vektorski prostor v n-smeri slika matrifikacije v n-smeri:
Im(A(n)) = Lin(U (n)1 , ..., U
(n)
Rn ),
(2) ortogonalni komplement od Im(A(n)) jedro
Ker(AH(n)) = Lin(U
(Rn+1)
1 , ..., U
(In)
Rn ).
Na enak način kot dajo levi in desni singularni vektorji matrike ortonormalno
bazo za njen stolpčni in vrstični prostor (in njune ortogonalne komplemente), singu-
larni vektorji danega tenzorja v n-smeri dajo ortonormalno bazo za njegov n-smerni
vektorski prostor (in njegov ortogonalni komplement).
Lastnost 3.20 (Norma). Naj bo singularni razcep vǐsjega reda tenzorja A dan kot



















Ta lastnost nam pove, da je tako kot v linearni algebri tudi v multilinearni algebri
Frobeniusova norma invariantna glede na ortogonalne transformacije.
Poglejmo še, kako bi tenzor aproksimirali s tenzorjem nižjega ranga brez večje
izgube podatkov.
Lastnost 3.21 (Aproksimacija). Naj bo singularni razcep vǐsjega reda dan kot v
izreku 3.15 in naj bo rang tenzorja A v n-smeri enak Rn, n = 1, 2, ..., N . Defi-









Rn za izbrane vrednosti I ′n, n = 1, ..., N. To pomeni, da istoležeče
dele S nastavimo na 0. Potem imamo

















Dokaz. Po lastnosti 3.20 velja






































































Ta lastnost je ekvivalent vǐsjega reda povezave med singularnim razcepom matrike
in njene najbolǰse aproksimacije (v smislu najmanǰsih kvadratov) z matriko nižjega
ranga. Vseeno pa je situacija s tenzorji precej drugačna. Z odstranitvijo singularnih
vrednosti z najnižjo vrednostjo v n-smeri dobimo tenzor Â s stolpčnim rangom
enakim I ′1, vrstičnim rangom enakim I ′2, itd. Ta tenzor ni najbolǰsa aproksimacija




), kjer je napaka omejena kot zgoraj.
Na primeru tenzorja tretjega reda poglejmo, kako razcep skrčimo na ki stolpcev v
i-smeri. Naj bo U (i)ki = U
(i)(:, 1 : ki) in Ŝ = S(1 : k1, 1 : k2, 1 : k3). Potem naredimo
aproksimacijo







3.4. Predstavitev in priprava podatkov. Sedaj bomo izreke iz preǰsnjih pod-
razdelkov uporabili za razpoznavanje obrazov. Imamo slike np oseb. Vsaka slika je
matrika velikosti mi1 × mi2 , mi1mi2 = ni. Te matrike slik zložimo v stolpce tako,
da je vsaka slika predstavljena z vektorjem v Rni . Vsaka oseba je fotografirana z
ne različnimi izrazi. ni je pogosto večji ali enak 5000 in lahko predvidevamo, da je
ni  nenp. Slike so shranjene v tenzorju
A ∈ Rni×ne×np .
Na različne smeri se sklicujemo kot na smer slike, smer izraza in smer osebe. V
primeru, da imamo vsako osebo fotografirano še z različnimi osvetljavami, zornimi
koti itd., bi zbirko slik predstavili s tenzorjem vǐsjega reda.
Uvedemo oznake za množenje po določenih smereh. Oznako ×e bomo uporabili
za množenje tenzorja z matriko vzdolž smeri izraza, ×p vzdolž smeri osebe in ×i
vzdolž smeri slike.
Sedaj predpostavimo ni  ne ∗ np in zapǐsimo okleščen singularni razcep vǐsjega
reda
A = S ×i F ×e G×p H,
kjer je S ∈ Rnenp×ne×np jedrni tenzor, F ∈ Rni×nenp ima ortonormirane stolpce in
G ∈ Rne×ne ter H ∈ Rnp×np sta ortogonalni matriki.
Singularni razcep vǐsjega reda lahko interpretiramo na različne načine, odvisno
od namena uporabe. Najprej poglejmo relacijo
A = D ×e G×p H,
kjer D = S ×i F.
Po definiciji množenja tenzorja z matriko vidimo, da fiksiranje vrednosti v izra-
znem parametru, npr. določimo j = e0, ustreza uporabi le e0-te vrstice matrike G.
Analogno storimo še v smeri osebe in dobimo
A(:, e0, p0) = D ×e ge0 ×p hp0 ,
kjer ge0 pomeni e0-ti vrstični vektor matrike G in hp0 p0-ti vrstični vektor H. To
povzamemo še z besedami. Sliko osebe p0 z izrazom e0 lahko pridobimo z množenjem
tenzorja D z hp0 in ge0 v njunih smereh. Tako je oseba p0 enolično določena z
vrstičnim vektorjem hp0 in izraz e0 je enolično določen z ge0 z
D ×e ge0 ×p H.
4. Klasifikacija s singularnim razcepom vǐsjega reda
Sedaj imamo vse potrebno, da problem iz razdelka 2 zapǐsemo s tenzorji in rešimo
s singularnim razcepom vǐsjega reda.
Spomnimo se, kakšen je naš klasifikacijski problem. Za dano novo sliko neke
osebe, predstavljeno kot vektor v Rni , bi radi določili, katero od np oseb predstavlja,
ali pa jo klasificirali kot neznano osebo.
Za klasifikacijo zapǐsemo singularni razcep vǐsjega reda 3.15 v sledeči obliki:
(18) A = C ×p H, C = S ×i F ×e G.
Za določen izraz e imamo
(19) A(:, e, :) = C(:, e, :)×p H.
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Očitno lahko tenzorja A(:, e, :) in C(:, e, :) identificiramo z matrikama, ki ju označimo
z Ae in Ce. Tako za vse izraze dobimo linearne relacije
(20) Ae = CeHT , e = 1, 2, . . . , ne.
Opazimo, da se ista (ortogonalna) matrika H pojavi v vseh ne relacijah. Z oznako
HT = (h1, h2, ..., hnp) lahko stolpec p matrike Ae zapǐsemo kot
(21) a(e)p = Cehp.
Interpretirajmo enačbi (20) in (21). Stolpec p v Ae vsebuje sliko osebe p z izrazom
e. Stolpci Ce so bazni vektorji za izraz e in vrstica p v H drži koordinate slike osebe
p v tej bazi. Isti hp drži tudi koordinate slik osebe p v vseh izraznih bazah.
Naj bo z ∈ Rni slika neznane osebe z neznanim izrazom (izven ne), ki jo želimo
klasificirati (v razdelku 2 smo za z vpeljali izraz testna slika). Očitno, če je to slika
osebe p z izrazom e, potem bodo koordinate z v bazi izraza e enake hp. Tako lahko
klasificiramo z z izračunavanjem njenih koordinat v vseh izraznih bazah, potem pa
za vsak izraz preverimo, če se koordinate z ujemajo (ali skoraj ujemajo) z elementi
v kateri od vrstic H.





Sedaj lahko zapǐsemo algoritem.
Prva verzija klasifikacijskega algoritma:
Vhod: testna slika z.
for e = 1, 2, ..., ne:
reši min
αe
‖Ceαe − z‖2 in shrani αe.
for p = 1, 2, ..., np:
izračunaj rep = ‖αe − hp‖2
Prvi način: če ‖αe − hp‖ < tol, potem klasificiraj kot osebo p in se ustavi
end
end
Drugi način: poǐsči najmanǰsi rep in z klasificiraj kot osebo pri pripadajočem p
Čas izračunavanja v tem algortimu je precej visok. Za vsako testno sliko z moramo
rešiti ne problemov najmanǰsih kvadratov z Ce ∈ Rni×np .
Spomnimo se iz (18), da C = S ×i F ×e G, kar nam da
Ce = FBe,
kjer je F ∈ Rni×nenp in Be ∈ Rnenp×np matrika, pridobljena z (S ×e G)(:, e, :).
Predpostavili smo, da je ni precej večji od nenp. Potem, samo za analizo, razširimo





, F̂ T F̂ = I.
Sedaj velja:





















= ‖Beαe − F T z‖22 + ‖(F⊥)T z‖22.
Sledi, da lahko rešimo ne problemov najmanǰsih kvadratov, če najprej izračunamo
F T z in potem rešimo
(23) min
αe
‖Beαe − F T z‖2, e = 1, 2, . . . , ne.
Matrika Be ima dimenzije nenp×np, zato je časovno manj zahtevno reševati (23)
kot (22). Lahko bi tudi vnaprej izračunali QR razcep vsake matrike Be, da še do-
datno zmanǰsamo delo. Prispemo do sledečega algoritma.
Druga verzija klasifikacijskega algoritma:
Vhod: testna slika z
Priprava:
for e = 1, 2, ..., ne:
izračunaj in shrani okleščen QR-razcep vseh Be matrik, Be = QeRe
Klasifikacija:
for e = 1, 2, ..., ne:
izračunaj ẑ = F T z,
reši minαe ‖Reαe −QTe ẑ‖ in shrani αe.
for p = 1, 2, ..., np:
izračunaj rep = ‖αe − hp‖2
Prvi način: če ‖αe − hp‖ < tol, potem klasificiraj kot osebo p in se ustavi
end
end
Drugi način: poǐsči najmanǰsi rep in z klasificiraj kot osebo pri pripadajočem p
4.1. Razpoznavanje obrazov z redukcijo singularnega razcepa vǐsjega reda.
Zaradi urejenosti jedrnega tenzorja v različnih smereh (Izrek 3.15) lahko reduciramo
jedro na tak način, da bo reduciran singularni razcep vǐsjega reda še vedno dobra
aproksimacija za A. Definirajmo Fk = F (:, 1 : k) za neko vrednost k, za katero
predvidevamo, da je precej manǰsa od ni, a večja od np. Potem samo za analizo





, F̂ T F̂ = I.
Sedaj reduciramo jedrni tenzor na podoben način, nastavimo
(24) Ĉ = (S ×e G)(1 : k, :, :)×i Fk,
kjer dobljeni tenzor Ĉ aproksimira tenzor C iz enačbe (18). Iz Izreka 3.15 in dejstva,
da množenje jedrnega tenzorja v e-smeri ne vpliva na urejenost v i-smeri, sledi




kjer smo uporabili lastnost 3.21. Sledi, da bi morali ohraniti dobro natančnost kljub
redukciji, če se singularne vrednosti v smeri slike dovolj hitro zmanǰsujejo.
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s prej opisano matriko Ĉe. Sedaj dobimo iz (24), da je Ĉe = FkB̂e, kjer B̂e ∈ Rk×np .
Pomnožimo z F̂ znotraj norme in dobimo
(26) ‖Ĉeαe − z‖22 = ‖B̂eαe − F Tk z‖22 + ‖F̃ T⊥ z‖22.
V tej reducirani verziji algoritma za razpoznavanje je operacija ẑ = F T z na-
domeščena z ẑk = F Tk z, tudi problemi najmanǰsih kvadratov v zanki so manǰsi.
Tretja verzija klasifikacijskega algoritma:
Vhod: testna slika z
Priprava:
for e = 1, 2, ..., ne:
izračunaj in shrani okleščen QR-razcep vseh Be matrik, Be = QeRe
Klasifikacija:
for e = 1, 2, ..., ne:
izračunaj ẑk = F Tk z,
reši minαe ‖R̂eαe − Q̂e
T
ẑ‖ in shrani αe.
for p = 1, 2, ..., np:
izračunaj rep = ‖αe − hp‖2
Prvi način: če ‖αe − hp‖ < tol, potem klasificiraj kot osebo p in se ustavi
end
end
Drugi način: poǐsči najmanǰsi rep in z klasificiraj kot osebo pri pripadajočem p
4.2. Testiranje algoritma. Sedaj imamo pripravljeno vso teorijo za uporabo kla-
sifikacijskega algoritma na podatkih. Za bazo uporabimo Extended Yale Face Data-
base B ([8], [5]), ki vsebuje 165 črnobelih obrezanih slik petnajstih posameznikov, za
vsakega imamo enajst fotografij (z očali, brez očal, vesel, svetloba z leve, v sredǐsču,
z desne, normalen, žalosten, zaspan, presenečen). Priprava in analiza podatkov je
bila opravljena v programu Python, za tenzorje in singularni razcep vǐsjega reda na
njih je bila uporabljena knjižnica tensorly, za reševanje minimizacijskih problemov
pa knjižnica scipy.
4.2.1. Priprava baze podatkov. Najprej velikosti vseh slik pretvorimo, da se ujemajo.
Tako so vse slike velikosti 168× 192. Osebo 1 bomo uporabili za testiranje razdalje
med sliko osebe, ki je ni v bazi, in osebami v učni bazi. Pri vseh ostalih osebah
izpustimo dve sliki iz baze obrazov, da ju lahko kasneje uporabimo za testiranje. Za
vsako osebo zapǐsemo vse slike v numpy tabelo, jo pretvorimo v vektor in vektorje
enega za drugim zložimo v matriko, tako da za vsako osebo dobimo eno matriko.
Ko so vse matrike pripravljene, jih zložimo v tenzor. Pridemo do oblike, opisane v
podrazdelku 3.4, z dimenzijami ni = 32256, ne = 10 in np = 14. Dobimo tenzor






4.2.2. Učenje. Sedaj lahko izračunamo singularni razcep vǐsjega reda na tenzorju
A z vgrajenim algoritmom, kjer znižamo rang v smeri slike na k. Primerjali bomo
rezultate z različnimi rangi. Dobimo razcep, opisan v razdelku 4.1. Če se singularne
vrednosti v smeri slike dovolj hitro zmanǰsujejo, bomo lahko ohranili precej dobro
natančnost kljub redukciji, kot je opisano v (25). Najprej vzemimo k = 60. Za vǐsje
Slika 6. Z leve proti desni: prvi, drugi, četrti in dvajseti singularni
vektor v smeri slike.
vrednosti k ima Python že težave s shranjevanjem razcepa, zato bomo primerjali
ta k z manǰsimi. Nekaj stolpcev matrike F , ki vsebuje singularne vektorje v smeri
slike, zložimo nazaj v slike, ki jih vidimo na sliki 6. Prvi singularni vektor prestavlja
“povprečno” sliko vseh oseb, nadaljnji pa “odstopanja” od povprečne slike. Zato
na prvi sliki z leve jasno vidimo osebo in lastnosti obraza, medtem ko pri ostalih
določene karakteristike postanejo vse bolj nejasne in popačene. Na sliki 7 vidimo,
da je prva singularna vrednost precej večja od ostalih, kar pomeni, da bi nam moral
že prvi singularni vektor v smeri slike dati precej informacij. Vseeno pa ima zadnja
singularna vrednost tega ranga vrednost nad 500, zato predvidevamo, da bo algo-
ritem že pri rangu 60 imel manǰso natančnost. Podobno hitro padajo singularne
vrednosti smeri izraza in osebe. Pri vseh smereh je očitna največja razlika med
prvo in drugo singularno vrednostjo. V smeri izraza in osebe sta zadnji singularni
vrednosti tudi večji od 500, zato bi zmanǰsevanje ranga lahko močno vplivalo na
uspešnost klasifikacije.
4.2.3. Klasifikacija. Sedaj imamo bazo obrazov pripravljeno za testiranje. Upora-
bimo tretjo verzijo klasifikacijskega algoritma z reducirano matriko F ∈ R32256×k,
kjer vnaprej izračunamo matrike B̂e za vsak izraz. Algoritem vedno vrne izračunano
razdaljo med testno sliko in “najbližjo” sliko, najbližji izraz in osebo. Za testne slike
najprej vzemimo slike, ki jih nismo vključili v učno bazo (z izrazom mežik in svetloba
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Slika 7. Sigularne vrednosti po smereh.
v sredǐsču za vsako osebo). Za vsako izmed teh slik opravimo postopek klasifikacije,
kjer vedno poǐsčemo najbližjo sliko. Torej, tudi če osebe, ki ji pripada testna slika,
ni v bazi, bo algoritem poiskal osebo, ki se ji najbolj prilega.
Slika 8. Z leve proti desni: pravilno klasificirana testna slika in njej
najbližja bazna slika, napačno klasificirana slika in njej najbližja.
Pri redukciji na rang 60 je algoritem v 85, 19% sliko klasificiral pravilno. Nižji
odstotek pravilnosti klasifikacije je pojasnljiv s tem, da čeprav singularne vrednosti
v smeri slike hitro padajo, je zadnja singularna vrednost tega ranga še vedno precej
visoka, zato prihaja do napak v aproksimaciji. Pomembno je opaziti, da smo občutno
zmanǰsali velikost problemov najmanǰsih kvadratov v algoritmu. Prvotno imamo tu
matriko F velikosti 32256 × 32256, po redukciji pa 32256 × 60. V enem primeru
pravilne klasifikacije je algoritem za najbližji izraz mežiku izbral žalost, primer je
viden na sliki 8. Kot je opisano v tej verziji psevdokode algoritma, ǐsčemo najmanǰso
razdaljo med vektorjem, ki ga dobimo z iskanjem minimuma v enačbi (26) za določen
izraz, in vrstico matrike H. Pripadajoča vrstica p matrike H je “najbližja” oseba
testni sliki. Pri testiranju algoritma s k = 60 je bila največja razdalja enaka 0, 544,
najmanǰsa razdalja napačne klasifikacije pa 0, 446. Pri klasificiranju osebe, ki je ni
bilo v bazi, je bila pa najmanǰsa razdalja izmed vseh izrazov pri klasifikaciji enaka
24
Slika 9. Z leve proti desni: slika osebe, ki je ni v bazi, in njej najbližja
slika iz baze.
0, 55. Torej bi z optimalno določitvijo tolerance lahko sliko klasificirali kot neznano.
Primer najbližje osebe pri klasifikaciji neznane osebe je viden na sliki 9.
Izberimo sedaj k = 40 in ponovimo postopek klasifikacije s tem rangom v smeri
slike. Uspešnost klasifikacije se ne spremeni, kar se da pojasniti s tem, da dodatno
prǐstevanje singularnih vrednosti med 21 in 40 ne vpliva dosti na napako (enačba
(26)). Lahko pa sklepamo, da bi bila razlika vidna na dovolj večji testni množici.
V tabeli 1 je prikazan odstotek pravilnosti klasifikacije glede na velikost ranga v






Tabela 1. Vpliv zniževanja ranga v smeri slike na uspešnost klasifikacije.
smeri slike. Občutna razlika je vidna med rangi 30, 20 in 10, pojasnljiva z visokimi
vrednostmi vmesnih singularnih vrednosti.
Oglejmo si še vpliv zmanǰsevanja ranga v smeri izraza, tu bomo rang v smeri slike
fiksirali na k = 30. V tabeli 2 vidimo, da z zniževanjem ranga ne povzročimo velike
spremembe v pravilnosti klasifikacije, vendar pa imamo v bazi le 9 slik različnih
izrazov za vsako osebo, zato več sprememb v rangu te smeri ni mogoče testirati.




Tabela 2. Vpliv zniževanja ranga v smeri izraza na uspešnost klasifikacije.
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