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Abstract 
 This paper will state the BI responsibility and 
organisation for the various individual LHC beam 
instrumentation systems. In particular, it will address the 
functionality and performance expected for each 
instrument through the various stages of commissioning 
and early running. 
INTRODUCTION 
The measurements covered in this paper are as follows: 
beam current and lifetime; tune, chromaticity and 
coupling; beam size; abort gap surveillance. Luminosity 
monitoring is discussed in a separate presentation [1]. The 
LHC schottky monitors, forming part of the US-LARP 
collaboration will not be covered since, although they are 
expected to be installed for initial commissioning, they 
are foreseen mainly for diagnostics at 7TeV with medium 
to high intensity and/or multiple bunches. 
The various stages of commissioning are taken from [2] 
and summarised in Fig 1.  
BEAM CURRENT AND LIFETIME 
MEASUREMENT 
The LHC will be equipped with 2 DCCTs and 2 fast 
beam current transformers per ring. Following the 
worrying simulation of radiation levels for the 
synchrotron light monitor and the move of the tune and 
aperture kickers (MKQA) to Point 4, all of the ring BCTs 
are now regrouped on the right side of LSS4. In addition 
to the ring BCTs, each beam dump line will be equipped 
with two fast BCTs to monitor the intensity of dumped 
beams. The layout for all of these has been finalised and 
construction of the monitors is underway. 
The complete specifications for the BCT system can be 
found in [3]. Table 1 lists the parameters of relevance to 
commissioning and Stage 1 operation, and indicates the 
expected performance of the installed systems. 
Fast BCT (BCTFR) performance 
As can be seen from Table 1, the fast BCT is the main 
instrument to measure intensity for very low current 
operation in the LHC, i.e. operation with few bunches. 
From experience with similar systems installed in the SPS 
it is expected that all the early running specifications can 
be met with these monitors, including the requested 
lifetime measurement for pilot bunches. 
DCCT (BCTDC) performance 
The expected resolution of the LHC DCCT is around 
2μA rms for integration times of 1 second, increasing to 
around 10μA rms for its shortest integration time of 20ms. 
This is below or at the limit of the requested accuracy and 
resolution even for the 43 bunch scheme with pilot 
bunches. During commissioning this monitor will 
therefore mainly provide a cross-check with the fast BCT 
and allow a study of the beam induced noise in the 
system, which will be important for maintaining this 
resolution during many bunch, high intensity operation.  
Additional Requirements 
In addition to measuring the bunch intensity and beam 
current, the LHC BCTs are also expected to provide the 
following information to the machine protection system: 
• Beam presence flag – initially this will be provided 
by detecting a bunch passage using a simple 
comparator on the BCTFR. 
• Safe beam flag – initially derived at 1Hz using the 
standard BCTDC acquisition and software 
processing chain. 
• Fast beam loss rate monitoring – the MPWG require 
the measurement of a loss of 3-6.1011 protons within 
a millisecond. This fast response time excludes the 
BCTDC. The BCTFR response will depend on the 
percentage of bunch intensity lost. A loss of 3.1011 
protons for 43 nominal bunches represents an 
average change of 7% in bunch intensity which 
should be easy to measure. The same overall loss for 
2808 nominal bunches, however, implies an average 
change of only 0.1% in bunch intensity which is 
below the noise limit of the acquisition system. 
Due to the complication that the full machine protection  




















Figure 1: Timeline showing the various LHC commissioning stages
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requirements imply for both BCT systems, only a 
minimal integration will be provided for Stage I. 
Complete integration is foreseen for later running once 
the stored energy becomes significant. This will, however, 
require extensive changes to the current acquisition 
system if a purely hardware solution is to be envisaged, 
and will not improve the resolution of the system.  
TUNE, CHROMATICITY AND COUPLING 
MEASUREMENT 
The implementation of tune, chromaticity and coupling 
measurements will proceed in three clear three steps: 
1) Day 1 – These measurements will be carried out 
with kicked beams and classical motion analysis. 
- The tune measured by Fourier analysis of 
beam oscillations. 
- Chromaticity measured either via the head-tail 
method or by observing the tune change due to 
slow momentum variations. 
- Coupling measured by combining information 
from horizontal and vertical beam oscillation 
data. 
A tune kicker will be available for exciting both 
planes & both beams at up to a 2Hz repetition rate. 
The possibility also exists to provide chirp 
excitation using the transverse damper, which 
would allow for even faster measurement rates. 
2) Day N – As soon as possible this single kick 
approach will be replaced with PLL tune tracking. 
3) Day N++ – Once the PLL measurement has been 
confirmed to be robust then feedback on tune, 
chromaticity and coupling can be attempted. 
The time scale for Day N and N++ will depend on the 
quality of the tune measurement and on the robustness of 
the PLL (see section below on feedback). 
For operational beams the additional problems will be 
lowering the excitation level to an insignificant level, 
coping with coupling and achieving compatibility with 
resistive transverse damping. The full specifications can 
be found in [4]. 
The Base Band Tune Measurement System 
Considerable progress has been made over the past two 
years in addressing the first of the problems mentioned 
above, namely detecting oscillations at very low 
amplitudes. This has been made possible by the 
development of the Base Band Tune (BBQ) measurement 
system [5], which has now been installed and tested in the 
PS, SPS, LEIR, RHIC and Tevatron. Based on AM 
detection techniques, the advantages of this system are: 
• Sensitivity - the noise floor of the RHIC system has 
been calculated to be in the 10nm range. 
• Robustness against saturation. 
• Simplicity and low cost. 
• Base band operation allowing the use of excellent 24 
bit audio ADCs and powerful signal conditioning. 
It is also independent of the machine filling pattern, 
which makes it ideal for operation with varying bunch 
structures. Conversely, this does not allow the system to 
measure on individual bunches unless the signal is gated. 
Such gating has been successfully implemented at the 
Tevatron, where the recently installed BBQ is the only 
instrument capable of measuring pbar tunes. For LHC 
Stage I, however, tune measurement of individual 
bunches using the BBQ is not foreseen. 
Measurement 










Pilot bunch ±20% / ±20% ±109 /  ±109 OK N/A 
Injection 
Nominal bunch ±3% / ±1% ±3·109 /  ±109 OK N/A 
Pilot bunch ±10% / ±10% ±0.5·10
9 
±1μA (on 10μA) OK 
Not attainable 
requires1 second 
integration to obtain 
2μA rms resolution 
Nominal bunch ±1% / ±1% ±10
9 
±2μA (on 180μA) OK 





43 pilot bunches ±1% / ±1% ±10
9 
±2μA (on 390μA) OK 
 at limit  even for long 
integration times 
Pilot bunch 10% (10hrs/1min)  OK N/A 
Lifetime 
Nominal bunch 10% (30hrs/10sec)  OK N/A 
Table 1: Summary table showing the requirements and expected performance of the LHC BCTs 
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The BBQ system will be operational from Day 1 as the 
main LHC tune measurement system using kicked beams 
and is expected to give a resolution on the fractional part 
of the tune at the 10-4 level.  
PLL Tune Tracking 
The LHC PLL tune tracker is being developed in 
collaboration with BNL as part of the US-LARP. The 
advantage of this technique is that it provides a 
continuous tune measurement with a resolution in the 10-5 
range for a bandwidth of 1-10Hz. The LHC PLL tune 
tracker acquisition system will use a BBQ front-end, to 
detect the low amplitude oscillations, combined with a 
digital PLL algorithm implemented in an FPGA. The aim 
is to make this available from a very early stage, as in 
addition to tracking the tune it allows the measurement of 
chromaticity via momentum variation and, if configured 
correctly, can also provide a continuous measurement of 
coupling [6]. 
The main problems encountered when trying to obtain 
stable PLL operation are: 
• Reducing the applied excitation to very small 
amplitude to avoid emittance blow-up due to the 
continuous excitation required. 
• Coping with coupling. From RHIC experience, PLL 
functioning is strongly linked to coupling and in 
extreme cases can lead to the PLL losing lock. 
• Mains ripple in the beam spectrum. Due to the very 
high sensitivity of the BBQ measurement, these lines 
have been observed in all machines fitted with such a 
system. The strength of these lines seems to 
determine the minimum level of excitation which has 
to be applied for correct PLL functioning. 
• Coexistence with active transverse damping. This 
issue is still to be studied in detail. 
Tune, Chromaticity and Coupling Feedback 
Experience from other machines has shown that it is 
not trivial to go from a PLL tune tracker to a complete 
tune feedback loop. Although feedback was available 
from an early stage at RHIC, for example, there has been 
considerable difficulty in making it reliable under varying 
machine conditions. The two main problems encountered 
were the fact that excessive coupling immediately breaks 
the feedback loop, and the saturation of the front-end 
electronics due to closed orbit variations. 
Through collaboration with BNL, and with the 
advances in detection sensitivity and coupling 
measurement mentioned above it is hoped that these 
problems have, to a large extent been solved. RHIC will 
attempt their start-up in February 2006 with both tune and 
coupling feedback and the experience from this run will 
be very valuable for LHC commissioning. 
No attempt has yet been made to try chromaticity 
feedback on high energy hadron machines. The best 
candidate still seems to involve calculating the 
chromaticity through observing the tune variation for 
small momentum deviations using the PLL tune tracker.  
BEAM SIZE MEASUREMENT 
The main workhorse foreseen for proton beam profile 
measurements in the LHC is the synchrotron light 
monitor (BSRT), with the wire scanners (BWS) used for 
cross calibration. A rest gas ionisation monitor (BGI) is 
foreseen for ion beams and as a back-up for the 
synchrotron light monitor during proton running. 
Various optical transition radiation monitors (BTV) will 
be in place for injection and ejection beam profile 
measurements in the injection lines, the LHC ring and the 
dump lines. Although the vacuum hardware for the 
injection matching monitor will be installed by Stage I, it 
is currently not foreseen to install the acquisition system 
and develop the necessary software for this monitor 
before Stage II. 
The full specifications for beam size measurement in 
the LHC can be found in [7]. 
LHC Wire Scanners 
The LHC wire scanners are intended mainly for 
calibration of the other profile measurement devices. In 
the baseline scenario the electronics for the wire 
movement and position system is recuperated from LEP. 
This system is too slow (1ms-1 instead of 2ms-1) to meet 
the specifications on the total bunch intensity measurable 
at 7TeV (2 full PS batches, i.e. 144 nominal bunches). It 
will, however, be useable for 43 nominal bunches. Use of 
new detection electronics, based on the 40MHz fast BCT 
integrator will allow the system to have bunch to bunch 
capability.  
A parallel development of new electronics for the 
motorisation system is already underway for Phase II. 
This will allow the movement of the wire at up to 2ms-1, 
so meeting the intensity limit specifications at 7TeV. In 
addition, an improved wire position measurement will 
enhance the accuracy of this system. 
The BI Group still has to work on the following 
outstanding issues: 
• Investigation of wire heating due to trapped RF 
modes (currently under test). 
• Verification that wire scan does not provoke a 
quench! 
• Determination of the photomultiplier detector signal 
strength and simulation of the variation of its 
amplitude with the position of the detector. 
These last two points are linked to the final choice of 
wire diameter.  
The Synchrotron Light Monitor 
Two light sources are foreseen for the LHC synchrotron 
light monitor (BSRT). From 450Gev to 2TeV a 5T, 2 
period, superconducting undulator will be used, while 
from 2TeV to 7TeV there is enough light from the D3 
magnet. 
At start-up with protons the BSRT will work in the 
visible light region. It will have a limited electronic 
installation, which will not provide full functionality. The 
system will be based on a 10Hz camera providing the rms 
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beam average size and the tilt. The images will be 
converted to 25Hz MPEG2 data stream and provided to 
the CCC for real-time display. 
The calibration of this monitor with energy and 
intensity will require dedicated beam time early on. 
For Phase I, Stage II (75ns running) it is foreseen to 
install a fast camera capable of capturing the information 
from up to 100 bunches per ring. This will be able to 
provide an update of these individual bunch sizes every 
minute. Alternatively, this camera can be used for various 
machine development measurements such as matching 
and corona studies. 
The Rest Gas Ionisation Monitor (BGI) 
This is the main monitor foreseen for continuous ion 
profile measurement as the signal produced goes as Z 
times the number of charges. A nominal Pb ion bunch 
therefore gives more signal than an ultimate proton 
bunch. 
It can, however, also be used as a back up for the 
synchrotron light monitor when running with protons. 
Since, apart from the radiation hard camera to be used, 
the whole system has already been tested in the SPS it is 
expected that this monitor can be made operational very 
quickly after initial start-up. 
The acquisition is based on integration over 20ms, 
producing an average beam profile of all bunches with a 
refresh rate of 10Hz.  The absolute beam size is expected 
to be accurate to the percent level at injection, while at 
7TeV this becomes 20%, so requiring wire-scanner cross 
calibration. 
For early proton running with low intensity the BGI 
will probably require a local pressure bump.  
It is foreseen the upgrade the system for Phase II to 
allow turn by turn profile measurement. 
ABORT GAP MONITORING 
The abort gap monitor (BSRA) is required to detect 
protons in the abort gap at 10% of the expected quench 
level for magnets downstream of the dump kickers. At 
450GeV this implies a detection of 4×109 charges per 
100ns within the 3μs abort gap, while at 7TeV this is 
reduced to the detection of only 6×106 charges per 100ns.  
Due to the relatively slow diffusion rates expected, the 
response time for this detection can be in the order of 
100ms. 
For protons this detection will be performed using a 
gated photomultiplier looking at a fraction of the 
synchrotron light extracted for the synchrotron light 
monitor. This can either be gated over the entire 3μs abort 
gap or in 30, 100ns time slots. The number of available 
abort gap photons is expected to be:  
• 450Gev : 300 photons / 100ns / turn 
• 7Tev  : 50 photons / 100ns / turn 
The results of recent tests give confidence that 
detection at this level is possible with this system. 
However, as both the photon number and quench level is 
a function of energy a look-up table will be required to 
take into account this energy dependence for the beam 
abort level. 
For ions there is insufficient visible light at injection 
energy, where the peak emission occurs in the infra-red at 
1.9mm, for this detector to work. No photo-cathodes for 
gated MCP detectors are available for this wavelength, 
and no alternative fast, sensitive, gated detector has yet 
been found. One possible longer term solution, which 
could be envisaged for Phase II, is to replace the current 
undulator with a shorter period undulator, so shifting the 
peak of the emission for the ions into the visible 
spectrum.  
SUMMARY 
The aim of the BI Group is to have all the beam 
instrumentation hardware in place for the LHC start-up. 
For most systems the capability to reach nominal 
specification is already foreseen in the original hardware. 
A few systems will be upgraded for Phase I – Stage 2 if 
no vacuum intervention is required, or for Phase II if 
Table 2: Summary of responsibilities for the various individual instrumentation systems 
Activity BI Responsible Application Programs Other CERN US-LARP
E.Bravin, A.Guerrero N.Hoibian (CO), M.Lamont (OP) H.Burkhardt, G.Arduini (ABP)
F.Follin, G Crockford (OP)
P.Odier, D. Belohrad M. Albert (OP) H.Burkhardt, J.Jowett (ABP)
M.Ludwig
R.Jones, M.Gasior S.Fartoukh, O.Berrig (ABP)
P.Karlsson J.Wenninger (OP)
S.Hutchins, J.Koopman H.Burkhardt, S.Gilardoni (ABP)
A.Guerrero M.Giovannozzi (AP)
F.Caspers (RF), R.Jones S. Panacek (FNAL) E.Metral, C.Carli (ABP)
S.Bart-Pedersen F.Zimmermann (ABP)
 Luminosity monitors E.Bravin, S.Bart-Pedersen ? R.Assmann, F.Zimmermann (ABP) XX (LBL)
 Schottky monitors R.Pasquinelli (FNAL)A.Janssen (FNAL)




Beam Instrumentation – R.Garoby
 BCT
 Screens
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vacuum intervention is necessary. 
The large task now is to produce software that allows 
the full hardware capability to be used. This software 
functionality is also expected to evolve with the 
commissioning phases and the use of the instruments. 
Table 2 shows a summary of the persons responsible for 
the instruments, the low level software, the application 
programs and aiding in the commissioning. Most of this is 
now well defined, with a few names still missing for the 
application programs. 
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