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Nicht erst seit Mark Weisers Vision des Ubiquitous Computing [Wei91] sind For-
scher damit beschäftigt, Software zu entwickeln, welche sich an ihre Nutzer und
deren Situation anpasst. Eine Grundvoraussetzung dafür ist die Beobachtung von
Umgebungen und Situationen, d. h. die Erfassung so genannter Kontextinforma-
tionen. Mit der fortschreitenden Miniaturisierung elektronischer, elektrischer und
mechanischer Baugruppen sind elektronische Geräte heutzutage in jedem Teil des
menschlichen Alltags anzutreﬀen. Durch ihre Anwesenheit wird die Beobachtung er-
möglicht, weil einerseits die Geräte über Sensoren verfügen können, und andererseits
schon die Identiﬁkation der vorhandenen Geräte, Rückschlüsse auf die Umgebung
erlaubt. In den meisten Szenarien ist eine Vernetzung der Geräte gegeben, sodass
die erfassten Informationen potenziellen Anwendungen in jedem Bereich der Umge-
bung zur Verfügung stehen. Die Vernetzung erfolgt häuﬁg durch den Einsatz von
Ad-hoc-Netzwerken oder durch Anbindung der einzelnen Geräte an das Internet.
Während für die ersten ubiquitären Anwendungen oft spezielle Umgebungen in
den Forschungslaboren geschaﬀen wurden, werden heutzutage immer mehr Syste-
me direkt für den Alltag entwickelt. Vor dem praktischen Einsatz sind jedoch noch
immer zahlreiche Probleme zu bewältigen. So werden immer neue Ansätze erarbei-
tet, um die komplexe Entwicklung ubiquitärer Software zu vereinfachen. Aktuelle
Verfahren verwenden  analog zum Semantic Web  prädikatenlogische Sprachen
zur Modellierung von Kontext. Entsprechende Ausführungsumgebungen erlauben
es, die Ausdrucksstärke der Sprachen zu nutzen, und die erfassten Kontextinforma-
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tionen zu analysieren. Auf diese Weise können z. B. inkonsistente Beobachtungen
korrigiert werden, oder es sind komplexe Schlussfolgerungen über die Situation der
Nutzer möglich. Neben der Unterstützung der Modellierungsansätze sind die Aus-
führungsumgebungen dafür zuständig, die Vielzahl verschiedener Geräte zu einem
gesamten System integrieren, und die Informationen jedes einzelnen Gerätes für die
Übrigen zugreifbar zu machen.
Die erfassten Beobachtungen werden Kontextinformationen genannt, wenngleich
schon zu Beginn dieser Arbeit erkennbar wird, dass eine klare Deﬁnition von Kon-
text nur schwer möglich ist. Geräte bzw. deren Hard- und Softwarekomponenten,
welche die Kontextinformationen erfassen, sind so genannte Kontextquellen. Dem
gegenüber werden Geräte und Anwendungen, die zur Anpassung an die Umgebung
Kontextinformationen verarbeiten, Kontextsenken genannt.
1.1. Ziele der Arbeit
Die vorliegende Arbeit entwickelt eine Middleware, welche die dynamische Kopplung
von Kontextsenken und Kontextquellen gestatten soll (Abb. 1.1 auf der nächsten
Seite). Dazu gehört auch die transparente, skalierbare Kopplung der Middlewarein-
stanzen der vernetzten Geräte. Kontextsenken sollen auf alle erreichbaren Kontext-
quellen zugreifen können  unabhängig von der Entfernung zwischen beiden. Zur Be-
handlung der schwankenden Verfügbarkeit und Erreichbarkeit von Kontextquellen
und Geräten soll die Verwaltung der Kontextquellen anstatt ihrer Kontextinforma-
tionen erfolgen. Die Kopplung der Geräte soll die beschränkten Ressourcen mobiler
und integrierter Geräte berücksichtigen. Im Fokus der Betrachtungen sollen dynami-
sche Kontextinformationen und deren Quellen stehen, weil ihre Nutzung aufgrund
der Dynamik als problematisch anzusehen ist.
Wegen der Heterogenität von Kontextquellen und -informationen, sowie deren op-
portunistischer Nutzung durch die Kontextsenken, soll in dieser Arbeit nicht auf die
Verwendung von Kontext für zeitkritische Funktionen eingegangen werden. Ebenso
wenig sollen weitere Modellierungsansätze für Kontextinformationen entwickelt wer-
den. In der Evaluation soll untersucht werden, ob der Verzicht auf ausdrucksstarke
Modellierungsansätze praktikabel ist. Aufgrund der Fokussierung auf die dynami-
schen Aspekte der Kontextbereitstellung und -nutzung, werden Replikationsverfah-
ren oder ähnliche Konzepte zur Erhöhung der Verfügbarkeit von Informationen nicht
Gegenstand der Arbeit sein.
1.2. Gliederung
Im Anschluss erfolgt die Klärung des Begriﬀes Kontext und damit verwandter Be-
griﬀe, sowie die Analyse der Eigenschaften, der Entstehung und der Nutzung von
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Abbildung 1.1.: Verteilter Kontextdienst als Middleware zwischen den Kontextquel-
len und Kontextsenken der Geräte einer Umgebung
Kontext. Die daraus gewonnenen Anforderungen werden durch Untersuchung eines
umfangreichen Anwendungsszenarios (Kap. 3) vervollständigt. Kapitel 4 zeigt, inwie-
weit die Anforderungen durch die Konzepte verwandter Arbeiten bereits behandelt
sind. Mit diesen Voraussetzungen wird ein Gesamtkonzept eines verteilten Kontext-
dienstes entwickelt und realisiert, sowie funktional und analytisch evaluiert. Den
Abschluss bildet die Zusammenfassung der Arbeit, welche darüber hinaus mögliche





Weil Kontextinformationen von zentraler Bedeutung für die Schaﬀung ubiquitärer
Anwendungen sind, wird nachfolgend der Begriﬀ Kontext genauer untersucht. Das
beinhaltet in erster Linie seine konkreten Eigenschaften, sowie die unterschiedli-
chen Klassen von Kontext (Kap. 2.2 und 2.3). Aber auch die Charakteristika der
Kontextbereitstellung und -nutzung werden analysiert. Die in diesem Zuge identiﬁ-
zierten grundlegenden Anforderungen /A 1/ bis /A 14/ sind bereits der erste Teil
der Anforderungsanalyse. Der Zweite erfolgt anhand eines anwendungsspeziﬁschen
Szenarios (Kap. 3).
2.1. Was ist Kontext?
Eine der am häuﬁgsten zitierten Deﬁnitionen des Begriﬀes Kontext stammt von
Anind K. Dey. In seiner Dissertationsschrift [Dey00] aus dem Jahre 2000 schreibt
er:
Context is any information that can be used to characterize the situati-
on of an entity. An entity is a person, place, or object that is considered
relevant to the interaction between a user and an application, including
the user and the application themselves.
Diese Deﬁnition ist sehr allgemein gefasst, und bedarf weiterer Analyse. Deys Ver-
ständnis von Kontext als situative Beschreibung der Interaktion eines Nutzers mit
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seiner Anwendung stimmt mit dem allgemeinen intuitiven Verständnis des Begriﬀes
überein. Dies zeigt ein Blick in allgemeine Quellen, welche keine informatikspeziﬁ-
sche Sichtweise präsentieren  die Brockhaus-Enzyklopädie [Bib90] deﬁniert Kontext
wie folgt:
Kontext . . . (3) Sprachwissenschaft: Umgebung, in der eine sprachl. Ein-
heit auftritt und die diese beeinﬂusst (sprachlicher K.); Umstände und
Situation, in der ein Text geäußert und verstanden wird (situativer K.).
Auch im Englischen Sprachraum ist eine ähnliche Deﬁnition anzutreﬀen. So deﬁ-
niert das Oxford Advanced Learners Dictionary [Hor95] Kontext mit:
context . . . 2 circumstances in which sth happens or in which sth is to
be considered: . . . 
Somit kann ein Übersetzungsfehler des ungenau deﬁnierten Begriﬀes weitgehend
ausgeschlossen werden∗. Ohne Beschränkung der Allgemeinheit kann man Deys Aus-
sage auf Software im Speziellen und IT†-Systeme im Allgemeinen ausweiten  nicht
nur auf kontextbezogene oder ubiquitäre Software. Allerdings ist seine Deﬁnition zu
allgemein. Denn jegliche Entitäten, welche an der Interaktion teilnehmen, werden
als Kontext betrachtet. Dies schließt nicht nur den Nutzer, sondern vor allem die
Umgebung des Nutzers mit all ihren Aspekten ein  inklusive des IT-Systems und
all seiner Bestandteile. Entsprechend verallgemeinert Dey die Deﬁnition im weiteren
Verlaufe seiner Arbeit wie folgt:
Our deﬁnition of context includes not only implicit input but also ex-
plicit input.
Dem muss jedoch widersprochen werden. Wären explizite Eingaben bzw. Infor-
mationen auch Kontext, dann würden jegliche Eingaben Kontext darstellen. Eine
Unterscheidung der beiden Begriﬀe Eingabe und Kontext wäre nicht mehr möglich.
Folglich besäße der Begriﬀ Kontext keinerlei Signiﬁkanz mehr gegenüber des Be-
griﬀes der (gewöhnlichen, expliziten) Eingabe, und bedürfte dementsprechend auch
keiner eigenen Deﬁnition. Somit wären jegliche informationsverarbeitenden Syste-
me kontextbezogen. Eine Folgerung, welche Dey selbst in seiner Arbeit zieht, aber
sogleich ohne Nennung von Gründen einschränkt:
Context-awareness uses a generalized model of input, including implicit
and explicit input, allowing any application to be considered more or less
context-aware insofar as it reacts to input. However, in this thesis, we will
concentrate on the gathering and use of implicit input by applications.
∗Für eine ausführlichere und interdisziplinäre Betrachtung des Begriﬀes Kontext sei der inter-
essierte Leser auf [BD05] verwiesen.
†Informationstechnik (IT)
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2.1.1. Relevanz
Lediglich Dey's Forderung nach der Relevanz einer Information für die Charakteri-
sierung der Mensch-Maschine-Interaktion kann zur Konkretisierung der Deﬁnition
und zur Einschränkung der zu betrachtenden Informationsmenge herangezogen wer-
den. Naiv betrachtet, ist eine Information relevant, wenn sie eine Auswirkung auf die
Situation hat. Dey selbst nimmt jedoch keine weitere Analyse des Relevanzaspektes
vor. Dies soll hier nachgeholt werden.
Auf der Suche nach einer Deﬁnition wird man im Bereich des Information Re-
trieval fündig. Diese Disziplin beschäftigt sich mit der Suche von Informationen in
großen Datenmengen. Im Ubiquitous Computing müssen Kontextinformationen vor
ihrer Nutzung ebenfalls zuerst aus der Menge der übrigen irrelevanten Daten iso-
liert werden. Insofern sind sich Ubiquitous Computing und Information Retrieval
durchaus ähnlich. Bei Letzterem wird ein Dokument als relevant betrachtet [Sto07],
wenn es objektiv zur Vorbereitung einer Entscheidung dient oder wenn
es objektiv eine Wissenslücke schließt oder wenn es objektiv eine Früh-
warnfunktion erfüllt.
Als Pendant zum objektiv deﬁnierten Begriﬀ der Relevanz existiert die subjektiv
deﬁnierte Pertinenz, welche statt eines Systems den menschlichen Nutzer betrachtet,
und sein kognitives Modell in die Betrachtung einbezieht. Folglich ist eine Informa-
tion für einen Nutzer pertinent, d. h. subjektiv bedeutsam, wenn sie subjektiv ent-
weder zur Vorbereitung einer Entscheidung dient, eine Wissenslücke schließt oder
eine Frühwarnfunktion erfüllt. Beide Aspekte  Pertinenz und Relevanz  sind im
Ubiquitous Computing die beiden Seiten derselben Medaille. Denn dort wird mit
informationstechnischen Mitteln versucht, ein objektives Modell der Umgebung und
des Nutzers zu ermitteln, welches als Grundlage des Verhaltens eines IT-Systems die-
nen kann. Ist die Übereinstimmung zwischen diesem objektiven Modell des Systems
und dem subjektiven Modell des Nutzers nicht hinreichend groß, dann führt das Ver-
halten des Systems nicht zum gewünschten Erfolg  der Unterstützung des Nutzers.
Dem entsprechend ist das System nicht in der Lage, Situationen, Motivationen und
Ziele des Nutzers hinreichend genau zu erkennen, und kann in seinen Aktionen ein
für den Nutzer unerwartetes und ungeeignetes, ja eventuell sogar kontraproduktives,
Verhalten zeigen.
Die Übertragung der obigen Aussagen von Dokumenten auf die in ihnen enthal-
tenen Informationen und somit auch auf Informationen im Allgemeinen erlaubt die
Anwendung der Begriﬀe Relevanz und Pertinenz auf Kontext, welcher in Deys Deﬁ-
nition auch mit any information (dt. jegliche Information) umschrieben wurde.
Folglich stellen nicht jegliche Informationen, welche in der Umgebung des Nut-
zers erfasst oder abgeleitet werden können, Kontext dar, sondern nur diejenigen,
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welche relevant∗ sind. Auch wenn es im Forschungsbereich des Information Retrie-
val Ansätze zur automatischen Bestimmung der Relevanz von Informationen gibt
[CH88], so erfolgt doch die grundsätzliche Entscheidung meist durch die Entwickler
des kontextbezogenen Softwaresystems. Sie manifestieren ihre Wahl durch Einbezie-
hung konkreter Informationen in das Systemmodell. Alle darin nicht enthaltenen
oder nicht vorgesehenen Informationen werden  bewusst oder unbewusst  als ir-
relevant eingestuft. Bei der Modellierung werden z. T. nur Informationstypen spe-
ziﬁziert. Entsprechend grob granular† ist die mit der Modellierung einhergehende
Entscheidung.
Dourish [Dou04] geht auf dieses Entscheidungsproblem ein, und stellt fest, dass
die Relevanz ad hoc durch die Konstellationen der Entitäten in einer konkreten
Situation bestimmt wird. Somit kann ihre Feststellung nicht a priori erfolgen. Dou-
rish führt aus, dass Kontext und Inhalt (bzw. Aktivität) nicht voneinander getrennt
werden können, weil Kontext aus der Aktivität heraus entsteht. Diese Darstellung
verdeutlicht die Problematik:
• Einerseits erwächst daraus die allgemeine Forderung, dass die Aktivitäten des
Nutzers und die dabei kommunizierten Inhalte (möglichst) maschinenverständ-
lich sein sollen. Um dies zu erreichen, ist eine Analyse der Inhalte erforderlich,
welche z. T. komplex und ressourcenintensiv ist (z. B. natursprachliche Erken-
nung). Sie erzeugt ergänzende Beschreibungen mit so genannten Metainforma-
tionen, welche die Semantik der ausgetauschten Inhalte repräsentieren. Alter-
nativ können solche Informationen auch durch den Erzeuger der Inhalte hin-
zugefügt werden (z. B. Beschreibung einer Webseite mit Mitteln des Resource
Description Framework (RDF) [KC04]).
• Andererseits führt dies zu einem erhöhten Bedarf hinsichtlich der Vielfalt von
Informationstypen und der Menge zu erfassender Informationen, weil deren
Relevanz ggf. erst zur Laufzeit festgestellt werden kann. Entsprechend präven-
tiv werden Informationen in das Systemmodell integriert, welche zur Laufzeit
ggf. als irrelevant identiﬁziert werden. Die Folge ist eine Ausweitung der Men-
gen von Kontexttypen und Kontextinformationen, welche in geeigneter Form
verwaltet werden müssen, sodass eine eﬃziente Suche möglich ist.
• Weil Kontext aus dem Gegenstand der Aktivität  quasi dem Text  ent-
steht und je nach Situation und Nutzer variiert, ist es durchaus möglich bzw.
∗Es wird in dieser Arbeit vorwiegend von Relevanz gesprochen, weil (a) technische Systeme
betrachtet werden, und (b) Pertinenz mit technischen Mitteln nicht erfasst werden kann.
†In Kapitel 2.1.2 werden Faktoren präsentiert, welche über die Relevanz von Informationen
entscheiden. Dabei handelt es sich nicht immer um typspeziﬁsche Entscheidungen  auch instanz-
speziﬁsche Entscheidungen sind möglich.
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wahrscheinlich, dass auch Anwendungsdaten Kontext sein können (oder umge-
kehrt). Somit wäre für Anwendungen ein homogener Zugriﬀ auf Kontext und
Anwendungsdaten ideal.
A 1. Softwaresysteme bzw. Kontextsenken sollen gleichermaßen einheitlich auf Kon-
text- und Anwendungsinformationen zugreifen können. Dies beinhaltet neben einheit-
lichen Zugriﬀsfunktionen auch die einheitliche Repräsentation der Informationen,
ungeachtet ihrer Art und ihres Ursprungs.
2.1.2. Relevanzfaktoren und -funktion
Nicht immer wird die Entscheidung über die Relevanz durch den Nutzer auf Basis
subjektiver Gründe getroﬀen. Es kann auch objektive Faktoren geben (siehe auch
Kap. 2.2 und 2.3), welche über die Relevanz von Informationen entscheiden [SG01].
Ist eine Information ortsabhängig, so ist häuﬁg zu beobachten, dass das Interesse
einer Quelle an ihr mit zunehmender Entfernung vom Ursprungsort der Informa-
tion sinkt. Ab einer bestimmten Entfernung ist die Information irrelevant. Neben
dem eben genannten Ort bzw. der räumlichen Entfernung existiert noch ein zweiter
wichtiger Faktor  die Zeit bzw. das Alter einer Information. Je älter Informationen
sind, desto niedriger ist häuﬁg deren Relevanz bzw. desto höher ist die Gefahr ihrer
Ungültigkeit. Dies gilt primär für Informationen die dynamische Vorgänge beschrei-
ben. Entsprechend der Deﬁnition von Relevanz ist diese durch den jeweiligen Nutzer
bestimmt, d. h. die menschliche Person stellt ebenfalls einen  wenn nicht sogar den
wichtigsten  Relevanzfaktor dar.
Die Relevanzfaktoren Ort und Zeit können auf zwei Arten deﬁniert sein: entweder
typspeziﬁsch oder nutzerspeziﬁsch∗. Erstere beeinﬂussen die Relevanz in Abhängig-
keit der Semantik des betreﬀenden Kontexttyps. Ein Beispiel dafür ist die Zeitinva-
rianz statischer (Kontext-)Informationen  sie sind immer gültig und relevant. Bei
nutzerspeziﬁschen Faktoren deﬁniert der Nutzer  bewusst oder unbewusst  ob und
in welchem Ausmaß ein potentieller Faktor die Relevanz von Informationen tatsäch-
lich beeinﬂußt. Bei Betrachtung der Eigenschaften des Nutzers wird klar, dass auch
Faktoren existieren können, die von elektronischen Systemen äußerst schwer erfass-
bar sind (z. B. menschliche Motivation, Intuition, Bedürfnisse, Emotionen, etc.).
Sind die Relevanzfaktoren bekannt und quantiﬁzierbar, so kann u. U. eine ent-
sprechende Relevanzfunktion deﬁniert werden, welche die Ermittlung der Relevanz
von Informationen erlaubt. Selbst für die grundlegenden Faktoren Zeit und Ort ist
eine Erfassung in verteilten mobilen Systemen nicht trivial. Global synchrone Uhren
sind ohne stark limitierende Annahmen oder nennenswerten technischen Aufwand
(z. B. GPS-Empfänger auf jedem Knoten) nicht realisierbar. Ähnlich komplex ist die
∗Die Rolle des Nutzers ist hier stellvertretend genannt: einerseits für ganze Nutzergruppen,
andererseits für Software, welche stellvertretend für ihre Nutzer Kontext konsumiert.
9
2. Kontext
Feststellung der Position von Knoten und Nutzern in einer heterogenen Umgebung,
welche die Integration einer Vielfalt von Lokalisierungsmechanismen mit abweichen-
den Charakteristika (z. B. Genauigkeit, Präzision) und zugrunde liegenden Modellen
mit sich bringt. Trotzdem ist das Wissen um die Relevanzfaktoren und -funktionen
hilfreich, da ein Zugriﬀ auf Kontextinformationen außerhalb ihres Relevanzbereiches
nicht sinnvoll ist. Es bleibt zu klären, ob eine entsprechende technische Unterstüt-
zung möglich ist.
Kann die Relevanzfunktion formal beschrieben werden, dann steht ihrer Nutzung
durch ein Softwaresystem grundsätzlich nichts im Wege. Wendet man die Funktion
an, um die Verarbeitung irrelevanter Daten zu verhindern, so könnte dadurch die Be-
lastung des Systems reduziert werden, was wiederum zur Verbesserung von Eﬃzienz
und Skalierbarkeit führt. All dies kann natürlich nur geschehen, wenn die konkreten
Ausprägungen der Relevanzfaktoren während des Betriebes des Kontextdienstes er-
fasst werden können∗. Im Rahmen dieser Arbeit wird nicht näher auf Erfassung und
Modellierung der Faktoren, sowie die Modellierung und die Auswertung der Funkti-
on eingegangen. Es sollen lediglich Maßnahmen betrachtet werden, welche bei Vor-
liegen der Faktoren und der Funktion, die Bestimmung der Relevanz erlauben, und
so Einﬂussnahme auf die Arbeitsweise des Systems gestatten. Abbildung 2.1 zeigt
zwei exemplarische Funktionen, welche die Relevanz von Parkplatzinformationen in
Abhängigkeit von der Entfernung eines PKW-Fahrers (und seines Fahrzeuges) von
diesen Parkplätzen angeben.
Abbildung 2.1.: Exemplarische Relevanzfunktionen  kontinuierlich bzw. diskret
A 2. Die Ermittlung der Relevanz von Informationen ist durch eine generische
Filterung der Kontextinformationen anhand verschiedener Kriterien zu unterstützen.
Gleiches gilt auch für die Selektion entsprechender Kontextquellen.
∗Die Ermittlung des Einﬂusses des Nutzers bei der Bestimmung des Kontextes ist äußerst
schwierig. Häuﬁg muss der Nutzer seine Präferenzen explizit speziﬁzieren, oder es werden proba-
bilistische Mechanismen für die Entscheidungsﬁndung eingesetzt, welche auf der Beobachtung des
Nutzers basieren.
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2.1.3. Kontextabhängigkeit
Zeitgleich zu Dey deﬁnieren Chen und Kotz [CK00] Kontext wie folgt:
Context is the set of environmental states and settings that either deter-
mines an application's behavior or in which an application event occurs
and is interesting to the user.
Ohne den Begriﬀ der Relevanz zu bemühen, beziehen sich die Autoren doch auf
eines seiner wesentlichen Merkmale  den Aspekt der Beeinﬂussung von Entschei-
dungen durch Kontext. Im weiteren Verlauf der Diskussion stimmt das Verständnis
von Relevanz bei Chen und Kotz aber nicht mit dem Standpunkt der vorliegenden
Arbeit überein, wie man aus folgender Äußerung erkennen kann:
Further, we deﬁne the ﬁrst kind of context as active context that inﬂu-
ences the behaviors of an application, and the second kind of context as
passive context that is relevant but not critical to an application.
Die Relevanz des passiven Kontexts muss hier, im Gegensatz zum Information
Retrieval, von subjektiver bzw. ungenauer Art sein, andernfalls würde sie zu einer
Beeinﬂussung der Anwendung führen. Dem entsprechend wäre passiver Kontext
gleichbedeutend mit aktivem Kontext. Deshalb wird die Forderung nach Relevanz
bei der Diskussion dieser Deﬁnition nicht berücksichtigt.
Jedoch zeigen die Autoren einen weiteren Aspekt der Kontextnutzung auf  den
Grad der Abhängigkeit einer Software von Kontextinformationen. Wenn Kontext
als implizite Information deﬁniert wird, so ist eine Software von ihr weniger ab-
hängig, als von expliziten Informationen  den Anwendungsdaten. Die Beziehung
zwischen Software und Kontext wird im Rahmen dieser Arbeit viel mehr im Sinne
von Bewusstheit verstanden. Dies wirkt sich direkt auf das Verständnis der Kontext-
nutzung aus (siehe Kap. 2.4.2), welche entsprechend robust gestaltet werden sollte,
um das Fehlen von Kontextinformationen zu tolerieren.
Folglich wird, in Anlehnung an [SG01], nachfolgend der Begriﬀ des Kontextbezugs,
anstatt der Kontextabhängigkeit verwendet. Dies geschieht, um den Charakter der
Kontextnutzung zu unterstreichen. Denn im Gegensatz zu einer existenziellen Ab-
hängigkeit kann kontextbezogene Software z. T. auch ohne verfügbare Kontextin-
formationen genutzt werden. Meist muss sie sogar derart robust sein, schwankende
Verfügbarkeit und Imperfektion (siehe Kap. 2.2.2) von Kontextinformationen zu to-
lerieren, indem die betroﬀenen Informationen entsprechend bewertet werden (z. B.
ignoriert). Wenngleich solch eine Software dann gar nicht mehr oder nur teilweise
in der Lage ist, sich an den Kontext anzupassen, so kann sie u. U. doch eine ein-
geschränkte Funktionalität erbringen. Dieses Verständnis von Kontextabhängigkeit
kommt dem Englischen Original Context Awareness nahe  im Sinne von: sich des
Kontextes bewusst sein bzw. den Kontext zu kennen.
11
2. Kontext
A 3. Kontext sollte dermaßen beschrieben werden, dass Kontextsenken in der Lage
sind, die Qualität von Kontextinformationen zu bewerten, und ihre Nutzung daran
anzupassen, d. h. auch, diese ggf. zu unterlassen.
2.1.4. Fazit und weitere Begriﬀe
Diese Arbeit nimmt keine eigene Deﬁnition des Kontextbegriﬀes vor. Zusammenge-
fasst werden jedoch folgende Merkmale als wesentlich angesehen:
• Kontext ist implizite Information, und muss deshalb  im Gegensatz zu explizi-
ter Information  vor der Nutzung ermittelt werden. Alternativ kann Kontext
auch entstehen, wenn ohnehin vorhandene Informationen für einen anderen
als den ursprünglichen Zweck, d. h. sekundär, genutzt werden.
• Kontext entsteht durch die Aktivitäten eines Nutzers und anderer Entitäten
(z. B. weitere Personen, IT-Systeme) seiner Umgebung.
• Kontext ist relevant/pertinent im Sinne des Information Retrieval, d. h. er
beeinﬂußt aktuelle und zukünftige Handlungen von Nutzern bzw. Aktionen
von IT-Systemen, weil er einen entsprechend verwertbaren Informationsgehalt
besitzt.
• Kontext ist zweitrangig bedeutend, d. h. die Abhängigkeit der Nutzer und ihrer
Systeme von Kontext ist geringer, als die Abhängigkeit von Anwendungsdaten
(z. B. Eingaben, Dokumenten, etc.).
• Kontext kann wesentlich häuﬁger schwankender Verfügbarkeit und Qualität
unterworfen sein (siehe auch Kap. 2.2), als dies bei Anwendungsdaten der Fall
ist.
Zusätzlich zum Begriﬀ des Kontexts werden im Rahmen dieser Arbeit die Begriﬀe
Kontextinformation und Kontexttyp verwendet. Ihre Deﬁnitionen gelten analog zu
[Spr04] (dort als Kontextwert und Kontexttyp bezeichnet), und werden um den
Begriﬀ der Kontextvariable [Gos06] ergänzt:
• Eine Kontextvariable bezeichnet einen einzelnen, eigenständigen Teil des ge-
samten Kontexts, welcher im Laufe der Zeit unterschiedliche Werte/Zustände
annehmen kann.
• Eine Kontextinformation repräsentiert den Zustand, welchen eine Kontextva-
riable zu einem konkreten Zeitpunkt und an einem konkreten Ort besitzt.
• Der Kontexttyp repräsentiert den semantischen Typ einer Kontextvariable
(und somit auch ihrer Kontextinformationen) im Sinne eines Typsystems, wel-
cher eine konkrete Semantik sowie einen festgelegten Datentyp besitzt. So kann
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beispielsweise der Typ Temperatur, als Teil des Systems physikalischer Größen
deﬁniert sein, welcher eine Temperatur repräsentiert, die in Grad Celsius an-
gegeben wird, und an einem konkreten Punkt im dreidimensionalen Raum zu
einem konkreten Zeitpunkt herrscht. Die Speicherung/Übertragung einer sol-
chen Information könnte in Form eines 64-Bit-Fließkommawertes speziﬁziert
sein.
2.2. Eigenschaften von Kontext
Weil der Kontextdienst kontextbezogenen Anwendungen die erforderlichen Kontext-
informationen zur Verfügung stellen soll, haben deren grundsätzliche Eigenschaften
(inkl. Entstehung und Nutzung) großen Einﬂuss auf seine Realisierung. Deshalb sind
diese Aspekte Gegenstand des folgenden Kapitels.
2.2.1. Dynamik
Eine hohe Dynamik [Dey00] ist einer Vielzahl verschiedener Kontexttypen eigen.
Zuerst jenen, die anhand von Messungen physikalischer Größen ermittelt werden.
Denn die ihnen zugrunde liegenden natürlichen Vorgänge sind nicht statisch (z. B.
Außentemperatur im Tages- oder Jahresgang).
Weil gemessene Informationen oft die Basis zur Ableitung abstrakter Informatio-
nen (z. B. Tages- oder Jahreszeit) darstellen, überträgt sich ihre Dynamik transitiv
auf die abgeleiteten Informationen, wenngleich die Dynamik aufgrund der Abstrak-
tion häuﬁg reduziert wird. Schwankt beispielsweise die Außentemperatur an einem
Sommertag in Deutschland im Tagesgang zwischen 18◦C und 36◦C im Schatten, so
bedeutet dies eine mittlere Änderungsrate der Temperatur um 1◦K alle 40 Minuten.
Diese Dynamik wird wesentlich abgeschwächt, wenn eine Abstraktion der objekti-
ven Außentemperatur z. B. durch Anwendung von Fuzzylogik [Zad87] hin zu einer
subjektiv empfundenen Temperatur statt ﬁndet. Bei einer Abbildung auf vier Werte
anstatt der in Abb. 2.2 auf der nächsten Seite dargestellten vierzig Werte, ﬁnden
Änderungen im Mittel nur noch aller sechs Stunden statt.
Selbst unter der (für diese Arbeit) unzulässigen Annahme lokal statischer Um-
gebungseigenschaften, entsteht eine Dynamik von Kontextinformationen durch die
Bewegung des Nutzers innerhalb der Umgebung, weil nicht von homogenen Umge-
bungseigenschaften im Raum ausgegangen werden kann. So ändern sich z. B. Tempe-
ratur und Lichtintensität in der Umgebung eines beobachteten Nutzers, wenn er ein
Gebäude betritt, selbst wenn diese Eigenschaften an den dabei passierten Punkten
für hinreichende Zeit konstant bleiben.
A 4. Der Zugriﬀ auf Kontext muss zeitnah erfolgen, sodass die bereitgestellten Kon-
textinformationen aktuell sind, und die zeitnahe Anpassung daran möglich ist.
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Abbildung 2.2.: Exemplarische Abstraktion mittels Fuzzylogik
Des weiteren ist der Nutzer aufgrund seiner Mobilität an wechselnden Orten  und
somit von wechselnden Geräten  beobachtbar, weil er mit ihnen explizit oder impli-
zit interagiert∗. Analog zur Heterogenität von Umgebungseigenschaften, kann bzgl.
der lokalen Verfügbarkeit von Geräten (speziell Kontextquellen) nicht davon ausge-
gangen werden, dass ﬂächendeckend die Möglichkeit besteht, überall dieselbe Menge
von Kontexttypen erfassen zu können. So kann z. B. innerhalb eines Gebäudes die
lückenlose Erfassung von Temperaturinformationen durch separate Sensoren in je-
dem Raum möglich sein, während dies außerhalb nur in ausgewählten Bereichen um
drahtlose Temperatursensoren herum gelingt. Ähnliche Auswirkungen kann Mobili-
tät auf die Qualität des erfassten Kontextes haben. So kann innerhalb von Gebäuden
u. U. die Position des Nutzers mit einer Genauigkeit von wenigen Zentimetern ermit-
telt werden, wogegen die Lokalisierung im Freien eventuell nur mit einer Genauigkeit
von mehreren Metern möglich ist.
A 5. In einer Umgebung verfügbare Kontextquellen müssen jederzeit gefunden und
überwacht werden, um Kontextsenken ein Maximum an Kontextquellen bereitstel-
len zu können. Das gilt besonders, wenn bisher genutzte Quellen nicht mehr ver-
fügbar/erreichbar sind, und somit alternative Quellen für dieselben oder ähnliche
Informationen benötigt werden.
Dem Umstand der inhärent (siehe Kap. 2.2.2) begrenzten, zeitlichen und quanti-
tativen Auﬂösung von Sensoren, kann im Rahmen dieser Arbeit nur insofern Rech-
nung getragen werden, dass diese qualitativen Eigenschaften der Kontextquellen
beim Kontextzugriﬀ berücksichtigt werden sollen (siehe /A 3/ auf Seite 12).
∗Dabei ist es nebensächlich, ob die Interaktion des Nutzers mit den stationären, in die Umge-
bung eingebetteten Geräten direkt oder indirekt, d. h. über persönliche mobile Geräte, erfolgt.
14
2.2. Eigenschaften von Kontext
2.2.2. Imperfektion
Eine weitere wesentliche Eigenschaft von Kontext zeigen Henricksen und Indulska
[HI04] auf  die Imperfektion. Sie beziehen sich auf den Sachverhalt, dass Kontext
eine Form von Informationen darstellt, welche nicht immer zuverlässig genutzt wer-
den kann. Anhand der Betrachtung möglicher Kontextvariablen zeigen die Autorin-
nen vier Formen der Imperfektion auf. Folglich kann eine Kontextvariable folgende
Merkmale zeigen:
• unbekannt, wenn keinerlei Informationen über sie verfügbar sind, d. h. ihr Wert
nicht bestimmt werden kann;
• mehrdeutig, wenn mehrere unterschiedliche Werte für ein und dieselbe Variable
bekannt sind;
• ungenau, wenn der ermittelte Wert zwar richtig ist, jedoch bzgl. seiner Auf-
lösung/Genauigkeit eine unzulässige Näherung darstellt, und somit nicht den
Anforderungen der Software entspricht; und/oder
• fehlerhaft, wenn der ermittelte Wert nicht mit dem tatsächlichen Wert über-
einstimmt.
In [DH06] werden ebenfalls vier Formen der Imperfektion  dort Unsicherheit
genannt  vorgestellt, welche aber nicht vollständig identisch mit den soeben ge-
nannten sind. Entsprechend ergeben sich zwei zusätzliche Merkmale für Kontextva-
riablen:
• unvollständig, weil nicht alle Kontexttypen durch Sensoren erfassbar sind. Dies
gilt speziell für alle abstrakt deﬁnierten Kontexttypen (z. B. Stressniveau eines
Nutzers).
• oft mangelhaft beschrieben, wenn die Zuverlässigkeit und andere Eigenschaf-
ten (z. B. Genauigkeit) der liefernden Kontextquellen (speziell Sensoren) nicht
bekannt sind.
Unter Kenntnis der qualitativen Eigenschaften von Kontext (z. B. Ursprungszeit, -
ort, Genauigkeit, Zuverlässigkeit) ist es u. U. möglich die Imperfektion zu behandeln
(siehe /A 3/ auf Seite 12). Die Qualität ist primär durch die Entstehung des Kon-
texts bedingt, und entsprechend vom Typ der Kontextquellen abhängig (Kap. 2.3.1).
Mangelnde Plausibilität von Kontext kann durch Kombination mit ggf. vorhandenen
zusätzlichen Informationen auf das benötigte Maß gesteigert werden.
Die Entwicklung oder Realisierung von Verfahren zur Fusion, Approximation, In-
terpolation, etc. ist nicht im Fokus dieser Arbeit. Interessant sind lediglich Mecha-
nismen, welche die Bereitstellung und den Zugriﬀ auf die notwendigen Kontextin-




Im Laufe der bisherigen Diskussion wurden mehrfach unterschiedliche Klassen∗ von
Kontextinformationen (oder -typen) genannt. Dabei wurde jedoch nicht auf deren
speziﬁsche Eigenschaften eingegangen. Dies soll in diesem Abschnitt nachgeholt wer-
den.
2.3.1. Klassiﬁkationen
Bei der Deﬁnition der nachfolgend vorgestellten Klassiﬁkationen haben die Autoren
unterschiedliche Ansätze gewählt und auch jeweils unterschiedliche Merkmale für
die Klassiﬁkation gewählt.
Inhaltlich
Eine der prominentesten und ältesten Klassiﬁkationen berücksichtigt den inhalt-
lichen Ursprung der Kontextinformationen. Hier repräsentiert jede Kontextklasse
einen speziﬁschen thematischen Ausschnitt des Kontextes. Schilit et. al. [SAW94]
deﬁnieren drei Klassen (Tab. 2.1).
Tabelle 2.1.: Kontextklassen der inhaltlichen Klassiﬁkation nach [SAW94]
Klasse Beispiele
Physical Context Beleuchtung, Geräusch, Temperatur, sogar Verkehrssi-
tuation
Computing Context Netzwerkeigenschaften, elektronische Ressourcen (z. B.
Drucker, Displays, benachbarte Rechner)
User Context Nutzerproﬁl (z. B. Präferenzen, Ort/Position, benach-
barte Personen, und soziale Situation)
Dey [Dey00] nimmt eine ähnliche Einteilung vor, benennt die Klassen aber mit
Environment statt Context. Jedoch illustriert er seine Klasse User Environment 
abweichend von Schilits User Context  beispielhaft durch den Ort des Nutzers, die
Menge benachbarter Personen und seine soziale Situation. Somit wird der situative
Charakter hervor gehoben. Chen und Kotz [CK00] hingegen messen der Zeit eine
besondere Rolle bei, und heben sie aus dem physikalischen Kontext heraus in eine
eigene Klasse. Dabei legen sie besonderen Wert auf die zeitliche Änderung der Wer-
te einer Kontextvariablen im Sinne eines Kontextverlaufs (engl. context history).
Diese Sonderrolle ist durchaus gerechtfertigt (siehe Kap. 2.3.2), eröﬀnet sie doch
eine bisher unberücksichtigte Dimension in der Klassiﬁkation  die Beeinﬂussung
∗Auch mitunter als Kontextdimensionen bezeichnet [Gos06].
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von Kontexttypen durch andere Kontexttypen  welche im späteren Verlauf noch
getrennt betrachtet wird (siehe Kap. 2.3.2).
Bis heute werden inhaltliche Klassiﬁkationen benutzt. Als aktueller Vertreter die-
ser Gruppe ist [Spr04] zu nennen, welcher die Klassen physikalischer, technischer,
persönlicher und situationsbezogener Kontext deﬁniert. Weil die vorgestellten inhalt-
lichen Klassiﬁkationen eine vorwiegend aufzählende Charakterisierung der Klassen
vornehmen, bleiben allgemeine Eigenschaften schwer erkennbar. Folglich können die-
se Klassiﬁkationen nur wenig Aufschluss über die notwendige Behandlung der Kon-
textklassen durch den Kontextdienst geben.
Abstraktionsbezogen
Die abstraktionsbezogene Klassiﬁkation unterscheidet Kontexttypen anhand ihres
Abstraktionsniveaus und deﬁniert zwei Klassen nieder- und höherwertigen Kontext,
so z. B. in [Dar06]. Für diese beiden Begriﬀe existieren noch zahlreiche alternati-
ve Bezeichnungen: low-level context, primitive context, und basic context, sowie
high(er)-level context und abstract context  natürlich inklusive ihrer deutschen
Pendants. All diesen Klassiﬁkationen ist gemein, dass niederwertige Kontextvaria-
blen direkt erfasst werden können, wogegen höherwertige Kontextvariablen durch
eine näher zu bestimmende Form der Ableitung aus einer oder mehreren Kontextva-
riablen abstrahiert werden müssen. Die so entstandenen höherwertigen Kontextva-
riablen können wiederum  ggf. zusammen mit anderen höher- oder niederwertigen
Kontextinformationen  Grundlage weiterer Ableitungen sein. Derart können kom-
plexe Abhängigkeitsgraphen entstehen, welche bei der systeminternen Verwaltung
berücksichtigt werden müssen.
Ob ein Kontexttyp mehr oder weniger abstrakt ist, macht für die Suche nach ent-
sprechenden Kontextinformationen keinen Unterschied. Jedoch kann sich die inhalt-
liche Abhängigkeit abstrakter Kontextinformationen von ihren zugrunde liegenden
Kontextinformationen auf ihre Verfügbarkeit auswirken. Die Transitivität dieser Ab-
hängigkeit wirkt sich auch auf die Dynamik der Kontextvariablen aus (Kap. 2.2.1)
und ist ggf. vom Kontextdienst zu berücksichtigen.
Quellenspeziﬁsch
Die letzte Klassiﬁkation [HI04], welche in dieser Arbeit betrachtet werden soll, ist
von der inhaltlichen Klassiﬁkation beeinﬂusst. Sie orientiert sich an den Quellen des
Kontexts  Sensoren, Nutzern und Ableitungsverfahren  und legt zusätzlich Wert
auf die Berücksichtigung der Persistenz des Kontexts. Folglich wird zwischen stati-
schen und dynamischen Informationen unterschieden, die jeweils weiter unterteilt








sämtliche Informationen, welche sich  ungeachtet ihres Quellen-
typs  nie ändern.
Proﬁlierter
Kontext
entsteht durch die Erfassung nutzerspeziﬁscher Informationen.
Die Erfassung kann dabei entweder direkt durch den Nutzer erfol-
gen, d. h. per Speziﬁkation, oder mittels Beobachtung des Nutzers.
Zur Ableitung abstrakter Kontextinformationen aus den beobach-
teten primitiven Informationen werden häuﬁg Ansätze aus dem
Bereich der künstlichen Intelligenz bzw. des maschinellen Lernens
eingesetzt  Neuronale Netze, Bayessche Netze, Hidden-Markov
Modelle, etc. Obwohl der Beobachtungsgegenstand  der Nutzer
 nicht statisch ist, ändert er sein Verhalten jedoch nur sehr lang-
sam, sodass proﬁlierter Kontext von den Autorinnen ebenfalls als




wird mittels Sensoren erfasst. Er ändert sich häuﬁg und kann
ungenau oder veraltet sein.
Abgeleiteter
Kontext
ist ebenfalls dynamisch, weil alle aus statischem Kontext ableit-
baren Informationen schon a priori abgeleitet werden können und
somit wieder statischen Kontext darstellen. Ihre Ableitung zur
Laufzeit wäre unnötig, und würde die Eﬃzienz des Systems ver-
schlechtern. Somit bleibt als Basis für abgeleiteten Kontext nur
dynamischer Kontext  , d. h. es wird nur dynamischer Kontext
aus dynamischem Kontext abgeleitet.
Diese Klassiﬁkation birgt einen Widerspruch, indem sie proﬁlierten Kontext als
statisch ansieht, aber gleichzeitig unterstellt, dass er inaktuell sein kann  statische
Informationen können jedoch nicht inaktuell sein bzw. werden. Aus der quellenspezi-
ﬁschen Klassiﬁkation kann gefolgert werden, dass die Bereitstellung statischen und
proﬁlierten Kontexts zeitunkritisch ist, und deshalb nicht gesondert vom Kontext-
dienst behandelt werden muss∗. Alle anderen Klassen stellen dynamischen Kontext
dar, welcher zeitnah auﬃndbar und zugreifbar verwaltet werden muss.
∗Probleme beim mobilen Zugriﬀ auf statischen/proﬁlierten Kontext könnten z. B. durch Ver-
teilung von redundanten Kopien wesentlich gemildert werden.
18
2.4. Kontextbezug und kontextbezogene Software
2.3.2. Spezielle Kontexttypen
Neben den zuvor beschriebenen Kontextklassen gibt es spezielle Kontexttypen, wel-
che zwar diesen Klassen zugeordnet werden können, denen jedoch eine besondere
Rolle zukommt. Sie können einerseits Relevanzfaktoren darstellen (siehe Kap. 2.1.2),
andererseits die Ableitung vieler anderer Kontextinformationen ermöglichen. Sie
sind somit in der Rolle eines primären Kontextes. Nicht, weil sie ggf. gemessen bzw.
mit einfachen Mitteln erfasst werden können, sondern weil sie im übertragenen Sinne
von primärer, d. h. herausragender, Bedeutung sind.
Schon Chen und Kotz [CK00] räumen der Zeit besondere Bedeutung ein. Schmidt
und Gellersen [SG01] ergänzen sie um den Ort. Dey [Dey00] schließlich hebt die
Identität des Nutzers hervor. Diese drei Kontexttypen sind von zentraler Bedeutung
und sollten entsprechend berücksichtigt werden.
2.4. Kontextbezug und kontextbezogene Software
Die folgende Betrachtung kontextbezogener Systeme ist in zwei Aspekte unterteilt 
die Bereitstellung der für ihren Betrieb erforderlichen Kontextinformationen (siehe
nächstes Unterkapitel), und deren Nutzung (siehe Kap. 2.4.2). Aufgrund der Vielfalt
und Menge von Kontextquellen besteht dabei zunächst das Kernproblem in der
Speziﬁkation ihrer verteilten Verwaltung dieser ad hoc verfügbaren und genutzten
Ressourcen.
2.4.1. Kontextbereitstellung
Die Bereitstellung bzw. Erfassung von Kontext erfolgt durch die Kontextquellen, wel-
che unterschiedlicher Gestalt sein können. Sie werden entsprechend in den nächsten
Abschnitten kurz vorgestellt∗.
Sensoren
Sensoren können in Form von Hardware- oder Softwaresensoren auftreten. Erstere
gewinnen ihre Informationen durch Messung von Umweltgrößen (z. B. physikalisch
oder chemisch), wobei eine Zeit- undWertdiskretisierung statt ﬁndet. Entsprechende
Ungenauigkeiten sind folglich allen Sensoren inhärent. Softwaresensoren gewinnen
Informationen meist durch Anwendung von Metriken auf Parameter und Indikato-
ren† von Systemkomponenten. So kann ein Softwaresensor beispielsweise Datenrate,
∗Die Kontextquellen werden in Anlehnung an [HI04] in drei Klassen eingeteilt.
†Im einfachsten Fall entsprechen die Informationen den Ein- und Ausgaben von Systemaufrufen,
oder sie spiegeln den Systemzustand wieder.
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Jitter und Verzögerung einer Netzwerkverbindung ermitteln. Überwachen Softwa-
resensoren Teile der Benutzungsschnittstelle, so ist mit ihrer Hilfe auch die Beob-
achtung des Benutzers möglich. In Abhängigkeit von den beobachteten Vorgängen/-
Systemkomponenten und der Mobilität des Benutzers bzw. seiner Geräte, sind von
Sensoren gelieferte Informationen mehr oder weniger dynamisch. Sensoren können in
großer Zahl∗ in einer Umgebung auftreten, welche sich über eine großen räumlichen
Bereich erstreckt [MCP+02].
Es herrscht große Heterogenität im Bereich der Sensoren. Dies lässt sich einerseits
auf die Vielfalt erfassbarer Informationstypen zurückführen, andererseits aber auch
auf die unterschiedlichen Anforderungen denen die Sensoren im Einsatz genügen
müssen. So ist es ohne weiteres möglich, das zwei Sensoren denselben Informations-
typ  z. B. Temperatur  liefern, jedoch mit stark unterschiedlicher Qualität  z. B.
hinsichtlich Messbereich, Genauigkeit, Aktualität, Präzision, etc. Nicht zuletzt gibt
es technische Freiheiten bei der Realisierung von Sensoren. So gibt es sowohl Sen-
soren, welche aktiv abgefragt werden müssen, um deren Informationen zu erhalten,
als auch solche, die selbstständig ihre Informationen regelmäßig oder bei Änderung
übertragen. All diese Eigenschaften moderner Sensoren werden in Form von Parame-
tern repräsentiert, welche für den jeweiligen Einsatzzweck konﬁguriert werden müs-
sen. Problematisch sind dabei nicht nur Vielfalt und Heterogenität der möglichen
Parameter, sondern auch deren Zusammenhänge. So ist bei Sensoren mit konﬁgu-
rierbarem Messbereich dessen Größe oft umgekehrt proportional zur Auﬂösung der
gelieferten Messwerte†. Nicht immer sind diese Zusammenhänge dem Nutzer eines
Sensors bekannt.
Ein weitere wesentliche Eigenschaft von Soft- und Hardwaresensoren liegt in ih-
rer schwankenden Verfügbarkeit. Wobei die Schwankung nicht nur durch Verbin-
dungsunterbrechungen zu entfernt genutzten Sensoren (z. B. per Web Service oder
Bluetooth) verursacht wird. Vielmehr kann sie auch lokal induziert sein: durch Plug-
N-Play von Hardware, sowie De-/Installation von Software. Beides kann sowohl auf
Initiative des Nutzers als auch durch Automatismen des Systems ausgelöst werden.
Eine mögliche Motivation solcher Maßnahmen ist die Einsparung von Betriebsmit-
teln (z. B. Energie, Rechenzeit, Speicher)  speziell bei stark ressourcenbeschränkten,
mobilen und integrierten, Geräten.
∗Siehe auch Begriﬀe Smart Dust undWireless Sensor Network (WSN) im Bereich des Pervasive
Computing.
†Weil die Anzahl der Diskretisierungsintervalle meist gleich bleibt, geht eine Vergrößerung
des Messbereiches auch mit einer Verringerung der Auﬂösung einher. Dabei beschreibt eine hohe
Auﬂösung die Möglichkeit der Unterscheidung von zwei Messwerten mit sehr geringer Diﬀerenz,
während bei einer niedrigen Auﬂösung die Diﬀerenz der Messwerte groß ist.
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Datenbanken
Im Gegensatz zu Sensoren liefern Datenbanken keine dynamischen Informationen,
sondern nur statische. Datenbanken sind klassische C/S-Systeme. Wegen des meist
zentralen Charakters von Datenbanken existiert oft nur eine einzige Instanz dieser
Kontextquellenklasse für einen konkreten Kontexttyp, was ihre Verwaltung wesent-
lich vereinfacht. In Verbindung mit der Lieferung statischer Informationen macht
dieser Umstand Datenbanken für eine Betrachtung im Rahmen dieser Arbeit weniger
interessant, sodass sie nachfolgend nicht näher betrachtet und unterstützt werden.
Ableitungsschemata
Vertreter der Klasse der Ableitungsschemata wenden unterschiedlichste Verfahren
an, um aus Informationen weitere Informationen abzuleiten. Sie werden häuﬁg in
Form von Software realisiert. Als Verfahren kommen dabei Ansätze aus der Ma-
thematik genauso zum Einsatz, wie solche aus den Bereichen Logik, Künstliche
Intelligenz, maschinelles Lernen, usw. Ableitungen werden einerseits vorgenommen,
um den Abstraktionsgrad von Informationen zu erhöhen, andererseits aber auch,
um deren Qualität zu verbessern.
Weil die Ableitung aber von Kontextinformationen abhängig ist, welche dynami-
schen Charakter haben, sind die von ihr produzierten Informationen ebenfalls dyna-
misch. Jedoch spiegelt die Dynamik nicht nur die Dynamik der Eingangsinformatio-
nen, sondern auch den Ableitungsprozess wieder. Da dieser häuﬁg eine Abstraktion
vornimmt, reduziert sich die Dynamik z. T. nennenswert (siehe Kap. 2.2.1).
Die Ableitungsschemata sind von Kontextinformationen abhängig, welche von
anderen Kontextquellen geliefert werden. Sind diese schwankender Verfügbarkeit
unterworfen, dann wirkt sie sich ebenfalls auf die Verfügbarkeit der von den Ablei-
tungsschemata produzierten Informationen aus.
Fazit
Die Menge potentiell anzutreﬀender Kontextquellen ist sehr heterogen. Dafür gibt es
mehrere Gründe. Einerseits existieren ohnehin unterschiedliche Klassen von Kontext-
quellen. Andererseits sind diese Klassen selbst intern nicht homogen. Das ist sowohl
darin begründet, dass diese Quellen trotz ihrer Zugehörigkeit zu einer konkreten
Klasse (z. B. Sensoren) unterschiedliche Informationen bereitstellen (z. B. Tempe-
ratur und Helligkeit), welche ggf. unterschiedlich erfasst werden müssen. Weiterhin
müssen Quellen ungeachtet ihrer Klasse unterschiedliche, anwendungsspeziﬁsche An-
forderungen erfüllen, und sind deshalb unterschiedlich ausgelegt  z. B. hinsichtlich
Wertebereich, Auﬂösung, Datenformat, Einheiten, etc. Nicht zuletzt gibt es bei der




A 6. Die große Heterogenität der Kontextquellen ist vor den Kontextsenken zu ver-
bergen, sodass der einheitliche Zugriﬀ auf unterschiedlichste Kontextquellen möglich
ist.
Es ist festzustellen, dass ein signiﬁkanter Teil von Informationsquellen nicht zum
Zweck der Kontexterfassung in eine Umgebung eingebracht wird, sondern dort vor-
handen ist, weil er einem anderen, primären Zweck dient  z. B. Überwachung von
technischen Vorgängen. Somit ist die Gewinnung von Kontextinformationen nur ei-
ne sekundäre Nutzung der Informationsquellen in einer zweckentfremdeten Form.
Der Begriﬀ Kontextquelle kann folglich auch als Rollenbezeichnung von Informati-
onsquellen verstanden werden. Bei derart sekundär genutzten Einrichtungen kann
nicht davon ausgegangen werden, dass sie aufgrund von externen Anforderungen,
die aus der Kontextgewinnung erwachsen, geändert werden. Darüber hinaus ist ei-
ne gezielte, zweckgebundene Einbringung von Kontextquellen in die Umgebung in
vielen Situation zu aufwendig oder zu teuer. Die Kontextgewinnung muss folglich
angepasst an die vorhandenen Informationsquellen erfolgen, nicht umgekehrt.
A 7. Die Integration der Kontextquellen in das Gesamtsystem hat derart zu erfolgen,
dass die dafür notwendigen Maßnahmen geringen Aufwand mit sich bringen, und
nur geringe Wechselwirkungen mit den Kontextquellen zur Folge haben.
Aufgrund des integrativen Charakters des Kontextdienstes, sind unerwünschte
Wechselwirkungen zwischen den Quellen und/oder Kontextsenken problematisch.
A 8. Auswirkungen des Verhaltens (speziell des Fehlverhaltens) von Kontextquel-
len auf andere Kontextquellen, den Kontextdienst und die Kontextsenken sind nach
Möglichkeit zu verhindern.
Der dynamischen Verfügbarkeit von Quellen des lokalen Knotens ist Rechnung
zu tragen (/A 9/), um Fehler der Senken beim Kontextzugriﬀ zu vermeiden oder
zu behandeln (/A 10/), d. h. wenn nötig auch alternative Quellen einzubinden. Das
gilt auch für die Quellen entfernter Knoten (/A 11/).
A 9. Die Menge der knotenlokalen Kontextquellen ist dauerhaft zu überwachen, um
zu jedem Zeitpunkt deren Verfügbarkeit feststellen zu können.
A 10. Ist eine Quelle nicht mehr verfügbar, so sind alternative Quellen zu bestim-
men und ggf. zu verwenden. Dies hat automatisch und für die Senke transparent
zu erfolgen. Nur im Falle fehlender Alternativen sind eventuelle Kontextsenken zu
benachrichtigen (siehe auch /A 3/ auf Seite 12).
Unabhängig dessen, ob sie ursprünglich oder alternativ genutzt sind, können sich
die von einer Senke genutzten Quellen auf entfernten∗ Knoten beﬁnden, sodass sich
∗Bezogen auf die Position der Senke, d. h. den lokalen Knoten.
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die Erreichbarkeit des Knotens auf die Verfügbarkeit seiner lokalen Quellen für an-
dere Knoten auswirkt.
A 11. Die Erreichbarkeit entfernter Knoten, sowie die Verfügbarkeit ihrer lokalen
Quellen ist ebenfalls zu überwachen.
2.4.2. Kontextnutzung
Ausgangspunkt für die Betrachtung der Kontextnutzung soll eine Deﬁnition von
Dey sein [Dey01], welcher kontextabhängige bzw. kontextbezogene Anwendungen
wie folgt beschreibt:
A system is context-aware if it uses context to provide relevant informa-
tion and/or services to the user, where relevancy depends on the user's
task.
Erneut kommt der Relevanz signiﬁkante Bedeutung zu, weil deﬁniert wird, dass
kontextbezogene Anwendungen relevante Informationen bereitstellen, oder relevante
Dienste anbieten. In ihrer Überblicksarbeit untersuchen Chen und Kotz [CK00] ei-
ne Vielzahl vorangegangener Arbeiten und deren Deﬁnitionen von unterschiedlichen
Klassen bzw. Eigenschaften kontextbezogener Anwendungen  u. a. Dey's Arbeiten.
Jedoch fassen sie diese Deﬁnitionen so weit zusammen, dass sie für die Extrakti-
on von Anforderungen in dieser Arbeit zu allgemein gefasst sind. Deshalb ist eine
Betrachtung der einzelnen Arbeiten unumgänglich. Weil die untersuchten Arbeiten
sich vorwiegend auf die Betrachtung der Verwendung der Kontextinformationen kon-
zentrieren, soll zuerst im folgenden Unterkapitel dieser Aspekt dargestellt, und zwei
wesentliche Formen des Zugriﬀs daraus abgeleitet werden. Danach werden mögliche
Charakteristika des Kontextzugriﬀes hinsichtlich Raum, Zeit und Personen vorge-
stellt.
Zugriﬀsformen
Die Arbeit von Schilit et. al. [SAW94] beschreibt vier unterschiedliche Klassen kon-
textbezogener Anwendungen (Tab. 2.3 auf der nächsten Seite).
Die ersten drei Anwendungsklassen erfordern eine dauerhafte Überwachung der
Umgebung, d. h. dauerhafte Ermittlung von Kontextinformationen. Andernfalls wä-
re es unmöglich:
• die Menge benachbarter Objekte zu ermitteln, welche bei der Präsentation
hervorgehoben werden sollen. Dies gilt besonders, wenn der Nutzer mobil ist,




Tabelle 2.3.: Klassen kontextbezogener Anwendungen nach [SAW94]
Anwendungsklasse Verhalten
Proximate Selection Hervorhebung benachbarter Objekte, um die Auswahl
durch den Nutzer zu erleichtern
Automatic Contextu-
al Reconﬁguration
Hinzufügen, Entfernen, Verbinden von Komponenten,
d. h. Re-Strukturierung der Anwendung
Context-triggered
Actions
Wenn-Dann-Regeln zur Steuerung der Adaption von An-
wendungen in Abhängigkeit von Kontext
Contextual Informa-
tion and Commands
in Abhängigkeit vom jeweils geltenden Kontext werden
Informationen angepasst präsentiert oder Befehle ange-
passt ausgeführt.
• den Bedarf zur Rekonﬁguration der Anwendung, und die dafür eventuell not-
wendigen Parameter festzustellen.
• die Möglichkeit/den Bedarf zur Ausführung adaptiver Aktionen festzustellen.
A 12. Zur dauerhaften Überwachung ihrer Umgebung müssen Kontextsenken asyn-
chron auf Kontextinformationen zugreifen können, d. h. sie müssen durch Benach-
richtigungen über den aktuellen Zustand der Kontextvariablen unterrichtet werden.
Asynchroner Informationszugriﬀ wird häuﬁg in Form des Publish/Subscribe- oder
Push-Prinzips realisiert. Entsprechend abonnieren (engl. to subscribe) die Kontext-
senken Meldungen über konkrete Kontextvariablen, welche bei deren Änderungen
asynchron vom System erzeugt und an die Kontextsenken ausgeliefert werden.
Im Gegensatz dazu greift die vierte Anwendungsklasse lediglich im Moment der
Darstellung der Informationen bzw. bei Auslösung des Kommandos auf die aktuel-
len Kontextinformationen zu, und geht davon aus, dass entweder der Kontext sich
während der Darstellung bzw. Ausführung nicht ändert, oder Änderungen keine
Auswirkungen auf die Darstellung bzw. Ausführung haben. Die Kontextsenken die-
ser Klasse stellen nach dem Request/Response- oder Pull-Prinzip Anfragen an das
System, welche synchron mit Antworten bedient werden.
A 13. Um die aktuellen Charakteristika ihrer Umgebung ermitteln zu können, müs-
sen Kontextsenken synchron auf ihre Kontextinformationen zugreifen können. Nur
wenn diese Informationen zeitnah zur Anfrage ermittelt werden, kann eine Basis
für die konsistente, kontextbezogene Darstellung von Informationen oder Ausführung
von Aktionen ermöglicht werden.
Nicht nur beim Zugriﬀ des Kontextdienstes auf die Kontextquellen sind seitens
Ersterem in den Kontextquellen auftretende Fehler zu behandeln, sodass sie sich
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nicht auf die übrigen Kontextquellen oder den Kontextdienst auswirken. Auch bei
der Auslieferung der Kontextinformationen können innerhalb der Kontextsenken
Fehler auftreten, deren Auswirkungen auf den Kontextdienst, sowie andere Kon-
textsenken und die Kontextquellen zu vermeiden sind.
A 14. Bei der Auslieferung der Kontextinformationen innerhalb der Kontextsenken
auftretende Fehler sind durch den Kontextdienst zu behandeln, sodass ihre Auswir-
kungen auf die betreﬀende Kontextsenke isoliert bleiben.
2.4.3. Dimensionen des Kontextzugriﬀs
Es wurde bereits ersichtlich, dass beim Zugriﬀ auf Kontext verschiedene (Relevanz-
)Faktoren eine Rolle spielen können. Im Folgenden werden exemplarisch die drei
Dimensionen Zeit, Raum und Nutzer/Person betrachtet. Darüber hinaus können
jedoch viele weitere  oft domänen- oder anwendungsspeziﬁsche  Dimensionen exis-
tieren, deren Berücksichtigung beim Zugriﬀ wünschenswert ist.
Zeitliche Dimension Die Heterogenität von Kontextquellen kann dazu führen,
dass Quellen, welche den gleichen Kontexttyp liefern, dies mit stark abweichender
Qualität realisieren. An dieser Stelle soll lediglich auf die zeitliche Auﬂösung ein-
gegangen werden. Die Anforderungen von Kontextsenken hinsichtlich der Zeitauﬂö-
sung von Kontextinformationen sind stark unterschiedlich, je nach Anwendungsdo-
mäne und ggf. abhängig vom jeweiligen Nutzer. Folglich müssen Anwendungen ihre
zeitlichen Anforderungen speziﬁzieren können. Andernfalls wäre es möglich, dass
Kontextinformationen ausgeliefert werden, welche nicht die nötige Zeitauﬂösung be-
sitzen. Darauf basierende Anwendungen wären nur begrenzt bzw. gar nicht nutzbar.
Ebenso könnten  speziell im asynchronen Fall  Informationen unnötig oft an die
Informationssenken geliefert werden, obwohl sie nicht so schnell verarbeiten werden
können. Zusätzlich führt dieses Verhalten zu unnötiger hoher Systemlast hinsichtlich
Rechenzeit und Übertragungskapazitäten.
Die Aktualität soll jedoch lediglich als Kriterium beim Zugriﬀ auf Kontextin-
formationen verwendet werden. Es ist nicht Ziel des Systems, Kontextinformatio-
nen zu analysieren, um deren Änderungshäuﬁgkeit zu ermitteln, welche ggf. sogar
von der durch unterschiedliche Kontextsenken benötigten Wertdiskretisierung bzw.
-auﬂösung abhängig wäre.
Räumliche Dimension Neben zeitlichen Einschränkungen kann es  speziell bei
mobilen Anwendungen  auch räumliche Einschränkungen geben. Die Anwendungs-
klasse Proximate Selection zeigt, dass das System bzw. sein Nutzer eventuell nur
Informationen als relevant betrachtet, deren Ursprungsort eine bestimmte Entfer-
nung um die aktuelle Position nicht überschreitet. So könnte ein intelligentes Kfz-
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Navigationssystem die aktuell verfügbaren Parkplatzkapazitäten in einem bestimm-
ten Radius um das Fahrzeug herum ermitteln. Im Zuge proaktiver adaptiver Maß-
nahmen ist es ebenfalls vorstellbar, dass der als relevant betrachtete Bereich nicht
bezogen auf die aktuelle Position deﬁniert wird, sondern mit Bezug zu einer abwei-
chenden, zukünftigen Position.
Wie das obige kurze Beispiel zeigt, hat der räumliche Zugriﬀ eine Vielzahl mögli-
cher Parameter. Wird eine Position anhand von logischen oder physischen Koordi-
naten deﬁniert? Welche Form hat der Bereich? Selbst wenn Informationen benötigt
werden, welche von einer konkreten Position stammen müssen, kann diese Position
nur mit einer bestimmten Genauigkeit deﬁniert werden. Folglich muss die Position/-
der Bereich zusätzlich durch ein Toleranzmaß präzisiert bzw. fuzziﬁziert werden.
Wird der Ursprung von Informationen ohnehin auf einen mehr oder weniger großen
Bereich beschränkt, so kann dieser durch die unterschiedlichsten geometrischen For-
men begrenzt werden. Weiterhin kann er auf Basis des zwei- oder dreidimensionalen
Raumes deﬁniert sein. Darüber hinaus kann der Bereich relativ zur aktuellen Posi-
tion einer Kontextsenke adressiert werden, oder eine absolute Position darstellen.
Nutzerdimension Neben Zeit und Raum ist ebenfalls Unterstützung für den letz-
ten Relevanzfaktor  den menschlichen Nutzer  wünschenswert. Natürlich ist der
Nutzer aufgrund des subjektiven Charakters von Kontext von zentraler Bedeutung
beim Zugriﬀ auf Kontextinformationen. Darüber hinaus ist es sinnvoll Zugriﬀe auf
die persönlichen bzw. personenbezogenen Informationen eines Nutzers zu kontrollie-
ren. Nur so kann die grundlegende Privatsphäre gesichert werden. Speziell für kolla-
borative Anwendungen, welche die Interaktion zwischen ihren menschlichen Nutzern
fördern sollen, stellt dies eine wesentliche Forderung dar. Nichts wäre schlimmer, als
persönliche Informationen in die Hände unberechtigter Nutzer oder Systeme gelan-
gen zu lassen.
Die Zugriﬀskontrolle auf persönliche Informationen ist schwer zu realisieren, weil
Informationen z. T. auch ohne Mithilfe des Nutzers feststellbar sind. So sind manche
Systeme (z. B. Kameras mit Mustererkennung) in der Lage die Identität und somit
eventuell auch den aktuellen Aufenthaltsort einer Person selbstständig festzustel-
len. Weiterhin entstehen viele persönliche Daten erst durch die Verknüpfung von
Informationen mit der konkreten Identität einer Person. Es ist also wichtig, dass
die Systeme derart gestaltet sind, dass die Mitwirkung des Nutzers oder seiner Ge-
räte bei der Identiﬁkation erforderlich ist, um so die Zustimmung zur Verarbeitung
seiner persönlichen Daten zu erhalten. Eine umfassende Betrachtung der notwendi-





Abbildung 2.3.: Zusammenhänge der Anforderungen, welche durch die Eigenschaf-
ten von Kontext, sowie seiner Bereitstellung und Nutzung induziert
sind
Die vorangegangene Untersuchung der Charakteristika von Kontext, sowie seiner
Bereitstellung und Nutzung hat eine Vielzahl grundlegender Anforderungen aufge-
zeigt (siehe Abb. 2.3), welche in der Mehrzahl funktionaler Art sind (/A 1//A 3/,
/A 5/, /A 8//A 14/). Funktionale Anforderungen sind mit geschlossenem Rand
dargestellt  nicht-funktionale mit durchbrochenem. Geschlossene Pfeile repräsentie-
ren eine Spezialisierungsbeziehung, welche von der spezialisierten zur allgemeineren
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Anforderung verläuft. Ein oﬀener Pfeil stellt eine Nutzungsbeziehung dar, und ver-
weist auf die genutzte Anforderung bzw. ihre Realisierung. Die Raute markiert das
Kompositum einer Kompositionsbeziehung.
Die zentrale Anforderung /A 0/ ist der Kontextzugriﬀ für adaptive Software. Sie
ist zugleich die grundlegende Motivation für diese Arbeit, und wurde im vorangegan-
genen Text bereits mehrfach implizit deﬁniert, ohne je explizit aufgeführt zu werden.
/A 0/ besitzt drei Facetten  /A 1/, /A 12/ und /A 13/  welche Spezialisierungen
dieser allgemeinen Anforderung darstellen.
Der einheitliche Zugriﬀ auf Anwendungs- und Kontextinformationen /A 1/ setzt
zuerst den einheitlichen Zugriﬀ auf alle Informationsquellen voraus /A 6/, welcher
die Transparenz der Heterogenität der Quellen zum Ziel hat. Um die Informationen
der Quellen den Anwendungen zur Verfügung stellen zu können, sind diese zuerst
zu suchen und zu überwachen /A 5/. Das gilt sowohl für die Quellen des lokalen
Gerätes /A 9/, als auch für diejenigen, welche sich auf entfernten Geräten beﬁnden
/A 11/. Für die Integration der Quellen für deren einheitlichen Zugriﬀ sollte wenig
Aufwand seitens der Entwickler notwendig sein /A 7/. Um die Unterschiede zwi-
schen Anwendungs- und Kontextquellen verbergen zu können, muss vor allem die
dynamische Verfügbarkeit der Kontextquellen gekapselt und behandelt werden. Im
Zuge dessen sind ggf. alternative Kontextquellen zu selektieren /A 10/. Diese Funk-
tion basiert ihrerseits auf der Überwachung und Suche der Kontextquellen /A 5/.
Die Anforderungen /A 12/ und /A 13/ repräsentieren die beiden Formen des
Kontextzugriﬀs  asynchron und synchron  welche je nach Art der Anwendungen
notwendig sind.
Unabhängig von der Zugriﬀsform sind die genutzten Kontextquellen und die von
ihnen bezogenen Kontextinformationen auf die benötigte Menge zu reduzieren /A 2/,
dass die Funktion der kontextbezogenen Anwendungen auf die Nutzung der Kontex-
tinformationen konzentriert werden kann. Weil die Anwendungen nicht nur Anfor-
derungen hinsichtlich des semantischen Typs der benötigten Informationen haben,
sind die Kontextquellen und ihre Informationen entsprechend mit qualitativen Merk-
malen zu beschreiben. Diese Beschreibung ist vom System zu verarbeiten und auch
an die Anwendungen weiter zu leiten /A 3/. Nur so sind die Anwendungen in der
Lage, die Nicht-Verfügbarkeit von Informationen zu erkennen und zu behandeln.
Weiterhin muss der Kontextzugriﬀ zeitnah erfolgen /A 4/. Andernfalls könnte die
Volatilität der Kontextinformationen zur Nutzung veralteter Informationen durch
die Anwendungen führen. Aufgrund der Vielzahl von Kontextquellen und der paral-
lelen Nutzung ihrer Kontextinformationen durch mehrere Anwendungen sind Fehler
in den Quellen und den Senken auf diese zu beschränken, dass die übrigen Kompo-




Aufgrund ihres allgemeinen Charakters sind die Anforderungen /A 1/ und /A 2/ am
problematischsten zu beurteilen. Einerseits hat die theoretische Betrachtung gezeigt,
dass die Unterschiede zwischen Kontext und klassischen Anwendungsdaten eine ein-
heitliche Nutzung beider Informationsklassen nur in äußerst eingeschränkten Szena-
rien gestatten. In den meisten Fällen ist aufgrund der Dynamik und Imperfektion
von Kontext eine besondere Behandlung erforderlich, welche für Anwendungsdaten
nicht notwendig ist, und somit den transparenten Zugriﬀ auf Kontextinformationen
unrealistisch erscheinen lässt. Andererseits ist die Filterung von Kontextinformatio-
nen anhand von Kriterien notwendig, welche entweder rein domänenspeziﬁsch sind
(z. B. Nutzer, Fahrzeug, Maschine), oder die domänenspeziﬁsche Formen haben 
z. B. Koordinatensysteme für verschiedene Einsatzzwecke. Die Erfüllung dieser An-
forderungen ist folglich einsatzspeziﬁsch und komplex, sodass vorwiegend speziﬁsche
und aufwändige Lösungen zu erwarten sind. Allgemein gültige, generische Lösungen





Um die theoretisch begründeten Anforderungen aus dem vorangegangenen Kapi-
tel zu vertiefen, soll im Folgenden der Einsatz eines kontextbezogenen, adaptiven
Systems in einem Anwendungsszenario untersucht werden.
3.1. Einführung in das Szenario
In zahlreichen produzierenden Betrieben muss die Funktionsfähigkeit der eingesetz-
ten Werkzeugmaschinen und Fertigungssysteme sicher gestellt sein. Auf die damit
verbundenen Aufgaben sind eigenständige Wartungsﬁrmen spezialisiert. Ihre techni-
schen Angestellten (nachfolgend auch Techniker oder Ingenieure genannt), die mit
der Betreuung der Anlagen betraut sind, benötigen zur Erledigung bzw. Erleichte-
rung ihrer Tätigkeiten elektronische Unterstützung.
Im Folgenden werden die Aufgaben der Techniker betrachtet, sowie die dafür er-
forderliche Unterstützung durch elektronische Systeme. Letztere wird analysiert, um
die grundlegenden Anforderungen an einen Kontextdienst zu identiﬁzieren, welcher




3.1.1. Aufgaben von Wartungsﬁrmen
Im Rahmen der Betreuung von Anlagen müssen verschiedene Aufgaben bewältigt
werden, einerseits von den Technikern, andererseits von weiteren Mitarbeitern der
Wartungsﬁrmen.
Technische Beratung
Ein Aspekt der Dienstleistung besteht in der Bereitstellung technischer Beratung
für die Kunden. Treten während der Nutzung der Anlagen Fragen oder Probleme
auf  z. B. bezüglich der Bedienung oder des Verhaltens der Anlage  so können
diese mit dem technischen Kundendienst per Sprach- oder Videotelefonie geklärt
werden.
Beim Eingang einer Anfrage greift der Kundendienst auf die Kundendaten zu,
um die Vertragskonditionen des Kunden zu ermitteln und somit festzustellen, in
welchem Umfang technische Beratung geleistet werden kann. Anschließend wird
ermittelt, auf welche der Anlagen des Kunden sich die Anfrage bezieht. Die dafür
erforderlichen Informationen über den Anlagenpark des Kunden sind ebenfalls in der
Kundendatenbank enthalten. Anfragen, die Störungsmeldungen darstellen, werden
sofort zur Koordination weiter geleitet, um entsprechende Instandhaltungsaufträge
auszulösen. Handelt es sich lediglich um Fragen, so wird versucht, diese mit Hilfe
der technischen Dokumentation der Anlage zu beantworten.
Sind die Kundendienstmitarbeiter  meist ebenfalls Techniker  nicht in der La-
ge, die Fragen zu beantworten, so muss ein geeigneter Techniker gefunden werden,
der konsultiert werden kann. Diese Aufgabe wird durch die Koordinatoren gelöst.
Kundenanfragen können jederzeit auftreten und bedürfen je nach Dringlichkeit kurz-
oder mittelfristiger Beantwortung (z. B. durch Rückruf).
Überwachung
Um die Funktionsfähigkeit der Anlagen sicherzustellen, werden sie dauerhaft über-
wacht. Das erlaubt schnellstmögliche Erkennung von Fehlern und sogar deren Pro-
gnose.
Die Überwachung wird durch elektronische Systeme realisiert, welche den Anlagen-
zustand bewerten  z. B. die Einhaltung des Arbeitsbereiches bestimmter Parameter.
Für die maschinelle Bewertung benötigt das System nicht nur Zugriﬀ auf den Anla-
genzustand und ggf. auch die Umgebung, sondern idealerweise auch technologische
oder physikalische Modelle∗ der Anlage.
Werden während der Bewertung Fehler prognostiziert oder erkannt, so sind Mel-
dungen an die Koordinatoren auszugeben, auf deren Basis Instandhaltungsaufträge
∗Oder andere Maschinen-lesbare Modelle, welche zulässige (und ggf. unzulässige) Zustände der
Anlage beschreiben.
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ausgelöst werden können. Kann die Bewertung aufgrund fehlender oder unzurei-
chender Informationen nicht erfolgen, so resultiert das in einer Meldung, die einen
Instandhaltungsauftrag für eine Inspektion auslöst.
Instandhaltung
Zur Vermeidung von Ausfällen werden die Anlagen vorbeugend Instand gehalten
[WB06a]. Ist ein Defekt bereits eingetreten, muss hingegen eine ausfallbedingte In-
standhaltung vorgenommen werden. Beide Aufgaben sind sich sehr ähnlich, und
werden deshalb zusammengefasst betrachtet.
Instandhaltungen bestehen aus vielfältigen Phasen bzw. Maßnahmen  z. B.:
• Kontrolle der Funktionsfähigkeit bzw. Feststellung des Ausmaßes von Schäden
• Überprüfung von automatisch erstellten Protokollen des Prozessrechners und
der Diagnosesensorik der Anlage  ggf. auch Zugriﬀ auf die Prozessleitrechner
des Betriebes
• Versorgung mit Betriebsmitteln
• Austausch mechanischer und elektronischer Komponenten
• Installation von Software und Konﬁguration der Anlage
Für diese Tätigkeiten benötigt der Techniker die technische Dokumentation der
Anlage, sowie die Wartungsdokumentation. Aufgrund der Integration der Anlagen
miteinander  durch Prozessleittechnik und Transportsysteme  kann es erforderlich
sein, den Zustand mehrerer Anlagen zu erfassen. Wegen möglicher Wechselwirkun-
gen ist darüber hinaus die Umgebung der Anlage zu beobachten. Des weiteren muss
der Techniker ggf. mit den Koordinatoren oder dem Anlagenhersteller interagieren,
um fehlende Ersatzteile, Betriebsmittel oder Hilfe durch weitere Kollegen zu or-
ganisieren. Werden drohende Ausfälle prognostiziert, deren Ursachen jedoch nicht
behoben werden können, so müssen Meldungen an die Koordinatoren zur Auslö-
sung zukünftiger Instandhaltungsaufträge übermittelt werden. Beschreibungen und
zusätzliche Informationen (z. B. Messprotokolle) der durchgeführten Tätigkeiten wer-
den teil- oder vollautomatisch in der Wartungsdokumentation abgelegt.
Während der Arbeiten an der Anlage trägt der Techniker oft sein Augmented
Reality Headset. Diese Kombination aus Kamera, Kopfhörer, Mikrofon und Head-
Mounted Display ermöglicht sowohl die Einblendung von Informationen in das Sicht-
feld des Technikers, als auch die Interaktion mittels Sprachein- und -ausgabe, sowie
Gesten. Somit sind die Hände für die Durchführung der Arbeiten frei, und wichti-




Instandhaltungen ﬁnden entweder zeitabhängig, zustandsorientiert oder ausfall-
bedingt statt. Dem entsprechend sind sie lang-, mittelfristig oder gar nicht planbar.
Fernwartung
Ein Teil der Instandhaltungsmaßnahmen erfordert keine Anwesenheit der Techniker
vor Ort, sodass sie als Fernwartungen ortsunabhängig vorgenommen werden kön-
nen. Beﬁndet sich ein Techniker während einer Fernwartung sowohl außerhalb der
Wartungsﬁrma, als auch außerhalb der Kundenbetriebe, so hat er lediglich seine
mobilen Geräte zur Verfügung. Ob sich dieser Umstand auf die Anforderungen an
das Unterstützungssystem auswirkt, wird nachfolgend festgestellt.
Koordination
In den zuvor betrachteten Aufgaben wurde bereits mehrfach auf die Arbeit der
Koordinatoren hingewiesen. Zu ihren Tätigkeiten gehört:
• Ermittlung geeigneter, verfügbarer Techniker
• Weiterleitung von Anfragen für technische Beratung
• Planung und Zuordnung von Instandhaltungsaufträgen
• Auftrags-abhängige Bereitstellung von Betriebsmitteln, Ersatzteilen, Werkzeu-
gen, etc.
• Erfassung der Arbeiten für Rechnungslegung oder zur Ermittlung der Abde-
ckung durch Dienstleistungsverträge
Um festzustellen, ob ein Techniker fachlich geeignet ist, muss ein inhaltlicher
Vergleich zwischen seinem Proﬁl (in der Mitarbeiterdatenbank) und den fachlichen
Anforderungen vorgenommen werden. Seine Verfügbarkeit wird jedoch durch den
Aufenthaltsort, die aktuelle Tätigkeit, nutzbare mobile Geräte (und deren Eigen-
schaften), und vieles mehr beeinﬂusst. Verfügen die Geräte eines Technikers an
seinem Aufenthaltsort nur über schmalbandige, langsame Netzwerkverbindung, so
ist es ihm nicht oder nur schwer möglich, auf die umfangreiche technische Dokumen-
tation zuzugreifen und Kundenanfragen zu beantworten. Hat der Techniker nicht
die notwendigen Ersatzteile oder Werkzeuge für einen dringenden Instandhaltungs-
auftrag, so kann er nicht für diesen eingesetzt werden bzw. muss zuvor bei der
Wartungsﬁrma oder dem Hersteller seine Ausrüstung vervollständigen. Derart de-
taillierte Informationen stehen den Koordinatoren nur dann zur Verfügung, wenn
die Techniker umfassend überwacht werden können.
Für die zeitliche Planung von Aufträgen sind technische und Wartungsdokumenta-
tion erforderlich, die Aufschluss über den theoretisch veranschlagten und praktisch
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aufgetretenen Arbeitszeitaufwand verschiedener Tätigkeiten geben. Des weiteren
gibt die technische Dokumentation Aufschluss über benötigte Arbeitsmittel, die
den Technikern für ihre Aufträge bereitgestellt werden müssen.
Die Koordinatoren stellen naturgemäß das Bindeglied zwischen allen übrigen Be-
teiligten dar. Um ihre Arbeit erledigen zu können bzw. um sie zu vereinfachen,
werden sie durch ein so genanntes Computerized Maintenance Management System
(CMMS) unterstützt. In dieses System ﬁnden sämtliche zuvor beschriebenen Infor-
mationen Eingang.
Koordination muss jederzeit gewährleistet sein  wie auch technische Beratung
und Überwachung  weil sie das Bindeglied zwischen allen Tätigkeiten der Techniker
darstellt. Auf Meldungen von Kunden, Kundendienst, Anlagenüberwachung und
Technikern muss kurzfristig reagiert werden.
3.1.2. Zeitaufwand
Die in diesem Kapitel identiﬁzierten Aufgaben sind von unterschiedlichen Akteuren
zu erledigen, und sind mit unterschiedlichem Zeitaufwand verbunden. Die Überwa-
chung der Anlagen wird vorwiegend automatisch durch das System vorgenommen,
und hat während ihres Betriebes dauerhaft zu erfolgen. Parallel dazu muss das Sys-
tem die Techniker während ihrer Arbeitszeit überwachen, um jederzeit die notwen-
digen Informationen für ihre Koordination bereitstellen zu können. Der Arbeitsauf-
wand der Techniker verteilt sich aufgrund ihrer Mitwirkung auf die zuvor beschriebe-
nen Aufgaben, wobei der Schwerpunkt auf der Durchführung von Instandhaltungen
liegt. In den meisten Fällen ist die Anwesenheit des Technikers am Einsatzort der
Anlage erforderlich, weil trotz fortschreitender Tendenz zur Fernwartung/-diagnose
nicht alle Arbeiten entfernt durchgeführt werden können oder dürfen.
• Die Technische Beratung wird vorwiegend durch den telefonischen Kunden-
dienst gewährleistet. Somit spielt sie eine untergeordnete Rolle, und bean-
sprucht nur wenig Arbeitszeit eines Technikers.
• Überwachung ﬁndet dauerhaft und weitestgehend automatisch statt. Der Tech-
niker muss nur selten bei unklaren Ergebnissen die Situation einer Anlage
durch eine Inspektion vor Ort beurteilen. Es wird auch hier ein geringer Zeit-
aufwand erwartet.
• Ausfallbedingte Instandhaltungen  Reparaturen  sind aufgrund der hohen
Qualität der Maschinen und angemessener Planung präventiver Instandhal-
tungen selten durchzuführen. Da sie jedoch zeitaufwendig sind, verbringt der
Techniker einen nennenswerten Teil seiner Arbeitszeit damit.
• Zeitabhängige oder zustandsorientierte Instandhaltungen, welche präventiv
statt ﬁnden, nehmen den größten Teil der Arbeitszeit eines Technikers in An-
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spruch. Allerdings kann ein Teil davon als Fernwartung erfolgen. Trotzdem ist
der überwiegende Anteil der Arbeiten vor Ort durchzuführen.
3.1.3. Notwendige Systemunterstützung
Um die beschriebenen Aufgaben zu unterstützen, muss ein entsprechendes System in
erster Linie über die notwendigen Informationen verfügen. Folglich besteht die Kern-
funktion des Systems im Informationszugriﬀ. Handelt es sich bei den Anwendern
um Techniker, welche abseits ihrer Firmensitze über mobile Geräte auf Informa-
tionen zugreifen, so wird eine weitere Systemfunktion erforderlich  die Anpassung
der Benutzungsschnittstellen ihrer Anwendungen an die beschränkten Ressourcen
(speziell die Präsentationsmöglichkeiten) der Geräte und an die Arbeitssituation der
Techniker. Dies schließt auch die präsentierten Dokumente und Informationen ein,
welche ggf. umfangreich und komplex sein können. Weil diese Funktion nur dann
erbracht werden kann, wenn wiederum Informationen über die Geräte und die Situa-
tionen der Techniker verfügbar sind, stellt der Informationszugriﬀ nach wie vor die
zentrale Aufgabe dar. Die Nutzung der Informationen für die Adaption der Benut-
zungsschnittstellen soll jedoch nicht näher betrachtet werden. Die damit verbundene
eingehende Diskussion von Problemen der Mensch-Maschine-Interaktion würde den
Rahmen dieser Arbeit sprengen.
3.2. Informationen
Das skizzierte Szenario benennt eine Vielzahl von Informationen, auf welche die An-
gestellten und die von ihnen benutzten Anwendungen zugreifen müssen. Sie werden
nachfolgend hinsichtlich ihrer Eigenschaften untersucht. Die genannten Zahlen sind
als Orientierungswerte zu betrachten, weil sie in Abhängigkeit des betrachteten In-
dustriezweiges, der Betriebsgröße, sowie innerbetrieblicher Abläufe usw. sehr stark
von den tatsächlichen Werten abweichen können.
3.2.1. Technische Dokumentation
Die Anlagenproduzenten  oder Hersteller  erstellen die technische Dokumentation
der Anlagen. Sie sind es auch, die den Zugriﬀ darauf über entsprechende Server
ermöglichen. Die technische Dokumentation beschreibt die Eigenschaften und den
Aufbau einer Anlage. Das beinhaltet vor allem Speziﬁkationen, Bau- und Schaltplä-
ne, Betriebs- und Instandhaltungsanleitungen, sowie u. U. sogar technologische und
physikalische Modelle der Anlage. Letztere sind jedoch meist nicht in elektronischer
Form vorhanden oder stellen hoch sensibles Wissen der Hersteller dar, welches ent-
sprechend geheim ist. Somit beschreiben sie ggf. nur einzelne Subsysteme. Darüber
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hinaus basieren diese Teilmodelle oft auf unterschiedlichen, meist proprietären Me-
tamodellen, weil es keine einheitlichen Standards gibt, auf welche die Hersteller und
ihre Zulieferer zurückgreifen können.
Nach dem Zeitpunkt der Auslieferung oder Inbetriebnahme ändern sich diese In-
formationen kaum noch  z. B. zur Dokumentation neuer Software. Die technische
Dokumentation ist sehr umfangreich  pro Anlage mehrere Hundert Megabyte Da-
tenvolumen (Annahme: 500 MB∗ pro Anlage). Weil sich diese Informationen nicht
ändern, ist oft eine einmalige Übertragung beim Zugriﬀ darauf ausreichend. Nach-
folgende Übertragungen von Aktualisierungen müssen nicht statt ﬁnden. Die tech-
nische Dokumentation ist Anlagen-speziﬁsch, d. h. bei der Suche nach benötigten
Informationen wird die verfügbare Informationsmenge primär auf die betreﬀende
Anlage eingeschränkt.
Die Geräte der Mitarbeiter an den Standorten der Wartungsﬁrmen unterliegen
keinerlei Einschränkungen bzgl. Netzwerkressourcen oder Präsentation der Doku-
mentation. Techniker die jedoch Instandhaltungsaufträge bei Kunden durchführen,
können nur ihre mobilen Geräte nutzen. Sie sind eingeschränkt hinsichtlich Präsen-
tationsfähigkeiten, Speicherplatz und Netzwerkverbindungen. Obwohl ihnen im Au-
ßeneinsatz die besondere Präsentationsfunktionalität von Augmented Reality Head-
sets zur Verfügung steht, stellt die situationsabhängige Präsentation der komplexen
Dokumentation eine große Herausforderung für das System dar.
3.2.2. Wartungsdokumentation
Die Wartungsﬁrmen dokumentieren sämtliche durchgeführten und geplanten In-
standhaltungsarbeiten, sowie damit verbundene Informationen (z. B. Prüfprotokol-
le). Im Allgemeinen sind diese Informationen für die Mitarbeiter am Firmensitz
und im Außeneinsatz über die Server der Wartungsﬁrma zugreifbar. Während ein
Techniker eine Instandhaltung durchführt, sind deren Informationen nur über seine
mobilen Geräte verfügbar.
Obwohl die Wartungsdokumentation jeder einzelnen Anlage nie einen endgültigen
Stand erreicht, ändert sie sich nur selten, weil nur wenige Instandhaltungen pro Jahr
und Anlage erforderlich sind. Man kann folglich von semi-statischen Informationen
ausgehen. Analog zur technischen Dokumentation wird auf die Wartungsdokumen-
tation einmalig zugegriﬀen. Dabei ist aufgrund des Anlagenbezuges auch hier die
Identität der konkreten Anlage das primäre Suchkriterium.
Es wird davon ausgegangen, dass die Wartungsdokumentation einer Anlage ein ge-
ringeres Datenvolumen besitzt, als deren technische Dokumentation  schätzungswei-
se 50 MB pro Anlage. Somit sind die Eﬀekte beim Zugriﬀ eingeschränkter, mobiler




xität dieser Daten geringer, sodass weniger umfangreiche Präsentationsfähigkeiten
der Geräte vorausgesetzt werden müssen.
3.2.3. Kundendaten
Neben der Wartungsdokumentation pﬂegen die Wartungsﬁrmen jeweils ihre eigenen
Kundendatenbanken, welche natürlich auch außerhalb der Firmenstandorte zugreif-
bar sein müssen. Inhalt dieser Datenbestände sind u.a. die Konditionen der Dienst-
leistungsverträge mit den Kunden, Informationen über die Kundenstandorte und
den jeweils dort vorhandenen Anlagenpark.
Ähnlich wie die Wartungsdokumentation sind auch die Kundendatenbanken stän-
digen Änderungen unterworfen. Jedoch sind auch hier die Intervalle zwischen den
Änderungen vergleichsweise hoch, d. h. meist Tage bis Monate. Deshalb können die-
se Daten ebenfalls als semi-statisch betrachtet werden, d. h. einmalige Zugriﬀe sind
ausreichend. Werden die Kundendatenbanken von den Mitarbeitern genutzt, was
meist navigierend der Fall ist, dann wird häuﬁg zuerst ein konkreter Kunde selek-
tiert, bevor die Daten detaillierter geﬁltert werden.
Die Informationen in der Kundendatenbank sind voraussichtlich meist einfach
strukturiert und wenig umfangreich (Annahme: 20 MB pro Kunde).
3.2.4. Anlagenzustand
Im Gegensatz zu allen zuvor betrachteten Informationen werden diejenigen, wel-
che den Zustand der Anlagen repräsentieren, nicht manuell durch die Mitarbeiter
der Wartungsﬁrmen, sondern automatisch durch Sensoren erfasst. Sie sind Teil der
Anlage, einer anlagennahen Diagnoseelektronik oder spezielle Mess- und Prüfgeräte,
welche von den Technikern bedarfsabhängig eingesetzt werden. Meist handelt es sich
dabei um Hardwaresensoren, aber auch die Software der Prozessrechner der Anla-
gen und der Prozessleitrechner kann als Informationsquelle dienen. Zum Zustand
der Anlage gehören auch die Zustände ihrer Subsysteme (z. B. Energieversorgung,
Antrieb, Werkzeuge, etc.), sowie Modelle der Prozesse der Anlage (z. B. Workﬂows,
Arbeitsabläufe, Fertigungs- und CAD/CAM∗-Modelle). Dementsprechend kann der
Zustand vielfältige Informationen enthalten:
• Elektrik (Spannung, Strom, Phasenverschiebung)
• Mechanik (Druck, Drehzahl, Geschwindigkeit, Kraft, Beschleunigung)
• Akustik (Vibration, Geräusch)
• Temperatur
∗Computer-Aided Design (CAD), Computer-Aided Manufacturing (CAM)
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• Betriebsmittel (Füllstand bzw. Vorrat)
• Werkzeuge
• Software (Prozess/Arbeitsschritt, Daten, Konﬁguration, installierte Software/-
Firmware, produziertes Werkstück)
Die einzelnen Informationen des Anlagenzustandes können sich sehr schnell än-
dern, vor allem, weil es sich dabei um physikalische und technische Größen handelt.
Je höher die vom Konsumenten  dem System  geforderte Auﬂösung solcher Größen
ist, desto höher ist meist auch die Rate relevanter Änderungen der Informationen.
Die Diagnose des Anlagenzustandes kann auf zwei Wegen erfolgen. Einerseits kön-
nen die Veränderungen des Anlagenzustandes dauerhaft beobachtet werden. Das ist
z. B. bei regelnden Eingriﬀen notwendig, deren Eﬀekte nicht (vollständig) bekannt
sind. Dabei muss der Informationszugriﬀ asynchron erfolgen, d. h. die benötigten
Informationen werden beobachtet, sodass jede Veränderung sofort erkennbar ist.
Andererseits kann die Feststellung des Anlagenzustandes zu einem konkreten Zeit-
punkt erforderlich sein. Dies ist vollkommen ausreichend, wenn ermittelt werden soll,
ob durchgeführte Maßnahmen den gewünschten/erwarteten Eﬀekt zeigen. Für die
momentane Feststellung des Anlagenzustandes ist der zuvor schon erwähnte synchro-
ne Informationszugriﬀ notwendig. Aufgrund des Anlagenbezuges der Informationen
stellt die Anlage auch das primäre Suchkriterium beim Zugriﬀ dar. Bei der Untersu-
chung konkreter Aspekte oder Bereiche sind darüber hinaus weitere Suchkriterien
wie der Ursprungsort oder der Typ einer Information erforderlich.
Die Informationen des Anlagenzustandes sind vielfältig und häuﬁg vorhanden, je-
doch von geringem Volumen. Ein einzelner Anlagenkennwert besteht oft nur aus
wenigen Byte oder sogar Bits. Folglich sind potentielle technische Zugriﬀsprobleme
vorwiegend bei der Auswahl der benötigten Informationen zu erwarten, nicht je-
doch bei deren Speicherung, Verarbeitung oder Präsentation. Für den asynchronen
Zugriﬀ gilt einschränkend, dass die potentiell hohe Änderungsrate in einer großen
Zahl von Benachrichtigungen resultiert, sodass deren zeitnahe Übertragung proble-
matisch werden kann.
Zusätzlich zu den technischen Problemen sind in vielen Betrieben administrative
Beschränkungen des Zugriﬀs auf den Anlagenzustand üblich. Weil die Anlagen von
existenzieller Bedeutung für den Betrieb sind, werden sensible Informationen  und
dazu gehört der Anlagenzustand  gar nicht, oder nur unter strengen technischen
Auﬂagen für Personen außerhalb des Betriebes zugreifbar gemacht. Das bedeutet,
dass häuﬁg das Netzwerk, welches die Anlagen und die Prozessleittechnik verbindet,
keine Verbindung zum Internet hat. Wenn dies doch der Fall ist, werden Sicher-
heitsmaßnahmen wie Firewalls eingesetzt, um Art und Menge der ausgetauschten
Informationen zu kontrollieren. In der Konsequenz kann dies bedeuten, dass Fern-




Wie der Anlagenzustand wird auch die Umgebung der Techniker und der Anlagen
durch Sensoren erfasst. Beﬁnden sie sich in einem Gebäude, so können die Sensoren




• Luftqualität (z. B. Druck, Feuchte, Reinheit, Zusammensetzung)
• Sicherheitswarnung (z. B. Feueralarm)
Unabhängig davon können die mobilen Geräte des Technikers ebenfalls seine Umge-
bung beobachten. Neben Sensoren für Temperatur, Helligkeit oder Geräuschpegel
verfügen manche Geräte sogar über einen Beschleunigungssensor  z. B. Notebooks
zum aktiven Schutz ihrer Festplatte  oder über einen GPS-Empfänger. Die Gerä-
te weiterer Personen, sowie ggf. einzelne, unabhängige Sensoren in der Umgebung
können zusätzliche Informationsquellen sein.
Aufgrund der Mobilität der Techniker kann sich ihre aktuelle Umgebung schnell
ändern. Wie beim Anlagenzustand sind auch die Informationen der Umgebung we-
nig komplex und kompakt. Die Umgebung wird vorwiegend beobachtet, um störende
Umgebungseinﬂüsse durch Anpassung der Benutzungsschnittstelle der Geräte/des
Systems zu kompensieren. Dies setzt vorwiegend asynchronen Informationszugriﬀ
voraus. Außerdem ist eine räumliche Eingrenzung der Informationen auf diejenigen
in der direkten Umgebung des Technikers erforderlich. Diese Beschränkung ist auch
notwendig, wenn  im Rahmen der Anlagendiagnose  mögliche Wechselwirkungen
zwischen Umgebung und Anlage untersucht werden sollen. Zusätzlich kann eine Ana-
lyse der Änderungen hinsichtlich Häuﬁgkeit, Schwankungsbreite, etc. für die grob
granulare Steuerung der Adaption nützlich sein, d. h. beispielsweise: Deaktivierung
der automatischen Adaption der Benutzungsschnittstelle der mobilen Geräte bei zu
hoher Dynamik der Umgebung. Deshalb ist das Interesse an zeitlich hoch aufgelösten
Messwerten geringer, d. h. es werden tendenziell weniger häuﬁg Änderungsnachrich-
ten kommuniziert. Dementsprechend sind die Anforderungen an die Ressourcen der
mobilen Geräte  speziell an deren Netzwerkverbindung  geringer, als beim Zugriﬀ
auf den Anlagenzustand.
3.2.6. Technikersituation
Die Situationen in denen sich die Techniker während ihrer Arbeit beﬁnden, sind
vorwiegend durch ihre Tätigkeiten  aktuell und zukünftig bzw. geplant  charakte-
risiert. Sind sie nicht explizit bekannt, kann der Aufenthaltsort bzw. die Umgebung
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eines Technikers weitere Hinweise geben, oder den Zugriﬀ auf weitere Informationen
(z. B. die Umgebung) erlauben, welche Rückschlüsse auf seine Tätigkeit gestatten.
Neben den Situationen der Techniker könnten theoretisch auch die anderer Akteure
(z. B. Koordinatoren, Kunden) beobachtet werden. Jedoch sind diese entweder nicht
mobil, oder benötigen keine Unterstützung durch das System, sodass sie nachfolgend
nicht weiter betrachtet werden.
Nur durch die Menge der Geräte in seiner Umgebung ist die Beobachtung der
Arbeitssituation eines Technikers möglich. Folglich besteht diese Menge aus zwei
Gruppen  den mobilen Geräten, welche ein Techniker mit sich führt, und den
Geräten, welche unabhängig von ihm (stationär oder mobil) in seiner Umgebung
existieren.
Betrachtet man die Arbeitssituation lediglich grob granular, so ändert sie sich im
Vergleich zum Anlagenzustand nur langsam  meist nur innerhalb von mehreren
Minuten. Für die Überwachung im Rahmen der Koordination durch die Mitarbeiter
am Firmensitz ist diese Genauigkeit voraussichtlich ausreichend. Für die Anpassung
der Benutzungsschnittstellen der Geräte gilt dies nicht. Beispielsweise kann die Dar-
stellung von Bauteilen oder komplexen Instandhaltungsanweisungen im Display des
Augmented Reality Headsets nur dann mit den vom Techniker betrachteten Objek-
ten synchron erfolgen, wenn Sensorinformationen über seine Blickrichtung mit der
nötigen zeitlichen und räumlichen Auﬂösung verfügbar sind. In diesen Fällen ist eine
kontinuierliche Überwachung, d. h. asynchroner Zugriﬀ, notwendig.
Die qualitativen Anforderungen an die Informationen sind folglich abhängig vom
Anpassungsgrad des Systems an die Arbeitssituation. Die begrenzten Kommuni-
kationsmittel  speziell für WAN∗-Kommunikation  der mobilen Geräte können
einen Engpass darstellen, sofern detaillierte Informationen mit entfernten Teilen
des Systems ausgetauscht werden müssen. Für die Aufbereitung komplexer Instand-
haltungsdokumente entsteht somit die Problematik: entweder (1) Übertragung der
vollständigen Dokumente an die mobilen Geräte und anschließende lokale Anpas-
sung, oder (2) Übertragung komplexer und volatiler Umgebungsinformationen für
entfernte Anpassung der Dokumente und anschließende Übertragung der angepass-
ten Dokumente zu den mobilen Geräten. Lokale Kommunikation hingegen wird als
weniger problematisch betrachtet.
3.2.7. Heterogene Informationen
Es zeigt zeigt sich eine hohe Heterogenität der Informationen in mehreren Aspekten.
Ihre Struktur reicht von einfachen Messwerten bis hin zu komplexen Situationsbe-
schreibungen oder technischen Dokumenten. Damit verbunden schwankt auch das
Datenvolumen zwischen wenigen Byte und mehreren Hundert Megabyte. Weiter-
∗Wide Area Network (WAN)
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Abbildung 3.1.: Heterogenität von Informationen  mittlere Volumina V und mitt-
lere Änderungszeiten t∆
hin besitzen die Informationen unterschiedliche Volatilität. Kombiniert man diese
beiden Aspekte, so wird erkennbar (Abb. 3.1), dass zwei Klassen von Informatio-
nen existieren  (1) großvolumige, semi-/statische und (2) kompakte, dynamische
Informationen.
Grundsätzlich ist zu bemerken, dass die Darstellung in Abbildung 3.1 stark ver-
einfacht ist. In realen Szenarien ist davon auszugehen, dass es keine klaren Grenzen
zwischen den beiden Informationsklassen gibt. Im Rahmen dieser Arbeit wurde je-
doch eine derartige Annahme getroﬀen, um eine Fokussierung auf die Behandlung
der, als problematisch einzuschätzenden, dynamischen Informationen zu gestatten.
In Tabelle 3.1 auf der nächsten Seite sind die wesentlichen Eigenschaften der zuvor
untersuchten Informationen zusammengefasst. Die aufgeführten Volumina stellen
den Speicherplatz∗ dar, welcher zu einem konkreten Zeitpunkt erforderlich ist, um
die genannten Informationen zu repräsentieren. Sie enthalten keinerlei Aussage über
die Änderungsrate der Informationen und somit auch nicht über die innerhalb eines
konkreten Zeitraumes kumulierten Volumina Vk. Eine entsprechende Abschätzung






∗angegeben in Byte (B), Kilobyte (kB) oder Megabyte (MB)
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Tabelle 3.1.: Struktur, Volatilität und Volumen von Informationen





statisch / sehr gering
(Monate - Jahre)




komplex semi-statisch / gering
(Wochen - Monate)
mittel (50 MB / Anlage)
Kundendaten komplex semi-statisch / gering
(Wochen - Monate)
mittel (20 MB / Kunde)
Anlagenzu-
stand
einfach dynamisch / sehr
hoch (Milli- -
Sekunden)
sehr gering (10 B / Wert
 1 kB / Anlage)
Umgebung einfach dynamisch / hoch
(Sekunden - Minuten)
sehr gering (10 B / Wert
 1 kB / Umgebung)
Situation einfach dynamisch / hoch
(Sekunden - Minuten)
sehr gering bis gering
(10 B / Wert  1 kB /
Situation)
Weiterhin sind die meisten Informationen nicht isoliert/allgemein gültig, sondern
haben einen konkreten Bezug, ohne den sie ungültig bzw. irrelevant sind. Sie besit-
zen, somit neben ihrem Typ, oft auch einen Bezugsort (meist den ihrer Entstehung),
eine Bezugsperson oder sie sind, wie im geschilderten Szenario, auf eine konkrete
Anlage bezogen. Bei seiner Arbeit greift ein Techniker vorwiegend auf Informatio-
nen aus seiner direkten räumlichen Umgebung zu. Sei dies bei der Beobachtung der
Umgebung oder bei der Überwachung des Anlagenzustandes. Die Informationen der
übrigen Informationsquellen bleiben ungenutzt. Folglich darf die Verwaltung der In-
formationsquellen keinen unnötigen Aufwand mit sich bringen.
A 15. Die Verwaltung der Informationsquellen muss derart eﬃzient sein, dass der
daraus entstehende Aufwand sehr gering ist  selbst wenn keine oder nur wenige
der verwalteten Quellen genutzt werden. Idealerweise ist der Verwaltungsaufwand
unabhängig von der Menge der verwalteten Quellen.
3.3. Akteure und Informationsquellen
Die Quellen, welche die betrachteten Informationen liefern, wurden im Szenario bis-
her lediglich erwähnt. Nun soll deren noch ausstehende Untersuchung vorgenommen
werden. Dazu werden die verschiedenen Orte bzw. Umgebungen der Beteiligten des





Die Hersteller der Anlagen erstellen die technische Dokumentation der Anlagen und
stellen Ersatzteile, Zubehör und Software für die Anlagen bereit. Die Anwendun-
gen auf den Servern der Hersteller erlauben sowohl den Zugriﬀ auf die Dokumente,
als auch die Abwicklung von Bestellungen. Diese Server sind stationär und verfü-
gen über umfangreiche Ressourcen bezüglich Verarbeitungsleistung (Speicher und
Prozessoren) und Kommunikationsfähigkeit (Netzanbindung). Verschiedene Akteu-
re  Techniker, Betriebe, etc.  greifen bei unterschiedlichen Arbeiten  Beratung,
Instandhaltung, Nutzung  auf die Server zu, d. h. jederzeit und von überall.
3.3.2. In der Wartungsﬁrma
Durch die Wartungsﬁrmen werden ebenfalls Server betrieben, welche ihren Mitarbei-
tern den Zugriﬀ auf die Kundendaten und die Instandhaltungsdokumentation, sowie
den Betrieb des CMMS ermöglichen. Der Zugriﬀ auf die Server der Wartungsﬁrmen
ähnelt dem der Herstellerserver. Zusätzlich sind in den Wartungsﬁrmen noch die
Bürocomputer der Mitarbeiter und ggf. Rechner der Gebäudeautomation vorhan-
den. Beide können Informationen über die Umgebung und die Situation der Nutzer
liefern. Auf diese Daten wird in zwei Formen zugegriﬀen: (1) von den Koordinato-
ren am Sitz der Wartungsﬁrma  bzw. vom CMMS  zur Überwachung und (2) von
den Geräten der Nutzer zur Adaption ihrer Benutzungsschnittstellen. Im ersten Fall
ﬁndet die Kommunikation zwischen dem Firmensitz und den mobilen Technikern
statt, und es werden kompakte Informationen (z. B. Ort, Aktivität) ausgetauscht.
Im zweiten Fall kommunizieren die Geräte der Techniker mit den Geräten in ihrer
direkten Umgebung, um diese zu beobachten, und tauschen dabei ggf. auch komple-
xere Daten aus.
3.3.3. Im Produktionsbetrieb
In den Betrieben selbst sind diverse Quellen im Einsatz. Dazu gehören nicht nur
die von den Technikern betreuten Anlagen  Werkzeugmaschinen und Fertigungs-
systeme  sondern auch Transport- und Lagersysteme. Teil dieser Systeme sind
heutzutage meist Rechner, wie: Prozess-, Zellen-, Fertigungs- und Betriebsrechner
[WB06b]. Weil es sich bei den Sensoren der Anlagen um hoch spezialisierte Kompo-
nenten handelt, können sie nicht selbst als Informationsquellen eingebunden werden,
sondern sind über die soeben genannten Rechner nutzbar.
Neben der eigentlichen Fertigung existiert auch elektronische Unterstützung für
andere Aspekte der Produktion  wie Entwicklung, Planung, Qualitätssicherung,
etc. Für die Arbeit der Techniker sind diese Aspekte jedoch ohne Belang, weil sie
nicht über die fachliche Kompetenz verfügen, die Wechselwirkungen  speziell Fehler
 dieser Aspekte mit den Anlagen zu untersuchen.
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Wie die Gebäude der Wartungsﬁrmen, so sind auch die der Produktionsbetrie-
be automatisiert und können entsprechend überwacht werden. Wenn administrativ
möglich (siehe Kap. 3.2.4), ﬁndet im Rahmen der Überwachung zwischen den War-
tungsﬁrmen und den Anlagen, d. h. im Weitbereich (WAN), Kommunikation statt,
die meist nur eine grob granulare Einschätzung (z. B. Warnmeldungen) des Anla-
genzustandes erlaubt. Wenn notwendige Instandhaltungen in Form von Fernwartun-
gen durchgeführt werden, dann ist die Kommunikation bzgl. Inhalten oder Details
oft ebenfalls derart beschränkt. Finden Instandhaltungen vor Ort im Betrieb statt,
dann konzentriert sich die Kommunikation meist auf den Nahbereich (Local Area
Network (LAN)) der Anlage und der Techniker. Die Produktionsstätten sind, wie
die Wartungsﬁrmen, mit Gebäudeautomation ausgestattet, sodass auch hier eine
Beobachtung der Umgebung der Techniker möglich ist. Zusätzlich zur Anpassung
der Benutzungsschnittstelle, können diese Informationen auch z. B. zur Diagnose der
Anlagen genutzt werden.
3.3.4. Beim Techniker
Entsprechend seiner Arbeitsaufgaben beﬁndet sich ein Techniker meist in einem
der Produktionsbetriebe oder in seiner Wartungsﬁrma. Diese beiden Umgebungen
und die dort vorhandenen Informationsquellen wurden bereits betrachtet. Darüber
hinaus, verfügt ein Techniker meist über weitere Informationsquellen, welche er in
Form mobiler, persönlicher Geräte jederzeit mit sich führt  z. B. Smart Phone,
Personal Digital Assistant (PDA), Notebook. auftragsabhängig kann diese Menge
um Spezialgeräte ergänzt werden  z. B. Diagnosegeräte, elektronische Werkzeuge,
etc.
Letztere Geräte besitzen aufgrund ihrer Zweckbindung häuﬁg wenig freie Ressour-
cen, welche die Erbringung zusätzlicher Funktionalität  z. B. Betrieb eines Kontext-
dienstes  gestatten. Anders ist dies bei den persönlichen Geräten. Sie sind häuﬁg
generischer Natur und können für vielfältige Zwecke eingesetzt werden  je nach-
dem, welche Software sie gerade ausführen. Die Ermittlung des Aufenthaltsortes
eines Technikers wird oft erst durch seine persönlichen Geräte ermöglicht, da ihre
Position von ihnen selbst oder extern feststellbar ist, und sie fast immer in seiner
Nähe sind. Zusätzlich erlauben sie die Beobachtung genutzter Software und wei-
terer Geräte, sowie der direkten Umgebung des Technikers, und gestatten somit
Rückschlüsse auf seine gegenwärtige Aktivität.
Bei der Koordination durch die Kollegen in der Wartungsﬁrma werden einerseits
diese grob granularen Informationen dauerhaft beobachtet, und anderseits im Be-
darfsfall fein granulare Informationen  wie vorhandene Geräte, Ersatzteile und Be-
triebsmittel ermittelt. Für die Anpassung der Benutzungsschnittstellen der Geräte
und ihrer Anwendungen ist eine fein granulare Beobachtung der Umgebung erfor-
derlich. Findet die Anpassung auf den mobilen Geräten des Technikers statt, so
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stellen deren Netzwerkverbindungen keinen Engpass dar, weil breitbandige, lokale
Kommunikation möglich ist. Bei einer Anpassung außerhalb der Technikerumge-
bung kann der Zugriﬀ auf eine fein granulare Beschreibung der Umgebung aufgrund
der größeren Verzögerung und niedrigeren Bandbreite der in diesem Fall genutzten
MAN∗/WAN-Verbindungen problematisch werden.
A 16. Den begrenzten Ressourcen der mobilen und spezialisierten Geräte ist Rech-
nung zu tragen. Dies gilt speziell für deren meist schmalbandige und langsame Kom-
munikationsschnittstellen.
3.3.5. Gerätelandschaft
Ein Überblick über die Informationsquellen (Tab. 3.2) in Verbindung mit den Cha-
rakteristika ihrer Informationen (Kap. 3.2.7) zeigt, dass die Klasse der voluminösen,
statischen Informationen vorwiegend von leistungsfähigen, stationären Geräten be-
reitgestellt wird. Die kompakteren, dynamischen Informationen hingegen, müssen in
erster Linie durch Nutzung der Quellen leistungsschwächerer  z. T. auch mobiler 
Geräte gewonnen werden. Diese zweite Gruppe ist folglich nicht nur wegen ihrer ho-
hen Volatilität problematisch, sondern auch wegen der Ressourcenbeschränkungen
der Geräte, welche die Informationen liefern, und der z. T. vorhandenen Mobilität.
Tabelle 3.2.: Umgebungen und ihre Informationsquellen
Umgebung Quellen Informationen






















∗Metropolitan Area Network (MAN)
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Weiterhin sind die Informationen der Quellen aus der zweiten Gruppe als Kon-
textinformationen zu betrachten. Dazu zählen der Anlagenzustand, die Umgebung
von Anlagen und Technikern, sowie die Situation der Techniker. Dementsprechend
können Gebäudeautomation, Anlagensensoren, Diagnoseeinrichtungen, Bürocompu-
ter, persönliche Geräte und Spezialgeräte neben ihrer primären Funktion auch als
Kontextquellen genutzt werden.
3.4. Informationssenken und -zugriﬀ
Nachdem die Quellen und die von ihnen gelieferten Informationen betrachtet wurden,
rückt nun der Zugriﬀ auf die Informationen bzw. ihre Quellen in den Mittelpunkt.
Weil der Zugriﬀ für unterschiedliche Zwecke erfolgt, beginnt die Analyse ausgehend
von den bereits geschilderten Aufgaben.
3.4.1. Aufgaben
Technische Beratung
Bei der Technischen Beratung greifen die Kundendienstmitarbeiter der Wartungs-
ﬁrmen auf die Kundendatenbank, sowie auf die technische Dokumentation und die
Wartungsdokumentation der Anlagen zu. Weil diese Informationen kunden- bzw. an-
lagenbezogen sind, stellen Kunde und Anlage auch jeweils ein wesentliches Such-
oder Zugriﬀskriterium dar. Die Informationen werden direkt von den Mitarbeitern
genutzt, d. h. nicht durch ein Softwaresystem verarbeitet. Dem entsprechend wird die
Informationsmenge einerseits durch iterative Suchanfragen und andererseits durch
systematische Navigation eingegrenzt.
Überwachung
Die Überwachung der Anlagen wird durch automatische Systeme der Wartungsﬁr-
men vorgenommen. Es ist dauerhafter Zugriﬀ auf den Zustand und die Umgebung
der Anlagen notwendig, um Änderungen sofort zu erkennen. Zur Validierung der er-
fassten Informationen wird bedarfsgesteuert auf die technischen Dokumentationen
der Anlagen zugegriﬀen. Beim Zugriﬀ auf den Anlagenzustand stellt die Anlage das
primäre Suchkriterium dar. Ausgehend von der Position der Anlage wird ihre Um-
gebung beobachtet. Folglich werden Umgebungsinformationen primär anhand ihres
Bezugs- oder Ursprungsortes selektiert.
Durch bestehende administrative Einschränkungen (Kap. 3.2.4) kann die externe




Die vornehmliche Aufgabe der Techniker besteht in der Instandhaltung der Anlagen,
welche sie entweder vor Ort im Produktionsbetrieb oder als Fernwartungen durch-
führen. In beiden Fällen benötigen sie die technischen Dokumentationen, Wartungs-
dokumentationen und Kundendaten  analog zur technische Beratung. Der Zugriﬀ
auf diese Informationen ﬁndet wie bei der technischen Beratung statt. Während der
einzelnen Arbeitsschritte greifen die Techniker auf den Zustand der Anlagen und
der Umgebung zu. In Abhängigkeit des Arbeitsschrittes dauert der Zugriﬀ bzw. die
Beobachtung nur einen Moment, oder erstreckt sich über eine längere Periode (meist
mehrere Minuten). Um sich an die Arbeitsbedingungen der Techniker anzupassen,
beobachten ihre persönlichen Geräte dauerhaft die Umgebung.
Beﬁndet sich ein Techniker vor Ort in einem Betrieb, können sich die administrati-
ven Regelungen, welche bei der Anbindung der Anlagen (kein Zugang zum Internet)
bestehen, auch auf andere Informationen auswirken. Dann ist der Zugriﬀ darauf le-
diglich über die limitierten Kommunikationsschnittstellen der mobilen Geräte des
Technikers möglich.
Koordination
Die Koordinatoren bzw. das CMMS der Wartungsﬁrma muss jederzeit feststellen
können, wo sich die Techniker beﬁnden, und welche Arbeiten sie gerade erledigen.
Folglich kann bei eingehenden Aufträgen die grundsätzliche zeitliche und örtliche
Verfügbarkeit der Techniker nur über deren Situation ermittelt werden. Neben der
Verfügbarkeit muss auch die Eignung der Techniker anhand ihres Mitarbeiterproﬁls
geprüft werden. Nicht zuletzt sind die benötigten Werkzeuge, Geräte und Betriebs-
mittel zu identiﬁzieren, sowie die Ausstattung des Technikers mit diesen sicher zu
stellen. Dies ist nicht ohne Kenntnis der technischen Dokumentation und ohne Er-
fassung der Umgebung des Technikers möglich.
3.4.2. Senken
Die Akteure, welche an den verschiedenen Aufgaben beteiligt sind, betreiben gleich-
zeitig auch die Informationssenken. Zu ihnen gehören:
• die Wartungsﬁrmen mit:
 den Kundendienstmitarbeitern,
 dem System zur Anlagenüberwachung,
 den Technikern (inkl. ihrer persönlichen Geräte) und





Tabelle 3.3 auf der nächsten Seite fasst die Charakteristika des Zugriﬀs der ver-
schiedenen Senken auf die unterschiedlichen Informationen zusammen. Jeder Eintrag
beschreibt die primären Zugriﬀskriterien und den zeitlichen Aspekt des Zugriﬀs (syn-
chron oder asynchron). Dabei ist zu beachten, dass der Typ einer Information in
allen Fällen zu den primären Zugriﬀskriterien bzw. Indizes gehört. Er wird jedoch
aus Gründen der Übersichtlichkeit nicht in der Tabelle aufgeführt.
Die Senken lassen sich nicht in klare Gruppen einteilen. Meist betreibt ein Gerät
mehrere Senken, welche auf mehrere Informationen zugreifen. Eine besondere Rolle
kommt dabei den persönlichen Geräten der Techniker zu. Sie können mobil sein, was
ggf. zu Einschränkungen der Netzanbindung führen kann. Weil sie gleichzeitig In-
formationssenken und -quellen sind, wirken sich die Einschränkungen nicht nur auf
sie selbst, sondern auch auf die Informationssenken anderer Akteure aus. Zu den
Einschränkungen gehören: geringe Nutzdatenrate, hohe Verzögerung und schwan-
kende Konnektivität. Dieser Umstand ist in Tabelle 3.4 auf Seite 51 dargestellt.
Sie zeigt die Erreichbarkeit der Quellen konkreter Informationen für die bereits be-
kannten Senken. Dabei wird lokal oder entfernt, d. h. über LAN oder MAN bzw.
WAN, auf die Quellen zugegriﬀen. Die möglichen Verbindungseigenschaften sind
somit entweder stabil (inkl. hoher Bandbreite und geringer Latenz) oder schwan-
kend (inkl. niedriger Bandbreite und hoher Latenz). Weil Techniker die zentralen
Akteure des Szenarios darstellen, kommt der Unterstützung ihrer Mobilität folglich
zentrale Bedeutung zu. Administrative Probleme beim Zugriﬀ auf Betriebsinterne
Informationen von außerhalb, d. h. Anlagenzustand, -umgebung, sowie Nutzersitua-
tion (wenn vor Ort), gelten natürlich nach wie vor. Darüber hinaus wirken sich auch
dynamische Softwareinstallation und Systemkonﬁguration auf die Erreichbarkeit der
Quellen aus.
3.5. Quantitative Abschätzungen
Um nähere Aussagen über die technischen Probleme im Rahmen des beschriebenen
Szenarios machen zu können, ist eine quantitative Abschätzung folgender Aspekte
unerlässlich:
• mit dem System interagierende Akteure (z. B. Nutzer)
• vorhandene Kontextquellen
• vernetzte Knoten, welche die vorgenannten Kontextquellen verwalten
• vernetzte Knoten, die Kontextsenken betreiben














































































































































































































































































































































































































































































































































Die nachfolgend präsentierten Zahlen stellen  analog zur Betrachtung der Informa-
tionen (Kap. 3.2)  grobe Schätzungen dar und beziehen sich, aufgrund der Verfüg-
barkeit entsprechenden Zahlenmaterials [Bun06, VDW08], auf Deutschland. Ohne
sie ist jedoch eine Einschätzung der Skalierbarkeitsanforderungen an den Kontext-
dienst gänzlich unmöglich.
3.5.1. Akteure
In der Darstellung des Szenarios wurden bereits dessen wesentliche Akteure genannt
 Betriebe als Kunden der dienstleistenden Wartungsﬁrmen und deren Techniker
und Ingenieure als ausführende Organe, welche die Betreuung der Anlagen des Her-
stellers übernehmen. Dieser Abschnitt ermöglicht durch die Feststellung quantita-
tiver Aussagen über die Akteure, nachfolgende quantitative Annahmen über die
Informationsquellen und -senken, sowie die zwischen ihnen ausgetauschten Informa-
tionen.
Im Jahr 2004 gab es allein in Deutschland ca. 17.000 Betriebe des verarbeitenden
Gewerbes∗. Es muss davon ausgegangen werden, dass die Anzahl der Anlagen pro
Betrieb stark schwankt. Während kleine, mittelständische Unternehmen nur wenige
Anlagen einsetzen, werden in den Betrieben der Fahrzeugindustrie signiﬁkant mehr
Anlagen betrieben. Im Rahmen dieser Arbeit wird eine mittlere Ausstattung von 20
Anlagen pro Betrieb unterstellt. Auf alle Betriebe bezogen, resultiert dies in 340.000
Anlagen  allein in Deutschland.
Nimmt man den für die Instandhaltungen erforderlichen Zeitaufwand mit jährlich
3 Personentagen pro Anlage an, so führt das zu einem jährlichen Gesamtaufwand von
4 Personentagen pro Anlage†. bei ca. 44 Arbeitswochen pro Jahr, zu einem Personal-
bedarf von ca. 6.200 technischen Angestellten. Natürlich ist nicht davon auszugehen,
dass die Anlagen aller deutschen Betriebe von einer einzigen Wartungsﬁrma betreut
werden. Geht man von einer mittleren Belegschaftsgröße von 10 Angestellten aus,
dann konkurrieren bis zu 620 Wartungsﬁrmen um Aufträge von Produktionsbetrie-
ben. Es gibt aber mehrere Faktoren, welche ein einheitliches System motivieren, das
in der Lage ist mit derartigen Größenordnungen zu arbeiten:
• Einsatz von oﬀenen Standards, um sowohl Austauschbarkeit als auch Kompa-
tibilität von Teillösungen zu erreichen.
• Der ökonomische Wettkampf der Dienstleister führt zu häuﬁgen Umstruktu-
rierungen der Firmenlandschaft. Dementsprechend vereinfachen einheitliche,
oﬀene Systeme die Zusammenführung unterschiedlicher Firmen.
∗Laut [Bun06] Tabelle 3, Positionen D29 bis D36.
†Annahme: Instandhaltungen vor Ort und Fernwartungen beanspruchen nur 3/4 der Arbeits-
zeit, d.h. es gilt ein Faktor von 4/3.
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Nach Angaben des Vereins Deutscher Werkzeugmaschinenfabriken e.V. [VDW08]
gab es im Jahr 2006 ca. 350 Unternehmen, welche Werkzeugmaschinen und Ferti-
gungssysteme herstellten.
Tabelle 3.5 fasst die Akteure zahlenmäßig zusammen. Es ist zu berücksichtigen,
dass sich die gemachten quantitativen Annahmen auf die Bundesrepublik Deutsch-
land beziehen. Im weltweiten Maßstab ist folglich von einer Erhöhung der Zahlen
um mehrere Größenordnungen zu rechnen. Aufgrund der unsicheren Annahmen für
ein weltweites Szenario werden jedoch sämtliche Betrachtungen nachfolgend auf die
Bundesrepublik Deutschland beschränkt.




Techniker & Ingenieure 6.200
Hersteller 350
Summe 24.170
3.5.2. Informationsquellen, -knoten und -senken
Die qualitative Betrachtung der vorangegangenen Abschnitte zeigte bereits, dass die
Informationsquellen aufgrund ihres spezialisierten und integrierten Charakters meist
nicht leistungsfähig genug sind, selbst einen Kontextdienst zu betreiben, welche
Softwaresystemen den einheitlichen Zugriﬀ auf ihre Kontextinformationen gestattet.
Deshalb schließt die Betrachtung der Quellen notwendigerweise deren Zugriﬀspunk-
te bzw. Verwaltungseinheiten ein. Diese werden nachfolgend als Informationsknoten
bezeichnet. Ausgehend von der qualitativen Betrachtung der Akteure, werden in die-
sem Abschnitt grundlegende Annahmen über die in ihrer Umgebung existierenden
Informationsquellen gemacht.
Alle betrachteten Anlagen sind Computer-gesteuert, d. h. ein mehr oder weniger
leistungsfähiger Rechner überwacht anhand von Sensoren den Zustand der eigentli-
chen Maschine und steuert ihre Aktoren. Aufgrund der Vielfalt möglicher Informa-
tionen und der Komplexität der Anlagen, wird von durchschnittlich 50 Sensoren pro
Anlage ausgegangen. Als Teil der Diagnoseelektronik, welche z. T. auf die Sensoren
der Anlagensteuerung zugreift, existieren schätzungsweise weitere 10 Informations-
quellen pro Anlage. Diese Quellen werden durch die Prozessrechner der Anlagen und
ihre Diagnoseeinheiten verwaltet, sowie analog des Gateways eines WSNs [KW05]
zugreifbar gemacht. Sind diese Rechner nicht leistungsfähig genug, muss die Ver-
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waltung durch Prozessleitrechner oder andere, übergeordnete und leistungsfähigere
Systeme erfüllt werden.
Techniker halten sich vorwiegend in den Betrieben oder Wartungsﬁrmen auf. Bei
Ersteren wird eine Verteilung der 20 Anlagen auf 2 Gebäude (z.B Hallen) unter-
stellt. Bei Letzteren wird hingegen von der Nutzung eines einzelnen Bürogebäudes
oder eine Büroetage ausgegangen. Aufgrund der vorhandenen Sensoren, kann der
Steuerungsrechner eines jeden Gebäudes schätzungsweise auf durchschnittlich 20
Informationsquellen zugreifen.
In jeder Situation führt ein Techniker seine persönlichen Geräte mit sich, und
nutzt ihre Dienste. Er verfügt voraussichtlich über drei solcher Geräte, welche jeweils
im Mittel 10 eigene Informationsquellen (Anwendungen, Datenbanken, Sensoren,
etc.) besitzen und verwalten. Über diese Geräte ist jedem Techniker der Zugriﬀ
auf weitere Informationsquellen möglich  z. B. die Spezialgeräte (ca. 5 Geräte pro
Techniker).
Die Bürocomputer der Techniker in den Wartungsﬁrmen sind leistungsfähiger
als ihre persönlichen Geräte. Folglich können auf ihnen auch mehr Anwendungen
gleichzeitig (z. T. im Hintergrund) ausgeführt werden. Entsprechend ist die Zahl der
Informationsquellen mit ca. 10 Stück pro Rechner höher. Im Gegensatz zu den Bü-
rocomputern werden auf den Servern der Hersteller und Wartungsﬁrmen nur wenige
Anwendungen betrieben, sodass die Server nur wenige potentielle Informationsquel-
len  ca. 5 pro Server  bereitstellen. Diese liefern jedoch eine große Menge an
Informationen mit z. T. erheblicher Komplexität.
Insgesamt (Tab. 3.6 auf der nächsten Seite) müsste ein verteilter Kontextdienst,
welcher von allen Akteuren betrieben wird, die Verwaltung von über 21 Millionen In-
formationsquellen erlauben. Dabei stünden über 740.000 Informationsknoten für den
Betrieb des Kontextdienstes zur Verfügung. Wobei jeder Knoten durchschnittlich 30
Quellen verwaltet  zwischen 5 und 50 schwankend. Selbst, wenn diejenigen Quellen
ignoriert werden, welche vorwiegend statische Informationen liefern, d. h. die Server
der Hersteller und Wartungsﬁrmen, so hätte dies keine nennenswerte Auswirkung
auf die Größenordnungen der verwalteten Informationsquellen und -knoten.
A 17. Das System muss eine hohe Zahl von Informationsknoten (> 105) und -
quellen (> 107) verwalten können.
Potentielle Informationssenken werden in diesem Szenario nur von den Servern der
Hersteller undWartungsﬁrmen, sowie den Bürocomputern und persönlichen Geräten
der Techniker betrieben. Denn diese Geräte passen sich oder ihre Daten an die
Nutzungssituation an, oder erlauben ihren Nutzern die Beobachtung von Technikern
oder Anlagen. Somit greift jeder der über 25.000 Knoten durchschnittlich auf über
800 Informationsquellen zu. Geht man davon aus, dass jeder Knoten im Mittel
5 Kontextsenken, d. h. adaptive System- oder Anwendungskomponenten, betreibt,
dann ist mit einer Gesamtmenge von über 125.000 Kontextsenken zu rechnen.
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Tabelle 3.6.: Häuﬁgkeit von Informationsquellen und ihren Knoten
Quellen Knoten






Gebäudesensoren 692.400 Steuerungsrechner 34.620
Spezialgeräte 31.000 persönliches Gerät 18.600
Software und Sensoren der
persönlichen Geräte
186.000
Software und Sensoren der
Bürocomputer
62.000 Bürocomputer 6.200
Software der Server 4.850 Server bzw. Cluster 970
Summe 21.376.250 740.390
3.5.3. Informationen und ihr Zugriﬀ
Bevor der dynamische Datenaustausch untersucht wird, sollen zunächst die stati-
schen Aspekte betrachtet werden, d. h. welche Datenvolumina der unterschiedlichen
Informationen existieren, und ggf. zugegriﬀen werden können.
Datenmengen
Ausgehend von der Annahme, dass die gesamte technische Dokumentation einer
Anlage 500 MB umfasst, kann das entsprechende Volumen für alle installierten An-
lagen mit 170 TB∗ angenommen werden. Jedoch kann weder von einem Monopol
auf Seiten der Hersteller, noch auf Seiten der Wartungsﬁrmen ausgegangen werden.
Folglich lagern auf den Servern jedes Herstellers durchschnittlich fast 500 GB†, wäh-
rend jede Wartungsﬁrma auf durchschnittlich ca. 300 GB zugreift. Das resultiert
in einem durchschnittlichen Datenvolumen der technischen Dokumentation für die
von einem Techniker im Laufe eines Jahres bei allen Kunden betreuten Anlagen
von 30 GB. Jedoch werden während einer Instandhaltung oder Fernwartung voraus-
sichtlich wesentlich kleinere Datenbestände genutzt  z. B. die Dokumentation einer
einzelnen Anlage oder der Anlagen eines Betriebes (10 GB).
Schätzt man das Volumen der Wartungsdokumentation einer Anlage auf 50 MB,
so führt dass zu einem Gesamtvolumen von fast 20 TB für alle Anlagen. Sowohl bei
technischen Beratungen als auch bei Instandhaltungen greifen Kundendienst bzw.





eines einzigen Betriebes zu. Deshalb beschränkt sich das Volumen der potentiell
notwendigen Informationen während einer einzelnen solchen Tätigkeit auf 50 MB
bis 1 GB.
Bei der technischen Beratung greift der Kundendienst einer Wartungsﬁrma auf
die Daten seiner rund 30 Kunden zu. Bei 20 MB pro Kundendatensatz, sind dies
insgesamt 550 MB. Techniker greifen während einer Instandhaltung vor Ort jedoch
nur auf die Daten dieses Kunden zu, d. h. auf 20 MB.
Auf den Anlagenzustand wird sowohl bei der Überwachung als auch bei der In-
standhaltung zugegriﬀen. Im ersteren Fall überwacht eine Wartungsﬁrma 20 Anla-
gen pro Kunde bzw. 540 Anlagen insgesamt. Im zweiten Fall untersucht ein Tech-
niker nur eine einzige Anlage. Nur selten wird ein Zugriﬀ auf alle 20 Anlagen eines
Kunden notwendig sein. Mit ca. 60 Informationsquellen pro Anlage und 10 B pro
Information können pro Anlage und Zugriﬀ 600 B Nutzdaten entstehen. Ein Zugriﬀ
bei der Instandhaltung betriﬀt folglich nur wenige Kilobyte. Bei der Überwachung
aller Anlagen ihrer Kunden kann eine Wartungsﬁrma zu jedem Zeitpunkt auf über
300 kB zugreifen. Jedoch handelt es sich dabei um dynamische Daten, sodass das
mittel- oder langfristig zu übertragende Datenvolumen wesentlich, d. h. um mehrere
Größenordnungen, höher sein kann.
Die Überwachung der Umgebung von Anlagen ist nur durch die Gebäudeautoma-
tion und durch die persönlichen Geräte ggf. vor Ort anwesender Techniker möglich.
Somit sind pro Kunde ca. 70 Informationsquellen verfügbar  40 in den zwei Gebäu-
den, und 30 auf den persönlichen Geräten des Technikers. Das sind pro Kundenbe-
trieb entsprechend Nutzdaten von 700 B. Bei der Überwachung aller ca. 30 Kunden
einer Wartungsﬁrma werden ca. 20 kB Nutzdaten ausgetauscht. Bei Instandhaltun-
gen wird die Umgebung der Techniker durch deren persönliche Geräte beobachtet.
Weil sie dabei nur auf ihre eigenen Informationsquellen und die der Umgebung 
der Gebäude des Kunden  zugreifen können, sind in diesem Fall ebenfalls 70 In-
formationsquellen verfügbar. Für die Anpassung der Benutzungsschnittstellen der
persönlichen Geräte ist diese lokale Beobachtung ausreichend. Müssen jedoch Doku-
mente auf den Servern der Hersteller oder der Wartungsﬁrmen vor ihrer Übertragung
angepasst werden, dann wird auf die Umgebung aller 6.200 Techniker zugegriﬀen.
Das sind ca. 4 MB Nutzdaten. Das CMMS einer Wartungsﬁrma beobachtet nur
zehn Techniker.
Für die Koordination und somit auch während aller Arbeiten besteht Interesse
an der Situation der Techniker, um jederzeit deren Verfügbarkeit ermitteln zu kön-
nen. Weil sie im Normalfall Instandhaltungen durchführen, d. h. in einem Betrieb
anwesend sind, stehen die gleichen Informationsquellen zur Verfügung wie bei der
Überwachung der Umgebung der Techniker. Dem entsprechend greift eine Wartungs-




Die Volatilität von Informationen wirkt sich auch auf das Zugriﬀsverhalten auf diese
Informationen aus. Während statische Informationen oft nur einmalig oder selten
zugegriﬀen werden müssen, erfordern dynamische Informationen häuﬁge Aktuali-
sierungen. Dieser proportionale Zusammenhang wird in zwei Fällen außer Kraft
gesetzt: wenn die Änderungsrate so hoch ist, dass entweder (a) die Anpassungen
an veränderte Bedingungen durch zwischenzeitliche Änderungen invalidiert werden,
oder (b) die Nutzung des angepassten Systems nicht lange genug möglich ist, d. h.
neue Änderungen immer wieder Anpassungen verlangen. Während der erste Fall u.
U. durch das adaptive System selbst beobachtet werden kann, ist im letzteren Fall
nur Wissen über das Interaktionsverhalten und die Toleranz von menschlichen Nut-
zern hilfreich. Treten zu häuﬁge Änderungen auf, so ist ggf. gar keine oder nur eine
grob granulare Anpassung möglich. Die dafür notwendige Steuerung der Adaptivität
und deren Überwachung sind jedoch nicht Gegenstand dieser Arbeit.
Grundsätzlich ist synchroner Informationszugriﬀ unkritischer zu bewerten, als
asynchroner. Letzterer kann aufgrund seines langfristigen, beobachtenden Charak-
ters i. V. m. der Dynamik der Kontextinformationen zu einer größeren Menge von
Informationsübertragungen führen. Dem entgegen ist im ersten Fall nur eine einzige
Übertragung notwendig.
Tabelle 3.7.: Änderungsinduzierte, mittlere Nutzdatenraten und jährlich kumulierte
Volumina der kommunizierten Informationen
Information Jahresvolumen Va Nutzdatenrate DR
Technische
Dokumentation
1 GB pro Anlage 250 Bit/s
Wartungsdokumentation 1,3 GB pro Anlage 330 Bit/s
Kundendaten 520 MB pro Kunde 130 Bit/s
Anlagenzustand 380 GB pro Anlage 100 kBit/s
Umgebung 370 MB pro Umgebung 100 Bit/s
Situation 370 MB pro Umgebung 100 Bit/s
Kombiniert man die Volatilität und das Volumen eines Informationstyps, so kann
man das notwendige Übertragungsvolumen feststellen (Tab. 3.7), das entsteht, wenn
ein Konsument eine Information über einen längeren Zeitraum beobachtet, und
Änderungen zu einer vollständigen erneuten Übertragung der Information führen.
Dieser Wert ist rein theoretischer Natur, jedoch wären praxisnähere, genauere Be-
trachtungen der Problematik noch wesentlich komplexer, ohne dass daraus allgemein




Das untersuchte Szenario hat die theoretisch begründeten Anforderungen /A 1/
bis /A 14/ bestätigt. Es wurden zusätzliche qualitative Anforderungen erkennbar,
welche  neben /A 2/ und /A 4/  weitere Teile von /A 0/ darstellen. So muss ein
System für ubiquitäre Software die hohe Dynamik von Kontextinformationen und
Kontextquellen behandeln, sowie eine Vielzahl von Kontextquellen verwalten muss
(/A 15/ bis /A 17/; Abb. 3.2). Die Erfüllung dieser Anforderungen wird dadurch
erschwert, dass die Ressourcen der mobilen Geräte stark eingeschränkt sind, und
dem entsprechend geschont werden müssen /A 16/.
Abbildung 3.2.: Zusammenhänge zusätzlicher Anforderungen, welche durch die Cha-
rakteristika des Anwendungsszenarios bedingt sind
Die Analyse der Informationen, der Informationsquellen und der zugrunde liegen-
den Informationsknoten hat oﬀen gelegt, dass eine große Heterogenität innerhalb
der Informationen existiert. Einerseits gibt es großvolumige, vorwiegend statische
Informationen, welche von wenigen  meist zentralen  Informationsquellen geliefert
werden. Andererseits existiert eine Vielzahl weit verteilter Informationsquellen, die
kompakte, jedoch z. T. sehr volatile Informationen liefern. Der Fokus soll auf letz-
terer Informationsklasse und der Verwaltung ihrer Quellen liegen. Weiterhin wurde
erkennbar, dass eine starke Asymmetrie in Richtung der Quellen vorliegt, d. h. es gibt
wesentlich mehr Informationsquellen als -senken (ca. 100:1). Somit sind kontextbe-
zogene, adaptive Systeme grundsätzlich verschieden zu klassischen transaktionalen
Systemen wie sie im Bereich der Datenbanken anzutreﬀen sind. Dort herrscht ein
Übergewicht an Informationssenken und vorwiegend lesender Informationszugriﬀ.
Aufgrund des Überangebots an Informationsquellen ist der Informationszugriﬀ
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der Senken äußerst selektiv. Das gilt sowohl für den Typ der Information, als auch
für die räumliche und zeitliche Dimension. Genauso speziﬁsch wie die Nutzung der
Kontextinformationen durch die Senken ist, ist auch deren Bereitstellung durch die
Quellen. Eine Kontextquelle ist häuﬁg sehr spezialisiert in der Art der Informationen
die sie liefern kann, und sie liefert meist nur Informationen über einen eng umgrenz-
ten zeitlichen und räumlichen Bereich. Bei Interesse einer Senke an einer konkreten
Information ist folglich das Auﬃnden der Quellen, welche diese Information liefern
können, sehr wichtig.
Bei der nachfolgenden Behandlung der Anforderungen soll der Fokus auf der Un-
terstützung des Zugriﬀs auf dynamische Informationen weit verteilter Kontextquel-
len liegen. Sie sind vor allem für die Unterstützung des Technikers, zu dessen Be-
obachtung und zur Überwachung seiner Umgebung und seiner betreuten Anlagen
erforderlich. Die Mobilität des Technikers spielt dabei nur insofern eine Rolle, dass
sie ggf. zu Verbindungsabbrüchen führen kann, und der Techniker an wechselnden
Orten von wechselnden Geräten beobachtbar ist. Jedoch greift er bei seiner Arbeit
häuﬁg auf Informationen aus seiner direkten Umgebung zu, sodass die Auswirkun-
gen der Mobilität hierbei begrenzt sind. Anders ist das bei der Beobachtung des
Technikers durch seine Wartungsﬁrma.
Die identiﬁzierten Anforderungen lassen sich unter den Schlagworten Eﬃzienz
und Skalierbarkeit zusammenfassen. Ausgehend von der Dynamik der Umgebungen
und der Anzahl in ihnen enthaltener Geräte, werden folgende Thesen aufgestellt:
• Zur Verbesserung des Kontextzugriﬀs ist ein Paradigmenwechsel der Verwal-
tungsaktivitäten sinnvoll  weg von der Verwaltung von Kontextinformationen,
hin zur Verwaltung ihrer Kontextquellen. Die Behandlung der dynamischen
Verfügbarkeit von Kontextquellen durch transparente, lose Kopplung an die
Kontextsenken kann die Robustheit der Kontextsenken gegenüber der schwan-
kenden Verfügbarkeit von Kontextinformationen erhöhen.
• Die Mengen vorhandener Kontextquellen und vernetzter Geräte machen eine
Abkehr vom C/S-Paradigma∗ erforderlich, um durch Skalierbarkeit die Funk-






Nicht erst seit Mark Weisers Vision des Ubiquitous Computing werden Middlewa-
rearchitekturen entwickelt, welche den Betrieb kontextbezogener Software vereinfa-
chen sollen. Ausgehend von unterschiedlichen Voraussetzungen wurden bei dieser
Entwicklung verschiedene Strategien eingesetzt [HR06]  entweder Top-Down oder
Bottom-Up. Der erste Ansatz nimmt die Anforderungen und Eigenschaften der Soft-
ware zum Ausgangspunkt, um diese anschließend in einer gegebenen Umgebung zu
realisieren. Das schließt ggf. auch die Ausstattung der Umgebung mit den notwendi-
gen Kontextquellen (z. B. Sensoren) ein. Im Gegensatz dazu geht der zweite Ansatz
von den technischen Gegebenheiten der Umgebung aus, und erschließt sich sukzes-
sive eine größere Vielfalt realisierbarer Anwendungen.
Zur Unterstützung ubiquitärer Software ist der Top-Down-Ansatz weit verbreitet.
Er ermöglicht die Erweiterung klassischer Anwendungen um den Aspekt der kon-
textbezogenen Adaptivität und die Entwicklung neuer Anwendungsklassen. Weil
kontextbezogene, adaptive Software in einem großen Ausschnitt des täglichen Le-
bens eingesetzt werden soll, triﬀt sie auf heterogene Umgebungen. Eine der wesentli-
chen Aufgaben einer ubiquitären Middleware für derartige Anwendungen ist folglich
die transparente Überwindung der Heterogenität der Umgebungen.
Während beim Top-Down-Ansatz oft einzelne, kostengünstige Sensoren in die Um-
gebung eingebracht werden, um diese zu beobachten und somit die Adaptivität von
Software zu ermöglichen, existieren im industriellen Umfeld durchaus bereits Umge-
bungen, welche mit einer Vielzahl von Sensoren ausgestattet sind. Sie werden zur
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Überwachung und Regelung technischer Prozesse eingesetzt, und beﬁnden sich meist
nicht von einander isoliert in der Umgebung, sondern bilden Netzwerke gleichartiger
Sensoren, welche gemeinsam Überwachungsaufgaben erfüllen. Der Betrieb eines sol-
chen Sensornetzwerkes ist sehr komplex. Dazu gehört die Koordination der Aktivität
der Sensorknoten, Informationsaustausch und -verdichtung, sowie die Berücksichti-
gung der beschränkten Energieressourcen. Aufgrund ihres Einsatzes zur Steuerung
und Regelung zeitkritischer Prozesse bestehen hohe qualitative Anforderungen an
den Betrieb der Sensornetzwerke  z. B. Informationszugriﬀ in Echtzeit. Dementspre-
chend sind Sensornetzwerke häuﬁg stark an den jeweiligen Einsatzzweck angepasst
und optimiert. Das führt dazu, dass Middleware für Sensornetzwerke primär de-
ren Komplexität verbergen soll, und deshalb häuﬁg nach dem Bottom-Up-Ansatz
entwickelt wird.
Im Rahmen dieser Arbeit soll statt dessen die Unterstützung kontextbezogener,
adaptiver Softwaresysteme für Ubiquitous Computing durch geeignete Middlewa-
re im Vordergrund stehen. Anstatt Sensornetzwerke gezielt zu betrachten, sollen
Möglichkeiten geschaﬀen werden, diese  wie alle anderen Formen von Informations-
quellen  unter dem Dach einer Middleware zu integrieren, und gemeinsam für kon-
textbezogene, adaptive Software nutzbar zu machen. Die heterogenen Landschaften
von Geräten und Informationsquellen, welche im Ubiquitous Computing anzutreﬀen
sind, gestatten keine oder nur ungenaue qualitative Aussagen über den Informati-
onszugriﬀ hinsichtlich Auslieferungssemantik, Zeitschranken (Echtzeitfähigkeit), etc.
Wegen der daraus resultierenden Schwankungen von Verfügbarkeit und Qualität der
Kontextinformationen ist ihre Verwendung für den Betrieb qualitativ anspruchsvol-
ler Dienste problematisch.
4.1. Ubiquitous Computing Middleware und Frameworks
Im folgenden Abschnitt sollen vorhandene Mechanismen zur Systemunterstützung
von ubiquitären Anwendungen vorgestellt werden. Dabei handelt es sich in erster
Linie um Middleware, d. h. eine Infrastruktur, welche den Anwendungen Dienste
zur Verfügung stellt und konkrete Aspekte des zugrunde liegenden Systems vor ih-
nen verbirgt. Ihren Ursprung hat die Systemunterstützung jedoch in so genannten
Frameworks. Sie führen Abstraktionen ein und gestatten deren Nutzung durch Be-
reitstellung von Funktions- oder Klassenbibliotheken. Der Grad der Unterstützung
ist bei einem Framework jedoch tendenziell niedriger als bei einer Middleware, weil
die Entwickler des adaptiven Systems zwar vordeﬁnierte Bausteine nutzen können,
aber deren Kombination und Koordination selbst beeinﬂussen müssen.
Ein bekannter Vertreter der Frameworks ist das Context Toolkit [SDA99, Dey01].
Es führt den zentralen Begriﬀ des Context Widget ein, welches eine Informations-
quelle und deren Informationsgewinnung kapselt. Ein Context Widget besitzt eine
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wohl-deﬁnierte Schnittstelle und repräsentiert die erfassten Informationen in einem
einheitlichen Format. Die meisten der nachfolgend vorgestellten Vertreter der Midd-
leware verfügen über eine Integrationsschicht, deren Komponenten mit Context Wid-
gets vergleichbar sind.
4.1.1. Semantic Space und SOCAM
Semantic Space [WDC+04] und SOCAM∗ [GPZ04a, GPZ04b, GPZ05] sind Sys-
teme, welche in einer physischen Umgebung einen semantischen Raum etablieren.
Dort können kontextbezogene Anwendungen auf Kontextinformationen zugreifen
und diese austauschen. Die Namensgebung Semantic Space verweist auf die Erweite-
rung der zugrunde liegenden Idee des Smart Space um Mechanismen des Semantic
Web. Ein Smart Space ist eine Umgebung die mit elektronischen Geräten ausge-
stattet ist, und welche in ihr beﬁndliche Menschen auf intelligente Art und Weise
unterstützt. Diese Unterstützung soll weitgehend automatisch erfolgen, d. h. ohne
signiﬁkante Mitwirkung der Nutzer zu erfordern, welche sie bei ihren Tätigkeiten
behindern bzw. ablenken würde. Aufgrund ihrer engen inhaltlichen Verwandtschaft
und ihres Ursprungs  beide entstammen der Abteilung Context-Aware Systems
des Institute for Infocomm Research, Singapur (I2R)  werden Semantic Space und
SOCAM gemeinsam betrachtet.
Überblick
Die Arbeiten setzen drei Schwerpunkte:
1. Explizite Repräsentation der Kontextinformationen in einem einheitlichen For-
mat und mit klar deﬁnierter Semantik. Dies ermöglicht Anwendungen die
Nutzung der Informationen, welche von den zugrunde liegenden heterogenen
Quellen ursprünglich in einer Vielzahl von Formaten bereitgestellt werden.
2. Durch gezielte Abfrage von Kontext sollen Anwendungen in die Lage versetzt
werden, den für sie notwendigen Ausschnitt aus der Beschreibung ihrer Um-
gebung zu erhalten. Für diese Eingrenzung sind ausdrucksstarke Anfragen
erforderlich.
3. Mittels Kontextinferenz können abstrakte, höherwertige Kontextinformatio-
nen† aus den erfassten Kontextinformationen gewonnen werden, welche eine
bessere Beschreibung der Situation von Nutzern und Systemen erlauben. Dies
führt zur Entlastung kontextbezogener Anwendungen von der Aufgabe der
Kontextanalyse, ohne jedoch die Situationsabhängigkeit ihres Verhaltens zu
beschränken.




Kontextontologien Für die Umsetzung von Punkt 1 wurde auf Basis der Beschrei-
bungssprachen RDF [KC04] und Web Ontology Language (OWL) [PSHH04] eine
Möglichkeit zur Kontextmodellierung entwickelt. Im Semantic Web wird OWL zur
Deﬁnition von Ontologien eingesetzt die eine semantische Beschreibung von Inter-
netseiten erlauben. Dementsprechend deﬁniert SOCAM Kontextontologien, welche
die ausgetauschten Kontextinformationen repräsentieren. Um eine umfassende An-
wendbarkeit der Ontologien auf verschiedenste Gebiete und ihre Kontextquellen zu
erlauben, wird eine Hierarchie von Ontologien vorgeschlagen. Die Basis dieser Hier-
archie ist die so genannte Upper Level Context Ontology (ULCO)  eine abstrakte
High-Level Ontologie. Sie deﬁniert grundlegende Konzepte, welche in den meisten
Anwendungsgebieten anzutreﬀen sind. Neben der ULCO können beliebig viele do-
mänenspeziﬁsche Ontologien deﬁniert werden, welche die ULCO gemeinsam nutzen
und sie um zusätzliche Konzepte erweitern.
Infrastruktur Um kontextbezogenen Anwendungen die Ausdrucksstärke der Kon-
textontologien zur Verfügung zu stellen (Punkt 2 und 3), ist ein geeignetes Infe-
renzsystem (logikbasierter Reasoner) notwendig, welcher eine Wissensbasis (engl.
knowledge base) aufbaut und verwaltet. Derartige Komponenten sind auch Teile
von SOCAM (Abb. 4.1 auf der nächsten Seite)  hier Context Reasoner und Context
Knowledge Base genannt  und bilden den Kern des Context Interpreter. Kontextin-
formationen fragt er von den Context Providern ab, oder abonniert sie, um daraus
abstrakte Kontextinformationen zu inferieren. Context Provider kapseln die hete-
rogenen Kontextquellen und stellen deren Informationen als OWL-Repräsentation
bereit. Context-aware Applications sind die Klienten des Systems und greifen direkt
über die Context Provider oder indirekt über den Context Interpreter auf Kontex-
tinformationen zu. Anwendungen können anwendungsspeziﬁsche Regeln deﬁnieren,
welche der Context Interpreter evaluiert und anhand der Ergebnisse die Anwen-
dungen benachrichtigt. Die dabei inferierten Kontextinformationen werden jedoch,
anders als die Inferenzergebnisse des Context Reasoners, nicht in der Context Know-
ledge Base abgelegt. Die Context Database wird zur Speicherung von Ontologien
und historischen Kontextinformationen eingesetzt. Für jede domänenspeziﬁsche On-
tologie verwaltet das System eine eigene Context Database. Der Service Locating
Service (SLS) dient als Verzeichnisdienst des SOCAM-Systems, und ermöglicht die
Kooperation aller Komponenten, sowie die Suche von Anwendungen nach Diensten.
Zu ihnen zählen in erster Linie die Context Provider und der Context Interpreter,
welcher ebenfalls als ein generischer, abstrakter Context Provider betrachtet werden
kann.
Die Architektur von Semantic Space ähnelt stark derjenigen von SOCAM, ist
jedoch in einzelnen Punkten nicht so klar strukturiert∗.
∗Wegen fehlender Hintergrundinformationen wird davon ausgegangen, dass es sich bei Semantic
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Abbildung 4.1.: Überblick der Architektur von SOCAM (nach [GPZ04b])
Verzeichnisdienst Dem SLS [GPY05] kommt eine bedeutende Rolle zu, weil er
den Komponenten von SOCAM und den Anwendungen die Suche von Diensten
gestattet. So kann u. a. der Context Interpreter feststellen welche Context Provider
existieren, um sie entsprechend einbinden zu können.
Beim SLS handelt es sich um einen verteilten Dienst. Jedes Gerät das die SO-
CAM-Middleware betreibt, verfügt auch über eine Instanz des SLS. Es gibt zwei
Ausführungen des SLS  Client und Server. SLS-Clients melden automatisch ih-
re Existenz, um von einem SLS-Server gefunden zu werden, und anschließend ihre
Dienste registrieren zu können bzw. die Dienste der übrigen Geräte zu erfragen. Zur
Verbesserung der Skalierbarkeit des SLS wird bei Bedarf eine Hierarchie von Ser-
vern aufgebaut. Dies erfolgt dergestalt, dass ein SLS-Server im Fall der Überlastung
 z. B. durch Beitritt eines weiteren SLS-Clients  einen der SLS-Clients dazu ver-
anlasst, ebenfalls als SLS-Server zu arbeiten. Dieser neue Server beﬁndet sich auf
der gleichen Ebene des Baumes, wie der Überlastete. Um als Server arbeiten zu
können, lädt der Client zuvor die notwendigen Zusatzfunktionen aus dem Netzwerk.
Neben dem neuen, gleichrangigen Server bestimmt der überlastete Server ggf. einen
übergeordneten Server, welcher in der nächsthöheren Ebene der Hierarchie für den
überlasteten und den neuen Server zuständig ist. Anfragen von Clients werden in
der Hierarchie propagiert, dass alle Dienste, die einer Anfrage entsprechen, gefunden
werden. Hierzu speichert jeder Server die Dienste seiner untergeordneten Knoten.
Um den dafür erforderlichen Speicheraufwand in den höheren Ebenen der Hierar-
chie zu beschränken, werden die Dienstbeschreibungen verdichtet. Die Autoren von
Space um einen Vorgänger von SOCAM handelt.
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SOCAM nennen dieses Verfahren Service Aggregation. Es basiert auf einem hierar-
chischen Klassiﬁkationschema, welches zur Typisierung der Dienste eingesetzt wird.
Ist z. B. auf einem Server ein Dienst vom Typ mServiceAll.mInformation.weather
registriert, so existiert auf seinem übergeordneten Server ein Eintrag mit dem Typ
mServiceAll.mInformation der u. a. auf den untergeordneten Server verweist.
Weil SOCAM unterschiedliche Diensttechnologien unterstützt, muss der SLS auch
verschiedene Formen der Dienstbeschreibung verarbeiten können. Dienste können
entweder mittels Name-Wert-Paaren oder semantisch∗ beschrieben werden. Sogar
die Beschreibung anhand eines Java-Klassennamens ist möglich. Um diese drei Be-
schreibungsformen zu interpretieren, besitzt jeder Server drei Matching Engines.
Sucht ein Client über den SLS nach einem Dienst, so muss er sich zuerst für eine
der Beschreibungsformen entscheiden, und außerdem angeben, ob die Beschreibung
in eine der anderen Formen konvertiert werden darf. Letzteres ist nur dann sinn-
voll, wenn der Client auch die entsprechende technologische Unterstützung für den
Dienstzugriﬀ bietet.
Einschätzung
Die Entwicklung der ULCO als Basisontologie für die Beschreibung von Kontextin-
formationen stellt ein interessantes Konzept dar. Ob sie jedoch hinreichend allgemein
gültig ist, und einen entsprechenden Nutzwert birgt, kann erst durch die Feststel-
lung ihrer Akzeptanz in der Forschergemeinde und der Industrie eingeschätzt werden.
Weil aber im Bereich des Pervasive und Ubiquitous Computing derzeit noch keine
akademische Lösung eine dominierende Stellung besitzt, ist eine Entscheidung zu
diesem Zeitpunkt nicht möglich.
Die direkte Kopplung zwischen kontextbezogenen Anwendungen und den Context
Providern birgt erhöhten Aufwand bei der Realisierung der Anwendungen. So sind
diese selbst sowohl für das Binden passender Context Provider, als auch für die Kom-
munikation mit diesen zuständig. Auftretende Verbindungsprobleme müssen explizit
durch die Anwendungen behandelt werden. Darüber hinaus müssen die Anwendun-
gen die technologische Heterogenität der Provider überwinden indem sie entweder
sich auf die Nutzung einer Technologie beschränken, oder alle Technologien parallel
unterstützen. Somit besteht die Wahl zwischen eingeschränkter Informations- bzw.
Quellenvielfalt und erhöhter Anwendungskomplexität. Diese Probleme können nur
dann umgangen werden, wenn die Anwendungen ausschließlich über den Context
Interpreter auf Kontextinformationen zugreifen, weil dieser lediglich eine Form des
Zugriﬀs bietet. In diesem Fall stünden den Anwendungen jedoch nur abstrakte Kon-
textinformationen für ihre Adaptivität zur Verfügung.
∗durch Konstrukte der Sprache DARPA Agent Markup Language  Ontology Inference Layer
(DAML-OIL) [CvHH+01, Hor02]
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Aufgrund seiner Alleinstellung ist der Context Interpreter die zentrale Schwach-
stelle des Systems. Er beschränkt dessen Skalierbarkeit und Verfügbarkeit. Weiterhin
ist die Verarbeitung volatiler Daten mittels logikbasiertem Reasoning als problema-
tisch einzuschätzen [Eic07], weil dieses zeitaufwendig ist, und aktuelle Reasoner
inkrementelles Reasoning nur bedingt unterstützen. Bei der Änderung von Informa-
tionen in der Context Knowledge Base ist eine erneute Inferenz über dem vollständi-
gen Datenbestand der Context Knowledge Base durchzuführen. Nicht zuletzt fragt
der Context Interpreter pauschal die Kontextinformationen aller Context Provider
ab. Somit erscheint SOCAM für den Einsatz in größeren Umgebungen mit einer
Vielzahl von Geräten und Kontextquellen weniger geeignet.
Abbildung 4.2.: Auswirkung homogener und heterogener Dienstlandschaften eines
Semantic Space auf die Anfrageweiterleitung zwischen SLS Servern
(angelehnt an [GPY05])
Die Praktikabilität der Service Aggregation ist nur dann gegeben, wenn die un-
terschiedlichen Dienstklassen des Semantic Space nicht homogen in diesem verteilt
sind, oder wenn zur Anfragebearbeitung neben der Dienstklasse weitere Kriterien
herangezogen werden (z. B. Ort des Dienstes). Zur Veranschaulichung sind in Abbil-
dung 4.2 Beispiele für das Vorkommen von Dienstklassen in einem Semantic Space
dargestellt. Auf beiden Seiten ist eine Hierarchie von Rechnern abgebildet, deren
drei obere Schichten durch SLS Server gebildet werden. Die unterste Schicht bilden
SLS Clients. Links neben jedem Server ist die Menge der Dienstklassen vermerkt,
welche seine untergeordneten Knoten  Clients oder Server  bei ihm registriert
haben. Aufgrund der Service Aggregation nimmt der Detaillierungsgrad dieser Re-
gistrierungsinformationen in Richtung der oberen Hierarchieebenen ab. Im Semantic
Space von Fall I (Abb. 4.2, links) existiert eine Landschaft sehr ähnlicher Dienste
 alle gehören der Klasse A.B an. Sucht ein Client nach einem Dienst der Klasse
A.B.F so müssen die zugehörigen Anfragen zwischen den Servern über große Teile
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der Hierarchie verteilt werden, bevor sie Server erreichen, welche die Anfrage beant-
worten oder verwerfen können. Der Semantic Space von Fall II (Abb. 4.2, rechts)
beherbergt eine große Vielfalt von Diensten, welche nicht ungleichmäßig über die
Knoten verteilt sind. Ist ein Client an einem Dienst der Klasse B.F.M interessiert,
so ist während der Baumsuche eine frühzeitige Entscheidung über die Weiterleitung
der Anfrage möglich. Die höhere Selektivität der Anfrage ist  unbeeinﬂussbar für
den Client  nicht in ihrer Ausdrucksstärke begründet, sondern in der Heterogeni-
tät der Dienstlandschaft. SOCAM bevorzugt somit heterogene Dienstlandschaften,
sowie SLS Clients, welche ausdrucksstarke Anfragen auf Basis von DAML-OIL∗
formulieren können.
4.1.2. Context Broker Architecture
Die Context Broker Architecture (CoBrA) [CFJ03a, CFJ03b, CFJ03c, CFJ03d,
CFJ04a, CFJ04b] ist ebenfalls für den Einsatz in Smart Spaces entwickelt. Jedoch
wird hier der Aspekt der ontologiebasierten Kontextrepräsentation stärker betont.
Überblick
CoBrA ist eine Middleware, welche auf der Technologie mobiler Agenten basiert. Die-
se Agenten sind Softwarekomponenten, die zwischen den Geräten migrieren können.
Damit diese Migration überhaupt möglich ist, muss jedes Gerät, welches Agenten be-
treibt, über eine spezielle Ausführungsumgebung verfügen. Im Rahmen von CoBrA
wird für diesen Zweck das Java Agent Development Framework (JADE) [BCPR03]
eingesetzt. Die meisten Agenten werden auf den Geräten des Smart Space ausge-
führt und gestatten den Zugriﬀ auf die Kontextinformationen der dort vorhandenen
Kontextquellen. Die wichtigste Aufgabe kommt bei CoBrA dem so genannten Con-
text Broker zu  einem speziellen Agenten  der auf einem leistungsfähigen Rechner
ausgeführt wird und die Rolle eines Servers übernimmt. Kontextbezogene Anwen-
dungen greifen über den Context Broker auf Kontextinformationen zu.
Context Broker Der Context Broker hat mehrere Aufgaben:
1. Etablierung eines zentralen, einheitlichen Modells aller Kontextinformationen
des Smart Space
2. Abfrage der Kontextinformation von Quellen, welche für leistungsschwache
Geräte unerreichbar sind
∗Die Nutzung von DAML-OIL zur Abfrage von Informationen wird in den Quellen erwähnt,
korrespondiert jedoch nicht mit der Deﬁnition von OWL-basierten Ontologien. Letztere legen viel
mehr die Nutzung der Resource Description Query Language (RDQL) nahe.
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3. Inferenz von abstrakten Kontextinformationen die nicht von Geräten oder
Sensoren abgefragt werden können
4. Erkennung und Beseitigung von Inkonsistenzen der Kontextinformationen aus
den verschiedenen Kontextquellen des Smart Space
5. Schutz der personenbezogenen Kontextinformationen der Nutzer
Die erste Aufgabe erfüllt der Context Broker durch seine zentrale Rolle und die
Architektur des Systems  Kontextinformationen sind nur von ihm erhältlich. Für
die Datenhaltung verfügt der Broker über eine Context Knowledge Base in der alle
Kontextinformationen persistent gespeichert werden. Das Context Acquisition Mo-
dule erfüllt die zweite Aufgabe indem es eine Middleware zur Erfassung der Kontex-
tinformationen zur Verfügung stellt. Teil dieser Middleware ist auch eine Bibliothek,
welche die Implementierung entsprechender Erfassungskomponenten der Agenten ge-
stattet. Die erfassten Kontextinformationen werden in der Knowledge Base abgelegt.
Mit diesen Voraussetzungen kann die Context Reasoning Engine eingesetzt werden,
um die dritte und vierte Aufgabe zu behandeln. Sie setzt das JENA Semantic Web
Framework∗ ein und arbeitet auf dem Datenbestand der Knowledge Base. Zur Er-
füllung der fünften Aufgabe existiert das Module for Privacy Protection. Es besteht
aus einer Menge von Regeln, welche den Zugriﬀ auf personenbezogene Kontextinfor-
mationen (z. B. den Aufenthaltsort eines Nutzers) steuern. Diese Regelmenge wird
ebenfalls von der Reasoning Engine ausgewertet. Die Menge vordeﬁnierter Regeln
kann durch die Nutzer um eigene Regeln erweitert werden.
Verteilung Um die Verfügbarkeit des Brokerdienstes zu verbessern, soll der gleich-
zeitige Einsatz mehrerer Broker in einem so genannten Persistent Broker Team
möglich sein [KCL00]. Die Mitglieder eines solchen Teams sind dafür zuständig,
dass jederzeit eine Mindestanzahl von Brokern die Anfragen von kontextbezogenen
Anwendungen beantwortet. Sinkt die Anzahl unter eine deﬁnierte Schwelle, so soll
das Team neue Mitglieder bestimmen. Durch das Teamkonzept soll ebenfalls eine
Föderation möglich sein, welche die Kopplung mehrerer Broker erlaubt. Auf diese
Weise sollen auch räumlich größere Spaces realisierbar sein  z. B. der Campus ei-
ner Universität. Die Broker müssen regelmäßig kommunizieren, um ihre Context
Knowledge Bases zu synchronisieren.
COBRA-ONT Für Modellierung von Kontextinformationen existiert in CoBrA die
Ontologie COBRA-ONT. Sie gestattet die Repräsentation wesentlicher Aspekte der
Umgebung (Zeit und Ort), des Systems (Agenten  inkl. ihrer Orte und Aktivitäten)
∗Erste Versionen von CoBrA besaßen einen speziell entwickelten OWL-Reasoner der in der
Sprache Flora-2 [YKZ03] implementiert war.
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und der Zugriﬀsregeln. Im Gegensatz zu SOCAM entwirft CoBrA keine explizite
Hierarchie von Ontologien.
Einschätzung
Der Einsatz von Ontologien ist generell als vorteilhaft zu betrachten, weil er eine
generische Beschreibung von Kontextinformationen erlaubt. Sofern die entwickelten
Ontologien jedoch nicht hinreichend akzeptiert sind  analog zu SOCAM  stellen sie
lediglich proprietäre Modelle dar, welche nicht in der Lage sind, die Interoperabilität
des Systems mit vorhandener Infrastruktur zu fördern.
Die zentralisierte Architektur impliziert, dass der Context Broker die Schwachstel-
le des Systems darstellt. Dementsprechend sind seine Verfügbarkeit und Skalierbar-
keit als kritisch einzuschätzen. Den Autoren ist der erstere Aspekt bewusst. Leider
ist der Vorschlag des Persistent Broker Team auch nur zur Behandlung dieses Punk-
tes geeignet. Das Problem der Skalierbarkeit würde durch diesen Ansatz weiter ver-
stärkt, weil die regelmäßige Synchronisation der Knowledge Bases aller Broker zur
zusätzlichen Belastung der Kommunikations- und Verarbeitungsressourcen führt.
4.1.3. Gaia
Das Projekt Gaia [RC00, CHRC01, RHR+01, RHC+02] beschäftigt sich mit der Ent-
wicklung einer Middleware für Ubiquitous Computing. Gaia führt weitere Abstrak-
tionen im Konzept des Smart Space ein, um ein komponentenbasiertes, verteiltes
Metabetriebssystem zu realisieren.
Überblick
Active Space Ein Active Space [RC00] bildet eine klar umgrenzte, physische Um-
gebung  den Physical Space  mit all ihren Geräten, Gegenständen und Akteu-
ren  kurz: Entitäten  auf ein Modell und eine Software ab. Er bietet ein ge-
nerisches Modell dieser Umgebung über ein generisches Application Programming
Interface (API) an. Somit wird ein Active Space in Gaia als eine spezielle Form
eines klassischen IT-Systems verstanden. Die Hardware des Active Space sind die
abstrakten Repräsentationen der Ressourcen der physischen Umgebung  Prozesso-
ren, Speicher (transient und persistent) und Peripheriegeräte. Dem Betriebssystem
kommt die Aufgabe der Vereinigung der physischen Umgebung mit dem Active
Space zu. Dabei muss das Betriebssystem eine generische Infrastruktur sein, wel-
che die Ressourcen der Umgebung verwaltet  ebenso wie dies der Scheduler und
die Speicherverwaltung eines klassischen Betriebssystems vornehmen. Elektronische
Geräte und Anwendungen können entweder stellvertretend für ihre menschlichen
Nutzer oder autonom auf die Ressourcen des Active Space zugreifen. Weil sie sich
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dabei selbst in der physischen Umgebung des Active Space beﬁnden und selbst Res-
sourcen und Informationen zur Verfügung stellen können, sind sie sowohl als Nutzer
als auch als Betreiber des Active Space zu betrachten.
Architektur  GaiaOS Gegenstand der Arbeiten des Gaia-Projektes ist ein Be-
triebssystem für die Etablierung eines Active Space  GaiaOS. Es wird auf den
jeweils lokal existierenden Betriebssystemen ausgeführt und nutzt die dort vorhan-
dene komponentenbasierte, verteilte Middleware (z. B. die Common Object Request
Broker Architecture (CORBA)). Dementsprechend besteht eine der grundlegenden
Aufgaben von GaiaOS in der Kapselung der heterogenen Middleware zur Schaﬀung
einer einheitlichen Umgebung für verteilte Komponenten. Diese Aufgabe übernimmt
der Uniﬁed Object Bus (UOB) (Abb. 4.3 auf der nächsten Seite). Er nutzt die Kom-
munikationsmechanismen einer oder mehrerer Middlewareplattformen  hier als Ob-
ject Request Brokers bezeichnet  und bindet sie mittels speziﬁscher Integrators ein.
Der Component Container ist die Ausführungsumgebung der Gaia-Komponenten
(oder Uniﬁed Components), welche unter Zugriﬀ auf die Basisfunktionalität des
Component Management Core realisiert werden können.
Mit diesen Voraussetzungen deﬁniert GaiaOS sowohl Basis- als auch optionale
Dienste. Sie bilden den Gaia Kernel bzw. die Gaia Services. Im Space Repository
sind sämtliche Entitäten des Active Space registriert. Es gestattet die Suche von
Entitäten anhand von Typinformationen und anderen Kriterien mittels einer spe-
ziellen Anfragesprache. Der Presence Service wiederum sorgt für die Überwachung
der Komponenten, welche die registrierten Entitäten repräsentieren. Zum Austausch
der dafür notwendigen Heartbeat-Nachrichten wird der Event Manager Service ver-
wendet. Er ermöglicht die lose Kopplung der Komponenten des Active Space über
Nachrichtenkanäle, die deﬁniert und abonniert werden können. Zusätzlich zu dieser
anonymen, generischen Form der Kommunikation ist auch noch die Kommunikation
innerhalb einer Gruppe bereits bekannter Komponenten möglich.
Das Gaia Application Model stellt durch den Application Management Service
Funktionen zur Verfügung, welche das Registrieren, Suchen, Aktualisieren und De-
Registrieren von Anwendungen, sowie das Austauschen von Ereignissen erlauben.
Teil des Application Model ist MPACC∗  eine erweiterte Version des MVC†-Ent-
wurfsmusters, welches die adaptive Präsentation von Inhalten auf heterogenen Aus-
gabegeräten ermöglichen soll. Das Active Space Execution Environment repräsen-
tiert schließlich die Komponenten der Anwendungen des Active Space, die über





Abbildung 4.3.: Architektur von GaiaOS (angelehnt an [RC00, CHRC01, RHR+01,
RHC+02])
Context Service Aufgrund der zentralen Bedeutung von Kontextinformationen
beim Betrieb eines Active Space ist ein Context Service Teil des Gaia Kernel. Kon-
textquellen werden von ihm in so genannten Context Providern gekapselt  ana-
log den Generators bzw. Context Widgets des Context Toolkit [SDA99, Dey01]. Ih-
re Kontextinformationen können abgefragt oder abonniert werden. Der eigentliche
Austausch ﬁndet über den Event Manager Service statt. Die verfügbaren Kontex-
tinformationen werden u. a. vom Context File System genutzt. Dabei handelt es
sich um ein kontextbezogenes Dateisystem, welches einerseits den Anwendungen je-
derzeit ortstransparenten Zugriﬀ auf ihre Dateien ermöglicht, und andererseits das
Format dieser Dateien bei Bedarf an die Anforderungen der Anwendung adaptiert.
Neben dem Context Service kann auch das Space Repository Umgebungsinforma-
tionen des Active Space liefern. Die dort registrierten virtuellen Entitäten erlauben
den Rückschluss auf die repräsentierten physischen Entitäten.
Erweiterungen Mit Mobile Gaia [CAMCM05] existiert eine Variante von GaiaOS
zur Realisierung so genannter Personal Active Spaces. Ein solcher Space besteht
aus einem Cluster der persönlichen, mobilen Geräte des Nutzers, welche durch ein
Wireless Personal Area Network (WPAN) verbunden sind. Ein Cluster verfügt im-
mer über ein Gerät, welches den Cluster kontrolliert  den Coordinator. Die übrigen
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Geräte werden als Clients bezeichnet. Jedes Gerät im Cluster bzw. Space betreibt
einen minimalen Gaia Kernel. Dieser unterscheidet sich vom klassischen Gaia Ker-
nel durch drei zusätzliche Dienste. Analog zur den Geräten des Clusters kann jede
Dienstinstanz auf einem Gerät entweder als Coordinator oder als Client betrieben
werden  unabhängig von der Rolle des Gerätes. Der Discovery and Cluster Manage-
ment Service ﬁndet benachbarte Geräte, verhandelt ihren Beitritt zum Cluster und
steuert diesen. Das Service Deployment Framework enthält die Dienste des Clusters
und entscheidet auf jedem Gerät über die Rolle der lokalen Dienstinstanzen. Der
Location Service aggregiert mittels probabilistischer Methoden die Positionsinfor-
mationen der Kontextquellen des Clusters zu einer einzigen Position des Clusters 
und somit zu der seines menschlichen Nutzers.
Neben der Unterstützung persönlicher Active Spaces existiert auch eine Arbeit zur
weiteren Generalisierung der Kommunikationsinfrastruktur [CAMCM04]. Sie skiz-
ziert ein Service Interaction Layer das oberhalb des UOB die Kopplung der auf dem
UOB basierenden Dienste erbringt. Für diese Funktionalität bietet die Schicht die
Kommunikationsparadigmen Distributed Querying, Distributed Events und Direct
Access an. Sie basieren auf den Kommunikationsprinzipien des bereits vorgestellten
Event Manager Service  themenbasiertes Publish/Subscribe und Punkt-zu-Punkt-
Kommunikation.
Für die Kopplung mehrerer Spaces existiert ein Ansatz namens Super Space. Da-
bei werden benachbarte oder sich überlappende Active Spaces entweder hierarchisch
oder gleichberechtigt, d. h. mittels P2P∗-Kommunikation, angeordnet. So soll eine
Abbildung der organisatorischen oder physischen Strukturen auf die virtuellen Struk-
turen des Super Space möglich sein.
Einschätzung
GaiaOS skizziert eine ambitionierte Vision  die homogene Kopplung sämtlicher
elektronischen Geräte in der Umgebung menschlicher Nutzer durch ein kompo-
nentenbasiertes, verteiltes Metabetriebssystem bzw. eine Middleware. Jedoch blei-
ben die Arbeiten den Nachweis der Praktikabilität des Systems schuldig. So wird
die Integrationsfähigkeit des UOB dadurch belegt, dass Instanzen der CORBA-
Implementierungen dynamicTAO und LegORB erfolgreich miteinander gekoppelt
werden. Aufgrund der Plattformunabhängigkeit von CORBA sollte dies ohnehin
möglich sein, und genügt nicht als Existenzberechtigung für eine weitere Middlewa-
re wie GaiaOS.
Unabhängig von der Integration existierender Middleware gelingt es den Autoren
nicht, die zugrunde liegenden Mechanismen und Algorithmen mit einem Detailgrad




diesem Rahmen ist es ebenfalls als problematisch zu betrachten, dass in mehreren
Veröﬀentlichungen unterschiedliche Mengen von Diensten des Gaia Kernel und der
Gaia Services mit abweichender Funktionalität präsentiert werden. So entsteht kein
homogenes Bild des Systems.
Der für diese Arbeit interessante Context Service wird nur in einem kleinen Ab-
schnitt einer einzigen Veröﬀentlichung erwähnt. Die aufgeführten Eigenschaften 
synchroner und asynchroner Kontextzugriﬀ, Kapselung von heterogenen Kontext-
quellen und logikbasierte Anfrageschnittstelle  ähneln denen konkurrierender Sys-
teme. Die für den Kontextzugriﬀ und -austausch notwendige Kommunikation erfolgt
über die Paradigmen des Event Manager Service. Für asynchrone Kommunikation
setzt dieser themenbasierte Nachrichtenkanäle, d. h. Subject-based Publish/Subscri-
be, ein. Aufgrund der geringen Flexibilität dieses Ansatzes können kontextbezogene
Anwendungen nur grob-granular Kontextinformationen abonnieren. Dies wird den
speziﬁschen Anforderungen der einzelnen Anwendung nicht gerecht und führt zum
unnötigen Austausch ungenutzter Kontextinformationen. Wegen fehlender Informa-
tionen über die Realisierung dieser Kommunikationsform kann deren Skalierbarkeit
nicht abschließend beurteilt werden.
Grundsätzlich ist die isolierte Betrachtung einzelner Bereiche der physischen Um-
gebung problematisch. Diese Sichtweise wird in [RHC+02] erkennbar:
A physical space . . . is a geographic region with limited and well-deﬁned
physical boundaries containing physical objects, heterogeneous networ-
ked devices, and users performing a range of activities.
Aufgrund der klaren Grenzen eines Physical Space ist es wahrscheinlich, dass ein mo-
biler, menschlicher Nutzer diesen und seinen zugehörigen Active Space verlässt, und
in einen anderen Active Space eintritt. Folglich sind Lösungen für diesen Übergang
und zur Unterstützung von Mobilität erforderlich. [CAMCM05] entwickelt persön-
liche Active Spaces, welche sich mit ihren Nutzern bewegen können. Wie dabei die
Ausdehnung der Active Spaces kontrolliert wird, ist jedoch unklar. Weiterhin ist
zu erwarten, dass ein Nutzer nicht nur eine einzelne Anwendung nutzt. Diese An-
wendungen existieren in unterschiedlichen Active Spaces, welche keinerlei physische
Kohärenz haben müssen. In [AMCRC04] wird aufgezeigt, dass es mehrere Active
Spaces geben kann, und dass diese sowohl in Hierarchien, als auch gleichberech-
tigt nebeneinander existieren können. Wie die konkrete Koordination zwischen den
Active Spaces erfolgt, bleibt aber unerkennbar.
4.1.4. Hydrogen
Das Hydrogen-System [HSP+03] ist explizit für den Einsatz auf mobilen und inte-
grierten Geräten vorgesehen.
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Überblick
Um die Heterogenität der Kontextquellen vor den Anwendungen zu verbergen, be-
sitzt Hydrogen eine dreischichtige Architektur. In der untersten Schicht  der Ad-
aptor Layer  kapseln Adapter die vorhandenen Kontextquellen des mobilen Ge-
rätes. Sie ermitteln Low-Level∗ Kontextinformationen durch regelmäßiges Polling.
Während dieser Gewinnung werden aus den Kontextinformationen ggf. High-Level†
Kontextinformationen gewonnen, und den Low-Level Kontextinformationen hinzu-
gefügt. Die zentrale Schicht heißt Management Layer und sorgt für die Kopplung
der darüber bzw. darunter beﬁndlichen Schichten. In ihr beﬁndet sich der Context
Server, welcher die Kontextinformationen der Umgebung des mobilen Gerätes spei-
chert. Er ist ebenfalls für den Informationsaustausch mit anderen Dienstinstanzen
auf weiteren mobilen Geräten zuständig. Für die oberste Schicht  die Application
Layer  bietet er den Kontextzugriﬀ, sowohl in synchroner als auch in asynchroner
Form an.
Kontextinformationen werden als Objekte der Programmiersprache Java reprä-
sentiert und gespeichert. Hydrogen verfügt über eine Menge vordeﬁnierter Klassen
zur Repräsentation speziﬁscher Kontextinformationen mit deﬁnierter Semantik. Die
Erweiterung des Typsystems um anwendungs- oder domänenspeziﬁsche Aspekte ist
durch Deklaration neuer Klassen möglich, welche Unterklassen der bereits existie-
renden Klassen sein müssen. Der Context Server verwaltet mehrere Mengen von
Kontextinformationen. Während der Local Context die Kontextinformationen der
Kontextquellen des lokalen Gerätes enthält, beherbergen ein oder mehrere Remote
Contexts jeweils die Kontextinformationen eines entfernten Gerätes. Der Informa-
tionsaustausch zwischen den Schichten der lokalen Architektur und den verteilten
Instanzen der Context Server erfolgt über XML-codierte Nachrichten. Um Anwen-
dungen von der Realisierung dieser nachrichtenbasierten Kommunikation zu befreien,
verfügt die Application Layer über eine spezielle Klasse, welche analog zu den unter-
schiedlichen Nachrichten entsprechende Methoden für den Kontextzugriﬀ anbietet.
Einschätzung
Die vorgeschlagene Architektur gestattet ein dynamisches Binden von Kontextquel-
len, welches transparent vor den Kontextsenken durch den Context Server realisiert
werden kann. Dabei ist sogar transparent, ob die gelieferten Kontextinformationen
vom lokalen oder einem entfernten Gerät stammen. Die Relationen zwischen Low-
Level und High-Level Kontextinformationen sind in den jeweiligen Adaptern verbor-
gen. Diese können weiterhin transparent diverse Inferenzmechanismen einsetzen.
∗Bei Hydrogen als physical context bezeichnet.




Ziel des Java Context-Awareness Framework (JCAF) [Bar05] ist die Bereitstellung
einer leichtgewichtigen, ausdrucksstarken Menge von Schnittstellen, welche die ein-
fache Entwicklung kontextbezogener Anwendungen erlaubt. Darüber hinaus bietet
JCAF Middlewarefunktionen zur Kontexterfassung, -verwaltung und -verteilung. In-
stanzen der Middleware werden auf den Geräten der Umgebung installiert. Die
Kopplung dieser Instanzen erfolgt in einer hierarchischen oder P2P-Struktur  je
nach Einsatzszenario  sodass ein verteilter Kontextdienst entsteht.
Überblick
Die Architektur von JCAF besteht aus drei Schichten: Context Client Layer, Con-
text Service Layer und Context Monitor and Actuator Layer. Die Context Client
Layer beherbergt die kontextbezogenen Anwendungen, welche auf ein oder mehrere
Context Service Instanzen zugreifen, um Kontextinformationen zu erhalten. JCAF
unterstützt sowohl synchronen als auch asynchronen Kontextzugriﬀ. Bei letzterem
kann ein Client entweder eine einzige konkrete Kontextinformation (hier Entität ge-
nannt) oder alle Entitäten eines konkreten Typs beobachten. Clients können sogar
die Topologie der Vernetzung der Context Service Instanzen steuern.
In der Context Service Layer beﬁndet sich eine Context Service Instanz pro Ge-
rät. Sie gestattet den Clients den Kontextzugriﬀ über ein API und führt während
dessen eine Zugriﬀskontrolle durch. Mittels einer Access Control List (ACL) wird
nicht-authentisierten oder nicht-autorisierten Clients der Zugriﬀ auf personenbezo-
gene Informationen verwehrt. Die Hauptaufgaben des Context Service bestehen in
der Verwaltung  einerseits der Entitäten in einem Entity Container und anderer-
seits der so genannten Transformer in einem Transformer Repository. Bei letzteren
handelt es sich um eine vordeﬁnierte Menge von Komponenten, welche Entitäten in
andere Entitäten überführen können. Welche Form der Transformation dabei zum
Einsatz kommt, und ob diese durch Entwickler auch um Mechanismen zur Inferenz
erweitert werden können, ist nicht näher speziﬁziert.
In der untersten Schicht beﬁnden sich Komponenten der Typen Context Monitor
und Context Actuator. Erstere werden irreführend auch als Clients bezeichnet, was
eine Assoziation mit der schon beschriebenen Context Client Layer nahe legt. Je-
doch ist ein Context Monitor dafür zuständig, auf Sensoren zuzugreifen, und deren
Informationen als Entitäten im Entity Container zu speichern, d. h. die Kontext-
bereitstellung vorzunehmen. Abhängig von der zugrunde liegenden Kontextquelle
kann er die Informationen entweder synchron, d. h. per Polling, oder asynchron,
d. h. per Benachrichtigung liefern. Das Pendant zum Context Monitor bildet der
Context Actuator der den Kontext manipulieren kann indem er Veränderungen in
der physischen Umgebung auslöst. Weil ein Actuator eine solche Veränderung erst
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in Abhängigkeit von Kontextinformationen auslöst, kann er auch als spezielle Form
des Clients angesehen werden. Er registriert sich beim Context Service für die durch
ihn zu manipulierenden Entitäten, um bei deren Änderung benachrichtigt zu werden.
Durch diese direkte Kopplung kann er auch zur Synchronisation der Kontextinfor-
mationen zwischen zwei Context Service Instanzen eingesetzt werden.
JCAF bietet Schnittstellen und Klassen für die Implementierung der Komponen-
ten der oberen und unteren Schicht der Architektur  Clients, Monitore und Ak-
tuatoren  zur Entwicklung kontextbezogener Anwendungen. Zusätzlich kann über
Schnittstellen umfassend Einﬂuss auf die Betriebsweise der Komponenten der mittle-
ren Schicht  den Context Service und die Transformer  genommen werden. Für die
Repräsentation der Kontextinformationen stehen Basisklassen und -schnittstellen
zur Verfügung, welche durch anwendungsspeziﬁsche Klassen zu erweitern und zu
implementieren sind.
Einschätzung
JCAF trägt sowohl Eigenschaften eines Frameworks als auch einer Middleware. So
stellen Verwaltung der Komponenten des Frameworks und der Kontextinformatio-
nen durchaus Funktionen einer Middleware dar, welche die zugrunde liegende Hete-
rogenität oder technische Details kapseln. Jedoch müssen die Entwickler kontextbe-
zogener Anwendungen über das API signiﬁkanten Einﬂuss auf JCAF nehmen, um
dessen Betrieb zu ermöglichen bzw. ihn an die Gegebenheiten des Einsatzszenarios
anzupassen. Dazu gehört die Steuerung der Kommunikationstopologie zwischen den
Context Service Instanzen, der Einsatz von Aktuatoren zur verteilten Synchronisa-
tion von Kontextinformationen, etc. Weil diese Aufgaben jedoch Aspekte betreﬀen,
die orthogonal zur Anwendungsentwicklung sind, trägt JCAF den deutlichen Cha-
rakter eines Frameworks zur Entwicklung von Kontextdiensten und kontextbezoge-
nen Anwendungen.
4.1.6. Nexus
Die Entwickler der Nexus-Plattform [HKL+99] gehen davon aus, dass eine Viel-
zahl der Informationen des menschlichen Alltags und der menschlichen Umgebung
ortsbezogen ist, oder geographisch angeordnet ist. Dementsprechend soll sie die Ent-
wicklung und den Betrieb ortsbezogener Software ermöglichen.
Überblick
Augmented Area Model Ähnlich wie die Systeme SOCAM, CoBrA und Gaia er-
zeugt Nexus ein Modell seiner Umgebung. Dabei wird ein mehr oder weniger klar
umgrenzter räumlicher Bereich (z. B. Raum, Etage, Gebäude) als so genannte Aug-
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mented Area∗ modelliert. Für jedes anwendungsrelevante physische Objekt, d. h. jede
Entität, wird eine Datenstruktur im so genannten Augmented Area Model erzeugt.
Neben einer Vielzahl möglicher Attribute enthält sie die räumliche Position des re-
präsentierten Objektes. Zusätzlich zu den physischen Objekten kann ein Augmented
Area Model virtuelle Objekte enthalten. Sie stellen Platzhalter bzw. Schnittstellen
dar und ermöglichen die Einbindung externer Dienste und Systeme, welche nicht
Teil der Nexus-Plattform sind.
Mehrere Augmented Areas können zu einer Augmented World integriert werden.
Aufgrund der einheitlichen Modellierung können einerseits Beziehungen zwischen
Augmented Areas (z. B. Überdeckung, Entfernung) ermittelt, und anderseits deren
Eigenschaften (z. B. Größe) mit einander verglichen werden. Jede Augmented Area
kann über die einheitlichen APIs der Nexus-Plattform durch Anwendungen genutzt
werden. Aufgrund der Integration in die Augmented World können Anwendungen
über die APIs bedarfs- und ereignisabhängig auf wechselnde Augmented Areas zu-
greifen.
Abbildung 4.4.: Architektur der Nexus-Plattform (angelehnt an [HKL+99])
Architektur Der Aufbau der Nexus-Plattform besteht im wesentlichen aus drei
Blöcken (Abb. 4.4). Sie verwalten das Augmented Area Model und bieten externen
∗augmented (dt. erweitert, angereichert)
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Komponenten die erforderlichen Dienste zum Zugriﬀ darauf an.
Zu den externen Komponenten zählen neben Clients  Anwendungen welche auf
das Augmented Area Model und die Funktionalität der Nexus-Plattform zugreifen
 auch Sensor und Control Systems. Während erstere die Informationen zur Re-
präsentation der Augmented Area liefern, können letztere an diese Repräsentation
gebunden werden, sodass Veränderungen in der Umgebung wiederum zur Steuerung
von Vorgängen in Derselben führen können. Alle externen Komponenten werden
über einheitliche APIs in die Nexus-Plattform integriert.
Die Basic Services bieten Grundfunktionen für den Betrieb der Plattform. Dazu
gehört die Kopplung der beteiligten Knoten der Plattform einer Augmented Area
mittels entfernter Kommunikation. Ein wesentliches Problem stellt dabei die Inte-
gration der heterogenen Menge von Kommunikationstechnologien und -strukturen
dar. Adaptivity Support verwaltet die verfügbaren Ressourcen und ermöglicht die Be-
nachrichtigung von Anwendungen, sodass sich diese an veränderte Gegebenheiten
anpassen können.
Jede Augmented Area betreibt eine eigene Instanz des Local Data Management,
welches zur Speicherung und Verwaltung des Augmented Area Model notwendig
ist. Abhängig von ihrem Änderungsverhalten werden die verschiedenen Objekte 
stationäre, virtuelle und mobile  auf unterschiedlichen Knoten der Nexus-Plattform
gespeichert.
Die Komponenten des Distributed Data Management erbringen die verschiedenen
Funktionen der Nexus-Plattform und integrieren die einzelnen Local Data Manage-
ment Instanzen der Augmented Areas zu einer gemeinsamen Augmented World. Sie
ermöglichen die Betrachtung und Nutzung der Augmented World als ein homogenes
Konstrukt. Der Dienst des Location Management bildet die Objekte und Bereiche
der Augmented Area auf diejenigen Knoten der Nexus-Plattform ab, welche die zu-
gehörigen Informationen bzw. Teile des Augmented Area Models speichern. Er wird
deshalb vom Query and Event Service genutzt, um die Aufrufe der Clients an die zu-
gehörigen Knoten weiter zu leiten, sodass der Zugriﬀ auf die Daten des Augmented
Area Models oder die Funktionalität der Plattform gewährleistet ist. Für letzteres
ist die Manipulation der zugehörigen virtuellen Objekte erforderlich, welche durch
die Model Management Tools bereitgestellt wird. Für die Realisierung der einge-
schränkten abgekoppelten Operation von Nexus-Knoten werden Funktionen für das
Caching und Prefetching von Modelldaten vorgeschlagen.
Einschätzung
Nexus fokussiert sehr stark auf die Probleme der Modellierung der Augmented Areas
und Augmented World. Dazu gehört die Integration verschiedenster Formen der
Ortsmodellierung. Aktuellere Arbeiten [BN04] folgen  wie SOCAM und CoBrA
 dem Trend zur Verwendung von Ontologien und untersuchen deren Einsatz für
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die Ortsmodellierung und das Augmented Area bzw. World Model. In wieweit die
Unterstützung von ortsunabhängigen Anwendungen durch Nexus möglich ist, kann
nicht beurteilt werden.
4.2. Vergleich
Die vorgestellten Arbeiten (Kap. 4.1.1 bis 4.1.6) sind verschiedenen Ursprungs und
verfolgen unterschiedliche Ziele. Als Basis des anschließenden Vergleichs werden die
Anforderungen /A 1/ bis /A 17/ herangezogen. Die Anforderungen aus der theo-
retischen Betrachtung (Kap. 2) zielen auf die Unterstützung der Entwicklung und
der Ausführung kontextbezogener Software ab. Das beinhaltet einerseits die einheit-
liche und umfassende Modellierung und Repräsentation von Kontextinformationen
 ggf. inklusive zusätzlicher Merkmale (z. B. Qualität, Ort, Zeit). Andererseits aber
auch die Entwicklung von Kontextquellen und kontextbezogener Software basierend
auf entsprechenden Komponentenmodellen und Frameworks. Nicht zuletzt bestehen
Forderungen nach einer Middleware mit umfangreicher Laufzeitunterstützung zur
Behandlung der Dynamik von Geräten und Informationsquellen. Als Ergebnis der
Analyse des Anwendungsszenarios (Kap. 3) muss das Gesamtsystem aus Middleware
und Anwendungskomponenten, sowie Kontextquellen, qualitativen Anforderungen
hinsichtlich Skalierbarkeit und Leichtgewichtigkeit gerecht werden.
4.2.1. Zusammenfassung
Die Gegenüberstellung (Tab. 4.1 auf den Seiten 8283) zeigt die Verschiedenheit
der untersuchten Arbeiten. Sie reichen von leichtgewichtigen Ansätzen für mobile
Geräte (Hydrogen) bis hin zu umfangreichen verteilten Betriebssystemen (Gaia).
Die Unterstützung zur Modellierung von Kontextinformationen reicht von einfa-
chen Java-Klassen bis hin zu Ontologien  z. B. bei SOCAM und CoBrA. Durch ihre
ausdrucksstarke Semantik gestatten Letztere nicht nur die detaillierte Beschreibung
der Eigenschaften und Zusammenhänge von Kontextinformationen, sondern auch
die Validierung der Kontextmodelle, sowie logikbasierte Inferenz. Problematisch ist
diesbezüglich einerseits die ressourcenintensive Verarbeitung und andererseits die
Allgemeingültigkeit der Ontologien zu bewerten. Weil sie für die vorgestellten Syste-
me und deren konkrete Einsatzfälle entwickelt wurden, sind sie potentiell domänen-
oder anwendungsspeziﬁsch. Dadurch wird die Integration von Kontextquellen und
-senken erschwert, welchen abweichende Domänenmodelle zugrunde liegen. Vor dem
Hintergrund der heterogenen Deﬁnition des Begriﬀes Kontext ist selbst der Versuch
der Deﬁnition einer abstrakten Super-Ontologie eine große Herausforderung.
Für die Entwicklung kontextbezogener Software stehen entweder einheitliche APIs
oder Anfragesprachen zur Verfügung. Erstere unterstützen in den meisten Fällen so-
wohl asynchronen als auch synchronen Kontextzugriﬀ, d. h. Push und Pull. Jedoch
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ist ihre Ausdrucksstärke begrenzt, sodass der selektive Zugriﬀ auf große Mengen von
Kontextinformationen nicht möglich ist. Anfragesprachen hingegen sind durch ihre
Ausdrucksstärke zum gezielten Zugriﬀ auf Kontextinformationen besser geeignet. Es
werden sowohl systemspeziﬁsche als auch generische Anfragesprachen wie RDQL in
Kombination mit Ontologien eingesetzt. Die Einbindung von Kontextquellen und an-
deren Ressourcen wird vorwiegend durch Speziﬁkation von Frameworks unterstützt,
die Adapterklassen mit einheitlichen Schnittstellen bieten. JCAF verfolgt das Kon-
zept des Frameworks soweit, dass die Entwickler sogar Einﬂuss auf grundlegende
Funktionen wie Kopplung und verteilte Datensynchronisation nehmen müssen. Die-
se Aspekte sind jedoch orthogonal zu den Aspekten der Anwendung und deshalb
für die Auslagerung in die Middleware prädestiniert.
Während Middleware für ontologiebasierte Systeme primär die Verarbeitung der
Ontologien (inkl. Inferenz) zum Gegenstand hat, besteht ihre Hauptaufgabe bei
den übrigen Systemen in der transparenten Kopplung der Systeminstanzen der be-
teiligten Geräte. Weiterhin übernimmt sie die Kopplung der Kontextquellen und
-senken auf lokaler Ebene, sowie die Verwaltung und Synchronisation der verteilten
Kontextinformationen. Weil in Nexus der Position zentrale Bedeutung zukommt,
sorgt die Middleware dort für die Lokalisation von Geräten und anderen Objekten.
Der Aspekt der entfernten Kommunikation zur Kopplung von Geräten erfährt kei-
ne detaillierte Betrachtung. Es wird sowohl das C/S- als auch das P2P-Paradigma
eingesetzt. Meist ohne auf damit verbundene Aspekte der Skalierbarkeit einzugehen.
Im Fall von SOCAM erlaubt die Beschreibung des Systems eine Beurteilung der
Eigenschaften der Kommunikationsarchitektur, welche nur wenig skalierbar ist. Bei
vielen Systemen werden Ereignisdienste nach dem Publish/Subscribe-Prinzip einge-
setzt, um die Verwaltung der Kontextquellen oder sogar den Austausch der Kon-
textinformationen zu realisieren. Jedoch bieten die verwendeten themenbasierten
Nachrichtenkanäle nur grob granulare Strukturierungsmöglichkeiten und stellen so-
mit einen hohen Kommunikationsaufwand für das System dar. Aufgrund der Struk-
turierung nach Themen kann die detaillierte Filterung der Informationen nur lokal
auf jedem Gerät vorgenommen werden. Bei vielen Systemen existieren aufgrund
der Fokussierung auf andere Aspekte oft nur unzureichende Informationen über die
Kommunikation zwischen einzelnen Geräten. Die Problematik des erhöhten Res-
sourcenbedarfs zur Verarbeitung von Ontologien ist bereits bekannt. Sie wird z. T.
dadurch verursacht, dass viele Inferenzsysteme nicht in der Lage sind, mit volatilen
Informationen umzugehen [Eic07]. In Folge dessen führt die Änderung einer Informa-
tion zur Entfernung der veralteten Information aus der Wissensbasis der Reasoner,
dem Einfügen neuer Information und einer erneuten Überprüfung der Wissensbasis.
Weil dieser Vorgang mehrere Sekunden dauern kann, ist er nicht für Informationen












































































































































































































































































































































































































































































































































































































































































































































































































































































































































Im Rahmen dieser Arbeit soll der Schwerpunkt der Betrachtungen auf der eﬃzienten
und skalierbaren Verwaltung dynamisch verfügbarer, heterogener Kontextquellen lie-
gen, weil dieser Aspekt bisher unzureichend behandelt ist. Er soll die Hauptfunktion
einer Middleware darstellen, welche den Betrieb kontextbezogener Software ermög-
licht. Des Weiteren sind Möglichkeiten zur Entwicklungsunterstützung in Form von
Frameworks zu untersuchen, um die Einbindung der heterogenen Kontextquellen
weiter zu vereinfachen. Die Entwicklung ausdrucksstarker Modelle bzw. Metamodel-
le zur Repräsentation von Kontextinformationen soll hier nur insoweit betrachtet
werden, wie dies für die Diskussion der zuvor genannten Punkte notwendig ist. Die
Komplexität der Verarbeitung derartiger Modelle und die Problematik ihrer Akzep-
tanz durch die Entwickler wurden bereits erwähnt. Wegen der Heterogenität von
Ableitungsschemata bzw. Inferenzmechanismen kann die Unterstützung der Midd-
leware ohnehin nicht auf logische Inferenz beschränkt bleiben. Andere Formen der
Ableitung sollten demzufolge gleichberechtigt als Quellen abstrakter Kontextinfor-
mationen durch eine Middleware integriert werden können. Nicht zuletzt eröﬀnen
die Methoden des Model-Driven Software Development (MDSD) die Möglichkeit,
bei der Entwicklung von Kontextquellen und -senken ausdrucksstarke Sprachen zur
Repräsentation und Verarbeitung von Kontextinformationen einzusetzen, und diese
durch Transformationen auf unterschiedliche Ausführungsumgebungen (inkl. ihrer
Middleware) abzubilden, welche ggf. weniger leistungsfähig sind.
4.3. Aktuelle Entwicklungen
Während der Entstehung dieser Arbeit fanden Entwicklungen im Bereich ubiquitärer
Middleware statt, welche keinen Eingang in die vorliegende Arbeit gefunden haben,
aber nicht unberücksichtigt bleiben können. Deshalb werden im Folgenden weitere
Ansätze vorgestellt, um neue relevante Lösungen zu identiﬁzieren.
4.3.1. Meteor
Im Gegensatz zu den bereits vorgestellten Ansätzen verzichtet das Projekt Mete-
or [JSP06, JQSP07] auf eine Betrachtung der Kapselung von Informationsquellen.
Es enthält aber interessante Konzepte zur dezentralen Aggregation von Informatio-
nen in Netzwerken, deren Anwendung auf die Verwaltung von Kontextquellen viel




Meteor basiert auf der Idee der Distributed Hash Table (DHT) bei welcher alle
Knoten eines P2P-Netzwerkes einen strukturierten, verteilten Speicher bilden∗. Weil
jeder Peer des Netzwerkes Informationen sowohl in diesem Speicher ablegen, als
auch daraus auslesen kann, eignet sich eine DHT auch zum Informationsaustausch.
Meteor macht sich diese Möglichkeit zunutze, und erweitert die Funktionalität durch
Überlagerung der DHT mit weiteren Protokollebenen.
Die Basis des Protokollstapels von Meteor bildet die DHT. Sie etabliert eine
logische Struktur auf dem Netzwerk aller Peers, welche es ermöglicht, eine Nachricht
in durchschnittlich log n Sprüngen† zu einem von n Peers zu vermitteln. Aufgrund
dieser geringen Komplexität eignet sich der Einsatz einer DHT für Netzwerke mit
vielen Peers, und stellt somit einen wichtigen Ansatz zur Lösung von Anforderung
/A 17/ dar.
Um Daten in einer DHT abzulegen, muss ihnen ein Schlüssel aus der logischen
Struktur der DHT zugeordnet werden. Während die klassische Vergabe der Schlüssel
durch eine uniforme Hash-Funktion erfolgt, setzt Meteor auf der zweiten Protokol-
lebene  über der DHT  eine so genannte Hilbert Space Filling Curve (SFC) ein.
Eine solche Funktion hat die Fähigkeit, d-dimensionale Schlüsselräume zu einem 1-
dimensionalen Schlüsselraum zu linearisieren. Diese Transformation ist notwendig,
weil die gespeicherten Daten in Meteor nicht nur anhand eines einzigen Schlüssels,
sondern anhand einer ganzen Menge von bis zu d Schlüsselmerkmalen identiﬁziert
werden. Diese umfangreiche Beschreibung gestattet eine ausdrucksstarke Beschrei-
bung der gespeicherten Daten und  in Kombination mit der SFC und der DHT 
eine hohe Eﬃzienz.
Bereits mit diesen Mitteln ist der gezielte Zugriﬀ auf einzelne Daten möglich
indem die Merkmale der gesuchten Daten als Schlüssel beim Zugriﬀ speziﬁziert
werden. Können oder sollen die Schlüsselmerkmale jedoch nicht auf exakte Werte
eingeschränkt werden, d. h. müssen Wertebereiche, Teilmerkmale oder Platzhalter
eingesetzt werden, so ist eine weitere Funktion von Meteor notwendig. Die Abbildung
der Merkmalsmenge auf eine Menge von Bereichen der SFC  anstatt auf einen ein-
zigen Punkt auf der SFC. Diese Abbildung wird genutzt, um einen Multicastbaum
in Form eines Präﬁxbaumes aufzubauen. Eine solche Kommunikationstopologie er-
möglicht die eﬃziente Verteilung der Zugriﬀsnachrichten an die beteiligten Peers,
welche den Bereichen der SFC entsprechen. Der Präﬁxbaum wird sogar in umge-
kehrter Richtung zur Aggregation der Daten der einzelnen Peers der adressierten
Bereiche eingesetzt.
Basierend auf den Ebenen der DHT und der SFC kann die oberste Ebene die
eigentliche Anwendungslogik zur Datenaggregation realisieren. In Meteor stellt je-
∗Details zur Funktionsweise einer DHT sind in Kap. 5.6.4 beschrieben.
†Ein Sprung (engl. hop) ist die Weiterleitung einer Nachricht von einem Peer zu einem Anderen.
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der Peer einen so genannten Associative Rendezvous (AR) dar. Dabei handelt es
sich um einen Punkt an dem die gespeicherten Daten mit den Zugriﬀsanfragen zu-
sammen treﬀen und anhand assoziativer Vorgänge miteinander verglichen werden.
Sowohl Daten als auch Anfragen werden mittels Nachrichten zwischen den ARs
ausgetauscht. Der wichtigste Teil der Nachricht ist das Proﬁl, welches die Schlüs-
selmerkmale enthält. Darüber hinaus ist in der Nachricht kodiert, ob es sich um
eine Anfrage- oder eine Datennachricht handelt, und welche Reaktion der Sender
vom empfangenden AR erwartet. Ein AR kennt vier Reaktionen auf eine Nachricht
 store, retrieve, notify und delete. Sie erlauben das Speichern, Abfragen und Lö-
schen von Daten und Anfragen, sowie die Benachrichtigung infolge der Speicherung
von Daten. Mit diesen Dienstprimitiven kann sowohl synchroner als auch asynchro-
ner Zugriﬀ auf die gespeicherten Daten vorgenommen werden. Sogar die proaktive
Speicherung von Anfragen ist möglich, welche erst im Moment der Speicherung der
gesuchten Daten bedient werden.
Einschätzung
Die vorgestellte Architektur bietet einerseits eine hohe Skalierbarkeit, und ander-
seits die generische Beschreibung von auszutauschenden Daten. Aufgrund der star-
ken Asymmetrie zwischen Kontextquellen und Kontextsenken, sowie der potentiell
großen Dynamik von Kontextinformationen sind jedoch trotzdem Skalierbarkeits-
probleme zu erwarten, wenn Meteor zum Austausch von Kontextinformationen ein-
gesetzt wird.
Hinsichtlich der Schlüsselmerkmale muss festgehalten werden, dass Meteor streng
hierarchische Typsysteme voraussetzt. Weil dies jedoch bei der Modellierung von
Kontextinformationen mit Ontologien  oder dem Metamodell dieser Arbeit  nicht
notwendigerweise sicher gestellt ist, sind mögliche Probleme und Lösungen zu un-
tersuchen.
Durch die Verwendung der SFC anstatt einer uniformen Hash-Funktion [KLL+97]
wird die Lastverteilung zwischen den ARs beeinträchtigt. Dadurch kann es zur Kon-
zentration des Datenaustauschs auf eine Untermenge der ARs kommen. Darüber
hinaus stellt der Betrieb der DHT und des restlichen Systems eine signiﬁkante Last
für mobile und integrierte Geräte dar, welche diese Geräte für ihre Anwender unbe-
nutzbar machen können. Aufgrund der inhärent engen Kopplung der Knoten einer
DHT verursachen häuﬁge Beitritte und Austritte bzw. Ausfälle von mobilen Gerä-
ten einen hohen Kommunikationsaufwand, um die Konsistenz innerhalb der DHT
wieder herzustellen. Mobile Geräte sind für den Betrieb einer DHT folglich weniger
gut geeignet.
Abschließend sei bemerkt, dass die Implementierung von Meteor auf dem P2P-




tor keine erfolgreiche praktische Untersuchung des Systems, weil der veröﬀentlichte
Quelltext signiﬁkante Lücken aufweisst. Laut vorliegender Quellen wurde das Sys-
tem sowohl experimentell in einer lokalen Testumgebung mit 64 Rechnern und in
der PlanetLab-Umgebung [Pla08] auf derzeit ca. 1.000 Rechnern weltweit getestet,
als auch simulativ hinsichtlich seiner Skalierbarkeit untersucht.
4.3.2. Weitere Arbeiten
Die folgenden Arbeiten sollen nur kurz vorgestellt werden, weil sie im Vergleich zu
Meteor wesentlich einfacher strukturiert sind, jedoch z. T. interessante Eigenschaf-
ten aufweisen oder bekannte Vertreter aktueller Ubiquitous Computing Middleware
sind.
Contory
Aufgabe der Middleware des Systems Contory [RdF06] ist die Kontextbereitstellung
für Mobiltelefone. Contory vereint unterschiedliche Ansätze der Kontextbereitstel-
lung  von direkter Integration der Quellen in die Anwendung bis hin zu bedarfsab-
hängigem Austausch zwischen mehreren Geräten.
Neu ist bei Contory  wie auch in der vorliegenden Arbeit  die Verbesserung der
Kontextquellenverwaltung und die Behandlung ihrer dynamischen Verfügbarkeit.
Dies dient primär der Aufrechterhaltung der Verfügbarkeit von Kontextinformatio-
nen.
DOLCLAN
Im Gegensatz zu Contory und der vorliegenden Arbeit beschäftigt sich das System
DOLCLAN [BM07] nicht mit der Verwaltung von Kontextquellen, sondern dem ver-
teilten Zugriﬀ auf Informationen. Dieser Zugriﬀ wird durch so genannte Peer-to-Peer
Distributed Shared Objects (PDSO) realisiert  Objekte welche mittels Kopien auf
die Knoten des Systems verteilt werden. Um PDSO zu nutzen, ist die Einﬂussnah-
me des Entwicklers notwendig, welcher u. a. die Synchronisation der Objektkopien
vornehmen muss. Ähnlich wie JCAF [Bar05] bietet DOLCLAN primär Unterstüt-
zung in Form eines Frameworks. Die Entwickler kontextbezogener Systeme müssen
jedoch bei der Nutzung des Frameworks Einﬂuss auf Funktionen nehmen, welche
nichts mit der zu entwickelnden Anwendung, sondern dem Betrieb des Frameworks
bzw. der Middleware zu tun haben. Ein solches Vorgehen ist nur in überschaubaren
Szenarien praktikabel. Ebenso ist der Einsatz der Objektkopien der PDSO, sowie
deren ständige Synchronisation aufgrund zu erwartender Skalierbarkeitsprobleme




Ein weiterer Vertreter der Frameworks ist Context Entities Composition and Sharing
(COSMOS) [CRS07]. Obwohl es eine dreischichtige Architektur entwirft, welche die
Kontexterfassung, Kontextverarbeitung und Kontextnutzung/Adaption separiert,
sind die Grundbausteine von COSMOS  so genannte Context Nodes  auf allen
drei Ebenen einsetzbar. Neu ist jedoch die Entkopplung dieser Context Nodes durch
nachrichtenbasierte Kommunikation deren Realisierung auf das FrameworkDynamic
Reﬂective Asynchronous Middleware (DREAM) [LQS05] zurückgreift. COSMOS ge-
stattet damit die Erfüllung der Anforderungen /A 8/ und /A 14/. Jeder Context No-
de kapselt die von ihm genutzten Informationsquellen, d. h. ggf. auch andere Context
Nodes deren Informationen er für Inferenz benutzt. Die so entstehende Hierarchie
von Context Nodes muss aufgrund des Frameworkcharakters von der Anwendung
bzw. ihren Entwicklern zusammengestellt und verwaltet werden. Es gelten also auch
bei COSMOS die Einschränkungen der übrigen Frameworks hinsichtlich Unterstüt-
zung beim Betrieb der kontextbezogenen Anwendungen. Weil die Leistungsfähigkeit
von DREAM nur eingeschränkt untersucht wurde, ist eine Einschätzung der Skalier-




Bevor in diesem Kapitel die wesentlichen Konzepte zur Verwaltung von heteroge-
nen Kontextquellen entwickelt werden, sollen  nach einem einleitenden Überblick
 grundlegende Voraussetzungen für deren Verständnis geschaﬀen werden. Es wird
einerseits das Konzept der Context Provider vorgestellt, welches die Integration der
Kontextquellen in das Gesamtsystem ermöglicht, und andererseits das Metamodell
des Context Service das u. a. der Beschreibung der Provider dient.
5.1. Überblick
Im Anwendungsszenario wurde bereits ersichtlich, dass Kontextquellen auf jeglichen
Geräten anzutreﬀen sind. Dabei entstehen Konstellationen (Abb. 5.1 auf der nächs-
ten Seite) in denen auf einem Gerät (A) Kontextquellen und Kontextsenken existie-
ren, oder ein Gerät (B) ausschließlich über Kontextquellen verfügt. Es kann sogar
vorkommen, dass ein Gerät (C) lediglich Kontextsenken betreibt. Aufgrund der He-
terogenität von Kontextsenken und Kontextquellen (Anf. /A 6/) ist es angebracht,
diese mittels einheitlicher Schnittstellen zu koppeln, um ihre Austauschbarkeit zu
erhöhen. Durch diese Schnittstellen kommt es zu einer Kapselung der speziﬁschen
Eigenschaften der Kontextquellen und Kontextsenken. Die so entstandenen Kom-
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ponenten werden nachfolgend als Context Provider∗  sie kapseln Kontextquellen
 und als Context Consumer  sie kapseln Kontextsenken  bezeichnet. Zur Kopp-
lung der Provider und Consumer wird weiterhin eine Middleware etabliert, welche
zusätzliche Funktionen übernimmt  der Context Service.
Weil die einheitliche Kapselung von Kontextquellen und der Betrieb des Context
Service an die Unterstützung bestimmter Technologien, sowie an ein Minimum von
Ressourcen gebunden ist, ist es durchaus wahrscheinlich, dass ein Gerät (D) über
Kontextquellen verfügt, aber weder die zugehörigen Provider noch den Context Ser-
vice betreiben kann. Auf diese Kontextquellen müssen die zugehörigen Provider
(hier: Provider S) mittels entfernter Kommunikation zugreifen. Dies erschließt ei-
nerseits die Welt drahtlos (z. B. Bluetooth, Radio Frequency Identiﬁcation (RFID))
angebundener Peripherie  vorwiegend Sensoren (z. B. bei Provider Q)  und an-
dererseits die Quellen aller erreichbaren Rechner, d. h. Web Services, Datenbanken,
etc.
Abbildung 5.1.: Kopplung von Consumern und Providern über den verteilten Con-
text Service, sowie Kapselung und Anbindung von Kontextquellen
durch Provider
Damit der Zugriﬀ der Kontextsenken nicht auf diejenigen Kontextquellen ihres
lokalen Gerätes beschränkt bleibt, sollen die Instanzen des Context Service mitein-
ander gekoppelt werden, um so die Menge verfügbarer Kontextquellen zu erhöhen.
Eine wesentliche Funktion des Context Service liegt somit in der Kopplung der Con-
sumer und Provider. Greift ein Consumer auf Kontextinformationen zu, so soll es
∗Aufgrund vollständiger Englischsprachiger Benennung und Dokumentation bei der Implemen-
tierung, werden im Folgenden englische statt deutscher Begriﬀe verwendet  z.B. Context Service,
Provider und Consumer anstatt von Kontextdienst, -anbieter und -konsument. Sofern die Bezeich-
nung eindeutig ist, wird auf den Vorsatz Context verzichtet.
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für ihn unerheblich sein, ob sich die Kontextquellen, welche die benötigten Kontext-
informationen liefern, auf dem lokalen Gerät des Consumers oder einem beliebigen
entfernten Gerät beﬁnden. Um den Kontextbedarf der Consumer zu befriedigen,
nutzt der Kontextdienst jederzeit die größtmögliche Menge geeigneter Kontextquel-
len. Fällt eine Kontextquelle aus, so wird  sofern verfügbar  automatisch eine
alternative Kontextquelle genutzt. Wird eine neue Kontextquelle verfügbar, so wird
sie ebenfalls genutzt, sofern sie komplementäre Informationen zur Verfügung stellt.
Andernfalls stellt sie eine Alternative dar, und bleibt (vorerst) ungenutzt, erhöht
jedoch die Verfügbarkeit der Kontextinformationen. Diese Strategie verbessert die
Robustheit des Systems gegenüber der schwankenden Verfügbarkeit einzelner Kon-
textquellen. Zusätzlich ermöglichen die Kapselung der Kontextquellen und der Zu-
griﬀ auf sie über den Context Service die parallele Bedienung mehrerer Consumer,
selbst wenn die eigentliche Kontextquelle nur exklusiv (für einen einzigen Provider)
nutzbar ist.
Weil jederzeit eine Situation entstehen kann, in welcher der Kontextbedarf eines
Consumers durch keine der Kontextquellen der lokalen und aller erreichbaren Kon-
textdienstinstanzen bedient werden kann, ist die schwankende Verfügbarkeit von
Kontextquellen nicht vollständig zu verbergen. Sie kann auch durch lokale Ereig-
nisse ausgelöst werden (z. B. Energiesparmaßnahmen). Für den Kontextbedarf der
Consumer ist es unerheblich, ob die Bedienung aufgrund fehlender lokaler oder ent-
fernter Kontextquellen nicht erfolgen kann. Man könnte aufgrund dieser Maskierung
des Verteilungsaspektes durch die dynamische Quellenverfügbarkeit sogar von Ver-
teilungstransparenz sprechen. Jedoch wird nachfolgend gezeigt, dass das System
nicht vermag, die signiﬁkant höheren Latenzen bei der Kommunikation mit den
entfernten Providern vollständig zu verbergen.
5.2. Context Provider
Neben dem Context Service besitzen die Context Provider zentrale Bedeutung für
die Realisierung ubiquitärer Systeme. Ihre wichtigste Aufgabe besteht in der Ab-
bildung des generischen Informationszugriﬀs, welcher über die einheitliche Schnitt-
stelle eines jeden Providers bereitgestellt werden soll, auf einen quellenspeziﬁschen
Informationszugriﬀ. Details zur Form der Schnittstelle und ihrer Implementierung
sind im Rahmen der Realisierung und Evaluierung in Kapitel 6.3 beschrieben. Ein
Framework zur Reduzierung des Implementierungsaufwandes wird im Verlauf die-
ses Kapitels vorgestellt (Kap. 5.2.1). Im Zuge der Abbildung müssen die von der
Kontextquelle gelieferten Kontextinformationen auf Basis eines einheitlichen Meta-
modells repräsentiert (Kap. 5.3) werden.
Der Context Service verwaltet alle vorhandenen Provider und stellt ihre Kontextin-
formationen den Consumern zur Verfügung. Um deren Informationsbedarf bedienen
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zu können, muss der Context Service feststellen können, welche Informationen ein
Provider liefern kann. Diese Metainformationen zur Selbstbeschreibung stellt jeder
Provider über seine Schnittstelle zur Verfügung (siehe Kap. 5.4.1).
Jedoch müssen die Provider im Rahmen der Verwaltung in zwei Gruppen einge-
teilt werden. Die Exemplare der ersten Gruppe  die Low-Level Provider  kapseln
Informationsquellen, welche vorwiegend gemessenen Kontext bereitstellen. Ihre wich-
tigste Eigenschaft besteht darin, dass diese Provider sofort einsatzbereit sind, sofern
die von ihnen gekapselten Quellen vorhanden sind. Weil die Kapselung auch die Su-
che der jeweiligen Quelle einschließt, wird die Abhängigkeit des Providers von seiner
Quelle durch den Provider vor dem Kontextdienst verborgen. Aus Sicht des Kon-
textdienstes besitzen Low-Level Provider keine Abhängigkeiten, welche über deren
Verwendbarkeit entscheiden und demzufolge zu berücksichtigen wären.
Dem gegenüber kapseln die Vertreter der zweiten Gruppe  die High-Level Provi-
der  Informationsquellen, welche ihre Kontextinformationen aus anderen Kontext-
informationen gewinnen. Bei der Informationsgewinnung kann einerseits eine Ablei-
tung auf Basis eines Inferenzschemas (z. B. probabilistisch) vorgenommen werden,
oder andererseits eine Aggregation mehrerer Informationen durchgeführt werden.
Deshalb sind High-Level Provider erst dann einsetzbar, wenn die von ihnen benö-
tigten Informationen durch andere Provider bereitgestellt werden. Die Verwaltung
beider Providerklassen wird in den Kapiteln 5.4 bis 5.6 geschildert.
Aufgrund der dynamischen Verfügbarkeit der Quellen ist beim Kontextzugriﬀ ei-
ne entsprechende Behandlung erforderlich, um den Kontextzugriﬀ von Consumern
trotz schwankender Verfügbarkeit aufrecht zu erhalten. Dies ist einerseits ein nicht-
funktionaler Aspekt und andererseits eine Aufgabe, welche unabhängig vom Typ der
Quellen ist. Folglich ist sie prädestiniert für die Auslagerung in den Context Service
(Abb. 5.1 auf Seite 90), sodass eine einheitliche und eﬃziente Lösung möglich ist. Ei-
ne Aufgabe des Context Service besteht folglich in der Bedienung der Anfragen von
Consumern durch Selektion geeigneter Provider und entsprechende Weiterleitung,
sowie Übertragung der Antworten  des Kontextes. Die Providerselektion erfolgt
erst bei Bedarf, um der schwankenden Verfügbarkeit von Providern Rechnung zu
tragen.
Mittels entfernter Kommunikation werden mehrere Instanzen des Context Service,
welche auf unterschiedlichen Geräten ausgeführt werden, zu einem verteilten Dienst
integriert. Diese Kopplung wird vollständig durch den Context Service realisiert. Die
Provider werden transparent eingebunden, sodass (a) ein Provider nicht feststellen
kann, ob er von einer entfernten Instanz genutzt wird und (b) ein Consumer nicht
feststellen kann woher die Kontextinformationen stammen. Jede Instanz des Con-
text Service verwaltet ihre lokal vorhandenen Context Provider  unabhängig davon,
wo sich die von ihnen gekapselten Kontextquellen beﬁnden. Entfernte Provider, d. h.
Provider die von Context Service Instanzen entfernter Geräte verwaltet werden, kön-
nen transparent genutzt werden, wenn zur Befriedigung des Kontextbedarfs lokaler
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Consumer keine oder zu wenige passende, lokale Provider zur Verfügung stehen.
5.2.1. Provider Framework
Zur Kapselung einer Kontextquelle durch einen Provider gehört, neben der Um-
wandlung der Informationen von ihrer quellenspeziﬁschen Repräsentation in eine
generische Repräsentation, vor allem die Realisierung des eigentlichen Infomrati-
onszugriﬀes. Um sowohl synchrone Anfragen als auch asynchrone Abonnements von
Consumern bedienen zu können, soll jeder Provider beide Formen der Zugriﬀsseman-
tik unterstützen (Anf. /A 12/ und /A 13/). Bei näherer Betrachtung der Informa-
tionsquellen hinsichtlich ihrer nativ unterstützten Zugriﬀssemantik zeigt sich, dass
nur die wenigsten Quellen beide Formen bieten. Weil die jeweils fehlende Funktio-
nalität nachgebildet werden muss, ist eine nähere Betrachtung der Quellen sinnvoll,
um zu erwartende technische Herausforderungen und den entstehenden Aufwand zu
untersuchen.
Erweitertes Quellenmodell
Bisher wurden lediglich zwei Typen von Kontextquellen unterschieden, solche die
nieder- und andere die höherwertige Kontextinformationen liefern (Kap. 2.3.1). Die-
sem Unterschied im Quellenmodell wurde durch die Entwicklung von Low- bzw.
High-Level Context Providern Rechnung getragen. Die angesprochene Erweiterung
des Quellenmodells führt einen weiteren Aspekt ein  die native Zugriﬀssemantik
der Quelle.
Vorwiegend bei niederwertigen Kontextquellen sind folgende Quellenklassen an-
zutreﬀen:
• Die Pull Source liefert ihre Daten nur auf Anfrage.
• Die Periodic Push Source liefert ihre Daten selbstständig und in regelmäßigen
Abständen, unabhängig davon, ob sie sich geändert haben.
• Die Change Push Source liefert ihre Daten selbstständig, aber nur dann, wenn
sie sich geändert haben.
Die Existenz dieser drei Klassen würde sich ohne eine einheitliche Schnittstelle für
Low-Level Provider aufgrund der Informationsabhängigkeit auch auf die High-Level
Provider übertragen, sodass dort ebenfalls entsprechende Klassen zu ﬁnden wären.
Zusätzlich führt die Art der Ableitungsschemata auch bei den High-Level Provi-
dern zu unterschiedlichen nativ unterstützten Zugriﬀsformen. Handelt es sich um
ein aufwändiges, zeitintensives Ableitungsschema  z. B. logikbasiertes Reasoning 
so ist eine Durchführung der Ableitung nur in größeren Zeitabständen möglich. Aber
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dieser Aufwand lohnt sich auch nur dann, wenn sich die zugrunde liegenden Kon-
textinformationen geändert haben. Folglich kann ein logikbasierter Reasoner eine
Change Push Source darstellen. Dem gegenüber sind einfachere Ableitungschemata,
wie simple mathematische Konvertierungen, zeitnah sowohl im Moment der Anfrage,
als auch bei jeder änderungsbedingten Benachrichtigung einsetzbar. Sie stellen eine
Kombination aus Pull Source und Change Push Source dar.
Zugriﬀsemulation
Kapselt ein Provider eine Kontextquelle die zu einer der beschriebenen Klassen ge-
hört, so muss seine Implementierung die fehlende Zugriﬀssemantik emulieren. Diese
Nachbildung ist unabhängig vom Zugriﬀ auf die Quellen und darüber hinaus unab-
hängig von der Umwandlung der Quelleninformationen in eine domänenspeziﬁsche,
metamodellkonforme Repräsentation. Deshalb werden die Aufgaben der Zugriﬀse-
mulation und der Informationsextration separaten Bestandteilen der Providerim-
plementierung zugewiesen. Letztere übernimmt ein Adapter. Ein quellenneutraler
Emulator bildet dagegen die fehlende Zugriﬀssemantik nach  siehe Abbildungen 5.2
bis 5.4 auf den Seiten 9596.
Die nachfolgenden Abschnitte beschreiben die verschiedenen vorgefertigten Bau-
steine, welche zur Zugriﬀsemulation bei der Implementierung von Providern ein-
gesetzt werden können. Durch diese Unterstützung gelingt es, den Implementie-
rungsaufwand auf ein Mindestmaß zu reduzieren. Lediglich die quellenspeziﬁsche
Informationsextraktion im Adapter muss manuell, d. h. durch einen Entwickler,
implementiert werden.
Push-Emulation Wie ihr Name schon impliziert, unterstützt eine Pull Source in-
härent den Pull-Zugriﬀ. Zur Bedienung synchroner Anfragen muss der kapselnde
Provider die Informationen lediglich von der Quelle über ihre Schnittstelle abfragen
(R1 und R2, Abb. 5.2 auf der nächsten Seite), sie in eine metamodellkonforme Re-
präsentation umwandeln (R3) und anschließend an den Context Service ausliefern
(R4). Werden die Kontextinformationen jedoch abonniert, so muss ein separater
Prozess  der Pull Worker  gestartet werden (S1), welcher regelmäßig die Kontext-
informationen abfragt (Si und Si+1) und konvertiert (Si+2 und Si+3). Anschließend
übergibt er die Informationen an einen Comparator (Si+4), welcher deren letzte
Werte aus einem Cache abfragt (Si+5 und Si+6). Haben sich die Kontextinformatio-
nen geändert (Si+7), wird sowohl der Context Service benachrichtigt, als auch der
Cache mit den neuen Werten aktualisiert. Zur Beendigung des Abonnements muss
lediglich der Pull Worker beendet werden.
Pull-Emulation Pull-Zugriﬀ ist zu emulieren, wenn eine Change Push Source ge-
kapselt wird. Weil diese Quelle bereits asynchron arbeitet, ist bei asynchronen Abon-
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Abbildung 5.2.: Emulation des Push-Zugriﬀs bei Kapselung einer Pull-basierten
Kontextquelle
nements die Konvertierung der Informationen erforderlich. Zusätzlich müssen die Be-
nachrichtigungen auf die Zeiten beschränkt werden, während der ein Abonnement
besteht. Diesem Zweck dient der so genannte Push Filter. Bei der tatsächlichen
Durchführung eines Abonnements (S1) wird er derart konﬁguriert, dass alle nach-
folgenden Änderungsmeldungen (Si, Abb. 5.3) der Quellen konvertiert (Si+1) und
ausgeliefert werden (Si+2). Bei der Beendigung des Abonnements wird im Push
Filter die Weiterleitung der Benachrichtigungen deaktiviert. Für die Emulation des
Pull-Zugriﬀs müssen die Kontextinformationen der letzten Benachrichtigungen in
einem Cache zwischengespeichert werden (Si+1). Nimmt der Context Service einen
synchronen Zugriﬀ vor (R1), so werden die aktuellsten Kontextinformationen aus
dem Cache an ihn ausgeliefert (R2).
Abbildung 5.3.: Emulation des Pull-Zugriﬀs bei Kapselung einer Push-basierten
Kontextquelle, welche nur bei Änderungen benachrichtigt
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Kombinierte Pull-/Push-Emulation Für eine Periodic Push Source sind beide
Formen der Emulation erforderlich (Abb. 5.4), weil sie (1) keinen synchronen Zu-
griﬀ unterstützt und (2) Benachrichtigungen unabhängig davon vornimmt, ob sich
die beobachteten Werte geändert haben. Wie bei der reinen Pull-Emulation wird
jeder Pull-Zugriﬀ (R1) aus dem Cache bedient (R2). Für die Behandlung von Abon-
nements (S1) ist analog zur Push-Emulation die Kombination eines Comparators
und eines Caches erforderlich. Jedoch ist aufgrund des Push-Charakters der Quelle
kein abfragender Prozess nötig. Die regelmäßigen Benachrichtigungen (Si) werden
konvertiert (Si+1) und anschließend mit zwischengespeicherten Informationen (Si+1,
Si+3) verglichen. Bei Feststellung einer Änderung wird diese an den Push Filter wei-
tergeleitet (Si+4), welcher sie bei einem bestehenden Abonnement ausliefert (Si+5).
Die Einrichtung eines Abonnements (S1) erfolgt analog zur Pull-Emulation.
Abbildung 5.4.: Emulation des Pull- und Push-Zugriﬀs bei Kapselung einer Push-
basierten Kontextquelle die regelmäßig benachrichtigt
Anmerkungen
Zur Einsparung von Systemressourcen wäre es wünschenswert, bei der Emulation
des Pull-Zugriﬀs die Konvertierung ebenfalls über den Push Filter zu deaktivieren,
sofern kein Abonnement besteht. Das ist jedoch nicht möglich, weil dann der Cache
nicht mehr aktualisiert wird, und in Folge dessen bei einem synchronen Zugriﬀ
veraltete Informationen ausgeliefert würden.
Die Entscheidung zur Unterstützung des erweiterten Quellenmodells durch ein
Framework gestattet die Reduzierung des Implementierungsaufwandes ohne gleich-
zeitige Einschränkung der Implementierung von Providern. Somit kann bei der In-
tegration spezieller Quellen auf die Nutzung des Frameworks verzichtet oder aber
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dessen Umfang erweitert werden. Die Unterstützung der verschiedenen Quellentypen
durch die Middleware selbst würde dem gegenüber zu keiner weiteren Reduzierung
des Implementierungsaufwandes führen, die Bandbreite unterstützter Quellentypen
jedoch auf die bereits bekannten limitieren. Die Integration zukünftiger Quellenty-
pen würde dadurch nennenswert erschwert.
5.3. Kontextmetamodell
Nicht nur die tatsächlich erfassten oder ausgetauschten Kontextinformationen, son-
dern auch die durch Provider lieferbaren Kontextinformationen, sowie die von Con-
sumern benötigten Kontextinformationen müssen zur Laufzeit repräsentiert werden,
sodass der Kontextdienst die Kopplung von Consumern und Providern vornehmen
kann. Deshalb wird an dieser Stelle das zugrunde liegende Metamodell vorgestellt.
Weil man Kontext als implizites Wissen betrachten kann, bieten sich zu dessen
Modellierung die Ansätze zur Wissensrepräsentation an. Dazu zählen neben Onto-
logien (siehe Kap. 4) auch das Topic-Map-Metamodell und das Entity-Relationship-
Metamodell [Che76]. Die beiden letzten Ansätze wurden zur Entwicklung des Me-
tamodells des Kontextdienstes herangezogen [SKSY06]. Topic Maps sind eng mit
Ontologien verwandt und eignen sich zur Modellierung logischer Strukturen und
Zusammenhänge. Im Gegensatz dazu werden Entity-Relationship-Modelle in vie-
len klassischen Softwareentwurfsprozessen zur Datenmodellierung eingesetzt. Das
gewählte Metamodell ist somit für die Modellierung von Kontextinformationen und
Anwendungsdaten geeignet und ebnet den Weg für eine einheitliche Behandlung
beider Informationsklassen.
Für die Repräsentation von Kontextinformationen sind im Metamodell drei Ty-
pen so genannter Kontextelemente deﬁniert (Abb. 5.5 auf der nächsten Seite). Ein
Entity repräsentiert ein eigenständiges Objekt. Dabei kann es sich sowohl um ein
physisches als auch ein logisches Objekt handeln. Jede Eigenschaft einer solchen En-
tität wird durch ein Attribute modelliert, welches eine einzelne Kontextinformation
aufnimmt. Alternativ kann ein Attribut wiederum aus mehreren Attributen auf-
gebaut sein, welche jeweils die eigentlichen Informationen beherbergen. Der Tiefe
dieser Schachtelung/Strukturierung sind keine technischen Grenzen auferlegt. Auf
diese Weise lassen sich mit geschachtelten Attributen komplexe Datenstrukturen
modellieren. Weil eine Entität selten isoliert existiert, kann durch Deﬁnition einer
Association eine unidirektionale Relation zwischen zwei Entitäten hergestellt wer-
den.
Jedes Kontextelement wird durch einen eindeutigenKey k identiﬁziert. Ein Schlüs-
sel besteht aus drei Teilen (Gl. 5.1).
k = (m, t, i) |m ∈M = {EN,AT,AS} ∧ t ∈ T ∧ i ∈ I (5.1)
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Abbildung 5.5.: Typen des Kontextmetamodells
Der Meta Type m des Kontextelements zeigt an, dass es sich um eine Entität (EN),
ein Attribut (AT) oder eine Assoziation (AS) handelt. t ist der anwendungs- bzw.
domänenspeziﬁsche Type. Und der Identiﬁer i ist ein innerhalb von t eindeutiger
Bezeichner. Während die Menge der Metatypen M aufgrund des Metamodells fest
vorgegeben ist, können T und I frei durch die Entwickler gewählt werden. Durch Spe-
ziﬁkation eines t ∈ T kann eine Klasse von gleichartigen Kontextelementen deﬁniert
werden, welche dieselbe Semantik besitzen. Die Schlüssel der einzelnen Kontextele-
mente einer solchen Klasse unterscheiden sich ausschließlich in der Komponente i.
In Gleichung 5.2 sind Beispiele für solche Schlüssel dargestellt. km identiﬁziert ei-
ne Entität vom Typ Person mit dem Bezeichner 7204938294  einen Nutzer. Das
Attribut, welches den Vornamen dieses Nutzers enthält, könnte durch kn identiﬁziert
werden. ko ist der Schlüssel des Attributes Strasse, das Teil des strukturierten Attri-
butes Anschrift eines Nutzers ist. Um die Eindeutigkeit von t und i innerhalb des
Attribut-Metatyps zu gewährleisten, kann eine simple Vorschrift für ihre Deﬁnition
angewendet werden. Sie erzeugt t bzw. i des Attributschlüssels durch Konkatenation
von t bzw. i des übergeordneten Kontextelements mit einem frei gewählten Attribut-
namen. Die einzelnen Fragmente werden durch ein Separatorzeichen getrennt. Durch
diese hierarchische Deﬁnition können Attributnamen bedeutungsgleich in mehreren
Entitätstypen wiederverwendet werden. Der Schlüssel kp identiﬁziert eine Assoziati-
on des Typs kennt.
km = (EN,Person, 7204938294)
kn = (AT,Person.V orname, 7204938294.V orname)
ko = (AT,Person.Anschrift.Strasse, 7204938294.Anschrift.Strasse)
kp = (AS, kennt, 48jalf24j0f934j0f3)
(5.2)
Die Deﬁnition der domänenspeziﬁschen Typen von Entitäten, Attributen und Asso-
ziationen muss im Rahmen der Softwareentwicklung von Providern und Consumern
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bei der Kontextmodellierung vorgenommen werden. Nur so kann gewährleistet wer-
den, dass die von Providern gelieferten Kontextinformationen die von Consumern
erwartete Semantik besitzen. Um den technischen Aufwand und den Ressourcenbe-
darf des Context Service zu beschränken, führt dieser keine Validierung der gelie-
ferten oder angefragten Kontextinformationen durch. Durch diese generische Form
der Beschreibung und Verwaltung können jederzeit neue Provider entwickelt und
auf Geräten installiert werden, ohne dass der Context Service umfangreich konﬁgu-
riert werden muss. Das gestattet ebenfalls den parallelen Betrieb von Providern und
Consumern unterschiedlicher Anwendungsdomänen auf ein und derselben Context
Service Instanz.
Um Mengen der Kontextinformationen zu beschreiben, wie sie von Consumern
benötigt werden, sind die zuvor beschriebenen Schlüssel nur bedingt einsetzbar. Sie
beschreiben ein einziges Kontextelement. Diese Eindeutigkeit könnte vermieden wer-
den, wenn statt des Tripels (m, t, i) nur das Tupel (m, t) verwendet werden würde.
Jedoch wäre diese Lösung unﬂexibel, weil ein solches Tupel alle Kontextelemente
einer konkreten Klasse∗ beschreibt. Einerseits würde das dazu führen, dass die Con-
sumer von Kontextelementklassen mit vielen Instanzen dazu gezwungen sind, die
gelieferten Informationen selbst einer weiteren Analyse und Filterung zu unterzie-
hen. Und andererseits könnte es dazu führen, dass Provider, welche unterschiedliche
Instanzen derselben Kontextelementklasse bereitstellen, als fälschlicherweise gleich-
wertig betrachtet werden.
Zur Einschränkung der Menge der gesuchten Instanzen einer Klasse wird das
Tupel (m, t) um die Komponente r erweitert. Sie enthält einen optionalen, eingren-
zenden Ausdruck  die Restriktion  (z. B. id > 10 & id < 25). Das entstandene
Tripel (Gl. 5.3) wird Context Pattern cp genannt. Wie solche Context Pattern zur
Verwaltung der Context Provider eingesetzt werden, wird in den Kapiteln 5.4 bis
5.6 beschrieben. In diesem Zusammenhang wird auch der Inhalt von r und dessen
Behandlung durch den Kontextdienst vorgestellt.
cp = (m, t, r) |m ∈M ∧ t ∈ T ∧ r ∈ R (5.3)
5.4. Lokale Providerverwaltung
Es wurde schon darauf hingewiesen, dass ein nennenswerter Teil der dynamischen
Verfügbarkeit von Context Providern bzw. ihren Quellen durch gerätelokale Vorgän-
ge (siehe Kap. 2.4.1) verursacht ist. Deshalb muss die Menge der auf einem Gerät
installierten Context Provider jederzeit überwacht werden (Kap. 6.1), sodass ein
neu gestarteter Provider automatisch in die Verwaltung einbezogen werden kann
∗Als Klasse wird nachfolgend die Kombination aus Meta Type und Type verwendet.
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(Kap. 5.4.4). Dies gilt analog für die Entfernung des Providers aus der Verwaltung
infolge seiner Beendigung (Kap. 5.4.5).
Weil High-Level Provider nur dann Kontext liefern können, wenn sie in der Lage
sind, den von ihnen benötigten Kontext zu konsumieren, sind sie von Low-Level
Providern oder weiteren High-Level Providern abhängig. Dabei handelt es sich um
eine lose Kopplung, weil für die Bedienung des Informationsbedarfs keine konkrete
Instanz eines Providers, sondern lediglich eine konkrete Information erforderlich
ist. Um die Verwendbarkeit eines High-Level Providers feststellen zu können, muss
demzufolge ermittelt werden, ob die erforderlichen Kontextinformationen verfügbar
sind, d. h. durch andere Provider geliefert werden können. Dies kann jedoch nur
geschehen, wenn eine geeignete Beschreibung des Providers existiert.
5.4.1. Providerbeschreibung
Die beiden Facetten eines High-Level Providers  Bereitstellung und Konsum von
Kontext  können durch Context Patterns beschrieben werden. Dazu wird je eine
Menge so genannter Provided und Consumed Context Patterns deﬁniert, welche mit
den Symbolen P und C dargestellt werden. Nachfolgend werden Ci und Pi genutzt,
um die Mengen eines einzelnen Providers PROi zu referenzieren. C und P hingegen










Nachfolgend sind die Mengen Pi und ggf. auch Ci von drei Providern dargestellt.
Dabei liefern die zwei Low-Level Provider PRO1 und PRO2 die Attribute A.w und
A.x, d. h. zwei Kontextvariablen.
P1 = {(AT,Device.display, ∅)}
P2 = {(AT,Device.audio, ∅)}
Der High-Level Provider PRO3 aggregiert lediglich die von PRO1 und PRO2
gelieferten Attribute zu einem Entitätstyp A.
P3 = {(EN,Device, ∅)}
C3 = {(AT,Device.audio, ∅), (AT,Device.display, ∅)}
Ein High-Level Provider PROi kann folglich durch Tupel charakterisiert werden
(Gl. 5.5). Die Verwendung dieser Form für Low-Level Provider mit Ci = ∅ ermöglicht
später die einheitliche Betrachtung beider Providertypen.
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PROi = (Pi,Ci)|Pi ⊆ CP ∧ Ci ⊆ CP (5.5)
Die semantische Abhängigkeit der beiden Mengen kann durch die Funktion dep
(Gl. 5.6) beschrieben werden, welche eine strikte Ordnung auf der Menge aller Pat-
terns CP darstellt. Die Basis des somit entstehenden Abhängigkeitsgraphen von
Patterns wird immer durch die Provided Patterns von Low-Level Providern gebil-
det. Sind diese nicht bzw. nur teilweise verfügbar, so ist auch nur ein entsprechender
Teil des Graphen verfügbar. Gleiches gilt für die Provided Patterns von High-Level
Providern, welche Teil der Consumed Patterns weiterer High-Level Provider sind.
Die Feststellung der Verfügbarkeit ist Gegenstand der Abschnitte 5.4.4 bis 5.4.5.
dep : Pi 7→ Ci (5.6)
5.4.2. Filterung von Providerbeschreibungen
In Kapitel 5.3 werden so genannte Context Pattern vorgestellt, die eine ﬂexible
Beschreibung von Kontextinformationen gestatten. Das diese Context Pattern auch
zur Beschreibung von Providern und Consumern eingesetzt werden können, wurde
im Verlauf dieses Kapitels bereits verdeutlicht. Bisher wurde jedoch nicht auf den
Inhalt der Komponente r des Context Pattern Tripels eingegangen.
Es gibt eine Vielzahl möglicher Merkmale zur näheren Beschreibung von Kon-
textinformationen, welche darüber hinaus in unterschiedlichen Formen speziﬁziert
werden können. So kann beispielsweise der Ursprungsort einer Kontextinformati-
on durch eine physische Position in Form von GPS-Koordinaten, oder mittels der
logischen Bezeichnung eines Raumes in einem Gebäude angegeben werden. Jedes
Merkmal und jede Beschreibungsform hat in bestimmten Szenarien oder Anwen-
dungsdomänen ihre Berechtigung. Deshalb ist es unpraktikabel von Entwicklern die
Unterstützung einer festen Menge von Merkmalen in einer vorgeschriebenen Form zu
fordern mit welchen sie die Provider und Consumer beschreiben müssen. Statt des-
sen ist eine Lösung notwendig, welche mehrere domänenspeziﬁsche Beschreibungen
erlaubt, um die gleichzeitige Nutzung von Providern und Consumern unterschiedli-
cher Anwendungsdomänen mit demselben Context Service zu ermöglichen.
Restriktionen
Um die Repräsentation der verschiedenen Merkmale einer Kontextklasse zu ermög-
lichen, wird r dahingehend erweitert, dass es eine unbegrenzt große Menge von
getypten Merkmalen F enthalten kann (Abb. 5.6 auf der nächsten Seite). Jedes die-
ser Merkmale F ∈ F ist ein Tupel und besteht aus einem Typ FT (FeatureType)
und einem Ausdruck FX (FeatureExpression). Der Semantik des Typs ist domä-
nenspeziﬁsch  ebenso wie das Format des Ausdruckes  und muss folglich von
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den Entwicklern während der Entwicklung von Providern und Consumern deﬁniert
werden.
Abbildung 5.6.: Erweiterung der Restriktion eines Context Pattern um getypte
Merkmale
Sollen die von einem Consumer benötigten Kontextinformationen anhand eines
Context Pattern speziﬁziert werden, so muss die Implementierung des Consumers
dafür sorgen, dass die Restriktion des Pattern die Beschreibungen der eingrenzen-
den Merkmale enthält. Analog des Kontextbedarfs eines Consumers ist die Beschrei-
bung des Kontextangebots eines Providers möglich (Kap. 5.4.1). Darüber hinaus
ist mit Hilfe der Merkmale die Beschreibung jeder einzelnen Kontextinformation
möglich, weil die Eigenschaften der Kontextinformationen eines einzelnen Providers
stark schwanken können. Mögliche Ursachen dafür sind ein inhomogenes Verhalten
des Providers bei der Kontextbereitstellung oder der Betrieb des Providers in un-
terschiedlichen Modi mit abweichenden qualitativen Eigenschaften. Somit stellt die
Beschreibung des Providers nur einen groben Rahmen dar. Während für die Be-
schreibung der Provider und Consumer Context Pattern zum Einsatz kommen, ist
für eine einzelne Kontextinformation bzw. ein Kontextelement dessen Schlüssel k
um die Komponente r zu einem Quadrupel zu erweitern.
Filter
Ohne die technische Unterstützung der zuvor skizzierten Merkmale zur Laufzeit ist
deren Speziﬁkation wenig sinnvoll. Andernfalls würden die zusätzlichen Merkmale
zusammen mit ihren Kontextinformationen von einem Provider erzeugt und durch
den Context Service lediglich an einen Consumer weitergeleitet. Dieser hätte dann
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die Aufgabe, die Merkmale geeignet auszuwerten, und so die Kontextinformationen
selbst zu ﬁltern. Wenn Consumer ihren Kontextbedarf anhand von Merkmalen ein-
grenzen, dann ist bei der Selektion geeigneter Provider ebenfalls eine technische Un-
terstützung notwendig, weil sonst kein Vergleich der Merkmale der Context Pattern
von Providern und Consumern möglich ist. Beide Parteien sind bei der Selektion
passiv, weil sie allein durch den Context Service durchgeführt wird.
Damit die Interpretation domänenspeziﬁsch deﬁnierter Merkmale weitgehend vom
Context Service isoliert erfolgen kann, bietet dieser die Unterstützung so genannter
Filter an. Dabei handelt es sich um Komponenten die in der Lage sind, ein oder meh-
rere domänenspeziﬁsche Merkmale bzw. Merkmalstypen FT zu interpretieren. Um
einen Filter zur Analyse von Merkmalen nutzen zu können, müssen die Merkmale
getypt sein, und der Filter muss speziﬁzieren, welche Merkmalstypen er unterstützt.
Letzteres erfolgt durch Angabe einer Liste von Merkmalstypen.
Bei der Providerselektion werden Filter wie folgt verwendet:
1. Bestimmung der Merkmalstypen FTC anhand derer der Consumer die Kon-
textinformationen eingrenzen möchte.
2. Feststellung für welche dieser Merkmalstypen Filter registriert sind FTF .
3. Analyse jedes Providers der die gesuchte Kontextelementklasse liefern kann:
a) Isolation des Provided Pattern das die gesuchte Klasse beschreibt.
b) Abgleich der Merkmalstypen des Pattern mit FTF .
c) Jeder Filter wird mit den zu vergleichenden Context Pattern des Consu-
mers und des Providers aufgerufen, und signalisiert, ob die Merkmalsaus-
drücke übereinstimmen∗. Signalisiert ein Filter keine Übereinstimmung,
wird die Filterung für den aktuellen Provider abgebrochen, der Provider
als ungeeignet gewertet und die Filterung mit dem nächsten Provider
fortgesetzt.
Alle Provider deren Context Pattern zu Übereinstimmungen mit dem Pattern des
Consumers führen, werden zur die Bedienung der Anfrage gebunden. Abbildung 5.7
auf Seite 105 zeigt ein Beispiel der Providerselektion das über die Verwendung von
Filtern hinausgeht. Die dort zusätzlich eingesetzten Konverter werden direkt im
Anschluss an die Filter behandelt.
Aus Gründen der Eﬃzienz und Eindeutigkeit setzt dieser Ansatz voraus, dass
es für jeden Merkmalstyp nur einen einzigen Filter gibt. Mehrere Filter, welche u.
U. widersprüchliche Filterergebnisse für denselben Merkmalstyp liefern sind nicht
akzeptabel. Weiterhin wird in Kauf genommen, dass trotz Filterung unerwünschte
Informationen an Consumer ausgeliefert werden. Das kann vorkommen, wenn:
∗Je nach Semantik des Merkmalstyps kann dabei ein Wert-, Muster-, Mengenvergleich, etc.
durch den Filter angewendet werden.
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• Das Context Pattern des Consumers keinerlei Merkmalstypen speziﬁziert oder
solche, die nicht von Filtern unterstützt werden.
• Das Context Pattern des Providers keinerlei Merkmalstypen speziﬁziert.
Die Alternative der Unterdrückung derartig unzureichend beschriebener Kontext-
informationen ist im Sinne der Verfügbarkeit von Kontextinformationen nicht zu
favorisieren.
Konverter
Weil es möglich ist, dass zwei Merkmalstypen semantisch identisch, jedoch syntak-
tisch unterschiedlich sind, gestattet der Context Service die Verwendung so genann-
ter Konverter. Sie können Ausdrücke eines Merkmalstyps in Ausdrücke eines ande-
ren umwandeln, sodass anschließend eine Filterung möglich ist.
Konverter sind ebenfalls selbstbeschreibende Komponenten. Im Gegensatz zu Fil-
tern ist ihre Beschreibung jedoch umfangreicher. Sie besteht aus einem Eingabe-
und einem Ausgabemerkmalstyp (Input, Output). Weiterhin deﬁniert sie die Kon-
vertierungsrichtung (Direction  uni- oder bidirektional), da eine Konvertierung
nicht zwingend eindeutig und umkehrbar sein muss. Weil von der Konvertierung
eines Merkmalstyps auch andere Merkmalstypen betroﬀen sein können, ist für diese
eine optionalen Liste der betroﬀenen Merkmalstypen Effects vorgesehen.
Providerselektion
Abbildung 5.7 auf der nächsten Seite zeigt den Datenﬂuss bei der Providerselekti-
on. Der TemperatureConsumer benötigt Temperaturinformationen aus seiner Um-
gebung deren Ursprung er anhand einer Bereichsangabe eingrenzt. Das zugehörige
Merkmal seines Context Pattern hat den Typ position.gps und repräsentiert die
GPS-Koordinaten des geforderten Bereiches. Der ContextService ermittelt anhand
von MetaType und Type prinzipiell geeignete Provider  TemperatureProvider A
und B.
Bevor die Filterung der Providerbeschreibungen statt ﬁnden kann, ermittelt der
ContextService die eingrenzenden Merkmalstypen des Pattern des Consumers FTC
und vergleicht sie mit den unterstützten Merkmalstypen der registrierten Filter FTF .
Die resultierende Menge von Merkmalstypen  hier position.gps  vergleicht er mit
den Pattern eines jeden Providers. Für TemperatureProvider A ist dieser Vergleich
erfolgreich. Die Merkmalstypen von TemperatureProvider B hingegen werden von
keinem Filter unterstützt. Anschließend wird nach Übereinstimmungen zwischen
den Output-Merkmalstypen der registrierten Konverter und den Merkmalstypen der
Filter gesucht. Mit den Input-Merkmalstypen FTFC der übereinstimmenden Kon-
verter, wird TemperatureProvider B erneut analysiert und als geeignet eingestuft.
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Abbildung 5.7.: Datenﬂuss bei der Selektion zweier Provider unter Verwendung ei-
nes Filters und eines Konverters
5.4.3. Lebenszyklus eines Providers
Neben der Erfüllbarkeit der informationsspeziﬁschen Abhängigkeiten eines Provi-
ders gibt es weitere Aspekte, welche sich in seinem Lebenszyklus niederschlagen.
Dazu gehört einerseits die dynamische Installation und De-Installation des Provi-
ders, welche dazu führt, dass er gestartet bzw. gestoppt wird. Andererseits werden
Provider aus Gründen der Ressourceneinsparung nur dann aktiviert, wenn sie benö-
tigt werden. In den übrigen Zeiten bleiben sie de-aktiviert. Die daraus resultierenden
Zustände sind in Abbildung 5.8 auf der nächsten Seite dargestellt.
Ist ein Provider gestoppt, so ist er für das System nicht auﬃndbar (vgl. nachfol-
gend Provider gestartet)∗. Dieser Zustand gilt initial für jeden Provider, und kann
jederzeit aus jedem anderen Zustand durch den Stopp des Providers erreicht werden.
Ein solcher Stopp muss durch die Analyse der potentiellen Auswirkungen auf die
übrigen Provider behandelt werden (siehe Kap. 5.4.5). Im Gegensatz dazu, ist der
∗Die Erkennung von Start und Stopp von Providern wird im Rahmen der Realisierung
(Kap. 6.1) beschrieben.
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Abbildung 5.8.: Lebenszyklus eines Context Providers
Übergang in den einzigen Folgezustand nur durch den Start des Providers möglich.
Wurde ein gestarteter Provider für den Context Service sichtbar, kann anschließend
seine Verwendbarkeit festgestellt werden (siehe Kap. 5.4.4). Je nach Ergebnis der
Analyse geht der Provider in den Zustand verwendbar oder nicht-verwendbar über.
Ein verwendbarer Provider könnte, aufgrund erfüllter Abhängigkeiten, theoretisch
für die Bedienung von Anfragen und Abonnements genutzt werden. Aus Gründen
der Ressourcenersparnis bleibt er jedoch solange deaktiviert bis er benötigt wird.
Zustandsübergänge anderer verwendbarer Provider können sich ggf. derart auf den
verwendbaren Provider auswirken, dass dessen Abhängigkeiten nicht länger erfüllt
sind  er wird demzufolge nicht-verwendbar.
Nicht-verwendbare Provider verbleiben solange in diesem Zustand, wie sich even-
tuelle Zustandsänderungen anderer Provider nicht positiv auf die Erfüllbarkeit der
Abhängigkeiten des Providers auswirken.
Um einen verwendbaren Provider tatsächlich zu nutzen, muss dieser mittels Akti-
vierung in den aktivierten Zustand versetzt werden. Nur in diesem ist der synchrone
und asynchrone Zugriﬀ auf die Kontextinformationen des Providers möglich. Ist der
Zugriﬀ nicht länger erforderlich, so kehrt der Provider nach seiner De-Aktivierung
in den Zustand verwendbar zurück. Analog zu diesem Zustand können sich auch im
aktivierten Zustand die Zustandsänderungen anderer Provider auf diesen Provider
auswirken.
5.4.4. Provider gestartet
Weil die Charakteristik eines Providers während dessen Lebenszyklus konstant ist,
kann eine proaktive∗ Analyse der Abhängigkeiten zwischen den Providern vorgenom-
men werden, um die Verfügbarkeit der Patterns zu ermitteln. Primäres Ziel ist die
∗Um unnötige Latenz bei der Beantwortung von Anfragen zu vermeiden.
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Unterteilung von P in die disjunkten Mengen der verfügbaren (PA) und nicht ver-
fügbaren Provided Patterns (PU ). So soll bei Anfragen eﬃzient festgestellt werden,
(a) ob diese überhaupt erfolgreich bedienbar sind, und (b) welche der gestarteten
Provider für deren Bedienung geeignet sind. Darüber hinaus wird C ebenfalls un-
terteilt, weil die Verfügbarkeit der Ci eines Providers PROi Auswirkung auf die
Verfügbarkeit seiner Pi hat. Für die Selektion geeigneter Provider zur Laufzeit und
für die Ermittlung der Auswirkungen von Zustandsänderungen der Provider müs-
sen die Patterns aller Mengen mit ihren liefernden bzw. konsumierenden Providern
assoziiert sein. Dies wird durch die Datenstruktur der Patternmengen realisiert. Ta-
belle 5.1 fasst die Eigenschaften der verschiedenen Mengen zusammen.
Tabelle 5.1.: Verwaltete Mengen von Context Patterns
Menge Inhalt Verwendung
PA Verfügbare Provided Patterns,
mit ihren Assoziationen zu den
jeweiligen verwendbaren Provi-
dern durch welche sie verfüg-
bar gemacht werden.
Bei der Bedienung von Anfragen
und Abonnements der Consumer
zur Ermittlung, ob (a) die benötig-
ten Kontextinformationen verfügbar
sind, und (b) welche Provider diese
liefern können.
PU Nicht verfügbare Provided Pat-
terns, sowie deren nicht ver-
wendbare Provider.
Diese Menge existiert nur theore-
tisch, im praktischen Einsatz wird
sie nicht benötigt
CA Verfügbare Consumed Pat-
terns und deren Provider,
welche aufgrund der Verfüg-
barkeit ihrer Ci verwendbar
sind.
Zum Vergleich mit PA benutzt, um
nach dem Stopp eines Providers ab-
hängige Provider zu ermitteln, wel-
che voraussichtlich nicht mehr ver-
wendbar sind, und deshalb erneut
untersucht werden müssen.
CU Nicht verfügbare Consumed
Patterns und ihre Provider,
welche aufgrund der Nicht-
Verfügbarkeit ihrer Ci nicht
verwendbar sind.
Zusammen mit PA benutzt, um nach
einem Providerstart abhängige Pro-
vider zu ermitteln, welche potenti-
ell verwendbar werden könnten, und
deshalb untersucht werden müssen.
Es bleibt zu bemerken, dass P vollständig in die disjunkten Mengen PA und PU
unterteilt wird. Gleiches gilt für Cmit CA und CU . Nachfolgend werden im Sinne der
Vereinfachung zwei Mengen deﬁniert: die verwendbaren und die nicht-verwendbaren
Provider  PROA und PROU (siehe Gleichungen 5.7 und 5.8).
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PROA = {PROi|Ci = ∅ ∨ Ci ⊆ PA} (5.7)
PROU = PRO′A
= PRO \ PROA
= {PROi|Ci 6= ∅ ∧ Ci 6⊆ PA}
(5.8)
Die Analyse eines Providers kann beginnen, sobald das System seinen Start fest-
gestellt hat. Sie besteht aus zwei Phasen (siehe Abb. 5.9 auf Seite 110). In Phase
I (1 - 6) wird der gestartete Provider PROi analysiert, während Phase II (7 & 8)
eventuelle Auswirkungen des neuen Providers auf die bereits verwalteten analysiert:
1. Zuerst wird zwischen Low- und High-Level Providern unterschieden. Für erste-
re kann die aufwendige Überprüfung der Abhängigkeiten übersprungen werden
 weiter mit 5.
2. Bei High-Level Providern wird ermittelt, ob die Consumed Patterns Ci durch
die Provided Patterns existierender, verwendbarer Provider verfügbar sind. Ist
das nicht der Fall, so geht es weiter mit 4.
3. Das Entstehen zirkulärer Abhängigkeiten innerhalb der Menge verwendbarer
Provider PROA durch die Integration von PROi muss ausgeschlossen werden.
Wäre das der Fall, könnte PROi nicht verwendbar gemacht werden, und wäre
nachfolgend für eine erneute Analyse zu registrierten.
4. Ist ein Provider PROi aufgrund unerfüllter Consumed Patterns oder eines
Abhängigkeitszyklus' nicht verwendbar, so muss er entsprechend markiert wer-
den (PROU ∪ PROi und PROA \ PROi). Gleichzeitig wird eine Menge CU
geschaﬀen, welche Consumed Patterns enthält, deren Provider nicht verwend-
bar sind. Sie wird verwendet, um bei späteren Änderungen von PA ggf. erneut
zu untersuchende Provider bestimmen zu können. Deshalb werden ihr die Ci
hinzugefügt, welche mit dem nicht verwendbaren Provider assoziiert sind.
5. Neue, verwendbare Provider werden markiert. Sie werden mit ihren zugehö-
rigen Patterns assoziiert, welche Teil von PA und ggf. auch von CA werden.
Für zuvor nicht verwendbare Provider (siehe 7 und 8) müssen zusätzlich die
Assoziationen zwischen den nicht verfügbaren Consumed Patterns in CU und
ihnen gelöst werden.
6. Macht der neu verwendbare Provider Provided Patterns verfügbar, welche zu-
vor nicht verfügbar waren, so beginnt Phase II. Andernfalls endet die Analyse
des Providers, da er keine Auswirkungen auf bereits vorhandene, nicht ver-
wendbare Provider haben kann.
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7. Alle Provider, deren Consumed Patterns nicht verfügbar waren, jedoch Teil-
menge der durch den neuen Provider verfügbaren Provided Patterns sind, sind
erneut zu überprüfen. Entsprechend wird die Menge PROeff der High-Level
Provider bestimmt, auf welche sich die Verwendbarkeit des neuen Providers
auswirken könnte.
8. Rekursiv wird diese Teilmenge in CU registrierter Provider einer erneuten Ver-
fügbarkeitsanalyse unterzogen. Die Rekursion endet automatisch, wenn keine
nicht verwendbaren Provider gefunden werden, welche weitere Provided Pat-
terns verfügbar machen könnten.
Zyklenvermeidung
Bei der Einfügung von Pi in PA sind zyklische Abhängigkeiten zu verhindern, andern-
falls könnten die resultierenden gegenseitigen Informationszugriﬀe der Provider den
Context Service unbrauchbar machen bzw. stark beeinträchtigen. Zyklen könnten
einerseits durch das Kontextmodell a priori ausgeschlossen, oder andererseits durch
Analyse der Ci und Pi a posteriori erkannt werden. Die aktuelle Version des Con-
text Services unterstützt allerdings keine Validierung anhand des Kontextmodells.
Folglich ist zu prüfen, ob durch das Einfügen ein Zyklus entstehen würde, welcher
dann ggf. vermieden bzw. beseitigt werden muss.
Zyklen  auch Deadlocks genannt  können mit Methoden der Graphentheorie
erkannt werden. In diesem Fall wird ein einfacher Markierungsalgorithmus [Jia88]
eingesetzt, welcher die Komplexität O(n2) hat∗. Für seine Anwendung benötigt man
den Abhängigkeitsgraph der Provided und Consumed Patterns, welche die Kno-
tenmenge des Graphen darstellen. Seine Kanten entstehen durch die ist abhängig
von-Relation, welche Teil der Abhängigkeitsfunktion dep eines Providers ist.
Während der Verfügbarkeitsprüfung (Schritt 3) werden die Provided Patterns
dem Graphen hinzugefügt. Anschließend wird die Zyklenerkennung durchgeführt.
Ist diese positiv, d. h. wurde ein Zyklus gefunden, werden die vorläuﬁg hinzugefüg-
ten Provided Patterns wieder entfernt. Bei einer negativen Prüfung verbleiben die
Pattern dauerhaft im Graphen für die Prüfung weiterer, später installierter, Provi-
der. In jedem Fall wird ein entsprechendes Ergebnis geliefert, um die Einfügung der
Pattern in die Verwaltungsstrukturen zu steuern.
Alternativ zur hier eingesetzten Strategie der Zyklenvermeidung, d. h. Prüfung
potentieller Auswirkungen i.V.m. eventueller Einfügung, ist auch eine Zyklenbesei-
tigung möglich. Dabei würde die Erkennung der Zyklen analog erfolgen. Jedoch
bestünden bei der Wahl der zu entfernenden Patterns weitere Möglichkeiten zur
Anpassung des Systems. So könnten Patterns für die Entfernung aus dem Zyklus se-
lektiert werden, welche wenig/gar nicht benutzt werden oder deren Entfernung nur
∗n ist die Anzahl der Knoten des Graphen.
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Abbildung 5.9.: Behandlung eines gestarteten Context Providers
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ein Minimum des Graphen unverfügbar machen würde. Bei einem solchen Ansatz
müsste eine Bewertungsfunktion deﬁniert werden, um die Knoten des Graphen ent-
sprechend zu gewichten. Aus Komplexitätsgründen wird dieser Ansatz jedoch nicht
verfolgt.
Eine vollständige Alternative zur beschriebenen Zyklenerkennung bzw -vermei-
dung ist eine modellbasierte Lösung. Diese ist in grundsätzlich zwei Varianten mög-
lich. Die erste Variante setzt voraus, dass zur Beschreibung von Providern ein zyklen-
freies, domänenspeziﬁsches Kontextmodell vorliegt. Bei der Analyse von Providern
wäre durch den Context Service lediglich deren Beschreibung formal gegenüber dem
Modell zu validieren. In einer zweiten Variante müsste ein ausdrucksstarkes Meta-
modell  z. B. OWL-basierte Ontologien  eingesetzt werden. Darauf basierende Pro-
viderbeschreibungen würden durch den Context Service interpretiert. Bei der Wahl
einer Variante ist zu berücksichtigen, dass die Erste weniger Unterstützung durch
den Context Service benötigt, und dementsprechend auch weniger Ressourcen der
eingesetzten Geräte. Jedoch müssen die Entwickler selbst die Zyklenfreiheit des Mo-
dells sicher stellen  ggf. mit Unterstützung durch geeignete Entwicklungswerkzeuge.
Die zweite Variante ist voraussichtlich wesentlich ﬂexibler in der Beschreibung der
Provider, jedoch setzt sie umfangreiche Interpretationssysteme (z. B. logikbasierte
Reasoner) voraus, deren Einsatz einen hohen Ressourcenbedarf und große Heraus-
forderungen bei der Integration mit sich bringt. Aus den soeben genannten Gründen
wurde eine einfache und eﬃziente Lösung eingesetzt, welche zwar zwangsläuﬁg auf
einem Modell basiert, aber mögliche Fehler bei dessen Einsatz durch Verwendung
der Zyklenerkennung vermeidet.
5.4.5. Provider gestoppt
Stellt das System fest, dass ein Provider gestoppt bzw. deinstalliert wurde, so ist
dieser aus der Verwaltung zu entfernen. Provider werden normalerweise nur dann
gestoppt∗, wenn sie nicht mehr auf ihre Kontextquelle zugreifen können. Auf die-
se Weise werden Fehler bzw. unerwünschtes Verhalten aufgrund der Nutzung des
Providers nach dem Verlust seiner Kontextquelle vermieden.
Die Behandlung des Stopps (Abb. 5.10 auf der nächsten Seite) besteht, wie auch
die des Starts, aus zwei Phasen: I (1 - 4) für die Behandlung des Providers selbst,
II (5 - 7) für die Behandlung eventueller Auswirkungen auf verwaltete Provider:
1. Zuerst wird festgestellt, ob die Provided Patterns des Providers vor seinem
Stopp verfügbar waren. War dies der Fall, so sind mögliche Eﬀekte festzustellen
und ggf. zu behandeln  weiter mit 3.
∗Aktuell ist die Deinstallation noch Aufgabe des Providers selbst. Später kann dies auch auto-
matisch geschehen.
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Abbildung 5.10.: Behandlung eines gestoppten Context Providers
2. Ein bisher nicht verwendbarer Provider muss lediglich aus der Verwaltung
entfernt werden, d. h. PROU := PROU \ PROi. Dazu gehört auch, dass die
Assoziationen seiner Patterns aus PU und CU zu ihm beseitigt werden. Führt
das dazu, dass ein Pattern keine Assoziationen zu einem Provider mehr hat,
so ist es zu entfernen. Weil keine Abhängigkeiten verwendbarer Provider von
einem nicht verwendbaren Provider bestehen konnten, hat seine Entfernung
keine weiteren Folgen  die Behandlung wird beendet.
3. Ein bisher verwendbarer Provider muss ebenfalls aus der Verwaltung entfernt
werden, hier jedoch mit PROA := PROA \ PROi. Wie in 2. sind die Mengen
PA und CA zu bereinigen.
4. Es wird festgestellt, ob die Bereinigung zur Reduzierung der verfügbaren Pro-
vided Patterns geführt hat  PA ⊃ PA \ Pi. War dies nicht der Fall, d. h.
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PA = PA \ Pi, hat die Entfernung keine Auswirkung auf die verbleibenden
verwendbaren Provider  die Behandlung wird beendet.
5. Die Menge der vom Stopp von PROi betroﬀenen Provider wird ermittelt.
6. Alle betroﬀenen Provider müssen  ähnlich wie ein gestoppter Provider  be-
handelt werden, denn durch ihre Abhängigkeit von seinen Provided Patterns
werden sie nicht-verwendbar.
7. Weil die betroﬀenen Provider jedoch noch installiert und gestartet sind, wer-
den sie nicht entfernt, sondern als nicht verwendbar registriert.
5.4.6. Bemerkungen
Im Sinne der Vollständigkeit sei bemerkt, dass selbst Low-Level Provider nicht un-
abhängig sind. Sind die von ihnen benötigten Kontextquellen nicht verfügbar, so
können sie deren Kontextinformationen nicht bereitstellen. Jedoch ist die Abhängig-
keit zwischen einer Ressource und einem Low-Level Provider wesentlich einfacher,
als die zwischen mehreren High-Level Providern. Die Verwaltung der Provider wird
durch die Berücksichtigung der Kontextquellen komplexer, weil bei der Behandlung
des Starts eines Low-Level Providers die Verfügbarkeit seiner Kontextquelle(n) zu
prüfen ist. Zusätzlich ist eine dauerhafte Überwachung benötigter Kontextquellen er-
forderlich. Bei der Schaﬀung einer entsprechenden Infrastruktur sind Komponenten
notwendig, welche die quellenspeziﬁsche Suche und Überwachung vornehmen, und
die auftretenden Ereignisse über einheitliche Schnittstellen an den Context Service
bzw. die Provider melden. In wieweit sich der Implementierungsaufwand für diese
Überwachungskomponenten von dem Implementierungsaufwand für einen Provider
unterscheidet, ist äußerst fragwürdig, weil beide Komponenten quellenabhängig sind.
Weiterhin mach eine generische Ressourcensuche und -überwachung nur dann Sinn,
wenn die Zahl der Ressourcen- oder Quellentechnologien niedriger ist, als die der Pro-
vider. Andernfalls werden eine Vielzahl von Überwachungskomponenten betrieben,
um eine kleine Menge von Low-Level Providern zu bedienen.
Abweichend von der bisherigen Darstellung von High-Level Providern ist es, je
nach Implementierung des Providers, theoretisch vorstellbar, dass nicht jedes der
Elemente aus Pi vollständig von allen Elementen in Ci abhängig ist. Es wären folg-
lich Situationen möglich, in denen ein Provider teilweise verwendbar ist, d. h. ein
dritter Zustand wäre notwendig. Dieser Zustand könnte durch Verwaltung virtueller
Provider vermieden werden. Dabei würde ein realer High-Level Provider PROi  im
Rahmen der Provideranalyse  inm virtuelle Provider PROij mit 1 ≤ j ≤ m zerlegt,
sodass deren Pij disjunkt sind, und alle Pijk ∈ Pij vollständig von den Cijl ∈ Cij ab-
hängig sind. Aufgrund der vollständigen Abhängigkeit wäre ein virtueller Provider
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Abbildung 5.11.: Zerlegung eines realen High-Level Context Providers in drei virtu-
elle Provider
nur dann verwendbar, wenn alle Cijl verfügbar sind. Dadurch ist die zuvor beschrie-
bene Verwaltung wieder ohne Einschränkungen anwendbar. Abbildung 5.11 zeigt
ein Beispiel für die Zerlegung eines realen Providers in drei Virtuelle. Sie verdeut-
licht auch, dass die entstehenden Cij unterschiedlich sind, jedoch nicht disjunkt sein
müssen  z. B. Ci2 ⊂ Ci3.
5.5. Zentrale Providerverwaltung
Mit den Mechanismen aus dem vorangegangenen Kapitel kann lediglich ein Context
Service realisiert werden, welcher lokalen Context Consumern die Kontextinforma-
tionen der lokal verwendbaren Context Provider zur Verfügung stellt. Kontextinfor-
mationen anderer, per entfernter Kommunikation erreichbarer, Knoten sind nicht
nutzbar. Um dies zu ändern, muss jeder Knoten in die Lage versetzt werden, auf
die Gesamtheit der verwendbaren Provider aller erreichbaren Knoten zuzugreifen 
eine verteilte Form der zuvor diskutierten lokalen Verwaltung ist erforderlich.
Vorerst, d. h. in diesem Kapitel wird die verteilte Verwaltung durch einen zentra-
lisierten Ansatz erreicht. Folglich gibt es in der Menge der vernetzten Knoten eine
speziellen Knoten  den Server  welcher eine besondere Rolle bei der Verwaltung
der Provider einnimmt. Alle übrigen Knoten  die Clients  nutzen die Funktionali-
tät des Servers. Diese besteht in der Übernahme der Verwaltung der Provider, welche
zuvor lokal von jeder Instanz des Context Service vorgenommen wurde. Die Clients
benachrichtigen den Server über gestartete und gestoppte Provider, während dieser
die Provider analysiert, deren Verwendbarkeit ermittelt, und das Ergebnis, d. h. die
Mengen verwendbarer und nicht-verwendbarer Provider PROA und PROU an die
Clients verteilt. Der Server besitzt zu jeder Zeit das Wissen über die verwendbaren




Koppelt man mehrere Instanzen des Context Service, sodass deren Consumer ort-
stransparent auf Kontextinformationen der Provider anderer Knoten zugreifen kön-
nen, kommt zu den bisher betrachteten Ursachen der dynamischen Verfügbarkeit ei-
ne Weitere hinzu  das Auftreten von Kommunikationsstörungen. Solche Probleme
können theoretisch in Netzen jeglicher Art auftreten, wenn diese überlastet sind, und
die an der Übertragung beteiligten Knoten folglich Nachrichten verwerfen müssen.
Häuﬁger sind Störungen jedoch in drahtlosen Netzen, aufgrund der Oﬀenheit des
Übertragungsmediums. Sie ermöglicht Wechselwirkungen des Netzes mit anderen
Netzen derselben oder ähnlicher Technologien, sowie mit physikalischen Vorgängen
in der Umgebung. Sind drahtlos kommunizierende Knoten darüber hinaus mobil∗,
so erhöht sich die Wahrscheinlichkeit von Störungen weiter. Infolge dessen ist die
Überwachung der Erreichbarkeit der Knoten entfernter Context Provider in den
betrachteten Szenarien unerlässlich.
Die Überwachung ist für beide Seiten erforderlich:
1. Jeder Client muss sicher stellen, dass jederzeit die Möglichkeit besteht, Nach-
richten mit aktuellen Informationen über verwendbare entfernte Provider zu
erhalten.
2. Der Server muss feststellen, ob die Clients die Möglichkeit haben, ihn zu be-
nachrichtigen, um den globalen Zustand zu aktualisieren. Weiterhin wird somit
die gegenseitige Erreichbarkeit der Clients ermittelt.
Um ihre Erreichbarkeit zu prüfen, schickt der Server in regelmäßigen Abständen
tPING Nachrichten (Kap. 5.5.4) an alle Clients. Erhält er innerhalb einer festgesetz-
ten Zeitspanne tPONG eine Antwort, so wird der Client als erreichbar betrachtet.
Aufgrund intermittierender Störungen können Clients kurzzeitig unerreichbar sein.
Deshalb wird ein Client erst dann als unerreichbar betrachtet, wenn eine festgesetzte
Anzahl mPING von aufeinander folgenden Nachrichten unbeantwortet bleibt.
Clients müssen keine aktive Erreichbarkeitsprüfung vornehmen, weil sie die Nach-
richten des Servers als Bestätigung seiner Erreichbarkeit werten können. Passiv müs-
sen sie jedoch den gleichen Algorithmus mit denselben Werten für tPING, tPONG
und mPING anwenden, um nach einer festgesetzten Menge ausbleibender Nachrich-
ten den Server als unerreichbar betrachten zu können.
Um den Aufwand der Überwachung zu reduzieren, werden auch reguläre Nachrich-
ten, welche zum Datenaustausch an den Server oder die Clients versendet werden,
∗Hier ist vorwiegend Mobilität relativ zu den übrigen Kommunikationspartnern bzw. Knoten
gemeint. Die Mobilität einer ganzen Gruppe gegenüber der Umgebung (z. B. Laptops von Passagie-
ren an Bord eines Zuges), ohne Kommunikationsbeziehungen zu Knoten der Umgebung und ohne
Mobilität innerhalb der Gruppe, ist nicht von Interesse.
115
5. Verwaltung heterogener Kontextquellen
vom jeweiligen Empfänger als Zeichen der Erreichbarkeit gewertet. Treﬀen solche
Nachrichten während tPING ein, so beginnt diese von vorn. Bei großer Häuﬁgkeit
von Zustandsänderungen lokaler Provider sind u. U. gar keine zusätzlichen Nach-
richten zur Überwachung erforderlich, weil die Propagierung der Änderungen an
den Server und die Verteilung ihrer Auswirkungen an alle übrigen Clients die Er-
reichbarkeit implizit.
Trotz der Überwachung müssen Kommunikationsstörungen beim gegenseitigen
Zugriﬀ der Clients auf Kontextinformationen behandelt werden. Ebenso wie der
Server intermittierende Störungen bis zu einem bestimmten Maß toleriert, muss dies
auch für die Kommunikation der Clients untereinander gelten. Andernfalls können
derartige Inkonsistenzen zu zwei Formen des Fehlverhaltens führen:
• Der Server betrachtet Clients bereits als unerreichbar, obwohl diese selbst es
noch gar nicht tun. Folglich werden unerreichbare Provider entsprechend an
die Clients signalisiert und von ihnen nicht mehr genutzt, obwohl die Clients
die Störungen tolerieren würden. Die Verfügbarkeit von Kontextinformationen
würde demzufolge unnötig eingeschränkt.
• Der Server betrachtet Clients noch als erreichbar, obwohl sie es schon nicht
mehr sind. Entsprechend müssen die Clients bei den erfolglosen Zugriﬀen unnö-
tig viele Störungen behandeln. Es entsteht ein erhöhter Aufwand des Systems,
welcher Betriebsmittel verbraucht, ohne zu einem Nutzen für Consumer oder
Provider zu führen.
Obwohl der letzte Fall als weniger kritisch eingeschätzt wird, ist eine konsistente
Konﬁguration∗ der Überwachungsmechanismen von Clients und Server anzustreben.
5.5.2. Clients
Unabhängig von der Existenz einer verteilten Verwaltung ist auf jedem Gerät, wel-
ches Kontextquellen bereitstellt, eine Context Service Instanz für die Überwachung
der zugehörigen lokalen Context Provider zuständig, weil diese nicht auf direktem
Wege entfernt zugreifbar sind. Werden während der Überwachung Provider gestar-
tet oder gestoppt, so werden diese Änderungen an den Server übertragen, sodass
eine Aktualisierung des globalen Zustandes erfolgen kann.
Damit die Benachrichtigung des Servers erfolgen kann, muss der Client zuerst
den Server ﬁnden  Zustand Suche in Abbildung 5.12 auf der nächsten Seite. In
dieser Arbeit wird der Server aufgrund seiner statischen IP†-Adresse gefunden,
welche Teil der Konﬁgurationsdaten eines jeden Clients ist. Alternativ könnte ihm




ein statischer Name zugeordnet werden, welcher durch einen Namensdienst auf eine
gültige Adresse abgebildet wird  z. B. mittels DNS∗.
Hat der Client den Server gefunden, meldet er sich bei diesem mit einer ent-
sprechenden Nachricht an (Kap. 5.5.4). Jetzt ist er bereit, lokale Änderungen der
Provider an diesen Server zur Aktualisierung des globalen Zustandes zu melden
bzw. von ihm derartige Aktualisierungen zu empfangen. Nur in diesem Zustand
Aktualisierung (lokal) ist der Client in der Lage auf den Server und somit auch die
Provider anderer Clients zuzugreifen. Wird die Verbindung zum Server absichtlich
oder unabsichtlich unterbrochen, kehrt der Client wieder zur Suche zurück, und
kann ausschließlich lokale Provider nutzen.
Abbildung 5.12.: Zustandsdiagramm eines Context Service Clients
5.5.3. Server
Zusätzlich zu der von jedem Client vorgenommenen Überwachung der lokalen Pro-
vider, führt der Server die Verwaltung der gestarteten Provider aller ihm bekannten
Knoten durch. Es ist die Aufgabe der Clients, den Server zu suchen und sich selb-
ständig bei ihm anzumelden. Deshalb beﬁndet sich der Server nach seinem Start
sofort im Zustand Betrieb (Abb. 5.13) und wartet auf Nachrichten der Clients.
Abbildung 5.13.: Zustandsdiagramm des Context Service Servers
Erhält er eine Nachricht von einem Client, so wird diese analysiert. Wird als
Ergebnis der Analyse-Phase eine Veränderung der Menge verwendbarer Provider
∗Domain Name System (DNS)
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festgestellt, so werden die betroﬀenen Clients benachrichtigt, d. h. der globale Zu-
stand wird aktualisiert und verteilt.
5.5.4. Nachrichten
Die Nachrichten, welche zwischen Clients und Server ausgetauscht werden, können in
drei Klassen unterteilt werden: Erreichbarkeits-, Provider- und Zugriﬀsnachrichten.
Ihre einzelnen Vertreter sind in den Tabellen 5.2 bis 5.4 auf den Seiten 120122
aufgeführt, und werden nachfolgend näher beschrieben. Die Spalte Inhalt gibt an,
welche Daten für die Funktion der Nachricht wesentlich sind.
Grundsätzlich enthält jede Nachricht mindestens folgende Daten:
• SendID  Die eindeutige Adresse des sendenden Knotens  z. B. eine IP-
Adresse.
• RecvID  Die eindeutige Adresse des Knotens, für den die Nachricht bestimmt
ist.
• SeqNo  Eine fortlaufende Nummer, welche zur Ordnung gesendeter Nachrich-
ten verwendet wird, und demzufolge Sender-lokal eindeutig sein muss.
Die ohnehin in jeder Nachricht enthaltenen Informationen SendID und RecvID wer-
den werden in den Tabellen nur dann dargestellt, wenn sie für die Verarbeitung
der Nachricht erforderlich sind  sonst werden sie ignoriert. Bis auf die Erreichbar-
keitsnachrichten enthalten alle übrigen Nachrichten Nutzdaten, welche in Extensible
Markup Language (XML) kodiert übertragen werden. Die Datei mit der XML Sche-
ma Deﬁnition (XSD) der XML-kodierten Nachrichteninhalte ist in Anhang A.1 dar-
gestellt.
Erreichbarkeitsnachrichten (Tab. 5.2 auf Seite 120) dienen der Überwachung der
Knoten und somit auch der Verwaltung des Netzwerkes der Instanzen des Context
Service. Clients müssen sich, durch Senden einer SIGNON-Nachricht, aktiv für die
Überwachung registrieren. Ist vorhersehbar, dass ein Client zukünftig nicht mehr
erreichbar sein wird  z. B. weil der zugehörige Knoten abgeschaltet wird  so kann
er sich durch eine SIGNOFF-Nachricht aktiv abmelden. Erreichbarkeitsnachrichten
werden nur zwischen Client und Server ausgetauscht.
Während der Überwachung versendet der Server im Intervall von tPING PING-
Nachrichten zur Prüfung der Erreichbarkeit der Clients (Kap. 5.5.1). Diese müs-
sen innerhalb des Intervalls tPONG mit PONG-Nachrichten  unter Wiederverwen-
dung der SeqNo der PING-Nachricht  antworten. Bleibt diese Antwort mehrfach
(mPING) aus, so wird der Client nach tSIGNOFF = mPING × tPING passiv, d. h.
durch den Server, abgemeldet. Aufgrund der Abmeldung  egal ob passiv oder aktiv
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Abbildung 5.14.: Relationen zwischen Nachrichtenumlaufzeit tRTT , Erreichbarkeits-
intervall tPING, Antwortintervall tPONG und Antwortschwelle
mPING
 erhält ein Client keinerlei Nachrichten des Servers mehr. Um die eigene passi-
ve Abmeldung erkennen zu können, muss jeder Client das Eintreﬀen von PING-
Nachrichten überwachen, und dabei dieselben Werte für tPING, tPONG und mPING
anwenden wie der Server. Der Wert von tPONG sollte über der zu erwartenden Nach-
richtenumlaufzeit∗ liegen, genauso wie die Zeit zwischen den Erreichbarkeitstests
signiﬁkant über tPONG liegen sollte (Gl. 5.9 und Abb. 5.14).
tPING  tPONG > 2× tRTT (5.9)
Ist ein Client passiv abgemeldet (oder noch gar nicht angemeldet gewesen), so sen-
det er regelmäßig nach Ablauf des Anmeldeintervalls tSIGNON  tSIGNOFF eine
SIGNON-Nachricht, bis die Anmeldung erfolgreich war.
Providernachrichten (Tab. 5.3 auf Seite 121) werden zur globalen Verwaltung
der Provider ausgetauscht. Wie Erreichbarkeitsnachrichten werden sie nur zwischen
Client und Server eingesetzt. Nach dem Start oder Stopp von Providern überträgt
der verwaltende Client deren Beschreibungen an den Server. Dieser integriert die
Informationen in den globalen Zustand, ermittelt die Auswirkungen und verteilt
die Änderungen (neu verwendbare bzw. nicht mehr verwendbare Provider) mit dem
gleichen Nachrichtentyp an alle Clients.
Um den Zustand von Clients zu synchronisieren, welche sich neu oder nach einem
Verbindungsabbruch erneut am Server angemeldet haben, erhält jeder dieser Clients
eine Providernachricht mit den verwendbaren Providern aller übrigen Clients. Diese
erste UPDPRO-Nachricht wird als Antwort auf die SIGNON-Nachricht verschickt.
Jede UPDPRO-Nachricht enthält zwei Listen unterschiedlicher Tupel. Die einen
Tupel bestehen aus der Adresse des betreﬀenden Clients und den Beschreibungen sei-
ner verwendbaren Provider  die anderen Tupel enthalten ebenfalls die Clientadresse,
∗Round Trip Time (RTT)
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Tabelle 5.2.: Erreichbarkeitsnachrichten zur Überwachung der Clients und des Ser-
vers, sowie zur Verwaltung des Netzwerkes
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aber nur die Bezeichner der nicht-verwendbarer Provider. Folglich enthalten Provi-
dernachrichten, welche von einem Client versendet werden, pro Liste jeweils nur ein
Tupel, weil jeder Client immer nur den Start oder Stopp seiner eigenen Provider
signalisieren kann. Dem gegenüber können vom Server gesendete Nachrichten meh-
rere Tupel mit den Beschreibungen bzw. Bezeichnern der Provider mehrerer Clients
enthalten.
Zugriﬀsnachrichten (Tab. 5.4 auf Seite 122) dienen, wie der Name impliziert, dem
Zugriﬀ auf die Kontextinformationen eines entfernten Providers. Im Gegensatz zu
den zuvor genannten Nachrichten, werden sie nur zwischen Clients ausgetauscht.
Besitzt der Server eigene lokale Provider oder Consumer, so kann er in der Rolle
eines Clients ebenfalls Zugriﬀsnachrichten austauschen.
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Tabelle 5.3.: Providernachrichten zur Verteilung der Beschreibungen verwendbarer
und nicht-verwendbarer Provider















(a) seitens des Servers:
De-/Registrierung der
Provider und Analyse der
Auswirkungen, sowie
Verteilung der Änderungen
(b) seitens der Clients:
De-/Registrierung der
Provider
Synchroner Zugriﬀ wird durch Senden einer REQ-Nachricht angefordert. Die an-
gefragten Kontextinformationen werden in einer RESP-Nachricht an den anfragen-
den Client geschickt, wobei die Sequenznummer der REQ-Nachricht wiederverwen-
det wird. Asynchroner Zugriﬀ wird durch eine SUB-Nachricht eingeleitet, und mit
einer TICKET-Nachricht bestätigt. Bei Kontextänderungen, welche dem Pattern
einer SUB-Nachricht entsprechen, wird der registrierte Client mit einer NOTIFY-
Nachricht, unter Wiederverwendung des Inhalts der zugehörigen SUB-Nachricht,
benachrichtigt. Durch eine UNSUB-Nachricht mit dem Ticket kann die Benachrich-
tigung bei Kontextänderung aufgehoben werden.
5.5.5. Hybrider Austausch von Providerbeschreibungen
Schon bei der Analyse des Anwendungsszenarios (Kap. 3.6) wurde erkennbar, dass
wesentlich weniger Kontextsenken als -quellen existieren, und somit nur ein Bruch-
teil der Kontextquellen genutzt werden kann. Dies gilt nicht nur inhaltlich, sondern
auch temporal und spatial, weil die Kontextsenken meist für begrenzte Zeit an den
Kontextinformationen eines begrenzten räumlichen Bereiches interessiert sind. Vor
diesem Hintergrund ist es notwendig die unnötige Übertragung von Providerbeschrei-
bungen zu verhindern, d. h. die Übertragung von Beschreibungen, deren Provider
generell oder momentan gar nicht von einem Consumer benötigt werden. Deshalb
sind Alternativen zur gezeigten proaktiven Verteilung der Providerbeschreibungen
zu diskutieren. Bevor dies jedoch erfolgt, sollen die wesentlichen Eigenschaften der
proaktiven Verteilung von Providerbeschreibungen aufgezeigt werden.
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Tabelle 5.4.: Zugriﬀsnachrichten zum Austausch von Kontextinformationen entfern-
ter Knoten und ihrer Provider
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lokale Konsumenten (Zuordnung
durch Ticket)
Bewertung der proaktiven Verteilung
Durch den proaktiven Charakter der Lösung verfügt jeder Client jederzeit über den
globalen Zustand  die Beschreibungen aller verwendbaren Provider. Er kann sie bei
Bedarf sofort nutzen. Die Selektion von Providern wird in diesem Fall folglich lokal
auf dem Knoten durchgeführt, und benötigt somit nur wenig Zeit. Die Anfragela-
tenz, d. h. Verzögerung bei der Bedienung einer Consumer-Anfrage, der proaktiven
Verteilung tREQpro entspricht folglich im Wesentlichen der Selektionslatenz tSEL.
Unter der Annahme tSEL ≈ 10µs kann die Verzögerung vernachlässigt werden. Sie
ist derart niedrig, weil die Selektion des geeigneten Providers lokal auf dem Gerät
der Instanz des Context Service erfolgt.
Weil die Beschreibungen erst verteilt werden müssen, bevor sie genutzt werden
können, spiegeln die lokal gespeicherten Beschreibungen nicht den aktuellen, globa-
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len wider, sondern den Zustand, welcher beim Absenden der zugehörigen Nachrich-
ten auf den entfernten den Knoten herrschte. Somit entsteht eine Aktualisierungs-
latenz tUPDpro bei der Verteilung des globalen Zustandes. Sie setzt sich zusammen
aus: (1) der Übertragung der Providernachrichten an den Server tC/S , (2) ihrer Ver-
arbeitung tCHK und (3) der anschließenden Verteilung resultierender Providernach-
richten an die Clients tS/C . Selbst wenn man eine eﬃziente Verteilung an alle Clients
mittels Multicast unterstellt, ergibt sich eine Aktualisierungslatenz (Gl. 5.10), wel-
che die Größenordnung der durchschnittlichen Nachrichtenumlaufzeit (engl. RTT)
hat (Annahme: tRTT ≈ 100ms).
tUPDpro = tC/S + tCHK + tS/C = tRTT + tCHK (5.10)
Die Aktualisierungslatenz kommt jedoch nur in zwei Fällen zum Tragen: (1) wenn
die Providernachrichten den Ausfall eines selektierten Providers signalisieren, und
(2) wenn sie die Verfügbarkeit eines alternativen Providers signalisieren. Wie oft
diese Fälle eintreten, hängt somit einerseits von der dynamischen Verfügbarkeit jedes
einzelnen Providers und von der Existenz alternativer bzw. redundanter Provider ab.
Redundanz entsteht durch Überlappung der beobachteten Bereiche von Providern,
und gilt vorwiegend für Quellen die niederwertigen Kontext liefern (z. B. Sensoren).
Eine nähere Betrachtung der Ausfallwahrscheinlichkeiten wäre nur für ein konkretes
Szenario möglich, und lieferte keine Aussage über die Allgemeinheit.
Der Kommunikationsaufwand für die proaktive Verteilung ist sehr hoch, weil je-
de Zustandsänderung eines Providers in einer Nachricht an den Server resultiert,
welche zur Aktualisierung aller Clients führen muss. Dieser Aktualisierungsaufwand
mUPDpro hat folglich eine Komplexität von O(n). Weil aber voraussichtlich nur ein
Bruchteil der Clients bzw. ihrer Consumer die signalisierten Provider nutzt, ist die
Eﬃzienz dieser Aktualisierungsstrategie fragwürdig.
Tritt ein Client dem verteilten Context Service erst verspätet bei, oder ist er nach
einer Verbindungsunterbrechung wieder erreichbar, so muss sein lokaler Zustand mit
dem globalen Zustand synchronisiert werden. Dies erfolgt, indem er als Antwort auf
seine Beitrittsnachricht eine Providernachricht mit allen verwendbaren Providern
erhält. Aufgrund der Vielzahl existierender Provider ist diese Nachricht sehr groß.
Gleiches gilt für den lokalen Platzbedarf und Verwaltungsaufwand der übertragenen
Providerbeschreibungen. Jeder Client speichert jederzeit die Beschreibungen aller
verwendbaren entfernten Provider, sowie seiner lokalen Provider. Die Speicherung
der Informationen ist genauso ineﬃzient wie die ihnen voraus gehende Übertragung.
Somit hat die proaktive Verteilung nur einen Vorteil  eine sehr niedrige Latenz
 aber zwei Nachteile  unnötig häuﬁge Verteilung von Providernachrichten an un-
nötig viele Clients, sowie und deren Volumen beim Beitritt eines Clients. Beide
Nachteile gelten unabhängig von der Nutzung des Systems durch Consumer, d. h.
selbst wenn kein einziger Provider verwendet wird. Folglich ist der Aufwand im
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Leerlauf unvertretbar hoch.
Eigenschaften der reaktiven Abfrage
Alternativ zur proaktiven Verteilung werden die Providerbeschreibungen rein be-
darfsabhängig ausgetauscht. Demzufolge werden Clients erst dann geeignete Provi-
der beim Server erfragen, wenn sie den Informationsbedarf ihrer lokalen Consumer
nicht mit ihren eigenen, lokalen Providern bedienen können. Eine Abfrage durch
einen Client Ci führt zur Abfrage aller übrigen n − 1 Clients durch den Server S,
der Verarbeitung ihrer Antworten, und schließlich zur Übertragung der gesammelten
Beschreibungen an den abfragenden Client.
Als Nebeneﬀekt steigt die Anfragelatenz tREQre  im Vergleich zur proaktiven
Verteilung um die Nachrichtenumlaufzeit, sowie die Aktualisierungslatenz tUPDre
(siehe Gl. 5.11).
tREQre = tSEL + tCi/S + tS/Cn−1 + tCn−1/S + tCHK + tS/Ci
= tSEL + 2× tRTT + tCHK
= tSEL + tRTT + tUPDre
(5.11)
Die Häuﬁgkeit des Nachrichtenaustauschs im reaktiven Fall ist wesentlich niedri-
ger als im proaktiven Fall, weil Providernachrichten nur dann ausgetauscht werden,
wenn sie tatsächlich benötigt werden. Bei einer langfristigen Nutzung von Kontex-
tinformationen im Rahmen von Abonnements ist dies weniger relevant, weil dabei
zusätzlich zur Überwachung des Kontexts auch die genutzten, sowie alternative Pro-
vider überwacht werden müssen, um deren dynamische Verfügbarkeit behandeln zu
können. Folglich werden Providernachrichten bei Abonnements über einen längeren
Zeitraum ausgetauscht  die Ersparnis wird während der Dauer der Abonnements
reduziert.
Generell werden Nachrichten jedoch nur an diejenigen Clients geschickt, welche
sie tatsächlich benötigen  nicht pauschal an alle Clients. Bei der quantitativen
Betrachtung (Kap. 3.5.2) wurde von der Existenz von ca. 21 Mio. Kontextquellen,
sowie 125.000 Kontextsenken ausgegangen. Das ist ein Übergewicht der Quellen ge-
genüber den Senken von mehreren Größenordnungen (100:1). Nimmt man an, dass
jede Senke zu jeder Zeit die Informationen mehrerer Quellen nutzt (z. B. 1:10), so
ist trotzdem davon auszugehen, dass aufgrund des großen Übergewichts der Quellen
die Mehrheit von ihnen ungenutzt bleibt (ca. 90%). Die Orientierung am Bedarf der
Kontextsenken verspricht somit eine signiﬁkante Reduktion des Kommunikationsauf-
wandes um bis zu zwei Größenordnungen. Nicht zuletzt enthalten die Nachrichten
nur Beschreibungen von benötigten oder alternativen Providern. Dadurch wird die
Übertragung von ungenutzten Beschreibungen stark reduziert, sodass die zugehö-
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rigen Providernachrichten bei gleich bleibender Übertragungsrate in kürzerer Zeit
übermittelt werden können.
Trotz des selteneren Nachrichtenaustauschs ist der Kommunikationsaufwand der
reaktiven Abfrage hoch. Fragt ein Client benötigte Provider beim Server ab, dann
führt der Server daraufhin Anfragen bei allen übrigen Clients durch, welche ihrer-
seits jeweils eine Antwort übermitteln. Anschließend überträgt der Server eine ein-
zelne Nachricht mit den zusammengefassten Informationen. Jede reaktive Abfrage
führt also zu 2n Nachrichten, während die proaktive Verteilung nur n Nachrichten
benötigt. Die Komplexität beider Ansätze ist gleich  O(n).
Tabelle 5.5 stellt die Verzögerungen, Häuﬁgkeiten und Volumina der beiden Ansät-
ze gegenüber. Die Schätzwerte für die Anfragelatenz tREQ wurden bereits erläutert.
Stellen Consumer hohe zeitliche Anforderungen (/A 4/, S. 13), dann ist dieses Kri-
terium ausschlaggebend für den Einsatz der proaktiven Verteilung, weil tREQpro um
ca. vier Größenordnungen kleiner ist, als tREQre . Die Aktualisierungslatenz tUPD ist
in beiden Fällen ähnlich, wobei tUPDre bereits in tREQre enthalten ist, und somit
im Gegensatz zu tUPDpro nicht zusätzlich zur Anfragelatenz anfällt. Die Häuﬁgkeit
der Anfragen von Consumern fREQ ist in beiden Fällen identisch, weil die Provi-
derverwaltung für die Consumer transparent erfolgt, und keine Auswirkung auf sie
zur Folge haben darf. Für die Aktualisierungshäuﬁgkeit fUPD und das -volumen
vUPD der dabei kommunizierten Providernachrichten werden hier ohne Beschrän-
kung der Allgemeinheit Verhältniswerte angenommen. Dabei wird wie zuvor davon
ausgegangen, dass ein Consumer die Informationen von ca. 10 Providern nutzt. Auf-
grund des Übergewichts von Quellen zu Senken wird trotzdem nur ein Zehntel der
Quellen genutzt. Dies führt wegen der Bedarfsorientierung der reaktiven Abfrage
dazu, dass deren Aktualisierungshäuﬁgkeit fUPDre nur ein Zehntel von fUPDpro be-
trägt. Bei Gleichverteilung der Kontexttypen auf die Provider sind die Senken auch
nur an einem Zehntel der Kontexttypen interessiert. Daraus folgt, wiederum wegen
der Bedarfsorientierung der reaktiven Abfrage, eine Reduzierung des Volumens der
Providernachrichten im selben Verhältnis  vUPDpro ≈ 10vUPDre .




Anfragelatenz tREQ ≈ 10µs ≈ 200ms
Aktualisierungslatenz tUPD ≈ 100ms ≈ 100ms
Anfragehäuﬁgkeit fREQ 1 1
Aktualisierungshäuﬁgkeit fUPD 10 1
Aktualisierungsvolumen vUPD 10 1
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Aufgrund der signiﬁkanten Reduzierung des Kommunikationsaufwandes (Gl. 5.12)
ist die reaktive Abfrage zu bevorzugen. Zusätzlich kann die mangelnde Skalierbarkeit
(/A 17/, S. 54) der proaktiven Verteilung wesentlich schneller zur Verhinderung der
Diensterbringung führen, als das mit der reaktiven Abfrage der Fall ist.
fUPDpro × vUPDpro ≈ 100× fUPDre × vUPDre (5.12)
Kombination der Ansätze
Wünschenswert ist eine Kombination der Vorteile beider Ansätze. Dabei benach-
richtigen die Clients den Server weiterhin proaktiv über gestartete und gestoppte
Provider, sodass er den gespeicherten globalen Zustand aktualisieren kann, ohne ihn
jedoch pauschal an alle Clients zu verteilen. Die Aktualisierungslatenz tUPDhy ist da-
durch halb so groß wie bei der reaktiven Abfrage. Weil der Server den Zustand nicht
mehr pauschal verteilt, müssen die Clients zum Zugriﬀ auf die Providerbeschreibun-
gen aktiv Anfragen an den Server stellen. Dieser kann die Anfragen sofort mit den
gespeicherten Providerbeschreibungen bedienen, d. h. der Anfrageaufwand sinkt auf
2 Nachrichten  tREQhy = tRTT ≈ 100ms. Der Aktualisierungsaufwand ist halb so
hoch, weil aufgrund der eliminierten pauschalen Weiterleitung Providernachrichten
der Clients nicht mehr implizit durch Providernachrichten des Servers bestätigt wer-
den. Es wird folglich nur noch eine Providernachricht zur Aktualisierung an den
Server geschickt.
Sind nämlich die Beschreibungen auf dem Server gespeichert, so kann eine reak-
tive Abfrage eines Clients sofort durch eine Antwort des Servers bedient werden.
Es sind nur noch 2 Nachrichten erforderlich. Benachrichtigen die Clients den Server
weiterhin proaktiv, so kann er die gespeicherten Providerbeschreibungen aktualisie-
ren, ohne sie jedoch weiterzuleiten. Für jede Aktualisierung ist pro Client nur eine
Nachricht erforderlich  zur Benachrichtigung des Servers.
Tabelle 5.6.: Kommunikationsaufwand der proaktiven Verteilung, der reaktiven Ab-
frage und des hybriden Austausches von Providerbeschreibungen (in
Nachrichten pro Zustandsänderung)
Eigenschaft proaktive reaktive hybrider
Verteilung Abfrage Austausch
Anfrageaufwand mREQ 0 2× n 2
Aktualisierungsaufwand mUPD n+ 1 0 1
Gesamtaufwand mΣ (n+ 1)× r 2× n 2 + r
Durch die Kombination der beiden Ansätze wurde der Kommunikationsaufwand
nennenswert gesenkt (Tab. 5.6), wenngleich die Latenzen nach wie vor ähnliche
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Größenordnungen wie bei der reaktiven Abfrage aufweisen. Die Vermeidung des An-
frageaufwandes im proaktiven Fall ist dadurch zu erklären, dass die erforderlichen
Informationen bereits durch die Aktualisierung zum Client übertragen wurden, und
somit eine lokale Selektion ohne Kommunikation statt ﬁnden kann. Ähnlich entsteht
im reaktiven Fall kein Aktualisierungsaufwand, weil die Aktualisierung jeweils im-
plizit als Teil der Anfrage erfolgt. Für die Beurteilung des Gesamtaufwandes (siehe
auch Gleichung 5.13) ist zu berücksichtigen, dass sich Aktualisierungen wesentlich
häuﬁger als Providerabfragen ereignen. Das Verhältnis zwischen diesen beiden Er-
eignissen wird durch r repräsentiert, und gibt an, wie viele Aktualisierungen pro
Providerabfrage statt ﬁnden (fUPD = fREQ × r | r  1). Außerdem gilt für die
Anzahl der Knoten/Geräte n: n r.
mREQ × fREQ +mUPD × fUPD =
mREQ × fREQ +mUPD × (r × fREQ) =
(mREQ +mUPD × r)× fREQ = mΣ × fREQ
mREQ +mUPD × r = mΣ
(5.13)
Providernachrichten für hybriden Austausch
Weil die Clients den Server auch im hybriden Fall proaktiv benachrichtigen müssen,
wird die UPDPRO-Nachricht wiederverwendet (Tab. 5.3 auf Seite 121). Will ein Cli-
ent die geeigneten Provider für eine konkrete Kontextinformation abfragen, schickt
er eine REQPRO-Nachricht an den Server, die mit einer RESPPRO-Nachricht be-
antwortet wird. Jedoch müssen die Informationen dieser Nachricht schnell genutzt
werden, d. h. die Kontextinformationen der Provider müssen zeitnah abgefragt wer-
den, weil die dynamische Verfügbarkeit der Provider jederzeit zu Fehlern beim Kon-
textzugriﬀ führen kann. Aus diesem Grund sind die zuvor genannten Nachrichten
nicht für die Bedienung von Abonnements geeignet. Statt dessen verwendet ein Cli-
ent eine SUBPRO-Nachricht, um Benachrichtigungen über die Verwendbarkeit von
geeigneten Providern für konkrete Kontextinformationen zu erhalten. Zur Benach-
richtigung verwendet der Server erneut die UPDPRO-Nachrichten. Beendet eine
Consumer sein Abonnement, müssen die zugehörigen Kontextinformationen nicht
mehr geliefert und deren Provider nicht mehr überwacht werden. Dies signalisiert
der Client durch eine UNSUBPRO-Nachricht an den Server. Tabelle 5.7 auf der
nächsten Seite zeigt eine Übersicht der soeben beschriebenen Providernachrichten
und deren Inhalte.
Mögliche Ergänzungen
Die anschließend vorgestellten Konzepte sind theoretisch umsetzbar, aber bisher
nicht in den Kontextdienst integriert.
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Tabelle 5.7.: Providernachrichten für hybriden Austausch
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Weil die Anfragelatenz tREQhy signiﬁkant größer ist, als bei der proaktiven Vertei-
lung, kann sie bei zeitkritischen Anwendungen  z. B. adaptive Nutzerinteraktion 
problematisch sein. Deshalb kann die Schnittstelle des Context Service derart erwei-
tert werden, dass Consumern beim synchronen Kontextzugriﬀ die Möglichkeit gege-
ben wird, ein Zeitlimit für die Bedienung den Abfrage zu speziﬁzieren. Verstreicht
diese Zeit ohne dass ein geeigneter Provider selektiert und seine Kontextinformatio-
nen abgefragt wurden, so wird eine Fehlermeldung erzeugt. Diese sollte identisch mit
den Fehlermeldungen sein, welche erzeugt werden, wenn keine geeigneten Provider
verwendbar sind.
Dieser Mechanismus kann lokal auf jeder Instanz des Context Service realisiert
werden. Eine Änderung oder Erweiterung der Nachrichten ist dafür nicht notwendig.
Dies wäre ohnehin nur dann möglich, wenn eine global einheitliche Zeit auf allen
Knoten des Context Service existieren würde. Dann könnte die Verarbeitung einer
Nachricht abgebrochen werden, wenn der Server erkennt, dass deren Zeitlimit er-
reicht/überschritten ist. Um eine global einheitliche Zeit zu realisieren, wäre jedoch
die Existenz und gleichmäßige Verteilung von hinreichend vielen Global Positioning
System (GPS)-Empfängern vorauszusetzen, deren Zeitinformationen mit dem Pro-
tokoll IEEE1588 [ET03] an die Knoten verteilt werden könnten. Im Rahmen dieser
Arbeit wird von dieser Annahme Abstand genommen.
Um sogar Consumer mit sehr hohen zeitlichen Anforderungen (z. B. tREQ 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100ms) zu unterstützen, ist zusätzlich zum hybriden Austausch der Providerbe-
schreibungen eine hybride Form des Kontextzugriﬀs vorstellbar. Dabei registriert der
Consumer rechtzeitig vor dem eigentlichen Zugriﬀ  frühestens sobald er aktiv wird 
seinen Bedarf an Kontextinformationen. Der lokale Context Service beginnt entspre-
chend mit der Selektion und Überwachung geeigneter Provider beim Server. Führt
der Consumer später den synchronen Kontextzugriﬀ tatsächlich durch, so verfügt
der Context Service bereits lokal über die Beschreibungen geeigneter Provider und
kann mit geringer Latenz auf ihre Kontextinformationen zugreifen  tREQhy ≈ 10µs.
Dazu wäre eine Erweiterung der Schnittstellen des Context Service und der Consu-
mer notwendig (siehe Kap. 6.2.2). Letzterer würde sich als HybridConsumer mittels
der prepare(HybridConsumer)-Methode bei der Zugriﬀskomponente registrieren.
Diese ermittelte mit Hilfe seiner consumes()-Methode die von ihm konsumierten
Kontextinformationen und löst die Suche und anschließende Überwachung geeigne-
ter Provider aus. Der eigentliche Kontextzugriﬀ wäre  wie bei jedem synchronen
Consumer  per request(ContextPattern) möglich. Der Context Service müsste
regelmäßig die stillAlive()-Methode des HybridConsumer aufrufen, um zu er-
mitteln, ob dieser noch aktiv wäre und somit die Überwachung der Provider noch
erforderlich ist.
5.6. Dezentrale Providerverwaltung
Bisher wurde eine C/S-basierte Verwaltung der Provider diskutiert. Der eigentliche
Kontextzugriﬀ dagegen fand durch Punkt-zu-Punkt-Verbindungen direkt zwischen
den Clients statt. Betrachtet man nur den letzten Aspekt, so wird der Einsatz der
P2P-Kommunikation erkennbar. Weil aber die zentrale Providerverwaltung die not-
wendige Vorstufe zum dezentralen Kontextzugriﬀ darstellt, d. h. der Server nach
wie vor das zentrale Element der Kommunkationsarchitektur ist, handelt es sich
de facto um ein zentralisiertes P2P-System [SW05]. Der Context Service ähnelt in
dieser Form den ersten P2P-Systemen (z. B. Napster) und teilt mit ihnen die Nach-
teile, welche aus dem Einsatz eines einzelnen zentralen Servers erwachsen. Der stellt
einen Engpass dar und limitiert die Verfügbarkeit und Skalierbarkeit des Systems.
Außerdem ist er eine zentrale Schwachstelle, welche die Robustheit des verteilten
Context Service gegenüber Ausfällen und Verbindungsabbrüchen  speziell des Ser-
vers  gefährdet.
Unabhängig von der Wahl zwischen proaktiver Verteilung, reaktiver Abfrage oder
hybridem Austausch von Providerbeschreibungen sind folglich Skalierbarkeit und
Robustheit des zentralen Servers als problematisch anzusehen. Eine Verbesserung
der Robustheit versprechen P2P-Netzwerke in denen potentiell jeder Knoten∗ die
∗Peer (dt. Gleichberechtigter)  ein Knoten, welcher wechselweise oder parallel die Rolle von
Client und Server einnehmen kann.
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Rolle des Servers übernehmen kann. Setzt man ein so genanntes reines bzw. pures
P2P-System ein, welches auf jegliche zentrale Komponente verzichtet, verschärft
sich das Problem der Skalierbarkeit dahingehend, dass bei hybridem Austausch des
globalen Zustandes die REQPRO-, SUBPRO- und UNSUBPRO-Nachrichten nicht
an einen einzigen Server, sondern an alle übrigen n − 1 Peers verteilt werden müs-
sen. Der Anfrageaufwand hat bei dieser Flutung des Netzwerkes eine Komplexität
von ≥ O(n2) [WGR05], weil jeder Peer auch entsprechende Antworten  RESPPRO-
und PRO-Nachrichten  verschickt. Weil bereits der Kommunikationsaufwand der
zentralisierten P2P-Lösung Anlass zur Verbesserung gab, ist dessen weitere Erhö-
hung unvertretbar. Es muss ein alternatives P2P-System gefunden werden, welches
für den hybriden Austausch von Providerinformationen geeignet ist.
5.6.1. Hybrides Peer-to-Peer-Netzwerk
Beim Einsatz in dem beschriebenen Anwendungsszenario (Kap. 3) zeigen pure P2P-
Systeme einen weiteren Nachteil  sie unterstellen die Gleichartigkeit aller Knoten.
Handelt es sich bei ihnen tatsächlich um Geräte mit ähnlichen Ressourcen und
Voraussetzungen, so ist diese Gleichbehandlung unproblematisch. Im vorliegenden
Szenario besteht jedoch eine große Heterogenität in der Art der Geräte und ih-
rer Nutzung bzw. Verfügbarkeit  Dauerbetrieb vs. kurzzeitiger, bedarfsabhängiger
Betrieb. Ignoriert man diese Tatsache, kann es zur Beeinträchtigung des Systems
führen [Dar05], weil die leistungsschwachen, kurzzeitig verfügbaren Geräte nicht in
der Lage sind, ihren Anteil zur Aufrechterhaltung des Systems beizutragen. Die
übrigen Geräte müssen aufgrund der Fluktuation der unzuverlässigen Geräte einen
erhöhten Wartungsaufwand betreiben, um die Konsistenz des Netzwerkes und des
globalen Zustandes wiederherzustellen. So genannte hybride P2P-Systeme stellen
viel versprechende Kombinationen unterschiedlicher P2P-Ansätze dar. Einzelne Ver-
treter dieser Systeme berücksichtigen die Heterogenität der beteiligten Knoten, oder
tragen der physischen Topologie Rechnung, um z.B. eine Reduzierung des Kommu-
nikationsaufwandes zu erreichen.
Aufgrund der Vielfalt existierender Systeme und ihrer unterschiedlichen Einsatz-
gebiete wird nachfolgend auf eine Betrachtung einzelner Ansätze verzichtet. Statt
dessen werden die Kriterien für die Auswahl eines solchen Systems diskutiert und
schrittweise kombiniert, sodass ein geeignetes hybrides P2P-System entsteht.
Ein ideales hybrides P2P-System für den Context Service sollte die heterogene
Leistungsfähigkeit und Verfügbarkeit der Peers berücksichtigen. Leistungsschwache,
kurzzeitig verfügbare Peers sollten weitgehend vom Betrieb des Systems befreit wer-
den, und statt dessen vorwiegend als Clients betrieben werden. Das bedeutet, dass
die Knoten des Netzes in zwei Klassen unterteilt werden. Diejenigen Peers, welche
die Rolle eines Clients einnehmen werden nachfolgend Edge Peers genannt, wogegen
ein Super Peer die Rolle eines Servers übernimmt.
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Abbildung 5.15.: Korrelation der Topologien zwischen (I) physischem, (II) Super-
Peer- und (III) Überlagerungsnetzwerk (angelehnt an [WGR05])
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Abbildung 5.15 auf der vorherigen Seite zeigt den möglichen Aufbau eines solchen
hybriden P2P-Netzwerkes. Schicht I zeigt die Topologie des physischen Netzwerkes
über das alle Peers miteinander kommunizieren. In dieser Darstellung wird kein
optischer Unterschied zwischen drahtlosen und -gebundenen Verbindungen, sowie
leistungsstarken und -schwachen Peers gemacht. Schicht II zeigt das physische Netz-
werk der Super Peers, welche den Edge Peers den Zugang zum Netzwerk zur Ver-
fügung stellen und das Netzwerk aufrecht erhalten. Für die Organisation der Super
Peers wird ein Überlagerungsnetzwerk  Schicht III  auf Basis eines strukturierten∗
P2P-Netzwerkes eingesetzt.
Es wird eine strikte Trennung der Rollen von Edge Peers und Super Peers dahinge-
hend vorgenommen, dass erstere Clients und letztere Server des verteilten Kontext-
dienstes sind. Ein Peer kann und muss ggf. seine Rolle wechseln. Jedem Super Peer
aus Schicht II ist eine Teilmenge der Edge Peers aus Schicht I zugeordnet, welche
nach dem Betritt zum Netz ausschließlich mit diesem Super Peer kommuniziert. Ne-
ben der Kommunikation mit seinen Edge Peers tauscht jeder Super Peer auch noch
Informationen mit den übrigen Super Peers aus. Für das hybride P2P-Netzwerk
werden folglich zwei Protokolle benötigt. Das Edge-Peer-Protokoll P2PEdge wird
zwischen Schicht I und II eingesetzt, während das Super-Peer-Protokoll P2PSuper
innerhalb von Schicht II eingesetzt wird, und dabei die Struktur von Schicht III
realisiert.
Abbildung 5.16.: Protokollstapel eines Edge Peers und zweier Super Peers (ange-
lehnt an [Zim80])
Bezogen auf das ISO/OSI-Referenzmodell [Zim80] bilden die beiden Protokolle
zusammen mit dem Context Service die anwendungsnahen Schichten V bis VII. Je-
der Super Peer stellt ein Application Level Gateway zwischen seinem Teilnetz der
Edge Peers und dem Netz der Super Peers dar. Aufgrund der dazu notwendigen
∗Die Ringstruktur ist nur exemplarisch verwendet, weil sie eine einfachere Darstellung erlaubt.
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Protokollumsetzung muss er beide Protokolle unterstützen und entsprechend zwei
Protokollstapel besitzen (Abb. 5.16 auf der vorherigen Seite). Die unteren Schichten
I bis IV sind an dieser Stelle von nachrangiger Bedeutung. Es sei jedoch bemerkt,
dass bei einem Super Peer die Protokolle P2PEdge und P2PSuper nicht notwen-
digerweise gemeinsam die gleiche Implementierung der Schicht IV nutzen müssen
(Abb. 5.16, Mitte), sondern auch unterschiedliche Protokollstapel vorhanden sein
können (Abb. 5.16, rechts).
5.6.2. Netzwerkverwaltung
Bevor Providerbeschreibungen oder Kontextinformationen ausgetauscht werden kön-
nen, ist der Aufbau der Netzwerkschichten entsprechend Abbildung 5.15 auf Sei-
te 131 sicher zu stellen, d. h. es ist eine Steuerung erforderlich, welche die Rolle 
Edge Peer oder Super Peer  eines Peers kontrolliert. Sie muss dafür sorgen, dass
in jedem Teilnetz ein Super Peer existiert, indem einer der Peers bedarfsabhängig
die Rolle des Super Peers übernimmt. Damit diese Umschaltung in jeder Situation
möglich ist, muss jede Context Service Instanz über eine Implementierung beider
Protokolle  P2PEdge und P2PSuper  verfügen.
Abbildung 5.17 auf der nächsten Seite zeigt die möglichen Zustände und Zustands-
übergänge im Lebenszyklus eines Peers. Kurz nach seiner Inbetriebnahme beﬁndet
sich jeder Peer in einem Initialisierungszustand in dem er nur eingeschränkt benutz-
bar ist, d. h. der Context Service bedient nur lokale Consumer mit lokalen Providern.
In diesem Zustand beginnt der Peer mit der Suche nach einem Super Peer in seinem
lokalen Netz. Ist diese Suche erfolgreich, so meldet er sich bei dem Super Peer an,
und geht anschließend in den Edge-Peer-Betrieb über, in welchem der Context Ser-
vice und P2PEdge aktiv ist. Wird der Anmeldeversuch vom Super Peer abgelehnt,
wird die Suche fortgesetzt. Nach Ablauf einer Suchdauer, geht der Peer in den Super-
Peer-Betrieb über, weil davon auszugehen ist, dass in seinem Teilnetz noch keine
anderen Peers  speziell Super Peers  vorhanden sind, oder vorhandene Super Peers
bereits ausgelastet sind. Im Super-Peer-Betrieb wird die Suche nach Super Peers auf
globaler Ebene fortgesetzt, um das Netz der Super Peers aufzubauen. Wurde ein Su-
per Peer gefunden, sowie die Kopplung mit diesem erfolgreich durchgeführt, kann
P2PSuper aktiviert werden. Durch den Kopplungsmechanismus ist ein induktiver
Aufbau des Super-Peer-Netzwerkes gewährleistet. Das Super-Peer-Protokoll wird
erst deaktiviert, wenn der Peer keinen Kontakt mehr zu einem anderen Super Peer
hat. Die Initialisierung beginnt erneut.
Zur Suche der Super Peers im lokalen und globalen Maßstab kann auf eine Viel-
zahl  z. T. erprobter  Ansätze zurückgegriﬀen werden, welche für die Suche von
Knoten existieren. Das Protokoll zur Suche des Super Peers muss auch die Hetero-
genität der Peers berücksichtigen. Wird ein leistungsschwacher oder mobiler Peer
zum Super Peer, weil er keinen Super Peer gefunden hat, so muss beim Beitritt
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Abbildung 5.17.: Übergänge zwischen Edge- und Super-Peer-Betrieb, inkl. Aktivie-
rung und Deaktivierung des Edge- bzw. Super-Peer-Protokolls
nachfolgender Peers zum Netzwerk ggf. die Rolle des Super Peers zu einem dieser
leistungsfähigeren und stationären Peers wechseln. In lokalen Netzwerken mit be-
sonders vielen Edge Peers ist der Einsatz mehrerer Super Peers wünschenswert, um
die Skalierbarkeit und Verfügbarkeit des Netzwerkes  und somit des Kontextdiens-
tes  zu gewährleisten. Für diese Probleme sind einerseits Aushandlungsprotokolle
und andererseits Lastverteilungprotokolle entwickelt worden, welche, ebenso wie die
Suchverfahren, im Rahmen dieser Arbeit nicht näher untersucht werden.
5.6.3. Edge-Peer-Betrieb
Weil die Rollenverteilung zwischen den Edge Peers eines Teilnetzes und ihrem Super
Peer derjenigen zwischen Clients und Server aus der zentralen Verwaltung (Kap. 5.5)
entspricht, können die bereits deﬁnierten Mechanismen mit ihren Nachrichten weit-
gehend wiederverwendet werden (Kap. 5.5.4 und 5.5.5). Die Providernachrichten für
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den hybriden Austausch von Beschreibungen und die Zugriﬀsnachrichten können
unverändert eingesetzt werden. Lediglich das Protokoll zum Austausch der Erreich-
barkeitsnachrichten ist ggf. an das veränderte Protokoll zur lokalen Suche von Super
Peers anzupassen.
5.6.4. Super-Peer-Betrieb
Als Super Peers sollen möglichst leistungstarke, stationäre Knoten ausgewählt wer-
den, die mehr Arbeit beim Betrieb des Netzwerkes übernehmen können und zuverläs-
siger sind. Weil ein Super Peer für die Edge Peers seines Teilnetzes als Server fungiert,
speichert er alle Beschreibungen ihrer Provider. Setzt man den hybriden Austausch
dieser Beschreibungen ebenfalls zwischen den Super Peers ein, so hat dies eine Ver-
vielfachung des Aktualisierungsaufwandes zur Folge, weil alle UPDPRO-Nachrichten
der Edge Peers von ihrem jeweiligen Super Peer an die übrigen s − 1 Super Peers
verteilt werden müssen. Somit reduziert sich zwar der Aktualisierungsaufwand im
Vergleich zur proaktiven Verteilung um den Quotienten e∗ weil nur noch s Super
Peers aktualisiert werden müssen. Jedoch wächst der Aktualisierungsaufwand im
Vergleich zum hybriden Austausch um den Faktor s der zu benachrichtigenden Su-
per Peers. Folglich ist die Verteilung der Beschreibungen auf alle Super Peers keine
adäquate Lösung.
Um die Beschreibungen geeigneter Provider im Bedarfsfall ﬁnden zu können, müs-
sen zuerst diejenigen Super Peers gefunden werden, welche die Edge Peers der Provi-
der verwalten. Weil jedoch der Super Peer der eine Anfrage eines Edge Peers bedient,
a priori nicht weiß, welche weiteren Super Peers die gesuchten Providerbeschreibun-
gen gespeichert haben, scheint das Durchsuchen der Menge aller s− 1 Super Peers
unvermeidbar. Somit liegt der Anfrageaufwand mit rund s Providernachrichten we-
sentlich höher als der des hybriden Austauschs.
Anstatt ein unstrukturiertes Netzwerk von Super Peers zu betreiben, welches inef-
ﬁzient aktualisiert und durchsucht werden muss, bietet sich der Einsatz eines struktu-
rierten P2P-Überlagerungsnetzwerkes an in dem eine deterministische Suche möglich
ist. Derartige Systeme sind unter den Namen DHT, Decentralized Object Location
and Routing (DOLR) oder Group Anycast and Multicast (CAST) bekannt [DZD+03].
Ihnen allen ist gemein, dass die Vermittlung der ausgetauschten Nachrichten anhand
spezieller Schlüssel erfolgt. Bei diesem Ansatz  Key-Based Routing (KBR) genannt
 wird jeder Nachricht ein Schlüssel aus einem klar begrenzten numerischen Schlüs-
selraum zugeordnet [WGR05]. Jeder Peer erhält ebenfalls einen Schlüssel und einen
Teil des Schlüsselraums, welchen er fortan verwaltet. Der Schlüsselraum ist meist
ein eindimensionaler, algebraischer Ring (Chord [SMK+01], Pastry [RD01]), seltener
ein n-dimensionaler Torus (Content-Addressable Network (CAN) [RFH+01]). Zur
∗n = |N|  Anzahl aller Peers bzw. Knoten N; s = |S|  Anzahl der Super Peers S; e = n/s 
durchschnittliche Anzahl der Edge Peers pro Super Peer
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Vermittlung der Nachrichten verfügt jeder Peer über Routingtabellen, welche den
Schlüsselraum eﬃzient strukturieren  meist exponentiell. Die einzelnen Teile dieser
Tabellen enthalten Einträge mit bekannten Peers in den zugehörigen Unterräumen
des Schlüsselraumes. Mit dieser Strukturierung erreichen viele Vertreter der struk-
turierten P2P-Systeme einen Kommunikationsaufwand der Komplexität O(log n)
für die Übertragung einer Nachricht zu einem konkreten Peer dessen Adresse dem
sendenden Peer a priori nicht bekannt ist. Für die erfolgreiche Vermittlung von
Nachrichten muss jeder Peer nur einen Bruchteil der übrigen Peers kennen  seine
Routingtabellen haben ebenfalls eine Komplexität von O(log n) Einträgen.
Providersuche und Ereignisbehandlung
Für die Verwaltung der Provider wird eine dezentrale, verteilte Verwaltungstruk-
tur geschaﬀen  der Distributed Provider Index (DPI). Ähnlich einer DHT bietet
er lokalen Anwendungen  hier: der Instanz des Context Service  eine Menge von
Dienstprimitiven an, welche auf Basis von KBR realisiert werden. Dieses Konzept
geht auf einen Vorschlag zur Generalisierung strukturierter P2P-Netzwerke zurück
[DZD+03]. Bevor jedoch die Dienstprimitive des DPI ausführlicher vorgestellt wer-
den, soll in diesem Abschnitt auf die Anwendungsfälle eingegangen werden, welche
der DPI unterstützen muss. Besondere Aufmerksamkeit wird auf die Zusammenhän-
ge der Informationen des DPI gelegt.
Abbildung 5.18.: Realisierung des Super-Peer-Protokolls durch den DPI auf Basis
von KBR
Stellt ein Edge Peer eine Suchanfrage mittels einer REQPRO- oder SUBPRO-
Nachricht, so greift sein Super Peer auf die lokal gespeicherten Providerbeschrei-
bungen der Provider seiner Edge Peers zu. Zusätzlich sucht er mit den Primitiven
reqProviders und subProviders auch im DPI nach geeigneten Providern. Diese
Suche wird anhand der benötigten Kontextinformationen des Consumers, d. h. an-
hand der Consumed Patterns, durchgeführt. Folglich muss der Super Peer lokal und
der DPI auf verteilter Ebene eine Abbildung der Menge von Context Pattern auf
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die Menge von Providern vornehmen können (Gl. 5.14).
fCP−PRO : CP 7→ PRO (5.14)
Neben reqProviders und subProviders dienen die Primitive unsubProviders und
notifyProviders zur Steuerung des Zugriﬀs auf die Informationen des DPI.
Weil der DPI den globalen Zustand widerspiegelt, müssen jegliche Ereignisse die
zur Veränderung der Verfügbarkeit von Providern führen an den DPI signalisiert
werden. Wenn (a) ein Provider gestartet wird, (b) ein Edge Peer oder (c) sogar
ein Super Peer dem Netzwerk beitritt, so müssen die Provider und Peers im DPI
registriert werden. Analog müssen Provider und Peers aus dem DPI entfernt werden,
wenn (d) ein Provider gestoppt wird, (e) ein Edge Peer oder (f) ein Super Peer
ausfällt. Ist vorhersehbar oder geplant, dass ein Provider gestoppt wird oder ein
Peer das Netzwerk verlässt, dann kann der betroﬀene Provider oder Peer selbst die
Informationen für die Aktualisierung des DPI liefern. Fällt ein Provider oder Peer
jedoch unvorhergesehen aus, so müssen die verbliebenen Peers über Informationen
verfügen, welche zu einer entsprechenden Aktualisierung des DPI genutzt werden
können. Weil die Behandlung unvorhersehbarer Ausfälle auch auf vorhersehbare
Ereignisse anwendbar ist, werden letztere nicht näher betrachtet.
Signalisiert ein Edge Peer seinem Super Peer einen neuen Provider, so registriert
dieser ihn im DPI mit dem Primitiv addProvider(). Analog wird der Beitritt eines
Edge Peers mit addEdgePeer(), sowie eines Super Peers mit addSuperPeer() im
DPI vermerkt. Während dieser Operationen müssen die Informationen im DPI ab-
gelegt werden, welche einerseits die synchrone und asynchrone Suche von Providern
erlauben, und andererseits das Entfernen von Providern und Peers gestatten, falls
diese nicht mehr verfügbar sind. Die bestehenden Abhängigkeiten und daraus entste-
hende Abbildungen werden bei der Betrachtung der weiteren Ereignisse aufgezeigt.
Sie sind die Grundlage für die Funktionsparameter und -ergebnisse des DPI-API,
welches im folgenden Kapitel vorgestellt wird.
Als Reaktion auf den Ausfall eines Providers muss ihn sein Edge Peer aus sei-
nen lokalen Verwaltungsstrukturen entfernen und den Ausfall an seinen Super Peer
signalisieren. Dieser muss ebenfalls seine lokalen Verwaltungsstrukturen bereinigen
und die Entfernung des Providers aus dem DPI veranlassen. Weil Provider von den
Edge Peers, den Super Peers und dem DPI anhand ihrer Provided Pattern verwal-
tet werden, sind  zusätzlich zum Bezeichner des betroﬀenen Providers  weitere
Informationen erforderlich. Mit ihnen muss die Feststellung der Provided Pattern
des Providers möglich sein, anhand welcher der Provider registriert ist. Im Rahmen
der Analyse infolge des Starts eines Providers speichert deshalb jeder Edge Peer die
vollständige Beschreibung des Providers, sodass nachfolgend alle Informationen 
inkl. der Provided Pattern  über den Provider auch ohne dessen Zutun dem Edge
Peer zur Verfügung stehen. Dementsprechend verfügt jeder Edge Peer über die not-
wendigen Informationen um den Ausfall eines Providers zu behandeln. Er nimmt
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dabei in Umkehrung von Gleichung 5.14 die Abbildung der Menge der Provider auf
die Menge der Context Pattern vor (Gl. 5.15).
fPRO−CP : PRO 7→ CP (5.15)
Die UPDPRO-Nachricht zur Signalisierung an den Super Peer enthält nur den Be-
zeichner des Providers, weil der Super Peer bereits  bei der Signalisierung des Starts
des Providers  die vollständige Beschreibung des Providers erhalten hat, sodass der
Super Peer die Abbildung (Gl. 5.15) selbst durchführen kann. Um den Provider aus
dem DPI zu entfernen, nutzt der Super Peer dessen Primitiv remProvider(), welche
die Assoziationen der einzelnen Provided Pattern P ∈ Pi zu ihrem Provider PROi
aufhebt.
Fällt ein Edge Peer Ei aus, so muss dessen Super Peer seine lokalen Verwaltungs-
strukturen und den DPI aktualisieren. Aufgrund der Verwaltung von Providern
anhand ihrer Provided Pattern muss der Super Peer die Menge der Edge Peers E
auf die Menge der Context Pattern CP abbilden. Diese Abbildung erfolgt zweistu-
ﬁg. Zuerst stellt der Super Peer die Menge der Provider PROEi des ausgefallenen
Edge Peers Ei fest, um anschließend mit Gl. 5.15 alle Provided Pattern PEi dieser
Provider zu ermitteln.
fE−PRO : E 7→ PRO
fE−CP : E 7→ PRO 7→ CP
fE−CP = fE−PRO ◦ fPRO−CP
(5.16)
Mit diesen Informationen kann der Super Peer das Primitiv remEdgePeer() des DPI
nutzen.
Der Ausfall eines Super Peers Si wird von den übrigen Super Peers im Rahmen der
Verwaltung des Super Peer Netzwerkes erkannt. Wie zuvor bei der Behandlung des
Ausfalls eines Providers und eines Edge Peers ist eine Abbildung auf die Provided
Pattern im DPI notwendig. Um diese Abbildung analog zur zweistuﬁgen Abbildung
fE−PRO durchführen zu können, müssen die Informationen, welche für fE−PRO und
fPRO−CP auf Si gespeichert waren im DPI verfügbar sein. Weil jeder Super Peer
Teil des DPI ist, ist es hinsichtlich des Gesamtdatenvolumens des DPI unerheblich,
ob ein Super Peer die Informationen für fE−PRO und fPRO−CP lokal oder auf einem
anderen Super Peer speichert. Wird dieser Ansatz verfolgt, so gehen beim Ausfall
eines Super Peers mit hoher Wahrscheinlichkeit nicht die Informationen über dessen
Edge Peers und deren Provider verloren, sondern die Informationen über die Edge
Peers und Provider anderer Super Peers, welche noch Teil des intakten DPI sind. In
vielen DHTs wird die dynamische Verfügbarkeit der Peers dadurch behandelt, dass
jeder Peer in regelmäßigen Abständen die von ihm in der DHT abgelegten Inhalte
erneut darin speichert. Auch auf den DPI ist dieses Vorgehen anwendbar.
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Damit die verbliebenen Super Peers die Verwaltungsinformationen von Si aus
dem DPI entfernen können, müssen in ihm zusätzliche Informationen abgelegt sein,
welche die Abbildung fS−E gestatten. Sind diese Informationen vorhanden, steht
einer dreistuﬁgen Ermittlung der Edge Peers, Provider und Provided Pattern von
Si nichts im Wege (Gl. 5.17).
fS−E : S 7→ E
fS−CP : S 7→ E 7→ CP
fS−CP = fS−E ◦ fE−CP
= fS−E ◦ fE−PRO ◦ fPRO−CP
(5.17)
Zuerst stellt der DPI die Menge der Edge Peers die Menge ESi des ausgefallenen Su-
per Peers Si fest, dann die Provider PROSi der Edge Peers ESi fest, um anschließend
mit Gl. 5.15 alle Provided Pattern PSi dieser Provider zu ermitteln. Das Primitiv
remSuperPeer() benötigt diese Informationen zur Beseitigung der Provider von Si.
Die Bereinigung des DPI wird durch einen der benachbarten Super Peers ausgelöst
die Si im Rahmen der Netzwerkverwaltung überwachen. Zur Koordination der be-
obachtenden Super Peers kann ein Protokoll verwendet werden, wie es zum selben
Zweck in DHT-Implementierungen zum Einsatz kommt (z. B. bei [SMK+01]).
DPI-Primitive und Nachrichtenaustausch
Der DPI ist der Dienst des Super-Peer-Protokolls. Nach der Betrachtung der An-
wendungsfälle des DPI sollen nun dessen Primitive, inklusive ihrer Parameter bzw.
Ergebnisse und der Verwendung vorgestellt werden. Weil der DPI unter Verwen-
dung von KBR deﬁniert ist, sollen zuerst die genutzten Funktionen des API dieses
Dienstes erläutert werden [DZD+03].
KBR-Datentypen UmKBR zu verwenden, sind nur wenige Datentypen notwendig.
Dazu gehört der Schlüssel  Key. Er besteht aus einer Zeichenkette von 160 bit Länge.
Ein NodeHandle repräsentiert einen Peer und besteht aus dessen Transportadresse∗
und seinem Peer-Bezeichner der vom Typ Key ist. Eine Nachricht  Msg  kann eine
beliebige Menge von Daten enthalten.
KBR-Funktionen Um den DPI zu realisieren, werden folgende Funktionen des
KBR verwendet:
• void route(Key k, Msg m, NodeHandle hint) kann vom DPI aufgerufen
werden, um eine Nachricht m an denjenigen Peer zu übertragen, der für den
∗Eine Adresse des Netzwerkes, welches dem Überlagerungsnetz zugrunde liegt  z. B. IP-Adresse
und Port.
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Schlüssel k zuständig ist, d. h. k liegt in dem Teil des Schlüsselraums den dieser
Peer verwaltet. Der Parameter hint ist optional, und wird verwendet, wenn
die Adresse des empfangende Peers bereits bekannt ist.
• void deliver(Key k, Msg m) wird vom KBR auf dem DPI aufgerufen, um
die Nachricht m an ihn auszuliefern.
Mit diesen Funktionen und ihren Parametern kann die Kommunikation zwischen
den Super Peers realisiert werden.
DPI-Datentypen Bei der Verwendung des DPI-API werden folgende Datentypen
benötigt:
• ContextPattern repräsentiert ein einzelnes Context Pattern  provided oder
consumed
• ProviderId identiﬁziert einen Provider und besteht aus
 einem Namen und
 einer optionalen HostId des Edge Peers
• HostId bezeichnet einen Edge oder Super Peer und besteht aus:
 der Transportadresse des Peers und
 dem optionalen Schlüssel bzw. Key, falls es sich um eine Super Peer
handelt
• ProviderInfo enthält die vollständige Beschreibung eines Providers mit:
 seinen Provided und ggf. Consumed ContextPattern, sowie
 seinem ProviderId
• EdgePeerInfo repräsentiert einen Edge Peer mit:
 seiner HostId und
 den ProviderInfo seiner Provider
Ausdrücke in geschweiften Klammern stellen beliebig mächtige Mengen von Informa-
tionen desselben Typs dar. Mit runden Klammern und Kommata werden n-Tupel
repräsentiert. Das API bietet folgende Funktionen, welche von der lokalen Instanz
des Context Service zum Zugriﬀ auf die Informationen des DPI genutzt werden
können.
Die folgenden vier Funktionen reqProviders, subProviders, notifyProviders
und unsubProviders werden von den Kontextdienstinstanzen der Super Peers beim
140
5.6. Dezentrale Providerverwaltung
synchronen und asynchronen Zugriﬀ auf Providerbeschreibungen aufgerufen. Sie al-
le nutzen die Abbildung fCP−PRO (Gl. 5.14). Alle weiteren Funktionen dienen der
Aktualisierung des globalen Zustandes, der die Providerbeschreibungen enthält und
werden von dem Peer aufgerufen, welcher die Änderung feststellt die die Aktualisie-
rung erforderlich macht (z. B. Provider ausgefallen).
{ProviderInfo} reqProviders(ContextPattern cp) Suche nach Providern die
konkrete Kontextinformationen liefern können : Die Anfrage wird zu dem Super
Peer weitergeleitet, der die Provider verwaltet, die die per ContextPattern spezi-
ﬁzierten Kontextinformationen liefern können. Der Super Peer antwortet mit den
vollständigen Beschreibungen aller geeigneten Provider. Sie werden an den Context
Service ausgeliefert.
Die Nachricht zur Übertragung der Anfrage besteht aus dem Schlüsselwort RE-
QPRO, cp das den benötigten Kontext beschreibt und dem NodeHandle S des
sendenden Super Peers. Außerdem wird ein Schlüssel k bestimmt, indem die Hash-
Funktion SHA-1 [oSN02] auf cp angewendet wird. Die Nachricht wird durch den
KBR-Aufruf route(k, (REQPRO, cp, S), NULL) an den Super Peer übertragen, in
dessen Teil des Schlüsselraums k liegt. Für die Antwort erzeugt dieser eine Nachricht
mit dem Schlüsselwort RESPPRO und den ProviderInfo pro aller geeigneten Pro-
vider. Diese Nachricht wird mit route(NULL, (RESPPRO, {pro}), S) zurück an S
übertragen.
{ProviderInfo} subProviders(ContextPattern cp) Startet Abonnement von
Providern die konkrete Kontextinformationen liefern können : Die Anfrage wird wie
bei reqProviders() vermittelt, jedoch vom empfangenden Super Peer abweichend
verarbeitet. Dieser registriert den anfragenden Super Peer und das ContextPattern
zur Überwachung von Providern, sodass nachfolgende Änderungen der verwalte-
ten Provider, welche das ContextPattern bedienen können, an den anfragenden Su-
per Peer weiter geleitet werden können. Abschließend wird ein initialer Aufruf von
notifyProviders durchgeführt (siehe nächste Funktion).
Die Nachricht zum Start eines Abonnements ähnelt der von reqProviders, und
wird mittels route(k, (SUBPRO, cp), NULL) an den zuständigen Super Peer über-
tragen.
void notifyProviders({ProviderInfo pro}, {ProviderId pid}) Signalisiert
die Verfügbarkeit von Providern, welche konkrete Kontextinformationen liefern kön-
nen : Eine Nachricht mit Beschreibungen der neu verfügbaren Provider, sowie den
Bezeichnern der nicht mehr verfügbaren Provider wird an den Super Peer gesendet
der ein Abonnement gestartet hat. Dort werden die Informationen an den Context
Service weitergeleitet.
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Im Gegensatz zu reqProviders enthalten die Nachrichten die als Reaktion auf
subProviders versendet werden nicht nur die pro der verfügbaren, sondern auch
die pid der nicht mehr verfügbaren Provider. Außerdem enthalten sie noch den
NodeHandle R des benachrichtigenden Super Peers. Diese Informationen werden per
route(NULL, (UPDPRO, {pro}, {pid}, R), S) an den Super Peer gesendet der
die Benachrichtigungen abonniert hat.
void unsubProviders(ContextPattern cp) Ende des Abonnements von Provi-
dern, welche konkrete Kontextinformationen liefern können : Nach der Weiterleitung
der Anfrage zu dem Super Peer, welcher die Provider des ContextPattern verwaltet,
entfernt dieser die Registrierungsinformationen des Abonnements und stoppt damit
die Benachrichtigungen über neue oder ausgefallene Provider.
Die Nachricht zum Beenden eines Abonnements ähnelt der zum Start desselben
 route(NULL, (UNSUBPRO, cp), R). Neben dem abweichend deﬁnierten Schlüssel-
wort wird statt des Schlüssels der NodeHandle R verwendet. Weil es sich dabei um
dasselbe R handelt, welches bei notifyProviders stets übermittelt wird, ist das Ziel
der Übertragung bereits bekannt.
void addProvider(ProviderInfo pro) Registrierung eines Providers : Bei der
Registrierung eines neuen Providers im DPI müssen die Informationen abgelegt
werden, welche das Auﬃnden des Providers im Rahmen von reqProviders und
subProviders erlauben (Gl. 5.14). Sie müssen weiterhin das Entfernen des Providers
bei dessen Ausfall gestatten (Gl. 5.15). Deshalb wird aus pro einerseits die Menge der
Provided Pattern P, und andererseits die HostId hid isoliert. Diese Informationen
werden benutzt, um den Provider unter jedem seiner Provided Pattern und seinem
Edge Peer zu registrieren, sowie seine Providerbeschreibung abzuspeichern.
Um die Zugehörigkeit des Providers zu seinem Edge Peer im DPI zu speichern,
wird mittels der Hash-Funktion über hid der Schlüssel k ermittelt. Dieser ermöglicht
den Aufruf route(k, (ADDPRO2EDGE, pro), NULL). Der empfangende Super Peer
extrahiert hid aus pro, und speichert pro in der Menge der Provider des Edge Peers
hid ab.
Für jedes Context Pattern cp aus P wird ebenfalls per Hash-Funktion ein Schlüssel
k bestimmt, und der Aufruf route(k, (ADDPRO, cp, pro), NULL) durchgeführt.
Der zuständige Super Peer speichert pro unter cp ab, sodass der Provider im Rah-
men von reqProviders, subProviders und unsubProviders auﬃndbar ist.
Zur Speicherung der Providerbeschreibung wird ein Schlüssel k durch Anwendung
der Hash-Funktion auf pid ermittelt, und anschließend route(k, (ADDPROINFO,
pro), NULL) aufgerufen. Der empfangende Super Peer speichert pro unter pid ab.
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void remProvider(ProviderId pid) De-Registrierung eines ausgefallenen Provi-
ders : Fällt ein Provider aus, so müssen dessen Spuren aus dem DPI beseitigt werden.
Dazu wird die Providerbeschreibung pro ermittelt  und gleichzeitig aus dem DPI
gelöscht. Mit ihr können die übrigen Informationen gelöscht werden, d. h. die Regis-
trierungen des Providers unter seinen Provided Pattern (Gl. 5.15) und seinem Edge
Peer.
Zuerst wird aus pid mit Hilfe der Hash-Funktion der Schlüssel k bestimmt, um
route(k, (REMPROINFO, pid, S), NULL) aufrufen zu können. Der empfangende
Super Peer löst die zu pid gehörige Providerbeschreibung, sendet sie jedoch an den
aufrufenden Super Peer S mittels route(NULL, (PROINFO, pro), S).
Danach wird für jedes Provided Pattern cp des ausgefallenen Providers der Schlüs-
sel k bestimmt, und route(k, (REMPRO, cp, pro), NULL) aufgerufen werden. Der
empfangende Super Peer löscht die Assoziation von cp zu pro aus seinem Datenbe-
stand.
Parallel dazu wird aus pro die hid des Edge Peers isoliert und deren Schlüssel k
bestimmt. Der Aufruf von route(k, (REMPRO2EDGE, pro), NULL) führt auf dem
zuständigen Super Peer dazu, dass die Assoziation des Edge Peers zum ausgefallenen
Provider gelöscht wird.
void addEdgePeer(EdgePeerInfo edg) Registrieren eines neuen Edge Peers :
Tritt einem Super Peer ein neuer Edge Peer bei, so ruft der Super Peer diese Funktion
auf, um den Edge Peer im DPI zu registrieren. Im Gegensatz zu Providern ist die
Suche nach Edge Peers nicht notwendig, um auf Kontextinformationen zuzugreifen.
Der DPI benötigt folglich nur Informationen die das Bereinigen des DPI ermöglichen.
Durch Aufruf von addProvider mit jeder Providerbeschreibung in edg können die
Assoziation eines Edge Peer zu seinen Providern im DPI registriert werden. Dadurch
wird fE−PRO (Gl. 5.16) ermöglicht. Darüber hinaus muss für fS−E (Gl. 5.17) die
Assoziation des Super Peers zu einem neuen Edge Peer aufgebaut werden.
Bisher wurde eine Assoziation von einem übergeordneten Objekt (z. B. Edge Peer)
zu einem untergeordneten Objekt (z. B. Provider) dadurch repräsentiert, dass im
DPI unter dem Bezeichner des übergeordneten Objektes die Beschreibung des unter-
geordneten Objektes abgespeichert wurde. Zur Übertragung der zugehörigen Nach-
richt wurde aus dem Bezeichner des übergeordneten Objektes (z. B. dem hid des
Edge Peers) ein Schlüssel k berechnet. Wendet man dieses Vorgehen auf die Assozia-
tion zwischen Super Peer und Edge Peer an, so stellt man fest, dass die Ermittlung
von k unnötig ist∗, und folglich der Super Peer die Nachricht an sich selbst senden
würde.
Weil die herkömmliche Speicherung der Assoziation des Super Peers zu dem neu-
en Edge Peer im DPI dazu führt, dass diese Informationen auf dem betroﬀenen
∗k ist bereits Teil der HostId des Super Peers, welche die Form eines NodeHandle hat.
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Super Peer selbst gespeichert werden, sind diese Informationen beim Ausfall des
Super Peers ebenfalls nicht verfügbar. Eine Bereinigung des DPI ist nicht möglich
weil durch die fehlenden Informationen die Abbildung fS−E nicht möglich ist, und
somit weder die Edge Peers des Super Peers noch deren Provider festgestellt werden
können (Gl. 5.17). Deshalb wird die Registrierung durch Verteilung der Informatio-
nen an die benachbarten Super Peers vorgenommen. Sie sind es auch, welche den
Ausfall des Super Peers erkennen können, und die Informationen über dessen Edge
Peers benötigen. Folglich führt der Super Peer mehrere Aufrufe von route(NULL,
(ADDEDGE2SUPER, hid, S), N) durch, wobei hid die HostId des Edge Peers ist,
und N jeweils den Wert des NodeHandle eines Nachbarn des Super Peers annimmt.
Jeder Nachbar speichert lokal die Assoziation zwischen dem NodeHandle S des Super
Peer und der HostId hid des Edge Peers ab.
Abschließend wird die Funktion addProvider für jede Providerbeschreibung aus
edg aufgerufen, welche die Registrierung der ebenfalls neuen Provider zur Folge hat.
void remEdgePeer(HostId hid) Entfernen eines Edge Peers : Zur Bereinigung
des DPI infolge des Ausfalls eines Edge Peers, muss festgestellt werden, welche Pro-
vider zu dem betroﬀenen Peer gehören. Diese müssen ebenso aus dem DPI entfernt
werden wie die Assoziation des Edge Peers zu seinem Super Peer.
Mit der Hash-Funktion kann aus hid der Schlüssel k berechnet werden, der für
den Aufruf von route(k, (REMEDGEINFO, hid, S), NULL) benutzt wird. Der zu-
ständige Super Peer entfernt den mit hid bezeichneten Edge Peer aus den Verwal-
tungsstrukturen und übermittelt die Beschreibungen der Provider des Edge Peers
mittels route(NULL, ({pro}), S) zurück an den Super Peer.
Der Super Peer extrahiert aus jeder Providerbeschreibung die ProviderId pid
und ruft jeweils remProvider(pid) damit auf.
void addSuperPeer() Registrieren eines Super Peers : Die Registrierung nimmt
jeder Super Peer beim Beitritt zum Super-Peer-Netzwerk selbst vor. Hat er zu die-
sem Zeitpunkt bereits Edge Peers, so ruft er mit jeder ihrer EdgePeerInfo edg die
Funktion addEdgePeer(edg) auf. Durch die resultierenden Registrierungen werden
bereits alle erforderlichen Informationen im DPI abgelegt.
void remSuperPeer(HostId hid) Entfernen eines Super Peers : Wie bereits er-
wähnt, kann der Ausfall eines Super Peers hid nur von seinen Nachbarn erkannt
werden. Stellt ein Nachbar den Ausfall fest, so benachrichtigt er die übrigen Nach-
barn und führt die Bereinigung des DPI durch.
Um die gleichzeitige Behandlung des Ausfalls durch alle Nachbarn zu verhindern,
sendet jeder Nachbar an die übrigen, ehemaligen Nachbarn des Super Peers eine ent-
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sprechende Nachricht  route(NULL, (REMSUPERINFO, hid), N). Alle empfangen-
den Super Peers beseitigen lokal die zu hid gehörigen Registrierungsinformationen.
Die Nachricht des ersten Nachbars führt dazu, das alle übrigen Nachbarn lediglich
ihre lokalen Informationen bereinigen. Er selbst ruft remEdgePeer(hid) mit den hid
der Edge Peers des ausgefallenen Super Peers auf, bevor er seine eigenen lokalen
Informationen bereinigt.
Sollte ein Super Peer planvoll das Netzwerk verlassen, so ruft er die Funktion auf
sich selbst auf und veranlasst damit die Bereinigung.
5.6.5. Aufwandsbetrachtungen
Zum Vergleich mit der zentralen Verwaltung soll der Kommunikationsaufwand für
die Aktualisierung des globalen Zustandes und für die Anfrage nach Providerbe-
schreibungen untersucht werden.
Kommunikationsaufwand  gesamt
Fällt ein Provider aus, so benachrichtigt dessen Edge Peer den übergeordneten Super
Peer, welcher den Provider aus dem DPI entfernt. Für den vollständigen Vorgang
sind 2 + (p + 2) × (log s) Übertragungen∗ notwendig (siehe remProvider). Wird
ein Provider verfügbar, ist der Aufwand ähnlich hoch  1 + (p+ 2)× (log s) (siehe
addProvider). Der mittlere Aktualisierungsaufwand des hybriden P2P-Netzwerkes
mUPDp2p = 1+(p+2)× (log s) ist signiﬁkant höher als der des C/S-Netzwerkes mit
hybridem Austausch mUPDhy = 1.
Bei einer Suchanfrage nach einem geeigneten Provider kontaktiert ein Edge Peer
nicht nur seinen Super Peer, sondern letzterer greift auch auf den DPI zu (siehe
reqProviders). Der Anfrageaufwand mREQp2p liegt mit 2+ log s erneut signiﬁkant
über mREQhy = 2.
Betrachtet man den Kommunikationsaufwand der für die Bedienung der Consu-
mer, sowie die Behandlung der Zuständsänderungen der Provider eines Knotens
erforderlich ist, so birgt der dezentrale Ansatz keinen Vorteil. Diese Tatsache wird
auch nicht durch die Ausweitung der Betrachtung auf den Kommunikationsaufwand
im gesamten System beeinﬂusst, weil die Anzahl der Knoten, Quellen und Senken,
welche den Aufwand verursachen, immer konstant bleibt.
Kommunikationsaufwand  pro Server
Der Schritt zu einer dezentralen Lösung wurde jedoch nicht wegen des Kommu-
nikationsaufwandes gemacht, sondern aufgrund der mangelnden Skalierbarkeit des
∗s ist die Anzahl der Super Peers; p ist die Anzahl der Provided Pattern des Providers
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zentralen Servers. Demzufolge ist die Verteilung des gesamten Kommunikationsauf-
wandes auf den einzelnen Server bzw. Super Peer zu untersuchen. Diese Betrachtung
spiegelt auch das Verhältnis zwischen Kontextquellen pro und Kontextsenken con wi-
der. Während der serverbezogene Anfrageaufwand (Gl.5.18) von Ersteren abhängig










Anfrageaufwand pro Server Betrachtet man den Kommunikationsaufwand eines
einzelnen Super Peers, so wird erkennbar wie weit sich die Last gegenüber der eines
zentralen Servers reduziert. Stellen alle 125.000 Kontextsenken des Anwendungssze-
narios∗ eine Suchanfrage an einen zentralen Server, so muss dieser ein Anfrageauf-









Bei der dezentralen Verwaltung verteilt sich der Aufwand auf die Super Peers.
Geht man davon aus, dass ein Super Peer nur einhundert Edge Peers (e = 100)
verwaltet, so entfällt bei gleichzeitiger Anfrage aller Kontextsenken auf jeden der
7.400 Super Peers ein Anfrageaufwand von rund 13 Nachrichten (Gl. 5.21). Somit
ist die Anfragelast um vier Größenordnungen kleiner, als die des zentralen Servers.
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Um von einer Lastreduzierung zu proﬁtieren, sind noch weniger Super Peers er-
forderlich. Bereits beim Einsatz von zwei Super Peers hat jeder Super Peer eine
niedrigere Anfragelast als der zentrale Server zu bewältigen (Gl. 5.22; Abb. 5.19 auf
der nächsten Seite). Erhöht man die Anzahl der Super Peers, sinkt die Last weiter.
In den folgenden Diagrammen (Abb. 5.19, 5.20) ist der Kommunikationsaufwand
des hybriden P2P-Systems in Abhängigkeit von der Anzahl seiner Super Peers dem











2 + ld s
s
2× s− 2 = ld s
s = 1
(5.22)
Aktualisierungsaufwand pro Server Die Schwelle für die Lastreduzierung des Ak-
tualisierungsaufwandes ist höher (Gl. 5.23; Abb. 5.20 auf Seite 149)∗ als die des
Anfrageaufwandes. Erst wenn mindestens 18 Super Peers betrieben werden, muss
jeder dieser Super Peers weniger Last bewältigen, als der zentrale Server.
∗Es wird angenommen, dass jeder Provider zwei Provided Pattern unterstützt (p = 2).
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Abbildung 5.19.: Anfrageaufwand der dezentralen Verwaltung mREQp2p in Abhän-
gigkeit von der Anzahl der Super Peers verglichen mit dem Anfra-
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Ändert sich der Zustand aller 21 Millionen Kontextquellen aus dem bereits skiz-
zierten Beispiel, so entfällt auf jeden der Super Peers eine Last von ca. 150.000
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Nachrichten (Gl. 5.24). Gegenüber der Last des zentralen Servers von 21 Millionen
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Abbildung 5.20.: Aktualisierungsaufwand der dezentralen Verwaltung mUPDp2p in
Abhängigkeit von der Anzahl der Super Peers verglichen mit dem
Aktualisierungsaufwand der zentralen Verwaltung mUPDc/s
Fazit
Die Betrachtungen zeigen, dass die dezentrale Verwaltung zu einer signiﬁkanten
Erhöhung des Nachrichtenaufkommens führt. Wesentlich wichtiger ist die Tatsache,
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dass sie eine weitaus höhere Reduzierung der Last des einzelnen Servers bzw. Super
Peers zur Folge hat. Die Super Peers sind somit in der Lage, die Skalierbarkeit des
Kontextdienstes zu verbessern, welche in erster Linie durch die Leistungsfähigkeit
und die Ressourcen des zentralen Servers limitiert wird.
Abschließend sei bemerkt, dass im skizzierten Anwendungsszenario (Tab. 3.6 auf
Seite 55) fast 1.000 Serverknoten vorhanden sind, welche den Betrieb eines Super
Peers ohne weiteres erlauben. Über 6.000 weitere Knoten  Arbeitsplatzrechner 
sind ebenfalls leistungsfähig und ggf. dauerhaft verfügbar. Es sind somit die prakti-
schen Voraussetzungen dafür gegeben, nahezu 7.400 Super Peers zu betreiben und
die genannten Größenordnungen der Lastreduzierung zu erreichen.
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Die evaluierende Untersuchung des vorgestellten Context Service und der gewähl-
ten Lösungsansätze ist Gegenstand dieses Kapitels. Um die Bewertung vornehmen
zu können, wurde ein Prototyp entwickelt, dessen Realisierung im Folgenden be-
schrieben wird (Kap. 6.1 bis 6.5). Auf die Integration des Context Service  als Teil
einer Laufzeitumgebung für adaptive, kontextbezogene Software  in einen modell-
getriebenen Software-Lebenszyklus, wird in Kapitel 6.6 eingegangen. Abschließend
werden die Anforderungen der Kapitel 2 und 3 anhand eines kurzen Szenarios be-
wertet.
6.1. Realisierung des Context Service
Um den Context Service  entsprechend des Einsatzszenarios  auf mobilen und
integrierten Geräten betreiben zu können, wurde er auf Basis der Programmierspra-
che Java realisiert. Für sie stehen entsprechende Ausführungsumgebungen (z. B. für
PDA auf Basis von Microsoft Windows Mobile) zur Verfügung. Die daraus erwach-
senden technischen Grundlagen werden nachfolgend beschrieben, bevor Details der
Realisierung vorgestellt werden.
Aufgrund des beschränkten Platzes enthalten nachfolgend präsentierte Darstel-
lungen nur die wichtigsten Elemente, welche im zugehörigen Text erläutert werden.
Unwichtige Details werden ausgelassen. Treten Elemente in mehreren Darstellun-
gen auf, so kann in einem Teil davon eine verkürzte Präsentation erfolgen. Für die
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vorgestellten Klassendiagramme gelten folgende Konventionen:
• Bei Schnittstellen (Interfaces) sind Klassen- und Methodenbezeichner kursiv
gesetzt. Weiterhin besitzen sie keine Attribute, deshalb werden die Methoden
direkt unter dem Klassennamen aufgeführt.
• Bei abstrakten Klassen die die Klassennamen ebenfalls kursiv gesetzt. Für die
Methodenbezeichner gilt dies nur dann, wenn die Methode abstrakt, d. h. de-
ﬁniert, aber nicht implementiert ist. Diese Klassen können Attribute besitzen
und bestehen deshalb aus zwei Teilen  der obere kann Attribute, der untere
dagegen Methoden enthalten.
• Die Klassen- und Methodenbezeichner regulärer Klassen sind im Standard-
schriftstil gesetzt. Sie können ebenfalls Attribute und Methoden besitzen.
• Zugriﬀsmodiﬁkatoren für Attribute und Methoden sind nicht dargestellt.
Generell sind Klassen-, Schnittstellen- und Methodenbezeichner im Text in dikten-
gleicher Schreibmaschinenschrift gesetzt.
6.1.1. Technische Voraussetzungen
Für die Realisierung des Context Service werden zwei grundsätzliche Bausteine be-
nötigt: einerseits eine Java Laufzeitumgebung für mobile und integrierte Geräte
und andererseits eine leichtgewichtige Komponentenplattform. Letztere erlaubt die
dynamische Komposition von Softwaresystemen, und somit auch des Context Ser-
vices, sodass dessen Komponenten bedarfsabhängig installiert werden können. Auf
diesem Weg können sowohl die Ressourcen der Geräte geschont werden, als auch an
das Nutzungsszenario angepasste Konﬁgurationen des Context Service verwendet
werden.
Abbildung 6.1.: Architektur des Laufzeitsystems
In Abbildung 6.1 ist eine Überblicksdarstellung der geschichteten Softwarearchi-
tektur zu sehen. Ihre Basis wird durch das Betriebssystem gebildet, in dem die Java
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Laufzeitumgebung ausgeführt wird, welche den Betrieb einer OSGi∗ Service Plat-
form gestattet. Die Bestandteile der obersten Schicht  der Context Service mit den
Context Consumern und Context Providern†  greifen auf die Funktionalität der
darunter liegenden Schichten zu.
Java Micro Edition Laufzeitumgebung
Für mobile und integrierte Geräte bietet Sun Microsystems, Inc.  Erﬁnder der Pro-
grammiersprache Java  die so genannte Java Micro Edition (Java ME) an. Teil der
Speziﬁkation von Java ME ist zum einen die Ausführungsumgebung  auch Virtual
Machine (VM) genannt  zum anderen der Funktionsumfang der standardmäßig
verfügbaren Bibliotheken. Eine solche Ausführungsumgebung besteht aus mehreren
Teilen  einer Conﬁguration, einem Proﬁle und beliebig vielen Optional Packages.
Die Conﬁguration speziﬁziert die Eigenschaften der VM, sowie unverzichtbare grund-
legende Bibliotheken. Das Proﬁle deﬁniert die standardmäßig verfügbaren Bibliothe-
ken. Optional Packages stellen, wie der Name schon impliziert, optionale Teile dar,
d. h. zusätzliche Bibliotheken, welche nur in bestimmten Einsatzfällen benötigt wer-
den.
Die Speziﬁkation sieht zwei verschiedene Varianten der Conﬁguration vor, welche
für unterschiedlich leistungsfähige Geräte ausgelegt sind. Die Connected-Limited De-
vice Conﬁguration (CLDC)[Sun07] zielt auf leistungsschwächere, mobile Geräte ab,
die nur über geringe Betriebsmittel (Rechenleistung, transienter und persistenter
Speicher) und eine intermittierende Netzwerkverbindung verfügen. Dem gegenüber
wurde die Connected Device Conﬁguration (CDC) für leistungsstärkere Geräte ent-
wickelt, die mehr Betriebsmittel und eine stabile Netzwerkverbindung besitzen. Letz-
teres Detail ist jedoch kein zwingender Grund (mehr) für die Trennung der beiden
Ausführungsumgebungen. So sind bereits Smart Phones, d. h. bessere Mobiltelefo-
ne, wie beispielsweise die Communicator-Modelle 9300, 9300i und 9500 von Nokia
verfügbar, welche seitens des Herstellers mit einer CDC-basierten Laufzeitumgebung
ausgeliefert werden. Die Kilobyte Virtual Machine (KVM)  VM der CLDC  ist
stark eingeschränkt. So dürfen Programme nur wenige Kilobyte Hauptspeicher be-
legen. Der Bytecode der Software wird von der KVM im Gegensatz zu anderen
VMs nicht auf Gültigkeit veriﬁziert. Folglich sind weitere Maßnahmen (z. B. Prä-
Veriﬁkation und kryptographische Signaturen) erforderlich, um die Validität von
Software zu sichern, welche aus dem Netz geladen wird. Nicht zuletzt ist der Zugriﬀ
auf die Ressourcen des zugrunde liegenden Betriebssystems eingeschränkt. Dazu ge-
hört, dass (a) die Software nur auf ihre eigenen Dateien zugreifen kann, und (b) die
KVM das Java Native Interface (JNI) nicht unterstützt, mit dem der Zugriﬀ auf
∗Open Services Gateway Initiative (OSGi)
†Aufgrund des häuﬁgen Gebrauchs der Begriﬀe Context Consumer und Context Provider wer-
den diese nachfolgend nur Consumer und Provider genannt.
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Betriebssystem- oder Treiberbibliotheken möglich wäre.
Für den Einsatz auf aktuellen mobilen und integrierten Geräten ist eine CDC-
basierte Realisierung zu bevorzugen, weil deren VM einer VM der Java Standard
Edition (Java SE) Version 1.4 entspricht. Sie legt der Software geringere Speicher-
beschränkungen auf, unterstützt das JNI und bietet sogar Bytecode-Veriﬁkation.
Speziell die Nutzung von JNI kann bei der Entwicklung von Providern erforderlich
werden, wenn die Daten von Sensoren oder anderen Informationsquellen nur durch
Zugriﬀ auf spezielle Treiber oder Betriebssystemfunktionen gewonnen werden kön-
nen.
Aufbauend auf der CDC sind die verschiedenen Proﬁle Foundation Proﬁle (FP),
Personal Basis Proﬁle (PB) und Personal Proﬁle (PP) verfügbar  mit wachsen-
dem Umfang und Funktionalität. Jedoch entspricht selbst die neueste Version 
CDC + PP 1.1  lediglich weitestgehend einer Java SE 1.4.2, welche seit Dezember
2006 nicht mehr aktuell ist, und ab Oktober 2008 von Sun Microsystems oﬃziell
nicht mehr unterstützt werden wird∗. Deshalb erfolgt die Realisierung des Context
Service, zur Vermeidung umfangreicher Portierungsarbeiten der Bibliotheken benö-
tigter Technologien, vorwiegend auf Basis einer Java SE 5.0. Die Ressourcen der
mobilen Geräte stellen bei diesen Überlegungen kein Problem dar. Diejenigen Kom-
ponenten deren Anforderungen nicht über CDC + PP 1.1 hinausgehen, wurden in
einer entsprechenden Umgebung† getestet.
OSGi Service Platform
Um den Context Service so realisieren zu können, dass einfach an die heterogenen
Anforderungen der zu erwartenden Szenarien angepasst werden kann, ist eine Kom-
ponentenplattform wünschenswert, welche eine lose Kopplung von Komponenten
ermöglicht. Andernfalls müsste die Verwaltung der dynamisch verfügbaren Kompo-
nenten als Teil desselben Systems realisiert werden.
Mit der OSGi Service Platform existiert die Speziﬁkation [OSG07a] einer Kom-
ponentenplattform für integrierte und mobile Geräte. Komponenten  in OSGi als
Bundles bezeichnet  können dynamisch installiert und de-installiert werden. Sie
stellen ihre Funktionalität zur Verfügung, indem sie entsprechende Dienstobjekte
bei der Plattform registrieren. Dabei erfolgt die Beschreibung der Dienste in erster
Linie durch die Menge von Java-Klassen oder -Schnittstellen, welche das registrier-
te Dienstobjekt unterstützt. Zusätzlich kann es durch eine Menge von Name-Wert-
Paaren beschrieben werden, deren Bedeutung und Wertebereiche jedoch vollstän-
dig der Domäne des Dienstes unterliegen. Bundles können nicht nur Dienste zur
Verfügung stellen, sondern auch selbst nutzen. Sie können dazu sowohl zu einem
konkreten Zeitpunkt die Menge verfügbarer Dienste abfragen, als auch diese Menge
∗Bei Erstellung dieser Arbeit hatte die aktuelle Version der Java SE die Versionsnummer 6.0.
†IBM WebSphere Micro Environment 6.1 bzw. J9 VM 2.3
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langfristig überwachen, sodass sie Benachrichtigungen über die De-/Installation von
Diensten und die Veränderungen ihrer Beschreibung erhalten. Neben der Bereitstel-
lung von Diensten können Bundles auch zur Bereitstellung von Bibliotheken genutzt
werden. Eine OSGi Plattform verwaltet sogar unterschiedliche Versionen der instal-
lierten Bundles, sodass Bundles während des Betriebes aktualisiert werden können.
Die OSGi Plattform sorgt dafür, dass Bundles die das aktualisierte Bundle vor des-
sen Aktualisierung genutzt haben, weiterhin die alte Version verwenden, während
Bundles die erstmalig das aktualisierte Bundle nutzen dessen neue Version erhal-
ten. Auf diesem Weg können Anwendungen dynamisch installiert und verwaltet
werden.
Abbildung 6.2.: Schichten der OSGi Service Platform (nach [OSG07a])
Abbildung 6.2 zeigt den Aufbau einer OSGi Plattform. Die Basis bildet immer
das Betriebssystem, welches den Zugriﬀ auf die Funktionen der Hardware des Ge-
räts ermöglicht. Darüber beﬁndet sich die Ausführungsumgebung, d. h. ein Java
Runtime Environment (JRE) mit der VM  mindestens Java ME mit CDC. Die Mo-
dule-Schicht enthält die Basisfunktionen der OSGi Plattform. Sie sorgt dafür, dass
den Bundles die benötigten Packages (Bibliotheken) in den passenden Versionen zur
Verfügung stehen. Darauf aufbauend steuert die Life Cycle-Schicht den Lebenszy-
klus der Bundles. Sie ist für Installation, Start, Stopp, Update, De-Installation und
Überwachung der Bundles zuständig. Die Service-Schicht ermöglicht die Kommuni-
kation zwischen den Bundles durch einen speziellen Ereignisdienst (Event Service).
Weiterhin ist sie für das Binden der Dienste von Bundles anhand ihrer Schnittstellen-
deﬁnition und Beschreibung zuständig. Zusätzlich zu diesen Grundfunktionen sind
in dieser Schicht bereits einige Basisdienste deﬁniert [OSG07b], welche von einer
OSGi Plattform angeboten werden können, und die Realisierung von anwendungs-
speziﬁschen Bundles vereinfachen. In dieser Arbeit wird nur eine kleine Auswahl
davon genutzt (Abb. 6.3 auf Seite 158). Die Bundles bilden die oberste Schicht,
können aber nicht nur auf die Service-Schicht, sondern auch auf die anderen Schich-
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ten zugreifen. Orthogonal zu allen Schichten beﬁndet sich die Security-Schicht,
welche auf Basis von Java Sicherheitsmechanismen realisiert ist, und diese um OS-
Gi-speziﬁsche Funktionen erweitert. Sie ist für alle Schichten zugreifbar, und steuert
deren Sicherheitsrelevante Abläufe.
Integration des Context Service in die OSGi Service Platform
Die Realisierung des Context Service ﬁndet aus mehreren Gründen auf Basis von
OSGi statt:
1. Die Verwaltung der Komponenten/Bundles ermöglicht die einfache Unterstüt-
zung unterschiedlicher Nutzungsszenarien durch angepasste Konﬁgurationen
des Context Service  z. B. Betrieb einer lokalen, selbstständigen Context Ser-
vice Instanz ohne Kommunikationsfunktionalität. Somit können einerseits die
Ressourcen der zugrunde liegenden Geräte geschont werden, und andererseits
alternative Realisierungen von Komponenten mit derselben Schnittstelle ein-
fach ausgetauscht werden (z. B. Peer-to-Peer- statt C/S-Kommunikation).
2. Die Signalisierungs- und Verwaltungsmechanismen der OSGi Service Platform
erleichtern die Implementierung von Diensten, welche dynamisch gesucht und
überwacht werden müssen, weil sie die Funktion eines Verzeichnisdienstes für
OSGi-Bundles zur Verfügung stellen.
3. Die Eignung von OSGi für integrierte Geräte ebnet nicht nur den Weg zur
Unterstützung ähnlich leistungsbeschränkter mobiler Geräte, sondern bringt
auch technologische Unterstützung mit sich, welche für den Zugriﬀ auf Senso-
ren oder Gebäudeautomationssysteme nützlich sein können. So deﬁniert die
OSGi-Speziﬁkation einen Dienst zum Zugriﬀ auf UPnP∗-Geräte.
Angepasste Installationen des Context Service müssen manuell zusammengestellt
werden, d. h. der Administrator des jeweiligen Gerätes installiert die benötigte Aus-
wahl der Komponenten in Abhängigkeit des Nutzungsszenarios. Jedoch ermöglicht
OSGi die Entwicklung ﬂexibler Komponenten, welche weitere optionale Komponen-
ten nur dann nutzen, wenn diese auch über die Plattform erreichbar sind. Bei der
Realisierung der Context Service Komponenten besteht folglich eine der Schwierig-
keiten in der Aufteilung der Funktionen auf weitgehend voneinander unabhängige
und ggf. austauschbare Einheiten. Zukünftig ist vorstellbar, dass fehlende Kompo-
nenten dynamisch und automatisch installiert werden können. Jedoch wäre dafür
nicht nur eine entsprechende Modellunterstützung erforderlich, welche speziﬁziert,
unter welchen Bedingungen welche Komponenten woher und wie zu installieren sind,
∗Universal Plug and Play (UPnP)
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sondern auch eine entsprechende Komponente, die dieses Modell interpretiert/aus-
wertet, um die gewünschte Funktion zu erbringen. Eine entsprechende Implementie-
rung benötigt Rechenzeit und transienten Speicherplatz, sowie Netzwerkressourcen,
welche auf mobilen und integrierten Geräten äußerst knapp sind. Persistenter Spei-
cherplatz hingegen ist dank Flash-Speichermedien mit mehreren Gigabyte Kapazität
weniger problematisch. Folglich ist eine automatische Lösung zwar wünschenswert
und möglich, jedoch unter dem Gesichtspunkt der Leistungsfähigkeit des Systems
voraussichtlich verzichtbar. OSGi selbst bietet bereits Mittel zur bedingten und
automatischen Installation von Bundles. Jedoch wurden diese bisher nicht näher
untersucht. Die nachfolgend beschriebene Architektur ermöglicht durch ihre Modu-
larisierung eine spätere Umstellung des Context Service auf eine eﬃzientere und
möglichst automatische Konﬁguration.
Dynamische Suche und Überwachung ist nicht nur für diejenigen OSGi-Bundles
notwendig, welche die Komponenten des Context Service bilden. Ihre möglichen Kon-
ﬁgurationen sind während der Laufzeit voraussichtlich weitgehend statisch, weil der
Context Service einen Basisdienst darstellt, welcher jederzeit für Consumer nutz-
bar sein sollte. Wesentlich dynamischer ist die Verfügbarkeit der Kontextquellen
und entsprechend auch ihrer Provider. Deshalb werden die Schnittstellenimplemen-
tierungen der Provider als Dienste∗ in der OSGi Service Platform registriert, und
ggf. sogar deregistriert. Mit Hilfe so genannter ServiceTrackerCustomizer, welche
der Context Service  genauer gesagt der ContextBroker  bei der OSGi Service
Platform registriert, erhält er Benachrichtigungen, wenn Providerdienste registriert
und deregistriert werden. Wie dies im Detail funktioniert, wird in Kapitel 6.3 be-
schrieben. Auf die gleiche Weise überwachen die Komponenten des Context Service
gegenseitig ihre Verfügbarkeit, sodass andere Komponenten genutzt werden, sobald
sie gestartet sind.
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In Abbildung 6.3 auf der nächsten Seite sind die Bundles der einzelnen Komponen-
ten des Context Service dargestellt. Außerdem enthält sie diejenigen Bundles der
OSGi Service Platform, welche vom Context Service genutzt werden. Die Bundles
der Consumer und Provider werden ebenfalls in der OSGi Service Platform aus-
geführt, jedoch besitzen Provider (Kap. 6.3) und Consumer (Kap. 6.4) häuﬁg Be-
standteile die außerhalb der OSGi Service Platform realisiert sind  die eigentlichen
Kontextsenken und Kontextquellen.
∗Nachfolgend auch Providerdienste genannt.
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Abbildung 6.3.: Bundles der Consumer, des Context Service und der Provider, sowie
genutzte Bundles der OSGi Service Platform
6.2.1. Mögliche Konﬁgurationen des Context Service
Für den Betrieb des eigentlichen Context Service stehen vier Bundles zur Verfügung:
• Das API Bundle de.tud.mocawi.api∗ beinhaltet die Klassen und Schnittstel-
len, welche für die Kooperation der übrigen Komponenten, sowie die Entwick-
lung von Providern und Consumern erforderlich sind. Die Bestandteile des
Bundles werden bei der Betrachtung der übrigen Komponenten erläutert.
• Das Bundle de.tud.mocawi.access stellt die Zugriﬀskomponente (Kap. 6.2.2)
bereit die den Consumern Zugriﬀ auf Kontextinformationen von Providern
erlaubt.
• Im Bundle de.tud.mocawi.broker beﬁndet sich die Verwaltungskomponente
(Kap. 6.2.3) die alle lokalen Provider verwaltet.
• Und die Kommunikationskomponente (Kap. 6.2.4) wird durch das Bundle
de.tud.mocawi.comm realisiert.
Es sind verschiedene Konﬁgurationen des Context Service vorstellbar (Abb. 6.4
auf der nächsten Seite). Bisher wurde häuﬁg von einem vollständigen Context Ser-
vice  Konﬁguration A  ausgegangen, bei dem alle Komponenten, sowie Provider
und Consumer in einer OSGi Service Platform ausgeführt werden, und der über
die Kommunikationskomponente an entfernte Context Service Instanzen gekoppelt
ist. Sollte die Anbindung entfernter Instanzen nicht erforderlich oder möglich sein,
∗Mobile Context-Awareness Infrastructure (MOCAWI) ist die Bezeichnung des Context Ser-
vice.
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Abbildung 6.4.: Sinnvolle Konﬁgurationen des Context Service A) vollständig und
verteilt; B) vollständig, nur lokal; C) nur Kontextnutzung und D)
nur Kontextbereitstellung
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so kann die Kommunikationskomponente entfernt werden  Konﬁguration B. Sind
dagegen lokal keine Provider vorhanden, so ist die Kommunikationskomponente er-
forderlich, um die Consumer mit den Kontextinformationen entfernter Provider zu
bedienen  Konﬁguration C. Ebenso ist die Kommunikationskomponente notwen-
dig, wenn lokal keine Consumer existieren, die Kontextinformationen der lokalen
Provider jedoch von entfernten Consumern benötigt werden, und entsprechend ver-
fügbar gemacht werden müssen  Konﬁguration D. Andere Konﬁgurationen sind
nicht sinnvoll einsetzbar.
Neben den grundsätzlich möglichen Konﬁgurationen des Context Service sind
auch unterschiedliche Versionen der einzelnen Komponenten einsetzbar. Natürlich
immer unter der Voraussetzung, dass sie über die gleichen Schnittstellen und Klassen
kooperieren, d. h. auf der gleichen Version des API Bundles basieren, das somit Teil
einer jeden Konﬁguration ist. Unterschiedliche Versionen dieses zentralen Bundles
sind seltener zu erwarten  lediglich bei grundlegenden Änderungen/Erweiterungen
der Funktionalität des Context Service. Dagegen ist jedoch die Nutzung alternativer
Kommunikationstechnologien durch entsprechende Versionen der Kommunikations-
komponente vorstellbar  z. B. Austausch der C/S-basierten Kommunikation durch
den hybriden Peer-to-Peer-Ansatz.
Hinweis 1. Consumer- und Providerimplementierungen sollten die schwankende
Verfügbarkeit der Context Service Komponenten aufgrund wechselnder Konﬁguratio-
nen behandeln, um die dynamische Rekonﬁguration zukünftiger Context Service Im-
plementierungen bzw. der OSGi Service Platform zu unterstützen. Dem entsprechend
müssen sie die Dienste beobachten, welche die QueryAndSubscribe-, ContextSer-
vice- und ContextBroker-Schnittstellen unterstützen.
Die Nutzung der Bundles und Schnittstellen der OSGi Service Platform wurde
bereits angesprochen und wird nachfolgend bei der Betrachtung der einzelnen Kom-
ponenten des Context Service ggf. genauer erläutert.
6.2.2. Zugriﬀskomponente  de.tud.mocawi.access
Zentraler Bestandteil der Zugriﬀskomponente (Abb. 6.5 auf der nächsten Seite) ist
der ContextManager. Er implementiert die QueryAndSubscribe-Schnittstelle. Ru-
fen Consumer die Methoden dieser Schnittstelle auf, um auf Kontextinformationen
zuzugreifen, so führt der Manager stellvertretend für sie den Zugriﬀ auf die Provider
durch. Er steuert dabei auch die Aktivierung und Passivierung der Provider. Bei
der Bedienung von Abonnements behandelt er die dynamische Verfügbarkeit von
Providern durch Selektion alternativer Provider.
Im Zuge der Bedienung von Anfragen und Abonnements muss sich der Manager
beim ContextBroker durch Aufruf seiner subscribeProviders(ContextPattern,
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Abbildung 6.5.: Zentrale Klassen und Schnittstellen der Zugriﬀskomponente
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BrokerListener)-Methode für Benachrichtigungen über nicht-verwendbare und ver-
wendbare Provider registrieren. Als Voraussetzung dafür implementiert der Manager
die BrokerListener-Schnittstelle. Sie bietet dem Broker die Methoden providers-
Found(Set) und providersLost(Set) zur Benachrichtigung. Beendet ein Consu-
mer∗ ein Abonnement so prüft der Manager, ob die bisher abonnierten Kontextin-
formationen noch von einem anderen Subscriber abonniert sind. Ist das nicht der
Fall beendet er den Zugriﬀ auf den Provider durch Aufruf seiner unsubscribe()-
Methode und auch die Überwachung alternativer Provider über die unsubscribe-
Providers(ContextPattern, BrokerListener)-Methode des Brokers.
Hinweis 2. Weil die Zugriﬀskomponente von der Managementkomponente abhän-
gig ist, registriert sie ihren eigenen Dienst der QueryAndSubscribe-Schnittstelle erst
dann bei der OSGi Service Platform, wenn über diese der Dienst der ContextBroker-
Schnittstelle verfügbar ist. Sobald diese nicht mehr verfügbar ist, wird auch die
QueryAndSubscribe-Schnittstelle de-registriert.
Greift ein Consumer über die Methode QueryAndSubscribe.request(Context-
Pattern) synchron auf Kontextinformationen zu, so sucht der Manager über die
requestProvider(ContextPattern)-Methode des Brokers nach geeigneten Provi-
dern. Die Kommunikationskomponente unterstützt ebenfalls die ContextBroker-
Schnittstelle und wird vom Manager genutzt, um Provider entfernter Context Ser-
vice Instanzen zu ﬁnden. Die Kontextinformationen der gefundenen Provider werden
abgefragt, ggf. geﬁltert und anschließend als Ergebnis des Methodenaufrufs an die
Consumer ausgeliefert.
Bei der Registrierung eines Abonnements durch den Subscriber mittels QueryAnd-
Subscribe.subscribe(ContextPattern, ContextSubscriber) erfolgt die Suche,
wie zuvor beschrieben, durch Abonnieren geeigneter Provider. Erhält der Manager
eine entsprechende Benachrichtigung, so registriert er sich seinerseits bei den gelie-
ferten Providern für Benachrichtigungen über Kontextänderungen. Wenn ein Pro-
vider eine solche Benachrichtigung vornimmt, ﬁltert der Manager ggf. die Informa-
tionen und liefert sie anschließend an alle Subscriber aus, welche diese Information
abonniert haben. Stellt der Manager über die Methode providersLost(Set) fest,
dass keine Provider für die Bedienung eines Abonnements verfügbar sind, so signali-
siert er dies den Subscribers durch Aufruf ihrer notify(ContextUnavailableEvent,
SubscriptionTicket)-Methode mit einem Event dessen Schlüssel leer, d. h. null,
ist.
∗Consumer die per Abonnement, d. h. asynchron, auf Kontext zugreifen, werden nachfolgend
auch Subscriber genannt.
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Ereignisse von Kontextelementen
Die Klasse ContextUnavailableEvent bildet die Oberklasse einer Hierarchie von
Ereignissen, die für die Signalisierung von Änderungen der unterschiedlichen Kon-
textelementtypen existieren (Abb. 6.6). Ein ContextUnavailableEvent wird immer
dann an einen Subscriber ausgeliefert, wenn von ihm abonnierte Kontextinformatio-
nen nicht mehr verfügbar sind  meist, weil der zugrunde liegende Provider nicht
mehr verfügbar ist. Da dieser Kontext nicht mehr zugreifbar ist, enthält die Klasse le-
diglich dessen Schlüssel  zugreifbar über getElementKey(). Ist nicht statt einer ein-
zelnen Information die ganze Menge der abonnierten Informationen nicht-verfügbar,
so wird ein Schlüssel mit dem Wert null übergeben. Während EntityEvent und
AssociationEvent  durch die Methoden isCreated() und isDestroyed()  die
Erzeugung oder Zerstörung einer Entität oder Assoziation signalisieren können, zeigt
ein AttributeValueEvent immer die Änderung eines Attributs an, dessen neuer
Wert ohne Umwege mittels getNewValue() zur Verfügung steht.
Hinweis 3. Es liegt in der Verantwortung des Subscribers, Kontextereignisse zeitnah
zu verarbeiten. Andernfalls kann es dazu führen, dass der signalisierte Kontext zum
Zeitpunkt seiner Verarbeitung durch nachfolgende Ereignisse bereits invalidiert ist.
Abbildung 6.6.: Klassen für die Kontextereignisse der unterschiedlichen Typen des
Metamodells
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Robuste Benachrichtigung der Subscriber
Weil die Benachrichtigung der Subscriber durch synchrone Methodenaufrufe erfolgt,
ist der Context Service darauf angewiesen, dass Subscriber die übergebenen In-
formationen schnell verarbeiten. Dies kann jedoch nicht immer sichergestellt wer-
den, und das Attribut schnell müsste quantiﬁziert werden. Darüber hinaus kön-
nen Fehler innerhalb der Subscriber auftreten, deren Behandlung zu Verzögerun-
gen führt. Deshalb erzeugt der Manager bei jeder Benachrichtigung einen separa-
ten Notifier-Prozess, welcher den Aufruf der notify(ContextUnavailableEvent,
SubscriptionTicket)-Methode beim Subscriber vornimmt, um den Context Ser-
vice von diesem weitgehend zu entkoppeln. Natürlich sind nach wie vor Beeinträch-
tigungen des Context Service durch fehlerhafte oder ineﬃziente Subscriber möglich.
Benötigt ein Subscriber besonders viel Rechenzeit, so kann sich dies auch über den
Scheduler der Virtual Machine auf den Context Service auswirken, weil alle Bund-
les einer OSGi Service Platform in derselben Virtual Machine Instanz ausgeführt
werden. Abhilfe wäre durch entsprechende Echtzeitunterstützung [Sun04] möglich,
deren Einsatz jedoch noch näher zu untersuchen wäre.
Repräsentation der Kontextinformationen zur Laufzeit
Für den Zugriﬀ auf Kontextinformationen sind im API Bundle Schnittstellen für
die drei Metamodelltypen deﬁniert. Weiterhin stellt das API Bundle die Implemen-
tierungen dieser Schnittstellen bereit, welche von den Providern verwendet werden
müssen, um ihre Kontextinformationen an den Context Service zu übergeben.
In Abbildung 6.7 auf der nächsten Seite sind die Schnittstellen der Kontextinfor-
mationen∗ dargestellt. Die meisten ihrer Methoden bieten lediglich die Semantik,
welche bei der Diskussion des Metamodells (Kap. 5.3) bereits vorgestellt wurde.
So verfügt jede Kontextinformation, d. h. jedes ContextElement, über einen ein-
deutigen Schlüssel  den ContextElementKey. Dieser enthält neben den Meta- und
Domänentypen auch den typweit eindeutigen Bezeichner. Die darüber hinaus ent-
haltene ProviderId verweist auf den Provider der die Information geliefert hat, und
dient lediglich zur Beschleunigung des Zugriﬀs auf diesen. Solange der Provider ver-
fügbar ist, wird beim Zugriﬀ auf die Informationen keine Suche nach anderen oder
alternativen Providern durchgeführt.
Die eindeutigen Schlüssel der Kontextelemente werden durch die abstrakte Klasse
ContextElementKey und ihre Unterklassen realisiert. Bei der Erzeugung von Schlüs-
seln der Schnittstellen Entity und Association müssen Domänentyp, Objektbe-
zeichner und Providerbezeichner speziﬁziert werden. Statt des Domänentyps ist für
die Erzeugung von AttributeKey-Objekten der Schlüssel des übergeordneten El-
ternelements anzugeben. Aufgrund dieser Abhängigkeit erzeugt ein AttributeKey
∗Nachfolgend z. T. auch Kontextelemente genannt.
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Abbildung 6.7.: Schnittstellen der Kontextelemente, sowie Klassen ihrer Schlüssel
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die Rückgabewerte der Methoden getMetaType() und getDomainType() jeweils
durch Aufruf derselben Methoden auf seinem übergeordneten ContextElement 
dem Parent  und anschließende Ergänzung um den eigenen Objektbezeichner 
den Attributnamen. Um die Relationen zwischen Entitäten und Attributen, sowie
die Relationen zwischen Attributgruppen und Attributwerten in der Struktur ihrer
Schlüssel zu realisieren, wurde zusätzlich die abstrakte Klasse ParentKey deﬁniert.
Weil nur EntityKey und AttributeKey Unterklassen dieser Klasse sind, können nur
sie als Schlüssel des Elternelements bei der Erzeugung eines AttributeKey genutzt
werden. Es entsteht somit eine rekursive, lineare Struktur, deren Anfang immer ein
EntityKey bildet.
Hinweis 4. Zur Separierung der Typen und Bezeichner des Parents und des At-
tributs wird in AttributeKey das Separator-Zeichen . verwendet, welches folglich
nicht in den Typen und Bezeichnern von Kontextelementen vorkommen darf. Beim
Versuch dieses Zeichen zu verwenden liefern die Unterklassen von ContextElement-
Key entsprechende Fehlermeldungen.
Die Schnittstellen der Kontextelemente werden durch eine Hierarchie von Daten-
objektklassen implementiert (Abb. 6.8 auf der nächsten Seite), welche die zur Lauf-
zeit genutzten Kontextinformationen repräsentieren. Provider können diese Objek-
te über die ContextService-Schnittstelle des Managers erzeugen indem sie die Me-
thoden newEntity, newAssociation, newAttributeGroup und newAttributeValue
aufrufen.
Consumer können die Methoden der Kontextelemente nutzen, um das zur Laufzeit
bestehende Kontextmodell zu navigieren  z. B. zwischen Entitäten und Attributen,
sowie zwischen mehreren Entitäten (über deren Assoziationen). Um die Navigation
zu vereinfachen, können die Relationen auf Basis des Domänentyps der assoziierten
Kontextelemente geﬁltert werden. Die Methode getAssociations(String) eines
EntityDO liefert die Untermenge der Assoziationen einer Entität, welche einen kon-
kreten Domänentyp besitzen. Die vollständige Menge aller Assoziationen einer En-
tität kann mittels getAllAssociations() abgefragt werden. Ähnlich funktioniert
die Nutzung von getAttribute(String).
Wechsel von synchronem zu asynchronem Zugriﬀ
Des weiteren unterstützen die Kontextelemente den Wechsel vom synchronen Infor-
mationszugriﬀ zum asynchronen. Dies ist sinnvoll, wenn ein Consumer auf synchro-
nem Weg eine Menge von Kontextinformationen abgefragt hat, und anschließend
daraus durch Navigation den für ihn relevanten Teil selektiert hat, welchen er zukünf-
tig beobachten möchte. Zu diesem Zweck bietet die ContextElement-Schnittstelle
 analog zur QueryAndSubscribe-Schnittstelle  die Methoden subscribe und un-
subscribe an. Subscriber können diese Methoden nutzen, um die Ereignisse eines
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Abbildung 6.8.: Klassen der Datenobjekte der Kontextelemente
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Kontextelements zu abonnieren bzw. das Abonnement zu beenden.
Dabei ﬁndet auch eine Propagierung der Ereignisse zwischen den Kontextelemen-
ten statt. AssociationEvents werden nicht nur an die zugehörigen Association-
Objekte weitergeleitet, sondern auch an die Entity-Objekte von denen die Assozia-
tion ausgeht. AttributeValueEvents werden zusätzlich zu ihren AttributeValue-
Objekten auch an deren übergeordnete AttributeGroup- oder Entity-Objekte pro-
pagiert. Zusätzlich zur Propagierung der Kontextereignisse AttributeEvent und
AssociationEvent zu den übergeordneten Kontextelementen ihrer Kontextelemen-
te, ﬁndet bei allen EntityEvents und AssociationEvents, welche die Zerstörung
ihres zugehörigen Kontextelements signalisieren, eine Propagierung zu den unterge-
ordneten Kontextelementen statt.
Hinweis 5. Um den asynchronen Zugriﬀ auf einzelne Kontextelemente zu unter-
stützen (siehe nächster Abschnitt), müssen die Provider alle von ihnen synchron
gelieferten Kontextinformationen aktualisieren indem sie deren notify-Methoden
aufrufen.
Hybrider Kontextzugriﬀ
Für Consumer, welche hohe zeitliche Anforderungen an die Bedienung von synchro-
nen Anfragen stellen (siehe Kap. 5.5.5), gibt es eine weitere Form des Kontextzugriﬀs.
Dabei melden diese Consumer längere Zeit vor dem eigentlichen Kontextzugriﬀ ihren
Informationsbedarf an. Der Context Service sorgt daraufhin dafür, dass geeignete
Provider überwacht werden, sodass bei der Durchführung des eigentlichen Zugriﬀs
die Bedienungszeit reduziert wird.
Ein Consumer registriert sich beim Context Service durch Aufruf der Methode
QueryAndSubscribe.prepare(ContextConsumer). Weil die Schnittstelle der Con-
sumer auch für die Realisierung von High-Level Providern genutzt wird, enthält sie
bereits die consumes()-Methode mit welcher der Context Service ermitteln kann,
welche Kontextinformationen der Consumer benötigt. Zusätzlich zu dieser Methode
muss ein Consumer auch die stillAlive()-Methode unterstützen die der Context
Service benutzt, um regelmäßig festzustellen, ob der Consumer noch existiert und
folglich die Provider der benötigten Informationen nach wie vor überwacht werden
müssen.
6.2.3. Verwaltungskomponente  de.tud.mocawi.broker
Damit Zugriﬀs- und Kommunikationskomponente ihren Consumern die Informatio-
nen lokaler Provider zur Verfügung stellen können, müssen die Provider verwaltet
werden. Der ContextBroker erfüllt diese Aufgabe, indem er die Funktionalität er-
bringt, die schon zuvor in Kapitel 5.4 beschrieben wurde. Das beinhaltet in erster
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Linie die Analyse der benötigten Kontextinformationen von High-Level Providern,
um deren Verwendbarkeit zu ermitteln.
Von den vorgestellten Context Pattern Mengen  PA, PU , CA und CU  ist in
der Praxis PU nicht erforderlich. Zur Verwaltung der übrigen Mengen wird jeweils
eine bi-direktionale Abbildung zwischen Pattern und Provider vorgenommen, weil
einerseits ein Provider beliebig viele Pattern liefern bzw. konsumieren kann, und
andererseits ein Pattern von beliebig vielen Providern geliefert bzw. konsumiert
werden kann. Erkennbar sind diese Beziehungen durch die Relationen providedBy
und consumedBy in den Abbildungen 6.5 auf Seite 161 und 6.9 auf der nächsten Seite.
Realisiert wird die Abbildung durch PatternProviderMapping  eine interne Klasse
des Brokers. Diese Klasse erleichtert auch die Analyse der Provider, weil sie beim
Hinzufügen eines Providers und seiner Pattern sofort ermittelt, ob sich die Menge
der verwalteten Pattern vergrößert hat, d. h. ob der Provider der erste ist, welcher
mit einem bestimmten Pattern assoziiert ist. Weiterhin wird die Verkleinerung der
Patternmenge beim Entfernen eines Providers und seiner Pattern ermittelt, d. h. ob
ein Provider der letzte war, welcher mit einem konkreten Pattern assoziiert war.
Als Voraussetzung für die Analyse der Provider übernimmt der Broker auch die
Überwachung der Provider. Sie erfolgt, wie bereits mehrfach erwähnt, durch Verwen-
dung der ServiceTracker-Klasse mit einer Implementierung der ServiceTracker-
Customizer-Schnittstelle. Providerimplementierungen müssen ihre Providerdienste
bei der OSGi Service Platform unter Angabe der Schnittstelle LowLevelProvider
oder HighLevelProvider registrieren, um vom Broker gefunden zu werden.
6.2.4. Kommunikationskomponente  de.tud.mocawi.comm
Die Kommunikationskomponente ermöglicht die Kopplung der lokalen Context Ser-
vice Instanz an entfernte Instanzen zur Erhöhung der Verfügbarkeit von Kontextin-
formationen. Das kann an ein paar Beispielen illustriert werden. Verfügt eine lokale
Context Service Instanz über keine lokalen Provider, und somit auch keine Verwal-
tungskomponente (Abb. 6.4 auf Seite 159, Konﬁguration C), so muss die Kommu-
nikationskomponente den Zugriﬀ auf entfernte Provider ermöglichen. Besitzt eine
lokale Instanz dagegen keine lokalen Consumer und somit auch keine Zugriﬀskom-
ponente (Abb. 6.4, Konﬁguration D), so hat deren Betrieb nur dann Sinn, wenn
die lokalen Kontextinformationen den Consumern entfernter Instanzen zur Verfü-
gung gestellt werden. Während die Kommunikationskomponente im ersten Beispiel
die Rollen der Verwaltungskomponente und der Provider übernimmt, sind es im
zweiten die Rollen der Consumer und der Zugriﬀskomponente. Selbst wenn lokale
Consumer und Provider vorhanden sind, führt die Kopplung mit anderen Context
Service Instanzen zu einer Vergrößerung der verfügbaren Kontextinformationen.
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Abbildung 6.9.: Schnittstellen und Klassen zur Implementierung von Context Con-
sumern und Context Providern
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Emulation der Consumer
Weil Consumer nur über die Zugriﬀskomponente auf Kontext zugreifen, sind sie
durch diese vollständig gekapselt und vor dem Rest des Systems verborgen. Folg-
lich muss die Kommunikationskomponente keine entfernten Consumer nachbilden,
sondern nur die Zugriﬀskomponenten der entfernten Context Service Instanzen.
Emulation der Zugriﬀskomponente
Die Zugriﬀskomponente wird sowohl von Consumern genutzt, um auf Kontext zuzu-
greifen, als auch von Providern, um die Objekte für die Datenhaltung der Kontextin-
formationen zu erzeugen. Ist keine lokale Zugriﬀskomponente vorhanden, unterstützt
die Kommunikationskomponente neben dem Kontextzugriﬀ auch die Erzeugung ent-
sprechender Objekte.
Stellvertretend für den Manager der Zugriﬀskomponente implementiert die Kom-
munikationskomponente die Schnittstellen ContextService und ContextListener.
Darüber hinaus verwaltet sie eine Menge interner, virtueller Consumer, welche die
Übertragung der Anfrageergebnisse und Benachrichtigungen an die entfernten Con-
sumer bzw. die entfernten Zugriﬀskomponenten übernehmen.
Emulation der Verwaltungskomponente
Der einzige Klient der Verwaltungskomponente ist die Zugriﬀskomponente, die geeig-
nete Provider für die Bedienung von Anfragen und Abonnements selektieren muss.
Die Kommunikationskomponente bietet stellvertretend die Provider aller erreichba-
ren, entfernten Verwaltungskomponenten an. Für eine nahtlose Integration imple-
mentiert die Kommunikationskomponente die ContextBroker-Schnittstelle.
Emulation der Provider
Im Gegensatz zu einem Consumer wird ein Provider durch die Verwaltungskompo-
nente nicht vollständig gekapselt, weil die Zugriﬀskomponente die Verwaltungskom-
ponente nur für die Selektion geeigneter Provider verwendet. Der Zugriﬀ auf die
Kontextinformationen erfolgt direkt durch Aufruf der selektierten Provider. Folg-
lich bildet die Kommunikationskomponente auch Provider nach, indem sie bedarfs-
abhängig Stellvertreter für entfernte Provider bereitstellt, welche die Kopplung zu
den eigentlichen Providern vornehmen.
Realisierung der Kommunikation
Die Kommunikationskomponente realisiert die zentrale Verwaltung mit hybridem
Austausch der Providerbeschreibungen (Kap. 5.5.5). Eine weitere Version der Kom-
munikationskomponente, welche eine dezentrale Verwaltung gestattet, beﬁndet sich
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derzeit noch in Entwicklung. Sie nutzt Mechanismen des P2P-Frameworks JXTA zur
automatischen Suche von Peers, zur Verwaltung des P2P-Netzwerkes und zum Nach-
richtenaustausch zwischen einzelnen Peers. Aufgrund technischer Probleme und teil-
weise indeterministischen Verhaltens dieser Funktionen sind evaluierende Test zum
aktuellen Zeitpunkt nicht möglich.
Sowohl zwischen den Clients und dem Server, als auch zwischen den Clients selbst,
wird Socketkommunikation verwendet. Der IO Connector Service der OSGi Service
Platform ermöglicht entsprechende Verbindungen unter Verwendung des Generic
Connection Frameworks der Java ME Laufzeitumgebung. Die Nutzdaten der ausge-
tauschten Nachrichten liegen, wie bereits beschrieben, in XML-Format vor, welches
mit Hilfe des XML Parser Service der OSGi Service Platform verarbeitet wird. Die
Adresse des Servers ist zur Laufzeit statisch deﬁniert, und wird aus einer Konﬁgurati-
onsdatei im de.tud.mocawi.comm-Bundle des ausgelesen. Die Adressen der übrigen
Clients erfährt ein Client implizit aus den Nachrichten des Servers.
Für alle drei nachzubildenden Komponententypen  Zugriﬀs- und Verwaltungs-
komponente, sowie Provider  werden Stellvertreter eingesetzt, die Rückaufrufe un-
terstützen und deshalb aus zwei Teilen bestehen. Der erste (Klient-lokale) Teil bietet
die Schnittstelle der entfernten Komponente an, und leitet synchrone Aufrufe an die-
se, über den zweiten (entfernten) Teil, weiter. Greift der erste Teil asynchron auf
Kontextinformationen oder verfügbare Provider zu, so wird neben der Weiterleitung
an den zweiten Teil dieser selbst bei der entfernten Komponente für Benachrichtigun-
gen registriert. Finden diese statt, so leitet er sie an den ersten Teil weiter, welcher
sie an die lokalen Klienten ausliefern kann.
6.3. Implementierung der Context Provider
Wie schon mehrfach betont, sind Context Provider nicht Teil des Context Service,
sondern stellen selbstständige Systeme dar. Folglich nimmt der Context Service le-
diglich ihre Verwaltung vor, um den Zugriﬀ auf sie zu kontrollieren. Er greift dabei
nur teilweise in ihren Lebenszyklus (siehe Kap. 5.4.3) ein  die meisten Zustands-
änderungen ergeben sich aus den Charakteristika der Provider oder werden durch
sie selbst beeinﬂusst. So entsprechen die Zustandsübergänge starten und stoppen
(Abb. 5.8 auf Seite 106) der Registrierung und der Deregistrierung der Schnittstel-
len einer Providerimplementierung mit der OSGi Service Platform. Nur registrierte
Provider sind für den Context Service auﬃndbar/sichtbar. Die Übergänge zu und
zwischen den Zuständen verwendbar und nicht verwendbar ergeben sich aus den
Informationsabhängigkeiten der Provider und ihrer Erfüllbarkeit, d. h. sie sind ab-
hängig von der globalen Situation des gesamten Systems. Lediglich die Übergänge
aktivieren und de-aktivieren werden durch den Context Manager kontrolliert,
um die Provider bedarfsabhängig zu aktivieren, oder in Zeiten der Inaktivität zum
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Zwecke der Ressourceneinsparung zu passivieren.
6.3.1. Aufgaben eines Providers
Eine Aufgabe einer Providerimplementierung wurde soeben aufgezeigt  die Regis-
trierung und Deregistrierung des Providerdienstes in Abhängigkeit von der Erreich-
barkeit/Verfügbarkeit der zugrunde liegenden Kontextquelle. Diese Aufgabe kann
bei Low-Level Providern größeren Aufwand bergen, weil die Kontextquelle meist
erst gefunden werden muss. Auch bei High-Level Providern können  neben den In-
formationsabhängigkeiten  technische Abhängigkeiten existieren, die Einﬂuss auf
die Registrierung haben. Erfolgt z. B. die Ableitung der abstrakten Kontextinforma-
tionen in einem High-Level Provider durch einen logikbasierten Reasoner, so kann
der Providerdienst nur dann registriert werden, wenn ein solcher Reasoner auch wirk-
lich vorhanden ist. Aufgrund der Größe derartiger Systeme ist es unwahrscheinlich,
dass der Reasoner Teil des Providers ist. Statt dessen greift der Provider lediglich
auf einen verfügbaren Reasoner zu.
Die Registrierung kann zu unterschiedlichen Zeitpunkten erfolgen. Bestehen kei-
ne Abhängigkeiten eines Providers von weiteren Ressourcen (z. B. Kontextquellen,
Diensten, etc.), so kann er sofort beim Start seines übergeordneten Bundles in der
start()-Methode des so genannten BundleActivators registriert werden. Dabei
wird die Providerimplementierung initialisiert und anschließend unter Angabe der
Klassennamen der implementierten Schnittstellen dem BundleContext übergeben
(siehe Quellcode 6.1, Zeile 6). Der BundleContext stellt die Schnittstelle eines Bund-
les zur OSGi Service Platform dar. Da der Context Service keinen Gebrauch von
Domänen- oder Provider-speziﬁschen Schnittstellen machen kann, genügt die Anga-
be der Schnittstellen LowLevelProvider und HighLevelProvider  je nach Art des
Providers.
Hinweis 6. Bei Providern die von Ressourcen (z. B. Quellen) abhängig sind, sollte
in der start()-Methode lediglich die Suche und Überwachung der Ressourcen gestar-
tet werden. Die Registrierung ihrer Providerdienste sollte jedoch situationsabhängig
beim Auﬃnden der Ressourcen vorgenommen werden können.
Quelltext 6.1: Registrierung eines High-Level Providers
1 public class Prov iderAct ivator implements BundleActivator {
public void s t a r t ( BundleContext context ) throws Exception↘
→ {
LowLevelProvider pro = new ProviderImplementat ion ( ) ;
5 St r ing [ ] c l a z z e s = new St r ing [ ] {LowLevelProvider . class↘
→ . getName ( ) } ;
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context . r e g i s t e r S e r v i c e ( c l a z z e s , pro , null ) ;
}




Es gibt keine Beschränkungen hinsichtlich der Anzahl von Providerdiensten, wel-
che durch ein einzelnes Bundle bereitgestellt und entsprechend registriert werden
können. Die Entscheidung über eine geeignete Granularität bei der Implementie-
rung der Provider liegt vollständig bei den verantwortlichen Entwicklern. Es sind
jedoch die Rahmenbedingungen bei der Implementierung von OSGi-basierten An-
wendungen zu berücksichtigen [OSG07a].
Ein Providerdienst wird deregistriert, indem die Methode unregister() auf dem
ServiceRegistration-Objekt aufgerufen wird, welches als Ergebnis der Registrie-
rung zurückgeliefert wurde. Bei abhängigen Providern muss die Deregistrierung
natürlich an die Verfügbarkeit der Ressourcen gekoppelt sein. Für Provider ohne
Ressourcenabhängigkeiten macht eine Deregistrierung nur beim Stopp ihres über-
geordneten Bundles Sinn. In diesem Fall sind aber keine Maßnahmen von Seiten
des Bundles erforderlich, weil die OSGi Service Platform automatisch beim Stopp
eines Bundles sämtliche seiner registrierten Dienste  also auch die Providerdienste
 deregistriert.
Neben der automatischen Registrierung bzw. Deregistrierung seiner Schnittstelle
muss jeder Provider in der Lage sein, sich selbst zu beschreiben, Kontextinformatio-
nen aus seiner zugrunde liegenden Kontextquelle bzw. seinem Ableitungsschema zu
extrahieren, und diese dem Context Service zur Verfügung zu stellen. Die registrier-
ten Schnittstellen liefern all diese Informationen bzw. unterstützen die erforderliche
Funktionalität. Ihre Implementierung ist abhängig von der Technologie der Kontext-
quellen oder Ableitungsschemata. Welche Schnittstellen ein Provider dem Context
Service anbieten kann, und ihre Funktionen erläutert der nächste Abschnitt.
6.3.2. Externe Schnittstellen
Um die Integration der Provider mit dem restlichen System zu erlauben, existieren
mehrere Schnittstellen, welche von einer Providerimplementierung unterstützt und
von den übrigen Komponenten genutzt werden müssen. So muss in jedem Fall die
LowLevelProvider-Schnittstelle implementiert werden, und je nach Art des Pro-
viders auch die Schnittstellen HighLevelProvider und ContextSubscriber (siehe
Abb. 6.9 auf Seite 170). Diese Schnittstellen sind in den Paketen de.tud.moca-
wi.provider und de.tud.mocawi.access.event deﬁniert.
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Die Pakete de.tud.mocawi.provider und de.tud.mocawi.access enthalten wei-
terhin die Klassen ProviderId, HostId und ContextPattern die für die Implemen-
tierung der Schnittstellen erforderlich sind, und nachfolgend in Kapitel 6.3.3 erläu-
tert werden. Die Schnittstelle ContextConsumer fasst alle Arten von Context Consu-
mern zusammen  synchrone und asynchrone, sowie Anwendungen und High-Level
Provider  ist jedoch vorwiegend für letztere interessant, weil diese die Methode
consumes(Set) implementieren müssen. Consumer, welche synchron auf Kontext
zugreifen, erreichen dies durch aktiven Aufruf der Schnittstellen des Context Service.
Deshalb ist keine Schnittstellenunterstützung auf Seiten dieser Consumer notwen-
dig. Für Subscriber hingegen existiert die Schnittstelle ContextSubscriber, um die
Benachrichtigung über Kontextänderungen zu ermöglichen.
de.tud.mocawi.provider.LowLevelProvider
Bei der Realisierung eines Low-Level Providers ist allein die Schnittstelle LowLevel-
Provider zu implementieren. Als Teil dessen ist für jeden Provider ein global ein-
deutiger Bezeichner zu erzeugen, welcher als Ergebnis der Methode getId() zurück
geliefert wird. Welche Möglichkeiten es gibt, eine solche ProviderId zu erzeugen,
wird in Kapitel 6.3.3 erklärt.
Um während der Bearbeitung der Anfragen und Abonnements der Context Con-
sumer geeignete Context Provider binden zu können, muss der Context Service von
jedem Provider PROi die Menge seiner lieferbaren Kontextinformationen wissen.
Diese Menge Pi (siehe Kap. 5.4.1) muss ein Low-Level Provider bei Aufruf der Me-
thode provides() in Form einer Menge (java.util.Set) zurück liefern, welche ent-
sprechende Instanzen der Klasse ContextPattern enthält. Wie schon in Kapitel 5.3
beschrieben, besteht ein solches Pattern aus einem Metatyp, einem Domänentyp
und einer Restriktion.
Zur Einsparung von Geräteressourcen sollen Provider bedarfsabhängig vor Aus-
führung von Anfragen und Abonnements aktiviert und nach deren Beendigung pas-
siviert werden. Die Providerimplementierungen müssen während dieser Phasen Res-
sourcen allokieren bzw. freigeben. Damit der Context Service die Provider über-
haupt derartig steuern kann, müssen sie geeignete Methoden implementieren. Es
kann jedoch nicht vorausgesetzt werden, dass alle Provider im Bedarfsfall in der
Lage sind, innerhalb kürzester Zeit ihre Ressourcen zu allokieren oder ihre Informa-
tionen bereitzustellen. So müssen beispielsweise High-Level Provider∗ die langfristig
Kontextinformationen verarbeiten, um daraus gleitende Mittelwerte zu gewinnen,
dauerhaft aktiviert sein. Aus diesen Gründen müssen Provider als Ergebnis der Me-
thode isActivatable() mitteilen, ob sie dynamisch aktivierbar und passivierbar
∗Bei der Beschreibung der HighLevelProvider-Schnittstelle werden die Gemeinsamkeiten von
Low- und High-Level Providern gezeigt.
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sind (true), oder ob sie dauerhaft aktiviert bleiben müssen (false). Im Lebenszy-
klus dieser letzten Gruppe von Providern verschmelzen die Zustände verwendbar
und aktiviert (Abb. 5.8 auf Seite 106). Dynamisch aktivierbare Provider müssen
bei Aufruf der Methode activate() in den Zustand aktiviert wechseln und bei
Aufruf von passivate() wieder in den Zustand verwendbar zurückkehren.
Während der Bedienung synchroner Anfragen von Consumern muss der Context
Service die aktuell gültigen Kontextinformationen von den ausgewählten Providern
abfragen können. Die Providerimplementierungen müssen dies durch die Methode
request() unterstützen, als deren Ergebnis sie die Menge (java.util.Set) aller
aktuell von ihnen lieferbaren Kontextinformationen bereitstellen. Die Menge ent-
hält Instanzen der Klassen EntityDO, AttributeValueDO, AttributeGroupDO und
AssociationDO des Paketes de.tud.mocawi.contextmodel, welche durch die Pro-
viderimplementierung zu erzeugen sind. Dazu stellen diese Klassen entsprechende
Fabrikmethoden zur Verfügung (Kap. 6.2.2).
Hinweis 7. Die Ergebnismenge der request()-Methode muss alle Kontextinforma-
tionen enthalten, die in der Methode provides() als lieferbar angegeben wurden.
Provider bei denen das nicht der Fall ist, entfernt der Context Service aus der Ver-
waltung, weil sie sich nicht konform zu ihrer Beschreibung verhalten.
Abonnieren Subscriber Kontextinformationen beim Context Service, so führt die-
ser stellvertretend Abonnements bei geeigneten Providern durch. Dazu ruft er die
Methode subscribe(ContextListener) auf, und registriert sich selbst bei den Pro-
vidern, um Benachrichtigungen über geänderte Kontextinformationen zu erhalten.
Weil die Kontextinformationen nicht direkt an die Subscriber ausgeliefert werden,
ist der Context Service der einzig mögliche Abonnent. Somit müssen Provider zu
jeder Zeit nur höchstens einen ContextListener benachrichtigen. Deshalb ist auch
zur Beendigung eines Abonnements per unsubscribe() kein Argument erforderlich.
Die Benachrichtigung über Kontextänderungen muss der Provider durch Aufruf von
notify(Set) auf der ContextListener Schnittstelle vornehmen. Analog zur Ergeb-
nismenge von request() müssen dabei die veränderten Kontextinformationen in
Form einer Menge von Instanzen der Unterklassen von ContextElementDO überge-
ben werden. Diese Schnittstelle wird vom Context Service implementiert.
Hinweis 8. Die Providerimplementierungen tragen dafür Sorge, dass direkt nach
der Registrierung eines Abonnements eine erste Benachrichtigung erfolgt, in der
die gleiche Menge von Kontextinformationen übertragen werden muss, wie sie beim
zeitgleichen Aufruf von request() geliefert worden wäre.
Dieses Verhalten ist notwendig, weil nicht vorausgesetzt werden kann, dass Abon-
nenten zum Zeitpunkt der Durchführung des Abonnements bereits den aktuellen
Zustand des abonnierten Kontexts kennen, und somit bis zur nächsten Änderung
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dieses Kontexts keinerlei Informationen über ihn besäßen. Aufgrund dieser Form
der Synchronisation müssen nachfolgende Benachrichtigungen im Rahmen dersel-
ben Abonnements lediglich die Menge derjenigen Kontextinformationen enthalten,
welche sich tatsächlich seit der letzten Benachrichtigung geändert haben.
Je nach Art der zugrunde liegenden Kontextquelle müssen bei der Realisierung von
Low-Level Providern diejenigen Zugriﬀsformen emuliert werden (siehe Kap. 5.2.1),
welche die Quelle nicht unterstützt. Dazu kann der Entwickler eines Providers auf
die vorgefertigten Bausteine (PullWorker, PushFilter, Comparator und Cache) des
Provider Frameworks zurückgreifen. Die ohnehin erforderliche Behandlung der Tech-
nologieabhängigkeit der Quellen geschieht durch Implementierung der Schnittstellen
PullAdapter oder PushAdapter.
Quelltext 6.2 zeigt die beispielhafte Implementierung eines Low-Level Providers
der einen Temperatursensor kapselt. Die Registrierung des Providerdienstes durch
den Activator wurde bereits zuvor präsentiert. Teil dieser Registrierung ist die In-
stanziierung der Providerimplementierung durch Aufruf des Konstruktors der Bei-
spielklasse ProviderImplementation (Zeilen 8 bis 13). In dieser Phase sollten die
Objekte erzeugt werden, welche die statische Beschreibung des Providers repräsentie-
ren. Über die Methoden getId(), provides() und isActivatable() (Zeilen 15 bis
25) stehen sie dem Context Service zur Verfügung. Aktiviert der Context Service den
Provider durch Aufruf von activate() (Zeilen 27 bis 31) , dann sollte er benötigte
Ressourcen allokieren  hier: Initialisierung einer PullAdapter-Implementierung zur
Kapselung der Quelle und eines PullWorkers zur Emulation des Push-Zugriﬀs. Bei
der Deaktivierung durch den Aufruf der passivate()-Methode (Zeilen 33 bis 37)
werden diese Komponenten wieder beendet. Die Realisierung des Kontextzugriﬀs in
den Methoden request, subscribe und unsubscribe erfolgt durch einfache Dele-
gation der Aufrufe an die internen Komponenten des Providers.
Quelltext 6.2: Implementierung eines Low-Level Providers
1 public class ProviderImplementat ion implements ↘
→LowLevelProvider {
private Provider Id myId = null ;
private Set iProv ide = null ;
private Prope r t i e s = null ;
5 private PullAdapter myAdapter = null ;
private PullWorker myWorker = null ;
public ProviderImplementat ion ( Prope r t i e s sourceFeature s ) ↘
→{
this . myId = Provider Id . newId ( HostId . getLocalHost ( ) ) ;
10 this . iProv ide = new HashSet ( ) ;
this . iProv ide . add (new ContextPattern ( "AT" , "room .↘
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→temperature " , "room . id='INF3100 ' " ) ) ;
this . mySource = sourceFeature s ;
}
15 public Provider Id get Id ( ) {
return this . myId ;
}
public Set prov ides ( ) {
20 return this . iProv ide ;
}
public boolean i sA c t i v a t ab l e ( ) {
return true ;
25 }
public synchronized void a c t i v a t e ( ) {
// i n t i a l i z e p u l l adapter and worker
this . myAdapter = new TemperatureAdapter ( this . mySource ) ;
30 this . myWorker = new PullWorker ( this . myAdapter ) ;
}
public synchronized void pa s s i v a t e ( ) {
// f r e e re source s
35 this . myAdapter = null ;
this . myWorker = null ;
}
public synchronized Set r eque s t ( ) {
40 i f ( this . myAdapter != null ) {
// d e l e g a t e c a l l to p u l l adapter




public synchronized void sub s c r i b e ( ContextL i s tener ↘
→ l i s t e n e r ) {
i f ( this . myWorker != null ) {
// d e l e g a t e c a l l to p u l l worker
this . myWorker . sub s c r i b e ( l i s t e n e r ) ;
50 }
178
6.3. Implementierung der Context Provider
}
public synchronized void unsubscr ibe ( ) {
i f ( this . myWorker != null ) {
55 // d e l e g a t e c a l l to p u l l worker
this . myWorker . unsubscr ibe ( ) ;
}
}
60 // the adapter to the con t e x t source
private class TemperatureAdapter implements PullAdapter {





Aufgrund der Komplexität und Technologieabhängigkeit kann hier nicht gezeigt
werden, wie die PullAdapter-Implementierung auf den Sensor zugreift. Bei der Rea-
lisierung dieses Zugriﬀs können die Entwickler auch Funktionen der OSGi Service
Platform nutzen, wie z. B. den Device Access der eine einheitliche Schnittstelle auf
die Gerätehardware deﬁniert. Diese Schnittstelle wird für verschiedene Technologien
bereits unterstützt.
Die Vorgehensweise zur Erzeugung der Datenobjekte für die Repräsentation der
Kontextinformationen ist Kapitel 6.2.2 zu entnehmen. Außerdem muss der Context
Service jederzeit in der Lage sein, auftretende Fehler oder Ausnahmen zu behandeln,
weil beim Zugriﬀ des Adapters auf die Quelle und auch innerhalb der Providerim-
plementierung Fehler auftreten können. Dies zieht einerseits die Entfernung des
fehlerhaften Providers aus der Verwaltung, und andererseits die Suche alternativer
Provider, sowie ggf. die Erzeugung von Fehlermeldungen nach sich.
Hinweis 9. Providerentwickler sollten die Providerimplementierung derart vorneh-
men, dass auftretende Fehler und Ausnahmen beim Zugriﬀ auf die Kontextquelle
weitestgehend Provider-intern behandelt werden. Nur so kann langfristige Verwend-
barkeit des Providers gewährleistet werden, weil im Context Service aufgrund der
Technologieabhängigkeit des Quellenzugriﬀs keine Fehlerbehandlung möglich ist.
Hinweis 10. Provider sollten derart implementiert sein, dass sie entweder fehler-
freies Verhalten des Context Service voraussetzen, oder fehlerhaftes Verhalten igno-
rieren  z. B. Zugriﬀ auf Kontext im de-aktivierten/passivierten Zustand. Entspre-
chend ausgelöste Ausnahmen∗ würden vom Context Service als Fehler der Provider
∗Exceptions
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fehlinterpretiert, was zu einer Aussonderung der betroﬀenen Provider führt.
de.tud.mocawi.provider.HighLevelProvider
Kapitel 5.4.1 hat gezeigt, dass eine einheitliche Beschreibung von Low- und High-
Level Providern möglich ist (Gleichung 5.5 auf Seite 101). Alle vom Broker als ver-
wendbar bewerteten High-Level Provider können folglich wie Low-Level Provider
genutzt werden. Zusätzlich muss der Context Service jedoch ihre Informationsab-
hängigkeiten erfahren können. Deshalb erbt die HighLevelProvider-Schnittstelle
nicht nur von der Schnittstelle LowLevelProvider, sondern zusätzlich auch von
ContextConsumer.
Die Informationen über die von High-Level Providern benötigten Kontextinforma-
tionen müssen von ihren Implementierungen als Ergebnis der Methode consumes()
geliefert werden. Analog zu LowLevelProvider.provides() ist das Ergebnis eines
solchen Aufrufs eine Menge von Context Patterns  in diesem Fall Ci. Weil Context
Patterns keinerlei Informationen über den zeitlichen Charakter des Kontextzugriﬀs
(synchron oder asynchron) enthalten, kann der Context Service nur die Abhängig-
keiten der High-Level Provider erkennen und ggf. behandeln. Er ist folglich nicht
in der Lage, selbstständig die benötigten Kontextinformationen an die High-Level
Provider zu liefern.
Hinweis 11. Die Implementierungen von High-Level Providern müssen selbststän-
dig auf Kontextinformationen zugreifen, weil die Art und Weise der Kontextnutzung
zur Ableitung abstrakter Kontextinformationen sehr stark vom Ableitungsschema
und eventuell von der Anwendungsdomäne abhängig sein kann. Somit können nur
die Entwickler der High-Level Provider entscheiden, welche Zugriﬀsform in welcher
Situation bzw. für welche Funktion geeignet ist.
Müssen Provider asynchron oder hybrid auf Kontext zugreifen, so sind dafür zu-
sätzlich die Schnittstellen ContextSubscriber und HybridConsumer zu implemen-
tieren, welche in den nächsten Abschnitten beschrieben werden.
de.tud.mocawi.access.event.ContextSubscriber
Neben den adaptiven, kontextbezogenen Anwendungskomponenten müssen auch
manche High-Level Provider asynchron auf Kontextinformationen zugreifen. Dabei
bestehen dieselben Anforderungen:
• Möglichkeit der Speziﬁkation der benötigten Kontextinformation
• Änderungsabhängige Benachrichtigung
• Unterstützung mehrerer Abonnements pro Provider
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• Orts- und quellentransparenter Zugriﬀ auf Kontextinformationen
Deshalb werden diese High-Level Provider wie Subscriber behandelt und müssen die
ContextSubscriber-Schnittstelle implementieren, um sich bei der QueryAndSub-
scribe-Schnittstelle für die benötigten Kontextinformationen registrieren zu kön-
nen. Was bei der Implementierung dieser Schnittstelle zu beachten ist, wird in Ka-
pitel 6.4 erläutert.
de.tud.mocawi.access.HybridConsumer
Stellen High-Level Provider besonders hohe Anforderungen bezüglich der Antwort-
zeit bei der Bedienung synchroner Anfragen, so müssen sie die Schnittstelle Hybrid-
Consumer implementieren. Sie müssen dabei  wie alle Consumer  die Menge
der von ihnen voraussichtlich konsumierten Kontextinformationen als Ergebnis der
consumes()-Methode speziﬁzieren. Weiterhin müssen sie in der Implementierung der
stillAlive()-Methode signalisieren, ob sie nach wie vor aktiv sind, und die angege-
benen Kontextinformationen benötigen. Des weiteren muss die Implementierung der
Schnittstelle durch die prepare(HybridConsumer)-Methode bei der QueryAndSub-
scribe-Schnittstelle registriert werden, um von der Beschleunigung der Selektion
Gebrauch zu machen.
Der Manager ruft consumes() auf, um die benötigten Kontextinformationen zu
ermitteln und entsprechend die Überwachung von Provider zu veranlassen. In regel-
mäßigen Abständen wird stillAlive() durch den Manager aufgerufen, sodass die
Überwachung der Provider gestoppt werden kann, sobald der Consumer nicht mehr
aktiv ist und den angeforderten Kontext nicht mehr benötigt.
Weil die Überwachung der Provider für das System kostspielig ist, ist es ratsam,
die Granularität der Consumer möglichst klein zu wählen. Außerdem sollte die Regis-
trierung rechtzeitig, d. h. wenn möglich wesentlich  tRTTavg vor dem eigentlichen
Kontextzugriﬀ erfolgen, und sollte sobald wie möglich nach diesem durch Aufruf der
release(SubscriptionTicket)-Methode der QueryAndSubscribe-Schnittstelle zu-
rück genommen werden.
6.3.3. Weitere Klassen
Für die Implementierung der zuvor beschriebenen Schnittstellen werden zusätzliche
Klassen benötigt, welche die Repräsentationen von Bezeichnern und Context Pat-
terns gestatten. Diese Klassen werden anschließend vorgestellt. Die Klassen zur Re-
präsentation von Kontextinformationen sind bereits Gegenstand von Kapitel 6.2.2.
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de.tud.mocawi.provider.ProviderId
Bei der Beschreibung der LowLevelProvider-Schnittstelle wurde gefordert, dass sich
jeder Provider durch einen global eindeutigen Bezeichner identiﬁzieren muss. Jedoch
wurde nicht beschrieben, wie dieser zu wählen ist.
Aufgrund der unterschiedlichen Kontextquellen gibt es auch unterschiedliche Be-
ziehungen zwischen einer Quelle und dem konkreten Gerät auf dem ihr Provider
betrieben wird. Quellen die lokal auf einem Gerät vorhanden sind, sind nur gerä-
teabhängig erreichbar (z. B. Quellen von Provider P und S, Abb. 5.1 auf Seite 90).
Kann ein anderes Gerät keine Verbindung zu einem Gerät herstellen, so kann es
auch dessen Quellen bzw. Provider nicht nutzen. Quellen die entfernt von einem Ge-
rät existieren, können unterschiedlich erreichbar sein. Dabei gibt es Quellen, welche
nur unter bestimmten Bedingungen  z. B. im Empfangsbereich der Bluetoothkom-
munikationseinrichtung des Gerätes  erreichbar sind (z. B. Quelle von Provider Q,
Abb. 5.1). Andere sind dagegen nahezu immer erreichbar  z. B. ein öﬀentlicher Web
Service im Internet (Quelle der Provider R und T, Abb. 5.1). Wesentlich ist, dass
entfernte Quellen geräteunabhängig erreichbar sein können. Das gilt vor allem für
globale Quellen.
Um bei der Konstruktion des Providerbezeichners (der ProviderId)  geräteab-
hängige und -unabhängige Quellen zu unterstützen, besteht eine ProviderId aus
einem Quellen- und einem Gerätebezeichner (der HostId). Während der Gerätebe-
zeichner ein systemspeziﬁsches Format hat, ist der Quellenbezeichner eine Zeichen-
kette, welche beliebig bzw. Domänen-speziﬁsch deﬁniert werden kann.
Die ProviderId von Providern die lokale Quellen kapseln, muss eine gültige
HostId enthalten. Um die Implementierung solcher Provider zu erleichtern, exis-
tiert die Methode HostId.getLocalHost(), welche die HostId des lokalen Gerätes
liefert. Sie sollte bei der Erzeugung einer lokalen ProviderId genutzt werden. Die
Entscheidung, ob ein Provider lokale oder entfernte Quellen kapselt, ist von den
Entwicklern des Providers zu treﬀen. Meist ist diese Entscheidung jedoch durch die
Art der Quelle und somit durch die Anwendungsdomäne vorgegeben.
Der Quellenbezeichner muss in jedem Fall  egal ob lokale oder entfernte Quelle
 Teil der ProviderId sein. Es gibt unterschiedliche Wege den Quellenbezeichner
zu deﬁnieren: entweder manuell durch statische Deﬁnition vom Providerentwickler
bzw. Konﬁguration vom Provideradministrator beim Deployment, oder automatisch
durch die Providerimplementierung.
Hinweis 12. Die automatische Vergabe der Quellenbezeichner durch die Providerim-
plementierung ist zu bevorzugen, wenn eine Providerinstanz wechselnde Instanzen
des gleichen Quellentyps kapselt. Das gilt primär für Kontextquellen die entfernt
angebunden oder sogar global erreichbar sind  z. B. Bluetooth-GPS-Empfänger bzw.
Web Service.
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Bei der Registrierung eines Providers mit der OSGi Service Platform ist eine
gültige ProviderId erforderlich. Folglich muss auch der Quellenbezeichner vor der
Registrierung deﬁniert sein. Quellenbezeichner entfernter Quellen müssen global ein-
deutig sein. Die Bezeichner lokaler Quellen hingegen müssen nur lokal eindeutig sein.
Diese Eigenschaft wird in der Implementierung der ProviderId durch Verwaltung
aller lokal vergebenen ProviderIds in einer Tabelle gesichert, welche mit geringem
Aufwand (O(log n)) durchsucht werden kann. Zur Erzeugung der ProviderIds gibt
es folgende Versionen der Methode newId für die unterschiedlichen Anwendungsfälle:
• newId() liefert eine ProviderId für eine globale Quelle deren Quellenbezeich-
ner generiert ist.
• newId(String) liefert eine ProviderId für eine globale Quelle mit einem ex-
tern deﬁnierten Quellenbezeichner. Doppelte Vergabe von ProviderIds wird
auf lokaler Ebene verhindert, sodass die Wiederverwendung eines Quellenbe-
zeichners zu einer java.lang.IllegalArgumentException führt.
• newId(HostId) liefert eine ProviderId für eine lokale Quelle deren Quel-
lenbezeichner ebenfalls generiert ist. Fehlerhafte HostIds werden mit einer
java.lang.IllegalArgumentException zurück gewiesen.
• newId(String, HostId) liefert eine ProviderId für eine beliebige Quelle oh-
ne den Quellenbezeichner zu generieren. Leere Zeichenketten für Quellenbe-
zeichner werden mit einer java.lang.IllegalArgumentException zurück ge-
wiesen.
Globale Eindeutigkeit einer ProviderId bzw. eines Quellenbezeichners kann oh-
ne eine zentrale bzw. globale Instanz nicht realisiert werden. Diese Instanz könnte
einerseits physisch existieren  z. B. in Form eines Knotens, welcher alle Bezeich-
ner verwaltet und neue vergibt. Andererseits könnte sie durch ein globales Schema
etabliert werden, welches den Namensraum auf verschiedene Instanzen aufteilt, die
diese Teile verwalten. Die Schwierigkeit besteht bei der zweiten Möglichkeit jedoch
wieder in der Zuweisung der Namensräume, welche durch eine zentrale Instanz er-
folgen muss.
Im Context Service wird der zweite Ansatz für die Bezeichner lokaler Quellen ge-
nutzt. Dies geschieht derart, dass lokal eindeutige Quellenbezeichner mit der HostId
zu einer global eindeutigen ProviderId kombiniert werden. Durch die lokale Verwal-
tung aller ProviderIds kann auch für entfernte Quellen lokale Eindeutigkeit ihrer
Bezeichner gesichert werden. Jedoch ist bei der Generierung ihrer Quellenbezeichner
in ProviderId.newId(), mangels Zugriﬀs auf eine zentrale Instanz, keine Prüfung
der globalen Eindeutigkeit möglich. Um die Robustheit der einzelnen Context Ser-
vice Instanzen sicher zu stellen, wird auf die Nutzung des Servers für diese Funktio-
nalität verzichtet, weil die Verbindung zwischen Clients und Server nicht als stabil
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angenommen werden kann. Statt dessen wird die Wahrscheinlichkeit doppelter ver-
gebener Bezeichner dadurch reduziert, dass diese aus einer 128 Bit langen, gleich
verteilten Pseudozufallszahl gebildet werden. Dieses Verfahren ist in Anlehnung an
den RFC∗ 4122 [LMS05] der Internet Engineering Task Force (IETF) zur Erzeugung
eines Universally Unique Identiﬁer (UUID) realisiert.
Der erste Ansatz  Nutzung einer zentralen Instanz  wird ebenfalls verwendet, je-
doch nicht für die Vergabe von Quellenbezeichnern, sondern nur für die Feststellung
von uneindeutigen ProviderIds. Erhält der Server (Kap. 5.5.3) mehrere Provider-
beschreibungen deren ProviderIds identisch sind, die sich jedoch in den übrigen
Eigenschaften unterscheiden (d. h. Pi und Ci), so werden alle Provider mit dersel-
ben ProviderId als nicht-verwendbar betrachtet und entsprechend an die Clients
gemeldet. Für den Server ist nicht entscheidbar, welche Beschreibung oder welcher
Bezeichner korrekt ist. Wenn der Server jedoch mehrere vollständig identische Pro-
viderbeschreibungen von unterschiedlichen Clients erhält, so bedeutet dies nur, dass
eine entfernte oder globale Quelle zeitgleich von mehreren Providern gekapselt wird.
Ist der Server nicht erreichbar, dann bleiben diese Inkonsistenzen unentdeckt und
unbehandelt.
Hinweis 13. Während der Lebenszeit eines Providers darf sich seine ProviderId
nicht ändern. Providerimplementierungen, welche wechselnde Instanzen eines Quel-
lentyps kapseln, müssen ihren Providerdienst beim Wechsel von einer Quelleninstanz
zu einer anderen zuerst von der OSGi Service Platform abmelden und anschließend
mit der Beschreibung der neuen Quelle (inkl. neuer ProviderId) wieder anmelden.
Die Methode getSourceId() liefert bei allen Quellen den Quellenbezeichner zu-
rück. Bei lokalen Quellen kann darüber hinaus die Methode getHostId() für den
Zugriﬀ auf den Gerätebezeichner genutzt werden. Für globale Quellen liefert diese
Methode kein Ergebnis (null).
de.tud.mocawi.provider.HostId
Der Gerätebezeichner wurde bereits im vorangegangenen Kapitel angesprochen. Sei-
ne wesentlichste Eigenschaft besteht in der globalen Eindeutigkeit. Die Implemen-
tierung der HostId basiert auf der IP-Adresse des Gerätes, und setzt voraus, dass
(a) das Gerät über eine Netzwerkschnittstelle verfügt, und (b) diese eine öﬀentliche
IP-Adresse besitzt. Bei Geräten die keine solche Schnittstelle haben, besteht die
Forderung der globalen Eindeutigkeit nicht, weil sie keine anderen Geräte erreichen
können. Aufgrund des derart eingeschränkten Ereignishorizonts sind alle lokal ein-
deutigen Bezeichner gleichzeitig global eindeutig. Probleme wie der Einsatz von
Network Address Translation (NAT) oder die Auswahl der IP-Adresse auf Geräten
mit mehreren Netzwerkschnittstellen werden aktuell nicht behandelt.
∗Request for Comments (RFC)
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Bei einem Wechsel der Kommunikationstechnologie von der C/S- hin zu einer
Peer-to-Peer-Architektur auf Basis des JXTA-Projekts bietet sich die Nutzung der
global eindeutigen PeerIds als Gerätebezeichner an.
de.tud.mocawi.access.ContextPattern
Die Bestandteile von Context Patterns wurden bereits in Kapitel 5.3 erläutert. In-
stanzen der Klasse ContextPattern repräsentieren diese Context Patterns. Im Ge-
gensatz zu einem ContextElementKey der nur eine einzige Kontextinformation be-
zeichnet, ist es möglich, mit einem einzigen ContextPattern eine ganze Menge von
Kontextinformationen zu beschreiben.
Während der Metatyp und der Domänentyp eines Patterns den Typ der Kontext-
information repräsentieren, müssen die übrigen Eigenschaften durch die Restriktion
beschrieben werden. Seitens des Context Services sind keinerlei Eigenschaften de-
ﬁniert, geschweige denn eine Grammatik speziﬁziert mit der Ausdrücke über den
Eigenschaften möglich sind.
6.4. Realisierung von Consumern
Neben den bereits beschriebenen High-Level Providern enthält die Gruppe der Con-
sumer auch die kontextbezogenen, adaptiven Softwaresysteme. Sie kapseln die Kon-
textsenken (engl. context sink), welche über den Context Service auf die Kontext-
quellen der Provider zugreifen. Während ein Provider einen Adapter zwischen Kon-
textquelle und Context Service darstellt, ist ein Consumer ein Adapter zwischen
Kontextsenke und Context Service.
6.4.1. Integration der Kontextsenken
Weil es sich bei den Kontextsenken häuﬁg um eigenständige, d. h. vom Context
Service unabhängige, Software handelt, ist damit zu rechnen, dass nur wenige dieser
Softwaresysteme auf Basis von Java oder sogar OSGi implementiert sind. Somit
besteht eine Herausforderung in der Integration der Kontextsenken in den Context
Service bzw. in die OSGi Service Platform. Nach erfolgter Integration ist der Zugriﬀ
von den Bundles der Kontextsenken auf den Context Service  und umgekehrt 
theoretisch∗ problemlos möglich.
Die Aufgabe der Consumer besteht in der Abbildung des Informationszugriﬀs der
Kontextsenken auf die Funktionalität und Informationsrepräsentation des Context
Services. Als Teil dieser Kapselung der Kontextsenken wird auch die Kopplung zwi-
schen Kontextsenke und Consumer verborgen. Zu deren Realisierung eröﬀnen sich
∗Von Zugriﬀsbeschränkungen aus administrativen Gründen soll hier abstrahiert werden.
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die in Abbildung 6.10 dargestellten Varianten. Teile die sich innerhalb des Rechtecks
der OSGi Service Platform beﬁnden, sind OSGi Bundles, alle anderen nicht. Wel-
che Lösung gewählt wird, hängt von den Eigenschaften der Kontextsenken, sowie
den jeweiligen Anforderungen ab und kann nur durch die Entwickler der Consumer
entschieden werden.
Abbildung 6.10.: Möglichkeiten der Kopplung von Context Consumer und Kontext-
senke: A) JNI B) entfernte Kommunikation C) OSGi Bundle und
D) Foreign Application Access
Variante A  Java Native Interface
Eine Kontextsenke die nicht in Java implementiert ist, sondern eine native (Betriebs-
system-speziﬁsche) Anwendung ist, kann mittels JNI auf den Consumer zugreifen 
und umgekehrt. Details zur Verwendung des JNI sind der Dokumentation [Lia99]
zu entnehmen.
Variante B  Entfernte Kommunikation
Alternativ zur Verwendung des JNI kann auch entfernte Kommunikation eingesetzt
werden. So könnte der Consumer z. B. einen Web Service bereitstellen auf den die
Kontextsenke zugreifen kann. Führt die Senke Abonnements durch, so muss sie
selbst eine entsprechende Schnittstelle anbieten, um benachrichtigt zu werden.
Bei der Nutzung entfernter Kommunikation müssen sich die beteiligten Kommu-
nikationspartner nicht auf unterschiedlichen Geräten beﬁnden. Somit können auch
lokale Kontextsenken auf den lokalen Context Service zugreifen. Beim lokalen Zu-
griﬀ sind über entfernte Kommunikation theoretisch auch alle Formen der Interpro-
zesskommunikation∗ nutzbar. Sind diese Kommunikationsformen jedoch nicht durch
Java unterstützt, so wären sie für den Java-basierten Consumer nur unter Einsatz
∗engl. Inter Process Communication (IPC)
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des JNI anwendbar. Folglich reduziert sich die Menge der nutzbaren Kommunikati-
onsmechanismen auf diejenigen, für welche eine Java-basierte Implementierung/Un-
terstützung existiert.
Variante C  OSGi Bundle
Kontextsenken die ohnehin als OSGi Bundles implementiert sind, können problemlos
auf die Consumerimplementierung zugreifen  und umgekehrt. Dabei spielt es keine
Rolle, ob sich beide im selben Bundle beﬁnden, oder in unterschiedlichen Bundles.
Jedoch bietet sich diese Kopplung  wie eingangs beschrieben  nur für den Fall an,
dass die Kontextsenke eine OSGi-basierte Anwendung ist.
Variante D  Foreign Application Access
Für alle Anwendungen, welche zwar in Java implementiert sind, jedoch keine OSGi
Bundles sind, bietet die OSGi Speziﬁkation die Möglichkeit des Foreign Application
Access an. Dabei handelt es sich um eine Schnittstelle mit der Nicht-OSGi-Software
auf die Funktionen der OSGi Service Platform und die Dienste ihrer Bundles zu-
greifen kann. Dies schließt auch eventuell vorhandene Bundles von Consumern ein.
Welche Schnittstellen zur Verfügung stehen, und wie diese zu benutzen sind, ist in
der OSGi Speziﬁkation [OSG07b] beschrieben.
6.4.2. Durchführung des Kontextzugriﬀs
Zur Bedienung des Informationsbedarfs der Kontextsenke nutzt ein Consumer die
unterschiedlichen Zugriﬀsformen  synchron und asynchron  die durch den Context
Service und die Provider angeboten werden. Um dabei die benötigten Kontextinfor-
mationen zu speziﬁzieren, werden erneut Context Patterns eingesetzt.
Anfragen  Synchroner Zugriﬀ
Der synchrone Zugriﬀ einer Kontextsenke auf die Proﬁle aller Nutzer ist in Quell-
text 6.3 auf der nächsten Seite dargestellt. Die Zeilen 3 bis 5 enthalten lediglich den
Zugriﬀ auf die OSGi Service Platform, um eine Referenz auf die Zugriﬀskomponente
zu erhalten, deren Dienst unter der Schnittstelle de.tud.mocawi.access.Query-
AndSubscribe registriert ist. Die gewünschte Kontextinformation wird in Zeile 6
durch ein Context Pattern angegeben, welches lediglich die Typinformationen (Meta-
und Domänentyp) speziﬁziert. Beim Aufruf von requestContext(ContextPattern)
mit dem Pattern werden die gewünschten Kontextinformationen zurück geliefert. In
Abhängigkeit von der Verwendbarkeit geeigneter Provider und dem Inhalt des Pat-
terns enthält die Ergebnismenge zwischen Null und beliebig vielen Zugriﬀsobjekten
(Kap. 6.2.2)  je eines für jede gefundene Kontextinformation. Anschließend können
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die Informationen verarbeitet werden (Zeilen 9 bis 13) indem die Methoden der Zu-
griﬀsobjekte verwendet werden. Werden die Kontextinformationen während dieser
Methodenaufrufe nicht-verfügbar, so löst der Context Service eine UnavailableCon-
textException aus, welche geeignet behandelt werden muss (Zeilen 14 bis 17).
Quelltext 6.3: Synchroner Kontextzugriﬀ durch einen Consumer
1 public class ConsumerActivator implements BundleActivator , ↘
→ContextSubscr iber {
public void s t a r t ( BundleContext context ) throws Exception↘
→ {
Se rv i c eRe f e r ence [ ] a c c e s sRe f s = context .↘
→g e tS e rv i c eRe f e r en c e s ( QueryAndSubscribe . class . getName ( )↘
→ , null ) ;
i f ( a c c e s sRe f s != null && acce s sRe f s . l ength ( ) == 1) {
5 QueryAndSubscribe a c c e s s = (QueryAndSubscribe ) ↘
→context . g e tS e r v i c e ( a c c e s sRe f s [ 0 ] ) ;
ContextPattern userPattern = new ContextPattern ( "EN" ,↘
→ " user " , null ) ) ;
Set u s e r s = acc e s s . r eque s t ( userPattern ) ;
I t e r a t o r u s e r I t = use r s . i t e r a t o r ( ) ;
while ( u s e r I t . hasNext ( ) ) {
10 Entity user = ( Entity ) u s e r I t . next ( ) ;
try {
// r e t r i e v e d e t a i l e d in format ion from user e n t i t y
. . .
} catch ( Unavai lableContextExcept ion uce ) {










Das präsentierte Beispiel setzt natürlich voraus, dass ein Kontextmodell deﬁniert
wurde, welches der Beschreibung von Providern und Consumern zugrunde liegt. In
diesem Modell ist auch die Entität user mit ihren Attributen und Assoziationen de-
ﬁniert. Jedoch existiert keinerlei Unterstützung für dieses Typsystem. Es ist folglich
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Aufgabe der Entwickler von Providern und Consumern, nur die deﬁnierten Typen
mit der festgelegten Semantik zu verwenden. Jede abweichende Verwendung kann
dazu führen, dass die kontextbezogene Anwendung überhaupt keine Informationen
erhält oder nicht die gewünschte Adaptivität zeigt.
Abonnements  Asynchroner Zugriﬀ
In Quelltext 6.4 ist ein Subscriber auszugsweise dargestellt, welcher über einen län-
geren Zeitraum an Kontext interessiert ist. Wie es bei der Integration von Kontext-
senken in den Varianten A, B und C erforderlich ist, wurde er als eigenständiges
Bundle realisiert. Zur Vereinfachung ist in diesem Beispiel der Activator auch gleich-
zeitig der Subscriber. Deshalb implementiert die Beispielklasse ConsumerActivator
die beiden Schnittstellen BundleActivator und ContextSubscriber.
Auch hier muss bei der Initialisierung  in der startConsumer()-Methode  eine
Referenz zur Zugriﬀskomponente gefunden werden (Zeilen 6 bis 8). Die benötigte
Kontextinformation  z. B. die Raumtemperatur des Zimmers INF3100  wird
wie zuvor durch Context Pattern beschrieben (Zeile 9) und bei der Registrierung
des Abonnements (Zeile 10) an den Context Service übergeben. Als Ergebnis der
Registrierung wird ein eindeutiges SubscriptionTicket erzeugt, welches das Abon-
nement, d. h. die Kombination aus Abonnent und abonnierter Kontextinformation,
identiﬁziert. Mit diesem Ticket kann der Subscriber einerseits das Abonnement be-
enden (Zeile 23), indem er die Methode unsubscribeFromContext(Subscription-
Ticket) der Anfrageschnittstelle aufruft. Andererseits kann ein Subscriber, welcher
unterschiedliche Kontextinformationen abonniert hat, die per notify(ContextUn-
availableEvent, SubscriptionTicket) eingehenden Benachrichtigungen den ent-
sprechenden Abonnements zuordnen (Zeile 15) und ggf. die Kontextinformationen
an die einzelnen Komponenten des Subscribers weiterleiten.
Quelltext 6.4: Asynchroner Kontextzugriﬀ durch einen Subscriber
1 public class ConsumerActivator implements BundleActivator , ↘
→ContextSubscr iber {
private QueryAndSubscribe a c c e s s = null ;
private Subsc r ip t i onT i cke t myTicket = null ;
5 public void s t a r t ( BundleContext context ) throws Exception↘
→ {
Se rv i c eRe f e r ence [ ] a c c e s sRe f s = context .↘
→g e tS e rv i c eRe f e r en c e s ( QueryAndSubscribe . class . getName ( )↘
→ , null ) ;
i f ( a c c e s sRe f s != null && acce s sRe f s . l ength ( ) == 1) {
this . a c c e s s = (QueryAndSubscribe ) context . g e tS e r v i c e (↘
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→acc e s sRe f s [ 0 ] ) ;
ContextPattern tempPattern = new ContextPattern ( "AT" ,↘
→ "room . temperature " , "room . id='INF3100 ' " ) ) ;
10 this . myTicket = acc e s s . subscr ibeToContext ( tempPattern↘
→ , this ) ;
}
}
public void no t i f y ( ContextUnavai lableEvent event , ↘
→Subsc r ip t i onT i cke t t i c k e t ) {
15 i f ( event instanceof AttributeValueEvent && myTicket .↘
→equa l s ( t i c k e t ) ) {
Object newTemp = event . getNewValue ( ) ;
// n o t i f y con t e x t s ink ( f o r update o f room ↘




public void stop ( BundleContext context ) throws Exception ↘
→{
this . a c c e s s . unsubscribeFromContext ( this . myTicket ) ;
}
25 }
Die Signatur der Methode notify(ContextEvent, SubscriptionTicket) lässt
erkennen, dass einem Subscriber bei jeder Benachrichtigung nur ein Ereignis über-
geben wird. Es erfolgt keine Sammlung von Ereignissen. Des weiteren erhält ein
Subscriber nur dann  direkt nach der Registrierung des Abonnements  eine initia-
le Benachrichtigung, wenn entsprechende Provider verfügbar sind.
Hinweis 14. Solange ein Subscriber keine initiale Benachrichtigung für ein Abon-
nement erhalten hat, ist dieses als schwebend (engl. pending) zu betrachten.
Hinweis 15. Sind nach erfolgter initialer Benachrichtigung zu einem beliebigen Zeit-
punkt keine Provider  weder lokal noch entfernt  mehr verfügbar, um ein Abonne-
ment zu bedienen, so übergibt der Manager beim Aufruf von notify(ContextEvent,
SubscriptionTicket) kein ContextUnavailableEvent, sondern den Wert null.
Der Subscriber muss in der Lage sein, mit einem solchen Argument umzugehen und
es entsprechend zu bewerten.
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6.5. Verwendung von Filtern und Konvertern
Um bei der Providerselektion die Filterung anhand domänenspeziﬁscher Merkmale
zu unterstützen, müssen die Entwickler zuerst gültige Merkmalstypen deﬁnieren.
Teil dieser Deﬁnition ist die Semantik des Merkmals, ein eindeutiger Typbezeichner,
sowie eine Grammatik für gültige Ausdrücke bzw. Werte. Darauf aufbauend sollten
einerseits die Merkmale in den Provided Pattern der entwickelten Provider deklariert
werden (jeweils inkl. Ausdruck), und andererseits passende Filter entwickelt werden,
welche die Merkmalsausdrücke auswerten können.
Jeder Filter wird wie ein Provider in Form eines OSGi-Bundles zur Verfügung
gestellt. Um vom Kontextdienst gefunden zu werden, muss die Implementierung
des Filter-Interfaces (Abb. 6.11 auf der nächsten Seite) bei der OSGi-Plattform
registriert werden. Über die Methode filtersFeatureTypes muss der Filter be-
kanntgeben, anhand welcher Merkmalstypen er Context Pattern ﬁltern kann. Zur
Durchführung der Filterung ruft der ContextBroker die Methode filter auf, und
übergibt dabei ein Consumed und ein Provided Pattern. Der Filter muss daraufhin
die Ausdrücke der anzuwendenden Merkmalstypen miteinander vergleichen. Besit-
zen sie eine Schnittmenge, so muss der Methodenrückgabewert true sein, andernfalls
false.
Hinweis 16. Die Menge der Merkmalstypen, die durch einen Filter beim Vergleich
zweier Pattern evaluiert werden müssen, ist die Schnittmenge der Merkmalstypen
der beiden Pattern und des Filters.
Für domänenübergreifende Interoperabilität können Konverter bereitgestellt wer-
den, welche die Ausdrücke eines Merkmalstyps in Ausdrücke eines anderen Merk-
malstyps umwandeln können. Analog zu den Filtern werden die Konverter eben-
falls als OSGi-Bundles realisiert. Das Bundle eines Konverters muss die Imple-
mentierung der Converter-Schnittstelle bei der OSGi-Plattform registrieren, und
über die Methoden inputFeatureType, outputFeatureType, isBidirectional und
effectsFeatureTypes die Selbstbeschreibung des Konverters an den ContextBro-
ker liefern. Ruft der Broker die convert-Methode mit einem beliebigen Context Pat-
tern auf, dann muss der Konverter den Ausdruck des Eingabemerkmalstyps in den
des Ausgabemerkmalstyps umwandeln, sofern im Pattern der Eingabemerkmalstyp
deﬁniert ist. Ist das nicht der Fall, wird das Context Pattern unverändert ausgege-
ben. Nach erfolgter Konvertierung enthält das Pattern die Deﬁnition des Ausgabe-
merkmalstyps (inkl. Wert) anstatt des Eingabemerkmalstyps, sowie die veränderten
Ausdrücke der zusätzlich beeinﬂussten Merkmalstypen.
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Abbildung 6.11.: Schnittstellen und Klassen für die Filterung von Context Patterns
bei der Providerselektion
6.6. Evaluierender Einsatz des Context Service
Um die Verwendbarkeit des entwickelten Context Service Prototyps zu zeigen, wurde
er als Teil der Laufzeitumgebung im Rahmen eines Modell-getriebenen Softwareent-
wicklungsprozesses für multimodale, adaptive Software eingesetzt [HHS08]. Dabei
handelt es sich um ein System, welches die Techniker eines Chemieherstellers bei
der Betreuung von Produktionsanlagen unterstützen soll. Im Folgenden soll an we-
sentlichen Aspekten des Entwicklungsprozesses die Behandlung von Kontextinfor-
mationen und der Einsatz des Kontextdienstes gezeigt werden.
6.6.1. Metamodelle
Die Basis der Methodik des Entwicklungsprozesses ist eine Menge von Objekt-
orientierten Modellen. Die ihnen zugrunde liegenden Metamodelle wurden dement-
sprechend mit Hilfe der Meta Object Facility (MOF)∗  einer Art Super- oder Meta-
Metamodell  deﬁniert. Zu den deﬁnierten Metamodellen gehören:
• Konzept-
∗Auch die Uniﬁed Modelling Language (UML) ist ein Metamodell, welches mit Hilfe der MOF
deﬁniert wurde.
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Das Konzeptmetamodell gestattet die Modellierung aller für die Software notwen-
digen Informationen, ihrer Zusammenhänge und Datenstrukturen. Es bildet das
Bindeglied zwischen den übrigen Metamodellen. Weil eine einheitliche Modellie-
rung von Anwendungsdaten und Kontextinformationen angestrebt wurde, ﬁel die
Wahl auf die OWL [TAA+03], deren Dialekt OWL  Description Logics (OWL-DL)
prädikatenlogische Ausdrucksstärke bietet, und gleichzeitig das Kriterium der Ent-
scheidbarkeit sichert. OWL hat bereits im Bereich der Wissensmodellierung breite
Anwendung gefunden und wird auch von mehreren Forschergruppen zur Modellie-
rung von Kontextinformationen eingesetzt. Um OWL  und andere Modellierungs-
ansätze der Wissensmodellierung  in die Objekt-orientierte Welt zu integrieren,
entwickelt die Object Management Group (OMG) das so genannte Ontoglogy De-
ﬁnition Metamodel (ODM) [OMG07], welches als Kern des Konzeptmetamodells
ausgewählt wurde.
Das Prozessmetamodell erlaubt die Beschreibung von Prozessen mittels Daten-
und Kontrollﬂüssen, sowohl kausal als auch temporal. Es werden zwei Prozessklassen
deﬁniert: Interaktionsprozesse und Systemprozesse. Erstere beschreiben die Interak-
tion mit den Nutzern des Systems, während letztere die Einbindung der Geschäfts-
logik repräsentieren. Somit bilden Prozesse das kontrollierende Bindeglied zwischen
Benutzungsschnittstelle und Geschäftslogik.
Zur Beschreibung komplexer multimodaler Benutzungsschnittstellen existiert das
Benutzungsschnittstellenmetamodell. Es gestattet die Entwicklung abstrakter, mo-
dalitätsunabhängiger Benutzungsschnittstellen. Diese werden im Laufe des Entwick-
lungsprozesses immer konkreter und modalitätsspeziﬁscher.
Die Modellierung der Geschäftslogik  Kernaspekt vieler anderer Entwicklungs-
prozesse  wurde zugunsten der Fokussierung auf multimodale Benutzungsschnitt-
stellen stark reduziert. So bietet das Geschäftslogikmetamodell lediglich die Mittel,
um Schnittstellen zu den Bestandteilen der eigentlichen Geschäftslogik zu deﬁnieren
und diese aufzurufen. Zur Entwicklung der darin gekapselten Funktionalität werden
klassische Softwareentwicklungsprozesse vorausgesetzt.
Das Kontextmetamodell ermöglicht die Modellierung der Kontextnutzung und -
bereitstellung. Die Nutzung von Kontextinformationen erfolgt über eine Erweiterung
des Prozessmetamodells, welche es erlaubt, dass Prozesse analog zu Anwendungs-
daten auch Kontextinformationen ein- und ausgeben können. Der Fluss von Kon-
textinformationen kann genauso deﬁniert werden, wie der von Anwendungsdaten.
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Ohnehin werden die Informationen/Daten beider Klassen mit Hilfe des Konzeptme-
tamodells einheitlich modelliert. Die Unterstützung der Kontextbereitstellung be-
steht in Modellierungskonzepten für die Charakteristika der Provider. Dies bezieht
sich primär auf die von ihnen angebotenen Kontextinformationen, sowie  bei High-
Level Providern  die von ihnen benötigten Kontextinformationen. Die Modellierung
der Provider beschränkt sich auf die Klassenebene, d. h. es können Providertypen de-
ﬁniert werden, deren Instanzen sich identisch verhalten  die gleiche Informationen
liefern und ggf. benötigen. Eine Unterstützung für die Modellierung von einzelnen
Providerinstanzen gibt es nicht.
6.6.2. Entwicklungsmethodik
Das Vorgehen bei der Entwicklung adaptiver, multimodaler Anwendungen gliedert
sich in vier Phasen:
1. die Anforderungsanalyse,
2. das abstrakte Systemdesign,
3. das detaillierte Systemdesign und
4. die Implementierung
All diese Phasen lassen sich in anerkannte Softwareentwurfsprozesse integrieren. Die
Phasen 1 bis 3 und die in ihnen deﬁnierten Modelle werden durch Model-to-Model-
Transformationen in einander überführt. Diese Transformationen basieren auf dem
Standard MOF Query/View/Transformation (MOF QVT) [Obj08]. Beim Durchlauf
der einzelnen Phasen werden die Modelle immer weiter verfeinert, sodass in Phase
4 die Umwandlung in ausführbare Software mittels Model-to-Code-Transformation
erfolgen kann. Weil die Ausführungsumgebung Java-basiert ist, wurde das JET∗-
Framework der Eclipse-Entwicklungsumgebung eingesetzt. Mit seiner Hilfe kann
u. a. Javaquelltext generiert werden.
In Phase 1 wird ein Anforderungsmodell deﬁniert, welches in ein initiales Prozess-
modell transformiert wird. Dieses Prozessmodell wird in Phase 2 verfeinert, wobei
gleichzeitig auch das Konzeptmodell entsteht, welches die Datendeﬁnitionen beher-
bergt, die für die Datenﬂüsse benötigt werden. Beim Übergang zu Phase 3 wird das
Prozessmodell in das Benutzungsschnittstellenmodell und das Geschäftslogikmodell
transformiert, und gleichzeitig auch das Konzeptmodell in das Kontextmodell. Bei
diesen Transformationen wird bereits eine Trennung zwischen Kontextinformatio-
nen und Anwendungsdaten vorgenommen. Für alle im Prozessmodell eingebunde-
nen Anwendungsdaten werden Aufrufe der Geschäftslogik generiert. Dem gegenüber
∗Java Emitter Templates (JET)
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werden für die Kontextinformationen entsprechende Beschreibungen von Low-Level
Providern erzeugt. Diese Beschreibungen werden in Phase 3 präzisiert. Dazu ge-
hört ggf. auch die Umwandlung einer Low-Level-Provider-Beschreibung in die eines
High-Level Providers durch Binden der benötigten Kontextinformationen. Der Über-
gang zur letzten Phase erfolgt durch Quelltextgenerierung. Dabei wird die Objekt-
orientierte Beschreibung der Benutzungsschnittstelle in XML-basierte Dokumente
überführt. Aus dem Prozessmodell werden die Klassen der so genannten Task Pro-
cess Engine erzeugt, welche zur Laufzeit die Ablaufsteuerung der generierten Soft-
ware übernimmt (siehe Kap. 6.6.3). Nicht zuletzt werden auch die Schnittstellen
der modellierten Provider generiert, wobei das Ontologie-basierte Datenmodell in
ein Modell transformiert wird, dem das Metamodell des Context Service zugrunde
liegt.
6.6.3. Laufzeitumgebung für multimodale, adaptive Software
Für die Ausführung multimodaler, adaptiver Software ist eine Laufzeitumgebung
erforderlich, die einerseits die Nutzerinteraktion über eine multimodale Benutzungs-
schnittstelle ermöglicht, und andererseits die kontextbezogene Adaption der Inter-
aktion und der Software gestattet. Zur Unterstützung des letzten Punktes wird der
Context Service eingesetzt, während für den ersten Punkt die Multimodal Services
Component (MSC)∗ existiert. Die weiteren Bestandteile des Gesamtsystems sind
die schon erwähnte Task Process Engine (TPE) und die generierte Software (siehe
Abb. 6.12).
Abbildung 6.12.: Komponenten der Laufzeitumgebung für multimodale, adaptive
Software
Die Task Process Engine greift  transparent für die multimodale, adaptive Softwa-
re  auf Kontextinformationen zu, und leitet sie entweder an die Software oder auch
die MSC weiter. Letztere kann jedoch auch direkt auf den Context Service zugreifen,
∗Für Details zur MSC sei der interessierte Leser auf [HK07] und [Hüb08] verwiesen.
195
6. Realisierung und Evaluation
um die Kontextinformationen zu erhalten, welche in der Benutzungsschnittstellen-
beschreibung referenziert sind.
6.6.4. Evaluationsanwendung
Zur Evaluation des Gesamtsystems wurde eine Anwendung modelliert, welche den
Technikern in einem großen Chemiewerk die Betreuung der dort vorhandenen An-
lagen erleichtert. Die Consumer werden durch einzelne Teilanwendungen gebildet
(Abb. 6.13 auf der nächsten Seite):
1. Das Organisationswerkzeug (CMAN ) zeigt dem Techniker seine eigene Position,
sowie die Lage der zu wartenden Anlagen und die notwendigen Arbeitsschritte
(mit Anlage, Priorität und Beschreibung) an.
2. Im Überwachungswerkzeug (CMON ) werden dem Techniker die aktuellen Sens-
ordaten der gewarteten Anlage präsentiert.
3. Mit dem Verlaufswerkzeug (CLOG) kann der Techniker frühere, gespeicherte
Sensordaten und ihren Verlauf überprüfen.
Die Adaptivität des Systems besteht in der Anpassung der Benutzungsschnittstel-
le des Organisationswerkzeuges. Zur Anzeige der zu wartenden Anlagen und der
Position des Technikers überwacht das System letztere dauerhaft. Stehen dem Sys-
tem diese Positionsinformationen nicht zur Verfügung, unterbleibt die Darstellung
der Übersichtskarte. Die Informationen werden ggf. vom GPS-Empfänger des PDA
des Technikers geliefert. Des weiteren zeigt das Organisationswerkzeug eine Warn-
meldung an, wenn sich der Techniker in der Nähe einer Anlage beﬁndet, in der
explosive Substanzen produziert oder verarbeitet werden. Bei Anzeige der Sensor-
daten im Überwachungswerkzeug werden die Kontextinformationen synchron von
verschiedenen Sensoren der Anlagen abgefragt. Zu jedem dieser Sensoren ist der
Verlauf ihrer Informationen während der letzten 15 Minuten über das Verlaufswerk-
zeug zugreifbar.
Für die Bereitstellung der notwendigen Informationen für die Evaluationsanwen-
dung wurden mehrere Provider implementiert, welche entweder reale Kontextquel-
len kapseln oder virtuelle Kontextquellen emulieren. Letzteres war erforderlich, weil
entsprechende physische Kontextquellen nicht zur Verfügung standen. Die Positi-
on des Technikers wurde durch einen Low-Level Provider (LLPGPS) geliefert, wel-
cher den GPS-Empfänger des PDA kapselte. Basis der Implementierung dieses GPS-
Providers war eine frei verfügbare Java-basierte Bibliothek. Zur Indikation der Warn-
meldung musste ein High-Level Provider (HLPWARN ) entwickelt werden der auf die
Kontextinformationen des GPS-Providers und eines weiteren Low-Level Providers
(LLPPLANT ) zugreift, welcher u. a. Anlagenpositionen und -beschreibungen liefert.
Dieser Anlagenprovider liest aus einer Datei die notwendigen Informationen aus.
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Eine reale Informationsquelle würde voraussichtlich auf eine zentrale Datenbank
mit den notwendigen Informationen zugreifen. Für die Realisierung der Low-Level
Provider, welche den Anlagenzustand liefern, mussten zusätzlich die von ihnen ge-
kapselten Anlagensensoren emuliert werden  sie liefern zufällige Werte für Füll-
stände (LLPFILL) und Temperaturen (LLPTEMP ). Passend zu diesen Low-Level
Providertypen existieren jeweils High-Level Providertypen (HLPFILL, HLPTEMP ),
welche die Kontextinformationen der Low-Level Provider über einen Zeitraum von
15 Minuten protokollieren.
Abbildung 6.13.: Konﬁguration der Evaluationsanwendung, sowie verteilte Koope-
ration ihrer Komponenten
6.6.5. Bewertung des Einsatzes des Context Service
Der Context Service konnte in einem modellgetriebenenen Softwareentwicklungspro-
zess eingesetzt werden. Dabei war es möglich, ein standardisiertes Metamodell für
die Modellierung von Kontextinformationen zu verwenden, welches im Laufe des
Entwicklungsprozesses auf das speziﬁsche Metamodell des Context Service abgebil-
det wurde. Aufgrund der transparenten Einbindung des Context Services durch die
generierte Process Engine war sogar eine einheitliche Nutzung von Anwendungsda-
ten und Kontextinformationen möglich (/A 1/). Der Context Service kam in der
Konﬁguration A, d. h. inklusive Kommunikationskomponente, zum Einsatz. Dabei
war er in der Lage, die lokalen und entfernten Provider zu überwachen und zu ver-
walten und meldete ggf. die Nicht-Verfügbarkeit des Lokationsproviders (der den
GPS-Empfänger kapselt) an die Consumer  hier die Process Engine und die MSC.
Die MSC konnte sowohl momentan  bei Anzeige von Sensordaten  als auch dauer-
haft  zur Verfolgung der Technikerposition  auf Kontextinformationen zugreifen.
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6.7. Überprüfung der funktionalen Anforderungen
Um die Erfüllung der funktionalen Anforderungen (/A 1//A 3/, /A 5/ und /A 8/
/A 14/) zu überprüfen, wurde für jede Anforderung ein separater Funktionstest
durchgeführt. Dabei wurde auf die Deﬁnition komplexer Testszenarien und -abläufe
zugunsten einer verständlichen Darstellung verzichtet. Die Reihenfolge der überprüf-
ten Anforderungen orientiert sich an der Ordnung in Abbildung 2.3 auf Seite 27.
/A 1/  Einheitliche Repräsentation und Zugriﬀ von Kontext- und
Anwendungsinformationen
Anforderung: Softwaresysteme bzw. Kontextsenken sollen gleichermaßen einheit-
lich auf Kontext- und Anwendungsinformationen zugreifen können. Dies beinhaltet
neben einheitlichen Zugriﬀsfunktionen auch die einheitliche Repräsentation der In-
formationen ungeachtet ihrer Art und ihres Ursprungs. (S. 9)
Test: Im Rahmen der Evaluationsanwendung (Kap. 6.6.4) wurden mehrere Low-
und High-Level Provider implementiert. Diese kapselten einerseits typische Kontext-
quellen, andererseits Informationsquellen, welche vorwiegend als klassische Anwen-
dungsdatenquellen zu bezeichnen sind  z. B. Datenbanken. Auf diese Provider wur-
de durch mehrere Consumer zugegriﬀen.
Ergebnis: Es war möglich, Provider zu entwickeln, welche die Daten der Informa-
tionsquellen extrahierten und sie auf Basis des einheitlichen Metamodells, d. h. in
Form von Entitäten, Attributen und Assoziationen, repräsentierten. Die Consumer
konnten dabei über die zentrale QueryAndSubscribe-Schnittstelle einheitlich auf alle
Informationen zugreifen, wobei der Context Service ad hoc die benötigten Provider
abfragte.
Bewertung: bestanden  mit starken Einschränkungen
Der Zugriﬀ auf die Provider ist zu grob granular, weil als Ergebnis von request()
bzw. im Rahmen der notify()-Benachrichtigungen die gesamte Menge der von
einem Provider lieferbaren bzw. momentan veränderten Kontextinformationen ge-
liefert wird. Liefert eine Informationsquelle nur wenige Informationen, wie dies bei
vielen Kontextquellen der Fall ist, dann ist beim Informationszugriﬀ nur wenig Nach-
verarbeitung erforderlich (z. B. Filterung, Selektion). Für Informationsquellen, wel-
che jedoch einen großen Datenbestand liefern können, ist diese Form des Zugriﬀs
unpraktikabel, weil die dadurch notwendige Nachverarbeitung (a) einen erheblichen
Mehraufwand für den Context Service oder den Consumer bedeutet und (b) die
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Leistungsfähigkeit der Informationsquelle (z. B. mächtige Anfragesprachen und ef-
ﬁziente Anfragebearbeitung) ignoriert. Folglich ist eine speziﬁschere Behandlung
unterschiedlicher Quellentypen wünschenswert.
Während Mechanismen wie Caching und Prefetching zur Verbesserung der Ver-
fügbarkeit von Kontextinformationen aufgrund deren Volatilität/Dynamik wenig
sinnvoll sind, ist eine derartige Unterstützung für den Zugriﬀ auf Anwendungsdaten
nahezu unerlässlich, weil andernfalls die übergeordneten Anwendungen nicht mehr
nutzbar sind. Diese Funktionalität ist prädestiniert für die transparente Auslagerung
in einen Dienst der Middleware [Poh05].
/A 12/  Asynchroner Zugriﬀ auf Kontextinformationen
Anforderung: Zur dauerhaften Überwachung ihrer Umgebung müssen Kontext-
senken asynchron auf Kontextinformationen zugreifen können, d. h. sie müssen durch
Benachrichtigungen über den aktuellen Zustand der Kontextvariablen unterrichtet
werden. (S. 12)
Test: Für diesen Test wurde ein Low-Level Provider LLP implementiert, welcher
zwei einfach strukturierte Kontextinformationen  hier Raumtemperatur und Hel-
ligkeit  in Form von Attributen bereitstellte. Diesen Attributen wurden in zufäl-
ligen Intervallen zufällige Werte zugewiesen. Zusätzlich wurden zwei Consumer C1
und C2 implementiert, die über die subscribe()-Methode der QueryAndSubscribe-
Schnittstelle des Kontextdienstes versuchten, jeweils eine der angebotenen Kontext-
informationen zu abonnieren. Es wurde untersucht, (a) ob C1 und C2 Benachrichti-
gungen über den veränderten Wert der Attribute erhalten, (b) ob jeder Consumer
nur die von ihm abonnierten Benachrichtigungen erhält und (c) ob der Aufruf der
unsubscribe-Methode die Benachrichtigungen beendet.
Ergebnis: Sowohl C1 als auch C2 erhielten in unregelmäßigen Abständen Benach-
richtigungen über den aktuellen Wert der jeweils von ihnen abonnierten Kontext-
information. Dies war neben dem Meta- und Domänentyp der gelieferten Kontex-
tinformationen auch an dem SubscriptionTicket zu erkennen. Es wurde als Teil
jeder Benachrichtigung übermittelt, und erlaubte die Trennung bzw. Identiﬁzierung
der beiden Abonnements.
Bewertung: bestanden
/A 13/  Synchroner Zugriﬀ auf Kontextinformationen
Anforderung: Um die aktuellen Charakteristika ihrer Umgebung ermitteln zu kön-
nen, müssen Kontextsenken synchron auf ihre Kontextinformationen zugreifen kön-
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nen. Nur wenn diese Informationen zeitnah zur Anfrage ermittelt werden, kann eine
Basis für die konsistente, kontextbezogene Darstellung von Informationen oder Aus-
führung von Aktionen ermöglicht werden. (S. 13)
Test: Der Provider LLP aus dem Test von /A 12/ wurde für diesen Test wieder-
verwendet. Analog wurden zwei Consumer C1 und C2 eingesetzt, die jedoch über
die request()-Methode der QueryAndSubscribe-Schnittstelle jeweils eine der von
LLP angebotenen Kontextinformationen abfragten. Dabei wurde getestet, ob jeder
Consumer ausschließlich die angefragten Kontextinformationen erhält.
Ergebnis: Erwartungsgemäß erhielt jeder Consumer nur die von ihm angefragten
Kontextinformationen.
Bewertung: bestanden
/A 2/  Generische Filterung von Kontextquellen und -informationen
Anforderung: Die Ermittlung der Relevanz von Informationen ist durch eine gene-
rische Filterung der Kontextinformationen anhand verschiedener Kriterien zu unter-
stützen. Gleiches gilt auch für die Selektion entsprechender Kontextquellen. (S. 10)
Test: Basierend auf dem Beispiel aus Kapitel 5.4.2 wurden drei Tests mit unter-
schiedlicher Komplexität umgesetzt. In Variante A enthielt das Pattern des Consu-
mers C keine Restriktion, während die Pattern der Provider LLPGPS und LLPGK ,
sowie die Beschreibungen des Filters F und des Konverters FC entsprechend des
Beispiels aufgebaut waren. Variante B bestand aus C, F und LLPGK , wobei das
Pattern des Consumers die beschriebene Restriktion enthielt. In Variante C kamen
alle Komponenten des Beispiels zum Einsatz. Zur Durchführung der Testvarianten
stellte der Consumer eine synchrone Anfrage an den Context Service. Es wurde nur
die Filterung von Providerbeschreibungen getestet, welche bei der Providerselektion
zum Einsatz kommt.
Ergebnis: Als Resultat von Variante A wurden zwei Attribute an den Consumer
ausgeliefert, weil dieser keine Restriktion speziﬁziert hatte. In Variante B erhielt der
Consumer keinerlei Kontextinformationen, weil der Filter zwar den Merkmalstyp des
Consumed Pattern unterstützte, aber das Pattern des Providers diesen Merkmalstyp
nicht deﬁnierte. Das Resultat von Variante C war mit dem von Variante A identisch.
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Bewertung: bestanden
Die Filterung von Kontextquellen und -informationen wird vom System auf gene-
rische Art und Weise ermöglicht. Es liegt jedoch im Aufgabenbereich der Entwickler
zusätzlich zu Consumern und Providern auch domänenspeziﬁsche Filter und domä-
nenübergreifende Konverter bereitzustellen. Zur Untersuchung der Praktikabilität
der Filterung von Kontextinformationen ist zuerst das System vollständig auf die
Ausführung auf mobilen Geräten umzustellen, um den entsprechenden Ressourcen-
bedarf in einem praxisnahen Szenario zu ermitteln.
/A 3/  Qualitative Beschreibung von Kontextinformationen und
-quellen, sowie Signalisierung der Verfügbarkeit
Anforderung: Kontext sollte dermaßen beschrieben werden, dass Kontextsenken
in der Lage sind, die Qualität von Kontextinformationen zu bewerten und ihre
Nutzung daran anzupassen, d. h. auch, diese ggf. zu unterlassen. (S. 12)
Test: Zur Durchführung des Tests wurden ein Provider, der eine Kontextvariable
(Temperatur als AttributeValue) lieferte, und ein Consumer implementiert, der
auf diese Kontextinformation zugriﬀ. Der Provider ergänzte die von ihm gelieferten
Kontextinformationen  konkret die Attribute  mit qualitativen Merkmalen. Der
Consumer hingegen wurde derart implementiert, dass er bei der Abfrage bzw. beim
Abonnement keine qualitativen Merkmale im Context Pattern speziﬁzierte, sondern
die Merkmale der Restriktion der Kontextinformationen auf dem Bildschirm dar-
stellte (analog Variante A des vorhergehenden Tests). In einem zweiten Teil des
Tests wurde die Verfügbarkeit des Providers moduliert, indem er sich während der
Bearbeitung der Anfrage/des Abonnements selbständig beendete.
Ergebnis: Alle Merkmale, welche den Kontextinformationen hinzugefügt wurden,
konnten vom Consumer ausgelesen werden. Diese Verarbeitung war jedoch rein ge-
nerisch  den Beschreibungsdaten wurde keine Semantik hinterlegt, welche zu einer
konkreten Auswertung genutzt werden konnte.
Beendete sich der Provider während einer Anfrage, so löste der Context Service ei-
ne UnavailableContextException aus, und leitete sie an den Consumer weiter, weil
kein alternativer Provider zur Verfügung stand. Analog wurde ein ContextUnavail-
ableEvent ausgelöst, wenn sich der Provider während eines bestehenden Abonne-
ments beendete. Nach anschließendem, erneutem Start des Providers wurde die
Verfügbarkeit der Kontextinformation im Rahmen des Abonnements durch Über-
mittlung eines AttributeEvent mit dem aktuellen Wert des Attributs signalisiert.
Bewertung: bestanden
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/A 8/  Isolation des Fehlverhaltens von Kontextquellen
Anforderung: Auswirkungen des Verhaltens (speziell des Fehlverhaltens) von Kon-
textquellen auf andere Kontextquellen, den Kontextdienst und die Kontextsenken
sind nach Möglichkeit zu verhindern. (S. 22)
Selektiert der Context Service zur Bedienung von Anfragen und Abonnements
einen Provider und greift er  stellvertretend für seine Consumer  auf dessen Kon-
textinformationen zu, so kann das dadurch ausgelöste Verhalten des Providers pro-
blematisch für die Funktionsfähigkeit des Context Service, sowie der übrigen Provi-
der und der Consumer sein. Des weiteren muss sich ein Provider an die deﬁnierten
Schnittstellen und seine Beschreibung halten, d. h. tatsächlich die Informationen
liefern, welche er als lieferbar angibt. Weil jegliches Fehlverhalten eines Provider
auszuschließen ist, wurden alle von einem Provider potentiell zu implementierenden
Methoden geprüft.
Test: Die Prüfung umfasste einerseits das zeitliche Aufrufverhalten und den In-
halt der ggf. gelieferten Aufrufergebnisse. Dazu wurde ein erster High-Level Provider
HLP1 derart implementiert, dass bei Aufruf seiner Verwaltungsmethoden  getId(),
provides(), consumes(), isActivatable(), activate() und passivate()  der
aufrufende Thread für unbestimmte Zeit verzögert wurde. Weiterhin wurde ein zwei-
ter High-Level Provider HLP2 implementiert, dessen Verwaltungsmethoden zulässi-
ge Informationen lieferten, der aber bei Aufruf seiner Zugriﬀsmethoden  request(),
subscribe() und unsubscribe()  die aufrufenden Threads unbestimmte Zeit ver-
zögerte.
Andererseits wurde die Verarbeitung der von einem Provider gelieferten Kontex-
tinformationen getestet. Zu diesem Zweck wurden zwei Low-Level Provider imple-
mentiert, welche (1) keine konformen Datenobjekte (LLP1: java.lang.String statt
ContextElementDO) bzw. (2) andere als die von ihnen speziﬁzierten Kontextinfor-
mationen lieferten (LLP2: Temperatur statt Helligkeit).
Zur Beobachtung wurde der Context Service zusammen mit Consumern und Pro-
vidern in einer Entwicklungsumgebung gestartet, sowie geeignete Haltepunkte im
Context Service beim Aufruf der Provider-Methoden deﬁniert.
Ergebnis: Bei den Aufrufen der Methoden von Provider HLP1 wurde beobach-
tet, dass der aufrufende Thread∗ zunächst einen speziellen Timer-Thread starte-
te. Anschließend übergab der aufrufende Thread seine Aufrufparameter an einen
Access-Thread, startete diesen und pausierte sich selbst. Weil HLP1 den Aufruf des
Access-Threads für unbestimmte Zeit pausierte, reaktivierte der Timer-Thread den
aufrufenden Thread nach einer festen Frist (1 Sekunde). Dieser stellte beim Zugriﬀ
∗Der aufrufende Thread kommt hier von der Überwachung der Provider und ist an OSGi-
Mechanismen gekoppelt.
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auf das erwartete Methodenergebnis des Access-Threads dessen Fehlverhalten fest,
d. h. das Ergebnis lag nicht vor. Anschließend markierte der aufrufende Thread den
Provider als fehlerhaft und beendete seine Ausführung.
Bewertung: bestanden
/A 14/  Isolation des Fehlverhaltens von Kontextsenken
Anforderung: Bei der Auslieferung der Kontextinformationen innerhalb der Kon-
textsenken auftretende Fehler sind durch den Kontextdienst zu behandeln, sodass
ihre Auswirkungen auf die betreﬀende Kontextsenke isoliert bleiben. (S. 25)
Beim Zugriﬀ einer Kontextsenke ist die Verwendung der QueryAndSubscribe-
Schnittstelle durch den Consumer als problematisch anzusehen, weil dieser konform
zur deﬁnierten Schnittstelle erfolgen muss. Ein großer Teil der dabei potentiell auf-
tretenden Probleme ist durch die strenge Typbindung von Java bereits a priori
ausgeschlossen. Fehlerhafter Einsatz der bereitgestellten Methoden ist jedoch nicht
ausgeschlossen. Weiterhin ist ein gewisses Wohlverhalten der Implementierung des
Consumers erforderlich, um die Arbeitsweise des Context Service und der übrigen
Komponenten des Systems nicht zu beeinträchtigen.
Test: Weil eine Kontextsenke auf zwei Arten  synchron und asynchron  auf Kon-
textinformationen zugreifen kann, sind zwei Formen des Tests erforderlich. Für die
Tests wurde ein speziell präparierter Consumer implementiert, welcher unerwünsch-
tes Verhalten zeigte.
Der erste Teil bestand im synchronen Zugriﬀ auf Kontextinformationen. Weil
für den synchronen Zugriﬀ lediglich die request()-Methode zur Verfügung steht,
ist das zugehörige Protokoll der Schnittstelle auch entsprechend einfach. Folglich
wurde der Consumer derart entwickelt, dass er eine konkrete Kontextinformation 
speziﬁziert durch ein ContextPattern  über die request()-Methode abfragte. Für
die Beobachtung des ersten Teils wurde das System in einer Entwicklungsumgebung
gestartet. Dabei wurde der aufrufende Java-Thread des Consumers im Schrittbetrieb
abgearbeitet, während alle anderen Threads und Prozesse der VM unabhängig davon
ausgeführt werden durften.
Beim zweiten Teil führte der Consumer  analog zum ersten Teil  einen asyn-
chronen Zugriﬀ über die subscribe()-Methode durch und registrierte sich dabei ent-
sprechend. Als Teil dieser Registrierung wurde im Consumer die notify()-Methode
derart implementiert, dass aufrufende Threads für unbestimmte Zeit zum Warten
gezwungen wurden. Der zweite Teil wurde analog zum ersten in einer Entwicklungs-
umgebung gestartet. Für die Auslösung des Schrittbetriebs wurden zwei Haltepunk-
te deﬁniert. (1) bei der Durchführung des Abonnements  Aufruf der subscribe()-
Methode durch den Consumer  und (2) bei der Erzeugung eines Kontextereignisses
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durch den selektierten Provider  bei dessen Aufruf der notify()-Methode des Con-
text Service.
Ergebnis: Der erste Teil zeigte, dass der Consumer-Thread im Zuge seiner Aus-
führung (für die Selektion geeigneter Provider) auch Kernfunktionen des Context
Service aufrief, was durch gegenseitigen Ausschluss (Mutex) zu entsprechenden kurz-
zeitigen Blockierungen der übrigen parallelen Threads führte. Der anschließende
Zugriﬀ des Consumer-Threads auf die Kontextinformationen des Providers über
dessen request()-Methode führte zum Blockieren der parallelen Threads des Pro-
viders, welche auf gemeinsame Objekte zugegriﬀen haben. Abschließend kehrte der
Consumer-Thread aus dem Context Service zurück und beendete seine Funktion.
Die Durchführung des zweiten Teils zeigte bezüglich des ersten Haltepunktes 
analog zum ersten Teil  die erwarteten Blockierungen paralleler Threads beim
Zugriﬀ auf gemeinsame Objekte des Context Service. Nach der Durchführung des
Abonnements beendete der Consumer-Thread seine Funktion. Aufgrund durch einen
Provider emulierter Kontextereignisse wurde der zweite Haltepunkt ausgelöst und
zeigte ebenfalls die erwarteten Blockierungen bei der Verarbeitung des Ereignisses
durch den Context Service. Diese Verarbeitung wurde durch das Erzeugen eines
Notifier-Threads beendet. Der anschließende Aufruf der notify()-Methode des
Consumers führte lediglich zum Blockieren des Notifier-Threads  die übrigen
Threads des Context Service wurden weiterhin ungehindert ausgeführt.
Bewertung: bestanden
Das Blockieren von parallelen Threads im Context Service, sowie von genutzten
Providern ist architektonisch bedingt, und unvermeidbar, um ein konsistentes Ver-
halten des Context Service zu erreichen. Es besteht kein Einﬂuss des Consumers auf
die Ausführung des Aufrufs von request() oder subscribe(), sodass beabsichtigte
oder unbeabsichtigte Seiteneﬀekte ausgeschlossen sind.
Das vermeidbare Blockieren des Context Service und des selektierten Providers
bei der Benachrichtigung des Consumers/Subscribers wurde erfolgreich demons-
triert. Ein un-/beabsichtigtes Verzögern von benachrichtigenden Threads hat keinen
Eﬀekt auf die Funktionsfähigkeit des Context Service.
Aufgrund fehlender Kontrolle über die Speicherverwaltung und den Scheduler
der VM kann der Context Service Seiteneﬀekte von Consumern, welche übermäßig
Systemressourcen konsumieren, nicht vermeiden. Um diese überhaupt zu erkennen,
wäre eine Überwachung der Consumer erforderlich. Die damit einhergehenden Vor-
aussetzungen würden den Entwurf von Consumern und somit die Integration von
Kontextsenken weiter erschweren. Alternativ wäre die Unterstützung von Echtzeitan-
forderungen durch die Java Ausführungsumgebung erforderlich.
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/A 5/  Überwachung von Kontextquellen
Anforderung: In einer Umgebung verfügbare Kontextquellen müssen jederzeit ge-
funden und überwacht werden, um Kontextsenken ein Maximum an Kontextquellen
bereitstellen zu können. Das gilt besonders, wenn bisher genutzte Quellen nicht mehr
verfügbar/erreichbar sind, und somit alternative Quellen für dieselben oder ähnliche
Informationen benötigt werden. (S. 14)
Test: Weil sich Anforderung /A 5/ aus /A 9/ und /A 11/ zusammen setzt, ist für
sie kein separater Test erforderlich.
Ergebnis: siehe Ergebnisse der Tests von /A 9/ und /A 11/
Bewertung: bestanden
/A 9/  Überwachung lokaler Kontextquellen
Anforderung: Die Menge der Knoten-lokalen Kontextquellen ist dauerhaft zu
überwachen, um zu jedem Zeitpunkt deren Verfügbarkeit feststellen zu können.
(S. 22)
Test: In Vorbereitung des Tests wurden drei Provider LLP , HLP1 und HLP2 im-
plementiert. Die Informationsabhängigkeiten zwischen ihnen wurden so speziﬁziert,
dass HLP1 ausschließlich von LLP abhängig war. HLP2 dagegen war sowohl von
LLP , als auch von HLP1 abhängig. Des weiteren wurde ein Consumer C implemen-
tiert, welcher die lieferbaren Kontextinformationen der Provider synchron abfragte,
sodass deren Verwendbarkeit implizit festgestellt werden konnte. Die Steuerung der
Registrierung der Provider erfolgte durch ein Testprogramm, welches in Form eines
Bundles sowohl die Dienste der Provider beim OSGi-Framework registrierte und
de-registrierte, als auch die Prüfung der Providerverwendbarkeit durch Aufruf des
Consumers auslöste. Es wurden sequentiell alle acht potentiell möglichen Kombina-
tionen der drei Provider geprüft.
Ergebnis: War keiner der Provider registriert, so lieferte die Prüfung erwartungs-
gemäß keine Kontextinformationen. Bei der Registrierung eines einzelnen Providers
war lediglich die Prüfung erfolgreich, bei welcher ausschließlich Provider LLP regis-
triert war. Beim Einzelbetrieb von Provider HLP1 bzw. HLP2 wurden diese korrekt
als nicht-verwendbar erkannt. Die gleichzeitige Registrierung von zwei Providern
führte in der Kombination (LLP,HLP1) zur Verwendbarkeit beider Provider und
in der Kombination (LLP,HLP2) zur Verwendbarkeit von LLP . In der Kombinati-
on (HLP1, HLP2) erhielt der Consumer keinerlei Kontextinformationen, weil kein
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Provider verwendbar war. Bei der Registrierung aller drei Provider wurden diese als
verwendbar erkannt, und ihre Kontextinformationen ausgeliefert.
Bewertung: bestanden
Es wurde lediglich die Überwachung der Context Provider getestet  nicht die der
Kontextquellen. Letztere ist nur dann sinnvoll und möglich, wenn Provider existieren
durch welche die Kontextquellen für den Context Service nutzbar sind. Somit ist der
Test der Provider notwendig und hinreichend.
/A 11/  Überwachung entfernter Knoten und ihrer Kontextquellen
Anforderung: Die Erreichbarkeit entfernter Knoten, sowie die Verfügbarkeit ihrer
lokalen Quellen ist ebenfalls zu überwachen. (S. 23)
Test: Die Provider des vorangegangenen Tests wurden in diesem Test wiederver-
wendet. Sie wurden jedoch auf zwei Rechner verteilt. Auf dem lokalen Testsystem
wurden LLP undHLP2 betrieben, währendHLP1 auf dem entfernten System instal-
liert wurde. Die De-/Registrierung der Provider wurde manuell über ein Graphical
User Interface (GUI) des OSGi-Frameworks kontrolliert. Gleiches galt für den Con-
sumer C der versuchte, die Kontextinformationen aller drei Provider abzufragen.
Es wurden erneut alle Kombinationen der Provider getestet. Zusätzlich wurde die
Überwachung des entfernten Knotens durch Steuerung der entfernten Kontextdiens-
tinstanz geprüft.
Ergebnis: Die Ergebnisse der Tests zur Überwachung der entfernten Kontextquel-
len waren identisch mit denen der Überwachung lokaler Kontextquellen.
Bewertung: bestanden
Auf die Ermittlung der Verzögerungen bei der Aktualisierung der Providerbe-
schreibungen wurde verzichtet, weil die Realisierung eines entsprechenden Testsze-
narios unvertretbar hohen Aufwand zur Folge gehabt hätte. Dieser Aufwand be-
gründet sich einerseits im Problem der Koordination der verteilten Testabläufe und
der dafür notwendigen global einheitlichen Systemzeit. Andererseits ist ein reales
Netzwerk mit nennenswerter Ausdehnung und somit nennenswerter Nachrichten-
umlaufzeit erforderlich. Die Emulation von Netzwerklatenzen würde lediglich zur
Messung dieser emulierten Latenzen führen.
/A 10/  Automatische Selektion alternativer Quellen
Anforderung: Ist eine Quelle nicht mehr verfügbar, so sind alternative Quellen zu
bestimmen und ggf. zu verwenden. Dies hat automatisch und für die Senke transpa-
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rent zu erfolgen. Nur im Falle fehlender Alternativen sind eventuelle Kontextsenken
zu benachrichtigen. (S. 22)
Test: Für diesen Test wurden zwei Low-Level Provider LLP1 und LLP2 imple-
mentiert, welche die gleiche Kontextinformation  Raumtemperatur  liefern. Bei-
de emulierten einen schwankenden Temperaturverlauf durch zufällige Temperatur-
werte die in zufälligen Intervallen verändert wurden. Ein Consumer C wurde so
implementiert, dass er die Temperaturinformationen abonnierte. Zur Feststellung
des liefernden Providers ermittelte der Consumer aus den Schlüsseln der geliefer-
ten Objekte den Bezeichner des Providers und gab eine Meldung aus wenn er
sich änderte bzw. wenn er nicht ermittelt werden konnte. Analog zum Test von
Anforderung /A 9/ wurden die Provider durch eine Testanwendung in Form ei-
nes OSGi-Bundles gesteuert. Die Testanwendung registrierte und de-registrierte
die Provider so, dass abwechselnd gar kein Provider, ein Provider oder beide Pro-
vider registriert  und entsprechend verwendbar  waren. Im Rahmen des Tests
wurden folgende Übergänge zwischen den Kombinationen der Provider untersucht:
(LLP1)→ (LLP1, LLP2)→ (LLP2)→ (∅)→ (LLP1)→ (∅)→ (LLP2)
Ergebnis: Bei den Übergängen wurden folgende Veränderungen der genutzten Pro-
vider beobachtet: LLP1 → LLP1 → LLP2 → ∅ → LLP1 → ∅ → LLP2. Diese
Beobachtung stimmt mit den Erwartungen ein. Beim ersten Übergang wurde kei-
ne alternativer Provider selektiert, weil der Bedarf bereits durch LLP1 abgedeckt
wurde. Bei den übrigen Übergängen jedoch musste ggf. der einzige, verwendbare
Provider selektiert werden.
Bewertung: bestanden
6.8. Diskussion der nicht-funktionalen Anforderungen
Für die Evaluation der nicht-funktionalen Anforderungen /A 6/, /A 7/ und /A 15/
bis /A 17/ ist eine qualitative Beurteilung des Kontextdienstes und der gewählten
Konzepte erforderlich. Eine Ausnahme bildet hier Anforderung /A 4/. Analog zu
den Funktionstests werden die nicht-funktionalen Anforderungen anschließend ein-
zeln behandelt. Die Reihenfolge orientiert sich ebenfalls an der Ordnung in den
Abbildungen 2.3 und 3.2 auf den Seiten 27 und 58.
/A 4/  Verhinderung veralteter Kontextinformationen
Anforderung: Der Zugriﬀ auf Kontext muss zeitnah erfolgen, sodass die bereitge-
stellten Kontextinformationen auch noch aktuell sind und die zeitnahe Anpassung
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daran möglich ist. (S. 13)
Test: Diese Anforderung wurde durch einen Funktionstest überprüft, weil die Mes-
sung der Latenz beim Kontextzugriﬀ auf ausgewählte Kontextinformationen einzel-
ner Provider in einem lokalen Netzwerk keine allgemein gültige Aussagekraft besitzt
(siehe Bewertung).
Teil diese Tests war ein Low-Level Provider LLP der eine Entität vom Typ
Raum, sowie deren zwei Attribute Temperatur und Helligkeit, bereitstellte. Die
beiden Attribute wurden in regelmäßigen Intervallen auf zufällige Werte gesetzt,
sodass die Dynamik der Kontextinformationen sichergestellt war. Um das anforde-
rungskonforme Verhalten des Context Service prüfen zu können, musste das Verhal-
ten von LLP konform zu den deﬁnierten Schnittstellen sein (Kap. 6.3). Das hieß
einerseits, dass beim synchronen Zugriﬀ über die request()-Methode die aktuel-
len Werte der Attribute bestimmt wurden, und die Entität mit ihren Attributen
zurück geliefert wurde. Anderseits mussten Wertänderungen der Attribute an den
Kontextdienst signalisiert werden, sofern sich dieser für die Kontextinformationen
des Providers registriert hatte  durch subscribe() bzw. unsubscribe().
Ein speziell implementierter Consumer C griﬀ auf die Kontextinformationen zu.
Im ersten Teil des Tests wurden dazu regelmäßig∗ die Attribute direkt abgefragt, und
deren Werte beobachtet. Beim zweiten Teil wurde regelmäßig die Entität abgefragt,
anschließend wurde navigierend, d. h. über ihre getAttributes()-Methode, auf die
Attribute zugegriﬀen und endlich deren Werte ermittelt. Der dritte und abschließen-
de Test bestand in der Durchführung von Abonnements für die beiden Attribute
und Beobachtung ihrer Werte. Die Auswertung des Tests erfolgte sowohl durch Be-
obachtung der abgefragten/abonnierten Informationen, als auch durch Überprüfung
der Funktionsweise des Context Service im Schrittbetrieb innerhalb einer Entwick-
lungsumgebung.
Ergebnis: Beim ersten Test waren regelmäßig wechselnde Attributwerte zu beob-
achten. Die Untersuchung im Schrittbetrieb zeigte, dass selbst bei wiederholten Auf-
rufen die Informationen stets durch zeitnahe Abfrage des Providers ermittelt wurden.
Die Beobachtungen des zweiten Tests waren analog zum ersten. Im Schrittbetrieb
wurde zusätzlich erkennbar, dass zur Ermittlung der Attribute der Entität eben-
falls zeitnah auf den Provider zugegriﬀen wurde. Auch der dritte Test bestätigte die
Erwartungen indem regelmäßig Änderungen der abonnierten Attribute signalisiert
wurden.
Bewertung: bestanden  mit theoretischen Einschränkungen
∗Mit demselben Intervall wie die emulierte Änderung der Attributwerte.
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Die Deﬁnition von Zeitschranken für die Gültigkeit und somit die Relevanz der be-
nötigten Kontextinformationen erfolgt durch jeden Consumer separat, d. h. Anwend-
ungs- bzw. Domänen-speziﬁsch, bei Ausführung der Anfrage bzw. Durchführung des
Abonnements. Somit ist die Messung der Latenz beim Kontextzugriﬀ speziﬁsch für
jeden Consumer durchzuführen, und kann nicht allgemein gültig beantwortet wer-
den.
Grundsätzlich ist von der Existenz praktischer Untergrenzen für die Latenz beim
Zugriﬀ auf lokale und entfernte Provider auszugehen. Diese Grenzen werden durch
Faktoren wie CPU-Leistung, Netzwerktopologie und -latenz, etc. beeinﬂusst. Weil
speziell bei der Nachrichtenumlaufzeit Verzögerungen im Bereich von Milli- bis hin
zu Zehntelsekunden auftreten können, würden Consumer-seitige Anforderungen, wel-
che weit unter diesen Werten liegen, die Bedienung der Consumer verhindern. Folg-
lich ist die Deﬁnition von moderaten zeitlichen Anforderungen notwendig. Dies be-
deutet auch, dass sich der Einsatz des Kontextdienstes für Anwendungen mit Echt-
zeitanforderungen nicht empﬁehlt.
Um bei der Bedienung von Anfragen und Abonnements der Consumer die Aktua-
lität der gelieferten Informationen zu erzwingen, wird zur Ausführungszeit durch
das dynamische Binden der Provider und den zeitnahen Zugriﬀ auf ihre Daten ein
signiﬁkanter Zeit- und Rechenaufwand verursacht. Die Reduzierung des Zeitaufwan-
des wäre jedoch nur durch Zwischenspeicherung (engl. caching) bereits abgefragter
Kontextinformationen möglich. Dazu sind einerseits Informationen über die theo-
retischen Möglichkeiten zur Zwischenspeicherung erforderlich  nicht jede Kontext-
information ist dafür geeignet, d. h. wenig volatil. Andererseits wird der reduzierte
Zeitaufwand durch einen erhöhten Speicheraufwand (für den Zwischenspeicher) ein-
getauscht. Die Informationen über die potentielle Möglichkeit zur Zwischenspeiche-
rung können entweder durch Erweiterung des Metamodells während der Entwicklung
der Anwendungen und Provider, oder mittels Beobachtung der Volatilität der Kon-
textinformationen durch den Kontextdienst selbst hinzugefügt werden. Für letzteres
wäre jedoch eine entsprechende Erweiterung des Kontextdienstes erforderlich.
/A 6/  Einheitliche Verwaltung und Zugriﬀ auf alle Kontextquellen
Anforderung: Die große Heterogenität der Kontextquellen ist vor den Kontext-
senken zu verbergen, sodass der einheitliche Zugriﬀ auf unterschiedlichste Kontext-
quellen möglich ist. (S. 22)
Diskussion: Der einheitliche Zugriﬀ auf Kontext- bzw. Informationsquellen unter-
schiedlicher Art (z. B. Sensor, Datenbank) wurde bereits durch die Realisierung und
den Betrieb der Evaluationsanwendung exemplarisch gezeigt. Er geht einher mit
dem einheitlichen Zugriﬀ auf Kontext- und Anwendungsinformationen. Dem ent-
sprechend wurde bei der Diskussion von /A 1/ richtiger weise betont, dass die Ver-
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einheitlichung der unterschiedlichen Klassen von Informationsquellen zu den zwei
Klassen Low- und High-Level Provider im praktischen Einsatz nicht ausreichend
ist. Auf Seiten des Kontextdienstes muss über das aktuelle Maß hinaus Aufwand
betrieben werden, um die Heterogenität der Informationsquellen auszunutzen, und
sie trotzdem vor den Senken transparent zu verbergen.
Bewertung: bestanden  mit Einschränkungen (siehe Evaluation von /A 1/)
/A 7/  Minimaler Aufwand und Wechselwirkung mit Kontextquellen
Anforderung: Die Integration der Kontextquellen in das Gesamtsystem hat der-
art zu erfolgen, dass die dafür notwendigen Maßnahmen geringen Aufwand mit sich
bringen, und nur geringe Wechselwirkungen mit den Kontextquellen zur Folge ha-
ben. (S. 22)
Diskussion: Die grundsätzliche Konzeption der Realisierung von Context Provi-
dern (Kap. 6.3) vermeidet durch Deﬁnition der Schnittstellen in Form von Interfaces
(nicht abstrakten Klassen) typische Probleme bei der Integration von Java-basierten
Anwendungen  speziell fehlende Unterstützung für Mehrfachvererbung. Weiterhin
stellen die Schnittstellen des Kontextdienstes die notwendige Funktionalität zur Ver-
fügung, um aus Kontextquellen extrahierte Informationen Metamodell-konform zu
repräsentieren. Darüber hinaus vereinfacht die Bereitstellung des Provider Frame-
works (Kap. 5.2.1) die Implementierung von Providern dergestalt, dass die verant-
wortlichen Entwickler primär mit dem Problem der Extraktion von Informationen
aus den Quellen beschäftigt sind.
Bewertung: bestanden
Die gebotene Unterstützung für die Entwicklung der Provider kann trotz allem die
Heterogenität der Kontextquellen nicht vor den Entwicklern der Provider verbergen.
Eine Reduktion des Integrationsaufwandes ist lediglich durch Entwicklung Domänen-
speziﬁscher Software-Bibliotheken zu erwarten, welche wesentliche Bausteine für den
Zugriﬀ auf die Domänen-speziﬁschen Kontextquellen bereitstellen.
/A 16/  Schonung der Ressourcen mobiler und integrierter Geräte
Anforderung: Den begrenzten Ressourcen der mobilen und spezialisierten Gerä-
te ist Rechnung zu tragen. Dies gilt speziell für deren meist schmalbandige und
langsame Kommunikationsschnittstellen. (S. 46)
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Diskussion: Bei der Realisierung wurden die Voraussetzungen zum Einsatz des
Context Service auf mobilen und integrierten Geräten durch die Auswahl einer OS-
Gi- und Java-basierten Laufzeitumgebung geschaﬀen. Darüber hinaus gestattet die
modulare Architektur (Kap. 6.2) den angepassten Einsatz des Context Service in
verschiedenen Szenarien und auf den darin anzutreﬀenden Geräten. Im Rahmen
der Evaluationsanwendung wurde das System auf einem PDA und einem Notebook
betrieben. Die dabei verwendete Version mit zentraler, proaktiver Verteilung der
Providerbeschreibungen benötigt (in Konﬁguration A; Kap. 6.2.1) weniger als ein
Megabyte persistenten Speicherplatz. Dies ist eine Größenordnung welche aktuell
auf der Mehrheit der mobilen Geräte problemlos verfügbar sein sollte.
Problematisch ist der schon angesprochene Zeit- und Rechenaufwand während
des Betriebs des Context Service und der Ausführung der Kontextbezogenen An-
wendungen. So ist der Aufwand zur Analyse von gestarteten Providern (Kap. 5.4.4)
aufgrund der Komplexität des Markierungsalgorithmus (O(n2)) überproportional
von der Anzahl bereitgestellter Kontexttypen abhängig. Weil für das Verhältnis
vorhandener Provider zu ihren Kontexttypen schlimmstenfalls von einem linearen
Zusammenhang ausgegangen werden muss, wirkt sich die Komplexität des Algorith-
mus in vollem Umfang aus, und führt zu Verzögerungen bei der Einbindung der
Provider in die Verwaltung des Context Service. Dieser Umstand kann im prakti-
schen Einsatz abgeschwächt auftreten, weil das Starten und Stoppen von Providern
nicht kontinuierlich statt ﬁndet, sondern meist schubweise  z. B. wenn ein Gerät
ein- bzw. ausgeschaltet wird, oder Funkkontakt herstellt bzw. verliert.
Mangels geeigneter anwendungsbasierter Benchmarks und eines größeren Testsze-
narios ist eine quantitative Bewertung der Auswirkungen der Kommunkationspro-
tokolle auf die Nutzung der Netzwerkschnittstellen der mobilen Geräte nicht mög-
lich. Das stark begrenzte Szenario der Evaluationsanwendung war a priori nicht in
der Lage, entsprechende Schwachstellen aufzuzeigen. Jedoch oﬀenbarte die theore-
tische Betrachtung, dass die proaktive Verteilung der unzähligen Aktualisierungen
durch den Server und deren Empfang durch die Clients die Netzwerkschnittstellen
aller Knoten überlasten. Dieses Problem kann nur durch eine Paradigmenwechsel
bei der verteilten Providerverwaltung gelöst werden (Kap. 5.5.5). Die Lösung be-
steht weiterhin in der Abkehr vom starren C/S-Paradigma hin zu einer hybriden
Peer-to-Peer-Architektur. Die Betrachtung des Kommunikationsaufwandes des P2P-
Systems oﬀenbarte, neben des großen Potentials zur Verbesserung der Skalierbarkeit,
die gleichzeitig wachsende Belastung für das Gesamtsystem.
Bewertung: nicht evaluierbar
Vor der praktischen Evaluation der Peer-to-Peer-basierten Providerverwaltung
sind weitere grundlegende Probleme zu lösen. Dazu gehört die Speziﬁzierung und
Realisierung von repräsentativen anwendungsbasierten Benchmarks, welche eine um-
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fassende Beurteilung von Kontextdiensten erlauben.
/A 17/  Skalierbare Verwaltung großer Mengen von Kontextquellen
und Geräten
Anforderung: Das System muss eine hohe Zahl von Informationsknoten (> 105)
und -quellen (> 107) verwalten können. (S. 54)
Diskussion: Die vorausgegangene Betrachtung von /A 16/ hat bereits gezeigt, dass
eine C/S-basierte Lösung nicht skalierbar ist. Skalierbarkeit ist nur durch den Ein-
satz einer Peer-to-Peer-basierten Verwaltung zu erreichen (Kap. 5.6). Der zu er-
wartende Aufwand für die Verwaltung der Peers sinkt aufgrund der Eﬃzienz des
strukturierten Überlagerungsnetzes der Super Peers um mehrere Größenordnun-
gen. Für die Verwaltung der Provider eine ähnliche Verbesserung zu erwarten. Die
Peer-to-Peer-basierte Verwaltung verspricht eine gleichmäßige Verteilung des Ver-
waltungsaufwandes auf die Super Peers und somit die Erhöhung der Skalierbarkeit
des Gesamtsystems. Grundvoraussetzung für den erfolgreichen Einsatz ist die Exis-
tenz eines hinreichend großen Prozentsatzes von Knoten, welche die Rolle der Super
Peers übernehmen können. Diese Knoten sollten leistungsfähig und stationär sein.
Bewertung: nicht evaluierbar
Weil praktische Untersuchungen noch nicht möglich sind, kann diese Anforderung
nicht abschließend evaluiert werden.
/A 15/  Eﬃziente Quellennutzung und -verwaltung
Anforderung: Die Verwaltung der Informationsquellen muss derart eﬃzient sein,
dass der daraus entstehende Aufwand sehr gering ist  selbst wenn keine oder nur
wenige der verwalteten Quellen genutzt werden. Idealerweise ist der Verwaltungsauf-
wand unabhängig von der Menge der verwalteten Quellen. (S. 43)
Diskussion: Auf konzeptioneller Ebene wird der Aufwand für die lokale Nutzung
von Providern bzw. ihren Kontextquellen dadurch minimiert, dass diese Bedarfsab-
hängig vom Kontextdienst aktiviert werden. Dies setzt natürlich voraus, dass der
Provider eine solche Form der Aktivierung unterstützt.
In den vorausgegangen Diskussionen der Anforderungen /A 16/ und /A 17/ hat
sich eine mögliche Reduzierung des Verwaltungsaufwandes gezeigt, jedoch auch die
Probleme bei dessen Evaluation. Grundsätzlich ist die Verwaltung der Quellen bei
proaktiver Verteilung  wie durch die Edge Peers vorgenommen  linear von der Men-
ge der Quellen abhängig, wenngleich die Peer-to-Peer-basierte Verwaltung den Auf-
wand gleichmäßig auf alle Super Peers verteilt und somit eine signiﬁkante Reduzie-
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rung für den einzelnen Peer bewirkt. Eine weitere Reduzierung wäre nur durch voll-
ständige Abkehr von der proaktiven Verteilung der Providerbeschreibungen durch
die Edge Peers möglich. Dies führt voraussichtlich zu einer nennenswerten Vergrö-
ßerung der Latenz beim Binden geeigneter Provider und somit auch beim Kontext-
zugriﬀ. Ein solches Verhalten steht allerdings im Gegensatz zu Anforderung /A 4/
und ist somit nicht zu favorisieren.
Bewertung: teilweise bestanden
Die Evaluation der verteilten Quellenverwaltung ist analog zu den Anforderungen
/A 16/ und /A 17/ nicht möglich.
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7. Zusammenfassung und Ausblick
7.1. Zusammenfassung
Um die Ausführung ubiquitärer Software zu unterstützen, wurde im Rahmen dieser
Arbeit untersucht, welche Anforderungen durch die Charakteristika der notwendigen
Kontextinformationen entstehen. Kontext beschreibt Situationen von Systemen und
deren Nutzern. Er entsteht durch die Beobachtung der Umgebungen in denen die
Situationen bestehen. Aufgrund dieser Beobachtung i. V.m. der inhärenten Dynamik
der Umgebungen ist Kontext dynamisch. Die Kontextquellen, welche sich in der
Umgebung beﬁnden und so deren Beobachtung ermöglichen, sind von der Dynamik
ebenfalls betroﬀen, und deshalb für potenzielle Kontextsenken dynamisch verfügbar.
Nur diejenigen Informationen, die relevant für die Situation eines Nutzers sind,
sind Kontext. Weil er jedoch erst aus der Situation heraus entsteht, d. h. diese
widerspiegelt, kann die Relevanz konkreter Informationen nicht a priori festgestellt
werden. Aufgrund der Existenz messbarer Relevanzfaktoren wie Ort und Zeit ist die
Feststellung der Relevanz jedoch ad hoc möglich.
Für die Gewinnung von Kontext aus einer Umgebung werden die in ihr ver-
fügbaren Kontextquellen genutzt. Dabei werden Quellen und deren Informationen,
die ohnehin Teil einer Umgebung sind, opportunistisch genutzt. Dementsprechend
schwankt die Qualität der erfassten Informationen. Um diese Schwankungen zu kom-
pensieren, müssen ubiquitäre Anwendungen die Qualität der Informationen feststel-
len können. Die Abhängigkeit ubiquitärer Anwendungen von Kontextinformationen
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ist nicht existenziell. Statt dessen handelt es sich um Kontextbewusstheit bzw. Kon-
textbezug  analog des Englischen Begriﬀs der Context-Awareness.
Aufgrund der vielfältigen Aspekte bei der Beschreibung von Umgebungen kann
Kontext ebenso vielfältigen Ursprungs sein. In der vorliegenden Arbeit liegt der
Fokus der Betrachtungen auf gemessenem und abgeleitetem Kontext, welcher in
erster Linie von Sensoren und Ableitungsschemata stammt.
Die Betrachtung eines komplexen Anwendungsszenarios zeigte, dass die Heteroge-
nität nicht nur die Kontextquellen und -informationen betriﬀt, sondern auch die Ge-
räte bzw. Computer einer Umgebung. Im Gegensatz zu klassischen Szenarien kann
in ubiquitären Szenarien die Menge der Kontextquellen die Menge der Kontextsen-
ken um mehrere Größenordnungen überwiegen. Unabhängig von diesem Verhältnis
umfasst das Szenario eine große Anzahl von Geräten, Quellen und Senken, und stellt
somit hohe Anforderungen an die Skalierbarkeit des zugrunde liegenden Systems.
Basierend auf diesen Analysen wurden folgende Thesen aufgestellt:
• Zur Verbesserung des Kontextzugriﬀs ist ein Wechsel des Gegenstandes der
Verwaltungsaktivitäten sinnvoll  weg von der Verwaltung von Kontextinfor-
mationen, hin zu einer Verwaltung ihrer Kontextquellen. Die Behandlung der
dynamischen Verfügbarkeit von Kontextquellen durch transparente, lose Kopp-
lung an die Kontextsenken erhöht dabei die Robustheit der Kontextsenken
gegenüber der schwankenden Verfügbarkeit von Kontextinformationen.
• Die vorhandenen Mengen von Kontextquellen und vernetzten Geräten machen
eine Abkehr vom Client/Server-Paradigma erforderlich, um durch Skalierbar-
keit die Funktionsfähigkeit ubiquitärer Software mit globaler Verteilung zu
sichern.
Das Ergebnis der Arbeit ist die Entwicklung und Realisierung eines verteilten
Kontextdienstes. Seine Kernfunktionalität ist die verteilte Verwaltung heterogener,
dynamisch verfügbarer Kontextquellen zum Ziel des verteilungstransparenten In-
formationszugriﬀs durch Kontextsenken. Die Lösung der Problematik besteht aus
folgenden Facetten:
1. Deﬁnition eines Modells generischer Low- und High-Level Providerkomponen-
ten zur einheitlichen Kapselung heterogener Kontextquellen,
2. Reduzierung des Implementierungsaufwandes für Provider durch Speziﬁkation
eines Frameworks zur generischen Emulation von Zugriﬀssemantik,
3. Transparente Kopplung von Kontextdienstinstanzen zur zentralen Verwaltung
der Kontextquellen mittels Client/Server-Kommunikation,
4. Behandlung der Heterogenität von Endgeräten und ihrer schwankenden Ver-
fügbarkeit bei gleichzeitiger Erreichung von Skalierbarkeit durch Einsatz von
KBR in einem hybriden Peer-to-Peer-Netzwerk.
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Die prototypische Umsetzung des Gesamtkonzepts, sowie die praktischen Untersu-
chungen und theoretischen Analysen erbringen den Nachweis der Eignung der ent-
wickelten Konzepte zur Erfüllung der identiﬁzierten Anforderungen.
7.2. Ausblick
Die vorliegende Arbeit zeigt die Komplexität und Vielschichtigkeit der zu lösenden
Probleme bei der Entwicklung von Ubiquitous Computing Middleware. Im Rahmen
der Arbeit wurde aufgrund der Gefahr proprietärer, domänenspeziﬁscher Lösungs-
ansätze absichtlich darauf verzichtet, weitere Metamodelle zur Repräsentation von
Kontextinformationen zu entwickeln. Jedoch gibt es zahlreiche Aspekte beim Kon-
textzugriﬀ, deren Modellierung bisher nicht oder nur ansatzweise untersucht ist.
Eine Weiterentwicklung der Modelle zur Beschreibung von Informationsquellen
hinsichtlich quantiﬁzierbarer Klassiﬁkationsmerkmale wie Ausdrucksstärke und Fle-
xibilität der Schnittstelle, Ortsgebundenheit, etc. eröﬀnet i. V.m. entsprechender
Unterstützung durch Middleware und Frameworks die Nutzung der speziﬁschen
Funktionen und Ressourcen heterogener Kontextquellen anstatt deren generische
Kapselung.
Bei der Entwicklung von ubiquitärer Software ist es problematisch, die Vielfalt
der erforderlichen Kontextinformationen einzugrenzen, und die darauf basierende
Adaptivität zu speziﬁzieren. Entwickler und Systembetreiber benötigen Informatio-
nen, welche das tatsächliche Verhalten ubiquitärer Software wiedergeben, und Rück-
schlüsse über den Erfolg von Adaptionsmaßnahmen erlauben. Dazu muss Ubiquitous
Computing Middleware generische Unterstützung für Adaptivität bieten und in der
Lage sein, darauf basierende Software zu beobachten.
Um den Zugriﬀ der Super Peers auf Providerbeschreibungen ﬂexibler zu gestalten,
sind Ansätze zu untersuchen, welche die Abbildung einer schwankenden Menge von
Merkmalen mit Werten wechselnden Formats auf den begrenzten Schlüsselraum es
KBR erlauben.
Für eine nachvollziehbare Evaluation existierender und zukünftiger Systeme wäre
ein anwendungsnaher Vergleichstest wünschenswert, welcher charakteristische Sze-
narien ubiquitärer Software umsetzt. Um diese zu identiﬁzieren, ist zuerst eine de-
taillierte Analyse und Klassiﬁkation vorhandener ubiquitärer Systeme erforderlich.
Die vorliegende Arbeit zeigt jedoch schon die Schwierigkeiten bei der notwendigen
Begriﬀsbestimmung.
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A. XML Schemata für
Nachrichteninhalte
Für das Verständnis der folgenden Schemabeschreibungen sind Kenntnisse in der De-
ﬁnition und dem Aufbau von XML Schemata wünschenswert, aber nicht zwingend
erforderlich.
A.1. Nachrichten für proaktive Verteilung
Dieses Kapitel enthält den Quelltext der XSD für den Inhalt der Nachrichten zur
proaktiven Verteilung von Providerbeschreibungen (Kap. 5.5). Die Zeilen 13 bis 23
zeigen die Wurzelelemente der Nachrichteninhalte, welche durch die anschließenden
Typdeﬁnitionen weiter strukturiert werden. Die Semantik der Nachrichteninhalte
wurde bereits zuvor erläutert.
Quelltext A.1: XSD der Nachrichteninhalte zur proaktiven Verteilung von Provider-
beschreibungen
1 <?xml ve r s i on ="1.0" encoding="UTF−8"?>
<xs : schema xmlns : xs="http ://www.w3 . org /2001/XMLSchema" ↘
→xmlns="http ://www. i n f . tu−dresden . de/mocawi" ↘
→targetNamespace="http ://www. i n f . tu−dresden . de/mocawi">
<xs : annotat ion>
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<xs : documentation xml : lang="en">
5 Schema f o r node r e a chab i l i t y , p rov ide r management ,
and context in fo rmat ion ac c e s s messages as we l l as
a l l in fo rmat ion exchanged between d i s t r i b u t e d context
s e r v i c e i n s t an c e s with p roac t i v e exchange o f prov ide r
d e s c r i p t i o n s .
10 Copyright 2008 Thomas Hamann
</xs : documentation>
</xs : annotat ion>
<xs : element name="s ignon " type="mocawi . node . s ignon . type↘
→"/>
<xs : element name="s i g n o f f " type="mocawi . node . s i g n o f f . type↘
→"/>
15 <xs : element name="ping " type="mocawi . node . ping . type"/>
<xs : element name="pong" type="mocawi . node . pong . type"/>
<xs : element name="updPro" type="mocawi . p rov ide r . update .↘
→type"/>
<xs : element name="reqCtxt " type="mocawi . context . r eque s t .↘
→type"/>
<xs : element name="respCtxt " type="mocawi . context . respond .↘
→type"/>
20 <xs : element name="subCtxt" type="mocawi . context . sub s c r i b e↘
→ . type"/>
<xs : element name="confCtxt " type="mocawi . context . conf i rm .↘
→type"/>
<xs : element name="updCtxt" type="mocawi . context . update .↘
→type"/>
<xs : element name="unsubCtxt" type="mocawi . context .↘
→unsubscr ibe . type"/>
<xs : complexType name="mocawi . node . s ignon . type">
25 <xs : sequence>
<xs : element name="node" type="mocawi . node . id . type"/>
</xs : sequence>
</xs : complexType>
<xs : complexType name="mocawi . node . s i g n o f f . type">
30 <xs : sequence>
<xs : element name="node" type="mocawi . node . id . type"/>
</xs : sequence>
</xs : complexType>
<xs : complexType name="mocawi . node . ping . type">
35 <xs : sequence>
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<xs : element name="seq " type="xs : p o s i t i v e I n t e g e r "/>
<xs : element name="to " type="mocawi . node . id . type"/>
</xs : sequence>
</xs : complexType>
40 <xs : complexType name="mocawi . node . pong . type">
<xs : sequence>
<xs : element name="seq " type="xs : p o s i t i v e I n t e g e r "/>
<xs : element name="from" type="mocawi . node . id . type"/>
</xs : sequence>
45 </xs : complexType>
<xs : complexType name="mocawi . node . id . type">
<xs : choice>
<xs : element name="jxtaPeer Id " type="mocawi . node . id .↘
→ j x t a . type"/>
<xs : element name="ipAddress " type="mocawi . node . id . ip .↘
→type"/>
50 </xs : cho ice>
</xs : complexType>
<xs : simpleType name="mocawi . node . id . j x ta . type">
<xs : r e s t r i c t i o n base="xs : anyURI">
<xs : patte rn value ="([uU ] [ rR ] [ nN ] : [ j J ] [ xX ] [ tT ] [ aA ] : ) ↘
→.+\−.+"/>
55 </xs : r e s t r i c t i o n >
</xs : simpleType>
<xs : complexType name="mocawi . node . id . ip . type">
<xs : choice>
<xs : element name="ipV4Address" type="mocawi . node . id .↘
→ ipv4 . type"/>
60 <xs : element name="ipV6Address" type="mocawi . node . id .↘
→ ipv6 . type"/>
</xs : cho ice>
</xs : complexType>
<xs : simpleType name="mocawi . node . id . ipv4 . type">
<xs : r e s t r i c t i o n base="xs : s t r i n g">
65 <xs : pattern value↘
→="((0 |1 [0 −9 ]{0 ,2} |2 ( [ 0 −4 ] [ 0 −9 ]? |5 [0 −5 ]? | [ 6 −9 ] )↘
→? | [ 3 −9 ] [0 −9 ]? ) \ . )↘
→{3}(0 |1 [ 0 −9 ]{0 ,2} |2 ( [ 0 −4 ] [ 0 −9 ] ? | 5 [ 0 −5 ] ? | [ 6 −9 ] )↘
→? | [ 3 −9 ] [0 −9 ]? )"/>
</xs : r e s t r i c t i o n >
</xs : simpleType>
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<xs : simpleType name="mocawi . node . id . ipv6 . type">
<xs : r e s t r i c t i o n base="xs : s t r i n g">
70 <xs : pattern value ="(( [0 −9 ] | [ a−f ] | [ A−F ] ) {1 , 4} : )↘
→{7} ( [ 0 −9 ] | [ a−f ] | [ A−F ] ) {1 ,4}"/>
</xs : r e s t r i c t i o n >
</xs : simpleType>
<xs : complexType name="mocawi . p rov ide r . update . type">
<xs : sequence>
75 <xs : element name="usab l eProv ide r s " type="mocawi .↘
→prov ide r . hosted . s e t . type"/>
<xs : element name="unusab leProv iders " type="mocawi .↘
→prov ide r . id . hosted . s e t . type"/>
<xs : element name="seq " type="xs : p o s i t i v e I n t e g e r "/>
</xs : sequence>
</xs : complexType>
80 <xs : complexType name="mocawi . p rov ide r . hosted . s e t . type">
<xs : sequence maxOccurs="unbounded">
<xs : element name="hostedProv ider s " type="mocawi .↘
→prov ide r . hosted . type"/>
</xs : sequence>
</xs : complexType>
85 <xs : complexType name="mocawi . p rov ide r . hosted . type">
<xs : sequence>
<xs : element name="providerHost " type="mocawi . node . id .↘
→type"/>
<xs : element name="prov ide r s " type="mocawi . p rov ide r .↘
→ s e t . type"/>
</xs : sequence>
90 </xs : complexType>
<xs : complexType name="mocawi . p rov ide r . s e t . type">
<xs : sequence maxOccurs="unbounded">
<xs : element name="prov ide r " type="mocawi . p rov ide r .↘
→type"/>
</xs : sequence>
95 </xs : complexType>
<xs : complexType name="mocawi . p rov ide r . type">
<xs : sequence>
<xs : element name="prov ide r Id " type="mocawi . p rov ide r .↘
→ id . type"/>
<xs : element name="prov ides " type="mocawi . context .↘
→pattern . s e t . type"/>
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100 <xs : element name="consumes" type="mocawi . context .↘
→pattern . s e t . type " minOccurs="0"/>
</xs : sequence>
</xs : complexType>
<xs : complexType name="mocawi . p rov ide r . id . type">
<xs : sequence>
105 <xs : element name="source Id " type="xs : s t r i n g "/>




<xs : complexType name="mocawi . context . patte rn . s e t . type">
110 <xs : sequence maxOccurs="unbounded">
<xs : element name="contextPattern " type="mocawi .↘
→context . patte rn . type"/>
</xs : sequence>
</xs : complexType>
<xs : complexType name="mocawi . context . patte rn . type">
115 <xs : sequence>
<xs : choice>
<xs : element name="entityType " type="mocawi . context .↘
→ en t i t y . type . type"/>
<xs : element name="attr ibuteType " type="mocawi .↘
→context . a t t r i b u t e . type . type"/>
<xs : element name="assoc ia t ionType " type="mocawi .↘
→context . a s s o c i a t i o n . type . type"/>
120 </xs : cho ice>




<xs : simpleType name="mocawi . context . e n t i t y . type . type">
125 <xs : r e s t r i c t i o n base="xs : s t r i n g "/>
</xs : simpleType>
<xs : complexType name="mocawi . context . a t t r i b u t e . type . type↘
→">
<xs : sequence>
<xs : element name="parentType" type="mocawi . context .↘
→parent . type . type"/>
130 <xs : element name="attributeName" type="xs : s t r i n g "/>
</xs : sequence>
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</xs : complexType>
<xs : complexType name="mocawi . context . parent . type . type">
<xs : cho ice>
135 <xs : element name="entityType " type="mocawi . context .↘
→ en t i t y . type . type"/>
<xs : element name="attr ibuteType " type="mocawi . context↘
→ . a t t r i b u t e . type . type"/>
</xs : cho ice>
</xs : complexType>
<xs : simpleType name="mocawi . context . a s s o c i a t i o n . type . type↘
→">
140 <xs : r e s t r i c t i o n base="xs : s t r i n g "/>
</xs : simpleType>
<xs : complexType name="mocawi . p rov ide r . id . hosted . s e t . type↘
→">
<xs : sequence maxOccurs="unbounded">
<xs : element name="hostedProv ider Ids " type="mocawi .↘
→prov ide r . id . hosted . type"/>
145 </xs : sequence>
</xs : complexType>
<xs : complexType name="mocawi . p rov ide r . id . hosted . type">
<xs : sequence>
<xs : element name="providerHost " type="mocawi . node . id .↘
→type"/>
150 <xs : element name="prov ide r Id s " type="mocawi . p rov ide r .↘
→ id . s e t . type"/>
</xs : sequence>
</xs : complexType>
<xs : complexType name="mocawi . p rov ide r . id . s e t . type">
<xs : sequence maxOccurs="unbounded">
155 <xs : element name="prov ide r Id " type="mocawi . p rov ide r .↘
→ id . type"/>
</xs : sequence>
</xs : complexType>
<xs : complexType name="mocawi . context . r eque s t . type">
<xs : sequence>




<xs : complexType name="mocawi . context . respond . type">
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<xs : sequence>
165 <xs : element name="reques ted " type="mocawi . context .↘
→pattern . type"/>
<xs : element name="cur rent " type="mocawi . context .↘
→element . s e t . type"/>
</xs : sequence>
</xs : complexType>
<xs : complexType name="mocawi . context . element . s e t . type">
170 <xs : sequence maxOccurs="unbounded">
<xs : element name="contextElement " type="mocawi .↘
→context . element . type"/>
</xs : sequence>
</xs : complexType>
<xs : complexType name="mocawi . context . element . type">
175 <xs : choice>
<xs : element name="en t i t y " type="mocawi . context . e n t i t y↘
→ . type"/>
<xs : element name="a t t r i b u t e " type="mocawi . context .↘
→ a t t r i b u t e . type"/>
<xs : element name="a s s o c i a t i o n " type="mocawi . context .↘
→ a s s o c i a t i o n . type"/>
</xs : cho ice>
180 </xs : complexType>
<xs : complexType name="mocawi . context . e n t i t y . type">
<xs : sequence>
<xs : element name="entityKey " type="mocawi . context .↘
→ en t i t y . key . type"/>
<xs : element name="a t t r i b u t e s " type="mocawi . context .↘
→ a t t r i b u t e . s e t . type " minOccurs="0"/>
185 <xs : element name="a s s o c i a t i o n s " type="mocawi . context .↘
→ a s s o c i a t i o n . s e t . type " minOccurs="0"/>
</xs : sequence>
</xs : complexType>
<xs : complexType name="mocawi . context . e n t i t y . key . type">
<xs : sequence>
190 <xs : element name="entityType " type="mocawi . context .↘
→ en t i t y . type . type"/>
<xs : element name="en t i t y I d " type="xs : s t r i n g "/>
</xs : sequence>
</xs : complexType>
<xs : complexType name="mocawi . context . a t t r i b u t e . type">
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195 <xs : sequence>
<xs : element name="attr ibuteKey " type="mocawi . context .↘
→ a t t r i b u t e . key . type"/>
<xs : choice>
<xs : sequence>
<xs : element name="value " type="xs : s t r i n g "/>
200 <xs : element name="javaClas s " type="mocawi . context↘
→ . a t t r i b u t e . j a v a c l a s s . type"/>
<xs : element name="uni t " type="xs : s t r i n g "/>
</xs : sequence>
<xs : element name="a t t r i b u t e s " type="mocawi . context .↘
→ a t t r i b u t e . s e t . type " minOccurs="0"/>
</xs : cho ice>
205 </xs : sequence>
</xs : complexType>
<xs : complexType name="mocawi . context . a t t r i b u t e . key . type">
<xs : sequence>
<xs : element name="parentKey" type="mocawi . context .↘
→parent . key . type"/>
210 <xs : element name="attributeName" type="xs : s t r i n g "/>
</xs : sequence>
</xs : complexType>
<xs : complexType name="mocawi . context . parent . key . type">
<xs : cho ice>
215 <xs : element name="entityKey " type="mocawi . context .↘
→ en t i t y . key . type"/>
<xs : element name="attr ibuteKey " type="mocawi . context .↘
→ a t t r i b u t e . key . type"/>
</xs : cho ice>
</xs : complexType>
<xs : simpleType name="mocawi . context . a t t r i b u t e . j a v a c l a s s .↘
→type">
220 <xs : r e s t r i c t i o n base="xs : s t r i n g">
<xs : patte rn value ="([a−z ] [ a−z0 −9 ]∗\ . ) ∗ ( [A−Z ] [ a−z0↘
→−9]∗)+"/>
</xs : r e s t r i c t i o n >
</xs : simpleType>
<xs : complexType name="mocawi . context . a t t r i b u t e . s e t . type">
225 <xs : sequence maxOccurs="unbounded">
<xs : element name="a t t r i b u t e " type="mocawi . context .↘
→ a t t r i b u t e . type"/>
226
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</xs : sequence>
</xs : complexType>
<xs : complexType name="mocawi . context . a s s o c i a t i o n . type">
230 <xs : sequence>
<xs : element name="assoc ia t i onKey " type="mocawi .↘
→context . a s s o c i a t i o n . key . type"/>
<xs : element name="sourceEnt i ty " type="mocawi . context .↘
→ en t i t y . key . type"/>
<xs : element name="ta rge tEnt i ty " type="mocawi . context .↘
→ en t i t y . key . type"/>
</xs : sequence>
235 </xs : complexType>
<xs : complexType name="mocawi . context . a s s o c i a t i o n . key . type↘
→">
<xs : sequence>
<xs : element name="assoc ia t ionType " type="mocawi .↘
→context . a s s o c i a t i o n . type . type"/>
<xs : element name="a s s o c i a t i o n I d " type="xs : s t r i n g "/>
240 </xs : sequence>
</xs : complexType>
<xs : complexType name="mocawi . context . a s s o c i a t i o n . s e t . type↘
→">
<xs : sequence maxOccurs="unbounded">
<xs : element name="a s s o c i a t i o n " type="mocawi . context .↘
→ a s s o c i a t i o n . type"/>
245 </xs : sequence>
</xs : complexType>
<xs : complexType name="mocawi . context . sub s c r i b e . type">
<xs : sequence>
<xs : element name="subs c r i b e " type="mocawi . context .↘
→pattern . type"/>
250 </xs : sequence>
</xs : complexType>
<xs : complexType name="mocawi . context . conf i rm . type">
<xs : sequence>
<xs : element name="subsc r ibed " type="mocawi . context .↘
→pattern . type"/>
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<xs : complexType name="mocawi . context . t i c k e t . type">
<xs : sequence>
260 <xs : element name="host " type="mocawi . node . id . type"/>
<xs : element name="seqNo" type="xs : p o s i t i v e I n t e g e r "/>
</xs : sequence>
</xs : complexType>
<xs : complexType name="mocawi . context . update . type">
265 <xs : sequence>
<xs : element name="t i c k e t " type="mocawi . context . t i c k e t↘
→ . type"/>
<xs : element name="events " type="mocawi . context . event .↘
→ s e t . type"/>
</xs : sequence>
</xs : complexType>
270 <xs : complexType name="mocawi . context . event . s e t . type">
<xs : sequence maxOccurs="unbounded">




275 <xs : complexType name="mocawi . context . event . type">
<xs : cho ice>
<xs : element name="ent i tyEvent " type="mocawi . context .↘
→event . e n t i t y . type"/>
<xs : element name="att r ibuteEvent " type="mocawi .↘
→context . event . a t t r i b u t e . type"/>
<xs : element name="as soc i a t i onEvent " type="mocawi .↘
→context . event . a s s o c i a t i o n . type"/>
280 </xs : cho ice>
</xs : complexType>
<xs : complexType name="mocawi . context . event . e n t i t y . type">
<xs : sequence>
<xs : element name="entityKey " type="mocawi . context .↘
→ en t i t y . key . type"/>
285 <xs : element name="created " type="xs : boolean"/>
</xs : sequence>
</xs : complexType>




A.2. Nachrichten für hybriden Austausch
290 <xs : element name="attr ibuteKey " type="mocawi . context .↘
→ a t t r i b u t e . key . type"/>
<xs : element name="value " type="xs : s t r i n g "/>
</xs : sequence>
</xs : complexType>
<xs : complexType name="mocawi . context . event . a s s o c i a t i o n .↘
→type">
295 <xs : sequence>
<xs : element name="assoc ia t i onKey " type="mocawi .↘
→context . a s s o c i a t i o n . key . type"/>
<xs : element name="created " type="xs : boolean"/>
</xs : sequence>
</xs : complexType>
300 <xs : complexType name="mocawi . context . unsubscr ibe . type">
<xs : sequence>




305 </xs : schema>
A.2. Nachrichten für hybriden Austausch
Die Zeilen 11 bis 15 von Quelltext A.2 zeigen die Wurzelelemente der fünf zu-
sätzlichen Nachrichtentypen des hybriden Austauschs von Providerbeschreibungen
(Kap. 5.5.5).
Quelltext A.2: XSD der Nachrichteninhalte zum hybriden Austausch von Provider-
beschreibungen
1 <?xml ve r s i on ="1.0" encoding="UTF−8"?>
<xs : schema xmlns : xs="http ://www.w3 . org /2001/XMLSchema" ↘
→xmlns="http ://www. i n f . tu−dresden . de/mocawi" ↘
→targetNamespace="http ://www. i n f . tu−dresden . de/mocawi">
<xs : i n c lude schemaLocation="l s t−messages−proakt iv . xsd"/>
<xs : annotat ion>
5 <xs : documentation xml : lang="en">
Schema extens i on with add i t i o na l p rov ide r management
messages f o r r e a c t i v e exchange prov ide r d e s c r i p t i o n s .
Copyright 2008 Thomas Hamann
</xs : documentation>
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10 </xs : annotat ion>
<xs : element name="reqPro" type="mocawi . p rov ide r . r eque s t .↘
→type"/>
<xs : element name="respPro " type="mocawi . p rov ide r . respond .↘
→type"/>
<xs : element name="subPro" type="mocawi . p rov ide r . sub s c r i b e↘
→ . type"/>
<xs : element name="unsubPro" type="mocawi . p rov ide r .↘
→unsubscr ibe . type"/>
15 <xs : element name="ackPro" type="mocawi . p rov ide r .↘
→acknowledge . type"/>
<xs : complexType name="mocawi . p rov ide r . r eque s t . type">
<xs : sequence>
<xs : element name="reques t " type="mocawi . context .↘
→pattern . type"/>
</xs : sequence>
20 </xs : complexType>
<xs : complexType name="mocawi . p rov ide r . respond . type">
<xs : sequence>
<xs : element name="usab l eProv ide r s " type="mocawi .↘
→prov ide r . hosted . s e t . type"/>
</xs : sequence>
25 </xs : complexType>
<xs : complexType name="mocawi . p rov ide r . sub s c r i b e . type">
<xs : sequence>
<xs : element name="subs c r i b e " type="mocawi . context .↘
→pattern . type"/>
</xs : sequence>
30 </xs : complexType>
<xs : complexType name="mocawi . p rov ide r . unsubscr ibe . type">
<xs : sequence>
<xs : element name="unsubscr ibe " type="mocawi . context .↘
→pattern . type"/>
</xs : sequence>
35 </xs : complexType>
<xs : complexType name="mocawi . p rov ide r . acknowledge . type">
<xs : sequence>
<xs : element name="seq " type="xs : p o s i t i v e I n t e g e r "/>
</xs : sequence>
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