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THE MEASURE GAME
LOGAN CRONE, LIOR FISHMAN, STEPHEN JACKSON, HOUSTON SCHUERGER, AND DAVID SIMMONS
Abstract. We study a game first introduced by Martin [6] (actually we use a slight variation of this game)
which plays a role for measure analogous to the Banach-Mazur game for category. We first present proofs
for the basic connections between this game and measure, and then use the game to prove fundamental
measure theoretic results such as Fubini’s theorem, the Borel-Cantelli lemma, and a general unfolding result
for the game which gives, for example, the measurability of Σ1
1
sets. We also use the game to give a new,
more constructive, proof of a strong form of the Re´nyi-Lamperti lemma, an important result in probability
theory with many applications to number theory. The proofs we give are all direct combinatorial arguments
using the game, and do not depend on known measure theoretic arguments.
1. Introduction
Measure and category are two of the fundamental notions of analysis, topology, and descriptive set theory.
In the case of category there is a natural game (this notion is defined below), the Banach-Mazur game
(see [8]), associated to the topological category of a set. Many important properties of category (e.g. the
Kuratowski-Ulam theorem, unfolding arguments) have direct proofs in terms of this game.
In this paper we study a natural game corresponding to measure introduced by Martin (c.f. Theorems
8 and 9 of [6]; see also the discussion in Rosendal [10]). We use this game to directly prove the main
results about measure analogous to the above mentioned facts for category, and obtain new results such as a
different, more constructive, proof of a strong form of the Re´nyi-Lamperti theorem from probability theory.
Our results here are given in the case of Borel probability measures on Polish spaces, and have the advantage
of being “constructive” in the sense that we are able to explicitly exhibit strategies in the game, which in
turn can be used to construct points in the measure space. This of course cannot be done in complete
generality without some strong hypotheses on the space.
In §2 we establish the basic properties of the game and relate them to measurability. In §3 we use the
game to prove the classical Borel-Cantelli theorem. We then use the game to prove a significantly stronger
result, a strong form of the Re´nyi-Lamperti theorem (due to [3] and [11], see also [9]). The latter result
has found numerous applications in number theory (see for example [2]). Here the assumption of mutual
independence of the events is replaced by a weaker requirement. In §4 we use the game to give a direct proof
of Fubini’s theorem (the measure analog of the Kuratowski-Ulam theorem). In §5 we use the game to give
a combinatorial proof of an unfolding result for the measure game. This has several consequences such as
showing directly that Σ11 sets are universally measurable, showing Π
1
n-determinacy gives the measurability
of Σ1n+1 sets, and proving continuous uniformization results for measure.
We note that §3, §4, and §5 are all independent and those more interested in the measure-theoretic
applications of the game can focus on §3 and §4, while those interested in descriptive set theoretic applications
could skip directly to §5. The material in §2 establishes the basic properties of the game for the sake of
completeness, and while the results therein are important and are used throughout the paper, their proofs
are relatively straightforward.
Now we establish notation. Let ω = {0, 1, . . .} denote the set of natural numbers. Let 2ω denote the
space of infinite binary sequences with the product of discrete topologies on 2 = {0, 1}. We note that 2ω is
homeomorphic to the Cantor middle-thirds sets in R. We also let ωω denote the space of infinite sequences of
natural numbers, (the Baire space), which is homeomorphic to the space of irrationals. A subset T ⊆ X<ω
is a tree if it is closed under taking initial segments. We let [T ] = {u ∈ Xω : for all x ⊆ u, x ∈ T } denote the
set of branches through T .
By a game on a set X with payoff set A ⊆ Xω we mean a two-player game where I makes moves x2i ∈ X
and II makes moves x2i+1 ∈ X as shown:
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I
II
x0
x1
x2
x3
x4
x5
. . .
Figure 1. A general game on a set X
I wins the run of the game iff x = (x0, x1, . . . ) ∈ A. When convenient, we will also define the game by the
winning condition for player II. Often the exact payoff set is defined implicitly by giving a list of “rules”
the players must follow (the first player to violate one of the rules loses) and then defining the payoff set for
runs of the game that follow the rules.
The axiom ADX is the assertion that all games on X , for any payoff set A ⊆ Xω, are determined, that is,
one of the players has a winning strategy (defined in the obvious way). AD, the axiom of determinacy, is the
axiom ADω. Our main game is equivalent to an integer game, and so is determined from AD. AD contradicts
the axiom of choice but does not contradict weaker forms of choice such as countable and dependent choice,
and is a reasonable axiom within the realm of definable sets.
By a pointclass Γ we mean a collection of subsets of Polish spaces which is closed under inverse images
by continuous functions f : X → Y (i.e., if A ⊆ Y is in Γ, then B = f−1(A) is in Γ). Examples include all
the levels Σ0α, Π
0
α, ∆
0
α of the Borel hierarchy as well as Σ
1
1 (the analytic sets), Π
1
1 (the co-analytic sets),
and most naturally occurring collections of definable sets. A fundamental result of Martin [5] says that all
Borel games (on any set X) are determined (Borel refers to the product of the discrete topology on X). The
determinacy of Σ11 games, however, is not a theorem of ZFC. We let det(Γ) denote the statement that all
games on ω with payoff set A ∈ Γ are determined.
In the case of category, for any pointclass Γ the determinacy of the Banach-Mazur games for sets in the
pointclass Γ is equivalent to the Baire property of sets in Γ. The Banach-Mazur game also permits an
“unfolding,” an important property which has several consequences. In particular, the Banach-Mazur game
for Σ11 sets unfolds to a closed game, which is therefore determined. This shows in ZFC that every Σ
1
1 set
has the Baire property. A related fact is the Kuratowski-Ulam theorem for category, which is the analog of
the Fubini theorem for measure. This theorem can also be proved using the Banach-Mazur game. Thus we
have a natural game associated to the notion of category which can be used to established the main results
about this notion. We now introduce a game, the measure game, which we show plays an analogous role for
measure.
If X is an uncountable Polish space then it is well-known that there is a Borel isomorphism π between
X and 2ω. If ν is a Borel probability measure on X , then µ = π(ν) is a Borel probability measure on 2ω.
Thus, for all arguments it suffices to consider the case X = 2ω, and µ a Borel probability measure on 2ω. It
is also possible to define versions of the game directly on arbitrary Polish spaces.
So let µ be a fixed Borel probability measure on 2ω and let µ∗, µ∗ denote the corresponding outer and
inner measure respectively, i.e.
µ∗(A) = inf {µ(U) : U is open, A ⊆ U}
µ∗(A) = sup {µ(F ) : F is closed, F ⊆ A} .
Let A ⊆ 2ω and s ∈ [0, 1). For a finite sequence t ∈ 2<ω, let Nt denote the set {x ∈ 2ω : t ⊆ x}. Consider the
game G(s, A) played as follows. In each round, player I offers two numbers mta0 and mta1 assigned to Nta0
and Nta1 respectively. For notational convenience, we also set m = m0 +m1. Player II then selects either
ta0 or ta1 and play continues on to the next round. A typical run of the game is exhibited in Figure 2.
G(s, A)
I
II
m0,m1
x0
mx00,mx01
x1
mx0x10,mx0x11
x2
. . .
Figure 2. The measure game
We require that player I must follow the rules:
THE MEASURE GAME 3
• ∀t ∈ 2<ω, mt ∈ Q
• m0 +m1 > s
• ∀t ∈ 2<ω, 0 ≤ mt ≤ µ(Nt)
• ∀t ∈ 2<ω, 0 < µ(Nt)⇒ mt < µ(Nt)
• ∀t ∈ 2<ω, mta0 +mta1 = mt
and player II must follow the rules:
• ∀n ∈ ω, xn ∈ {0, 1}
• ∀n ∈ ω, mx0x1...xn 6= 0.
We declare that II wins a run of G(s, A) if and only if x = (x0, x1, . . . ) ∈ A, otherwise I wins. The most
significant rule is II’s restriction that mx0x1...xn 6= 0, as this is how player I exerts control over the outcome.
Note that as I’s moves mt are from Q, the game G(s, A) is essentially an integer game, and thus is
determined from AD. In fact, in Corollary 2.11 we point out that the game G(s, A) is equivalent to the version
where I’s moves mt are allowed to be arbitrary reals. Thus ADR does not play a role in our discussions.
2. Basic properties of the game
In this section we prove that this game characterizes µ-measure in the same way that the Banach-Mazur
game characterizes category. We first prove two lemmas which analyze winning strategies for players I and
II. We then prove a theorem which gives the correspondence between the game and measure. Finally, though
we don’t need it for the other results of the paper, we show that the rational version of the game defined
above is equivalent to the “real version” in which I’s moves are allowed to be real numbers.
We make use of the following simple concept.
Definition 2.1. A function M : 2<ω → R is a scaled measure if M() > 0 and for every t ∈ 2<ω,
• 0 ≤M(t) ≤ µ(Nt)
• M(t) = M(ta0) +M(ta1)
If T ⊆ 2<ω is a nonempty tree, then a scaled measure M is a scaled measure on T if t 6∈ T ⇒ M(t) = 0.
Also by the support of M we mean the tree T of t such that M(t) > 0.
Lemma 2.2. Suppose σ is a winning strategy for I in the game G(s, A). Then σ induces a scaled measure
M as follows. Let M() = m. For t ∈ 2<ω, let σ(t) = (mta0,mta1), provided t follows the rules against
σ. In this case, let M(tai) = mtai. Otherwise, set M(t
ai) = 0. If T is the support of M , then [T ] ⊆ Ac
and µ([T ]) ≥M() > s.
Proof. It is clear by the rules of the game that M as defined in the statement is a scaled measure with
M() = m0 + m1 > s. Since σ is winning for I, [T ] ⊆ Ac, where T is the support of M . To see that
µ([T ]) ≥M() > s, suppose that µ([T ]) < M(). For n large enough we have that∑t∈T∩2n µ(Nt) < M().
Due to the additivity of M M() =
∑
t∈T∩2n M(t). However by the rules of the game, M(t) ≤ µ(Nt) for
all t. Thus, M() ≤∑t∈T∩2n µ(Nt) < M(), a contradiction. 
We now consider the case where τ is a winning strategy for II in G(s, A). The following lemma (implicitly
in Martin [6], see also Rosendal [10]), introduces a useful notation which we will also use later.
Lemma 2.3. Let τ be a winning strategy for II in G(s, A). Let x0 . . . xn = t ∈ 2<ω and let mˆ =
{mx0...xia0,mx0...xia1}i<n be any finite sequence of moves by I so that τ plays x0 . . . xn in response to mˆ,
i.e., xi = τ(
{
mx0...xja0,mx0...xja1
}
j<i
) for each i.
If we define
δmˆτ (i) = inf
({
mtai : ∃mta(1−i), mta0 +mta1 = mt and τ
(
mˆa(mta0,mta1)
)
= i
} ∪ {µ(Ntai)})
Then
• δmˆτ (0) + δmˆτ (1) ≤ r =
{
mt if |t| > 0
s if |t| = 0
• δmˆτ (i) ≤ µ(Ntai)
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Proof. The second item is clear. For the first item, suppose not. Then δmˆτ (0) + δ
mˆ
τ (1) > r. Let m
′
i < δ
mˆ
τ (i)
be rational so that m′0 +m
′
1 > r. In the case that |t| > 0, let mtai = m′i rm′
0
+m′
1
, each of which will still be
rational, as r = mt was some legal move by I. These will also be such that mta0+mta1 = r = mt. If |t| = 0,
then let mtai = m
′
i. In either case, (mta0,mta1) is a legal move at this position, but mtai < δ
mˆ
τ (i) for both
sides, which is a contradiction as τ must choose one of the two sides. 
The next lemma is the analog of Lemma 2.2 for player II.
Lemma 2.4. Suppose II wins G(s, A) with winning strategy τ . Then for any ε > 0 there exists a tree
Tε ⊆ 2<ω such that µ([Tε]) > 1 − s − ε and such that every branch through Tε is a run consistent with τ ,
and so [Tε] ⊆ A. In particular, µ∗(A) ≥ 1− s.
Proof. Let τ be a winning strategy for II inG(s, A) and let ε > 0. We build Tε by induction on the levels of the
tree. For each u ∈ 2<ω we define a numbermu ∈ [0, µ(Nu)]. Tε will be the set of u for whichmu < µ(Nu). For
each u ∈ Tε we will define an associated play p = p(u) = ((m′0,m′1), u(0), (m′u(0),0,m′u(0),1), u(1), . . . , u(n−1))
of the game G(s, A) consistent with τ for which II’s moves are equal to u and for every initial segment t of
u we have m′t = mt. We also maintain that for each level n we have∑
u∈2n
mu ≤ s+ 2
n − 1
2n
ε.
To begin, let m = s < µ(2
ω)) = 1, and so  ∈ Tε. Consider now δτ in the notation of Lemma 2.3, if
δτ (i) = µ(Ni), then setmi = µ(Ni). If δ

τ (i) < µ(Ni) then choosemi < µ(Ni) such that 0 < mi−δτ (i) < ε4
and so that τ will choose i in response to a move that assigns mi to the side Ni. We clearly have that
m0 +m1 ≤ s+ 12ε.
In general, suppose the mu have been defined for u ∈ 2n satisfying the above properties. For any u ∈ 2n
so that mu = µ(Nu), set muai = µ(Nuai) for i ∈ 2. Now suppose u ∈ 2n and mu < µ(Nu). By assumption
we have a play p = p(u) consistent with τ in which τ ’s last move u(n− 1) selected a side with assigned value
mu. We apply Lemma 2.3 to τ , p(u), and mu to get δ
p
τ = (δ
p
τ (0), δ
p
τ (1)). For i such that δ
p
τ (i) = µ(Nuai),
set muai = µ(Nuai). Otherwise we choose muai < µ(Nuai) such that 0 < muai − δpτ (i) < ε4n+1 . Since there
only 2n+1 nodes at level n+1, we have that
∑
u∈2n+1 mu ≤ (
∑
u∈2n mu)+
ε
2n+1 . This maintains the desired
inequality.
This completes the definition of the tree Tε. For each node u ∈ Tε we have a corresponding play p(u)
following τ . By construction, if u ⊆ v then p(v) extends the play p(u). Thus, for any x ∈ [Tε] there is a run
of the game G(s, A) following τ in which II has played x, and so x ∈ A. For each level n we have maintained
that
∑
u∈2n mu < s + ε. Also, for u /∈ Tε we have mu = µ(Nu), thus,
∑
u∈2n\Tε
µ(Nu) < s + ε. It follows
that µ([Tε]) ≥ 1− (s+ ε).

Theorem 2.5 (Martin[6]). Let A ⊆ 2ω and s ∈ [0, 1).
µ∗(A
c) > s ⇔ I wins G(s, A)
µ∗(Ac) ≤ s ⇔ II wins G(s, A)
Proof. First suppose I wins G(s, A). From Lemma 2.2, a winning strategy σ for I gives a scaled measureM on
2ω with M() > s. If T is the support of M , the Lemma also shows that [T ] ⊆ Ac and µ([T ]) ≥M() > s.
Thus µ∗(A
c) > s.
Suppose next that II has a winning strategy τ for G(s, A). From Lemma 2.4 we have that µ∗(A) ≥ 1− s,
which is equivalent to µ∗(Ac) ≤ s.
Assume now that µ∗(Ac) ≤ s, and we define a winning strategy τ for II in G(s, A). Suppose I’s first
move is (m0,m1), where m0 +m1 > s. Let U be an open set containing A
c with µ(U) < (m0 +m1). Let
τ(m0,m1) = x0 where µ(U ∩ Nx0) < mx0 . Continuing, we define τ so that for any play p on length n
consistent with τ with II’s moves u = (x0, . . . , xn−1), we have that µ(U ∩Nu) < mu < µ(Nu). In particular,
Nu ∩ U c 6= . Since U c is closed, this shows that τ is a winning strategy for II.
Finally, assume that µ∗(A
c) > s. Let F ⊆ Ac be closed with µ(F ) > s. Fix ε > 0 such that (1−ε)µ(F ) > s.
We define a scaled measure M and let σ be the corresponding strategy for I, that is, if (mua0,mua1) is the
response of σ to II playing u, then muai = M(u
ai). Furthermore, we define M so that all values M(u) are
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rational. First, we define M(0), M(1) to be rationals with (1− ε)µ(F ∩Ni) < M(i) < µ(F ∩Ni). Note that
M(0)+M(1) > s. In general, ifM(u) ∈ Q is defined with (1−ε)µ(F ∩Nu) < M(u) < µ(F ∩Nu), letM(ua0),
M(ua1) in Q be such that M(ua0) +M(ua1) = M(u) and (1 − ε)µ(F ∩Nuai) < M(uai) < µ(F ∩Nuai).
This defines the strategy σ for I in G(s, A). If x ∈ 2ω is a run according to σ, then for any initial segment u
of x we have M(u) > 0 and so µ(F ∩Nu) > 0. As F is closed, x ∈ F ⊆ Ac.

Corollary 2.6 (Martin [6]). If for all s ∈ [0, 1) the game G(s, A) is determined, then A is µ-measurable. In
particular if det(Γ) holds for some pointclass Γ, then all sets in Γ are µ-measurable. If AD holds, then all
sets are µ-measurable.
Theorem 2.5 and its proof have several quick corollaries which we next mention.
Corollary 2.7 (Countable additivity). Let {εn : n ∈ ω} be such that εn ≥ 0 for all n and
∑
εn = ε < 1.
Let An ⊆ 2ω such that II has a winning strategy in G(εn, An) for all n, then II has a winning strategy in
G(ε, A) where A =
⋂
An.
Proof. From Theorem 2.5 we have that µ∗(Acn) ≤ εn for each n. So µ∗(Ac) = µ∗(
⋃
nA
c
n) ≤ ε =
∑
εn. By
Theorem 2.5 again we have that II wins G(ε, A). 
Remark 2.8. One can also give a direct game argument (avoiding Theorem 2.5) for Corollary 2.7 using
Lemma 2.4.
The following corollary regards the symmetry of the game between the players.
Corollary 2.9. Let ε > 0 and s > 0.
I wins G(s, A)⇒ II wins G(1− s, Ac)
II wins G(s− ε, A)⇒ I wins G(1− s, Ac)
Proof. For the first implication, I winning G(s, A) is equivalent to µ∗(A
c) > s, and II winning G(1 − s, Ac)
is equivalent to µ∗(A) ≤ 1− s. Since µ∗(B) = 1−µ∗(Bc) for any set B, the implication follows. The second
implication is done similarly. 
Remark 2.10. Note that if I wins G(0, A) then actually I wins G(ε, A) for some (all) sufficiently small
ε > 0, and so by Corollary 2.9 II wins G(1− ε, A) for some such positive ε.
And finally the following corollary gives the equivalence of the rational and real version of the game
G(s, A).
Corollary 2.11. Let A ⊆ 2ω, and s ∈ [0, 1). Then the game G(s, A) is equivalent to the game G′(s, A)
which is played just as G(s, A) except I’s moves mp need not be rational.
Proof. If I has a winning strategy in G(s, A) then trivially I has a winning strategy in G′(s, A). Likewise if
II has a winning strategy in G′(s, A), then trivially II has a winning strategy in G(s, A). If I has a winning
strategy in G′(s, A), then the proof of Theorem 2.5 shows that I has a winning strategy in G(s, A).
Finally, suppose II has a winning strategy τ in G(s, A). We get a strategy τ ′ for II in G′(s, A) in a
similar manner. If I makes move (m′
ta0,m
′
ta1) in G
′(s, A), then as in Theorem 2.5 we get approximations
(mta0,mta1) with mta0,mta1 ∈ Q, with (1−ε)m′tai < mtai < m′tai where ε > 0 is such that (1−ε)m′ > s.
We have τ ′ play τ(mta0,mta1). Note here that if m
′
tai
= 0, then we also have mtai = 0, so τ
′ is following
the rules of the game. Since every run of τ ′ has a corresponding run of τ , τ ′ is a winning strategy for II. 
3. Borel-Cantelli and Re´nyi-Lamperti
In this section we will first give a proof of the classical Borel-Cantelli theorem using the measure game.
We will then use the measure game to give a new proof of the Re´nyi-Lamperti theorem from probability
theory, which is a significant strengthening of one direction of the Borel-Cantelli theorem. In this result, the
hypothesis of mutual independence of the event is replaced by a certain inequality. This result has found
numerous recent applications to number theory and related areas (c.f. [2]).
We recall the statement of the Borel-Cantelli theorem. Let (X,M, µ) be a probability space on the set
X . Let Ai ∈ M be µ-measurable sets. One direction of Borel-Cantelli asserts that if
∑
i µ(Ai) < ∞ then
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µ(E) = 1, where E =
⋃
k
⋂
ℓA
c
ℓ is the set of x which are in only finitely many of the Ai. This direction
requires no assumption on the Ai. The other direction of Borel-Cantelli asserts that if the Ai are mutually
independent and
∑
i µ(Ai) = ∞, then µ(E) = 0, that is, µ-almost all x are in infinitely many of the Ai.
Recall the Ai are mutually independent if for all finite F ⊆ ω, µ(
⋂
i∈F Ai) =
∏
i∈F µ(Ai).
The next theorem is the first direction of the Borel-Cantelli theorem. We assume in the hypothesis that
II wins the games G(si, Ai), which for µ-measurable Ai is equivalent to µ(Ai) ≥ 1− si, that is, µ(Aci ) ≤ si.
We assume that
∑
i si < ∞ and deduce that II wins the game G(0,
⋃∞
m=1
⋂∞
i=m Ai), which for measurable
Ai is equivalent to µ(
⋃∞
m=1
⋂∞
i=mAi) = 1, that is, almost all x are in only finitely many of the A
c
i .
Theorem 3.1. Let si ∈ [0, 1) such that
∑
i si <∞. Let {Ai : i ∈ ω} be a sequence of subsets of 2ω such that
II wins G(si, Ai). Then II wins G(0,
⋃∞
m=1
⋂∞
i=m Ai)
Proof. We will describe how to win G(0,
⋃∞
m=1
⋂∞
i=mAi) as player II. Suppose I begins with some move
(m0,m1) such that m0 +m1 = ε > 0. Since
∑
i∈ω si < ∞, there exists n large enough so that
∑
i≥n si <
ε. Since II wins G(si, Ai) for any i, II wins in particular for i ≥ n. So by Corollary 2.7, II wins
G
(∑
i≥n si,
⋂∞
i=n Ai
)
, say with some strategy τ . Since m0 +m1 = ε >
∑
i≥n si, we have that (m0,m1) is a
legal first move for I in G
(∑
i≥n si,
⋂∞
i=nAi
)
. It is not hard to see that if we play according to τ from this
point on, we will win G(0,
⋃∞
m=1
⋂∞
i=m Ai). 
We now state the mutual independence hypothesis in terms of the measure game. If II wins the games
G(si, A
c
i ) for i ∈ F (F a finite subset of ω) then (for measurable Ai) we have that µ(Aci ) ≥ 1 − si, that is,
µ(Ai) ≤ si. The definition requires that II wins G(
∏
i∈F si,
⋃
i∈F A
c
i ), which is equivalent to µ(
⋂
iAi) ≤∏
i∈F si. The definition has a similar requirement for player I, which for measurable Ai becomes µ(
⋂
iAi) ≥∏
i∈F si, and thus becomes the usual definition. We note that for the proof of Theorem 3.3 (the second
direction of Borel-Cantell) using the measure game, only the direction µ(
⋂
iAi) ≤
∏
i∈F si is required.
Definition 3.2. Let I be a set. Let {Ai : i ∈ I} with Ai ⊆ 2ω for all i ∈ I. Then {Ai : i ∈ I} are mutually
independent if for any finite subset F ⊆ I, if player P (either I or II) wins G(si, Aci ) for all i ∈ F , then P
wins G(
∏
i∈F si,
⋃
i∈F A
c
i ).
The next theorem is the second direction of the Borel-Cantelli theorem stated in terms of the measure
game. The hypothesis that I wins the games G(si, Ai), for measurable Ai, gives that µ(A
c
i ) > si. We
assume
∑
i si = ∞ and the Ai are mutually independent, and conclude that for any ε > 0, I wins G(1 −
ε,
⋃∞
m=0
⋂∞
i=mAi), which gives that µ((
⋃∞
m=0
⋂∞
i=m Ai)
c) = 1, and thus µ-measure one many x are in
infinitely many of the Aci .
Theorem 3.3. Suppose {Ai : i ∈ ω} are mutually independent, and let si ∈ [0, 1) such that
∑
i si = ∞.
Then if I wins G(si, Ai) for all i, then for any ε > 0, I wins G(1− ε,
⋃∞
m=0
⋂∞
i=m Ai).
Proof. Note that since
∑
i∈ω si =∞ then
∏
i∈ω(1−si) = 0. By Corollary 2.9 II wins G(1−si, Aci ) for every i,
and by the mutual independence of the sequence {Ai : i ∈ ω}, for any L ≤M , II winsG
(∏M
i=L(1 − si),
⋃M
i=LA
c
i
)
.
Let ε > 0 and choose a sequence of positive reals {εk : k ∈ ω} such that
∑
k∈ω εk < ε. Define sequences
{Lk}, {Mk} as follows:
Let L0 = 0 and M0 be large enough so that
∏M0
i=L0
(1 − si) < ε0, and let Lk+1 = Mk + 1 and Mk+1 be
large enough so that
∏Mk+1
i=Lk+1
(1− si) < εk+1.
Then we note that for any k, II wins G
(∏Mk
i=Lk
(1− si),
⋃Mk
i=Lk
Aci
)
, and so II wins G
(
εk,
⋃Mk
i=Lk
Aci
)
. So
by Corollary 2.7, II wins G
(∑
k∈ω εk,
⋂
k∈ω
⋃Mk
i=Lk
Aci
)
, and since
∑
k∈ω εk < ε, by Corollary 2.9, I wins
G
(
1− ε,⋃k∈ω ⋂Mki=Lk Ai
)
.
This implies I wins G (1− ε,⋃∞m=0⋂∞i=mAi) since (⋃k∈ω⋂Mki=Lk Ai
)c
⊆ (⋃∞m=0⋂∞i=m Ai)c. 
We now show how the measure game can be used to give a different, perhaps more constructive, proof
of the Re´nyi-Lamperti theorem. A weaker form of the theorem, in which µ(
⋂
n
⋃
i≥nAi) is just asserted to
be positive, was proved by Erdo¨s and Re´nyi [1]. Lamperti [4] also proved a somewhat different version of
that theorem (with slightly different hypothesis, but the same conclusion). The current stronger form of the
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theorem was proved by Kochen and Stone [3] and Spitzer [11]. Petrov [9] gives a presentation in modern
terminology and proves other related results.
Our proof is more constructive in the sense that it gives an explicit strategy for getting into the desired
set. The version we prove is in the context of Borel probability measures on Polish spaces. The restriction
to Polish spaces seems necessary in order to obtain the more constructive version we present. We recall the
general statement of the theorem.
Theorem 3.4 (Re´nyi-Lamperti). Let (X,M, µ) be a probability space and let {Ai}i∈ω be a sequence of
events Ai ∈ M with
∑
i µ(Ai) = +∞ and lim infn
∑
i,j≤n µ(Ai∩Aj)
(
∑
i≤n µ(Ai))
2 ≤ D, then µ(
⋂
n
⋃
i≥nAi) ≥ 1D .
We note that if the Ai are mutually independent then we may take D = 1 in the hypothesis of the
theorem, and thereby recover the statement of the divergence part of the Borel-Cantelli theorem.
We prove two key lemmas, Lemmas 3.6 and 3.7 which will enable us to apply the measure game. Lemma 3.6
will allow player II to pick an appropriate side in each round of the measure game, and Lemma 3.7 will allow
II to commit to meeting certain finite intersections of the Ai sets (while maintaining some hypotheses).
First we show a simple combinatorial lemma we need for Lemma 3.6.
Lemma 3.5. Suppose {ai}i<n, {bi}i<n, {ci}i<n are non-negative real numbers with bi > 0 and
∑
i ci = 1.
Then mini{aib2
i
ci} ≤
∑
i
ai
(
∑
i
bi)2
.
Proof. If any of the ai are equal to 0, then the result trivially holds, so we assume ai > 0 for all i. Suppose
without loss of generality the minimum occurs at i = 0, that is a0c0b
2
i ≤ aib20ci for all i. Thus, a0c0b
2
i
ai
≤ b20ci,
and summing over i 6= 0 we get ∑
i6=0
a0c0b
2
i
ai
≤ b20(
∑
i6=0
ci) = b
2
0(1− c0).
Solving for c0 we have c0 ≤ b
2
0
∑
i6=0
a0b
2
i
ai
+b2
0
=
b20
∑
i
a0b
2
i
ai
. We wish to show that a0c0(
∑
i bi)
2 ≤ b20
∑
i ai. So, it
suffices to show that a0b
2
0(
∑
i bi)
2 ≤ b20(
∑
i ai)(
∑
i
a0b
2
i
ai
), that is (
∑
i bi)
2 ≤ (∑i ai)(∑i b2iai ). This is equivalent
to showing
∑
i6=j bibj ≤
∑
i6=j
aib
2
j
aj
, that is
∑
i6=j(
aib
2
j
aj
− bibj) ≥ 0. But we have
∑
i6=j
(
aib
2
j
aj
− bibj) =
∑
i6=j
bj
aj
(aibj − ajbi)
=
∑
i<j
(aibj − ajbi)( bj
aj
− bi
ai
)
=
∑
i<j
(aibj − ajbi)2
aiaj
≥ 0.

Lemma 3.6. Let (X,M, µ) be a probability space and let {Bi}i∈ω be a sequence of events Bi ∈ M with∑
i µ(Bi) =∞ and lim infn
∑
i,j≤n µ(Bi∩Bj)
(
∑
i≤n µ(Bi))
2 (1−m) < 1 for some m < 1. Suppose X = X0∪X1 is a partition
of the set X into µ measurable sets and m = m0 +m1 with m0,m1 ≥ 0. Then for some ℓ ∈ {0, 1} we have
that
∑
i µ(Bi ∩Xℓ) =∞ and lim infn
∑
i,j≤n µ(Bi∩Bj∩Xℓ)
(
∑
i≤n µ(Bi∩Xℓ))
2 (µ(Xℓ)−mℓ) < 1.
Proof. If for both ℓ = 0 and ℓ = 1 we have that
∑
i µ(Bi∩Xℓ) =∞, then we simply apply Lemma 3.5 as fol-
lows. Let n0 < n1 < · · · be an increasing sequence such that limk
∑
i,j≤nk
µ(Bi∩Bj)
(
∑
i<nk
µ(Bi))2
= lim infn
∑
i,j≤n µ(Bi∩Bj)
(
∑
i<n µ(Bi))
2 .
For each k, apply Lemma 3.5 with n = 2, c0 =
µ(X0)−m0
1−m , c1 =
µ(X1)−m1
1−m , a0 =
∑
i,j≤nk
µ(Bi ∩ Bj ∩ X0),
a1 =
∑
i,j≤nk
µ(Bi∩Bj ∩X1), b0 =
∑
i≤nk
µ(Bi∩X0), and b1 =
∑
i≤nk
µ(Bi∩X1). This gives an ℓk ∈ {0, 1}
such that
aℓk
b2
ℓk
cℓk ≤
∑
i,j≤nk
µ(Bi∩Bj)
(
∑
i<nk
µ(Bi))2
. So,
aℓk
b2
ℓk
(µ(Xℓ)−mℓ) ≤
∑
i,j≤nk
µ(Bi∩Bj)
(
∑
i<nk
µ(Bi))2
(1−m) < 1. We may therefore
fix an ℓ ∈ {0, 1} such that ℓk = ℓ for infinitely many k, and this ℓ satisfies the lemma.
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Suppose now without loss of generality that
∑
i µ(Bi ∩ X0) < ∞. We show in this case that we have
lim infn
∑
i,j≤n µ(Bi∩Bj∩X1)
(
∑
i≤n µ(Bi∩X1))
2 (µ(Xℓ) −m1) < 1. We consider two cases. First suppose that
∑
i,j µ(Bi ∩ Bj ∩
X0) = ∞. In this case limn
∑
i,j≤n µ(Bi∩Bj∩X0)
(
∑
i≤n µ(Bi∩X0))
2 = ∞. Thus, for large enough k, the ℓk of the previous
paragraph will all be equal to 1, and thus ℓ = 1 satisfies the lemma. Suppose next that
∑
i,j µ(Bi∩Bj∩X0) <
∞. In this case we have that lim infn
∑
i,j≤n µ(Bi∩Bj∩X1)
(
∑
i≤n µ(Bi∩X1))
2 (µ(Xℓ)−mℓ) < 1. If
∑
i,j µ(Bi∩Bj ∩X1) <∞ then
the lim inf is 0 as the denominator tends to infinity [In fact it is true, as is shown in the proof of the next
lemma, that for all sequences of events that the numerator is always at least as large as the denominator.
So here the numerator must also tend to infinity. We don’t need this fact here, but it will be used in the
main proof.] In the case where both the numerators and denominators tend to infinity, this follows from the
simple fact that if xn and zn are bounded, yn and wn go to ∞, then lim infn xn+yn(zn+wn)2 = lim infn
yn
w2n
. Thus
we have that lim infn
∑
i,j≤n µ(Bi∩Bj∩X1)
(
∑
i≤n µ(Bi∩X1))
2 = lim infn
∑
i,j≤n µ(Bi∩Bj)
(
∑
i≤n µ(Bi))
2 , and we also have µ(Xℓ)−mℓ ≤ 1 −m,
and the result follows.

Lemma 3.7. Let (X,M, µ) be a probability space and let {Ai}i∈ω be a sequence of events Ai ∈ M with
lim infn
∑
i,j≤n µ(Ai∩Aj)
(
∑
i≤n µ(Ai))
2 ≤ D. Then for all ε > 0 there is a δ > 0 such that if C ∈M satisfies µ(C) < δ, then
lim infn
∑
i,j≤n µ(Ai∩Aj∩(X\C))
(
∑
i≤n µ(Ai∩(X\C)))
2 ≤ D + ε. Furthermore, if
∑
i µ(Ai) = ∞ then there exists δ > 0 such that if
µ(C) < δ then
∑
i µ(Ai ∩ (X \C)) =∞.
Proof. It is enough to show that for every D > 0 and η > 0 there is a δ > 0 such that for any C with
µ(C) < δ we have that if {Ai} is a finite sequence of events satisfying
∑
i,j≤n µ(Ai∩Aj)
(
∑
i≤n µ(Ai))
2 ≤ D then we have that∑
i
(µ(Ai) ∩ (X \ C)) ≥ (1− η)
∑
i
(µ(Ai)).
Since δ does not depend on n or the Ai, this also immediately gives the second statement. Let f =∑
i χAi : X → R≥0. Note that (
∫
f)2 = (
∑
i µ(Ai))
2. Let m =
∫
f . Then we have
∫
(f −m)2 = ∫ f2 −m2,
and so
∑
i,j µ(Ai ∩ Aj) =
∫
f2 = m2 +
∫
(f −m)2. So,
∑
i,j≤n µ(Ai∩Aj)
(
∑
i≤n µ(Ai))
2 = 1 +
∫
(f−m)2
m2
≤ D. So,
∫
(f−m)2
m2
≤
D′ = D − 1. To prove the inequality it suffices (using f =∑i<n χAi) to show the following Lemma 3.8.

Lemma 3.8. Let D′ > 0, then for every η > 0, there is a δ > 0 such that for every measurable function
f : X → R which satisfies
∫ (
f − ∫ f)2(∫
f
)2 ≤ D′ and for every measurable set C for which µ(C) < δ, we have
∫
X\C
f ≥ (1− η)
∫
X
f.
Proof. Fix D′, η > 0. Let δ > 0 be small enough so that η > δ+
√
δD′. Let f and C be as in the hypotheses,
so µ(C) < δ. Let m =
∫
f . Let g : X → R be defined by g(x) =
{
f(x) x 6∈ C
∫
C
f
µ(C) x ∈ C
.
Notice that
∫
g =
∫
f = m and that
∫
(g −m)2 ≤ ∫ (f −m)2. To see this, observe that∫
C
f2 − g2 =
∫
C
(g + (f − g))2 − g2 =
∫
C
2g(f − g) +
∫
C
(f − g)2 =
∫
C
(f − g)2
since g is constant on C and
∫
C
(f − g) = 0. Using this and our hypothesis on f , we have∫
C
(g −m)2 ≤
∫
(g −m)2 ≤
∫
(f −m)2 ≤ D′m2
On the other hand we have∫
C
(g −m)2 = µ(C)
( ∫
C
f
µ(C)
−m
)2
=
1
µ(C)
(∫
C
f −mµ(C)
)2
.
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We thus have m− ∫
X\C
f −mµ(C) = ∫
C
f −mµ(C) ≤ m
√
D′µ(C). Hence∫
X\C
f ≥ m(1− µ(C)−
√
D′µ(C)) > (1 − η)
∫
f
by choice of δ, since µ(C) < δ.

Proof of Theorem 3.4. Let {Ai}i∈ω and D be as the statement of Theorem 3.4. For 0 ≤ a ≤ b let A[a,b] =⋃
a≤i≤b Ai, and define A[a,b) similarly. By choosing closed sets Fi ⊆ Ai with µ(Ai \Fi) sufficiently small, we
will have that lim infn
∑
i,j≤n µ(Fi∩Fj)
(
∑
i≤n µ(Fi))
2 ≤ D, and so in proving the theorem we may assume that the sets Ai
are closed. Let A =
⋂
n
⋃
i≥nAi. To show µ(A) ≥ 1D , it suffices to show that II wins the game G(1− 1D , A).
The idea for constructing II’s strategy is to use Lemmas 3.6 and 3.7. At each stage of the game, we
will first use Lemma 3.6 to pick the appropriate side which will maintain an inductive hypothesis as in the
statement of that lemma. We then use Lemma 3.7 to fix an interval of the sets {Ai} which we commit to
meeting at all future stages of the game. As the Ai are closed, this will suffice to make sure the limit point
we produce is in infinitely many of the Ai. We now proceed with the definition of II’s strategy.
Say I makes first move m0,m1 with m0 +m1 > 1 − 1D , that is, D < 11−(m0+m1) = 1µ(N)−(m0+m1) . Let
m denote m0 +m1. Thus we have
lim inf
n
∑
i,j≤n µ(Ai ∩ Aj)
(
∑
i<n µ(Ai))
2
(µ(N)−m) < 1.
By Lemma 3.6 there is a t0 ∈ {0, 1} such that
lim inf
n
∑
i,j≤n µ(Ai ∩ Aj ∩Nt0)
(
∑
i≤n µ(Ai ∩Nt0))2
(µ(Nt0)−mt0) < 1,
and such that
∑
i
µ(Ai ∩Nt0) =∞.
Since this is a strict inequality, we may then apply Lemma 3.7 to pick ℓ0 large enough so that
lim inf
n
∑
i,j≤n µ(Ai ∩ Aj ∩Nt0 ∩ A[0,ℓ0))
(
∑
i≤n µ(Ai ∩Nt0 ∩A[0,ℓ0)))2
(µ(Nt0)−mt0) < 1,
and also so that
∑
i µ(Ai ∩ Nt0 ∩ A[0,ℓ0)) = ∞. Here we have used Lemma 3.7 with X = Nt0 and µ is
normalized µ measure on Nt0 , and C = A[0,∞) \A[0,ℓ0].
Since
∑
i µ(Ai ∩Nt0 ∩ A[0,ℓ0)) = ∞ it is easy to check that we still have the inequality for the sequence
of events {Ai : i ≥ ℓ0}, i.e.
lim inf
n
∑
ℓ0≤i,j≤n
µ(Ai ∩ Aj ∩Nt0 ∩ A[0,ℓ0))
(
∑
ℓ0≤i≤n
µ(Ai ∩Nt0 ∩A[0,ℓ0)))2
(µ(Nt0)−mt0) < 1.
II’s response to I’s move of m0,m1 will be to play t0 unless mt0 = 0, in which case player II must follow
the rules and play t′0 = 1 − t0. We check in this case that the we can still maintain these conditions using
t′0. Assume without loss of generality that t0 = 1, that is, m1 = 0, so m = m0.
Consider the expression.
lim inf
n
∑
i,j≤n µ(Ai ∩ Aj ∩N1)
(
∑
i≤n µ(Ai ∩N1))2
(µ(N1)−m1) = lim inf
n
∑
i,j≤n µ(Ai ∩ Aj ∩N1)
(
∑
i≤n µ(Ai ∩N1))2
µ(N1).
Now note that we have that lim infn
∑
i,j≤n µ(Ai∩Aj∩N1)
(
∑
i≤n µ(Ai∩N1))
2 µ(N1) ≥ 1, since for any measure ν and sequence of
events Ai, the quantity lim infn
∑
i,j≤n ν(Ai∩Aj)
(
∑
i≤n ν(Ai))
2 is always at least 1. So, from Lemma 3.6 that
lim inf
n
∑
i,j≤n µ(Ai ∩ Aj ∩N0)
(
∑
i≤n µ(Ai ∩N0))2
(µ(N0)−m0) < 1
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and
∑
i µ(Ai ∩N0) =∞, and we are done.
For the general step, suppose t ∈ 2<ω, and we just finished the round of the game where I has played
mt↾(|t|−1)a0 and mt↾(|t|−1)a1 and we have defined II’s response by picking t and thus Nt and mt. We assume
inductively that we have defined a sequence ℓ0 < ℓ1 < · · · < ℓ|t| and we have
(3.1) lim inf
n
∑
ℓ|t|≤i,j≤n
µ(Ai ∩ Aj ∩Nt ∩
⋂
k<|t|A[ℓk,ℓk+1))
(
∑
ℓ|t|≤i≤n
µ(Ai ∩Nt ∩
⋂
k<|t|A[ℓk,ℓk+1))
2
(µ(Nt)−mt) < 1.
and also
(3.2)
∑
i
µ(Ai ∩Nt ∩
⋂
k<|t|
A[ℓk,ℓk+1)) =∞.
Suppose now that player I playsmta0 andmta1 wheremt = mta0+mta1. Suppose first thatmta0,mta1 > 0.
As in the first step, we first apply Lemma 3.6 to get a b ∈ {0, 1} such that if we set t′ = tab then using
Nt′ , mt′ , and intersecting with the set
⋂
k<|t|A[ℓk,ℓk+1) in both the numerator and denominator, we maintain
iequalities 3.1 and 3.2.
We then apply Lemma 3.7 to get an ℓ|t′| = ℓ|t|+1 so that we maintain inequalities 3.1 and 3.2, now
intersecting also with A[ℓ|t|,ℓ|t′|).
Let II respond by playing b. This completes the definition of II’s strategy τ in the game G(1 − 1
D
, A).
Note that we have maintained the inductive inequalities 3.1 and 3.2 at all positions of the game.
To see that this is a winning strategy for II, let ~t be the moves by II in a run of the game consistent with
τ . Let {x} = ⋂nN~t↾n. For all n we have∑
i≥ℓn
µ(Ai ∩N~t↾n ∩
⋂
k<n
A[ℓk,ℓk+1)) =∞.
In particular we have that for every n that µ(N~t↾n ∩
⋂
k<n A[ℓk,ℓk+1)) > 0, since these sets are descending.
For each k, we thus have that for all n that µ(N~t↾n ∩ A[ℓk,ℓk+1)) > 0, and so N~t↾n ∩ A[ℓk,ℓk+1) 6= . Since
A[ℓk,ℓk+1) is a closed set, this gives that x ∈ A[ℓk,ℓk+1). Since this holds for all k, we have that x ∈ A, and
thus II has won the run of the game.

4. Fubini’s Theorem
In this section, we prove Fubini’s theorem.
Theorem 4.1. Let µ be a Borel probability measure on the Polish space X. Let A ⊆ X × X be µ × µ-
measurable. Then the following are equivalent:
(1) (µ× µ)(A) = 0
(2) For almost all x ∈ X, µ(Ax) = 0 where Ax = {y ∈ X : (x, y) ∈ A}
(3) For almost all y ∈ X, µ(Ay) = 0 where Ay = {x ∈ X : (x, y) ∈ A}
In order to prove this theorem using the measure game, we must use a two-dimensional version of the
game. We give the precise definition of the game.
Definition 4.2. Let s ∈ [0, 1) and let A ⊆ 2ω × 2ω, we define a game G2(s, A) similarly to the measure
game G, except at each move player I specifies four numbers instead of two (indexed by {0, 1} × {0, 1}).
G2(s, A)
I
II
m(0,0),m(0,1),m(1,0),m(1,1)
x0
mx0a(0,0),mx0a(0,1),mx0a(1,0),mx0a(1,1)
x1
. . .
We require that player I must follow the rules:
• ∀t ∈ (2 × 2)<ω, mt ∈ Q
• m(0,0) +m(0,1) +m(1,0) +m(1,1) > s
• ∀t ∈ (2 × 2)<ω, 0 ≤ mt ≤ (µ× µ)(Nt0 ×Nt1)
• ∀t ∈ (2 × 2)<ω, 0 < (µ× µ)(Nt0 ×Nt1)⇒ mt < (µ× µ)(Nt0 ×Nt1)
• ∀t ∈ (2 × 2)<ω, mta(0,0) +mta(0,1) +mta(1,0) +mta(1,1) = mt
and player II must follow the rules:
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• ∀n ∈ ω, xn ∈ {0, 1} × {0, 1}
• ∀n ∈ ω, mx0x1...xn 6= 0.
Remark 4.3. We will need to analyze strategies for player II in the game G2, and so we remark that
Lemma 2.3 also applies to this game.
Theorem 4.4. Let A ⊆ 2ω × 2ω. If II wins G2(0, A), then II wins G(0, B) where
B = {x ∈ 2ω : II wins G(0, Ax)}
Ax = {y ∈ 2ω : (x, y) ∈ A}
Proof. By Corollary 2.7, it suffices to show that for any ε > 0, II wins G(0, Bε) where
Bε = {x ∈ 2ω : II wins G(ε, Ax)}. With this in mind, fix ε > 0 and let τ be a winning strategy for II in
G2(0, A). We will define a strategy for player II in the game G(0, Bε), which in each round will play moves to
minimize a certain quantity. This quantity will be computed by analyzing the given strategy τ and assigning
values to each of the four quadrants which are available to τ at each round of G2(0, A). While defining this
strategy, we will also define a tree of positions in the two-dimensional game which are consistent with τ , in
which the first coordinate of every node agrees with the moves x0, . . . xk we are playing in G(0, Bε).
Consider first δτ , in the notation of Lemma 2.3 (Note that because s = 0, δ

τ (i, j) = 0 for each (i, j) ∈
2× 2). Suppose I plays m0 in G(0, Bε). Since on this move, δτ is trivial, we play x0 to maximize mx0 . For
each j ∈ 2, if δτ (x0, j) = (µ × µ)(Nx0 × Nj), (i.e. they are both zero) we set qj = (µ × µ)(Nx0 × Nj) = 0
and declare the node j to be “dead”. Otherwise if δτ (x0, j) < (µ × µ)(Nx0 × Nj), choose qj such that
δτ (x0, j) < qj < (µ× µ)(Nx0 ×Nj) and
q0 + q1
mx0
< ε.
For each live node j, we fix a move qˆj by I which assigns qj to the quadrant (x0, j) with τ selecting that
quadrant. For simplicity of notation, we do not keep explicit track of the values assigned to the other
quadrants by qˆj .
For each live node j, we have the 4-tuple δ
qˆj
τ , we define δj = δ
qˆj
τ in this case. For each dead node j, we
define δj(i, k) = (µ× µ)(Nx0ai ×Njak). Note that at least one node must be alive at this step (and at each
later step).
Next suppose I plays (mx0a0,mx0a1) in response to our move x0 in G(0, Bε). We define our strat-
egy’s response by choosing x1 (which determines a vertical section on which to continue play) to minimize
δ0(x1,0)+δ0(x1,1)+δ1(x1,0)+δ1(x1,1)
mx0x1
, which will guarantee that
δ0(x1, 0) + δ0(x1, 1) + δ1(x1, 0) + δ1(x1, 1)
mx0x1
≤ q0 + q1
mx0
< ε.
This is because for dead nodes,
∑
i,k∈2 δ
qˆj
τ (i, k) = qj = (µ× µ)(Nx0ai ×Njak), while for live nodes we have∑
i,k∈2 δ
qˆj
τ (i, k) ≤ qj by Lemma 2.3. We also use that min
{
a
c
, b
d
} ≤ a+b
c+d for any non-negative a, b, c, d with
c + d > 0. For p = jak, if j is a dead node, then p is declared to be dead. We also declare p to be a dead
node if δj(x1, k) = (µ× µ)(Nx0ax1 ×Njak), otherwise p is alive.
Again, for each dead node p = jak, set qp = δj(x1, k) = (µ × µ)(Nx0ax1 × Njak). For the live nodes,
choose qp such that δj(x1, k) < qp < (µ× µ)(Nx0ax1 ×Njak) and so that
(4.1)
∑
p∈22 qp
mx0x1
< ε.
and such that there is some move qˆp by I which assigns qp to (x1, k) with τ selecting that quadrant.
In general, suppose we’ve moved x0 . . . xn−1 and that we’ve defined qp for p ∈ 2n. The node p is live if qp <
(µ×µ)(Nx0...xn−1 ×Np). For each live node p, we have a corresponding 4-tuple δqˆpτ and we set δp = δqˆpτ . For
dead nodes p ∈ 2n, we set δp(i, j) = (µ×µ)(Nx0...xn−1ai×Npaj). Suppose I plays (mx0...xn−1a0,mx0...xn−1a1)
We choose xn to minimize the quantity ∑
paj∈2n+1 δp(xn, j)
mx0...xn
.
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By induction we have maintained ∑
p∈2n qp
mx0...xn−1
< ε
and so we have ∑
paj∈2n+1 δp(xn, j)
mx0...xn
≤
∑
p∈2n qp
mx0...xn−1
< ε.
We declare paj to be dead if δp(xn, j) = (µ × µ)(Nx0...xn × Npaj), in which case, we set qpaj = (µ ×
µ)(Nx0...xn × Npaj). For live nodes we choose qpaj with δp(xn, j) < qpaj < (µ × µ)(Nx0...xn × Npaj) to
maintain ∑
paj∈2n+1 qpaj
mx0...xn
< ε.
such that there is a move qˆpaj which assigns qpaj to (xn, j) for which τ selects (xn, j). This finishes the
definition our strategy.
We aim to show that any result x consistent with our strategy is a win for II. Let T = {} ∪{
p ∈ 2<ω : qp < (µ× µ)(Nx0...xn−1 ×Np)
}
i.e. T consists of all live nodes.
Note that if p 6∈ T , then qp = (µ × µ)(Nx0...xn−1 × Np). Note also that, by the rules of the game,
mx0...xn−1 < µ(Nx0...xn−1), and thus∑
p∈2n\T
qp =
∑
p∈2n\T
(µ× µ)(Nx0...xn−1 ×Np) = µ(Nx0...xn−1)
∑
p∈2n\T
µ(Np)
but on the other hand we maintained∑
p∈2n
qp < εmx0...xn−1 < εµ(Nx0...xn−1).
thus
µ(Nx0...xn−1)
∑
p∈2n\T
µ(Np) =
∑
p∈2n\T
qp ≤
∑
p∈2n
qp < εµ(Nx0...xn−1)
and so ∑
p∈2n\T
µ(Np) < ε
and therefore µ([T ]c) ≤ ε. So by Theorem 2.5, II wins G(ε, [T ]). Since τ was a winning strategy for II in
G2(0, A), we have [T ] ⊆ Ax, and so II wins G(ε, Ax). Thus, x ∈ Bε and so the strategy we’ve defined wins
G(0, Bε).

The next theorem is the symmetrical version of Theorem 4.4 for player I. It says that if player I can win
the two-dimensional game G2 for a certain set, then player I can win the one-dimensional game G to produce
an x ∈ 2ω such that player I can win the game G(0, Ax) to produce a y in the x-section of the set.
Theorem 4.5. Let A ⊆ 2ω × 2ω. Suppose I wins G2(0, A), then I wins G(0, B) where
B = {x ∈ 2ω : I doesn’t win G(0, Ax)}
Ax = {y ∈ 2ω : (x, y) ∈ A} .
Proof. Suppose I wins G2(0, A), then by Corollary 2.9, II wins G2(1− ε, Ac) for some ε > 0. Note that also
by Corollary 2.9, it suffices to show that for some γ > 0, II wins G(1− γ,Bc).
Assume τ is a winning strategy for II in G2(1− ε, Ac). Let γ < ε and let β > 0 be such that 1− γ = 1−ε1−β .
We will show that for any such γ, II wins G(1 − γ,Bc).
Suppose I plays (m0,m1) in G(1− γ,Bc), and let δτ be as in the notation of Lemma 2.3. Note that∑
i,j∈2
δτ (i, j) ≤ 1− ε = (1− γ)(1 − β) < (m0 +m1) (1− β) < µ(N)(1 − β).
This implies that there is some x0 we can play so that∑
j∈2
δτ (x0, j) < mx0(1 − β) < µ(Nx0)(1 − β).
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As in the proof of Theorem 4.4, we declare the length one sequence j to be dead if δτ (x0, j) = (µ×µ)(Nx0×
Nj), otherwise j is declared to be live. For each j ∈ 2 which is dead, set qj = δτ (x0, j) = (µ×µ)(Nx0 ×Nj).
For each j ∈ 2 which is live, we can choose moves qˆj by I which assign values qj to the quadrant (x0, j) such
that
δτ (x0, j) < qj < (µ× µ)(Nx0 ×Nj),
and
q0 + q1 < mx0(1− β),
and also so that τ selects the quadrant (x0, j) in response to qˆj . This finishes the definition of first step of
the strategy.
Suppose I plays (mx0a0,mx0a1) in response to our move x0. For each live node j we have the 4-tuple δ
qˆj
τ
from Lemma 2.3. We set δj = δ
qˆj
τ . For j a dead node, as in Theorem 4.4 we set δj(i, k) = (µ × µ)(Nx0ai ×
Njak).
By Lemma 2.3 we have∑
i,j,k∈2
δj(i, k) ≤
∑
j∈2
qj < mx0(1− β) = (mx0a0 +mx0a1) (1− β)
and thus there exists a move x1 we can play to maintain∑
j,k∈2
δj(x1, k) < mx0x1(1− β) < µ(Nx0x1)(1− β).
For t = jak ∈ 22, we declare t to be dead if either j is dead or if δj(x1, k) = (µ × µ)(Nx0x1 × Njak).
If t is a dead node, we set qt = (µ × µ)(Nx0x1 × Njak). For each live node t we choose qt such that
δ
qˆj
τ (x1, k) < qt < (µ× µ)(Nx0x1 ×Nt) and such that∑
t∈22
qt < mx0x1(1− β).
For the live nodes t we also pick moves qˆt by I which each assign the value qt to the corresponding quadrant
and such that τ will respond to qˆt by picking (x1, k). This ends the second step of the construction.
Now similarly to the first step, for each t = jak ∈ 22, we define qt by either qt = δqˆjτ (x1, k) = (µ ×
µ)(Nx0x1 ×Nt), or δqˆjτ (x1, k) < qt < (µ × µ)(Nx0x1 ×Nt) and in this case there is an associated move by I,
qˆt, for which τ selects (x1, k). We also maintain that∑
t∈22
qt < mx0x1(1− β),
this finishes the second step of the induction.
In general, we maintain the inequality∑
t∈2n
qt < mx0...xn−1(1− β)
and for each t ∈ 2n we have that either qt is live, meaning qt < (µ × µ)(Nx0...xn−1 × Nt), in which case we
have a move qˆt of I in G2, or else t is dead and qt = (µ× µ)(Nx0...xn−1 ×Nt).
This finishes the definition of our strategy, and if we have some real x ∈ 2ω which is consistent with this
strategy, then we have also the numbers qt for every t ∈ 2<ω, defined by the construction above. We define
T again to be the tree of live nodes.
We maintained through the construction of the strategy that∑
t∈2n
qt < mx0...xn−1(1− β) < µ(Nx0...xn−1)(1− β).
Note that for any node t ∈ 2n \ T we have qt = (µ× µ)(Nx0...xn−1 ×Nt), and thus∑
t∈2n\T
qt = µ(Nx0...xn−1)
∑
t∈2n\T
µ(Nt)
and so ∑
t∈2n\T
µ(Nt) ≤ (1 − β).
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Let x be according to the strategy defined above, and let T be the corresponding tree. We claim that I
has a winning strategy in G(0, Ax), so in particular, x ∈ Bc. Note that because τ is a winning strategy in
G2(1− ε, Ac), [T ] ⊆ Acx, and since for all n we have
∑
t∈2n\T µ(Nt) ≤ (1−β), it follows that µ([T ]) ≥ β > 0.
By Theorem 2.5, I wins G(0, [T ]c). 
It is straightforward using Theorem 2.5 to see that Theorems 4.4 and 4.5 imply Theorem 4.1. Theorem 4.4
immediately gives that (1) of Theorem 4.1 implies (2) and (3) of 4.1. Similarly, Theorem 4.5 gives that (2)
implies (1) of 4.1.
5. The Unfolded Measure Game
The Banach-Mazur game, corresponding to category, has an “unfolded version” which has many appli-
cations, such as the Baire property for analytic sets and continuous uniformizations on comeager sets. We
introduce here an unfolded version of the measure game and show it can be used to direct proofs of the
corresponding facts for measure.
Definition 5.1. The unfolded measure game is the following game. Let F ⊆ 2ω × ωω, and s ∈ [0, 1). Let
A = {x ∈ 2ω : ∃y ∈ ωω (x, y) ∈ F} the game Gunfolded(s, F ) is played just like the measure game G(s, A),
except that player II must, in addition to producing x ∈ 2ω such that there is some y with (x, y) ∈ F , also
produce such a y, by playing it digit by digit. We do not require II to play a digit of y during every round,
but II must do so infinitely often, as the diagram below illustrates.
Gunfolded(s, F )
I
II
m0,m1
x0
. . .
. . .
mp0a0,mp0a1
xk0 , y0
. . .
. . .
mpa0,mpa1
xn
. . .
. . .
mpia0,mpia1
xki , yi
Player I must follow the rules:
• ∀t ∈ 2<ω, mt ∈ Q and mt ≥ 0
• m0 +m1 > s
• ∀t ∈ 2<ω, 0 < µ(Nt)⇒ mt < µ(Nt)
• ∀t ∈ 2<ω, mta0 +mta1 = mt
and player II must follow the rules:
• ∀n ∈ ω, xn ∈ 2
• ∀n ∈ ω, mx0,...xn 6= 0
• ∀i ∈ ω, ∃ki such that on his kith move, II plays xki , yi where yi ∈ ω
If both players follow the rules, then II wins the run of Gunfolded(s, F ) if and only if (x, y) ∈ F .
Note that the last rule for II is not a closed requirement for II and thus not a “rule” in the usual sense
(it cannot be determined at any finite stage if II has followed this requirement).
The importance of the unfolded game is illustrated by the following theorem.
Theorem 5.2. Let F ⊆ 2ω×ωω and A = {x ∈ 2ω : ∃y ∈ ωω (x, y) ∈ F}. Then if I (or II) wins Gunfolded(s, F )
then I (resp. II) wins G(s, A).
To prove this theorem, we first note that the case where II has a winning strategy in Gunfolded(s, F )
immediately gives a winning strategy for II in G(s, A) simply by ignoring the extra auxiliary moves made
by II in Gunfolded(s, F ). To handle the case where I has a winning strategy in Gunfolded(s, F ) we need a
few technical lemmas. We will show that for any winning strategy σ for player I in Gunfolded(s, F ), the set
{x ∈ 2ω : ∀y, (x, y) is consistent with σ} is large enough so that player I can win G(s, A) by playing a scaled
measure supported on a closed subset of it.
Lemma 5.3. Let M be a scaled measure. Let ε > 0 with M() > ε and define
A =
{
t ∈ 2<ω : M(t) < εµ(Nt) and ∀s $ t, M(s) ≥ εµ(Ns)
}
.
If we let
M ′(t) =


M(t)−∑s∈A
s⊇t
M(s) if ∀u ⊆ t, u 6∈ A
0 ∃u ⊆ t, u ∈ A
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then M ′ is a scaled measure andM ′() > M()−ε. In particular, we have that if T = {t ∈ 2<ω : M ′(t) > 0},
then µ([T ]) ≥M()− ε and every t ∈ T satisfies M(t) ≥ εµ(Nt).
Proof. First note that A is an antichain, i.e. no two members are subsequences of each other, thus the
additivity of M ′ is immediate from the additivity of M and the definition of M ′. Now M ′() = M() −∑
t∈AM(s) and
∑
t∈AM(s) <
∑
t∈A εµ(Nt) ≤ ε again since A is an antichain. The facts about the tree T
are immediate, since T is the support of M ′, and we removed all nodes t with M(t) < εµ(Nt). 
Lemma 5.4. Let σ be a strategy in Gunfolded(s, ·) for I. Let p be a position in Gunfolded(s, ·) consistent with
σ with x-moves t = x0 . . . xn and y-moves y0 . . . yk and let yk+1 = i ∈ ω. Let M be the scaled measure
played by σ from p in which no more y-moves after y0 . . . yk are played. Let ε > 0 and let S be a subtree of
{u ∈ 2<ω : ∀v ⊆ u M(v) > εµ(Nv)} with µ([S]) > 0. Then for every β > 0, there is a tree T ⊆ S such that
(1) µ([T ]) > (1− β)µ([S])
(2) For every x ∈ [T ] there is an initial segment u of x and a position p′ consistent with σ extending p
such that the sequence of x-moves of p′ is u, and the sequence of y-moves of p′ is y0 . . . yk+1.
Proof. Let β > 0 be fixed and suppose we have the hypotheses of the lemma. In particular, we have the tree
S and the sequence t and the new y-move yk+1.
Our plan of attack is to consider playing the move yk+1 against σ at the earliest possible moment and
collecting all the the finite sequences of x-moves which σ would no longer allow us to reach. We then consider
what would happen if we had, instead, concealed the move yk+1 for a while, and had first moved against σ to
one of these newly forbidden nodes. At this node we then consider revealing yk+1 and again observe which
nodes σ would forbid. By repeating this process, we then will argue that σ cannot stop us from accessing
almost all of the tree S, with respect to µ.
Now for each u ∈ S with t ⊆ u, let Mu be the scaled measure on Nu obtained from σ by playing p and
then no additional y moves until yk+1 is played at u, and then no further y-moves. Let T0 be the support of
Mt. Let S0 = T0 ∩S. Let A0 be the nodes u of S such that u /∈ T0 but v ∈ T0 for all proper initial segments
v of u. For each u ∈ A0, let T1(u) be the support of Mu. Let T1 =
⋃
u T1(u). Let S1 = S ∩ (T0 ∪ T1). Let
A1 be the nodes u of S0 such that u /∈ T1, but v ∈ T1 for all proper initial segments v of u. Continue this
process to define the trees Tℓ and Sℓ for all ℓ.
We claim that there is some ℓ such that µ ([Sk]) > (1 − β)µ([S]). Suppose not, let c = limℓ→∞ µ([Sℓ])µ([S]) ≤
(1 − β). Let k0 be large enough so that for any k > k0, we have µ([Sℓ])µ([S]) > c − εβ2 . For any ℓ > ℓ0 we have
µ([S] \ [Sℓ]) ≥ βµ([S]), so by construction, we have that
µ([Tℓ+1]) = µ(
⋃
u∈Aℓ
[Tℓ+1(u)])
> ε
∑
u∈Aℓ
µ(Nu)
≥ εµ([S] \ [Sℓ])
≥ εβµ([S]).
since µ([Tℓ+1(u)]) ≥Mu(u) = M(u) > εµ(Nu) for any u ∈ S. On the other hand, by the choice of ℓ0 we have
µ([Tℓ+1] ∩ [S]) ≤ εβ2 µ([S]). From this we have that µ([Tℓ+1] \ [S]) > εβ2 µ([S]). But the sets [Tℓ+1] \ [S] are
pairwise disjoint, and this contradiction proves the claim, and so the lemma. To see these sets are pairwise
disjoint, suppose x ∈ ([Tℓ+1] \ [S])) ∩ ([Tm+1] \ [S]) where ℓ < m. So, x ∈ [Tm+1(u)] for some u ∈ Am. So,
u ∈ S \ Sm = S \ (T0 ∪ · · · ∪ Tm). In particular, u /∈ Tℓ+1. But then x /∈ [Tk+1], a contradiction.

Proof of Theorem 5.2. Suppose σ is a winning strategy for I in Gunfolded(s, F ).
Take M0 the scaled measure according to σ (a winning strategy for I in Gunfolded(s, F )) in which II plays
no y moves. Note that M0() > s. Let δ = M0()− s.
Let {ti}i∈ω enumerate ω<ω \ {} with the property that any proper initial segment of t precedes t in the
enumeration.
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Apply Lemma 5.3 to M0 with some small η <
δ
2 to obtain a tree T0 on which M0(t) ≥ ηµ(Nt). In
particular, µ([T0]) > s+
δ
2 . Next apply Lemma 5.4 with y0, . . . , yk the empty sequence and (yk+1) = t0 (note
t0 is a sequence of length 1) to produce T
′
0 ⊆ T0 such that
(1) µ([T ′0]) > s+
δ
2 .
(2) For every x ∈ [T ′0] and t either t = t0 or t = , there is an initial segment u of x and a position
p = p(x, t) = p(u, t) (that is, p is determined just from the initial segment u) consistent with σ where
the x-moves consist of u and the y-moves consist of t.
For every u ∈ T ′0, the proof of Lemma 5.4 gives a canonical position p = p(u, t0), as in (2) above, in which
t0(0) is played at a particular round i(u, t0, 0) < |u| of the game. Note that if u ⊆ v are in T ′0 and i(u, t0, 0)
is defined then so i(v, t0, 0) and i(v, t0, 0) = i(u, t0, 0).
We now need to set up the tree to repeat our use of Lemma 5.4. By applying Lemma 5.3 to the scaled
measure Mu for each sequence of x-moves u ∈ T ′0 such that i(u, t0, 0) = |u| − 1, we may assume that for
all u ∈ T ′0 with corresponding position p = p(u, t0) we have that σ(p) = (mua0,mua1) has total value
mu = mua0 +mua1 > ε0µ([Nu]) for some fixed ε0 small enough to maintain (1) above.
In general, at step n we produce a tree Tn (using Lemma 5.4 on T
′
n−1) and then a T
′
n ⊆ Tn (using
Lemma 5.3) with Tn ⊆ T ′n−1 and such that
(1) µ([T ′n]) > s+
δ
2 .
(2) For every x ∈ [T ′n] and for every tm, m ≤ n (or t = ) there is an inital segment u of x and a position
p = (x, tm) = p(u, tm) (that is, p is determined just from the initial segemnt u) consistent with σ
where the xmoves consist of u and the y moves consist of tm. Also, if tm ⊆ tk then p(x, tm) ⊆ p(x, tk).
(3) For x, tm, u, p as above, if σ(p) = (mua0,mua1) then mu = mua0 +mua1 > εnµ([Nu]) for some
fixed εn > 0.
Let T =
⋂
n T
′
n, so T is a subtree of 2
<ω, and µ([T ]) ≥ s+ δ2 . We will show that
[T ] ⊆ {x ∈ 2ω : ∀y, (x, y) is consistent with σ} .
Let x ∈ [T ], we show that for every y ∈ ωω that there is a run ~p according to σ which produces the pair
(x, y). Let tg(i) = y ↾ i. Let ~p =
⋃
i p(x, tg(i)). Since x ∈ [T ] ⊆ [Tg(i)] for every i, this is well-defined. Notice
that ~p has result (x, y) and is consistent with σ, thus (x, y) 6∈ F . Thus ∀y ∈ ωω (x, y) /∈ F and so x /∈ A.
That is, [T ] ⊆ Ac. Since µ([T ]) > s, I wins G(s, [T ]c) and so wins G(s, A).

Corollary 5.5. Analytic subsets of 2ω are universally measurable.
Proof. Let µ be a Borel probability measure on 2ω and consider the measure game for µ. Let A be an analytic
subset of 2ω, let F ⊆ 2ω × ωω be closed such that A = {x ∈ 2ω : ∃y ∈ ωω (x, y) ∈ F}. Then Gunfolded(s, F )
is determined for all s, as it is a Π02 game for II. But since a player winning the unfolded game implies that
the same player wins G(s, A), then G(s, A) is determined for all s, so the inner and outer measures of A are
equal, thus A is measurable. 
Likewise, we immediately have the following consequence.
Corollary 5.6. Assuming Π1n-determinacy, all Σ
1
n+1 sets are universally measurable.
We should note that there is an argument for Corollary 5.6 using an unfolded version of a so-called covering
game, which can be found in [7] (6G.12), where it is attributed to Kechris. This unfolded covering game
argument, however, does not seem to directly imply Corollary 5.5.
We also have that continuous uniformization is a direct consequence of this unfolding.
Theorem 5.7. Let R ⊆ 2ω × ωω with dom(R) = 2ω and suppose Gunfolded(0, R) is determined. Then for
any ε > 0, ∃A ⊆ 2ω, with A closed, such that µ(A) > 1− ε and a continuous function f : A→ ωω such that
for all x ∈ A we have (x, f(x)) ∈ R.
Proof. Since II trivially has a winning strategy in G(0, dom(R)), from Theorem 5.2 and the determinacy of
Gunfolded(0, R) we have a winning strategy τ for II in Gunfolded(0, R). Let τ
′ be the strategy for II in G(0, ·)
obtained from τ by ignoring the extra y moves. By Lemma 2.4 there is a tree T with µ([T ]) > 1 − ε such
that all x ∈ [T ] is consistent with τ ′. Also, for each u ∈ T there is a canonical play p = p(u) consistent with
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τ ′ which produces u. For x ∈ [T ], define y by (x, y) = ⋃k τ(p(x ↾ k)). The map from x ∈ [T ] to y is clearly
continuous, and R(x, y) holds for all x ∈ [T ] as τ is winning, and the theorem follows.

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