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Introduction
Let S be a compact hypersurface in Ê n (or more general a smooth submanifold) with surface measure σ. We say that the L p (Ê n We conclude that r 1 q
where the exponent of r is negativ:
p ′ < 0. We get a contradiction by choosing r small enough, and therefore 1 q ≥ m+1 p ′ . Since q ≥ 1, we may already conclude that p ′ ≥ m + 1. That the case of equality is excluded can be proven by results of the theory of oscillatory integrals: Again consider γ = {(x, x m )|x ∈ [0, 1]} and assume that (3) and respectively
holds for p ′ = m + 1. It is known that [Bu] I(λ) = e −i(x m +λx) dx ≈ λ − m−2 2m−2 as λ → +∞.
We obtain for f ≡ 1 f dσ(a, b) ≈ However, even in the case p ′ = m + 1 a weak-typ estimate might still hold. This is beyond the methods of this paper.
Reduction
Let γ be a compact curve of finite typ and M the maximal order of contact like above. Obviously, it suffice to decompose γ into finitely many parts and prove the theorem for each part. At first, we cut the curve into finitely many parts, where the curve (after a permutation of coordinates, if necessary) can be described as the graph of some function Φ : [a, b] → Ê. Then we decompose each such part again: For every x 0 ∈ [a, b] with Φ ′′ (x 0 ) = 0, we will prove the restriction theorem for Φ| [x 0 −ε,x 0 +ε] for some ε > 0 (depending on x 0 ). The compact set {Φ ′′ = 0} is covered by finitely many of these intervalls. But outside an arbitrary open neighbourhood of the set {Φ ′′ = 0}, the curvature is bounded from above and from below, and in this case results are known [Ba1] . So, how to determine ε? Given Φ ′′ (x 0 ) = 0, choose m ≥ 2 with Φ (m) (x 0 ) = 0 minimal, thus m ≥ 3 and Φ ′′ (x 0 ) = . . . = Φ (m−1) (x 0 ) = 0. We claim that we may assume x 0 = 0 and Φ(0) = Φ ′ (0) = 0.
For this purpose we introduce the affine transformationΦ(x − x 0 ) = Φ(x) − Φ(x 0 ) − (x − x 0 )Φ ′ (x 0 ), which providesΦ(0) = 0 =Φ ′ (0), whereasΦ (k) (x−x 0 ) = Φ (k) (x) (and therefore leaving the finite typ condition untouched).
If we define γ 0 = {(x, Φ(x))|x ∈ [x 0 − ε, x 0 + ε]} and Γ 0 = {(ξ, z) ∈ Ê 2 ×Ê| 1 ≤ z ≤ 2, ξ z ∈ γ 0 }, and correspondinglyγ 0 = {(x,Φ(x))|x ∈ [ε, ε]} andΓ 0 , then we computẽ Γ 0 = AΓ 0 with the volume preserving transformation
This justifies (6). Additionally, we split Φ| (−ε,ε) into Φ| (−ε,0) and Φ| (0,ε) . On (−ε, 0), we switch to the function Φ − : (0, ε) → Ê, Φ − (x) = Φ(−x), and hence, we need just to consider parts like Φ| (0,ε) . Eventually, without loss of generality, we may assume that Φ (m) (0) > 0. To summarize, we have 
By choosing ε small enough we may ensure that Φ (m) | [0,ε] > 0. The next step is to establish the following:
If this doesn't hold, we would find x k > 0 such that Φ (k) (x k ) ≤ 0. Since Φ (k) (0) = 0, the mean value theorem would provide a x k+1 ∈ (0, x k ) such that Φ (k+1) (x k+1 ) ≤ 0, and by induction eventually a x m > 0 such that Φ (m) (x m ) ≤ 0 in contradiction to our assumption. Furthermore Φ(x) ≈ x m . To be more precise, Taylor expansion provides
where the minimum on the left-hand-side doesn't vanish, since (7) and (8) 
By reducing ε if necessary, we may assume
In the same manner, we find χ 2 ∈ C([0, ε], (0, ∞)) fulfilling
By further reduction of ε, we may also find an open neighbourhood of the origin, were Φ has the desired properties. Eventually, we may rescale ε = 1.
Reduction of the problem
Altogether, it remains to discuss the following problem:
Definition
Let m ∈ {3, 4, . . .} and let Φ : [0, 1] → Ê satisfiy the following conditions:
We define the generalised cone (more exactly, a section of a cone)
The associated surface measure will be denoted by σ.
Decomposition
The critical part of Γ is the origin, where the curvature vanishes. To accommodate this fact, we decompose Γ in dyadic pieces, becoming smaller near the origin. By rescaling to the case of (almost) constant curvature, we would be able to make use of already known estimates. Unfortunately, summation is only possible if
p ′ , we need to deal with the problem as a whole. For this, we will further decompose each dyadic piece, depending on the curvature.
+ δ} be the thickening of Γ by δ > 0 (we drop the points with x = 1 for technical purposes). Moving on the x−axis from the origin by length m √ δ corresponds to Φ changing by δ. In other words, this part of Γ is contained in a box of width δ. We thus define γ = m √ δ and
Now how to determine the finer decomposition? We change coordinates, or respectively Φ by affine transformation into
According to Taylor, we get
On which distance γ k from the (new) origin does Φ varys at most δ? We demand (k = 0)
Concerning the height, we decompose equidistantly with width β, where we require β δ. This ensures that the projection of such a set in x-y−space does not appear to different to a intersection parallel to x-y−space. To choose β = δ would be appropriate and you might assume this. Nevertheless, we distinct these two quantities to be aware how each of them effects our computations. We will see that the β's cancels against each others at the end, reflecting the fact that there is no impact from the z-dircetion. We obtain a decomposition of Γ δ as follows:
Furthermore let φ kjn be a bump function adapted to Γ kjn . To be more precise,
, let
This means that φ kjn is to some extend supported in an anisotropic thickening of Γ δ kjn , precisely in the set
For the further proceeding, we will always denote by α the tripel (k, j, n), and, if required, by µ a second tripel (l, i, p). 
Proceeding to the crux of the problem
Of essential impact is the following theorem. It is a weighted, discrete version of the adjoint restriction estimate and, as we will see, already implies the restriction theorem. The proof will be the main work in this paper and be done in the next chapters. First of all, we will derive the retriction theorem. As an immediate consequence of theorem 2.2, we get as corollary
Proof: Actually, we just need to use that (11) is valid for every p as above and for some range
According to the assumptions, we have p
Therefore we find r with figure 2) , and thus the requirements of theorem 2.2. So it is sufficient to show that if (11) holds for some (p, r), then it also holds for (p, q) with
. Under this condition, there exists 1 ≤ s < ∞ such that
For (x, y, z) in the support of φ kjn , it follows x ≈ (2 k -1)γ, so we introduce g(x, y, z) := x − 1 s . We now may apply theorem 2.2 and use Hölders inequality for Lorentz spaces (see Lemma 7.2):
A short computation yields
Combined with (13), we end up with 
for all sequences a α and every δ > 0. In the next chapter, we will conclude that this statement, at least when q < ∞, implies the desired restriction theorem. To be more precise, for
holds. Eventually we finish the proof by using Marcinkiewicz interpolation. In the endpoint p = 1, q = ∞, where we are not able to interpolate, the estimate is trivial.
3 Dense families
Basic properties
Definition (Dense family) Let X be a metric (or even topological) space. A family M δ , δ > 0, of subsets of X is called a dense family in X, if
Remark Given a dense family M δ , δ > 0, the set δ>0 M δ is dense in X. Conversely, none of the sets M δ has to be dense.
Definition
Let (X, d) be a metric space.
• For a given set A with diam(A) < ∞, we define its doubling byÃ = x∈A B(x, diam A).
Observe that diamÃ ≤ 3 diam A.
• A family {A i } i of subsets of X is said to fulfill the bounded overlap property if for some constant N ∈ AE, every point of X is contained in at most N sets A i .
We will discuss an example of a dense family:
Lemma 3.1 Let X be a compact metric space and δ 0 > 0. For every δ ∈ (0, δ 0 ), let {A δ,i } i be a family with the bounded overlap property covering X, and satisfying
Let {φ δ,i } i be a partition of unity adopted to {A δ,i } i , i.e.
Under these assumptions,
Proof: Let f ∈ C(X), δ f := δ 0 and x δ,i ∈ A δ,i . Define
We have to show that lim
respectively. The compactness of X provides uniformly continuity of f . Given ε > 0 there exists
Since supp φ δ,i ⊂Ã δ,i , we conclude
For such a δ and every
holds, as we claimed.
Example
We consider as metric space the surface
) γ, are fulfilling the required assumptions of Lemma 3.1: For every δ, they present a covering of X (with their overlap having measure zero) and it holds
The sets Γ δ kjn can be seen as a certain thickening of A δ,kjn by δ in the direction of (0, 1, 0), which we are going to formalise soon.
An application
A classical result states that it is enough to know the behaviour of a bounded operator on some dense subset. We will obtain a similar statement concerning dense families.
During the following explanations, let Γ be a compact hypersurface in Ê n and σ the associated surface measure. Moreover, we take the existence of a universal transversal unit vector N ∈ Ê n for granted, i.e. ∀p ∈ Γ : N / ∈ T p Γ. (This is not a strong assumption, since Γ can at least be decomposed in finitely many subsets with such a universal transversal vector.) Definition (δ-thickening) Let Γ δ be the thickening of Γ by δ > 0 in the direction of the universal transversal vector
Example For our example, N = (0, 1, 0) is a universal transversal unit vector. The functions
introduced in chapter 2.1 can be considered as the continuation of the functions
which are defined just on Γ.
Remark 3.2
Integration on Γ δ can be done as follows: There is a constant A > 0 and a smooth density ψ : Γ → (
Introducing dµ = ψdσ, the formula gives
For our purposes, it's no matter wether to consider σ or µ: If the conjugated retriction theorem
holds, then
holds as well.
A more canonical version of the lemma would be to test the estimate on a dense set like η>0 M η . To handle the surface measure, we then may use a δ-thickening of Γ. Thus the canonical version of condition (20) would be
The lemma states that it suffies to check the estimate for less functions: We are allowed to link up η and δ. These considerations eventually lead to the definition of a dense family.
Proof: According to remark 3.2, we may use the measure µ instead of σ. By our assumptions, every g ∈ C(Γ) provides approximations
First of all, we observe lim δ→0 g δ dµ = gdµ uniformly and pointwise, because
This implies
Furthermore, we compute the distribution function
and thus the decreasing rearrangement
These estimates yield
Hence by using assumption (20), we obtain
C lim inf
The second part of our claim is a simple duality argument.
Estimation of the overlap

Straightforward results
It will become essential for us to understand the overlap of the sets
−1, i.e. to examine the maximal number of them containing a single point. However, this number will not be bounded by a absolute constante (which would be optimal). We will get some overlap from the z−direction. Nevertheless, this will not cause us any trouble.
Proof:
kjn and x 2 ∈ Γ δ lip with ξ = x 1 + x 2 . Let z 1 , z 2 denote the last component of x 1 and x 2 respectively, which means nβ ≤ z 1 ≤ (n + 1)β and pβ ≤ z 2 ≤ (p + 1)β. The sum of both inequalities leads to
We conclude
completing the proof.
Exploiting the dyadic structur of the decomposition, we obtain a further simple result:
Proof: The procedure is comparable to the previous proof, though we now concentrate on the x-component.
Since we are just interested in the dyadic size, we estimate quite roughly
and since we assumed l ≤ k, this reduces to
It follows
and therefore
Our claim is an immediate consequence of this inequality.
The handling of the overlap concerning the remaining parameters is more complicated.
Here we need to involve the y−coordinate. Therefore, we need as a start a new coordinate system.
Further results
Lemma 4.3
There exists an absolute constant C > 0 (not depending on δ) such that for all ξ ∈ Ê
Proof: We are allowed to restrict ourselfs to the case l ≪ k (more precise: l < k − 2), since in the case l ≈ k the second derivative of Φ and therefore the Gaussian curvature is comparable on the regions x ≈ 2 k γ and x ≈ 2 l γ. After rescaling, we are back in the classical case with (almost) constant curvature. The procedure differs a bit from the previous lemmas: Let (x, y, z) = ξ ∈ Γ δ α + Γ δ µ . We claim that the number of tripels (j ′ , l ′ , i ′ ) with the property ξ ∈ Γ kj ′ n + Γ δ l ′ i ′ p is bounded by a fixed constant. Without loss of generality, we may assume l ′ ≤ l and in the case l ′ = l furthermore i ′ ≤ i by interchanging the parameters if necessary.
Step
The assumption is not necessary, since in the case (l ′ , i ′ ) = (l, i) we may ensure j ≤ j ′ by interchanging the parameters with and without primes. Case 1:
In this case is l ′ < l, i.e. l ′ + 1 ≤ l, and therefore
This already implies j < j
Case 2:
In this case is i ′ < i, i.e. i ′ + 1 ≤ i and therefore
This again implies j < j ′ + 1, i.e. j ≤ j ′ .
In the next step, it is usefull to examine the projections in x-y−space. Thus we introduce the new curves Φ n (x) = nβΦ x nβ (analogue Φ p ). Using β < δ, it is an easy task to verify
and likewise for Γ δ lip . Now define the projection P (x, y, z) = y − xΦ ′ n (x k ) on the normal to the graph of Φ n at point x k in x-y−space. 
Step 2
The term ∆ ll ′ ii ′ looks somehow artifical. However, we will discover that this quantity is the crucial one, expressing (in some sense) the distance between Γ δ lip and Γ
The mean value theoreme provides the existence of ax ∈ (x l ′ i ′ , x li ) with
Thus especiallyx
and hencex
Using monotony and convexity of Φ ′ , as well as Φ(0) = 0, we obtain
Thus we conclude
Since the projection P depends on k, we are not able to use (i). However, we proceed in a similar manner: Like in part (i), we obtain ax k between x kj and x kj ′ with
Furthermore, we obtain ax k betweenx k and x k with
In the other case j ′ < j the assumption ensures j = j ′ + 1, i.e. j ′ − j = −1. Now we usẽ
) In this case we obtain
The next task will be to estimate the size of the pieces Γ δ kjn of our decomposition, with respect to the projection P . The size of a set U with respect to P is measured by diam P (U) = sup{|P (u) − P (v)| : u, v ∈ U}.
Step 3
Part (i):
We apply step 2(i), replacing l ′ by l, i by i + 1 and i
Part (ii):
Step 2(ii) implies
or, equivalently
This leads to
A further step will analyse the quantity ∆ ll ′ ii ′ . Here we exploit Γ
Step 4 ∆ ll ′ ii ′ 1
We apply lemma 7.5. Since
the lemma yields
In step 1, we established j ≤ j ′ (at least if (l, i) = (l ′ , i ′ ), but in the case (l, i) = (l ′ , i ′ ) we may also assume this). The application of step 2 and step 3 results in
Now we use l ′ ≤ l and l ′ < k, since the last one implies
. Thus (37) transformes into
The former results will be merged into the following step, which states that there are not "too many" (l ′ , i ′ ) appropriate to a given (l, i).
Step 5 One of these three alternatives holds:
(ii) l ′ = l − 1: Then i 1 and 2
(iii) l ′ < l − 1: Then l ′ , l 1 and especially i ′ , i 1.
Especially l ′ ≈ l is necessary.
Let me remind you that we assumed l ′ ≤ l and even i ′ ≤ i for l ′ = l. The proof is divided into three cases: Case 1: l ′ = l According to step 4, we know
Case 2: l ′ = l − 1
Step 4 now reads
Case 3: l > l ′ + 1 In this case, step 4 yields
which already implies l ′ ≤ l 1 and thus i ≤ 2 l m 2 1, as well as i ′ 1. To come to a similar conclusion concerning j and j ′ , we consider the projection on the y−axis, denoted Q(x, y, z) = y. Then -cf. (29)-Q(ξ kjn ) = Φ n (x kj ) and Q(ξ lip ) = Φ p (x li ), analogue for the primed coordinates.
Step 6
Part (ii): Again, we use the mean value theorem: There exists ax between x kj and x kj ′ fulfilling
Part (i): In this case, mean value theorem provides ax ≈ x l ≈ 2 l γ such that
Since ∆ ll ′ ii ′ 1 by step 4 and l ′ ≈ l according to 5, the equation transfares into
thus completing step 6.
Step 7 |j − j ′ | 1
We have
2 . Now we again apply lemma 7.5:
and thus j ′ − j 1. This already implies the desired estimate, since j ≤ j ′ + 1 according to step 1. Togehter with step 5, step 7 completes the proof of lemma 4.3.
Summary of the results
Corollary 4.4
For all ξ ∈ Ê 3 , we have
where C is the constant from lemma 4.3.
Then the previous lemma 4.1, 4.2 and 4.3 states
We procced by Then for every ξ ∈ Ê 3 :
It follows
The last variation of these lemma is the version we want to apply finally. 
L p -estimates for convolutions
Consider two cuboids in Ê 3 with two short and one long edge. Both cuboids shall lay at parallel planes (we will concretize this soon). If we form the convolution of two functions, each one supported in one of the cuboids, what can we say about the L p -Norm, depending on size and relative position?
Introduction to the Problem and formulation of the result
}. We assume that δ ≪ γ 2 , γ 1 and moreover, that the slope m i of the boxes is bounded by an absolute constant (i.e. not depending on δ and γ i ). For convenience, let γ 2 ≤ γ 1 . (42)
Now we introduce the paralleloids
3 and φ i a bump function adopted to ξ i + Q i . The main result of this chapter is the following:
Proof
At the beginning a simple remark:
For C > 0 and i = 1, 2 let B i be symmetric
If the integrand does not vanish, we have x 1 + y ∈ supp ψ 1 ⊂ x 1 + B 1 , i.e. y ∈ B 1 . Furthermore must x − x 1 − y ∈ supp ψ 2 ⊂ x 2 + B 2 be valid, i.e. y ∈ x − x 1 − x 2 − B 2 = x − x 1 − x 2 + B 2 . We conclude
Remark If the sets lay like in figure 6 , the supremum is achieved (amongst others) in z = 0, as we can see clearly in the picture. In this concrete situation, a formal proof can be obtained with some efforts by an elementary computation. However, it would be more typical for a mathematician to conjecture a more general statement: "Let K and L be two convex bodies in Ê n symmmetric with respect to the origin
As it is often in convex geometry, the statement is quite easy to understand, whereas a proof is not immediatly clear. One might use the inequality of Brunn-Minkowski (cf. lemma 7.4).
Anyway, we now need to estimate |A 1 ∩ A 2 |:
Proof: Enlongating the two parallelograms in direction of their longer edges to infinity, we obtain by a elementary computation (cf. figure 7 )
This expression is indeed to large for small angles; in this case we therefore apply the trivial estimate
The changeover appears if the corners of the small parallelogramm get into touch with the large parallelogramm, i.e. if α ≈ δ γ 2
. Given γ 2 α ≥ δ we thus apply (45) and find
In the contrary case γ 2 α < δ we apply (46) and find
and thus the desired estimate in both cases.
This lemma can be proved in a similar manner, as basic as before:
Lemma 5.4
Now we are able to start with the proof of lemma 5.1:
Proof of theorem 2.2
Befor we start to complete the main proof, we need a further lemma, which concretises the general results from the previous chapter in our special situation.
Application of the results from chapter 5
Lemma 6.1 Let 1 ≤ s < ∞. The functions φ kjn introduced in the previous chapter satisfy the following estimates:
(ii) If |k − l| 1, we find either a function f : I k → I l with ∀i ∈ I l : |{j : f (j) = i}| 1 or a function g : I l → I k with ∀j ∈ I k : |{i : g(i) = j}| 1 such that
where 
Proof: Recall the definition ofΓ
The projections of these sets on x-y−space are contained in parallelograms with slope Φ ′ n (x kj ), thickness O(δ) and width γ kj . When we shift their centers to the origin, they intersect with angle
Since Φ ′ and therefore as well
and Φ ′ p are bounded from above and from below independly of n and p, we have
At first we consider the case (i) |k − l| ≫ 1 and assume without loss of generality l ≤ k, we obtain due to the dyadic nature of the construction
The case (ii) |k − l| 1 is a bit more complicated. This is due to the fact that we decomposed orthogonal to the x−axis, regardless the cone-like shape of the surface. Formula (51) illustrates the difficulies: In the special case n = p we get rid of the difference by the fundamental theorem of calculus, but unfortunatly, the general case appears much harder.
Instead of this, we choose an other approach: Let k, l, n, p be fixed and
In the same manner we obtain
This basicly means that we have a good idea how to compare the a i with each other, the same with the b ′ j s. But we lack control in comparing some a i with a b j . Therefore we apply the abstract result of lemma 7.6. At first we check the preconditions: The sequences a i , i ∈ I l and b j , j ∈ I k are increasing, since (for instance) x li < x li + γ l = x l,i+1 and Φ ′ p is monotonously increasing. Thus we may apply lemma 7.6 to the renormed sequences γ k δ a i and γ k δ b j . Provided b 2 km/2 −1 −b 0 ≤ a 2 lm/2 −1 −a 0 we get a function f : I k → I l almost injectiv, i.e. ∀i ∈ I l : |{j ∈ I k : f (j) = i}| 1, and fulfilling
whereas in the case |k − l| 1, it gives
, whereby the claim is verified.
Completing the proof
One further intermediate step will be helpfull since we get rid of the split-up in the two different cases from the previous lemma.
Lemma 6.2 Let
Then for all k, l, n, p and for all finite sequences a ∈ Ê
(m−1)(s−1) .
Proof: At first we consider the case |k − l| ≫ 1. Hölders inequality implies
which, together with lemma 6.1, results in the desired estimate.
In the case |k − l| ≤ 1 we apply lemma 7.1 with parameter r = q ′ s .
(59) Since we assumed
Furthermore, we have
Eventually we can complete the proof of theorem 2.2. Let me remind you of its statement:
holds for all δ > 0 and for all sequences a α .
Proof: Since 2 < p ′ < ∞, we find s ∈ (1, ∞) such that
> 2 holds, thus we can apply Youngs inequality:
Now we exploit the estimate from chapter 4 of the overlap of the supports of the functions φ α * φ µ :
where a kn = (a kjn ) j∈I k , a lp = (a lip ) i∈I l . Notice that for fixed k Hölder implies
where a k = (a kjn ) j,n . Implementing this in our equations yields
We again apply lemma 7.1 for r = q ′ s (recall r < 2, cf. (60)):
We determine the exponents: It holds
and
A further computation shows
thus (68) translates into
, completing the proof.
7 Appendix: Auxiliary lemmas
Classical lemmas
Lemma 7.1
Let 1 ≤ r < 2, and f : AE → AE "almost" injectiv, i.e. there exists a constant C > 0 such that ∀l : |{k ∈ AE : f (k) = l}| ≤ C.
Proof: At first, Hölder's inequality gives
We further observe
Since r < 2, we have r ′ > 2, i.e. 
Altogether, this provides the desired estimate.
Lemma 7.2 (Hölder's inequality in Lorentz spaces) Let
Proof: [G] Lemma 7.3 (Brunn-Minkowski)
Let K 0 , K 1 be compact and convex subsets of Ê n and 0 ≤ t ≤ 1. Then
Proof: Compare [GW] , theorem 6.2, p. 57.
More special lemmas
Lemma 7.4
Let K and L be two convex bodies in Ê n symmmetric with respect to the origin (i.e.
It is a simple observation that both conditions on K and L are crucial.
Proof: Let z be some point in Ê n . We have to show that |K ∩ (z + L)| ≤ |K ∩ L|. Therefore we introduce the sets A = (L + z) ∩ K and B = (L − z) ∩ K. The proof will be divided in three steps:
Notice that (iii) and (i) immediatly imply what we claimed. Proof of (i): On the one hand, since A ⊂ K and B ⊂ K, we have
On the other hand, since
= L. Proof of (ii): This is clear since A = −B by the symmetry condition on K and L. Proof of (iii): We apply the inequality of Brunn-Minkowski:
Lemma 7.5 Let X be a normed vectorspace and U 1 , U 2 , V 1 , V 2 ⊂ X with the property U 1 + V 1 ∩ U 2 + V 2 = ∅. Furthermore let P be a linear functional on X and let x i ∈ U i , a = P (x 2 ) − P (x 1 ) and y i ∈ V i , b = P (y 2 ) − P (y 1 ). Then we have
Proof: Choose some ξ ∈ U 1 + V 1 ∩ U 2 + V 2 . There exists u i ∈ U i , v i ∈ V i , i = 1, 2 with u 1 + v 1 = ξ = u 2 + v 2 . It follows a + b =P (x 2 − x 1 ) + P (y 2 − y 1 ) =P (x 2 − x 1 ) + P (y 2 − y 1 ) + P (u 1 + v 1 ) − P (u 2 + v 2 ) =P (x 2 − u 2 ) + P (y 2 − v 2 ) + P (u 1 − x 1 ) + P (v 1 − y 1 ) ≤ diam(P (U 2 )) + diam(P (V 2 )) + diam(P (U 1 )) + diam(P (V 1 )), completing the proof.
Lemma 7.6
Let I = {0, . . . , n}, J = {0, . . . , m} ⊂ AE and let a = (a i ) i∈I ∈ Ê I , b = (b j ) j∈J ∈ Ê J be two increasing, finite sequences such that
Moreover we assume that b m − b 0 ≤ a n − a 0 . (75) Then there exists a function f : J → I such that
(ii) ∀i ∈ I : |{j : f (j) = i}| ≤ 4C 2 + 2.
The trivial case I = J, a = b can of course be solved by f = id. In the general setting, we in some sense had to replace every b j by some a f (j) , leaving the distances to other points (almost) unchanged. Condition (ii) can be read as a weakening of injectivity.
Proof: Without loss of generality, we may assume b m ≤ a n .
(76) To be more precise, if b m > a n would hold, we would considerā i = −a n−i andb j = −b m−j , which also fulfill the requirements of the lemma. Then
So, if we would find a functionf appropriate toā,b in the sense of (i) and (ii), f (j) := n −f (m − j) would be a solution appropriate to a and b since It would be helpfull for the construction of f to assign an i to every given j in a way that b j is close to a i . Nevertheless, if the sequences are somehow shifted against each others (for instance, b 0 ≪ a 0 ), there might be no a i "close" to b j . If we would always choose the closest a i , this would hurt condition (ii). Therefore we mirror a i ′ s at a 0 , to ensure that for every b j there is a (maybe mirrored) point a i nearby. Obviously, it is sufficient to show that |{j : g(j) = i}| ≤ 2C 2 + 1 holds for every i ∈Ī. Thus let g(j) = i. We claim that |a i − b j | ≤ C and check this: Case 1: a i < b j . Would i = n, then b j ≤ b m ≤ (76) a n = a i < b j , hence i < n. Thus a i+1 is well-defined and b j < a i+1 holds according to the minimality in the choise of g. We conclude |a i − b j | = b j − a i ≤ a i+1 − a i ≤ C. Case 2: a i > b j . Would i = −n, then b j < a i = a −n = 2a 0 − a n ≤ (77) b m − (a n − a 0 ) ≤ Hence we have i > −n, thus a i−1 is well-defined and b j > a i−1 holds. We finish as in case 1. Case 3: a i = b j . This case is trivial. If additionally g(j ′ ) = i, then |a i − b j | ≤ C and |a i − b j ′ | ≤ C. Now we utilise (74). Therefrom we get by induction
and thus condition (ii).
Remark
If assumption (75) is not fulfilled, a comparable result can be obtained by interchanging the roles of I and J or a and b respectively. Actually, the lemma remains also essentially valid if these quantities are not interchanged. Therefore we just need some further mirrorings, if necessary also at the "upper" end a n . This would enlarge the bound 4C 2 + 2 from (ii) depending on the relation between n and m. Nevertheless, the notation would quickly become confusing, thus I omit such a version of the lemma.
