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ABSTRACT
Software-Defined Networking (SDN) introduced a concept of separated con-
trol and data planes to allow programmable management of network re-
sources. A network hypervisor is a middle layer that resides between these
two planes and enables virtualization of the data plane to support efficient
utilization and isolation of network resources in multi-tenant environments.
Prior studies have shown the importance of hypervisors in solving a wide
variety of problems in shared networking environments. In this work, we
propose a design of a general-purpose, agile, and policy-aware hypervisor
that can migrate virtual switches in the network. We introduce a model that
formalizes the problem of virtualization and enables us to develop efficient
algorithms for implementing migration. Through preliminary evaluation of
our prototype we show the feasibility and low overhead of our hypervisor.
ii
To Madina, for her immense support and inspiration.
iii
ACKNOWLEDGMENTS
First, I would like to thank my adviser, Dr. Roy H. Campbell for his invalu-
able advice and guidance throughout the project. During our discussions,
Prof. Campbell’s ideas would always inspire me and help with most chal-
lenging parts of my thesis.
I would also like to thank Professors Sibin Mohan and Rakesh Bobba, for
the incredible amount of things I learned while working with them on several
projects related to my thesis.
I would also like to thank my colleagues from Systems Research Group of
University of Illinois, for their every day help and collaboration. Without
their advice it would be much harder for me to finish this work.
I would like to thank my best friend Braden Ehrat, and his parents, for
treating me as a part of their family and always being there whenever I
needed help, both academic and personal.
I must express very deep gratitude to my parents, who were with me
throughout my whole life and especially recently, during the toughest times
through my graduate program.
Finally, I give unconditional gratefulness to the person whom I dedicate
my work and who I love from the bottom of my heart. Thank you, Madina,
for your never-ending inspiration, support and happiness that you share with
me every day.
iv
TABLE OF CONTENTS
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
CHAPTER 1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . 1
CHAPTER 2 BACKGROUND . . . . . . . . . . . . . . . . . . . . . 4
2.1 Software-Defined Networking . . . . . . . . . . . . . . . . . . . 4
2.2 OpenFlow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.3 SDN Hypervisor . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.4 Existing Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
CHAPTER 3 APPROACH . . . . . . . . . . . . . . . . . . . . . . . 10
3.1 Hypervisor Node . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.2 Tenant Domains . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.3 Network Virtualization . . . . . . . . . . . . . . . . . . . . . . 12
3.4 Live Migration . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.5 Formal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.6 Migration Algorithm . . . . . . . . . . . . . . . . . . . . . . . 22
3.7 Flow Update Algorithm . . . . . . . . . . . . . . . . . . . . . 24
CHAPTER 4 SYSTEM DESIGN AND IMPLEMENTATION . . . . 28
4.1 Hypervisor Design . . . . . . . . . . . . . . . . . . . . . . . . 28
4.2 Control Plane Interface Module . . . . . . . . . . . . . . . . . 30
4.3 Virtualization Module . . . . . . . . . . . . . . . . . . . . . . 30
4.4 Data Plane Interface Module . . . . . . . . . . . . . . . . . . . 30
4.5 Data Plane Management Subsystem . . . . . . . . . . . . . . . 31
4.6 Monitoring Module . . . . . . . . . . . . . . . . . . . . . . . . 32
CHAPTER 5 EVALUATION . . . . . . . . . . . . . . . . . . . . . . 33
5.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . 33
5.2 Evaluation Strategy . . . . . . . . . . . . . . . . . . . . . . . . 33
5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
CHAPTER 6 DISCUSSION . . . . . . . . . . . . . . . . . . . . . . . 37
v
CHAPTER 7 CONCLUSION . . . . . . . . . . . . . . . . . . . . . . 38
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
vi
LIST OF TABLES
5.1 Throughput for three scenarios, Mbps. Steady workload. . . . 35
5.2 Throughput for three scenarios, Mbps. Bursty workload. . . . 36
vii
LIST OF FIGURES
2.1 An simplified (management plane omitted) example of Soft-
ware Defined Network architecture. A software developer
submits the applications to a control plane. A logically-
centralized controller manages the data plane (switches)
through a dedicated communication channel. . . . . . . . . . . 5
2.2 A hypervisor as a middle layer between control and data
planes. In this scenario, one physical switch is virtualized
and represented as three virtual OpenFlow switches, each
of which is maintained by its own controller. . . . . . . . . . . 7
3.1 MPLS Label as virtualization mechanism . . . . . . . . . . . . 13
3.2 Example of virtualized network environment . . . . . . . . . . 16
3.3 Example of virtual switch migration . . . . . . . . . . . . . . . 18
4.1 Internal architecture of the hypervisor. . . . . . . . . . . . . . 29
5.1 Mean latency for three different configurations on a range
of data rates. Steady workload. Log-Log scale. . . . . . . . . . 34
5.2 Mean latency for three different configurations on a range
of data rates. Bursty workload. Log-Log scale. . . . . . . . . . 35
viii
CHAPTER 1
INTRODUCTION
Software-Defined Networks (SDNs) have become an increasingly popular con-
cept and are ubiquitously deployed from networking research labs in universi-
ties to large datacenters owned by industry giants like Google [1]. Originally
started as a research project, SDNs attract a lot of attention from academia
with their ability to allow separation of production and experimental traffic
to perform non-disruptive experiments on campus networks and in open labs.
They are widely used in industry due to the simple and uniform approach
they offer for network programmability. Developers don’t need to know the
hardware specifics of a particular vendor, and instead focus on writing generic
applications that are run on the controller entity of a SDN environment.
A recent trend in computer virtualization driven by a demand in increased
utilization can also be applied to SDNs. In a virtualized SDN environment,
physical switches are shared among multiple tenants transparently, with each
tenant running a separate controller (or cluster of controllers), enabling ser-
vice providers to offer SDN-as-a-Service options. This can be applicable,
for example, for operators that offer bare metal compute nodes (Metal-as-a-
Service), where the customers can manage their network that connects these
nodes using SDN. However, the problem of sharing SDN-enabled resources
among multiple tenants is not trivial.
Due to the inherent nature of SDN being managed by a logically-centralized
controlling entity, it is not clear how to allow multiple such entities (poten-
tially with conflicting sets of rules) to manage the same network. To address
this problem, a notion of an SDN hypervisor was first introduced in [2]. We
will refer to an SDN hypervisor as just hypervisor, unless stated otherwise.
A hypervisor enables separation of networking resources and their latter al-
location for different tenants of the same environment. Previous studies
used various approaches to resource separation, including slicing, partial and
full virtualization [3]. Many of them were targeting important problems of
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SDNs, such as increasing network utilization, improving efficiency of the con-
trol plane by merging the rules originating from different applications, and
maintaining network invariance through enforcing predefined policies on the
rules. Others focused on improving the hypervisor itself, for example making
it distributed to eliminate single points of failure and enable management of
larger networks.
In this work, we focus on the problem of agility in the virtualized data
plane. We propose a hypervisor design that employs user-specified policies
in order to make a decision on migrating virtualized switches (or datapaths)
around the network. Agility is heavily used in conventional data centers
with virtualized compute environments to enable virtual machine migration.
It can help to respond to dynamic change of load in a shared environment,
therefore improving utilization and targeting quality of service for customers.
We argue that a virtualized SDN environment can benefit from migration-
capable virtual instances of OpenFlow switches [4]. We describe requirements
for such a virtualized environment and introduce a formal model that satisfies
these requirements. Based on this model, we develop an efficient and simple
algorithm for virtual switch migration.
A hypervisor described in this work provides full virtualization of any
OpenFlow-enabled switch [4]. Several switches, such as HP FlexFabric 12900
series [5], offer hardware-assisted virtualization through creating OpenFlow
instances that divide the switch’s port space into slices and work indepen-
dent of each other. In this work, we do not focus on hardware-assisted
virtualization, instead we provide a generic solution that works on commod-
ity OpenFlow-compliant switches. Our framework is built with a modular
architecture that allows one to extend it to support any OpenFlow-enabled
switch.
In order to verify the feasibility of our agile hypervisor, we have developed
a prototype implementation. We describe our design and experimentally
evaluate its effectiveness. Our experiments show that the mechanisms we
choose for implementing virtualization abstractions do not introduce signifi-
cant overheads.
In summary, we provide the following contributions:
(a) Describe requirements for a virtualized SDN environment that supports
migration
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(b) Formalize these requirements in a model and prove that they are satisfied
(c) Design algorithms for efficient and fast migration
(d) Identify a set of suitable mechanisms to implement the abstractions of
the formal model
(e) Design the architecture of an extensible, general-purpose, policy-aware,
agile hypervisor
(f) Implement a prototype hypervisor and evaluate its effectiveness using an
emulated environment
The rest of this report is organized as follows: Chapter 2 provides back-
ground information on SDNs and hypervisors and reviews some of the ex-
isting work; Chapter 3 describes our approach, including the formal model,
mechanisms, and algorithms, as well as the challenges; Chapter 4 describes
the implementation of our hypervisor prototype; Chapter 5 contains our eval-
uation and presents the results; Chapter 6 discusses limitations of our work
and Chapter 7 concludes.
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CHAPTER 2
BACKGROUND
2.1 Software-Defined Networking
Software-Defined Networking is a concept that was first introduced to sim-
plify dynamic changes of network behavior by separating the control and data
planes [6]. In this concept, a logically-centralized controller with a global view
of the network has an ability to change forwarding rules in switching elements
of the network through a dedicated communication channel. Typically, a con-
troller is a host or a distributed cluster of machines that runs a controller
framework. This framework provides a runtime environment and APIs for ap-
plications that will be managing SDN-compliant switches. Such a decoupled
architecture introduces great level of flexibility in how to change the network
behaviour dynamically. While routing/switching decisions are implemented
at the control plane, network elements are still configured through the con-
ventional management plane. Figure 2.1 depicts a typical SDN environment
with three SDN-enabled switches controlled by one logically-centralized con-
troller.
2.2 OpenFlow
OpenFlow [7] is a popular protocol that implements many SDN mechanisms
and defines the communication between a controller and a switch. While
there are other SDN protocols, as well as interpretation of the term SDN
itself, in this work we focus on OpenFlow-compliant hardware and soft-
ware. The OpenFlow standard consists of a description of the communica-
tion protocol between switches and controllers, and the specifications of an
OpenFlow-enabled switch. The standard offers a rich set of features, however
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Figure 2.1: An simplified (management plane omitted) example of Software
Defined Network architecture. A software developer submits the
applications to a control plane. A logically-centralized controller manages
the data plane (switches) through a dedicated communication channel.
in this work we will focus primarily on OpenFlow tables, flow entries (also
known as OpenFlow rules) and the communication protocol between an SDN
switch and controller.
2.2.1 OpenFlow Tables
An OpenFlow table is a list of flow entries that are stored in an OpenFlow-
compliant switch. A switch can contain several tables linked together that
constitute OpenFlow processing pipeline. A packet that comes from an
ingress port is matched against flow entries based on the ingress port num-
ber, packet headers and other metadata. The processing starts from the first
table. When the packet is matched against a flow entry, a table hit occurs
and an associated set of instructions is executed. An instruction may exe-
cute, clear, or write to an action set associated with the flow entry. It can
also forward the packet to other tables and modify its metadata.
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2.2.2 OpenFlow Actions
Action sets can contain actions that are applied to a packet. Actions are
grouped by their types, and an action set can only contain one action of each
type. When multiple actions of the same type are required to execute (e.g.
pushing or popping several MPLS labels) action lists should be used. One of
the most important actions is to output a packet to a certain port. In this
work, we will mainly focus on employing actions and their live transparent
modification in order to provide full virtualization of the data plane.
2.3 SDN Hypervisor
In SDN, a hypervisor is used to allow multiple tenants to use the same
networking elements, ideally without interfering with each other. In other
words, a hypervisor virtualizes networking resources and shares them among
users.
Figure 2.2 demonstrates a typical hypervisor setup, where it is positioned
between the control and data planes. In the ideal case, neither of the planes
are aware of its existence. Thus, for the controller a hypervisor appears as
an SDN-compliant switch, and for the switches a hypervisor appears as a
controller. Note that in this work we assume that Controller 1, Controller 2
and Controller 3 from Figure 2.2 can be any controller frameworks and can
belong to different users of the network. This is different from some of the
existing hypervisors [8] that require using a specific controller framework and
therefore reducing their scope.
A hypervisor, as a virtualization layer between control and data plane, is
in perfect position to perform monitoring and statistics collection, enforce
security policies, and maintain utilization limits among users of the network.
We now are going to review some of the existing solutions, identify their
drawbacks and demonstrate how our approach to building an SDN hypervisor
is different.
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Figure 2.2: A hypervisor as a middle layer between control and data planes.
In this scenario, one physical switch is virtualized and represented as three
virtual OpenFlow switches, each of which is maintained by its own
controller.
2.4 Existing Work
FlowVisor [2] was one of the first efforts to investigate the benefits of a
”networking virtualization layer” that enabled multiple logical controlling
entities to share the same physical SDN infrastructure. The main goal of
FlowVisor is to facilitate clear separation and isolation between production
and experimental network traffic. FlowVisor virtualizes hardware resources
of the network through slicing the port space of the switches. A slice is later
assigned to a set of controllers that belong to a specific network user. To
define a slice, FlowVisor introduces a term flowspace, which is a sub-space
of specific OpenFlow header fields. It then ensures that distinct flowspaces
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belonging to different virtual SDNs (vSDNs) do not overlap. Each vSDN
is controlled by a network user that requires isolation from other vSDNs.
FlowVisor can provide several isolation policies, including switch CPU and
bandwidth isolation, flow rules isolation, flowspace isolation, and topology
isolation. Our hypervisor framework is similar in providing certain isolation
policies, but it also uses them to trigger live-migration of virtual instances.
Moreover, a switch’s port space is not sliced, as it is with FlowVisor. Instead,
through mapping, our approach provides the full port space that a physical
switch can offer and therefore is akin to how virtual memory is organized in
operating systems.
While it might look like FlowVisor solves many problems of a hypervisor,
unfortunately it has its own limitations. As already mentioned above, while
FlowVisor allows isolating tenants by assigning portions of resources to slices,
it does not improve resource utilization leveraging live migration of flowspaces
around network. Our prototype collects various statistics, similar to FlowVi-
sor, and uses this information in order to detect potential bottlenecks in the
network, and respond with re-configuring the placement of virtual switches
onto the physical infrastructure based on user-defined policies.
After original introduction of the term by FlowVisor, the concept of a
”network virtualization layer” was studied in many other works. In partic-
ular, there exists a number of extensions to FlowVisor that try to improve
it in various directions. AdVisor [9] enhances FlowVisor to solve the prob-
lem of partial virtualization by abstracting away not only physical switches,
but also the links in the network. Additionally, AdVisor attempts to im-
prove reduce the overhead of slicing by sharing multiple flowspaces among
different vSDNs. Since differentiation between slices is still required, AdVi-
sor introduces tagging of OF headers. Each tag can consist of VLAN id,
MPLS labels, or multiple VLAN tagging. The rest of the OF header can be
shared between flowspaces. Our virtualization technique is very similar to
AdVisor’s, but we mainly focus on the ability of providing migration, and
therefore impose more restrictive requirements.
VeRTIGO [10] is another extension of FlowVisor that attempts to enhance
its virtualization. VeRTIGO leverages exposition of different virtual views
of the same underlying physical infrastructure, allowing flexible mapping
to facilitate scenarios of link failures or network congestion. However, this
flexibility comes at cost: the processing delay is increased by 35% on aver-
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age compared to FlowVisor [11]. Our approach provides similar flexibility
through virtual topologies.
FlowN [8] is a distributed virtualization framework based on the NOX
controller [12]. The main drawback of FlowN is that tenants cannot use
their own controllers. With FlowN, a network user submits her applications
that should be written using NOX APIs, therefore she is limited by NOX
capabilities. In our hypervisor, we allow the user to employ any controller
framework.
There exists many other extensions to FlowVisor, as well as independent
hypervisors. [11] provides an exhaustive survey on existing hypervisor so-
lutions, and we use the survey as a guidance in our work. Originally, we
planned to extend FlowVisor by adding support for user-defined policies and
virtual switch migration powered by them. However, we found it difficult to
install and manage, therefore we decided to move into direction of building a
hypervisor from scratch that would use best practices of isolation investigated
by FlowVisor.
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CHAPTER 3
APPROACH
We begin with providing a high-level description of our approach that is
followed with detailed explanation of different components of a hypervisor,
their role in the architecture, and how they contribute to solving our problem
of delivering an agile policy-aware framework.
3.1 Hypervisor Node
Akin to previous works, we position our hypervisor in between data plane
and control plane in SDN, as shown on Figure 2.2. A hypervisor node can be
physically located anywhere, as long as it can maintain TCP connectivity to
both planes. A node maintains one TCP connection to every controller, as well
as to every SDN switch. To maintain transparency between the two planes, a
hypervisor emulates the behavior of northbound and southbound interfaces
in SDN. In particular, a hypervisor node uses the management plane to
configure switches in the network to initiate OpenFlow connections from
these switches to itself. At the same time, a hypervisor will initiate OpenFlow
connections to all controllers. This is achieved through configuration of a
hypervisor itself, which can be done statically through configuration files, or
through simple command line interface. We reserve other more user-friendly
configuration interfaces, such as a web-page, for future work.
In Figure 2.2, a hypervisor node configures an OpenFlow physical switch
to open a communication channel with it as if it was the only controller in the
network. A hypervisor node discovers the whole topology of the network and
queries all switches for their capabilities, e.g. number of ports, bandwidth,
counters, etc.
A hypervisor node will initiate OpenFlow connections to controllers after
it is configured. It is possible to add or remove controllers live, and a node
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will adjust its state accordingly. A node maintains a single TCP connection
per virtual switch. It intercepts OpenFlow messages coming from controllers
and rewrites the headers accordingly to maintain transparency and avoid
conflicts.
3.2 Tenant Domains
A hypervisor must provide isolation between tenants’ flows. This means
that the tenants cannot observe, modify, forward, or infer any information
about each other’s flows, which is a problem in SDN environments, where any
controller can easily forward traffic-of-interest from any point in network to
a controlling node with just one FlowMod instruction. To prevent that from
happening, we require every tenant to be assigned with a specific domain
that is determined by a unique MPLS tag. When the network is configured to
add a new tenant, the latter is assigned with access ports on the edge of the
network. A hypervisor installs the rules to the edge switches that enforce
tagging the packets with corresponding MPLS tags. Controllers belonging to
a specific tenant are assigned with that tag as well, and whenever they send
OpenFlow messages to any virtual switch, a hypervisor intercepts them and
enforces isolation guarantees by adding corresponding MPLS tags to a set of
matching fields in OpenFlow tables. Consider the scenario from Figure 3.2.
Here, a host might be connected to edge port 4 of Physical Switch 1 assigned
to the tenant owning Controller 1. Whenever the packet enters the network
from that port, it is transparently tagged with an MPLS tag through an action
installed by our hypervisor. As the packet travels through the network, it
is being matched against OpenFlow entries that were only installed to the
switches from a corresponding controller. This is achieved by extending the
matching fields set with the MPLS label whenever new rules are issued from
the controller. In the case of Figure 3.2b, on Switch 2 there are 2 rules that
handle the traffic originating from Port 7. If the packet comes in with MPLS
tag 42, then only the entry that was installed by Controller 1 is going to be
matched and executed. When the packet leaves the network, the tag that was
installed by a hypervisor is removed. A hypervisor supports flexible policies
for unrecognized packets and can be configured to drop them, forward them
to all controllers, etc.
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3.3 Network Virtualization
Similar to previous works, we provide full virtualization of physical switches
in the network. In order to achieve this, a hypervisor node maintains per-
controller and per-switch mapping between physical ports in the switch and
virtual ports. As described above, it also maintains a look-up table for per-
controller MPLS tags that are used to differentiate colliding rules coming from
different controllers. However, we have several additional restrictions and
interesting properties of virtualized environment that we propose. A rigorous
formal description of our virtualization model is provided in later sections,
and here we describe requirements for the model, and some of the mechanisms
that we use for implementation.
3.3.1 Requirements
We require several properties from our virtualization model that we now dis-
cuss. First, the virtualization model must allow several virtual topologies
to coexist within the realm of one physical topology. We already described
the mechanism for isolation in the above section. Second, we require virtual
topologies to be path length preserving. This means, that the number of
hops that a packet has to perform in a virtual topology exactly matches the
number of actual hops that packet will have performed in physical topology.
This requirement, although it reduces flexibility, greatly simplifies imple-
mentation of a hypervisor. As an implication of this requirement, we do not
allow multiplexing several switches from the same virtual topology onto one
physical switch. Please note that this does not restrict a hypervisor to mul-
tiplex several switches from different virtual topologies onto single physical
switch. Another implication of the path length preserving requirement is
that the mapping of virtual ports belonging to a single virtual switch to sev-
eral physical switches is prohibited. Finally, multiplexing virtual ports and
links belonging to the same topology onto a single physical port is allowed,
as long as the above requirements are satisfied. This property somewhat
balances the inflexibility of previous requirements by allowing us to pack
complex virtual topologies into a simpler physical network. The implication
of this last property is that a hypervisor allows creation of topologies with
virtual switches that consist of arbitrarily many ports.
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Figure 3.1: MPLS Label as virtualization mechanism
3.3.2 Mechanisms
We propose to use MPLS tags as our main mechanism to realize virtualiza-
tion and multiplexion. Despite being supported by the OpenFlow protocol,
operations with MPLS tags are not implemented by all switches. Neverthe-
less, we opt for using MPLS due to their fairly large size (32 bits in total).
Furthermore, previous works describe how to use MPLS in SDN network of
switches that lack their support [13]. Figure 3.1 shows how we use various
fields of MPLS tag. We store the tenant ID, which also uniquely identifies
virtual topology, in a 20 bit-long MPLS label. This allows us to support more
than a million of tenants at the same time – much more than a single-instance
hypervisor will be able to handle.
We repurpose the TTL field of the MPLS header to store a virtual port
number when port multiplexing is needed. Whenever a controller issues
the rules to the virtual switch that involve multiplexed ingress ports, a set
of matching fields will be extended with TTL MPLS field to properly handle
the traffic that arrives to such ports. For all multiplexed egress ports, a
hypervisor will transparently extend the action set with an action that will set
TTL field to the virtual port number, according to topology mapping. More
detailed description of this approach is provided below in Algorithms 3 and 4.
Because of our choice of this mechanism, and to simplify implementation, we
do not support any OpenFlow rules that use MPLS tags. We plan to address
this limitation in our future work.
The mappings that describe how virtual topologies are laid over the phys-
ical network are stored and maintained on a hypervisor. A hypervisor will
also rewrite all the rules issued by controllers, using these mappings and MPLS
labels. A hypervisor will store all the rules in their original form and keep
them in sync with the modified rules installed in the switches. This enables
faster look-ups for the rules whenever requested by controllers, as well as
simpler implementation for updates whenever changes to the rules happen.
Additionally, a hypervisor will enforce certain security policies, e.g. it will
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reject the rules that modify MPLS headers.
3.3.3 Example
To demonstrate how virtualization is achieved, consider the scenario shown
in Figure 3.2a. Here, two controllers belonging to two different tenants are
managing their virtual networks. The numbers around virtual switches are
port numbers that are reported to these controllers. Under every switch there
is an OpenFlow table containing OF entries, that consist of a set of matching
fields and an action set. For example, Virtual Switch 1 belonging to Virtual
Network 1 should forward any packets that come from Port 1 to Port 2. Note
that the virtual topologies are different, but they are both mapped to a single
physical topology depicted in Figure 3.2b.
The mapping is described in Figure 3.2c. This is a very simplified represen-
tation of a mapping that is stored in a hypervisor node. Controller column
contains information about tenant domains for different tenants, and their
associated MPLS tags. For example, Controller 1 (which is referred to as c1 in
Figure 3.2c) has MPLS tag with value 42 assigned to its domain. The domain
of c1 consists of two ports, each belonging to one of the physical switches.
On Physical Switch 1, it is port 4, and on Physical Switch 2 it is port 9.
The Switches column contains a mapping between virtual and physical
switches, and Ports contains the mapping between virtual and physical ports
for every virtual switch. Note that the topology of Virtual Network 2 requires
port and link multiplexion, since there is only one physical link between two
physical switches. Ports 2 and 3 from Virtual Switch 1 are both mapped
to Port 6 of Physical Switch 1. Below every physical switch there is an
OpenFlow table that contains OpenFlow entries that are actually stored
in these switches. They are a modified version of entries that controllers
installed on virtual switches. Note that since there are two virtual topologies
laid over just a single physical network, the switches contain sets of modified
rules from both virtual networks.
Consider the scenario when Controller 1 issues the rule for Virtual Switch
1. Let us assume the hypervisor is yet to translate it into the proper form
that can be installed in corresponding physical switch. First, the hypervisor
intercepts the FlowMod message and retrieves the mappings corresponding
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to the controller connection. It checks the ports mentioned in the message
and, based on the mapping, rewrites them. For example, the match field
contains ingress Port 1 from Virtual Topology 1, that is mapped to Physical
Port 4 on Physical Switch 1. The port value in this match field set gets
rewritten to 4. In addition, a hypervisor detects that this is an edge port,
and therefore it must ensure that the packets are tagged with an MPLS tag that
corresponds to Controller 1. It extends actions set with push mpls action
that pushes MPLS tag 42 to the packet. A hypervisor also detects that the
original output action that forwards the packet to Port 2 in virtual topology,
which is multiplexed onto Port 6 in Physical Switch 1 together with Port 3
from Virtual Switch 1. Therefore, and since Port 6 from Physical Switch 1 is
not an edge port, it must ensure that a multiplexion is properly resolved on
the other side of the link by setting a proper MPLS TTL field to the value of
virtual port number (2 in this case). After this, a rule is ready to be installed
into the physical switch.
Now consider the packet that enters the network from Port 4 of Physical
Switch 1. It is going to hit a match that will push MPLS tag with label set
to 42, set MPLS TTL field to 2 and forward it to Port 4. The packet will
arrive in Port 7 of Physical Switch 2. It is going to be matched against
the first rule in its OF Table. This rule is particularly interesting, because,
instead of forwarding the packet to Physical Port 7, which is the port that is
mapped to Virtual Port 2, it will forward it to OFPP IN PORT. The reason lies
in multiplexing and the fact that OpenFlow prohibits forwarding the packet
to the port where it arrived at, unless a controller uses OFPP IN PORT to
clearly state its intentions. Since it is a multiplexed port, before the packet
is forwarded, its MPLS TTL field is set to a corresponding virtual port number,
which is 2.
3.4 Live Migration
The most important and interesting feature of our hypervisor is the live
migration of virtual switches. Events that can trigger migration depend on
the policy specified by a user, and here we focus on the approach and the
algorithm for migration.
Depending on the requirements, migration of virtual switches might be
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(a) Two virtualized networks managed by different tenants
(b) Physical network with actual rules
in OF switches
(c) Simplified representation of
mappings stored in the hypervisor
Figure 3.2: Example of virtualized network environment
quite different from more conventional migration of virtual machines in the
data center. In this work, we satisfy two requirements when migrating
switches
1. Migration must be topology preserving
2. Migration must not violate requirements for virtualization model
This is a more conservative approach compared to some other works that
can offer to virtualize links completely and allow them to traverse the switches
transparently [9, 10]. However, our approach is simpler to demonstrate fea-
sibility of migration, as it can be seen from the algorithm. We now build up
our way to this algorithm through a motivating example.
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3.4.1 Example
Consider the scenario shown in Figure 3.3. Here, the migration is triggered
on Physical Switch 2 to transfer Virtual Switch 2. Migration happens in four
phases. In the first phase, a hypervisor checks if migration is possible based
on the current conditions of the network. If successful, a hypervisor proceeds
to a second phase, otherwise it aborts migration. During the second phase,
a hypervisor updates all switches that are involved in migration with rules
that forward all traffic handled by virtual instances involved to a hypervi-
sor node. We leverage the approach described in [14] to implement traffic
forwarding. During the third phase, a hypervisor makes necessary changes
in the OpenFlow tables of physical switches, and, after they are complete,
proceeds to the last phase, where it re-injects the cached traffic back to the
network. At this point the migration is complete. The caching is required to
preserve consistency during updates according to [14]. Let us have a closer
look at phases 1 and 3, as they manifest our major contribution.
Phase 1
During this phase, a hypervisor first must look up a physical switch to which
the virtual instance can be transferred. In this case, we only have one option
as a target that would satisfy the requirements for migration stated above.
In this example it is Switch 4, since if we migrate Virtual Switch 2 to it and
set up the rules correctly, all previous path lengths involving Virtual Switch 2
will be preserved along with virtual topology. A hypervisor makes a decision
based on the policy specified by a user. Assume that Switch 4 satisfies the
policy. Within the switch, we have to choose new ports to map to virtual
ports in order to preserve transparency. Since we only have two Ports 8 and 1,
they are the ones selected, assuming that the policy is again satisfied. These
options again will satisfy topology-preserving requirements. To understand
why, consider physical edge switches Switch 1 and Switch 3. These switches
are connected to other two physical switches in the network, and therefore
we have redundant paths in the topology. We can utilize either of these
paths, but would have to modify the rules on these edge switches in addition
to modifications on Physical Switches 2 and 4. These modifications depend
on what ports we pick at the target physical switch, and Ports 8 and 1 are
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(a) Virtualized Network with corresponding mappings, OF Tables and underlying
physical network. Green switches represent how virtualized network in projected
(b) New mapping and projections after migrating Virtual Switch 2.
Changed/added rules/fields are highlighted in red
Figure 3.3: Example of virtual switch migration
selected. We are now ready to begin actual migration by installing/modifying
OpenFlow entries in involved switches.
Phase 3
Once a hypervisor has installed forwarding rules to cache the traffic during
migration (not shown on the figure), it can proceed to install and mod-
ify OpenFlow entries that would forward the flows to go through a target
physical switch. A hypervisor uses the original unmodified rules issued by
controllers, as shown in Figure 3.3a under every Virtual Switch, that it stores
and maintains internally. It iterates through every rule in a migrating virtual
switch, and through all rules on its neighbors that are involved in migration.
It then modifies them according to new mappings, that are shown in the
bottom of Figure 3.3b. Changes in those mappings, as well as in the new
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rules, are highlighted in red.
The hypervisor rewrites the rules depending on type of ports that are
being matched in them. For example, it adds the action that pushes a MPLS
header into the packet if the port is an ingress edge port. Or, it extends
the matching fields for the multiplexed ports with MPLS TTL field. Consider
the rule that is modified on Switch 1, Previously, the output port for packets
originating from ingress Port 4, were forwarded to Port 5 in Switch 1, because
it was in accord with the mapping shown on top right corner of Figure 3.3a.
But according to new mappings, Virtual Port 2 of Virtual Switch 1 is now
mapped to Port 6 of Physical Switch 1. Therefore, in the new rule the egress
port is set to 6, as it is shown in OF Table of Switch 1. Every modified
rule replaces the old one in the switch. After this step is complete, we have a
functional topology and are ready to remove the rules that forward the traffic
to the hypervisor followed by re-injection of cached traffic. At this point the
migration is complete.
3.5 Formal Model
We formalize the notion of virtualization and migration before introducing
the actual algorithm.
Let the topology of the network be represented as N = (P ,S,L), where
P is a set of ports, S is a set of switches, such that ∀si ∈ S, si ⊆ P and
∀si, sj ∈ S where i 6= j si ∩ sj = ∅. L is a set of links L = (X, Y ),
such that X, Y ⊂ P and (x, y) ∈ L if and only if there is a connection
between x and y, where x, y ∈ P . Let the physical topology be denoted
as N = (PN ,SN ,LN). Let VNN = (PV NN ,SV NN ,LV NN ) denote a virtual
network topology associated with N in a following way:
(a) ∀pi ∈ PV NN ∃pj ∈ PN , which is defined by f : PV NN −→ PN
(b) ∀si ∈ SV NN ∃!sj ∈ SN : if pn ∈ si, then f(pn) ∈ sj ∀pn ∈ si. In other
words, there exists a mapping g : SV NN −→ SN , such that g(si) = sj.
We require this mapping to be one-to-one, meaning that ∀(si, sj) ∈ SV NN
: g(si) 6= g(sj)
(c) ∀li = (xp, yq) ∈ LV NN , where xp ∈ sp, yq ∈ sq, and sp, sq ∈ SV NN ∃lj =
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(xm, yn) ∈ LN : xm ∈ g(sp) and yn ∈ g(sq). In other words, there exists
a mapping u : LV NN −→ LN , such that u(li) = lj
We can generalize this relationship in a following way:
Definition 1. An operator pif,g,u : N −→ N , such that Npi = pif,g,u(N) =
(f(PN), g(SN), u(LN)), where N,Npi ∈ N is called a topology projection op-
erator.
Definition 2. A set of all possible pif,g,u is called a projection operator space
and denoted with Π.
Definition 3. A topology V NN is called a virtualization of topology N if
∃pif,g,u ∈ Π : pif,g,u(V NN) ⊆ N . A triple (N, V NN , pif,g,u) is called a virtual-
ization instance.
Definition 4. Let N = N (P ,S,L) and P = (s0i , s1j , ..., sn+1k ) ∈ S is a
sequence of switches, such that if (smp , s
m+1
q ) ∈ P , then there must exist
l = (x, y) ∈ L, x, y ∈ P, such that x ∈ smp and y ∈ sm+1q . Then, P is
called a path of length n in N. We will denote the length of path as λ(P ), and
all possible paths for topology N as P (N).
Lemma 1. Let (N, V NN , pif,g,u) be a virtualization instance with a path
PV NN = (s
0
i , s
1
j , ..., s
n+1
k ) in V NN , λ(PpiN) = n. Then, PpiN = (g(s
0
i ), g(s
1
j), ...,
g(sn+1k )) is a path in N with λ(PpiN) = n. Note: We will call such path a pro-
jected path.
Proof. Based on the definition of a path, if (smp , s
m+1
q ) ∈ PV NN , then there
must exist l = (x, y) ∈ LV NN , x, y ∈ PV NN , such that x ∈ smp and y ∈ sm+1q .
But if (N, V NN , pif,g,u) a virtualization instance, then based on (a), (b) and
(c) u(l) = (f(x), f(y)) ∈ LN , such that f(x) ∈ g(smp ) and f(y) ∈ g(sm+1q ).
Therefore, according to Def. 4, PpiN = (g(s
0
i ), g(s
1
j), ..., g(s
n+1
k )) is indeed a
path in N with λ(PpiN) = n.
The implication of Lemma 1 is that for any path that the packet would have
traveled through a virtual topology, it will travel the same number of hops
in the corresponding underlying physical topology. This also means that
virtualized links cannot span multiple switches in the underlying physical
topology, which greatly simplifies the implementation of our framework. We
are now ready to introduce the notion of migration.
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Let A(s) ⊂ S, where s ∈ S, such that ∀si ∈ A(s) ∃l = (x, y) ∈ L :
x ∈ s, y ∈ si. In other words, A(s) is a set of all switches that s has links to.
Definition 5. Let (N, V NN , pif,g,u) be virtualization instance and ∃pif1,g1,u1 ∈
Π, such that
1. ∃!si ∈ SV NN , : g(si) 6= g1(si)
2. ∀sj : i 6= j g(sj) = g1(sj)
3. A(g1(si)) ⊇ A(g(si))
4. @sk ∈ SV NN : g(sk) = g1(si)
µ = pif1,g1,u1 is called migration operator, and (N, V NN , µ) is called migrated
virtualization instance.
Note that µ does not actually change the virtual topology, it only changes
the mapping between virtual and physical switches. Item 4 requires the
switch for migration not to be previously mapped from any of the switches
in V NN . This restriction is needed to maintain the one-to-one mapping
property introduced in (b). Let us show that the lengths of actual paths
in the physical network that the packet has to perform when traversing the
links of virtual topology are preserved by µ.
Lemma 2. Let (N, V NN , pif,g,u) be virtualization instance and (N, V NN , µ)
is a corresponding migrated virtualization instance, with µ = pif1,g1,u1. Let
Pq = (s
0
i , s
1
j , ..., s
n+1
k ) ∈ P (V NN), 0 ≤ n < |LV NN |, PpiN and PµN be projected
paths of Pq, where PpiN , PµN ∈ P (N). Then λ(Pq) = λ(PpiN) = λ(PµN) = n.
Proof. Let us first consider a trivial case when Pq ∈ P (V NN) is such that
∀si ∈ Pq g(si) = g1(si). In that case PpiN = PµN , and thus λ(PpiN) = λ(PµN).
Now let us consider the case with the path P ∗q , such that, without a loss
of generality, λ(P ∗q ) = n and there ∃ski : g(ski ) 6= g1(ski ), 0 ≤ k ≤ n. If n = 1,
then it is not possible to have this case and it becomes a trivial case explained
above, since for n = 1 g(si) = g1(si) always holds. For n ≥ 2, we can split P ∗q
into two paths: P1
∗
q = (s
0
i , s
1
j , ..., s
k−1
m ) and P2
∗
q = (s
k+1
l , s
k+2
t , ..., s
n
v ). Then,
λ(P1
∗
q) = k − 1 and λ(P2∗q) = n− k − 1. Since, ∀si ∈ P1∗q g(si) = g1(si), and
∀si ∈ P2∗q g(si) = g1(si), then λ(Ppi1∗q) = λ(Pµ1∗q) = λ(P1∗q) = k−1. Following
the same logic, λ(Ppi2
∗
q) = λ(Pµ2
∗
q) = λ(P2
∗
q) = n − k − 1. Consider now the
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switch sk ∈ P ∗q . We know that g(sk) 6= g1(sk). We also know, according
to Def. 5, that A(g1(sk)) ⊇ A(g(sk)). That means there ∃l1 = (x, y), l2 =
(x1, y1) ∈ LN , such that x ∈ g1(sk−1), y ∈ g1(sk), and x1 ∈ g1(sk), y ∈
g1(s
k+1). Therefore, there exists a path P3
∗
q = (g1(s
k−1), g1(sk), g1(sk+1)),
with λ(Pµ3
∗
q) = 2. Thus, we can construct a path Pµ
∗
q = (Pµ1
∗
q, Pµ3
∗
q, Pµ2
∗
q).
Then, λ(Pµ
∗
q) = λ(Pµ1
∗
q) + λ(Pµ3
∗
q) + λ(Pµ2
∗
q) = (k − 1) + 2 + (n− k − 1) =
n.
3.6 Migration Algorithm
We are now ready to generalize the process of migration in the following
algorithm.
Algorithm 1 uses Def. 5 of a migration operator in order to find a target
switch in a physical topology to migrate virtual switch s. On Line 2 we copy
a mapping operator from the existing one; this copy we will later update to
reflect new mappings for migrated instance. We then initialize sa with any
of the switches adjacent to s. C is a list of switches that could be target
candidates for migration. It contains all the switches adjacent to sa, not
including s, in a sorted order, according to the policy. This policy can be,
for example, a least loaded switch. The closer the switches to the head of the
sorted list, the better they fit for migration according to this policy. Following
Def. 5, a switch suitable for migration must be connected to at least all the
switches that s is connected to. Therefore, we can choose any switch that
has a link to s and iterate through all its connections. If the suitable switch
exists, it will be found among those links. As an optimization, we could sort
the list of switches adjacent to s based on the number of links, so that we
would have to iterate through fewer switches.
After null-initializing a variable that will hold an id of target switch (if one
found), we start iterating through switches in C and checking whether they
have links to every switch from A(s). Note that the switches from A(s) are
from virtual topology V NN . If such a switch is found, we save the id of the
corresponding physical switch, that we obtain through the current projection
operator pi, in st and update the migration operator, so that it reflects the
new mapping. Otherwise, we abort the migration.
The cacheTraffic() function on Line 16 forwards all traffic that flows
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Algorithm 1: Virtual Switch Migration
input: Virtualization instance (N, V NN , pif,g,u), s ∈ LV NN - a switch
to migrate, mplsId - MPLS id of the tenant which owns V NN
input: Policy P to choose among potential target switches/links
Result: New migrated virtualization instance (N, V NN , µf,g,u),
applied to the network, if migration is possible, old one
otherwise
1 begin
2 µf1,g1,u1 ←− pif,g,u;
3 sa ←− any(A(s));
4 C ←− sorted(A(sa)− s, P );
5 st ←− NULL;
6 for si ∈ C do
7 if A(si) ⊇ A(s) then
8 st ←− g(si);
9 update µf1,g1,u1 such that g1(s) = st;
10 break;
11 end
12 end
13 if st = NULL then
14 abort;
15 end
16 cacheTraffic(s,A(s),mplsId);
17 for li ∈ links(s) do
18 si ←− neighbor(s, li);
19 lj ←− findLink(g1(si), st, P );
20 if lj = NULL then
21 abort;
22 end
23 update µf1,g1,u1 such that u1(li) = lj;
24 update µf1,g1,u1 such that f1(li[0]) = lj[0];
25 update µf1,g1,u1 such that f1(li[1]) = lj[1];
26 end
27 updateF lows(s, (N, V NN , pif,g,u), µf1,g1,u1);
28 pif,g,u = µf1,g1,u1 ;
29 reinjectTraffic(s,A(s));
30 end
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through the switches involved in migration and belongs to a tenant that
owns virtual topology V NN , which is identified by MPLS tag mplsId, to a
hypervisor node for caching. This is needed to preserve consistency of the
updates. We omit the details of this function, but in our actual implemen-
tation we use the approach described in [14].
A loop on Line 17 iterates over all the links of s. Inside this loop, we try
to find a new link in physical topology N which is going to be mapped to the
existing link. A policy is used again to guide the search, e.g. the policy might
be to return links which bandwidth is least exhausted. If such target is not
found, migration is aborted. Otherwise, for every found link we update the
mapping of links and ports on lines 23 - 25.
After updating all mappings for links and ports, we have the informa-
tion needed to change the flows in the switches involved in migration. The
updateF lows() function updates the flows of these switches performing nec-
essary modifications to the ports according to new mappings. Finally, we
set the current projection operator to the value of migration operator and
re-inject the cached packets back to the network. At this point migration is
complete and the network is again functioning normally. We will now provide
more detailed description on how updateF lows() function modify the flows
based on new mappings.
3.7 Flow Update Algorithm
Here we provide our algorithm for updating flows based on the new migration
operator.
Algorithm 2 shows a simplified process for updating the OpenFlow entries
on the switches that are connected to migrated switch s. For every such
switch si, we iterate over the rules that are installed in that switch. Please
note that these rules are saved by a hypervisor node in the way that con-
trollers issued them. That means that these rules are not modified and only
contain virtual ports in them. For every rule we obtain the ports that are
mentioned in it by calling getPorts() function. If any of those ports is a
part of link that goes to s, as it’s checked on Line 5, then we must update
this rule, otherwise we should skip it because migration will not affect the
rule’s logic. For rules that must be updated, we separately handle logical
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Algorithm 2: Update Flows
input: Virtualization instance (N, V NN , pif,g,u), s ∈ LV NN - migrating
switch, mplsId - MPLS id of the tenant which owns V NN
input: RV NN - set of OpenFlow rules for virtual topology V NN
Result: Modified set of rules ready to push to physical switches
1 begin
2 for si ∈ A(s) do
3 for ri ∈ rulesForSwitch(si, RV NN ) do
4 P ←− getPorts(ri);
5 if ∃(pm, pn) ∈ LV NN : pm ∈ P, pn ∈ s then
6 updateInPort(ri, (N, V NN , pif,g,u),mplsId);
7 updateOutPort(ri, (N, V NN , pif,g,u),mplsId);
8 updateRule(ri, si);
9 end
10 end
11 end
12 end
Algorithm 3: Update in port
input: r, OpenFlow rule (flow) to modify
input: Virtualization instance (N, V NN , pif,g,u), mplsId - MPLS id of
the tenant which owns V NN
Result: Modified OpenFlow rule with required changes to in port
1 begin
2 pi ←− getInPort(r);
3 if pi 6= NULL then
4 if isEdgePort(pi, V NN) then
5 prependAction(ri, push mpls header,mplsId);
6 else
7 if isMultiplexed(pi, V NN , N) then
8 pj ←− getAdjPort(pi, V NN);
9 if pj 6= NULL then
10 addMatchF ield(r,mpls ttl, pj);
11 end
12 end
13 addMatchF ield(r,mpls label,mplsId);
14 end
15 rewritePort(r, pi, f(pi));
16 end
17 end
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Algorithm 4: Update out port
input: r, OpenFlow rule (flow) to modify
input: Virtualization instance (N, V NN , pif,g,u), mplsId - MPLS id of
the tenant which owns V NN
Result: Modified OpenFlow rule with required changes to out port
1 begin
2 po ←− getOutPort(r);
3 if po 6= NULL then
4 if isEdgePort(po, V NN) then
5 appendAction(r, pop mpls header);
6 else if isMultiplexed(po, V NN , N) then
7 appendAction(r, set mpls ttl, po);
8 end
9 rewritePort(r, po, f(po));
10 end
11 end
ingress and egress ports, because they require different modifications of the
rule. We then update the rule on the switch by calling updateRule(), that
will rewrite corresponding entry in switch si. Now let us describe the details
of rules modification for ingress and egress ports.
The rules that contain ingress port involved in migration are modified by
updateInPort() function, as shown in Algorithm 4. After verifying that pi
is indeed an ingress port in rule r, pi is checked to be an edge ingress port.
According to our virtualization mechanism, all packets that enter the net-
work must be tagged with an MPLS tag that is assigned to the virtual network
topology’s owner. The prependAction() function adds an OpenFlow action
as a first one in the list of actions specified by the controller. This ensures
that the packet will always be tagged before any processing is performed.
If pi is not an edge port, we do not have to tag any packets coming into
it since we know that it was done earlier on the edge. However, our virtu-
alization model allows multiplexing several virtual ports and links through
a projection operator onto one physical link. A controller that issues the
rules is unaware of such multiplexing and therefore we must ensure that the
packets are handled correctly if they arrive into one multiplexed port from
two different virtual ports. This is done through TTL field of MPLS tag as de-
scribed earlier. We extend a set of matching fields for every rule that involves
multiplexed ingress port with MPLS TTL field set to a virtual port number
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that pi has a link to. This port is obtained by calling getAdjPort() function.
Regardless of multiplexion, we extend matching fields set with MPLS label
that is set to mplsId to maintain separation of virtual topologies as described
earlier. Finally, we rewrite the port number with the value that pi maps to
according to pif,g,u.
Egress ports are handled in somewhat different fashion, as it is shown in
Algorithm 4. If po exists and it is an edge port, we must pop the MPLS label
to maintain transparency for network flows. If po is not an edge port, but it’s
multiplexed, we add OpenFlow action that sets MPLS TTL field to po’s value.
This ensures that whenever the packet is received on a multiplexed ingress
port on the other side of the link, it will be handled properly according to
V NN .
Note that we didn’t describe how the rules are updated on the actual
migrated switch. This is due to the fact that the process is very similar to
the above algorithms, except that every rule must be updated.
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CHAPTER 4
SYSTEM DESIGN AND
IMPLEMENTATION
We briefly describe the architecure of our hypervisor framework, its different
components, and their interactions.
4.1 Hypervisor Design
Figure 4.1 depicts the internal architecture of our hypervisor. Our design
makes no assumption about any vendor-specific management protocols that
a specific switch can be controlled with. The Control Plane Interface Module
is exposed to the control plane and responsible for managing connections and
intercepting requests from controllers. It communicates to the data plane
through the virtualization module.
The Virtualization Module is responsible for creating and managing the
virtual overlay onto the physical infrastructure. It is aware of underlying the
physical topology and accepts virtual topologies that it tries to map onto
the former one. The Virtualization Module is interfaced with the vSwitch
Migration Module that is responsible for virtual switch migration.
The Monitoring Module monitors and collects various metrics, and exposes
interfaces to access the statistics about the collected data. For example, usu-
ally user-specified policies used by vSwitch Migration Module are described
in terms of metrics that the Monitoring Module keeps track of. Therefore, the
vSwitch Migration Module subscribes to certain events from the Monitoring
Module in order to activate migration according to the policy. Additionally,
the Monitoring Module keeps track of various statistics of a hypervisor node
itself. This feature will be useful in the future when we move to distributed
architecture.
Actual communication with the switches happens through the Data Plane
Interface Module and Data Plane Management Subsystem Interface (DPMSI).
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Figure 4.1: Internal architecture of the hypervisor.
DPMSI also provides an interface so submit virtual network configurations.
The Data Plane Interface Module is used to communicate with the switches
through the OpenFlow protocol, and DPMSI exposes interfaces for various
non-OpenFlow actions, such as creating virtual instances on the switches that
support that or setting QoS policies in the queues. Both of these modules
are used by the Monitoring Module to collect various statistics.
The current implementation of our hypervisor focuses only on the imple-
mentation of the Monitoring Module and DPMSI, leaving full functionality to
future work. Our current implementation consists of over 2000 lines of C++
code. However, in order to evaluate migration feature, we prototyped re-
quired functionalities in Python, with approximately 700 lines of code. Here
we briefly describe implementation details of the components that we built
for our prototype, viz. DTMS, Virtualization Module, Data Plane Interface
Module, Control Plane Interface Module and Monitoring Module. We also
talk about some of the challenges we faced while building our prototype.
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4.2 Control Plane Interface Module
This module is a shim layer responsible for communicating with the con-
trol plane through the OpenFlow protocol. It exposes to every tenant its
own virtualized representation of the network. Whenever a controller sends
an OpenFlow message, this module will intercept it and pass it over to the
Data Plane Interface Module through the Virtualization Module, where the
message will be correspondingly modified. When these modules cannot pro-
cess the message correctly, the Control Plane Interface Module will deliver
proper error messages to the controllers. Whenever controllers join or leave
the network, the Control Plane Interface Module will communicate that to
the Virtualization Module so that the mappings can be adjusted accordingly.
4.3 Virtualization Module
The Virtualization Module exposes an interface that allows creation of virtual
topologies that consists of virtual links, ports and switches. This interface
is generic and does not make any assumptions about the actual physical
switches used in the underlay topology. The Virtualization Module is re-
sponsible for keeping track of all the mappings between virtual and physical
topologies (projection operators). The module maintains data structures
with original OpenFlow entries that controllers issue. These rules are com-
municated to the Virtualization Module from the Control Plan Interface
Module that manages connections with controllers. This module is also used
by the vSwitch Migration Module during the migration to query required
information about the topologies. The Virtualization Module is an impor-
tant part of the pipeline for rewriting OpenFlow messages in communication
channels between controllers and physical switches and provides all required
information, such as current port mappings.
4.4 Data Plane Interface Module
We use the rofl library [15] to implement our Data Plane Interface Module.
In a nutshell, the Data Plane Interface Module provides a simple implemen-
tation of an OpenFlow controller framework that connects to all the switches
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in the network. The Data Plane Interface Module plays a role of a shim layer
between the above machinery of our hypervisor and the data plane. Virtual-
ization, vSwitch Migration, and Monitoring modules all use the Data Plane
Interface Module for their various routines. For instance, the Monitoring
Module collects statistics that the OpenFlow protocol can provide through
the Data Plane Interface Module. Another example is the vSwitch Migration
Module, that uses the interfaces exposed by the Data Plane Interface Module
to install, remove, or modify the rules in physical switches.
4.5 Data Plane Management Subsystem
The DPMS is a an important component of our system as it provides an
interface to interact with configuration APIs of switches that are not the part
of OpenFlow protocol. This interface is not bound to any specific model of
the switch. This is achieved through a list of proprietary interface plugins
that implement specific communication protocols with the switches. We had
access to HPE FlexFabric 12900 Switch Series and therefore implemented and
tested a plugin that enables communication with this specific model. The
plugin translates DPMSI calls into series of Command Line Interface (CLI)
commands from the switch’s manual. It then transmits these commands over
an SSH channel.
According to the HPE 12900 Switch Series manual these switches have
support for RESTful APIs that can be used instead of the slower SSH channel
and manual command synthesizing and result parsing. Initially, we intended
to implement a plugin that uses these APIs, however, we were unable to find
their description and therefore decided to proceed with CLI over SSH. Figure
4.1 shows that DPMS can also implement general data plane management
protocols, such as OVSDB or OF-Config. We reserve the implementation of
these for the future work.
A subsystem also exposes configuration APIs through which descriptions
of virtual topologies are submitted. It communicates with the Virtualization
Module in order to notify it when it has to update its mappings.
Note that the DPMS is not used in our performance evaluation as it is
carried in the simulated environment provided by Mininet.
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4.6 Monitoring Module
This module is responsible for collecting a spectrum of statistics from both
OpenFlow switches and the communication channels between control and
data planes. These statistics can be logged for future analysis or viewed
real time, however we currently only provide logging option. The Monitor-
ing Module is used mainly for triggering migration in the network based on
different policies. The module exposes an interface for event subscription.
Subscribing components can respond to these events in real-time. This is
important in providing QoS, when a hypervisor must quickly respond to
sudden changes in dynamic load and migrate the switches around in its ef-
fort to provide better latencies and throughput, and less interference for the
tenants.
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CHAPTER 5
EVALUATION
5.1 Experimental Setup
For this evaluation, we prototyped important features required for migration
and virtualization using the Ryu framework in Python. We conducted our
experiments in an emulated software environment. We used Mininet 2.2.1
with OVS 2.4.0 (user space). We wrote our prototype in Python as a set of
applications for Ryu framework, we used Ryu 4.13. The setup was launched
under Ubuntu 14.04 ran as VirtualBox virtual machine that was run on the
box with Intel(R) Core(TM) i7-2620M CPU @ 2.70GHz with 16 GB RAM.
We used a topology described in Figure 3.3. A bandwidth of every link was
set to 1000 Mbps, even though the actual bandwidth was much smaller than
this as we show later, since emulation on CPU is fairly performance limited.
We used netperf to run network performance tests.
5.2 Evaluation Strategy
Netperf uses a client-server architecture in order to evaluate parameters of
the network. We configured it to send UDP traffic across the network to
measure throughput and latency. We used two types of workloads: steady
and bursty. For each type we had a range of traffic rates: from 0.1 Mbps
to 50 Mbps, after which the latencies increased significantly. For steady
workloads we configured netperf to generate traffic at a given rate without
any bursts, whereas for bursty traffic we used a 100 ms inter-burst interval
with increasing payload sizes to match the increasing rate. We evaluated
three different configurations
(a) Simple configuration without MPLS or migration. This is our baseline
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Figure 5.1: Mean latency for three different configurations on a range of
data rates. Steady workload. Log-Log scale.
(b) Configuration with every packet being tagged by MPLS tag and all rules
modified correspondingly in order to match this packet; in this test we
measure the overheads of using MPLS
(c) Configuration with migration triggered every 500 ms, which is likely
much more often than it would happen in reality
We configured netperf to run all tests until it achieved 95% confidence with
confidence interval of 5%.
5.3 Results
Figure 5.1 demonstrates that for all three scenarios mean latency is very
similar. Almost for all cases, as expected, migration performs the worst, due
to the forwarding packets to the controller with later re-injections, except for
0.1 and 50 Mbps. To understand the reasons for this unusual behavior we
measured the number of cached packets and noticed that for 0.1 Mbps, even
when migration happens every 500 ms, is almost always zero, and therefore
the latency should not increase. For 50 Mbps all experiments show very
similar performance, and this is due to the fact that, at that rate, all latencies
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Figure 5.2: Mean latency for three different configurations on a range of
data rates. Bursty workload. Log-Log scale.
significantly increase because of saturation, and from that point all other
factors are dwarfed by this increase.
For the case of bursty workloads, which is demonstrated by Figure 5.2, we
observe similar behavior, with latencies being within similar ranges. There is
however a prominent drop in latencies for 10 Mbps, that is not observed in a
steady workload. We ran this experiment several times and always observed
this anomaly. Potential explanation might be that this specific workload
pattern benefits the most from optimizations, such as cache locality, however
it is hard to determine the reason for certain. Further evaluation on isolated
hardware is required to clarify this anomaly.
Data Rate Baseline MPLS Migration
0.1 0.1 0.1 0.1
1 1 1 1
10 10 10 10
50 49.99 49.99 49.92
Table 5.1: Throughput for three scenarios, Mbps. Steady workload.
Tables 5.1 and 5.2 show that, in all cases, maximum throughput was
achieved before reaching the limits of software emulation. Throughput slightly
degrades near 50 Mbps, and experiment with migration shows the worst re-
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Data Rate Baseline MPLS Migration
0.1 0.1 0.1 0.1
1 1 1 1
10 10 10 9.99
50 49.99 49.99 49.94
Table 5.2: Throughput for three scenarios, Mbps. Bursty workload.
sults, however they are still very close to the baseline. This outcome for
migration is expected as the throughput is determined by how fast the hy-
pervisor caches and re-injects the packets. As a part of future work, we
plan to work on improving this parameter, potentially by making a hypervi-
sor distributed across a cluster of nodes and balancing the forwarded traffic
between them.
Results, presented above, demonstrate that our approach for migration is
feasible. Even when with migration triggered every 500 ms, performance
degradation is negligible. However, due to the anomalies in the results we
plan to perform hardware-based evaluation upon availability of switches with
full support of MPLS.
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CHAPTER 6
DISCUSSION
Our hypervisor is in a stage of active development and therefore lacking
many useful features that are essential for production use. One of the major
limitations of our current design is that we restrict the number of available
OpenFlow tables to just one. We opted to prohibit usage of multiple tables
for the sake of simplicity in order to be able to quickly build and evaluate a
prototype.
Another significant limitation is the inability of tenants to use their own
MPLS labels. Aside from fundamental lack of support of MPLS in many hard-
ware and even software switches, which is out of scope of this work, the
problem can be solved by introducing hidden terminating OpenFlow tables
in processing pipeline. The actions in these tables will ensure that the MPLS
label set by a hypervisor is always the outermost in the packet when it is on
the wire.
Our virtualization model currently assumes topology-preserving properties
that make it much easier to implement migration. We are working on extend-
ing the model to support more flexible virtualization semantics, e.g. allowing
the links to transparently span multiple switches. This significantly complex-
ifies the model and implementation, it however increases the search space for
migration targets as well as, most likely, improves utilization through more
efficient multiplexion of links.
We only evaluated our prototype in an emulated software environment.
This approach introduces a lot of noise into results, due to a spectrum of
factors, such as the underlying OS scheduler, hypervisor scheduler, cache
locality, interference, etc. Our initial goal was to perform all evaluations
using our lab equipment, however, due to the very limited amount of switches
that support the features we require, we were unable to build the topologies
of interest. We reserve evaluation using state-of-the-art hardware with full
support of MPLS as future work.
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CHAPTER 7
CONCLUSION
In this work, we investigated the problem of building an agile hypervisor for
Software Defined Networks. We discussed the benefits of a virtualized net-
working environment, defined our requirements for SDN virtualization, and
introduced a formal model that satisfies these requirements. Using our formal
model, we developed an efficient and simple algorithm for transparent mi-
gration of virtual switches. Based on existing technologies, we identified and
described the mechanisms for implementing abstractions introduced in the
model. We then described the design and implementation of our hypervisor.
We evaluated mechanisms for migration, a critical part of our hypervisor, and
showed that there is no observable performance degradation, possibly masked
by high levels of noise in our emulated networking environment. Finally, we
discussed limitations of our work and identified future directions.
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