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THE VECTOR FIELD PROBLEM FOR HOMOGENEOUS SPACES
PARAMESWARAN SANKARAN
Dedicated to Professor Peter Zvengrowski with admiration and respect.
Abstract. Let M be a smooth connected manifold of dimension n ≥ 1. A vector field
on M is an association p→ v(p) of a tangent vector v(p) ∈ TpM for each p ∈ M which
varies continuously with p. In more technical language it is a (continuous) cross-section of
the tangent bundle τ(M). The vector field problem asks: Given M , what is the largest
possible number r such that there exist vector fields v1, . . . , vr which are everywhere
linearly independent, that is, v1(x), . . . , vr(x) ∈ TxM are linearly independent for every
x ∈ M . The number r is called the span of M , written span(M). It is clear that
0 ≤ span(M) ≤ dim(M). The vector field problem is an important and classical problem
in differential topology. In this survey we shall consider the vector field problem focussing
mainly on the class of compact homogeneous spaces.
1. Introduction
Let M be a smooth connected manifold of dimension n ≥ 1. All manifolds we consider
will be assumed to be paracompact and Hausdorff. If p ∈M , the tangent space to M at
p will be denoted TpM . We denote the tangent bundle of M by τM and its total space⋃
p∈M TpM by TM . The projection of the bundle is denoted pi : TM →M ; thus pi maps
TpM to p.
A vector field v on M is an assignment p 7→ v(p) ∈ TpM of a tangent vector at p for
each p ∈ M which varies continuously with p; thus v : M → TM is continuous and
pi ◦ v = idM . In other words, v is a continuous cross-section of the tangent bundle.
We are concerned with the following problem:
The vector field problem: Let M be a smooth manifold. Determine the maximum
number r of everywhere linearly independent vector fields on M . Thus r is the largest
non-negative integer—denoted span(M)— such that there exist (continuous) vector fields
v1, . . . , vr onM such that v1(p), . . . , vr(p) ∈ TpM are linearly independent for every p ∈M .
It turns out that, in the vector field problem, if we require the vector fields to be
smooth, then the resulting number r is unaltered. This is a consequence of the basic fact
that the space of all smooth functions on a (smooth) manifold is dense in the space of all
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2 P. SANKARAN
continuous functions. So, we may work with smooth vector fields throughout. Observe
that 0 ≤ span(M) ≤ dimM .
In this largely expository article, we address the above problem for an important class
of manifolds, namely, homogeneous spaces. After discussing some basic examples, we
consider the problem for the spheres Sn−1 whose solution at various stages brought along
with it many new ideas and developments in algebraic topology. Next we survey general
results which are applicable to any compact connected smooth manifolds starting with
Hopf’s theorem, criterion for existence of a 2-field, the result of Bredon and Kosin´ski
and of Thomas on the possible span of a stably parallelizable manifold, Koschorke’s
results on when span and stable span are equal, etc. In §2, we consider the vector field
problem for homogeneous spaces for a compact connected Lie group. After elucidating
the general results, mainly due to Singhof and Wemmer, for simply connected compact
homogeneous spaces, we consider certain special classes of homogeneous spaces (which
are not necessarily simply connected) including projective Stiefel manifolds, Grassmann
manifolds, flag manifolds, etc. The only new result in this section is Theorem 2.7, due
to Sankaran. In §3, we consider homogeneous spaces for non-compact Lie groups. More
precisely, we consider the class of solvmanifolds and compact locally symmetric spaces
Γ\G/K where G is a real semisimple linear Lie group without compact factors, K a
maximal compact subgroup of G and Γ a uniform lattice in G. Theorems 3.3, 3.4 and 3.6
are due to Sankaran (unpublished).
There are already at least two survey articles on the vector field problem. The paper
by E. Thomas [88], published in 1968, gives lower bounds for span in a general setup,
whereas the main focus of the paper by J. Korbasˇ and P. Zvengrowski [47], published in
1994, was mostly on flag manifolds and projective Stiefel manifolds. See also [48], [44,
S4]. While certain amount of overlap with these papers is unavoidable, the present survey
emphasises the vector field problem for homogeneous spaces.
It seems that, in spite of much activity in this area, the determination of span of many
families of homogeneous spaces (such as real Grassmann manifolds) remains a wide open
problem. I hope it would be useful to young researchers and new entrants to the field.
1.1. First examples. We begin by giving some basic examples of vector fields on mani-
folds.
If M is an open subspace of Rn then span(M) = dim(M) = n. To see this, let
x1, . . . , xn : M → R be the usual coordinate functions on Rn restricted to M . Then
vj(p) :=
∂
∂xj
|p, 1 ≤ j ≤ n are linearly independent tangent vectors to M at p ∈M .
Example 1.1. (i) Let M = S1. Then S1 3 (x, y) 7→ −y ∂
∂x
+ x ∂
∂y
∈ T(x,y)S1 is a (smooth)
tangent vector field on S1. So span(S1) = 1 = dimS1.
(ii) Consider the n-dimensional sphere Sn consisting of unit vectors in the Euclidean
space Rn+1. We regard the tangent space to Sn at any point x = (x0, · · · , xn) as the
vector subspace {x}⊥ ⊂ Rn+1. When n = 3, we may regard R4 as the division algebra
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of quaternions over R, generated by i, j where i2 = −1 = j2, k := ij = −ji. The sphere
S3 is the space of unit quaternions. Multiplication (on the left) by the quaternion units
i, j, k yields vector fields v1, v2, v3 on S3:
v1(q) = (−q1, q0,−q3, q2) = iq, v2(q) = (−q2, q3, q0,−q1) = jq, v3(q) = (−q3,−q2, q1, q0) = kq.
for q = q0 + q1i+ q2j + q3k = (q0, q1, q2, q3) ∈ S3. Then it is readily checked that vr(q) ⊥
q, r = 1, 2, 3, so that vj are indeed vector fields on S3. Moreover, vr(q) ⊥ vs(q), r 6= s,
and ||vr(q)|| = 1 for all q ∈ S3. Thus v1, v2, v3 are everywhere linearly independent vector
fields on S3 and we conclude that span(S3) = 3 = dimS3.
Using the multiplication in the octonions, one can write down explicitly seven every-
where linearly independent vector fields on S7, as we shall now explain. The algebra of
octonions, denoted O ∼= R8, was first discovered by Graves and shortly thereafter inde-
pendently by Cayley and is also known as the Cayley algebra. The algebra O ∼= R8 is a
non-commutative, non-associative division algebra generated over R by ei, 1 ≤ i ≤ 7, with
multiplication defined by eiei+1 = ei+3, ei+1ei+3 = ei, ei+3ei = ei+1, e
2
i = −1, eiej = −ejei
for 1 ≤ i 6= j ≤ 7 where the indices are read mod 7. Denote by e0 the multiplicative
identity 1 ∈ R ⊂ O. Multiplication by ej preserves the Euclidean norm on O where the
standard inner product is understood to be with respect to the basis ej, 0 ≤ j ≤ 7. (To
see this, we need only observe that left multiplication by ej permutes the basis elements
up to a sign ±1.)
Now define vj : S7 → S7 by vj(x) = ej ·x, 0 ≤ i ≤ 7. Then v0(x) = x, ||vj(x)|| = ||x|| = 1
and by straightforward verification vi(x) ⊥ vj(x), 0 ≤ i < j ≤ 7, for all x ∈ O. Thus
vj, 1 ≤ j ≤ 7, are vector fields on S7 which are everywhere linearly independent. Thus
span(S7) = 7.
(iii) Suppose that G is a Lie group and let v ∈ TeG, where e denotes the identity
element. Then we obtain a vector field, again denoted v on G by setting v(g) := Tλg(v) ∈
TgG where λg : G → G is the left multiplication by g, sending x to gx. Note that
Tλh(v(g)) = Tλh ◦ Tλg(v) = T (λh ◦ λg)(v) = Tλhg(v) = v(hg). Thus v is a left-invariant
vector field on G. Conversely, every left-invariant vector field on G is determined by its
value at the identity. Thus TeG is identified with the vector space of all left vector fields
on G. If v1, . . . , vn form a basis for TeG, then the left invariant vector fields v1, . . . , vn are
everywhere linearly independent. In particular span(G) = dimG.
The Lie bracket of two left invariant vector fields is again left invariant, making TeG a
Lie algebra; it is the Lie algebra of G and is denoted g.
(iv) The above example can be generalized to principal G-bundles as we shall now
explain. Let pi : P → M be the projection of a smooth principal bundle over a smooth
manifold M with fibre and structure group a Lie group G. Let v ∈ g and let p ∈ P .
Identifying G with the orbit Gp ⊂ P through p, we obtain a tangent vector v˜q ∈ TqP that
corresponds to vg where g.p = q ∈ Gp ⊂ P . Since v is a left invariant vector field, and
since the G action on P corresponds to left multiplication in the Lie group G, v˜q does
not depend on the choice of p and so yields a vector field v˜ on P . A choice of a basis
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v1, · · · , vn for g yields everywhere linearly independent vector fields v˜1, . . . , v˜n. So we see
that span(P ) ≥ dim(G).
(v) Suppose that p : M → N is a covering projection where M,N are smooth manifolds
and p is smooth. Let Γ be the deck transformation group (which acts on the left of M).
Then action of Γ on M is via diffeomorphisms and so we have an induced action of Γ on
TM : if γ ∈ Γ and e ∈ TxM then γ(e) := Tγx(e) ∈ Tγ.xM . We shall write γ∗e instead
of Txγ(e). Also if x ∈ M , then Tpx : TxM → Tp(x)N is an isomorphism of vector spaces.
Since p = p ◦ γ for any γ ∈ Γ, Tpx(e) = Tpγ.x(γ∗e). Therefore the tangent vector at
Tpx(e) ∈ Tp(x)N may be identified with the set [x, e] := {(γ.x, γ∗(e)) | γ ∈ Γ}. If v is a
smooth vector field on N , then we can ‘lift’ it to a smooth vector field v˜ on M defined by
p∗(v˜(x)) = v(p(x)) where we have written p∗ for Tp. If v1, . . . , vk is a k-field on N , then
so is v˜1, . . . , v˜k. Hence span(M) ≥ span(N).
We observe that the vector field v˜, obtained as a lift of a vector field v on N , is Γ-
invariant, that is, v˜γ(x) = γ∗(v˜(x)) for all γ ∈ Γ. Conversely, if u is a Γ-invariant vector
field on M it is the lift of a unique vector field v on N .
Definition 1.2. We say that a manifold M is parallelizable if span(M) = dim(M).
We have seen already that any Lie group is parallelizable as also the spheres S1,S3,S7.
Bott and Milnor [17] and independently Kervaire [39] showed that these are the only
parallelizable spheres (besides S0).
1.2. Span of spheres and projective spaces. Radon [62] and Hurwitz [36] indepen-
dently obtained the following algebraic result which yields a lower bound for the span of
spheres.
A bilinear map µ : Rk × Rn → Rn is called an orthogonal multiplication if ||µ(u, v)|| =
||u||.||v|| for all u ∈ Rk, v ∈ Rn. Given an orthogonal multiplication µ and an orthogonal
transformation φ of Rn we see that the bilinear map φ ◦ µ is again an orthogonal mul-
tiplication. Also if u ∈ Rk is a unit vector, then µu : Rn → Rn defined as v 7→ µ(u, v)
is an orthogonal transformation. Using these observations, one may normalize µ so that
µ(e1, y) = y, ∀y ∈ Rn. The proposition below relates the existence of an orthogonal
multiplication to the span of Sn−1.
Proposition 1.3. If there exists an orthogonal multiplication µ : Rk × Rn → Rn, then
span(Sn−1) ≥ k − 1.
Proof. Without loss of generality we assume that µ(e1, y) = y ∀y ∈ Rn. Let x ∈ Rk
be a unit vector and let µx(y) = µ(x, y). As observed already, µx is an orthogonal
operator. Wring µi for µei , 1 ≤ i ≤ k, we claim that if y 6= 0, then µi(y), 1 ≤ i ≤ k,
are linearly independent. Let, if possible,
∑
aiµi(y) = 0 with some ai 6= 0. Multiplying
by a scalar if necessary, we assume without loss of generality that
∑
1≤i≤k a
2
i = 1 so that
a :=
∑
1≤i≤k aiei is a unit vector. Hence 0 =
∑
aiµi(y) = µa(y) implies that y = 0 as µa
is an orthogonal transformation. This establishes our claim.
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Next we claim that for any non-zero v ∈ Rn, µi(v) ⊥ µj(v) whenever i 6= j. Set
a := ei + ej ∈ Rk. Then, using bilinearity, for 2||v||2 = ||µ(a, v)||2 = ||µi(v) + µj(v)||2 =
||µi(v)||2 + ||µj(v)||2 + 2〈µi(v), µj(v)〉. Since ||µi(v)|| = ||µj(v)|| = ||v||, we see that
µi(v) ⊥ µj(v).
Since µ1 = id, we have shown that the v 7→ µj(v) are vector fields on Sn−1 which are
everywhere linearly independent. Hence span(Sn−1) ≥ k − 1. 
When µ1 = id, it is not difficult to show that the µi = µei , 2 ≤ i ≤ k, are skew
symmetric orthogonal transformations of Rn so that µ2i = −id, and moreover they satisfy
the relations µiµj = −µjµi, i 6= j, 2 ≤ i, j ≤ k. Conversely, if there exist skew symmetric
orthogonal transformations µi, 2 ≤ i ≤ k, satisfying the above relations, then there exists
an orthogonal multiplication µ : Rk × Rn → Rn such that µi = µei , i ≥ 2, with µe1 = id.
The transformations µ2, . . . , µk are known as the Radon-Hurwitz transformations.
A well-known and classical theorem of Hurwitz and Radon gives the maximum value
of k as in the above proposition for any given n. Write n = 24a+b × (2c + 1) where
0 ≤ b ≤ 3, a ≥ 0, c ≥ 0 are integers. Then the maximum value of k as in the above
proposition is k = ρ(n) where ρ(n) = 8a + 2b, the Radon-Hurwitz number of n. See also
Eckmann [23].
Theorem 1.4. (Radon [62], Hurwitz [36]) Let n ≥ 2 and let ρ(n) denote the Radon-
Hurwitz number defined above. Then span(Sn−1) ≥ ρ(n)− 1.
We now state the celebrated theorem of Adams who showed that the Radon-Hurwitz
lower bound is also the upper bound, thereby determining the span of the spheres.
Theorem 1.5. (Adams [1]) Let n ≥ 2. Then span(Sn−1) = ρ(n)− 1. 
The proof of this theorem uses K-theory and Adams operations and is beyond the scope
of these notes. The reader may refer to Husemoller’s book [35] for a complete proof.
Note that with notations as in the proof of Proposition 1.3, the vector fields µj on the
sphere Sn−1 are odd, that is, µj(−v) = −µj(v), ∀v ∈ Sn−1. Since Sn−1 → RP n−1 is a
covering projection with deck transformation group Z2 generated by the antipodal map,
we see that the µj define vector fields µ¯j on the quotient space Sn−1/Z2 = RP n−1 the
(n− 1)-dimensional real projective space. (See Example 1.1 (v).) Thus we have the lower
bound span(RP n−1) ≥ ρ(n) − 1. On the other hand, span(Sn−1) ≥ span(RP n−1) again
by the same Example. Hence Adams’ theorem yields the following.
Corollary 1.6. span(RP n−1) = ρ(n)− 1. 
We will see that the Radon-Hurwitz number arises as the lower bound for span of
certain other homogeneous spaces as well.
1.3. Span and characteristic classes. The determination of the span of a manifold
is in general a difficult problem. However, techniques and tools of algebraic topology
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have been successfully applied to obtain invariants (or obstructions) whose vanishing (or
non-vanishing) would lead to lower (or upper) bounds for the span. It is generally the
case that obtaining lower bound for span is much harder than finding invariants whose
non-vanishing leads to upper bounds. The following result which gives a necessary and
sufficient condition for span to be at least one is due to Hopf.
Theorem 1.7. (H. Hopf [34]) Let M be a compact connected smooth manifold. Then
span(M) ≥ 1 if and only if the Euler-Poincare´ characteristic χ(M) of M is zero. 
We merely give an outline of the proof.
First one shows that M admits a smooth vector field v which has only finitely many
singularities—points where v vanishes. In fact, put a Riemannian metric on M . Then
grad(f), the gradient vector field associated to a Morse function f : M → R, has only
finitely many singularities. To each singular point p ∈M one associates an integer called
the index of v at p and denoted indexp(v) obtained as follows. Choose a coordinate chart
(U, φ) around p such that vx 6= 0 ∀x ∈ U \ {p}. Take a small sphere S ∼= Sd−1 contained
in U centred at p where d = dimM . Then φ induces an orientation on U and hence on S
from the standard orientation on φ(U) ⊂ Rd. The degree of the map S → Sd−1 defined
as x 7→ vx/||vx|| is defined to be the index of v at p. Set index(v) :=
∑
p indexp(v) (where
the sum is over the (finite) set of all singular points of v); it is understood that if v has no
singularities, the index(v) is zero. It turns out that index(v) is independent of the choice
of the vector field v.
When f is a Morse function on M , the singularities of grad(f) are precisely the critical
points of f and, moreover, the index of grad(f) at a critical point p is either +1 or −1
depending on the parity of the index of the function f at p. (See [57].) Therefore we
see that index(grad(f)) equals
∑
0≤q≤d(−1)qcq where cq is the number of q-dimensional
cells in the CW structure on M obtained from the Morse function f . As is well-known∑
(−1)qcq = χ(M).
Denote by pid−1Sd−1 = Z the local coefficient system associated to the unit tangent
bundle S(τM) → M . If M is orientable it is the constant coefficient system Z; other-
wise it is given by the homomorphism pi1(M) → Aut(Z) ∼= Z2 with kernel the index 2
subgroup corresponding to the orientation double cover of M . In any case one has the
Poincare´ duality isomorphism Hd(M ;Z) ∼= H0(M ;Z) = Z. The obstruction to the exis-
tence of a cross-section of S(τM) → M is the Euler class e(M) ∈ Hd(M ;Z). The class
e(M) corresponds, under Poincare´ duality, to the index of a vector field v on M with
isolated singularities. Since index(v) = χ(M), vanishing of χ(M) implies the existence of
a nowhere vanishing vector field. We refer the reader to [82], [59], [58] for further details.
When dimM = d is odd, the Euler-Poincare´ characteristic of M vanishes (by Poincare´
duality) and so we have
Corollary 1.8. Suppose that dim(M) is odd. Then span(M) ≥ 1. 
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The notion of span extends in a natural way to any vector bundle over an arbitrary
topological space. The span of a real vector bundle ξ over X with projection p : E(ξ)→ X
is the maximum number r, denoted span(ξ), such that there exist everywhere linearly
independent cross sections s1, . . . , sr : X → E(ξ). The number rank(ξ)− span(ξ) is called
the geometric dimension of ξ. Note that 0 ≤ span(ξ) ≤ d where d denotes the rank of ξ.
If X is a d-dimensional CW-complex (where d is finite) or has the homotopy type
of such a space, and if ξ is a real vector bundle over X such that rank(ξ) ≥ d, then
span(ξ) ≥ rank(ξ)−d; also the geometric dimension of ξ⊕k is independent of the choice
of k ≥ 1. See [35]. Here, and in what follows,  denotes a trivial line bundle and kη
denotes the k-fold Whitney sum η ⊕ · · · ⊕ η of η with itself. The notion of stable span of
a manifold is defined as follows:
Definition 1.9. Let M be a connected smooth manifold. The stable span of M , denoted
span0(M), is defined to be the largest integer r such that τM ⊕ k = η ⊕ (k + r) where
k ≥ 1. We say that M is stably trivial if τM ⊕ k is trivial for some k ≥ 1.
In view of the observation preceding the definition, we may take always k = 1 to obtain
span0(M). In particular M is stably trivial if and only if τM ⊕  is trivial. Stably
parallelizable manifolds are also known as pi-manifolds.
We shall assume familiarity with the definitions and properties of characteristic classes
associated to vector bundles such as Stiefel-Whitney classes, Pontrjagin classes, etc. The
standard reference for these is the book by Milnor and Stasheff [59].
The Stiefel-Whitney classes of a smooth manifold M , denoted wj(M) ∈ Hj(M ;Z2), are
by definition, the Stiefel-Whitney classes wj(τM) of the tangent bundle of M . Similar
convention holds for Pontrjagin classes. It turns out that the Stiefel-Whitney classes of
a compact connected smooth manifold are independent of the smoothness structure and
depend only on the underlying topological manifold. This is because the total Stiefel-
Whitney class w(M) =
∑
wj(M) ofM can be described purely in terms of the cohomology
algebra H∗(M ;Z2) and the action of the Steenrod algebra A2 on it. So wj(M) are even
homotopy invariants; see [59, Ch. 11]. In contrast, it is known that the Pontrjagin
classes are not homotopy invariants. (Note the Stiefel-Whitney classes are not homotopy
invariants when the manifold is not compact. For example, w1(M) 6= 0 when M is the
Mo¨bius strip as it is not orientable whereas the cylinder S1 × R is parallelizable and so
w1(S1 × R) = 0.)
Recall that Stiefel-Whitney classes are ‘stable’ classes: wj(ξ ⊕ r) = wj(ξ) for all
j ≥ 0, ∀r ≥ 1, and that wk(ξ) = 0 if k > rank(ξ) for any vector bundle ξ. It follows that,
span0(M) ≤ r if wd−r(M) 6= 0 for some r ≥ 0. Likewise, the Pontrjagin classes pj(ξ) are
also stable classes, and, pj(ξ) = 0 if j > rank(ξ). So the non-vanishing of pj(M) implies
that span0(M) ≤ dimM − j.
All spheres are stably parallelizable and so span0(Sn) = span(Sn) if and only if n =
1, 3, 7. On the other hand we have the following result, which is a special case of a more
general result due to James and Thomas [37].
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Theorem 1.10. (Cf. [37, Corollary 1.10]) For any n ≥ 1, span0(RP n) = span(RP n).
Proof. If n is even, the Stiefel-Whitney class wn(RP n) 6= 0 which shows that the stable
span of RP n vanishes. Also, trivially, the statement is valid if n = 1, 3, 7.
So assume that n is odd and that n 6= 1, 3, 7. James and Thomas [37] have shown that,
for such an n, if η is an n-plane bundle such that η ⊕  ∼= (n+ 1)ξ ∼= τRP n ⊕ , then η is
isomorphic to τRP n. This readily implies that the geometric dimension of τRP n and of
τRP n ⊕  are equal—equivalently span0(RPm) = span(RP n). 
Definition 1.11. Let M be a closed connected orientable manifold of dimension n where
n = 2m+ 1 is odd. The Kervaire mod 2 semi-characteristic of M is defined as χˆ2(M) :=∑
0≤j≤m dimZ2 H
2j(M ;Z2) mod 2. Likewise the Kervaire real semi-characteristic of M is
defined as κ(M) =:
∑
0≤j≤m b2j(M) mod 2 where bk(M) denotes the k-th Betti number
of M .
Suppose that M is not orientable but satisfies the weaker condition that w1(M)
2 = 0.
Assume that n ≡ 1 mod 4. Atiyah and Dupont [5] defined the twisted Kervaire semi-
characteristic, denoted RL(M), using cohomology with coefficient in a local system L of
the field of complex numbers. One may view L as the complex line bundle associated
to a covering projection M˜ → M with deck transformation group Z4. (Thus the total
space of L is M˜ ×Z4 C where the action of Z4 on C is generated by multiplication by
i ∈ S1.) Such a cover corresponds to a homomorphism pi1(M) → Z4 or equivalently an
element u ∈ H1(M ;Z4). The element u is chosen so that w1(M) = u mod 2. Such an
element exists since w1(M)
2 = 0. The cohomology H∗(M ;L), which is the same as the
de Rham cohomology with coefficients in L, admits a non-degenerate Poincare´ pairing
Hn−p(M ;L) × Hp(M ;L) → Hn(M ; Ωn ⊗ C) ∼= C in view of the isomorphism L ⊗ L ∼=
Ωn ⊗ C. (Here Ωn is the determinant of the cotangent bundle of M .) The twisted semi-
characteristic is defined as RL(M) = (1/2)(
∑
0≤k≤n dimC(H
k(M ;L))) mod 2. When
w1(M) = 0, that is, when M is orientable, then L and Ω
n are trivial and we have
RL = κ(M).
We now state a result which gives necessary and sufficient conditions for the span to be
at least 2 (under mild restrictions on the manifold), similar in spirit to Hopf’s theorem 1.7.
We refer the reader to [47] and [88, §2] for a detailed discussion and relevant references.
Recall that the signature σ(M) of a compact connected oriented manifold of dimension
4m is the signature of the symmetric bilinear pairing H2m(M ;R) × H2m(M ;R) → R
given by (α, β) 7→ 〈α ∪ β, µM〉 where µM ∈ H4m(M ;Z) ↪→ H4m(M ;R) ∼= R denotes the
fundamental class of M .
Theorem 1.12. (See [88, §2]) Suppose that M is a compact connected oriented smooth
manifold of dimension d ≥ 5. Then span(M) ≥ 2 if and only if one of the following holds
(depending on the value of d mod 4):
(a) d ≡ 1 mod 4 and wd−1(M) = 0, κ(M) = 0;
(b) d ≡ 2 mod 4 and χ(M) = 0;
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(c) d ≡ 3 mod 4;
(d) d ≡ 0 mod 4, and χ(M) = 0, σ(M) ≡ 0 mod 4.
We shall now explain the approach of Koschorke [50] who regarded a sequence of r vector
fields on M as a vector bundle homomorphism r → τM and constructed obstruction
classes ωr which live in the normal bordism group Ωr−1(RP r−1 ×M ;φM) for a suitable
virtual vector bundle φM = φ
+ − φ− over RP r−1 ×M .
Let r < n/2 and let X = X1, . . . , Xr be a sequence of vector fields on a smooth
manifold M . 1 A point p ∈ M is a singularity of X if X1,p, . . . , Xr,p ∈ TpM is lin-
early dependent. Denote by S = S(X) the singularity set, that is, S := {p ∈ M |
X1,p, . . . , Xr,p is linearly dependent}. We say thatX is non-degenerate if the following con-
ditions hold: (a) ∀p ∈ S, the vectors X1,p, . . . , Xr,p span a subspace of TpM of dimension
r−1, (b) S is a compact smooth submanifold of M of dimension (r−1), (c) the map M 3
p 7→ (X1,p, . . . , Xr,p) ∈ E(rτM) is transverse to the (closed) subspace Dr−1 := ∪p∈MDr−1p
where Dr−1p = {(u1, . . . , ur) | uj ∈ TpM, 1 ≤ j ≤ r, span a linear space of dimension ≤
r − 1}. It turns out that when 2r < n, there always exists a non-degenerate sequence X.
Note that S meets Dr−1 along the submanifold Ar−1 = Dr−1\Dr−2 of M . Non-degeneracy
guarantees a well-defined embedding g : S → RP r−1×M obtained as p 7→ ([a1, . . . , ar], p)
where
∑
ajXj,p = 0 where not all aj are zero. Consider the virtual bundle φM := φ
+−φ−
over RP r−1 ×M where φ+ = ξ ⊗ τM, φ− = rξ ⊕ τM . (Here ξ denotes the Hopf bundle
over the projective space RP r−1.) Then g∗(φM) is a stable normal bundle over S; more
precisely, there is a vector bundle isomorphism g¯ : s ⊕ τS ⊕ g∗(φ+) ∼= t ⊕ g∗(φ−)
that covers g where φM = φ
+ − φ−. This leads to a well-defined obstruction class
ωr(M) := [S, g, g¯] ∈ Ωr−1(RP r−1×M,φM) in the normal bordism ring Ω∗(RP r−1×M,φM).
(If S is empty, it is understood that [S, g, g¯] = 0.) The element ωr(M) is independent of
the choice of X. Koschorke [50, Theorem 13.3] showed that spanM ≥ r if and only if
ωr(M) = 0. We point out some important applications to span and stable span.
The theorem below gives criterion for span to be at least 3. Koschorke considers all
values of dimM ≥ 7, but we confine ourselves to the case when dimM ≡ 2 mod 4.
Theorem 1.13. (U. Koschorke [50, §14]) Let M be a d-dimensional manifold where d ≥
10. Suppose that χ(M) = 0, wd−2(M) = 0 and that d ≡ 2 mod 4. Then span(M) ≥ 3.
Theorem 1.14. (U. Koschorke [50, §20], V. Eagle [22].) Let M be a smooth compact
connected manifold of dimension d.
(a) If d ≡ 0 mod 2, and χ(M) = 0, then span0(M) = span(M).
(b) If d ≡ 1 mod 4 and if w1(M)2 = 0, then span0(M) = span(M) if the twisted Kervaire
semi-characteristic RL(M) vanishes; if RL 6= 0, then span(M) = 1.
(c) If d ≡ 3 mod 8 and w1(M) = w2(M) = 0, then span0(M) = span(M) if χˆ2(M) = 0;
if χˆ2(M) 6= 0, then span(M) = 3.
1Such a sequence is referred to as an r-field in [50], but in the literature it is also often used to mean
one which is everywhere linearly independent. So we avoid this terminology altogether.
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Koschorke had noted that the above results were obtained by Eagle in his PhD thesis
using entirely different methods.
We now state without proof the following theorem which determines the span of a
stably parallelizable but non-parallelizable manifold.
Theorem 1.15. (G. Bredon and A. Kosin´ski [19], E. Thomas [86]) Let M be a compact
connected manifold of dimension d. Suppose that M is stably parallelizable. Then either
M is parallelizable or span(M) = span(Sd) = ρ(d + 1) − 1. If d is odd and d /∈ {1, 3, 7},
then M is parallelizable if and only if the Kervaire semi-characteristic χˆ2(M) = 0. If d
is even, M is parallelizable if and only if χ(M) = 0. 
Note that Sd is parallelizable when d = 1, 3, 7 although χˆ2(Sd) 6= 0.
Remark 1.16. In view of Theorems 1.15 and 1.14, it is important to have criteria for the
vanishing of the Kervaire semicharacteristics χˆ2(M) and κ(M) of a compact connected
orientable smooth manifold M of dimension d = 2m + 1. Note that the orientability
assumption implies that the twisted semicharacteristic RL(M) equals κ(M). Lusztig,
Milnor and Peterson [55] showed that χˆ2(M)− κ(M) equals the Stiefel-Whitney number
w2wd−2[M ] ∈ Z2. In particular κ(M) = χˆ2(M) if M is a spin manifold or if M is null-
cobordant. Stong [84] proved that if M admits a free smooth Z2 × Z2-action on M , then
χˆ2(M) = 0.
We shall now give several examples, starting from elementary ones.
Example 1.17. (i) Let S be a compact orientable connected surface of genus g. Its
Euler-Poincare´ characteristic is χ(S) = 2− 2g. Thus when g 6= 1, span of S equals zero.
When g = 1, S equals the torus S1 × S1 which is parallelizable. When g = 0, the surface
S = S2. Fix an imbedding j : S → R3 and denote by ν the normal bundle (over S) with
respect to j. Then we obtain that 3 = j∗(τR3) = τS ⊕ ν. Since S is orientable, the
normal bundle ν is trivial and we conclude that S is stably parallelizable.
(ii) Suppose that M is a non-orientable surface. Then it has an orientable double
covering p : S → M . One has χ(M) = (1/2)χ(S). It follows that span(M) = 0 except
when S is a torus S1 × S1. When S is a torus, M is the Klein bottle and we have
χ(M) = 0. By Hopf’s theorem 1.7, we have span(M) ≥ 1. Since M is not orientable,
span(M) < dim(M) = 2 and hence span(M) = 1. Since M is non-orientable, it is not
stably parallelizable.
(iii) Any orientable compact connected manifold M of dimension 3 is parallelizable.
This was first observed by Stiefel. The proof involves obstruction theory and uses the fact
that pi2(SO(3)) = pi2(RP 3) = 0. See [59, Problem 12-B].
(iv) Let M = S × S1, where S is a non-orientable surface. Then M is non-orientable
and hence not parallelizable. So 1 ≤ span(M) ≤ 2. If S = K, the Klein bottle, we
have span(M) = 2. This follows from the isomorphism of vector bundles τ(M1 ×M2) ∼=
τM1 × τM2 ∼= pr∗1(τM1) ⊕ pr∗2(τM2), where prj : M → Mj is the j-th projection. If
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S = RP 2, or more generally if S has odd Euler-Poincare´ characteristic, then the Stiefel-
Whitney class w2(S) ∈ H2(S;Z2) ∼= Z2 is non-zero. This implies that w2(M) 6= 0. It
follows that span(M) = 1.
(v) Becker [14] has determined the span of quotient spaces M := Σn−1/G when n 6=
8, 16, where G is a finite group that acts freely and smoothly on a homotopy sphere Σn−1.
In the special case when Σn−1 is the standard sphere and G is a group of odd order that
acts orthogonally, it was shown by Yoshida [91] that span(M) = span(Sn−1) = ρ(n) − 1
for n 6= 8, settling a conjecture of Sjerve [78]. The following general result which is of
independent interest and also due to Becker, is a crucial step in the determination of span
of M .
Theorem 1.18. (Becker) Suppose that N is a compact connected orientable smooth d-
dimensional manifold and N˜ → N is covering projection of odd degree. Let k ≤ (d−1)/2
is a positive integer. Then span(N) ≥ k if and only if span(N˜) ≥ k.
1.4. Span of products of manifolds. If M,N are compact connected smooth mani-
folds, then it is clear that span(M) + span(N) ≤ span(M × N) and that equality holds
when span(M) = 0 = span(N) by Hopf’s Theorem 1.7. If M,N are stably parallelizable,
then so is M × N . The converse is also valid; this is because the normal bundle to the
inclusion of each factor into the product M ×N is trivial. On the other hand, if M ×N
is parallelizable, we cannot conclude that M and N are parallelizable. See Theorem 1.19
below. There is no general ‘formula’ that expresses span(M ×N) in terms of the span of
M,N . In this section we shall obtain some bounds for the span of M × N , when one of
the factors is stably parallelizable.
We begin with the following result whose proof, due to E. B. Staples [81], is surprisingly
simple, considering that the solution to the vector field problem for spheres is highly non-
trivial.
Theorem 1.19. (Staples [81].) The manifold Sm × Sn is parallelizable if at least one of
the numbers m,n ≥ 1 is odd. If both m,n are even, then span(Sm × Sn) = 0.
Proof. Assume that m is odd. Then τ(Sm) = ⊕ η for some subbundle η ⊂ τ(Sm). Let pi
denote the projection to the i-th factor of Sm × Sn. Using ⊕ τ(Sn) = (n+ 1), we have
τ(Sm × Sn) = p∗1(τ(Sm))⊕ p∗2(τ(Sn)) = p∗1(η)⊕ ⊕ τ(Sn) = p∗1(η)⊕ (n+ 1) =
p∗1(η ⊕ 2)⊕ (n− 1) = (m+ 1)⊕ (n− 1) = (m+ n).
If both m,n are even, then χ(Sm×Sn) = χ(Sm)×χ(Sn) = 4 and so by Hopf’s Theorem
1.7 span(Sm × Sn) = 0. 
Note that in the above proof we exchanged, repeatedly, τSn ⊕  for (n + 1). This is
often referred to as boot-strapping. We will have several occasions in the sequel to use it.
The next theorem, essentially due to Staples, is a generalization of the above.
Theorem 1.20. (Staples [81].) Suppose that M,N are smooth compact connected positive
dimensional manifolds. Assume that χ(N) = 0 and that span0(M) ≥ 1. Then span0(M)+
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span0(N) ≤ span(M×N) ≤ span0(M×N) ≤ min{span0(M)+dimN, dimM+span0(N)}.
Moreover, if M,N are stably parallelizable, then M ×N is parallelizable.
Proof. By Hopf’s theorem 1.7, r := span(N) ≥ 1. Write τN = θ ⊕ r and τ(N) ⊕
 = η ⊕ (s + 1) where s := span0(N). Similarly write τM ⊕  = ξ ⊕ (p + 1), where
p = span0(M) ≥ 1. To simplify notations, we will denote the pull-back bundle pr∗1(τM)
also by the same symbol τM where pr1 : M × N → M is the first projection. Similar
notational conventions will be followed for pr∗2(θ), pr
∗
2(τN), etc.
We have the chain of bundle isomorphisms by boot-strapping:
τ(M ×N) = τM ⊕ τN
= τM ⊕ θ ⊕ r
= (τM ⊕ )⊕ θ ⊕ (r − 1)
= ξ ⊕ (p+ 1)⊕ θ ⊕ (r − 1)
= ξ ⊕ (p− 1)⊕ θ ⊕ (r + 1)
= ξ ⊕ (p− 1)⊕ τN ⊕ 
= ξ ⊕ (p− 1)⊕ η ⊕ (s+ 1)
= ξ ⊕ η ⊕ (p+ s).
Hence span(M ×N) ≥ p+ s = span0(M) + span0(N).
Fix a point q ∈ N . The natural inclusion M ⊂ M ×N pulls back the tangent bundle
of M ×N to τM ⊕ (dimN). This implies that span0(M ×N) cannot exceed span0(M)+
dimN . Similarly span0(M ×N) ≤ span0(N) + dimM . 
Example 1.21. (i) Let M = RPm × Sn. If m is odd, span(M) = span0(RPm) + n =
ρ(m+1)+n−1. For the last equality, see Theorem 1.10. If m,n are both even, span(M) =
0, span0(M) = n, since wm(M) 6= 0. If m is even and n odd, then span(Sn) ≤ span(M) ≤
span0(M) = n. But the exact value of span seems to be unknown in general. When
m = 2 and n ≡ 1 mod 8, n ≥ 9, it turns out that span(M) = 3 whereas span0(M) = n;
see [50, Exercise 20.18].
(ii) Suppose that M is the boundary of a parallelizable manifold-with-boundary W .
Then M is stably parallelizable. This is because W is necessarily orientable and the
normal bundle ν to the inclusion M ↪→ W is a trivial line bundle. (One may take
‘outward pointing’ unit normal at each point of M with respect to a Riemannian metric
on W .) Hence τW |M ∼= τM ⊕ . Since τW is trivial, so is τM ⊕ , that is, M is stably
parallelizable.
(iii) A well-known result of Kervaire and Milnor [40, Theorem 3.1] says that any smooth
homotopy sphere is stably parallelizable. An immediate corollary is that a product of two
or more smooth homotopy spheres is parallelizable if and only if at least one of them is
odd-dimensional. If all the homotopy spheres are of even dimension, then their span is
zero (in view of Hopf’s theorem 1.7).
(iv) J. Roitberg [65] has constructed smooth (4k − 2)-connected manifolds M1,M2 of
dimension d = 8k + 1 for each k ≥ 2, having the following properties: (a) M1 and
M2 are homeomorphic (in fact M1,M2 admit PL-structures and are PL-homeomorphic)
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with span(M1) = 1 = span(M2), (b) M2 is stably parallelizable, but M1 is not, (c)
span(M2 × N) > span(M1 × N) for any stably parallelizable manifold N of dimension
n ≥ 1. The construction of the manifolds M1,M2 involves deep machinery which goes far
beyond the scope of these notes. We shall be content with some remarks. It turns out that
M2 has the same Z2-homology groups as the sphere Sm. It follows that the Betti numbers
bj(M2) of M2 vanish for 1 ≤ j ≤ d− 1 = 8k. Hence the real Kervaire semi-characteristic
κ(M2) =
∑
0≤j≤4k bj(M2) = 1. (See Remark 1.16.) By Theorem 1.12(a), span(M2) ≤ 1.
Since M2 is odd-dimensional, equality must hold. Since M1 is homeomorphic to M2, the
same argument applies to M1 as well and so span(M1) = 1. For the assertion (c), note
that M2 ×N is parallelizable (by Theorem 1.20) but M1 ×N is not stably parallelizable
since M1 is not.
(v) Crowley and Zvengrowski [20] have extended the results of Roitberg to dimensions
≥ 9. More precisely, for each d ≥ 9, they have shown the existence of manifolds M1,M2
which are PL-homeomorphic but span(M1) 6= span(M2). They also showed that there
can be no such examples in dimensions up to 8.
In contrast to the case of spheres, the span of the product M = RPm−1 × RP n−1 of
real projective spaces for general m,n is unknown. Of course, the span is zero when both
m,n are odd since in that case χ(M) = 1. Using the formula for Stiefel-Whitney classes
of projective spaces, one obtains that wm+n−k−l(M) = wm−k(RPm−1)×wn−l(RP n−1) 6= 0
where k = 2r, l = 2s are highest powers of 2 which divide m,n respectively. It follows that
span(M) ≤ k + l− 2. This is uninteresting when m,n are both powers of 2 and is strong
when k, l ≤ 2. On the other hand one has the lower bound span(M) ≥ span0(RPm−1) +
span0(RP n−1) = ρ(m) + ρ(n)− 2. (See Theorem 1.10.)
The following result is due to Davis.
Theorem 1.22. (Davis [21]) Suppose that 16 6 |n and 16 6 |m, or, m = 2, 4, 8. Then
span(RPm−1 × RP n−1) = ρ(m) + ρ(n)− 2.
Proof. Let m = 2, 4, or 8. Then ρ(m) = m and for any manifold N we have span(RPm−1×
N) = m − 1 + span0(N). Taking N = RP n−1, we get span0(N) = span(N) = ρ(n) − 1
which proves the assertion in this case.
Suppose that 16 divides neither m nor n. In this case, ρ(m) = 2r, ρ(n) = 2s where
m = 2r ·m′, n = 2s · n′ with m′, n′ being odd. Using the formula wj(RPm−1) =
(
m
j
)
aj ∈
Hj(RPm−1;Z2) = Z2aj, we obtain that wm−2r(M) 6= 0, and wj(M) = 0 for j > m − 2r.
Similar statement holds for N and so we obtain that wm+n−2r−2s(M ×N) = wm−2r(M)×
wn−2s(N) 6= 0. Hence span(M × N) ≤ 2r + 2s − 2. Since span(M × N) ≥ span(M) +
span(N) = ρ(m)− 1 + ρ(n)− 1 = 2r + 2s − 2, the assertion follows. 
When 16|m, the Stiefel-Whitney upper bound is rather weak. Using BP-cohomology,
Davis [21] has obtained an upper bound for the span of RPm−1×RP n−1 which is sharper
than the previously known ones. No example of a pair of numbers (m,n) seems to be
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known where the span of RPm−1×RP n−1 is strictly bigger than the Radon-Hurwitz lower
bound ρ(m) + ρ(n)− 2.
2. Vector fields on homogeneous spaces
In this section we shall consider the vector field problem for homogeneous spaces, mostly
focusing on Stiefel manifolds, Grassmann manifolds, and related spaces. We will assume
familiarity with Lie groups and representation theory of compact Lie groups. As we
proceed further, acquaintance with (topological) K-theory will also be assumed.
Let G be any Lie group and let H be a closed subgroup. We consider the natural
differentiable structure on the homogeneous space M = G/H. Thus the quotient map
G→ G/H is smooth.
We begin with the following well-known result. (Compare Example 1.1(v).)
Theorem 2.1. (Borel-Hirzebruch [16].) Let Γ ⊂ G be a discrete subgroup of a Lie group
G. Then G/Γ is parallelizable.
Proof. We shall work with the space of right cosets Γ\G instead of G/Γ. The tangent
bundle τ(Γ\G) has the following description: T (Γ\G) = G × g/ ∼ where (x, v) ∼
(hx, dλh(v)), x ∈ G, v ∈ g, h ∈ Γ. Let v1, . . . , vn be everywhere linearly independent
G-invariant vector fields on G where n = dimG. Since dλh(vj(x)) = vj(hx) for all h ∈ H,
we see that v¯j(Γx) = [x, vj(x)] ∈ THx(Γ\G) is a well-defined (smooth) vector field on Γ\G
for 1 ≤ j ≤ n. See Example 1.1(v). 
2.1. Homogeneous spaces of compact Lie group. In this section we consider homo-
geneous spaces G/H where G is a compact connected Lie group and H a closed subgroup.
First suppose that T is a maximal torus of a compact connected Lie group G. That is,
T ⊂ G is isomorphic to (S1)r with r largest. The number r is called the rank of G. It is
well-known that G is a union of its maximal tori and that any two maximal tori in G are
conjugates in G. Let NG(T ) denote the normalizer of H in G. Then W (G, T ) := NG(T )/T
is a finite group known as the Weyl group of G with respect to T . It is known that the
Euler-Poincare´ characteristic of G/T equals |W (G, T )|, the cardinality of the Weyl group.
To see this, first note that an element gT is a T -fixed point for the action of T on G/T
if and only if g ∈ N(T ). Since g0T = g1T if and only if g−10 g1 ∈ T , we have a bijection
between T -fixed points of G/T and W (G, T ). Applying [18, Theorem 10.9] we see that
χ(G/T ) = |W (G, T )|. If H is a closed connected subgroup of G such that T ⊂ H ⊂ G,
then W (H,T ) is a subgroup of W (G, T ) and the coset space W (G, T )/W (H,T ) will be
denoted W (G,H).
Let H ⊂ G be any connected subgroup having the same rank as G. If T ⊂ H is a
maximal torus of H, then
χ(G/H) = |W (G,H)|. (2)
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To see this, observe that one has a fibre bundle with fibre space H/T and projection
G/T → G/H. The required result then follows from the multiplicative property of the
Euler-Poincare´ characteristic and the formula for χ(G/T ).
Suppose that S ∼= (S1)s is a toral subgroup of G where s < r = rank(G). Then S is
properly contained in a maximal torus T of G. Considering the fibre bundle with fibre
T/S ∼= (S1)r−s and projection G/S → G/T , we see that χ(G/S) = χ(G/T ) · χ(T/S) =
0 since χ(T/S) = (χ(S1)r−s) = 0. It follows that if the rank of H is less than the
rank of G, then, taking S to be a maximal torus of H and using the H/S-bundle with
projection G/S → G/H, we have χ(G/H) = χ(G/S)/χ(H/S) = 0. If H ⊂ G is not
connected, denoting the identity component H0, the natural map G/H0 → G/H is a
covering projection of degree |H/H0| and so χ(G/H) = χ(G/H0)/|H/H0|. The following
result is an immediate consequence of Hopf’s Theorem 1.7.
Theorem 2.2. Let G be a compact connected Lie group and let H be a closed sub-
group of G. Let H0 denote the identity component of H. If rank(H0) = rank(G), then
span(G/H) = 0. If rank(H0) < rank(G), then span(G/H) > 0. 
Next we describe the tangent bundle of G/H in terms of the adjoint representation.
We do not assume that G is compact. Also H is not assumed to be connected.
The conjugation g 7→ ιg defined as ιg(x) = gxg−1, x ∈ G, defines an action of G on
itself. Clearly the identity element e ∈ G is fixed under this action. Hence, we obtain
a representation G → GL(g) defined as g 7→ dιg|e. This is referred to as the adjoint
representation, denoted AdG. By restricting the action to the subgroup H ⊂ G we obtain
a representation of AdG|H . Note that since H ⊂ G, the adjoint representation of H on
TeH = h is a subrepresentation of AdG|H and moreover we obtain a representation of H
on g/h. Further, the tangent space to G/H at the identity coset H may be identified with
g/h, as can be seen by considering the differential dpi|e : g = TeG → Tpi(e)(G/H) of the
projection of the H-bundle pi : G→ G/H, whose kernel is h = TeH. It turns out that the
tangent bundle τ(G/H) has the following description:
T (G/H) = G×H g/h (3)
where the right hand side denotes the quotient of G × g/h by the relation (g, v + h) ∼
(gh−1, Ad(h)(v)+h). The projection G×H g/h→ G/H defined as [g, v+h] 7→ gH ∈ G/H
is the projection of a vector bundle with fibre g/h which is isomorphic to the tangent
bundle of G/H.
The exact sequence of H-representations
0→ h→ g→ g/h→ 0
induces an exact sequence of vector bundles over G/H:
0→ ν → E → τG/H → 0 (4)
where E = G×H g. The bundle E is isomorphic to the trivial bundle d of rank d := dimG
since the action of H on g extends to an action of G on g (namely the adjoint action).
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Proposition 2.3. Let H ⊂ G be a toral subgroup of a compact connected Lie group G.
Then G/H is stably parallelizable; it is parallelizable if and only if rank(G) > dimH.
Proof. The bundle ν with total space G ×H h is trivial since the adjoint representation
of H is trivial. (This is because the group H ∼= (S1)s is abelian.) The above sequence
of vector bundles splits (after choosing a Euclidean metric on E), and so we have d ∼=
τ(G/H)⊕ ν = τ(G/H)⊕ s where s = dimH. This proves our first assertion. To prove
the last assertion, note that if dimH = rank(G), then χ(G/H) = |W (G,H)| 6= 0 and so
span(G/H) = 0. If s = dimH < rank(G) =: r, choose a maximal torus T ⊃ H. Consider
the T/H-bundle with projection pi : G/H → G/T . This is a principal bundle with fibre
and structure group T/H. Hence the vertical bundle is trivial (see Example 1.1(iv)) and
we have pi∗(τ(G/T )) ⊕ (r − s) ∼= τ(G/H). Since τ(G/T ) is stably trivial and r > s, it
follows that τG/H is trivial, i.e., G/H is parallelizable. 
Let ψ : H → GL(V ) be a representation of a Lie group H on a real vector space
V . Suppose that H is a closed subgroup of a Lie group G. Denote by α(ψ) the asso-
ciated vector bundle G ×H V → G/H. (Here G ×H V = G × V/ ∼ where (gh, v) =
(g, ψ(h)(v)), ∀(g, v) ∈ G×V, h ∈ H.) Bundles over G/H associated to representations of
H are referred to as homogeneous vector bundles. For example, as we have seen already,
the tangent bundle τ(G/H) is a homogeneous vector bundle associated to the represen-
tation on g/h induced by AdG|H , the adjoint representation of G (on g) restricted to H
and the adjoint representation AdH (on h ⊂ g). This so-called α-construction defines a
ring homomorphism α : RO(H) → KO(G/H) from the real representation ring of G to
the KO-theory of G/H. Analogously, one has the α-construction on complex representa-
tions leading to αC : R(H) → K(G/H). The kernel of α (resp. αC) contains the ideal of
RO(H) (resp. R(H)) generated by the elements of the form [E]− dim[E] where E is the
restriction to H of a real (resp. complex) representation of G.
Denoting the complexification homomorphisms RO(H) → R(H) and KO(G/H) →
K(G/H) by the same symbol c, one has c ◦ α = αC ◦ c. Similarly we have the ‘realifica-
tion’ homomorphisms r : R(H) → RO(H) and r : K(G/H) → KO(G/H) which forgets
the complex structure. Note that c is a ring homomorphism whereas r is only a homomor-
phism of abelian groups. One has r ◦ c = 2 and c ◦ r = 1 + ,¯ where the notation ¯ stands
for the complex conjugation. These relations hold on the real and complex representation
rings and also on the real and complex K-theoretic rings. We refer the reader to [6] for
detailed discussion and further results on the relation between representation rings G,H
and the K-theory G/H.
Singhof and Wemmer [76] established Theorem 2.4 given below. The sufficiency part is
immediate from the exact sequence (4) of vector bundles and has been noted earlier (see
[75, p. 103].) The proof of the necessity part involves verification using the classification
of compact simple Lie groups. Recall that a connected Lie group G is said to be simple if
G is not abelian and has no proper connected normal subgroups. For example, SU(n) is
simple, although its centre is a cyclic group of order n. One says that G is semisimple if
THE VECTOR FIELD PROBLEM FOR HOMOGENEOUS SPACES 17
its universal cover is a product of simple Lie groups. A compact connected Lie group is
semisimple if and only if its centre is finite.
One has also the Grothendieck group RSp(G) of (virtual) G-representations of left H-
vector spaces. The restriction homomorphismsRO(G)→ RO(H), R(G)→ R(H), RSp(G)→
RSp(H) will all be denoted by the same symbol ρ. Note that ρ is a ring homomorphism
in the case of real and complex representation rings. Although RSp(G) is only an abelian
group, one can form the tensor product of a right and a left H-representation to obtain a
real representation. If W (resp. U) is a left (resp. right) H-vector space, then U ⊗H W
has only the structure of a real vector space of dimension 4 dimH U dimHW . If H acts on
U,W H-linearly, then U ⊗H W is naturally a real representation of H. Its isomorphism
class determines an element, denoted [U ⊗HW ], in RO(H). If V is a left H-vector space,
denote by V ∗ the right H-vector space where v · q = q¯v, v ∈ V, q ∈ H. We have a Z-
bilinear map β : RSp(H) × RSp(H) → RO(H) defined as ([V ], [W ]) 7→ [V ∗ ⊗H W ]. If
V = H is a trivial H-representation, then β([V ], [W ]) = [WR] where WR stands for the
same H-representation W with scalar multiplication restricted to R ⊂ H.
We denote by J = J(G,H) the ideal of RO(H) generated by elements of the form
(i) ρ(x) − dimx, x ∈ RO(G), (ii) β(ρ(x − dimH(x)[H]), y), x ∈ RSp(G), y ∈ RSp(H).
It is easy to see that, if x ∈ RO(G), then ρ(x) − dimx is contained in the kernel of
α : RO(H)→ KO(G/H). In fact we have J(G,H) ⊂ ker(α).
Theorem 2.4. (See [76], [77]) (i) Let G be a simply connected compact connected Lie
group and H a closed connected subgroup. Then G/H is stably parallelizable if [AdH ] is
in the image of the restriction homomorphism ρ : RO(G)→ RO(H).
(ii) Conversely, suppose that G/H is stably parallelizable and that G is simple. (a) If
G 6= Sp(n), then [AdH ] is in the image of ρ. (b) If G = Sp(n), then [AdH ]− dimH is in
the ideal J(Sp(n), H) of RO(H). 
The first part of the above theorem holds for any connected Lie group. If G acts
linearly on a real vector space W , then the associated vector bundle α(W ) on G/H with
projection G ×H W → G/H is trivial, without any condition on G. If the H action on
h ⊕ Rk = W (where the adjoint action on the first summand and the trivial action on
Rk is understood) extends to a linear action of G, then ν ⊕ k ∼= α(W ) is a trivial vector
bundle on G/H where ν is as in the exact sequence (4). It follows that τG/H is trivial.
We state, without proofs, the following results of Singhof [75].
Theorem 2.5. (Singhof [75].) Let G be a connected compact simple Lie group and let
H be a closed connected subgroup of G such that H is neither a torus nor semisimple.
Then the first Pontrjagin class p1(G/H) is non-zero. In particular, G/H is not stably
parallelizable. 
Theorem 2.6. (Singhof [75]) Let H ∼= SU(k1) × · · · × SU(kr) be a closed subgroup of
G = SU(n). Then the following are equivalent:
(i) G/H is stably parallelizable.
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(ii) H equals one of the following subgroups: (a) kj = 2, 1 ≤ j ≤ r ≤ n/2 and H
is embedded block diagonally, (b) n = 4, H = SU(2) is the diagonal copy of SU(2) ×
SU(2) ⊂ SU(4), (c) H = SU(k), with standard embedding. Moreover, if SU(n)/H is
stably parallelizable and is not a sphere, then it is parallelizable. 
Singhof and Wemmer [76] completely determined all pairs (G,H) where H is a closed
connected subgroup of a compact simply connected simple Lie group G such that G/H
is (stably) parallelizable.
Let H = SU(k1) × · · · × SU(kr) ⊂ SU(n), r ≥ 2, with k :=
∑
kj < n. Set M :=
SU(n)/H,N := SU(k)/H and B := SU(n)/SU(k). One has a fibre bundle with fibre
space N and projection p : M → B since H ⊂ SU(k). Since k < n, the base space B
is the complex Stiefel manifold if k ≤ n − 2 and is the sphere S2n−1 if k = n − 1. In
any case B is stably parallelizable. (The parallelizability results for Stiefel manifolds will
be discussed in detail in §2.2.) Denote by F the complex flag manifold SU(k)/K where
K := S(U(k1)×· · ·×U(kr)). We have the following result due to Sankaran (unpublished).
Theorem 2.7. With notations as above, let r ≥ 2 and let k = ∑1≤j≤r kr. Then:
(i) span(N) ≥ r − 1.
(ii) If k < n, then r − 1 + n2 − k2 ≤ span(M) ≤ r − 1 + n2 − k2 + span0(F );
in particular, if χ(F ) = k!/(k1! · · · kr!) is odd, then span(M) = r − 1 + n2 − k2.
Proof. We shall only obtain the bounds for span of M = SU(n)/H. Let V := SU(n)/K
where K = S(U(k1) × · · · × U(kr)). One has a principal fibre bundle pi : M → V
with fibre and structure group the torus K/H ∼= (S1)r−1. Hence we see that τM =
(r − 1) ⊕ pi∗(τSU(n)/K). Again q : V → B is a fibre bundle projection with fibre
F := SU(k)/K and so, by Example 1.1(iv) we obtain a splitting τ(SU(n)/K) ∼= q∗(τB)⊕η
where η restricts to the tangent bundle of F along any fibre of q. Hence
τ(M) = (r − 1)⊕ pi∗(q∗(τB))⊕ pi∗(η)
∼= (r − 1 + dimB)⊕ pi∗(η)
sinceB is stably parallelizable and r ≥ 2. Therefore r−1+n2−k2 ≤ span(M) ≤ r−1+n2−
k2 + span0(F ) as dimB = n2 − k2. Finally, if χ(F ) is odd, then span(F ) = span0(F ) = 0
as the top Stiefel-Whitney class of F is non-zero and so the last assertion follows. Note
that the equality χ(F ) = k!/(k1! · · · kr!) follows from (2) and the fact that the Weyl group
of SU(k) is the permutation group Sk. 
Next we shall discuss some important special cases of compact homogeneous spaces.
2.2. Stiefel manifolds. Let 1 ≤ k < n. Recall that the Stiefel manifold Vn,k is the space
of all ordered k-tuples (v1, . . . , vk) of unit vectors in Rn which are pairwise orthogonal (with
respect to the standard inner product). When k = 1, Vn,1 is the sphere Sn−1. The group
SO(n) acts transitively on Vn,k with isotropy at (e1, . . . , ek) being Ik×SO(n−k) = SO(n−
k). Hence Vn,k ∼= SO(n)/SO(n − k). The complex and quaternionic Stiefel manifolds
are defined analogously using the standard Hermitian product on Cn and the standard
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‘quaternionic’ product Hn defined as q ·q′ = ∑1≤r≤n q¯rq′r, q, q′ ∈ Hn. We have the following
description of Wn,k, Zn,k as coset spaces: Wn,k ∼= U(n)/U(n−k) = SU(n)/SU(n−k) and
Zn,k ∼= Sp(n)/Sp(n − k). Note that Vn,1 = Sn−1,Wn,1 = S2n−1, Zn,1 = S4n−1. We call
an element of Vn,k,Wn,k, Zn,k an orthonormal, hermitian, quaternionic k-frame (or more
briefly a k-frame) respectively.
Let βn,k (or more briefly β) denote the real vector bundle over Vn,k whose fibre over any
k-frame v = (v1, . . . , vk) ∈ Vn,k is the real vector space {v1, . . . , vk}⊥ ⊂ Rn. The complex
vector bundle of rank n − k over Wn,k and the quaternionic (left) vector bundle of rank
n− k over Zn,k are defined similarly. One has the F-vector bundle isomorphism
kF ⊕ βn,k ∼= nF (5)
where F = R,C,H according as the base space is Vn,k,Wn,k, Zn,k; here F denotes the
trivial F-vector bundle. As always,  would denote the trivial real line bundle.
Theorem 2.8. (W. Sutherland [83], K. Y. Lam [53], D. Handel [28].) The real, complex,
and quaternionic Stiefel manifolds Vn,k,Wn,k, Zn,k are parallelizable when k ≥ 2.
Proof. We shall only consider the case of the real Stiefel manifolds; The following descrip-
tion of the tangent bundle is due to Lam:
τVn,k ∼= kβ ⊕
(
k
2
)
, τWn,k ∼= k2⊕ 2kβ, τZn,k ∼= (2k2 + k)⊕ 4kβ, (6)
where the isomorphisms are, of course, of real vector bundles; by abuse of notation, β
stands for the underlying real vector bundle (in the complex and quaternionic cases). If
k ≥ 3, then (k
2
) ≥ k. Using the isomorphism β ⊕ k ∼= n on Vn,k, we obtain
τVn,k ∼= kβ ⊕
(
k
2
)

∼= β ⊕ k⊕ (k − 1)β ⊕ ((k−12 )− 1)∼= (k − 1)β ⊕ ((k−12 )+ n− 1).
A boot-strapping argument leads to the triviality of τVn,k. The case of the complex and
quaternionic Stiefel manifolds can be handled in an analogues manner. In fact, in the
case of Wn,2 and Zn,2, boot-strapping is still possible. Since 4⊕ β ∼= 2n we have
τWn,2 = 4⊕ 2β
= 2n⊕ β
= (2n− 4)⊕ 2n
= (4n− 4).
The proof in the case of Zn,2 is similar and hence omitted.
When k = 2, boot-strapping fails for Vn,2. However, it allows us to show that τVn,k ⊕ 
is trivial. Thus Vn,2 is stably parallelizable.
There does not seem to be any easy argument to show the parallelizability of Vn,2
although boot-strap proof is still possible when n is even using the isomorphism τSn−1 ∼=
ξ ⊕ . The general case requires obstruction theory. We refer the reader to [83] for
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details, where the more general case of the total space of a sphere bundle over sphere is
considered. 
The stable parallelizability of the Stiefel manifolds also follows from the sufficiency part
of Theorem 2.4 as noted by Singhof [75, p.103].
2.3. The projective Stiefel manifolds. We begin by recalling the definition of pro-
jective Stiefel manifolds. Although one has the notion of quaternionic projective Stiefel
manifolds, not much is known about their span. (See [53].) For this reason we shall be
contend with defining them, but discuss the vector field problem only for real and complex
projective Stiefel manifolds.
The real projective Stiefel manifold PVn,k is defined as the quotient of Vn,k under the
antipodal identification: v ∼ −v. Note that PVn,1 is the real projective space RP n−1.
The manifold PVn,k is the homogenous space O(n)/(Z2 × O(n− k)) where the factor Z2
is the subgroup {Ik,−Ik} ⊂ O(k) ⊂ O(n). Evidently, the quotient map Vn,k → PVn,k is
the double covering map which is universal except when k = n− 1 as Vn,n−1 ∼= SO(n).
The complex projective Stiefel manifolds are defined similarly as PWn,k := U(n)/(S1×
U(n− k)) where the factor S1 ⊂ U(n) is the subgroup {zIk | |z| = 1} ⊂ U(k). Evidently
PWn,k is the quotient of Wn,k by the action of S1 where z · (w1, . . . , wk) = (zw1, . . . , zwk)
and in fact the quotient map Wn,k → PWn,k is the projection of a principal S1-bundle.
Analogously, the quaternionic projective Stiefel manifold PZn,k is the homogeneous
space Sp(n)/Sp(1)× Sp(n− k) where the factor Sp(1) is subgroup {qIk | q ∈ H, ||q|| =
1} ⊂ Sp(k). It is the quotient of Zn,k under the action of Sp(1) where q · (v1, . . . , vk) =
(v1q¯1, . . . , vkq¯k), (v1, . . . , vk) ∈ Zn,k, q ∈ Sp(1). The quotient map Zn,k → PZn,k is evi-
dently the projection of a principal Sp(1)-bundle.
We denote by ζn,k, or more briefly ζ, the real (resp. complex) line bundle over PVn,k
(resp. PWn,k) associated to the double cover Vn,k → PVn,k (resp. the principal U(1)-
bundle Wn,k → PWn,k). We shall denote by βn,k (more briefly β) the bundle over PVn,k
whose fibre over a point [v1, . . . , vk] ∈ PVn,k is the orthogonal complement of Rv1+· · ·+Rvk
in Rn. The similarly defined complex vector bundle of rank n− k over PWn,k will also be
denoted by the same symbol βn,k (or β).
The projection onto the jth coordinate pj : PVn,k → PVn,1 = RP n−1 is covered by a
bundle map of ζ on PVn,k and the Hopf line bundle ξ on RP n−1. Hence p∗j(ξ) ∼= ζ for
1 ≤ j ≤ k. Using this one obtains the following isomorphism of real (resp. complex)
vector bundles over PVn,k (resp. PWn,k):
kζn,k ⊕ βn,k ∼= nF, (7)
where F = R,C as appropriate. Equivalently, upon tensoring with ζ¯ and using the
isomorphism ζ ⊗F ζ¯ ∼= F we obtain
kF ⊕ βn,k ⊗F ζ¯n,k ∼= nζ¯n,k. (8)
When F = R, we have ζ¯ ∼= ζ.
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The Hopf line bundles over the real and complex projective Stiefel manifolds have the
following universal property. This has been observed by S. Gitler and D. Handel [25, p.40]
and also by L. Smith [79] for PVn,k where the universal property is established for real
line bundles over finite complexes. The paper [11] removed the restriction on the base
space. We note that the formulation and proof also works for complex line bundles. We
merely state the result and omit its proof.
Theorem 2.9. Let ξ be any real (resp. complex) line bundle over a topological space X.
Then there exist a positive integer n and a real (resp. complex) vector bundle η such that
nξ ∼= η⊕ k as real (resp. complex) vector bundles if and only if there exists a continuous
map f : X → PVn,k (resp. X → PWn,k) such that f ∗(ζn,k) ∼= ξ. 
A description of the mod 2 cohomology algebra was obtained by Gitler and Handel [25]
which we shall now recall. Let N := min1≤j≤k{n− k + j |
(
n
n−k+j
) ≡ 1 mod 2}. Denote
by V = V (x1, . . . , xm) a Z2-algebra generated by homogeneous elements xj, 1 ≤ j ≤ m,
such that {xε11 . . . xεmm | εj ∈ {0, 1}} form a basis for the Z2 vector space V (x1, . . . , xm).
Theorem 2.10. (Gitler and Handel [25]) With notations as above, the mod 2-cohomology
algebra of PVn,k is isomorphic to Z2[y]/〈yN〉 ⊗ V (yn−k, . . . , yN−2, yN , . . . , yn−1), where
deg(y) = 1, deg(yj) = j, n − k ≤ j ≤ n − 1, (j 6= N − 1) for a suitable algebra V .
Furthermore, w1(ζ) = y.
Gitler and Handel also determined, almost completely, the action of the Steenrod alge-
bra on H∗(PVn,k;Z2). See also [13] and [2].
The following descriptions of the tangent bundle of real and complex projective Stiefel
manifolds was obtained by Lam [53].
τPVn,k ∼=
(
k
2
)
⊕ kζ ⊗ β, (9)
τPWn,k ∼= (k2 − 1)R ⊕ kζ¯ ⊗C β, (10)
where we have denoted by the same symbol ζ¯ ⊗C β to denote its underlying real vector
bundle.
Using the isomorphism (8) one obtains the following description for the stable tangent
bundle:
τPVn,k ⊕
(
k + 1
2
)
 ∼= nkζ, (11)
τPWn,k ⊕ (k2 + 1)R ∼= knζ¯ ∼= nkζ, (12)
where, again in (12), we have used ζ also to denote its underlying real vector bundle; note
that ζ¯ ∼= ζ as real vector bundles.
Theorem 2.11. (i). (Zvengrowski [94], Antoniano, Gitler, Ucci, Zvengrowski [3].)
(a) PVn,k is parallelizable in the following cases: n = 2, 4, 8; k = n− 1; k = 2m− 2, n =
2m; (n, k) = (16, 8).
(b) PVn,k is not stably parallelizable in all the other cases, except possibly when (n, k) =
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(12, 8); PV12,8 is parallelizable if it is stably parallelizable.
(ii) (Singhof [75], Astey, Gitler, Micha, and Pastor [4].) The complex Stiefel manifolds
PWn,k, 1 ≤ k < n, are not stably parallelizable except when k = n − 1. PWn,n−1 is
parallelizable if n ≥ 3; PW2,1 ∼= CP 1 = S2 is not parallelizable.
Proof. (i) (a) The parallelizability of PVn,n−1 = Vn,n−1/{±I} = SO(n)/{±I} is implied
by the Borel-Hirzebruch Theorem 2.1.
We shall now show the parallelizability of PVn,n−2 where n = 2m. Let d = dimPVn,n−2 =(
n
2
) − 1. It is easy to see that (n−2
2
)
> ρ(d) if n ≥ 4. In view of the bundle isomorphism
(9) and Bredon-Kosin´ski’s theorem, we see that it suffices to show that PVn,n−2 is stably
parallelizable. Note that PVn,n−2 = SO(n)/Z · SO(2), where Z = {In,−In} ⊂ SO(n)
is the centre of SO(n) since n = 2m is even. Let H = Z · SO(2) ∼= Z × SO(2). Then
the adjoint representation of H is trivial since H is abelian. It follows that, in the exact
sequence (4), the bundle ν is trivial. So PVn,n−2 is stably parallelizable, as was to be
shown.
In the remaining cases, consider the projection q : PVn,k → RP n−1 which pulls back the
Hopf bundle ξ over RP n−1 to ζ. By a well-known result of Adams [1], the order of ξ = ζn,1
is known: 2ϕ(n−1)ξ = 2ϕ(n−1) where the function ϕ is defined as ϕ(n) is the number of
numbers r such that 1 ≤ r ≤ n such that r ≡ 0, 1, 2, 4 mod 8. We have 2ϕ(n−1) = n
if and only if n = 2, 4, 8. Since q∗(ζn,1) = ζn,k, we see that 2ϕ(n−1)ζn,k ∼= 2ϕ(n−1) for all
k < n. Since ϕ(15) = 7 we have 27ζ16,8 = 2
7. Therefore τV16,8 ⊕
(
9
2
)
 ∼= 16 · 8ζ ∼= 27
using the isomorphism (11). Also dimV16,8 = 120 − 28 = 92, ρ(93) = 1 whereas span of
PV16,8 is at least
(
8
2
)
= 28. So by the Bredon-Kosin´ski theorem, PV16,8 is parallelizable.
The case when n = 4, 8 are similarly handled and in fact easier.
(i)(b). In several cases, fairly elementary arguments can be used to decide whether
PVn,k is stably parallelizable or not. For example, if both n, k are odd, then nkζn,k is
not orientable. So, by (11), we conclude that PVn,k is also not orientable and hence
not stably parallelizable. However, such simple arguments leave infinitely many cases
unsettled. In [3], the authors compute the complex K-theory of PV4q,k which leads to
determination of the (additive) order of [ζ4q,k⊗RC]− [C] ∈ K(PV4q,k). This readily leads
to the determination of the order of ζ4q,k up to a factor of 2. (By the order of a real line
bundle ξ we mean the smallest positive integer m (if it exists) such that mξ is trivial; if the
base space is a finite CW complex, it is always finite and is a power of 2.) Moreover, using
the inclusion PV4q,k → PV4q+t,k, 1 ≤ t ≤ 3, leads to estimation of the order of ζn,k for any
n. This is then used to show that nkζn,k is not trivial for almost all the manifolds not
covered in (i), still leaving out PVn,k where (n, k) = (10, 4), (12, 8) and a few others (when
5 ≤ n ≤ 7). When m is odd, mξ is non-orientable so we may assume that nk is even.
Thus only the cases (7, 4), (7, 2), (6, 3), (6, 2), (5, 2) remain, leaving out the case (12, 8)
which remains at this time unresolved. Of these, only the cases (n, k) = (7, 4), (6, 3), 6, 2)
are ‘critical’ and were proven to be non-stably parallelizable by a computation of the order
of ζn,k, using the Atiyah-Hirzebruch spectral sequence for KO-theory.
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In the case of PV12,8 it was shown that 32ζ12,8⊗C = 32C which implies that 64ζ12,8 ∼=
64R but it is unknown whether 32ζ12,8 ∼= 32R. Since τPV12,8 ⊕ 36 ∼= 96, it remains
unknown whether it is parallelizable or not.
Since (9) implies that spanPV12,8 ≥ 28, and since dimPV12,8 = 60, ρ(61) = 0, by
the Bredon-Kosin´ski Theorem again we see that PV12,8 is parallelizable if it is stably
parallelizable.
(ii) Suppose that k < n − 1. By Singhof’s theorem (Theorem 2.5), we know that
PWn,k is not stably parallelizable. Since we did not give proof that theorem, we now
proceed to give a proof of it in the special case of complex Stiefel manifolds. Using
(12) we compute the Pontrjagin class p1(PWn,k). Since τPWn,k ⊗ C is stably equivalent
to nkζn,k ⊗R C ∼= nk(ζn,k ⊕ ζ¯n,k), a straightforward computation yields p1(PWn,k) =
nkc1(ζn,k)
2. Using the Gysin sequence of the principal S1-bundle Wn,k → PWn,k and the
fact that Wn,k = SU(n)/SU(n − k) is 4-connected when 1 ≤ k ≤ n − 2, it is easily seen
that c1(ζn,k)
2 generates H4(PWn,k;Z) ∼= Z. Hence p1(PWn,k) 6= 0 and so PWn,k is not
stably parallelizable.
Note that PWn,n−1 = U(n)/(Z.U(1)) is the quotient of a compact connected Lie group
modulo S = Z.U(1) ∼= S1 × S1, which is a torus of rank 2. By Lemma 2.3 PWn,n−1 is
parallelizable if n > 2. The remaining part of (ii) is clearly valid. 
Determination of the span of a real projective manifold PVn,k, for general values of
n, k, is largely an open problem. For certain infinite set of values of (n, k) the span has
been determined. When k is in the so-called upper range (roughly k > n/2) very good
estimates for the span of PVn,k have been obtained by Korbasˇ and Zvengrowski. (See [46],
[48], [49].) It turns out that the estimates are sharp whenever span and stable span are
known to be equal. (See Theorem 1.14.) Usually it is easier to obtain bounds for stable
span since it is possible to approach this using the tools of homotopy theory and K-theory.
A major source of estimates for the lower bound for stable span of span0(PVn,k) is the
known estimate for the solution to the generalized vector field problem. The generalized
vector field problem asks: What is the largest value r so that mζn,1 is isomorphic as a
vector bundle to r⊕ η? That is, it asks for the determination of span(mζn,1). It appears
that the best known estimate for the solution to this problem general values of m,n is due
to Lam [52]. Note that if m < n, then wm(ζn,1) 6= 0 and so r = 0. When m ≥ n, we have
r ≥ m− n+ 1 since any vector bundle ξ of rank m over any CW complex of dimension d
is isomorphic to (m − d) ⊕ η for a suitable vector bundle η. Since ζn,k ∼= q∗(ζn,1) where
q is the projection PVn,k → PVn,1 = RP n−1, we see that span(mζn,k) ≥ span(mζn,1).
This gives us, using (11), lower bounds for the stable span of PVn,k. Combining with
Theorem 1.14 which provides sufficient conditions for span to equal stable span results in
the following.
Theorem 2.12. (Korbasˇ, Sankaran, Zvengrowski [46], Korbasˇ, Zvengrowski [48].) One
has span(PVn,k) = span
0(PVn,k) in the following cases:
(a) n ≡ 0 mod 2 and k ≡ 0, 2, 3, 4, 7 mod 8,
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(b) n ≡ 1 mod 2 and k ≡ 0, 1, 4, 5, 6 mod 8,
(c) (n, k) = (4m, 8l + 5), (4m+ 2, 8l + 1), (4m, 16l + 6), (8m, 16l + 9), (8m− 1, 16l + 7).
For example, using (9) we saw in the course of the proof of Theorem 2.11 that span(PV12,8) ≥
28. From Koschorke’s Theorem 1.14, one knows that whenever χ(M) = 0 and dim(M) ≡ 0
mod 2, the span of M equals the stable span of M . Hence we may use (11) to ob-
tain span(PV12,8) ≥ span(96ζ12,8) − 36 ≥ 85 − 36 = 49. Here we used the estimate
span(96ζ12,8) ≥ span(96ζ12,1) ≥ 96 − dimRP 11 = 85. However, one can improve this
lower bound using the work of Lam [52] which implies that span(96ζ12,1) = 91 to obtain
span(PV12,8) ≥ 55. See [46] for similar estimates for the span of PVn,k for n ≤ 16.
As for upper bounds for the stable span of PVn,k, an obvious tool is the Stiefel-Whitney
classes. They generally work only for small values of k and n not a power of 2. In any
case, the bounds so obtained are generally weak. Another source of upper bounds uses
the structure of K-ring of PVn,k using Theorem 2.9. Suppose that span
0(τPVn,k) ≥ r.
Then we see that span(nkζn,k) ≥
(
k
2
)
+ r. This implies, by Theorem 2.9 the existence of a
continuous map f : PVn,k → PVnk,(k2)+r such that f
∗(ζnk,(k2)+r
) ∼= ζn,k. By considering the
map induced by f between the K-rings of the spaces the following result was obtained.
The structure of the ring K(PVn,k) had been determined for n ≡ 0 mod 4 in [3] and for
all values of n mod 4 in [10].
Theorem 2.13. (Sankaran and Zvengrowski [73].) Let 2 < k < b(n − 1)/2c. Write
m := bn/2c, s = bk/2c, d := dimPVn,k = nk −
(
k+1
2
)
.
(i) Suppose that n ≡ 0 mod 2. Then span0(PVn,k) ≤ d− 2q − 2 if (−1)q
(
mk−1
q
)
is not a
quadratic residue modulo 2m−2q.
(ii) Suppose that n ≡ 1 mod 2, k = 2s. Then span0(PVn,k) ≤ d− 2q− 2 if (−1)s−q
(
ns−1
q
)
is not a quadratic residue modulo 2m−2q.
(iii) Suppose that n ≡ 1 mod 2, k = 2s + 1 and 1 ≤ q < s − 1,m ≥ 3q. Then
span0(PVn,k) ≤ d − 2q if (−1)r−q
(
r
q
)
is not a quadratic residue modulo 2m−3q where
r = (nk − 1)/2.
Part (i) of the above result was stated without proof in [46].
We point out here two conjectures of Korbasˇ and Zvengrowski [48, p. 100]:
Conjecture A: span0(PVn,k) = span(PVn,k) for all n, k.
Conjecture B: span(PVn,k) ≥ κn,k where κn,k := span(nkζn,1)−
(
k+1
2
)
.
Note that Conjecture A is stronger than Conjecture B. Indeed if conjecture A holds,
then spanPVn,k = span
0(PVn,k) = span(nkζn,k) −
(
k+1
2
)
. Since ζn,k = p
∗(ζn,1) where p :
PVn,k → PVn,1 = RP n−1 pulls back ζn,1 to ζn,k, we see that span(nkζn,k) ≥ span(nkζn,1)
and so we conclude that span(PVn,k) ≥ κn,k. Conjecture A has been verified in many
cases by Korbasˇ and Zvengrowski [48] using the work of Koschorke [50] (Theorem 1.14
above). They also verified Conjecture B in all cases except when n is odd and k = 2 by
using a boot-strapping argument.
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2.4. Quotients of Wn,k by cyclic groups. The complex Stiefel manifoldWn,k = U(n)/U(n−
k) is acted on by the circle group S1 = Z(U(n)). Therefore for any m ≥ 2, one has a natu-
ral action of the cyclic group Zm ⊂ S1 which is free. The quotient space is denoted Wn,k;m
and is called the m-projective (complex) Stiefel manifold. It is clear that one has a princi-
pal S1-bundle with projection Wn,k;m → PWn,k and a covering projection Wn,k → Wn,k;m
with deck transformation group Zm. Let ξn,k;m (or more briefly ξ) denote the complex
line bundle which is the pull-back of the bundle ζn,k over PWn,k. The smooth manifolds
Wn,k;m were studied in [26]. We merely state here without proof the results obtained
therein concerning the span and parallelizability of Wn,k;m. We leave out the case k = 1
which is the standard lens space Lm of dimension 2n− 1.
The tangent bundle ofWn,k;m satisfies the following isomorphism of (real) vector bundles
as can be seen using (12):
τWn,k;m ⊕ k2 = nkξn,k;m (13).
We state without proof the following result due to Gondhali and Sankaran [26].
Theorem 2.14. Let 2 ≤ k < n and m ≥ 2. Then
(i) span(Wn,k;m) > span
0(PWn,k) ≥ dim(Wn,k;m) − 2n + 1; moreover, when n is even
span(Wn,k;m) > dim(Wn,k;m)− 2n+ 3.
(ii) span(Wn,k;m) > span
0(Wn,k−1;m).
(iii) Wn,n−1;m is parallelizable.
Using Koschorke’s Theorem 1.14 the following result was obtained in [26].
Theorem 2.15. Let 2 ≤ k < n and m ≥ 2. Then span(Wn,k) = span0(Wn,k) in each of
the following cases: (i) k is even, (ii) n is odd, (iii) n ≡ 2 mod 4. 
Let 2 ≤ k < n and m ≥ 2, 1 ≤ r < n. Define positive integers mr as follows: mr := m
if r < n− k; mr := gcd{m,
(
n
j
) | n− k < j ≤ r}.
It is easily seen that H2(Wn,k;m;Z) ∼= Zm generated by the first Chern class of the
complex line bundle associated to the S1-extension of the universal covering projection
Wn,k → Wn,k;m. Denoting this generator by y2, it turns out that the order of yr2 ∈
H2r(Wn,k;m;Z) is mr. In particular, the height of y2 is the largest r ≤ n such that
mr > 1. By computing the Pontrjagin class of Wn,k;m one obtains the following result.
Theorem 2.16. Let 2 ≤ k < n and let m ≥ 2. With notation as above, if there exists
an r ≥ 1 such that m2r does not divide
(
nk
r
)
, then Wn,k;m is not stably parallelizable. In
particular, if Wn,k;m, k < n− 1, is stably parallelizable, then m divides nk. The manifold
Wn,n−1;m is parallelizable for all m.
Remark 2.17. Gondhali and Subhash [27] introduced a generalization of complex projec-
tive Stiefel manifolds, which depend on a k-tuple l := (l1, . . . , lk) of positive integers with
gcd{l1, . . . , lk} = 1. These are homogeneous spaces PlWn,k = U(n)/S1 × U(n) where the
group S1 ⊂ U(k) consists of diagonal matrices diag(zl1 , . . . , zlk), |z| = 1. They obtained
results on the (stable) parallelizability of these homogeneous spaces. Basu and Subhash
[12] obtained, among other things, upper bounds for the span of PlWn,k.
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2.5. Grassmann manifolds, flag manifolds and related spaces. Let FGn,k denote
the space of k-dimensional F-vector subspaces of Fn, where F = R,C, or H. One has the
following description of FGn,k as a homogeneous space: RGn,k = O(n)/(O(k) × O(n −
k)) = SO(n)/S(O(k) × O(n − k)), CGn,k = U(n)/(U(k) × U(n − k)), and HGn,k =
Sp(n)/(Sp(k)× Sp(n− k)). It is clear that FGn,1 is the F-projective space FP n−1.
More generally, one has the F-flag manifold defined as follows: Suppose that µ :=
(n1, . . . , nr) is a sequence of positive numbers with sum |µ| :=
∑
1≤j≤r nj =: n. Then
the real flag manifold of type µ is the coset space O(n)/(O(n1)× · · · ×O(nr)) := RG(µ).
The complex (resp. quaternionic) flag manifold are defined as CG(µ) = U(n)/(U(n1) ×
· · · × U(nr)) (resp. HG(µ) := Sp(n)/(Sp(n1) × · · · × Sp(nr))) respectively. Clearly
FG(n1, n2) is just the Grassmann manifold FGn,n1 . One may identify FG(µ) with the
space of flags V := (V1, . . . , Vr) where Vj ⊂ Fn is a (left) F-vector space of dimension
nj and Vi ⊥ Vj if 1 ≤ i < j ≤ r. (Note that Vr is determined by the rest of the Vj.)
It is clear that FG(µ) ∼= FG(λ) if λ is a permutation of µ. For this reason, one may
assume that n1, . . . , nr is an increasing (or a decreasing) sequence. It is readily verified
that dimR FG(µ) = (dimR F)(
∑
1≤i<j≤r ninj). It turns out that any complex flag manifold
has the structure of a complex projective variety. When r > 2, one has an obvious fibre
bundle projection pj : FG(µ)→ FG(µ(j)), 1 ≤ j < r, where µ(j) is the sequence obtained
from µ by replacing nj, nj+1 by nj + nj+1. The fibre of this bundle is readily seen to be
the Grassmann manifold FG(nj, nj+1).
The complex and quaternionic flag manifolds are simply connected. However, this
is not true of the real flag manifolds. Indeed, pi1(RG(µ)) ∼= (Z2)r−1 (where r is the
length of µ), except when n = 2, µ = (1, 1) which corresponds to the case of the circle,
RP 1. The oriented flag manifold of type µ, denoted G˜(µ) is defined as the coset space
SO(n)/(SO(n1)× · · · × SO(nr)). It may be identified with the space of all oriented flags
(V ;σ), V ∈ FG(µ) and σ = (σ1, . . . , σr) where σj is an orientation on Vj, 1 ≤ j ≤ r
with the restriction that these orientations induce the standard orientation on Rn =
V1 ⊕ · · · ⊕ Vr. (Thus σr is determined by σj, 1 ≤ j < r.) The natural projection q :
G˜(µ)→ RG(µ), (V, σ) 7→ V which forgets the orientations on the flags is a covering map.
It is universal except when µ = (1, 1), in which case it is the double covering of the circle.
The deck transformation group is generated by the elements tj : G˜(µ)→ G˜(µ), 1 ≤ j < r,
which reverses the orientation on Vj and on Vr.
Let γj(µ) (more briefly γj) denote the canonical nj-plane bundle over FG(µ) whose
fibre over a flag V = (V1, . . . , Vr) ∈ FG(µ) is the vector space Vj. Evidently we have the
F-bundle isomorphism
γ1(µ)⊕ · · · ⊕ γr(µ) ∼= nF. (14)
The tangent bundle of FG(µ) has the following description: Recall that HomF(ξ, η) ∼= ξ¯⊗η
as Z(F)-vector bundles. Here ξ¯ denotes the same underlying real vector bundle but with
conjugate F-structure; when F = R, ξ¯ = ξ.
τFG(µ) ∼= ⊕1≤i<j≤rHomF(γi, γj) ∼= ⊕1≤i<j≤rγ¯i ⊗F γj (15)
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as Z(F)-vector bundles where Z(F) denotes the centre of the division ring F. We refer
the reader to [53] for a proof.
We shall denote the bundle q∗(γj) by γ˜j. Then, from (15), we see that tangent bundle
τG˜(µ) is isomorphic to ⊕1≤i<j≤rγ˜i⊗ γ˜j. The bundle γ˜j is canonically oriented: the orien-
tation on the fibre of γ˜j over (V , σ) ∈ G˜(µ) is the oriented vector space (Vj, σj); it follows
that the tangent bundle of G˜(µ) is also canonically oriented. The deck transformation
tj induces a bundle isomorphism Ttj : τG˜(µ) → τG˜(µ) which preserves the summands
γ˜k ⊗ γ˜l. It preserves the orientation on γ˜k ⊗ γ˜l, k < l, if and only if one of the following
holds: (a) (k, l) = (j, r), nj ≡ nr mod 2, (b) k = j, l < r, nl is even, (c) k 6= j, l = r, nk
is even, or (d) {k, l} ∩ {j, r} = ∅. As tj preserves the orientation on τG˜(µ) if and only
if it reverses the orientation on an even number of summands γ˜k ⊗ γ˜l, 1 ≤ k < l ≤ r, it
follows that tj is orientation preserving on G˜(µ) if and only if nj ≡ nr mod 2. Hence it
follows that RG(µ) is orientable if and only if nj ≡ nr for every j, 1 ≤ j < r. This fact
may also be verified by computing the first Stiefel-Whitney class. As remarked already,
the complex and quaternionic flag manifolds are simply connected. It follows that they
are orientable.
We have the following theorem concerning the (stable) parallelizability of F-flag mani-
folds. The case of Grassmann manifolds FG(n1, n2) was settled in full generality by Trew
and Zvengrowski [89]. See also [31], [92], [9]. The (stable) parallelizability of F-flag man-
ifolds was settled by Sankaran and Zvengrowski [74]. It turns out that the proof in most
of the cases r ≥ 3 follows easily from the results on Grassmann manifolds. The result
for the class of complex flag manifolds is a special case of a more general result, namely
Theorem 2.6, due to Singhof [75]. See also [76], [77] where the result for quaternionic flag
manifolds was obtained. Korbasˇ [42] obtained the results for real flag manifolds using
Stiefel-Whitney classes.
Theorem 2.18. Let µ = (n1, . . . , nr) where n1 ≥ . . . ≥ nr ≥ 1, r ≥ 2, and let n :=∑
1≤j≤r nj. Let F = R,C,H. Then FG(µ) is stably parallelizable in the following cases:
(i) F = R,C,H and n1 = 1 for all j. Moreover, when n1 = 1, FG(µ) is parallelizable only
when F = R. When F = C,H, the remaining F-flag manifolds are not stably parallelizable.
(ii) Let F = R and n1 > 1, r ≥ 2. Other than the projective spaces RP n1 = RG(n1, 1)
when n1 = 3, 7, none of the flag manifolds RG(µ) are stably parallelizable.
Proof. We shall first consider the case r = 2 namely that of the Grassmann manifold.
Since FGn,k ∼= FGn,n−k, we may assume that 1 ≤ k ≤ n/2, n ≥ 4. Since the case k = 1
corresponds to the n− 1-dimensional projective space which is well-known and classical,
we shall assume that k ≥ 2. As is customary, we shall denote the canonical bundles
γ1, γ2 = γ
⊥
1 over FGn,k by γn,k, βn,k respectively.
One has an inclusion hj : FGn−j,k−j ⊂ FGn,k, 1 < j < k, induced by the inclusion of
Fn−j ⊂ Fn. Explicitly, hj(V ) = V +Fen−j+1 + · · ·+Fen ∈ FGn,k, ∀ V ∈ FGn−j,k−j. (Here
ei denotes the standard basis element.) Now h
∗
j(γn,k) = γn−j,k−j⊕jF, h∗j(βn,k) = βn−j,k−j.
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Therefore, we have the following Z(F)-bundle isomorphisms:
h∗j(τFGn,k) ∼= h∗j(γ¯n,k)⊗F h∗j(βn,k)
= (γ¯n−j,k−j ⊕ jF)⊗ βn−j,k−j
= τFGn−j,k−j ⊕ jβn−j,k−j.
Put j = k−1 and use the isomorphism τFGn,1⊕F ∼= nγ¯n,1 to obtain h∗k−1(τFGn,k)⊕F =
(n − k + 1)γ¯n−k+1,1 ⊕ (k − 1)βn−k+1,1. Now use the isomorphism γn−k+1,1 ⊕ βn−k+1,1 ∼=
(n−k+ 1)F and the fact that, for any F-vector bundle ξ, we have the isomorphism ξ¯ ∼= ξ
of real vector bundles, we obtain, in KO(FGn−k+1,1) the following:
h∗([τFGn,k]) = (n− k + 1)[γn−k+1,1] + (k − 1)[βn−k+1,1]
= (n− k + 1)[γn−k+1,1 + (k − 1)F]− (k − 1)[γn−k+1]
= (n− 2k + 2)[γn−k+1,1] + d(n− k + 1)(k − 1)R
where d = dimR F.
When F = R, it follows from the known order of the Hopf bundle γn−k+1,1, that (n −
2k + 2)[γn−k+1,1] 6= 0 in KO(RP n−k) since (n − k) ≥ k ≥ 2. When F = C,H, an easy
computation of the first Pontrjagin class (of the underlying real vector bundle) shows that
(n− 2k + 2)γn−k+1,1 is not stably trivial as a real vector bundle. (Trew and Zvengrowski
[89] altogether avoided computation of Pontrjagin classes, but used information about
KO-theory in the case of complex and quaternionic projective spaces.) Thus in all cases,
FGn,k is not stably parallelizable.
It remains to consider the case r ≥ 3. In this case, we have a fibre inclusion FG(n1, n2) ↪→
FG(µ) of the fibre bundle projection FG(µ) → FG(n1 + n2, . . . , nr). Since the normal
bundle to fibre inclusion is trivial, we see that the tangent bundle of FG(µ) restricts to
the stable tangent bundle of FG(n1, n2) = FGn1+n2,n2 . Therefore FG(µ) is not stably par-
allelizable except, possibly, when FG(n1, n2) is stably parallelizable. Thus FG(µ) is not
stably parallelizable, except possibly in the following cases: (i) F = R,C,H, and n1 = 1;
(b) F = R and n2 = 1, n1 = 3, 7.
Case (i): The parallelizability of RG(1, . . . , 1) follows from Therem 2.1. Note that
CG(1, . . . , 1) = U(n)/(U(1) × · · · × U(1)) is stably parallelizable by Theorem 2.3. The
stable parallelizability of HG(1, . . . , 1) was first proved by Lam [53], making essential
use of the functor µ2, which is an analogue of the second exterior power in the real and
complex case.
Case (ii): We need only show that RG(3, 1, 1) and RG(7, 1, 1) are not stably paralleliz-
able. Note that one has a double covering projection PVn,2 → RG(n − 2, 1, 1) defined
as [v1, v2] 7→ ({v1, v2}⊥,Rv1,Rv2). Since PV5,2 and PV9,2 are not stably parallelizable by
Theorem 2.11, it follows that RG(3, 1, 1),RG(7, 1, 1) are also not stably parallelizable. 
We shall write G(µ) to denote the real flag manifold of type µ. We assume that n1 ≥
· · · ≥ nr. We observed already that the map q : G˜(µ)→ G(µ) that forgets the orientations
on the flags is a covering projection with deck transformation group (Z2)r−1 generated by
tj, 1 ≤ j < r. Recall that γ˜i(µ) or more briefly γ˜i is the pull-back bundle q∗(γi(µ)). In
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the case of the oriented Grassmann manifolds, we have r = 2 and we write γ˜n,k, β˜n,k to
denote γ˜1, γ˜2 respectively. From (14) we obtain that τ˜(µ) := τ(G˜(µ)) =
⊕
1≤i<j≤r γ˜i⊗ γ˜j.
Next we have the following result concerning the oriented flag manifolds. As usual,
µ = (n1, . . . , nr), n =
∑
1≤j≤r nj.
Theorem 2.19. ([56], [70], [72].) (i) Let 2 ≤ k ≤ n/2. The oriented Grassmann
manifold G˜n,k is stably parallelizable if and only if (n, k) = (4, 2), (6, 3). The manifold
G˜6,3 is parallelizable but G˜4,2 ∼= S2 × S2 is not.
(ii) Let r ≥ 3. Then G˜(µ) is stably parallelizable if and only if any one of the following
holds: {n1, . . . , nr} is contained in {1, 2} or in {1, 3}.
Proof. Consider the inclusion G˜n−2,k−1
i
↪→ G˜n−1,k−1 j↪→ G˜n,k induced by the inclusion of
Rn−2 ↪→ Rn−1 ↪→ Rn. Explicitly i(V ) = V and j(U) = U + Ren with the direct sum
orientation, got by adjoining en to an oriented basis of U . Denote by q the composition
j ◦ i. It is easily verified that the normal bundle to the embeddings i, j, q are respectively
β˜n−2,k−1, γ˜n−1,k−1, (n−2k−2) respectively. Therefore the composition of the embeddings
of type q leads to embeddings f : G˜n−2k+4,2
q→ G˜n,k when n > 2k, and g : G˜8,4 → G˜n,k
when n = 2k ≥ 8, with trivial normal bundle in each case.
So we need only show that τG˜m,2,m ≥ 5, and τG˜8,4 are not stably trivial. It turns out
w2(G˜5,2) 6= 0.
Let m ≥ 6. Using the embedding i repeatedly, we obtain an embedding G˜6,2 → G˜m,2
we get τG˜m,2 = τG˜6,2⊕ (m− 6)γ˜6,2. Similarly, under the embedding G˜6,2 ↪→ G˜7,3 ↪→ G˜8,4,
τG˜8,4 restricts to τG˜6,2 ⊕ 2β˜6,2 = γ˜6,2 ⊗ β˜6,2 ⊕ 2β˜6,2.
Working in the ring KO(G˜6,2) we have [β˜6,2] = 6 − [γ6,2] and we must show that the
elements xm := [γ˜6,2](6 − [γ˜6,2]) + (m − 6)[γ˜6,2] − 2(m − 2) and y := [γ˜6,2] · (6 − [γ˜6,2] +
2(6 − γ˜6,2] − 16 are not zero. Set z = [γ˜6,2] − 2. We have xm := (z + 2)(4 − z) + (m −
6)(z + 2)− 2(m− 2) = −z2 + (m− 4)z and y = (z + 2)(4− z) + 2(4− z)− 16 = −z2.
Now consider the map h : CP 2 → G˜6,2 obtained by regarding any complex line L ⊂
C3 ∼= R6 as a real vector space of dimension 2 with its natural orientation. Then h∗(γ˜6,2) =
Cγ3,1 =: ζ. The ring homomorphism h∗ : KO(G˜6,2)→ KO(CP 2) maps z to [ζ]− 2. Since
[ζ]− 2, ([ζ]− 2)2 generate a free abelian group of rank 2 in KO∗(CP 2) by [24], it follows
that the same is true of z, z2 ∈ KO(G˜6,2) and so we conclude that xm 6= 0 ∀m ≥ 6, and
y 6= 0.
The stable parallelizability of G˜4,2 = SO(4)/SO(2)× SO(2) is immediate from Propo-
sition 2.3. By the same proposition, if n1 ≤ 2, then G˜(µ) = SO(n)/S where S is a torus
and hence it is stably parallelizable. It is parallelizable precisely if S is not a maximal
torus.
Next suppose that ni = 3, 1 ≤ i ≤ s, and nj = 1 for s < j ≤ r for some s. For any
oriented vector bundle ξ of rank m, we have Λp(ξ) ∼= Λm−p(ξ). Hence we have Λ2(γ˜i) ∼=
γ˜i, 1 ≤ i ≤ s. Also Λ2(γ˜j) = 0 for j > s. Applying Λ2 to both sides of the isomorphism,
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isomorphism ⊕1≤j≤rγ˜j = n, and using (15) we obtain τG˜(µ) = ⊕1≤i<j≤rγ˜i ⊗ γ˜j, we
obtain
(
n
2
)
 = τG˜(µ) ⊕ (⊕1≤j≤sΛ2(γ˜j)) = τG˜(µ) ⊕ (⊕1≤i≤sγ˜i). Since γ˜j ∼=  as nj = 1
for j > s, we obtain (
(
n
2
)
+ (r − s)) = τG˜(µ) ⊕ (⊕1≤j≤rγ˜j) = τG˜(µ) ⊕ n and so
G˜(µ) is stably parallelizable. As for the parallelizability of G˜(µ), we apply the Bredon-
Kosin´ski Theorem 1.15. Evidently χ(G˜(µ)) = 0, implying the parallelizability when the
dimension is even. When the dimension is odd, leaving out the case G˜(3, 1) = S3 and the
7-dimensional manifold G˜(3, 1, 1) which are parallelizable, we must show that the mod
2 Kervaire semicharacteristic χˆ2(G˜(µ)) vanishes. This follows from the fact that G˜(µ)
admits a fixed point free Z2 × Z2-action (see Remark 1.16).
Finally, suppose that there exists i, j ≤ r such that ni ≥ 3, nj ≥ 2 but nj 6= 3, then the
oriented Grassmann manifold G˜(ni, nj) is not stably parallelizable. Since G˜(µ) is fibred
by G˜(ni, nj), it follows that G˜(µ) is not stably parallelizable. 
Remark 2.20. One has the universal double cover Spin(4) → SO(4) under which the
maximal torus SO(2)×SO(2) lifts to a maximal torus T . One has an isomorphism of Lie
groups Spin(4) ∼= Spin(3)×Spin(3) under which T corresponds to T˜ = Spin(2)×Spin(2).
So
G˜4,2 = SO(4)/(SO(2)× SO(2))
∼= Spin(4)/T˜∼= Spin(3)/Spin(2)× Spin(3)/Spin(2)
= S2 × S2.
Note that span of complex and quaternionic Grassmann manifolds are zero since they
have non-vanishing Euler-Poincare´ characteristic; see (2). We have the following general
result concerning the span of real Grassmann manifolds. This is essentially due to Leite
and Miatello [54] who considered oriented Grassmann manifolds. The proof given here is
due to Zvengrowski (unpublished).
Theorem 2.21. When k is even or n is odd, span(RGn,k) = 0. When k is odd and n
even,
span(RGn,k) ≥ span(Sn−1) = ρ(n)− 1. (16)
Proof. The rank of G := SO(n) equals bn/2c. Let H = S(O(k) × O(n − k)). Then
H0 = SO(k)×SO(n− k) has the same rank as SO(n) if and only if n is odd or k is even.
Since RGn,k = G/H, it follows from Theorem 2.2 that span(Gn,k) > 0 if and only if n is
even and k is odd.
Let n be even and k odd. Let r = ρ(n) and let µ1 = id, µ2, . . . , µr : Rn → Rn be the
Radon-Hurwitz transformations. Thus µiµj = −µjµi, µ2j = −id, 2 ≤ i < j ≤ r. (See
§1.2.)
Let vj(X) ∈ Hom(X,X⊥) be the composition X ↪→ Rn µj→ Rn p→ X⊥, 2 ≤ j ≤ r.
Here p denotes the orthogonal projection. Then vj(X) ∈ TXRGn,k, 2 ≤ j ≤ r, and we
obtain smooth vector fields v2, . . . , vr on RGn,k. We claim that these are everywhere
linearly independent on RGn,k. To see this, note that if (a2, . . . , ar) ∈ Sr−1, then µ :=
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2≤j≤r ajµj is a skew-symmetric orthogonal transformation of Rn. Hence it does not
have an odd-dimensional invariant subspace in Rn. It follows that, for any X ∈ RGn,k,
the composition X ↪→ Rn µ→ Rn p→ X⊥ is non-zero. Therefore ∑2≤j≤r ajvj(X) 6= 0. Thus
span(RGn,k) ≥ r − 1 = ρ(n)− 1. 
Remark 2.22. (i) Write n = 2m+ a, a = 0, 1. The Weyl group W (SO(n), T ) is isomor-
phic to the semidirect product Zr2 o Sm where r = b(n − 1)/2c. The symmetric group
Sm acts on Zm2 by permuting the factors. When n = 2m, the group Zr2 is identified
with the subgroup {u = (u1, · · · , um) ∈ Zm2 |
∑
uj = 0}. Thus |W (SO(n), T )| = 2rm!.
See, for example, [35, Ch. 14, §7]. Using formula (2), we see that χ(G˜n,k) = 2
(bn/2c
bk/2c
)
when n is odd or k is even. The following formula can be obtained from Equation (2).
When n is odd or k is even, χ(RGn,k) =
(bn/2c
bk/2c
)
and so span(RGn,k) equals zero. When
n is even and k is odd, χ(G˜n,k) = 0 = χ(RGn,k) since rank SO(n) exceeds the rank of
SO(k)×SO(n−k). The same argument shows that χ(G˜(µ)) = 0 = χ(G(µ)) if and only if
there exist i < j ≤ r such that both ni, nj are odd. Thus span(G(µ)) = span(G˜(µ)) = 0 if
and only if at most one of the numbers n1, . . . , nr is odd. Also Theorem 2.21 implies that
span(G(µ)) ≥ ρ(n)−1. In general, however, very little information is available concerning
the span of a general real flag manifold. See [43] and [38] for span of RG(n − 2, 1, 1) for
special values of n.
(ii) It is known that equality holds in (16) in infinitely many cases. We point out a
sample of such results obtained in [67]. For example, span(RGn,3) = 3 when n is of the
form 4(2r + 1). This follows by showing that wd−3(RGn,k) 6= 0 where d = k(n − k) =
dimRGn,k. Also when n ≡ 2 mod 4, k ≡ 1 mod 2, we have dimRGn,k ≡ 1 mod 4.
Since n is even and k is odd, RGn,k is orientable and is an unoriented boundary (see
[68]). Using Remark 1.16 it can be seen that the Kervaire semicharacteristic κ(RGn,k)
equals 0 or 1 according as
(
n
k
) ≡ 0 or 2 mod 4. So it follows from Theorem 1.12 that
span(RGn,k) = 1 (resp. span(RGn,k) ≥ 2) if
(
n
k
) ≡ 2 mod 4 (resp. (n
2
) ≡ 0 mod 4).
The last remark should be compared with the following result.
Theorem 2.23. (Leite and Miatello [54].) Let n− k = 2r + 1, k = 2s + 1, where s ≥ 1,
and r ≥ 1 is odd. Suppose that r + s is even so that n ≡ 2 mod 4. Then:
span(G˜n,k) =
{
1 if
(
r+s
r
) ≡ 1 mod 2,
≥ 2 if (r+s
r
) ≡ 0 mod 2. 
In general, the determination of span of real Grassmann manifolds is a wide open
problem. The first ‘non-trivial’ case is that of the Grassmann manifold RG6,3. In this
case the Radon-Hurwitz bound yields span(RG6,3) ≥ 1. We have the following result:
Theorem 2.24. (Korbasˇ-Sankaran [45].) span(RG6,3) = 7.
Proof. Recall that τ(Gn,k) ∼= γ6,3 ⊗ β6,3. Since γ6,3 ⊕ β6,3 = 6, taking the second exterior
power on both sides we obtain Λ2(γ6,3 ⊕ β6,3) = 15. Expanding the left hand side we
obtain Λ2(γ6,3⊕β6,3) = Λ2(γ6,3)⊕γ6,3⊗β6,3⊕Λ2(β6,3) = γ6,3⊗ξ⊕τRG6,3⊕β6,3⊗η, where
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in the last equality ξ := det(γ6,3), η := det(β6,3) and we have used the bundle isomorphism
Λr(ω) ∼= Λm−rω ⊗ det(ω) for any vector bundle ω of rank m. Since a real line bundle is
determined by its first Stiefel-Whitney class, it is readily seen that ξ ∼= η and so we obtain
15 = τRG6,3 ⊕ (γ6,3 ⊕ β6,3)⊗ ξ = τRG6,3 ⊕ 6ξ. (17)
It is known that there exists a 3-fold vector product µ : R8×R8×R8 → R8; see [90]. An
explicit formula was given by Zvengrowski [93]. The map µ has the following properties:
(a) µ is multilinear, (b) µ(u, v, w) = 0 if u, v, w are linearly dependent, (c) µ(u, v, w) ∈ R8
is a unit vector that depends only on the oriented 3-dimensional vector space spanned
by u, v, w if they are pairwise orthogonal. The map V 7→ Rµ(u, v, w) is a well-defined
continuous map f : RG8,3 → RP 7 where u, v, w is any orthonormal basis V ∈ RG6,3. It
is not difficult to see that f induces an isomorphism of fundamental groups. From this
it follows easily that det(γ8,3) ∼= f ∗(γ8,1). Restricting to RG6,3 and using the fact that
8γ8,1 ∼= 8, we obtain that 8ξ ∼= 8 whence 15 = 7 ⊕ 8ξ. Therefore, using (17) we
conclude that τRG6,3 is stably isomorphic to 7 ⊕ 2ξ. Hence span0(RG6,3) ≥ 7. By a
straightforward computation we have w2(RG6,3) 6= 0 and so span0(RG6,3) = 7.
Since by Remark 2.22(ii), RL(RG6,3) = κ(RG6,3) = 0, by appealing to Theorem 1.14
we conclude that span(RG6,3) = span0(RG6,3) = 7. 
For results on the (stable) parallelizability of partially oriented flag manifolds the reader
is referred to [70], [71]. For the orientability of a generalized real flag manifolds see [61].
3. Homogeneous spaces for non-compact Lie groups
We now turn to the case where G is a connected non-compact Lie group.
For convenience we will assume that G is a connected linear Lie group, that is, G is
a closed connected subgroup of GL(N,R) for some N . Let R = rad(G) be the radical
of G, i.e., the maximal connected normal solvable subgroup of G. Then G¯ := G/R is
semisimple and R is a semidirect product Ru o T where Ru is the unipotent radical of
G, namely, the maximal connected normal nilpotent subgroup of G, and T is an abelian
subgroup which is diagonalizable. We will consider two separate cases: (a) G = R is
solvable, and (b) G is semisimple, i.e., rad(G) is trivial. We refer the reader to [64] and to
[7] for general facts concerning lattices in Lie groups and the structure of solvmanifolds
respectively.
3.1. Solvmanifolds. First suppose that G is nilpotent and M = G/H where H is a
closed subgroup. Such a space is called a nilmanifold. Then M is diffeomorphic to a
product Rs ×M0 where M0 is a compact smooth manifold of the form N/Γ where N is a
connected nilpotent Lie group and Γ is a discrete subgroup of N . By Theorem 2.1, M0 is
parallelizable and so M itself is parallelizable.
Suppose that G is a solvable Lie group. In this case a homogeneous space M =
G/H is known as a solvmanifold. For basic facts about the structure of solvmanifolds,
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some of which will be recalled below, see [7]. Auslander and Tolimieri showed that M
is diffeomorphic to the total space of a vector bundle over a compact solvmanifold, as
conjectured by Mostow. Unlike in the case of nilmanifolds, solvmanifolds are not even
stably parallelizable in general. For example the Klein bottle and the Mo¨bius band are
solvmanifolds. It turns out that any solvmanifold is an Eilenberg-MacLane space K(pi, 1)
and that if it is compact, then its diffeomorphism type is determined by its fundamental
group. Thus the span of a solvmanifold is an invariant of its fundamental group. The
fundamental group Γ of a compact solvmanifold is strongly polycyclic, that is, there is a
filtration
Γ = Γ0 > Γ1 > · · · > Γn > Γn+1 = 1 (18)
where each Γi+1 is normal in Γi and Γi/Γi+1 ∼= Z. Choose an element αi ∈ Γi which maps
to the generator of Γi/Γi+1. Then Γi ∼= Γi+1 o Z where the action of Z on Γi+1 is given
by the restriction to Γi+1 of the conjugation by αi.
While any finitely generated torsionless nilpotent group is a uniform lattice in a con-
nected nilpotent Lie group, the analogous statement for solvable groups is false in general.
For example, the fundamental group Γ = 〈x, y | xyx−1y〉 = Z o Z of the Klein bottle
cannot be a lattice in a connected Lie group G. (Otherwise the Klein bottle would be par-
allelizable.) This makes the vector field problem for (compact) solvmanifolds nontrivial
and interesting.
The following well-known result due Auslander and Szczarba [8] says that the structure
group of the tangent bundle of a d-dimensional solvable manifold can be reduced to the
diagonal subgroup of the orthogonal group O(d). Thus the manifold is close to being
parallelizable.
Theorem 3.1. (Auslander and Szczarba [8].) Let M be a compact solvmanifold of di-
mension d. Then there exists line bundles ξ1, . . . , ξd, such that τM ∼= ξ1 ⊕ · · · ⊕ ξd. In
particular all Pontrjagin classes of M are trivial.
Using the fact that M fibres over a circle, it can be seen easily that one of the line
bundles, say ξ1 may be taken to be trivial. As an immediate corollary, one obtains the
following
Theorem 3.2. Let M be a compact solvmanifold of dimension d. Then there exists a
smooth covering M˜ →M of degree 2k, k < d, such that M˜ is parallelizable.
Next we obtain a criterion for the (stable) parallelizability in a special case and a
criterion for the orientability in the general case.
Let A ∈ GL(n,Z) and let Γ = Γ(A) := Zn o Z be the extension of Z by Zn where the
Z-action on Zn is generated by A. The smooth compact solvmanifold M = M(A) with
fundamental group Γ may be described as follows: Let α : T→ T be the diffeomorphism
of the n-dimensional torus T = Rn/Zn defined by the linear automorphism of Rn, v → Av.
The ‘mapping circle’ M = Tn × I/∼, where (a, 0) is identified to (α(a), 1), is a smooth
manifold. We have T(a,x)(T × I) = TaT × R ∼= Rn × R for all a ∈ T, x ∈ I. The total
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space of the tangent bundle of M has the following description: TM = T (T × I)/∼
where (a, 0; v, s) ∈ T(a,0)(T × I) is identified with (α(a), 1;Av, s) ∈ T(α(a),1)(T × I) for
v ∈ TaT, s ∈ T0I = T1I = R. The projection T× I → I induces a fibre bundle projection
pi : M → S1 with fibre T. Hence we obtain an isomorphism τM ∼= pi∗(τS1) ⊕ η =  ⊕ η,
where η is the vertical bundle that restricts to the tangent bundle on the fibres of pi.
Theorem 3.3. (Sankaran, unpublished.) Let A ∈ GL(n,Z). With the above notation,
the manifold M = M(A) is parallelizable if det(A) = 1 and is not orientable—hence not
stably parallelizable—if det(A) = −1.
Proof. First assume that det(A) = 1. We shall show that η is trivial. Let σ : I → GL(n,R)
be a smooth path such that σ(0) = In, the identity matrix, and, σ(1) = A. We will write
At to denote σ(t). We have τT = n with total space T× Rn. The standard basis of Rn
yields vector fields X1, . . . , Xn on T × I defined as follows: Xj(a, x) = (a, x;Axej, 0) ∈
T × I × Rn × R. Note that Xj(α(a), 1) = (α(a), 1;Aej, 0) ∼ (a, 0; ej, 0) = Xj(a, 0).
Hence Xj descends to a well-defined smooth vector field, again denoted Xj on M . Since
Tpi(Xj(p)) = 0 for every j, it follows that Xj, 1 ≤ j ≤ n, are cross-sections of η. Since
At ∈ GL(n,R) for all t, it is evident that X1, . . . , Xn are everywhere linearly independent.
So η is trivial, as was to be shown.
Now suppose that det(A) = −1. Fix a point a0 ∈ T and choose a path σ : I → T
from a0 to α(a0). Let θ : S1 → M be the embedding exp(2piit) 7→ [σ(t), t] ∈ M, 0 ≤
t ≤ 1. Consider the pull-back line bundle ξ := θ∗(Λn(η)) over S1. We assert that ξ is
not orientable. This readily implies that η is non-orientable and hence M itself is not
orientable. To prove the assertion, we need only observe that the total space of ξ is
obtained by identifying in I × R, the point (0, t) ∈ I × R with (1, (detA)t) = (1,−t) for
all t ∈ R. Thus E(ξ) is homeomorphic to the Mo¨bius band and so ξ is non-orientable. 
We remark that when det(A) = −1, the double cover M˜ of M = M(A) corresponding
to the subgroup Zn o (2Z) ⊂ Γ is just the group Γ(A2) and hence is parallelizable.
One may generalize one part of the above theorem so as to obtain a criterion for the
orientability of a solvmanifold.
Let Γ be a strongly polycyclic group and write Γ ∼= Γ1 o Z where Γ1 is as in (18). We
let A be the automorphism of Γ1 that defines the action of Z on Γ1. Let N := M(Γ1) be
a compact solvmanifold with fundamental group Γ1. Then M = M(Γ), a solvmanifold
with fundamental group Γ, may be obtained as the mapping circle of a diffeomorphism
α : N → N that induces A. Now M fibres over the circle pi : M → S1 with fibre N and
we have a splitting τM = τS1 ⊕ η where η is the vertical bundle. If N is non-orientable,
neither is M since the normal bundle to the fibre inclusion N ↪→M is trivial.
Assume that N is orientable. If α : N → N is orientable, then Tα : TaN → Tα(a)N
is orientation preserving. As before, for any a ∈ N , we have [a, 0] = [a, 1] in M and
the tangent space T[a,0]M is obtained from T (N × I) = TN × I × R by identifying
(u, 0; t) ∈ T(a,0)(N × I) with (Taα(u), 1; t) ∈ T(α(a),1)(N × I) where u ∈ TaN, t ∈ R.
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Since τM = η ⊕ , the total space E(η) ⊂ TM is the space of all vectors with vanishing
last coordinate. Since Taα : TaN → Tα(a)N is orientation preserving, we see that η is
orientable. Hence M is orientable. On the other hand, if α is orientation reversing, then
choosing a path σ : I → N from a point a to α(a) we obtain an imbedding σ¯ : S1 →
M, exp(2piit) 7→ [σ(t), t], 0 ≤ t ≤ 1. The bundle Λn(η) pulls-back via σ¯ to a line bundle
ξ which is seen to be non-orientable. It follows that η is non-orientable. Hence M is
non-orientable. Repeated application of this argument yields the following theorem.
Theorem 3.4. (Sankaran, unpublished) Let Γ be a strongly polycyclic group. Let Γi, 1 ≤
i ≤ n + 1, be as in (18). Then M(Γ) is orientable if each M(Γi) is orientable and the
action of Γi/Γi+1 ∼= Z on M(Γi) is orientation preserving for 1 ≤ i ≤ n. 
3.2. Homogeneous spaces for non-compact semisimple Lie groups. Suppose that
G is a connected non-compact semisimple Lie group with finite centre. LetK be a maximal
compact subgroup of G. Then it is a consequence of Cartan (or Iwasawa) decomposition
that X := G/K is diffeomorphic to Rn for some n. So the vector field problem for G/K
is uninteresting. Suppose that H is any connected compact subgroup of G. Then H is
contained in a maximal compact connected subgroup K. One has a smooth fibre bundle
G/H → G/K with fibre K/H. Since G/K ∼= Rn, the bundle is trivial and we have
G/H ∼= Rn × K/H. Therefore span(G/H) = span(Rn × K/H) = span0(K/H) + n =
span0(G/H) since n ≥ 1.
The manifold X = G/K admits a G-invariant metric with respect to which it becomes
a globally symmetric space. One may express X as G¯/K¯ where G¯ = G/Z(G) since the
centre Z(G) ⊂ K. Note that G¯ is a linear Lie group (via the adjoint representation).
Thus we may assume, to begin with, that G itself is linear. Also, we will assume that G
has no (nontrivial) compact connected normal subgroup N . (Any compact normal group
is contained in K and so X ∼= (G/N)/(K/N). So there is no loss of generality in such an
assumption.)
Let Γ be a uniform lattice in G, that is, Γ is a discrete group subgroup of G such
that XΓ := Γ\G/K is compact. We will assume that Γ is torsionless, that is, no element
other than the identity has finite order. Then XΓ is a smooth manifold and quotient map
X → XΓ is a covering projection. The space XΓ is called a locally symmetric space. Note
that since G is connected, given any element g ∈ G the left translation by g on X is
orientation preserving. Hence XΓ is orientable.
In a more general setting, one allows Γ to be a (torsionless) lattice in the group I(X)
of all isometries of X. In this generality, a locally symmetric space XΓ = I(X)/Γ is
not necessarily orientable. The case considered above corresponds to the case where the
lattice is contained in the identity component G = I0(G) of I(X).
Before proceeding further, we pause for an example.
Let G = SL(2,R), we have X = H, the upper half space {z = x + iy ∈ C | y > 0}
(with the Poincare´ metric). If Γ is a uniform torsionless lattice in G, then XΓ is a compact
Riemann surface of genus g ≥ 2. By the uniformization theorem every compact Riemann
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surface arises in this manner. Although SL(2,Z) is a lattice in SL(2,R), no finite index
subgroup of it is uniform. Explicit construction of a uniform lattice in SL(2,R) requires
some preparation and will take us too far afield.
Borel [15] has shown that every (non-compact) semisimple Lie group G admits both
uniform and non-uniform lattices. If G is linear, then any lattice in G has a finite index
subgroup Γ which is torsionless so that Γ\G/K is a smooth manifold.
The globally symmetric space X has a compact dual Xu := U/K where U is a maximal
compact subgroup of the ‘complexification’ of G, denoted GC, that contains K. The group
GC is characterized by the requirements that its Lie algebra is the complexification gC =
g⊗R C and G ⊂ GC. Such a group GC exists in view of our assumption that G is linear.
When G = SL(n,R), we take K = SO(n) ⊂ G. Then GC = SL(n,C) and U = SU(n),
the special unitary group. Hence the compact dual of X is Xu = SU(n)/SO(n). We shall
refer to Xu also as the compact dual of a locally symmetric space XΓ.
Returning to the general case of a compact locally symmetric space XΓ, the well-
known Hirzebruch proportionality principle says that the Pontrjagin numbers of XΓ are
proportional to the corresponding Pontrjagin numbers of the compact dual Xu, the pro-
portionality constant being dependent only on XΓ. Thus vanishing of the latter implies
the vanishing of the former. See [33]. What we need is a stronger version of the converse,
namely: the non-vansihing of a characteristic class of Xu implies the non-vanishing of the
corresponding characteristic class of XΓ. This has been established by T. Kobayashi and
K. Ono [41] in a more general setting. The following theorem and its proof is essentially
due to Lafont and Ray [51], although they stated their result for characteristic numbers.
The assertion concerning the Euler characteristic is well-known (cf. [29]).
Theorem 3.5. ([41], [51, Theorem A].) With the above notation, if Γ ⊂ G is a uniform
lattice, then: (i) χ(XΓ) = cχ(Xu) for some c 6= 0.
(ii) If rank(K) = rank(U), and if some Pontrjagin class pi(Xu) 6= 0, then pi(XΓ) 6= 0.
Proof. (i). We may assume that XΓ is even-dimensional. If χ(Xu) = 0, then the Euler
class e(Xu) of Xu vanishes. Hence by [41] it follows that e(XΓ) = 0 and so χ(XΓ) = 0.
On the other hand, suppose that χ(Xu) 6= 0. Then rank(U) = rank(K). In this case,
a result of Okun [63] says that there exist a finite index subgroup Λ ⊂ Γ and tangential
map f : XΛ → Xu of non-zero degree. That is, f ∗(τXu) ∼= τXΛ and f∗ : Hn(Xu;R) →
Hn(XΛ;R) is non-zero where n = dimX. By the naturality of the Euler class, f ∗(e(Xu)) =
e(XΛ); see [59]. Now χ(XΛ) = 〈e(XΓ), µXΛ〉 = 〈f ∗(e(Xu)), µXΛ〉 = 〈e(Xu), f∗(µXΛ)〉 =
〈e(Xu), deg(f)µXu〉 = deg(f).χ(Xu) 6= 0. This shows that χ(XΛ) 6= 0. Since Λ has
finite index in Γ, we have a covering projection XΛ → XΓ and so χ(XΛ) = |Γ/Λ|χ(XΓ).
Therefore χ(XΓ) = deg(f)χ(Xu)/|Γ/Λ|. This proves (i).
(ii). Suppose that pi(Xu) 6= 0. We proceed as in (i) above and use the same notations.
Note that the tangent bundle of XΓ pulls back under the covering projection to that
of XΛ. By the naturality of Pontrjagin classes, it suffices to show that pi(XΛ) 6= 0.
Since f : XΛ → Xu is tangential f ∗(pi(Xu)) = pi(XΛ). Since deg(f) 6= 0, the induced
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map in rational cohomology f ∗ : H∗(Xu;Q) → H∗(XΛ;Q) is a monomorphism. Hence
pi(XΛ) 6= 0. 
The group GC is also the complexification of U . In particular U is semisimple. The
rank of U is also called the (complex) rank of G. However K ⊂ G is not necessarily
semisimple. For example, when G = SL(2,R), K = SO(2) is abelian. When the centre
of K is not discrete and G is simple, the homogeneous space X = G/K has the structure
of a Hermitian symmetric domain. Also the compact dual Xu = U/K has the structure
of a complex projective variety. When G is semisimple it is an almost direct product
G = G1 · · ·Gk where each Gi is a simple normal subgroup of G. By our assumption, none
of the Gi is compact. Any maximal compact subgroup K is likewise an almost product
K = K1 · · ·Kk where Ki ⊂ Gi is a maximal compact subgroup of Gi. Moreover X = G/K
is diffeomorphic to the Cartesian product X1 × · · · ×Xk where Xi = Gi/Ki. The Xi are
called the irreducible factors of X. Correspondingly, one has a factorization Xu of the
compact dual into a product X1,u× · · · ×Xk,u where Xi,u = Ui/Ki, Ui being the maximal
compact subgroup of Gi,C that contains Ki.
As an application of Theorem 2.5 we obtain the following result.
Theorem 3.6. (Sankaran, unpublished.) Let Γ be a torsionless uniform lattice in a linear
connected semisimple Lie group G. With the above notations, (i) span(XΓ) > 0 if and
only if rank(G) > rank(K).
(ii) Suppose that an irreducible factor Xi of X is a Hermitian symmetric space where Gi
is not locally isomorphic to SL(2,R). Then XΓ is not stably parallelizable.
(iii) Suppose that each simple factor of G is either a complex Lie group or is locally
isomorphic to SO0(1, k). Then there exists a finite index subgroup Λ ⊂ Γ such that XΛ is
stably parallelizable. Such an XΛ is parallelizable if and only if rank(G) > rank(K).
Proof. (i). This is a direct consequence of Theorem 3.5(i), since χ(XΓ) = 0 if and only if
χ(U/K) = 0 if and only if rank(G) > rank(K).
(ii). Consider the factorXi,u = Ui/Ki. The assumption thatGi is not locally isomorphic
to SL(2,R) implies that Ki is neither semisimple nor a torus. Since Ui is simple, by
Theorem 2.5, we see that p1(Xi,u) 6= 0. It follows that p1(Xu) 6= 0 since Xi,u is a direct
factor of Xu. By Theorem 3.5(ii), it follows that p1(XΓ) 6= 0.
(iii). Let H be a simple factor of G with L ⊂ H being a maximal compact subgroup. Let
Y = H/L and Yu its compact dual. When H is a simple complex Lie group with maximal
compact subgroup L, its complexification is the product H × H with maximal compact
subgroup L×L. Hence the compact dual of Y is the homogeneous space L×L/L where L
is embedded diagonally. Consequently Yu is diffeomorphic to the Lie group L and hence is
parallelizable. When H is locally isomorphic to SO0(1, k), the symmetric space Y = H/L
is the hyperbolic space Hk and its compact dual is the sphere Sk. Our hypothesis implies
that Xu is a product of spheres and a Lie group M (possibly trivial). Thus Xu is stably
parallelizable. By Okun’s theorem [63], there exists a finite index subgroup Λ ⊂ Γ such
that there exists a tangential map f : XΛ → Xu; thus f ∗(τ(Xu)) ∼= τXΛ). It follows
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that XΛ is stably parallelizable and that it is parallelizable if and only if either one of the
spheres is odd dimensional or M is positive dimensional (see Theorems 1.19, 1.20). The
last condition is equivalent to χ(Xu) = 0, which is itself equivalent to the requirement
that rank(G) > rank(K). 
Acknowledgments. I am grateful to Professor Peter Zvengrowski for sharing with me
his insights into the vector field problem and for long years of collaboration. I am grateful
to the referees for their very thorough reading of the paper, for their comments, and for
pointing out numerous errors. One of them also pointed out that Theorem 1.19 and parts
of Theorem 1.20 were proved in the paper of E. B. Staples [81]. Also, I thank Ju´lius
Korbasˇ, Arghya Mondal, Avijit Nath, and Peter Zvengrowski for their comments and
for pointing out errors. I thank Mahender Singh for the invitation to participate in the
Seventh East Asian Conference on Algebraic Topology held in December 2017 at IISER
Mohali and for his interest in publishing these notes as part of the Conference proceedings.
References
[1] J. F. Adams, Vector fields on spheres. Ann. Math. (2) 75 (1962), 606–632.
[2] E. Antoniano, La accion del algebra de Steenrod sobre las variedades de Stiefel proyectivas. Bol. Soc.
Mat. Mexicana 22 (1977), 41–47.
[3] E. Antoniano, S. Gitler, J. Ucci, and P. Zvengrowski, On the K -theory and parallelizability of
projective Stiefel manifolds. Bol. Soc. Mat. Mexicana (2) 31 (1986), 29–46.
[4] L. Astey, S. Gitler, E. Micha, G. Pastor, Parallelizability of complex projective Stiefel manifolds.
Proc. Amer. Math. Soc. 128 (1999), 1527–1530.
[5] M. F. Atiyah and J. Dupont, Vector fields with finite singularities, Acta Math. 128 (1972), 1–40.
[6] M. F. Atiyah and F. Hirzebruch, Vector bundles and homogeneous spaces. Proc. Symp. Pure Math.
AMS 3 (1961), 7–38.
[7] L. Auslander, An exposition of the structure of solvmanifolds, I. Bull. Amer. Math. Soc. 79 (1973),
227–261.
[8] L. Auslander and R. Szczarba, Characteristic classes of compact solvmanifolds. Ann. Math. (2) 76
(1962), 1–8.
[9] V. Bart´ık and J. Korbasˇ, Stiefel-Whitney characteristic classes and parallelizability of Grassmann
manifolds. Proceedings of the 12th winter school on abstract analysis (Srn´ı, 1984). Rend. Circ. Mat.
Palermo (2) Suppl. 6 (1984), 19–29.
[10] N. Barufatti and D. Hacon, K-theory of projective Stiefel manifolds. Trans. Amer. Math. Soc. 352
(2000), 3189–3209.
[11] N. Barufatti, D. Hacon, K.-Y. Lam, P. Sankaran, P. Zvengrowski, The order of real line bundles.
Bol. Soc. Mat. Mexicana (3) 10 (2004), 149–158.
[12] S. Basu and B. Subhash, Topology of certain quotient spaces of Stiefel manifolds. Canad. Math.
Bull. 60 (2017), no. 2, 235–245.
[13] P. Baum and W. Browder, The cohomology of quotients of classical groups, Topology 3 (1965),
305–336.
[14] J. C. Becker, The span of spherical space forms. Amer. Jour. Math. 94 (1972), 991–1026.
[15] A. Borel, Compact Clifford-Klein forms of symmetric spaces. Topology 2 (1963), 111–122.
[16] A. Borel and F. Hirzebruch, Characteristic classes and homogeneous spaces-I. Amer. Jour. Math. 80
(1958), 458–538.
[17] R. Bott and J. Milnor, On the parallelizability of the spheres. Bull. Amer. Math. Soc. 64 (1958),
87–89.
[18] G. Bredon, Introduction to compact transformation groups. Pure Appl. Math. 46, Academic Press,
New York, 1972.
[19] G. Bredon and A. Kosin´ski, Vector fields on pi-manifolds. Ann. Math. (2) 84 (1966), 85–90.
THE VECTOR FIELD PROBLEM FOR HOMOGENEOUS SPACES 39
[20] D. Crowley and P. Zvengrowski, On the non-invariance of span and immersion co-dimension for
manifolds. Arch. Math. (Brno) 44 (2008), no. 5, 353–365.
[21] D. M. Davis, Vector fields on RPm × RPn. Proc. Amer. Math. Soc. 140 (2012), no. 12, 4381–4388.
[22] V. Eagle, An approach to the vector field problem on manifolds. PhD Thesis, Rutgers University, NJ,
1978.
[23] B. Eckmann, Gruppentheoretischer Beweis des Satzes von Hurwitz-Radon u¨ber die Komposition
quadratischer Formen. Comment. Math. Helv. 15 (1943), 358–366.
[24] M. Fujii, KO-groups of projective spaces. Osaka J. Math. 4 (1967), 141–149.
[25] S. Gitler and D. Handel, The projective Stiefel manifolds-I. Topology, 7 (1968), 39–46.
[26] S. Gondhali and P. Sankaran, Vector fields on certain quotients of complex Stiefel manifolds. Math.
Slovaca 63 (2013), 883–896.
[27] S. Gondhali and B. Subhash, Vector fields on right-generalized complex projective Stiefel manifolds.
Proc. Roy. Soc. Edinburgh Sect. A 143 (2013), no. 6, 1237–1242.
[28] D. Handel, A note on the parallelizability of real Stiefel manifolds. Proc. Amer. Math. Soc. 16 (1965),
1012–1014.
[29] G. Harder, A Gauss-Bonnet formula for discrete arithmetically defined groups. Ann. Sci. E´cole Norm.
Sup. (4) 4 (1971), 409–455.
[30] S. Helgason, Differential geometry, Lie groups, and symmetric spaces. Academic Press 1978. Cor-
rected reprint: Grad. Stud. Math. 34, Amer. Math. Soc. Providence, RI, 2001.
[31] H. Hiller and R. Stong, Immersion dimension for real Grassmannians. Math. Ann. 255 (1981),
361–367.
[32] M. Hirsch, Differential topology. GTM-33, Springer-Verlag, Berlin, 1976.
[33] F. Hirzebruch, Automorphe Formen und der Satz von Riemann-Roch. Symposium Internacional de
Topologia algebraica (1956), 129–144.
[34] H. Hopf, Vektorfelder in n-dimensionalen Mannigfaltigkeiten. Math. Annalen 96 (1927), 225–250.
[35] D. Husemoller, Fibre bundles. GTM-20, Springer-Verlag, Berlin, 1975.
[36] A. Hurwitz, U¨ber die Komposition der quadratischen Formen. Math. Annalen 88 (1923), 1–25.
[37] I. M. James and E. Thomas, An approach to the enumeration problem for non-stable vector bundles.
J. Math. Mech. 14 (1965), 485–506.
[38] S. Ilori and D. O. Ajayi, Vector fields on the real flag manifolds RF (1, 1, n − 2). Math. Slovaca 58
(2008), no. 1, 127–129.
[39] M. Kervaire, Non-parallelizability of the n-sphere for n > 7. Proc. Nat. Acad. Sci. USA 44 (1958),
280–283.
[40] M. Kervaire and J. Milnor, Groups of homotopy spheres: I. Ann. Math. 77 (1963), 504–537.
[41] Toshiyuki Kobayashi and Kaoru Ono, Notes on Hirzebruch’s proportionality principle. J. Fac. Sci.
Univ. Tokyo Sect. IA Math. 37 (1990), no. 1, 71–87.
[42] J. Korbasˇ, Vector fields on real flag manifolds Ann. Global Anal. Geom. 3 (1985), 173–184.
[43] J. Korbasˇ, On the Stiefel-Whitney classes and the span of real Grassmannians. Czechoslovak Math.
J. 36(111) (1986), no. 4, 541–552.
[44] J. Korbasˇ, Distributions, vector distributions, and immersions of manifolds in Euclidean spaces.
Handbook of Global Analysis, (D. Krupka and D. Saunders, eds.), 665–725, Elsevier B. V. Amster-
dam, 2008.
[45] J. Korbasˇ and P. Sankaran, On continuous maps between Grassmann manifolds, Proc. Indian Acad.
Sci. (Math. Sci.), 101 (1991), 111–120.
[46] J. Korbasˇ, P. Sankaran, and P. Zvengrowski, Span of projective Stiefel manifolds. Preprint #704
(1991), Dept. Math. Stat., University of Calgary, Calgary.
[47] J. Korbasˇ and P. Zvengrowski, The vector field problem: a survey with emphasis on specific mani-
folds. Exposition. Math. 12 (1994), 3–20.
[48] J. Korbasˇ and P. Zvengrowski, On sectioning tangent bundles and other vector bundles. Rendi. Circ.
Mat. Palermo, (2) Suppl. 39 (1996), 85–104.
[49] J. Korbasˇ and P. Zvengrowski, Vector field problem for projective Stiefel manifolds. Bol. Soc Mat.
Mexicana. 15 (2009), 219–234.
[50] U. Koschorke, Vector fields and other vector bundle morphisms–a singularity approach, Lect. Notes
Math. 847, Springer-Verlag, Berlin, 1981.
40 P. SANKARAN
[51] J.-F. Lafont and R. Ray, A note on the characteristic classes of non-positively curved manifolds,
Expo. Math. 25 (2007), 21–35.
[52] K. Y. Lam, Sectioning vector bundles over projective spaces, Quart. Jour. Math. Oxford, (2) 23
(1972), 97–106.
[53] K. Y. Lam, A formula for the tangent bundle of flag manifolds and related spaces. Trans. Amer.
Math. Soc. 213 (1975), 305–314.
[54] M. L. Leite and I.D. de Miatello, Linear vector fields on G˜k(Rn). Proc. Amer. Math. Soc. 80 (1980),
673–677.
[55] G. Lusztig, J. Milnor, F. Peterson, Semi-characteristics and cobordism. Topology 8 (1969), 357–359.
[56] I. D. Miatello and R. Miatello, On stable parallelizability of G˜k(Rn) and related manifolds. Math.
Ann. 259 (1982), 343–350.
[57] J. W. Milnor, Morse theory. Ann. Math. Stud. 51, Princeton Univ. Press, Princeton, NJ., 1963.
[58] J. W. Milnor, Topology from the differentiable viewpoint. University Press of Virginia, Charlottesville,
Va., 1965.
[59] J. W. Milnor and J. D. Stasheff, Characteristic classes. Ann. Math. Stud. 76 Princeton University
Press, Princeton, NJ, 1974.
[60] A. Mondal and P. Sankaran, Degrees of maps between compact locally symmetric spaces. Bull. Sci.
Math. 140 (2016), 488–505.
[61] M. Patrao˜, L. A. B. San Matin, L. J. dos Santos, and L. Seco, Orientability of vector bundles over
real flag manifolds. Topol. Appl. 159 (2012), 2774–2786.
[62] J. Radon, Lineare Scharen orthogonaler Matrizen. Abh. Math. Sem. Univ. Hamburg, 1 (1922) 1–14.
[63] B. Okun, Nonzero tangential maps between dual symmetric spaces. Algebr Geom Topol 1 (2001),
709–18.
[64] M. S. Raghunathan, Discrete subgroups of Lie groups. Springer-Verlag, Berlin, 1973.
[65] J. Roitberg, On the PL noninvariance of the span of a smooth manifold. Proc. Amer. Math. Soc. 20
(1969), 575–579.
[66] B. J. Sanderson, Immersions and embeddings of projective spaces. Proc. London Math. Soc. 3 (1964),
137–153.
[67] P. Sankaran, Vector fields on flag manifolds, Ph.D thesis, University of Calgary, Calgary, Alberta,
Canada, 1985.
[68] P. Sankaran, Determination of Grassmann manifolds which are boundaries. Canad. Math. Bull. 34
(1991), 119–122.
[69] P. Sankaran and P. Zvengrowski, On stable parallelizability of flag manifolds. Pacific J. Math. 122
(1986), 455–458.
[70] P. Sankaran and P. Zvengrowski, Stable parallelizability of partially oriented flag manifolds. Pacific
J. Math. 128 (1987), 349–359.
[71] P. Sankaran and P. Zvengrowski, Stable parallelizability of partially oriented flag manifolds. II.
Canad. J. Math. 49 (1997), 1323–1339.
[72] P. Sankaran and P. Zvengrowski, K-theory of oriented Grassmann manifolds. Math. Slovaca 47
(1997), 319–338.
[73] P. Sankaran and P. Zvengrowski, The order of the Hopf line bundle over projective Stiefel manifolds,
Fund. Math. 161 (1999), 225–233.
[74] P. Sankaran and P. Zvengrowski, Upper bounds for the span of projective Stiefel manifolds. Recent
developments in algebraic topology, 2003, (A. A´dem et al. eds) Contemp. Math. 407, (2006), 173–181.
[75] W. Singhof, Parallelizability of homogeneous spaces. I. Math. Ann. 260 (1982), no. 1, 101–116.
[76] W. Singhof and D. Wemmer, Parallelizability of homogeneous spaces. II. Math. Ann. 274 (1986),
157–176.
[77] W. Singhof and D. Wemmer, Erratum: Parallelizability of homogeneous manifolds. II. Math. Ann.
276 (1987), no. 4, 699–700.
[78] D. Sjerve, Vector bundles over orbit manifolds, Trans. Amer. Math. Soc.138 (1969), 97–106.
[79] L. Smith, Some remarks on projective Stiefel manifolds, immersions of projective spaces, and spheres,
Proc. Amer. Math. Soc. 80 (1980), 663–669.
[80] E. H. Spanier, Algebraic topology. MacGraw Hill, New York, 1966. Springer reprint.
THE VECTOR FIELD PROBLEM FOR HOMOGENEOUS SPACES 41
[81] E. B. Staples, A short and elementary proof that a product of spheres is parallelizable if one of them
is odd. Proc. Amer. Math. Soc. 18 (1967), 570–571.
[82] N. Steenrod, Topology of fibre bundles. Princeton University Press, Princeton, NJ, 1951.
[83] W. A. Sutherland, A note on the parallelizability of sphere-bundles over spheres. J. London Math.
Soc. 39 (1964), 55–62.
[84] R. E. Stong, Semi-characteristics and free group actions. Comp. Math. 29 (1974) 223–248.
[85] W. A. Sutherland, Fibre homotopy equivalence and vector fields, Proc. London Math. Soc. 15 (1965),
543–556.
[86] E. Thomas, Cross-sections of stably equivalent vector bundles. Quart. J. Math. Oxford Ser. (2) 17
(1966), 53–57.
[87] E. Thomas, Vector fields on low dimensional manifolds. Math. Zeit. 103 (1968), 85–93.
[88] E. Thomas,Vector fields on manifolds. Bull. Amer. Math. Soc. 75 (1969), 643–683.
[89] S. Trew and P. Zvengrowski, Nonparallelizability of Grassmann manifolds. Canad. Math. Bull. 27
(1984), 127–128.
[90] G. W. Whitehead, A note on cross-sections in Stiefel manifolds. Comment. Math. Helv. 36 (1962),
239–240.
[91] T. Yoshida, Note on the span of certain manifolds, J. Sci. Hiroshima Univ. 34 Sr. A-I (1970), 13–15.
[92] T. Yoshida, Parallelizability of Grassmann manifolds. Hiroshima Math. J. 5 (1975), 193–196.
[93] P. Zvengrowski, A 3-fold vector product in R8. Comment. Math. Helv. 40 (1966), 149–152.
[94] P. Zvengrowski, U¨ber die Parallelisierbarkeit von Stiefel-Mannigfaltigkeiten. Forschungsinstitut fu¨r
Mathematik, ETH-Zentrum, Zu¨rich. Preprint, 1976.
The Institute of Mathematical Sciences (HBNI), CIT Campus, Taramani, Chennai 600113.
E-mail address: sankaran@imsc.res.in
