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Abstract: Seasonal patterns, as they occur in time series of infectious disease
surveillance counts, are frequently modelled using a superposition of sine and
cosine functions. However, in some cases this might be too simple. We propose
the use of circular second order random walks instead and extend this approach
to multivariate time series of counts. A correlated Gaussian Markov random field
approach combines a uniform correlation matrix with a circular random walk to
allow the seasonal pattern to be similar across regions, say, but not identical.
Thus, spatially-varying disease onsets may be accounted for. The methodology is
applied to weekly number of deaths from influenza and pneumonia in nine major
regions of the USA.
Keywords: circular random walk; infections disease surveillance; INLA; Kro-
necker product; multivariate time series of counts.
1 Introduction
Time-series of infectious disease counts are marked by occasional outbreaks,
but furthermore there are frequently seasonal variations, for instance harder
strikes in winter than summer. To model seasonal variation a superposi-
tion of sine and cosine functions is often used, where the amplitudes can be
described by a fixed coefficient or, to be more flexible, by smoothly time-
varying coefficients, see for example Harvey and Koopman (1993), Eilers
et al. (2008), Paul et al. (2008) or Fanshawe et al. (2008). However, in
some cases this approach might be too simplistic and specific seasonal vari-
ations, for example sharp peaks around Christmas, might not be captured
(Harvey and Koopman, 1993). Circular random walks (CRWs) are similar
in spirit to periodic splines (see Harvey and Koopman, 1993) and repre-
sent a flexible alternative to adequately capture seasonal variations. In a
multivariate setting, where different regions, say, show a similar seasonal
pattern which is, however, likely to vary across regions, we propose the
use of correlated CRWs. Analyses are performed using integrated nested
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FIGURE 1. Weekly number of deaths from influenza and pneumonia in the USA
from 40/1996 - 39/2006.
Laplace approximations (INLAs), see www.r-inla.org, which is a fast de-
terministic alternative to MCMC for latent Gaussian random field models
(Rue et al., 2009). We apply the methodology to weekly number of deaths
from influenza and pneumonia in the USA, previously analysed by Paul et
al. (2008). Using the deviance information criterion (DIC) we compare the
correlated approach with a model using independent CRWs for each region
and a model assuming a common seasonal pattern across all regions.
2 Weekly data of influenza in nine regions of the
USA
Weekly data on the number of deaths from influenza and pneumonia are
provided for the weeks 40/1996 to 39/2006 in nine major geographic re-
gions of the USA, see Figure 1. Region-specific population counts are not
available for all years. Thus, we used the population counts derived from a
census in the year 2000 in our analysis.
Let ytr denote the number of deaths at time point t in region r, r = 1, . . . , R,
with R = 9. In our application, time is divided into weeks from 40/1996
to 39/2006, so that t = 1, . . . , 520. We adopt a Poisson model with mean
nrλtr, where nr denotes the population counts in region r (in the year
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2000). To adequately model the seasonal pattern in a general and flexible
way we use a CRW of second order (CRW2) for the 52 weeks. The precision
matrix of a CRW2 is given by
RCRW2 = κ
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, (1)
with unknown precision parameter κ. As for all circulant matrices, only
one column or row is sufficient to derive the whole structure matrix (Rue
and Held, 2005, Section 2.6.1). To allow for similar but not equal seasonal
patterns across the nine regions, we correlate the single CRW2s using the
precision matrix P = C−1 ⊗RCRW2. Here, C−1 is the inverse of a 9 × 9
uniform correlation matrix C = (1 − ρ)I + ρJ, where ρ denotes the un-
known correlation parameter, I the identity matrix, J a matrix of ones,
and RCRW2 is the precision matrix given in (1). In addition to seasonal
variation, the disease incidence, as displayed in Figure 1, shows occasional
outbreaks. To address such temporal dependence beyond seasonal varia-
tion, we additionally introduce an autoregressive process of order 1 (AR1)
again coupled with a uniform correlation matrix. The linear predictor fol-
lows as:
log(λtr) = µr + αtr + β(t mod 52)r, (2)
where µr denotes the region-specific intercept, αtr the outbreak-specific
component modelled as a correlated AR1 and β(t mod 52)r the seasonal com-
ponent modelled as a correlated CRW2.
All 5 hyperparameters (the seasonal precision, the correlation between the
CRWs, precision and autoregressive parameter of the AR1 processes and
correlation between the AR1s) are treated as unknown. For the unknown
precision parameters we use gamma hyper-priors, namely a Ga(1, 0.00005)
for the precision κ of the correlated random walk, and a Ga(0.1, 0.001) for
the precision of the AR(1) process as proposed by Schro¨dle et al. (2011). For
the Fisher’s z-transformed autoregressive parameter we use a normal dis-
tribution with zero-mean and variance 0.2−1, corresponding to a U-shaped
prior. The same prior is used for the transformed correlation parameters be-
tween the CRWs and the AR1s. Here, the general Fisher’s z-transformation
(Fisher, 1958, page 219) is used, which ensures that the correlations only
take values between (−1/(R− 1), 1), so that C is positive definite without
imposing an additional constraint, see also Riebler et al. (2011).
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TABLE 1. DIC for three different models using a CRW2 to model seasonal vari-
ation in the nine major regions of the USA.
region-specific CRW2 region-specific CRW2
common CRW2 uncorrelated correlated
DIC 36707 36716 36704
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FIGURE 2. Approximated posterior marginals for the correlation parameters and
the autoregressive parameter.
3 Results
We compared the model, which uses correlated CRW2s to model the sea-
sonal pattern in the nine regions, with a model assuming independent
CRW2s and a model assuming a common CRW2. The DIC values for all
three models are shown in Table 1. The model assuming correlated region-
specific CRW2s is classified as the best model for which Figure 2 shows
the approximate posterior marginals for both correlation parameters and
the autoregressive parameter. The correlation between the seasonal com-
ponents is close to unity (0.999; 95% CI: [0.998, 1]). Figure 3 shows the
seasonal pattern (mean within 95% CI) for NewEngland, and for the other
regions the pair-wise differences of the estimated mean seasonal effects to
NewEngland are shown. For all regions, the seasonal component is higher
in the winter months and lower during the summer, but some small dif-
ferences occur across regions. For example, in Mountain the peak in the
winter months is higher, while the pattern in summer is lower compared to
NewEngland. In SouthAtlantic it is the other way around.
Of note, the seasonal pattern is not completely smooth. The decreasing
effect at the end of the year and the increasing effect at the beginning
might be explained by a Christmas effect, where few cases are reported
around Christmas but many after the holidays. Peaks throughout the year
are not completely clear and need to be investigated in detail.
Turning to the correlated AR1 processes, we note that the estimated au-
toregressive parameter is 0.53 (95% CI: [0.49, 0.56]) and the correlation
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FIGURE 3. Estimated seasonal effects (mean and 95% CI) for NewEngland (NE)
(top left). For the other regions the difference of the mean seasonal effects to NE
is shown.
between the processes is estimated to be 0.25 (95% CI: [0.20, 0.29]) and
thus also clearly different from zero.
4 Discussion and outlook
We proposed the use of correlated CRW2s for modelling seasonal variation
in multivariate time series of counts. We applied the methodology to weekly
numbers of deaths from influenza and pneumonia in nine major regions of
the USA. Although, the correlation between the single seasonal trends was
close to unity, this model was preferred compared to a model with one
common seasonal component.
In certain aspects the CRW2 represents a quite flexible approach, as the
seasonal pattern is not restricted in its functional form, so that also sharp
peaks can be captured. However, it assumes that the temporal pattern
repeats every 52 weeks, whereas ideally we would like to account for time-
varying disease onsets.
The modulation model proposed by Eilers et al. (2008) is more flexible in
this aspect. However, here the (co)sine function might be too simple in
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certain applications. An unstructured non-parametric model as defined in
Rue and Held (2005, page 122f) can also account for time-varying disease
onsets. However, here the week indicators are treated exchangeable so that
the seasonal pattern is not required to be smooth. Both the modulation
model of Eilers et al. (2008) and the seasonal model of Rue and Held (2005,
page 122f) can be implemented in INLA and could also be coupled across
regions using a uniform correlation matrix. Currently, we are working on a
comparison and if possible a combination of these models. Furthermore, we
are exploring possibilities to include spatial correlation between the nine
geographical regions of the USA.
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