Abstract.
INTRODUCTION
In this paper we will be dealing with infinite products of the form (i) rií1-*")' n€S where S = {n e Z+ : n = r,, ... , r (mod m)} and rx, ... , r( are distinct, positive residues of a given modulus m . Products of this form will be referred to as "MP products" because their exponents are "modular parts." (It should be noted that there are no repeated factors in the MP product defined here.) As in [4, equation (6)], we denote the product in (1) by (rx, ... , rt)m .
In studying the parity of partition functions, we will be concerned in this paper with:
(i) the partition function p{S; n) generated by the reciprocal of a given MP product, i.e., rç t (2) ^2p{S;n)xn = =-" ; _ n=0 ll^S1-1 X I
(ii) computing the mod 2 reciprocal of an MP product and determining if it is an MP product, i.e., whether (3) ti-r",-Il d-*") (mod2)
for some corresponding modular index set Sx ; (iii) the power series expansion of the product in (3), i.e., 00 (4) no-*")=£*"*".
n€S, "=0
When the reciprocal in (3) is MP and the expansion in (4) is known, we are in a position to compute the parity of the partition function, since then p(S; n) = an (mod 2).
(In actual practice we know the expansion in (4) for the set Sx and work backwards through the reciprocal in (3) to obtain the set S. Cf. §9.)
Our attention in this paper is directed toward solving the two basic questions raised in (3), namely, does an MP product have a mod 2 reciprocal that is MP, and if it does, what is the reciprocal? In previous papers we have already dealt with a few cases of this problem. In [2, pp. 746-747] , the reciprocal was computed using a simple doubling procedure described in §3 below. In another case [3, equation (4) ], we found a reciprocal by a method based on an identity of Euler, which is discussed in §4. In the general case, however, either method often continued indefinitely, so it was unclear whether the method itself was inadequate to find the reciprocal, or whether an MP reciprocal just did not exist. (Here and throughout this paper, the term "MP reciprocal" will mean "MP reciprocal (mod 2)".) In those cases where an MP reciprocal actually did exist, we were able to determine this fact and to find the ri and m in ( 1 ) through the use of a heuristic algorithm described in §2. Armed with this information, we could then appropriately modify the particular method to verify the correctness of the heuristically computed reciprocal.
In the general case, such an ad hoc approach was clearly awkward and uninstructive, and it was only when an elaborated form of the Euler reciprocation method of §4 was developed that the reciprocation problem was completely solved. This general algorithm is discussed in § §5 and 7. In §8 we give a streamlined decision algorithm based on the graph-theoretic interpretation of "doubling mod m " presented earlier in §6. An application of the second algorithm is made in §9 to determine the conditions under which Jacobi triple products and quintuple products have MP reciprocals modulo 2. It is clear from the results of this section how to obtain parity theorems for partition functions associated with infinitely many of these products. Additional parity results are obtained from eleven identities appearing in [3] and [4] that do not come from the Jacobi triple product or the quintuple product. The paper concludes with a calculation of the probability that an MP product with an even modulus has an MP reciprocal.
The Heuristic Pattern Recognition (HPR) algorithm
We begin by establishing a result which shows that the mod 2 reciprocal of any product (not necessarily an MP product) of binomials 1 -xa', where the exponents form an increasing sequence of positive integers, is a product of the same kind. Let S be the set of all increasing finite or infinite sequences of positive integers. Throughout this paper, the congruences will be understood to be modulo 2. Let L be a fixed positive integer, usually about 1000. Expand \\a <L(l -xa')ĩ nto a direct product \~[h <L(l -x ') by recursively computing the factors of the partial products: W = IITTT-= II(1-*') (mod* ,2), k>\. Then we can write n,(l -*"') = n£,(l -tfV) •
The following algorithm computes {^ '}B=I from {/"}"_| for a fixed limit L. The second step of the HPR method is to search the output sequence {xn }"=1 of Invert for a pattern which repeats at least once. Pattern Recognizer inputs a sequence {xn}n=\ °f 0's and l's and outputs the smallest period m < \ such that {xl '}"=, repeats; otherwise a 0 is returned. Putting these two algorithms together gives the HPR method, which in brief is:
. , rt} 0.
\X" ln=\ -* \Xn )"=i -* \ License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Note that this algorithm gives the smallest possible modulus m Example 1. Consider the reciprocation of (1, 5, 6)6, with L = 24. Table 1 lists the values of x" for 1 < n < 24, as each 1/(1 -xa<) is expanded into a product by Invert. HPR then recognizes the repeated pattern {110 111110 1 1 0} in the last row. This suggests that 1 ;i,2,4,5,6,7,8, 10, 11)12, (0,±1)6 which will be verified in Example 3 of the next section. end.
The doubling method
The following proposition gives two (mod 2) rules used in the doubling method and elsewhere in this work. Proposition 2. We have (6) Equation (7) is clear. G Briefly, this method consists of multiplying the top and bottom of l/(a,, ... , ar)n by (ax, ... , ar)n, then using (6) on the square on the bottom and (7) on the top, canceling as many bottom factors into the top as possible. If some factors remain on the bottom, repeat the process again and again until either all the denominator factors have been canceled into the top or it becomes clear that some factors will never cancel and the process will continue indefinitely.
Example 2. This is essentially a "new notation" proof of [2, (18); 3, Table 1 Here the odd integers (1, 5)6 have been separated out, because they play no further part in canceling the even factors in the bottom. Furthermore, it is clear that continuing the procedure will never create any number from (6)12 that will cancel numbers on the bottom. The failure of the doubling method to end and produce the reciprocal is a weakness of the method. In this case the reciprocal actually exists, and Example 1 suggests that the reciprocal is (1,2,4,5,6,7,8, 10, 11) 12. The following proof, in which the top and bottom of the original fraction are first multiplied by (2, 4, 8, 10) 12(6)6 and then (6) and (7) 
The Euler reciprocation method
An alternative method of reciprocating is based on the following identity of Euler: oo n(i+xn)(i-x2"-')=i.
M=l
In our notation this equation implies that (8) (1)2(2)2=1.
This identity always allows us to cancel the denominator in a reciprocal product after substituting (1) The following proposition provides a direct way to carry out the first step of the Euler reciprocation. The proof follows easily from (8) . We use the brief notation (X)m for the expression (x,, ... , xn)m , where X = {xx,... , xn}, and, in later sections, cX + d for the set {cxx + d, ... , cxn + d}.
Proposition3. For S ç Z+ , let E(S) and 0(S) be the sets of even and odd integers in S, respectively. Let m be a positive, even integer and M = {1, ... , m} .
Then for A ç M,
Note. To reciprocate a product by this method when m is odd, expand the set of residues by (7) and then use the modulus 2m, so that the parity of the class determines the parity of the exponent.
The second step of this method is to use (6) on (0(M -A))m , producing, say, (2al, ... , 2ar)2m, and (7) on any terms in (E(M -A))m , which, when expanded, will give a term equal to some 2ai. Any expanded term in (E(M -A))m that is not equal to some 2a; is combined with those in (0(A))m to form an "inertial" set, i.e., a collection of integers that play no further part in the process. Congruence (6) is then used on the new set of squares and the process is repeated until either no squares are produced and the process ends, or the process seems to continue indefinitely because squares keep appearing. Note the interesting reduction in the modulus from 96 to the final 24.
Example 6. In this example, the infinite loop at the end suggests the wrong conclusion.
= (±3,±5);"(±1,±7,9,±2,±4,±6)," (±1, ±7, ±8, 9, 18) (10) = (±1, ±2, ±4, ±7, 9)lg(±6, ±10)36(±6, ±12)36 = (±1, ±2, ±4, ±7, 9),8(±10)36(±6)236(±12)36.
The "squaring" process will continue indefinitely, without finding the reciprocal. The HPR method suggests, however, that the reciprocal is (±1,±7,Í8,9,18),8 s (±1 ' ±2' ±4' ±?' 9).s(±10)36-Comparing this result with the right-hand side of ( 10) shows the HPR reciprocal agrees exactly with the first factors there. We are thus led to the surprising conclusion that the product of the other factors, (±6)36(±12)36, which keeps regenerating squares and forces the process to continue indefinitely, must be congruent to 1. To see that this is true, we note first that (8) implies (1)^(2), (1, 5m, 4) 
Replacing x by xb in the above gives (±6)36(±12)36 = 1 . Therefore, in (10) we can replace (±6)36(±12)36 by 1, the process comes to an end, and the HPR reciprocal is correct. Again the process will continue indefinitely, raising the question whether an MP reciprocal exists and the infinite loop is caused by "unity contamination" as in Example 6, or whether an MP reciprocal actually fails to exist. The heuristic method suggests the latter is true by failing to find a modular pattern in the sequence of exponents up to degree L = 1000. This will be established in the discussion of the examples preceding Theorem 18. Also see the discussion following Theorem 9.
Remark. We note in passing that Example 4 has essentially been done by I. Schur [5, pp. 49-50] . Namely, Schur finds that The main result [1, Theorem 1] is that this identity holds if and only if 2S ç S (i.e., doubles of elements of S are in S ) and T = S -2S.
AN ANALYSIS OF THE EULER RECIPROCATION METHOD
The results of this section rest on a careful analysis of the Euler reciprocation method. The starting point of this analysis is the product W)m(^)m > which comes from canceling the denominator in the Euler method (cf. (9)
Let M -{1, ... , m}, m > 2. Then srf and 3 § are disjoint subsets of M . Although the Euler reciprocation process also implies that j/ will contain only odd integers and that m is even, we will not assume these conditions here, because they are not specifically needed in the development that follows. However, we will assume that saf / 0 and 33 ± 0, since this product is already an MP product when / = 0 or will become one after a single use of (6) , when 3S = <Z. The above results show that 2Ae_x , which is the set obtained from Ae_{ (mod 2), splits into the disjoint sets Ae and Ae, where the elements of Ae do not match any element in B'e and so do not create a square at the next step, while each of the elements of Ae definitely matches an element in B'e and so produces a square at the next step._ (a) The definitions of Ae and Ae in (14) and (15) (b) Let 2ea e Ae. Since p(a) = e by (14), then by (13), 2ea^b + qm for any b € B0 and q > 0. Thus, 2e a will not match any number in B'e, which is to say, 2ea £ B'e, unless that number in B'e was a descendant of some ancestor 2 a e Ad, 1 < d < e -1 ((16) shows such an ancestor can only have entered Bd through Ad ). In this case we would have for some / > 0 that 2ea = 2da + (2dm)t, so 2e~da = a! (mod m). Since 1 < e -d < e = p(a), then 2C~ a = b' (mod m) for some b' e BQ. But then a = b' (mod /n), which contradicts A0 n 50 = 0. Thus, the exception never happens, so AenB'e = 0 .
(c) Let 2ea e Ae. Then by (15) there exists a b e B0 such that 2ea = b (mod m), i.e., 2ea = b+qm , where 0 < q < 2e. The form of b + qm indicates it is an element of B'e, so 2ea will match some element in B'e, unless that element is absent because one of its ancestors already matched some element of Ad at a previous level d and was deleted from the set to make a square, i.e., there was a 2da e Ad , 1 < d < e-1, so that at level e, 2ea = 2dà + [2dm)t, or 2e~ a = a (mod m). But since p(a) > e by (15) and 1 < e -d < p(a), then there exists b' e B0 such that 2e~ a = b' (mod m). Thus, a = b' (mod m), which contradicts A0il BQ = 0. Hence, there is always a match in B'e for each element in Ae, i.e., A QB'e.
Having proved (a)-(c), we now find for e > 1 that
Repeated use of this relationship as a reduction step establishes (17). □
We next split each of the sets sf and 33 in ( 11 ) into two parts whose properties make them central to settling the questions of this investigation. Let
Note that A is also the set of elements in si with infinite rank. Since An A' = 0 and B n B1 = 0, we can immediately write (11) as
We now consider the two pairs of factors on the right-hand side of (19). The nature of the primed pair is readily settled by the next proposition. We next introduce some notation which formalizes the doubling and reduction (mod m ) that appears throughout this work. We say that a set Ac Z+ is an "MP set" if there exists a modulus n and a set .Y of residues modulo n such that S = {X}n. 
The doubling graph Gm
We present a graph-theoretical interpretation of doubling modulo m. We begin with a graph theory lemma.
Lemma 10. Let G be a connected graph which contains exactly one cycle, and suppose the degree of each vertex is < 3. Let T be the number of terminal vertices of G (i.e., the vertices of degree 1 ) and let N be the number of nonterminal vertices of G (i.e., A = V -T, where V is the number of vertices). Alternatively, A is symmetric if and only if for every a e A there exists an a e A such that a + a = 0 (mod m). Note that a / a unless a = m or a = y , m even. Observe that for a fixed modulus m , symmetry is closed with respect to set-theoretic unions, intersections, differences, and complements (M-A).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Lemma 15. Let Aç M be symmetric and suppose for some modulus n and set of residues Á ç {1, ... , «} that (A)m = (A')n. Then A1 is symmetric with respect to n.
Proof. Let r = LCM[m, n] and let the set of residues (mod r ) be A" . Then clearly A" is symmetric. Dropping to the set A1 by reducing to modulus n preserves the symmetry. □ Thus we can say that an MP product (A)m is symmetric if A is symmetric with respect to m . By Lemma 15, this definition is independent of the choice of the modulus and set of residues A . The previous section gives a method for determining whether a given product (A)m has an MP reciprocal and for finding it when it does. The method is somewhat lengthy in that we must first apply Proposition 3 to express the reciprocal -Ar-as a product (A0)m(B0)m modulo 2 and then carry out a sequence of detailed set calculations. If the cardinality of A is small in comparison to m-which is often the case-then the set A0 will at least contain all of the odd integers in M -A , a large set to work with. In this section we present a second algorithm which decides directly whether (A)m has an MP reciprocal, but does not concern itself with finding the MP reciprocal when it exists. The outer loop of this algorithm runs through the elements in A, so it is highly efficient when \A\ is small. Like the method of the previous section, all arithmetic is performed modulo m.
We are now in a position to derive a necessary and sufficient graph-theoretic condition for an MP product not to have an MP reciprocal. Figure 3 . Beginning with vertex ax = 1 , InvertTest will call function UpSearch to find the path 2-4-8 entirely in Ac up to top = 8 . Next, function TopSearch will discover that the top row cycle 8-16 lies entirely in Ac. DownSearch, however, will be unable to find a path, starting at any member of this top row, lying entirely in Ac, which branches down to one of the odd vertices 7, 19, 5, or 17 of Ac in the bottom row. Observe that each downward path is successfully blocked by 1, 13, 14, 10, 11, or 23.
InvertTest will similarly be unsuccessful beginning at any of the other 5 circled vertices in the left component of G24. When InvertTest begins with a = 12 or 24 in the right component, it will be unable to find a path in A1 to the top row, since the only element in the top row, 24, is in A . Thus, InvertTest will return 1 (= true), indicating that an MP reciprocal exists.
In Example 6, we have circled the vertices in 67, g for ^ = {1,7,8,9, 10, 11, 17, 18} in Figure 2 . Since each of the two components of C7,8 with circled vertices contains an element of A in the top row, InvertTest will fail to find a counterexample and will report that rW is an MP product. (The second component is not involved because no element of A lies in it.)
In Example 7, where the vertices in C7]0 for A = {1, 9, 10} are circled in Figure 1 , the program (with ax = 1 ) immediately finds that top = 2. The top row, 2 -4 -8 -6, lies in Ä , and 4-7 is a downward path to Odd(Ac). Thus, a = 1 , 6 = 7 provides a counterexample by Theorem 17, and so (A)XQ has no MP reciprocal.
An immediate application of Theorem 17 is the following result, which completely settles the reciprocation question for odd moduli.
Theorem 18. Let m be odd and A ç M. Then (A)m has an MP reciprocal (mod 2).
Proof. Let A = {ax, ... , at). We must expand (ax, ... , at)m by (7) 
Thus, p(S; n) is odd for n > 0 if and only if n = 0, 1 , 18/c ± 3k or I8k2±9k + 1 for k > 1 . (We made a few short cuts, by halving the modulus of the square terms, when possible. The strict Euler reciprocation algorithm terminates at modulus 160 and then reduces to the final modulus 20.)
Some probabilistic considerations
In Theorem 18 we proved that MP products with an odd modulus always have an MP reciprocal. In the case of even moduli, it is not true that all MP products have MP reciprocals. For example, it is easily checked that (l)2n has no MP reciprocal for n > 2. It is of interest, then, to get some idea of how often MP products with even moduli do not lead to parity results because the reciprocation in (3) fails. Alternatively, we give in Table 3 below the number of "successes", i.e., the number and percentage of the 2m subsets A oí M for Table 3 , which was initially computed by exhaustive search, can also be obtained from a probabilistic, graph-theoretic argument as follows. First, let Tn be the full binary rooted tree with 2" -1 vertices, where the length from the root to each terminal vertex is exactly n -1.
r, t2 r3
A A Now two-color the vertices of Tn , say, using red and green. Let zn count the number of colorings of Tn so that no path exists from the root to a terminal vertex lying entirely in red vertices. Greg Manning has shown Proposition 21 [Manning] . The number zn satisfies the recursion (38) zn = z2n_x+22"-2, z0 = 0.
2"-2
Proof. If the root of Tn is green, then there are 2 " ways to color the remaining 2" -2 vertices. Now suppose the root is red. Remove the root from Tn , obtaining T'n, a forest of two trees isomorphic to Tn_x . By independence of the two trees, the number of ways to color T'n so that no red path extends from either root to a terminal vertex is z2_x . D From Proposition 21 we readily obtain the initial values: z, = 1 , z7 = 5, z3 = 89 , and z4 = 24305 .
We return to the problem of computing the probability that algorithm InvertTest will succeed for any arbitrary subset A ç M for a given modulus m . We take advantage of the fact that the probabilities of success for the components of Gm are independent and therefore can be multiplied together to give the probability of success for the entire graph. Note that the probability calculation for each component H of Gm depends only on the number of 2's that divide m and the length of the orbit in the top row of H. Let n -the number of rows in H and k = the number of elements in the top row. The parameters n and k uniquely determine the probability of success, i.e., the probability that a subset A of H, chosen at random, has the property that no pair a e A, be Odd(^f) satisfies (34). Let S(n, k) count the number of successes and F(n, k) count the number of failures. Then the probability 2"~'A P(n , k) of success is S(n,k)/2"
We calculate F(n, k), the number of ways we can choose a subset A of the vertices of H so that there exists a counterexample a e A , be Odd{Ac) satisfying (34). Let the vertices in A be green, say, and those in Ac be red. To construct a counterexample, we are forced to color the entire top row of H red, i.e., the top row must lie in Ac. If this top row of H is removed, then the remaining forest H' will have k trees, each isomorphic to Tn_x . There are 2[~ ways to color the vertices of H'. Conditions (i) and (iii) of (34) are automatically satisfied, provided A ^ 0, since, given any coloring, we can work our way down H1, remaining in red vertices (in Ac ), until we eventually come to some green vertex ae A . We need only count the number of ways to satisfy condition (ii) of (34), which requires that a red path exists from a root of one of the trees Tn_x down to a terminal vertex. By the independence of the k trees and Proposition 21, the number of ways that such a red path fails to exist is zn_, . Thus, (39) F(n,k) = 2{2""-l)k -zkn_x-l.
(We subtract 1 to exclude the case where all vertices are red.) It follows that (40) S(n , k) = 22"~'k -2(2""~i)k + zkn_x + 1.
Using (40) and (38), it is easy to verify the following formula for the probability P(n,k): in agreement with Table 3 . The data in Table 3 were computed using Algorithm InvertTest on an IBMcompatible AT personal computer. In every case, the numbers agree with the values obtained using (40). This provides an excellent check on the program. Finally, we mention that a similar theoretical analysis could be made to verify the number of symmetric successes given in Table 3 .
