BACKGROUND
•Model verification / validation applies the metrics of prediction error and discrimination (e.g. area under curve), information criterion (e.g. Akaike, Bayesian, deviance), model uncertainty (e.g. substitution, portioning, leave-one-out / K-fold cross-validation), and numerical convergence.
•However, censoring and non-respondents cause uncertainty in follow-up studies and surveys.
•When missing at completely random (MACR) is not true, empirical result verification is problematic.
•Thus, emphasis should be given on ways to illustrate ignorance related to missing values. An example of a practical application of PI. Prevalence of chronic pain was studied with a postal survey. Sampling was random and representative, but overall ignorance due to non-respondents was 29%. Based on a priori information (Bergman et al. Chronic musculoskeletal pain. J Rheumatol 2001:28;1369-77), prevalence of pain is lower among non-respondents than in the whole population. In this case, lower bound of PI (minimum necessary level) gives more relevant information than the lower bounds of CIs or CrIs would, as the absolute minimum necessary level of prevalence can be estimated.
