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Abstract
The focus of this dissertation is to facilitate the computation of the infrared absorption line shape
of solid para-hydrogen with an anionic hydrogen atom dopant. For this, we compute the complete
potential energy surface for the interaction of H− with H2. The coupled cluster with singles, doubles,
and perturbative treatment of triple excitations method was used with augmented correlation-
consistent polarized valence triple-zeta atom-centered basis sets and a set of bonding functions.
The focus then turns to describing the rovibrational Hamiltonian of the system with the coupled-
channel method. We find bound and quasi-bound stationary states of the system for total angular
momentum J=0. We also show plots of the wavefunctions of these systems. Using these wavefunc-
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Hydrogen in the universe can take many forms. Hot molecular clouds, cold molecular clouds,
interstellar space, and solar photospheres are all places that hydrogen atoms and molecules exist
as atomic, molecular, and ionic species. These types of hydrogen can grow beyond the typical two-
atom species H2. Clusters of hydrogen are thought to grow from small three-body clusters of ionic
hydrogen such as H−3 and H
+
3 [3–5]. Each unique combination of hydrogen atoms and/or ions can
look different to an observer because of the different ways it can absorb light into its vibrational and
rotational energy systems. These exotic ionic systems have been created in labs to be studied but
this often proves difficult because of their inherent instability. Often results of these measurements
will remain in doubt without strong theoretical calculations to back them up. The focus of this
dissertation is finding all the tools necessary in order to theoretically model the spectroscopic levels
of the Van der Waals system H−/H2. This is slightly different from H−3 because when we say H
−
3
we usually mean that all three nuclei are in close proximity forming a single molecule whereas when
we say H−/H2 we retain that the H− and H2 are only loosely connected. We focus only on this
loosely connected version because we will see it is connected to the spectroscopy of H− doped solid
hydrogen and because energetically it is more likely to exist.
Hydrogen is the most abundant element in the universe and is also the simplest atom. H2
is the simplest neutral molecule and as a solid, forms the most fundamental molecular crystal.
Understanding this element in its various forms is of fundamental importance to physics and chem-
istry, especially when modeling them using ab initio methods. Such methods benefit from the
large amount of data there is on hydrogen for comparison and also allow the modeling of highly
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reactive species or species that would not be stable under normal conditions. These species can be
very important to astronomy as it may help identify certain spectral bands in hot nebulas or cold
molecular clouds.
Some of the most accurate calculations on molecular hydrogen [6] show that H2, D2, and T2
support 14, 21, and 25 vibrational states respectively. Each of these vibrational states supports
several rotational states. The vibrational states are characterized by the vibrational quantum
number v, and the rotational states are characterized by the rotational quantum number j. If a
molecule has a dipole moment, then its rotation and vibration can be influenced by a photon. It
can absorb the energy of the photon and, thus, change vibrational and rotational levels which can
be shown in an absorption spectrum. Such molecules are labeled as IR active since these photons
are typically in the infrared (IR) region of the electromagnetic spectrum. An excited molecule can
also spontaneously lose some energy and shift to a lower energy vibrational and rotational levels,
but to do so it must emit a photon which can be shown in an emission spectrum. The distance
between energy levels is unique to every molecule. Astronomers can detect these photons from
space and compare them with known vibrational and rotational level spacings in order to identify
the molecule that emitted the photon.
Hydrogen molecules can also form molecular crystals. A molecular crystal differs from a regular
crystal in that each lattice point is made up of a molecule instead of an atom. The molecules are
held together by weak physical bonds such as van der Waals forces instead of covalent or ionic
bonds. The properties of individual molecules in most molecular crystals are very similar to the
free molecule version in that they are free to rotate as well as vibrate. For molecular hydrogen,
the free rotational states are almost completely undistorted in the solid matrix. The H2 molecules
themselves have a lot of freedom at their lattice point. To get a sense of how much they move
around, each H2 molecule in a solid hydrogen matrix has an root mean square single-particle
distribution function equal to about 18% of the nearest neighbor distance [7]. Their arrangement
is a hexagonal close packed stacking which gives each H2 molecule 12 nearest neighbors.
One of the most important area of study in solid hydrogen is the interaction between two
neighboring molecules. This is because this interaction ultimately dictates the equation of state,
crystal structure, energy levels, energy level spacings, spectroscopy, etc. of the matrix as a whole.
The interactions can be fairly well described by a sum of pair interactions between molecules. This
means that the solid matrix form can be well represented by calculations on a pair of hydrogen
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molecules, a two body system, with very small corrections for the surrounding environment and its
effects. Furthermore, since hydrogen is the simplest of all atoms, very high level ab initio methods
can be employed without introducing overbearing cost.
It was a surprising discovery that solid hydrogen gave an IR spectrum [8–11] since the solid form
retains much of the free molecule properties, we would expect the spectrum to be similar to the free
molecule spectrum. The molecules in a solid hydrogen matrix have, in a way, more properties than
the single molecule does. The movement of each molecule is coupled to its surrounding neighbors
and, as a result, collective motions, called phonons or vibrons, are present throughout the solid.
Phonons help provide distortions to the matrix that allow it to interact with IR light producing an
absorption spectrum.
The IR spectrum of these crystals has become a big research topic since free molecular H2 is
not IR active. IR spectroscopy of solid hydrogen with small amounts of impurities (doped solid
hydrogen) has also grown to be a big research area. Usually the objective of such research is to
study the dopant since it often retains some rotational freedom inside the crystal and to study
how the vibrational lines broaden inside a solid molecular hydrogen matrix. These dopants can
also be used to study the H2 molecules themselves as the already present IR spectrum of these
molecules changes with different neighbors. In particular it was found that parahydrogen (pH2),
that is hydrogen with an even rotational quantum number, is a very good host for matrix isolation
studies since most of the pH2 is in the j=0 state, a rotationally symmetric state, which will cause it
to have very little effect on neighboring pH2 molecules or dopants. The first spectroscopy of doped
pH2 showed CH4 with surprisingly sharp spectroscopic peaks, indicating very little interaction with
its host [12,13].
The present research focuses on the interaction between H− and H2, a two-body Van der Waals
system. Chapter 2 will discuss previous work done on this system in the gas phase as well as
some spectroscopy of solid hydrogen and the detection of H−/H2 in a solid parahydrogen matrix.
Previous theoretical work done on the two-body system is then looked at in detail with a summary
at the end of this chapter. After a short explanation of some modern electronic structure methods,
chapter 3 will discuss the theoretical work done presently to model the H−/H2 system generating
an accurate potential energy surface (PES) including efforts to accurately model the dipole moment
and polarizability of the dimer. Chapter 4 focuses on using the coupled channel approach to solve




2.1 Experimental Detection of H−H2
The first experimental detection of H−3 was done by Hurley et al. with a low-energy arc source and
also showed the presence of H−2 [14]. The results showed the signal for H
−
2 in a mass spectrometer
to be 5.5 times stronger than that for H−. This contradicts models showing H−2 being very short
lived by spontaneous emission of an electron, while H− is stable and should be present in far greater
abundance. H−2 is predicted by Cizek et. al. to be more stable than H2 at internuclear distances
greater than 2.4 a.u. due to the potential being quite a bit longer and therefore lower than the
potential of H2 in this range. [15] The H2 potential is, however, deeper and a more attractive
potential to be in for any H−2 anion causing this anion to spontaneously eject an electron. The
minimum energy for H−2 is at ∼ 2 a.u. effectively guiding the anion into this other potential and
thus, electron emission. Cizek et al. report the life time of H−2 as ∼ 10−15s. The results of Hurley’s
early work has thus been in dispute and no isotopic confirmation of this work has been done.
The next detection of H−H2 was done by W. Aberth in 1975 using a hollow-cathode duo-
plasmatron negative-ion source with a mass spectrometer detector. [16] The experiment confirmed
the presence of a variety of hydrogen and deuterium anionic molecules with masses from 1–6 a.u.
Resolution between H2H− and HD− was not fully separated, however a shift in the peak position
when the source conditions favored H−3 or HD
− was clear. No decrease in concentration of D−3 was
observed with an increase in flight time, so Aberth estimated the half-life of this species at greater
than 10 µsec.
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Aberth’s results drew criticism from Y. K. Bae et al. for three reasons: (i) the currents detecting
the anions were very small, (ii) they could not reproduce the results, and (iii) there was no
theoretical work supporting their claim of producing H−3 . [17] To help confirm these results, they
performed their own experiment which involved the intersection of H+ beams with Cs vapor causing
a two step electron capture and, hopefully, producing H−2 and H
−
3 . Their procedure did not show
the production of any H−2 or H
−
3 with a lifetime less than 2× 10−11 s which agreed with theoretical
predictions at that time.
A paper by W. Wang et al. [18] served to separate the H−2 and the H
−
3 issue and focused on
the latter. They used a dielectric barrier discharge plasma with a mass spectrometer detector to
search for H−3 and its isotopic analogues. They report resolution troubles similar to Aberth et al.
but they are certain of their D−3 signature and can interpolate the H
−
3 signature from the relative
current ratios between D−3 and D
− being similar to that of H−3 and H
− meaning higher confidence
that they did produce H−3 . They support these results with the theoretical work done up to that
point that shows H−3 being able to support some bound states.
2.2 Previous Theoretical Work
Previous theoretical work done on H−/H2 and H−3 is summed up in table 2.1. Some of the details
of the work done is given in this section. Some of this work focused on exchange reactions of
H−+H2 →H2+H− which is not the focus of the present work but still holds interest for the appli-
cation to solid hydrogen. Other work focuses on the stability of H−3 for comparison to experiments
with mass spectroscopy.
The first theoretical work done on H−/H2 was done by Stevenson and Hirschfelder (1937) [19]
using the quantum-mechanical variation method on hydrogen-like 1s orbitals. They found the
bending energy for the linear form and determine that for small separations, the species is unstable,
but for larger separations the H− is attracted to the H2 forming a loose cluster. The purpose of
this early work was to compare the structure to that of H+3 and the H3 radical and to explain why,
up until that point, H−3 had not been discovered in mass spectrographs.
Barker et al. (1955) [20] examined the linear system again while comparing Sklar and Mul-
liken type approximation to evaluate multicenter integrals using Slater type orbitals (STO) and
a minimum 1s basis set. Their focus was on quantifying the dependance on multicenter approxi-
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mate integrals in quantum mechanical energy calculations. H−H2 was selected because of it being
a simple molecule with an extra electron which will add the necessary complexity to the elec-
tronic structure calculation. They find binding energies that vary considerably depending on which
method they use and don’t report any definitive results.
Ritchie and King (1968) [21] calculated a limited potential energy surface for some triangular
configurations and the linear configuration using self-consistent field (SCF) and a Hartree-Fock
optimized, 5s and 3p atomic basis set. They estimated the correlation energy of the system using
a method developed by Hollister and Sinanoglu. [22] Using their basis set, their calculations on H−
and H2 (separately) approach very closely to the Hartree-Fock limit and were in good agreement
with experimental results on those two species at the time. They were primarily interested in the
exchange reaction of H−+H2 →H2+H− and they calculate a saddle point at 2.0 atomic units (a.u.,
where 1 a.u. of length is equal to 1 bohr or 1 a0) between the H− and the closest H atom in H2
that corresponds to approximately 53 kJ/mol activation energy for this reaction.
Macias (1968) [23] computed the interaction of the linear geometry using nonrelativistic config-
uration interaction (CI) calculations with 3s2p slater type orbitals (STOs). This was a fairly large
basis for the computing power available and the work presented was some of the most thorough
work done on H−H2. The exchange reaction was explored again, as well as the formation of H−3
anion. A shallow well of 0.00124 atomic units (1 a.u. of energy is 1 hartree with symbol Eh) was
found ' 6 a.u. separation between the H− and the H2 center of mass and H2 bond distance of
r = 1.44 a.u for the linear species. He also found that H−3 is not created if the H
− approaches H2
perpendicular to the H2 axis because of strong electrostatic repulsion from the quadrupole on H2.
He also reports that for the linear H−3 one electron is localized on each proton and the last electron
is distributed between the end nuclei.
Haas and Feinberg (1968) [24] computed the linear interaction using nonrelativistic CI calcu-
lations with a minimal basis set of 1s STOs. With these calculations they determined a linear
symmetric transition state at around 2.0 a.u. and they give an activation energy for the exchange
reaction of 25.0 kcal/mole. They state this with caution, however, since the level of approximation
used to get this value would be inaccurate by threefold for the same reaction with H3 compared to
experiment.
Garcia et al. (1976) [25] calculated a limited potential energy surface for triangular configura-
tions using SCF and gaussian type orbitals (GTOs) with the addition of a diffuse s orbital and a
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polarization p orbital. They focus on the triangular conformations because of experimental work
done on the double electron capture of H+3 , which is known to be triangular. They report some
agreement with Macias stating that for R ∼ 3 a.u. or larger between H− and the H2 center of mass,
the work by Macias was better due to a configuration mixing inherent in the H2 wavefunction. At
closer range, however, the single configuration method used by Garcia along with a better basis,
including a p orbital to describe electron polarization, was better.
Keil and Ahlrichs (1976) [26] modeled several SN2 reactions, or exchange reactions, including
H−H2 using Pair Neutral Orbital CI and GTOs with polarization s and p orbitals and also with
s, p, and d orbitals and coupled electron pair approximation (CEPA) with pair natural orbitals
(PNO’s) for the electron correlation treatment. They do not calculate a well depth for the longer
range interaction. They calculate a barrier to reaction of 11.55 kcal/mol.
Rayez et al. (1981) [27] calculated the linear geometry again using STO’s and several different
basis sets. They cite the most accurate ones as having 2s3p basis and 3s3p basis with the last having
an additional diffuse 2s type orbital with an exponent = 0.04. They report that the presence of H−
produces a non-negligible perturbation on the electron cloud of H2 causing a small charge transfer
giving rise to a dipole moment on H2 as well as an increase of electric charge on the H2 by -0.08 e
at the optimized geometry. They report the stabilization energy of H−/H2 as 0.5 kcal/mol.
Kabbaj et al. (1988) [28] use 3s2p GTO basis sets optimally contracted for H2 and H− in a
collinear geometry finding a well depth of 0.6 kcal/mol. The purpose was to use H−H2 as a simple
model to demonstrate a ”diabatization procedure supporting Shaik’s valence bond correlation dia-
grams.” They demonstrate that the two lowest adiabatic potential energy surfaces can be generated
from this procedure.
Hirao and Yamabe (1983) [29] used the 4-31G basis set with an added Gaussian p with an
exponent of 0.75 which consists of 2s1p orbitals and then added two more diffuse s-type orbitals on
the H− with exponents of 0.08 and 0.04. They report the stabilization energy to be 0.6 kcal/mol
that is consistent with Rayez et al. and may not support a vibrational level. They were primarily
interested in the creation of hydrogen ion clusters where they compare the way these clusters would
form starting from H+3 and H
−
3 . They report that cluster growth starting from H
+
3 is fairly straight
forward with electron donating H2 and forms a tightly bound cluster. For H−n growth, however,
symmetric structures are energetically favorable and each H2 is polarized causing attractive ion-




increased electron-electron exchange repulsion.
Chalasinski et al. (1987) [30] provided some of the most extensive work on the H−H2 inter-
action. Beyond the normal stabilization energy and optimal geometry, two central questions were
explored in their results: (i) How would the optimal geometry be affected by correcting for basis
set superposition error (BSSE) (the gradient method searches for the minimum on the counterpoise
(CP) uncorrected curve)? and (ii) How would the optimal geometry be affected by allowing for
higher order electron correlation effects (e.g., at the MP4 level)? BSSE is the error incurred by
calculating the interaction energy of a dimer (or larger system) by calculating the energy of the
total system and then subtracting out the energy of the parts without using the full basis set for
the parts. For example, if we want to calculate the interaction energy of He with Ar, we would put
atom-centered basis set A on He and atom-centered basis set B on Ar. Calculating the interaction
energy as Einteract = EHe+Ar(AB)− (EHe(A) +EAr(B)), where En(X) is the energy calculated of
species n using the basis set of X, would produce error since the basis set available to an electron
on He in the dimer calculation (AB) is much larger than the basis set available to the He in the
monomer calculation (A). The counterpoise correction simply makes the full basis available to each
calculation by Einteract = EHe+Ar(AB)− (EHe(AB) + EAr(AB)).
To find the answers to these questions, a large number of calculations were done with several
electron correlation treatments, including the highest level treatment MP4, with and without the
CP correction to BSSE. Calculations were performed on the linear, bent (45o) and T-shaped ge-
ometry. The M-type basis used consisted of 6s[4s] 2p 1d orbitals with one of the s orbitals being
an added diffuse orbital with 0.03 exponent. The L-type basis consisted of 7s[4s] 2p 1d 1f orbitals.
The N-type basis, of which there were 3 modifications, consisted of 9s[5s] 4p orbitals with one of
the s orbitals being an added diffuse orbital with an optimized exponent = 0.0172478. The three
modifications involved adding a single d orbital with 0.075 exponent (1d), adding 2 additional d
orbitals to the previous with 0.2 and 0.7 exponent (3d), and adding an additional f to the previous
with 0.07 exponent (3d1f).
They find an optimized stabilization energy of 1.2 kcal/mol using the N(3d1f) basis which
can support 6 vibrational levels but when the zero-point energies are accounted for, the complex
becomes thermodynamically unstable even at 0oK. It was shown that the electron correlation effects
are of essential importance, shortening the H−H2 distance by roughly 0.76 bohr but that no real
significant shift in Re is shown from MP2 to MP4 where Re is the optimized distance from H− to
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the center of mass of H2. They also show the importance of BSSE correction showing at most a
0.19 bohr shift in Re due to CP correction. They go on to explain that the interaction energy for
this shift changes very little because of how flat the potential is around Re. Some of the basis sets
used suffer from large BSSE and some do not. The reason for this is that some of the basis sets
contribute errors of alternating sign to the interaction, and others do not. They report their M
and L basis sets have a 0.70 and 0.76 kcal/mol change in stabilization energy due to BSSE. They
find the addition of a d function to contribute an extra 0.1 kcal/mol stabilization and the single
f orbital to provide ∼0.02 kcal/mol. They predict that the full saturated basis limit to provide
about another 0.1 kcal/mol of stabilization. The electron detachment reaction was calculated to
have a threshold of 27 kcal/mol by determining the lowest energy crossing point of the H−H2 and
H3 potential surfaces. They predict the heat of formation of the H−3 complex to be -0.4 kcal/mol
at 298 K.
Michels and Montgomery (1987) [31] performed full CI calculations with basis sets ranging
from 4s1p which is a slight improvement of the 4-31G + polarized Gaussian used by Hirao to
their largest basis set of 7s4p1d which included 1 diffuse s (exponent = 0.014) and 1 diffuse p
(exponent = 0.07). They report an interaction energy of 1.10 kcal/mol which is in good agreement
with Chalasinski. They were primarily concerned with the report of several bound states for the
stretching mode made by Chalasinski et al. and wanted to shed some light on these states by
taking into consideration the bending mode that contributes to the zero-point vibrational energy
and the thermodynamical stability of the anion. They report the extra zero-point energy required
to support vibrational states in H−3 is larger than the long-range attractive energy. They go on to
state that refinement of this analysis including anharmonic corrections probably will not change
this conclusion but to do this a full potential energy surface would need to be created, beyond the
scope of their work. They report weak thermodynamic stability for H−D2 and D−3 and also that
D−HD is essentially thermoneutral. Formation of H−n clusters predicted by Hirao was speculated
to be unfavorable when zero-point energies are introduced.
Stärck and Meyer (1993) [32] conducted MR-CI and CEPA(2) calculations at 403 configurations
finding a well depth of 1.098 kcal/mol supporting 4 bound vibrational levels. Two different basis
sets were used in this paper. The first, denoted ’A’ consisted of 8s[5s] 5p and 2d GTOs and the
second, denoted ’B’ consisted of 8s[5s] 6p 4d 2f GTOs. Basis B has added diffuse functions to
critically explore the van der Waals complex and up to C8 and C10 dispersion coefficients. They
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employed the standard counterpoise correction to BSSE. To shed some light on the presence of
bound states in the H−H2 stretch, they treated the bending mode of the complex as a hindered
rotation by expanding the potential and wavefunction into Legendre polynomials and giving the H2
vibration proper anharmonic treatment. They found four bound states using this method with the
zero-point energy added. They also were interested in the electron detachment energy and found
it to be 27.7 kcal/mol.
Panda and Sathyamurthy (2004) [33] calculated the potential energy surface using CCSD(T)
and Dunning’s doubly-augmented, correlation-consistent, polarized, valence triple-zeta basis set
(d-aug-cc-PVTZ) that consists of 7s[5s] 4p 3d GTO’s. They employed the CP correction to BSSE
and reported a well depth of 1.095 kcal/mol at a distance R = 5.914 bohr from the H− to the
center of mass of the H2. Time dependent quantum mechanical (TDQM) wave packet calculations
were used to calculate reaction probabilities for the exchange reaction extensively studied for this
system.
2.3 Solid Hydrogen and Doped Solid Hydrogen
The first several spectroscopy studies of solid hydrogen were done by Welsh et al. from 1955-
1960. [8–11] They report the continuation of S′(0) and the S′(1) line through the fusion point of 14
K to 15 K. This means that the liquid hydrogen structure must stay locally the same as the solid
hydrogen structure for a short time. They state the reason for being able to observe spectroscopic
transitions is the induced dipole resulting from quadrupole interactions from neighboring molecules
and by vibrational motion in the crystal lattice. [8] The next study on solid hydrogen was done by the
same research group and studied the crystal with different ratios of ortho- and parahydrogen. [9]
They find that the transition probabilities of QQ, S1(0), and S1(1) are in accordance with the
theoretical predictions of Jan Van Kranendonk supplying good evidence that these transitions
arise from quadrupole interactions. They report that upon the addition of orthohydrogen, these
transition probabilities change dramatically and they suggest that the proximity of the absorbing
molecule to a rotating or non-rotating molecule is the underlying cause of these transitions for
ortho-para mixed solid hydrogen.
Many of the spectroscopic features were theoretically explained with ortho- and para- hydro-
gen interactions by Jan Van Kranendonk. The term parahydrogen is used to describe molecular
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hydrogen existing with an even rotational quantum number and orthohydrogen is odd rotational
quantum numbers. The conversion between ortho- and para- is forbidden due to the wavefunction
needing to be antisymmetric with respect to exchange of the fermionic nuclei. The ground state
of parahydrogen is spherical while the ground state of orthohydrogen is dumbell shaped and thus
contributes more to the anisotrophic forces. Pure parahydrogen, thus, is a very good host for ma-
trix isolation studies. The most important anisotropic term arises as the quadrupole interactions
between molecules and the most important isotropic terms arise from induced dipole-dipole and
induced dipole-quadrupole interactions. [7]
The subsequent publication by the Welsh group [10] also cited van Kranendonk’s prediction that
for a compressed gas, liquid, or solid where the molecules are in a mostly symmetric environment
and a pair of molecules could be involved in a simultaneous transition, double transitions should
be more probable than single transitions. They find this to be the case for Q+S transitions in
the liquid and in the solid and they also find the second overtone to be larger than the first pure
overtone. The next paper describes these bands in greater detail and shows broad bands that are
attributed to combination tones of molecular frequencies with lattice frequencies, or phonons. [11]
Since these publications there have been numerous publications on the spectroscopy of solid
hydrogen in its various forms. [34–38] For parahydrogen, much of the spectroscopy comes from the
vibrons that travel throughout the system. Breaking the symmetry in a solid hydrogen crystal by
a dopant in a single site will give sharp peaks that can be modeled well by a two body system.
Wang and Andrews identified the (H−)(H2)2 hydride anion cluster in solid hydrogen in a paper in
2003. [39] They use a pulsed-laser ablation of metals with normal hydrogen and/or deuterium at 3.5
K which produced a strong 3972.0 cm−1 absorption for hydrogen and 2869.8 cm−1 for deuterium
which they attribute to anionic charge centers of H− in a cluster of (H2)n. They confirm this
presence by doping with CCl4, an efficient electron scavenger, which replaced the above mentioned
absorption with an absorption at 4067.0 cm−1 for hydrogen and 2925.6 cm−1 for deuterium which
is due to (Cl−)(H2)n and (Cl−)(D2)n clusters. The other noteworthy check is that the (H−)(H2)2
absorption is created with 193 nm radiation through photoionization of metal atoms to produce
electrons and destroyed with λ > 290 nm due to photobleaching.
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Table 2.1: Summation of previous theoretical work done on H−/H2 with basis set information including contraction and comparative
results such as well depth and optimized geometry Re and re. All angles are linear for preferred geometries.










Re a0 Re a0
Stevenson and
Hirschfelder
1s None None None Slatter Unbound NA NA
Barker et. al. 1s None None None Slatter Unbound NA NA
Ritchie and King 5s3p None SCF None Gaussian NA NA NA
Macias 3s2p None Non-rel CI None Slatter -0.7781 6.00
Haas and Fein-
berg
1s None Non-rel CI None Slatter NA NA NA
Garcia et. al. 1s2s2p None SCF None Gaussian NA NA NA
Keil and Ahlrichs (5s1p)/[3s1p]-outter None NOCI None Gaussian NA NA NA
(4s1p)/[2s1p]-middle





None SCF+CI None Gaussian -0.83 6.25 1.4
Kabbaj et al. (5s2p)/[3s2p] None SCF+CIPSI None Gaussian -0.30 6.5 1.4
Chalasinski et al. (6s2p1d)/[4s2p1d] None MP4 Yes Gaussian -1.091 5.95 1.4
(7s2p1d1f)/[4s2p1d1f] None MP4 Yes Gaussian -1.102 5.95 1.4
(9s4p)/[5s4p] None MP4 Yes Gaussian -1.306 5.95 1.4
(9s4p1d)/[5s4p1d] None MP4 Yes Gaussian -1.063 5.95 1.4
(9s4p3d)/[5s4p3d] None MP4 Yes Gaussian -1.153 5.95 1.4
(9s4p3d1f)/[5s4p3d1f] None MP4 Yes Gaussian -1.159 5.95 1.4
Michels and
Montgomery
(6s1p)/[4s1p] None MP4 Yes Gaussian -0.54 5.5949 1.414
5s3p None MP4 Yes Gaussian -1.06 5.4708 1.412
7s4p1d None MP4 Yes Gaussian -1.10 5.4226 1.413
Stärck and Meyer (8s5p2d)/[5s5p2d] None CEPA No Gaussian -1.07 6.094 1.416
(8s6p4d2f)/[5s6p4d2f] None MR-CI Yes Gaussian -1.10 6.183 1.416
Panda and
Sathyamurthy
(7s4p3d)/[5s4p3d] None CCSD(T) Yes Gaussian -1.095 5.915 1.419




In this section, we will define and quantify the energetically optimized structure of H−/H2. We
would like to find out what the interaction energy, V , is for various configurations that this complex
can make. Since we cannot find this interaction energy at every single geometry, we will need to turn
to numerical methods to model and fit these points into a generalized equation or set of equations.
The dipole moment of this complex will also need to be calculated and mathematically fit to
equations to make use of them for transition dipole moments which are needed if any calculation
of spectroscopic transitions is to be made.
This chapter starts with a brief introduction to the ab initio methods that have been developed
over the last century to find the potential energy of a given molecular system. We will then define
a set of coordinates for the H−/H2 dimer to simplify our description of the Van der Waals complex.
The experimental methods used to generate the points of the interaction energy potential, V , is then
given and analyzed. These potential energy points are then fit with interpolating polynomials and
spline functions so that the potential at any desirable geometry can be calculated with accuracy.
Finally, we calculate the dipole moment of the dimer and attempt to fit it to some two functions,
one containing a linear combination of Legendre polynomials, and the other a set of symmetry
adaptive functions.
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3.2 Introduction to Electronic Structure Calculations
Electronic structure calculations are what allow theoretical chemists to create a potential energy
surface for a given molecular framework which is necessary in order to calculate reaction probabili-
ties, spectroscopic lines, and a host of other data. This research uses these calculations to create a
new potential energy surface and also to find the dipole moment and polarizabilities of the H−/H2
system. Electronic structure calculations are sometimes referred to as ab initio, meaning from
first principles, which implies the attempt to solve the Schrödinger equation without the help of
experimental data. Computational quantum chemistry begins with the idea that any useful infor-
mation about a molecular or atomic system can be predicted and understood by the analysis of the
atomic and molecular structure from the constituent atoms, nuclei, and electrons. Understanding
the elementary physics, we should be able to predict the properties of a molecular system. The
wavefunction of any system should be understood in some detail based on the coulombic attraction
and repulsion that exists between electrons and protons. From these basic interactions, all kinds of
observed phenomena should be understood such as the octet rule, Van der Waals forces, the aufbau
principle, and more. A brief summary of some of the more important aspects of a good electronic
structure calculation are presented here.
The full electronic Schrödinger equation has never been solved completely for anything but a
two particle system necessitating the application of approximations in the equation for a larger





































where α and β refer to nuclei and i and j refer to electrons and e′ is the fundamental proton charge
in statcoulombs (statC). The first term is the kinetic energy of the nuclei and the second term is
the kinetic energy of the electrons. The third term is the potential energy of the repulsions between
nucleus α and nucleus β separated by the distance rαβ with respective atomic numbers of Zα and
Zβ. The fourth term is the potential energy of the attraction between the electrons and the nuclei
with riα being the distance between electron i and nucleus α and the last term is the potential
energy of the repulsion between electrons i and j. It is because of the complexity of this equation
that a 3 particle system cannot be solved for exactly.
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The first approximation made in ab initio calculations to solve the Schrödinger equation using
the Hamiltonian given in equation 3.1 is the Born-Oppenheimer [40] approximation. In this ap-
proximation, the nuclei are understood to be far heavier than the electrons and thus move very
slowly in comparison. It is therefore assumed that the nuclei do not move at all and any vibrational
or rotational contributions to the electronic structure energy that these motions would contribute
are discarded. We can thus remove the kinetic energy terms that deal with nuclear motion, the first
term and the electrostatic repulsion of the nuclei, represented by the third term. We can add in the
stationary nuclear repulsion term once we set where we want the nuclei and solve the Hamiltonian
for the electrons.
The electronic Hamiltonian given in 3.1 does a good job of describing the spatial coordinates
of the nuclei and the electrons, but the spin of the electrons is neglected. This spin of an electron
is what allows two electrons to exist in the same electronic, angular momentum, and z-component
of angular momentum orbital (such as 2pz) without violating the Pauli exclusion principle. The
Hartree-Fock approximation expands spin-orbitals, φi, in a basis of functions χµ according to the





where the Cµ,i expansion coefficients are to be determined. This wavefunction is operated on by
the Fock operator, F, given by
Fφi = hφi +
∑
j(occupied)
[Jj −Kj ]φi (3.3)
where Jj and Kj are the Coulomb and exchange operator respectively which depend on the orbitals
φi, and h denotes the electronic kinetic energy and electron-nuclear Coulomb attraction operators.
Hartree-Fock calculations are performed on an approximate wavefunction which is then iteratively
adjusted until any solution, when plugged into the equations, do not provide significant adjustment
to the solution which is when they are said to have converged. The nature of the exchange operator
causes it to vanish unless the spin on function φi is the same as on φj . This means that correlation
between any two electrons of different spin state is not accounted for. In a 3-electron system in
its ground state (1s22s), we would find one of the 1s electrons has different energy than the other
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1s electron. Further addressing electron correlation, thus, would help improve the Hartree-Fock
method.
There have been several methods to more completely address electron correlation with one of
the most popular ones being coupled cluster theory. [42] In coupled cluster theory, the wavefunction
is expressed as
Ψ = exp(T )Φ (3.4)
where Φ is usually a Hartree-Fock like Slater determinant used in the self-consistent field method to
generate a set of spin-orbitals. The operator T generates excitations when it operates on Φ where










+n+ji+ . . . (3.5)
where the term m+i denotes the simultaneous creation of an electron in a virtual spin-orbital and
removal of another electron in a spin-orbital to generate a single excitation. The subsequent double
excitations are thus the m+n+ji term and it goes on from there for triple and higher excitations.
The wavefunction thus calculated is more accurate when more excitations are included. If only
single excitations are included, we abbreviate the theory to CCS (coupled cluster singles), CCSD
(coupled cluster singles and doubles), CCSDT (coupled cluster singles doubles and triples), etc.
Often, the triple excitations are not explicitly accounted for and instead replaced with a fourth-
order perturbative treatment of the triple excitations, which is called CCSD(T).
Stated earlier, there are a few ways to treat electron correlation, not just coupled cluster theory.
Some of the advantages of coupled cluster theory that other methods may or may not have are that
it is size consistent. This basically means that two identical molecules separated by a vast distance
will be calculated as having twice the energy of the single molecule. While this is intuitively correct,
some electron correlation treatments cannot get around this as a consequence of the equations used
in their theories. Another advantage of coupled cluster theory is that by including quite a few
excitations, you can recover much of the electron correlation energy, often more than some of the
other methods.
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3.3 Jacobi Coordinate System
In order to discuss the three-body H−/H2 system, it is necessary to set up a simple coordinate
system. While we could simply use the cartesian coordinate system, this will leave us with a set of
nine (three for each atom) coordinates which will become too cumbersome. Furthermore, since the
spatial structure cannot be easily conceptualized based on these coordinates, any discussion using
this coordinate system will not be easily understood or conceptualized. We will instead turn to an
internal coordinate system which, once we’ve identified its various parts, will make it easy for us
to visualize the molecule while it is discussed in this text.
The configuration of the H−/H2 dimer is described using Jacobi coordinates, in which the
coordinate R is the distance between the H2 center of mass and the H− anion, r is the bond
distance of the H2 molecule, and θ is the angle between the vectors R and r. Calculations were
performed at r = 0.9 − 2.1 bohr in steps of 0.1, θ = 0, 45, 90 degrees, and initially R = 4.0 − 12.0
a.u. in steps of 0.25 from 4.0 to 5.5, in steps of 0.5 from 5.5 to 9.0, and in steps of 1.0 from 9.0 to
12.0. A graphical representation of this coordinate system is given in figure 3.1.
3.4 Electronic Structure Calculations
The ground-state interaction potential, V , is computed using Gaussian 98 [43], 03 [44], and Dal-
ton [45] using coupled cluster theory including single and double excitations and a perturbative
treatment of triple excitations, or CCSD(T) [40, 42]. We employ the standard counterpoise (CP)
correction [46] to BSSE by calculating each monomer separately but with the full basis sets in
place by setting the charge on the nuclei in turn of the H− and the H2 to zero and removing
their electrons, and then calculating the energy of the full dimer, a total of three calculations
each. The interaction energy is, therefore, the full energy minus the energy of the two dimers
or E(H−/H2) − (E(H−) + E(H2)). This conveniently calculates the stretching energy of the H2
molecule twice and, through the CP correction, removes it entirely leaving the interaction poten-
tial. Our calculations employ aug-cc-pVTZ [1] atom-centered basis sets on each hydrogen atom
which is (6s3p2d) orbitals contracted to [4s3p2d]. We also place a mid bond function carrying a
3s3p2d [47] basis midway between the H2 center of mass and the H− to improve the description
of dispersion interactions. The bond function is constructed with s-orbitals carrying 0.1, 0.3, and
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Figure 3.1: The Jacobi coordinate system for 3 bodies.
0.9 exponents, p-orbitals carrying 0.1, 0.3, and 0.9 exponents, and d-orbitals carrying 0.2 and 0.6
exponents. This gives a total of 91 atomic orbitals for each calculation. The massage keyword was
used in the Gaussian calculations to prevent the coordinate system from being relocated to the
center of nuclear charge and to allow us to zero out the nuclear charge of midbond function and
any of the H nuclei to employ the CP correction.
The use of three different computing suites was not initially intended, but rather grew out of a
desire for more points at extreme R values in order to make sure the rovibrational wavefunctions
found using this potential were bound and had a value of zero naturally at small and large R.
Dalton was used exclusively for these extreme R values. The potential was also found initially
without confining Gaussian to use all 91 orbitals which caused problems in the potential at small
R. The Gaussian program can elect to remove one or two orbitals that are deemed too close to
each other when it performs the electronic structure calculation. This usually happens at smaller
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internuclear distances such as small R and small r. The abrupt removal of one or two orbitals at
varying R sometimes resulted in a data point that was difficult to fit with a function. It would
often look like an outlier point which was unexpected given that these are completely reproducible
ab initio calculations! At this point it was decided to recalculate these interaction energies using
Gaussian while constricting the program to include all orbitals. We did not have access to Gaussian
03 at the time and decided to fill in these points with Gaussian 98 if it was shown that the energies
obtained were comparable. Dalton did not need to be explicitly told to include all orbitals providing
a basis for arguing that Gaussian was perhaps too quick to remove an orbital.
Figure 3.2 shows the absolute difference in computed interaction energy computed using the
aug-cc-pVQZ [1] basis set with the aug-cc-pVTZ basis set, or QZ (quadruple zeta) and TZ (triple
zeta) for short. We see here two sets of data because, as stated, Gaussian may sometimes deem
one or two of the primitive orbitals used in this calculation too close to another and remove one.
The top set of data confines Gaussian to include all 91/91 orbitals (for the TZ calculation) and
the bottom set allows Gaussian to remove orbitals. The point at r = 0.9 a0 for the constrained
TZ data was obtained with Dalton which includes all 91 orbitals. We see a discontinuity between
r = 1.3 a0 and r = 1.4 a0 for the unconstrained data. While the unconstrained data is closer to
the QZ data, and therefore more correct, this discontinuity will eventually cause problems when
we attempt to fit these energy points. We see that the total energy difference is, however, small
when compared to the QZ data and thus should not introduce any unnecessary error into our final
potential energy surface. The QZ data here was allowed to discard orbitals and did so at r = 0.9
a0 and r = 1.0 a0.
Figure 3.3 shows the interaction energy of H−/H2 as a function of R in the linear geometry and
the H2 bond length set at r = 1.4 a0. By inspection, we see good agreement between the two basis
sets even at small R. A direct comparison of these data points, as well as the data points from the
previous comparison, is presented in tables 3.2 and 3.1. The data presented shows no geometry
where the energy calculated using both basis sets differs by more than 0.00009 Eh with the vast
majority being differing by about 0.00002 Eh.
19
Figure 3.2: The data presented here shows the absolute difference between the interaction energy
computed using aug-cc-pVTZ and aug-cc-pVQZ at R = 6.0 and θ = 0o as a function of r. The
upper graph constrains Gaussian to use all orbitals given. The lower graph is the result when
Gaussian is allowed to choose when to discard orbitals and we see a discontinuity at r = 1.3-1.4 a0
between which lies the switch between discarding an orbital and keeping all orbitals.
Table 3.1: Interaction energies of the H−/H2 dimer computed using the QZ and TZ basis sets and
the absolute difference between the energies in the linear geometry with the H2 bond length r = 1.4.
R a0 aug-cc-pVQZ Eh aug-cc-pVTZ Eh Absolute Difference Eh
4.0 0.003930347 0.004025161 9.48146E-05
5.0 -0.000862484 -0.000813017 4.94676E-05
6.0 -0.001718204 -0.00169435 2.38544E-05
7.0 -0.001577993 -0.001567567 1.04253E-05
8.0 -0.001259459 -0.001256232 3.22713E-06
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Figure 3.3: The interaction energy of H−/H2 in a linear geometry with H2 bond length of 1.4 a0 as a
function of R using the triple zeta (TZ) and quadruple zeta (QZ) augmented correlation-consistent
basis sets. [1]
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Table 3.2: Comparison of interaction energies in Eh obtained using the TZ and
QZ basis sets and the effect of constraining Gaussian to use all orbitals in the
TZ basis set.




6 0.9 0.000244438a 0.000269132b 0.000267423
6 1 -5.52133E-05a -3.17004E-05 -3.36178E-05
6 1.1 -0.000398132 -0.000375129 -0.000377349
6 1.2 -0.000787275 -0.000764291 -0.000766844
6 1.3 -0.00122601 -0.001202679 -0.001205586
6 1.4 -0.001718204 -0.00169435
6 1.5 -0.0022682 -0.002244047
6 1.6 -0.002880905 -0.002857021
6 1.7 -0.003561833 -0.003538755
6 1.8 -0.004317034 -0.004295077
6 1.9 -0.005153037 -0.005132321
6 2 -0.006076686 -0.006057204
6 2.1 -0.007094891 -0.007076498
a Computed using 159/160 orbitals
b Computed in Dalton
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In table 3.3 we see the interaction energy of various conformations of the dimer using all three
program suites, the average, and the standard deviation across the three suites. Dalton is definitely
the odd man out having the biggest difference in value from the other two which closely follow each
other. We may find comfort in the fact that the difference in energy between Dalton and Gaussian
03 is never more than an order of magnitude of 10−8. Dalton was primarily used at R < 4.25
a0 and R > 12.0 a0 with the majority of points in between handled by Gaussian 03. Gaussian
98 was employed at certain small R when Gaussian 03 was unavailable and Dalton was employed
if Gaussian could not complete the calculation, although this was rare. Attempting to fit points
created with Dalton, it was found that these points created smooth curves with the points created
with Gaussian. It is also important to note that these regions where Dalton was primarily used
could also be modeled by extrapolating the existing data since at small R there is a huge repulsive
wall and at large R the potential is flat and approaches zero.
The use of a bonding function can be justified in one of two ways. First we consider two atoms
or molecules with a single electron in an excited orbital, when the two molecules approach each
other these two excited electrons may interact, entering into a bonding molecular orbital. While
this orbital is still an excited state, it lowers the energy of the system. This bonding orbital should
be very diffuse and located between the two species. The second way is to think that with any
excited electrons sufficiently far away from their atoms and molecules in a 2-body system, there
is effectively a virtual nucleus between the two monomers like a Rydberg system which is best
represented by basis functions at the center of the system.
Normally, very diffuse and large basis sets on each of the atoms in the system would suffice
to give accurate interaction energies for a Van der Waals system such as ours, but this is a very
expensive calculation to undertake as the time spent calculating rises very quickly with the addition
of a single diffuse function. A mid-bond function can serve as the bonding function and, because it is
centered in the bond, it does not have to be so diffuse. It has been shown that the energy calculated
through the use of large and diffuse set of nucleus centered basis functions can be reproduced with
the use of medium sized nucleus centered basis functions and a mid bond basis. [47,48] The system
this was shown on is He2 and it isoelectric to H−/H2, providing good reasoning that very good
accuracy should be recovered using this method. The function used here was tested in a paper on
the He2 system by F. M. Tao and Y. K. Pan. [47].
Tao and Pan also found that higher polarization functions and mid bond functions help de-
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Table 3.3: Comparison of the interaction energy of H−/H2 using Gaussian 03, 98, and Dalton.
Geometries are for the Jacobi coordinate system mentioned in the text. All energies given in
hartrees (Eh). All Gaussian energies are given employing the massage function and restricting the
program to use all orbitals. Dalton retained all orbitals by default.
R a0 θ
o r a0 Gaussian 03 Gaussian 98 Dalton Average Standard Deviation
4.0 0 1.0 0.009140265 0.009140265 0.009140283 0.009140271 1.07272E-08
4.0 0 1.4 0.004025161 0.004025161 0.004025168 0.004025163 3.87979E-09
4.0 0 1.8 -0.006264756 -0.006264755 -0.006264742 -0.006264751 7.81602E-09
4.0 45 1.0 0.011209098 0.011209097 0.011209133 0.011209109 2.05559E-08
4.0 45 1.4 0.009160226 0.009160225 0.009160264 0.009160238 2.20894E-08
4.0 45 1.8 0.004452568 0.004452568 0.004452550 0.004452562 1.07965E-08
4.0 90 1.0 0.013222722 0.013222722 0.013222705 0.013222717 9.61405E-09
4.0 90 1.4 0.014045587 0.014045587 0.014045581 0.014045585 3.52326E-09
4.0 90 1.8 0.014593999 0.014594000 0.014594040 0.014594013 2.36155E-08
7.0 0 1.0 -0.000508757 -0.000508757 -0.000508765 -0.000508760 5.08646E-09
7.0 0 1.4 -0.001567567 -0.001567568 -0.001567570 -0.001567569 1.35308E-09
7.0 0 1.8 -0.003085822 -0.003085823 -0.003085819 -0.003085821 1.87073E-09
7.0 45 1.0 0.000064733 0.000064734 0.000064773 0.000064747 2.32487E-08
7.0 45 1.4 -0.000414306 -0.000414307 -0.000414302 -0.000414305 2.86901E-09
7.0 45 1.8 -0.001103370 -0.001103368 -0.001103320 -0.001103353 2.81248E-08
7.0 90 1.0 0.000631903 0.000631899 0.000631960 0.000631921 3.39818E-08
7.0 90 1.4 0.000707659 0.000707654 0.000707728 0.000707680 4.13691E-08
7.0 90 1.8 0.000780347 0.000780339 0.000780409 0.000780365 3.83352E-08
10.0 0 1.0 -0.000390779 -0.000390779 -0.000390863 -0.000390807 4.88093E-08
10.0 0 1.4 -0.000733956 -0.000733955 -0.000734031 -0.000733981 4.33803E-08
10.0 0 1.8 -0.001158898 -0.001158896 -0.001158931 -0.001158908 1.94353E-08
10.0 45 1.0 -0.000176362 -0.000176361 -0.000176428 -0.000176384 3.85824E-08
10.0 45 1.4 -0.000330157 -0.000330158 -0.000330226 -0.000330180 3.94919E-08
10.0 45 1.8 -0.000520659 -0.000520661 -0.000520745 -0.000520688 4.9054E-08
10.0 90 1.0 0.000034513 0.000034508 0.000034476 0.000034499 2.01045E-08
10.0 90 1.4 0.000065412 0.000065405 0.000065373 0.000065396 2.06894E-08
10.0 90 1.8 0.000097654 0.000097651 0.000097608 0.000097638 2.59141E-08
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scribe the potential at a shorter distance between the two He atoms more accurately. This can be
understood by realizing that the high polarization functions are used mainly in the description of
the induced high multipole moments of the interacting atoms and subsequently the interactions of
these moments. These moments decrease rapidly as R expands. As discussed earlier, the basis for
all of the anisotropic interactions in solid hydrogen are born from these moments and we shall see
that the primary interaction between H−H2 comes from the quadrupole moment and the induced
dipole moment.
3.5 Analysis of Potential
The experimental work so far done on the interaction energy of H−/H2 cannot help determine if
the potential calculated is correct, however there are a few theoretical results that we can compare
it with. Our potential does not employ the largest basis set ever used for this system but it does
include the novel technique of including a mid-bond function. It is generally agreed that larger
basis sets are always better compared to smaller basis sets and so we can compare our results to
some of the previously done work to see if our potential has the some of the general characteristics
of another such as Re, re, and De.
The largest computation done on H−/H2 would be the MR-CI potential done by Stärck and
Meyer using (8s5p2d)/[5s5p2d] atom centered basis sets while the potential developed by Panda
and Sathyamurthy employed the same level of theory with a slightly larger basis set but without
the mid-bond function. We see from table 2.1 good agreement between our minimum energy, Re,
and re.
The long range (large R) characteristics of this potential should be approximated by the theo-
retical work done by A. D. Buckingham [2] in which the electrostatic energy between a point charge
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(3.6)
where µ, Θ, and Ω are the dipole, quadrupole, and octopole of the molecule, respectively, θ is our











(α‖ − α⊥)(3cos2θ − 1) +A‖R−1(3cos3θ − cosθ)
+ 4A⊥R−1cosθsin2θ + 2CR−2 + . . .
]
(3.7)
where α, A, and C are polarizabilities along (‖) or perpendicular (⊥) to the molecular axis. For











where Q(r) is the quadrupole moment of H2 and α0(r) and α2(r) are the isotropic and anisotropic
parts of the polarizability of H2. This function was modeled by Panda and Sathyamurthy [33] using
quadrupole moments from the work of Poll and Wolniewicz [49]. The values for α0(r) and α2(r)
were obtained from the work of Kolos and Wolniewicz. [?] Panda and Sathyamurthy [33] made
their work available through a Fortran subroutine that was slightly modified to give just this long
range potential VLR at all R values.
This subroutine was employed to give a potential from R = 4.0− 12.0 a0 as we can see in figure
3.4 which we see follows our potential at longer R. There is a slight variation in the plots according
to H2 bond distance which we can attribute to there remaining some small interaction with the
stretched H2 compared to when the bond is more compressed. Overall, our potential follows the
long range shape we would expect giving us confidence in its values.
3.6 Energy Point Fit to Legendre Polynomials
The potential energy, V , is a function of R, r, and θ: V (R, r, θ). We can simplify this using the
potential energies at r = 0.9, 1.1, 1.4, 1.8, and 2.1 a0 and then fitting a Lagrange interpolating
polynomial to find V given R and θ by
V = f(Vr=0.9(R, θ), Vr=1.1(R, θ), Vr=1.4(R, θ), Vr=1.8(R, θ), Vr=2.1(R, θ)) (3.9)
This equation shows the three-dimensional potential as a function of five other two-dimensional


































Figure 3.4: Our potential is compared to the theoretical interaction of a point charge with a linear
molecule developed by A. D. Buckingham. [2] The top figure is for an H2 bond distance of 1.1 a0
and the bottom figure is for an H2 bond distance of 1.7 a0. In each figure the data sets with many
evenly spaced points correspond to the Buckingham potential while our ab initio potential has far
fewer points. The top two sets of data in each graph correspond to the more repulsive T-shaped
(90o) interaction while the lower set of two data corresponds to the L-shaped (0o) geometry.
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θ. Each of these five potentials can be written as:





where crn is a coefficient used in a linear combination of Legendre polynomials [50] fit to the potential
energy. To find the coefficients crn, we employ the commonly used method of linear regression by
creating a 3x3 matrix, P , of even Legendre polynomials, P0, P2, and P4 evaluated at θ = 0
across the first row and at θ = π4 ,
π
2 in the second and third row. We employ only even Legendre
polynomials because the potential as a function of θ only should be symmetric around π2 . Finding
(PTP)−1PT = M, we can multiply [M][en] = [c] where [en] is a 3×3 array of energies corresponding
to some R and r and the angles used in P calculated as described earlier using Dalton or Gaussian,
and [c] is the 3× 1 resultant array of coefficients cn.
The interaction energy should change strongly as a function of θ at small R, therefore analyzing
the fit at some small R values should convince us of the goodness of these fits. Figures 3.6 show
the result of this interpolation at R = 4.0 a0 and R = 6.0 a0. We see very good agreement at all
points allowing us to conclude that this method will suffice in generating the complete potential
energy surface. Using this method, we can find the energy of the system at any given θ and r, but
we still must be at a predetermined R value. A polynomial fit of crn through all R values would
likely be a very poor fit, although exact at each point in the fit, because high order fits tend to be
very oscillatory.
3.7 crn Fit to Third Order Splines
To obtain a useful and accurate fit, we take the crn coefficients for each r value and create third
order splines connecting them through all R values, making five complete fits for each r value used.
A spline is a continuous function defined piecewise with a continuous first derivative that is defined
at the local level and is thus does not suffer from oscillations between points, no matter how many
points are used in the complete fit. Each part of the spline is very dependent on points near it and
much less dependent on points far away. The ends of the spline, at the lowest and highest R value,
do not benefit from another fitting point to their left or right. This is especially important at small







































Figure 3.5: The interaction energy in Eh of H−/H2 as a function of the Jacobi coordinate r, the
length of the H2 bond at distance R = 4.0 a0 (top graph) and R = 6.0 a0 (bottom graph). Each
graph contains 3 data sets corresponding to Jacobi coordinate θ = 0o, 45o, and 90o from bottom to
top.
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large R, the extrapolated point should be very accurate since the potential is rather flat. To ensure
a good fit through these beginning points, exponential extrapolation is used to give this spline
an initial slope. This slope was optimized for a randomly generated set of 100 energy points for
that particular r value. The geometries were chosen weighted towards smaller R because energies
at larger R do not change much as the initial slope is modified. These 100 energy points were
generated between between 4.25 ≤ R ≤ 12.0 bohr and 0 ≤ Θ ≤ π2 at specific r, creating 500 unique
geometries.
The minimum absolute error for these 5 sets of crn shows the optimized slope modifications
(slopemod) for each spline. A ”slopemod” is a multiplied modification to the original slope calcu-
lated by the extrapolation subroutine. A slopemod of 1.0 does not change the calculated initial
slope at all. These can be used in one of two ways: (i) We can employ these slopemods directly
and, henceforth, calculate all energies using these splines with an initial slope optimized by slope-
mod, or (ii) we can agree that these slopemods are roughly equal to 1.0 and thus the extrapolation
subroutine used to generate the slope is working properly as we can see in figure 3.6. It is the
nature of random number generators that some of the randomly generated points for a particular
r might cluster around a particularly tough point to fit, and through no fault of the spline extrap-
olating subroutine a slopemod not close to 1.0 might be optimal. A second set of 100 generated
points might give a completely different optimized slopemod. To illustrate this point, our first 100
randomly generated points for r = 2.1 a0 were best fit using slopemod of about 0.4, a rather large
change depicted in figure 3.7 as the lower set of data. We notice in this plot that the difference in
the absolute error at the minimum and at around slopemod= 0.9 are very close in value and these
two areas are connected with a very shallow line. This is very different from our r = 0.9, 1.1, 1.4, 1.8
a0 data where sharp minima are created with what looks like two sharply angled lines in figure 3.6.
To help make sense of these results 100 more randomly generated geometries were calculated
and tested. It was found that this new set had a slopemod '1.0. These results do not make the
first set of data obsolete, however, so the two sets were combined and an optimal slopemod was
found to be around 0.95 as shown in 3.7 as the higher set of data. Upon inspection of the data,
three closely spaced data points provided the bulk of the absolute error for the first set of data
and the error these points contributed was much lessened at smaller slopemods but as slopemod
became smaller and smaller, the other 97 points were contributing more and more to the total

























Figure 3.6: Effect on the absolute error (Eh) in 100 randomly generated geometries as a function
of slopemod, discussed in the text for fixed r = 0.9, 1.1, 1.4, 1.8 a0.
of the propensity to add points at smaller R, all of the the slopemods were kept at 1.0, but this
slopemod analysis shows the ability for splines connecting the coefficients in equation 3.10 through
R values is a viable method to reproduce the interaction energy of H−/H2.
A full potential energy surface can be created from these fits. This was done for r = 1.1, 1.4,
and 1.7 a0.
3.8 Dipole Moment of H−H2
The interaction-induced dipole moment, µ, is calculated as the first derivative of the interaction
potential with respect to an externally applied electric field, µ = −(δV/δF )F=0 along the (H−)–
(H2) bond, the y-direction, and perpendicular to this bond but still in the plane of the molecule, the
z-direction. The potential energy with applied field was calculated using the same level of theory























Figure 3.7: Absolute error as a function of slopemod for fixed H2 bond length of 2.1. The lower set
of data is for 100 randomly generated geometries and the upper set is for this first 100 with 100
more added. We see the first set of data with a minimum slopemod of around 0.4 and the second
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Figure 3.8: Interaction potential energy surface for H−/H2 with r = 1.1 a0. All energies appear as
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Figure 3.9: Interaction potential energy surface for H−/H2 with r = 1.4 a0. All energies appear as
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Figure 3.10: Interaction potential energy surface for H−/H2 with r = 1.7 a0. All energies appear


















Figure 3.11: The interaction energy of the H−/H2 dimer as a function of field strength. The electric
field is oriented along the y-axis or the vector from the H− to the H2 center of mass. The dimer is
in the linear geometry with R = 4.0 a0 and r = 1.4 a0 in the Jacobi coordinate system.
a.u. in the y and z direction at geometries R = 4.0− 12.0 a0, r = 0.9− 2.1 a0, and Θ = 0, 45, 90o.
Figure 3.11 shows the change in the interaction energy of H−/H2 as a function of applied field in
the y direction.
Figure 3.12 shows the calculated dipole moment of the H−/H2 dimer as a function of r with a
linear geometry and R intermolecular distance of 6.0, 7.0, and 8.0 a0. We notice a change in the sign
of the dipole moment as the H2 molecule vibrates. We might expect the quadrupole moment of the
H2 molecule to interact with the negative charge the same way regardless of bond distance. Instead
we notice that the dipole moment must go through a zero dipole moment during each vibration
which means the electron cloud shape of the dimer must change shape through each vibration.
Figures 3.13 and 3.14 show the calculated dipole moment of the dimer in the y and z direction
with the H2 molecule at fixed bond length of 1.4 a0 and an R distance of 4.0 a0. We expect the
dipole moment to be largest at small R so this should be the best test for fitting these values. Using
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Figure 3.12: Dipole moment as a function of r for the linear geometry at R = 6.0, 7.0, 8.0 a0.
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D2j,kP2j(cosγ)(r − r0)k (3.12)
where Pn is a Legendre polynomial, Pmn is an associated Legendre polynomial, and r0 is a reference
H2 bond length that, as stated above, is chosen here to be 1.4 a0. We note here that γ can be the
same as the θ coordinate used in the Jacobi coordinate system because of the way the coordinate
system was set up. The fitted function is shown by the line in figure 3.13 and accurately reproduces
the ab initio values. This fit was created by retaining k = 0 through k = 2 terms and j = 0 through
j = 2 terms for data at θ = 0o, 45o, 90o and r = 1.0, 1.4, 1.8 a0 for a total of 9 points. The fit in
figure 3.14 was similarly created by retaining k = 0 through k = 2 and j = 1 through j = 3 terms.
We see two possible fits for the dipole in the z direction, one created by using the data points at
θ = 15o and θ = 75o, dubbed the wide fit, and another fit using the data points at θ = 30o and
θ = 60o, dubbed the tight fit all using the same r values as before. It is difficult to see a clear
advantage of using one fit over the other with the points chosen, but when we take into account
that H2 has been seen to largely prefer the linear geometry the wide fit becomes best so that this
region can be modeled with greater confidence.
The dipole moment and potential surface is needed to compute the interaction-induced absorp-
tion line shape. For the calculation of these line shapes, it is convenient to express the interaction-
induced dipole moment in terms of its spherical tensor components Mν (ν = 0,±1). The spherical
dipole moments are related to the cartesian coordinate described dipole moment by
M0 = Mz and M±1 = ∓(Mx ± iMy)/
√
2. (3.13)
These spherical dipole moments can be expanded in terms of symmetry-adapted functions which































Figure 3.13: The dipole moment of the H−/H2 dimer as a function of angle θ in the y direction.





















Figure 3.14: The dipole moment of the H−/H2 dimer as a function of angle θ in the z direction.
The points represent calculated dipoles and the lines represent different fits to the data described
in the text.
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where < λ, µ;L, ν−µ|1, ν > is a Clebsch-Gordan coefficient, R̂ is the unit vector from the center of
mass of H2 to H−, r̂ is the vector from one H atom in the H2 molecule to the other, and the r and R
are the normal Jacobi coordinate values. Attempting to find the coefficients by linear regression is
impossible because for each Mν , the evaluation of the coordinate system in an expansion of Clebsch-
Gordan coefficients and product of spherical harmonics yields a singular matrix. The solution is
therefore to attempt to extract as many coefficients as possible from a single Mν′ and then to use
remaining terms from Mν 6=ν′ for the remainder of the elimination. It was found that retention of
five Aλ,L’s, A0,1, A2,1, A2,3, A4,3, and A4,5 was not sufficient to describe the M0 expression.
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Chapter 4
The Coupled Channel Approach
4.1 Introduction
The coupled channel approach is a way of solving the bound-state Schrödinger equation. It has
been widely applied [48,51–53] to find the vibrational and rotational energy levels of Van der Waals
complexes and floppy molecules. The basic method is to treat all the coordinates of the system
with a basis with the exception of the radial coordinate, in this case R. The radial coordinate is
treated with a grid which is to say it is evaluated at many different values spaced by ∆R. The
Schrödinger equation is expanded along the radial coordinate, meaning it is treated as a grid in
steps of ∆R, and the mixing of states is allowed through the inclusion of side matrices similarly
evaluated.
The coupled channel approach is very useful for problems where the total Hamiltonian of the
system may be written as
H = − ~
2
2µ
52 +Hint + V (R,Θ) (4.1)
where52 is the lapacian operator with respect to R the radial coordinate and Θ represents all of the
other coordinates that are present in the system for which a basis function can be used to describe
the system. Hint is some internal Hamiltonian or sum of internal Hamiltonians for isolated particles
of the system and may depend on Θ and R. In our system, Hint represents vibration and rotation
of the H2 molecule and the rotation of the H− around the H2 molecule and V (R,Θ) represents an
interaction potential. We can think of the Hamiltonian of the system as the Hamiltonian of the
parts of the system, which are simple, modified as a function of R.
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In this chapter, we discuss the implementation of the coupled channel approach for the H−/H2
system in two stages. We will start with the Hamiltonian operator and apply this to the linear
H−/H2 system. Since this system is confined to the linear geometry, we only need two coordinates,
R and r. The system will then be described with H2 vibrational wavefunctions modified as a
function of R. The Hamiltonian operator will be developed with a finite difference approximation
to the double derivative that exists in the kinetic energy term. We will then show how the coupled
channel functions can be used for a two channel system that corresponds to v=0,1. Development
of a two-channel coupled channel matrix for the linear geometry will end stage 1. Using this simple
model, we will develop the Hamiltonian for a system that is allowed to rotate. This Hamiltonian is
considerably more complex and will require rotational basis functions to be used. These rotational
basis sets are defined with the use of spherical harmonics and show up as Y in the equations. An
eight channel Hamiltonian will be developed for the H−/H2 system. From this Hamiltonian, we
will calculate stationary states of the system and display their wavefunctions and discuss some
interesting aspects of them.
4.2 The Hamiltonian Operator
In equation 4.1 we defined the coordinate Θ as all internal coordinates that we will use a basis to
describe. Here we will define the Hamiltonian for a system where the only internal coordinate is
r, the bond length of H2. We will therefore constrain H−/H2 to the linear geometry negating the
need to specify any rotational states of H2 or H− orbiting around H2. This is a much simpler model
than the realistic Hamiltonian for our system but is useful for describing the method.
The time independent Hamiltonian operator will provide us with the starting point for our
Hamiltonian and is given by
Ĥ = T̂ + V̂ (4.2)
where T̂ = T̂ (H2 bond) + T̂ (H2 −H− bond) and is the kinetic energy operator of the Hamiltonian
and V̂ is the potential energy operator of the Hamiltonian. We can split this kinetic term up into



















. The time independent Schrödinger equation is
ĤΨ(r,R) = EΨ(r,R) (4.4)











+ V (r,R)Ψ(r,R) = EΨ(r,R) (4.5)
and the first term describes the kinetic energy of the internal coordinate r or Θ in the case of the
general equation.
We could now introduce a basis set that can describe the H2 vibration, such as a basis set of
harmonic oscillator wavefunctions. We call the basis functions for the H2 system Φn(r) where n is






where the Cn term tells us how significant the Φn term is at any R distance. For example, at large R
we would expect a single Cn to dominate equation 4.6 since the wavefunction should be close to our
basis and unpeturbed by interaction. As R gets smaller, our wavefunction would become distorted
by the interaction between the two monomers, and the amount of that distortion is described in
the linear combination by Cn. To reconstruct the wavefunction, we must find out what the Cn(R)

















where the ′′ indicates that the second derivative has been taken. We can break this equation into
a set of simpler equations by multiplying both sides of the equation by Φk(r) on the left and then
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It is interesting to note that only the third term, the potential term, contains an integral of a
function that depends on R, our radial coordinate. If we have chosen a basis set of orthonormal
functions, then
∫∞
0 Φk(r)Φn(r)dr = 0 for all choices of k except for the instance k = n where the












C ′′k (R) (4.9)
and the last term, the term on the right side, is reduced to simply ECk(R).






























where the first integral term and its prefactor are part of the kinetic energy, T̂ and the second




C ′′k (R) +
∑
n
Cn(R)Fk,n(R) = ECk(R) (4.12)
and notice that there is one of these equations for every k in the basis set. k = 1, 2, 3, ... and all
the equations are connected by the
∑
nCn(R)Fk,n(R) term. Each individual choice of k is called a
channel and the set of equations created by this method is called the coupled-channel equations.
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4.3 The Tri-Diagonal Approximation
We approximate the second derivative in Eq. 4.12 using a finite difference approach. We can sample












which approximates the second derivative. For a system where we have two channels, k = 0, 1,
while using a finite difference approach, we will have the following equation for k = 0
−~2
2µH2−H−




C0(Rn)F0,0(Rn) + C1(Rn)F1,0(Rn) = EC0(Rn) (4.14)
and for k = 1
−~2
2µH2−H−




C1(Rn)F1,1(Rn) + C0(Rn)F0,1(Rn) = EC1(Rn). (4.15)
Each of these equations represents a set of matrices, in this case 2 matrices, in which one matrix
describes a state coupling with itself, and the other matrix describes the state coupling to another
state. Since we only have two states at the moment, we only have two matrices for each equation
for a total of four matrices. Each of these smaller matrices are expanded in R and we combine





graphical representation of this is given in figure 4.1.
Each box represents the combination of two channels with the top left being k = 0 coupled to
itself and the bottom right being k = 1 coupled to itself. The solid black line going down the long
diagonal represents the −2β terms (Q = 0, 1 for top left matrix or bottom right matrix) from the
finite difference as well as CQ(Rn)Fi,i(Rn) terms where i = 0 or 1. The dashed lines represent the
finite difference terms pertaining to βCQ(Rn+1) and βCQ(Rn−1). The terms containing F0,1(Rn)
and F1,0(Rn) are represented by the solid lines in the top right and bottom left matrix and represent
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[2by2cc]
Figure 4.1: A graphical representation of a coupled channel matrix with 2 channels. The thick
solid line going down the long diagonal contains terms for the potential energy, the finite difference
approach, the kinetic energy, and channel functions. The dotted lines contain −β for the finite
difference approximation. The thin solid lines along short diagonals represent channel coupling
functions
one channel coupling to another making this matrix symmetric, discussed below. All of these terms
are represented in the graphic by lines because they contain as many entries as the number of times
the R axis is sampled. The smaller we set ∆R, the bigger each matrix will become and subsequently
the bigger the entire matrix will become. The eigenvalues of this matrix correspond to the energy
levels of the system.













































and we again notice the last part of the equation is the same. For a good vibrational wavefunction,
φ0(r) = φ′0(r) = 0 and φ1(r) = φ
′
1(r) = 0 at r = 0,∞, so thus the term out front is equal to zero,
making the terms in equation 4.16 equal, proving the matrix symmetric.
4.4 Coupled-Channel for H−-H2
The wave function for our interests will depend on our Jacobi coordinate θ but more importantly
it must be fully described when placed into an external coordinate system with an applied field.
Compared to equation 4.1, we will have several more coordinates in the internal basis functions.
Here, Θ = [r, θ1, φ1, θ2, φ2] and our wavefunction has the form
Ψ = Ψ(R, r, θ1, φ1, θ2, φ2) (4.18)
where θ1 and φ1 indicate the position H2 has with respect to some outside coordinate system, and
θ2 and φ2 indicates the angle R makes from the H2 center of mass in the same coordinate system,
defining the position of H−. The Hamiltonian we use is as follows:
















+ V (R, r, θ1, φ1, θ2, φ2) (4.19)
The first term in this equation is the kinetic energy vibration in R. The second term contains L̂
and is an angular term which indicates the kinetic energy of H− orbiting around H2. This term
will only operate on functions of (θ2, φ2). The third term contains a second partial derivative with
respect to r and controls the kinetic energy of the H2 vibration. The fourth term contains a ĵ and
is another angular term controlling the kinetic energy of the H2 rotation. This term will also only
operate on functions of (θ1, φ1). The last term contains the function V (R, r, θ1, φ1, θ2, φ2) which
is the potential energy term. The second, third, and fourth term can all be handled by a set of
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internal coordinate basis functions.
We next will assume, as before, that the wavefunction can be written as a linear summation






j,L (θ1, φ1, θ2, φ2) (4.20)
where v, j, L refers to the vibrational quantum number of H2, the rotational quantum number of
H2, and the rotational quantum number of H− around H2, respectively. Fv,j,L(R) is the channel
function and Φv,j(r) is the H2 vibrational wave function in the absence of H−. I
(J)
j,L (θ1, φ1, θ2, φ2)
is an angular basis function that has some total angular momentum specified by quantum number
J . The I function is defined as
I
(J)
j,L (θ1, φ1, θ2, φ2) =
∑
m,N
Cj,L,m,NYj,m(θ1, φ1)YL,N (θ2, φ2) (4.21)
where the Cj,L,m,N term is a Clebsch-Gordan coefficient and the Yj,m(θ1, φ1)YL,N (θ2, φ2) terms are
spherical harmonics with the first one being an eigenfunction of ĵ2 and the second one being an
eigenfunction of L̂2. We can replace the L̂2 and ĵ2 operators with the appropriate eigenvalues in
























Cj,m,L,NYj,m(θ1, φ1)YL,N (θ2, φ2) (4.22)






j,L d(θ1, φ1θ2, φ2) = 1 when j = j
′ and L = L′;
otherwise, this integral is equal to zero. The potential term can be thought of as the sum of two
terms, the first being the potential of the H2 all alone and the second being an interaction term
that changes this first potential as a function of all of our angles, r, and R.
It may be useful here to compare this equation with equation 4.19 to notice the similarities and
where substitutions have taken place. We see that the second derivative with respect to R is still
in place, yet the L̂ and ĵ operators have been replaced with their eigenvalues, Erot = BJ(J + 1).
Our wavefunction has been split up from its simple form of equation 4.18 to its more complex term
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in equation 4.20. Using this simple definition of I we get the full Schrödinger equation of 4.22. We
shall now tackle the remaining potential term and split this up into its two parts:
V (R, r, θ1, φ1, θ2, φ2) = VH2(r) + VH2−H−(R, r, θ1, φ1, θ2, φ2). (4.23)
This helps us simplify the problem as we can use previously constructed potentials for the H2
molecule developed by Kolos and Wolniewitz [54]. This potential must also be operated on by the
∂2
∂r2
in the kinetic term and since it is only a function of r then we can take it out of the potential




















· Fv,j,L(R)Φv,j(r)I(J)j,L (θ1, φ1, θ2, φ2)+





j,L (θ1, φ1, θ2, φ2) (4.24)
where we can notice the position of VH2(r) being inside the square bracket since it is just a function
























j,L (θ1, φ1, θ2, φ2)+





j,L (θ1, φ1, θ2, φ2). (4.25)
With this Hamiltonian, we can multiply both sides on the left by I∗(J)j′,L′(θ1, φ1, θ2, φ2) and Φ
∗
v′,j′(r)
where j′ and L′ are some specific values of these quantum numbers and we pick a v′ and integrate
over all the angles and r. The kinetic part breaks into a sum over just v since the only surviving
terms involving j and L are when j′ = j and L′ = L. The summation over v is subsequently lost



















j′,L′(θ1, φ1, θ2, φ2)
(∫ ∞
0
Φ∗v′,j′(r)VH2−H−(R, r, θ1, φ1, θ2, φ2)Φv,j(r)dr
)
· I(J)j,L (θ1, φ1, θ2, φ2)d(θ1, φ1, θ2, φ2)
}
= EFv′,j′,L′(R) (4.26)
The quantity inside the {} is a function of R only, after the integrals have been taken. We will



























+ E(H2)v′,j′ relies on L = L
′ and therefore will only contribute another term to




v′,j′,L′:v,j,L(R)Fv,j,L(R) will contribute terms to the long diagonal
and each smaller matrix diagonal.
For J = 0, we will create this coupled channel approximation for v = 0, 1 and j = 0, 2, 4, 6. Such
a matrix can be thought of using our boxes and lines again as an 8x8 matrix of smaller matrices as
depicted in figure 4.4. We see each of the quantum numbers that defines the states of each smaller
matrix as well as the tridiagonal approximation for the second derivative with respect to R.
There are several parts to the above equation, but fortunately most of them are not too difficult
to evaluate. As stated previously, the wavefunctions of H2 are known and for this we will employ
the work of Kolos and Wolniewitz [54] and their heavily cited article on the vibrational motion
of H2. This work has been digitized in the form of a computer program by LeRoy [55] which we
will employ here. The program creates a file of the H2 wavefunction for specific v and j as a grid.
We have evaluated the wavefunction using 1000 points from r = 0.5-4.0 a0 and we can readily add
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Figure 4.2: A graphical representation of a coupled channel matrix with 8 channels. Similar to the
2 channel figure, this one shows the 8 different states of parahydrogen and H− interacting through
the channel coupling functions, represented in off diagonal boxes as the solid diagonal line.
these energies into the coupled channel matrix. For the matrix to be constructed we will need to








j′,L′(θ1, φ1, θ2, φ2)
[




j′,L′(θ1, φ1, θ2, φ2)d(θ1, φ1, θ2, φ2) (4.28)
where the cn coefficients are the same as in equation 3.10 from chapter 3. First we shall use the






Y ∗l,m(θ1, φ1)Yl,m(θ2, φ2) (4.29)
where cos(γ) ≡ cos(θ1)cos(θ2) + sin(θ1)sin(θ2)cos(φ1 − φ2), to replace the Legendre polynomial































Cj,L,m,NYj,m(θ1, φ1)YL,N (θ2, φ2)
)
d(θ1, φ1, θ2, φ2) (4.30)
Simplifying this equation will yield two terms of double integrals over three spherical harmon-







(θ, φ)Yj2,m2(θ, φ)YJ,M (θ, φ)sin(θ)d(θ)d(φ) are sometimes
called ’Gaunt Integrals’ and can be calculated in terms of Wigner 3jm coefficients. The Cj,L,m,N
terms are, as previously stated, called the ’Clebsch-Gordan Coefficient’ and can also be calculated




































(j3 + j1 − j2)!(j3 − j1 + j2)!(j1 + j2 − j3)!(j3 −m3)!(j3 +m3)!




(−1)k+j2+m2(j2 + j3 +m1 − k)!(j1 −m1 + k)!
k!(j3 − j1 + j2 − k)!(j3 −m3 − k)!(k + j1 − j2 +m3)!
(4.33)
where the sum over k is for all k where the factorials inside the sum are non-negative. These Gaunt
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integrals can be calculated for any specified j′, L′, j, L, J while M does not need to be specified
because it must simply follow the rules of the Wigner 3jm symbols. These rules are that the l’s
must follow the triangle rule. The triangle rule is for a set of 3 vectors where a triangle must be
constructible from the three vectors. This basically means that no one vector can be longer than
the sum of the other two vectors or shorter than the difference between the other two vectors. The
set of l’s (1,1,1) would satisfy the rule, but the set of l’s (1,1,3) would not. The set of l’s (1,1,2)
would also work despite the triangle being a line, but it is still called the triangle rule. The m’s
must never exceed their respective l’s and must sum to zero. The δ term in each equation is the
Kronecker delta and therefore that must always be satisfied in order for the term to be significant
(non-zero). The columns in the Wigner 3jm symbol may be cyclically rearranged (column 1 →
column 2, column 2 → column 3, column 3 → column 1) without changing the term. Any two
columns may be swapped non-cyclically by changing the sign of all the m’s after the swap. If the
definition to the Wigner 3jm symbol given above yields an undefined value for k = 0, then one of
these permutations may be carried out to allow the equation to work. Once the Gaunt integral for a
particular j′, L′, j, L, J has been calculated once, it may be stored and never needs to be calculated
again.
The Gaunt integral was calculated using the Fortran subroutines wig3jm.f, clebsch.f, and gfind-
sub.f in appendix A which were confirmed in Maple [57]. The P4 matrix for J=1 had 3 entries
checked in Maple. These were the (2,3), (2,4) and (3,3) entries. To check these, the subroutine
was run and edited to sum up the entries of Gaunt integrals. The Clebsch-Gordan coefficients and
prefactors were taken out for this check. The program was run and the entries were found to be:
(2,3)=0.0, (2,4)=-0.048642, and (3,3)=0.11368. The (2,3), (2,4), and (3,3) blocks correspond to
j,l,j’,l’ of (2,1,2,2), (2,1,2,3), and (2,2,2,2) respectively. These particular blocks were chosen in order
to check a zero term, a non-zero term, and a diagonal term. The Maple [57] spreadsheet shows
complete agreement with the values calculated with the subroutine used in this research.
The other significant part of evaluating W (J)v′,j′,L′:v,j,L(R) comes from the H2 wavefunctions in
the potential. Separating the terms in W (J)v′,j′,L′:v,j,L(R), we find the need to calculate the following
integral: ∫
φ∗v′,j′(r)VH2−H−(R, r, θ1, φ1, θ2, φ2)φv,j(r)dr. (4.34)
The φv′,j′ terms represent the wavefunction for H2 and can be calculated and stored for use in
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trapezoid rule integration for some small ∆r. The wavefunction was thus calculated starting at
r = 0.5 a0 and running to r = 4.0 a0 with 1000 grid points, meaning ∆r = 0.0035 a0. Each
wavefunction needs to have a v and j value specified. Thus, if we consider para hydrogen and allow
v = 0, 1 and j = 0, 2, 4, 6 then we only need a total of eight wavefunctions stored in this manner
for H2 and another eight for D2.
The only missing piece then is the calculation of VH2−H−(R, r, θ1, φ1, θ2, φ2) at each r value
in the integration. We should note that VH2−H−(R, r, θ1, φ1, θ2, φ2) = d0P0(cos γ) + d2P2(cos γ) +
d4P4(cos γ) from chapter 3 and that the Legendre polynomials (Pn(cos γ)) are already accounted for
in the Gaunt integrals. These energies can be calculated on the fly using the program calculate.f
found in appendix A. A modified version of this program was used as a subroutine for use in
constructing the coupled-channel matrix. The only terms present are the wavefunctions, φv,j(r)
and the coefficients dn. The result of this integration can be stored in three matrices for d0, d2, d4
with dimensions for v, v′ = 0, 1 and j, j′ = 0, 2, 4, 6 making the dimensions of each matrix 8 × 8.
The matrix was constructed using the program in appendix A called fulleigen.f which also finds the
eigenvalues and eigenvectors of the matrix using the program symdiag.f which is prepackaged with
BLAS and LAPACK.
4.6 Results
Coupled channel matrices were created for the J=0 state for the weakly bound species H−/H2,
H−/D2, D−/H2, and D−/D2. The radial coordinate, R, was spaced at 0.05 a0 intervals over the
interval from R = 3.5 to R = 20.0 a0. As discussed in chapter 3, extra points at very small
R and very large R were added in to help in the identification of stationary states. Selection of
these parameters yields a coupled channel matrix for J=0 that is 2648×2648. The eigenvectors
and eigenvalues of this system were obtained. These matrices were also created with the interval
R = 3.5 to R = 19.0, 18.0, 17.0, 16.0, and 15.0 a0 and eigenvalues and eigenvectors obtained. A
stationary state should not change its energy significantly with a change in end point of this interval
whereas a continuum state will.
Identification of a state that does not significantly change in energy with the change in R interval
is a good candidate for a stationary state, but only inspection of its wavefunction (eigenvector) will
tell you if the state is actually bound. Some of these states appear to be bound yet have slight
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to severe oscillations occurring in a lower energy channel which means the state is ”quasi-bound”.
Quasi-bound states have good wavefunctions in a channel and have a low probability that a lower
energy channel will dissociate.
An example of a bound state wavefunction calculated using this method for H−/H2 is shown
in figure 4.3. The wavefunction was split up vertically from top to bottom as j = 0, 2, 4, 6 so that
the various channels are not clustered on top one another. The wavefunctions are further split
horizontally according to v quantum number with the left side containing v = 0 and the right
side containing v = 1, thus the bottom right graph depicts the v = 1, j = 6 character of the
wavefunction. We see that this stationary state is primarily located in the v = 0, j = 0 state and
has smaller probabilities in the other states, primarily v = 0, j = 2 and v = 0, j = 4. An example
of an unbound state is given in figure 4.4. We see again that this state is primarily located in the
v = 0, j = 0 state but the wavefunction does not die out naturally at long R but is instead pinned
to the end R value of R = 20 a0. The energy of this state will thus change as we change the end
point in R and is a continuum state.
An example of a quasi-bound state is given in figure 4.5 and we see that this wavefunction is
primarily located in the v = 1, j = 6 state. Lower energy states, however, contain oscillations at
large R and can therefore dissociate the dimer. Figure 4.6 depicts a close-up view of these channels.
Quasi-bound channels are only significant if they have amplitude in a channel with energy below
the primary channel since the dimer can dissociate with more energy if it finds itself in this lower
energy state. For example, if we had a wavefunction primarily concentrated in the v = 0, j = 2
state and the v = 0, j = 4 state showed oscillatory character, the dimer could exist for a small time
in this state but it would not have the energy to dissociate because its true energy is that of the
v = 0, j = 2 state.
Bound states with energy lower than the v = 0, j = 0 for the diatomic (H2 or D2) are given in
table 4.1. Each of the D2 containing dimers support two bound states for these quantum numbers
and D−/H2 supports two (although the second one is close) while H−/H2 only supports one. The
second bound state of D−/H2 is also on the border line of bound, the wavefunction dies out to
almost nothing at large R but never quite reaches 0 until the end point but it gets very close. This
might become bound with smaller ∆R but it’s unlikely to become bound with a larger R max since
the potential is essentially flat in this range.
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Figure 4.3: Bound wavefunction for the H−/H2 dimer. The left side represents quantum number
v = 0 and the right side represents v = 1. From top to bottom on each side we have j = 0, 2, 4, 6.
We see in this graph this energy level is primarily concentrated in the v = 0, j = 0 state. The
wavefunctions decrease to zero before the end of the graph indicating a stationary state.
Table 4.1: Bound states of A−/B2 where A and B are Hydrogen and/or Deuterium atoms. These
bound states are only the ones with energy below the rovibrational energy of B2 with quantum
numbers v = 0, j = 0.
H−/H2 Eh D−/H2 Eh H−/D2 Eh D−/D2 Eh
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Figure 4.4: Unbound wavefunction for the H−/H2 dimer. The left side represents quantum number
v = 0 and the right side represents v = 1. From top to bottom on each side we have j = 0, 2, 4, 6.
We see the end of the wavefunction in state v = 0, j = 0 (top left, as stated) ’pinned’ to R = 20
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Figure 4.5: Quasibound wavefunction for the H−/H2 dimer located primarily in the v = 1, j = 6
state. The left side represents quantum number v = 0 and the right side represents v = 1. From
top to bottom on each side we have j = 0, 2, 4, 6. The function is termed ’quasi-bound’ because
states v = 1, j = 4 and v = 1, j = 2 show oscillations through R. While the probability of these
lower energies is small, the dimer has some probability of existing in these states and dissociating.
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Figure 4.6: Close-up view of the v = 1, j = 2 (lower, mostly negative line) and v = 1, j = 4
(higher, bigger line) channels of the quasi-bound wavefunction depicted in figure 4.5. We can see
the oscillations at longer R more clearly indicating dissociative character.
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Table 4.2: Bound and quasi-bound states for H−/H2 with differing Rmax.
Rmax = 15 Eh Rmax = 16 Eh Rmax = 17 Eh Rmax = 18 Eh Rmax = 19 Eh Rmax = 20 Eh
0.00962659477 0.00962655327 0.00962654451 0.00962654274 0.0096265424 0.00962654233
0.00984447734 0.00983860786 0.00983578785 0.00983447753 0.0098338859 0.00983363195
0.0112675185 0.0112674069 0.0112670399 0.0112671426 0.0112668996 0.0112670852
0.0149819697 0.0149818274 0.0149818035 0.0149818069 0.0149822235 0.0149818721
0.0207778362 0.0207772569 0.0207770723 0.0207770162 0.0207769998 0.0207769949
0.0283353830 0.0283353821 0.0283353880 0.0283353812 0.0283353739 0.0283358430
0.0286705938 0.0286700774 0.0286699208 0.0286698448 0.0286698724 0.0286698652
0.0300946219 0.0300945113 0.0300943818 0.0300944503 0.0300942222 0.0300944372
0.0338258611 0.0338208204 0.0338189428 0.0338180545 0.0338178291 0.0338178499
0.0390999224 0.0390997832 0.0390997498 0.0390997415 0.0390997397 0.0390997386
and 20 a0 are given in table 4.2 to show convergence of these values with a change in Rmax.
Sometimes these values can change most when there exists a continuum state close to a bound
state since bound states should not change with selection of end point and continuum states do.
When a continuum state gets close to a bound state, they can hybridize and the bound state energy
can shift slightly.
In the coupled channel method we can set ∆R to smaller values in order to get more accurate
values for the bound energy levles but this comes at much greater computational cost since smaller
∆R creates a much larger coupled channel matrix and finding eigenvalues of a large matrix scales
very poorly with increased matrix size. Table 4.3 shows the change in energy of all the bound and
quasi-bound levels in H−/H2 with different ∆R values. We notice very little change in energy from
∆R = 0.075 to 0.06 to 0.05 indicating the ability to stop at ∆R = 0.05.
The energy levels for bound and quasi-bound states for each of the four isotopic combinations.
These energy levels were found to converge well with Rmax = 20 and ∆R = 0.05 a0. At least one
bound state is found for each dimer with energy below the energy of the dimer at R =∞ with the
deuterium contaning dimers exhibiting a second bound state.
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Table 4.3: Bound and quasi-bound states of H−/H2 found with differing ∆R.
∆R = 0.1 a0 ∆R = 0.075 a0 ∆R = 0.06 a0 ∆R = 0.05 a0
0.00962650794 0.00962652796 0.00962653727 0.00962654233
0.00983357203 0.00983360625 0.00983362269 0.00983363195
0.0112670496 0.0112670697 0.0112670795 0.0112670852
0.0149818019 0.0149818361 0.0149818572 0.0149818721
0.0207769772 0.0207769876 0.0207769923 0.0207769949
0.0283352979 0.0283353480 0.0283353707 0.0283358430
0.0286697067 0.0286698031 0.0286698423 0.0286698652
0.0300943991 0.0338177397 0.0300944314 0.0300944372
0.0338176284 0.0338177397 0.0338178058 0.0338178499





Determining the spectroscopic line shape of H−/H2 from first principles requires several pieces which
have all been determined in this dissertation. The potential energy surface was fully described in
terms of the Jacobi coordinate system and the dipole moment was determined. The full Hamiltonian
was then described using the coupled-channel method. The eigenvalues of the matrix produced
correspond to rovibrational energy levels of the system. Inspection of the eigenvectors produced
some bound and quasi-bound states for the species H−/H2, D−/H2, H−/D2, and D−/D2 since
they share the same potential energy surface and thus their Hamiltonians can be constructed by
changing their masses and using either H2 or D2 vibrational wavefunctions.
The potential energy surface was constructed using CCSD(T) with the aug-cc-pVTZ basis set
using a bonding function between the two monomers. This is the first ab initio potential so far
to use a bonding function which generally help find the interaction of Van der Waals systems
without having to use overly large atom centered basis sets which would increase computation time
dramatically. General agreement was found with this potential and the theoretical description of a
point charge with a linear molecule at large distances. Slight discrepancies in these two potentials
can be attributed to the location of the negative charge on the H− since it is a lot more diffuse
than a simple point charge. Because of this, we suggest that the potential developed by Panda et
al employed a switching function to the theoretical model at an R value that is too small.
The potential energy points calculated were fit as a linear combination of Legendre polynomi-
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als of even rank through the coordinate θ and then by an interpolating polynomial through the
coordinate r. Uniting these polynomials through R, a spline was used to fit the coefficients. The
calculate.f program is the culmination of these fits and, upon entry of R and θ, will find the co-
efficients used in the 4th order interpolating polynomial and then upon entry of r, will find the
interaction energy of H−/H2 to a high accuracy. This accuracy was seen while finding the optimum
angle to begin each of the five splines and determined to be very good.
The dipole moments were found as the first derivative in the energy change of the system with
an applied field. This dipole moment was then fit as a linear combination of Legendre polynomials
and linear regression. Symmetry adaptive functions were then attempted and found to be unable
to describe the dipole adequately with only five points fit. This is due to the dipole moment being
very complex in H−/H2. Higher order terms will therefore be used in the future but, since only
seven energies (six with an applied field and one in a field free environment) were calculated, if
adding these points does not work, more energies will have to be calculated.
The potential was treated with a coupled-channel approach to develop the Hamiltonian with
possible states for v = 0, 1, j = 0, 2, 4, 6, and J = 0. For this set, L = j. Currently, the J = 1
state is being evaluated and bound and quasi-bound energy levels are being determined. For J = 1,
L = j − 1, j, j + 1 which brings the size of the matrix to a 20 × 20 size set of smaller matricies
which, with our current ∆R = 0.05 a0, Rmax = 20.0 a0 means a matrix that is 6620× 6620. Given
the time required to determine the eigenvalues and eigenvectors of this matrix and the memory
requirements to save these values, it is important that a systematic method for finding bound states
and discarding continuum states is developed. Given that all of the values in the eigenvector matrix
(which is also 6620 × 6620) are double precision, meaning each value uses 8 bytes of storage, the
entire file would require about 350 megabytes of storage.
5.2 Future Work
The future work regarding the research presented here will utilize all the different parts of the
potential and dipole moment calculations as well as the wavefunctions of bound and quasi-bound
states. Quantum Monte Carlo calculations for the IR spectrum of doped solid para-hydrogen is
outlined in a paper by R. J. Hinde [34]. These calculations will also utilize some of the general
theory of solid para-hydrogen. Quantum Monte Carlo is a stochastic method (probability based)
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for finding the approximate solution to an equation of high complexity. If we consider H− in a
cage of 12 hydrogen molecules, we quickly realize that there are 69 dimensions (3 for every atom)
and integrating over all of these dimensions requires a lot of computing power for explicit results.
Quantum Monte Carlo gets around this by probing the function with walkers and using their guided
random motions to approximate the integral. It is a lot quicker at evaluating integrals over a large





[1] T. E. Dunning Jr. Journal of Chemical Physics, 90:1007–1023, 1989.
[2] A. D. Buckingham. Advances in Chemical Physics, 12:107, 1967.
[3] A. van Deursen and J. Reuss. Int. J. Mass Spectrom. ion Phys., 11:483–489, 1973.
[4] N. J. Kirchner and M. Bowers. J. Chem. Phys., 86:1301–1310, 1987.
[5] R. A. Kendall, J. Simons, M. Gutoruski, and G. Chalasinski. J. Phys. Chem, 93:621–625,
1989.
[6] W. Kolos and L. Wolniewicz. The Journal of Chemical Physics, 49:404, 1968.
[7] Isaac F. Silvera. The solid molecular hydrogens in the condensed phase: Fundamentals and
static properties. Reviews of Modern Physics, 52:393–452, 1980.
[8] Elizabeth J. Allin, W. F. J. Hare, and R. E. MacDonald. Physical Review, 98:554–555, 1955.
[9] W. F. J. Hare, Elizabeth J. Allin, and H. L. Welsh. Infrared absorption of liquid and solid
hydrogen with various ortho-para ratios*. Physical Review, 99:1887–1888, 1955.
[10] H. P. Gush, W. F. J. Hare, E. J. Allin, and H. L. Welsh. Physical Review, 106:1101–1102,
1957.
[11] H. P. Gush, W. F. J. Hare, E. J. Allin, and H. L. Welsh. Canadian Journal of Physics,
36:176–193, 1960.
[12] T. Oka. Annual Review of Physical Chemistry, 44:299–333, 1993.
67
[13] T. Momose, M. Fushitani, and H. Hoshina. International Reviews in Physical Chemistry,
24:533–552, 2005.
[14] R. E. Hurley. Nucl. Instr. Methods, 118:307–310, 1974.
[15] M. Cizek, J. Horacek, and W. Domcke. Journal of Physics B-Atomic and Molecular and
Optical Physics, 31:2571–2583, 1998.
[16] W. Aberth, R. Schnitzer, and M. Anbar. Phys. Rev. Letters, 34:1600–1603, 1975.
[17] Y. K. Bae, M. J. Coggiola, and I. R. Peterson. Phys. Rev. A, 29:2888–2890, 1984.
[18] Wenchun Wang, Andrey K. Belyaev, Yong Xu, Aimin Zhu, Chongfa Xiao, and Xue-Feng Yang.
Chemical Physics Letters, 377:512, 2003.
[19] D. Stevenson and J. Hirschfelder. J. Chem. Phys., 5:414–416, 1937.
[20] Roland S. Barker, Henry Eyring, Don A. Baker, and Charles J. Thorne. Use of molecular
quantum–mechanical approximations exemplified in the energy calculation of the h−3 system.
The Journal of Chemical Physics, 23:1381–1389, 1955.
[21] Calvin D. Ritchie and Harry F. King. Theoretical studies of proton-transfer reactions. i.
reactions of hydride ion with hydrogen fluride and hydrogen molecules. Journal of the American
Chemical Society, 90:145, 1968.
[22] C. Hollister and O. Sinanogl. Journal of the American Chemical Society, 88:13, 1966.
[23] A. Macias. Configuration-interaction study of the h−3 ssytem.* i. 1s orbitals. Journal of
Chemical Physics, 48:2198, 1968.
[24] T. E. Haas and M. J. Feinberg. Theoretica Chimica Acta, 10:189, 1968.
[25] Ramiro Garcia G., Angelo R. Rossi, and A. Russek. Dissociating states of the h−3 system.
Journal of Chemical Physics, 70:5463–5467, 1979.
[26] F. Keil and R. Ahlrichs. Journal of the American Chemical Society, 98:4787–4793, 1976.
[27] J. C. Rayez, M. T. Rayezmeaume, and L. J. Massa. Journal of Chemical Physics, 75:5393–5397,
1981.
68
[28] O. K. Kabbaj, F. Volatron, and J. P. Malrieu. Chemical Physics Letters, 147:353–358, 1988.
[29] K. Hirao and S. Yamabe. Chemical Physics, 80:237–243, 1983.
[30] G. Chalasinski, R. A. Kendall, and J. Simons. Journal of Physical Chemistry, 91:6151–6158,
1987.
[31] H. H. Michels and J. A. Montgomery. Chem. Phys. Lett., 139:535–539, 1987.
[32] J. Staerck and W. Meyer. Chemical Physics, 176:83–95, 1993.
[33] Aditya Narayan Panda and N. Sathyamurthy. Dynamics of (h−,h2) collisions: A time-
dependent quantum mechanical investigation on a new ab initio potential energy surface.
Journal of Chemical Physics, 121(19):9343–9351, 2004.
[34] Robert J. Hinde. Journal of Chemical Physics, 119:6–9, 2003.
[35] J. Van Kranendonk. Physica, 25:1080–1094, 1959.
[36] B. J. Kozioziemski and G. W. Collins. Physical Review B, 67:174101, 2003.
[37] David P. Weliky, Karen E. Kerr, Teresa J. Byers, Yu Zhang, Takamasa Momose, and Takeshi
Oka. 105:4461–4481, 1996.
[38] Jan Van Kranendonk. Solid Hydrogen. Plenum Press, 1983.
[39] Xuefeng Wang and Lester Andrews. Identification of the (h-)(h2)12 hydride anion cluster in
solid hydrogen. The Journal of Physical Chemistry, 108(7):1103–1106, 2004.
[40] Ira N. Levine. Quantum Chemistry. Prentice Hall, 5th edition, 2000.
[41] Jack Simons. Journal of Physical Chemistry, 95:1017–1029, 1991.
[42] T. Crawford and H. Schaefer. An introduction to coupled cluster theory for computational
chemists. Reviews in Computational Chemistry, 14:33–136, 2000.
[43] M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R. Cheeseman,
V. G. Zakrzewski, J. A. Montgomery, R. E. Stratmann, J. C. Burant, S. Dapprich, J. M.
Millam, A. D. Daniels, K. N. Kudin, M. C. Strain, O. Farkas, J. Tomasi, V. Barone, M. Cossi,
69
R. Cammi, B. Mennucci, C. Pomelli, C. Adamo, S. Clifford, J. Ochterski, G. A. Petersson,
P. Y. Ayala, Q. Cui, K. Morokuma, D. K. Malick, A. D. Rabuck, K. Raghavachari, J. B.
Foresman, J. Cioslowki, J. V. Ortiz, B. B. Stefanov, G. Liu, A. Liashenko, P. Piskorz, I. Ko-
maromi, R. Gomperts, R. L. Martin, Dr. J. Fox, T. Keith, M. A. Al-Laham, C. Y. Peng,
A. Nanayakkara, C. Gonzalez, M. Challacombe, P. M. W. Gill, B. G. Johnson, W. Chen,
M. W. Wong, J. L. Andres, M. Head-Gordon, E. S. Replogle, , and J. A. Pople. Gaussian 98,
1998.
[44] M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R. Cheeseman, J. A.
Montgomery, Jr., T. Vreven, K. N. Kudin, J. C. Burant, J. M. Millam, S. S. Iyengar, J. Tomasi,
V. Barone, B. Mennucci, M. Cossi, G. Scalmani, N. Rega, G. A. Petersson, H. Nakatsuji,
M. Hada, M. Ehara, K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida, T. Nakajima, Y. Honda,
O. Kitao, H. Nakai, M. Klene, X. Li, J. E. Knox, H. P. Hratchian, J. B. Cross, V. Bakken,
C. Adamo, J. Jaramillo, R. Gomperts, R. E. Stratmann, O. Yazyev, A. J. Austin, R. Cammi,
C. Pomelli, J. W. Ochterski, P. Y. Ayala, K. Morokuma, G. A. Voth, P. Salvador, J. J.
Dannenberg, V. G. Zakrzewski, S. Dapprich, A. D. Daniels, M. C. Strain, O. Farkas, D. K.
Malick, A. D. Rabuck, K. Raghavachari, J. B. Foresman, J. V. Ortiz, Q. Cui, A. G. Baboul,
S. Clifford, J. Cioslowski, B. B. Stefanov, G. Liu, A. Liashenko, P. Piskorz, I. Komaromi, R. L.
Martin, D. J. Fox, T. Keith, M. A. Al-Laham, C. Y. Peng, A. Nanayakkara, M. Challacombe,
P. M. W. Gill, B. Johnson, W. Chen, M. W. Wong, C. Gonzalez, , and J. A. Pople. Gaussian
03, revision c.02, 2004.
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This appendix includes computer code written in Fortran 77 to compute some of the calculations
presented in the experimental chapters. Some of these programs call subroutines and functions
that can be found in Numerical Recipes. [58]
Some of these programs are actually just subroutines which are like mini-programs that are
called with a set of numbers. These numbers are modified by the subroutine and then sent back
to the main program. For example you could create a subroutine that calculates the roots of a
quadratic formula. Such a subroutine would be called with the coefficients a, b, and c and also with
two more variables r1 and r2 which are the roots to be calculated. The subroutine would calculate
the roots and send back all 5 variables to the main program.
A.1 Gaunt Integral, Clebsch-Gordan Coefficient, and Wigner 3jm
symbol
the first subroutine listed below, wig3jm.f, computes the Wigner 3jm symbol. This subroutine is
called by the second and third subroutines, gfindsub.f and clebsch.f. the subroutines gfindsub.f
computes the Gaunt integral and clebsch.f computes the Clebsch-Gordan coefficient using Wigner
3jm symbols.
A.1.1 wig3jm.f
c This subroutine will take a series of index inputs and compute the
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c corresponding Wigner 3jm symbol.
subroutine wig(ll1, ll2, ll3, mm1, mm2, mm3, wig1)
















































































write(6,*) ’all correctios dont work’
endif
endif






























write(6,*) ’k seems to be getting too large!’,j
120 if (j.eq.-1) then
write (6,*) ’error, second j is less than 0!’,l1,l2,l3,m1,m2,m3














c This is where the factorials are calculated from Numerical Recipes








else if (n.le.ntop) then
factrl=a(n+1)












c This subroutine will take a series of index inputs and compute the
c corresponding Gaunt integral.
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subroutine gaunt(l1, l2, l3, m1, m2, m3, gcoef)








c here we find the prefactor to the gaunt integral from the copied book.
apref=((-1.)**(m3))*sqrt((2.*l1+1.)*(2.*l2+1.)*(2.*l3+1.)/
+(4*3.141593))
c Calculate the terms of the first Wigner 3jm equation with the zeros
c in it. Call first wigner 3jm symbol







c Call second wigner 3jm symbol
call wig(ll1, ll2, ll3, izero, izero, izero, wig2)





c This subroutine will take a series of index inputs and compute the
c corresponding Clebsch-Gordan Coefficient
subroutine clebsch(l1, l2,l3, m1, m2, cbsch)
implicit real*8 (a-h, o-z)
c if m1+m2+m3 does not equal zero, the gaunt coef is zero according
c to equation 3 in Yu-Lin Xu.
m3=(m1+m2)
















c find the prefactor of equation 2 in Yu-Lin Xu.
apref=(-1.)**(l1-l2+m3)*sqrt(2.0*l3+1.0)






A.2 Potential Energy Calculator
This section contains the calculate.f program which, using a spline subroutine, splint.f, and an
interpolating subroutine, polint.f, the interaction energy is calculated. The files 20–24 contain the
c coefficients needed to calculate the interaction energy at fixed R.
A.2.1 calculate.f
implicit real*8 (a-h, o-z)
dimension r(100), y1(100),y2(100), y3(100), y4(100), y5(100),
+y11(100), y22(100), y33(100), y44(100), y55(100), v(5),
+p(0:16), c1(100,8), c2(100,8),c3(100,8), c4(100,8), c5(100,8),
+a(5,5), alr(5), enpol(7), vv(5), w(5)
integer nr
c --- open temp file to store v’s
open(40,file=’tempvs’)
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c --- read in c files
nr=31
do i=1,nr
read (20,*,end=910) r(i), ajunk, c1(i,1), c1(i,2), c1(i,3)
read (21,*,end=910) ajunk, ajunk, c2(i,1), c2(i,2), c2(i,3)
read (22,*,end=910) ajunk, ajunk, c3(i,1), c3(i,2), c3(i,3)
read (23,*,end=910) ajunk, ajunk, c4(i,1), c4(i,2), c4(i,3)
read (24,*,end=910) ajunk, ajunk, c5(i,1), c5(i,2), c5(i,3)
enddo







c --- Read in R and theta
write (6,*) ’enter R’
read (5,*) bigR
write (6,*) ’enter Theta’
read (5,*) theta



















call spline(r, y1, y11, nr, smod6)
call spline(r, y2, y22, nr, smod6)
call spline(r, y3, y33, nr, smod6)
call spline(r, y4, y44, nr, smod6)
call spline(r, y5, y55, nr, smod6)
c --- Compute coefficient for this polynomial at the test R value
xx1=splint(r, y1, y11, nr, bigR)
xx2=splint(r, y2, y22, nr, bigR)
xx3=splint(r, y3, y33, nr, bigR)
xx4=splint(r, y4, y44, nr, bigR)
xx5=splint(r, y5, y55, nr, bigR)






c --- End the loop over j
enddo
c --- fit a 4th order polynomial to v’s









c --- input the little r value of interest
write(6,*) ’what r value interests you?’
read(5,*) arint
c --- call subroutine polint
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call polint(alr, vv, 5, arint, dentergy, dy)
c --- report the energy and error
write (6, *) ’energy at R=’, bigR, ’ and Theta=’, theta
write(6,*) ’the energy at r=’, arint, ’is = ’, dentergy




c --- go to end
goto 950
c --- error messages





A.3 Coupled Channel Matrix Creator
This section containes fulleigen.f which creates the full coupled channel matrix for the J=0 state.
bigJ0mat serves as the large coupled channel matrix. kmax serves as the dimension of each smaller
matrix (kmax×kmax). The files eval-20 and evec-20 contain eigenvalues and eigenvectors respec-
tivly of this matrix and analyze20 is a file that will contain information such as node count and
percent significance of each channel of each eigenvalue.
A.3.1 fulleigen.f


















c read in cj0
do i=1,4


















write(6,*) cj0mat(1,1,i), cj0mat(1,2,i), cj0mat(1,3,i),
+cj0mat(1,4,i)
write(6,*) cj0mat(2,1,i), cj0mat(2,2,i), cj0mat(2,3,i),
+cj0mat(2,4,i)
write(6,*) cj0mat(3,1,i), cj0mat(3,2,i), cj0mat(3,3,i),
+cj0mat(3,4,i)
write(6,*) cj0mat(4,1,i), cj0mat(4,2,i), cj0mat(4,3,i),
+cj0mat(4,4,i)
enddo







c find step size in R
delr=(Rmax-Rmin)/(dble(krange-1))













































c construct the bigj0mat from the smaller wmats
bigj0mat(ia,ja) = wmat(i,j,k,k)
















































write(17,*) ’there are ’, icounter, ’ non-zero entries’





c -- these will be the sizes of the matrix rows and columns. Using different
























write(13,*) i, j, totprob, node
enddo
enddo











The author was born in New York City on February 9th, 1980. After a short two-year tenure at a
french speaking private school in Manhattan, from which the author didn’t learn a lick of french,
he was educated in the Tenafly public school system in New Jersey. He attended the University
of Maryland in 1998 with a major in Aerospace Engineering which soon turned into a major in
Chemistry which soon turned into a double major in Chemistry and Economics which much later
turned into a double degree in Chemistry and Economics (B.S. and B.A.) with 152 credit hours
earned. The author was a 4-year member of the Mighty Sound of Maryland Marching Band and
had the privilege to march in the Macy’s Thanksgiving Day Parade in 2000. He hopes to continue
his computational career with work in atmospheric sciences.
88
