A general framework for the over-relaxed A-proximal point algorithm and applications to inclusion problems  by Verma, Ram U.
Applied Mathematics Letters 22 (2009) 698–703
Contents lists available at ScienceDirect
Applied Mathematics Letters
journal homepage: www.elsevier.com/locate/aml
A general framework for the over-relaxed A-proximal point algorithm
and applications to inclusion problems
Ram U. Verma
International Publications, 12085 Lake Cypress Circle, Suite I109, Orlando, FL 32828, USA
a r t i c l e i n f o
Article history:
Received 12 May 2008
Accepted 12 May 2008
Keywords:
Variational inclusions
Maximal monotone mapping
A-maximal monotone mapping
Generalized resolvent operator
Over-relaxed A-proximal point algorithm
a b s t r a c t
First, a general framework for the over-relaxed A-proximal point algorithm based on the
A-maximal monotonicity is introduced, and second it is applied to the approximation
solvability of a general class of nonlinear inclusion problems using the generalized
resolvent operator technique. The over-relaxed A-proximal point algorithm is of interest in
the sense that it is quite application-oriented, but nontrivial in nature. The results obtained
are general in nature.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Consider a real Hilbert space X with the norm ‖ · ‖ and the inner product 〈·, ·〉. Then we consider the general inclusion
problem: find a solution to
0 ∈ M(x), (1)
whereM : X → 2X is a set-valued mapping on X .
Recently, the author [1] generalized the over-relaxed proximal point algorithm, investigated by Pennanen [2], and
Eckstein and Bertsekas [3], which is based on the celebrated work of Rockafellar [4], to the case of the H-maximal
monotonicity [5], while exploring the approximation solvability of (1). Pennanen [2] has shown using the over-relaxed
proximal point algorithm and applying a similar approach to Rockafellar [4] by restricting M−1 to be locally Lipschitz
continuous and by strengthening error tolerance that the sequence converges linearly to a solution of (1).
In this work, we intend to develop a general framework for the over-relaxed proximal point algorithm in the light of the
notion of the A-maximal monotonicity of the set-valued map M , which encompasses and unifies all the forms of proximal
point algorithms applied in the context of solving general inclusion problems (1) in the literature. The author introduced
the notion of A-maximal monotonicity [6], while examining the approximation solvability of the inclusion problems of the
form (1) arising frommathematical economics, optimization and control theory, operations research, mathematical finance,
mathematical programming, and decision sciences. The A-maximalmonotonicity generalizes the existing theory ofmaximal
monotone mappings, including the H-maximal monotonicity [5]. For more literature, we recommend to the reader [1–12].
2. General A-maximal monotonicity
In this section we present some basic properties and auxiliary results on A-maximal monotonicity (also referred to as
A-monotonicity in the literature). LetM : X → 2X be a multivalued mapping on X . We shall denote both the mapM and its
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graph by M , that is, the set {(x, y) : y ∈ M(x)}. This is equivalent to stating that a mapping is any subset M of X × X , and
M(x) = {y : (x, y) ∈ M}. IfM is single-valued, we shall still useM(x) to represent the unique y such that (x, y) ∈ M rather
than the singleton set {y}. This interpretation will depend greatly on the context. The domain of a map M is defined (as its
projection onto the first argument) by
dom (M) = {x ∈ X : ∃ y ∈ X : (x, y) ∈ M} = {x ∈ X : M(x) 6= ∅}.
The inverseM−1 ofM is {(y, x) : (x, y) ∈ M}.
Definition 2.1. LetM : X → 2X be a multivalued mapping on X . The mapM is said to be:
(i) (r)-strongly monotone if there exists a positive constant r such that
〈u∗ − v∗, u− v〉 ≥ r‖u− v‖2 ∀(u, u∗), (v, v∗) ∈ graph (M).
(ii) (m)-relaxed monotone if there exists a positive constantm such that
〈u∗ − v∗, u− v〉 ≥ (−m)‖u− v‖2 ∀(u, u∗), (v, v∗) ∈ graph (M).
(iii) (c)-cocoercive if there exists a positive constant c such that
〈u∗ − v∗, u− v〉 ≥ c‖u∗ − v∗‖2 ∀ (u, u∗), (v, v∗) ∈ graph (M).
Definition 2.2 ([6]). Let A : X → X be a single-valued mapping. The map M : X → 2X is said to be A-maximal monotone
if:
(i) M is (m)-relaxed monotone form > 0.
(ii) R(A+ ρM) = X for ρ > 0.
Definition 2.3 ([6]). Let A : X → X be an (r)-strongly monotone mapping and letM : X → 2X be an A-maximal monotone
mapping. Then the generalized resolvent operator JMρ,A : X → X is defined by
JMρ,A(u) = (A+ ρM)−1(u).
Proposition 2.1 ([6]). Let A : X → X be an (r)-stronglymonotone single-valuedmapping and let M : X → 2X be an A-maximal
monotone mapping. Then (A+ ρM) is maximal monotone for ρ > 0.
3. The over-relaxed A-proximal point algorithm
This section deals with an introduction of a generalized version of the over-relaxed proximal point algorithm and its
applications to approximation solvability of the inclusion problems of the form (1) based on the A-maximal monotonicity.
Definition 3.1. The map M−1, the inverse of M : X → 2X , is (c)-Lipschitz continuous at 0 (c ≥ 0) if there exists a unique
solution z∗ to 0 ∈ M(z) (equivalently,M−1(0) = {z∗}) such that
‖z − z∗‖ ≤ ‖w‖ for z ∈ M−1(w) and ‖w‖ ≤ t(t > 0). (2)
Lemma 3.1 ([6]). Let X be a real Hilbert space, let A : X → X be (r)-strongly monotone, and let M : X → 2X be A-maximal
monotone. Then the generalized resolvent operator associated with M and defined by
JMρ,A(u) = (A+ ρM)−1(u) ∀ u ∈ X,
is ( 1r−ρm )-Lipschitz continuous, where r − ρm > 0.
Proposition 3.1 ([10]). Let us set Jk = A− AoJMρ,AoA. If, in addition,
〈A(u)− A(v), A(JMρ,A(A(u)))− A(JMρ,A(A(v)))〉 ≥ γ ‖A(JMρ,A(A(u)))− A(JMρ,A(A(v)))‖2 for γ >
1
2
,
then
(2γ − 1)‖A(JMρ,A(A(u)))− A(JMρ,A(A(v)))‖2 + ‖Jk(u)− Jk(v)‖2 ≤ ‖A(u)− A(v)‖2 ∀ u, v ∈ X . (3)
Theorem 3.1. Let X be a real Hilbert space, let A : X → X be (r)-strongly monotone, and let M : X → 2X be A-maximal
monotone. Then the following statements are equivalent:
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(i) An element u ∈ X is a solution to (1).
(ii) For an u ∈ X, we have
u = JMρ,A(A(u)).
where
JMρ,A(u) = (A+ ρM)−1(u).
In the following theorem, we apply the generalized over-relaxed A-proximal point algorithm to approximating the
solution of (1), and as a result, we establish the linear convergence.
Theorem 3.2. Let X be a real Hilbert space, let A : X → X be (r)-strongly monotone and nonexpansive, and let M : X → 2X be
A-maximal monotone.
For an arbitrarily chosen initial point x0, suppose that the sequence {xk} is generated by the over-relaxed proximal point
algorithm
A(xk+1) = (1− αk)A(xk)+ αkyk ∀k ≥ 0, (4)
and yk satisfies
‖yk − A(JMρk,A(A(xk)))‖ ≤ δk‖yk − A(xk)‖,
where JMρk,A = (A+ ρkM)−1, and
{δk}, {αk}, {ρk} ⊆ [0,∞)
are scalar sequences. Suppose that the sequence {xk} is bounded and that M−1 is (c)-Lipschitz continuous at 0. If, in addition, for
γ > 12 ,
〈A(xk)− A(x∗), A(JMρk,A(A(xk)))− A(JMρk,A(A(x∗)))〉 ≥ γ ‖A(JMρk,A(A(xk)))− A(JMρk,A(A(x∗)))‖2, (5)
then the sequence {xk} converges linearly to a unique solution x∗ of (1) with convergence rate√
1− α[2(1− γ d2)− (1− (2γ − 1)d2)α] < 1,
where α = lim supk→∞ αk, ρk ↗ ρ, d = lim supk→∞ dk = lim supk→∞
√
c2
(2γ−1)r2c2+ρ2k
< 1, α2k +2αk(1−αk)γ > 0, αk ≥
1,
∑∞
k=0 δk <∞, and δk → 0.
Proof. Let x∗ be a zero ofM . We infer from Theorem 3.1 that any solution to (1) is a fixed point of JMρk,AoA. First, in the light
of Proposition 3.1, we show
‖JMρk,A(A(xk))− x∗‖ ≤ dk‖A(xk)− A(x∗)‖, (6)
where dk =
√
c2
(2γ−1)r2c2+ρ2k
< 1 and JMρk,A(A(x
∗)) = x∗. For Jk = A− AoJMρ,AoA, and under the assumptions (including (5)), it
follows that A(xk)− A(JMρ,A(A(xk)))→ 0. Since ρ−1k Jk(xk) ∈ M(JMρ,A(A(xk))), this implies JMρ,A(A(xk)) ∈ M−1(ρ−1k Jk(xk)). Next,
applying the Lipschitz condition (2) by settingw = ρ−1k Jk(xk) and z = Jk(xk) ∈ M(JMρ,A(A(xk))), we have
‖JMρ,A(A(xk))− x∗‖ ≤ c‖ρ−1k Jk(xk)‖ ∀ k ≥ k′. (7)
Now applying Proposition 3.1, the (r)-strong monotonicity of A (and hence, A being (r)-expanding) and (7), we get
‖JMρk,A(A(xk))− x∗‖2 ≤ d2k‖A(xk)− A(x∗)‖2, (8)
where dk =
√
c2
(2γ−1)r2c2+ρ2k
< 1.
Next we start the main part of the proof by using the expression (for all k ≥ 0)
A(zk+1) = (1− αk)A(xk)+ αkA(JMρk,A(A(xk))).
R.U. Verma / Applied Mathematics Letters 22 (2009) 698–703 701
We begin with estimating (for αk ≥ 1) and later using (5), the nonexpansiveness of A, and (8) as follows:
‖A(zk+1)− A(x∗)‖2 = ‖(1− αk)A(xk)+ αkA(JMρk,A(A(xk)))− [(1− αk)A(x∗)+ αkA(JMρk,A(A(x∗)))]‖2
= ‖(1− αk)(A(xk)− A(x∗))+ αk(A(JMρk,A(A(xk)))− A(JMρk,A(A(x∗))))‖2
= (1− αk)2‖A(xk)− A(x∗)‖2 + 2αk(1− αk)〈A(xk)− A(x∗), A(JMρk,A(A(xk)))− A(JMρk,A(A(x∗)))〉
+α2k‖A(JMρk,A(A(xk)))− A(JMρk,A(A(x∗)))‖2
≤ (1− αk)2‖A(xk)− A(x∗)‖2 + 2αk(1− αk)γ ‖A(JMρk,A(A(xk)))− A(JMρk,A(A(x∗)))‖2
+α2k‖A(JMρk,A(A(xk)))− A(JMρk,A(A(x∗)))‖2
= (1− αk)2‖A(xk)− A(x∗)‖2 + [α2k + 2αk(1− αk)γ ]‖A(JMρk,A(A(xk)))− A(JMρk,A(A(x∗)))‖2
≤ (1− αk)2‖A(xk)− A(x∗)‖2 + [α2k + 2αk(1− αk)γ ]‖JMρk,A(A(xk))− JMρk,A(A(x∗))‖2
≤ ((1− αk)2 + [α2k + 2αk(1− αk)γ ]d2k)‖A(xk)− A(x∗)‖2.
where α2k + 2αk(1− αk)γ > 0, αk ≥ 1.
Thus, we have
‖A(zk+1)− A(x∗)‖ ≤ θk‖A(xk)− A(x∗)‖, (9)
where
θk =
√
1− αk[2(1− γ d2k)− (1− (2γ − 1)d2k)αk] < 1,
where α2k + 2αk(1− αk)γ > 0, αk ≥ 1,
∑∞
k=0 δk <∞, δk → 0, and dk =
√
c2
(2γ−1)r2c2+ρ2k
< 1.
Since A(xk+1) = (1− αk)A(xk)+ αkyk, we have A(xk+1)− A(xk) = αk(yk − A(xk)).
It follows that
‖A(xk+1)− A(zk+1)‖ = ‖(1− αk)A(xk)+ αkyk − [(1− αk)A(xk)+ αkJMρk,A(A(xk))]‖
= ‖αk(yk − JMρ,A(A(xk)))‖
≤ αkδk‖yk − A(xk)‖.
Next, we estimate using the above arguments that
‖A(xk+1)− A(x∗)‖ ≤ ‖A(zk+1)− A(x∗)‖ + ‖A(xk+1)− A(zk+1)‖
≤ ‖A(zk+1)− A(x∗)‖ + αkδk‖yk − A(xk)‖
≤ ‖A(zk+1)− A(x∗)‖ + δk‖A(xk+1)− A(xk)‖
≤ ‖A(zk+1)− A(x∗)‖ + δk‖A(xk+1)− A(x∗)‖ + δk‖A(xk)− A(x∗)‖. (10)
This implies from (10) on applying (9) that
(1− δk)‖A(xk+1)− A(x∗)‖ ≤ ‖A(zk+1)− A(x∗)‖ + δk‖A(xk)− A(x∗)‖
≤ θk‖A(xk)− A(x∗)‖ + δk‖A(xk)− A(x∗)‖
= (θk + δk)‖A(xk)− A(x∗)‖. (11)
Therefore, we have
‖A(xk+1)− A(x∗)‖ ≤ θk + δk
1− δk ‖A(x
k)− A(x∗)‖. (12)
Since A is (r)-strongly monotone (and hence, ‖A(x) − A(y)‖ ≥ r‖x − y‖), this implies from (12) that the sequence {xk}
converges strongly to x∗ for
θk =
√
1− αk[2(1− γ d2k)− (1− (2γ − 1)d2k)αk] < 1,
where α2k + 2αk(1− αk)γ > 0, αk ≥ 1,
∑∞
k=0 δk <∞, δk → 0, and dk =
√
c2
(2γ−1)r2c2+ρ2k
< 1.
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Hence, we use the expression
lim sup
θk + δk
1− δk = lim sup θk =
√
1− α[2(1− γ d2)− (1− (2γ − 1)d2)α] < 1,
where α = lim supk→∞ αk, ρk ↗ ρ, d = lim supk→∞ dk = lim supk→∞
√
c2
(2γ−1)r2c2+ρ2k
< 1. 
For γ = 1 in Theorem 3.2, we have
Corollary 3.1. Let X be a real Hilbert space, let A : X → X be (r)-strongly monotone and nonexpansive, and let M : X → 2X be
A-maximal monotone. For an arbitrarily chosen initial point x0, suppose that the sequence {xk} is generated by the over-relaxed
proximal point algorithm
A(xk+1) = (1− αk)A(xk)+ αkyk ∀k ≥ 0, (13)
and yk satisfies
‖yk − A(JMρk,A(A(xk)))‖ ≤ δk‖yk − A(xk)‖,
where JMρk,A = (A+ ρkM)−1, and
{δk}, {αk}, {ρk} ⊆ [0,∞)
are scalar sequences. Suppose that the sequence {xk} is bounded and that M−1 is (c)-Lipschitz continuous at 0. If, in addition,
〈A(xk)− A(x∗), A(JMρk,A(A(xk)))− A(JMρk,A(A(x∗)))〉 ≥ ‖A(JMρk,A(A(xk)))− A(JMρk,A(A(x∗)))‖2, (14)
then the sequence {xk} converges linearly to a unique solution x∗ of (1) with convergence rate√
1− α[(2− α)(1− d2)] < 1,
where α2k + 2αk(1− αk) > 0, αk ≥ 1,
∑∞
k=0 δk <∞, δk → 0, and α = lim supk→∞ αk, ρk ↗ ρ and d = lim supk→∞ dk =
lim supk→∞
√
c2
r2c2+ρ2k
< 1.
When γ = 1, A = I in Theorem 3.2, we have ([2], Proposition 2):
Corollary 3.2. Let X be a real Hilbert space, and let M : X → 2X be maximal monotone. For an arbitrarily chosen initial point
x0, suppose that the sequence {xk} is generated by the over-relaxed proximal point algorithm
xk+1 = (1− αk)xk + αkyk ∀k ≥ 0, (15)
and yk satisfies
‖yk − JMρk(xk)‖ ≤ δk‖yk − xk‖,
where JMρk = (I + ρkM)−1, and
{δk}, {αk}, {ρk} ⊆ [0,∞)
are scalar sequences. Suppose that the sequence {xk} is bounded and that M−1 is (c)-Lipschitz continuous at 0. Then the sequence
{xk} converges linearly to a unique solution x∗ of (1) with convergence rate√
1− α(2− α)(1− d2) < 1,
where α2k + 2αk(1− αk) > 0, αk ≥ 1,
∑∞
k=0 δk <∞, δk → 0, and α = lim supk→∞ αk, ρk ↗ ρ and d = lim supk→∞ dk =
lim supk→∞
√
c2
c2+ρ2k
< 1.
Remark 3.1. In Theorem 3.2, if we drop the (c)-Lipschitz continuity ofM−1 and apply Lemma 3.1 instead, it seems that the
strong convergence could be achieved.
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