The Markov Decision Process (MDP) framework is a tool for the efficient modelling and solving of sequential decision-making problems under uncertainty. However, it reaches its limits when state and action spaces are large, as can happen for spatially explicit decision problems. Factored MDPs and dedicated solution algorithms have been introduced to deal with large factored state spaces. But the case of large action spaces remains an issue. In this article, we define graph-based Markov Decision Processes (GMDPs), a particular Factored MDP framework which exploits the factorization of the state space and the action space of a decision problem. Both spaces are assumed to have the same dimension. Transition probabilities and rewards are factored according to a single graph structure, where nodes represent pairs of state/decision variables of the problem. The complexity of this representation grows only linearly with the size of the graph, whereas the complexity of exact resolution grows exponentially. We propose an approximate solution algorithm exploiting the structure of a GMDP and whose complexity only grows quadratically with the size of the graph and exponentially with the maximum number of neighbours of any node. This algorithm, referred to as MF-API, belongs to the family of Approximate Policy Iteration (API) algorithms. It relies on a mean-field approximation of the value function of a policy and on a search limited to the suboptimal set of local policies. We compare it, in terms of performance, with two state-ofthe-art algorithms for Factored MDPs: SPUDD and Approximate Linear Programming (ALP). Our experiments show that SPUDD is not generally applicable to solving GMDPs, due to the size of the action space we want to tackle. On the other hand, ALP can be adapted to solve GMDPs. We show that ALP is faster than MF-API and provides solutions of similar quality for most problems. However, for some problems MF-API provides significantly better policies, and in all cases provides a better approximation of the value function of approximate policies. These promising results show that the GMDP model offers a convenient framework for modelling and solving a large range of spatial and structured planning problems, that can arise in many different domains where processes are managed over networks: natural resources, agriculture, computer networks, etc.
Introduction
Within Decision Theory, the Markov Decision Process (MDP) framework [1] is used to model and solve sequential decisionmaking problems under uncertainty. However, MDPs reach their limits when state and action spaces are factored, which is the case in domains where spatial aspects are introduced, as in the management of epidemics or invasive/endangered species. The same limits are obviously present in the fields of operations research or computer science (computer networks management, information queries on the World Wide Web, etc.). A common approach used to circumvent the computational burden linked to factored state spaces is the Factored MDP (FMDP) framework [2] [3] [4] [5] .
In this framework, the structure of the state space is exploited to model the decision problem compactly. A state of the FMDP is described by the value of several state variables. The global transition and reward functions of a FMDP are defined from local functions depending on a small subset of the state variables: respectively a product of local transition functions and a sum of local reward functions. Usually, only the state space structure is exploited, not the action space structure. Standard solution algorithms for MDPs are of limited use for solving FMDPs, since they manipulate a global value function over the whole state space, requiring full enumeration of this exponentially large space. Unfortunately, there is no guarantee that the structure of a factored MDP is reflected in the structure of its global value function, meaning that exact solution of FMDPs is generally unattainable.
However, solution methods such as Stochastic Programming Using Decision Diagrams (SPUDD) [3] try to retain as much as possible of the structure of the problem to compute exact (or approximate [4] ) optimal policies for FMDPs. On the other hand, other approaches, such as Approximate Linear Programming (ALP) [6] use parametrised linear approximations of the value function for approximately solving large MDPs (factored or not). The linear approximation of the value function is a linear combination of predefined basis functions, defined over small subsets of the state variables. However, one limitation to the size of problems that can be solved remains the size of the action space of the Factored MDP.
In this article, we adopt an alternative and original approach in order to develop an efficient approximation algorithm for a subclass of FMDPs where state space and action space are factored: graph-based MDPs (GMDPs). In a GMDP, the state and action spaces are multidimensional and of identical dimension, n. The global transitions and rewards are assumed to be decomposable into local transition and reward functions, each depending only on a single action variable and on few state variables. This decomposition generates a neighbourhood relationship between variables, represented by a graph where nodes are associated with pairs of state/decision variables and edges between two nodes mean that one of the state variables is within the scope of the reward or the transition function of the other. The GMDP framework can be used to model a large range of spatially explicit or structured planning problems where local decisions influence state variable dynamics.
The approximate solution algorithm we propose belongs to the family of Approximate Policy Iteration (API [7] ) algorithms. It relies on an approximation of the value function by a sum of functions of limited scope and on a search limited to the suboptimal set of local policies, as would be the case for an ALP algorithm. However, here the approximate value function is derived from a mean-field approximation of the Markov process induced by a fixed policy. The mean-field principle arises from statistical mechanics [8] and from the study of systems of particles in interaction. It has since been successfully used in other fields such as image analysis, epidemiology and ecology, for statistical model estimation, graphical model inference, and analysis of large Ordinary Differential Equation systems. When applied to GMDPs, the mean-field approximation amounts to an approximation of the transition function of the GMDP Markov chain for a fixed policy by n independent unidimensional Markov chain transition functions, chosen to minimise a given distance function to the exact transition function. The minimum is reached by independent systems obtained by fixing the neighbourhood influence to its mean value. Note that spatial interaction is not entirely lost with the mean-field approximation since the neighbourhood influence is taken into account. Furthermore, the approximation results in time-dependent transition functions, allowing to reflect the propagation of influence between neighbours. Each iteration of the corresponding algorithm, named MF-API, has a time complexity which is quadratic in n and exponential in the maximum number of neighbours of any node (ν). Representation of a local policy is also of limited space complexity (exponential in ν and linear in n).
The paper is organised as follows. In Section 2, we describe the Graph-based Markov Decision Process (GMDP) framework, and we illustrate the model on two simplified problems, derived from crop disease management and forestry. In Section 3 we give a full description of the MF-API algorithm which constitutes the main contribution of the paper. Then, in Section 4 we discuss existing models and algorithms which can be adapted to solve GMDPs. In particular, after having shown the inability of the exact SPUDD algorithm to solve GMDPs, we describe an adaptation of the ALP method to GMDPs, which was proposed by [9] . In Section 5 we provide an experimental comparison of the behaviour of the MF-API and ALP algorithms on the two illustrative applications, for different problem sizes and graph structures. We discuss more thoroughly the consequences of the main distinction between FMDPs and GMPDs, namely the assumption of a multidimensional action space, in Section 6.
Graph-based Markov Decision Processes
In this section we introduce the key elements of the GMDP framework: the notion of locality in transitions, rewards, and policy. We show how two classical management problems, in agronomy and forestry, can be modelled as GMDPs. 
The GMDP model
In its classical formulation [1] , an infinite-horizon stationary MDP is described by a four-tuple X , A, p, r where: X represents the finite set of states that can be reached by the system, A represents the finite set of actions that can be applied at each time step, p is a state transition function, and r is an "immediate" reward function. The application of an action may change the state of the system and the state x t+1 ∈ X at time step t + 1 depends (stochastically) only on state x t ∈ X at time t, and on the action a t ∈ A applied at t (Markov property). The stationary state transition function p can thereby be expressed as p(x |x, a), the probability that the system will change from state x t = x to state x t+1 = x , given that action a t = a has been applied. The reward obtained when action a is applied in state x is r(x, a). Let us now consider the situation where the state of the system is described by a vector x = (x 1 , . . . , x n ) of state variable values that are not stochastically independent, and where an action is also described by a vector a = (a 1 , . . . , a n ) of action variable values, of the same size n. In a GMDP the state space is a Cartesian product X = X 1 × · · · × X n , and the action space is A = A 1 × · · · × A n . Note that the multidimensional nature of the action space of a GMDP makes it different from and more difficult to solve exactly than a FMDP, in which the state space only is multidimensional. We will come back to this point in more details in Section 4.
In a GMDP, the global transition p(x|x , a) is factored into a product of local transition probabilities p i (x i |{x j , j ∈ N(i)}, a i ), where N(i) ∈ {1, . . . , n} is the set of indices of the state variables which actually influence the dynamics of the ith state variable. 1 The set {x j , j ∈ N(i)} will be denoted x N(i) . Then we have the following factorisation assumption:
Similarly, in a GMDP the global reward r(x, a) is assumed to be decomposable:
is the local reward obtained when action a i is performed and the local state of the system is x N(i) . For some problems, it can occur that the state variables influencing the dynamics of x i and the ones involved in r i are not identical. In these cases, N(i) will be defined as the union of these two sets, without loss of generality.
The sets of indices 1, . . . , n and the relationship N(i) can be represented by an oriented graph G = (V, E), where V = {1, . . . , n} is a set of nodes 2 and E ⊆ V 2 is a set of oriented edges. An edge (j, i) from j to i indicates that j ∈ N(i),
i.e. the state variable x j influences the dynamics of x i and r i depends on x j . G may contain loops, and in particular self-loops (i, i) (see Fig. 1 ) because the transition of a state variable usually depends on its state at the previous time step. Based on this graphical representation, N(i) will sometimes be referred to as the in-neighbourhood of i. In a GMDP, two variables are attached to a node i of G: the state variable x i and the action variable a i . Since a i only affects the dynamics of x i , it is unnecessary to represent a i explicitly in the graph. Fig. 2 . Graph representing the topology of an agricultural area. There is one node per crop field and edges express the fact that two crop fields share a common border.
Table 1
Local transition probabilities p(x i |x N(i) , a i ), for the disease management problem. Table 2 Local rewards r(x i , a i ), for the disease management problem in a crop field.
Example GMDPs
The GMDP framework is particularly well adapted for representing planning problems with spatial features. In these situations, decisions are usually broken down into several spatial decision units and the dynamics of the system are the result of local interaction between neighbouring units. We now present two such examples derived from real-world agricultural problems.
Disease management in crop fields
We illustrate the GMDP framework on a simplified example of disease control in crop fields, a didactic version of a more realistic application of GMDPs to phoma stem canker management on oil seed rape crops [12] . Let us consider a set of crop fields in an agricultural area. Each field is susceptible to contamination by a pathogen. Contamination can either be long range, or over a short distance between neighbouring fields. When a field is contaminated, the yield decreases. Decisions about crop field management are taken each year and two actions (A i = {1, 2}) can be applied to each field: a normal cultural mode (a i = 1) is used or the field is left fallow and treated (a i = 2). The problem is to optimise the choice of a long-term policy in terms of expected yield. The state and action spaces associated with this problem are multidimensional since the problem involves managing several fields in interaction.
The topology of the area is represented by a graph G = (V, E) (Fig. 2) . There is one node per crop field. An edge is drawn between two nodes if the fields share a common border. The neighbourhood relationship is symmetric since we assume that infection can spread in any direction. Furthermore, in this example, node i is included in N(i).
Each crop field can be in one of four states: x i = 1 if it is uninfected and x i = 2 to x i = 4 for increasing degrees of infection. Transition probabilities, p i (x i | x N(i) , a i ), are parametrised by the following variables: the probability ε of longdistance contamination, the probability p that a field be contaminated by an infected neighbouring field j (with x j ≥ 2), and the number n i of neighbouring fields of node i that are infected. The probability that a field moves from state x i to state x i + 1 when a normal cultural mode is chosen is equal to P = P(ε, p,
Finally, q denotes the probability that the level of infection of a field decreases when it is left fallow. The corresponding transition probability model is summarised in Table 1 . Harvest is affected by the state of the crop field and the chosen action. The maximal yield (r) can be achieved for an uninfected field with normal treatment. Otherwise, the yield decreases with the level of the attack (see Table 2 ). A field left fallow produces no reward. 
Not damaged
Forest management under risk of wind damage
This example is also a didactic version of a more realistic application of GMDPs to forest management [13] . The forest is divided into stands, and in this model the state of each stand is represented by the value of a state variable x i . The state variable, modelled as the age of the trees, describes both the timber value of the stand and the protection from wind that it provides to neighbouring stands. The revenue from a stand, when harvested, also depends on the state. More specifically, the state space of each state variable is the set X i = {1, 2, . . . , m}, m ∈ N. If the length of the time period is Y years and the state of the stand i is x i , then the trees in the stand are between Y (x i − 1) and Yx i − 1 years old. For simplicity, it is assumed that once a stand is old enough (more than Y (m − 1) years), the state of the stand no longer changes. An action variable a i represents the action applied locally to a stand. We consider only two management activities: "do not clear-cut" and "clear-cut", denoted by c 1 and c 2 :
For a specific period of time, the probability of a stand being damaged by wind is dependent on the state of the stand and the protection provided by other stands. Indeed, a stand can block the wind and thereby reduce the risk of other stands being damaged. The geographic layout of the forest specifies which stands can provide protection to which. We assume that the wind can only come from limited directions and we use a directed graph G = (V, E) to specify the pattern of potential wind protection (see Fig. 3 ). There is one node per stand in V and there exists a directed edge (j, i) ∈ E if and only if stand j can give shelter to stand i.
We assume that damage to the stands due to wind always occurs after a decision has been made concerning which management activities will be performed, and before the decision is implemented. It is also assumed that the state of a damaged stand changes to x i = 1, whatever the management activity chosen. A time period comprises three steps:
1. Management activities are selected according to the management policy and the current state of the stands. 2. Some stands may be damaged due to wind. 3. Management activities selected in step 1 are implemented. Damaged stands are salvage-harvested.
The wind damage event D i is stochastic. Its probability depends on the state of neighbours and is defined by the conditional Table 3 shows the possible state transitions given the action chosen and the wind damage event. In order to eliminate the wind-damage-event random variable in the expression of the local reward, we definê
This corresponds to the approximation that the wind damage events are independent for all stands, given the states of the neighbouring stands.
Global and local GMDPs solution policies
In a MDP, a function δ : X → A assigning an action to every state is called a stationary policy. Once a policy δ is fixed, it defines a stationary Markov process over X , with transitions p δ (x |x) = p(x |x, δ(x)). The infinite horizon discounted value v δ (x) of a policy δ, applied to a MDP with initial state x, is defined as:
The expectation is taken over all possible trajectories x
. . starting from the initial state x 0 and applying policy δ. The discount factor, 0 ≤ γ < 1, ensures that the above infinite sum converges. The problem of finding the optimal policy for a stationary MDP can be written as:
It has been shown that there is always an optimal policy, and that it can be computed in time polynomial in the size of X and A, using Stochastic Dynamic Programming algorithms such as Policy Iteration, Value Iteration or Linear Programming algorithms [1] . However, for structured problems, such as GMDPs, the sizes of the state and action spaces of the underlying MDP are exponential in the number of variables of the GMDP. Thus, the time (and space) complexity of dynamic programming or linear programming algorithms applied to GMDPs is exponential in n. The size of GMDP problems that can be solved efficiently by these methods (as for any factored MDP) is therefore considerably limited.
In order to reduce this complexity, we adopt an approach in which the search space is limited to a subset of policies that make best use of the graph structure. A policy δ in a GMDP can be defined by a set of functions (δ 1 , . . . , δ n ), where δ i : X → A i . Such policies will be referred to as global policies and may require space in O(nσ n ) to be represented. We will consider the particular class of local policies: a policy δ : X → A is said to be local if and
The main advantage of local policies is that they can be concisely expressed when ν is small: they only require space in O(nσ ν ) to be represented. However, as local polices only form a subset of the set of global policies, there is no guarantee that an optimal policy of a GMDP exists which is local, even though this result was wrongly claimed in [11] . In Appendix A we present an example of GMDP in which no local policy is optimal. However, in general, GMDPs globally optimal policies cannot be represented efficiently, even for small problems (10-20 nodes). Thus, local policies offer a trade-off between complexity and optimality. We will see later that they can perform well in practice.
Mean-field approximate policy iteration algorithm for GMDPs
The Policy Iteration (PI) algorithm [1] computes an optimal policy for a MDP. This iterative algorithm alternates two steps, an evaluation phase of the current policy and an improvement phase of this policy. When the current policy cannot be improved further, its optimality is guaranteed. Generally, this algorithm converges after a small number of iterations, but each iteration is costly since policy evaluation requires resolution of a system of linear equations (complexity O(|X | 3 )) and the complexity of the policy improvement phase is O(|A|.|X | 2 ).
When state and action spaces are factored, only approximate evaluation and improvement of the current policy are possible. This leads to the family of Approximate Policy Iteration (API) algorithms [7] , providing a trade-off between optimality of the result and computational efficiency. The complexity of API algorithms remains in general exponential in the number of action variables, therefore they can hardly be applied to GMDP problems with more than a few tens of nodes. To cope with this limitation, we now present an original algorithm that can be used to compute an approximate solution of any GMDP. The originality of the approach, which was initially proposed in [14] , is the approximation of the Markov process induced by a fixed policy by one with a simpler dependence structure, instead of a direct approximation of the value function as would be classically done with API. Namely, we consider the mean-field approximation of the process. When applied to the GMDP, the mean-field approximation amounts to an approximation of the Markov chain with n state variables by its best representative among the family of n independent unidimensional, non-stationnary Markov chains. We will see that this best representent is derived from the exact spatio-temporal process by fixing the influence of neighbouring state variables to its mean value, thus preserving some part of the spatial information. Furthermore, the approximate transition function is time dependent, in order to reflect influence propagation between neighbours. Applying this principle enables us to derive an approximate solution algorithm for GMDPs: the MF-API algorithm.
Expressing the occupation measure of a local policy value function
For an infinite-horizon problem the value function v δ of policy δ is defined as:
The value of a policy can be computed by an iterative successive approximations algorithm [1] . It can also be computed by methods based on the occupation measure [15] . If δ : X → A is a policy and x ∈ X an initial state, the occupation measure P x,δ : X → [0, 1] is a probability distribution defined by:
The conditional probability P δ (X t = y|X 0 = x) is the probability that X t = y, given that X 0 = x and policy δ is applied. It can be evaluated from the transition probabilities as follows
p(x Intuitively (ignoring the discount factor γ ), P x,δ measures the proportion of time spent in state y by the process when starting in state x and applying δ. The value function v δ of any policy can be computed from the occupation measure P x,δ as follows:
This expression of the value function avoids having to solve a fixed-point equation, but the difficulty is to compute the occupation measure P x,δ (y). The exact computation of the conditional distribution P δ (X t = y|X 0 = x) is too difficult. Let us consider the specific case of a local policy δ = {δ 1 , . . . , δ n }. The value of δ can be decomposed exactly as follows:
This decomposition takes n times as much space to represent than the exact value function, and as such is not appropriate for the efficient computation of optimal policies. However, we propose to look for an approximation Q t δ of the conditional 
Mean-field approximation of a structured Markov chain
The main idea of the mean-field principle is to approximate a system of interacting variables by a system of independent ones, by approximating the influence of the neighbourhood by its mean value. The mean-field approximation of a multidi- 
Within the framework of GMDPs, the difficulty in computing the conditional distribution P δ (X t = y|X 0 = x) comes from the spatio-temporal dependence between nodes. Indeed, for a given policy δ, each variable X t i depends on the state of all neighbour variables at the previous time step, X t−1 N(i) . If t is large enough, X t i may depend on all variables X 0 i . We propose to limit this influence by applying the mean-field principle to the joint probability distribution of X t−1 and X t , fully determined by the distribution of X t−1 , P δ (X t−1 = x), and the transition probability of X
The approximation procedure is iterative. In the following, P will denote the exact distribution and Q a distribution of n independent random variables. Let us first consider the joint probability at time t = 1. Since usually no a priori information is available, we will assume that at t = 0 the state variables X 0 i are independent (for the sake of simplicity but also to ensure the repeatability of the approximation method from one time step to the next). Exact and approximate distributions have the following form:
In the approximate model, X 1 i only depends on X 0 i . Let us denote by Q the set of all joint distributions of X t−1 and X t that can be decomposed according to (2) . Among all the elements in Q, we need to look for the closest one to the exact joint distribution, according to the Kullback-Leibler divergence. Since Q 
The expectation is taken over the distribution of X 0 N(i)\i . The proof is in Appendix B. Expression (3) is not normalized. The classical procedure is instead to consider the simplified and normalized version obtained by switching expectation and logarithm operators:
We will use this mean-field approximation of the transition probabilities in the following. This approximation is easy to interpret: the transition probability is replaced with the expectation of the transition probabilities for all possible configurations of the neighbourhood. Given the approximate transition probabilities between time 0 and time 1, and given the initial joint distribution P 0 , we can derive the mean-field approximation of the probability distribution of X 1 for a given policy δ:
The distribution at time 1, under the mean-field approximation, is also a distribution of n independent variables. Thus, we can iterate the procedure (minimisation of the Kullback-Leibler divergence) and obtain for each time step t ≥ 2 a mean-field approximation of the transition probabilities:
One should note that the approximate transition probabilities q t δ (x t |x t−1 ) depend on t while the exact ones do not. Finally, for all t ≥ 2, a mean-field approximation of the conditional probability of X t , given X 0 = x 0 and δ, can be obtained as:
The result is an expression of the form
with, by definition,
Exact and approximate expressions of the different probability distributions involved here are summarised in Table 4 . The recursive definition is initialised with
. This procedure provides an approximation of the conditional probability P δ (X t = y|X 0 = x), which simplifies the evaluation of (1).
Table 4
Mean-field approximations of the conditional, transition and joint probabilities at time t of a GMDP.
GMDP Approximation
Conditional probability
for 
end Algorithm 1: Pseudo code for mean-field policy evaluation.
Mean-field approximate policy evaluation
The mean-field approximation can now be exploited to perform the evaluation step of the MF-API algorithm. An approximation of each term v i δ (x) of the value function is derived in a straightforward way:
The important point is that each termv See Appendix C for a proof. Algorithm 1 provides the pseudo code of the mean-field policy evaluation step. Note that the infinite sum ∞ t=0 is replaced with a finite sume T max t=0 , where T max is an input parameter. By increasing T max , the finite sum can be made arbitrarily close to the infinite sum (the infinite sum ∞ t=T max +1 can be easily upper-bounded). In this algorithm the function pseudominKL evaluates (4).
Mean-field approximate Policy Improvement
The improvement phase of the policy iteration algorithm improves the current policy δ into a policy δ by applying for all x ∈ X :
It is guaranteed that v δ (x) ≥ v δ (x), ∀x ∈ X after the improvement phase and that δ is optimal once
We propose an approximate policy improvement step in order to reduce its complexity. To restrict the search space, we limit the search for approximately optimal policies to local ones. This allows a reduction in space and time complexity. Using the mean-field approximation, v δ (y) = i∈Vv i δ (y N(i) ) and the local properties of rewards and transition probabilities, the exact maximisation can be replaced with the maximisation of the following expression:
Let us consider a particular node i. The terms which depend on a i are
Thus, even if δ is local, the resulting policy δ after improvement is no longer local. δ i is a function of all the variables associated with the nodes in N 4 because of the terms
in the update formula. That is,
This maximisation is hard to perform exactly and, more importantly, the resulting policy is no longer local. In order to compute a local policy, we approximate all terms
First, we adopt a parallel scheme, in order to compute each component δ i of the updated policy. Then, the idea behind the approximate improvement phase is again to use an approximation of each p k , which averages over undesirable variables in N 2 (N −1 (i)) (those that are not in
where the function card counts the number of elements of a set. If j ∈ N(k) ∩ N(i), j = i, the same transition probability is approximated bŷ 
Proposition 3 (Complexity of Approximate Policy Improvement). The Approximate Policy Update step is of complexity O(n
Algorithm 2: Pseudo code for mean-field policy improvement.
See Appendix C for a proof. Algorithm 2 provides the pseudo code of the mean-field policy improvement step. Since API algorithms are not guaranteed to converge in general (they may cycle over policies), the number of updates is upper bounded by S max . In this way, termination of the algorithm is ensured. In the algorithm, function F evaluates (5) and function H is defined as
Mean-field approximate Policy Iteration
The mean-field approximate policy iteration algorithm can now be defined by the alternation of the approximate evaluation and update phases. Note that, as for most API algorithms, there is no guarantee that the improvement phase, limited here to local policies, actually improves the current policy everywhere. A local policy dominating all local policies may not even exist. The stopping criterion in the MF-API algorithm is the equality of two successive policies, with a maximum number of iterations allowed, to avoid possibly infinite cycles over local policies.
Overall, the MF-API algorithm comes with no theoretical guarantee on the performance of the computed policies, relative to the optimal, global or local, policy of the GMDP. This is the classical drawback of mean-field methods, which are nevertheless largely and successfully used, due to their good empirical behavior. As shown in Appendix A, there is no hope to get any performance guarantee relative to the global optimal policy: We can build pathological GMDPs instances for which the optimal local policy performance is arbitrarily far from that of the optimal global policy. One question which remains open is whether we can provide bounds on the quality of the policies computed by the MF-API algorithm, relative to optimal local policies. 5 While this question has no answer yet, the experiments we performed on realistic problems (Section 5) show that the MF-API approach performs well. For the considered problems, even though we could not compute the exact value of the global optimal policy, we could compute an upper bound on this value, and we checked empirically, by Monte-Carlo simulation, that the expected value of the MF-API policies remained close to this upper-bound, thus giving empirical evidence of the performance of the algorithm. Table 5 Local transition probabilities p(x i |x N(i) , a i ), for the problem of disease management in a crop field. Table 6 Local rewards r(x i , a i ), for the problem of disease management in a crop field.
Applying FMDP algorithms to GMDPs
The question we deal with in this section is the feasibility of designing FMDP-inspired exact and approximate solution algorithms for GMDPs. There are two main families of algorithms for solving Factored MDPs 6 :
• Exact or approximate approaches, based on dynamic programming algorithms manipulating factored representations of value functions and policies, either as trees [2] or as Algebraic Decision Diagrams [3, 4] .
• Approximate Linear Programming approaches, based on the use of parameterised value functions in MDP solution algorithms [5, 17] . In this second family [18, 9] have extended the approach to the case of factored action spaces.
In general, the usual solution methods for FMDPs fail for solving GMDPs because of their assumption of flat action space. In the following, we first describe an exact solution approach for GMDPs, based on a Algebraic Decision Diagrams (ADD) and implemented in the software SPUDD [3] . This approach is the state-of-the art method from the first family. We show that this approach is only applicable to GMDPs of very small size (less than 10 nodes). We then describe a second approach, proposed by Forsell and Sabbadin [9] , based on Approximate Linear Programming (ALP). This second approach, which provides approximate solution policies, is applicable to GMDP problems of very large size. In Section 5, we will propose an empirical comparison of the ALP approach with the MF-API approach described in Section 3. Finally, in Section 6 we will specifically discuss the multidimensional action space hypothesis.
Stochastic programming using decision diagrams
The first family of approaches we consider use concise tree-structured (or ADD-structured) representations of the transition and reward functions of the FMDP for computing more compact policies and value functions (these can still be of exponential size, though). Structured policy iteration or structured value iteration algorithms [2] can be used to compute treestructured solutions of a FMDP. The SPUDD [3] and APPRICOD [4] approaches implement respectively the ADD exact and approximate solution approaches. A limit of these approaches is that they handle only flat action space, while the action space of a GMDP is multidimensional. However, it remains possible to apply SPUDD or APPRICOD to GMDPs by using, for each action, a decision diagram description of the transitions and rewards. The SPUDD/APPRICOD representation grows exponentially in the number of vertices, while the corresponding GMDP description is concise.
In order to evaluate this approach, we applied SPUDD to a simplified version of the disease management example, with
, where x i = 1 means "uninfected" and x i = 2 means "infected". The corresponding local transitions and rewards are expressed in Tables 5 and 6 . They can be expressed in decision diagram form (Fig. 4) . Table 7 shows the size of the optimal (tree-and ADD-structured) policies computed by SPUDD for grids of size 2 × 1 to 3 × 3, as well as the corresponding computation times.
Note that for a grid problem of size 3 × 3, the action space size limit of SPUDD (256 actions) is exceeded. Even when this limit is increased, the size of the computed decision trees exceeds the available memory after few iterations of the algorithm. We therefore had to limit the action space to 256 actions (by arbitrarily fixing a 1 = 1) to obtain a problem which could be solved using SPUDD. So, clearly, the (exact) structured dynamic programming approach does not scale to the size of problems we wish to tackle. One could argue that approximate solution methods based on similar principles, such as the APPRICOD approach [4] could allow to solve larger problems, albeit approximately. This is only partially true, however. The APRICODD algorithm handles ADD approximations of the value function of a factored MDP, within a value iteration algorithm. These ADD approximations have a reasonable size, which allows the application of the approach to MDPs with factored state spaces. However, the value iteration algorithm updates involve a maximum operation over all elementary actions. In the GMDP framework, the action space is factored, meaning that the set A has exponential size (in n). Thus, the time complexity of APPRICOD would remain exponential in n, even though its space complexity could be kept polynomial, at the price of an approximation of the optimal policy. We therefore turned to a second approach, based on linear programming.
An approximate linear programming approach for GMDPs
In the ALP approach, the optimal value function of the problem is approximated by a linear combination of basis functions, each of which is of smaller scope than the optimal value function. The manipulation of a value function has thereby been transformed into the problem of computing weights of the different basis functions. Guestrin et al. [5] built on this idea and presented two approximate solution algorithms: one algorithm is based on linear programming and the other is based on dynamic programming. However, the running time of the algorithms and the quality of the computed solution are dependent on the basis functions, which are fixed and predefined by the designer. Poupart et al. [19] proposed an approach that automatically selects and modifies the basis functions. These algorithms, however, mainly focus on exploiting the factorisation of the state space of the MDP and do not consider the case where the action space is factored. Some algorithms based on the ALP approach have been suggested for the computation of policies for collaborative multiagent MDPs, in which the action space is also factored. Guestrin et al. [20] devised a model-dependent ALP approach, based on the same principles as [5] for computing approximate policies. The number and structure of the basis functions are selected by the user, and the solution and running time of the algorithm is thereby dependent on this selection. de Farias and Van Roy [17] proposed a constraint-sampling approach for handling problems with a large action space. However, they noted that for the algorithm to perform efficiently, it might need quite a large number of basis functions.
Forsell and Sabbadin [9] have shown how the structure of GMDPs can be used to design an efficient Approximate Linear Programming (ALP) algorithm. The model is inspired from and very close to that of [20, 5] , the GMDP structure determining the choice of the features of the ALP model. The chosen approach approximates the value function as a sum of n local value functions, one for each node of the graph G. The local value function v i depends on x i only, when it depends on x N(i) in the MF-API approach. Each local value function is computed independently by solving a LP system of small size. In the following section we briefly describe the approach adopted by Forsell and Sabbadin [9] . In the experimental study section, it will be compared to the mean-field approach.
Parameterised value functions
The Approximate Linear Programming (ALP) approach [6, 17] uses a parametrisation v w of the value function to compute an approximation of the value function of the optimal policy v δ * . The underlying idea is to define v w as a linear combination of a set of predefined basis functions H = {h 1 , . . . , h k }:
where h i : X → R and w i ∈ R. Solving a MDP can be seen as the problem of selecting the value of the parameters w = (w 1 , . . . , w k ) such that the parameterised value function v w approximates the optimal value function as closely as possible: 
Solving a MDP comes down to the problem of selecting the value of w, such that ε w is as small as possible. However, as v δ * is unknown, it is impossible to compute w * in this way without first solving the MDP. Instead, an upper bound of ε w can be used [21] .
where B is the Bellman operator, defined as:
The problem of selecting the value of w that minimises ε w can then be solved approximately by solving the following non-linear programming problem (NLP):
ALP model in the GMDP case
In [9] , the ALP approach was applied in order to provide approximate solution policies for GMDPs. The method is based on the following choice of basis functions: H = {h 11 , . . . , h n|X n | }, where: With this choice of basis functions, the Bellman operator can be decomposed as follows:
However, even with this choice, problem (6) remains non-linear and still has a number of constraints which is exponential in the number of variables. Using two further relaxations enables to compute approximate local policies by solving n independent linear programs, one for each vertex, with |X i | + 1 variables and |A i | × |X N(i) | constraints. The author is referred to [9] for more details about the method. Note that the approximation is based on the fact that basis functions h ij have scopes of size one. The approach of [9] could not be applied with basis functions with larger scope. In particular, if it is theoretically possible to approximate the value function using features h i (x N(i) ) and effectively build this approximation, the computation of a greedy policy with respect to this value function would be difficult (and it would certainly be global). Finally, note also that even though the ALP approach comes with an upper bound on the error on the value function v w , this bound is in general not very informative. For instance, in the upper bound β, note that 2γ /(1 − γ ) is high when γ is close to 1 and since computing exactly max x∈X |v w (x) − B(v w )(x)| is too hard, this expression is upper-bounded in [9] by a sum of local upper bounds
In most case, this upper bound is really loose, and even sometimes trivial.
Experimental comparison of the MF-API and ALP approaches
In this section, we present the performance of the MF-API and ALP algorithms on the two examples described in Section 2.2: forest management under risk of wind damage and disease management in crop fields. We compare their performance regarding three criteria: These are respectively compared to the MC estimations, v
Monte-Carlo estimations were computed as the average over 40 starting points, where the value for a specific start point was averaged over a hundred 44-step runs. The start points were randomly generated without repetition, together with a constraint of even distribution in order to avoid over-representation of a specific state of the nodes. In all experiments, a periodic discount rate γ = 0.9 was used. The algorithms were implemented in Scilab and the tests were run on an Intel Pentium 3.6 GHz machine with 1 GB of internal memory.
Benchmark of GMDP problems
In order to explore the influence of the different characteristics of forest and disease management problems, the performances were tested for problems of different sizes, different graph structures and different short-distance contamination probabilities (for the disease management problem), as described below.
Forest management under risk of wind damage
The graph topology considered for the forest management problem was that of Fig. 3 , with an increasing number of stands (up to 700). For each test, an upper bound of the value of the optimal policy was computed by replacing the actual protection provided by neighbouring stands with a fixed protection effect corresponding to the maximal protection that neighbouring stands could provide. The resulting problem is fully decomposable and an exact solution could be computed, whose value function overestimates that of the solution of the original one. This upper bound was thus termed Utopic.
Disease management in crop fields
Here, we considered a constant "wheel" graph topology: an even number of nodes distributed on a circle. Each node formed part of a group of four neighbours: itself, the two closest nodes on the circle and the node diametrically opposed to it. An example of this structure for eight nodes is shown in Fig. 5 . For this problem, the utopic upper bound on the value of the optimal policy was defined as the expected value when short-distance contamination is not possible (p = 0). This, again, leads to a fully decomposable problem (which is thus easily solvable) and whose solution overestimates that of the original problem. The parameters of the GMDP model for the disease management problem were set as follows: ε = 0.01, p = 0.2, q = 0.9, r = 100, and we solved it for an increasing number of nodes (up to 1600 nodes). We then considered a graph with sixteen nodes and we tested the influence of the probability of short-distance contamination (parameter p) on the performances. This parameter is particularly worthy of study as it is strongly linked to the capacity for a disease to spread across the whole area.
Finally, in order to evaluate the influence of the graph connectivity, we considered an initial wheel graph with sixteen nodes and a neighbourhood of size three for each node (each node had three neighbours: itself and the two closest nodes on the circle), and then applied a sequential procedure to build graphs with larger neighbourhood size. The graph with neighbourhood size ν was obtained from the graph with neighbourhood size ν − 1 by adding edges between randomly selected nodes. We considered increasing connectivity up to ν = 5. The parameters of the model were set to ε = 0.01, p = 0.2, q = 0.9, r = 100. 
Results of the experimental comparison

Forest management problems
We observed that the forest management problem was close to being decomposable and both MF-API and ALP policies had empirical values close to that of the utopic policy ( Fig. 6(b) ). However, this does not make the problem "easy", since random and greedy policies perform rather poorly in comparison ( Fig. 6(a) ). As expected, the running time for ALP increased linearly with the number of stands, while it increased polynomially for MF-API (Fig. 6(c) ). A third-order polynomial function was fitted to the running time of MF-API: time = 36.2258 + 1.1831n + 0.0727n 2 + 0.000007n 3 . The third-order coefficient was considerably smaller than the others. We also observed that the approximation of the value function computed using MF-API was considerably closer to the value of the optimal policy than that computed using ALP ( Fig. 6(d) ).
Disease management problems
For the first set of parameters of the disease management problem and the graph of Fig. 5 , the conclusion was very similar to that of the forest management comparison: the quality of the policies returned by both methods where close to the "utopic" value, very close to each other and far better than that of random or greedy policies ( Fig. 7 (a) and (b) ). Once again, ALP ran in linear time, and MF-API in polynomial time: time = 2.6980 + 0.7700n + 0.0152n 2 + 0.0n 3 ( Fig. 7 (c) ).
Again, this difference in time complexity corresponds to a difference in quality of the approximation of the expected values of the solution policies: the relative difference betweenṽ MF−API and v MC (δ API ) was less than 5%, while it reached 60% betweeñ v ALP and v MC (δ ALP ) (Fig. 7 (d) ).
Influence of connectivity in the disease management problem
Graphs of increasing connectivity were generated (10 for each value of ν), for which policies were computed and their average expected values compared empirically ( Fig. 8 (a) ). Once again, MF-API and ALP policies were of similar quality and outperformed the greedy and random ones. The empirical value decreased when the connectivity increased, which is explained by the fact that a higher connectivity results in faster propagation of the disease and greater damages. Of course, this fact is not captured by the "utopic" approximation, which neglects propagation ( Fig. 8(a) ). We observed a non-linearity in the variation of the running time of ALP and MF-API with respect to the neighbourhood size ( Fig. 8 (b) ), coherent with the theoretical "exponential" increase (with ν) in time complexity. We also observed that the MF-API approximation of the value function, which was already good, increased with the connectivity of the graph (Fig. 8 (c) ). This is due to the fact that the mean-field approximation of a spatial process is better when the graph is well connected.
Influence of the short-distance contamination parameter in the disease management problem
In order to check the variability of the results, we generated 50 graphs for a configuration with ν = 4 and observed a variation in the average expected values of the policies of less than 1% ( Fig. 9 (a) ). More importantly, we observed a divergence in the value (evaluated empirically by Monte-Carlo simulations) of the policies provided by ALP and by MF-API when p increases ( Fig. 9 (b) ). Indeed, when p = 0 both algorithms compute exact policies. Then, when p starts to increase, the increasing spread of the disease makes the value of the optimal policy decrease, and of course MF-API and ALP policy values move further from the "utopic" value which increasingly overestimates the optimal policy value. There is then a threshold, around p = 0.5, where ALP performance continues to decrease while the MF-API performance starts to increase, becoming very close to optimal as p approaches 1. This behaviour of the mean field approximation is well known for uncontrolled stochastic processes: a phase transition is observed and, when close to the critical value the mean-field approximation is of poor quality while for low or high values of the parameter p the MF approximation improves. 
Comparison with a naive GMDP approximation by a system of independent MDPs
Throughout this paper, we have argued that eventhough the GMDP Mean Field approximate solution method decomposes the GMDP dynamics into independent unidimensional Markov chains, neighbourhood influence was retained, resulting into non-stationnarity of the Markov chains. In this section we propose a comparison with a naive approximation of the original GMDP problem by a system of n independent MDP where the transition probabilities p i (x i |x N(i) , a i ) and reward functions r i (x N(i) , a i ) are replaced with their simplest non spatial approximation,
We computed the optimal policy (named Naive Non Spatial policy, δ NNS ) corresponding to the union of the n optimal policies for each non spatial MDP problem and compared its (estimated value) to that of the MF-API policy δ API . We performed this comparison on the disease management problem, for the graph structure of Fig. 5 with same parameters settings than above. When changing the value of the short-distance contamination parameter p from 0.2 to 0.6, i.e. from a problem with low to high spatial structure, the results confirm the superiority of the MF-API policy (see Fig. 10 ). This study confirms the interest of the MF approach, as a trade-off between a fully spatial problem of size n (which resolution is intractable) and n independent problems (which completely neglect spatial dependencies).
From flat to multidimensional action space
Throughout this article, we have emphasized the fact that, unlike existing factored MDP approaches, the GMDP framework together with the mean-field solution method, is able to handle multidimensional action spaces in Factored MDPs. We now come back to this point in order to point out where the GMDP framework and algorithms can be improved. As far as the action space is concerned, we can distinguish three different cases, which we can illustrate on the famous SysAdmin problem [5] , where actions correspond to rebooting any of n computers which can become "faulty" (depending on the status of neighbour computers, in the network):
In its original version [5] , only one computer at a time can be rebooted, which amounts to define a flat action space of size |A| = n. P 2 In the GMDP framework, we would model the problem (certainly in a more realistic way if the time step considered is not too small) where we can reboot any subset of computers, thus leading to an action space A = {0, 1} n of size 2 n .
P 3 The intermediate case is the one in which only k (k fixed) out of n computers at most can be rebooted at each time step, (for example because time constraints are involved).
These problems are of different nature. Problem P 1 cannot be modelled in the GMDP framework, since the GMDP framework assumes independent action choices for all machines. On the other hand, even though modelling problem P 2 in the factored MDP framework would be possible, FMDP solution methods would be impractical, as shown in Section 4. Finally, the intermediate case P 3 , with the global constraint that exactly k ≤ n machines can be rebooted, can neither be dealt with practically in the framework of [5] , when k becomes large, nor be modelled within the current GMDP framework: even though the action space has smaller size (|A| = C k n ) than in the independent case (|A| = 2 n ), the global constraint makes the local policies interdependent. We would have to consider only local policies which allow to satisfy the global constraint for all possible states of the world. The MF approximate policy improvement phase we suggest does not allow to compute policies satisfying these requirements. On the other hand, the MF approximate policy evaluation phase would not have to be modified to adapt to this case. To conclude, available approximate solution algorithms for FMDPs enable only to deal with problems of type P 1 . The contribution of the GMDP framework proposed in this article is to provide an approximate solution method for problems of type P 2 . The challenge is now to propose methods which can solve problems of type P 3 . In the GMDP framework, the deadlock is the policy update step. However, the mean-field evaluation can be applied to any local policy, in particular those satisfying global constraints. Thus, the MF principle could be extended to be applied to problem P 3 .
Conclusion and further work
In this article, we have presented a graph-based Markov Decision Process (GMDP) framework for the control of spatiotemporal processes, which forms a special case of factored MDP. Optimal policies can only be computed for GMDPs of very small size. Therefore, we have proposed an approximate solution algorithm for larger problems, based on the mean-field approximation of a structured Markov process. The performance of the proposed algorithm was evaluated on two agricultural problems and was compared to an Approximate Linear Programming algorithm adapted to the GMDP framework. Experiments highlight the efficiency of the algorithm for solving large-scale GMDPs, as well as its ability to compute close-to-optimal policies for these problems. While this algorithm takes quadratic time to run when the ALP algorithm takes linear time in practice, this is balanced by a far better estimation of the value function of the returned policy. Furthermore, even though in most problems the policies returned by the ALP and MF-API approaches are of similar quality, we were able to find situations where the policies returned by the MF-API approach become significantly better. The work presented here has been applied to two different settings. First, in forestry where [13] considered a real forest estate in southern Sweden, and in plant disease management where [12] studied the case of phoma stem canker disease propagation in canola crops.
Among the hypotheses that were made in this work, the more questionable is perhaps that we assumed that there were no constraints on the admissible set of factored actions. It would certainly be an important gain if it were possible to extend the GMDP framework so as to be able to handle constraints on the action space. Note that the MF approximation applies to evaluate policies satisfying constraints over the action set. The policy improvement phase is the crucial difficulty that must be tackled in order to extend our approach.
Other methodological developments may concern the construction of solution algorithms for GMDPs based on Reinforcement Learning (RL) [7] . The advantage of RL algorithms is that they do not require explicit knowledge of the transition model, but can do with a simulation of it. They can thereby be used together with the large existing body of agricultural or environmental simulation-based models, for example [22, 23] . In [24] we showed how a set of simple RL algorithms, suggested for solving factored MDPs and collaborative multiagent MDPs, could be adapted for solving a GMDP. This preliminary work seemed promising but needs further work in order to be evaluated.
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