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Introdução 
As desigualdades de Morse, vistas de uma maneira intuitiva. esta.belecem 
uma relação entre a topologia da variedade kl e os pontos críticos de uma função 
com valores reais em AI e também estabelecem uma relação com a dimensão 
do núdeo do operador de Laplace-Beltrami em p-formas e o número de pontos 
críticos da função de Morse em uma variedade JJ, como veremos no decorrer do 
trabalho para uma variedade Riemanniana compacta A1. 
~osso objetivo é desenvolver de forma razoavelmente autosuficiente (to-
ma.ndo como base o programa. comumente coberto pelos alunos de Mestrado em 
11atemá.tica da UNICA?viP) a demonstração da.s desigualdades de 1Iorse ao es-
tilo de E. Witten em A1 (encontrado em [E.W.] ou [B.S.2]) isto é, usando alguns 
fatos do operador de Laplace-Beltrami sobre o espaço de p-formas de uma varie-
dade Riemanniana compacta ll1, o La.pla.cia.no deformado de E. \iVitten e a teoria 
de super-simetria. A demonstração usual pode ser encontrada em [Mi], com 
esta finalidade, desenvolveremos o material básico que consiste, por um lado, 
da.s definições e propriedades e, por outro, do estudo local de alguns operadores 
diferenciais. Assim, todos estes conceitos dividimos em quatro capítulos e um 
apêndice. 
O primeiro capítulo contém propriedades referentes ao operador de 
Schrüdinger num espaç.o de Hilbert, especificamente apresentaremos a demons-
tração do teorema do limite semi-clássico que será de muita va.lia para a demons-
tração de uma das desigualdades de Morse. 
No segundo capítulo trataremos de a.lgumas propriedades da teoria. da ).Iorse 
e o emmcia.do das desigualdades de :\1orse, as quills demonstraremos no capítulo 
quatro. 
No terceiro capítulo desenvolYeremos alguns conceitos básicos da teoria de 
Hodge, apresentando definições e propriedades do operador de Laplace-Beltrami 
e super-simetria. 
No quarto e último capítulo apresentaremos o Lapla.ciano deformado de 
E. Witten com a finalidade de demonstrar as desigualdades de Morse ao estilo 
de E. \Vitten (i.e. usando super-simetria). Além da importância que têm estas 
desigualdades, também é importante apresentar exemplos específicos citados no 
final do capítulo quatro no caso de dimensão dois. 
:.Jo apêndice demonstraremos de maneira formal o teorema 4.2.2 do capítulo 
quatro e para isso damos alguns conceitos básicos de Geometria Riema.nniana. 
JJ 
Capítulo 1 
O Limite do Autovalor Semi-clássico 
Começa.remos a desenvol-.,er o chamado "Teorema. do Limite Semi-clássico" 
com o qual demonstraremos duas das desigualdades de lVIorse, tra.ta-se de uma 
aplicação de análise funcional, e como primeiro passo tomaremos um opera.dor de 
Schrêidinger definido em L 2 ( IRv). 
Consideramos o operador auto-adjunto da forma 
H(>.)~ -6+>.'h+>.g 
definido como um operador diferencial fechado sobre C(J(lR"'). Aqui, h, g E 
C 00 (JRV): g é limitado h~ 0 € h> (QIJSta.nte > 0 Íüf3. de Uil1 (QfijUUtO (ülllpactO. 
Além disso, assumiremos que h é zero apenas em um número finito de pontos 
e a Hessiana 
IA(")]~~[ iJ'h ( (o)J] 'J o iJ ·o . x , ~ T1 XJ 
e definida positiva para qualquer a ou x(a) E IR". Nosso objet.ivo é estimar os au-
tovalores de H C\) para.\ grande. A idéia é que para À grande o potencial À2 h+Àg 
assemelha-se ao de osciladores ha.nnônicos centrados nos zeros de h, e separados 
por grandes ba.rreiras de potencial. Assim, esperamos que para À grande o es-
pectro de H(_\) seja similar a.o espectro de uma, soma direta de operadores da 
forma 
Esta última igualdade n.ã.o é mais que o desenvolvimento de Taylor de h no 
ponto x(a) em segunda. ordem. 
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Sejam T(b), para b E JRv e D(>.), para À> O operadores unitários de 
Translação e Dilatação em L2 (1Rv) dados por: 
(T(b)f)(x) = f(x- b) 
Também seja 
'' 
é fácil estabelecer a seguinte igualdade 
assim H(a.lp,) é equivalentemente unitário a )._J[{(a.l. 
Agora os autovalores de ff{(a) sã.o fáceis de calcular, a menos da constante 
g(x(a)), ff{(a) é o operador de Schõrendinger associado a um oscilador harmônico. 
Então, faremos o cálculo de todos os autovalores de J[{(a). Para isto segui-
mos os passos abaixo. 
1.1 Cálculo de autovalores de J[{(a) 
Suponhamos que encontramos os autovalores de [A~jl], dados por 
com 
isto é possível pois a matriz A é simétrica. e positiva em cada ponto crítico. 
Agora calculemos os autovalores de Jf{(a.J. Para tanto obteremos primeiro 
os autovalores do operador de- d
2
2 
+ (w}a.)) 2xi que corresponde a um oscilador 
d:r, 
harmônico l-dimensional. dado que f[{( a) é uma soma direta de tais operadores. 
2 





1.3 Definição. Definamos o operador de Aniquilamento por 
e o operador Criação (ou adjunto de A) 
A~= w~a)x- j__ 
' d:r' 
os operadores A1 A~ e B podem ser definidos com domínios no espaço de 






2 d2 (o) d d (o) 




(•)[ d l 
W; X - d.'I2 + W; dx' X 
onde I [d~, x J é o operador identidade. 
Do fato 
[.!..._ r]v(.r) d.r 









A segunda identidade demonstra que w}a) é o menor autovalor possível de 
B, então estas identidades implicam que: 
a) [E, Aj = -2w,i'1 A 
no fato AE = A(A• A+ w)'i) = AA• A+ Aw)'l 
EA = AA• A- Aw('l 
' 
[E, A]= EA- AE = -2Aw)'l. 
b) [A\ E]= A•E- BA• 
= A·(AA·- w)'l)- (A•A + w)'I)A• 
- -2w(a.) A* 
- ' 
também BA - A(B- 2w)'i) 
EA" A•(E + 2w)'l) 
1.3 Definição. (0 estado fundamental) 
(1) 
Estndo fundamental de B é uma função Ji,0 E L2(JR) satisfazendo a equação 
diferencial Aé0 =O e tal que ll~'oll =L 
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Claramente, então por (O) B'l/;0 = w~")VJ0 , assim 1{!0 é uma autofunção 
correspondente a um autovalor nulo do operador A. 
Podemos calcular 1{!0 explicitamente. Assim também verificar que é de qua-
drado integrável 
d,Po 1,1 ·' -- + w- ;r,··<J.Jo = O 
d ' . . T 
onde C é o nOl"maliza.dor constante para II1L·oll = 1, C= (w~a)) 1 1 2"- 1 /4 . 
Agora para k :2': 1 definimos um auto-esta.do ou autofunção de B indutiva-
mente por 
(2) 
1.4 Lema 1. '1/'k pertence à classe de Schwartz. Ou seja., é uma autofunção 
normalizada de B 1 com autovalor (2k + l)w}"l. 
Demonstração. Temos que 
l (A'B ? 1' 1A") ' ( ) - -W; U.'k-1 
(2kw;''- )112 · 
3 
~ 1 (A" B<fk-1- 2wi"1 A"<fc-1) (2kw: )1/2 
i 1 A"((2k -1)w)"1,pk_1 +2w!•l,p,_1 ) 
(2kw; • )'/2 
= (2k + 1)w)'1 ~, por (2) 
portanto fica demonstrado que (2k + l)w)al é autovalor de B. 
Normalizando 1./Jk 
I I <f c li' 
1 • 
·J, (a) (AA 1/.'k-1 1 'fk-I} integrando por partes 
~kwi 
1 ((· . (•I ) -:--;<"I 2kw; )<fk-l,<fk-1 •)k ' - w, 
- 1 




portanto, P,(x) = • 
Nota. A menos de normalização, os P~s sã.o conhecidos como polinômios de 
Hermite. Seja 
P c L( IR). 
1.6 Proposição 1. P é denso em L2(IR). 
Demonstração. Podemos assumir w!a) = 1. Seja 
cakula.mos 
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Substituindo y = x 2, podemos ter um limite para fi. 
escrevendo 
li!; li'= f(j + ~) :S j! 
e-;>x-x'/2 =f U~)j fJ(x) 
j=O J. 
as L 2 normas dos termos desta série são limitados por i>.lj(j!)-112 assim, é con-
vergente em L 2 • Segue-se 
Agora suponhamos que f E L2 é ortonormal para. P; então 
1: e-x'f'-'''dx =O, VÀ E IR 
pelo teorema de Plancherel f(x)e~·"2 12 :=O q.t.p. 
f'= o q.t.p. • 
Os autovalores de ][{(a.) como já falamos são soma de autovalores dos os-
d' 
cila.dores harmônicos l-dimensionais - dx
2 
+ (w~a.)) 2 x2 adicionados à constante 
g(.T(a)), ou seja., o espectro de f[{(a) é 
8(JI{('i) = {[i: w)'i(2n;+ 1 )] + g(x("l) ; n, ... , n, E LV}· 
•=1 
Pela. coleção de todos os autova.lores de J[{(a) para a = 1, ... , k, obtemos o 
espectro de ffiJl<(a) definido em fbaL 2 (1Rv) por 
o( EB J[{(")) = U o(II\(")l 
X X 
Para uma futura. referência ... notamos que a.s autofunções de J[((a) são funções 
da. forma 
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onde P é o polinômio encontrado anteriormente para cada oscilador harmônico 
l-dimensional e vJ"1 E IRv, i = 1, ... , v são autovetores ortonormais de [Ajjl]. 
Assim, as autofunções de H("l(:\) são 
1.2 O Teorema do Limite Semi-clássico. 
Para demonstrar o Teorema do Limite Semi-clássico primeiro faremos o 
enunciado e demonstração de algumas proprieda.des corno segue. 
1.7 Definição 2. (Partição da Unidade). 
Uma família de funções {Ja}"EA indexadas por um conjunto A onde J" 
IR/ __,. IR para qualquer a E A é chamada partição da unidade se: 
(i) O~ J,(x) ~ 1, 'lx E IR" 
(ii) 'LJ~(x)~l, 'lxElR" 
(iii) {la} é localmente finita, i.e. sobre qualquer compacto I< temos que 
J" =O a menos de um número finito de índices a. E A. 
(iv) J" E c=(JR") 
(v) sup:L I'VJ"(x)l 2 <oo 
"'ER"' aEA. 
1.8 Teorema 1. (Fórmula de Localização). 
Seja { la.}"eA. uma partição da unidade e 
H = H o+ V onde V : IRv __,. IR, V E C 00 
e H0 é uma representação aut.o-a.djunta do Laplacia.no ( -~). 
9 
Então 
H~ L J,HJ,- L IVJ,I2 
nEA ClEA 
Demonstração. Usando as identidades: 
1) [J,, [J,, H]]~ -2(\7 J,) 2 
2) [J,,[J,,HJ] ~If.H +HJ;-2J,HJ, 
Então -[J,, [J, H]]~ -J;H- HJ; + 2J,HJ,. 
Somando 1) e 2) temos 
J'H + H.J' 
' " 
L(J:fH +H 1;) L 2.J,H J, - L 2(VJ,)2 
oEA oEA oEA 
2H z(LJ,H.J,- L(VJ,)') 
aEA a.EA 
H L .f, H .f, - L (V J,)'- • 
nEA aEA 
1.9 Teorema 2. (Min-:!\'fax. Princípio). 
Seja H um operador auto-adjunto limitado infeionnente, i.e., H 2:: CJ para 
alguma constante positiva C. Definamos 
!'n(!.)~ sup Q(Ç,, ... ,Ç,_,,.\) onde 
{J, .... Ç~-1 
in! (w HI/J) 
,PE.t::[H],IIwll=l ' ' 
'I'EI~1 .<n-ll.L 
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Então, para cada n fixo, um ou outro é válido: 
a) Existem n auto-valores menores do que o ínfimo do espectro essencial, e 
/-ln(H) é o n-ésimo autovalor contando multiplicidade, ou 
b) lln é o ínfimo do espectro, i.e., ll·n = inf{\ f À E Dess(H)} e no caso que 
1-ln = 1-'n+l = l-ln+ 2 = ... existem n -1 autovalores a menos (contando multiplici-
dade) menores que fln· 
Demonstração. Veja. [B.S.l]. 
1.10 Teorema 3. Seja H um operador igual ao do teorema 1.8 com V limitado 
com respeito a H0 • Então À E b~ss( H) se, e somente se existe uma sequência de 
funções 'Pn E Ct"(lR" \ Bn) com 
II'Pnll' =I tais que 
II(H- .\)'Pnll ~o. 
Aqui Bn o= {x/[x[ :S n). 
Demonstrações dos teoremas 1.9 e 1.10, podem ser encontradas em B. Si-
mon [B.S.l] e [B.S 2]. 
1.11 Teorema 4. Seja H um operador igual ao do teorema 1.8 com V limitado. 
Então 
inf S,,(H) = sup 
KCIFY 
compacto 
inf (<p, H<p) 
;>ECg"(.IR"-1\') 
ll<rll=l 
Prova. "~ ": seja Ào o ínfimo de bess(H). Então Ào E Dess(H) e pelo teorema 
(1.10), podemos encontrar uma sequência tp., E CQ(JR"- B.,) com ll'Pnll = 1 e 
(H- .\o)'Pn ~O. Assim 
sup 
" compacto 





fln ·- sup 
•h , .... 1/Jn-J 
inf (c;;, H c;;). 
,_,EC({' 
,J.{.Pt, .. ·'"n-tLII,II=t 
Pelo teorema (min- max), fln é n-ésimo autovalor de H em ordem crescente 
contando multiplicidade. se existem apenas n 0 autovalores menores que .\0 ;::::: 
inf &ess(H), então J.lno+l = Jlno+ 2 = ... = .\0 • Mas se são infinitos autovalores 
menores que inf Óess(H), então J.ln. -t inf Óess(H) quando n -t oo. Assim para 
demonstrar 
Ào = inf &ess(H) :; sup inf (•o H• o) = Vo 
,ECg"'(lR"-K) Yl r KCJ!lY 
compact.o ll'r'll=l 
é suficiente demonstrar que v0 2: f.ln. para todo n. 
Segue-se 
obviamente v0 2: Jlt· 
"1 = inf (•o H•o) r ;oEC(j'(JR") 'l"'l T l 
ll;oll=l 
Suponhamos agora n > 1 e Vo > f.Ln-1· Se fl·n-1 
demonstração. Se fln-I < .\0 • então 
P.n = inf (c;;, Hcp), 
\'J.{P! , .. ,Pn-1) 
11>'11=1 
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,\0 , acabamos a 
onde os Pi sa.o autofunções normalizadas correspondentes ao autovalor Jl; e 
{p1, ... , Pn-d é o espaço gerado pelos Pi (i.e. auto-espaço correspondente a Jli)· 
Agora escolhamos e > O um !{0 compacto grande, tal que 
n 
Definamos, para qualquer função tp um lp{x) := <p(x)- L{'PiPi)Pi(x). Então 
i=l 
Vo > inf ('"- H'n) 
,oECg"(lR"-J(o) y y 
(1) 
lly·ii~l 
para qualquer cp E C0
00 (JR"- Ko), l(cp, p;)l < c1 ''11'PII por (1). Assim, 
inf (•' H,õ) - CE 
'i'ECf('(lR"-Ko) Yl y 
ll'f'll=l 
> ( ' ) - f ( ,P, H'?) 1-cf: m -CE 
<?l.{p1 , ... ,Pn-d ( i.jJ, lp) 
:2' (l-à:)fln -CE. 
Como c é arbitrário, temos 
v0 2" Jlo e segue-se o resultado. 
Agora apresentaremos o Teorema do Limit-e Semi-clássico. 
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1.12 Teorema 5. Seja H(>.) e El1a J[{(a) como definimos acima. Seja Bn(>.,) o 
n-ésimo autovalor de H(>.) contando multiplicidade, denotemos por en o n-ésimo 
autovalor de $.,.J[{(a) contando multiplicidade. Então para n fixo e À grande, 
H(>.) tem ao menos n autovalores e limE,.(>.)/>.= en. 
À-+co 
Demonstração. Primeiro provaremos 
lim En(À)jÀ 0:: en. 
>-~ 
Seja J E CQ(IRn uma função com O~ J::; 1, 
J(.r)~{1 para 
O para 
llrll 0:: 1 
llxll2: 2 
definamos também 
J,(À) = J(À*(x- xi"IJJ para a= 1, ... ,k, 
claramente para um À suficientemente grande, temos 
k 
I: J;(À) = 1 
a=O 
conforme a construção. Observamos que {la} é localmente finito. Também 111 E 
c~(IR") e sup I: I'VJ,(À)(x)l' < 00. Assim{J,J:=oéumapartiçãDdaunidade 
xER" aEA 
no sentido da definição 1. 7. 
Afirmamos que para qualquer a E {1, ... , k} 
Com efeito, temos que: J,(À)[H(À)- Hi'l(À)]J,(À) é dado por dois termos 
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1nas como 
+ ~- ,\2 I:AI"I(x- xl"l);(x _ x<"l)i- ,\g(xi"I)]J"(,\)] 
i.j 
,,, 
],\'J"(,\)[h(x)- I:AI"I(x- x<"l);(x- xl"i)i]J"] = 
i,j 
Empregamos que J(l(.\) tem suporte compacto em 
é a expansã.o de Taylor de segunda ordem em torno de x(a). 
Da mesma maneira para a segunda parcela de ( * )1 como g é limitado, segue 
que 
JU"(,\)[g(x)- g(x)l"i]J"(,\)] = 0(,\315) 
assim dessas duas igualdades temos 
(:l) 
1.5 
Agora, fixando um inteiro n, não negativo, existe um a(n) e um 1/Jn tal que 
Isto porque J[((a) e Ha(n) diferem só pelo fator À. 
Definamos o/n = la(n)(,\)1/Jw Então para inteiros n nã.o negativos 
para alguma constante c. Isto é claro para o caso em que a(n) =/=- a(m), segue-se 
neste caso la(n)(À) e la(m)(,\) têm suportes disjuntos para um À grande, assim 
('f'",'f'm) ~O. Se a(n) ~ a(m), então (cp,,cpm) ~ b,w Assim, 
isto porque: 
1- J'(x) ~O, Vx E B ~ {.x E IR" I lx- x<"ll <; .x-'15 } 
e 1- J 2(x) ~ 1, Vx E F~ {x E IR" I lx- x<"ll 2 2.\- 215 2 .\-215 ) 
e substituindo os 1/Jn, 1/Jm temos 
O(exp( -c.\'15 )) 
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Agora, pelo teorema 1.8 ''Fórmula de Localização" 
J,HI"IJ, = ~(J;Hi'i + Jii'IJ;) + (VJ,)' 
e a estimativa sup ]V J,(.\) ]2 = O(.\ </S). 
X 
Para estimar (I'., H ( .\)'f!m), de novo, se a( n) # a( m ), então (l'n, H(.\ )'Pm) = 
O, para. À grande, por outro lado, se a( n) = a( m) = a 
(V'n, ~J;(.\)HI'i + Hi'IJ~(.\))<I>m) + 0(.\'1') 
(<Pn, ~(J,;(.\)HI'I,Pm) + (</>n, ~HI'IJ?(.\)<I>m) + 0(.\'1') 
agora como (r.pn 1 tpm) = bnm + O(exp( -c>.115), obtemos 
(5) 
agora. pelo teorema 1.9 ( "min-ma.x'' ). H(),) t.em n.-autovalores e Jln (À) = En (À) ou 
p11 (À) = inf Dess(H(.\)), e demonstraremos que só é vá-lida a. parte (a.) do teorema 
1.9. 
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Seja E > O, e para cada À, escolhamos ç?, ... , Ç~_1 tais que 
(6) 
Como os 'Pn são ortonormais para um À grande, { if'I, ... , !f'n} é o espaço gerado 
pelos r.p; de um espaço n-dimensiona.l, assim podemos encontrar, para>. suficien-
temente grande, uma combinaç.ã.o linear if' dos { i..p; }:"=1 tal que tp E [çt, ... , Ç~_ 1 ]_t. 
Então usando (5) temos 
por (5) e do fato de que c é arbitrário 
(7) 
Como h > const > O fora de um conjunto compacto, e g é limitado, segue-se 
pelo teorema 1.11 
inf5m[(H(,\) + À 0 h)] = sup 
KclRY 
compacto 
inf (((6. + Àg)<p,<p) + ,\'(h)lll'll) 
cpECg"(lR"-K) .____..-
11'>'11""1 H 
inf 8,,(H(,\)) = inf Ów(H(,\)) + À2 llhll2: cÀ' para alguma constante positiva c, 
segue-se de (7), ~n(À) # inf(ów(H(,\)), para,\ suficientemente grande. Assim, 
Mn(,\) = En(À) de (7) implica !im En(À) <; en· 
À--->00 À 
Agora demonstraremos a desigualdade 
Para demonstrar esta desigualdade, é suficiente demonstrar que para qualquer 
e E 6( ®a JI{(a)), afirmando e E (em, em+l) 
H(,\) 2: Àc +R+ 0(,\), (8) 
onde R é um operador simétrico de posto m. 
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Suponhamos que isto é válido, para cada em+l >em e e E (em, em+l)· 
Tomando um vetor 1j; e o espaço das m + 1 primeiras autofunções de H(),) 
com II<PII = 1 tal que ,P E Ker(R), então como 
que implica 
H(>.)- >.e- R+ O(>.) 2: O 
(H(>.),P,,P)- (>.e,P,,P) + (R,P,,P)- (O(>.),,P) 2: O 
En+r 2: (H(>-),P, ,P) 2: >.e+ O(>.) 
lim En(>.) 2: en 
.\-oo ), 
(9) 
para n = m + 1 com €m+l > em. No caso e = em+l = en segue-se de (9). 
Agora provamos a afirmação feita para e E (em, em+I)· Pelo teorema 1.8, temos 
k k 
H(>.) = L J,H(),)J,- DV J,)' 
a==O 
k 
J,H(>.)Jo + L J,HC"I(>.)J, +O(>. 4/5) (lO) 
o.=O 
Aqui usamos (3) e (4). Como J0 = J0 (Ã) tem suporte compacto fora das bolas 
de raio À - 2/ 5 em torno dos zeros de h e h anula-se quadraticamente em cada um 
de seus zeros1 h(.T) ~ c(),-
215 ) 2 sobre o suporte de ]0. Assim, J0H(),)J0 cresce 
como ).._2.;..-415 = À615 e para), grande 
Para a f O, temos 
(11) 
onde R[a.) é a restrição de H(a) para o espaço de todos os autovalores de H(a) 
menores que .\e. De fato seja 'ljJ E espaço das m primeiras autofunções de H(a) 
19 
associadas aos autovalores menores que ,\e, com llr.pll = 1 tal que 1/; E Ker( R) 
(Jo(HI"l(!,) -R( o)+ >.e)lo<J;, >/;) = 
(J,(Hi"l(>.)>j;)J", >f;)_ (J,Ri"l(>.)J,,P, >f;) 
+ (J">.eJ",P,,P). 
n 
Podemos escrever 1/J = 2.]1P, Cf'i)'f!i , 
i=l 
{so;}i'~r C span{Autofunções de Hi')} 
n n 
(J; 2.::(>/J, \O;)SO;Àe;, >/;) + I;>.e(l::(>P, \Oi)\0;, >/;) 
i=l 
n n 
1; 2.:: >.e,(>/;, so;)' + 1;>.e 2.::(>/J, so;)' 
i:=l 
logo J,(HI"l(>.)- Rin) + >.e)J, ~O, para todo>/; E span(autofunções de Hi"l(>.)), 
portanto 
Posto( l,Rio) lo) < Posto( RI" I) 
# {autovalores de JJ<(") menores que e} 
como Posto( A+ B) S Posto( A)+ Posto( E), isto implica 
Posto [ 
k k 
~ J,RI"I(>.)J, l S ~ Posto[J,RI'l(>.)J,] 
# {autovalores de eJK(a) menores que e} 
n 
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seguindo, por (10) e (11) temos 
k k 
H(!.) = ÀeJJ +À I: J; +I: J0 Ri•l(!.)J0 + 0(!.4/s) 
a=O a==O 




Algumas Propriedades da Função de Morse 
2.1. Pontos Críticos, Função de Morse e Índice de uma 
Função de Morse 
2.1.1 Definicão. Seja. f uma função diferenciável com valores reais em uma 
variedade diferenciáYel .M compacta n-dimensional, p E Af é chamado ponto 
crítico de f se a aplicação induzida por df : Tp(J1) --> IR é nula. Se escolhemos 
um sistema de coordenadas (.1: 1, ... , .Tn) em uma vizinhança U de p 1 isto significa 
&f at 
que -a 1 (p) = ... = a n (p) =o 
X .E 
O número rea.l f(p) é chama.do valor crítico de f. 
Lembremos que a. Hessiana. de f : 1~1 -----+ IR é definida como um operador 
linear 
Hessf: T,(jf) ~ T,(M), (Hessf)Y = 'ílv gradf, Y E T,(M), 
onde \1 é a conexão Riemanniana de .AI. 
2.1.2 Definição. f é uma funçã.o de Morse numa variedade diferenciável se 
todos seus pontos críticos são não-degenerados, i.e, em coordenadas locais a Hes-
. ( 8'! ) ' - . 1 t . Sia.na {) .
8 
. e UaO-SlllgU ar em .ais pontos . 
. T, XJ 
2.1.3 Definição. O índice de um funcional bilinear H, sobre um espaço vetorial 
'\lT~ é definido como a dimensão maximal de um subespaço vetorial de V, no qual 
H é negativo definido. Em particular se p E M é ponto crítico da funçà.o de 
I'vlorse f : Af -----+ JR. dizemos que o índice de f em p é o índice da Hessiana de f 
no ponto p. 
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2.2 Lema de Morse 
O Lema de Morse e sua demonstração nos indicam o comportamento de 
funções de :Morse em coordenadas canônicas locais; para cada um dos pontos 
críticos. 
2.2.1 Lema. Seja f uma função C 00 e V uma vizinhança convexa de O E IR/', 
com f(O) ~O então 
n 
f(:rl, ... ,Xn)::::: Lx;g;(xr, ... ,xn) para funções C00 ,g; 
i=l 
definidas em V, f! f com g;(O) ~ fJx; (O) 
Demonstração. 
1' 8f 
1 " à f 
f(x, .... ,x,) ~ -{) (tx,, .... txn)dt = r LXi -{) (tx, ... , txn)dt 
o t lo i=l .t:; 
então nos podemos escolher os g;(X) como 
2.2.2 Lema. (~·LMorse) seja .J\1 uma variedade diferenciável, f uma função 
diferenciá:vel em AI, e x 0 um ponto crítico não-degenerado de f. Existem co-
ordenadas locais y 1 , ... , yn em alguma vizinhança de x 0, em termos das quais a 
função f é dada em tal vizinhança por 
f(y', .... y") ~ -(y')'- ... - (y')' + (y'+' )' + ... + (y" )' 
onde À é o índice do ponto crítico .r0 • 
Demonstração. Preparando caminho para a demonstraçã.o geral primeiro de-
monstraremos para o caso n = 21 quando podemos restringir nossa atençã.o ao 
disco D~(O) de radio s >O e centro no ponto x 0 = (0, O). Claramente assumamos 
sem perda de geralidade que f(O) ~O. 
Aplicando o Lema 2.2.1, existem funções 911 92 tais que 
f l 2 . =X 91 +X 9z, 
d - [,' aJ ( l ')d . . 
aj 
9 ~-.(o)~o 1 8x1 
on egJ- -a. tx ,tx t ,;=1,2 
• o x1 
e pelo mesmo argumento podemos aplicar o lema 2.2.1 para cada 9i, então existem 
funções diferenciáveis h;i tais que 
9J(X\ x 2) = .'E;hü(i). Assim 
f(x\x 2 ) = xixih;J{i) onde por simetriza.çã.o podemos supor que h.ij(xl,.r2 ) = 
hij(x\ x2 ). Temos que a matriz (h;j) = ( 
8~ . (o)) é nã.o-singular. Observemos 
8T1 .TJ 
a (t ' 'l 'agj ( ' 'l d • que -d 9J .x , tx = x -a . tx , i.T , a1 
.t x 1 
1 d 1 a 
9j(x',x') ~ r -d 9j(tx', tx2 )dt ~ x' r a9'(tx', tx')dt 
~ t ~ x 1 
·;,' a (!,' af ) ·;,'!,' o'f 9j(.x', x2 ) ~ x' a~ -a. (\Ti') d\ ~ x' a iJ . (tTi)dTd\ 
o X 1 o .1:' o o x' x 1 
'J' a' f e explicitamente temos h;j =f B .
8 
.(TiX)drdt. 
o o x' xJ 
Agora nossa função f fica definida no disco D;(o) por 
onde a matriz (h,;(O)) é simétrica e como (h,j(O)) ~ (a:::xi(o)), (h,;(O)) é 
nã.o-singula-r. Lembramos que qualquer matriz simétrica é similar a uma matriz 
diagonal com entradas nã.o nulas. Assumamos que h11 (O) -/; O para aplicar uma 
troca de coordenadas apropriada. Temos que h11 (.i} =f O em alguma vizinhança 
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da origem, pela continuidade de h11 . Em tal vizinhança a expresssão da função 
f é equivalente a 
f(:i') 
como a matriz (hij(O)) é nã.o-singular, temos h11 h22 - (h12) 2 -/: O nalguma vizi-
nhança da origem. Sejam novas coordenadas y1 , y2 dadas por 
y' 
y' 
relações estas inversíveis em 
coordena.das f tem a forma 
alguma vizinhança do origem. Em termos destas 
f(y',y') = ±(y')' ± (y')' 
isto completa a prova para o lema no caso n = 2 
Agora demonstra.remos o Lema para o caso geral n-dimensional. Procede-
mos como no caso n = 2 acima, obtendo funções h;i i,j = 1, ... , n, hii = h3i, 
com as propriedades que det(hij{O)) -/: O, e em termos de algumas coordenadas 
xl, ... , ."l:n em alguma vizinhança do ponto crítico x0 = O, temos 
(1) 
Suponhamos indutivamente que encontramos as coordenadas y 1 , ••• , yn em 
alguma vizinhança de x 0 = O tal que, 
f(y) = ±(y')' ± ... ± (y'-' )' + 2..:: y;y' P,i(y) 
i.j?_k 
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onde [P;j(y )] é matriz simétrica não-singular (o caso inicial da indução segue-se de 
(1), com os Pij no lugar de h;j)· Segue-se que [Pij(O)] é simétrica e não-singular 
tendo a forma mostrada na figura (a), e pode ser levada na forma diagonal por 
meio de uma troca linear de ao menos n - k + 1 coordenadas yk, .. . 1 y11 • Em 
particular podemos supor as coordena.das yk, ... , yn assim escolhidas antecipada-
mente tal que Pkk(O) f 0: e consequentemente Pkk(Y) =f O em alguma vizinhança 
da origem. Escrevemos q(y) ::::: JIPkk(Y)I, e definimos com a troca de coordenadas 
z1 = yi para 1 < i < k - 1 
, ( J( '+" ,P,,(y)) z = q y y L. y (y) 
i>k pkk 
para k + 1 ::; i ::; n 
é claro que a. Jacobiana desta transformação na origem é 
i.e det J(y __, z) oJ O onde 
1 












P;i = ±1, i= j, i E {1, ... , k-1} 
Figura (a) 
Segue-se pelo teorer'na da função inversa que as funções z1 1 ... , zn servem 
como coordenadas locais em alguma vizinhança de O. Em termos destas coorde-
nadas a função f tem a seguinte forma.. 
isto completa o passo indutivo, e então fica demonstrado o teorema. 
Comentário. Este lema é de especial importância para a investigação do 
comportamento de uma superfície de nível da função f em 
torno de um ponto crítico não-degenerado. Desde que a to-
pologia de uma tal superfície a.o redor destes pontos é essen-
cialmente já determinado (via teorema de Taylor) pela forma 
d' f. 
Para maior informação ver Milnor.[Mi] 
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2.3. Desigualdades de Morse 
As desigualdades de Morse descrevem uma relação entre os números de Betti 
(bp) de uma Variedade diferenciável compacta -~1 e o comportamento dos pontos 
críticos de funções de Morse definidas sobre 1\1. Para ilustrar informalmente a 
natureza destas desigualdades, consideremos a classe de superfícies 2-dimensionais 
2-X(M) • 
compactas conexas cem n-buracos ou g:::: chamado genus de 1\1. Os 
•) 
números de Betti de tais superfícies Jf são dadÕs por 
bo(M) b2( :\I) = I 
b1(M) = 2 x (número de buracos de M) 
Agora imaginemos esta superfície mergulhada no espaço 3-dimensiona.l com 
alguma escolha de exios de coordenadas. Então qualquer ponto m E 1\1 tem a 
representação m = (m1, m 2, m3 ) e podemos definir a. função altura f : 1'v1 ---) IR 
da.do por f(m) = m3 . Suponhamos que os pontos críticos sã.o tais que: Só um 
número finito de pontos cumpre a igualdade df = O, e cada um destes pontos 
críticos é um má~imo, mínimo local ou um ponto de sela. Nessas condições as 
desigualdades de Morse são: 
mo := número de mínimos locais de f 2: b0 (.~1) 
m 1 :=número de pontos selas de f 2' b,(M) mo= (2) 
m 2 :=número de máximos locais de f 2. ~(.M) 
max 








mm ~ _ 
(b.2) 
mo=l=bo 
m1 = 2 = b1 
m2=l=b2 
m0 =32:l=bo 
m 1 = 4 2': 2 = bt 
m 2 =l>l=b, 
A primeira e a terceira desigualdades estão sempre corretas pois b0 ( J\1) 
b2 (A1) = 1 enquanto f tem ao menos um máximo e um mínimo globaL É também 
intuitivamente claro que cada buraco em .~1 produz a menos dois pontos de sela 
de f. Fazendo uma deformações ao buraco de (b.l) obtemos desigualdades de 
1:lorse estritas, vide figura (b.2). 
Para enunciar as desigualdades de Morse para uma variedade ]\;[ v-
dimensional definiremos os números de Betti bp e os números mp 1 de pontos 
críticos de f com lndice p. 
2.3.1 Defini<:ão. Definimos O p-ésimo grupo de cohomologia HP(J\11"'; IR) 
' (um espaço vetorial) de uma variedade diferenciável Af de dimensã.o v de-
notada A!" 1 é o grupo quociente do grupo de todas a.s formas fechadas de grau p 
sobre Mv pelo subgrupo de p-formas exatas, assim os elementos de flP(Afv)JR) 
são classes de equivalencia de p-formas fechadas onde duas formas sã.o equivalen-
tes se diferem por uma forma exata: 
w1 ,..._, w2 significa w1 - Wz = dw. 
No que segue j\.f é sempre uma variedade compacta orientável sem bordo 
de dimensão v. Seja AP(J\1) para O :=; p :=; v o espaço das p-formas diferenciáveis 
sobre l1.I, e seja d: AP(J,t!)--+ AP+l(.M) o diferencial exterior. Como d2 =O, então 
Assim podemos definir o grupo quociente para O $ p:::; v 
W(M", IR)= Ker (d, A'(M) ~ A'+l(MJJ/Im (d' ,v-'(M) ~ A'(M)) 
I\.1ost.ra.remos no capítulo seguinte que flP(Jlf, RL chamado o p-ésimo grupo 
de cohomologia de Rham de Jf, é um espaço vetorial de dimensào finita quando 
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M é compacta. 
2.3.2 Definição. Os números de Betti de M são dados por 
b,(M) := dim(H') onde HP = HP(M) = HP(M", IR), para O 'S p 'S v. 
2.3.3 Definição. Para cada função de ~·1orse f, mp(f) é definido como o número 
de pontos críticos de f com índice p para O 5 p :S v. 
2.3.4 Teorema "Desigualdades de Morse" 
Seja }.11 uma -rariedade compacta orientavel sem bordo, e suponhamos que 
f é uma função de :\lorse em "\[. Então, 
m,(f) ?: h,, O 'S p 'S v 
k k 
I;(-1)'-'m,(f)?: I;(-1)'-'b,, O 'S k 'S v 
p=O p=O 
" " I;( -l)'m,(f) =I;( -1)'b, 
P=O p=O 
Comentário. São chamadas desigualdades fracas de Morse (1), (2) e en-
quanto que (3) são chamadas desigualdades fortes. E o lado 
direito de (3) é a característica de Euler-Poincaré de Af, usu-




A demonstração dessas desigualdades, segundo E. Witten, será apresentada 




Teoria de Hodge 
Neste capítulo sempre nos referiremos a uma variedade compacta orientável 
Af (i.e., temos definida uma v-forma de volume em A1). Em adição, assu-
mimos que M tem uma métrka riemanniana., i.e., para cada, m E M, temos 
um produto interno 9mh ·)no espaço tangente Tm(M), o qual varia diferencial-
mente no sentido que para campos diferenciáveis X(m) e Y(m) numa vizinhança 
Vm C Af. 9m(X(m),Y(m)) é uma função diferenciável em Vm. Os resultados 
abaixo são válidos para qualquer métrica 9m· Isto será conveniente no capítulo 
seguinte para uma particular métrica escolhida. 
Usando a métrica, tornamos AP(Jf) um espaço pré-Hilbertiano (para cada p) 
onde o operador de La.place-Beltrami D. é autoadjunto. O resultado fundamental 
da teoria de Hodge é que o espa.ç,o HP(A1) é isomorfo ao espaço de p-formas 
anuladas por 1'., i.e. H'(Jf) "' Ker(L'.IA'(M)l· Assim, b, = dim(H'(M)) 
dim[K er( L'. Lv (M)) ]. 
Lembramos que bP independe da estrutura riema.nniana, assim 
dim[Ker(.6..IAP{Af))] não depende da. escolha de uma estrutura riema.nniana em M, 
embora tal estrutura seja empregada para definir ,Ó.. 
No restante deste ca.pítulo, daremos uma breve exposição da teoria de Hodge 
e algumas propriedades do operador de Lapla.ce-Beltrami. 
O produto interno sobre Tm(Af) induz um isomorfismo natural i.p de Tm(}J) 
sobre T~(M) por·: 
I'Y(X) ~ 9m(X, Y). 
Usamos r..p para transferir o produto in temo de Tm (A!) para T~ 0\1). Assim, 
3] 
o produto interno em T.;".(~'f) é notado por (-, ·)~, definido por (w1, w2)~ 
9m('Pv1(w,),'Pv1(w,)) onde 
<py1 , T;;,(M) ~ Tm(M) e <py1 (w1 ) E Tm(M) 
,Y1 (w,) E Tm(M) 
Este produto interno sobre T~ (J'J) pode ser usado para definir um produto 
interno sobre A~(JH) = AP(T;;,_(M)) a p-ésima potência exterior de T;;,(A:f). Dado 
uma base ortonormal w1, ... , w11 para T;_ (.~f) 1 declaramos que os elementos 
formam uma base ortonormal para EIJA~(M} 
p:=oO 
(dimC\i:,(M))~ (;) se pS,v 
dim(Ai:,(M)) ~O se p >v). 
" 
Assim temos definido um produto interno no espaço 211-dimensional, EB A~ (JJ) 
p=O 
de forma que cada um dos subespaços A~(M) (;)-dimensionais sã.o ortogonais 
aos outros. Com esse produto interno (denotado por{-,·}~) temos 
(<p(X1 ) 11 ... 11 <p(X,), I'(Y1 ) 11 .. . I\ <p(Y,))i:, ~ det((X, lj)) 
onde tp é o isomorfismo tp: Tm(M)--)" T:;,(M) acima definido. 
3.1 Integração 
3.1.1 Definição (Elemento de volume). Como a variedade JJ é orientável1 
então é possível definir uma v-forma nã.o nula. J-l globalmente em .H. Podemos 
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escolher tal de forma que (f.t, f.t} = 1 (elemento de volume unitário), então num 
sistema de coordenadas locais esta tal v-forma é dada por: 
!L = .,j9d.T1 A ... A dx" 
onde definimos o símbolo 9 = det(g;j) e 9ij = 9m ( aa, aa). 
x 1 xJ 
Seja f3 uma v-forma definida em um conjunto aberto e limitado de JRv e 
suponha que suporte(/3) está. cont-ido em um subconjunto fechado D C IR/. 
Definimos então 
onde b é a. funçã.o real dada em /3 = bd.r,1 A ... A dxv. Considere agora uma 
varieda.de Cc<J orientada e uma v-forma a sobre J1 tal que]{= suporte( a) é um 
subconjunto compacto de .M. A compacidade de K assegura a existência de um 
" 
número finito de cartas locais { ( l.pi, ui) H~1 em I'vf' tais que f{ c u U; e 'Pi( U;) 
i=l 
é um subconjunto limitado de IRv para cada i. Assegura também a existência de 
funções p; E C00 (.li{JR), i= 1, ... ,_1\r com suporte (p;) CU;, O :S p; :S 1 e 
" :2::::>;(m) = 1, para todo m E 1{. Atra\·és de uma troca na ordem das coordenadas 
i=l 
de tp;, podemos assumir que o bull-back c.pi(dx1 A ... A dxv) é múltiplo positivo 
da orientação. Definimos então a integração da v-forma 
r a= t f ('Pi')'(p,a) J.v i=l 'P(U.-) 
os detalhes a respeito de existência das funções p; e o fato que a definição acima 
independe da escolha destas funções e da escolha da cobertura coordenada de f{ 
podem ser encontradas em Vi/arner [\V] ou [B]. 
3.1.2 Definição (Produto Interno). Notamos que até agora definimos um 
produto interno loca.l para a.s p-formas em Af. Como _Ué compacta podemos 
tornar esse produto 1nterno global da seguinte maneira: Sejam o e (3 dua.s 
p-formas, então 
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(cx,f3) = j)cx(m),f3(m))':nf1· 
O completamente de cada AP(M) respeito a este produto interno é um 
espaço de Hilbert o qual denotaremos por iV'(M). O diferencial exterior fica 
definido como um operador fechado sobre 71!(1\!l). Assim, 
d: D(d) c A'(M) ~ A'+'(M). 
O adjunto de d é denotado por d"', i.e., 
com 
{a, d,;J) = {d"'a, ,8) para a, ,8 nos respectivos domínios. 
1) .:"Jotemos que AP+1 (Jf) C D(d"'), pela própria definição de d*. 
2) Se d2 =O então d*
2 
=O. De fato para V a E A.P, ;3 E Aq 
O= (cx,d2 {3) = (a,ddf3) = (d"a,df3) = (d''cx,f3) 
logo J·' =O. 
3.2 O Laplaciano sobre AP(M) 
3.2.1 Definição. O operador Laplace-Beltra.mi .6.. em A:'(.H) é definido como 
operador fechado .6. = d*d + dd"'. -, ..., 
Notemos que ~ : A (M) -> A (M). 
3.2.2 Definição. Uma forma a é chamada harmônica se .6.a =O ou equiYalen-
temente, se do= O e d"'a =O. 
Definamos os seguintes conjuntos 
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~ (.M) := {p- formas harmônicas} 
f\;;( ;V!):= lm[d: D(d) c A'-1 (:\1) __, K(M)] 
J\;;.(J1) := Im[d": D(d') c K+l(M) c--+ A'(M)]. 
Estes subespaços serão usa.dos para. decompor iV'(A1) como o seguinte teo-
rema. mostra, este teorema não é mais que o "teorema de Hodge:'. Só o enuncia-
remos, pois sua. demonstração está bem ilustrada no livro de \Varner [\V]. 
3.2.3 Teorema (de Hodge). Sejam A'(M), Aif(M), A~(M). A;(M) e 
JG.(JI) definidos como acima. Então 
(i) A'(M) = A~(M) EB A;(M) EB J\;;.(M) 
(i)' AP(M) = Aif(M) EB A~(M) EB A~.(M) 
(ii) ker(d: A'(M) __, A'+1(M)) = Aj',(M) EB A:(M) 
(iii) Aj',(M) =li';, (I'>'!) é de dimensão finita. 
3.2.4 Corolário ao teorema. b,(M) = dim(ker(L'.[M(MJ)). 
A~(Af) é por definição ker(.6.IAP(M)) e por (ii) do teorema. 3.2.3 
W(M,JR): = ker(d: ,\'(M) __, A'+'(,\1)/ 
Jm(d: ,v-'(Jf) __, A'(M)) 
:\if(Jf) EB A~(!1!) /A:(Jf)"' Aj',(M), 
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assim, por (iii) do teorema 3.2.3, HP é de dimensão finita e igual à dimensão do 
núcleo de D.IAP(M)) pensando este como um operador auto adjunto sobre o espaço 
de Hilbert 1\"(M), ou como um operador diferencial definido sobre p--formas di-
ferenciáveis. Com isto termina a demonstração. • 
3.3 Operador de Hodge. Definiremos o operador de Hodge denotado 
por *· Seja V um espaço vetorial v-dimensional com produto interno e com 
uma orientação fixada. Vamos definir, para cada p, um operador * : AP(W) ------t 
A11-P(V), chamado operador de Hodge, que terá um papel essencial nas nossas 
considerações futuras. 
Este operador é obtido estendendo por linearidade a aplicação 
é uma base ortonormal "positiva1' de V e {i1 , ... 1 i 11 } a base dual em V" e os 
índices ]I 1 ••• , iv-p são determinados a menos de permutações pares pela condição 
de que { x; 1 , •.. , x;P, x j 1 , ••. , x i~-P} seja também uma base positiva para W. 
* é caracterizado pela condição 
Agora definimos * em uma variedade riemanniana orientada compacta 1'vf. 
Temos observado que a orientação de Af induz uma orientação em cada espaço 
tangente e portanto para cada x E M é definido o operador de Hodge 
o qual induz um operador a nível de formas 
3.3.1 Proposição. Seja J1 a forma de volume sobre uma variedade riemanniana 
orientada. Seja qualquer J E AP(T;;,(M)), então aqui existe um único elemento 
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(1) 
para qualquer o: E A''-P(T;(J\1)). Ademais, *tem as seguintes propriedades: 
a) •(a + ;3) = •a + •,3; •(f a)= f(•/3) para f E A0(T•(M)), 
b) (*<>,•13)~;' = (a,;J);;,, 
c) a E A'(M), ;3 E A"-'(M) então (•a,il) = (-1)'1"-Pi(a,•/3), 
d) se a E iV(I\1) então* *O:= (-l)P(v-p)a
1 
e) a 1\ (•il) = (a,;J)fnl' para todo a,(3 E A'(M) 
f) a 1\ *<> = llaii!,,P· 
Demonstração. O lado direito de (1) (/3 1\ a, fl·)~t = ..p( a) é um funcional linear 




(;3/\(a+q),p):;.= (;J!Ia+cfl/1 1,p):;. 
- (fJ 1\ o, p):;. + c(;J 1\ -y, p):;. = cp(a) + ccp(7) 
tp é bem definido 1 e assim por dualidade, existe um único elemento *f3 de 
A"-'(T,;;(M)), tal que (a, •f3)':c.-' = cp(a) = ((3 1\ a, p)':c, 
(a) 
logo •(;3 + 7) = •3 + q. 
igual •(f a)= f(•a), f E .\0 (T,;;(M)). 
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(a, •!3)';;' + (a, *7)'::' 
(8 1\ a, p):;. + (, 1\ a, p):;, 
(13 1\ a+ 7 1\ a, p):;. 
((13 + 7) 1\ a, p):;. 
(a, •(fJ + 7))';;' 
(b) Seja w1 , ••• ,wn uma base ortonormal de T~(M) com f.l = w1 A .. . Awn-
Então observamos que pela definição de * 
onde 
i1 < ... < ip e j 1 < ... < jv-p é o conjunto complementar de {i1, ... , iP} 
e 1r é o sinal da permutação que leva (l, ... ,p) em (i1 , .•• ,ip) e (p+ l, ... ,v) 
em (jt, ... ,jv-p)· 
Assim * leva uma base ortonormal de LV(.A1) em uma base de N'-P(.Af), 
logo (b) é válido. 
(c) (,6, •o) =(o 1\ (3, p) ( -1 )'I"-') (3 1\ o, I') 
( -1)'1"-'l(a, *f!). 
(d) Pomos em (c) ;3 = HY, a E AP(M") então *a E A"-P(.M), segue 
(•a, *") = ( -1 )'1"-'i(o, **o). 
Por (b) (•o, *") = (o, a) = ( -1 )'1"-P) (a,** a), logo **a= ( -1)'1"-'la. 
(e) como a: 1\ (*!3) = 9f.l para alguma função g e como 
então 
g= (et/\*J3,p) =(*$,*o)= ((3,a) = (a,/3) 
a 1\ (*8) =(a, (3)p 
Poderíamos ter definido * como a: A H-._= lla:Wp, como outros textos fazem. 
Também podemos definir o produto interno, 
(a.,B) =r (a(m),;J(m));;,l' = r o(m)/\*f3(m). Iu 1.-w 
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3.3.2 Proposição. (a) d*a = ( -1)"+vP+I * d *a se a E A'(M), 
(b) ll. *a= +ll.a 
Demonstração. (a) Seja a uma p-forma e (3 uma (p-1 )-forma arbitrária, então, 
pelo teorema de Stokes, a v- 1 forma /3 A *Ct obedece JM d(.B A *et) =O pois .\f 
é compacta. 
como 
0= r d(,BIIM) lu 
L d(l 11 •a 




r d811+a+(-1)P-1 r fllld(M)) (2) 
)M }M 
J, (d,3, a):;,!L = (dB, a) = ((3, d* a) 
M 
isto porque d *a E A"-P+ 1 (.M), então pela. proposição :3.3.1 (d) 
(-1)1P-1 ii"-P+ll jMf311+(+d+a) 
( -1)(p-I)("-P+l) L ((3, +d * a)ml' = (-1)(p-l)("-p+li(B, +d *a) 
e por (2) temos 




((3,d'a) -( -1 )"I,- 'i (;3, *d * a) 
( -1 )"'. ( -1)-"( -1 )1 ((3, •d *'') 
( -1 )"'+"+! (jl, •d *a) 
d*cx ( -l)"'(P+ll+l * d *o: 
b) se v é par então por (a) d"'a =- * d *a 
entã.o ~ = ( -d * d * + * d * d) e seja. ô.,_P = ô.IA"-P(AI) 
Ôv-p * a -[d * d * *" + •d * d * <>] 
-[(-1)'1"-P)d *da+ •d• d• a] 
*D.Pa - -[*d*d*a+**d*da] 
como d *da E N'-P(J\.1) entã.o 
* L>,a = -[•d * d *a+ ( -1)'1"-')d *da] 
com (3) e (4) !::::.v-p *a= *D.pa· 
Se v é ímpar de forma análoga segue-se 
(-1)'[d•d•-•d•d] 
d"d *a+ dd"a = 
(-1)'[•d•d• a- d•d• *O] 





logo *..Ó. = 6.*. 
3.3.3 Proposição. a) d e d* são opera.dores adjuntos, i.e., 
(dw,T) = (w,d"r), para todo w E A'-1(M), TE A'(JVI). 
b) 6. é um operador a.uto-a.djunto, 
c) .6. é positivo. 
Demonstração. (a) 
d(w fi H)= dw fi H+ (-l)'-1w fi d(H) 
= dw fi H+ (-l)P-1w fi d(H) 
dw A *T + ( -1 )P-l+(v-p+I)v+{v-p+l) W A * * d"'T 
I 
como d·r E A'-P+'(M) 
por 
=dwA*T-fwA**d*T pOis **W=(-1)P(v-p)w 
d"' (-1)v(p+l)+l * d* 
dw A *T + ( -1 )P-l+(v-p+l)v+(v-p+l)+v(p+l}+lw A *d'"r 
dw A *T- w A *d"T 
pelo teorema. de Stokes, temos 
0= J. d(wfl>r)= J. dwfiH+ J. wfiH=(dw,r)-(w,d·r) 
M M M 
b) .6. é o operador auto-adjunto para a,/3 E .1\.P(M) 
(i'.a, (3) (dd·a + J•da, .8) = (J•o, d• p) + (da, d,9) 
(o.dd"(3) + (o,d.d(J) por (a) 
(o. (dd" + d"d)f3) 
(o. i:; f]). 
c) (~a, a) ~ (dd'a + d'da, a)~ 
~ (d'a,d'a) +(da, da) 2 O. 
3.3.4 (Teorema da Dualidade de Poincaré). 
Seja kf uma variedade qualquer compacta orientável de dimensão v, então 
ou 
Demonstração. 
Hi,JR(M) x H;,-};.(:11) ___,IR 
({1'),{,&}),__, L"'I\,P 
define um funcional bilinea.r (este funcional depende da orienta.çã.o de .lf). tp 
e 1/J são formas fechadas e são harmônicas. Representaremos uma classe de 
co homologia por {I'} em H:,JR(M) e { ?jJ} em H';<'(M). 
Demonstraremos que esta função é bem definida. Se 9 1 é uma. representativa 
da classe de Rham {t;:}, então tp1 = tp +de para a.lguma forma ê: e pelo teorema 
de Stokes temos 
1)?1A'Ij_J= 
M 
r "'1\ ,p + r a(, 1\ aw) + r dcp 1\ ,p ~ r"' 1\ ,p 
JM f~1 Ju lm 
é bem definida .. Demonstraremos agora que a função é não singular. 
Seja { tp} E Htr_(111) uma classe de co homologia nã.o nula, temos que achar 
uma cla"e de cohomologia não nula { t,6} E H'ú,-'(M) tal que ( { cp}, {t,6}) I O, 
escolhamos urna estrutura riernanniana sobre Af. Assumamos que )J é a repre-
sentante harmônica de { )J}. segue-se de que a. classe de cohomologia { t.p} é não 
nula, )J não é identicamente nula. 
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Como *Â = Â* segue-se que *lp é também harmônica e portanto é fechada, 
(ó..a =O {:}da= O e d*a = 0), e como *IP é o representante de uma classe de 
cohomologia {•<p} E H'R-p(lvf). Agora 
({,},{•,})~ L<pl\<p~ II'PII'c~o 
assim a função é não singular e o isomorfismo segue. • 
3.4 Super-simetria 
Para. concluir este capítulo faremos algumas aplicações de super-simetria 
(Susy). 
Observação da seção anterior. 
Se v= 4k então*: A2"(.H)--+ A4"-2"(Af) obedece 
*2 = ** = (-1)2k(4k-2k) = 1, 
pois f'..~ -(d•d•+•d•d) 
Podemos entã.o simultaneamente diagonalizar .6. e * e 
ó :~ dim{l'/ f'.. I' ~ O, *I'~ I'}- dim{fl./ f'..p ~O, *I' ~ -p} 
é de interesse em outros contextos sendo chamado índice de Hirzebuch de ;.\1. 
3.4.1 Definição de Super-Simetria. Consideremos o espaço de Hilbert H e 




ent.ã.o, dizemos que (H, .6.. P, Q) tem super-simetria .. 
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Observações. Pé auto-adjunto, P2 =I, P tem só 1, -1 como autovalores. 
Designaremos os auto-espaços associados dos autovalores, 1, -1 
Então temos a decomposiçã.o 
Hj :={I' E 1-i I Pcp = -cp) 
Hb := {I' E 1-i I Pcp = +I'} 
1-i = H1 6l H, 
e sejam os autoespaços de Q com autova.lores ±v'1 
H+>= {I' E 1-i I Qcp = ../).cp, À autovalor de L>.} 
H __ ,= {I' E 1-i I Qcp = -../).cp, À autovalor de L>.}. 
Pela decomposição (5), podemos escrever 
(5) 
onde llb e 11 1 são operadores identidade em Hb e H1 respectivamente, como P 
e Q anti-comutam e Q é auto-adjunto, então Q tem a forma.: 
onde A é um operador que aplica Hb em H1 e seu adjunto aplica H1 em Hb. 
Isto implica que 
Q: H1 _____, Hb 
Q: H,_____, H1 
.6. pode também ser escrito pela. definição de super-simetria 
!'.=(NA O) 
O AA" 
assim, P comuta com .6. e H1. Hb sào inva.ria.ntes com respeito a .6.. 
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Seja À um autovalor de .6. e seja P>. projeção ortogonal de H sobre o cor-
respondente auto espaço. Identificaremos a projeção P>. e o subespaço P>. 7t. 
3.4.2 Teorema. Seja À> O um a.utovalor de .6.. Então 
H+>. e H-.\ sã.o auto espaços isomorfos de Q com a.utovalores ±v0: e rb, r f são 
auto-espaços isomorfos de P com autovalores ±1 e rb = H o n P). 1 r f = H1 n P).. 
Demonstração. Q e P comutam com 6.. pois 
Q' = Qfl = ilQ o=> flQ = Qil, e Q2P + QPQ =O por QP = -PQ 
entã.o Q2P + (-l)PQ2 =O 
logo Q2P = PQ 2 o=> ilP = Pil 
também comuta com ?;.,. Seja H±>. = (2·J:\)-1 (NI2 ± Q)P).. Observamos aqui 
cada H±\ são projeções sobre subespaços ortogonais de P).. Estes são auto-espaços 
associados a ±v0:. Também 
h= H,+ H_, e como H, n H_, = {0}, 
P, =H, 6l H __ , 
mascomo P,P=PP;, PQ=-QP, P'=I 
então 
P H±,P = H~- De fato 
P H±;P = P((2v0.)-'(J-'i' ± Q))P,P P((2v0.)-'(!i/' P ± QP)P, 
P((2v0.)-'(!il' P 'f PQ)P; 




(no caso em que eles sejam de dimensão finita isto significa que dim(H+>.) 
dim(H_,), então H,1 "'H_,). 
Mas com isto demonstra-se em caso gera.l que H+;, ~ H_;,. 
1 
De igua.l maneira rbf = :)(1 ± P)P>. são projeções sobre os auto-espaç.os de 
PemP;,. Assim,P;,=fo+f/emaisainda, f 0 nfJ={O} então F\=fber1. 
Também, como P>. comuta com Q e Q P = - PQ temos 
Q 1 
""( ,\-,Cl ;:'c, l"'' 2 ( Q ± p Q ) p, 
Q 1 
(,\'i')' ;2(Q ± (-1)QP)P1 
Q' 1 
(,\li')' z(l 'F P)P, 
1 
:;;:(1 'F P)P, = r 1, 
1 Q r Q r 
ogo Àl/2 bf À1/2 = fb 
isto mostra que fb R::l f 1. Fica demonstrado o teorema. • 
Como consideramos o espaço AP(M) um espaço de Hilbert, então aqui apli-
camos todas as propriedades de super-simetria 
ou geralmente 
Q,, K(M) ~ A'+ 1(M) 
Q, = d+d" 
p p 
Q' H= ffiA'(M) ~ ffiA'(M) =H 
r"" o p=O 
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e P é definido sobre '}-{ por PIAP(M) = ( -1 )P, então temos 
Q'=dd.+d.d=L':., P'=I 
e {Q,P) =O. De fato 
P(d + d•)w = P(dw + d•w) (-J)P+ldw + (-1)'-'d•w 
-l(d+d.)(-l)'w 
-(d + d•)Pw. 
Assim, ('H, .6., P, Q) tem super-simetria. 
-p 
para w E A (M) 
Aplicando o teorema de super-simetria para aut?-valores À> O de .6., entã.o 
como H+.\ :::::::H_), e ró::::::: f 1 temos 
"' ffi{ I" : """ = Ày L':.IMIMI p ímpar} 
p 
então 
2:: dim{ker[(L':.- ,\)IM(M)]} = 2:: dim{ker[(L':.- ,\)I."(M)Jl· *o 
P ímpar P pa.r 
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Capítulo 4 
O Laplaciano Deformado de Witten 
No capítulo anterior mostramos que os números de Betti de M são dados 
pelo número de autovalores nulos de ,0, ou pela dimensã.o do ker(.6.) definido sobre 
p-forma.s. Na prática é difícil calcular o espectro de .6.. Para isto a observaçã.o de 
\Vitten que os resultados das seções anteriores são válidos quando d, d"' e b.. são 
trocados por 
dt e-tf detf 
d~ etf d*e-tf 
' 
Onde t E IR e f é uma função de Morse. 
Como no capítulo anterior nos temos A~,, A~;(Af) e A~,(J11) e seus L2-fechos 
~JM),JG;(.M) e ~,(-~1) são definidos analogamente ao capítulo anterior. 
4.1 Super-simetria com o Laplaciano Deformado 
4.1.1 Teorema b, = dim[ ker (t.,jA"(M))] = dim[ker(L':./A'(M))]. 
Demonstração. Definamos d, : A'(M) _, A'+1 (M) 
e df: .v-1 (111)---+ AP(J\1) como acima. 
Então ker(d,: A'(M) _, A'+1 (M)) jrm (d,: A'-1 (M) _, A'(M)) ~ ~,(M) 
mas como 
ker(d,) = ,-'1 ker(d) 
Im(dt) = e-tf Im (d), assim que 
A';,,(Jf) 9' ker(d)/Im (d) 9' H'fR(M), 
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E verificamos o resultado. 
Note que todas as propriedades de super-simetria também valem para as 
deformações 
" Q, = d, +a; definido sobre ffiA"(M), 
P: A'(M)--> A"(M) 
a~(-l)'a 
Pa = (-l)Pa 
Q? = .6.t 
logo ( ffip !\! ( 1l1), L\t, P, Qt) tem super-simetria. 
Então os resultados das propriedades de super-simetria obtidos anterior-
mente são válidosl e implicam que 
L dim(ker(t>,- >.)jA'(M)) = L dim(ker(t>,- >.)/A'(M)). 
p ímpar P par 
No teorema 4.1.1 obtivemos que para estimar bp é suficiente estimar a di-
mensão de i\1,(M) = ker(.6.t/A"(.A1)) para qualquer t. A idéia principal do 
método de Witten é estimar quando t --+ oo empregando o chado limite semi-
clássico para o operador L\t. 
Os autovalores de 6t podem ser usados para calcular a dimensão de 
ker(.6.tfK(M)) para um grande t. Uma consequencia ao estimar os números 
de Betti dessa forma produz as desigualdades de Morse fracas. 
Estudando .6.tf AP(M) no limite t --+ oo, seremos capazes de calcular que o 
número de autovalores Ek(t) obedecendo lim Ek(t)jt = O é mp, enquanto que o ·-= número de Ek(t) =O é bp então mP ~ bP. Todos estes resultados obteremos na 
seção seguinte. 
Para prosseguir precisamos encontrar uma expressã.o de L\t, a qual torne 
clara a regra de comportamento de pontos críticos de f. Para isso obteremos 
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algumas propriedades. 
4.2 Operadores a', (a')'. 
4.2.1 Definição Seja E um espaço vetorial e E um elemento para qualquer p 2: 1, 
definimos uma aplicação linear 
chamado contração por c: como segue: 
(a(c)a) (E, ... ,Ep_,) =a(E,E1, ... ,Ep_1) 
para qualquer a E AP(E") e c:~, ... ,Ep~l E E. 
Empregando coordenadas seja E um espaço vetorial que tem dimensão p, 
fixamos uma base { e1, ... , eP} de E, tomamos a E AP(E"') e um elemento ê = 
p 
Lxjej de E. 
Temos (a(ê)(a))(e1 , ... ,ê;, ... ,e,) 
p 
2::( -l)i-1x;a(e1 , ... , e;, ... , ep) 
i=l 
p 
a(L: Xjej, e1 , ... , ê;, ... , eP) 
j""l 
onde ê; significa e; é omitido~ segue-se a E AP(E*), existe um escalar c tal que 
a= c(ei 1\ ... I\ e;) 
p p 
a(Ex;e;)a = 2::(-1) 1~ 1 cx,;e~ A ... 1\ ê'[ A .. . I\ e; (1) 
i=l i=l 
segue-se as que formas e~ A ... A êi A ... A e; i = 1, ... , p, formam uma base para 
Ap-l(E'). 
Definição do operador contração para uma. variedade li.J. Para qualquer 
a E :V(T;(..Li\.1)) a contração de a pelo campo vetorial ê é da forma a(c:)a tal que 
((a)(e)a)(ê) = a(o(.r))(a(x)); x EM, E E T(!lJ) 
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Aqui calcularemos explicitamente a( 8~Ja, quando dim(Tx(A1)) = p, {xi}i=l, ... ,p 




são campos vetoriais sobre U tal que { :x} __ é uma base para Tx(M), (sua 
1-l, .... p 
base dual é {dx'(x)}f~r de T;(M), para qualquer x EU). 
Então com a notação 
a(à~i)a =a'( a) 
calculamos a; quando a = dxii A ... A dxi". Entã.o por definição ai( dxi1 A ... A 
dxjP )(ElJ ... 1 Ep~d = 
(a(à~' )axh 1\ ... 1\ dxi') (E1 , ... ,E,_1 ) = 
. . ( à ) = (dxJ1 1\ ... A dxJ") Bxi'e:1 • •• ,e:P_1 ,ét 1 - •• ,Ep-1 E T(j_V) 
. à 
= det(d.x"(e;)) onde i= 0, ... ,p-l,e0 =-à .
x' 
p 




a'( dxi1 A ... 1\ dxiP) = 2.:) -1 )k-1 g'ikdx.ii A ... A dxfk 1\ ... A dxjP 
k=l 
onde gii = (d:r:i, dxi) é a métrica. de T;( .M) note que g>"J- e g;j são matrizes inversas. 
Definamos o operado adjunto de a; denotado por (a1)* 
(a')" : A'(M) ~ A'+r(M) 
a f--t (ai)*( a)= dxi 1\ a 
Aqui os operadores a', (a 1 )~ são operadores de grau ~1 e 1 (com respeito à p--
graduação). Também é fácil provar que a; é antideriva.ção de ~\(T~(.i\1)) de grau 
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-1, isto é para todo a,j3 E A(T*(M)) temos 
a'(o)(a 1\ jJ) = (a'(o)a) 1\ jJ + ( -l)"''u(a)a 1\ (a'(E)(;J)) 
No que segue assumiremos que as formas têm suporte compacto numa região onde 
o sistema de coordenadas está definido. Concluimos o seguinte 
4.2.2 Teorema . .6.t tem a forma 
Li,= D. + t'[ldfll' +tA 
onde A é um operador de grau zero. Se a métrica é plana em alguma VI-
zinhança. Então (num sistema de coordenadas local ortonormal), x\ ... , x"', 
"'( 8'! ) . . A= L, 8x'8xi [(a')',a']. ,, 
Demonstração. dto:= e-tf detf o: = da+ tdf A o e 
aj =L &fdx' 
8x• 









""' = {a,, a;J = {a, a·J + 1 a, t L ra'J + 1 t L MaT, a·J + 1 t L J,(a'J", t L J,a'J 
ondeA=A1 +A; ,A1 ={d,L!Jai) 
J 
6, =Li+ t' LfdJ{a', (a'rJ +tA 
i.j 
;=1 ;=l 
Para demonstrar que A é um operador de grau zero, introduzimos o operador 
derivada 8; em coordenadas locais, definido por 
(L · ·) ~ÔU·· · . . . )1 Jp - )1---Jp Jl Jp 8, . _ uJt---Jpdx A ... Adx - _ .:......J _ éJxi dx A ... dx 
J1<---<Jp )1<---<Jp ; 
então d esta definido por 
Assim A1 ~ {L(a')'ô;,Lfiai) 
1 
~ L{(a')'ôdia') usando {AB,C) ~ {A,B)B+A[B,C] 
i.) 
~ L[{(a')',J,a')ô; + (a')"[ô;,j5ai]] 
Ll 
~ L g'i j;i]; + (a')-[8;, J;ai]. 
; . ' '-v-----" . A, 
Agora A2 é um operador de grau zero envolvendo derivadas de segundo 
ordem de f e deri-.;adas de gii, assim 
A~ A, +A; ~ - L[ô;, g'i iJ] +A,+ A; 
i,j 
De fato como d' ~L( -ô;)(a') 
- {L{(-ô,)a',!J(ai)') usando {A, BC)~ B{A,C) + [A,B]C 
- L Ô;gij fJ + A; 
A - L[ô;.g'1 !J] +A,+ A; 
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é um operador de grau zero. Para calcular a expressão de A em pontos m onde 
a métrica é plana) (i.e. g;j = f/i em uma vizinhança de m num sistema de 
coordenadas adequado) voltamos à expressã.o 
onde fij = 
assim 
A,= :L{(a')',f1a1)8, + (a'J"if;,fiai]. ,, 
i=j 1.) 
1.) 
Nestes termos .42 é Hermitiana. desde que fij é simétrica) e 
i,j i,j 
i.j 
- "" a2 f f[( ')' 'I" ~ 8xi8xi a 'a · 
'·' 
Os cálculos acima de A em geral nã.o sã.o inteiramente satisfatórios, ma.s 
isto é suficiente para provar que A é operador de gra.u zero e calcular sua forma 
explkita para pontos especiais. O formalismo com derivadas covariantes é feito 
no apêndice. 
ô4 
4.3 Demonstração das desigualdades de Morse. 
Seja M uma varleda.de compacta orientavel sem bordo, f uma função de 
?1.-forse em Af, provaremos as desigualdades de Morse. Para isto escolhemos uma 
métrica Riemanniana sobre Jf e aplicaremos todas as considerações do Capítulo 
1 para o operador ...).t :::: .6.. + (!lldfW +tA definido sobre p-formas para estimar 
a multiplicidade do autovalor nulo, (i.e dimensão do ker(ilt)), para um grande t. 
A função lldfl[2 anula-se só num número finito de pontos onde f é uma função 
de Morse, e A é um operador de grau zero. Com algumas alterações aplicaremos 
o teorema do limite semi-clássico. Escolheremos uma métrica de uma maneira 
muito especial dependendo de f. Pelo lema 2.2.2 de Morse do capítulo 2 temos 
que se {m("}}~=l sã.o pontos críticos de f com índice de m(a) (igual a ind(a)) então 
existe, uma vizinhança. de cada m(a) e um sistema de coordenadas x 1 , •.• , xj) tal 
que 
f = X~+···+ X~-ind(a) - X~-ind(a)+1 - ···-X~ 
com f escrita no sistema de coordenadas de Morse. 
4.3.1 Proposição. Uma \'ariedade diferenciável M (Hausdorff e com base enu-
merável) possui uma métrica Riemanniana. 
Prova. Seja { tpa} uma partição da. unicidade de M subordinada a uma cobertura 
{Yc,,} de ]V[ por vizinhança coordenadas. Isto significa que {Va} é uma cobertura 
localmente finita (i.e.: cada ponto de 1Vf possui uma vizinhança U tal que Un V"' =/: 
0 apenas para um número finito de índices) e que {tp,.J é um conjunto de funções 
diferenciáveis em .M satisfazendo: 
1) I.Pa ~O, f.Pa =O no complementar do fecho V Ci· 
2) Ltp"'(~.p) = 1 para. todo p em Af. 
" 
É claro que podemos definir uma métrica Riemanniana (, )ac em cada Va: a 
induzida pelo sistema de coordenadas. Façamos então (u,v)p = LY"a(p)(u,v); 
a 
para todo p EM, u. v E Tp(Jf), É imediato verificar que isto define uma métrica 
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Riemanniana em M. 11 
Em particular então em nossa variedade orientável compacta sem bordo, 
escolhemos uma métrica. plana nas vizinhanças de mC"l. Já que os pontos críticos 
são isolados, então podemos juntar as métricas definidas em ca.da vizinhança dos 
pontos críticos e com uma métrica. arbitrária definida nas outras regiões fora de 
cada vizinhança. 
É fá.cil escrever a expressão abaixo do operador .Ó.t dado pela métrica plana 
em coordenadas de ::\1orse em uma vizinhança de cada ponto crítico m(a) pelo 
Teorema 4.2.2 
.6.1 -.6. + e11(2x1,2.rz, ... , 2xv-ind(a), -2xv-ind(a)+ll ... , -2xv)ll2 +tA 
~' -~ + 4t'x2 +tA. 
" Aqcüx'=2.:::Xi, iE{1, ... ,v-ind(a),v-ind(a)+l, ... ,v} 
i=1 
Calculando 
[ 8'! ]=2 8xJJxj 
100 ... 00 
010 ... 00 
000 ... 10 
o 
(v- ind(a)) X v O 
-1 o ... o 
o -1. .. o 
o o ... - 1 
ind(a) X v 
v-ind(a) v 
Então~,=-~+4t2x2 +2t L [(a'r,a']-2t L [(a')',a']aqui~estadefinido 
i=l i=v-ind(a)+1 
sobre p-formas como segue 
Definamos ff{(a) sobre 1\P(IRv) por 
][{(a)=-~+ 4x 2 + A(a) para t = 1 
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~J-ind(a) ., 
onde A(o) = 2 L [(o')',o'J- 2 L [(o')<, o'] 
i:=l i=v-ind(o.)+l 
Fazendo todos os passos do capítulo 11 os valores assintóticos dos autovalores 
de Llt são dados em termos do espectro de EBa. ][{(a) o qual agora calculamos. 
Sobre p-formas, -Ll+4.r2 atua como um operador escalar, i.e atua da mesma 
forma sobre todas dx;1 A. ... A. dx;P. Assim, seus autovalores são os do ossila.dor 
" ha.rmonico, ou seja. {Í: 2(1 +2n;); n 1 , ..• , n., E {0, 1, 2, ... } }. Para cada um destes 
•=1 
autovalores existem v!/(v- p)!p! auto formas independentes dadas por 
onde 1f é o autofunção correspondente do oscilador harmônico. 
4.3.2 Proposição 
[( ')" 'Jfd:r· A d. -{ fd.T;,A ... Adx;,, iE{i~, ... ,i,) a 'a ,, ... A x,, - fd d . d {. . } 
- X;1 A. ... A. .X;P, l y:: l1, ... , lp 
Demonstração. Fazendo para {i1,i2}, usando os operadores (ai)",ai localmente 
((a')"a'- a!(a'rJ(fdx;, A d.x;,) 
como (a')"a'(fdx;, A dx;,) 
e (a')(a')"(fdx;, A dx;,) 
(a')"a'(fdx;, A dx;,)- (a')(a')'(Jdx;, A dx;,) 
(ai)*(fg;;,dx;~- fgii2dx;,) 
fgii'd.'C; 1\ dxi2- fgii2dxi A. dxh 
ai(Jd:ri A. dx;
1 
A. dx;2 ) 
f g11 dx;, A. d.Ti
2 
- f gii, dxi A. dx;
2 
+ f g''2 dx' A. dxi, 
[( ')" 'Jfd . d . = { fd.x;, A dx,,, i E {i, i2 ) a . a '" A x, fd d . d {. . } 
- X;1 A. X;2 , Z y:: z1 , Z::t 
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Então em geral temos: 
p 
(ai)* L( -1 )k-1 f /;k d.Ti1 1\ ... 1\ dx;k 1\ ... 1\ dxip 
k=1 , 
I: ( -1 )k-1 f giikd,Ti 1\ dXi1 1\ ... 1\ dx;x 1\ ... 1\ dx;P 
k=l 
a;(fdxi 1\ dx;, 1\ ... 1\ dx;p) = fgiidx;
1 
1\ ... 1\ dxip 
p 
+ 2:::( -1)k Jgiikdxi 1\ dx;
1 
1\ ... 1\ dx;k 1\ ... 1\ dx;P 
k=l 
Então destas duas igualdades e usaudo a métrica pla.na temos demonstrado o 
resultado. • 
Notamos que A(") age diagonalmente sobre estas autoformas e da proposição 
onde .\,(i1 , ... , i,)~ #(In K)- #(J n K)- #(In L)+ #(J n L) 
com I~ {i1 , ... ,i,}, J ~ {l, ... ,v}\ I, I<~ {l, ... ,v- ind(a)} e L~ {v-
ind(a)+l, ... ,v}. 
" 
Assim o espectro de Jl((<~) é {"2::2(1 + 2n,) + 2Àn(i1, ... , iP); n1, ... , n.., E ffil} e 
i=l 
1 :::; i 1 ::=:; i 2 :::; ... :::; iP ::=:;v e o espectro de ffi.JK(a.) é a uniã.o dos espectro de cada 
IJ{I"I. 
Estamos interessados na multiplicidade do autovalor zero, i.e. a dimensão 
do nucleo de .6..t. 
Dos resultados acima temos que Àa.(i 11 ... , iP) = -v só quanto ind(a) = 
pe {i1 , ... ,i,} ~ {v-ind(a)+l, ... ,v}. De fato temos I~ {v-ind(a)+ 
l, ... ,v}, J~{l, ... ,v-ind(a)} 
K~{l, ... ,v-ind(a)} e L~{v-ind(a)+l, ... ,v} 
entãD .\,(i1 , ... ,i,) O - (v- ind(a)) - ind(a) 
dim(ke<(IJ{I"I /A'(W))) ~ I. quando {1, 2, ... , v - ind(a)} 
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-v. Assim, 
= {it, ... ,ip} e 
ind( a) # p, >.,(ir, , .. , >.,) = v então dim(ker(JI<(o) j A'(JW))) = O (i.e. nenhum 
dos autovalores de ][((a) é nulo). 
Assim no caso em que ind(a) = p, existe um autovalor Àa(i1 , ... ,ip) 
" 
tal que Í::2(1 + 2ni) + 2Àa(i1, ... , ip) O para algum ni E N entã.o 
i=l 
dim (ker(JK(a.)/AP(JR))) 1. Portanto concluimos que a dimensão de 
ker(ffi.U<(a)/ AP(JR11 )) é igual ao número de pontos críticos de f de índice p 1 i.e. 
dim(ker(ffiJK(')/A'(lR")) = m, 
Agora estabelecemos o teorema do limite semi-clássico para p-formas sobre uma 
variedade. Sua demonstração é igual à demonstração do Teorema do Limite. 
Semi-clássico com pequenas alterações. Agora consideramos variedades e funções 
C 00 (A1) (J1 é uma variedade compacta de dimensão v). 
E~(t) são autovalores de f:).t/ AP(M), contando multiplicidade, e e~ sao au-
tovalores de EB J[{([l) / AP( !Rv), contando multiplicidade, então 
o 
(•1) 
Para t grande, é verdade que de (*1) não podem existir mais E~(t) iguais a 




Está provada a primeira desigualdade do teorema 2.:3.4 de Morse. 
Agora demonstraremos as outras desigualdades usando idéias de super-
simetria. Por (*1) conhecemos e~·p+l é o primeiro dos {e~,}~""1 diferente de zero. 
Para um grande t, E~(t) cresce como t para n 2: mp + 1. Dentre os autovalores 
{ Ef( t), . .. , E~P ( t)} sabemos pelo teorema 4.1.1 os primeiros bp autovalores são 
nulos. Aos autovalores restantes { Efp+I ( t), ... , E~p ( t)} chamaremos autoYalores 
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são nulos. Aos autovalores restantes {Efp+1(t), ... ,E~P(t)} chamaremos autova-
lores de baixo crescimento. Eles nã.o são nulos, mas são pequenos para t -t oo. 
Então empregando o teorema 3.4.2 e a igualdade *o, (i.e. para cada autovalor de 
' baixo crescimento, E; com p Ímpar existe outro E~, com p' par). Temos 
L (m,-b,) L (mp- bp) a.ssnn 
p ímpar p par 
" p 
L(-l)'(m,) L(-l)'b,+ L(m,-b,)- L (m,-b,) 
p=O P ímpar 
L(-l)'b,. 
p=O 
Seja o espaço :Zf (mr- bp)-dimensional dos autovalores de baixo cresci-
mento. 
" Seja Qt = dt +a; definido sobre EBAP(Af), como Ql = .6.t. Qt preserva o 
p=O 
auto espaço de Llt. Assim. 
" Além disso, segue-se o núcleo de Q1 e 6.1 coincidem, Qt é um a um sobre EB 2Zf. 
p=O 
Assim, Qt é uma aplicação um a um 
2j-l 2j 
EB íZ{- EB ~{ 
; ímpar ;·par 
J"') 
J"'O 
os quais implicam que as dimensões dos espaços do lado direito são maiores que 
a dimensão dos espaços do lado esquerdo. Então 
(m1 - b1 ) + ... + (m21- 1 - b2;-d < (mo- b0 ) + ... + (m,,- b2,) 
(mo- bo) + ... + (m2j- bzj) < (m1- b1) + ... + (mz,+1 - bz.>+ 1 ), 
o que é a segunda desigualdade do Teorema 2.3.4. n 
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4.4 Exemplos 
Nesta parte do capítulo pretendemos apresent.ar exemplos em variedades 
2-dimensionais, seguindo todos os passos da demonstração das desigualdades de 
Morse e encontrando de maneira explícita suas coordenadas para uma função de 
~·forse dada. 
Então pelo lema 2.2.2 no ca.so em que a dimensão de }vf é dois, e para 
uma função de Morse f : M --+ IR com ponto crítico p0 E M não-degenerado, 
podemos encontrar coordenadas de Morse para f. O faremos a partir de uma 
parametrização 1./J : ul ç IR2 ---+ Ví c .Af com 1,0(0, O) = PO· Seja 9 = f o v, um 
procedimento similar ao desenvolvimento de Taylor de 2ª ordem com fórmula 
para o resto dá 
g( x1 , x 2 ) = g(O, O) + g'(O, O)( x1 , x 2 ) + H(x, x 2) com 
1
1 82 
h11 (x1 ,x2) = (1- t)-
8 2
g(tx,tx2)dt 
o x 1 
11 i!' hu(x1,Xz)= (1-t) 8 iJ g(tx1,txz)dt o x 1 x 2 
11 i!' h22 (x1 , x2) = (1- t) 0 2g(tx1, tx2)dt. o x, 
E as coordenadas de Morse ficam dadas como lema 2.2.2 para no caso de dimensão 
dois, ver também [G.T.]. 
4.4.1 Exemplo. ?\a esfera S2 sep 
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uma função de Morse definida por 
(0, O, ±1) E 5 2 são pontos críticos nã.o-degenera.dos. 
Daí para encontrar as coordenadas de lvforse em ca.da. ponto crítico de f em 
52 , consideramos os segnintes abertos de 5 2 
Tome U = {(.r 1 • .r 2 ) E JR 2 : .r~+ .T~ < 1} e as seguintes parametriza.ções 
:Pl : u ---t 111 '-?2 : [/2 ---+ l·í 
(.r1.:r2) f----+ (.z·1,Y2. J1- .rf- .ri) Cr1, xz) f----+ (.r1, .r2, -J1- x~- -d) 
Então 
g = .f o Y2 : [/ c IR2 ---t IR 
com isto 
1 
hu(.Tt- .r2) = 3 
entào pelo Lema de }.Jorse 
(fi )' (fi )' g(xh .r2 ) = g(O, O)+ 3x1 + Tx' 
- '1. '1. g--1+v1 +u2 onde 
u 2 (.r 1 • x 2 ) = V:.r 2 são as coordPnada.s de ~.forse numa. vizinhan<~a do ponto crítico 
(0.0. -1). Pela. simetria da esfera, as coordenadas de lvlorse no ponto crítico 
(0. O, 1) são as mesmas. porém temos g = 1- u.j- u~. 
fi2 
Estamos interessados em encontrar o Laplaciano deformado de Witten na 
esfera S 2 com estas coordenadas e a métrica plana definida na vizinhança de cada 
ponto crítico e sua métrica usual fora de cada vizinhança. 
a) No ponto crítico (0, O, 1) fazemos a. mudança de coordenadas com as 
novas coordenadas: 
(fi)' a (fi)' a' (fi)' 2 2 , 2>, = - - - - - - + 4 - t (u + u ) -3 8uf .3 8u5 3 1 2 
Então J[{{o,o,t) definimos como segue: J[((O,O,l) = Ll1IAP(HP), p = 0,1,2 
Jf{(O,O,l) = _ 
1.- O espectro de JK(o,o,l) definido em ~0 (JR2 ) é 
então 
2.- O espectro de J[{(o,o,t) definido em A 1 (IR?) é 
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pülS 




j E {1,2} 
j rt {1,2} l'Sj"S2 
quando n1 = O, n 2 =O existe um autovalor nulo de multiplicidade um, ou seja 
b) Fazendo os mesmos cálculos no ponto crítico (O, O) -1) com a função 
g=-l+ui+'Ui então 
~, = -~ + t'ildfll' + 2t[(a1)'' a1] + 2t[(a2)'' a'], 
porém com a mudança de coordenadas temos 
(J:l)' (J:l)' . . + 2 3 t[(a'r.a'J+ 3 t[(a2 )",a2]. 
definindo JI\(o,O,-l) = ~d,\I'(IR2 ). 
1.- O espectro de JJ<(O,O,l) definido em A0(JR2) é 
quando n1 =O, n 2 =O existe um autovalor nulo de multiplicidade um, ou seja 
2.- O espectro de Jf{(o.o.-11 definido em A1(JR2) é 
entã.o 
ker ( JK(o,o,-1) /A1(JR')) = {0}. 
3.- O espectro de J[{(o,o,-l) definido em A 2(JR?) é 
quando n 1 =O, n2 =O existe um autovalor nulo de multiplicidade um, ou seja 
dim ( JK(o,o,-1) /,\'(IR')) =O. 
Agora definimos 
( ]]{(0,0,1) ffi J[{(0,0,-1))/ 0 < p < 2 w AP(JR') ' - -
e 
5(JI((0,0,1) EIJ][{(0,0,-1)) = S(JI<(O,O,l)) u S(JI<(0,0.-1)). 
E - 1 d 1· . · 1' · 1· E~(t) P d E'(t) • ntao pe o teorema e Imite sem1-c ass1co 1m -- = e,. on e ,. e 
t_,.oo t 
autovalor de l::l.t/AP(S2 ) e e~ autovalor de J[{(o,o,±l)fAP(JR2)· Aqui t~ E~(t) =O 
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só quando e~1 = e~1 = ( 4) \2(2n 1 + 1) + 2(2n 2 + 1) - 2- 2) - O para 
nl =o~ n2 =o. 
Como bP = dim[ker(t>,f:v'(S'))] e usando o fato de que 
HP(S2 ,IR)ce ker(:l,fA'(S')) então b,=O, b0 =b,=l 
çom isto existem bp autovalores de (D.1fK(S 2 )) obedecendo E;',(t) =O, quando 
n = 1, ... , bP (i.e. p = 1 não existe autovalor E~(t) nulo, mas quando p =O ou 
p = 2 existe um autovalor nulo). 
Disto concluímos que: 
ondemp=1pa.ra p=0,2 e m 1 =0 
pois quando p = O, p = 2 o operador (JI{(o.o.l) tt;JI{(o,o,-I))j
1
V(JR2) só tem um 
a1.Jt.oya.lor nulo, mas quando p = 1 n~o tem autovalor nulo. 
As outras desigualdades também obtemos de maneira aná.loga .. 




















Nós podC'mos cuconl r ar em cada ponto crit ico desta superfície parabolóides 
definidos em inlCI'\'a)os 8bertos c faremos com seu auxílio os cálculos como do 
exemplo aute1·ior, i.e., os pontos críticos 
As superfícies de re,oluçio de cada uma destas cun~ são pedaços de su· 
perficies de .\11• dado pela< ~eguintes ~uações: 
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Consideremos os geguintes abertos ele Af2 : 
c;~ {(x1 . r 2 , .r3 ) E .11
2 '.r2 >O, x1 E (b1 , b2)), 
1; ~ {(r1 .. r2 , 1· 3 ) E .11
2 'x, <O, -'1 E (b, b,)) 
1·5 ~ {(x1 .. r 2 ,.1· 3 ) E Jf': .r 2 >O,''' E (c1,c2 )}, 
e os abertos em IR 2 
[ I -{(·r o· ) E JR2 · r 2 < ,-2 x 4 + ·J ~ E (c c )) 2 . 1,·<2 .. 3 1- 1 -, '"'-1 b 2 ' 
68 
Então temos a.s seguintes a.plica.ções: 
~' ' U, C IR' ~ \I,:C''-C"'-'.~C.:1'--'--~ 
(.r1, .-r3) r------+ (.TJ, )o-o+ n2:r1 + Ctz:d. x3) 
+'5 : u~ c mz --t v5 c Jf2 
(.ri, .r3) ~--------> (-rt, /Jo + /3t:r + ;3z.tf, .r·-3) 
Com estas considerações encontramos a.s coordenadas de ).lorse com a. se-
guinte funçào de ).IOI·se 
.f' Jf2 ~ IR 
(.r1 , .r 2 . .c 3 ) ~ (6- .J,/2).rl- 6xl + ( -12 + 9,;2) 
( J2 . ) (J2 ) esta função têm pontos nlticos P1 = - 2 , :3/'2, O , P2 = 2 , :3/2. O 
( J2 ) (-J2 ) p, 2• -:Jj2, O ?4 = z• -3/2, O ? 5 = (0, J2, O) e 
P6 = (0, -Vi, 0). Encontramos as coordenadas de ::\Jorse em ca.da. ponto crítico. 
No ponto crítico P1 com a. defi11içã.o 9 1 temos 
e entã.o encontramos 
I h11 (x1 , x3 ) = G(6- 4J2)a2 , hl3(.r,. x3 ) = O e h33 (x" x3 ) = -L 
Também temos que 
pms o-z < O. 
Substitui-se 91 por -91 • então existe nma vizinhança de (V:, o) ta.l que 
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Para o ponto crítico P 3 seguem-se os mesmos passos anteriores usando r..p 2 e 
encontramos a função 
92 = -3/2 +ui+ u~ . 
De maneira análoga encontramos as coordenadas de Morse no ponto crítico 
P2 com a aplicação ;p3 
e 
l 
hn(x, x,) = 6(6- 4J2)7,, hn(x1, x,) =O e h33(x1, x,) = -1, 
então existe uma vizinhança no ponto (~'O) tal que 
onde u1 = 
e no ponto P4 usando <.p 4 encontramos 
94 = -3/2 + ui + u~. 
Também para os pontos de sela P5 , P6 encontramos as coordenadas de Morse 
usando as aplicações tps e r..p6 
Como no exemplo 4.4.1 encontramos a expressão de t:. 1 em cada ponto 
crítico com suas respectivas coordenadas de :\{orse. 
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2t 6(6-4J2)[o 2 1) [(a 1)",a1 ]-2t[(a2)",a2)]. 
Definindo JI{P, = b.J/A'(!R')' O<:: p <:: 2. 
+2( ~(6-4J2)[o 2 1)
2
+2:n 1 ,n 2 =0,1, ... } 
1 2 o( ][{P' /\'(IR'))= {z( 6(6- 4,/2)[o2 1) (2n1 + 1) + 2(2n2 + 1) ± 
±z(Jfi-:J2)[a,[)''f2:n1 ,n2 =0,1, .. } 
todos os autovalores sã.o nã.o nulos, então 
dim[ker(ff{P' W(IR')TI= O para p = 0,1. 
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e existe um autovalor nulo qua.ndo n1 = 01 n 2 = O e tem multiplicidade um. 
Então dim(ker(JI(P'/:\'(JR')) = 1. 
b) No ponto crítico ? 2 da mesma forma. que em (a) encontramos ~t usando 
a aplica.çã.o 93 e vemos que exist.e um autovalor nulo para 
c) ;,.1o ponto nítico P3 usa.ndo a aplicação 92 
~f= -
I ' + 21( 6(6-hN)[o,[) [(a1 )",a1] +2t[(a2)',o2 )]. 
Definindo Jf{P3 = 6I/AP(JR2), O::; p::; 2. 
( ) { (v6-4Vz )' b ][(P' /A'(JR') = 2 6 [0'2 [ (2n, +I) 
' ( /6- 4Vz) )' ' . ' } +2 V 
6 
[<d +2(2n2 +1)+2:n 1 ,n2 =0.1, ... 
todos estes autovalores são não nulos, ou seja, 
dim[ker(II\P' /:;'(IR'))= O para. p = 1.2. 
'·) ,_
2.- O espectro de ][{P3 definido em A0(JR2 ) é 
(J6- 4,/2) )' } -2 6 
lcd +(2n2 +1)-2:n1 ,n2 ~0,1, ... 
logo existe um autovalor nulo quando n 1 = O~ n2 = O e tem multiplicidade um 
ou seja, dim(ker(JK"' /Ao(JR')) ~I. 
d) No ponto crítico P4 da mesma forma que em (c) encontramos .6.t usando 
a aplicação g4 e podemos ver que existe um autovalor nulo para 
e) No ponto crítico P5 usa.ndo a aplicação g5 
1.- O espectro de li{"' definido em A0 (JR2 ) e A2(JR2 ) e 
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(
p, ) {·(J6-4Vz)'· 6 II< /A'(IR') = 2 6 (32 (2n1 + 1) + 
( /6-4Vz) )' } + 2 V 6 (3, + 2(2n2 + 1)- 2: n1o n 2 =O, 1, ... 
todos estes autovalores são não nulos, ou seja 
2.- O espectro de ff{Ps definido em A1(lli2 ) e 
( 
P; ) { (V6- 4Vz )' ' 6 JI{ /A'(IR') = 2 6 (32 (2n1 + 1)-
( /6-4../2 )' } -2 y 6 .82 +2(2n2+1)-2:n1 ,n2 =0,1, .... 
Aqui existe um autovalor nulo quando n 1 =O, n 2 =O e tem multiplicidade 
um, isto é, dim(ker(JKP, /.~'(IR'))= 1. 
f) No ponto crítico P6 , de maneira análoga ao ítem precedente, encontramos 
D.t usando g4 e vemos que existe um autovalor nulo quando ][{P6 / Al(JR.?) ou seja 
dim(ker(JI<P'/A'(IR')) = 1. 
Agora encontramos as desigualdades de Morse. 
s 
Definimos ( E9 IK P, /A r (IR')) para O S p S 2. Como 
t=l 
6 ) s ó(ffiii\P, = U 6(JI{P. 
1=1 ,=1 
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e pelas desigualdades (a) (no caso 2) e (b), temos 
pelas igua.ldades (c) (no caso 2) e (d), temos 
dim(ker(EBJI<P'/Ao(JR2))) = 2, 
t:=:l 
e pelas igualdades (e) (no caso 2), (f) temos 
dim(ker(EBJI<P'/A'(JR2))) = 2. 
,=1 
Aqui pelo teorema de limite semi-clássico o número de autovalores E~(t) de 
satisfazendo l
. E~(t) . 
2 rm -- = O e mp = para 
t-oo t 
e pelo teorema 4.1.1 existem bp autovalores de J::j,tf!\!'(_\! 2 ) obedecendo E~(t) = 
O para n = 1, ... , br Como M 2 é homotopicamente equivalente a 5 2 então 
H'(!Vf2 ) ""H'(S2 ) pelos teoremas 3.2.3 (corolário) e 4.1.1, b0 = b2 = 1, b1 =O. 
Com isto 
b,=dim[ker(t>.,fA'(M2))] < dim[ker@Jl{P'/A,(JR'J)] 
mP para p =O, 1,2. 
A terceira desigualdade de Morse é dada como segue: 
2 ( /6 - 4.;2) ) 2 e3 = 6 y 6 l<>zl + 6 
é o primeiro autovalor de ][{P1 EB JKP2 não nulo, então E,;( t) cresce quando t -t oo 
para n 2: 3, mas dos autovalores {Ef(t), Ei(t)}, apenas um deles é nulo, E{(t) = 
O, enquanto que o outro é chamado autovalor de baixo crescimento. 
( 
6-4.;2) )' ei = 6 
6 
~2 + 6 
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é o primeiro autovalor de JKPs (fj][{Ps não nulo, então E~(t) cresce quando t-+ oo 
para n 2: 3, portanto os autovalores {Ef(t),Ei(t)}, são nulos, e são chamados 
autovalores de baixo crescimento. 
é o primeiro autovalor de 1K PJ (f} Jl{ Po~ não nulo, E~(t) cresce quando t -+ oo para 
n 2:: 3, e os autovalores {Ef( t), E~(t)}, um deles é nulo, e o outro é chamado auto-
valor de baixo crescimento. Então temos quatro autovalores de baixo crescimento 
e pela igualdade (*o) temos 
dim(ker(2.1 - !.)/A'(M')) 
2 
dim(ker(2.1 - !.)/7\'(M')) + 
1 + 
mo- bo + 
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dim(ker(2.1 - !.)/A'(M': 
1 
(m2 - b2 ). 
Apêndice 
O Cálculo do Operador f:lt no Teorema 4.2.2 
com Derivadas Covariantes 
Como nosso operador Ü.t está definido em AP(1H), onde AI é uma variedade 
Riemanniana então tem sentido falar de derivadas covariantes e conexões. 
O formalismo de derivadas co variantes introduzidas em nossa variedade, nos 
dá uma nova fórmula para o operador .6.t. 
i\. ~ dd" + d"d ·'-t2 (d') 2 ' "· V 2 f[(a')" ai] I. · • :J T L...,t,J '·J , (O) 
aqui (df) 2 = gú(%f.) (g~.) é o quadrado do gradiente de j, calculado 
com respeito à métrica gij de .'kf e 'Vf..i f é a segunda derivada covariante. (Tudo 
isto feito num sistema de coordenadas ortonormais centradas em m ou, abrevia-
damente, s.n.). 
Para tanto faremos algumas definições e apresentaremos fatos de geometria 
riemmaniana. Indicamos por .ft (T(M)) o conjunto de campos de vetores de classe 
coo em M, o conjunto de p-formas denotado como AP(.i\.1) e por C00 (M) o anel 
das funções reais de classe C 00 definidas em 1\Jf. 
1. Definição. A derivada covariante ou conexão é uma aplicação 
V:!<' (T(J1)) x !<' (T(M)) 
(X, Y) 
e que satisfaz as seuintes propriedades: 
~ lê (T(M)) 
~ VxY 
i) VJXW'z = JVxZ + gVvZ se J,g E c~(M) 
ii) Vx(Y + Z) ~ VxY + VxZ 
(iii) V x(JY) ~ fVx Y + X(f)Y. 
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Existem muitas possJVets conexões em M, mas só se M é Riemannia.na, 
podemos selecionar dentro delas uma única conexão especial chamada conexã.o 
de Levi-Cevita.. Ent.áo as seguintes propriedades mostram que tal conexão é 
compatível com a. métrica j/: 
Existe e é única. uma conexào \l numa variedade Riema.nnia.na que é 
i) livre de torção ou seja 
'VxY- 'V, X= [X. Y]. 
e ii) é compatível com a métrica em Jf ou seja 
X(Y, Z) = ('VxY, Z) + (l~ 'VxZ), X, Y E X(TM). 
Demonstração. Vide Do Carmo [d.C.] ou Boot.hhy [B]. 
Escolhamos um sistema de coordenadas em ( :t· 1 , ::r2 , ... , .T 11 ) em torno de m. 
e escrevemos 
v Ô (v v) .'\.; = -ô . ' .'\;, .'\.j 
x' 
e g'.J a. matriz ilwersa para g;1 então uma ·wz que [X,., X.i]::::::: O ('V x.- = \7,) 
assim 
'V;Xj = Lr71Xk 
k 
r7i = I:r"(v,xj,x,). 
t 
Aqui rf.i .são chamados os símbolos de Christoffel da conexão. 
(2) 
Um caminho diferenciável ~/ : [O, 1] --+ Af é uma geodésica se o campo de 
aceler<tç~o \7..;.-)r =O. ao longo de ~f. 
É 11111 fato búico da. geometria Riemanniana. que para. todo ·rn E AI. pode-
mos escolher uma vizinhança. U de m e um número real E > O tal que V·V E T m (A!) 
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com IIV'II <E, existe uma única geodésica rv: (-2,2) _____, M satisfazendo as 
condições /v( O) = O e :Yil = V. O ponto ')';:r(l) E 1\11 será denota.do por expm( V) 
(exponencial de V). 
A geodesica 1 se escreYe então, r·( t) = expm (til). 
Note que exp
111
(0) = m e (dexpm)o(V) = 1v(O) = il. Uma aplicação do 
teorema da função iiwersa permite concluir que, Vm E 1\f e).,.'iste uma vizinhança 
ll' de m e um número c > O tais que exp111 aplica. a. bola de raio E centrada na 
origem de Tm("\J) (B~(O)) difeomorficamente sobre lV. Se {et, ... ,e..,} é nma. 
base ortonotmal de T 111 (Jf), ent ã.o 
expm ' B,(O) C IR" ~ W 
(.r\ .... .r"') f---+ exp
111
(.r 1 e1 + ... + :z:"e,_,) 
define um sistema de coordenada normais centradas em m. 
Teorema. Seja m um ponto da. variedade Riemanniana _H com respeito ao 




gü(m) = ±6ij, Vi. j 
rt1(m) =o, \1-i,j, k a 
-
8 
.g"(m) =o, Vi,j, k. 
x' 
Demonstração. 
A) (a~• • a~• )(p) 
('f,(O), 'f1(0)), onde 
~i;(t) = exp,(tei) como ')·;(O)= ei temos o sequint.e 
= ±ti;J pois e i, e.~ são ortonormais. 
i9 
B) Seja {a~; }~""1 uma base dos campos coordenados do s.n. sobre lV. 
Observe que, se t -----+ l'(t) é uma geodésica que parte de m. Então, em s.n. 
definido acima, l'(t), escreve-se 
t f------l- (tv1, ... , tv,) 
onde ( v1 , ... , v,) é um vetor constante de JRn. A velocidade vale 
a partir das propriedades fundamentais da conexão temos 
. (" a) " a o= 'V~= "'V-y L v;-,- =L VjV;'V JL -a . 
. l X 1 . - 8:r3 X; 
'"" 1,J 
se escolhemos (v1 , ... , v 11 ) tal que v;= vi= 1 e Vk =O se k #- í,j, então 
a a 
O='Va-+\7,-
a_,, axj ~ 8x; 
Além disso, 
de forma que 'V-ª- -
8
8 = O ao longo da geodésica particular escolhida acima, o 
a:r: xJ 
que prova por (2) t.odas as componentes rfj são nulas para k, i,j. 
C) por (1) 
tado . • 
Precisaremos transferir derivadas covariantes para _formas. Dado uma l-
forma w, e X E \é- (T(~'1)), define uma l~forma V'xw assim que 
('V xw )(Y) = X[w(Y)] - w(\lx Y) 
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o lado direito desta expressão é t.ensorial em Y, em coordenadas locais 
entâ.o definimos V x sobre p-formas por 
se 
então 
\?x(a 1\ 3) = (\?xa) 1\ .8+ rx/\ (\7xt3). 
o: = L 0;1 .. ;Pd.r'l A ... A dx'P, 
1J< ... <ip 
âa · 
(\7 e>)· . = " .• ,-"r' a . . J 11···1p J.r; L_. )lr 'l···'r-Jf,•r2 .. ,tp· 
.I t,r 
Interpretamos Yx sobre c~(Jf) por '\'x.f =X .f. Então 





d = J::(a')•J,. 
Seja 8; o ope1·ador definido no teorema ( 4.2.2). Então 
As equações (-1) e (5) implicam que V', é da.do em p-fonna.s por 
~ o " ri ( ')' m v i = O;- L.j,m.,e a9jm a a (6.a) 
de ma.neua que (Lm9ima.m)d.rk = Sik· Assim, o teorema é equivalente a 
L f!~gim(a')'(a')"a" =O. 
t.j,t 
Esta equação á válida. se notamos qne { (a.'t, ((/)"} = O em l:, Jl., enquanto 
nt é simétrico em i.f . • 
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Sobre p-forma.s diferenciá.veis 
em c-oordena.da.s se 
e assim. 
então por (I) 
X 
\lX =-\lx-div X 
"' i)h' v "'l'f' v 0 -{) .. '\.;+L ) ii·'l..k 
- rJ . ' . . ,,k 
Jbi .. 
di,-(X) = L ox' +L bTj, 
I l.J 
vc =-v -"r'. ' ' w 1' 
J 
e por outro lado. por (3L ( 4), ( .5) implica que 






2. Definição. Sejam dois campos de vetores X, Y, a. segunda derivada cova.ri-
ante V(x.l') é defini <ia por 
Z = 'VxY 
Sf"jam {X1}i=1 - coordenadas do campo rle vetores X. Denotamos 'Vfx,.J-~) por 
V 1J. -1. temos '.O 
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Vl.-.j) = vivj- :z=rfjvk. 
k 
A demonsh·ação de (O) através de cálculos num sistema de coordenadas 
normais fica da seguinte maneira: 
d, ~ d + t L'hf(a')", 
onde 
A~ {d, 'L,v;J(a')} + {L.vd{aT,,r }· 
' ':=I 
' ' Num sistema de coordenadas normais centradas em m.0 , (V;o:)(m0 ) = 
(â,a)(m). (v;o)lm.0 ) ~ -((J,a)(m0 ) pela igualdade (6a), (7a) e pelo teorema 
(1). Também Ôr(g''o)(m 0 ) ~ g'i(iJra)(m0 ). Como ([v,, (ai)"]a)(m 0 ) ~O. isto 
por (8) temos o seguinte 
(Aa)(m 0 ) ~ [(L{ia')"v,. vj.{a')- 'L,{aiv;, vJ(a'J'J)a](mo) 
J,j LJ 
[L.( {la'r' v ,Ia')\',+ (a')"[\',. \'j.(ai]- {ai, \';{(a')") 'C, ,_, 
-a'[\',. \'J(aTJ)o](mo) 
S:l 
~ [l_)g'i'Vif'V; + (aT'V;'Vjfai + (aT'V,J'V;ai- (aT'VJfa''V;-
,,, 
[IJg''V'JfV';- fi'V;J'Vi + V';V',f[(a'r, ai]) a] (mo) 
'" 
[I: v;J[(aT, a'Jnj (mo) 
'·) 
isto pela. rlefiniçã.o :2, pelo teorema 1, e a.s condições p.cima. 11 
8-! 
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