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Zur Split-Topikalisierung im heutigen Deutsch
Masatoshi TANAKA
1. Einleitung
Es ist bekannt, dass es im Deutschen eine Struktur wie (0) gibt. Diese 
Struktur ist eine Variante der Topikalisierung. Fanselow (1988) und andere 
nennen diese Konstruktion “NP-Aufspaltung” oder “split topicalization”. In 
dieser Arbeit nenne ich diese Konstruktion “Split-Topikalisierung” (cf. Ćavar 
& Fanselow 1998, Fanselow 1988, Kniffka 1996, Van Riemsdijk 1987 etc.).
(0) a.  Computer habe ich noch keine benützt.
b.  Wahrheiten gibt es immer zwei.
Die in zwei Teile aufgespalteten Elemente stehen in Kursivschrift. Eine 
Konstituente von ihnen (hier: Computer und Wahrheiten) steht im Vorfeld, 
und die andere (hier: keine und zwei) steht im Mittelfeld. Hier lassen sich die 
erste als LS (=linkes Segment) und die zweite als RS (=rechtes Segment) 
bezeichnen.
(1) a.  *Haben Sie Angst keine davor!
b.  *Er sagte, Ärzte dass es im Dorf keine gab.
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b. Er sagte, Ärzte gab es im Dorf keine.
Im Imperativsatz (1a) darf sich kein Satzglied nach vorne ins Vorfeld 
bewegen. Dabei gibt es eigentlich kein Vorfeld und die Satzanfangsposition 
nimmt das Verbum im KonjunktivⅠein. Der Satz (1b) wird durch den sog. 
Doubly-filled-Comp-Filter ausgeschlossen.
Doubly-filled-Comp-Filter:
Beide Positionen in CP (C0- und SpecCP-Position) können nicht 
zum gleichen Zeitpunkt auf der Basis-Struktur durch die lexikalische 
Kategorie eingenommen werden.
Der Filter ist nur auf der Basis-Struktur gültig. Nach der Anwendung der 
Topikalisierung besetzt das topikalisierte Objekt (= TOPIK) die SpecCP-
Position und das finite Verb (Vfin) bewegt sich in die Verb-Zweit-Position 
(=C0-Position), (2).
(2)
Wenn der Comp dass auf der Basis-Struktur die C0-Position besetzt, wie die 
Struktur (3) zeigt, wird die Erscheinung aller Konstituenten in der SpecCP-
Position blockiert. In (3) kann die Topikalisierung nicht angewandt werden. 
 2
(2)          CP (= V/2Konstruktion) 
   TOPIKj         C’ 
            C0          IP 
            Vfini   
                     ... j ... i 
enn der COMP  auf der asisStruktur die 0Position besetzt, ie die Struktur (3) zeigt, wird 
die Erscheinun  aller Konstitue te  in der SPECCPPosition blockiert. In (3) kann die 
Top kalisierung nicht angewa t werden.  
(3)               CP 
        SPECCP           C’ 
                  C0             IP 
      *TOP                         I’ 
                                     VP            I0 
                                             V’    PAST 
                                       PP          V’ 
                                               DP         V0 
                                                    
                                              
Bei dem Satztyp mit Brückenverb (cf. Erteschik 1973) wird aber die C0Position nicht durch einen 
COMP besetzt. Das bedeutet, dass diese C0Position frei ist. Die SplitTopikalisierung ist dabei 
möglich (=(1c)). 
Brückenverb (cf. Erteschik 1973): 
    Zum Brückenverb gehören die Verba, die Nebensätze ohne COMP als KOMPLEMENT nehmen  
    können. Dabei wird die Bewegung der WWörter vom Nebensatz zum Hauptsatz lizenziert, und  
    das Brückenverb fungiert dabei als eine “Brücke”, die die Bewegung unterstützt.  
Schließlich können wir annehmen, dass die SplitTopikalisierung innerhalb des Mittelfeldes fast 
unmöglich ist (cf. Kniffka 1996: 42). Ich möchte die allgemeine Eigenschaften der 
SplitTopikalisierung wie folgt beschreiben: 
(4) SplitTopikalisierung: 
    Die SplitTopikalisierung ist nur dann möglich, wenn die SpecCPPosition frei bleibt und wenn  
    ein LS die Fähigkeit hat, diese Position einzunehmen. Mit anderen Worten: die Konstruktion ist  
    dann verboten, wenn die SpecCPPosition von irgendeiner Konstituente schon eingenommen  
    ist, oder wenn sich keine Konstituente in die Position bewegen kann.  
(3)
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Position frei bleibt und wenn ein LS die Fähigkeit hat, diese Position 
einzunehmen. Mit anderen Worten: die Konstruktion ist dann 
verboten, wenn die SpecCP-Position von irgendeiner Konstituente 
schon eingenommen ist, oder wenn sich keine Konstituente in die 
Position bewegen kann. 
2. Quantor (Q) und Operator (Op)
Aber die Beschreibung (4) reicht noch nicht aus, um den grammatischen 
Unterschied zwischen (5a) und (5b) zu erklären. Man kann in (5) einen 
syntaktischen strukturellen Unterschied finden. Es geht bei (5a) um einen 
Negationsartikel und bei (5b) um einen bestimmten (definiten) Artikel.
(5) a.  Programmheft gab es keines.  (Mannheimer Morgen, 03.11.1989, Feuilleton)
b.  *Programmheft gab es dieses.
Der Negationsartikel kein- nimmt die Q0-Position ein wie der unbestimmte 
Artikel ein-. Dieser Negationsartikel kein- kann auch als Quantor (¬∃) 
funktionieren und enthält das Merkmal [+SQ]:
(6) a.  kein-:  [+φ1, +κ, +SQ, −def]
1   φ-Feature soll sich vom κ-Feature unterscheiden. 
(i)  (die Erinnerung) eines Tages
(ii)  eines Tages
Eines Tages in (i) hat sein φ-Feature und funktioniert als Komplement von N0 
Erinnerung: 
[DP [D die] [NP [N’ [N Erinnerung] [DP eines Tages]]]]. Dieses N0 weist ihm Gen zu. 
Der Wert des φ-Features ist also dabei {m/3p/sg} und κ-Feature ist {Gen}. Dabei 
ist auch die Pluralform möglich:  (iii)  (die Erinnerung) dieser Tage
b.  ein-:  [+φ, +κ, +SQ, −def]
Beide kein- und ein- haben über alles eine quantifizierende Funktion, d.h. 
das Feature von Skopal-Quantor (SQ). Kein- (ein-) ist der Kopf (=Q0) der 
QP, die eine quantifizierende Nominalphrase ist. Der Kopf Q0 wird mit dem 
Feature [−def(init)] zusammen bis zur maximalen Phrase projiziert. Die 
X-bar-Struktur von (5a) ist deshalb das Schema (7), bei dem der funktionale 
Kopf Q0 ist. Dem Satz (5b) entspricht das Schema (8), wobei der Kopf D0 ist. 
(7)
Aber eines Tages in (ii) hat keine Pluralform und kein φ-Feature. Hier geht es 
um den inhärenten Kasus (od. semantischen Kasus), und es wird nur idiomatisch 
verwendet. Im Ausdruck (ii) gibt es keinen Kasuszuweiser und trotzdem hat DP 
eines Tages mit Sicherheit seinen Kasus (Gen)!
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b.  ein-:  [+φ, +κ, +SQ, −def]
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Feature [−def(init)] zusammen bis zur maximalen Phrase projiziert. Die 
X-bar-Struktur von (5a) ist deshalb das Schema (7), bei dem der funktionale 
Kopf Q0 ist. Dem Satz (5b) entspricht das Schema (8), wobei der Kopf D0 ist. 
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(8)
Der Kopf Q0 hat das Merkmal [+SQ] und D0 hat [−SQ]. Beachten wir hier 
das Merkmal [±SQ], dann können wir eine wichtige Tatsache feststellen. 
Die Aufspaltung der QP ist, wie (5a) zeigt, dann möglich, wenn Q0 seine 
Skopusdomäne hat, während die Aufspaltung der DP nicht möglich ist, denn 
D0 kann seinen Skopus nicht beanspruchen. In der Tat handelt es sich bei 
der Aufspaltungskonstruktion um eine gewisse Quantifizierung des split-
topikalisierten Elements. 
(9)  Sicherheitsglas wird keines verwandt.  (Mannheimer Morgen, 09.09.1994, 
Wirtschaft)
Mit dem Satz (9) können die folgende logische Formel und die folgende 
semantische Interpretation entworfen werden:
(10) a.  (logische Formel)  ¬∃x [Sicherheitsglas (x) & verwenden (man, x)]
b.   (Interpretation)  “Was x : x=Sicherheitsglas betrifft, gibt es kein x so 
dass x verwandt wird”
Wir wollen das Thema später noch einmal berühren. Was wir hier finden 
können, ist die Tatsache, dass das LS Sicherheitsglas als Operator (Op), der 
 4 
(8)            DP 
                    D’ 
              D0          NP 
            diese     NUM        N’ 
                             AP         N’ 
                                  N0       (PP/DP) 
                           Programmheft 
Der Kopf Q0 hat das Merkmal [+SQ] und D0 hat [−SQ]. Beachten wir hier das Merkmal [±SQ], dann 
können wir eine wichtige Tatsache feststellen. Die Aufspaltung der QP ist, wie (5a) zeigt, dann 
möglich, wenn Q0 s ine Skopusdomäne hat, während die Aufspaltung der DP nicht möglich ist, denn 
D0 kann seinen Skopus nicht beanspruchen. In der Tat handelt es sich bei der 
Aufspaltungskonstruktion um eine gewisse Quantifizierung des split-topikalisierten Elements.  
(9)  Sicherheitsglas wird keines verwandt.  (Mannheimer Morgen, 09.09.1994, Wirtschaft) 
Mit dem Satz (9) können die folgende logische Formel und die folgende semantische Interpretation 
entworfen werden: 
(10) a.  (logische Formel)  ¬∃x [Sicherheitsglas (x) & verwenden (man, x)] 
b. (Interpretatio )  “Was x : x=Sicherheitsglas betrifft, gibt es kein x so dass x verwandt 
wird” 
Wir wollen das Thema später noch einmal berühren. Was wir hier finden können, ist die Tatsache, 
dass das LS Sicherheitsglas als Operator (OP), der sich auf die Einsetzung des topikalischen 
Umfangs bezieht, fungiert. Dadurch wird die Spur (x) der bewegten Konstituente (=Sicherheitsglas) 
als eine Variable, die im Zusammenhang mit Sicherheitsglas steht, definiert. Und das RS keines 
fungiert als OP, der dieselbe Variable x beschränkt beschreibt. Schließlich ist es bei der 
Split-Topikalisierung ein wichtiges Kriterium, ob eine gewisse “quantifische” Beziehung zwischen 
dem LS und dem RS bestanden hat. Daraus ergibt sich die Tatsache, dass D0 ([−SQ]) nicht mit der 
Split-Topikalisierung in Verbindung stehen kann. 
(11) a.  ? Sicherheitsglas wird dieses verwandt. 
b. ? Sicherheitsglas wird das neue verwandt. 
Das grammatische Urteil von (11a-b) wird aber nur dann besser, wenn ein fakultativer 
quantifizierender OP (z. B. nur) unmittelbar links vom RS ([−SQ]) eingesetzt wird. Solcher OP 
funktioniert als zusätzliches Mittel der Quantifizierung. 
(12) a.  Sicherheitsglas wird nur dieses verwandt. 
sich auf die Einsetzung des topikalischen Umfangs bezieht, fungiert. Dadurch 
wird die Spur (x) der bewegten Konstituente (=Sicherheitsglas) als eine 
Variable, die im Zusammenhang mit Sicherheitsglas steht, definiert. Und 
das RS keines fungiert als Op, der dieselbe Variable x beschränkt beschreibt. 
Schließlich ist es bei der Split-Topikalisierung ein wichtiges Kriterium, 
ob eine gewisse “quantifische” Beziehung zwischen dem LS und dem RS 
bestanden hat. Daraus ergibt sich die Tatsache, dass D0 ([−SQ]) nicht mit der 
Split-Topikalisierung in Verbindung stehen kann.
(11) a.  ? Sicherheitsglas wird dieses verwandt.
b.  ? Sicherheitsglas wird das neue verwandt.
Das grammatische Urteil von (11a-b) wird aber nur dann besser, wenn ein 
fakultativer quantifizierender Op (z. B. nur) unmittelbar links vom RS ([−
SQ]) eingesetzt wird. Solcher Op funktioniert als zusätzliches Mittel der 
Quantifizierung.
(12) a.  Sicherheitsglas wird nur dieses verwandt.
b.  Sicherheitsglas wird nur das neue verwandt.
Dadurch ist die Split-Topikalisierung angemessen als “QP-Aufspaltung” zu 
bezeichnen.
3. Kopie und Tilgung
Die Split-Topikalisierung ist der normalen Topikalisierung wie (13) 
insofern ähnlich, als eine beliebige Konstituente nach vorne bis ins Vorfeld 




Der Kopf Q0 hat das Merkmal [+SQ] und D0 hat [−SQ]. Beachten wir hier 
das Merkmal [±SQ], dann können wir eine wichtige Tatsache feststellen. 
Die Aufspaltung der QP ist, wie (5a) zeigt, dann möglich, wenn Q0 seine 
Skopusdomäne hat, während die Aufspaltung der DP nicht möglich ist, denn 
D0 kann seinen Skopus nicht beanspruchen. In der Tat handelt es sich bei 
der Aufspaltungskonstruktion um eine gewisse Quantifizierung des split-
topikalisierten Elements. 
(9)  Sicherheitsglas wird keines verwandt.  (Mannheimer Morgen, 09.09.1994, 
Wirtschaft)
Mit dem Satz (9) können die folgende logische Formel und die folgende 
semantische Interpretation entworfen werden:
(10) a.  (logische Formel)  ¬∃x [Sicherheitsglas (x) & verwenden (man, x)]
b.   (Interpretation)  “Was x : x=Sicherheitsglas betrifft, gibt es kein x so 
dass x verwandt wird”
Wir wollen das Thema später noch einmal berühren. Was wir hier finden 
können, ist die Tatsache, dass das LS Sicherheitsglas als Operator (Op), der 
 4 
(8)            DP 
                    D’ 
              D0          NP 
            diese     NUM        N’ 
                             AP         N’ 
                                  N0       (PP/DP) 
                           Programmheft 
Der Kopf Q0 hat das Merkmal [+SQ] und D0 hat [−SQ]. Beachten wir hier das Merkmal [±SQ], dann 
können wir eine wichtige Tatsache feststellen. Die Aufspaltung der QP ist, wie (5a) zeigt, dann 
möglich, wenn Q0 s ine Skopusdomäne hat, während die Aufspaltung der DP nicht möglich ist, denn 
D0 kann seinen Skopus nicht beanspruchen. In der Tat handelt es sich bei der 
Aufspaltungskonstruktion um eine gewisse Quantifizierung des split-topikalisierten Elements.  
(9)  Sicherheitsglas wird keines verwandt.  (Mannheimer Morgen, 09.09.1994, Wirtschaft) 
Mit dem Satz (9) können die folgende logische Formel und die folgende semantische Interpretation 
entworfen werden: 
(10) a.  (logische Formel)  ¬∃x [Sicherheitsglas (x) & verwenden (man, x)] 
b. (Interpretatio )  “Was x : x=Sicherheitsglas betrifft, gibt es kein x so dass x verwandt 
wird” 
Wir wollen das Thema später noch einmal berühren. Was wir hier finden können, ist die Tatsache, 
dass das LS Sicherheitsglas als Operator (OP), der sich auf die Einsetzung des topikalischen 
Umfangs bezieht, fungiert. Dadurch wird die Spur (x) der bewegten Konstituente (=Sicherheitsglas) 
als eine Variable, die im Zusammenhang mit Sicherheitsglas steht, definiert. Und das RS keines 
fungiert als OP, der dieselbe Variable x beschränkt beschreibt. Schließlich ist es bei der 
Split-Topikalisierung ein wichtiges Kriterium, ob eine gewisse “quantifische” Beziehung zwischen 
dem LS und dem RS bestanden hat. Daraus ergibt sich die Tatsache, dass D0 ([−SQ]) nicht mit der 
Split-Topikalisierung in Verbindung stehen kann. 
(11) a.  ? Sicherheitsglas wird dieses verwandt. 
b. ? Sicherheitsglas wird das neue verwandt. 
Das grammatische Urteil von (11a-b) wird aber nur dann besser, wenn ein fakultativer 
quantifizierender OP (z. B. nur) unmittelbar links vom RS ([−SQ]) eingesetzt wird. Solcher OP 
funktioniert als zusätzliches Mittel der Quantifizierung. 
(12) a.  Sicherheitsglas wird nur dieses verwandt. 
sich auf die Einsetzung des topikalischen Umfangs bezieht, fungiert. Dadurch 
wird die Spur (x) der bewegten Konstituente (=Sicherheitsglas) als eine 
Variable, die im Zusammenhang mit Sicherheitsglas steht, definiert. Und 
das RS keines fungiert als Op, der dieselbe Variable x beschränkt beschreibt. 
Schließlich ist es bei der Split-Topikalisierung ein wichtiges Kriterium, 
ob eine gewisse “quantifische” Beziehung zwischen dem LS und dem RS 
bestanden hat. Daraus ergibt sich die Tatsache, dass D0 ([−SQ]) nicht mit der 
Split-Topikalisierung in Verbindung stehen kann.
(11) a.  ? Sicherheitsglas wird dieses verwandt.
b.  ? Sicherheitsglas wird das neue verwandt.
Das grammatische Urteil von (11a-b) wird aber nur dann besser, wenn ein 
fakultativer quantifizierender Op (z. B. nur) unmittelbar links vom RS ([−
SQ]) eingesetzt wird. Solcher Op funktioniert als zusätzliches Mittel der 
Quantifizierung.
(12) a.  Sicherheitsglas wird nur dieses verwandt.
b.  Sicherheitsglas wird nur das neue verwandt.
Dadurch ist die Split-Topikalisierung angemessen als “QP-Aufspaltung” zu 
bezeichnen.
3. Kopie und Tilgung
Die Split-Topikalisierung ist der normalen Topikalisierung wie (13) 
insofern ähnlich, als eine beliebige Konstituente nach vorne bis ins Vorfeld 
bewegt wird. Und man kann vermuten, dass die Split-Topikalisierung eine Art 
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Topikalisierung ist. Die normale und unmarkierte Topikalisierung wird nach 
dem Herleitungsprozess, der im allgemeinen als “Topikalisierungsoperation” 
bezeichnet wird, gebildet. Dass eine split-topikalisierte Konstituente (LS) im 
Vorfeld (=SpecCP) nicht basis-generiert, sondern durch irgendeine Bewegung 
von der Basisposition bis zum Vorfeld bewegt wird, muss unbedingt gezeigt 
werden, damit erklärt werden kann, dass die Split-Topikalisierung eine Art 
normaler Topikalisierung ist.
(13) a.  Wein habe ich nie getrunken.
b.  Computer habe ich keine benützt (=(0a)).
Gehen wir von der Annahme aus, dass in (13a) das Satzglied Wein, das im 
Vorfeld steht, in SpecCP basis-generiert wurde, dann haben wir sofort ein 
Problem. Es ist kein Zweifel, dass die Nominalphrase Wein als ein Objekt des 
Verbums trinken fungiert. Dann muss dem direkten Objekt der Akkusativ 
zugewiesen werden, denn eine Nominalphrase ohne Kasus kann den Kasus-
Filter nicht passieren. Die Position, der von einem Verb ein Kasus gewiesen 
werden kann, ist die Compl-Position eines Verbs (=V-Compl-Position). Wenn 
das direkte Objekt Wein auf der Basis-Stufe im SpecCP steht, dann kann das 
Verb trinken ihm keinen Kasus zuweisen. Besser ist die Annahme, dass Wein 
zuerst in der V-compl-Position (=Basis-Position) steht und sich dann nach 
dem pragmatischen Anspruch der Topikalisierung in die SpecCP-Position 
bewegt, damit der Akk in Wein garantiert werden kann.
(14)
In Wirklichkeit wird dabei nicht nur der Akk, sondern auch die θ-Rolle 
(Theme) zugewiesen. 
Auch bei (13b) soll derselbe Ableitungsprozess wie in (13a) vorausgesetzt 
werden. Laut der Hypothese, dass das LS im Vorfeld basis-generiert wird, 
kann das LS Computer keinen Kasus erhalten, obwohl es das direkte Objekt 
von benützen ist. Nur dem RS keine, das im Mittelfeld bleibt, kann richtig 
der Akk von benützen zugewiesen werden. Und die θ-Rolle (Theme) wird 
Computer und keine doppelt zugewiesen. Da sowohl [DP Computer] als 
[QP keine] maximale Nominalphrasen sind, verlangt das θ-Kriterium (cf. 
Chomsky 1981), dass beide Kategorien eine θ-Rolle erhalten. Das ist aber 
eine Verletzung des θ-Kriteriums. 
θ-Kriterium (cf. Chomsky 1981):
Ein Argument muss nur eine einzige θ-Rolle, und eine θ-Rolle muss 
nur einem einzigen Argument zugewiesen werden.
 5
b.  wird verwandt. 
Dadurch ist die SplitTopikalisierung angemessen als “QPAufspaltung” zu bezeichnen. 
 
3. Kopie und Tilgung 
  Die SplitTopikalisierung ist der normalen Topikalisierung wie (13) insofern ähnlich, als eine 
beliebige Konstituente nach vorne bis ins Vorfeld bewegt wird. Und man kann vermuten, dass die 
SplitTopikalisierung eine Art Topikalisierung ist. Die normale und unmarkierte Topikalisierung 
wird nach dem Herleitungsprozess, der im allgemeinen als “Topikalisierungsoperation” bezeichnet 
wird, gebildet. Dass eine splittopikalisierte Konstituente (LS) im Vorfeld (=SpecCP) nicht 
basisgeneriert, sondern durch irgendeine Bewegung von der Basisposition bis zum Vorfeld bewegt 
wird, muss unbedingt gezeigt werden, damit erklärt werden kann, dass die SplitTopikalisierung eine 
Art normaler Topikalisierung ist. 
(13) a.   habe ich nie getrunken. 
b.  habe ich  benützt (=(0a)). 
Gehen wir von der Annahme aus, dass in (13a) das Satzglied , das im Vorfeld steht, in SpecCP 
basisgeneriert wurde, dann haben wir sofort ein Problem. Es ist kein Zweifel, dass die 
Nominalphrase  als ein Objekt des Verbums  fungiert. Dann muss dem direkten Objekt 
der AKKUSATIV zugewiesen werden, denn eine Nominalphrase ohne Kasus kann den KasusFilter 
nicht passieren. Die Position, der von einem Verb ein Kasus gewiesen werden kann, ist die 
COMPLPosition eines Verbs (=VCOMPLPosition). Wenn das direkte Objekt  auf der 
BasisStufe im SpecCP steht, dann kann das Verb  ihm keinen Kasus zuweisen. Besser ist die 
Annahme, dass  zuerst in der VCOMPLPosition (=BasisPosition) steht und sich dann nach 
dem pragmatischen Anspruch der Topikalisierung in die SPECCPPosition bewegt, damit der AKK in 
 garantiert werden kann. 
(14)             V’ 
         V0            DP 
                 

        

               AKK 
In Wirklichkeit wird dabei nicht nur der AKK, sondern auch die θRolle (THEME) zugewiesen.  
  Auch bei (13b) soll derselbe Ableitungsprozess wie in (13a) vorausgesetzt werden. Laut der 
Hypothese, dass das LS im Vorfeld basisgeneriert wird, kann das LS  keinen Kasus 
erhalten, obwohl es das direkte Objekt von  ist. Nur dem RS , das im Mittelfeld bleibt, 
kann richtig der AKK von  zugewi sen werden. Und di  θRoll  (THEME) wird  
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Topikalisierung ist. Die normale und unmarkierte Topikalisierung wird nach 
dem Herleitungsprozess, der im allgemeinen als “Topikalisierungsoperation” 
bezeichnet wird, gebildet. Dass eine split-topikalisierte Konstituente (LS) im 
Vorfeld (=SpecCP) nicht basis-generiert, sondern durch irgendeine Bewegung 
von der Basisposition bis zum Vorfeld bewegt wird, muss unbedingt gezeigt 
werden, damit erklärt werden kann, dass die Split-Topikalisierung eine Art 
normaler Topikalisierung ist.
(13) a.  Wein habe ich nie getrunken.
b.  Computer habe ich keine benützt (=(0a)).
Gehen wir von der Annahme aus, dass in (13a) das Satzglied Wein, das im 
Vorfeld steht, in SpecCP basis-generiert wurde, dann haben wir sofort ein 
Problem. Es ist kein Zweifel, dass die Nominalphrase Wein als ein Objekt des 
Verbums trinken fungiert. Dann muss dem direkten Objekt der Akkusativ 
zugewiesen werden, denn eine Nominalphrase ohne Kasus kann den Kasus-
Filter nicht passieren. Die Position, der von einem Verb ein Kasus gewiesen 
werden kann, ist die Compl-Position eines Verbs (=V-Compl-Position). Wenn 
das direkte Objekt Wein auf der Basis-Stufe im SpecCP steht, dann kann das 
Verb trinken ihm keinen Kasus zuweisen. Besser ist die Annahme, dass Wein 
zuerst in der V-compl-Position (=Basis-Position) steht und sich dann nach 
dem pragmatischen Anspruch der Topikalisierung in die SpecCP-Position 
bewegt, damit der Akk in Wein garantiert werden kann.
(14)
In Wirklichkeit wird dabei nicht nur der Akk, sondern auch die θ-Rolle 
(Theme) zugewiesen. 
Auch bei (13b) soll derselbe Ableitungsprozess wie in (13a) vorausgesetzt 
werden. Laut der Hypothese, dass das LS im Vorfeld basis-generiert wird, 
kann das LS Computer keinen Kasus erhalten, obwohl es das direkte Objekt 
von benützen ist. Nur dem RS keine, das im Mittelfeld bleibt, kann richtig 
der Akk von benützen zugewiesen werden. Und die θ-Rolle (Theme) wird 
Computer und keine doppelt zugewiesen. Da sowohl [DP Computer] als 
[QP keine] maximale Nominalphrasen sind, verlangt das θ-Kriterium (cf. 
Chomsky 1981), dass beide Kategorien eine θ-Rolle erhalten. Das ist aber 
eine Verletzung des θ-Kriteriums. 
θ-Kriterium (cf. Chomsky 1981):
Ein Argument muss nur eine einzige θ-Rolle, und eine θ-Rolle muss 
nur einem einzigen Argument zugewiesen werden.
 5
b.  wird verwandt. 
Dadurch ist die SplitTopikalisierung angemessen als “QPAufspaltung” zu bezeichnen. 
 
3. Kopie und Tilgung 
  Die SplitTopikalisierung ist der normalen Topikalisierung wie (13) insofern ähnlich, als eine 
beliebige Konstituente nach vorne bis ins Vorfeld bewegt wird. Und man kann vermuten, dass die 
SplitTopikalisierung eine Art Topikalisierung ist. Die normale und unmarkierte Topikalisierung 
wird nach dem Herleitungsprozess, der im allgemeinen als “Topikalisierungsoperation” bezeichnet 
wird, gebildet. Dass eine splittopikalisierte Konstituente (LS) im Vorfeld (=SpecCP) nicht 
basisgeneriert, sondern durch irgendeine Bewegung von der Basisposition bis zum Vorfeld bewegt 
wird, muss unbedingt gezeigt werden, damit erklärt werden kann, dass die SplitTopikalisierung eine 
Art normaler Topikalisierung ist. 
(13) a.   habe ich nie getrunken. 
b.  habe ich  benützt (=(0a)). 
Gehen wir von der Annahme aus, dass in (13a) das Satzglied , das im Vorfeld steht, in SpecCP 
basisgeneriert wurde, dann haben wir sofort ein Problem. Es ist kein Zweifel, dass die 
Nominalphrase  als ein Objekt des Verbums  fungiert. Dann muss dem direkten Objekt 
der AKKUSATIV zugewiesen werden, denn eine Nominalphrase ohne Kasus kann den KasusFilter 
nicht passieren. Die Position, der von einem Verb ein Kasus gewiesen werden kann, ist die 
COMPLPosition eines Verbs (=VCOMPLPosition). Wenn das direkte Objekt  auf der 
BasisStufe im SpecCP steht, dann kann das Verb  ihm keinen Kasus zuweisen. Besser ist die 
Annahme, dass  zuerst in der VCOMPLPosition (=BasisPosition) steht und sich dann nach 
dem pragmatischen Anspruch der Topikalisierung in die SPECCPPosition bewegt, damit der AKK in 
 garantiert werden kann. 
(14)             V’ 
         V0            DP 
                 

        

               AKK 
In Wirklichkeit wird dabei nicht nur der AKK, sondern auch die θRolle (THEME) zugewiesen.  
  Auch bei (13b) soll derselbe Ableitungsprozess wie in (13a) vorausgesetzt werden. Laut der 
Hypothese, dass das LS im Vorfeld basisgeneriert wird, kann das LS  keinen Kasus 
erhalten, obwohl es das direkte Objekt von  ist. Nur dem RS , das im Mittelfeld bleibt, 
kann richtig der AKK von  zugewi sen werden. Und di  θRoll  (THEME) wird  
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(15)
Besser ist also auch hier die Annahme, dass Computer mit keine zuerst in der 
V-compl-Position (=Basis-Position) steht und Computer sich nachher nach 
dem pragmatischen Anspruch der Topikalisierung in die SpecCP-Position 
bewegt, damit der Akk in Computer garantiert werden kann2.
2   Bei den Sätzen (i) und (ii) stellt zwar das LS den Oberbegriff gegenüber dem RS 
dar, aber keine Bewegung, d.h. keine Split-Topikalisierung, ist vorausgesetzt. Beide 
Beispiele (i) und (ii) stammen aus Fanselow (1993). In (iii) gibt es einen Missklang des 
Numerus zwischen dem LS (pl) und dem RS (sg). (iii) stammt aus IDS (1997: 1619). 
(i) Raubvögel glaube ich, kennt Gereon nur Bussarde.
(ii) Impfungen werden in der Regel von der Krankenkasse nur die 
Standardimpfungen gezahlt.
(iii) Klimaanlagen+PL steht+SG / *stehen+PL im Moment nur eins+SG in Ordnung.
Die LS in (i) und (ii) haben ihre Ausgangspunkte der Bewegung nicht. Ist die 
Annahme  richtig, dass es hierbei nicht um die Bewegung geht, dann haben diese LS 
den Status als adjunkt. Einige nennen dieses Phänomen “Argument doubling”.
 6 
und keine doppelt zugewiesen. Da sowohl [DP Computer] als [QP keine] maximale Nominalphrasen 
sind, verlangt das θ-Kriterium (cf. Chomsky 1981), dass beide Kategorien eine θ-Rolle erhalten. Das 
ist aber eine Verletzung des θ-Kriteriums.  
θ-Kriterium (cf. Chomsky 1981): 
    Ein Argument muss nur eine einzige θ-Rolle, und eine θ-Rolle muss nur einem einzigen  
    Argument zugewiesen werden. 
(15)                 CP 
            DP              C’ 
                      C0            [...] 
         Computer             VP 
                                      V’ 
                                V0          QP 
                             benützen        
                             
(benützt)
       
keine 
                    *AKK
              
AKK
                  θ-Rolle              θ-Rolle    ........doppelt 
 
Besser ist also auch hier die Annahme, dass Computer mit keine zuerst in der V-COMPL-Position 
(=Basis-Position) steht und Computer sich nachher nach dem pragmatischen Anspruch der 
Topikalisierung in die SpecCP-Position bewegt, damit der AKK in Computer garantiert werden 
kann2. 
 
                                                          
2 Bei den Sätzen (i) und (ii) stellt zwar das LS den Oberbegriff gegenüber dem RS dar, aber keine 
Bewegung, d.h. keine Split-Topikalisierung, ist vorausgesetzt. Beide Beispiele (i) und (ii) stammen 
aus Fanselow (1993). In (iii) gibt es einen Missklang des Numerus zwischen dem LS (pl) und dem 
RS (sg). (iii) stammt aus IDS (1997: 1619).  
(i) Raubvögel glaube ich, kennt Gereon nur Bussarde. 
(ii) Impfungen werden in der Regel von der Krankenkasse nur die Standardimpfungen 
gezahlt. 
(iii) Klimaanlagen+PL steht+SG / *stehen+PL im Moment nur eins+SG in Ordnung. 
 Die LS in (i) und (ii) haben ihre Ausgangspunkte der Bewegung nicht. Ist die Annahme  richtig, 
dass es hierbei nicht um die Bewegung geht, dann haben diese LS den Status als ADJUNKT. Einige 
nennen dieses Phänomen “Argument doubling”. 
 
(16)
In dieser Arbeit wollen wir die Theorie von “Kopie und Tilgung” (cf. Chomsky 
1993: 49) als Bewegungsoperation übernehmen. Nach dieser Theorie wird 
der Satz (0a) von der Basisstruktur (17a) her wie folgt abgeleitet. Ćavar & 
Fanselow (1998: 7) diskutieren auch in einem Aufsatz, bei dem es um die 
Split-Topikalisierung geht, ansatzweise über diese Kopie/Tilgung-Theorie. 
Die X-bar-Struktur von (17a) sieht wie (17b) aus:
 7
(16)                 CP 
            NP              C’ 
                      C0            [...] 
         i             VP 
                                      V’ 
                                V0          QP 
                                    
                            

      
i 
                   
                   
AKK
                                      θRolle    
In  Arbeit wollen wir die Th orie von “Kopie und Tilgung” (cf. Chomsky 1993: 49) als 
Bewegungsoperation übernehmen. Nach dieser Theorie wird der Satz (0a) von der Basisstruktur 
(17a) her wie folgt abgeleitet. Ćavar & Fanselow (1998: 7) diskutieren auch in einem Aufsatz, bei 
dem es um die SplitTopikalisierung geht, ansatzweise über diese Kopie/TilgungTheorie. Die 
XbarStruktur von (17a) sieht wie (17b) aus: 
(17) a.  Ich habe  benützt. 
    b.                CP 
                            C’ 
                      C0            [...] 
                               VP 
                                      V’ 
                               V0           QP 
                                             Q’ 
                                               Q0        NP 
                                             
                                             
[+SQ]    
(18) a.  Ich habe [QP [NP ]] benützt. (=(17a)) 
    b.  [QP [NP ]] habe ich [QP [NP ]] benützt. 
    c.  [QP [NP ]] habe ich [QP [NP ]] benützt. 
d.  [QP [NP ]] habe ich [QP [NP ]] benützt. (=(0a)) 
Zuerst wird eine Kopie des topikalisierten Objekts QP auch im Vorfeld gemacht (=(18b)). Und im 
Mittelfeld werden alle Konstituenten getilgt, der Quantor  ausgenommen. Dabei bindet  
die Variable  (die Spur von ). Im Vorfeld wird der Quantor  getilgt, der im Mittelfeld 




In dieser Arbeit wollen wir die Theorie von “Kopie und Tilgung” (cf. Chomsky 
1993: 49) als Bewegungsoperation übernehmen. Nach dieser Theorie wird 
der Satz (0a) von der Basisstruktur (17a) her wie folgt abgeleitet. Ćavar & 
Fanselow (1998: 7) diskutieren auch in einem Aufsatz, bei dem es um die 
Split-Topikalisierung geht, ansatzweise über diese Kopie/Tilgung-Theorie. 
Die X-bar-Struktur von (17a) sieht wie (17b) aus:
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In  Arbeit wollen wir die Th orie von “Kopie und Tilgung” (cf. Chomsky 1993: 49) als 
Bewegungsoperation übernehmen. Nach dieser Theorie wird der Satz (0a) von der Basisstruktur 
(17a) her wie folgt abgeleitet. Ćavar & Fanselow (1998: 7) diskutieren auch in einem Aufsatz, bei 
dem es um die SplitTopikalisierung geht, ansatzweise über diese Kopie/TilgungTheorie. Die 
XbarStruktur von (17a) sieht wie (17b) aus: 
(17) a.  Ich habe  benützt. 
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[+SQ]    
(18) a.  Ich habe [QP [NP ]] benützt. (=(17a)) 
    b.  [QP [NP ]] habe ich [QP [NP ]] benützt. 
    c.  [QP [NP ]] habe ich [QP [NP ]] benützt. 
d.  [QP [NP ]] habe ich [QP [NP ]] benützt. (=(0a)) 
Zuerst wird eine Kopie des topikalisierten Objekts QP auch im Vorfeld gemacht (=(18b)). Und im 
Mittelfeld werden alle Konstituenten getilgt, der Quantor  ausgenommen. Dabei bindet  
die Variable  (die Spur von ). Im Vorfeld wird der Quantor  getilgt, der im Mittelfeld 
nicht getilgt, sondern gelassen wird (=(18c)). Dadurch bindet das Satzglied , das im 
（237）
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(17) a.  Ich habe keine Computer benützt.
b.
(18) a.  Ich habe [QP keine [NP Computer]] benützt. (=(17a))
b.  [QP keine [NP Computer]] habe ich [QP keine [NP Computer]] benützt.
c.  [QP keine [NP Computer]] habe ich [QP keine [NP Computer]] benützt.
d.   [QP e [NP Computerx]] habe ich [QP keinex [NP x(=Variable)]] benützt. (=(0a))
Zuerst wird eine Kopie des topikalisierten Objekts QP auch im Vorfeld 
gemacht (=(18b)). Und im Mittelfeld werden alle Konstituenten getilgt, der 
Quantor keine ausgenommen. Dabei bindet keinex die Variable x (die Spur 
von Computer). Im Vorfeld wird der Quantor keine getilgt, der im Mittelfeld 
nicht getilgt, sondern gelassen wird (=(18c)). Dadurch bindet das Satzglied 
Computerx, das im Vorfeld steht, dieselbe Variable x wie der Quantor keinex 
und fungiert als ein Op, der den topikalisierten Umfang determiniert. 
(19) [Opx (, der den top. Umfang determiniert)] ...... [(restrikiver Quantor) Qx 
[... x ...]]
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Bewegungsoperation übernehmen. Nach dieser Theorie wird der Satz (0a) von der Basisstruktur 
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(18) a.  Ich habe [QP [NP ]] benützt. (=(17a)) 
    b.  [QP [NP ]] habe ich [QP [NP ]] benützt. 
    c.  [QP [NP ]] habe ich [QP [NP ]] benützt. 
d.  [QP [NP ]] habe ich [QP [NP ]] benützt. (=(0a)) 
Zuerst wird eine Kopie des topikalisierten Objekts QP auch im Vorfeld gemacht (=(18b)). Und im 
Mittelfeld werden alle Konstituenten getilgt, der Quantor  ausgenommen. Dabei bindet  
die Variable  (die Spur von ). Im Vorfeld wird der Quantor  getilgt, der im Mittelfeld 




Die Konstituente (=LS), die sich ins Vorfeld bewegt, ist das thematische 
Glied. Das ist der Oberbegriff gegenüber dem RS im Mittelfeld, das den 
Unterbegriff darstellt (cf. Suzumura 1994: 56f.). Jetzt betrachten wir ein 
konkretes Beispiel, das ein Adj enthält:
(22)     Autos kaufe ich immer nur japanische.
(21)
Paul (1919) wies ebenfalls schon auf das bestimmte Verhältnis zwischen dem 
LS und dem RS hin, obwohl es damals noch keine Terminologie der Split-
Topikalisierung gab. Er behauptete, dass jeder Satz neben der grammatischen 
Gliederung eine “psychologische Gliederung” aufweise. Ein Satz bestehe 
mindestens aus zwei Gliedern. Das erste, das in meiner Untersuchung als LS 
bezeichnet wird, ist zunächst in der Seele des Sprechers vorhanden, und das 
andere, das hier RS genannt wird, ist die neu angeknüpfte Information. Das 
erstere bezeichnete Paul als das psychologische Subjekt, und das letztere als 
 8
Vorfeld steht, dieselbe Variable  wie der Quantor  und fungiert als ein OP, der den 
topikalisierten Umfang determiniert.  
(19) [OPx (, der den top. Umfang determiniert)] ...... [(restrikiver Quantor) Qx [... x ...]] 
          QP (=LS)                               QP (=RS) 
                Q’                                       Q’ 
           Q0         NP                          Q0         NP 
                                             x 
                   x                                 
x (=) 
          <Oberbegriff>                     <Unterbegriff> 
Die Konstituente (=LS), die sich ins Vorfeld bewegt, ist das thematische Glied. Das ist der 
Oberbegriff gegenüber dem RS im Mittelfeld, das den Unterbegriff darstellt (cf. Suzumura 1994: 
56f.). J tzt betr chten wir ein konkretes Beispiel, das in ADJ enthält: 
(20)  kaufe ich immer nur . 
(21)            Auto 
                               deutsche 
          japanische     italienische 
 
 
Paul (1919) wies ebenfalls schon auf das bestimmte Verhältnis zwischen dem LS und dem RS hin, 
obwohl es damals noch keine Terminologie der SplitTopikalisierung gab. Er behauptete, dass jeder 
Satz neben der grammatischen Glie erung eine “psychologische Glie rung” aufweise. Ein Satz 
bestehe mindestens aus zwei Gliedern. Das erste, das in meiner Untersuchung als LS bezeichnet 
wird, ist zunächst in der Seele des Sprechers vorha den, und das andere, das hier RS genannt wird, 
ist die neu angeknüpfte Information. Das erstere bezeichnete Paul als das psychologische Subjekt, 
und das letztere als das psychologische Prädikat. Diese brauchen nicht mit dem grammatischen 
Subjekt oder Prädikat identisch zu sein (cf. Paul 1919: 12; auch Löbel 1996: 17). Ćavar & Fanselow 
(1998: 9) weisen auch darauf hin, dass LS bei der DNPKonstruktion (discontinuous noun phrases 
construction) wie die DPAufspaltung thematisch und RS fokal seien.  
  Man kann nicht leugnen, dass es sich bei dieser Konstruktion um pragmatische Faktoren (z. B. 
Thema/Rhema, Informationstruktur u.a.) handelt.  
 
4. Aufspaltungsbedingung 
 Die SplitTopikalisierung ist bei Nominalphrasen aller Art nicht möglich. Die DP darf z. B. nicht 
splittopikalisiert werden (=(22)). Und es gibt noch einige interessante Probleme wie (23): 
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Paul (1919) wies ebenfalls schon auf das bestimmte Verhältnis zwischen dem LS und dem RS hin, 
obwohl es damals noch keine Terminologie der SplitTopikalisierung gab. Er behauptete, dass jeder 
Satz neben der grammatischen Gliederung eine “psychologische Gliederung” aufweise. Ein Satz 
bestehe mindestens aus zwei Gliedern. Das erste, das in meiner Untersuchung als LS bezeichnet 
wird, ist zunächst in der Seele des Sprechers vorhanden, und das andere, das hier RS genannt wird, 
ist die neu angeknüpfte Information. Das erstere bezeichnete Paul als das psychologische Subjekt, 
und das letztere als das psychologische Prädikat. Diese brauchen nicht mit dem grammatischen 
Subjekt oder Prädikat identisch zu sein (cf. Paul 1919: 12; auch Löbel 1996: 17). Ćavar & Fanselow 
(1998: 9) weisen auch darauf hin, dass LS bei der DNPKonstruktion (discontinuous noun phrases 
construction) wie die DPAufspaltung thematisch und RS fokal seien.  
  Man kann nicht leugnen, dass es sich bei dieser Konstruktion um pragmatische Faktoren (z. B. 
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das psychologische Prädikat. Diese brauchen nicht mit dem grammatischen 
Subjekt oder Prädikat identisch zu sein (cf. Paul 1919: 12; auch Löbel 1996: 
17). Ćavar & Fanselow (1998: 9) weisen auch darauf hin, dass LS bei der 
DNP-Konstruktion (discontinuous noun phrases construction) wie die DP-
Aufspaltung thematisch und RS fokal seien. 
Man kann nicht leugnen, dass es sich bei dieser Konstruktion um 
pragmatische Faktoren (z. B. Thema/Rhema, Informationstruktur u.a.) 
handelt. 
4. Aufspaltungsbedingung
Die Split-Topikalisierung ist bei Nominalphrasen aller Art nicht möglich. 
Die DP darf z. B. nicht split-topikalisiert werden (=(22)). Und es gibt noch 
einige interessante Probleme wie (23):
(22) * Programmheft gab es dieses. (=(5b))
(23) a.  *Bluse habe ich keine.
b. Geld habe ich keines.
c. Zeitungen hat mein Sohn keine gelesen.
Das LS im Vorfeld hat keinen Artikel Q (kein-), denn er war im Vorfeld nach 
der Kopie/Tilgung-Theorie getilgt worden. Deshalb muss das LS ohne Artikel 
lizenziert werden. Die Nominalphrasen, die ohne Artikel lizenziert werden 
können, sind “indefinite Nominalphrase im Plural” oder “nP im Singular mit 
einem Kollektivum als Kopf”. Bei dem grammatischen Satz (23b) geht es um 
das Kollektivum (Geld) und bei (23c) um eine nP im Plural (Zeitungen). Die 
Nominalphrase im Singular kann aufgespalten werden (=(23a)).
Ersetzen wir jetzt das RS kein- in (23a-c) durch nicht, damit wir bestätigen 
（234）
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das psychologische Prädikat. Diese brauchen nicht mit dem grammatischen 
Subjekt oder Prädikat identisch zu sein (cf. Paul 1919: 12; auch Löbel 1996: 
17). Ćavar & Fanselow (1998: 9) weisen auch darauf hin, dass LS bei der 
DNP-Konstruktion (discontinuous noun phrases construction) wie die DP-
Aufspaltung thematisch und RS fokal seien. 
Man kann nicht leugnen, dass es sich bei dieser Konstruktion um 
pragmatische Faktoren (z. B. Thema/Rhema, Informationstruktur u.a.) 
handelt. 
4. Aufspaltungsbedingung
Die Split-Topikalisierung ist bei Nominalphrasen aller Art nicht möglich. 
Die DP darf z. B. nicht split-topikalisiert werden (=(22)). Und es gibt noch 
einige interessante Probleme wie (23):
(22) * Programmheft gab es dieses. (=(5b))
(23) a.  *Bluse habe ich keine.
b. Geld habe ich keines.
c. Zeitungen hat mein Sohn keine gelesen.
Das LS im Vorfeld hat keinen Artikel Q (kein-), denn er war im Vorfeld nach 
der Kopie/Tilgung-Theorie getilgt worden. Deshalb muss das LS ohne Artikel 
lizenziert werden. Die Nominalphrasen, die ohne Artikel lizenziert werden 
können, sind “indefinite Nominalphrase im Plural” oder “nP im Singular mit 
einem Kollektivum als Kopf”. Bei dem grammatischen Satz (23b) geht es um 
das Kollektivum (Geld) und bei (23c) um eine nP im Plural (Zeitungen). Die 
Nominalphrase im Singular kann aufgespalten werden (=(23a)).
Ersetzen wir jetzt das RS kein- in (23a-c) durch nicht, damit wir bestätigen 
können, dass das LS im Vorfeld selber selbständig lizenziert werden muss 
(cf. Grimm/Grimm 1873).
(23’) a.  *Bluse habe ich nicht.
 b.  Geld habe ich nicht.
 c.  Zeitungen hat mein Sohn nicht gelesen.
Es ist mit Sicherheit eine notwendige Bedingung, dass das LS ohne artikel 
erscheinen kann. (Es gibt einige Daten, die zeigen, dass bei der nP im Singular 
wie (23’a) eine ein-Einschaltung die Grammatikalität vergrößert (cf. Sanders 
1895: 220)).
(23”) a.  ?Eine Bluse habe ich nicht.
(24) a.  ?Ein Tabu soll nicht mehr sein.  (Mannheimer Morgen, 12.02.1998, Lokales)
b.  ?* Tabu soll keins mehr sein.
c.  **Tabu soll nicht mehr sein.
d.  Ein Tabu soll keins mehr sein. (=Determiner Overlap)
Das Phänomen wird “Determiner Overlap” genannt (cf. Riemsdijk 1987; 
Grimm/Grimm 1873), und Riemsdijk (1987) weist daraufhin, dass es um die 
individuelle, regionale und dialektale Differenz geht. Da in kein- schon ein- 
steckt (cf. Sanders 1895: 220), ist die Konstruktion [ein ... kein] ein bisschen 
unökonomisch. Löbel (1996: 13) behauptet, dass die Konstruktion [ein ... 
nicht] viel besser sei. Mit anderen Worten: Eine indefinite singularische 
Nominalphrase am Satzanfang erzwingt eine Negation mit nicht. Aber damit 
wollen wir dieses Thema beenden.)
Jetzt können wir die folgende Bedingung feststellen:
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(25)  Aufspaltungsbedingung (Auflage A):
Das LS, das ins Vorfeld split-topikalisiert wird, muss ohne Artikel 
lizenziert werden.
Dass das morphologische Feature [+µPL] bzw. [+µG], das die deutliche 
morphologische Beugung steuert, am funktionalen Kopf Q0 vorliegt, lizenziert 
das LS. Trotz der Lautlosigkeit des Kopfs Q0 kann dadurch das μ-Feature in 
N0 legitim überprüft werden. Fanselow (1988) definiert die Nominalphrasen, 
die als LS bzw. RS fungiert sind, als “NP-fähig” (cf. Fanselow 1988: 99). 
Laut Fanselow (1988) lassen sich aufgespaltene Nominalphrasen auf die 
Strukturen zurückführen, in denen sich zwei nPs im Mittelfeld befinden (cf. 
Fanselow 1988: 100). Dabei hat die Nominalphrase im Mittelfeld das leere 
Element pro als nominalen Kopf. Pro ist charakterisiert durch die Merkmale 
[−anaphorisch, +pronominal]. Nur wenn pro in RS vom LS gebunden werden 
kann, können zwei Nominalphrasen (LS und RS) mit derselben θ-Rolle im 
Satz auftreten (cf. Fanselow 1988: 102).
(26) a. Basis:  Sie hat [VP[keine pro] [Polnischen Gänse gekauft]].  
b.  Split:  Polnische Gänsei hat sie [[keine proi] [ti gekauft]].  (Fanselow 1988: 106)
Das LS Polnische Gänsei hat denselben Index wie proi und A-bar-bindet 
proi, und deshalb ist der Satz (26b) grammatisch. Laut der Fanselowschen 
Terminologie “NP-fähig” muss LS/RS die NP-Fähigkeit haben, die garantiert, 
dass es selber als eine maximale Kategorie fungieren kann, haben. Die nP im 
Singular ist ausgeschlossen, denn sie muss immer mit Artikel erscheinen. 
Sie ist nicht NP-fähig:
└──(LS)───┘ └─(RS)─┘
(27) a.  *Bluse habe ich keine. (=(23a))
b.  *Buch habe ich meiner Tochter keines gekauft.
Die Beschreibung (25) kann wie folgt reformuliert werden.
(28) Aufspaltungsbedingung (Auflage B):
Die Split-Topikalisierung ist nur dann möglich, wenn das LS bzw. RS 
selber NPmax-fähig ist.
Fanselows Formulierung “Binderi (LS) --- proi (RS)” ist unserer “Opi (LS) 
--- Variable (xi) (RS)”, die durch die Kopie/Tilgung-Theorie begründet ist, 
ganz analog. Beide verlangen eine bestimmte Beziehung zwischen dem LS 
und dem RS. Das NP-fähige LS und RS weisen beide als eine maximale 
Kategorie die vollkommene Flexion auf. Im nächsten Abschnitt diskutieren 
wir über das Problem der Beugung bei der Split-Topikalisierung. 
5. Beugungsregel
Bei der Split-Topikalisierung kann man eine Beugungsdistribution wie 
in (29) finden. Die Sätze (29a), (29b), (29e) und (29f) sind grammatisch. 
Sowohl LS als RS müssen NP-fähig sein und die Beugung der maximalen 
Nominalphrase zeigen. Die Sätze (29c) und (29g), wobei RS in der schwachen 
Form (kein) steht, sind ungrammatisch.
(29) a.  Man hat kein[−]Sicherheitsglas verwandt.
b.  Sicherheitsglas hat man keines[+] verwandt.
c.  *Sicherheitsglas hat man kein [−] verwandt.
d.  *Man hat keines[+]Sicherheitsglas verwandt.
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(27) a.  *Bluse habe ich keine. (=(23a))
b.  *Buch habe ich meiner Tochter keines gekauft.
Die Beschreibung (25) kann wie folgt reformuliert werden.
(28) Aufspaltungsbedingung (Auflage B):
Die Split-Topikalisierung ist nur dann möglich, wenn das LS bzw. RS 
selber NPmax-fähig ist.
Fanselows Formulierung “Binderi (LS) --- proi (RS)” ist unserer “Opi (LS) 
--- Variable (xi) (RS)”, die durch die Kopie/Tilgung-Theorie begründet ist, 
ganz analog. Beide verlangen eine bestimmte Beziehung zwischen dem LS 
und dem RS. Das NP-fähige LS und RS weisen beide als eine maximale 
Kategorie die vollkommene Flexion auf. Im nächsten Abschnitt diskutieren 
wir über das Problem der Beugung bei der Split-Topikalisierung. 
5. Beugungsregel
Bei der Split-Topikalisierung kann man eine Beugungsdistribution wie 
in (29) finden. Die Sätze (29a), (29b), (29e) und (29f) sind grammatisch. 
Sowohl LS als RS müssen NP-fähig sein und die Beugung der maximalen 
Nominalphrase zeigen. Die Sätze (29c) und (29g), wobei RS in der schwachen 
Form (kein) steht, sind ungrammatisch.
(29) a.  Man hat kein[−]Sicherheitsglas verwandt.
b.  Sicherheitsglas hat man keines[+] verwandt.
c.  *Sicherheitsglas hat man kein [−] verwandt.
d.  *Man hat keines[+]Sicherheitsglas verwandt.
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e.  Sicherheitsglas hat man kein[−] neues[+] verwandt.
f.  Neues[+] Sicherheitsglas hat man keines[+] verwandt.
g.  *Neues[+] Sicherheitsglas hat man kein[−] verwandt.
Der Ableitungsprozess von (29b) ist durch die Kopie/Tilgung-Theorie 
begründet:
(30)
Die Konstituenten, die in (30) gestrichen sind, sind diejenigen, die nach der 
Kopie-Operation getilgt wurden. Das Feature, das sich auf die Beugung von 
LS/RS bezieht, ist [+µ]-Feature. Jetzt füge ich das µ-Feature in (30) hinzu:
 11 
schwachen Form (kein) steht, sind ungrammatisch. 
(29) a.  Man hat kei [−]Sicherheitsglas v rwandt. 
b.  Sicherheitsglas hat man keines[+] verwandt. 
    c.  *Sicherheitsglas hat man kein [−] verwandt. 
    d.  *Man hat keines[+]Sicherheitsglas verwandt. 
    e.  Sicherheitsglas hat man kein[−] neues[+] verwandt. 
    f.  Neues[+] Sicherheitsglas hat man keines[+] verwandt. 
    g.  *Neues[+] Sicherheitsglas hat man kein[−] verwandt. 
Der Ableitungsprozess von (29b) ist durch die Kopie/Tilgung-Theorie begründet: 
(30)                    CP 
              QP               C’ 
              Q’          C0           IP 
          Q0      NP     hatj    man         I’ 
         kein                          VP           I0 
                 S-Glas                V’            tj 
                               QP            Vo 
                                Q’         verwandt 
                           Q0        NP 
                          kein 
                                    S-Glas 
Die Konstituenten, die in (30) gestrichen sind, sind diejenigen, die nach der Kopie-Operation getilgt 
wurden. Das Feature, das sich auf die Beugung von LS/RS bezieht, ist [+µ]-Feature. Jetzt füge ich 
das µ-Feature in (30) hinzu: 
(31)                     CP 
              QP1              C’ 
              Q’          C0           IP 
          Q0      NP    hatj     man          I’ 
          e                           VP           I0 
        [+µG]   S-Glas                 V’           tj 
                 [+ ]          QP2           Vo 
                                Q’         verwandt 
                           Q0        NP 
                          kein 
                          [−µ]        e   [+µ] 
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e.  Sicherheitsglas hat man kein[−] neues[+] verwandt.
f.  Neues[+] Sicherheitsglas hat man keines[+] verwandt.
g.  *Neues[+] Sicherheitsglas hat man kein[−] verwandt.
Der Ableitungsprozess von (29b) ist durch die Kopie/Tilgung-Theorie 
begründet:
(30)
Die Konstituenten, die in (30) gestrichen sind, sind diejenigen, die nach der 
Kopie-Operation getilgt wurden. Das Feature, das sich auf die Beugung von 
LS/RS bezieht, ist [+µ]-Feature. Jetzt füge ich das µ-Feature in (30) hinzu:
 11 
schwachen Form (kein) steht, sind ungrammatisch. 
(29) a.  Man hat kein[−]Sicherheitsglas verwandt. 
b.  Sicherheitsglas hat man keines[+] verwandt. 
    c.  *Sicherheitsglas hat man kein [−] verwandt. 
    d.  *Man hat keines[+]Sicherheitsglas verwandt. 
    e.  Sicherheitsglas hat man kein[−] neues[+] verwandt. 
    f.  Neues[+] Sicherheitsglas hat man keines[+] verwandt. 
    g.  *Neues[+] Sicherheitsglas hat man kein[−] verwandt. 
Der Ableitungsprozess von (29b) ist durch die Kopie/Tilgung-Theorie begründet: 
(30)                    CP 
              QP               C’ 
              Q’          C0           IP 
          Q0      NP     hatj    man         I’ 
         kein                          VP           I0 
                 S-Glas                V’            tj 
                               QP            Vo 
                                Q’         verwandt 
                           Q0        NP 
                          kein 
                                    S-Glas 
Die Konstituenten, die in (30) gestrichen sind, sind diejenigen, die nach der Kopie-Operation getilgt 
wurden. Das Feature, das sich auf die Beugung von LS/RS bezieht, ist [+µ]-Feature. Jetzt füge ich 
das µ-Feature in (30) hinzu: 
(31)                     CP 
              QP1              C’ 
              Q’          C0           IP 
          Q0      NP    hatj     man          I’ 
          e                           VP           I0 
        [+µG]   S-Glas                 V’           tj 
                 [+ ]          QP2           Vo 
                                Q’         verwandt 
                           Q0        NP 
                          kein 
                          [−µ]        e   [+µ] 
(31)
Der Kandidat, der mit dem µ-Feature in N0 übereinstimmt, ist im LS 
(=QP1) Q0. Q0 hat hier das Feature [+µG] (“Kollektiva”). Durch diese 
Übereinstimmung des µ-Feature wird die NP-Fähigkeit des LS garantiert. 
Nun prüfen wir RS (=QP2). Es gibt am Q0 im RS kein µ-Feature, denn Q0 
(kein) in der Struktur (31) steht in der schwachen endungslosen Form. Das ist 
eine ähnliche Situation, wie beim englischen bestimmten Artikel [D the], der 
keine deutliche Beugung hat und nur die elementare Funktion tragen kann.
(32) a.  [D the]:  *The is my father.
b.  [D th(e)] + [NP -is/-at]:  This/That is my father.
Deshalb muss auch Q0 kein in QP2 in (31) (mit der Flexionsendung) 
maximalisiert werden. Zur Maximalisierung muss das µ-Feature in N0 mit 
dem anderen µ-Feature übereinstimmen. Nun wollen wir uns des zusätzlichen 
Merkmals [sK] erinnern. Im Falle, dass eine entsprechende QP den sK trägt, 
 11 
schwachen Form () steht, sind ungrammatisch. 
(29) a.  Man hat [−] verwandt. 
b.   hat man [+]verwandt. 
    c.  * hat man  [−]verwandt. 
    d.  *Man hat es[+] verwandt. 
    e.   hat man [−][+]verwandt. 
    f.  [+] hat man [+]verwandt. 
    g.  *[+] hat man [−]verwandt. 
Der Ableitungsprozess von (29b) ist durch die Kopie/TilgungTheorie begründet: 
(30)                    CP 
              QP               C’ 
              Q’          C0           IP 
          Q0      NP                  I’ 
                                   VP           I0 
                                 V’            j 
                               QP            Vo 
                                Q’          
                           Q0        NP 
                          
                                    
Die Konstituenten, die in (30) gestrichen sind, sind diejenigen, die nach der KopieOperation getilgt 
wurden. Das Feature, das sich auf die Beugung von LS/RS bezieht, ist [+]Feature. Jetzt füge ich 
das Feature in (30) hinzu: 
(31)                     CP 
              QP1              C’ 
              Q’          C0           IP 
          Q0      NP                   I’ 
                                     VP           I0 
        [+G]                    V’           j 
                 [+k]          QP2           Vo 
                                Q’          
                           Q0        NP 
                          
                          [−]           [+] 
  
 r  (kein) t t, i  r ti . 
( ) .   t kein[ ]Sicherheitsglas r t. 
.  Sicherheitsglas t  keines[ ] r t. 
    .  Sicherheitsglas t  kein [ ] r t. 
    .   t kein [ ]Sicherheitsglas r t. 
    .  Sicherheitsglas t  kein[ ] neues[ ] r t. 
    f.  Neues[ ] Sicherheitsglas t  keines[ ] r t. 
    .  Neues[ ] Sicherheitsglas t  kein[ ] r t. 
r l it r   ( ) i t r  i  i / il - ri  r t: 
( )                     
                             ’ 
              ’          0           I  
          0           hatj    man         I’ 
         kein                                     I0 
                 S-Glas                ’            tj 
                                           o 
                                ’         verwandt 
                           0         
                          kein 
                                    S-Glas 
i  tit t , i  i  ( ) tri  i , i  i j i , i   r i - r ti  til t 
r .  t r ,  i  f i    /  i t, i t [ µ]- t r . t t f  i  
 µ- t r  i  ( ) i : 
( )                      
              1              ’ 
              ’          0           I  
          0          hatj     man          I’ 
          e                                      I0 
        [ µ ]   S-Glas                 ’           tj 
µ]           QP2           Vo 
                                ’         verwandt 
                           0         
                          kein 
                          [ µ]        e   [ µ] 
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weist das Merkmal [sK] als letztes Mittel der QP das µ-Feature zu, wenn 
auch in Q0 kein µ-Feature vorlag. Das µ-Feature stimmt dadurch mit dem 
µ-Feature, das dem Q0 zusätzlich zugewiesen wurde, überein. QP2 wird auf 
diese Weise eine völlige Nominalphrase. 
(33)
Alle µ-Features, die QP1 und QP2 enthalten, sind jetzt ausgecheckt! Die 
Flexionsendung des Q0 in QP2 (RS) entspricht dem µ-Feature in N0 im LS. 
In (33) ist die Endung singularisch/neutral. Diese Maximalisierung steht 
in Verbindung mit der NP-Fähigkeit. Dasselbe gilt auch in (29e, f, g). Die 
Struktur von (29e) ist wie in (34).
Der Kopf [Q kein] im RS (=QP2) muss maximalisiert werden, damit QP2 
die NP-Fähigkeit erfüllen kann. Das Checken des µ-Feature wird nach der 
Anwendung der Kopie/Tilgung ganz dynamisch ausgeführt. Das heißt: 
nachdem die Tilgung angewandt worden ist, werden das µ-Feature im LS 
und im RS auf der LF-Ebene nachgeprüft. Das µ-Feature spielt eine sehr 
wichtige Rolle, die sich auf die morphologische und syntaktische Seite eines 
grammatischen Phänomens bezieht. 
 12
Der Kandidat, der mit dem Feature in N0 übereinstimmt, ist im LS (=QP1) Q0. Q0 hat hier das 
Feature [+G] (“Kollektiva”). Durch diese Übereinstimmung des Feature wird die NPFähigkeit 
des LS garantiert. Nun prüfen wir RS (=QP2). Es gibt am Q0 im RS kein Feature, denn Q0 () in 
der Struktur (31) steht in der schwachen endungslosen Form. Das ist eine ähnliche Situation, wie 
beim englischen bestimmten Artikel [D ], der keine deutliche Beugung hat und nur die elementare 
Funktion tragen kann. 
(32) a.  [D ]:  * is my father. 
b. [D ] + [NP /]:  / is my father. 
Deshalb muss auch Q0 kein in QP2 in (31) ( it der Fl xionsendung) maximalisiert werden. Zur 
Maximalisierung muss das Feature in N0 mit dem anderen Feature übereinstimmen. Nun wollen 
wir uns des zusätzlichen Merkmals [sK] erinnern. Im Falle, dass eine entsprechende QP den sK trägt, 
weist das Merkmal [sK] als letztes Mittel der QP das Feature zu, wenn auch in Q0 kein Feature 
vorlag. Das Feature stimmt dadurch mit dem Feature, das dem Q0 zusätzlich zugewiesen wurde, 
überein. QP2 wird auf diese Weise eine völlige Nominalphrase.  
(33)           QP2 [sK] 
               Q’ 
        Q0           NP 
       [+]        N’ 
       [+]           N0 
                       [+] 
Alle Features, die QP1 und QP2 enthalten, sind jetzt ausgecheckt! Die Flexionsendung des Q0 in 
QP2 (RS) entspricht dem Feature in N0 im LS. In (33) ist die Endung singularisch/neutral. Diese 
Maximal ierung steht in Verbindung mit der NPFähigkeit. Dasselbe gilt auch in (29e, f, g). Die 
Struktur von (29e) ist wie in (34). 
  Der Kopf [Q ] im RS (=QP2) muss maximalisiert werden, damit QP2 die NPFähigkeit erfüllen 
kann. Das Checken des Feature wird nach der Anwendung der Kopie/Tilgung ganz dynamisch 
ausgeführt. Das heißt: nachdem die Tilgung angewandt worden ist, werden das Feature im LS und 
im RS auf der LFEbene nachgeprüft. Das Feature spielt eine sehr wichtige Rolle, die sich auf die 









Viele Linguisten haben seit langem die folgende Frage zu beantworten 
versucht: 
(35) a.  Man hat kein Sicherheitsglas verwandt.
b.  Sicherheitsglas hat man keines verwandt.
c.  *Man hat keines Sicherheitsglas verwandt.
Wenden wir die Split-Topikalisierung auf (35a) an, dann ergibt sich die 
Struktur (35b), die das richtige Ergebnis darstellt. Aber wenn wir dann nach der 
Rekonstruierung die Struktur (35c) erhalten, müssen wir die Transformation 
von (35b) zu (35c) als einen Fehlschlag bezeichnen. Auf der Stufe von (35b) 
sind alle µ-Features ausgecheckt worden. Das LS [DP Sicherheitsglas] und 
 13
 (34)                    CP 
              QP1              C’ 
              Q’          C0           IP 
        Q0        NP                  I’ 
               N’                 VP            I0 
      [+G]  AP       N’              V’            j 
                      N0       QP2           Vo 
                    Q’          
                     [+]   Q0        NP 
                                  N’ 
                          [−]    AP      N’ 
                                          N0 
                                    
                         [+] 
  Viele Linguisten haben seit langem die folgende Frage zu beantworten versucht:  
(35) a.  Man hat  verwandt. 
b.   hat man  verwandt. 
    c.  *Man hat  verwandt. 
Wenden wir die SplitTopikalisierung auf (35a) an, dann ergibt sich die Struktur (35b), die das 
richtige Ergebnis darstellt. Aber wenn wir dann nach der Rekonstruierung die Struktur (35c) erhalten, 
müssen wir die Transformation von (35b) zu (35c) als einen Fehlschlag bezeichnen. Auf der Stufe 
von (35b) sind alle Features ausgecheckt worden. Das LS [DP ] und das RS [QP 
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vorliegt. Keine DP, die das Merkmal [−SQ] enthält, kann split-topikalisiert 
werden. 
Das LS im Vorfeld fungiert als ein Operator (Opx), der den topikalischen 
Umfang bestimmt, und das RS im Mittelfeld als ein Quantor (Qx), der die 
Variable x bindet. Daraus ergibt sich, dass das LS den Oberbegriff hat, der 
das RS umgreift. 
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Aber nicht alle QP können aufgespalten werden. In diesem Kapitel haben 
wir diese Konstruktion mittels der “NP-Fähigkeit”, die Fanselow (1988) 
vorgeschlagen hat, analysiert. Wir sind zu dem Schluss gekommen, dass 
die Split-Topikalisierung nur dann möglich ist, wenn beide LS und RS für 
die völlige Nominalphrase anerkannt werden können. Wir brauchen dabei 
die Bedingung, dass das LS im Vorfeld ohne Artikel stehen darf, denn 
das LS hinterlässt stets seinen artikel im Mittelfeld. Die Nominalphrasen, 
die die Bedingung erfüllen, sind “indefinite Nominalphrase im Plural” und 
“Kollektiva”. Sie entsprechen den Features [+µPL] und [+µG].
Die vollständige Flexion muss zugleich im LS/RS ausgeführt werden. Eine 
spezifische Beugung wie in (38) liegt also bei der Split-Topikalisierung vor:
(38) a.  Sicherheitsglas hat man keines verwandt. (=(29b))
b.  Neues Sicherheitsglas hat man keines verwandt. (=(29f))
Das RS weist nach der Aufspaltung die starke Form [QP keines] auf, obwohl vor 
der Aufspaltung der Negationsartikel kein in [QP kein (neues) Sicheheitsglas] 
in der schwachen Form steht. Diese seltsame, merkwürdige Beugung stellt 
allerdings mittels des Begriffs der NP-Fähigkeit keinen Trick dar. Die starke 
Form [QP keines] ist eine maximale Projektion. Die schwache Form [QP kein] ist 
noch nicht maximal. Die Split-Topikalisierung ist im Englischen nicht erlaubt, 
denn der englische Negationsartikel no hat keine Flexionsendung (=(39a)). 
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(39) a.  *Computer, I have ever used no.  [−(NP-fähig)]
b.  *Computer, I have ever used this.  [−SQ]
c.  ??Computer, I have ever used only this.  (this Computer = z.B. iMac)
                                                        [+SQ]  [+(NP-fähig)]
Das Demonstrativum this in (39b) bezieht sich auf das [−SQ]-Feature, und 
dabei ist die Aufspaltung unmöglich. Aber mit Hilfe eines Operators only 
nimmt die grammatische Richtigkeit des Satzes (39c) einigermaßen zu. 
Zwischen der deutschen und englischen Sprache besteht ein großer 
Unterschied in der morphosyntaktischen Struktur der Nominalphrase. 
Es ist kein Zweifel, dass im Deutschen die Split-Topikalisierung erlaubt 
ist, während sie im Englischen unmöglich ist. Diesen Sonderfall der 
Topikalisierung, die Split-Topikalisierung, ruft der pragmatische Anspruch 
hervor, der in Verbindung mit dem Thema-Rhema-Verhältnis steht. Paul 
(1919: 12) behauptete, wie schon erwähnt, dass das LS als psychologisches 
Subjekt bezeichnet werden kann, und das RS als psychologisches Prädikat. 
Diese brauchen nicht mit dem grammatischen Subjekt oder Prädikat identisch 
zu sein.
Wir haben durch die Betrachtung der Split-Topikalisierung die 
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