We give a simple polynomial time approximation scheme for the weighted matroid matching problem on strongly base orderable matroids. We also show that even the unweighted version of this problem is NP-complete and not in oracle-coNP.
Preliminaries
We assume familiarity with basic graph and matroid theory. For reference, see Schrijver's book [4] . Given a matroid M = (S, I) and a graph G = (S, E), we say that a matching F ⊆ E is feasible for M if the set F ⊆ S of vertices covered by F is independent in M. Given a weight function, w : E → R + , the weighted matroid matching problem consists on finding a feasible matching of maximum weight. This problem is a common generalization to both the weighted graphic matching and the weighted matroid intersection problems.
Even for the unweighted version (where every edge has unit weight), the previous problem is not polynomially solvable when the matroid is given by an independence oracle [1, 3] : there are instances where checking that no feasible matching of a given size exists requires an exponential number of oracle queries. These instances can be modified to show NP-completeness [4] .
For the unweighted version, Lovász [3] has given a polynomial time algorithm for linear matroids. Recently, Lee et al. [2] have developed a PTAS for general matroids using local search techniques. For arbitrary weights, the situation is less developed. We only have polynomial time algorithms for the case where the matroid is a gammoid [5] . An open problem of Lee et al. [2] is to get a PTAS for the weighted version on general matroids.
In this note we focus on a special class of matroids containing gammoids and not comparable with linear matroids. A matroid M = (S, I) is strongly base orderable if for every pair of bases I and J, there is a bijection π : I → J such that for all K ⊆ I, the set π(K) ∪ (I \ K) is also a base of the matroid. On the positive side, we give a local search based PTAS for the weighted matroid matching problem on strongly base orderable matroids. On the negative side, we show that even the unweighted version of this problem is NP-complete and not in oracle co-NP. The negative results follow since the matroids used to prove the analogue hardness results for matroid matching are strongly base orderable.
An important special case of the weighted matroid matching problem is the weighted matroid parity problem. In this version, the set E of edges (also denoted as pairs or mates) is itself a matching. The following reduction [2] shows that both problems are equivalent. Given an instance (M, G, w) of the weighted matroid matching problem, define a new set S ′ of elements containing as many copies of every vertex s as its degree in G = (S, E). Construct a new graph G ′ = (S ′ , E ′ ) by creating for every edge {u, v} ∈ E, one edge of the same weight between a copy of u and a copy of v in S ′ , in such a way that the new collection of edges E ′ is a matching. Let M ′ = (S ′ , I ′ ) be the matroid in which a set I ′ ⊆ S ′ is independent if it has at most one copy of each element of S and the respective set I of original elements is independent in M. It is easy to check that the previous construction gives an approximation preserving reduction and that if M is strongly base orderable then so is the matroid M ′ . The last statement follows since strong base orderability of matroids is closed under taking parallel extensions [4, Section 42.6c].
A local search PTAS for Weighted Matroid Parity
Consider a matroid M = (S, I), a partition E of S into n pairs and a weight function w : E → R + . A folklore result (see, e.g. [2] ) is that the greedy solution obtained by processing the pairs in decreasing order of weight, and selecting only those pairs that keep the current solution feasible, is a 2-approximation for the weighted matroid parity problem. A feasible set is a local optimum for s-moves if no s-move improves it. A feasible set is a δ-local optimum for s-moves if no s-move δ-improves it. Consider the following local search algorithms for the unweighted and weighted matroid parity problems respectively, parameterized by an integer s ≥ 1.
Algorithm 1.
While there is an s-move improving the current solution, initially empty, perform the s-move of maximum gain. Return the solution found. Algorithm 2. Start from a greedy solution A 0 for the problem. While there is an s-move 1/n 2 -improving the current solution, perform the s-move with maximum gain. Return the solution found.
Lemma 2.2. Given s ≥ 1, Algorithm 1 (resp. Algorithm 2) returns a local optimum (resp. a 1/n 2 -local optimum) for s-moves for the unweighted (resp. weighted) matroid parity problem in O(n s+1 ) time (resp. O(n s+2 ) time).
Proof. Clearly, both algorithms are finite and correct and the greedy solution A 0 can be found in O(n log n) time, which is O(n s+2 ). Given a feasible solution A, the number of possible s-moves for A is O(n s ). Then each iteration of both algorithms can be done in O(n s ) time and using the same number of oracle calls. To conclude, we show that the number of iterations is bounded.
Since every iteration of the first algorithm improves the current solution by one unit and the optimum solution has cardinality at most n, this algorithm performs at most n iterations. In the second algorithm, every iteration improves the weight of the current solution by a factor (1 + 1/n 2 ).
Since the initial solution A 0 and the solution returned are at most a factor two apart, the number of iterations is at most log (1+1/n 2 ) (2) ≤ (1 + n 2 ) log(2) = O(n 2 ).
The following lemma, which we prove at the end of this section, is useful to obtain a PTAS when M is strongly base orderable. Lemma 2.3. Let t ≤ n be a positive integer and B be an optimal feasible solution of the weighted matroid parity problem on an strongly base orderable matroid. If A is a local optimum for (2t + 1)-
Given 0 < ε < 1, set t(ε) = ⌈1/ε⌉ and t ′ (ε) = 2t(ε). By Lemma 2.3, any local optimum for (2t(ε)+1)-moves is a (1+ε)-approximation, and so is any 1/n 2 -local optimum for (2t ′ (ε)+1)-moves. By choosing s appropriately in Lemma 2.2, we have the following corollary.
Corollary 2.4. Algorithm 1 (resp. Algorithm 2) returns a (1+ε)-approximation for the unweighted (resp. weighted) matroid parity problem for strongly base orderable matroids in time O(n 2⌈1/ε⌉+2 ) (resp. O(n 4⌈1/ε⌉+3 )).
Using the reduction from matroid matching to matroid parity we obtain our main positive result.
Theorem 2.5. There is a PTAS for both the weighted and the unweighted matroid matching problems on strongly base orderable matroids. Consider a bijection π :
We can further impose π| I∩J to be the identity map (see, e.g. [4, Section 42 .6c]). Let H be the multigraph on the set A ′ ∪ B ′ having one edge between a = {u, v} ∈ A ′ \ B ′ and b = {u ′ , v ′ } ∈ B ′ \ A ′ if only one element in {u, v} is mapped to {u ′ , v ′ } and two parallel edges between them if π({u, v}) = {u ′ , v ′ }. Since every vertex has degree two and the graph is bipartite, H is a collection of vertex-disjoint even cycles. Orient the edges so that every cycle is properly directed to obtain a digraph H. See Figure 1 .
For a positive integer t, let C + t be the collection of long cycles in H, having length at least 2t + 2 and C − t be the collection of short cycles in H, having length at most 2t (for convenience, include in C − t all the isolated nodes in A ′ ∩ B ′ as zero-length cycles). Let V + and V − be the sets of nodes in long and short cycles respectively. Note that V + and V − form a partition of A ′ ∪ B ′ .
For every cycle C of H, π( (C ∩ A ′ )) = (C ∩ B ′ ). Hence A ′ ∆C is a feasible matching for M ′ . Therefore, for every short cycle C ∈ C − t , the collection of pairs C \ X defines a 2t-move for A in the original matroid M.
For every a ∈ V + ∩ A ′ , define the set H a of nodes reachable from a by using at most 2t directed arcs in H. This is, H a is the node set of the directed path starting in a, having t + 1 nodes from A ′ and having t nodes from B ′ . By construction, for every a ∈ V + ∩ A ′ , the image under π of
In the left, feasible sets A and B sharing one pair. In the middle, sets A ′ and B ′ and the bijection π : A ′ → B ′ . In the right, a possible orientation of H.
(H a ∩ A ′ ) contains (H a ∩ B ′ ). This observation, together with the definition of π, implies that A ′ ∆H a is feasible for the matroid M ′ . Therefore, H a \ X defines a (2t + 1)-move for A in M.
The total gain of moves coming from short cycles, {C \ X :
and the total gain of moves from long cycles,
Suppose that B is optimal and A is a local optimum for (2t + 1)-moves. Then each of the above moves has nonpositive gain. In particular, for each
From here, we have that w(A) ≥ tw(B)/(t + 1) = (1 − 1/(t + 1))w(B).
If A is a 1/n 2 -local optimum for (2t + 1)-moves, then each move has gain of at most w(A)/n 2 . Since t ≤ n, |C
From here, we have that w(A) ≥ tw(B)/(t + 2) = (1 − 2/(t + 2))w(B).
3 Matroid parity is hard on strongly base orderable matroids.
Here we review the proofs of hardness of matroid parity on general matroids (see [4, Section 43 .9] for more details). Let ν ∈ Z + , S be a set of even size and E be a partition of S into pairs. Let M be the matroid on S, where T ⊆ S is independent if |T | ≤ 2ν − 1, or if |T | = 2ν and T is not the union of ν pairs in E. For every set F ⊆ E of size ν, let M F be the matroid extending M by an independent set I F = F ⊆ S. Also, given a graph G = (E, X), construct M G by extending M by all independent sets I C = C, where C is the vertex set of a clique of size ν in G. It can be shown that M, M F and M G are matroids, that E has no matching of size ν feasible for M, that F ⊆ E is the unique matching of size ν feasible for M F , and that E contains a matching of size ν feasible for M G if and only if G has a clique of size ν. Given ν, the above set E and an oracle for a matroid N that is known to be either M or any of the possible M F with |F | = ν, it is known that the number of oracle calls needed to check if there is a matching of size ν feasible for N is at least |E| ν , showing that the matroid parity problem is not in oracle co-NP. Similarly, as the maximum-size clique problem is NP-complete, the matroid parity problem on matroids M G constructed as above is NP-complete.
Note that M and M F are special cases of M G , obtained from a graph having zero or one clique of cardinality ν. The following lemma implies that the hardness guarantees for the matroid parity problem are maintained if we restrict to strongly base orderable matroids.
Lemma 3.1. For every ν ∈ Z + and every graph G, the matroid M G is strongly base orderable.
Proof. Let ν ∈ Z + and G = (E, X) be a graph. Create a set S having two copies of each element in E, and interpret E as a partition of S into pairs or mates. The bases of M G are then B(M G ) = {I ⊆ S : |I| = 2ν, and I is not the union of ν pairs of E} ∪ {I ⊆ S : I is the union of ν pairs F , where F is a clique in G}.
Let I, J ⊆ S be two bases in B(M G ). In what follows we construct a bijection π
is also a base. We divide the problem in cases. In each of them we impose conditions on π that can easily be satisfied by some bijection. In particular, for every case, we impose π| I∩J to be the identity map. By assuming that L is the union of ν pairs, we either show that L ∈ {I, J} or we get a contradiction, proving in both situations that L is a base.
Under the assumption that L is the union of ν pairs, the following two properties hold.
Property 1: An element is in L if and only if its mate is in L.
Property 2: An element in I∆J is in L if and only if its image or preimage under π is not in L.
There are nine cases to consider for I and J. For visual aid on the first five cases, see Figure 2 .
(i) If there is u ∈ I ∩ J whose mate is in S \ (I ∪ J), then any bijection π works.
Since π(u) = u, any set L = π(K) ∪ (I \ K) as above contains u but not its mate. Thus, L is not the union of ν pairs.
(ii) Else, if there are u ∈ I \ J and v ∈ J \ I with mates in S \ (I ∪ J), then select any such u and v, and set π(u) = v.
(iii) Else, if there are u ∈ I \ J and v ∈ J \ I with {u, v} ∈ E, then select any such pair and set π(u) = v.
Cases (ii) and (iii) are similar: any set L = π(K) ∪ (I \ K) contains either u or v, but not its corresponding mate. Thus, L is not the union of ν pairs. (iv) Else, if there are pairs {u,ū} and {v,v} in E with u ∈ I \ J, v ∈ J \ I and {ū,v} ⊆ I ∩ J, then set π(u) = v.
For case (iv), note that any set L as above contains bothū andv but only one of their mates. Thus, L is not the union of ν pairs.
(v) Else, if there are pairs
(Also consider here the same case with I and J interchanged.)
For case (v), consider a set L as above and assume L is the union of ν pairs. Sinceū 1 is in I ∩ J, we have π(ū 1 ) =ū 1 , and soū 1 must be in L. In what follows we apply Properties 1 and 2 iteratively. Sinceū 1 is in L, its mate u 1 is also in L. Then, π(u 1 ) = v 1 is outside set L, and so is its mate v 2 = π(u 2 ). This implies that u 2 is in L. But its mateū 2 is outside L, contradicting the assumption. If none of the previous cases hold, then only one of I \ J or J \ I can contain an element with mate in I ∩ J, and only one can contain an element with mate in S \ (I ∪ J). Furthermore, none of the two sets can contain both types of elements. The rest of the pairs intersecting I ∪ J are completely inside I \ J, J \ I or I ∩ J. Therefore, by possibly interchanging the roles of I and J, we can assume that (1) the set I \ J contains a ≥ 0 elements with mates in I ∩ J, and k ≥ 0 pairs completely inside; (2) the set J \ I contains b ≥ 0 elements with mates in S \ (I ∪ J) and ℓ ≥ 0 pairs completely inside; (3) the set I ∩ J contains c ≥ 0 pairs completely inside; and (4) no pair other than the ones described before intersects I ∪ J.
Under these assumptions, let (
be the pairs completely inside I \ J and J \ I respectively. Note that 2k + a = 2ℓ + b = |I \ J| = |J \ I|. In particular, if b > a, then k > ℓ and viceversa. We proceed with the rest of the cases. For visual aid, see Figure 3 . 
Assume that L is the union of ν pairs. Then no element with mate in S \ (I ∩ J) is in L. Using Property 2, the preimages under π of these elements are in L. In particular, u ℓ+1 , . . . , u k are in L. By repeatedly using Properties 1 and 2, starting on element u k , we conclude that all
are in L, and that their images,
Furthermore, since the a elements of I with mates in I ∩ J are also in L, we conclude that L = I. Assume that L is the union of ν pairs. Then every element with mate in I ∩ J is in L. Using Property 2, the images of these elements are not in L. This is, the elements v ′ k+1 , v k+2 , v ′ k+2 , . . . , v ℓ , v ′ ℓ , v 1 are not in L. By repeatedly using Properties 1 and 2, starting on element v 1 , we conclude that L = I. If L is the union of ν pairs, then every element with mate in I ∩ J is in L. In particular, u k+1 ∈ L and, by Property 2, its image v 1 is outside L. By repeatedly using Properties 1 and 2, starting on element v 1 we get L = I. This proof also holds in the degenerated case where k = ℓ = 0.
(ix) If b = a = 0. Set π(u i ) = v ′ i , π(u ′ i ) = v i+1 (mod k) for every 1 ≤ i ≤ k.
For this final case, let L be a union of ν pairs. If u 1 ∈ L then it is easy to see, using Properties 1 and 2, that L = I. Similarly, if u 1 ∈ L then L = J.
We have proved that for every case, and for every K ⊆ I, if the set L = π(K) ∪ (I \ K) is a union of pairs then L ∈ {I, J}. Thus, L is always a base of M G , and therefore M G is an strongly base orderable matroid.
