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Capítol 1
Introducció
L'evolució del tràﬁc d'Internet ha incrementat durant els últims anys de forma exponenci-
al. Aquest creixement ha donat lloc al desenvolupament de nous sistemes de comunicació
òptics que permeten tenir xarxes de transport cada vegada més robustes, eﬁcients, i fàcils
de mantenir. En aquesta evolució, les comunicacions òptiques s'han anat transformant
per adaptar-se a unes noves necessitats de transmissió. Davant d'unes necessitats basa-
des en un augment de la demanda d'ampla de banda i en la capacitat de commutació
en el domini òptic, el paper de la tecnologia de multiplexació per divisió de longitud
d'ona (Wavelength Division Multiplexing, WDM) i dels OxC es fan imprescindibles per
al desenvolupament de les xarxes completament òptiques.
Un primer paradigma de commutació per a aquest tipus de xarxes esdevé la commutació
de circuits òptics (Optical Circuit Switching, OCS). Aquesta tècnica està orientada a
connexió, ja que s'ha d'establir prèviament un camí de comunicació òptic entre l'origen
i el destí per poder realitzar la transmissió. La tecnologia OCS proporciona avantatges
en la transmissió d'informació estable i de llarga duració. En canvi, resulta una opció
molt ineﬁcient davant de tràﬁc amb perﬁl a ràfegues, ja que manté els enllaços ocupats
inclús quan la informació encara no circula per la xarxa.
Aquests inconvenients, juntament amb el continu creixement del tràﬁc IP, fan que sigui
inevitable introduir la multiplexació estadística dels recursos en la capa òptica. Així
doncs, apareix el concepte de commutació de paquets òptics (Optical Packet Switching,
OPS), que permet el processament de paquets i la multiplexació estadística en el domini
òptic. Malgrat tot, OPS encara presenta diﬁcultats tecnològiques que fan impossible el
1
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seu desplegament. En aquest sentit, sorgeix la commutació de ràfegues òptiques (Optical
Burst Switching, OBS), com a opció a curt i mig termini per a xarxes òptiques de
transport, resultant una solució a mig camí entre les tecnologies OCS i OPS.
La commutació de ràfegues òptiques reﬂexa mancances per garantir QoS i, des del punt
de vista econòmic, una xarxa OBS pura pot resultar encara massa cara. En aquesta
situació, sembla natural aproﬁtar les millors característiques de OBS i OCS per crear un
sistema híbrid. Idealment, els ﬂuxos de tràﬁc llargs i estables, amb necessitats de QoS,
es transmetrien a través de OCS. D'altra banda, els ﬂuxos de tràﬁc dinàmic i amb perﬁl
a ràfegues, es transmetrien amb OBS .
Aquest projecte planteja oferir una arquitectura híbrida amb aquestes dues tecnologies de
xarxa complementàries en paral·lel. Així doncs, es pretenen estudiar les característiques
de les dues tecnologies amb l'objectiu de complementar els inconvenients i els avantatges
que ofereixen per separat. D'aquesta forma, també es podria trobar una opció de baix
cost i eﬁcient a les arquitectures de xarxa que es fan servir actualment.
L'eina utilitzada per fer l'estudi i simulacions del sistema híbrid serà OMNeT++. Aquest
entorn és per desenvolupar simuladors a partir d'esdeveniments que es produeixen en el
sistema, i juntament amb el llenguatge de programació orientat a objectes, C++, permet
controlar tot el comportament del sistema.
1.1 Objectius del projecte
Aquest projecte estudia les característiques de les tecnologies OBS i OCS, i la seva
resposta davant de diferents situacions de tràﬁc. En deﬁnitiva, el principal objectiu
és trobar una alternativa de baix cost i altament adaptativa amb els avantatges que
proporcionen aquestes dues tecnologies quan es complementen en un sistema híbrid en
paral·lel. Així doncs, el projecte s'estructura de la següent forma:
• Capítol 2: Estudi de l'evolució de les xarxes òptiques en els últims anys. En aquest
capítol es destaquen tots els elements que han sigut necessaris en el procés d'adap-
tació de les necessitats actuals de tràﬁc. D'aquesta forma es situen les tecnologies
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OBS i OCS en aquesta evolució, i s'estudien amb especial atenció el seu funcio-
nament. Finalment es presenten les arquitectures híbrides com a solució òptima a
curt i mig termini.
• Capítol 3: Descripció del desenvolupament i implementació del sistema d'arquitec-
tura híbrid OBS/OCS en paral·lel. El simulador haurà d'adaptar-se als requisits
propis de cada tecnologia i a les limitacions que proporcioni l'eina de simulació
OMNeT++.
• Capítol 4: Realització de les simulacions i exposició dels resultats obtinguts amb el
simulador implementat. Les dues tecnologies són avaluades davant de condicions i
situacions de tràﬁc diferents.
• Capítol 5: Avaluació de les simulacions i extracció de les conclusions de l'estudi.
Fruit d'aquestes conclusions s'examinen el compliment dels objectius inicials.
• Capítol 6: Proposta de noves línies de treball futur.
Capítol 2
Arquitectures de xarxa òptica de
transport
2.1 Evolució de les xarxes òptiques
El primer sistema de comunicació per ﬁbra òptica va ser instal·lat als anys 70. Des
d'aleshores, la ﬁbra òptica ha anat substituint al cable de coure com a mitjà de transport
en les xarxes actuals. Tal i com es pot observar en la ﬁgura 2.1, aquesta evolució encara
està en procés.
L'objectiu ﬁnal de les comunicacions òptiques és poder aconseguir unes arquitectures de
xarxa robustes, eﬁcients i fàcils de mantenir.
Commutació de paquets
1997                        2000 futur
ESTÀTIQUES
DINÀMIQUES
MULTICAPA
PAQUETS Commutació de ràfegues
Commutació  multicapa: ASTN
Xarxes Mallades: OTN
Xarxes d’anell
Enllaços punt a punt: WDM
Commutació  de longitud d’ona: ASON
Figura 2.1: Evolució en les xarxes òptiques
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2.1.1 Xarxes òptiques de primera generació
En l'evolució de les xarxes òptiques s'identiﬁca una primera generació amb les primeres
xarxes estàtiques. Per xarxes estàtiques s'entenen aquelles que són difícils de reconﬁgu-
rar, pels temps i costos que suposa canviar l'estructura de les seves connexions. Aquestes
primeres arquitectures disposaven d'enllaços òptics estàtics punt a punt que interconnec-
taven els diferents nodes de la xarxa.
Inicialment, els enllaços només tenien capacitat per oferir un únic canal o longitud d'ona
per ﬁbra. Això va ser així ﬁns a l'aparició del Wavelength Division Multiplexing (WDM).
Aquesta tecnologia va permetre la multiplexació i demultiplexació de diversos canals per
una mateixa ﬁbra, de manera que es va augmentar de forma signiﬁcativa la capacitat de
transmissió de cada ﬁbra.
Transponder Multiplexor Demultiplexor Transponder
Fibra òptica
Converteix un senyal 
en un canal òptic
Converteix un canal 
òptic en un senyal
Amplificador òptic Amplificador òptic
Figura 2.2: Sistema de transmissió WDM
El sistema de transmissió WDM està format per dues etapes, tal i com es pot observar a
la ﬁgura 2.2. En l'etapa de multiplexació, n transmissors òptics emeten longituds d'ona
diferents que es combinen en paral·lel en el multiplexor. El senyal resultant es transmetrà
a través de la ﬁbra. En l'etapa de demultiplexació, els canals òptics es separen per poder
ser tractats individualment.
Existeixen diverses variants per a aquesta tecnologia segons la separació que es guarda
entre els diferents canals. Principalment es distingeixen la Dense Wavelength Divisi-
on Multiplexing (DWDM) i la Coarse Wavelength Division Multiplexing (CWDM). La
DWDM és una multiplexació per divisió de longitud d'ona, i permet ﬁns a 160 canals
per ﬁbra. D'altra banda, la CWDM és també una multiplexació per divisió de longitud
d'ona, però amb una separació més gran entre canals, aconseguint-ne entre 8 i 16 canals
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per ﬁbra. Això signiﬁca que la separació entre canals pot passar dels 20 nm per a la
CWDM ﬁns als 0.4 nm que suportaria la tecnologia DWDM. Evidentment, els requisits
tecnològics i el cost són molt més elevats per a la DWDM.
L'inconvenient d'aquesta primera generació era que per poder processar la informació
que arribava a qualsevol node, tant perquè s'havia d'enrutar novament cap al següent
enllaç o perquè ja s'havia arribat a la destinació, calia convertir el senyal del domini òptic
a l'elèctric. Aquesta conversió no suposava únicament incrementar el cost de la xarxa
pel gran nombre de conversors O/E i E/O necessaris, sinó que també comportava una
gran complexitat en el processament de tota la informació que entrava als nodes.
2.1.2 Xarxes òptiques de segona generació
En el context resultant ﬁns al moment, s'havia establert una arquitectura formada per
quatre capes IP/ATM/SDH/DWDM. La funcionalitat d'aquestes capes és la següent:
• Capa IP: Permet el transport entre aplicacions i serveis. El protocol IP és el més
utilitzat per la seva ﬂexibilitat i compatibilitat amb molts sistemes ja existents.
• Capa ATM: Codiﬁca la informació en unitats més petites, anomenades cel·les, i
proporciona serveis de la capa d'enllaç sobre la capa física. La tecnologia ATM
proporciona funcionalitats d'enginyeria de tràﬁc (TE) a la xarxa.
• SONET/SDH: Proporciona els mecanismes de protecció i restauració de les da-
des, així com també una utilització eﬁcient de l'ampla de banda.
• DWDM: Ofereix la capacitat de multiplexació per divisió de longitud d'ona.
L'estructura d'aquestes capes es va crear pensant en el tràﬁc de veu. Com a conseqüèn-
cia, existia redundància entre capes en algunes de les funcionalitats necessàries per la
transmissió de tràﬁc de dades. Així mateix, cadascuna de les capes afegia més bits de
capçalera, augmentant l'overhead total.
La necessitat de reduir la complexitat de la xarxa, especialment en els nodes intermedis,
va fer que aparegués una nova generació de xarxes òptiques. En aquesta nova genera-
ció es mantenia el senyal en el domini òptic, i només en arribar al destí es processava
elèctricament el tràﬁc.
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En aquest sentit, es va crear una tendència per eliminar les dues capes intermèdies, i
migrar les funcionalitat de les capes ATM i SDH cap a la capa òptica en una arquitec-
tura IP/DWDM. Aquesta nova capa resultant és la Optical Transport Network (OTN),
que proporcionarà els serveis de les capes superiors i mantindrà la capa IP com a cli-
ent. D'aquesta forma s'estableixen connexions òptiques extrem a extrem sense necessitat
d'etapes O/E/O.
Durant el desenvolupament d'aquesta nova generació, van aparèixer uns nous elements
que van permetre mantenir la informació en una mateixa longitud d'ona o modiﬁcar-la
si la xarxa ho requeria. Aquests nous elements es situen en els nodes intermedis, són els
Optical Add and Drop Multiplexers (OADM) i els Optical Cross-Connectors (OXC).
Add
Multiplexor Demultiplexor
Drop
N x N Switch
Figura 2.3: Estructura OADM
• L'OADM agafa un dels senyal que arriba a un dels ports d'entrada del node, tractat
prèviament per la tecnologia WDM, i analitza les longituds d'ona que hi conté. Els
elements OADM extreuen les longituds d'ona que cal enviar cap els ports locals i
deixen passar les longituds que han de tornar a sortir pels ports de sortida. Tal
i com s'observa a la ﬁgura 2.3, també poden injectar noves longituds d'ona en el
ﬂux de la transmissió. Els OADM van permetre reduir els costos en elements de
conversió O/E i E/O.
• Els OXC serveixen per poder commutar qualsevol longitud d'ona cap a qualsevol
dels ports de sortida i, en cas necessari, proporcionar la conversió cap a una altra
longitud d'ona en aquelles xarxes que ho permetin.
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La base de l'encapsulament ﬂexible a les trames de la xarxa OTN és a través del Generic
Framing Procedure (GFP) [1], que juntament amb la capacitat de correcció d'errors
(FEC), van permetre millorar la capacitat en transmissions més llargues.
En deﬁnitiva, aquesta nova generació va suposar un estalvi en dispositius, però l'as-
signació i l'alliberament dels recursos encara era centralitzat i de forma manual. Això
implicava que encara no es disposava de la ﬂexibilitat suﬁcient per a reaccionar davant
dels canvis de tràﬁc que es produeixen a la xarxa.
En solució a aquest problema, van aparèixer les primeres xarxes dinàmiques que van
introduir un pla de control a les xarxes de transport OTN. D'aquesta forma, l'assignació
i l'alliberament de les connexions es podien fer a través d'aquest pla de control de manera
automàtica, són les xarxes de commutació de circuits òptics (Optical Circuit Switching,
OCS).
El paradigma de commutació OCS és implementat per l'arquitectura Automatically
Switched Optical Network (ASON). ASON es caracteritza per gestionar el pla de trans-
port de forma completament òptica, com ja ho feia OTN, i a la vegada interactuar amb
el pla de control.
Paral·lelament, també van aparèixer les arquitectures de xarxa dinàmiques multicapa,
anomenades per la ITU-T com Automatic Switched Transport Network (ASTN), amb la
capacitat d'aproﬁtar els canals existents en la capa del servidor mitjançant ﬂuxos clients
nidats. Així doncs, arquitectures com la MPLS/WDM o la SDH/WDM van permetre
una millor utilització dels camins òptics en comparació amb les xarxes de OCS pures.
Cal remarcar que els nodes d'aquestes xarxes multicapa han d'implementar les funcions
dels elements OXC i han d'estar equipats amb ports òptics. Aquests ports seran els
encarregats d'agregar ﬂuxos de tràﬁc de clients, o de camins òptics destinats al node, als
camins òptics originats en aquest.
En aquesta arquitectura de xarxa es distingeixen tres models de pla de control: overlay,
augmented i peer. El pla de control tradicional seguia el model overlay on cadascuna
de les capes tenia un pla de control independent. En el model augmented, cada capa
disposava del seu pla de control però, a diferència del model overlay, interconnectats per
poder intercanviar informació sobre l'assignació de l'ampla de banda. Finalment, en el
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model peer les capes estan controlades per un únic pla de control, de manera que es té
en compte la informació de tota la xarxa.
La solució més òptima esdevé el model peer perquè permet millorar la utilització dels
recursos. Tot i així, és important destacar que el seu desenvolupament depèn del nivell
de conﬁança existent entre els diferents dominis de commutació. En aquest sentit, s'han
realitzat en els últims anys estudis referents a la integració de mecanismes d'enginyeria
de tràﬁc (Traﬃc Engineering, TE) en xarxes multicapa peer, on la majoria assumeix un
pla de control GMPLS.
2.1.3 Xarxes òptiques de tercera generació
Des del començament, en les xarxes òptiques, s'ha tingut la intenció de dirigir-se cap a
un escenari completament òptic, però tot i que les arquitectures dinàmiques haurien de
ser una realitat a curt i mig termini, encara no estan prou provades per preparar la seva
implantació.
A partir dels treballs realitzats sobre aquests escenaris, una tercera generació va donar
lloc a les xarxes òptiques basades en tecnologies de commutació de paquets (Optical
Packet Switching, OPS) i commutació de ràfegues òptiques (Optical Burst Switching,
OBS).
Les xarxes OPS transporten de forma òptica paquets de dades que són multiplexats
en la capa òptica WDM. Cadascuna de les longituds d'ona dels enllaços és compartida
per tots els paquets que es transmeten entre qualsevol dos punts de la xarxa. Aquest
tipus de tecnologia va intentar portar al domini òptic la commutació dels paquets, que
anteriorment només es podia fer en l'entorn elèctric.
Davant d'un tràﬁc altament dinàmic, les xarxes basades en commutació de circuits des-
aproﬁtaven l'ampla de banda assignat en situacions de poc tràﬁc. En aquesta mateixa
situació de poc tràﬁc, la senyalització també afegia retard en la transmissió. Les xarxes
OPS solucionaven aquests problemes perquè la informació necessària per establir la ruta
es guardava en la capçalera i es processava node a node.
Tot i així, el principal inconvenient de les xarxes OPS és la complexitat tecnològica que
suposa el seu desenvolupament:
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- Els commutadors no poden realitzar un processament òptic de les capçaleres dels
paquets, per tant, és necessari passar al domini elèctric. Això suposava un augment
del cost de la xarxa en conversors O/E i E/O.
- Conseqüentment, es va generar un problema amb l'emmagatzematge de la infor-
mació, ja que les dades havien de ser emmagatzemades a l'espera de poder ser
commutades, mentre es processaven les capçaleres o s'esperava que un altre pa-
quet abandonés la mateixa sortida. Per intentar solucionar aquest problema, van
aparèixer les línies de retard òptic (FDL), però només poden afegir un retard en
l'arribada de les dades. L'opció més adequada serien memòries RAM òptiques, però
la complexitat de la seva tecnologia fa que encara estiguin en desenvolupament.
- Finalment, les dades i la capçalera havien de ser resincronitzades de forma molt
precisa.
Davant d'aquests problemes tecnològics, la commutació de ràfegues òptiques (OBS) va
resultar ser una solució més relaxada que OPS per poder implementar xarxes completa-
ment òptiques.
Les xarxes OBS tenen la particularitat de transmetre ràfegues òptiques, formades per
un conjunt de paquets òptics, entre els nodes de la xarxa. Aquesta tecnologia permet la
multiplexació en el domini òptic. Això és possible ja que la capçalera s'envia per una
longitud d'ona diferent a la de la ràfega de dades. D'aquesta forma, és possible tractar-
la elèctricament sense els requisits tecnològics necessaris d'OPS. Només cal enviar la
capçalera a priori amb suﬁcient antelació perquè pugui ser processada abans de que les
dades associades arribin al mateix node.
2.2 Xarxes completament òptiques
La commutació de circuits es basa en l'enrutament de longituds d'ona, creant camins
òptics. Cada camí òptic s'ha d'establir, a priori, a través d'una longitud d'ona dedicada
a cada enllaç. Un cop el circuit òptic queda establert, la informació viatjarà a través
d'ell sense abandonar en cap moment el domini òptic.
Donat que la informació transmesa no ha d'abandonar el domini òptic, no és necessari
utilitzar conversors O/E i E/O en els nodes intermedis. Davant d'aquesta situació on no
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és necessari el processament elèctric en els nodes intermedis, la informació circula entre
els diferents salts d'un camí òptic de forma transparent (a nivell de bit rate, protocols
de transport, i format de codiﬁcació) des de l'origen ﬁns al destí[2].
Resulta imprescindible que les connexions tinguin una duració considerablement gran.
L'establiment i l'alliberament dels diferents circuits té una duració d'uns quants centenars
de mil·lisegons, de manera que les connexions haurien de tenir una duració de l'ordre de
minuts o inclús més. Així doncs, connexions de duració inferior resultarien ineﬁcients
des del punt de vista de la relació bits de capçalera i bits d'informació, i en la utilització
de recursos pels temps d'establiment i temps d'alliberament.
Com ja s'ha comentat, no suporta la multiplexació estadística als nodes intermedis, ja que
no hi ha conversors O/E i E/O. Introduir aquests elements en la xarxa podrien solucionar
el problema, però no donaria l'escalabilitat necessària per poder suportar centenars de
longituds d'ones. A part, òbviament, de l'increment en el cost ﬁnal de la xarxa.
Els camins òptics s'estableixen de forma automàtica, ja que les xarxes OCS incorporen
un pla de control sobre la capa de transport òptic. Així doncs, resulta un nou paradigma
de commutació basada en l'arquitectura ASON.
Aquest pla de control conté la senyalització necessària per l'establiment dels circuits
òptics. D'aquesta forma, la informació pot seguir viatjant per la capa de transport òptic
sense que s'hagi de fer cap conversió al domini elèctric.
2.2.1 Arquitectura ASON
L'arquitectura ASON [3] proporciona el potencial necessari per millorar el complex pro-
cés d'aprovisionament d'un servei de transport òptic extrem a extrem. En aquest procés,
s'han de proporcionar nombroses activitats de conﬁguració i veriﬁcació abans de dur a
terme la comunicació. D'aquesta forma, poder proporcionar el servei depèn considera-
blement de l'eﬁciència en els sistemes de gestió de la xarxa [4].
Així doncs, l'arquitectura aportarà intel·ligència a la xarxa i permetrà establir de forma
automàtica les comunicacions per commutació de circuits òptics adaptant-se a les ﬂuctu-
acions del tràﬁc a la xarxa. Per portar a terme aquestes funcionalitats, serà necessari un
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controlador d'enrutament òptic a cada node del pla de control, anomenat Optical Con-
nection Controller (OCC). Aquest element serà el responsable de mantenir actualitzada
la informació de l'estat dels recursos de la xarxa.
L'arquitectura ASON divideix la xarxa en un conjunt de plans que permeten la gestió
de les connexions òptiques de forma transparent extrem a extrem a temps real en:
• Pla de control
• Pla de gestió
• Pla de transport
2.2.1.1 Pla de control
La ITU-T, en la referència G.8080 [3], proposa diversos protocols per donar les funcio-
nalitats necessàries al pla de control. Malgrat tot, l'estàndard GMPLS [5], desenvolupat
per la Internet Engineering Task Force (IETF), sempre s'ha considerat el protocol que
proporcionava tots els requisits de l'arquitectura ASON. D'aquesta forma, tant la ITU-T
com la IETF han unit esforços per poder donar lloc a una nova generació de xarxes
òptiques basada en ASON/GMPLS. GMPLS proporciona un pla de control uniﬁcat tant
per xarxes de commutació de circuits com a xarxes de commutació de paquets.
GMPLS deﬁneix cinc capes en funció d'una jerarquia de capacitats [6]: a nivell de com-
mutació de paquet (PSC), a nivell de commutació layer-2 (L2SC), a nivell de commutació
TDM (TDMC), a nivell de commutació de longitud d'ona (LSC) i a nivell de commuta-
ció de ﬁbra (FSC). Per poder ampliar els coneixements sobre els protocols proposats a
GMPLS consultar les bibliograﬁes RFC-3212 [7], RFC-3473 [8], RFC-3630 [9] i RFC-5307
[10].
En deﬁnitiva, els principals processos que ha de dur a terme el pla de control són:
- Control de l'establiment i de la connexió de la comunicació.
- Control del camí òptic basat en la difusió de la informació de l'estat de la xarxa.
- Procés de descobriment de la conﬁguració de la xarxa.
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Per poder especiﬁcar aquests processos en el pla de control, el model divideix la xarxa
en tres interfícies: [4]
• UNI, User-to-Network Interface: Interfície situada entre el domini de l'usuari i el
pla de control.
• I-NNI, Internal Network-to-Network Interface: Interfície que interconnecta els di-
ferents elements del pla de control d'una mateixa xarxa.
• E-NNI, External Network-to-Network Interface: Interfície que interconnecta els
elements del pla de control de diferents xarxes.
2.2.1.2 Pla de transport
Tal i com s'ha comentat en l'apartat 2.1.1, WDM és la tecnologia més utilitzada per
poder transportar de forma òptica les dades. Aquesta tècnica permet transmetre per
una mateixa ﬁbra diverses longituds d'ona. En funció de l'ampla de banda disponible i
dels requisits de la xarxa es poden fer servir CWDM i DWDM. Per altra banda, el pla
de transport també proporciona capacitat per a la detecció d'errors als canals òptics.
A través de la interfície Connection Controller Interface (CCI) queden interconnectats
els nodes òptics del pla de transport amb els OCC del pla de control.
2.2.1.3 Pla de gestió
Finalment, el pla de gestió té com a principal funció gestionar els plans de transport i
de control. Això és possible a través de les interfícies:
• NMI-A, Network Management Interface for ASON control plane: Interfície que
interconnecta el pla de gestió amb el pla de control.
• NMI-T, Network Management Interface for ASON transport plane: Interfície que
interconnecta el pla de gestió amb el pla de transport.
D'aquesta forma, el pla de gestió pot realitzar les peticions d'establiment, d'alliberament
i de modiﬁcació de les connexions entre els diferents clients.
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2.2.2 Problemàtica de les xarxes de commutació de circuits
La commutació de circuits, com a arquitectura de node transparent, té l'avantatge de
mantenir la informació en el domini òptic durant tota la transmissió. En aquest sentit,
no és necessari afegir conversors O/E i E/O a la xarxa, evitant l'increment del cost de la
xarxa i el processament elèctric en els nodes. En contrapartida, no hi ha possibilitat de
disposar de multiplexació estadística. Així doncs, en presència de tràﬁc amb un perﬁl a
ràfegues curtes no es faria un ús eﬁcient dels recursos, ja que la duració de la transmissió
seria equiparable a la duració mitja de les connexions.
Per tant, les xarxes OCS són adequades per transportar tràﬁc estàtic amb necessitats
d'un gran ampla de banda, ja que és imprescindible que els recursos estiguin disponibles
i dedicats als circuits abans d'enviar la informació. Aquest requisit també proporciona
un mal ús de les connexions, ja que es bloquegen recursos que encara no s'estan fent
servir.
2.3 Xarxes de commutació de ràfegues òptiques
Les xarxes de commutació de ràfegues òptiques sorgeixen de la necessitat d'obtenir xarxes
completament òptiques i altament adaptatives, però sense els estrictes requisits tecno-
lògics d'OPS. Les xarxes OPS van aparèixer com a solució òptima, ja que idealment
processaven les capçaleres i realitzaven multiplexació estadística de les dades en el domi-
ni òptic. Malgrat tot, OPS segueix presentant diﬁcultats tecnològiques perquè necessita
uns commutadors que encara no poden fer un processament òptic, elements de sincronis-
me molt precisos entre capçalera i la informació associada, i FDL per retenir la informació
mentre les capçaleres són processades. Tot això es requereix a velocitats de transmissió
òptiques per poder conﬁgurar els nodes.
Davant d'aquesta realitat, la tecnologia OBS es presenta com una solució a curt i mig
termini per transmetre tràﬁc dinàmic en el domini òptic.
2.3.1 Funcionament de la commutació de ràfegues òptiques
La commutació a ràfegues consisteix en agrupar diversos paquets òptics que tenen la
mateixa destinació en una única ràfega i enviar-la per la xarxa com si es tractés d'un
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gran paquet. Com que tots els paquets de la ràfega comparteixen la mateixa capçale-
ra, es redueix l'excés de senyalització, a la vegada que les transformacions O/E/O que
incrementen el retard total de les transmissions.
Així doncs, els paquets òptics són assemblats a l'arribada a la xarxa i transmesos en una
única ràfega òptica ﬁns que arriben a la seva destinació, on tots els paquets hauran de ser
novament desassemblats. Durant el procés d'assemblatge i desassemblatge la informació
transportada s'ha de guardar en memòria electrònica.
Quan la ràfega està formada pot preparar-se per ser enviada per la xarxa. A cada
salt que la ràfega ha de fer, s'envia un paquet de control (BCP) per un canal reservat
per a les senyalitzacions de control de les transmissions. Si s'envia aquest paquet BCP
amb suﬁcient antelació (veure ﬁgura 2.4), les ràfegues amb dades associades no hauran
d'esperar ni tampoc ser emmagatzemades mentre que es realitza la conﬁguració de cada
node.
La informació és commutada en el domini òptic, de manera que es disposa de transparèn-
cia en els nodes, però com les capçaleres es processen elèctricament, també s'aconsegueix
la multiplexació estadística necessària per reaccionar davant de les ﬂuctuacions de tràﬁc.
ràfega associada
O/E E/O
toffset
BCP
canal de control
canal de dades
configuració del node
Processament
Figura 2.4: Transmissió del paquet BCP i dades associades
2.3.2 Assemblatge de ràfegues
Una de les funcions més delicades en la commutació de ràfegues es troba en el procés
d'assemblatge. Els paquets que es generen en un node origen s'han de distribuir en cues
segons algun criteri. Aquest criteri pot ser segons destinació, priorització de la informació,
etc. En deﬁnitiva, que pugui aportar la QoS esperada per la transmissió, és a dir, que
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es puguin garantir els nivells de ràtio d'error, ﬂuxos de transmissió o qualsevol altra
característica determinada per l'usuari. A la vegada, s'haurà d'establir una estratègia
per delimitar la longitud ﬁnal de la ràfega. Entre les estratègies més habituals trobem
la delimitació per temps, per longitud o una combinació de totes dues.
L'estratègia basada en temps està pensada per aquella informació que és molt sensible
als retards, i el fet d'esperar massa temps en una cua per ser enviat pot ser crític, per
exemple per a tràﬁc a temps real. Cal tenir en compte que en situacions de tràﬁc extrem,
això implicaria generar ràfegues molt grans o molt petites que podrien donar problemes
a la xarxa. Així doncs, quan un paquet arriba a una cua buida s'inicialitza un comptador
i quan aquest sobrepassa un determinat llindar de temps T , es formarà una ràfega amb
els paquets que hagin arribat a aquella cua ﬁns al moment.
Per altra banda, l'estratègia en funció de la quantitat d'informació acumulada, garantitza
que les ràfegues tindran unes longituds semblants independentment de la ﬂuctuació de
tràﬁc. L'inconvenient d'aquesta estratègia es troba en el retard, ja que en un escenari
amb poc tràﬁc, podrien acumular retards total excessius.
La combinació de totes dues estratègies esdevé una opció interessant per poder tenir
en compte la longitud de les ràfegues sense deixar de banda el temps que aquestes es
mantenen a l'espera en les cues de sortida.
2.3.3 Protocols de reserva de recursos
Un cop la ràfega està preparada per ser enviada a través de la xarxa, el següent pas
és reservar els recursos necessaris per poder arribar a la destinació esperada. Segons la
forma en que es realitzen la reserva de recursos en les xarxes OBS, es consideren dues
estratègies de reserva: Tell-And-Wait (TAW) i Tell-And-Go (TAG).
En el mètode TAW, la ràfega surt del node origen únicament si el camí òptic està preparat
per la transmissió. Aquest camí òptic està format per la reserva de longituds d'ona,
enllaç a enllaç. En aquest sentit, és una tècnica que es correspon amb el mode d'operació
tradicional de commutació de circuits.
Així doncs, quan es disposa d'una nova ràfega per transmetre, des de l'origen s'envia un
paquet de control pel canal de senyalització cap al node destí. Aquest paquet de control
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viatjarà amb l'objectiu de reservar una de les longituds d'ona de tots els enllaços per on
passarà posteriorment la ràfega. Tal i com s'observa en la ﬁgura 2.5, si no es pot efectuar
la reserva en algun dels salts, un missatge de release arribarà a l'origen i s'alliberaran
els enllaços prèviament reservats. En cas contrari, el camí quedarà establert i es podrà
transmetre la ràfega.
node
origen
node
destí
arribada
nova ràfega
arribada
nova ràfega
pèrdua
ràfega
reserva
fallida
reserva dels recursos
alliberament dels recursos
confirmació dels recursos
periode de reserva
temps
ràfega
ràfega
ràfega
ràfega
ràfega
temps de configuració
Figura 2.5: Estratègia de reserva TAW
En el mètode TAG, la ràfega és transmesa per la xarxa tot i que no hi hagi un camí
òptic prèviament completat. La ràfega emesa seguirà el camí teòric al mateix moment
que es van reservant les longituds d'ona dels enllaços. Quan la reserva de l'enllaç cap al
següent node es realitza amb èxit la ràfega podrà avançar en el seu recorregut, sinó serà
descartada en un node intermedi.
Aquesta estratègia envia la ràfega just a continuació del paquet de control BCP. Simple-
ment, s'haurà de mantenir un temps de guarda entre el missatge de control i la ràfega
perquè el missatge de control pugui ser processat en el node i es puguin conﬁgurar les
estructures de commutació òptiques. Aquest temps, anomenat d'oﬀset, permetrà que
quan la ràfega arribi al node l'enllaç ja estigui preparat. Si en algun dels salts no es
disposa d'alguna longitud d'ona lliure, la ràfega serà descartada pel node que precedeix
l'enllaç bloquejat. El seu funcionament queda resumit en la ﬁgura 2.6.
El principal inconvenient que suposa l'estratègia de reserva TAW és la gran quantitat
d'informació de senyalització necessària per la transmissió. Aquest excés pot suposar que
el procés de senyalització tingui una duració molt superior a la del temps de transmissió
de ràfegues OBS. Per aquest motiu, el mètode TAW s'acostuma a reservar a xarxes
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Figura 2.6: Estratègia de reserva TAG
metropolitanes (MAN) on el retard per propagació dels enllaços es considera despreciable
davant de la longitud de les ràfegues. En canvi, l'estratègia TAG és l'utilitzada en les
xarxes troncals.
A partir d'aquests modes de reserva, s'han desenvolupats diversos algoritmes per a TAG
en funció de com s'assignen i s'alliberen els recursos. Els algoritmes proposats per imple-
mentar la reserva en OBS són Just-In-Time (JIT), Horizon i Just-Enough-Time (JET)
[11].
El protocol JIT realitza una reserva explicita dels recursos, és a dir, es reserva l'enllaç des
del moment en que arriba la petició al node ﬁns al moment en que arriba l'últim bit de la
ràfega. Aquest mètode és simple perquè descarrega de senyalització el procés de reserva,
però el seu principal inconvenient és la ineﬁciència a l'hora d'assignar els recursos ja que
es reserven molt abans de fer-los servir.
El protocol Horizon intenta optimitzar aquesta assignació de recursos mantenint, per a
cada longitud d'ona de sortida, l'últim instant de temps ﬁns que la longitud queda assig-
nada. En el moment en que arriba la ràfega, podrem transmetre-la si el seu "horitzó"és
inferior a l'instant d'inici de la ràfega.
Finalment, el protocol JET és el més utilitzat per reservar enllaços en xarxes OBS degut
a que aproﬁta millor els recursos. La reserva i alliberació dels recursos es fa de forma
aproximada, i el temps d'oﬀset es va actualitzant a cada salt [2]. Aquest algoritme
millora el rendiment de l'ampla de banda, ja que només s'intenta reservar el temps en
que la ràfega farà servir l'enllaç. D'altra banda, resulta un procés de reserva molt més
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complicat perquè es poden assignar recursos en els espais temporals que es generin entre
la petició de reserva i la transmissió de la ràfega
2.3.4 Algoritmes de Scheduling
Com hem comentat amb anterioritat a 2.1.2, en el nodes intermedis es pot permetre con-
versió de longitud d'ona. Davant d'una situació de conversió total, una ràfega entrant al
node podria ser conﬁgurada perquè sortís per qualsevol de les longituds d'ona disponibles
al port de sortida. D'aquesta forma, l'objectiu és intentar assignar les longituds d'ona de
la manera més adequada tenint en compte l'ocupació dels canals que existeix a la xarxa.
Per poder gestionar aquest repartiment de recursos, alguns dels algoritmes de scheduling
presentats són [2]:
- Latest Available Unscheduled Channel (LAUC): En aquest algoritme es manté per
cada canal un únic horitzó, és a dir, únicament aquelles longituds d'ona que tinguin
horitzons anteriors a l'arribada d'una nova ràfega es consideraran disponibles, i es
seleccionarà el que tingui programat l'horitzó més llunyà. Aquest algoritme intenta
minimitzar l'espai d'ample de banda que queda entre les reserves, però no aproﬁta
els espais buits resultants.
- LAUC - Void Filling (LAUC-VF): Algoritme que segueix la mateixa ﬁlosoﬁa que
LAUC, però que és capaç de fer reserves en els forats resultants de les reserves
anteriors.
- Min - Starting Void (Min-SV): Aquest algoritme es comporta igual que LAUC-VF,
però té una implementació més ràpida a través d'eines de geometria computacional.
- Min - Ending Void (Min-EV): Tècnica que intenta minimitzar el buit generat entre
el ﬁnal d'una nova reserva i una altra que ja havia sigut reservada prèviament.
- Best - Fit : En aquest algoritme es busca minimitzar la longitud total d'inicis i
ﬁnals d'espais buits en les reserves.
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2.3.5 Estratègies davant de la contenció
Una situació de contenció té lloc quan les ràfegues competeixen de manera simultània
per la mateixa longitud d'ona en el mateix port de sortida. En l'apartat 2.3.4 es feia
notar que el protocol de reserva més utilitzat és el JET. Com que les ràfegues s'envien
per la xarxa sense tenir coneixement sobre la reserva de la ruta, els nodes intermedis
han de ser capaços de resoldre aquesta contenció. En aquest sentit es pot actuar davant
d'aquest problema de tres maneres diferents: resolent la contenció, prioritzant la ràfega,
o deixant-la perdre [2].
Si s'intenta resoldre la contenció, el node programarà la ràfega perquè surti amb una
conﬁguració diferent a la que portava. D'aquesta tècnica es distingeixen tres formes de
lluitar contra la contenció: en el domini de la longitud d'ona, temporal i espacial.
La resolució en el domini òptic consisteix en aplicar la conversió per longitud d'ona. En
aquest tipus de conversió, el node que troba contenció en la petició de reserva de longitud
d'ona, intenta conﬁgurar-la perquè pugui ser enviada per un altre canal.
En la resolució per domini espacial, es fan servir tots els recursos i informació de la
xarxa per poder resoldre la contenció. Així doncs, l'estratègia consisteix en desviar la
ràfega per una altra ruta alternativa a la que portava per defecte. Aquesta tècnica és
l'anomenada deﬂection routing (DR). DR no necessita emmagatzemar la informació, però
té l'inconvenient de provocar més càrrega a la xarxa. Les rutes alternatives acostumen a
ser transmissions més llargues, de manera que es contribueix a degradar més el rendiment
de la xarxa.
La resolució en el domini temporal intenta resoldre les contencions utilitzant ﬁbres de
retard FDL. Les FDL s'utilitzen com si es tractés d'un buﬀer òptic, de manera que
retarda l'arribada de les ràfegues i dóna una mica de temps a que el canal d'interès
s'alliberi. En contra, resulta difícil integrar-les, però en combinació amb la tecnologia
WDM poden contribuir a reduir les dimensions del node [2].
Finalment, si la contenció no es pot resoldre, tindrem pèrdua (dropping) de la informació
que transportava la ràfega. D'altra banda, en presència d'un criteri de prioritats, podríem
fer passar una ràfega entrant amb prioritat superior a la que ja està programada i perdre
la informació de la que té menys prioritat (preemption).
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2.4 Xarxes híbrides
Des dels inicis d'Internet, les xarxes han tingut limitacions en l'ampla de banda, ja que
sempre ha suposat un recurs escàs. Per aquest motiu, el protocol TCP/IP va ser dissenyat
per xarxes que avui en dia no es podrien considerar de banda ampla. En aparèixer
el WDM, es va produir un ràpid desenvolupament i desplegament de la tecnologia de
transmissió per ﬁbra que va permetre disposar d'una capacitat de transmissió que era
superior a la que els routers especialitzats podien fer servir. Des d'aleshores, s'intenta
adaptar la tecnologia per poder treballar a velocitats òptiques.
Malgrat que s'ha guanyat en capacitat, transportar informació a través de medis òptics
resulta ineﬁcient, sobretot en xarxes que presenten un tràﬁc altament dinàmic. Tot això
és degut a la falta de granularitat i velocitat dels commutadors de longitud d'ona, que
tenen un temps d'adaptació tant elevat que podria resultar crític en situacions de tràﬁc
molt dinàmic.
Les xarxes OPS encara no estan preparades pel seu desplegament i les de tipus OBS
encara suposen una elevada inversió, de manera que s'ha d'intentar crear xarxes altament
adaptatives amb les tecnologies a les que actualment tenim accés. D'aquesta necessitat
sorgeixen les arquitectures híbrides.
Per arquitectura híbrida entenem aquella arquitectura que combina més d'una tecnologia
de xarxa al mateix temps. En l'escenari òptic, això pot signiﬁcar combinar commutació
de paquets i ràfegues, commutació de longituds d'ona, canvis de banda de freqüència
o commutació de ﬁbres. Les combinacions s'han de fer de forma adequada per poder
potenciar les fortaleses i amagar les debilitats, tant sigui en termes d'eﬁciència com de
costos, funcionalitats i QoS.
Així doncs, d'aquesta combinació és pot fer una divisió per classes [12] basada en com
interactuen les diferents tecnologies de xarxa:
• Arquitectura Client-Servidor
• Arquitectura Paral·lela
• Arquitectura Integrada
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2.4.1 Arquitectura client-servidor
Aquesta primera arquitectura té una jerarquia de dues capes adjacents. La capa inferior
funciona de servidor creant una topologia de xarxa virtual per la capa superior. La classe
client-servidor es pot utilitzar tant en arquitectures de transport electro-òptiques com
en completament òptiques, però per explicar el seu funcionament, suposarem que tenim
una xarxa híbrida on tenim una arquitectura de commutació de ràfegues sobre una xarxa
de commutació de longitud d'ona en la capa servidora, tal i com podem observar en la
ﬁgura 2.7.
router IP
node OBS
OXC
capa client OBS
capa servidor Commutador
de longitud d'ona
Figura 2.7: Arquitectura híbrida client-servidor
Els nodes extrems de la capa superior són els que fan l'assemblatge del tràﬁc òptic.
Aquests nodes estan interconnectats a través de camins òptics a la capa inferior. D'a-
questa forma es descarrega el tràﬁc cap a la capa inferior i es redueix el tràﬁc a la capa
client, ja que no passa per aquests nodes intermedis.
Tot això evita el procés de control i les situacions de contenció, i s'afegeix capacitat
d'adaptació degut a les capacitats dinàmiques dels camins òptics de la capa servidor.
Malgrat això, la capa òptica té poca ﬂexibilitat de memòria, de manera que els nodes
OBS depenen del guany de multiplexació dels enllaços per poder garantir una QoS en
l'utilització. Així doncs, si una topologia virtual densa estalviaria recursos OBS, al
mateix temps suposaria incrementar el nombre de recursos a la capa òptica per compensar
aquesta reducció d'utilització.
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2.4.2 Arquitectura integrada
Aquesta conﬁguració implica integrar de forma completa vàries tecnologies en tots els
nodes. Així s'està en disposició de poder compartir tots els recursos disponibles per part
de totes les tecnologies que hi conviuen.
En la situació de combinar commutació de ràfegues òptiques i commutació per longitud
d'ona, cada node disposa dels dispositius necessaris per operar en totes dues tecnologies
i canviar de mode si les necessitats de la xarxa així ho precisen (veure ﬁgura 2.8).
Des del punt de vista d'utilització, és la solució més òptima, ja que idealment es poden
fer servir els circuits òptics per tràﬁc estàtic i el mode paquet per a situacions de tràﬁc
dinàmics. Tot i així, això suposa una complexitat des del punt de vista tecnològic i un
control excessiu, ja que cada node hauria de veure la xarxa de dues formes diferents.
router IP
Commutació de
 ràfegues/paquets
Commutació
de longitud d'ona
Figura 2.8: Arquitectura híbrida integrada
2.4.3 Arquitectura paral·lela
En aquesta conﬁguració híbrida es combinen múltiples capes i cadascuna d'elles alberga
una tecnologia. D'aquesta forma, s'ofereixen diferents serveis de transport en funció dels
requisits de cada servei.
Tal i com s'observa en la ﬁgura 2.9, en una combinació entre commutació de longitud
d'ona i commutació de ràfegues, els nodes extrems tenen la capacitat de decidir cap
a on redirigir el tràﬁc en funció d'algun requisit com d'ample de banda, temps de la
transmissió o QoS.
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Els recursos són dedicats, i tot i que compartir recursos és la forma més eﬁcient en
qüestió d'utilització, d'aquesta altra forma es poden repartir els recursos en funció de les
demandes de cada tipus de tecnologia.
En contraposició al que passava a l'arquitectura integrada, on es necessitava la tecnologia
de commutació més ràpida, les eines de control més complicades i transmissors d'OBS;
la versió paral·lela és una versió més relaxada on es dissenya per trade-oﬀ eﬃciency i
amb una tecnologia menys complexa.
Per tots aquests motius, l'arquitectura híbrida paral·lela és la que es farà servir en aquest
projecte. Mitjançant les tecnologies de commutació de circuits i commutació de ràfegues
òptiques en paral·lel, es conﬁgurarà una xarxa completament òptica i adaptativa a curt
termini. Així doncs, s'intentarà reduir l'efecte dels inconvenients que tinguin les tecno-
logies que la formen, i per altra banda, s'intensiﬁcaran els efectes positius que posseeixin
totes dues.
router IP
node OBS
OXC
xarxa OBS
xarxa de Commutació
de longitud d'ona
Figura 2.9: Arquitectura híbrida paral·lela
Capítol 3
Implementació d'un simulador de
xarxes híbrides
3.1 Escenari del projecte
En l'apartat 2.4, s'ha comentat l'interès que presenten les xarxes híbrides davant les
arquitectures tradicionals. En concret, es destaquen els avantatges que proporcionen a
l'arquitectura resultant, ja que es contraresten les debilitats de les diferents tecnologies
que hi prenen part.
En qualsevol cas, es presenta la solució híbrida paral·lela com a possible opció per al
tractament de tràﬁc altament dinàmic i amb diferents necessitats de qualitat de servei
i/o de retard de transmissió.
Arquitectura Necessitat Complexitat Complexitat
híbrida Recursos Tecnològica de Control
Client-Servidor *** * *
Paral·lela ** ** **
Integrada * *** ***
Taula 3.1: Comparació de les diferents deﬁnicions d'arquitectura híbrida
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Tal i com es mostra en la taula 3.1, els motius que porten a escollir aquesta arquitectura
són l'equilibri entre les diﬁcultats tecnològiques i la quantitat d'elements que s'han d'a-
fegir a la xarxa. Aquest tipus d'arquitectura, es troba a mig camí entre les arquitectures
integrades i les de client-servidor.
L'arquitectura híbrida integrada és d'una gran complexitat tecnològica perquè tots els
nodes han de veure la xarxa des de diversos punts de vista diferents, un per cada tec-
nologia que hi prengui part. En aquest sentit, els recursos són compartits per totes
les tecnologies i han de lluitar per assignar-los, desafavorint la tecnologia predominant.
D'altra banda, l'arquitectura híbrida client-servidor necessita molts més dispositius pel
seu funcionament.
En l'arquitectura híbrida paral·lela, els recursos de la xarxa es repartiran, a priori, entre
totes les tecnologies en funció de la demanda que presenti cadascun dels serveis. Els
nodes d'entrada seran els que decidiran de forma explícita quina tecnologia especíﬁca és
convenient per a la transmissió. Aquesta decisió pot basar-se en diversos criteris com
l'ampla de banda de transmissió, la duració de connexions, els requisits de QoS, etc.
En aquest escenari, s'ha establert que el criteri sigui de QoS basat en funció del retard
que poden assumir les dades i la integritat d'aquestes en arribar al seu destí. Per aquest
motiu, la xarxa gestionarà de forma paral·lela les tecnologies de commutació de circuits
òptics (OCS) i commutació a ràfegues (OBS).
3.1.1 El tràﬁc a la xarxa
La gestió en paral·lel de les tecnologies OCS i OBS permet analitzar dos tipus de tràﬁc
entrant a la xarxa:
Delay-Sensitive
El tràﬁc delay-sensitive, com el seu nom indica, és sensible al retard. La transmissió
de dades necessita que es realitzi en un instant o interval determinat i qualsevol retard
pot afectar a la comunicació. En aquest sentit, ens referim per exemple a comunicacions
telefòniques, on no importa tant que la veu arribi amb gran qualitat, però si que la veu
arribi amb gran retard.
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Per poder transmetre tràﬁc delay-sensitive, s'ha escollit la tecnologia de commutació a
ràfegues, OBS. Aquest tipus de tràﬁc és ràpid, dinàmic, i permet transmetre ràfegues de
paquets sense afegir gaire retard per enrutament. En deﬁnitiva, estem parlant de serveis
que requereixen transmissió a temps real.
Loss-Sensitive
Per contra, el tràﬁc loss-sensitive no busca arribar immediatament a destí sinó que és
important que arribi sense pèrdues. Aquest tipus de situacions es troben quan es vol
descarregar un arxiu de grans dimensions. Aleshores, es busca obtenir l'arxiu de manera
íntegra, i perdre uns centenars de segons no incomoda la comunicació.
Aquest tipus de transmissió es porta a terme a través de la commutació de circuits
òptics, OCS. La informació es transmet per circuit òptics, i no s'envia per la xarxa ﬁns
que existeix un camí extrem a extrem dedicat a aquesta transmissió. D'aquesta forma,
es pot garantir que les dades arribaran a la seva destinació sense problemes.
3.1.2 Topologia de la xarxa
Tots els resultats han estat obtinguts a partir de simulacions sobre una xarxa de 9 nodes
interconnectats amb 12 enllaços bidireccionals que composen una topologia parcialment
mallada (veure ﬁgura 3.1). Cadascun d'aquests enllaços afegeix un retard per transmissió
de 2.44 ms.
A partir d'aquesta primera aproximació de resultats, caldria analitzar el simulador sobre
una topologia de referència com pot ser el model de xarxa PAN-Europea. Aquestes
simulacions permetrien estendre les nostres conclusions a una xarxa de transport real.
En aquest model hi ﬁguren 28 nodes que interconnecten les principals ciutats europees.
Existeix també una versió reduïda de 16 nodes on apareixen les ciutats més importats
del centre d'Europa amb 23 enllaços bidireccionals [13].
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Figura 3.1: Topologia de la xarxa emprada
3.1.3 Eina de simulació: OMNeT++
Aquest simulador híbrid ha estat dissenyat sota OMNeT++ [14]. OMNeT++ és una
eina de simulació basada en esdeveniments a la xarxa, i té una arquitectura genèrica
estructurada de forma modular i programada segons orientació a objectes.
L'estructura modular de la xarxa està deﬁnida en un arxiu amb extensió .ned, obs_net-
work.ned. En aquest arxiu es descriu la topologia de xarxa que es farà servir. De
forma explícita es deﬁneixen la tipologia, nombre, paràmetres, connexions i retard entre
cadascun dels mòduls que intervindran a la xarxa.
Una primera jerarquia de mòduls la formen els Simple Modules. Aquests mòduls es poden
considerar com els diferents elements que formaran la xarxa. En la nostra topologia s'hi
han inclòs els següents:
• OBSNode: cadascun dels nodes de la xarxa serà un element d'aquest tipus.
• StatisticsCollector: aquest mòdul s'encarrega d'extreure les diferents estadísti-
ques de la xarxa i podrà interactuar amb tots els nodes.
A continuació es disposa d'un tipus de mòdul superior, els Compound Modules. Dins d'a-
quests mòduls es poden contenir altres mòduls, ja siguin Simple Modules o altres Com-
pound Modules. En aquest cas, es tindrà un únic Compound Module: OBSNetwork. En
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aquest mòdul s'ha descrit l'estructura de la xarxa formada pels diferents nodes (OBSNo-
de) segons la seva situació, connexions i característiques dels enllaços, així com també la
inserció del mòdul estadístic (StatisticsCollector) per poder obtenir una topologia com
la de la ﬁgura 3.2.
Figura 3.2: Escenari de la xarxa a OMNeT++
Els diferents mòduls es comuniquen a través de missatges mitjançant una classe pròpia
d'OMNeT++ anomenada cMessage. Cadascun d'aquests missatges donaran lloc als dife-
rents esdeveniments que faran possible el correcte desenvolupament de la simulació. Per
al simulador implementat, s'ha cregut convenient tornar a deﬁnir la classe pels següents
missatges:
• controlpacket.msg: simbolitzen la senyalització necessària per a crear els camins
òptics en la commutació de circuits.
• deleteresv.msg: senyalització encarregada d'alliberar els recursos tant per com-
mutació de ràfegues com per a commutació de circuits.
• newburstarrival.msg: missatge que alerta de la generació d'una nova ràfega al
node.
• opticalburst.msg: simbolitza el pas de les ràfegues pels diferents nodes.
Un cop deﬁnida la topologia és necessari descriure quin serà el comportament de cada
element de la xarxa. D'aquesta forma, per cada Simple Module, s'indicarà a través del
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llenguatge C++ com actuaran els elements davant de cada situació contemplada. Així
doncs, per aquest simulador s'han creat els arxius:
• obsnode.h: En aquest arxiu es deﬁneixen totes les variables i mètodes que els
elements de tipus OBSNode faran servir.
• obsnode.cc: Aquí es programaran tots els mètodes necessaris per poder emular
la simulació.
• statisticscollector.h: En aquest arxiu es deﬁneixen totes les variables i mètodes
que els elements de tipus StatisticsCollector faran servir.
• statisticscollector.cc: Aquest arxiu conté els mètodes que permeten extreure
estadístiques de les simulacions en curs.
Finalment, es troba un últim tipus de ﬁtxer, el omnetpp.ini. Aquest arxiu permet la
inicialització dels paràmetres dels diferents mòduls de la xarxa. Així doncs, és un ﬁtxer
de conﬁguració que permet modiﬁcar les condicions inicials de cada simulació en funció
del que es vulgui estudiar.
3.2 Caracterització del sistema
Una estructura pels nodes d'ingrés, basada en l'arquitectura híbrida paral·lela en com-
binació de commutació de ràfegues i circuits, com el de la ﬁgura 3.3, és part del que s'ha
implementat en aquest projecte.
3.2.1 Generació de tràﬁc de paquets
En primera instància, les unitats que circulen per la xarxa tenen forma de paquet òptic,
però com ja s'ha explicat en l'apartat 2.3, són difícils de gestionar de forma òptica en els
nodes. Per aquest motiu, s'acumulen paquets òptics en forma de ràfegues o circuits.
El simulador genera en els nodes origen paquets de tipus delay-sensitive i loss-sensitive,
i posteriorment els emmagatzema en cues a l'espera de formar unitats òptiques de mida
més gran.
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Figura 3.3: Node d'ingrés en l'arquitectura híbrida OCS/OBS paral·lela
El volum del tràﬁc a Internet ha crescut molt ràpidament des de la seva aparició co-
mercial. L'augment de la competència econòmica i la proliferació de noves aplicacions a
través de la xarxa han fet possible aquest creixement.
Tot i així, recents mesures fetes sobre el tràﬁc que circula per Internet han demostrat que
existeix una tendència pel que fa a la mida i freqüència dels paquets. Aquesta distribució
és coneguda com a trimodal [15].
Segons aquest mateix estudi, els nodes origen acostumen a generar tres tipus de paquets
amb una distribució de Poisson:
• Tipus A: Tràﬁc que es correspon amb paquets que s'utilitzen especialment per a les
tasques de senyalització i control del protocol TCP. Encara que aquests paquets
són de mida reduïda (40 bytes), són els que amb més freqüència es troben a la
xarxa (pA = 0, 58).
• Tipus B: Els paquets d'aquest tipus són aproximadament de 576 bytes. Moltes
implementacions de TCP no tenen implementat el Path MTU Discovery i fan
servir una MMS de 536 bytes per a destinacions no conegudes (pB = 0, 26).
• Tipus C: Finalment, els paquets característics d'Ethernet amb 1500 bytes de MTU.
Els paquets IP es troben amb menys freqüència (pC = 0, 16).
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Una bona aproximació per determinar els instants de generació de paquets als nodes és
seguint un model de Poisson, ja que s'entén que les arribades es realitzaran de manera
independent, sense memòria i seguint una distribució exponencial on la mitja té en
compte la longitud mitja dels paquets.
Per altra banda, l'origen i destinació de cada paquet es decideix a través d'una distribució
uniforme per tal de crear un sistema amb un tràﬁc equilibrat. Tot i així, s'entén que
a la realitat no tots els nodes tenen la mateixa importància. Així doncs, el tràﬁc que
es genera amb el simulador és sota les pitjors condicions, ja que tots els nodes tenen el
mateix pes a la xarxa i tots els enllaços estan igual de carregats.
3.2.2 Generació de tràﬁc a ràfegues
Cada vegada que un paquet es genera en un node origen, cal emmagatzemar-lo tempo-
ralment en un buﬀer segons el tipus de tràﬁc que transporta i la destinació ﬁnal. Tal i
com s'ha vist en l'esquema de l'arquitectura de node a la ﬁgura 3.3, aquests buﬀers són
en realitat cues en les que els paquets han de ser classiﬁcats. Existeix una cua per a cada
tipus de tràﬁc i per cada node destí de la xarxa. D'aquesta forma, el nostre sistema està
format per 2(N − 1) cues, on N correspon al nombre de nodes destí existents a la xarxa.
Les cues estan duplicades per poder distingir entre els paquets amb diferents necessitats
de QoS.
3.2.2.1 Funcionament de les cues
Les ràfegues es generen en els nodes origen quan per acumulació de paquets es considera
que han superat un cert llindar que les fa adequades per a ser enviades a través de
la xarxa. Els llindars, que marquen que una ràfega es pot donar per completada, són
diferents en funció del tipus de tràﬁc que transporten.
Assemblatge basat en temps
Els paquets amb informació delay-sensitive tenen el llindar marcat pel temps que porta
esperant en una cua el primer paquet que va arribar quan aquesta estava buida. En
aquest cas, s'està imposant un criteri de temps, ja que les característiques d'aquest tipus
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de tràﬁc impliquen que les dades han d'arribar a la seva destinació amb el mínim retard
possible.
Cadascuna de les cues dedicades a crear ràfegues delay-sensitive està equipada amb
un comptador i quan arriba un paquet a una cua buida aquest inicia el compte. Els
paquets que entraran posteriorment a la cua també formaran part de la ràfega ﬁns que el
comptador superi el llindar. Aleshores una ràfega es crearà amb el contingut ﬁns aleshores
emmagatzemat i passarà al buﬀer de transmissió. En aquell moment, el comptador de
la cua serà inicialitzat per tornar a començar el procés de formació quan un nou paquet
arribi.
Evidentment, en aquest tipus de cues, la càrrega oferta en els nodes origen marcarà la
mida que assoliran les ràfegues. Per tant, en situacions d'alta càrrega poden formar-se
ràfegues molt llargues, o en cas contrari ràfegues formades per un únic paquet.
Per aquest motiu, cal estudiar amb atenció el llindar adequat i, en cas necessari, establir
una mida mínima per ràfega. Per això, s'han efectuat diverses simulacions per trobar
el temps que proporciona una millor relació entre longitud de ràfega i probabilitat de
bloqueig. Aquest llindar està en 100 µs, tal i com s'indica a l'apartat 4.2.4. D'aquesta
forma, s'aconsegueixen ràfegues de longituds d'entre 2 i 40 kB. Aquestes cues treballen
per formar ràfegues que utilitzaran la tecnologia OBS de manera que han de treballar
amb unes probabilitats de pèrdua que oscil·lin entre 10−6 i 10−2.
Assemblatge basat en la mida de la ràfega
Per altra banda, quan es transporta informació sensible a les pèrdues, no és tan proble-
màtic el tema dels retards. Tot i que els paquets quedin retinguts durant un cert temps a
les cues, no és cap inconvenient per l'usuari que espera la informació. En aquest tipus de
transmissions, ja s'ha comentat que la importància es troba en que la informació arribi
sense pèrdues al destí. Per aquest motiu, s'intenten crear circuits òptics i garantir que
les dades arribaran en bones condicions a la seva destinació.
Crear un circuit òptic implica dedicar molts recursos exclusivament per aquesta transmis-
sió. A part, suposa un excés de senyalització de control. Per tant, és necessari acumular
grans quantitats de dades perquè tota la operació resulti proﬁtosa. Així doncs, les ràfe-
gues loss-sensitive vindran marcades per llindars basats en la longitud acumulada. En
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aquest sentit, a l'apartat 4.3.2 es demostra que el llindar adequat per aconseguir bons
resultats de probabilitat de pèrdues es troba en els 40 Mbytes.
3.3 Comunicació entre els nodes
En aquest apartat es descriuen tots els punts relacionats amb la comunicació que s'ha
d'establir entre els nodes per poder transmetre les ràfegues. Aquests punts corresponen
a tot el procés de transmissió, des de la inicialització de la informació dels nodes ﬁns a
l'alliberament dels recursos. El funcionament de la comunicació entre nodes es descriu
àmpliament en el ﬁtxer obsnode.cc.
3.3.1 Inicialització dels nodes
La inicialització dels nodes de la xarxa és el pas previ per poder començar la transmissió
de ràfegues òptiques. El procés per posar a punt el simulador es realitza des del mètode
initialize(). Aquest mètode és característic d'OMNeT++ i en ell s'especiﬁquen les
directrius a seguir quan s'executi una simulació. De forma resumida es distingeixen 3
fases:
Fase 1. Carregar els paràmetres de conﬁguració
Cadascuna de les simulacions poden necessitar conﬁguracions inicials diferents. Un ﬁtxer
de conﬁguració, omnetpp.ini, està a disposició per poder determinar els valors dels
paràmetres que es faran servir en les simulacions. Per aquest motiu és necessari llegir els
paràmetres deﬁnits en el ﬁtxer al començar cada simulació.
Aquests paràmetres són particulars per cada node de la xarxa i fan referència principal-
ment a: l'identiﬁcador de node (nodeId), la velocitat de transmissió dels enllaços (linkDa-
taRate), la informació sobre si el node és origen i/o destí (sourceList, destList), quines
tecnologies intervenen en la simulació (delay_sensitive_traﬃc, loss_sensitive_traﬃc),
la càrrega que s'ofereix a cada tipus de tecnologia (oﬀeredLoad_ds, oﬀeredLoad_ls), la
distribució de recursos per cada tecnologia (numberOfWavelengths, wavelengthDistributi-
on), els llindars per formar les ràfegues (queueTimeOut, queueLimitedCapacity) i la ràtio
de conversió (wavelengthConversionOCSRatio, wavelengthConversionOBSRatio).
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D'altra banda, també es deﬁneixen alguns dels paràmetres relacionats amb els temps
necessaris per a la transmissió de ràfegues: temps de processat de les ràfegues al node
(processingTime), temps de conﬁguració de les matrius de commutació (matrixSwitching-
Time), temps d'espera per reintentar la transmissió (timeToRetry), nombre de reintents
(numberOfRetries), el retard per transmissió (transmissionDelay), temps necessari per
reservar (timeToAllocate) i el temps necessari per trobar una ràfega en la cua de trans-
missió (timeToFindBurst).
Fase 2. Crear l'escenari de la xarxa
En el pas anterior, s'hauran carregat tots els paràmetres necessaris per crear la topologia
de la xarxa. A partir de la informació recopilada es podrà crear l'escenari on llançar la
simulació. La creació de l'estructura de la xarxa contempla els següents punts:
• Posar en marxa la simulació Aquest tipus de simulador es basa en esdeveni-
ments, per aquest motiu, és necessari crear el primer esdeveniment que es produeix
a cada node. El primer esdeveniment consisteix en programar un missatge, ano-
menat startMessage, quan hagin transcorregut 5 segons en la simulació.
• Inspeccionar la naturalesa del node En funció de si el node pot ser origen i/o
destí de la transmissió d'una ràfega, es completen les llistes de nodes origen i destí
(destinationNodesVector, sourceNodes).
• Determinar la distribució dels recursos La informació extreta del ﬁtxer de
conﬁguració determina com es repartiran els enllaços de cada node entre les di-
ferents tecnologies. Aquest repartiment segueix uns criteris establerts prèviament
(veure més endavant a l'apartat 3.3.2).
• Inspeccionar l'entorn dels nodes Un cop es coneix la distribució dels recursos,
té lloc la cerca de nodes veïns per poder determinar el nombre de ports de sortida
que existeix a cada node. Per a cadascun dels ports, denominats amb un identiﬁca-
dor, es determinarà el nombre d'enllaços que conté. A partir d'aquí, en funció del
criteri seguit per repartir els recursos, se li donarà també un identiﬁcador a cada
enllaç. El resultat de la cerca dóna lloc a una estructura de nodes emmagatzemada
a neighborListOBS i neighborListOCS.
Capítol 3. Implementació d'un simulador de xarxes híbrides 36
• Crear una zona d'espera Després de generar una ràfega loss-sensitive, s'ha
d'establir el circuit. Fins que el circuit no està completat, cal emmagatzemar la
ràfega en una cua de transmissió per no interrompre el procés de formació d'altres
ràfegues. Aquestes cues representen buﬀers per a cadascun dels enllaços de cada
port (veure ﬁgura 3.4)
outputContainerVector[0]
...
outputContainerVector[n]
waitingArea
outputContainer
outputGateId = i
lambdaContainerVector[0]
lambdaContainerVector[j]
... lambdaContainer
numberOfBursts
interfaceId = j
queueAuxVector[0]
queueAuxVector[n]
...
...
queueAux
opticalBurst *burstAux
burstId = j
...
Figura 3.4: Estructura de la cua d'espera de transmissió de ràfegues loss-sensitive
• Determinar l'estadística de formació de ràfegues En aquesta versió del simu-
lador s'ha substituït la generació de paquets que formaran ràfegues per la generació
estadística de les ràfegues ja completes. En aquesta part es determinen tots els pa-
ràmetres estadístics necessaris per poder generar ràfegues com si es generessin de
forma natural a partir de paquets òptics (veure també apèndix A).
• Establir la ràtio de conversió Els paràmetres corresponents a la ràtio de con-
versió carregats des de omnetpp.ini, es faran servir per indicar a cadascun dels
nodes quina és la llibertat que tenen per enrutar ràfegues quan algun enllaç està
ocupat.
Fase 3. Crear un vincle amb el mòdul StatisticsCollector
En aquesta última fase es crea un punter per mantenir la connexió amb el mòdul Statis-
ticsCollector. Aquest vincle permet que la informació estadística que recullen els nodes
de cada simulació pugui ser gestionada per un únic element comú.
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3.3.2 Repartició dels recursos
La distribució dels recursos depèn del tipus d'arquitectura de node que s'estableix. En
l'escenari que es contempla, l'arquitectura híbrida paral·lela organitza tots els enllaços
de cadascun dels nodes entre les tecnologies que hi prenen part. En l'arquitectura que
es presenta, la commutació a ràfegues (OBS) i de circuits (OCS) es reparteixen per cada
port de sortida la meitat dels enllaços. Aquesta situació d'equilibri, pot ser modiﬁcada
a través del ﬁtxer de conﬁguració (paràmetre wavelengthDistribution), però que s'ha
volgut mantenir equitatiu per poder comparar el funcionament conjunt de totes dues
tecnologies.
Segons l'escenari descrit a l'apartat 3.1.2, de cada port de sortida apareixeran 8 enllaços,
un per a cada longitud d'ona disponible a la xarxa (9 enllaços si es té en compte el
canal de control reservat per a senyalització). De manera que s'acaben determinant 4
enllaços per a OBS i uns altres 4 enllaços per OCS. Aquesta repartició també dóna els
identiﬁcadors de canal de forma successiva, mantenint l'ordre en el que es descobreixen
els enllaços en la fase de crear la topologia de la xarxa.
3.3.3 Generació de ràfegues
Durant la inicialització dels nodes, s'ha programat a cadascun d'ells un missatge 'start'
per poder començar amb la generació de les ràfegues. Aquests missatges començaran
a aparèixer com esdeveniments en tots els nodes origen i generaran la primera ràfega
per a cada tipus de tràﬁc disponible. Tots els esdeveniments que tenen lloc al node
es gestionen des del mètode handleMessage() de la classe OBSNode. Quan arriba un
missatge a qualsevol node, el mètode handleMessage() analitza la seva tipologia i actua
en conseqüència.
Els primers esdeveniments s'han programat als 5 segons de la simulació, el temps necessari
perquè es pugui completar la inicialització. El mètode handleMessage() reconeixerà
aquests primers missatges com de tipus 'start'.
Durant la fase de carrega de dades, s'han identiﬁcat les tecnologies que tenen part a
la simulació, en el nostre escenari commutació a ràfegues i/o commutació de circuits.
Així doncs, per qualsevol de les tecnologies habilitades es genera una ràfega segons els
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Figura 3.5: Diagrama d'inicialització de la simulació
criteris estadístics que permeten simular l'aparició natural de les ràfegues. Tal i com
indica el diagrama de la ﬁgura 3.5, per poder generar una nova ràfega es crea un nou
tipus de missatge, 'newBurstArrival'. El missatge és programat per aparèixer com a nou
esdeveniment seguint els mateixos paràmetres estadístics que abans s'han mencionat. En
el moment que es genera la ràfega, també es determina la seva destinació seguint una
distribució uniforme.
Posteriorment, i seguint la distribució exponencial marcada per l'estadística utilitzada,
aniran apareixent ràfegues als diferents nodes com si es generessin de forma natural
a l'origen. Cadascuna d'aquestes ràfegues apareixerà en forma d'esdeveniment que el
mètode handleMessage() reconeixerà com a 'newBurstArrival'. De forma addicional,
també distingirà si la nova ràfega transporta paquets de tipus OBS o OCS. Distingir entre
aquestes dues tecnologies ens permetrà enrutar la ràfega per la part de l'arquitectura
paral·lela que li correspongui.
Immediatament després d'identiﬁcar el tipus de ràfega que acaba de formar-se, la tecno-
logia que se li assigni procedirà a:
• Registrar l'instant de formació de la ràfega.
• Comprovar quina és la destinació de la ràfega.
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• Preparar la ràfega per ser enviada per la xarxa.
• Programar una ràfega del tipus de tràﬁc corresponent per poder mantenir el tràﬁc
constantment al node. Mitjançant els mètodes maintain_delaySensitiveBurst_Ge-
nerationProcess() i maintain_lossSensitiveBurst_GenerationProcess().
3.3.3.1 Generació de ràfegues delay-sensitive
Quan el handleMessage() identiﬁca un missatge de tipus 'newBurstArrival' de tipus
DSBURST, signiﬁca que s'acaba de generar una ràfega delay-sensitive i s'ha de preparar
per poder enviar-la a través de la xarxa. Aquesta preparació consisteix en formar un
paquet de control que acompanyarà la ràfega durant tot el recorregut i que hi contindrà
la informació necessària per arribar a la seva destinació. Aquest paquet viatjarà sempre
pel canal de control i en la seva estructura es trobaran els camps descrits a la taula B.1 de
l'apèndix B. El paquet de control s'identiﬁcarà com un missatge del tipus 'opticalBurst'.
Un cop creat el paquet de control, s'hi registraran l'origen (source), el destí (dest), el
tipus de paquets que conté la ràfega (class: delay_sensitive), la longitud de la ràfega
(burstLength), i el temps d'oﬀset (remainingOﬀsetTime).
A continuació també es calcula la ruta més curta segons l'algoritme de Dijkstra. Aquesta
ruta proporciona els ports de sortida que cal escollir en cada salt per trobar el camí més
curt al destí desitjat. La ruta queda emmagatzemada en el camp route del paquet de
control. Tot seguit s'intenta enrutar la ràfega per la xarxa segons el camí generat. En
aquest primer intent es veriﬁca que la ràfega podrà fer el primer salt sense problemes.
D'aquesta forma, s'evita que la ràfega trobi contenció només sortir de l'origen, i en cas
de trobar tots els enllaços ocupats, podria intentar trobar una ruta alternativa.
Així doncs, sabent que la ràfega té possibilitats de fer el primer salt, es procedeix amb l'en-
viament de la ràfega. L'enviament es porta a terme pel mètode processIncomingBurst().
Aquest mètode serà de gran importància durant tota la simulació perquè s'encarregarà
de l'enrutament de les ràfegues OBS entre els nodes. Abans de l'enviament es comprova
que la reserva s'ha pogut realitzar correctament i es registren les dades de l'enllaç al pa-
quet de control (previousHopId, nextHopNumber i numberOfHops). Finalment, s'envia
el paquet de control al següent node per l'enllaç de senyalització i s'emula que passat un
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temps d'oﬀset s'enviarà la ràfega per l'enllaç reservat. Un resum d'aquest procés es pot
visualitzar en el diagrama de la ﬁgura 3.6.
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Figura 3.6: Diagrama de generació de ràfegues delay-sensitive
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3.3.3.2 Generació de ràfegues loss-sensitive
Quan el handleMessage() identiﬁca un missatge 'newBurstArrival' com de tipus LS-
BURST, signiﬁca que a les cues de destinació dels nodes s'ha format una ràfega amb
paquets de tipus loss-sensitive. En aquest cas, la preparació consisteix també en afegir
una capçalera que emmagatzemarà les principals dades de la ràfega i que actuarà de
paquet de control durant la transmissió de la ràfega per la xarxa. Els camps que conté
aquesta capçalera estan descrits a la taula B.2 de l'apèndix B. En un primer moment
també es registraran els camps de dades: origen (source), destí (dest), tipus de paquets
que conté la ràfega (class: loss_sensitive), i longitud de la ràfega (burstLength).
La diferència entre les dues tecnologies es troba en la forma en que s'envien les ràfegues
per la xarxa. Si en la tecnologia OBS, únicament es garantitza que la ràfega pugui
realitzar el primer salt, en OCS no es pot enviar la ràfega ﬁns que tota la ruta estigui
reservada.
Per aquest motiu, tal i com mostra la ﬁgura 3.7, després de calcular la ruta més cur-
ta amb l'algoritme de Dijkstra i emmagatzemar la ruta a route, s'ha de procedir amb
l'establiment del circuit per on es transmetrà la ràfega.
3.3.3.3 Establiment del circuit òptic en ràfegues loss-sensitive
L'establiment del circuit òptic es fa mitjançant un paquet de control PATH que s'encarre-
garà de reservar tots els enllaços per on ha de passar la ràfega. Aquest paquet de control
es crea en el mètode sendPathSignal() com a un tipus de missatge 'controlPacket'. En
el moment de crear aquest paquet de control es tenen en compte els següents passos:
• Localitzar l'enllaç amb menys càrrega L'algoritme de Dijkstra proporciona el
port de sortida que s'ha de seleccionar per avançar en la ruta, però també cal saber
quin serà l'enllaç que s'haurà d'escollir per tal de poder fer la reserva. Per aquest
motiu, com a pas previ es busca quin és l'enllaç o canal que conté un menor nombre
de ràfegues a l'espera d'obtenir un circuit òptic. Aquest enllaç es registrarà en el
paquet de control i serà el canal que s'agafarà com a primera opció a la resta de
salts.
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Figura 3.7: Diagrama de generació de ràfegues loss-sensitive
• Assignar un identiﬁcador a la ràfega Quan s'envia el paquet de control PATH
per la xarxa, la ràfega s'ha d'emmagatzemar mentre espera la resolució del circuit
òptic. En aquell moment serà necessari localitzar a quina ràfega correspon el circuit
establert.
• Omplir els camps del paquet de control PATH Cal registrar la informació
necessària perquè el paquet de control pugui reservar els recursos en tots els salts.
Els paràmetres que necessitarà estan descrits a l'estructura de paquet de la taula
B.3 a l'apèndix B.
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• Intentar reservar el primer salt Per poder enviar el paquet PATH per la xarxa,
cal comprovar si es pot reservar el primer salt del circuit que s'establirà. Per això,
es calcula el temps d' inici (aquell mateix instant) i el temps en que es preveu que
arribarà la ràfega, i s'intenta reservar l'enllaç.
• Comprovar si s'ha fet la reserva Si s'ha pogut fer la reserva, ja es podrà enviar
el paquet de PATH al següent node de la ruta. Si la reserva no s'ha pogut realitzar,
caldrà comprovar si es disposen de reintents. Els reintents només es poden fer en
el node origen. Quan es disposen de reintents, es comptabilitza que se n'ha gastat
un i es programa un nou intent de reserva per aquell mateix paquet de PATH. Si
no es disposen de reintents, l'enviament del PATH per la xarxa no serà possible.
• Guardar o eliminar la ràfega Si la reserva s'ha fet satisfactòriament o si dispo-
sem de reintents per tornar a provar de fer una reserva, s'emmagatzemarà la ràfega
sota l'identiﬁcador creat mentre s'espera la resolució del circuit òptic. En cas de
tenir una reserva fallida i no disposar de reintents, la ràfega haurà de ser eliminada
i comptabilitzada com a pèrdua en l'estadística de node.
Finalment, després de gestionar la ràfega i el paquet de control PATH, cal tornar a
programar la formació d'una ràfega loss-sensitive segons l'estadística d'arribades per
mantenir el tràﬁc de ràfegues al node. En el diagrama de la ﬁgura 3.7 es disposa d'un
resum del procés complet.
Gestió del paquet de control PATH
L'èxit de l'establiment del circuit òptic es basa en la gestió del paquet de control PATH.
Quan el paquet PATH arriba a un node, el handleMessage() l'identiﬁca com un missatge
'controlPacket' de tipus PATH.
Primerament, és necessari emular el temps de processat al node. Per aquest motiu, es
programa el paquet PATH perquè torni a aparèixer passat el temps de processament. A
continuació es pot gestionar la seva informació.
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Gestionar el paquet de control PATH depèn del mètode processIncomingPathSignal(),
i proporcionarà un tractament diferent en funció del punt de la ruta que es trobi. D'a-
questa forma es distingirà entre si ha arribat a la destinació, a l'origen o si està a un
node intermedi.
a) El paquet de control PATH ha arribat al destí
Si el paquet de control PATH arriba a la seva destinació, l'establiment del circuit s'ha
realitzat correctament. El següent pas és convertir aquest paquet de tipus PATH a
RESV, i de forma senzilla es cercarà la ruta per tornar a l'origen ja que es coneix de
la bidireccionalitat dels enllaços. Un cop s'obté la ruta, que s'anirà emmagatzemant a
gateIdRouteAux, ja és possible enviar el paquet de control RESV cap a l'origen. Aquest
paquet de control RESV avisarà a la ràfega de que el circuit òptic ja està preparat.
En cas contrari, no s'haurà ﬁnalitzat l'establiment del circuit òptic i s'haurà de conti-
nuar amb la reserva dels enllaços. Per tant, caldrà intentar fer la reserva d'un enllaç i
posteriorment analitzar la resolució de la reserva. L'anàlisi de la reserva serà diferent en
funció de que el paquet PATH hagi arribat a un node intermedi o que encara es trobi a
l'origen.
b) El paquet de control PATH ha arribat l'origen
Quan apareix un paquet de control PATH a l'origen, signiﬁca que anteriorment s'ha
intentat reservar l'enllaç al següent node i no ha sigut possible. Si aquest cop la reserva
ha tingut èxit, s'enviarà el paquet de control per l'enllaç per poder arribar al següent
node.
De no ser possible la reserva, caldrà tornar a comprovar si és possible realitzar més intents.
Si és possible, es torna a programar l'intent de reserva passat un temps aleatori, sinó
es localitzarà la ràfega emmagatzemada a l'espera de ser enviada i s'eliminarà. Aquesta
ràfega es comptabilitzarà com a pèrdues i també s'eliminarà el paquet de control PATH.
c) El paquet de control PATH ha arribat a un node intermedi
Si la resolució de la reserva ha tingut èxit, s'actualitzaran les dades i s'enviarà per
l'enllaç al següent node perquè el paquet de control pugui continuar amb la reserva del
circuit complet. En cas contrari, el circuit òptic no s'haurà pogut completar i s'hauran
d'eliminar les reserves per als enllaços anteriors. Per aquest motiu es converteix el paquet
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de control PATH en NACK, i s'enviarà a l'origen per notiﬁcar que l'establiment no ha
sigut possible.
Gestió del paquet de control RESV
El circuit òptic es dóna per completat quan el paquet de control RESV arriba al node
origen. Si no ha arribat, es va enrutant per la xarxa ﬁns aconseguir l'origen. En arribar
a l'origen, a través de l'identiﬁcador de ràfega, es localitza la ràfega en la cua d'espera.
Per trobar la ràfega cal navegar per l'estructura de l'àrea d'espera de la ﬁgura 3.4 ﬁns a
localitzar un burstId igual a l'identiﬁcador de ràfega.
A la capçalera d'aquesta ràfega es completa la informació necessària sobre la ruta (route),
els enllaços reservats(lambdaRoute), els identiﬁcadors de reserva utilitzats (reservationId)
i si ha sigut necessària la conversió de lambdes (usingConverter).
La ràfega ja disposa de tota la informació per poder viatjar pel circuit òptic que s'acaba
de crear en forma de missatge 'opticalBurst' de tipus LOSS_SENSITIVE. De manera
que es registra el temps invertit en crear el circuit (timeCreatingPath), i es procedeix a
enviar la ràfega cap el següent enllaç del circuit.
Gestió del paquet de control NACK
El paquet de control NACK s'encarrega de notiﬁcar a l'origen de que l'establiment no s'ha
pogut realitzar amb èxit. Aquest paquet té la mateixa estructura que els altres paquets
de control (veure taula B.3 de l'apèndix B). Les funcions d'aquest paquet consisteixen en
dirigir-se a l'origen i eliminar les reserves dels enllaços dels nodes intermedis que s'han
pogut establir.
En arribar a l'origen, s'avisa que el circuit no s'ha pogut crear i novament es veriﬁca si
encara és possible reintentar la creació del circuit òptic. En cas de quedar intents, es
tornarà a crear un nou paquet de control PATH que intentarà reservar tots els enllaços del
circuit. De no ser possible reintentar-ho altra vegada, es descartarà la ràfega implicada
i es comptabilitzarà com a pèrdues.
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3.3.4 Enrutament de les ràfegues delay-sensitive
Quan una ràfega s'ha pogut enviar per la xarxa en busca de la seva destinació, cada
vegada que arriba a un nou node el handleMessage() identiﬁcarà el paquet de control que
precedeix a la ràfega. El paquet de control arribarà en forma de missatge 'opticalBurst'
de tipus DELAY_SENSITIVE.
En arribar el paquet de control, es simularà el temps de processament mitjançant una
reprogramació del paquet passat aquest temps. Després de processar el paquet de control,
es porta a terme el seu tractament.
Si el paquet de control ha arribat al node destí, s'actualitza l'arribada de la ràfega
a l'estadística del node. També es registra l'instant d'arribada i el temps transcorregut
durant la transmissió. Si el paquet de control es troba en un node intermedi del recorregut
ha de procedir amb l'intent de reserva cap al següent node. A partir del port de sortida
que ens indica el camp route del paquet de control, es busca un enllaç lliure i s'intenta
realitzar la reserva.
Aleshores, si la reserva ha estat fallida podria ser perquè s'ha esgotat el temps d'oﬀset, ja
que signiﬁca que la ràfega ens ha superat, o perquè no s'ha trobat cap recurs disponible.
En qualsevol dels casos es considerà que la ràfega s'ha perdut i cal registrar el succeït en
l'estadística del node.
En cas de reservar algun enllaç amb èxit, s'inicia el procés d'enviar la ràfega cap al
següent node. En aquest procés cal actualitzar les dades que hi ha al paquet de control
per poder enrutar la ràfega cap al següent node i posteriorment enviar la ràfega per
l'enllaç reservat.
3.3.5 Enrutament de les ràfegues loss-sensitive
Les ràfegues loss-sensitive que viatgen per la xarxa són identiﬁcades pel handleMessage()
com missatges 'opticalBurst' de tipus LOSS_SENSITIVE. L'enrutament d'aquest tipus
de ràfegues necessita poca gestió. Simplement cal veriﬁcar si la ràfega ha arribat a la seva
destinació. Si la ràfega ha arribat a la destinació, la transmissió es dóna per completa i
es comptabilitza en l'estadística.
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En cas contrari, encara es troba a un node intermedi. En aquesta situació s'actualitzaran
les dades de la ràfega perquè pugui fer el següent salt i s'envia directament cap al següent
node.
3.3.6 Reserva dels recursos
Les reserves dels enllaços es realitzen de forma similar per a les dues tecnologies. En la
tecnologia OBS és el paquet de control de la ràfega el que realitza la reserva de l'enllaç
a cada salt amb el mètode checkAndAllocate(). D'altra banda, el paquet de control
PATH s'encarrega de reservar els enllaços per a les ràfegues loss-sensitive a través del
mètode allocateForBurstOCS(). La reserva es realitza a partir de que a cada enllaç es
té coneixement de l'identiﬁcador del port de sortida que s'ha d'agafar, i els temps d'inici
i ﬁnalització de la reserva.
A partir d'aquí, es busca un enllaç disponible en el port indicat que pugui transmetre la
ràfega en l'interval de temps indicat. Per norma, s'intentarà mantenir el mateix canal
que es portava ﬁns aleshores, de manera que s'haurà d'actualitzar la ruta de lambdes
(lambda, lambdaRoute) sempre que es realitzi una nova reserva per poder mantenir el
conveni.
Així doncs, primer s'intenta localitzar espai per la ràfega en el canal que es porti per
defecte. Aquest procés consisteix en analitzar l'estructura de veïns del node (neighbor-
ListOBS, neighborListOCS ) i el port indicat (outputGateId).
Cadascun dels nodes té una estructura com la de la ﬁgura 3.8. En aquesta estructura
es pot observar que per a cadascun dels ports de sortida existeix una estructura d'en-
llaços disponibles. El nombre i identiﬁcació d'aquests ports i enllaços es fa durant la
inicialització dels nodes segons la distribució dels recursos que es va triar (veure apartat
3.3.2).
Dintre de l'estructura d'enllaç es disposa d'un llistat de reserves amb registre temporal i
identiﬁcador. D'aquesta forma, si l'interval de la transmissió de la ràfega té espai suﬁcient
dins del llistat de reserves de l'enllaç per defecte, es pot procedir amb la reserva de l'enllaç.
Cada reserva disposa d'un identiﬁcador per poder localitzar la reserva fàcilment, i també
s'hi registra el temps d'inici i ﬁnalització de la transmissió.
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Figura 3.8: Estructura de node
Si la ràfega no té suﬁcient espai per poder ser transmesa per l'enllaç per defecte, i es
disposa de ràtio de conversió suﬁcient (wavelengthConversionOBSRatio, wavelengthCon-
versionOCSRatio), es consultaran els altres llistats de reserves. En el pitjor dels casos
no es trobarà cap enllaç disponible i la reserva es donarà per fallida.
3.3.7 Alliberament dels recursos
L'alliberament dels recursos es realitza de forma similar per totes dues tecnologies, però
en dos instants diferents. Mentre les ràfegues delay-sensitive preparen l'alliberament tot
just després de reservar l'enllaç, les ràfegues loss-sensitive no preparen l'alliberament dels
recursos ﬁns que envien la ràfega a través d'un enllaç. Tot i que es prepara en instants
diferents, en totes dues tecnologies, l'alliberament té efecte immediatament després de
la transmissió de la ràfega per l'enllaç. Un altre motiu per voler alliberar els recursos és
quan el circuit no s'ha pogut establir, i el paquet de control NACK ha d'eliminar totes
les reserves prèvies.
Per poder alliberar recursos, cal crear un missatge 'deleteResv' indicant el tipus de pa-
quets que s'han transmès (setClass), la porta de sortida (setGateId), l'enllaç reservat
(setInterfaceId), l'identiﬁcador de la reserva (setReservationId) i si s'ha fet servir la con-
versió de lambdes (setUsingConverter). Aquest missatge es programaria a cadascun dels
nodes a l'instant posterior d'enviar la ràfega per un enllaç.
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Quan el handleMessage() detecta un missatge de tipus DELETE_RESV, signiﬁca que es
volen alliberar recursos per a un determinat enllaç. El mètode unallocateReservation()
s'encarrega de recorre l'estructura de veïns del node (ﬁgura 3.8) i eliminar el bloc cor-
responent a l'identiﬁcador de reserva.
3.3.8 Resolució de la contenció per a ràfegues loss-sensitive
Quan en el procés d'establir un circuit òptic per a la transmissió d'una ràfega s'esgoten
els recursos disponibles, es produeix una situació de contenció. Les ràfegues loss-sensitive
resolen la contenció en diversos moments de la transmissió. Aquesta resolució es basa
principalment en el punt de la ruta en el que es trobi el paquet de control PATH.
Un primer mètode de contenció es produeix en el node que ha fallat la reserva, ja que
si es disposa de l'opció de conversió de lambda és possible intentar enrutar la ràfega a
través d'un altre canal òptic lliure. Si tots els altres recursos també estan esgotats, el
paquet de control PATH haurà de paralitzar el procés de reserva del circuit òptic, i el
paquet de control NACK haurà d'informar del resultat a l'origen.
La contenció a la tecnologia OCS es resol bàsicament amb l'espera de que els recursos
ocupats s'alliberin. Per una banda, aquesta espera pot ser natural, a partir del temps
que el paquet de control NACK inverteix en arribar a l'origen per comunicar que l'esta-
bliment del circuit òptic no ha sigut possible. D'altra banda, si la contenció s'ha produït
directament a l'origen, es reprograma l'arribada d'un paquet PATH passat n vegades un
temps mig de ràfega, on n resulta ser un valor aleatori uniforme comprés entre l'inter-
val 0 i 3. Aquesta aleatorietat permet obtenir millors probabilitats de bloqueig, ja que
distribueix els paquets que tornen a provar una reserva de forma més dispersa.
3.4 Estadístiques de les transmissions
El mòdul StatisticsCollector és únic i independent als nodes. Aquest mòdul s'encarrega
de realitzar les operacions necessàries per poder calcular les probabilitats de pèrdues als
nodes per a totes dues tecnologies.
Cada vegada que un dels nodes, rep la notiﬁcació que una ràfega ha arribat a la seva
destinació, o quan s'han produït la pèrdua d'una ràfega, els nodes es posen en contacte
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amb el StatisticsCollector mitjançant el vincle creat durant la inicialització dels nodes.
Aquest vincle permet fer servir la classe StatisticsCollector des de qualsevol punt de
OBSNode.
Quan es treballen amb tecnologies a ràfegues, és important poder garantir una probabi-
litat de bloqueig entre 10−6 i 10−2. Per poder garantir aquestes probabilitats s'han de
disposar d'un nombre suﬁcient de dades. Aquestes dades s'organitzen en trams, batches,
en els que hauran arribat a destí el nombre de ràfegues deﬁnit a totalNumberOfReceived-
Bursts. De cadascun d'aquests trams s'obtindrà una probabilitat de bloqueig, i després
un nombre total de NUMBER_OF_BATCHES trams seran promitjats per aconseguir
la probabilitat de bloqueig ﬁnal.
Per poder evitar que la fase inicial de la simulació, on els nodes encara no estan funcionant
completament, distorsioni els resultats, es deixarà passar un règim transitori ﬁns a poder
comptabilitzar ràfegues transmeses amb èxit. Aquest règim transitori consisteix en no
comptabilitzar les primeres transientPhase ràfegues rebudes per cada simulació completa.
El funcionament del mòdul StatisticsCollector es basa principalment en dos mètodes
principals: initialize() i finish(). Al començar la simulació, el primer prepara i
inicialitza tots els paràmetres necessaris per a la generació dels resultats estadístics de
pèrdues de ràfegues. El segon mètode és el que obté els resultats ﬁnals de probabilitat
un cop la simulació ﬁnalitza. La resta de mètodes que l'acompanyen simplement s'en-
carreguen de comptabilitzar ràfegues perdudes i ràfegues que han arribat a la destinació.
Paral·lelament al càlcul de probabilitats, el mòdul StatisticsCollector també registra els
temps i les longituds de ràfega de cadascuna de les transmissions que es realitzen. A partir
de totes aquestes dades s'aconseguiran la major part dels resultats que es presenten en
el següent capítol.
Capítol 4
Simulacions i resultats
4.1 Introducció
En aquest capítol es realitzaran les proves i simulacions necessàries per poder caracte-
ritzar el sistema d'arquitectura híbrida OBS/OCS en paral·lel implementat en aquest
projecte. Les diverses simulacions avaluaran el comportament de les tecnologies OBS i
OCS per separat davant de diferents situacions de tràﬁc. D'aquesta forma, s'intentarà
trobar un funcionament més òptim del sistema en conjunt pel que fa a probabilitat de
pèrdua, retard de transmissió, i longitud de les ràfegues i circuits òptics.
4.2 Avaluació del simulador generador de paquets
Una primera versió del simulador realitzava el procés de transmissió complet: des de
que es generava el primer paquet de la ràfega ﬁns a que la ràfega ja completa arribava
a la seva destinació. Durant les diverses simulacions que es van realitzar per poder
caracteritzar el sistema, es va comprovar la lentitud i el consum de memòria que suposa
generar cadascun dels paquets. Aquesta problemàtica permet caracteritzar la tecnologia
OBS, però no la tecnologia OCS.
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Delay-sensitive Loss-sensitive
Longitud de les ràfegues
Distribució Distribució
Gaussiana Exponencial
Temps de formació de les ràfegues
Distribució Distribució
Exponencial Gaussiana
Taula 4.1: Comportament i distribucions de les cues delay-sensitive i loss-sensitive
4.2.1 Problemàtica de la generació de ràfegues
El temps de simulació que requeria el sistema per poder generar i completar transmis-
sions, especialment circuits òptics per tràﬁc de tipus loss-sensitive, era excessivament
llarg. El temps d'espera per obtenir algun resultat podia ser de dies. Per aquest mo-
tiu, es va intentar trobar un patró en el procés de formació de ràfegues per poder-les
generar directament amb el simulador. Així doncs, es va realitzar un primer estudi del
comportament que tenen les cues en el sistema. La longitud de les ràfegues, el temps
d'emmagatzematge i les distribucions que es generen van ser els principals punts a tenir
en compte.
L'objectiu d'aquest estudi era comprovar que la formació de ràfegues en les dues tecno-
logies del simulador híbrid podia seguir algun tipus d'estadística coneguda. D'aquesta
forma el temps de formació de la ràfega podia ser eliminat de la simulació sense alterar
els resultats. En aquest sentit es va comprovar que independentment dels llindars que es
conﬁguressin semblava aparèixer el que resumeix la taula 4.1:
• Pel que fa a la longitud de les ràfegues, les que tenien un llindar temporal generaven
clarament una distribució gaussiana on la mitja de longitud de ràfega variava en
funció del valor del llindar. Per altra banda, les ràfegues amb llindar volumètric es
podien associar amb una distribució exponencial.
• De forma complementària, apareixia un comportament creuat en el temps de for-
mació de les ràfegues. Per a ràfegues amb llindar temporal, el temps de formació
tenia relació amb una distribució exponencial. En canvi, les ràfegues amb llindar
de longitud, presentaven aquesta vegada el que semblava una distribució gaussiana.
Capítol 4. Simulacions i resultats 53
4.2.2 Algoritme de creació de ràfegues
Com a conseqüència d'aquest primer anàlisi realitzat en el apartat anterior, es comprova
que les distribucions que apareixen com a conseqüència de la classiﬁcació dels paquets
en cues han sigut estudiades anteriorment en altres investigacions. Especialment a [16]
i [17] s'ha trobat una descripció analítica de com generar les nostres pròpies ràfegues
a partir d'expressions matemàtiques, ja que s'està considerant que els paquets arriben
seguint el model de Poisson i que la seva mida es correspon amb la distribució trimodal
presentada anteriorment.
Ràfegues delay-sensitive
Les ràfegues delay-sensitive es generaven quan el primer paquet que arribava a una
cua superava un llindar de temps ThT = T . Independentment del llindar establert, les
arribades de paquets estan determinades per un procés de Poisson amb taxa λ paquets/s,
i per facilitar la nomenclatura, es suposarà que el temps entre les arribades de dos paquets
és la variable aleatòria exponencial E.
El temps de formació de qualsevol de les ràfegues és constant i igual al valor del llindar
T , que degut a la incertesa que provoquen les arribades de paquets pot ser modelat com
una variable aleatòria uniforme. A partir d'aquesta estratègia, el temps per a que arribi
la següent ràfega serà el temps que trigui en arribar el següent paquet mesurat des de
t = T (veure ﬁgura 4.1). Per altra banda, com els processos de Poisson determinen
que l'arribada de cada paquet és independent i sense memòria, el temps que trigarà en
arribar el següent paquet serà precisament el temps entre arribades de paquets, E.
Així doncs, és fàcil veure que el temps entre arribades de ràfegues, Z, es correspon a
Z = T +E. En aquest cas, la funció de densitat de probabilitat que seguiran les ràfegues
delay-sensitive serà una distribució exponencial desplaçada un temps T :
fz(t) = fE(t− T ) = λ · e−λ(t−T ) (4.1)
Un raonament semblant es pot fer amb la longitud de les ràfegues generades. Quan el
llindar T s'hagi superat, una quantitat aleatòria de paquets haurà sigut emmagatzemada
a la cua. Si es considera que la variable aleatòria S és la mida que tindrà cadascun dels
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Figura 4.1: Formació de ràfegues basat en un llindar de temps
paquets i la variable aleatòria N el nombre de paquets que han arribat, ràpidament es
podrà deduir que la longitud de la ràfega, L, correspon a L = S1 + · · ·+ SN .
El nombre de paquets que hauran pogut arribar en un temps T està relacionat amb una
variable aleatòria de Poisson, ja que correspon al nombre d'arribades durant un interval
en un procés de Poisson. De manera que la funció de densitat de probabilitat de la
longitud de les ràfegues serà:
fL(x) =
∞∑
n=1
PN (n) · fSn(x) (4.2)
Aquesta equació és complicada de simpliﬁcar, ja que combina diversos tipus de distribu-
cions diferents, però [17] justiﬁquen que es pot aproximar per:
fL(x) ≈ Erlang(n, n · E(S)) (4.3)
Ràfegues loss-sensitive
Aquestes ràfegues es formen quan en una cua es supera el llindar de volum marcat. El
temps de formació de les ràfegues també dependrà del temps d'arribades entre paquets,
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però tenint en compte que la longitud de la suma de tots els paquets ha de superar el
llindar establert. Per tant, es pot veure el temps de formació de les ràfegues, T , com a
la suma de variables aleatòries exponencials T = E1 + · · · + EN (veure ﬁgura 4.2). N
torna a ser el nombre de paquets que contindrà cada ràfega i la funció de densitat de
probabilitat a la que s'arriba és la següent:
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Figura 4.2: Formació de ràfegues basat en un llindar de longitud
fT (t) =
∞∑
n=1
fEn−1(t) · PN (n) (4.4)
D'aquestes equacions es coneix que fEn−1(t) correspon a una distribució d'Erlang amb
paràmetres λ i n − 1. Finalment, com que el temps d'arribades entre ràfegues resulta
que és Z = T + E, ràpidament es pot deduir la següent equació:
fZ(t) =
∞∑
n=1
fEn(t) · PN (n) (4.5)
De forma similar a l'equació 4.3, la distribució resultant també correspon amb una dis-
tribució de tipus Erlang:
fZ(t) ≈ Erlang(n, nλ−1) (4.6)
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Pel que fa a la longitud de les ràfegues de tipus loss-sensitive s'ha de recordar que depèn
directament del llindar. Les ràfegues han de superar el llindar de referència, de manera
que el resultat és una equació que depèn del llindar de longitud, ThL, més la longitud
que tingui el següent paquet que arribi a la cua, E(L) = ThL +E(S). Tenint en compte
que els paquets arriben amb una distribució exponencial i una longitud de distribució
trimodal:
fL(x) =

∑∞
n=1
∫ ThL
0 fS(x− b) · fSn−1(b)db x > ThL
0 x ≤ ThL
(4.7)
L'equació 4.7 té difícil tractament, però a [17] en troben una aproximació més senzilla.
Dedueixen de la equació una distribució exponencial per a les longituds de les ràfegues,
obtenint ﬁnalment:
fL(x) ≈ ThL + Exponential(E(S)) (4.8)
La taula 4.2 recull de forma resumida l'estadística utilitzada i a l'apèndix A es desenvo-
lupen totes les expressions.
4.2.3 Comportament de les cues
La següent bateria de simulacions està dedicada a veriﬁcar que el comportament de les
cues, i en concret el procés de formació de ràfegues, per part de totes dues tecnologies
segueix el model estadístic esperat de la teoria. A partir d'aquestes simulacions també
s'espera intentar caracteritzar la tecnologia OBS. D'aquesta forma, quan es substitueixi
la versió del simulador generador de paquets pel simulador ﬁnal, es disposarà d'una refe-
rència completa per comprovar que el funcionament del simulador generador de ràfegues
és l'esperat.
4.2.3.1 Longitud de les ràfegues delay-sensitive
En les primeres simulacions s'intenta veriﬁcar que l'estadística de longitud de ràfegues
delay-sensitive es correspon amb una distribució en Erlang. Un error d'implementació de
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Paràmetre Estratègia
Deﬁnició Símbol Temporal Volumètrica
Longitud del paquet mig E(S) pA · LA + pB · LB + pC · LC
Nombre mig de paquets per
ràfega
E(N) n = λ ·ThT +1 n = Int
[
ThL
E(S)
]
Temps mig de formació de
ràfega
E(T ) n−1λ
n−1
λ
Temps mig d'arribades en-
tre ràfegues
E(Z) ThT +
1
λ =
n
λ
n
λ
Variància del temps d'arri-
bades entre ràfegues
V ar(Z) − n
λ2
Longitud mitja de ràfega E(L) n · E(S) ThL + E(S)
Variància de la longitud rà-
fegues
V ar[L]
n · V ar[S] +
(n− 1) ·E2[S] −
Taula 4.2: Resum dels paràmetres estadístics utilitzats
la versió d'OMNeT++ que s'utilitza, porta ﬁnalment a buscar una distribució Normal
(veure l'apartat A.3 de l'apèndix A) De la realització de diverses simulacions, variant la
càrrega d'entrada i el llindar de temps, s'extreu una clara conclusió. La ﬁgura 4.3 és una
mostra dels resultats obtinguts en aquestes simulacions. A simple vista es pot distingir
la forma normal en l'histograma de longituds de ràfegues generades amb el simulador.
Figura 4.3: Longitud de les ràfegues delay-sensitive (Llindar=100µs)
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(a) Histograma de la tendència d'arribades de ràfegues
delay-sensitive
(b) Detall d'una de les barres de l'histograma
Figura 4.4: Retard extrem a extrem de les ràfegues delay-sensitive
4.2.3.2 Temps entre arribades de ràfegues delay-sensitive
A partir d'aquí també es comprova quina és l'estadística d'arribades de les ràfegues
delay-sensitive. Segons el model que es farà servir amb el simulador ﬁnal, les ràfegues
amb paquets de tipus delay-sensitive es generen segons una estadística de distribució
exponencial desplaçada el llindar de temps de formació.
La ﬁgura 4.4 (a) mostra l'estadística amb la que les ràfegues arriben a la seva destinació.
Tenint en compte que el temps de formació de les ràfegues és ﬁxa, i que el retard de
transmissió és el que més inﬂuència té durant la transmissió, es determina que les arriba-
des de ràfegues es produeixen de forma compassada. Aquesta tendència és en funció del
nombre de salts que ha de realitzar la ràfega per arribar al destí. De forma més detalla-
da, la ﬁgura 4.4 (b) desvetlla la tendència d'arribades que es produeix per un d'aquests
conjunts d'arribades, on s'endevina que hi arriben amb un distribució exponencial.
4.2.3.3 Longitud de les ràfegues loss-sensitive
El comportament de les cues per a formar ràfegues loss-sensitive es comprova a través
de resultats parcials de les simulacions, ja que completar-les suposa un gran temps d'es-
pera. Totes les dades que s'obtenen formen part de ràfegues que es formen durant la
simulació, però que poden no haver arribat a la seva destinació. De forma provisional,per
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poder comprovar el seu comportament, es determina el llindar de longitud de ràfega de
10 Mbytes i 10 Gbps de càrrega d'entrada.
Figura 4.5: Tendència de la longitud de ràfegues loss-sensitive (Llindar=10 Mbytes)
Segons els algoritmes de formació de ràfegues, les ràfegues loss-sensitive tenen una dis-
tribució Exponencial per determinar la longitud de les ràfegues. A la ﬁgura 4.5 s'observa
una tendència que recorda a la distribució Exponencial desplaçada el llindar de longitud
que s'ha escollit.
4.2.3.4 Temps de formació de ràfegues loss-sensitive
En el temps de formació de ràfegues es troba el temps d'arribada entre ràfegues. De la
teoria es coneix que hauria de resultar una distribució en Erlang, però a la ﬁgura 4.6 es
comprova que la distribució és més semblant a una distribució Gaussiana. La distribució
en Erlang té un comportament diferent en funció del paràmetre k (nombre de paquets
per ràfega). Per a valors de k molt petits la distribució és pròxima a l'exponencial,
mentre que per a valors de k molt grans la distribució tendeix a ser Gaussiana. Aquesta
diferència s'explica de forma més detallada a l'apèndix A.
A partir de les dades aconseguides també es pot comprovar la tendència amb la que les
ràfegues es generen en aquest simulador. De forma semblant a com s'ha fet anteriorment,
s'analitza la distribució d'arribades de ràfegues loss-sensitive a destí. En aquest punt del
simulador, no estan permesos els reintents, de manera que els resultats que s'observen
a la ﬁgura 4.7 (a) són els temps d'arribades extrem a extrem d'un elevat nombre de
ràfegues en funció dels salts realitzats. Novament es detecta l'arribada compassada de
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Figura 4.6: Temps de formació de ràfegues loss-sensitive (Llindar=10 Mbytes)
(a) Histograma de la tendència d'arribades de ràfegues
loss-sensitive
(b) Detall d'una de les barres de l'histograma
Figura 4.7: Retard extrem a extrem de les ràfegues loss-sensitive
ràfegues a destí en funció del nombre de salts. D'aquesta forma, la distribució del temps
d'arribada entre ràfegues es pot deduir dels resultats de qualsevol conjunt d'arribades
a destí, descartant el retard per propagació i el temps de transmissió de la ràfega. Un
exemple és la ﬁgura 4.7 (b) que resulta formar una distribució Gaussiana, tal i com indica
el model utilitzat.
4.2.4 Establiment del llindar de temps per ràfegues delay-sensitive
El tràﬁc delay-sensitive necessita un llindar de temps per poder completar les ràfegues.
Així doncs cal determinar quin serà aquest marge de temps en el que les ràfegues poden
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garantir les probabilitats de pèrdua amb les que treballa la tecnologia OBS.
Tot i que en un primer moment es va plantejar generar ràfegues delay-sensitive amb
llindars que oscil·laven entre els 5 ms i 15 ms, a través de les diverses simulacions
realitzades es comprova que aquest llindar és massa elevat. La formació de ràfegues
delay-sensitive amb llindars tan grans provocava que les probabilitats de pèrdues no
es corresponguessin amb les esperades per aquesta tecnologia. Aquests llindars també
generaven longituds molt properes a les longituds esperades per a ràfegues loss-sensitive
(de l'ordre de Mbytes).
Figura 4.8: Probabilitat de pèrdua de ràfegues delay-sensitive en funció de la càrrega
d'entrada (Llindar=100µs)
Figura 4.9: Relació de la longitud de ràfegues delay-sensitive amb la càrrega d'entrada
(Llindar=100µs)
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El llindar per establir el temps de formació de ràfegues delay-sensitive es va haver de
baixar molt per poder aconseguir ràfegues de l'ordre de 100 Kbytes. Finalment, es va
considerar que un llindar d'aproximadament 100 µs permet generar ràfegues dintre dels
marges de probabilitats de pèrdua propis de l'arquitectura OBS i longituds de ràfegues
suﬁcientment distants per distingir-les de les ràfegues que viatjarien a través de circuits
òptics (Figures 4.8 i 4.9).
4.3 Avaluació del simulador generador de ràfegues
Tal i com s'ha comentat àmpliament en l'apartat 4.2.1, s'ha de modiﬁcar el simulador
perquè parteixi directament de la formació de ràfegues. Aquesta nova implementació no
hauria de modiﬁcar els resultats que s'obtindrien amb la versió del simulador anterior, i
permetria poder caracteritzar la tecnologia OCS.
4.3.1 Caracterització de les cues
Per poder realitzar les simulacions correctament sense que aquesta modiﬁcació del si-
mulador distorsioni els resultats, cal veriﬁcar que les ràfegues s'estiguin formant amb la
mateixa estadística que el simulador anterior. Ara les ràfegues ja no es creen de forma
natural, de manera que s'ha de comprovar que els resultats seran els mateixos.
4.3.1.1 Nova càrrega d'entrada
S'inicia aquesta veriﬁcació localitzant el marge d'interès de probabilitat de pèrdua de
ràfegues delay-sensitive. El tràﬁc d'entrada que es farà servir podria ser una mica diferent
perquè abans es comptabilitzava com tràﬁc de paquets i ara és càrrega directament de
ràfegues. Per això es realitza un primer escombrat de simulacions per localitzar el marge,
variant la càrrega d'entrada de tràﬁc de tipus delay-sensitive amb llindars de 100 µs.
De les ﬁgures 4.10 (a) i (b) s'extreu que per obtenir un marge de probabilitat de pèrdua
entre 10−6 i 10−2 cal treballar amb unes càrregues d'entrada de ràfegues inferiors als 10
Gbps.
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(a) Escombrat de càrrega delay-sensitive (b) Detall del marge de probabilitats d'interès
Figura 4.10: Probabilitat de pèrdua en funció de la càrrega d'entrada de tràﬁc delay-
sensitive
4.3.1.2 Longitud mínima de ràfegues delay-sensitive
Per aquest nou simulador la longitud de cadascuna de les ràfegues ve determinada per
l'estadística establerta en la caracterització de les cues. L'estadística que controla la
longitud de les ràfegues és segons una distribució Gaussiana amb una mitja i desviació
típica determinada. Degut a les cues d'aquestes gaussianes, les ràfegues delay-sensitive
generades podrien tenir longitud nul·les o inclús negatives. Per controlar aquest possible
error de simulació s'analitza amb quina longitud es generen les ràfegues per a les càrregues
d'entrada més petites, que són les més propenses a originar aquest problema.
Observant la taula 4.3 , obtinguda a través de simulacions amb càrrega d'entrada inferior
als 5 Gbps i llindar de temps de ràfega de 100 µs, es pot comprovar que únicament té
sentit establir un criteri de longitud mínima de ràfega per a càrregues d'entrada molt
petites. En aquest sentit, només càrregues de l'ordre de 1 Gbps donen un percentatge a
considerar de ràfegues problemàtiques.
A partir d'aquests resultats, es determina que una longitud de ràfega delay-sensitive
mínima de 10 Kbytes no alteraria l'estadística per a altres càrregues d'entrada. De fet,
només un 20% del total de les ràfegues analitzades per a una càrrega d'entrada d' 1 Gbps
estan per sota d'aquest llindar. Això garanteix que l'estadística no es distorsiona massa,
ja que la longitud mitja de les ràfegues es troba lleugerament per sobre d'aquest valor.
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Càrrega
Longitud mínima
Longitud mitja
<5 Kbytes <10 Kbytes <15 Kbytes
1 Gbps 1.5 % 19 % 64 % 12.9 Kbytes
2 Gbps 0 % 0 % 2 % 25.4 Kbytes
3 Gbps 0 % 0 % 0 % 37.9 Kbytes
4 Gbps 0 % 0 % 0 % 50.4 Kbytes
5 Gbps 0 % 0 % 0 % 62.9 Kbytes
Taula 4.3: Longitud de les ràfegues delay-sensitive segons estadística de cues
Finalment es comparen les longituds obtingudes per tots dos simuladors. A la ﬁgura
4.11, es pot comprovar com existeix una petita diferència entre els dos simuladors per a
tràﬁc delay-sensitive. Les ràfegues que es creen amb el simulador que genera directament
ràfegues o circuits òptics presenta una probabilitat de pèrdua més elevada, que per les
ràfegues creades a través del simulador que forma ràfegues o circuits òptics per acumulació
de paquets òptics, per una mateixa càrrega d'entrada. S'ha partit d'un model i, en
qualsevol cas, simplement s'ha de considerar que es treballa amb el pitjor cas i que en
un escenari real la probabilitat de pèrdua en funció de la longitud de la ràfega serà més
beneﬁciosa.
Figura 4.11: Comparació de ràfegues delay-sensitive entre els dos simuladors per a
diferents llindars de longitud
4.3.2 Caracterització de la tecnologia OCS
El funcionament de les corbes per a ràfegues delay-sensitive s'ha pogut caracteritzar
anteriorment en l'apartat 4.2.4 amb l'ajuda de la primera versió del simulador, on es
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formaven ràfegues de forma natural per acumulació de paquets. A continuació s'ha
de traçar una nova estratègia per poder descriure el comportament de les ràfegues que
transportin paquets de tipus loss-sensitive.
Aquesta estratègia parteix inevitablement de suposicions, ja que en la tecnologia OCS
que presenta aquest simulador es disposen de diversos paràmetres a determinar abans
de poder executar qualsevol simulació. Els principals paràmetres a tenir en compte són
el llindar de longitud que ﬁxarà la mida de les ràfegues i el nombre de reintents que es
permetrà durant la reserva dels circuits òptics.
En un primer moment es va pensar en ràfegues amb una mida a partir de 10 Mbytes.
Aquesta longitud era 3 ordres de magnitud superior a la mida de les ràfegues delay-
sensitive, de manera que es creia suﬁcientment gran com per distingir entre tots dos
tipus de ràfegues. En el cas de ràfegues loss-sensitive també és necessari que el temps de
ràfega sigui superior al temps necessari per l'establiment del circuit òptic, ja que durant
la transmissió es disposarà de recursos dedicats i ha de resultar beneﬁciós.
Figura 4.12: Probabilitat de pèrdua en funció de la càrrega, primera caracterització
Així per tenir una idea general del comportament de la tecnologia OCS en el simulador,
es tracen vàries corbes de probabilitat de pèrdua en funció de la càrrega de tràﬁc loss-
sensitive que s'introdueix al sistema (Figura 4.12). S'atorga a cadascuna de les corbes
un nombre diferent de reintents permesos (2, 3, 5 i 10 reintents).
D'aquest primer anàlisi, se'n destaquen diversos punts interessants:
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• Càrrega d'entrada de referència de 10 Gbps. Totes les corbes tenen un creixement
molt ràpid al començament, i és a partir d'aquest valor que es redueix sensiblement
la velocitat amb la que la probabilitat de pèrdua de ràfegues es manifesta.
• Un nombre elevat de reintents és necessari per posar en marxa el sistema. El
nombre de reintents inﬂueix directament en la probabilitat de perdre ràfegues,
però al mateix temps s'ha de vigilar que no afegeixi un temps excessiu d'espera.
El sistema d'arquitectura paral·lela que aquí es presenta té com a objectiu poder propor-
cionar diferents QoS en funció de les necessitats de cada transmissió. Per tant, donades
les característiques pròpies de cada tecnologia emprada, seria interessant trobar més
atractiva la utilització de la tecnologia OBS davant de situacions que precisin poc retard
i la utilització de la tecnologia OCS davant de càrregues que necessitin presentar una
baixa probabilitat de pèrdua.
Donat que la corba amb 5 reintents de la tecnologia OCS satisfà els marges de qualitat es-
tablerts per OBS (probabilitats de pèrdua entre 10−6 i 10−2), es prendrà provisionalment
com a referència per poder caracteritzar aquesta tecnologia.
4.3.2.1 Llindar de longitud de les ràfegues loss-sensitive
Per poder establir quin és la longitud òptima de ràfega cal ﬁxar el nombre de reintents i
la càrrega que es permet a l'entrada. Segons s'ha vist, assignar 5 reintents de reserva és
una bona suposició perquè permet moure's dintre dels marges de probabilitat d'interès.
Per aquest motiu es tracen les corbes de la ﬁgura 4.13 per a diferents càrregues d'entrada.
D'aquesta gràﬁca ràpidament s'extreu que, independentment de la càrrega que s'intro-
dueixi a l'entrada del sistema, la probabilitat de pèrdua de ràfegues s'estanca a partir
dels 40 Mbytes. Això implica que generar ràfegues amb llindars de longitud superiors
als 40 Mbytes no ajudaria a baixar la probabilitat de pèrdua. A partir d'aquí caldria
modiﬁcar altres paràmetres.
4.3.2.2 Nombre de reintents per a ràfegues loss-sensitive
Fixar el nombre de reintents que es permet realitzar està directament relacionat amb
els retards que es poden suportar, i més endavant a 4.3.3 s'analitzaran àmpliament. De
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Figura 4.13: Probabilitat de pèrdua en funció del llindar de ràfegues loss-sensitive
moment, es pren la càrrega de 10 Gbps de referència per a la tecnologia OCS, ja que és
la càrrega màxima que suporta la xarxa complint els requisits de probabilitat de pèrdua
de l'ordre de 10−3, i una longitud de ràfega llindar de 40 Mbytes.
Figura 4.14: Probabilitat de pèrdua en funció del nombre de reintents de reserva per
a ràfegues loss-sensitive
La ﬁgura 4.14 mostra el comportament de la probabilitat de pèrdua davant del nombre
de reintents. Aquesta corba decreix proporcionalment amb el nombre de reintents, de
manera que es fa indispensable un anàlisi dels retards de ràfegues per poder escollir el
retard, i en conseqüència el nombre de reintents, que es pot assumir.
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4.3.3 Duració de les transmissions
Finalment, es presenta un anàlisi del temps necessari per transmetre cadascun dels tipus
de tràﬁcs a través del simulador. Els llindars escollits per realitzar aquest anàlisi cor-
responen amb 100 µs i 40 Mbytes per a ràfegues de tipus delay-sensitive i loss-sensitive
respectivament.
Figura 4.15: Retard de transmissió
mig de ràfegues
Figura 4.16: Mínim i màxim retard
de transmissió de ràfegues
En la ﬁgura 4.15 s'observa la diferència entre el retard mig de ràfegues delay-sensitive
i loss-sensitive. Existeix una distància de ﬁns a 90ms de diferència entre les ràfegues
dels dos tipus. Aquesta distància és destacable perquè posa en evidència les diferències
existents entre els dos tipus de tràﬁc en relació al temps que passen a la xarxa.
De forma complementària, amb el que apareix en la ﬁgura 4.16 es justiﬁca la utilització
d'un nombre elevat de reintents. Tot i que la duració d'algunes de les transmissions de
tràﬁc loss-sensitive augmenta amb el nombre de reintents, el temps mig de la duració de
les transmissions s'estanca a partir de 5 reintents.
El percentatge de ràfegues loss-sensitive que necessiten molts reintents per arribar a la
seva destinació es pot observar en la ﬁgura 4.17(a). Novament es destaca la diferència de
duració de les transmissions entre diferents tipus de tràﬁc. Mentre que les transmissions
de ràfegues delay-sensitive es realitzen de forma en la que es remarquen els salts que s'han
produït, a la ﬁgura 4.17(b) es comprova que quan s'incrementa el nombre de reintents,
la duració és més distribuïda.
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(a) f.d.p. per a ràfegues delay-sensitive i loss-sensitive (b) Detall de la f.d.p. de retard de transmissió de rà-
fegues loss-sensitive que necessiten molts reintents
Figura 4.17: Funció densitat de probabilitat del retard de transmissió de ràfegues
Tal i com es pot observar en el detall de la cua de la ﬁgura 4.17(b), les diferències entre
ràfegues que necessiten molts reintents, no es pot apreciar a simple cop d'ull. Com
aquestes diferències són tant petites, a [18] fan servir la funció densitat de distribució
acumulada complementària per poder-los mostrar. Per aquest motiu es complementa
l'estudi amb la ﬁgura 4.18. Aquesta gràﬁca mostra la funció densitat de distribució
acumulada complementària del retard de transmissió per a diferent nombre de reintents.
En realitat, s'està mostrant la probabilitat de que les ràfegues arribin a tenir retards
majors als valors indicats.
Figura 4.18: Funció densitat de distribució acumulada complementària del retard de
transmissió de ràfegues
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En la ﬁgura 4.18, es pot observar ara amb més claredat les petites diferències que com-
porta escollir un nombre elevat de reintents. Aquesta gràﬁca acaba justiﬁcant que afegir
un nombre elevat de reintents no és excessivament crític. Només suposa incrementar
aproximadament 10 ms més el temps ﬁnal de la transmissió per cada reintent que es
realitza. Per tant, s'hauria de valorar en cada situació quin és el retard ﬁnal que es
podria assumir en cada transmissió, de manera que es converteix en un paràmetre més
a tenir en compte per donar diferent QoS a les ràfegues.
Capítol 5
Conclusions
El conjunt de simulacions realitzades, per poder avaluar l'arquitectura híbrida formada
per la commutació a ràfegues en paral·lel amb la commutació de circuits, permet aﬁrmar
que s'han complert els objectius establerts al començament del projecte.
En aquest projecte es presentava una arquitectura híbrida en paral·lel que pogués aportar
diferents nivells de qualitat de servei en funció de les necessitats de cada transmissió. Per
una banda, es garantia que el tràﬁc sensible al retard, delay-sensitive, pogués arribar a
la seva destinació sense acumular gaire retard durant el temps de formació i transmissió
de la ràfega. Per altra banda, es disposava també d'una alternativa més estricte amb
els errors que pogués assegurar que les dades arriben en perfectes condicions al destí,
loss-sensitive. Aquests nivells de qualitat de servei s'ofereixen amb les tecnologies OBS
i OCS, respectivament.
L'escenari paral·lel emprat permet distribuir els recursos de forma dedicada per cadas-
cuna de les tecnologies utilitzades en funció de les necessitats de tràﬁc. D'aquesta forma,
en un escenari amb 9 nodes origen/destí i 8 canals per enllaç bidireccional, es repartei-
xen de forma equitativa entre les dos tecnologies de xarxa per poder comparar el seu
comportament en condicions d'igualtat.
Inicialment, es va desenvolupar un simulador que realitzava tot el procés de la transmissió.
Passant per la creació de les unitats òptiques en forma de paquet, la formació de les
ràfegues, i la posterior transmissió i recepció en destí de la informació. El temps de
la duració de la simulació es va presentar com una problemàtica a l'hora d'analitzar
les dades recollides. S'havia d'esperar molts dies per poder obtenir un dels punts de
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les gràﬁques de probabilitat de pèrdua. Així que no va ser possible una caracterització
completa de les tecnologies.
Malgrat tot, aquest primer simulador va permetre realitzar un estudi en profunditat
del comportament de les cues en totes dues tecnologies. Principalment es va detectar
un comportament estadístic que es podia identiﬁcar amb distribucions conegudes. Les
ràfegues delay-sensitive tenien una longitud en forma de distribució en Erlang i un temps
entre arribades que depenia d'una distribució exponencial. De forma complementària, les
ràfegues loss-sensitive tenien la longitud en forma de distribució exponencial i el temps
entre arribades seguia un distribució en Erlang.
Per altra banda, també va ser possible caracteritzar el llindar de temps necessari en les
ràfegues delay-sensitive. En les diverses proves que es van realitzar es va comprovar que
llindars de l'ordre de ms eren massa elevats per OBS. Treballar amb llindars de 5 ms ja
generaven ràfegues de longituds properes a les esperades per OCS, i s'allunyaven molt
de les probabilitats de pèrdua d'entre 10−6 i 10−2. Per aquests motius, s'acaba establint
el llindar en els 100 µs, oferint ràfegues de l'ordre kbytes de longitud.
L'estudi del comportament de les cues, permet generar un model estadístic, a partir
del qual es crea un nou simulador. Aquest nou simulador parteix directament de la
formació de ràfegues amb la mateixa aparició i longitud estadística que en el simulador
anterior. Després de veriﬁcar que el funcionament dels simuladors és similar, ja és possible
caracteritzar la tecnologia OCS.
El principal objectiu del projecte era implementar les dues tecnologies perquè el conjunt
sigui més efectiu en situacions complementàries segons el nivell de qualitat de servei
establert. Per tant, era necessari demostrar que per a ràfegues amb unes necessitats
més grans de tenir poca probabilitat de pèrdua, enviades a través de circuits òptics, la
tecnologia OCS fos beneﬁciosa davant de la tecnologia OBS. Tot i que a canvi s'incrementi
la duració de la transmissió.
En una primera avaluació, no existeix diferència, inclús OCS presenta pitjors resultats
davant de la tecnologia OBS. Ara bé, quan s'introdueixen els reintents adequats i s'es-
tableix el llindar de longitud de ràfegues a 40 Mbytes la situació millora molt.
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Durant la caracterització de la commutació de circuits, s'intenta establir el llindar de
longitud que han de seguir les ràfegues loss-sensitive. Com que OCS afegeix excés de se-
nyalització, i en conseqüència el retard, durant l'establiment i l'alliberament de recursos,
cal aproﬁtar per enviar grans quantitats de dades cap el mateix destí. En els resultats
d'enfrontar la probabilitat de pèrdua de ràfegues davant de la seva longitud, s'observa
que augmentar la longitud afavoreix la relació. En canvi, també s'observa que a partir
de 40 Mbytes ja no aporta més millora al sistema, perquè al tenir durant més temps els
recursos reservats és més difícil que es puguin establir altres circuits.
Per acabar, també es comprova que el nombre de reintents inﬂueix directament en la
probabilitat de perdre ràfegues. A més nombre de reintents, més oportunitats de que es
puguin reservar tots els enllaços per establir el circuit òptic. Aquest elevat nombre de
reintents sembla que hagin de retardar en excés la transmissió, però es comprova que,
tot i que hi ha ràfegues que necessiten un elevat nombre de reintents, la majoria no els
utilitzen tots i es manté el temps mig de transmissió a partir dels 5 reintents. D'aquesta
forma es pot justiﬁcar un elevat nombre de reintents.
Figura 5.1: Probabilitat de pèrdua en funció de la càrrega d'entrada
Finalment, la principal conclusió d'aquest estudi és la que queda reﬂectida en la ﬁgura
5.1. La utilització d'una tecnologia o altra en aquest sistema d'arquitectura híbrida
paral·lela va en funció de les necessitats de cada transmissió. Davant d'informació molt
sensible al retard, que es conformi amb probabilitat de pèrdua estàndards, resulta eﬁcient
la tecnologia OBS. En canvi, quan és necessari oferir una gran qualitat de servei, sense
que el temps de transmissió sigui un problema, sempre es pot establir la transmissió amb
la tecnologia OCS.
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En resum, els resultats obtinguts durant les diferents simulacions descriuen amb co-
herència les previsions inicials. Això permet una possible implantació d'aquest tipus
d'arquitectura híbrida a curt i mitjà termini, davant d'arquitectures no híbrides, ja que
es complementen els avantatges i inconvenients que tenen per separat.
Com a conseqüència dels resultats obtinguts en aquest projecte, s'ha elaborat un article
per l'IEEE 12th International Conference on Transparent Optical Networks que serà
presentat a Munich el proper mes de Juny. Aquest article està disponible a l'apèndix C
d'aquesta memòria.
Capítol 6
Treball futur
Davant dels resultats obtinguts en aquest projecte es proposen diverses línies de treball
futures per poder aprofundir en el funcionament d'aquestes xarxes.
Primerament, millorar el model de cues establert. Tot i que s'ha efectuat un estudi
complet del comportament de les cues, s'han trobat diversos problemes d'implementació
en l'eina utilitzada, als que s'han hagut de donar la solució alternativa més semblant.
D'aquesta forma, s'haurà de comprovar en versions futures d'OMNeT++ si aquests errors
s'han solucionat.
Així mateix, millorar la implementació de les cues per utilitzar menys memòria durant la
simulació. Un dels motius de la duració de les simulacions en el primer simulador podria
ser la quantitat de dades que s'han d'emmagatzemar mentre es formen les ràfegues.
Realitzar les simulacions sobre topologies de xarxes model. Existeixen diversos models de
topologia de xarxa per poder donar uns resultats encara més reals sobre el comportament
de l'arquitectura híbrida, i apropar-nos una mica més a una implementació real del
sistema. Això també suposaria, dimensionar els nodes de forma no uniforme per poder
representar una realitat on no tots els nodes tenen la mateixa càrrega.
Per altra banda, aplicar tècniques de contenció en la commutació de ràfegues per dis-
minuir encara més la probabilitat de pèrdua. El mecanisme està implementat en el
simulador, però no s'ha utilitzat ja que demostrar els bons resultats que ofereixen les
arquitectures completament òptiques era el principal objectiu.
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Apèndix A
Estadística de cues
Poder generar ràfegues delay-sensitive i loss-sensitive de forma natural sense passar per la
creació de paquets, comportava un estudi molt complet de l'estadística del comportament
de formació de les cues. Per aquest motiu es reserva aquest annex per a introduir les
expressions que s'empraran per la resolució de la generació de noves ràfegues als nodes.
A.1 Paràmetres estadístics
Les dades de les que en depenen directament l'estadística i que s'hauran d'introduir des
del ﬁtxer omnetpp.ini s'enumeren a continuació:
• La càrrega d'entrada al node per a cadascun dels tipus de tràﬁcs. En aquest cas
delay-sensitive i loss-sensitive.
Bds = offeredLoad ds (A.1)
Bls = offeredLoad ls (A.2)
• Els llindars de temps i/o longitud que hauran de seguir les ràfegues.
ThT = queueT imeOut (A.3)
ThL = queueLimitCapacity (A.4)
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A continuació es calcula l'estadística de paquets que faran servir tots els tipus de ràfegues:
E(S) = packetLengthMean
= (1500 bytes · 0.16) + (576 bytes · 0.26) + (40 bytes · 0.58) =
= 412.96 bytes = 3303.68 bits (A.5)
V ar(S) = packetLengthV ariance
= (1500 bytes− E(S))2 + (576 bytes− E(S))2 + (40 bytes− E(S))2 (A.6)
Ràfegues delay-sensitive
Les ràfegues delay-sensitive tenen el llindar establert per temps. Seguint aquest criteri,
es determinen els valors de taxa de paquets per a una càrrega d'entrada determinada i
el nombre mig de paquets que contindrà cadascuna de les ràfegues.
λds = packetRate_ds =
Bds
E(S)
= [paquets/s] (A.7)
nds = λds · ThT + 1 = averagePacketInDelaySensitiveBurst (A.8)
Ara ja, segons l'estadística que s'ha determinat anteriorment en l'apartat 4.2.2, es calcu-
laran els paràmetres estadístics necessaris per portar a terme l'algoritme de generació.
• Mitja del temps entre arribades de ràfegues delay-sensitive
E(Z) = ThT +
1
λds
=
nds
λds
= dsBurstIat (A.9)
• Mitja, variància i desviació típica de la longitud de les ràfegues delay-sensitive
E(L) = nds · E(S) = burstLengthMean_ds (A.10)
V ar(L) = nds · V ar(S) + (nds − 1) · E2(S) = burstLengthV ariance_ds (A.11)
StdDev(L) =
√
V ar(L) = burstLengthStdDev_ds (A.12)
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Ràfegues loss-sensitive
Les ràfegues loss-sensitive es construeixen de forma similar, però determinades per un
llindar de longitud per calcular la taxa de paquets i la quantitat de paquets que en mitja
apareixen en aquestes ràfegues.
λls = packetRate_ls =
Bls
E(S)
= [paquets/s] (A.13)
nls =
⌊
ThL
E(S)
⌋
= averagePacketInLossSensitiveBurst (A.14)
Finalment, també segons l'estadística determinada en l'apartat 4.2.2, es calcularan els
paràmetres estadístics que posteriorment es faran servir per poder generar les ràfegues
segons les distribucions establertes.
• Mitja, variància i desviació típica del temps entre arribades de ràfegues loss-
sensitive
E(Z) =
nls
λls
= lsBurstIat (A.15)
V ar(Z) =
nls
λ2ls
= burstLengthV ariance_ls (A.16)
StdDev(Z) =
√
nls
λls
= burstLengthV ariance_ls (A.17)
• Mitja de la longitud de les ràfegues loss-sensitive
E(L) = ThL + E(S) = burstLengthMean_ls (A.18)
A.2 Algoritmes de generació de ràfegues
En aquest apartat s'exposen de forma resumida els dos algoritmes per generar ràfegues
delay-sensitive i loss-sensitive.
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Algoritme 1 Estadística de generació de ràfegues a partir d'un llindar de temps
{Longitud per les ràfegues delay-sensitive}
nds ← averagePacketInDelaySensitiveBurst
E(L)← burstLengthMean_ds
V ar(L)← burstLengthV ariance_ds
StdDev(L)← burstLengthStdDev_ds
burstLength← erlang(nds, nds · E(S))
if burstLength < Lmin then
burstLength← Lmin
end if
{Temps d'arribada entre ràfegues delay-sensitive}
E(Z)← dsBurstIat
burstIAT ← exponential(E(Z))
Algoritme 2 Estadística de generació de ràfegues a partir d'un llindar de longitud
{Longitud per les ràfegues loss-sensitive}
E(S)← packetLengthMean
burstLength← ThL + exponential(E(S))
{Temps d'arribada entre ràfegues loss-sensitive}
nls ← averagePacketInLossSensitiveBurst
E(Z)← lsBurstIat
burstIAT ← erlang(nls, E(Z))
A.3 Problemàtica per generar nombres aleatoris amb dis-
tribució Erlang
Durant la fase d'implementar l'estadística de cues per poder reproduir el comportament
natural de formació, s'ha detectat un error en l'API d'OMNeT++, i que no està resolt
tampoc per a la versió 4.0rc1 (aquest simulador està implementat sota la versió 3.4b2).
El problema es troba en la majoria de funcions que generen nombres aleatoris, ja que
entre altres fan servir log(genk_dblrand()), i és la que presenta més problemes. En
deﬁnitiva, causa que quan és necessari generar nombres aleatoris sota condicions molt
ajustades (per exemple: un nombre aleatori amb distribució exponencial quan la mitja
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és extremadament petita), pot produir-se el retorn d'un valor inesperat com inf o 0 que
pot distorsionar els resultats generals de tota la simulació.
El nostre simulador pateix aquest bug 1 d'OMNeT++ quan fa servir la funció erlang_k()
que és la responsable de tornar un nombre aleatori sota una distribució d'Erlang per
determinar en quin instant apareixerà la següent ràfega loss-sensitive i la longitud de la
ràfega delay-sensitive. El resultat acostuma a ser inf, de manera que una sola aparició
pot desmuntar tota la simulació, ja que porta la línia temporal a l'inﬁnit.
La solució per determinar la longitud de les ràfegues delay-sensitive és senzilla, ja que
tot i que la distribució Erlang és correcta, quan s'emmagatzemen grans quantitats de
paquets a les cues, la longitud que adquireixen les ràfegues de totes les cues tendeix a
normalitzar-se. Això va en concordança amb el teorema central del límit. En la pràctica,
a partir de 50 paquets per ràfega ja donaria un distribució normal de la longitud de les
ràfegues.
Si es consideren els valors mitjos de ràfega, el cas més crític es troba amb el llindar
de ThT = 100 µs, càrrega d'entrada de 1 Gbps, i una longitud mitja de paquet de
412.96 bytes. En aquesta situació, s'esperarien uns 10000 paquets per ràfega, valor molt
superior als 50 paquets necessaris per poder aplicar aquesta aproximació. Així doncs, es
pot assumir que totes les ràfegues que es generin tindran una distribució Gaussiana.
L'anàlisi del temps d'arribada entre ràfegues delay-sensitive no és tan evident i porta a
estudiar amb deteniment el comportament de la distribució Erlang.
Distribució Erlang
La distribució d'Erlang va ser creada per examinar el nombre d'esdeveniments que es
produeixen al mateix temps quan hi ha sistemes d'espera. Aquesta distribució és la suma
de k variables aleatòries independents entre sí, cadascuna amb distribució exponencial.
D'aquesta forma, la k-èssima arribada en un procés de Poisson seguirà la distribució
Erlang. El paràmetre k s'anomena shape, i també depèn d'un altre paràmetre anomenat
rate, λ.
1Bug 0000043: Registre sobre l'error a la web d'OMNeT++
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f(x; k, λ) =
λk · xk−1 · e−λx
Γ(k)
(A.19)
Aquesta distribució té mitja= kλ i variància=
k
λ2
.
Distribució Gamma
Una generalització de la distribució Erlang per a valors de k no naturals és la distribució
Gamma. Aquesta és una distribució continua de probabilitat que també depèn de dos
paràmetres. Per una banda, el paràmetre shape, α, i per altra banda el paràmetre de
rate, β. També s'utilitza la inversa del paràmetre rate, θ, anomenat scale.
f(x;α, β) =
βα · αk−1 · e−βα
Γ(α)
(A.20)
Aquesta distribució té mitja= α · θ i variància= α · θ2.
Ràpidament s'observa com aquestes equacions es poden igualar, i extreure:
α = k (A.21)
β = λ =
1
θ
(A.22)
La distribució Gamma té un comportament molt especial, ja que la forma de la seva
distribució pot variar en funció dels valors que prenen α i β. Algunes de les observa-
cions que s'han pogut extreure de forma empírica a través de MATLAB es recullen a
continuació:
• Per a k = 1 és pot substituir per una distribució exponencial de mitja= θ = 1λ
• Augmentar el paràmetre λ provoca generar una distribució semblant a l'exponencial
cada vegada amb una pendent més abrupta (Figura A.1 (a)).
• Augmentar el paràmetre k provoca generar distribucions que sembla que tendeixen
cada vegada més cap a la distribució gaussiana (Figura A.1 (b).
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(a) Variació del paràmetre rate amb k = 1 (b) Variació del paràmetre k amb rate = 2
Figura A.1: Funció densitat de probabilitat de la distribució Gamma
Per al nostre simulador es produeixen els dos últims punts. Per una banda, el valor de k
creixia molt ràpidament, perquè com a mínim es disposava d'una mitja de 24216 paquets
per ràfega loss-sensitive de 10 Mbytes. Per altra banda, la taxa de paquets resultant
també augmentava notablement. Com a conseqüència d'aquestes dues deduccions es va
intentar comprovar la diferència entre la distribució Gamma i la corresponent distribució
Gaussiana de la mateixa mitja i desviació estàndard.
Figura A.2: Comparació entre la distribució Gamma i Gaussiana amb longitud de
ràfega de 10 Mbytes i càrrega d'entrada de 5 Gbps
En la ﬁgura A.2 es té una mostra de les nombroses comprovacions fetes, i en totes es
demostra que l'aproximació utilitzada és suﬁcientment acurada per poder substituir la
distribució Erlang per la Gaussiana amb els mateixos paràmetres estadístics. Juntament
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amb aquesta deducció, es comprovaria més endavant que a [19] es proposa la distribució
Gaussiana com a mètode per generar variables aleatòries amb distribució Gamma.
Apèndix B
Estructures de senyalització
Paquet de control de les ràfegues delay-sensitive
(missatge 'opticalBurst' tipus DELAY_SENSITIVE)
kind Indica el tipus de missatge 'opticalBurst'
(kind()=OPTICAL_BURST)
source Node origen de la ràfega
dest Node destinació de la ràfega
burstLength Longitud de la ràfega en segons
lambda Identiﬁcador del canal que es farà servir en el següent salt
class Indica el tipus de paquets que viatgen dins la ràfega (DE-
LAY_SENSITIVE)
numberOfHops Total de salts que ha de fer durant la transmissió
nextHopNumber Indica en quin és el següent punt de la ruta del paquet de
control
previousHopId Indica en quin és el punt anterior de la ruta del paquet de
control
route[] Emmagatzema la ruta de ports a seguir per arribar al destí
remainingOﬀsetTime Variable per emmagatzemar el temps d'ofsst restant
burstWasFormedAt Registra l'instant de formació de la ràfega
assemblyDuration Registra el temps de formació de la ràfega
scheduled Ajuda a emular el temps de processament del paquet de con-
trol al node
Taula B.1: Estructura del paquet de control per a ràfegues delay-sensitive
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Capçalera de control de les ràfegues loss-sensitive
(missatge 'opticalBurst' tipus LOSS_SENSITIVE)
kind Indica el tipus de missatge 'opticalBurst'
(kind()=OPTICAL_BURST)
source Node origen de la ràfega
dest Node destinació de la ràfega
burstLength Longitud de la ràfega en segons
class Indica el tipus de paquets que viatgen dins la ràfega
(LOSS_SENSITIVE)
route[] Emmagatzema la ruta de ports a seguir per arribar al destí
lambdaRoute[] Emmagatzema la ruta d'enllaços que ha de seguir el circuit
reservationId[] Emmagatzema l'identiﬁcador de la reserva que s'ha fet en
cada salt
usingConverter[] Emmagatzema en quins salt s'ha produït conversió de lamb-
da
numberOfHops Total de salts que ha de fer durant la transmissió
nextHopNumber Indica en quin és el següent punt de la ruta del paquet de
control
previousHopId Indica en quin és el punt anterior de la ruta del paquet de
control
burstWasFormedAt Registra l'instant de formació de la ràfega
assemblyDuration Registra el temps de formació de la ràfega
timeCreatingPath Registra el temps que triga en establir el circuit òptic
Taula B.2: Estructura de la capçalera de control per a ràfegues loss-sensitive
Apèndix B. Estructures de senyalització 86
Paquet de control PATH, RESV i NACK
(missatge 'controlPacket' tipus PATH, RESV i NACK)
kind Indica el tipus de missatge 'controlPacket' (kind()=PATH,
RESV, NACK)
source Node origen de la ràfega
destiny Node destinació de la ràfega
burstLength Longitud de la ràfega en segons
nodeRoute[] Emmagatzema la ruta de nodes que ha de seguir el circuit
gateIdRoute[] Emmagatzema la ruta de ports que ha de seguir el circuit
lambdaRoute[] Emmagatzema la ruta d'enllaços que ha de seguir el circuit
numberOfHops Total de salts que ha de fer durant la transmissió
hopStep Indica en quin punt de la ruta es troba el paquet de control
reservationId[] Emmagatzema l'identiﬁcador de la reserva que s'ha fet en
cada salt
retry Indica el nombre d'intents de reserva que s'han fet al node
usingConverter[] Emmagatzema en quins salt s'ha produït conversió de lamb-
da
startTimeAtNode[] Emmagatzema l'inici de la transmissió en cada node del cir-
cuit òptic
endTimeAtNode[] Emmagatzema el ﬁnal de la transmissió en cada node del
circuit òptic
burstID Identiﬁca la ràfega que farà servir el circuit òptic
scheduled Ajuda a emular el temps de processament del paquet de con-
trol al node
result Estat de l'establiment del circuit
Taula B.3: Estructura dels paquets de control PATH, RESV i NACK
Apèndix C
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ABSTRACT 
This paper introduces and evaluates a hybrid OBS/OCS switch for Quality of Service (QoS) differentiation in 
next-generation all-optical transport networks. Depending on their QoS requirements, incoming IP packets are 
collected in delay-sensitive or loss-sensitive assembly queues. Once assembled, those departing delay or loss-
sensitive bursts are sent to the destination over a parallel all-optical hybrid network, where a set of switch ports 
and wavelengths are dedicated to delay-sensitive OBS-like transmission based on Just Enough Time (JET), 
whereas the remainder are dedicated to loss-sensitive OCS-like transmission. The obtained results validate the 
differentiated transport services in the deployed reference network scenario. Moreover, they show that circuit 
set-up retries are mandatory in OCS to carry loss-sensitive traffic efficiently. 
Keywords: all-optical networks, hybrid OBS/OCS, QoS differentiation. 
 
1. INTRODUCTION 
Over the last decade, optical networks have gone through an extensive and rapid evolution [1]. Mandated by the 
explosive growth of Internet users, and the appearance of emerging IP-based bandwidth-consuming services, 
more and more data capacity has been required to backbone networks. This forced a transition form already-
deployed voice-centric static networks to flexible IP-centric ones, able to seamlessly support such amounts of 
heterogeneous data traffic in an efficient way. 
In order to overcome the limitations of manual provisioning schemes, a control plane has been introduced in 
optical transport network, aiming to automatically provision QoS compliant end-to-end optical connections over 
the transport plane. Such a control plane is typically implemented by means of GMPLS [2], a set of protocols 
defined by the Internet Engineering Task Force (IETF) that cover the required signalling, routing and 
management functionalities. Indeed, these emerging dynamic Optical Circuit Switching (OCS) networks 
suppose an important advance on networking evolution. However, due to their coarse granularity (circuits are 
provisioned on a whole 10 or 40 Gbps wavelength basis) and the inherent two-way signalling overhead, they 
may behave inefficiently under bursty traffic patterns. In view of this, more advanced optical switching 
paradigms such as Optical Packet Switching (OPS) and Optical Burst Switching (OBS) have been additionally 
proposed for mid to long-term optical networks. 
In essence, OPS networks [3] target at bringing the electronic packet-switching operation directly in the optical 
domain, which provides a drastically improved adaptation to higher layer dynamics than OCS. Nevertheless, 
OPS deployment comes up against severe technological limitations [4] (e.g., lack of optical RAM memories, 
infeasible optical header processing or the complex packet-header synchronization at ns timescales’), which 
leaves OPS realization to a long-term future. In contrast, OBS networks [5] become a combination of packet and 
circuit switched networks, where packets are firstly aggregated in the edge routers and afterwards sent as bursts 
along bufferless optical networks. This provides the benefit from the statistical multiplexing in the optical 
domain, allowing better adaptation than OCS to higher layer dynamics. Further, as the header (i.e., the Burst 
Control Packet, BCP) and the optical burst are transmitted on separated wavelengths, the control information can 
be electrically processed, which lightens OPS technology requirements. 
However, absolute QoS guarantees are still an important yet challenging issue in OBS networks. Furthermore, 
from an economic point of view, a pure OBS network needs a high number of expensive burst switch ports, 
which would strongly impact on overall network cost. Supported by these arguments, hybrid OBS/OCS 
networks have appeared as an efficient and cost-effective solution for future optical transport network 
infrastructures (e.g., see [6][7][8][9]). These networks employ OBS and OCS switching technologies 
simultaneously. Therefore, it would be the task of the ingress router to choose the most appropriate transport 
service for the incoming data flow taking, for instance, the flow’s QoS requirements or duration into account. 
In this paper, we analyze the performance of an OBS/OCS parallel hybrid switch for differentiated QoS 
transport services based on packet delay/ loss requirements. In particular, an OBS transport is used for delay-
sensitive data packets, whereas OCS is devoted to the loss-sensitive traffic. This allows us to provide the former 
kind of traffic with the on-the-fly OBS one-way signalling, as well as the latter one with the assured transmission 
of the OCS two-way signalling.  
 
Figure 1. OBS/OCS parallel hybrid switch 
 
The remainder of the paper continues as follows. Section 2 describes the proposed hybrid OBS/OCS switch 
architecture. Next, section 3 introduces the scenario where the evaluation has been conducted. The obtained 
results are presented in section 4. Finally, section 5 concludes the paper. 
 
2. OBS/OCS PARALLEL HYBRID SWITCH ARCHITECTURE 
As detailed in [10], hybrid OBS/OCS networks can be classified in three different classes depending on the 
integration between OBS and OCS technologies, namely, client-server, parallel and integrated.  
In the client-server class, a DWDM server layer sets up a virtual topology of lightpaths to be used by an OBS 
client layer on top. Hence, separated networks with separated OBS or OCS equipment are deployed, which may 
be also owned by different operators. Furthermore, these networks may share no information (overlay model), 
partial information (augmented model) or complete information (peer model) of the network resources. In the 
parallel class, the OBS and OCS transport layers are installed side by side over the same network equipment, so 
that the edge nodes in the network are responsible for selecting the most appropriate transport service for each 
incoming traffic demand. Therefore, a partitioning of resources exists in the network, dedicated for either OBS 
or OCS transport. Finally, in the integrated class no resource partitioning is performed in the network but OBS 
and OCS technologies share the entire set of resources, that is, all network equipment ports are both OBS and 
OCS switching capable. This makes integrated hybrid OBS/OCS networks optimal in terms of resource 
utilization, but also the most expensive due to their high technology and control requirements. 
Making a good trade-off between network performance and cost, this work focuses on an OBS/OCS parallel 
hybrid switch, where the use of either OBS or OCS transport is mandated by the incoming traffic QoS 
requirements. As can be seen in Figure 1, differentiated assembly queues exist in the switch for delay-sensitive 
and loss-sensitive traffic, one per each of the N-1 possible destination nodes. The delay-sensitive queues rely on 
a timer-based assembly strategy, which provides strict packet queuing time control. Conversely, the loss-
sensitive bursts are assembled following a size-based strategy, ensuring a pre-established burst length.  
Once either a delay-sensitive or a loss-sensitive burst is assembled, it is moved to the transmission buffer 
waiting to be sent through the network. In the proposed switch, one transmission buffer per output wavelength is 
implemented. Therefore, having the switch P output fibres with WOBS and WOCS wavelengths on each one 
dedicated to OBS and OCS, respectively, there are P·WOBS transmission buffers for OBS and for P·WOCS for 
OCS. In order to select the most appropriate transmission buffer (i.e., output wavelength) to queue the assembled 
burst, the length (i.e., number of queued bursts) of the transmission buffers associated to the preferred output 
fiber is checked. Following a first-fit selection strategy, if an empty buffer is found, the burst is directly queued 
there. Conversely, if no empty buffer is found, the burst is queued in the buffer with the lowest length. 
Finally, when a burst is ready for transmission (i.e., it reaches the first position in the buffer and the output 
wavelength is idle) the resource reservation functionality is triggered. In particular, the proposed OBS/OCS 
parallel hybrid switch implements JET-based one-way reservation [5] for the delay-sensitive bursts, which 
avoids any signalling overhead at the edge node and minimizes the end-to-end latency. This one-way 
reservation, however, does not assure a successful end-to-end burst transmission, as bursts may be dropped due 
to contention at intermediate nodes. Aiming to minimize this burst loss probability, an OCS-like two-way 
reservation is implemented for the loss-sensitive bursts. Although a significantly higher pre-transmission delay is 
expected in this case, the target here is to fit the packet loss requirements of this kind of traffic. 
 
The two-way reservation ensures the end-to-end burst transmission provided that the signalling protocol finds 
the required available resources throughout the path. Nevertheless, this is not always achieved. In case that a 
NACK message is received at the source edge node informing that no resources have been found on a link 
composing the route, a certain number or signalling retries are allowed for a loss sensitive-burst before 
considering it dropped. This number of allowed retries will be conditioned to the maximum allowed latencies for 
the loss-sensitive traffic and the edge nodes transmission buffer capacities. 
 
3. SCENARIO UNDER STUDY 
The performance of the proposes OBS/OCS parallel hybrid switch has been evaluated by simulation results on 
the 9-node network depicted in Figure 2, where each link carries 8 bidirectional wavelengths operating at 10 
Gbps. The links have a physical length of 500 Km, introducing a propagation delay equal to 2.5 ms. In the 
network, all nodes are assumed to be OBS/OCS parallel hybrid switches as described in section 2. Specifically, 
the 8 wavelengths per link are partitioned so that 4 of them are reserved to OBS, while the remaining 4 are used 
for supporting the OCS-like transmission.  
 
        
 
Figure 2. Simulation scenario: network topology (left) and parameters (right). 
 
Regarding the delay-sensitive part of the node, we assume the BCP processing time and OBS matrix switching 
time to be 10 μs and 2.5 μs, respectively. Moreover, the threshold for the burst assembly is fixed to 100 μs, 
which provides delay-sensitive mean burst lengths between 20 and 300 Kbytes in the whole range of loads under 
evaluation. Concerning the loss-sensitive part of the node, the BCP processing time is left to 10 μs, while the 
OCS matrix switching time has been increased to 1 ms (i.e., the slowed down dynamics of OCS allows the use 
of a less complex, thus cheaper switching fabric). Full wavelength conversion is assumed in all network nodes. 
However, no additional contention resolution strategies, such as optical buffering by means of Fiber Delay Lines 
(FDLs) or deflection routing, are available upon contention along the OBS one-way signalling.  
For the traffic characteristics, the packet inter-arrival time at edge nodes follows a negative uniform traffic 
distribution and the packet size distribution is tri-modal as suggested in [11]. These incoming packets can be 
either delay-sensitive or loss-sensitive with 50% probability. Besides, they are uniformly distributed to all the 
remaining nodes in the network.  
 
4. SIMULATION RESULTS 
The performance of the previously described scenario has been evaluated by means of OMNET++ simulations, 
being the main results summarized in Figure 3. When considering the two-way reservation used for loss-
sensitive traffic, the burst length is a key factor as it is tightly related to the signalling overhead. Therefore, first 
results shown on left graph on Figure 3, were extracted in order to evaluate which burst length values give the 
best trade-off between blocking probability (BP) and burst assembling time (during those simulations, 5 retries 
were allowed in case of unavailable resources at some point in reservation). It can be concluded from that graph 
that the BP becomes almost constant when burst sizes are greater than 40 Mbytes. This value has been therefore 
taken during further simulations as longer bursts would imply a similar BP value but higher assembly delays. 
BP as a function of the offered load is shown in the central part of Figure 3. It can be seen how the number of 
retries allowed to the loss sensitive traffic is crucial to reach the intended QoS differentiation in terns of BP. As 
the number of allowed retries is increased the burst loss probability is reduced. As an example, when 10 retries 
are allowed, the loss-sensitive traffic experiences a BP one order of magnitude lower than the delay sensitive 
traffic. 
On the other hand, allowing a high number of retries results in high end-to-end delay values. This is studied in 
the right graph of Figure 3, where it can be seen how the delay-sensitive traffic undergoes a clearly lower delay 
than the loss-sensitive one. It has to be highlighted that this was one of the initial objectives of this work. When 
considering the loss-sensitive traffic, the end-to-end delay becomes stable when the number of retries takes 
values higher than 5. This implies that 10 retries can be allowed as a great improvement is obtained in terms of 
BP (see Figure 3, centre) while the delay is only slightly affected (Figure 3, right), because a very small number 
of bursts will actually need 10 retries.  
 
  
Figure 3. Simulation results:loss-sensitive burst loss probability vs. burst length (left); burst loss probability vs. 
offered load (center); mean end-to-end delay for delay and loss-sensitive traffic vs. allowed retries (right)   
 
A main conclusion can finally be extracted from the presented work: it has been possible to demonstrate a clear 
QoS differentiation as initially expected between delay and loss-sensitive traffic types. The key parameter when 
trying to establish this conclusion is the number of retries allowed to the loss-sensitive traffic before being 
discarded. 
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