Abstract-This paper presents a methodology for helping citizens obtain guidance and training when submitting a natural language description of a legal case they are interested in. This is done via an automatic mechanism, which firstly extracts relevant legal concepts from the given textual description, by relying upon an underlying legal ontology built for such a purpose and an enrichment process based on common-sense knowledge. Then, it proceeds to generate a training path meant to provide citizens with a better understanding of the legal issues arising from the given case, with corresponding links to relevant laws and jurisprudence retrieved from an external legal repository. This work describes the creation of the underlying legal ontology from existing sources and the ontology integration algorithm used for its production; besides, it details the generation of the training paths and reports the results of the preliminary experimentation that has been carried out so far. This methodology has been implemented in an Online Dispute Resolution (ODR) system that is part of an Italian initiative for assisted legal mediation.
INTRODUCTION
Within the legal context, mediation is a form of alternative dispute resolution whose purpose is to try and resolve disputes between two or more parties, by resorting to the help of a "mediator" meant to support parties in order for them to reach a mutual agreement. In Italy, the first modern mediation statutes were issued in 1993, even though the practice of mediation did not take real hold until 2011, when the Italian Government introduced a mandatory pretrial mediation for civil and commercial cases; a revised regulation was later enforced in 2013. Since then, a certain degree of improvement has been detected when mediation is applied, in terms of reduced time to reach a settlement in litigations and consequently an increase in the overall efficiency of the legal procedures. Nevertheless, awareness for the benefits of mediation still needs to be spread among citizens, and effective tools to fully support it are sorely needed.
In this regard, the eJRM project 1 , which stands for "electronic Justice Relationship Management" and is supported by the Italian Ministry of University and Research, was born for defining, implementing and experimenting innovative methodologies and technologies for online mediations. The major expected result of this project is a fullfledged system for helping citizens and mediators begin and carry out a mediation, via a number of online, collaborative tools for enabling a remote communication and resolution among parties, in full accordance with all of the provisions of the mediation statutes.
Aside from that, the project is meant to provide its users with the possibility of formulating a case in natural language or via a structured interview [1] , and let the system assist them by generating a custom-tailored Knowledge Path (KP), where the involved legal concepts are outlined and the corresponding information is displayed, by integrating training modules based on story-telling [2] . This enables citizens to autonomously perform a preliminary assessment of their legal case and decide the course of action most suitable to their needs to be subsequently taken (e.g. suing the other party, initiating mediation or giving up).
In this paper, the process related to the generation of the aforementioned KPs within the eJRM system is described, along with its underlying ontological models and the semantic techniques used; furthermore, preliminary results coming from its experimentation are reported, as well as some details related to the current prototype implementing this process. A shorter version of this discussion has been published in [3] .
The paper is structured as follows. In Section II, related work is discussed. Section III describes the ontological structure that lies at the core of the KP generation process, whereas the latter is detailed in Section IV. Then, in Section V, experimental results are reported and commented. Finally, in Section VI conclusions are drawn.
II. RELATED WORK
Recent developments in knowledge representation and automatic reasoning make it possible, for software systems, to support juridical processes via the development of models of legal knowledge. Semantic technologies applied to this domain are progressively enabling the development of applications to increase the transparency of legal rules, to analyze the impact of changes in laws, to research inconsistencies and non-regulated scenarios, and to create portals for legal advice.
Earlier attempts to use knowledge representation in legal systems date back to a time when semantic technologies were still in their embryo form. Among those, it is possible to cite the Frame-based Ontology of Law (FBO) [4] that considers a legal system made of norms, acts and concepts, in contrast with the FOLaw ontology [5] , adopting a functional perspective that relies on a structure made up of several different kinds of knowledge. In [6] authors also proposed an approach where law was defined as a dynamic and interconnected system of states of affairs SPECIAL FOCUS PAPER ONTOLOGY-DRIVEN GENERATION OF TRAINING PATHS IN THE LEGAL DOMAIN evolving over time. A more recent initiative is the project Estrella [8] aimed at defining a Legal Knowledge Interchange Format (LKIF), based on RDF and OWL, for the representation of legal concepts. LKIF is made of about 200 concepts that can be used as a starting point to define a legal system. LKIF lies at the core of HARNESS [9] , a system able to check whether a case complies with specific legal rules or not.
There are several other projects involving the use of semantic technologies in the legal field. One is ICT4Law, where a Legal Taxonomy Syllabus [10] has been defined to represent legal information at different levels, distinguishing between terms and their Interlingua meanings; according to European Directives, the syllabus is able to align specific legal terms of each country with a core ontology of legal concepts. Another project is Ontomedia [11] that deals with the use of ontologies for online mediation. The project defined a specific Mediation Core Ontology (MCO), based on OWL, for the semantic representation of legal documents acquired during the mediation steps. The developed system, based on MCO, provides advanced retrieval features as well as knowledge-based tools for the formal definition of new mediation cases.
LOIS [12] , instead, is a multilingual lexical resource in the legal field based on WordNet including about 35.000 concepts in five European languages. The related DALOS project [13] has built an ontology-linguistic resource, based on LOIS, to be used in EU legislative drafting process as well as in the national transpositions of EU Directives. The MetaSearch project [7] , on the other hand, aims at developing a system for the search, indexing and automatic mark-up of legal documents enabling semantic search and retrieval to be performed by users. In order to do that, legal ontologies, speci!c relevance detection algorithms and a system for automatic mark-up and indexing are employed.
Such systems, like many others that try to introduce semantic technologies in juridical processes [14] , are mainly targeted to support legal specialists in juridical tasks like the formal definition and the legal assessment of a case, the semantic retrieval and the alignment of legal documents, and so forth. Few attempts have been made so far, to the best of the authors' knowledge, to use such technologies to support citizens (with few or no juridical background) in obtaining guidance and training on legal topics. In fact, it is the authors' belief that common citizens should not be forced to use complex semantic tools as well as formal languages to describe the case on which they would be supported; instead, it would be better for them to take advantage, for this purpose, of user-friendly approaches like natural language or structured interviews.
In the event of adopting natural language, the "language gap" problem must be also taken into account. Common citizens are not used to employing juridical language and, rather often, they rely on non-appropriate terms to describe legal concepts.
Besides, providing guidance to the common citizen does not simply mean finding relevant resources with respect to the expressed case (like in traditional or semantics-based information retrieval): this also requires a feasible training path to interconnect the retrieved resources, so that it may be possible to transfer, in the most effective way, the relevant knowledge behind them to the given legal case.
The system described in this paper follows this specific direction, since it strives to directly provide citizens with innovative features, by integrating semantics and ontology-based approaches with models and techniques coming from adaptive learning systems [15] ; furthermore, a methodology based on common-sense knowledge is also used to overcome the "language gap" issue earlier mentioned.
III. THE LEGAL ONTOLOGY
As the underlying foundation of the algorithms and techniques that have been devised, which will be described later in the paper, lies a model able to formally describe legal concepts and related training and informative resources. Such a model is composed of three abstraction levels, as depicted in Figure 1 . The lower level consists of atomic legal resources that are used to build KPs (e.g. a legal principle, a precept, a sentence, a learning object etc.). The intermediate level is made of metadata describing the legal resources via a set of attributes that may vary according to the scope (educational or informational) of the resource. The higher level, named Legal Ontology, deals with the conceptual management of the available resources.
The Legal Ontology is a structure composed of concepts and relationships between concepts. More formally it can be defined as a graph O (C, R 1 ,… R n ) where C is a set of nodes that represent the concepts and each R i is a set of edges which correspond to a specific type of relationship. Two sets of relationship types are defined, the first (informative) is purposed to define a structured dictionary of legal terms, the second (educational) is aimed at introducing useful properties for training.
The informative set includes the following relationships, compliant to the SKOS 2 specification. a) NT (a, b) means that the concept a is a narrower term with respect to the concept b, i.e. a has a more specific meaning that b; b) BT (a, b) means that the concept a is a broader term with respect to the concept b, i.e. a has a more general meaning that b; c) RT (a, b) means that the concept a is generally related to the concept b. The educational set includes the following relationships in accordance with [16] two concepts is that a precedes b, i.e. to favor learning, it is desirable to study a before b. In addition, to each node c ! C several information is connected: a name label N(c), a textual description D(c) and a weighted set of terms T(c) characterizing the concept. This latter set, generated by the enrichment process described in III.C, has the purpose of adding commonsense meaning to each concept to limit the "language gap" issue earlier described. The subsequent subsections will respectively describe how concepts belonging to the Legal Ontology were defined (A), how the Ontology was built by integrating such concepts (B), how additional metadata have been added (C) and how the ontological concepts have been further enriched with common-sense knowledge (D).
A. Definition of ontological concepts
In order to fill the defined ontological structure with concepts and relationships, the first step was to investigate existing legal ontologies like those mentioned in Section II. Such ontologies, however, turned out to be either too application-specific, and thus severely restricting their general applicability, or too abstract, dealing with general concepts like "norm", "rule", "legal action" etc. without their specific instances. The legal ontology to be defined had instead the purpose of supporting the classification of legal topics rather than the definition of legal abstractions: as such, for building it, it was deemed necessary to collect and integrate information coming from two major legal sources.
One of them is EuroVoc 3 : a multilingual thesaurus defined by the European Community (EC) and built according to the SKOS formalism for the classification of directives, laws and treaties. The current version of EuroVoc (as of November 2014) includes 6.892 concepts and is available in 23 official EU languages. To each concept a textual description is attached as well as a list of aliases; the concepts are mutually interlinked via hierarchical relationships like BT (broader term) and NT (narrower term), as well as associative relationships like RT (related term). This thesaurus covers all the activity fields of European institutions i.e. politics, international relations, law, economics, trade, finance, social questions, education, science, business, employment, food, environment, agriculture, forestry, production, technology, research, energy, industry, geography.
Choosing EuroVoc as one of the legal sources for the system on one hand would have ensured interoperability with many legal databases and repositories, since it is currently adopted by all EC institutions and by European national parliaments; on the other hand, the scope and depth of its included concepts would have fallen short for supporting an effective detection of legal cases from natural language texts, especially for the Italian law. That is why, alongside EuroVoc, ItalGiure 4 was taken into account:
3 http://eurovoc.europa.eu/ 4 http://www.italgiure.giustizia.it/ this is one of the major repositories for legal taxonomies in Italy curated by the Italian Court of Cassation, which includes Italian laws and the main corresponding jurisprudence from any law sector classified accordingly. In this regard, given the fact that mediation is usually adopted for civil law cases, only the civil section of the ItalGiure repository was considered, consisting of 12701 terms. EuroVoc has been converted to an ontological representation by importing it as it is, with its BT, NT and RT relationships, whereas ItalGiure has been turned to a hierarchical representation by using NT and BT relationships only, since it did not support associative relationships. Afterwards, an integration of the two representations has been carried out, by means of an ontology integration mechanism specifically devised for this task as described in the following subsection.
B. Ontology integration
The applied ontology integration mechanism is a threephase process where (0) the input ontologies are indexed and prepared, (1) a matching is performed among concepts from the input ontologies in order to find correspondences among them, and (2) the identified correspondences are turned into RT relationships according to the degree and score of the match. The full description of this process is described below.
The initial phase, or Phase 0, takes care of extracting concepts from the input ontologies in terms of their labels, and of indexing the second ontology for enabling the fuzzy full-text search described below while minimizing computational time.
The second phase, or Phase 1, consists of the execution of the matching algorithm defined as follows. Given the ItalGiure ontology O I , the EuroVoc ontology O E , t p threshold for partial matches and a t a threshold for approximate matches, ! concept c j ! O I :
• a corresponding set of concepts K E potentially similar to c j is retrieved from O E via a fuzzy full-text search; this operation helps us avoid the need of scanning each time the entire list of concepts from O E , by performing an initial pruning that leaves only the most promising candidates. This search is a combination of several syntactical distances and is entrusted to a specific fulltext search tool (see Section V for implementation details).
o an "exact" match is identified whenever one of the following conditions is met:
-if c j and k j are made up of multiple words (tokens), and one of the above equality conditions applies regardless of permutations of their respective tokens. o a "partial" match is identified whenever the conditions for an exact match do not apply and the following condition is met: -if c j and k j are made up of multiple words (tokens) and one of the equality conditions for the exact matches applies on a number of individual tokens; here, only "relevant" tokens are considered, by removing stop-words, prepositions, connectors and the like. If (#relevant tokens) / SPECIAL FOCUS PAPER ONTOLOGY-DRIVEN GENERATION OF TRAINING PATHS IN THE LEGAL DOMAIN (#max number of relevant tokens) = s " t p , a partial match is obtained, with s as its score; o an "approximate" match is identified whenever the conditions for an exact match do not apply and the following condition is met: -if synsim(c j , k j ) = s " t a , with s as the match score; where lowercase(n), lemma(n) and synsim(n,m) are functions applied on concepts which respectively return a lowercase representation of the given concept, return its lemma form via a dictionary-based approach, and compute the syntactical similarity between the given concepts via the normalized Jaccard distance.
Once the algorithm is through, the third and final phase, or Phase 2, takes place, by considering the three lists of matches returned from Phase 1 (the latter two ordered by decreasing match score) as follows:
• M e , list of exact matches; for each of those, a RT relationship "isExactMatchOf" is produced between the concepts matched; • M p , list of partial matches; for each of those, a RT relationship "isPartialMatchOf" is produced between the concepts matched; • M a , list of approximate matches; for each of those, a RT relationship "isApproximateMatchOf" is produced between the concepts matched. Figure 2 shows an excerpt of the integrated ontology focused on the concept of mediation, where the concept in italics comes from EuroVoc, whereas all the other concepts are from ItalGiure; the connection between the italicized concept and the corresponding ItalGiure concept is generically expressed in the figure as a RT relationship with dashed lines. Educational information has been manually added to the model for a small subset of concepts for which training modules were available. Figure 3 shows a subset of concepts covering the theme of civil mediation from the educational point of view. Concepts in bold have been added to the model for educational purposes. Relationships from the educational set have also been added.
The relationships state that, in order to learn the concept of 
C. Definition of additional metadata
As seen at the beginning of this section, atomic legal resources that are used to build KPs may be of different kinds. While the integrated ontology derived from the ItalGiure and the EuroVoc repository provides enough legal principles, precepts and sentences to be used for informative purposes, additional resources (i.e. learning objects) have been added for educational purposes and included in an external educational repository.
Resources contained in both repositories are indexed through metadata that, for each resource, provides additional information as summarized in Table I . In addition to that, metadata are used to link the available resources with ontological concepts the resources might deal with (see the Concepts field). 
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To be effectively used in conjunction with external resources and repositories, the adopted schema for learning resources has been mapped on the IEEE LOM (Learning Object Metadata) 5 standard.
D. Ontology enrichment via common-sense knowledge
This final step is aimed at calculating the set of weighted terms T(c) characterizing each ontological concept, by exploiting common-sense knowledge held in a corresponding knowledge repository: for our purposes, Wikipedia has been used. In other words, for each ontological concept c, this step calculates:
where each t i is a link to a Wikipedia topic (i.e. an article page) while each w i measures the relevance of the topic with respect to the concept c.
To do that, the description D(c) of each ontological concept is analyzed and the most relevant n-grams (sequences of n words) are selected based on the keyphraseness defined as the probability for an n-gram to be a Wikipedia link [17] :
where Link(n-gram) is the number of topics in which the n-gram appears as a link in Wikipedia while Count(ngram) is the number of topics in which the n-gram appears.
All n-grams with a keyphraseness over a threshold are considered candidate topic referrals for the concept c. Unfortunately, a n-gram may refer to different Wikipedia topics. In order to select the right topic for each concept, a disambiguation process is needed. This is done by relying on two different measures: relatedness and commonness.
For each pair of topics t x and t y , the sets X and Y of all hyperlinks that appear in the text of the topics are identified and their overlap X # Y is calculated. Let N be the total number of Wikipedia topics, the relatedness between t x and t y is defined as follows:
Furthermore, the commonness of a topic t x with respect to a given n-gram is defined as:
where Link(n-gram|t x ) is the number of topics in which the n-gram appears as a link to the topic t x . Let Ctx be the set of context topics (i.e. topics associated with candidate referrals that do not require disambiguation), it is possible to associate a score with each topic t associated with an ambiguous candidate referral n-gram in this way: 
IV. KNOWLEDGE PATH GENERATION
A Knowledge Path (KP) is composed of a training path and a set of additional information resources. By relying upon the legal ontology described in Section III, a KP is generated at run-time from the description of a legal case given as input. The KP generation process can be summarized in the three steps described below and outlined in Figure 4 . a) Extraction of legal concepts. Firstly, the system tries to detect relevant legal concepts from the legal ontology that may be connected to the current legal case. A weight is associated to each detected concept, and expresses the latter's relevance in the given case. b) Training path generation. Secondly, by taking advantage of the extracted legal concepts from the legal ontology and the available learning objects, the system generates a training path aimed at providing the basis for understanding legal issues related to the input case. c) Addition of information resources. Finally, the system enriches the training path by adding relevant legal information like legal principles, precepts and sentences. The next subsections provide additional details about all of these steps.
A. Extraction of legal concepts
This step is aimed at the detection of legal concepts from a given case expressed in a natural language text s. The output is a set C(s) of pairs (c i , µ i ) where c i is a concept from C and µ i specifies the relevance of c i within the 
where, as seen is Section III.D, each t i is a link to a Wikipedia topic, whereas each w i measures the relevance of the topic with respect to the given text. The process to calculate T(s) is the same used to calculate T(c), but taking the given text as input rather than the concept description. According to [18] , to detect concepts in s, for each c ! C, a matching is performed between T(s) and T(c) through a combination of the standard measures of precision (P) and recall (R) [19] with the following equations:
The relevance score µ between c and s is then calculated with the following equation:
Concepts from the legal ontology that have a relevance score over a given threshold (heuristically set to 0.5) are added to C(s) together with the relevance score itself.
B. Training path generation
The generation of the training path is done starting from the set of concepts C(s) extracted from the input text. The process, according to [20] , is split into three subsequent steps.
The first step is aimed at building, from the ontology O, the simplified graph O'(C, HP', IRB', SO') where HP' is the inverse relationship of HP, IRB' and SO' are initially set to IRB and SO but they are modified by applying the following rule: each arc ab ! IRB' " SO' is substituted with arcs ac for all c ! C such that there exist a path from c to b on the arcs from HP'. Figure 5a shows the graph O' obtained from the ontology reported in Figure 3 .
The second step is aimed at building the graph O"(C', R) where C' is the subset of C including all concept that must be taught according to C(s) i.e. C' is composed by all nodes of O' from which there is a ordered path in HP' " IRB' to concepts in C(s). R is initially set to HP' " IRB' " SO' but all arcs referring to concepts external to C' are removed. Figure 5b shows the graph O'' obtained from O' starting from the target concept "Mediazione on-Line".
The third step finds a linear order between nodes of O" by using depth-first search so by visiting the graph nodes along a path P as deep as possible. Then it deletes from the obtained path all non-atomic concepts, i.e. all concept a so that ab ! HP for some b. This ensures that only leaf concepts (with respect to the HP relationship) will be part of path P. Figure 5c shows the path P obtained from the graph O". By relying on the metadata described in Table I the system then finds feasible learning objects covering concepts in P. The obtained sequence is the training path.
C. Addition of information resources
In this step, once the training path has been generated, additional informative resources are added to it in order to obtain the KP. To do that, first of all, the set D of legal resources connected to each concept c i of C(s) is retrieved from the legal ontology by using the metadata shown in Table I .
Let !! ! ! ! ! ! ! ! ! ! ! ! ! ! be the list of all concepts connected with a resource d ! D according to the metadata, a matching rate rank d is calculated for each retrieved resource based on the relevance µ i associated with each concept c i of C(s) through the following equation:
Legal resources with a rank value greater then a threshold (heuristically set to 0.5) are added to the training path. The obtained structure is the resulting KP.
V. SYSTEM AND EXPERIMENTATION Figure 6 shows a screenshot of the developed system. The user can write the legal case text in the uppermost box. In the box below, concepts extracted from text are displayed together with the relevance score µ. In this case, a legal case about a car accident is provided as input and the concepts of insurance, provisional driving license and circulation of vehicles are detected by the system with the higher score. By clicking on each concept, the legal ontology on the right box opens and displays the position of the selected concept within the NT hierarchy. Moreover, in the lowermost box, connected legal resources are displayed. By clicking on every resource it is possible to display it from the ItalGiure repository ( Figure 7 shows a sample precept connected with the three detected concepts).
By clicking on the training path button, the user can access another page where she can follow a beginner course generated on the fly to cover principles connected with extracted concepts (on-line mediation and civil liability of the motorist in the specific case). Within this page (see Figure 8 ) he can chose any learning object from the sequence on the left and read the selected resource in the main panel.
A first experimentation has been performed to evaluate the effectiveness of the search process connected with the information resources addition phase described in IV.C. To evaluate algorithm performances, 50 queries generates from different input text have been analyzed. A preliminary experimentation phase has been carried out in order to evaluate the effectiveness of the search process connected with the Addition of information resources described in Section IV.C. For this purpose, 50 queries generated from different input texts have been analyzed.
The quality of the approach is assessed in terms of precision and recall measures, considering the analysis through micro-average of the individual precision-recall curves [19] . Let Q = {Q 1 , Q 2 , …, Q n } be a set of queries, and D all the relevant resources for the given set of queries Q. For each query Q i , ! = 20 steps are considered, up to its maximum recall value, and measure the number of relevant documents retrieved at each step !.
The micro-averaging of recall and precision (at the generic step !), is defined as follows: where R Qi is the set of relevant resources for a given query Q i , B ! the set of retrieved resources at the step ! and B !,Qi is the set of all relevant resources, retrieved at the step !, for the query Q i . Figure 9 shows the tendency of the micro-average of recall/precision curve evaluated on the collection set, and compares the approach used with a well-known keywordbased search engine called Lucene
It is important to stress out that the effectiveness and accuracy of the semantic search is strongly dependent on the quality of the underlying legal ontology, along with the enrichment mechanism. The latter, as testified by the results, improves its effectiveness as the length of the input text query increases, since the more information is available, the better the tool is able to correctly understand its context and come up with meaningful concepts.
In this regard, the prototype of the system earlier described has been enhanced by including advanced functionalities related to the management of legal ontologies. Specifically, the system features a panel for managing different versions of the considered legal ontologies (ItalGiure and EuroVoc at the moment, as well as their integrated form), by which it is possible to perform both coarsegrained and fine-grained modifications and updates to the latter ( Figure 10 ).
In fact, the system allows for editing and deleting existing concepts or adding new ones; it can execute the enrichment process either for an entire version of an ontology or for specific concepts; it enables the user to freely choose one of the managed ontologies to be used for the building of the knowledge path earlier described, allowing for a cross-experimentation among different ontologies or different versions of them.
Furthermore, the ontology integration algorithm detailed in Section III.A is available to be applied at runtime on any pair of ontologies in the system, in order to produce, for instance, an updated version of the integrated ontology including only matches that might be relevant to the user (e.g. only the exact matches, or a given subset of the partial and approximate matches, since the user is given the chance of manually reviewing each of them before confirming their inclusion).
Performance in terms of execution time of the process for the generation of KPs is almost instantaneous for texts of the considered length (up to 2000 characters). Additional tests, for longer legal cases, are yet to be performed and splitting mechanisms might be needed to maintain the execution time at acceptable levels.
Further tests are underway for other components of the system, as well as for the system as a whole from a user's perspective. In this regard, two additional experimentation phases are currently being carried out: the first involves a number of legal experts, in order to assess the quality and accuracy of the results produced by the automatic processes of the system (including the knowledge path generated and the matched concepts of the ontologies); the second is instead aimed at general users and is meant to check the effectiveness, usability and the overall userfriendliness of the features provided by the system. The real-world data collected in these phases will be used to further improve the system and finalize it for its release. 
VI. CONCLUSION
This paper describes a methodology for the automatic building of training, or "knowledge" paths, from natural language descriptions of legal cases, by using a legal ontology built for such a purpose and an enrichment process relying on common-sense knowledge.
The legal ontology has been defined and built by integrating and enriching two major legal sources, that is to say EuroVoc and ItalGiure, and the process used to produce it has been thoroughly detailed. In order to fill the language gap between legal language and that of common citizens, the enrichment process has been proposed to add common-sense meaning, taken from the Wikipedia knowledge base, to each ontological concept.
Results from a preliminary experimentation phase have been reported, and some additional functionalities of the system implementing the methodology have been presented, including the management of different versions for the legal ontology and the execution of a matching algorithm SPECIAL FOCUS PAPER ONTOLOGY-DRIVEN GENERATION OF TRAINING PATHS IN THE LEGAL DOMAIN between two input legal sources. Additional results related to the extraction of legal concepts can be found in [18] , whereas a shorter version of the whole discussion, as mentioned earlier, is in [3] .
It must be underlined that the component of the system, responsible for managing, integrating, enriching and exploiting the legal can handle any well-formed ontologies and apply upon them its integration, versioning and enrichment mechanisms, regardless of their original contexts. As such, this component can be in principle be used to tackle other, different domains that may require functionalities for ontology management, editing, integration, enrichment and versioning. In this regard, the authors are specifically exploring the possibility of extending the results obtained on the legal domain to areas like Human Resource Management and Human Capital Management.
Integration of this system with the other components planned for the eJRM project is currently underway, and further experimentation and validation in this regard has been scheduled and will be presented in future works.
