of cloud vertical profiles is well captured by WRF. Concerning inter-annual variability, observations show that in winter, those of high clouds is twice the low clouds one, an order of magnitude that is is well simulated. In summer, the observed inter-annual variability is vertically more homogeneous while the model still simulates more variability for high clouds than for low clouds. The good behavior of the simulation in winter allows us to use the 23 years of simulation and 8 years of observations to estimate the time period required to characterize the natural variability of the cloud fraction profile in winter, i.e. the time period required to detect significant anomalies and trends.
Introduction
Improving our understanding of the internal variability of the European climate is a necessary step to get more reliable prediction of the temperature evolution in the next two decades over Europe (Hawkins and Sutton 2009) . Actually, using Coupled Model Intercomparison Project (CMIP3) models and despite the fact that these models may overestimate natural decadal fluctuations, Hawkins and Sutton (2009) show that the climate internal variability is the most important source of uncertainty to predict the regional temperature in the next two decades. By comparing different regions of the world, they also showed that this uncertainty is maximal over Europe compared to other regions. For prediction times of many decades (more than 2 decades), the uncertainty on the future climate prediction is no more dominated by the lack of knowledge on the inter-annual variability, but by the uncertainty of the model itself (e.g. the difficulty of the model to reproduce the actual state of the atmosphere) which then becomes the dominant contribution to the uncertainty in the prediction of the future climate at regional scale. The authors suggest that using observations of the current climate state may help to better understand the inter-annual variability of the climate system and to reduce model defaults; doing so may contribute to reduce uncertainties in the prediction of the evolution of the climate at regional scale.
At first order, temperature over Europe is driven by the large-scale atmospheric circulation (e.g. Rojas et al. 2013; Xoplaki et al. 2004 ). In particular, in winter and summer, European climate is characterized by the succession of four weather regimes resulting from the relative location of three pressure centers: the Icelandic low, the Azores high and the continental highs and lows (Yiou et al. 2007; Cassou et al. 2004 Cassou et al. , 2005 Vautard 1990 ). Southern Europe and Mediterranean Basin climates are influenced by the North Atlantic regimes but are also under the influence of the Genoa depression and the Atlas lee depression (Reiter 1975) , which drive air masses from the south.
However, large-scale circulation cannot explain all the variability. According to Yiou et al. (2007) temperature anomalies are more and more often influenced by other factors. Clouds are one of these factors and play a major role in the natural temperature variability due to their radiative effects. Chiriaco et al. (2014) showed the spatial correlation between the area of positive temperature anomaly which occurred during July 2006 over Western Europe and the lack of low clouds, using satellite observations. Using observations over 1984 , Tang et al. (2012 suggest that clouds over Europe are better indicator of summer maximum temperature changes than the proxies of soil moisture anomalies, and that the summer temperature increase is correlated with total cloud cover decrease. However, clouds remain an important source of uncertainties in our understanding of climate variability (Soden and Held 2006) due to the complex cloud feedbacks with surface and boundary layer, orography and tropospheric environment (air entrainment and humidity). These processes influence the internal variability of climate response and enhance the model uncertainties. Despite these uncertainties, several studies using models have investigated the role of clouds on the present and future climate over Europe. They suggest the increasing of future summer temperature variability particularly for central Europe (Lenderink et al. 2007 ), a future annual precipitation increase over northern Europe (Kjellström et al. 2011 ) and a decrease trend of the cloud cover in summer over Europe (Tang et al. 2012) . Other authors have shown how model biases in present climate influence the model response to greenhouse gases forcing. For instance, Boé and Terray (2014) show that climate models with surface temperature strongly sensitive to cloudiness simulate a larger future decrease of cloud cover than other models (over land, in summer). Lenderink et al. (2007) studied temperature variability and the surface energy budget over control period and future climate in an ensemble of regional climate models and show that (1) temperature variability is overpredicted in the control simulations; (2) temperature variability is very correlated with surface energy budget variability in the models; (3) clouds and radiation are critical to determine the climate sensitivity on Western Europe in summer in regional models.
The goal of this study is to characterize and understand clouds natural variability in the current climate to better assess its effect on European climate characteristics (future work). We will focus on the vertical distribution of clouds because: (1) the clouds radiative effect depend on the vertical distribution of microphysical and macro-physical properties of clouds (Stephens 2005) , and (2) the vertical distribution of clouds is a much more robust signature of climate variability than vertically integrated variables (total cloud cover or radiative fluxes) (Chepfer et al. 2014 ). Three main questions are then addressed in the current paper: (1) What is the seasonal variability of the cloud vertical distribution over Euro-Mediterranean area? (2) What is its interannual variability? (3) Are simulations able to reproduce the amplitude of these variabilities?
To address these questions we used Cloud Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) that provides very detailed vertical description of clouds' distribution (Winker et al. 2003) since 2006. This study only focuses on nighttime profiles since cloud detection is more accurate than during daytime (Winker et al. 2009 ) (see Sect. 2.1). Eight years (since 2006) are a priori not sufficient to cover the entire natural variability. Moreover, the satellite under-sampling of the Europe-Mediterranean area due to the sun-synchronous orbit could be an issue for covering the cloud variability. Then, we use a simulation in addition to CALIPSO observations. Requirements for the simulation are (1) covering the Euro-Mediterranean region, (2) a good spatio-temporal resolution in order to take into account the complex terrain and the influence of the different air masses that characterize the area of study and which influence the cloud formation, (3) at least 20 years as it is the period where the internal variability is the principal source of uncertainty in the simulation of European climate (Hawkins and Sutton 2009) Ruti et al. 2015) programs is used as it presents these characteristics: 23 years with outputs every 3 h, 20 × 20 km 2 horizontal resolution, and the nudging option towards ERA-interim reanalysis for wind, temperature and humidity above the boundary layer. Also, the same diagnosis of clouds is needed for both observations and simulation. Since WRF simulates concentration of liquid water, snow and ice which are not directly comparable with the lidar, a lidar simulator Chepfer et al. 2008 ) developed for Global Circulation Models (GCMs) in Cloud Feedback Model Intercomparison Project (CFMIP) Observation Simulator Package (COSP, Chepfer et al. 2008 ) has been adapted to WRF and used in this study.
These tools are presented in Sect.
2. An important issue for this regional climate variability study is the satellite under-sampling effect: this issue is addressed in Sect. 3 using two different samplings of the simulation. Also, the vertical distribution of clouds has been carefully evaluated in GCMs, in particular with the GCM-Oriented CALIPSO Cloud Product (GOCCP; Chepfer et al. 2008; Cesana and Chepfer 2012) developed to evaluate clouds representation in GCMs. But it has not been evaluated in regional simulation except for some case studies (e.g. Chaboureau et al. 2012 for some convective precipitating clouds over western Europe; for some cirrus clouds in the Paris area). Then, the WRF/MedCordex simulation's representation of the clouds' vertical structure over Euro-Mediterranean area and in particular its ability to reproduce the amplitude of the seasonal variability is addressed in Sect. 4. In Sect. 5, the inter-annual variability of cloud profiles is studied in both observations and simulation: the ability of the model to detect climate extremes, and the question of the number of years required to cover the entire natural variability are addressed. Conclusions and prospects of this work are presented in Sect. 6.
Tools

Cloud products from observations
CALIOP is a two-wavelength polarization-sensitive lidar that provides high-resolution vertical profiles of clouds. This study is based on the 532-nm channel in parallel polarization analysis. This wavelength is in the visible spectrum making the signal-to-noise ratio reduced during daytime due to solar radiations, affecting the detection of daytime clouds (Winker et al. 2009 ). Thus, this study only focuses on nighttime profiles. It corresponds to a satellite overpass between 23 and 03 UTC for this region. Results can be different for daily clouds, in particular for low clouds (z < 3.2 km corresponding to P > 680 hPa) that have an important diurnal cycle. CALIOP's vertical resolution is 30 m from ground to 8.2 km of altitude and 60 m above. Its horizontal resolution is 330 m. Cloud products used in this study are the GOCCP products. They are specially developed for comparison with models, in particular GCM. In GOCCP, while the original horizontal resolution of CAL-IOP is kept, the original vertical resolution is modified and the profiles are vertically averaged on a GCM typical vertical resolution of 480 m (Chepfer et al. 2010) . Here, they are adapted for comparison with regional model simulation. Two cloud products are defined:
• SR GOCCP (z) is based on Scattering Ratio (SR) values, which highlight the contribution of particles (condensed water or aerosols) to the lidar signal ("Appendix 1", Eq. 1). SR is equal to 1 in absence of clouds and aerosols. SR > 1 traduces the existence of particles; it is either aerosols or condensed water. The more optically thick clouds, the higher SR values. When the lidar signal is fully attenuated by optically thick clouds, the layers below are obscured and SR values at lower levels become very low (<0.01). SR GOCCP (z) keeps the GOCCP original resolution horizontally and vertically (over 34 levels from the ground).
• CF GOCCP (z) is the Cloud Fraction computed from SR profiles at 330 m horizontal resolution over the 20 × 20 km 2 horizontal resolution of the simulation (see Sect. 2.2) over the 34 vertical layers. Figure 1 shows the model grid and the number of CALIPSO nighttime overpasses during June-July-August (JJA) 2008 over each grid point. With this resolution, some parts are never covered by CALIPSO and the overpass number on the covered grid-boxes varies between 3 and 6 over one season but the number of observed profiles over one grid point is increased by the horizontal resolution of 330 m. Cloud detection is based on SR thresholds following Chepfer et al. (2008 Chepfer et al. ( , 2010 : 0.01 < SR ≤ 1 clear, 1.2 < SR < 5 (existence of particles, could be optically thin clouds or aerosols), and the threshold of cloud detection is set to 5 (SR ≥ 5). These thresholds are used for each profile at each vertical level (Fig. 10 "Appendix 1"). The cloud fraction over a gridbox is then the percentage of cloudy profiles (SR(z) ≥ 5) by the total number of profiles that are not fully attenuated (SR(z) ≥ 0.1).
In the current study, SR GOCCP and CF GOCCP profiles observed throughout the period 06/2006 to 12/2011 are used, as it is the common period with the simulation (Sect. 2.2).
Cloud products from simulation
Simulation set-up
A 23-year simulation with the WRF model of the National Center for Atmospheric Research (NCAR) (Skamarock and Klemp 2008) was performed at 20 × 20 km 2 resolution over the Mediterranean basin in the framework of COordinated Regional climate Downscaling Experiment (CORDEX; Giorgi et al. 2009 . Note that MED-CORDEX is the Mediterranean focus of COR-DEX; Ruti et al. 2015) and HYMEX programs . It performs a dynamical downscaling of the ERA-interim data (Dee et al. 2011 ) over the period 1989-2011. The model has 28 sigma-levels in the vertical. A complete set of physics parameterizations is used: the Single-Moment 5-class microphysical scheme (WSM5; Hong et al. 2004) , the Kain-Fritsch convection scheme (Kain 2004) , the YonSei University (YSU) planetary boundary layer (PBL) scheme (Noh et al. 2003 ) and a parameterization based on the similarity theory (Monin and Obukhov 1954) for the turbulent fluxes. The radiative scheme is based on the Rapid Radiative Transfer Model (RRTM) (Mlawer et al. 1997 ) and the Dudhia (1989) parameterization for the longwave and shortwave radiations, respectively. The lower boundary conditions of the WRF model are provided by the land surface model (LSM) Rapid Update Cycle (RUC) (Smirnova et al. 1997 (Smirnova et al. , 2000 . Nudging above the boundary layer is used in order to avoid the small-scale variations to generate a largescale that would diverge from the observed large-scale structures inside the limited area (Stauffer and Seaman 1990; Salameh et al. 2010; Omrani et al. 2013) . Hence it allows us to compare the structure of clouds with the same large-scale environment. This simulation has been already used for several studies and has been evaluated against data for temperature (e.g. Chiriaco et al. 2014; Stefanon et al. 2014) , precipitation (e.g. Flaounas et al. 2013 Flaounas et al. , 2014 Lebeaupin-Brossier et al. 2015; Vaittinada et al. 2015) and wind (Omrani et al. 2014) .
Cloud outputs are mixing ratios of ice, snow and liquid and are interpolated on the same vertical resolution as GOCCP between the ground and 16 km, which corresponds to 34 levels. They are available every 3 h.
Lidar simulator and datasets
To compare WRF outputs with CALIPSO lidar observations, we use a methodology similar to the one followed by Chepfer et al. (2008) and Cesana and Chepfer (2012) comparing CALIPSO observations with a GCM. Also we define two datasets to better assess the issue of sampling. The methodology then consists in (1) extracting two different datasets of WRF vertical profiles: one that uses the total grid of the simulation and another one using the satellite horizontal and temporal resolutions (see details below) (2) from these extracted profiles, computing the lidar profiles that would be observed by CALIPSO if the satellite were flying above the simulated atmosphere (Chepfer et al. 2008) , (3) using the same SR bins as the ones used for GOCCP, (4) computing the cloud fraction from the simulated SR profiles as the percentage of SR (z) ≥ 5 per gridbox as done to produce CF GOCCP (see Sect. 2.1).
The first dataset is obtained by extracting one profile per night, at 00 UTC, over each grid box. It corresponds to about 2.10 6 profiles for one season. The covered period is 1989-2011. The second dataset corresponds to the profiles that are coincident with CALIPSO tracks, at the closest time of CALIPSO overpass (i.e. either 00 or 03 UTC). As CALIPSO horizontal resolution is 330 m while the WRF one is 20 km, the number of CALIPSO profiles that fall into one WRF grid-box varies between 0 (Fig. 1a) and 85 (depending on the fact the track crosses the box along its diagonal or only at its corner or not at all). The WRF profiles are duplicated to obtain a CALIPSO like track with the same number of CALIPSO profiles over a grid-box, to give to each grid box the corresponding weight. However, we have tested the extraction of cloud profiles without duplicating the profiles (using only one WRF profile per gridbox that is crossed over) and the differences are very negligible for the current study. Over one season, the number of profiles of this second dataset is about 8.10 7 (obtained from 5.10 4 profiles, before duplicating). The available period is 2006-2011. A lidar simulator is associated to these WRF outputs. It consists on computing the lidar signal (Eq. 2 in "Appendix 1") from WRF outputs considering the effective radius r and size distribution n(r, z) of each meteor (here liquid, ice and snow). Since these parameters are not direct outputs of the model and since the simulator is offline the model, they are computed from the mixing ratio of ice (Qi), snow (Qs) and liquid (Ql) (outputs of the model) using the microphysical equations used in the parameterization (here WSM5). WRF outputs (Qi, Ql, Qs, pressure and temperature) are interpolated on a regular vertical grid first and then the lidar signal is computed giving SR profiles for the two datasets. Afterwards, cloud fraction profiles are computed following the same method as for observations (Sect. (2009-01-19 at night) between 30°N and 50°N latitudes and 3°E and 5°E longitudes. The same scene is represented in Fig. 2b with the simulated total condensed water mixing ratios, while Fig. 2c shows SR WRF+sim (z). The red shadows in Fig. 2a-c show the cloud structures, the dominant blue represents the clear sky and the dark blue indicates that the signal is fully attenuated. As the model does not simulate aerosols, the boundary layer is not properly represented in the simulated profiles (Fig. 2b, c) .
Clouds detected by CALIOP shown in Fig. 2a are simulated by the model most of the time (Fig. 2b , c) despite few differences (around 32°N, around 49°N). In this case Table 1 Definition of the datasets used for the study. Columns define the sampling method. Lines stand for the product used. SR is the scattering ratio measured by the lidar ("Appendix 1") and CF is the percentage of clouds per gridbox CALIPSO sampling: using only grid-boxes along the satellite track WRF sampling: using all the domain grid-boxes study, the vertical cloud structure is less variable in the simulation than in the observations. This result of bigger and more persistent clouds in terms of occurrence and lifetime in regional simulation over Europe is expected and has been shown in previous studies with mesoscale models: e.g. the evaluation of some cirrus clouds case studies (1-2 months) of the fifth-generation Pennsylvania State University-NCAR Mesoscale Model (MM5) with ground-based measurements over France ) and over Europe with Ice, Cloud and land Elevation Satellite (IceSat) lidar observations (Chepfer et al. 2007) .
The comparison between Fig. 2b and c illustrates the importance of comparing lidar observations with a similar simulated signal:
• The lidar signal can be fully attenuated, masking lower clouds even if they are simulated: for instance at 43°N, between 5 and 7 km, high mixing ratio are simulated, while SR(z) value is less than 0.01.
• A weak mixing ratio may be associated to significant SR value (e.g. between 40 and 41°N or between 46 and 48°N). It's due to the fact that SR (z) is a signature of the optical depth and optical properties of clouds (type of particles, size, concentration), and not only of the particles concentration (Chepfer et al. 2013 ).
In the current study, these tools are used to characterize the seasonal and interannual variabilities of the vertical structure of clouds over the Euro-Mediterranean region. As shown by Fig. 1 , the orbit of the satellite does not allow us to evaluate the spatial variability of clouds at these spatial and time scales.
Before using the tools for inter-annual variability studies, two steps are necessary: (1) evaluate the biases caused by the satellite under-sampling (Sect. 3), and (2) evaluate the biases of the modeled clouds (Sect. 4).
Bias due to satellite under-sampling
The number of satellite tracks over one season is limited in a grid-box. Figure 1a shows that CALIPSO does not overfly all the grid elements at 20 × 20 km 2 resolution, and that the maximum number of overpasses over one grid-box is 6 in one given season. To study cloud variability at this spatial scale and resolution, it is then necessary to cumulate enough profiles temporally or spatially. This section aims at quantifying the bias in the cloud variability due to the satellite under-sampling, depending on the number of seasons cumulated.
Cloud fraction profiles
The effect of satellite under-sampling on cloud fraction profiles is examined here by using only the simulation, as a complete sampling is by definition not available in observations. Comparing complete sampling and satellite sampling of the same dataset (here the simulation) will allow only focusing on biases due to the sampling (so not also the biases of the simulation). Black lines (computed over around 2. For the four seasons (Fig. 3) , CALIPSO sampling does not generate real bias on lidar cloud fractions, CF WRF+sim (z) being very similar to CF T WRF+sim (z). Note that the differences are only observable for high levels (z > 6.5 km corresponding to pressure P < 440 hPa) because of the small cloud fraction values below 6 km (Fig. 3) . This aspect will be discussed in Sect. 4. For high levels, the maximum errors of cloud fraction for one layer are around 3 % over one season (Table 2) .
The absolute value of the relative errors averaged vertically over high levels are smaller in winter (5 %) and spring (7 %) than in fall (9 %) and summer (21 %). The errors may seem large in fall and summer; it is due to the small vertical shift of the profiles, which enhances the relative difference between the two profiles at levels where the cloud fraction is not maximal. The maximum of difference in cloud fraction is approximately the same for the four seasons and <5 %. This shift of high clouds level due to satellite under-sampling may be linked to the occurrence of deep convection happening in summer and fall inducing local mesoscale clouds (Funatsu et al. 2009 ) that are more likely to be missed by the satellite because of their short lifetime and small spatial extent (Rysman et al. 2013) .
For mid and low levels, the values of cloud fraction differences between CF WRF+sim (z) and CF T WRF+sim (z) are very small (around 0.1 %). The average relative errors at these levels remain weak though: 6 % in fall, 9 % in spring and 11 % in summer. Notice that in winter, the biases for midlevels reach 13 % related to a vertical shift at 6 km. The origin of the underestimate of low and mid clouds is discussed in the next section.
Histograms of scattering ratio
To go further in details and have an idea about the physical properties of clouds overestimated/missed with the CALIPSO under-sampling, 3D SR histograms are analyzed (Fig. 4) . These histograms provide detailed vertical information on cloud optical and physical properties. Two simulated SR histograms are compared: (1) the distributions of SR(z) occurrence for each altitude and SR bin when cumulating SR profiles following CALIPSO tracks (SR WRF+sim (z) , Fig. 4a) ; (2) the same but with the full resolution of the simulation (SR T WRF+sim (z), Fig. 4b ). In each histogram, the first bar is the percentage of fully attenuated profiles (0 ≤ SR(z) < 0.01) and the second bar corresponds to clear sky profiles (0.01 ≤ SR(z) < 1.2). The 3rd and 4th bars are for unclassified profiles (1.2 ≤ SR(z) < 5). The subsequent bars are for cloudy profiles (SR(z) ≥ 5). Figure 4a and b are very similar: great attenuation below 7 km, many high clouds with 5 ≤ SR(z) < 20 and some low level clouds with 40 ≤ SR(z) < 60. The similitudes show that the total SR distribution is not significantly affected by the sampling of the satellite. Figure 4c shows the absolute difference between Fig. 4a and b. In average, the differences due to CALIPSO sampling for 1.2 ≤ SR(z) < 20 below 7 km and for the SR(z) values ≥ 20 (all altitudes) are under 0.25 % (grey shade). For 5 ≤ SR(z) < 20, the differences at high levels are around 2 %. The largest differences occur for the 0.01 ≤ SR(z) < 3 (clear sky and unclassified profiles) at altitudes between 12 and 14 km. Figure 4c is then separated onto seasons ( Fig. 4d-f ). Focusing on one season leads to greater biases due to under-sampling, as fewer profiles are cumulated. Nevertheless, differences remain very low whatever the season as for the total SR histogram, and most differences are detected whether for high levels or mid-levels in winter and spring. The greatest errors in terms of magnitude (for values passing the threshold of cloud detection SR(z) = 5) are detected in fall and summer consistently with Fig. 3 but the differences appear on more levels in spring and winter (than fall and summer) in cloud fraction profiles (Fig. 3) . Consequently, the biases of sampling detected in cloud fraction profiles (Sect. 3.1) correspond mostly to SR values between 5 and 20. Also, for high clouds (above 8 km) the errors are maximal in fall in Fig. 4 while it was summer in Fig. 3 : this is linked to the definition of the cloud fraction (cf. Sect. 2.1) explaining that the cloud fraction depends on cloudy profiles but also on fully attenuated profiles. Between 8 and 10 km, there are more differences of fully attenuated profiles in fall than in summer (signal drowned in the grey shade): this explains why the errors of cloud fraction are bigger in summer even though SR shows more differences of cloudy profiles in fall. The overestimate and underestimate of SR values due to CALIPSO under-sampling depend on the levels. Around 9-10 km, where the maximum of clouds is detected, the satellite under-sampling always leads to an overestimate of SR values (as the cloud fraction in Fig. 3 ).
Only simulation is used in this section, despite the fact it very likely contains biases in the representation of clouds. The estimation of these biases is the purpose of the next section, and in particular concerning the seasonal cycle of clouds. Further computations of sampling errors that would have been estimated by observations are presented in Table 3 and discussed in the conclusion. For meso-scale models, cloud biases have been detected in previous studies, but only for some case studies Chepfer et al. 2007; Chaboureau et al. 2002) . The aim of this section is to provide an evaluation of clouds over the entire Euro-Mediterranean region and throughout several years of observations. Hence, both the mean annual and seasonal biases of the vertical distribution of clouds and the difference of amplitude of the seasonal cycle will be assessed. The average annual cycle is studied using observations and the simulation over the period June 2006 to December 2011. Only the simulation along the satellite tracks is used here in order to be consistent with observations. The seasonal variability of cloud fraction profiles is studied separately over continental Europe and over the Mediterranean Sea. Using land/sea mask, continent stands for the grid-boxes over continental Europe in the blue rectangle in Fig. 1a while sea stands for the grid-boxes located over the Mediterranean Sea in the red rectangle of the same figure. Note that we also studied the variability over the Atlantic Ocean and as the results were very similar to the continent they are not shown in this paper. over the continent, f same as (e) over the sea, g same as (e) for simulated profiles, h same as (g) over the sea. In e-h, blue is for winter, green is for spring, red is for summer, and light blue is for fall
Cloud fraction profiles
Seasonal cycle
In this sub-section, only observations are examined to describe the seasonal cycle of vertical distribution of clouds. Pink solid lines in Fig. 5a shows CF GOCCP (z) averaged over the continent from 2006/06 to 2011/12. Figure 5b is same as Fig. 5a but averaged over the sea.
Notice that in our case, continent is located between 40°N and 52°N while the Mediterranean Sea is between 30° and 42°. The Mediterranean Sea is under the influence of both mid latitude synoptic disturbances that affects the European climate (in particular winter; Cassou et al. 2004 , Yiou et al. 2007 ) and the subtropical storms (Rysman et al. 2013 ). The average profile from observations shows that:
• The maximum of cloud fraction occurs around 9 km (Fig. 5a, b ).
• At a given level, the cloud fraction is greater over the continent than over the sea (Fig. 5a, b) . This might be explained by the fact that frontal (ascending large scale motions) clouds and stratocumulus clouds (light subsiding motions and near surface instability) are more frequent over Europe (land) than over Mediterranean Sea (Cheruy and Aires 2009 ).
• Over the continent, low clouds occurrence is equivalent to high clouds occurrence, while over the sea high clouds are a little more frequent than low clouds (Fig. 5b) . This might be linked to a lack of stratocumulus and stratus clouds over the Mediterranean (Cheruy and Aires 2009 ).
In Fig. 5a and b, the pink shades represent the range of seasonal variability, when computing a profile by season, averaged from 2006 to 2011. The purpose of this representation is to estimate the envelope of variability of the vertical profile during a complete annual cycle (in observations), and evaluate its representation in the simulation (Sect. 4.2). The amplitude of the observed seasonal variability shows that the variability of high clouds is equivalent to the variability of low clouds, over the continent as well as over the sea. This seasonal amplitude is estimated to 5 % in terms of cloud fraction for high and low levels.
In Fig. 5c and d, the shades are envelopes containing four profiles of relative anomaly of each season comparing to the profile averaged over the four seasons and 6 years. It shows that over the continent, the observed relative variability ranges between −40 and 50 % of the mean annual cloud fraction profiles (Fig. 5c ). This relative anomaly has equivalent amplitude for the different vertical levels. Over the sea the amplitude of seasonal variability is greater for low levels (more or less 100 %) than for mid and high levels (more or less 60 %; Fig. 5d ).
To go further in details, the four seasons averaged over 2006-2011 are plotted separately in Fig. 5e (continent) and Fig. 5f (sea) for CF GOCCP (z) showing that for both continent and sea, the high clouds in summer and fall (red and light blue lines) are less frequent (especially summer CF GOCCP (z) around 5 %) and occur at higher altitude (≈10 km) than high clouds in winter and spring (≈8 km with CF GOCCP (z) around 9 %). This result is expected because of the altitude of the tropopause that is minimal at the end of winter and maximal at the end of summer (Appenzeller et al. 1996) and it affects clouds top height (Gettelman and De Forster 2002) . The figures also show that the cloud fraction is weak in the mid-levels for the four seasons in both continent and sea and particularly in summer over the sea. The low clouds are frequent in winter over both continent and sea. Summer and fall profiles show a second maximum at low levels, even if less pronounced than winter, while spring profiles show more homogeneity from ground up to 6-7 km.
The great relative variability of CF GOCCP (z) over the sea shown in Fig. 5d around 2-3 km is explained by the small values of CF GOCCP (z) in summer while they are large in winter (Fig. 5f ). Note that winter clouds are under the large scale influence while summer clouds are under mesoscale influence (air-sea fluxes, topography) (Chaboureau and Claud 2006) .
Simulated seasonal cycle
The seasonal vertical cloud structure has been characterized with CALIPSO observations. The goal of this sub-section is to evaluate this structure in the simulation and focus on the similarities and the differences with the observed seasonal variability.
As for observations, the average simulated cloud fraction profile is maximal around 9 km (blue line in Fig. 5a, b) . Nevertheless, in average, the simulation over-estimates high cloud fraction (above 6 km), for both continent (CF WRF+sim (z = 9 km) = 30 % while CF GOCCP (z = 9 km) = 10 %) and sea (CF WRF+sim (z = 9 km) = 20 % while CF GOCCP (z = 9 km) = 7 %); the difference of the magnitude of the maximum of high clouds between observations and the simulation is larger over the continent than over the sea.
Under 6 km, the cloud fraction is under-estimated in the simulation over both areas. The fact that WRF overestimates the high clouds probably enhances the underestimate of low and mid clouds due to the exacerbated attenuation of simulated lidar profiles. Nevertheless, another study based on comparisons of the same simulation but with ground-based lidar located near Paris (France) shows that the model actually under-estimates the amount of low clouds, in particular in summer (Bastin et al. 2016 ). Figures in "Appendix 2" also confirm that this underestimate of low clouds is not only due to lidar attenuation: the map of low clouds directly computed from the total condensed water in the simulation (hence without the lidar simulator) shows that they are almost absent in summer (<10 %). The wrong vertical distribution of cloud layers has already been noticed with a mesoscale model for some case studies (Chaboureau et al. 2012 ) and the under-estimation of low clouds in summer is also a known result for GCMs in general over mid-latitudes (Cheruy et al. 2013) .
Despite this bias, the range of seasonal variability of CF WRF+sim (z) (blue shade) is by the same order of magnitude than the range of seasonal variability of CF GOCCP (z) over the continent (Fig. 5a ), but is larger over the sea for the high clouds and narrower for mid and low clouds (Fig. 5b) . It is confirmed by the relative seasonal variability profiles (blue shades in Fig. 5c, d ), showing that:
• Above 9 km, the simulation and the observations have equivalent amplitude of relative variability (more or less ~50 %): even if the result is true over both continent and sea, the simulated variability at this altitude is closer to the observed variability over the sea.
• For mid and low clouds, the simulated amplitude of the relative variability over continent is twice greater than the observed amplitude (more or less 100 % against 50 %). Over the sea, the simulated relative variability is greater than observed but the magnitude is by the same order.
Both observations and simulation agree that:
• The relative range of variability of mid and low clouds is greater than the relative range of variability of high clouds: In the simulation, this could be due whether to real seasonal variability of clouds in the model or a bias due to the very weak amount of clouds at low and mid levels. Actually, a great relative anomaly could be due to a great absolute anomaly but also to a weak cloud fraction.
• Mid and low levels variability is greater over the sea than over the continent, especially due to summer differences.
Analyzing separately the four seasons (Fig. 5g, h) shows that despite the overestimate of high clouds and the underestimate of low clouds, some characteristics of the observed profiles are well simulated by the model over both areas: (1) a maximum at 10 km for summer and fall and at 8 km for winter and spring; (2) less mid clouds than high clouds over both areas (Fig. 5e, f) , with an almost zero CF WRF+sim (z) at these levels (except for winter where it's around 2.5 %); (3) a second maximum at low levels except in spring. This maximum is less pronounced in simulation than observations but exists except over the sea in summer: Fig. 11d and e ("Appendix 2") show that in summer no mid or low clouds are represented over the sea. This figure also gives an idea of the spatial variability of occurrence of cloud layers from the simulation, even if not evaluated against observations.
Histograms of scattering ratio
Section 4.1 showed that the simulation over-estimates the occurrence of high clouds and under-estimates occurrence of low clouds, in particular in summer, but reproduces consistently the seasonality of clouds occurrence at each level and the amplitude of relative seasonal variability over the sea (Fig. 5d) . It is now necessary to understand which clouds, in term of physical properties, are simulated for each season, in particular because the occurrence of clouds is not enough to evaluate the properties of clouds that can also present a significant variability. Since SR values are linked to the optical depth and optical properties of the cloud particle (type of particle, size, and concentration) (Chepfer et al. 2013) , histograms of SR(z) are computed (Fig. 6) following the same method as in Fig. 4a We first focus on SR(z) values >5, passing the threshold of cloud detection. Both simulation and observations agree that the SR occurrence is dominant between 6 and 12 km and for 5 < SR(z) < 20 at all seasons. The overestimate of simulated high clouds (Sect. 4.1.2) is mostly an overestimate of high clouds with low SR(z) values (SR(z) < 20), and the occurrence of 5 ≤ SR WRF+sim (z) < 20 is around 7 % when occurrence of SR GOCCP (z) is around 2 %. In the observations, low clouds are dominated by strong SR(z) (>60), a cloud category which is entirely missed by the simulation, whatever the season. Those clouds probably correspond to stratus clouds that appear mostly over Atlantic Ocean and continental Europe and stratocumulus clouds that appear particularly over Atlantic ocean but also over Europe and Mediterranean (Cheruy and Aires 2009) . Stratus clouds are formed when moist air near ground level starts to condensate (Khvorostyanov 1995) while stratocumulus clouds are driven by convection and associated most of the time to strong temperature inversion at the top of the boundary layer (Cheruy and Aires 2009 ). For these low clouds, only clouds with 40 ≤ SR(z) < 60 are simulated. For mid-levels, the SR(z) > 60 are also missed by the simulation.
The first bar of each SR histogram (SR(z) ≤ 0.01) represents the full attenuation of the lidar. The number of fully attenuated profiles is greater in the simulation and the attenuated profiles occur at higher levels than the observed ones, whatever the season. This is consistent with the overestimate of high clouds and suggests that even if it's not the main reason explaining the lack of low and mid clouds, the overestimate of fully attenuated profiles increases the low and mid clouds deficit in the simulation using the lidar simulator. Also note that SR values for high clouds in the simulation are less than 20: so, the attenuation is mostly induced by the vertical extent of clouds as the optical depths of each layer are additive: typically SR(z) = 5 corresponds to an optical depth of 0.07 for a cirrus of 1 km depth at 10 km (Chepfer et al. 2013) . This means that for clouds of 5 km depth, the optical depth is around 0.35.
This histogram representation also confirms that despite the differences between simulation and observations, the seasonality of SR(z) distribution is respected in the simulation:
• In winter (Fig. 6a, b) : the simulation creates, in comparison to other seasons, a large amount of low thick clouds and some thinner clouds, even if they are underestimated. The large amount of high clouds with SR(z) < 20 is also simulated.
• Spring (Fig. 6c, d ) and fall (Fig. 6g, h ) histograms are very similar, with many high and optically thin clouds in both observations and simulations. The difference between spring and fall, spotted by observation as well as simulation, is that in spring there are more mid optically thin clouds.
• In summer, the minimum of mid clouds observed with GOCCP ( Fig. 6e) in comparison with other seasons is also simulated.
To summarize, the simulation overestimates high clouds with low SR(z) values whatever the season over different layers (more than 6 layers with our vertical resolution) and this leads to a lot of attenuation of the simulated lidar signal. Low clouds as detected by a lidar are underestimated in are for spring, e, f are for summer, g, h are for fall. Black bars are for the threshold of cloud detection (SR = 5). Colorbar is in logarithmic scale the simulation, in particular the low very thick clouds that are present in the observations: it is both a consequence of the over-estimation of the fully attenuated profiles and a real underestimate of low clouds as it was explained in Sect. 4.1. However, the seasonality of SR(z) histograms is well captured by the model.
As expected, the simulated clouds' vertical structure showed high differences with the vertical structure observed by CALIPSO. This highlights the importance of the vertical structure: the overestimate of high clouds would compensate with the underestimate of low clouds when computing cloud cover and the model biases would have been smaller (computing the vertically averaged cloud fraction: simulation 5 %, observations 3.7 % over the sea and 8 vs. 5.6 % over the continent). A new important result is the ability of the model to simulate the amplitude of the seasonal variability of the cloud distribution (vertical distribution and SR(z) values distribution). This allows us to use these datasets (simulation and observations) to address the issue of the inter-annual variability of cloud vertical profile.
Inter-annual variability
Amplitude of inter-annual variability
The goal of this section is to study the inter-annual variability of the vertical cloud structure over Europe with observations and evaluate the simulation's ability to reproduce it over the 6 common years. Shades in Fig. 7a (continent) and b (sea) show the standard deviation (STD) of the 2006-2011 winter cloud fraction profiles for both simulation and observations. Figure 7c and d are the same but for summer. This STD calculation is an estimation of the interannual variability in a given season. The altitude where the observed variability (pink shade) is maximal or minimal is well reproduced by the simulation (blue shade), for winter over both continent and sea and for summer over the sea.
In winter, the range of inter-annual variability of the observed cloud fraction is greater for high levels than for mid and low levels (Fig. 7a, b) . The smaller variability of low clouds over the sea and the continent is not related to a smaller occurrence of clouds since Fig. 5e and f indicate that the cloud fraction of high clouds is equivalent to the cloud fraction of low clouds for both continent and sea, in the observations. The simulation well reproduces the behavior of the observed inter-annual variability with greater amplitude for the high levels.
In summer (Fig. 7c, d ), the amplitude of the observed inter-annual variability shows a different behavior from winter. Over the continent, mid-level cloud occurrence is variable from 1 year to another, such as for low clouds. High clouds occurrence is more stable from 1 year to another. Over the sea, the high cloud occurrence is a little bit more variable than the mid and low ones. Simulation does not well reproduce this variability: the variability is large at high levels only for both areas. The weak variability of simulated low clouds is probably due to the small cloud fraction simulated in summer (Fig. 5g, h, red  profiles) .
Anyway, the simulation always over-estimates the range of inter annual variability for high clouds, whatever the season and the area (Fig. 7a-d) . This over-estimation is enhanced when considering the total envelope of variability of clouds (maximums and minimums for each layer) traducing the behavior of extreme values (solid lines in Fig. 7e-h ) instead of the mean one (shades in Fig. 7) . For high clouds, the inter-annual variability is very large in the simulation, and the extreme events in terms of cloudiness are intense in winter and in summer over the continent. The relative range of the total variability of high clouds is around 25-50 % greater than the STD in the simulation (comparing the solid blue line with the blue shade) versus 30-60 % greater for observations (comparing the solid pink line with the pink shade) over both continent and sea for winter and summer.
Extremes are less intense at low and mid-levels, in particular in summer for the simulation where there are almost no clouds.
To compare this variability with the uncertainty linked to the satellite sampling, CF T WRF+sim (z) (i.e. with the complete simulation sampling) STD is also plotted in black line in Fig. 7a and b. The inter-annual variability of the CF T WRF+sim (z) has the same behavior than the inter-annual variability of CF WRF+sim (z) with some differences that depend on the levels, the season and the area. In winter, the relative errors of estimation of the amplitude of inter-annual variability of high clouds are around 15 % over the continent and 20 % over the sea where it's more dependent on the altitude; the maximum of error is reached at 8 km (50 %). In summer, the variability is strongly modulated by local events (storms and mesoscale convective systems). These events, occurring typically at spatial scales ranging between 10 and 100 km during <3 h (Rysman et al. 2013) , are more easily missed by CALIPSO considering its undersampling. It generates significant differences of variability between the two samplings (Fig. 7c, d ), the total one being less variable than the CALIPSO one. It is then more questionable to study the inter-annual variability of clouds in summer from observations at this spatial resolution of 20 × 20 km 2 .
Clouds natural variability in winter
The purpose of this section is to analyze the 8 years of observations and 23 years of simulation taking into account the model biases evaluated previously to try to estimate the natural variability of clouds and how much these respective datasets can be used (1) to detect extremes and (2) as a referent period to detect possible trends. The simulation's full resolution (one profile per night extracted at 00 UTC for each grid-box) is used. Only winter is considered: actually Sect. 5.1 showed that the inter-annual variability is better simulated in winter than in summer, and is less affected by the satellite sampling. Figure 8a shows the CF Fig. 5h ; this period is used as it is the common period for observations and simulations, which is important when computing anomalies). Figure 8b is the same as Fig. 8a for observations for each winter with available observations from 2007 to 2013. The anomaly is compared to winter mean 2007-2011 (pink profile in Fig. 5f ). Figure 8c and d are the same as Fig. 8a and b over the continent.
Despite the model biases leading to an overestimate of high clouds and an underestimate of mid and low clouds (Fig. 8d ) that is negative with the simulation (Fig. 8c) and the almost null observed anomaly of 2009 around 8 km is simulated as a strong positive anomaly. Also, the variability of the maximum altitude of the anomalies are most of the time well reproduced by the model (e.g. in 2010 over the continent, altitude max = 10 km, 2009 low clouds altitude max = 2 km) and sometimes not (altitude max of high clouds anomaly over the sea in 2007 = 12 km for observations and 9 km in the simulation). Some other particular anomalies are noticed over the 22 years: e.g. the 1996th high clouds signal but at a different altitude than in 2010 over the sea, the 1991-1993 enhanced low clouds signal also over the sea, the 1994 high clouds signal over the continent.
Some high cloud strong anomalies only appear over the continent (high clouds positive anomaly in 1994) or over the sea (negative anomaly of low clouds in 2007) while others appear over both areas (2010 high clouds anomaly). This highlights the importance of the spatial distribution of clouds that is not very discussed in this paper because it cannot be seriously evaluated. However, the separation between sea and continent is useful. Winter 2010 shows a strong anomaly of high clouds occurrence, even when compared to the 22-year-time series (Fig. 8a, c) . The horizontal map of high cloud fraction of winter 2010 anomaly relative to the cloud fraction averaged over the 22 winters of the simulation is shown in Fig. 12 ("Appendix 3"). As discussed by Cattiaux et al. (2010) , winter 2010 is associated with a particularly cold season resulting from the persistence of the negative phase of the North Atlantic Oscillation (NAO − ). During the negative phase of the NAO, storms bring moist air from the Atlantic into the Mediterranean Sea and dry and cold air over northern Europe (Trigo et al. 2002) and cloud systems are frequent over the western part of the Mediterranean Basin (Chaboureau and Claud 2006) : the signature of high clouds storm track over southern Europe and the Mediterranean Basin (CF anomaly around 5 %) is noticeable in Fig. 12 ("Appendix 3"), as well as the advection of dry and cold air favoring clear sky (and hence negative anomaly of clouds) over Northern Europe (Trigo et al. 2002) . However, winter 2010 shows an even stronger cloud fraction anomaly over Fig. 9 a Standard deviation of the simulated CF value at z = 9.5 km (CF 9.5 ) computed over the Mediterranean Sea for different number of winters (blue bars). The blue x-axis explains the time period associated to the number of years on which these standard deviations were computed (e.g. the first blue bar is the standard deviation computed over 5 years of simulation and corresponds to the winters [2007] [2008] [2009] [2010] [2011] . The pink bars and pink x-axis are the same as blue bars and blue x-axis but for observations. The blue dots are the CF 9.5 winter 2010 anomalies relative to the average CF 9.5 computed over the different time periods. Pink dots are the same as blue dots for observations. b same as (a) over the continent the eastern part of the domain where it reaches 9 %. Deeper analysis of this winter in terms of interactions between clouds and dynamics is then needed but beyond the scope of this study.
ERA-Interim reanalysis, which forces the simulation, contains the large-scale conditions which drive cloud anomalies: it is then rational that the simulation is able to reproduce these specific anomalies. It gives us confidence to use the complete time-period of this simulation to quantify the amplitude of cloud variability over two decades. It should allow determining how many years are needed to cover the effect of internal climate variability on cloud vertical profile, at present and without any external forcing.
In Fig. 9a , the mean value of CF at 9.5 km (altitude where CF is maximal in 2010) is extracted each year over the Mediterranean Sea. It gives 22 values of CF 9.5 . The blue bars represent the standard deviation (STD) of these CF 9.5 (y-axis) estimated by varying the number of years (x-axis): the first blue bar is the CF 9.5 STD over 5 years (from 2007 to 2011) , the second over 6 years [2006] [2007] [2008] [2009] [2010] [2011] for the simulation (blue axis)], and so on. Pink bars and pink axis are the same but for observations. Figure 9b is the same as Fig. 9a but over the continent.
When considering the same years for observations and simulation, the simulated inter-annual variability at this altitude is greater than the observed one for both continent and sea. This is consistent with results in Sect. 5.1 (Figure 7b , f for high clouds). The interannual variability of cloud fraction at 9.5 km is greater over the continent (≈4.5 %) than over the sea (≈3.8 %). Also, the variability is more dependent on the years considered over the continent than over the sea: STD of CF 9.5 ranges from 3.4 to 4 % over the sea and from 4.1 to 4.9 % over the continent. We notice that over the continent the STD computed over 13 and more years is around 4.1 %: it varies of 0.1 % between 13 and 22 years, while it varies of 0.7 % between 5 and 22 years. The STD of CF 9.5 is less dependent on the number of years when computed over 13 and more years. Over the sea this statement is not valid: the variability of STD of CF 9.5 stabilizes between 13 and 20 years (0.2 % compared to 0.6 %) but decreases significantly between 21 and 22 years (making the STD variability between 13 and 22 years around 0.5 %).
The blue dots are the winter 2010 CF 9.5 anomaly computed relative to the mean CF 9.5 averaged over different time periods as indicated by the blue axis, for the simulation. The pink dots are the same as the blue dots for observations. This winter 2010 specific anomaly is confirmed in Fig. 9 , where both observations and simulation agree that 2010 is a particular winter, identifying a particular event in terms of cloud occurrence since the anomaly is greater than the corresponding STD. For observations, over both sea and continent, the CF 9.5 anomaly in winter 2010 is greater than 1.5 STD. It's up to twice STD for the simulation over the sea, in particular for time periods more than 10 years. The 2010 CF anomaly is less marked over the continent than over the sea with the simulation (Fig. 9b) .
This takes us back to the question of spatial distribution that is not very discussed in this paper and that is necessary to understand some processes. Why the anomaly is more marked over the sea? Which feedbacks does this imply? Also, it appears that even if the simulation captures the anomaly, its intensity against the natural variability keeps uncertain despite we consider a winter nighttime situation where most of variability is driven by large scale. As discussed by Hawkins and Sutton (2009) , internal variability and model uncertainties are strong. However, this study paves the way for a better assessment of clouds trends.
Conclusion
The goal of this study was to characterize the nighttime cloud vertical profile variability over Europe. Actually, analyzing the behavior of the seasonal and inter-annual vertical structure of clouds over the Euro-Mediterranean region is necessary to understand some climate anomalies that are not entirely explained by large scale dynamics.
We used CALIPSO-GOCCP observations and one WRF/MedCordex simulation that is nudged towards the reanalysis ERA-interim to reduce the biases due to dynamical effects. As the CALIPSO footprint has a small swath (the lidar essentially documents a curtain), it undersamples the area, which can impact the study. Hence, we first estimated the bias on the cloud fraction profile due to CALIPSO under-sampling in comparing simulated cloud profiles under the satellite flight track with simulated cloud profiles over the entire area. This comparison shows that biases on cloud fraction profiles due to CALIPSO undersampling mainly depend on: (1) clouds occurrence, (2) clouds spatial distribution and iii) clouds temporal variability. In particular, the bias can be non-negligible during fall and summer seasons, when convective clouds are more frequent than during the rest of the year. Nevertheless, the detailed lidar height-intensity histograms (SR(z)) show that the effect of under-sampling mostly occurs in the noncloudy bins. However, this assessment is based on simulation, which does not properly simulate cloud properties. As a consequence, in reality, the actual bias due to under-sampling might be different of the one estimated here. Combining the sampling errors estimated by the simulation and the model biases, an estimation of the actual sampling biases is presented in Table 3 . The computation method is presented in "Appendix 4". Actual errors of sampling averaged over the seasons are shown to be smaller than 1 % in average in terms of cloud fraction while the relative errors estimated are 12 % for low clouds, 25 % for mid clouds and 7 % for high clouds. These values are comparable to the ones estimated by the model. These values can be larger for some levels (16 % for high clouds, 19 % for low clouds and up to 35 % for mid clouds).
Then we addressed the three following questions in the current paper: (1) What is the seasonal variability of the cloud vertical distribution over Euro-Mediterranean area? (2) What is its inter-annual variability? (3) Are simulations able to reproduce the amplitude of these variabilities?
1) The seasonal variability of the cloud vertical distribution over Euro-Mediterranean area has been documented using 8 years of CALIPSO observations during nighttime. It results that clouds are more frequent (around 2 % more clouds) over the continent than over the sea. This is probably linked to the geographical position of the Mediterranean as a transition region between Northern fluxes that are wet and cool and African fluxes that are dry and hot (Mariotti et al. 2015) . Cheruy and Aires (2009) show that 70 % of clouds population over the Euro-Mediterranean area is whether frontal (ascending large scale motions), stratocumulus or shallow cumulus (subsiding motions and near-surface instability) clouds. They also show that frontal and stratocumulus clouds are frequent over land while shallow cumulus clouds are frequent over both land and sea. Also, complex topography over land, particularly mountains, are favorable to the formation of cloud systems.
But the clouds are less variable from one season to another over the continent (<50 % relative variability) than over the sea (relative variability reaches 100 % in low levels). Besides, high clouds occurrence is shown (with observations) to be equivalent to low clouds occurrence in summer and winter while mid clouds are around 5 % smaller in terms of cloud fraction. 2. The cloud inter-annual variability is linked to the large scale circulation generating intra-seasonal variability and spatial distribution that are not discussed in this paper. Nevertheless, the 8 years of CALIPSO observations show that winter inter-annual variability is around 4 % for high clouds and 1 % for low and mid clouds. Boé and Terray (2014) showed that cloud cover in 2031-2050 is expected to decrease by 3 % over southern Europe and Mediterranean Sea when compared to . This decrease is within the range of the inter-annual variability of observed cloud fraction and weaker than the one simulated by this model and might not be totally associated to climate change. 3. Then we evaluated clouds vertical distribution in the WRF/ MedCordex simulation. Comparisons between the observations and the "model + lidar simulator" outputs showed that the model overestimates the high clouds (20 % more cloud fraction) and underestimates the mid and low clouds (5 % less cloud fraction). This seems to be a persistent feature in models over Europe, which does not depend on spatial and temporal resolution of the model nor the model type (e.g. Chaboureau et al. 2002 for mesoscale models; Cheruy et al. 2013 for GCMs, Chepfer 2012, Nam et al. 2012; Tsushima et al. 2013 ). This default was pointed out using case studies observations (ground base sites and field campaigns) in the previous studies, and it is confirmed here using 8 years of satellite observations by active sensors. As mentioned by Hawkins and Sutton (2009) , there is room to reduce model uncertainty, in particular by improving physical parameterizations leading to this wrong vertical distribution of cloud layers. Despite these biases, the model is able to simulate realistic seasonal cycle.
Regarding the inter-annual variability in winter, the model simulates realistic inter-annual variability of spatially averaged CF in winter that is overestimated for high clouds (up to twice larger than observations for high clouds). The range of variability of CF in the simulation varies sometimes at different altitudes and with different intensity from the observations, particularly in summer. This is part of the model uncertainty that might be more complicated to reduce as it is also associated to clouds feedback.
ATB mol and ATB tot products are averaged vertically to obtain SR over 40 layers (Chepfer et al. 2008 (Chepfer et al. , 2010 .
β sca,part , β sca,mol are lidar backscatter coefficients (m −1 sr −1 ) and α sca,part and α sca,mol attenuation coefficients (m −1 ) for particles (clouds, aerosols) and molecules. η is a multiple scattering coefficient that depends both on lidar characteristics and size, shape and density of particles. It is about 0.7 for CALIPSO (Winker et al. 2003; Chepfer et al. 2008) . Figure 10 illustrates two instantaneous SR profiles to help understand what a lidar signal looks like and how cloud detection is computed in this study. Above 10 km, SR(z) is around 1, indicating clear sky for both profiles. High clouds are detected in both profiles between 8 and 10 km: SR(z) of the blue profile reaches the value of 8 and while SR(z) of the red one goes up to 22. The magnitude of SR(z) depends on the cloud optical thickness from the Top Of Atmosphere (TOA) to the level z and the cloud microphysical properties such as the size of the particle or its (3) ATB mol (z) = β sca,mol (z).e 
