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GENERALIZED STRETCHED IDEALS AND SALLY’S
CONJECTURE
PAOLO MANTERO AND YU XIE
ABSTRACT. Given a finite module M over a Noetherian local ring (R,m), we introduce the con-
cept of j-stretched ideals on M . Thanks to a crucial specialization lemma, we show that this no-
tion greatly generalizes (to arbitrary ideals, and with respect to modules) the classical definition of
stretched m-primary ideals of Sally and Rossi-Valla, as well as the notion of minimal and almost
minimal j-multiplicity given recently by Polini-Xie. For j-stretched ideals I on a Cohen-Macaulay
module M , we show that grI(M) is Cohen-Macaulay if and only if two classical invariants of I ,
the reduction number and the index of nilpotency, are equal. Moreover, for the same class of ideals,
we provide a generalized version of Sally’s conjecture (proving the almost Cohen-Macaulayness of
associated graded rings). Our work unifies the approaches of Rossi-Valla and Polini-Xie and gener-
alizes simultaneously results on the (almost) Cohen-Macaulayness of associated graded modules by
several authors, including Sally, Rossi-Valla, Wang, Elias, Rossi, Corso-Polini-Vaz Pinto, Huckaba
and Polini-Xie.
1. INTRODUCTION
The maximal ideal n of an Artinian local ring A is called stretched if n2 can be generated by
one element, i.e., if n2 is a principal ideal. The maximal ideal m of a Cohen-Macaulay local
ring R is dubbed stretched if the image of m in an Artinian reduction of R is stretched. The no-
tion of stretchedness was introduced by Sally in [20] to generalize Cohen-Macaulay local rings
of minimal or almost minimal multiplicity, two classes of rings for which she proved results on
the Cohen-Macaulayness of the associated graded rings of the maximal ideals. In fact, in the
case of minimal multiplicity, she proved that the associated graded ring of the maximal ideal is
always Cohen-Macaulay [19]. She then extended this result by proving a clean criterion for the
Cohen-Macaulayness of the associated graded rings of stretched maximal ideals [20]. Furthermore,
she proved that in the case of almost minimal multiplicity, the associated graded ring is Cohen-
Macaulay, provided that the type of the ring is not maximal [22]. However, she also found examples
of rings having almost minimal multiplicity (and maximal type) whose associated graded rings are
not Cohen-Macaulay [22].
Based on her results, Sally raised a conjecture predicting that Cohen-Macaulay local rings with
almost minimal multiplicity have almost Cohen-Macaulay associated graded rings, i.e., the depth
is at least d − 1, where d = dimR [22]. This is known as Sally’s conjecture. It was proved
independently by Rossi-Valla [15] and Wang [28] about 13 years later. However, it was not known
whether the associated graded ring is almost Cohen-Macaulay, provided the stretchedness of m. In
this direction, Rossi and Valla generalized the concept of stretchedness to the case of m-primary
ideals and proved effective criteria for the (almost) Cohen-Macaulayness of associated graded rings
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of stretched m-primary ideals [17]. However, since the definition of stretched m-primary ideals does
not include ideals of almost minimal multiplicity, these results cannot be viewed as a generalized
version of Sally’s conjecture.
Recently, Polini and Xie extended the concepts of minimal and almost minimal multiplicity to
ideals which are not necessarily primary to the maximal ideal by introducing the notion of mini-
mal and almost minimal j-multiplicity [12]. Under certain residual conditions, they proved that the
associated graded rings of ideals having minimal j-multiplicity (almost minimal j-multiplicity, re-
spectively) are always Cohen-Macaulay (almost Cohen-Macaulay, respectively). Their result on the
almost Cohen-Macaulayness of associated graded rings extends for the first time Sally’s conjecture
to a class of ideals of arbitrary height, namely ideals having almost minimal j-multiplicity.
In the present paper, we generalize all the above results by proving a characterization and a
sufficient condition, respectively, for the Cohen-Macaulayness and almost Cohen-Macaulayness of
the associated graded rings of a new class of ideals, dubbed j-stretched ideals. The concept of
j-stretched ideals we introduce includes all the above definitions given by Rossi-Valla and Polini-
Xie, i.e., stretched m-primary ideals, ideals having minimal j-multiplicity and ideals having almost
minimal j-multiplicity. In the 0-dimensional case (that is, when both notions of stretchedness are
defined) j-stretched ideals generalize stretched ideals in a non trivial way. Moreover, we exhibit
several classes of examples over 1-dimensional Cohen-Macaulay local rings that are j-stretched,
they even have almost minimal multiplicity, but are not stretched (see Examples 2.9, 2.10 and 2.11).
Our work, then, unifies the approaches of Rossi-Valla and Polini-Xie, and provides an extended
version of Sally’s conjecture for this wider class of ideals.
Inspired by [12], our basic tools to study ideals of arbitrary height are general elements, residual
intersection theory (a generalization of linkage), and j-multiplicity theory (a higher dimensional
version of the Hilbert-Samuel multiplicity). However, to deal with stretchedness and index of nilpo-
tency, one has to reduce to the case of finite length by factoring out a sequence of elements. The
problem arises because the length depends on the choice of the sequence of elements. To overcome
this difficulty, we prove a crucial ‘Specialization Lemma’ (Lemma 2.4). It states that if we factor
out a sequence of general elements, we obtain a fixed length (which is also a lower bound for the
length obtained by factoring out any special sequence with the same number of elements).
Lemma 2.4 is employed in the proof of many results of the present paper. Moreover, it seems to
have many applications in the process of generalizing classical results on multiplicities and Hilbert
functions to arbitrary ideals and modules.
The structure of the paper is the following: in Section 2, we define the concept of j-stretched
ideals and show that it naturally extends the notions of minimal and almost minimal j-multiplicity.
Thanks to the Specialization Lemma (Lemma 2.4), we prove that this concept also generalizes the
classical definition of stretched m-primary ideals (Theorem 2.7, Corollary 2.8). We provide sev-
eral classes of examples showing that in general, j-stretched m-primary ideals need not be stretched
(Examples 2.9, 2.10, 2.11 and 2.12). However, in contrast to these examples, we provide a sufficient
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condition for these two notions to coincide (Proposition 2.13). Finally, we answer a question of Sally
that asks how does the stretchedness depend on minimal reductions (Corollary 2.14). Section 3 is
rather technical and collect tools needed to prove the main results of this paper. In this section we
describe the behavior of general minimal reductions with respect to some specific properties (e.g.,
the nilpotency index), and the structure of j-stretched ideals. In Section 4, we prove a clean charac-
terization of the Cohen-Macaulayness of the associated graded rings of j-stretched ideals (Theorem
4.1). We also prove a sufficient condition for the almost Cohen-Macaulayness of the associated
graded ring of j-stretched ideals (Theorem 4.5). This latter result is a proof of Sally’s conjecture for
this class of ideals. Finally, we provide several applications of these theorems. Among the others,
we recover the main results of [12] and [17], and prove, under some additional assumptions, that
the associated graded rings of ideals with almost almost minimal j-multiplicity are almost Cohen-
Macaulay (Corollary 4.10).
2. j-STRETCHED IDEALS: BASIC PROPERTIES
In this section we fix notation and recall some basic facts that will be used throughout the
paper. We then give the definition of j-stretched ideals and show that this concept generalizes
stretched m-primary ideals, ideals having minimal j-multiplicity and ideals having almost minimal
j-multiplicity.
Let (R,m) be a Noetherian local ring with infinite residue field k (after possibly replacing R by
R(X) = R[X]mR[X], where X is a variable over R, we can always assume the residue field of R
is infinite). Let M be a finite R-module and I an arbitrary R-ideal. Recall that G = grI(R) :=
⊕∞j=0I
j/Ij+1 is the associated graded ring of I and T = grI(M) := ⊕∞j=0IjM/Ij+1M is the
associated graded module of I on M . An R-ideal J ⊆ I is said to be a reduction of I on M
if there exists a non-negative integer r such that Ir+1M = JIrM . If further J does not contain
properly any other reduction of I on M , we say that J is a minimal reduction of I on M . Since
|k| = ∞, minimal reductions of I on M always exist. Furthermore, every minimal reduction of I
on M can be generated minimally on M by the same number of generators, dubbed the analytic
spread ℓ(I,M) of I on M .
Let I = (a1, . . . , an) and write xi =
∑n
j=1 λijaj for i = 1, . . . , t and (λij) ∈ Rtn. The elements
x1, . . . , xt are said to form a sequence of general elements in I (or, equivalently, x1, . . . , xt are
general in I) if there exists a dense open subset U of ktn such that the image (λij) ∈ U . When t = 1
one says that x1 = x is a general element in I . The relevance of this notion in our analysis comes
from the following facts: (a) general elements always form a superficial sequence for I on M ([29,
Corollary 2.5]); (b) if t = ℓ(I,M), x1, . . . , xt form a minimal reduction of I on M with reduction
number r(I,M) (see for instance [23, Corollary 2.2]); (c) one can compute the j-multiplicity using
a general minimal reduction ([12, Proposition 2.1]).
Assume dimM = d. One says that I has maximal analytic spread on M if ℓ(I,M) =
d. In this case, write J = (x1, . . . , xd) for a general minimal reduction of I on M , Jd−1 =
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(x1, . . . , xd−1)M :M I
∞ and M = M/Jd−1. Then, M is a 1-dimensional Cohen-Macaulay R-
module and I is an ideal of definition on M , i.e., λ(M/IM ) <∞, where λ(N) denotes the length
of N . Therefore, one can define the Hilbert function of I on M as follows
HFI,M (j) = λR(I
jM/Ij+1M).
The j-multiplicity (see for instance [12, 2.1]) is
j(I,M) = e(I,M ) = λ(M/xdM) = λ(IM/xdIM) = λ(IM/I
2M) + λ(I2M/xdIM).
It is proved in [13] that the Hilbert function of I on M does not depend on the general minimal
reduction J .
We are ready to give the definition of j-stretched ideals on M .
Definition 2.1. Let M be a finite module of dimension d over a Noetherian local ring and I an
ideal with ℓ(I,M) = d. We say that I is j-stretched on M if for a general minimal reduction
J = (x1, . . . , xd) of I on M one has
λ(I2M/xdIM + I
3M) ≤ 1,
where M = M/Jd−1 and Jd−1 = (x1, . . . , xd−1)M :M I∞.
Definition 2.1 relies on general minimal reductions. However, we will show later that under some
reasonable (technical) assumptions, one can use any reduction to prove the j-stretchedness of I on
M (see Theorem 2.7).
Assume I is j-stretched on M . Set t − 1 = λ(I2M/xdM ∩ I2M). It is easily seen that
HFI,M/xdM (j) = 1 for 2 ≤ j ≤ t, and HFI,M/xdM (j) = 0 for j ≥ t+ 1. In other words, if I is
j-stretched on M , then M/xdM is a stretched Artinian module.
Clearly, j-stretched ideals include ideals having minimal or almost minimal j-multiplicity, whose
definitions are now recalled (see [12]).
• I has minimal j-multiplicity on M if λ(I2M/xdIM) = 0;
• I has almost minimal j-multiplicity on M if λ(I2M/xdIM) ≤ 1.
In particular, every m-primary ideal having minimal or almost minimal multiplicity is j-stretched.
Example 2.2. (see [10] and [12, Example 4.10]) Let S be a 3-dimensional Cohen-Macaulay local
ring and x,y, z a system of parameters for S. Set R = S/(x2 − yz)S and I = (x, y)R. Then I is
j-stretched on R.
Proof. This is clear because I has minimal j-multiplicity ( [12]).
The next result shows that j-stretchedness is preserved by faithfully flat extensions.
Lemma 2.3. Let M be a finite module of dimension d over a Noetherian local ring (R,m) and I
an R-ideal. Assume I is j-stretched on M and (S, n) is a Noetherian local ring that is flat over R
with mS = n. Then IS is j-stretched on M ⊗R S.
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Proof. Set M ′ = M ⊗R S. It is clear from the dimension formula that dimRM = dimS M ′. One
also has ℓ(I,M) = ℓ(IS,M ′) (see for instance [1, Proposition 1.5]). Now, set
L = I2M/(xdIM + I
3M + [((x1, . . . , xd−1)M :M I
∞) ∩ I2M ]).
By assumption, λR(L) ≤ 1. Hence by the flatness and mS = n,
(1) λS(L⊗R S) = λR(L) · λ(S/mS) ≤ λ(S/mS) ≤ 1.
Again by flatness,
L⊗R S = I
2M ′/(xdIM
′ + I3M ′ + [((x1, . . . , xd−1)M
′ :M ′ I
∞) ∩ I2M ′]).
This fact, together with (1), shows that IS is j-stretched on M ′ = M ⊗R S.
As a consequence of Lemma 2.3, we obtain immediately that the property of being j-stretched is
preserved by passing to the completion of R, or enlarging the residue field, that is, replacing R by
R(X) = R[X]mR[X], where X is a variable over R.
Next, we want to show that the j-stretchedness generalizes the notion of stretched m-primary
ideals given by Rossi and Valla in [17]. Recall that I is a stretched m-primary ideal if I is m-
primary and there exists a minimal reduction J of I such that
(a) J ∩ I2 = JI;
(b) HFI/J(2) ≤ 1.
The notion of stretched m-primary ideals extends the classical definition of stretched maximal
ideals given by Sally in [20]. If R is Cohen-Macaulay, it also includes ideals having minimal mul-
tiplicity. However, we found several classes of m-primary ideals with almost minimal multiplicity
that are not stretched, even in 1-dimensional Cohen-Macaulay local rings - see for instance Exam-
ples 2.9, 2.10 and 2.11. Hence, stretched m-primary ideals do not generalize ideals with almost
minimal multiplicity.
On the other hand, the notion of j-stretchedness does not present this pathology, because it gener-
alizes naturally the concepts of minimal and almost minimal j-multiplicity (which, in turn, general-
ize ideals having minimal multiplicity and ideals having almost minimal multiplicity, respectively).
Notice that stretched ideals require the existence of one minimal reduction J of I satisfying
properties (a) and (b) above, whereas the definition of j-stretched ideals imposes a condition on
every general minimal reduction. Hence, a priori, it is not clear how these two notions relate. To
answer this natural question we prove a crucial specialization lemma. Before stating it, we recall
the notion of specialization of modules, introduced by Nhi and Trung [9].
Let S = R[z], where z = z1, . . . , zt are variables over the Noetherian local ring (R,m). Let M ′
be a finite S-module. Let φ : Sf → Sg → 0 be a finite free presentation of M ′ and let A = (aij [z])
be a matrix representation of φ. For any vector α = (α1, . . . , αt) ∈ Rt, let Aα := (aij [α]) and
φα : R
f → Rg → 0 be the corresponding map defined by Aα. One says that φα is a specialization
of φ. A specialization of M ′ is defined to be M ′α := Coker(φα). By [9], M ′α depends only on α (it
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does not depend on the choice of φ and A). The vector α ∈ Rt is said to be general (equivalently,
the specialization M ′α is general) if the image α = (α1, . . . , αt) ∈ U where U is some dense open
subset of kt, where k = R/m.
Lemma 2.4. (Specialization Lemma) Let R,S be defined as above. Assume k is infinite. Let M be a
finite R-module and M ′ = M⊗RS. LetN ′ ⊆M ′ be a submodule such that λSmS(M ′mS/N ′mS) = δ.
Then
(a) for a general vector α ∈ Rt, the length λR(M/N ′α) = δ.
(b) Assume R is equicharacteristic and fix any vector α0 ∈ Rt, Then for a general vector
α ∈ Rt, the length δ = λR(M/N ′α) ≤ λR(M/N ′α0).
Proof. We may pass to the m-adic completion of R to assume that R contains a regular local
ring and therefore M is a finite module over a polynomial ring over a regular local ring. We use
induction on δ to prove part (a). Clearly, this statement holds if δ = 0. We then assume that δ > 0
and assertion (a) holds for δ − 1. Let
M ′ = M ′0 ⊃M
′
1 ⊃ . . . ⊃M
′
δ = N
′
be a filtration such that (M ′l−1/M ′l )mS ∼= k(z) for 1 ≤ l ≤ δ. By induction hypothesis, for a general
α ∈ Rt we have λR(M/(M ′δ−1)α) = δ − 1. Applying an argument similar to the one of [9], for a
general α ∈ Rt we obtain
(M ′δ−1)α/(M
′
δ)α
∼= (M ′δ−1/M
′
δ)α
∼= k(z)α ∼= k.
Hence, for a general α ∈ Rt, we obtain
λR(M/N
′
α) = λR(M/(M
′
δ−1)α) + λR((M
′
δ−1)α/(M
′
δ)α) = δ.
To prove part (b), since R is equicharacteristic, after possibly passing to the m-adic completion of
R, we may assume that R contains its residue field k. For every α in kt, we have the isomorphisms
M ′/N ′ ⊗S S/(m, z − α) ∼= M
′/N ′ ⊗S S/mS ⊗k[z] k[z]/(z − α)
∼= M ′/N ′ ⊗k[z] k[z]/(z − α) ∼= M/N
′
α,
where the second isomorphism follows because M ′/N ′ is a S/mS module. Therefore, we have
µS(m,z−α)S(M
′/N ′ ⊗S S(m,z−α)S) = λS(m,z−α)S(M
′/N ′ ⊗S S/(m, z − α)S) = λR(M/N
′
α),
because k is the residue field of S(m,z−α)S and is contained in S(m,z−α)S .
Now, set q = λR(M/N ′α0). Then,
U = {α ∈ kt |µS(m,z−α)S(M
′/N ′ ⊗S S(m,Z−Λ)S) ≤ q} = k
t \ V (Fittq(M
′/N ′))
is a Zariski open subset of kt. Since α0 ∈ U , we also know it is non-empty and hence it is dense.
Then, for any α ∈ U , we have
λR(M/N
′
α) = µS(m,z−α)S (M
′/N ′ ⊗S S(m,z−α)S) ≤ q = λR(M/N
′
α0).
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Lemma 2.4 greatly enhances our ability to deal with arbitrary ideals. In the case of non m-primary
ideals, to get a finite length one has to factor out a sequence of elements. But the length usually
depends on the choice of the elements in the sequence. Lemma 2.4 shows that this issue is fixed if
one restricts to sequences of general elements.
We now recall some definitions from the theory of residual intersections (see, for instance, [24]
or [12]). Let M be a finite faithful module over a Noetherian local ring R, and I be an ideal and
x1, . . . , xt be elements of I . Write H = (x1, . . . , xt)M :M I . If IMp = (x1, . . . , xt)Mp for every
p ∈ Spec(R) with dimRp ≤ t − 1, then H is said to be a t-residual intersection of I on M .
Now let H be a t-residual intersection of I on M . If in addition IMp = (x1, . . . , xt)Mp for every
p ∈ SuppR(M/IM) with dimRp ≤ t, then H is said to be a geometric t-residual intersection of
I on M . If M is not faithful, then we say that I satisfies the condition Gs on M if IR satisfies
the condition Gs on M , where R = R/AnnM . We then say H is a t-residual intersection or
geometric t-residual intersection of I on M if H is a t-residual intersection or geometric t-residual
intersection of IR on M respectively.
If M is a finite module over a catenary and equidimensional Noetherian local ring and I is an
ideal which satisfies Gs on M , then for general elements x1, . . . , xs in I and 0 ≤ i < s, Hi =
(x1, . . . , xi)M :M I is a geometric i-residual intersection of I on M and Hs = (x1, . . . , xs)M :M
I is a s-residual intersection of I on M [12, Lemma 3.1]. Finally, let M be Cohen-Macaulay, then
I is said to have the Artin-Nagata property AN−t on M if for every 0 ≤ i ≤ t and every geometric
i-residual intersection H of I on M, the module M/H is Cohen-Macaulay.
In the next result we employ the Specialization Lemma to prove that general minimal reductions
achieve the minimal colength.
Proposition 2.5. Let M be a finite module of dimension d over a Noetherian local ring R with
infinite residue field. Let I be an ideal with ℓ(I,M) = d. Assume I satisfies Gd on M . Let H and J
be a minimal and a general minimal reduction of I on M , respectively. Let j ≥ 1 be a fixed integer.
Then the lengths λ(IjM/J jM) and λ(IjM/JIj−1M+Ij+1M) do not depend on J . Furthermore
if R is equicharacteristic then
(a) λ(IjM/J jM) ≤ λ(IjM/HjM).
(b) λ(IjM/JIj−1M + Ij+1M) ≤ λ(IjM/HIj−1M + Ij+1M).
Proof. Let m be the maximal ideal of R and write I = (a1, . . . , an)R. We first prove (a). Assertion
(b) can be done similarly. Take d × n variables, say z = (zij), and set S = R[z], M ′ = M ⊗R S,
J ′ = (x′1, . . . x
′
d)S, where x′i =
∑n
j=1 zijaj , 1 ≤ i ≤ d. Let α0 ∈ Rdn be the vector such that
J ′α0 = H . Since I satisfies Gd on M , we have λSmS (IM
′
mS/J
′M ′
mS) < ∞. By Lemma 2.4, for a
general element α ∈ Rdn,
λ(IjM/J jM) = λ(IjM/(J ′)jM ′α) = λ(I
jM ′/(J ′)jM ′).
Furthermore, if R is equicharacteristic,
λ(IjM/J jM) ≤ λ(IjM/(J ′)jM ′α0) = λ(I
jM/HjM).
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A first consequence of Proposition 2.5 is the following result, describing the behaviors of inter-
sections with respect to a minimal reduction and a general minimal reduction.
Proposition 2.6. Let M be a Cohen-Macaulay module of dimension d over an equicharacteristic
Noetherian local ring and I an ideal with λ(M/IM) <∞. If H is a minimal reduction of I on M
and J is a general minimal reduction of I on M , then
λ((JM ∩ I2M)/JIM) ≤ λ((HM ∩ I2M)/HIM).
In particular, if HM ∩ I2M = HIM then JM ∩ I2M = JIM .
Proof. Since for any ideal K ⊆ I ,
λ((KM ∩ I2M)/KIM) = λ(I2M/KIM)− λ(I2M/KM ∩ I2M)
and
λ(I2M/KM ∩ I2M) = λ(M/KM)− λ(M/(I2M +KM))
we have
(2) λ((KM ∩ I2M)/KIM) = λ(I2M/KIM)− λ(M/KM) + λ(M/(I2M +KM)).
Now, observe that
• λ(I2M/JIM) = λ(I2M/HIM) (see, for instance, [18, Corollary 2.1]);
• λ(M/JM) = e(M) = λ(M/HM), because J and H are minimal reductions of I on M ;
• λ(M/(I2M + JM)) ≤ λ(M/(I2M +HM)), by Lemma 2.4.
These three facts, together with (2), show that
λ((JM ∩ I2M)/JIM) ≤ λ((HM ∩ I2M)/HIM).
We are now ready to prove the main result of this section. It shows that, in the m-primary case
or in presence of residual assumptions, j-stretchedness can be proved by checking any minimal
reduction (instead of of checking every general minimal reduction).
Theorem 2.7. Let M be a Cohen-Macaulay module of dimension d over an equicharacteristic
Noetherian local ring R and I an R-ideal with ℓ(I,M) = d. Let H = (y1, . . . , yd) be a minimal
reduction of I on M . Set Hd−1 = (y1, . . . , yd−1) and assume
λ(I2M/[ydIM + I
3M + (Hd−1M :M I
∞) ∩ I2M ]) ≤ 1.
If one of the two following conditions holds:
(i) λ(M/IM) <∞ and HM ∩ I2M = HIM ;
(ii) depth (M/IM) ≥ 1, I satisfies Gd and AN−d−2 on M and Hd−1M :M I is a geometric
d− 1-residual intersection of I on M ;
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then I is j-stretched on M .
From the computational point of view, Theorem 2.7 is useful to produce examples of j-stretched
ideals. Indeed, it says that, if we can find one minimal reduction of I (on M ) satisfying a certain
inequality, we have immediately that I is j-stretched (on M ).
Proof. Since Hd−1M :M I is a geometric d − 1-residual intersection of I on M and I satisfies
AN−d−2 on M , we have
Hd−1M :M I
∞ = Hd−1M :M I.
We want to show that in our setting, either (i) or (ii) imply (Hd−1M :M I∞) ∩ I2M = Hd−1IM ,
yielding immediately that
λ(I2M/(HIM + I3M)) ≤ 1.
First assume (i) holds. Since M is Cohen-Macaulay, I contains a non zero divisor on M/Hd−1M .
Hence Hd−1M :M I∞ = Hd−1M , yielding that
(Hd−1M :M I
∞) ∩ I2M = Hd−1M ∩ I
2M = Hd−1M ∩HM ∩ I
2M = Hd−1M ∩HIM.
Now,
Hd−1M ∩HIM = Hd−1M ∩ (Hd−1IM + ydIM)
= Hd−1IM + (Hd−1M ∩ ydIM)
= Hd−1IM + yd(Hd−1M :IM yd)
= Hd−1IM + ydHd−1M
= Hd−1IM.
Secondly, assume (ii) holds. An argument similar to [12, Lemma 3.2.(f)] gives the desired claim.
Hence, we have showed that in either case one has
λ(I2M/HIM + I3M) ≤ 1.
Now, Lemma 2.4 implies that λ(I2M/JIM + I3M) ≤ 1 for a general minimal reduction J of I
on M . In turn, this yields that I is j-stretched on M .
Taking M = R in Theorem 2.7 one immediately obtains that every stretched m-primary ideal is
j-stretched.
Corollary 2.8. Let (R,m) be an equicharacteristic Cohen-Macaulay local ring and I an m-primary
ideal. If I is stretched, then I is j-stretched on R.
One may wonder if, in the m-primary case, j-stretchedness coincides with stretchedness. This
is definitely not the case. Indeed, we now present classes of ideals that are j-stretched (even have
almost minimal multiplicity!) but are not stretched. This shows that j-stretched m-primary ideals
widely generalize stretched ideals already in the 1-dimensional case.
Example 2.9. Fix n ≥ 3. Let A = k[[tn, tn+1, . . . , t2n−1]], m = (tn, tn+1, . . . , t2n−1)A and
I = (tn, tn+1, . . . , t2n−2)A. Then I is an m-primary ideal that is j-stretched (has almost minimal
multiplicity) but is not stretched with respect to any minimal reduction.
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Proof. Notice that I is m-primary because it is a non zero ideal in a 1-dimensional local domain.
Next, we want to prove that I has almost minimal multiplicity. To do it, we first observe that
H = (tn)A is a minimal reduction of I . Indeed, I2 = (t2n, t2n+1, . . . , t3n−1)A and it easy to check
that HI2 = (t3n, t3n+1, . . . , t4n−1)A = I3. We now show that λ(I2/HI + I3) = 1. First of all,
notice that I2 = Hm. In particular, I2 ⊆ H , showing that I3 ⊆ HI . Hence, we only have to show
that λ(I2/HI) = 1.
Since HI = (t2n, t2n+1, . . . , t3n−2)A, and n ≥ 3, we have that t3n−1 ∈ I2 \HI , showing that
(3) λ(I2/HI) ≥ 1.
The other generators of I2, that is, t2n, t2n+1, . . . , t3n−2, are all in HI . Hence, to show that equality
holds in (3), we only need to check that t3n−1m ⊆ HI . However, it is easily seen that t3n+k ∈ HI
for every k ≥ 0, in particular, this proves that t3n−1m ⊆ HI . Therefore, we have proved that
λ(I2/HI) = 1.
Now, by [18, Corollary 2.1], we obtain λ(I2/JI) = 1 for every minimal reduction J of I . There-
fore, I has almost minimal multiplicity.
Next, we want to show that I is not stretched with respect to any minimal reduction. Let J be
any principal reduction of I , we need to show that J ∩ I2 6= JI . For a reduction L of I , set
sL(I) = min{n ∈ N | I
n+1 ⊆ L}
(sL(I) is called the index of nilpotency of I in L). Since I 6= H and I2 = Hm ⊆ H , it follows that
sH(I) = 1.
Also, by the above, we have I2 6= HI , showing that rH(I) ≥ 2. However, we mentioned already
that I3 = HI2, which in turn proves rH(I) = 2. Since we are in the 1-dimensional case, rJ(I) = 2
for every minimal reduction J of I . Also, the trivial inequality sJ(I) ≤ rJ(I), shows that
sJ(I) ≤ 2 for every minimal reduction J of I.
We claim that sJ(I) must be exactly 1 for every minimal reduction J of I . Indeed, assume by
contradiction that sJ ′(I) = 2 for some minimal reduction J ′ of I . Then, for this minimal reduction
J ′ of I we would have sJ ′(I) = rJ ′(I). But then, by [5, Remark 4.6.(2)], we would have
sJ(I) = rJ(I) for every minimal reduction J of I.
This is a contradiction, because we proved above that sH(I) 6= rH(I). Therefore, we must have
sJ(I) = 1 for every minimal reduction J of I . Hence, we obtain that I2 ⊆ J for every minimal
reduction J of I . Then, we have
λ(J ∩ I2/JI) = λ(I2/JI) = 1,
proving that J ∩ I2 6= JI for every principal reduction J and showing that I is not stretched with
respect to any minimal reduction.
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Finally, we need to show that I is j-stretched on R. This follows either by the fact that I has
almost minimal j-multiplicity (because I has almost minimal multiplicity), or, otherwise, by the
following equality (obtained because I3 ⊆ JI)
λ(I2/JI + I3) = λ(I2/JI) = 1,
for any principal reduction J of I .
If the maximal ideal of the semigroup ring has only three generators, we obtain more classes of
examples.
Example 2.10. Fix n ≥ 3. Let A = k[[tn, tn+1, tn+2]], m = (tn, tn+1, tn+2)A and I = (tn, tn+1)A.
Then I is an m-primary ideal that is j-stretched, has almost minimal multiplicity, but is not stretched
with respect to any minimal reduction.
Proof. Consider the minimal reduction H = (tn)A of I . Similar to the above, one can show that
• I2 = Hm ⊆ H;
• rH(I) = sH(I) = 2;
• λ(I2/HI) = 1.
As in the proof of Example 2.9, these three facts show that rJ(I) = sJ(I) = 2 and λ(I2/JI) = 1,
for any minimal reduction J of I . Therefore, I is j-stretched, has almost minimal multiplicity, but
is not stretched.
Similar examples can be produced using arithmetic progressions. The proofs are similar to the
previous ones.
Example 2.11. Fix n ≥ 3 and a ≥ 1 with 2a = n or 3a = n. Let A = k[[tn, tn+a, tn+2a]],
m = (tn, tn+a, tn+2a)A and I = (tn, tn+a)A. Then I is an m-primary ideal that is j-stretched, has
almost minimal multiplicity, but is not stretched with respect to any minimal reduction.
As a consequence of either Example 2.9, 2.10 or 2.11, one obtains that in the ringA = k[[t3, t4, t5]],
the ideal I = (t3, t4) is j-stretched, has almost minimal multiplicity, but is not stretched. These
examples show that already in the 1-dimensional case, there are many examples of j-stretched m-
primary ideals that are not stretched.
Next, we exhibit the example of an ideal that is m-primary and j-stretched, but is not stretched
and does not have almost minimal multiplicity.
Example 2.12. Let A = k[[t7, t9, t10]], m = (t7, t9, t10)A and I = (t7, t9)A. Then, I is an m-
primary ideal that is j-stretched, is not stretched, and does not have almost minimal multiplicity.
Proof. Consider the minimal reduction H = (t7)A of I . Then,
λ(I2/HI + I3) = 1
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because I2 = (t14, t16, t18)A, t14 and t16 are in HI , t18 ∈ I2 \ HI + I3 and t18m ⊆ HI + I3.
Similarly
λ(I3/HI2 + I4) = 1,
because I3 = (t21, t23, t25, t27)A, t21, t23 and t25 are in HI2, t27 ∈ I3 \ HI2 + I4 and t27m ⊆
HI2 + I4. Again by the same argument,
λ(I4/HI3 + I5) = 1,
in this case, the key element is t36. One can also check that
λ(Ik/HIk−1 + Ik+1) = 0, for every k ≥ 5.
Since λ(I2/HI + I3) = 1, by Proposition 2.5, I is j-stretched. Clearly I does not have almost
minimal J-multiplicity. Finally, one can see that I is not stretched, because it fails the intersection
property.
Similar to Example 2.12, one could prove that if A = k[[t5, t7, t8]], m = (t5, t7, t8)A and I =
(t5, t7)A. Then, I is an m-primary ideal that is j-stretched, is not stretched, and does not have
almost minimal multiplicity. In this case, the j-multiplicity of I is one less than the j-multiplicity
of the ideal in Example 2.12.
In contrast to the previous examples, we are able to provide situations where j-stretchedness co-
incides with stretchedness. The next result, for instance, shows that, for m-primary ideals, stretched-
ness and j-stretchedness are the same when the associated graded ring has some good properties.
Proposition 2.13. Let R be a Cohen-Macaulay local ring and I an m-primary ideal. Assume
I2 ∩ H = HI for a minimal reduction H of I (e.g., if grI(R) is Cohen-Macaulay). Then, I is
stretched if and only if I is j-stretched.
Proof. Since one implication has been proved in Corollary 2.8, we only need to show that if I is
j-stretched, then I is stretched. Let J = (x1, . . . , xd) be a general minimal reduction of I and
Jd−1 = (x1, . . . , xd−1). By j-stretchedness we have
λ(I
2
/(xdI + I
3
) ≤ 1,
where R = R/(Jd−1 : I∞) = R/Jd−1. By assumption and Proposition 2.6, one obtains that
J ∩ I2 = JI . Hence, we get
I
2
/(xdI + I
3
) ≃ I2/(JI + I3 + Jd−1 ∩ I
2) = I2/(JI + I3) = I2/((J ∩ I2) + I3).
Therefore, for a general minimal reduction J of I , we have HFI/J(2) ≤ 1. This fact, together with
J ∩ I2 = JI, shows the stretchedness of I .
We finish this section with an application of the above results to answer a question of Sally. If I
is m-primary and I 6= m, there are classical examples (provided by Sally or Rossi-Valla) showing
that I can be stretched with respect to a minimal reduction J1 but not stretched with respect to a
different minimal reduction J2. Hence, it is well known that the stretchedness property depends
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upon the minimal reduction. Sally in [20] raised the following question: to what extent does the
concept of ‘stretchedness’ depend upon the choice of the minimal reduction?
Thanks to the Specialization Lemma, we are now able to answer this question.
Corollary 2.14. Let (R,m) be an equicharacteristic Cohen-Macaulay local ring and I an m-
primary ideal. If I is stretched with respect to a minimal reduction H , then I is stretched with
respect to any general minimal reduction.
Proof. Let J be a general minimal reduction of I . By Proposition 2.6, the ‘intersection property’
J ∩ I2 = JI follows at once from H ∩ I2 = HI . Then, we only need to show that λ(I2/(J ∩
I2) + I3) ≤ 1. By Proposition 2.5 we have λ(I2/JI + I3) ≤ λ(I2/HI + I3). Hence, we obtain
the following chain of inequalities
λ(I2/(J ∩ I2) + I3) = λ(I2/JI + I3) ≤ λ(I2/HI + I3) = λ(I2/(H ∩ I2) + I3) ≤ 1.
Corollary 2.14 shows that, in an equicharacteristic Cohen-Macaulay local ring, the property of
being a stretched ideal does not depend on the choice of the general minimal reduction. In some
sense, this answer is the best that one could hope. Indeed, stretchedness depends heavily upon the
choice of the minimal reduction, however Corollary 2.14 states that ‘most’ reductions exhibit the
same behavior, since the property of being stretched holds for minimal reductions from a dense
open Zariski subset.
3. STRUCTURE OF j-STRETCHED IDEALS
In this section we prove some technical results on numerical invariants of j-stretched ideals that
will be used to prove the main results of next section.
We define the index of nilpotency of I on M with respect to a reduction J to be
sJ(I,M) = min{j | I
j+1M ⊆ JM}.
The following two results (Lemma 3.1 and Proposition 3.2) generalize (to arbitrary ideals),
Propositions [4, 5.3.2] and [4, 5.3.3] from Fouli’s thesis, where she showed that for m-primary
ideals the index of nilpotency does not depend on the general minimal reduction, and general mini-
mal reductions always achieve the largest possible index of nilpotency.
The following lemma is the module-theoretic version of [4, Proposition 5.3.2].
Lemma 3.1. ([4, 5.3.2]) Let M be a finite module over a Noetherian local ring (R,m) of infinite
residue field. Let I be an R-ideal with ℓ(I,M) = ℓ. Write I = (a1, . . . , an), S = R[z]mR[z], where
z = (zij) are ℓ × n variables, M ′ = M ⊗R S, and J ′ = (x′1, . . . , x′ℓ)S, where x′i =
∑n
j=1 zijaj ,
1 ≤ i ≤ ℓ. If J is a general minimal reduction of I on M , then sJ(I,M) ≤ sJ ′(IS,M ′).
The next result generalizes [4, Proposition 5.3.3] to non m-primary ideals. We need it in the
module-theoretic version. Once again, the Specialization Lemma is a crucial ingredient in the proof.
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Proposition 3.2. Let M be a Cohen-Macaulay module and I an ideal over an equicharacteristic
Noetherian local ring with infinite residue field. Let H and J be a minimal and a general minimal
reduction of I on M respectively. One has the following statements:
(a) Assume λ(M/IM) < ∞. Then, sH(I,M) ≤ sJ(I,M). In particular sJ(I,M) does not
depend on J .
(b) Assume ℓ(I,M) = dimM = d and I satisfies Gd and AN−d−2 on M . Then sJ(I,M) does
not depend on J . Furthermore, write H = (y1, . . . , yd) and assume (y1, . . . , yd−2)M :M
I is a geometric d − 2-residual intersection of I on M and j(I,M) = e(I,M ), where
M = M/Hd−1 and Hd−1 = (y1, . . . , yd−1)M :M I∞. If depth (M/IM) ≥ 1 and
J ∩ I2M ⊆ JIM , then sH(I,M) ≤ sJ(I,M).
Proof. We follow an argument similar to [4, 5.3.3]. To prove part (a), consider the following two
exact sequences:
0→ HM + Is+1M/HM →M/HM →M/HM + Is+1M → 0,
0→ JM + Is+1M/JM →M/JM →M/JM + Is+1M → 0.
SinceM is Cohen-Macaulay, λ(M/HM) = λ(M/JM) = e(I,M). By Proposition 2.5, λ(M/HM+
Is+1M) ≥ λ(M/JM+Is+1M). Hence λ(HM+Is+1M/HM) ≤ λ(JM+Is+1M/JM). Hence,
if Is+1M ⊆ JM , then λ(JM+Is+1M/JM) = 0. Therefore, λ(HM+Is+1M/HM) = 0, which
implies Is+1M ⊆ HM .
To prove assertion (b), write J = (x1, . . . , xd) and Jd−1 = (x1, . . . , xd−1)M :M I , then
Jd−1 ∩ IM = (x1, . . . , xd−1)M
and
j(I,M) = λ(M/Jd−1 + xdM) = λ(M/Jd−1 + IM) + λ(IM/JM).
Hence, λ(IM/JM) does not depend on the choice of J . Since λ(IM/JM + Is+1M) does not
depend on J , one has λ(JM + Is+1M/JM) = λ(IM/JM) − λ(IM/JM + Is+1M) does not
depend on J . This implies sJ(I,M) does not depend on J .
Finally, observe that Hd−1 is a geometric d− 1-residual intersection of I on M and
Hd−1 ∩ I
2M = (y1, . . . , yd−1)IM.
Furthermore,
j(I,M) = λ(M/ydM) = λ(IM/ydIM) = λ(IM/(y1, . . . , yd−1)M + I
2M) + λ(I2M/HIM).
Similarly, j(I,M) = λ(IM/(x1, . . . , xd−1)M + I2M)+λ(I2M/JIM). By Proposition 2.5, one
has λ(IM/(x1, . . . , xd−1)M + I2M) ≤ λ(IM/(y1, . . . , yd−1)M + I2M) and λ(I2M/JIM) ≤
λ(I2M/HIM). Hence λ(I2M/JIM) = λ(I2M/HIM) does not depend on J . From the follow-
ing exact sequences:
0→ HIM + Is+1M/HIM → I2M/HIM → I2M/HIM + Is+1M → 0,
0→ JIM + Is+1M/JIM → I2M/JIM → I2M/JIM + Is+1M → 0,
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one also has λ(HIM + Is+1M/HIM) ≤ λ(JIM + Is+1M/JIM). Let s = sJ(I,M). If s = 0,
we are done. Otherwise, Is+1M ⊆ JM ∩ I2M = JIM . Hence, λ(JIM + Is+1M/JIM) = 0.
Therefore, λ(HIM + Is+1M/HIM) = 0, which in turn implies Is+1M ⊆ HIM ⊆ HM .
The next several results generalize to j-stretched ideals of arbitrary height the corresponding
results for stretched ideals proved by Rossi and Valla in [17].
Lemma 3.3. Let M be a Cohen-Macaulay module of dimension d over a Noetherian local ring
with infinite residue field. Let I be an ideal that is j-stretched on M , but does not have minimal
j-multiplicity on M . Let J = (x1, . . . , xd) be a general minimal reduction of I on M . Assume
either λ(M/IM) < ∞ and (x1, . . . , xd−1)M ∩ I2M ⊆ JIM , or ℓ(I,M) = d, I satisfies Gd,
AN−d−2 on M , depth (M/IM) ≥ 1. Then
(a) j(I,M) ≥ λ(M/IM ) + h+ 1, where
h = h(I,M ), M = M/Jd−1, Jd−1 = (x1, . . . , xd−1)M :M I.
(b) For every j ≥ 1, we have Ij+1M = JIjM + ajbnR, where a, b ∈ I and a, b are not in J
and n ∈M .
(c) For every j ≥ 1, we have ajbnm ⊆ Ij+2M + JIjM .
(d) IM = bnR+ (JM :M a) ∩ IM .
Proof. (a) By [12, Lemma 2.1],
j(I,M) = e(I,M ) = λ(IM/I2M) + λ(I2M/xdIM).
By definition of h, this equals λ(M/IM) + h+ λ(I2M/xdIM). Hence, to finish the proof of (a),
we have to show that λ(I2M/xdIM) ≥ 1. However, this length is 0 if and only if I has minimal
j-multiplicity on M . Since this option is ruled out, the assertion follows.
(b) We prove the assertion by induction on j. By the proof of Theorem 2.7, 1 = λ(I2M/JIM +
I3M). This implies that I2M = JIM + I3M + abnR for some a, b ∈ I \ J and n ∈ M .
By Nakayama’s Lemma, I2M = JIM + abnR, proving the statement in the case j = 1. Now,
for any j ≥ 1, assume by inductive hypothesis that Ij+1M = JIjM + ajbnR. We need to
show that Ij+2M = JIj+1M + aj+1bnR. This holds since Ij+2M = I(JIjM + ajbnR) =
JIj+1M + aj(bI)nR ⊆ JIj+1M + aj(JIM + abnR) = JIj+1M + aj+1bnR, where this latter
equality holds since ajJIM ⊆ JIj+1M .
The proofs of (c) and (d) are similar to the corresponding statements in Lemma [17, 2.4]. We
write them for sake of completeness.
(c) By induction on j ≥ 1. The case j = 1 follows from Theorem 2.7. Now, assume j ≥ 1 and
(ajbn)m ⊆ Ij+2M + JIjM . Then,
(aj+1bn)m = a[(ajbn)m] ⊆ a[Ij+2M + JIjM ] ⊆ Ij+3M + JIj+1M.
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(d) Since aIM ⊆ I2M = JIM + abnR, we have IM ⊆ (JIM + abnR) :M a. It is easy to
check that (JIM + abnR) :M a = (JIM :M a) + bnR. We then have
IM ⊆ [(JIM :M a) + bnR] ∩ IM = bnR+ (JM :M a) ∩ IM ⊆ IM.
From the Specialization Lemma it can be seen that the numbers νj = λ(Ij+1M/JIjM) are
well-defined (that is, they do not depend on J(.)
Lemma 3.4. Let M be a Cohen-Macaulay module of dimension d over a Noetherian local ring with
infinite residue field. Let I be an ideal that is j-stretched on M . Let J = (x1, . . . , xd) be a general
minimal reduction of I on M . Assume either λ(M/IM) < ∞ and (x1, . . . , xd−1)M ∩ I2M ⊆
JIM , or ℓ(I,M) = d, I satisfies Gd, AN−d−2 on M , depth (M/IM) ≥ 1. Let a, b, n be as in
Lemma 3.3. Then
(a) νj ≤ νj−1 for every j ≥ 2;
(b) set νj = λ(Ij+1M/JIjM ). Then νj ≤ νj for every j ≥ 2 and ν1 = ν1.
Proof. (a) A proof similar to Lemma 3.3 (b) shows that, for every j ≥ 2, the following map, given
by multiplication by a, is actually an epimorphism
IjM/JIj−1M
·a
−→ Ij+1M/JIjM −→ 0.
Therefore, we obtain the desired inequality between the lengths of these two modules.
(b) For any j we have the natural epimorphism
Ij+1M/JIjM −→ Ij+1M/JIjM −→ 0,
inducing the inequality νj ≤ νj . The second part of the statement follows from the equalities
ν1 = λ(I
2M/JIM ) = λ(I2M/JIM + [((x1, . . . , xd−1)M :M I
∞) ∩ I2M ])
= λ(I2M/JIM) = ν1
where [(x1, . . . , xd−1)M :M I∞] ∩ I2M ⊆ JIM (by assumption and [12, Lemma 3.2.(f)]).
Let M be a finite module of dimension d over a Noetherian local ring with infinite residue field
and I an ideal with ℓ(I,M) = d. Let J = (x1, . . . , xd) be a general minimal reduction of I on
M . As before, write Jd−1 = (x1, . . . , xd−1)M :M I∞ and M = M/Jd−1. By [13], the Hilbert
function HI,M (j) = λR(IjM/Ij+1M) does not depend on J . In particular, it is well-defined the
integer h(I, M) := λ(IM/I2M)− λ(M/IM) which is dubbed the embedding codimension of I
on M . Moreover, it is easily checked that
j(I,M) = e(I,M ) = λ(M/IM) + h(I,M) +K − 1, where K − 1 = λ(I2M/xdIM).
The following corollary provides information on K .
Corollary 3.5. Let M be a Cohen-Macaulay module of dimension d over a Noetherian local ring
with infinite residue field. Let I be an R-ideal that is j-stretched on M , but does not have minimal
j-multiplicity. Let J be a general minimal reduction of I onM . Assume either λ(M/IM) <∞ and
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(x1, . . . , xd−1)M∩I
2M ⊆ JIM , or ℓ(I,M) = d, I satisfies Gd,AN−d−2 onM , depth (M/IM) ≥
1. Then
K ≥ 2, ν1 = K − 1, I
KM * JM, IK+1M ⊆ JM.
Proof. By the proof of Lemma 3.4 (b) we have K − 1 = λ(I2M/JIM) = ν1. By Lemma 3.3 (a)
we have K − 1 ≥ 1, whence K ≥ 2. By Lemma 3.3 (b) one obtains that
PI,M/xdM = λ(M/IM ) + hz + z
2 + · · ·+ zj(I,M)−h+1−λ(M/IM)
Therefore, K is the least positive integer with
IK+1M ⊆ [((x1, . . . , xd−1)M :M I) ∩ I
K+1M ] + IK+2M + JM ⊆ IK+2M + JM.
By Nakayama’s Lemma, K is the least positive integer with IK+1M ⊆ JM .
The next result is the last ingredient that we need to characterize the Cohen-Macaulayness of
grI(M) when I is j-stretched on M . It shows that the inclusion IK+1M ⊆ JIjM is equivalent to
some Valabrega-Valla equalities for small powers of I . More precisely,
Proposition 3.6. Let M be a Cohen-Macaulay module of dimension d over a Noetherian local ring
with infinite residue field. Let I be an ideal that is j-stretched on M . Let J = (x1, . . . , xd) be a
general minimal reduction of I on M . Assume either λ(M/IM) < ∞ and (x1, . . . , xd−1)M ∩
I2M ⊆ JIM or ℓ(I,M) = d, I satisfies Gd, AN−d−2 on M , and depth (M/IM) ≥ 1. Let K be
as above. Then for any 0 ≤ j ≤ K , we have:
(a) JM ∩ Ij+1M = JIjM + aKbnR, where a, b, n are as in Lemma 3.3;
(b) IK+1M ⊆ JIjM if and only if JM ∩ In+1M = JInM for every n ≤ j.
Proof. (a) By Lemma 3.3 (b), JM ∩ Ij+1M = JM ∩ (JIjM +ajbnR) = JIjM +ajbnR∩JM .
Hence, it is enough to prove that ajbnR ∩ JM = aKbnR. Since by construction aKbnR ⊆
IK+1M ⊆ JM , we have aKbnR ⊆ ajbnR ∩ JM , proving one inclusion. To prove the other
inclusion we use descending induction on j ≤ K . For j = K the statement follows from Lemma
3.3 (b). Now, assume ajbnR ∩ JM ⊆ JIjM + aKbnR for some j ≤ K . We show that
aj−1bnR ∩ JM ⊆ JIj−1M + aKbnR.
From the discussion before Proposition 3.6 it follows that that IjM 6⊆ JM , hence
aj−1bnR∩ JM ⊆ aj−1bnm∩ JM ⊆ (Ij+1M + JIj−1M)∩ JM = (Ij+1M ∩ JM)+ JIj−1M.
By inductive hypothesis, this equals JIjM + aKbnR+ JIj−1M = JIj−1M + aKbnR.
The proof of assertion (b) is similar to the one of [17, Lemma 2.5.(ii)].
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4. COHEN-MACAULAYNESS AND ALMOST COHEN-MACAULAYNESS OF grI(R)
In this section we employ the results of the previous two sections to prove the two main results of
this paper on the associated graded rings of j-stretched ideals. In Theorem 4.1 we characterize the
Cohen-Macaulayness of the associated graded rings of j-stretched ideals in terms of the reduction
number and index of nilpotency of I . In Theorem 4.5 we prove a generalized version of Sally’s
conjecture for j-stretched ideals. Our work is inspired by Rossi-Valla and Polini-Xie.
The next theorem is the first main result of this section. It characterizes the j-stretched ideals I
such that grI(M) is Cohen-Macaulay. It generalizes widely the main results of [22], [17] and [12].
Theorem 4.1. Let M be a Cohen-Macaulay module of dimension d over a Noetherian local ring
with infinite residue field. Let I be an ideal that is j-stretched on M . Let J = (x1, . . . , xd) be a
general minimal reduction of I on M . Assume either λ(M/IM) < ∞ and (x1, . . . , xd−1)M ∩
I2M ⊆ JIM or ℓ(I,M) = d, I satisfies Gd, AN−d−2 on M , and depth (M/IM) ≥ 1. Let K be
as above. Then, the following statements are equivalent:
(a) T = grI(M) is Cohen-Macaulay;
(b) rJ(I,M) = sJ(I,M);
Additionally, if R is equicharacteristic, then (a) and (b) are also equivalent to
(c) IK+1M = HIKM for some minimal reduction H of I on M .
Proof. We first prove a couple of claims:
Claim 1. We have that JM ∩ Ij+1M = JIjM for every j ≥ 0 if and only if IK+1M = JIKM .
The forward direction is straightforward. Conversely, assume IK+1M = JIKM . By Proposi-
tion 3.6, for every j ≤ K , JM ∩ Ij+1M = JIjM . If j ≥ K , then Ij+1M = Ij−KIK+1M =
Ij−KJIKM = JIjM and we obtain Ij+1M ∩ JM = JIjM .
Claim 2. Set g = grade(I,M). Let x∗1, . . . , x∗d be the initial forms of x1, . . . , xd in grI(R). If
IK+1M = JIKM , then x∗1, . . . , x∗g form a grI(M)-regular sequence.
Since x1, . . . , xg are general elements in I and g = grade(I,M), then x1, . . . , xg form a regular
sequence on M . By Valabrega-Valla criterion (see for instance [25, Proposition 2.6] or [18, Theo-
rem 1.1]), Claim 2 is proved if we can show that (x1, . . . , xg)M ∩ IjM = (x1, . . . , xg)Ij−1M for
every j ≥ 1. The case λ(M/IM) <∞ follows from [17, 2.6]. So we may assume dimM/IM >
0. We use induction on j to prove (x1, . . . , xi)M ∩IjM = (x1, . . . , xi)Ij−1M for every j ≥ 1 and
0 ≤ i ≤ d. This is clear if j = 1. So, let us assume that j ≥ 2 and the equality holds for j − 1. We
prove it by descending induction on i ≤ d. Since I is j-stretched on M with IK+1M = JIKM ,
by Claim 1, JM ∩ IjM = JIj−1M , proving the case i = d. Now, assume by induction that
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(x1, . . . , xi+1)M ∩ I
jM = (x1, . . . , xi+1)I
j−1M . Then,
(x1, . . . , xi)M ∩ I
jM
= (x1, . . . , xi)M ∩ (x1, . . . , xi+1)I
j−1M by induction on i
= (x1, . . . , xi)M ∩ ((x1, . . . , xi)I
j−1M + xi+1I
j−1M)
= (x1, . . . , xi)I
j−1M + (x1, . . . , xi)M ∩ xi+1I
j−1M
= (x1, . . . , xi)I
j−1M + xi+1[((x1, . . . , xi)M :M xi+1) ∩ I
j−1M ]
= (x1, . . . , xi)I
j−1M + xi+1[(x1, . . . , xi)M ∩ I
j−1M ] by Lemma [12] (a) and (e)
= (x1, . . . , xi)I
j−1M + xi+1(x1, . . . , xi)I
j−2M by induction on j
⊆ (x1, . . . , xi)I
j−1M.
With the obvious inclusion (x1, . . . , xi)Ij−1M ⊆ (x1, . . . , xi)M ∩ IjM , this finishes the proof.
We are now ready to prove the theorem.
(a) ⇐⇒ (b). The proof is similar to [12, Theorem 3.8]. Set δ(I,M) = d − g. We prove
the equivalence of (a) and (b) by induction on δ. If δ = 0, the assertion follows because we
proved in Claim 2 that x∗1, . . . , x∗g form a grI(M)-regular sequence. Thus we may assume that
δ(I,M) ≥ 1 and the theorem holds for smaller values of δ(I,M). In particular, d ≥ g + 1. Again
in both cases, since x∗1, . . . , x∗g form a grI(M)-regular sequence, we may factor out x1, . . . , xg
to assume g = 0. Now d = δ(I,M) ≥ 1. Set H0 = 0 :M I and M = M/H0. By [12,
Lemma 3.2] (b) and (c), M is d-dimensional and Cohen-Macaulay. By [12, Lemma 3.2] (e), (a), (g)
and (d), we have that IM ∩H0 = 0, grade (I,M ) ≥ 1, I still satisfies Gd and AN−d−2 on M and
depth (M/IM ) ≥ min{dimM/IM, 1}. Furthermore, dimM = dimM = d and IM ∩H0 = 0
imply that ℓ(I,M ) = ℓ(I,M) = d. It is also easy to see that I is stretched on M too. Again by
IM ∩H0 = 0, there is a graded exact sequence
(4) 0→ H0 → grI(M)→ grI(M )→ 0.
Since δ(I,M ) = d− grade (I,M ) < d = δ(I,M), by induction hypothesis depth(grI(M)) ≥
d if and only if IK+1M = JIKM . Since H0 ∩ IM = 0, then also H0 ∩ JIKM = 0, and
(5) IK+1M/JIKM ∼= IK+1M/JIKM.
Finally, notice that depth(H0) ≥ d because M is d-dimensional Cohen-Macaulay. Therefore,
grI(M) is Cohen-Macaulay ⇐⇒ grI(M) is Cohen-Macaulay (by (4))
⇐⇒ IK+1M = JIKM by inductive hypothesis
⇐⇒ IK+1M = JIKM by (5).
By Corollary 3.5, we have K = sJ(I,M), that is, K is the index of nilpotency of I on M with
respect to a general minimal reduction J . Hence, IK+1M = JIKM if and only if rJ(I,M) ≤
sJ(I,M). This, in turn, is clearly equivalent to rJ(I,M) = sJ(I,M) (one always have rJ(I,M) ≥
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sJ(I,M)). Therefore, we obtained
grI(M) is Cohen-Macaulay if and only if rJ(I,M) = sJ(I,M).
Now, assume R is equicharacteristic. We prove that (b) ⇐⇒ (c). Clearly (b) implies (c). To
prove the converse notice that, for a general minimal reduction J , Lemma 2.4 implies
K = sJ(I,M) ≤ rJ(I,M) ≤ rH(I,M).
If (c) holds, then one has rH(I,M) = K . In turn, this yields K = sJ(I,M) = rJ(I,M) = K .
Thanks to Theorem 4.1, we recover one of the main results of a recent paper of Polini-Xie.
Corollary 4.2. ([12, Theorem 3.9]) Let M be a Cohen-Macaulay module of dimension d over
a Noetherian local ring R, let I be an ideal with ℓ(I,M) = d. Assume depth (M/IM) ≥
min {dim(M/IM), 1} and I satisfies Gd and AN−d2 on M . If I has minimal j-multiplicity on
M then grI(M) is Cohen-Macaulay.
Proof. If I has minimal j-multiplicity, it is easily seen that rJ(I,M) = 1. Then, K = 1 and a
straightforward application of Theorem 4.1 concludes the proof.
Discussion 4.3. Theorem 4.1 gives an effective condition to check the Cohen-Macaulayness of as-
sociated graded modules. One should remark that this is different from the criteria given by John-
son and Ulrich in [8]. In this latter paper they required depth conditions on the powers Ij for
1 ≤ j ≤ rJ(I), whereas we do not have this assumption (but we require the j-stretchedness of I).
Our second main result, Theorem 4.5, proves conditions ensuring the almost Cohen-Macaulayness
of grI(M). Since we plan to reduce to the two-dimensional case, we need the following theorem.
Theorem 4.4. Let M be a 2-dimensional Cohen-Macaulay module over a Noetherian local ring
with infinite residue field. Let I be an ideal that is j-stretched on M and J = (x1, x2) a general
minimal reduction of I on M . Assume either λ(M/IM) < ∞ or ℓ(I,M) = 2, I satisfies G2,
AN−0 on M and depth (M/IM) ≥ 1. Assume further there exists a positive integer p such that
(i) λ(JM ∩ Ij+1M/JIjM) = 0 for every j ≤ p− 1;
(ii) λ(Ip+1M/JIpM) ≤ 1.
Then,
(a) x∗1 is regular on grI(M)+;
(b) depth (grI(M)) ≥ 1 .
Proof. If dimM/IM = 0, then both claims follow from [18, Theorem 4.4]. Thus, we may assume
depth (M/IM) > 0. Since λ(Ip+1M/JIpM) ≤ 1, one has Ip+1M = abnR + JIpM for some
a ∈ I, b ∈ Ip, n ∈M with abn 6∈ JIpM . For j ≥ p + 1, the multiplication by a gives a surjective
map from Ij+1M/JIjM to Ij+2M/JIj+1M . Thus, λ(Ij+1M/JIjM) ≤ 1 for every j ≥ p.
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Notice that x1 is regular on IM , since (0 :M x1) ∩ IM = 0 (Lemma [12] (e)). Thus, to prove
that x∗1 is regular on grI(M)+ = grI(IM), we only need to show x1IM ∩ IjIM = x1Ij−1IM
for every j ≥ 1 by [25, Proposition 2.6] (see also [18, Lemma 1.1]). This is clear if j = 1; hence
we can assume j ≥ 2. Let denote images in M = M/x1M and set s = rJ(I, IM ). We claim
that it is enough to show rJ(I, IM) = s. Indeed, if rJ(I, IM) = s, then x1IM ∩ IjIM =
x1IM ∩ JI
j−1IM for any j ≥ 1. This is clear if s ≤ p − 1. Assume s > p − 1 ≥ 1. If
1 ≤ j ≤ p− 1, then x1IM ∩ IjIM = x1IM ∩ JM ∩ IjIM = x1IM ∩ JIj−1IM . If p ≤ j ≤ s,
then JIj−1IM + x1M ∩ IjIM = JIj−1IM . This follows from the following easy inequality of
lengths
0 < λ(IjIM/JIj−1IM + (x1M ∩ I
jIM))
= λ(IjIM/JIj−1IM)− λ(JIj−1IM + (x1M ∩ I
jIM)/JIj−1IM)
= 1− λ(JIj−1IM + (x1M ∩ I
jIM)/JIj−1IM).
On the other hand, if j ≥ s + 1 = rJ(I, IM) + 1, then IjIM = JIj−1IM and, therefore,
x1IM ∩ I
jIM = x1IM ∩ JI
j−1IM for any j ≥ s+ 1.
Now, applying an argument similar to the one of Theorem 4.1, we have x1IM ∩ IjIM =
x1I
j−1IM for every j ≥ 1.
To complete the proof of (a), we still need to to show that rJ(I, IM) = s. For this purpose we use
the Ratliff-Rush filtration I˜jIM := ∪t≥1(Ij+tIM :IM It) as it is done for ideals of definition (see
[18, Theorem 4.2]). As noticed earlier, x1 is regular on IM . Thus, for instance by [18, Lemma 3.1],
there exists an integer n0 such that IjIM = I˜jIM for j ≥ n0, and
(6) I˜j+1IM :IM x1 = I˜jIM for every j ≥ 0.
As before, let M = M/x1M and denote images in M . There are two filtrations:
M : IM ⊇ I2M ⊇ . . . ⊇ IjM ⊇ . . .
and
N : IM ⊇ I˜IM := I˜ IM ⊇ . . . ⊇ I˜j−1IM ⊇ . . .
Notice that M is an I-adic filtration and N is a good I-filtration on IM (see [18, pag. 9] for the
definition of good filtration). Furthermore, I is an ideal of definition on IM , i.e., λR (IM/I2M) <
∞. Indeed, (x1M :M x2) ∩ IM = x1M (see Lemma [12] (e)), which in turn forces x2 ∈ I to be
regular on IM . This yields λR(IM/I2M ) ≤ λR(IM/x2IM) < ∞. Thus, we are in the context
of the filtrations as treated in [18]. Since Ij−1 IM = I˜j−1IM for j ≥ n0, the associated graded
modules grN(IM ) and grN(IM ) have the same Hilbert coefficients e0 and e1. Again, because there
exists an element in I which is regular on IM , by [18, Lemmas 2.1 and 2.2], we have
∑p−2
j≥0 λ(I
j+1IM/JIjIM) + s− (p− 1)
=
∑
j≥0 λ(I
j+1IM/x2I
jIM) = e1(M) = e1(N) =
∑
j≥0 λ(I˜
j+1IM/x2I˜jIM).
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Observe that the first equality follows from the fact that, for 0 ≤ j ≤ s,
λ(Ij+1M/JIjM) = λ(Ij+1M/JIjM).
This holds because λ(JM ∩ Ij+1M/JIjM) = 0 when 0 ≤ j ≤ p− 1. Hence,
λ(Ij+1M/JIjM) = λ(Ij+1M/JM ∩ Ij+1M) = λ(Ij+1M/JM ∩ Ij+1M)
≤ λ(Ij+1M/JIjM) ≤ λ(Ij+1M/JIjM).
On the other hand, if p ≤ j ≤ s, we have 0 < λ(Ij+1M/JIjM) ≤ λ(Ij+1M/JIjM) = 1.
This proves that λ(Ij+1M/JIjM) = λ(Ij+1M/JIjM) = 1 for p ≤ j ≤ s = rJ(I,M ) and
λ(Ij+1M/JIjM) = 0 for j ≥ s+ 1.
We now prove that λ(I˜j+1IM/x2I˜jIM) = λ(I˜j+1IM/JI˜jIM) for every j ≥ 0. Since
I˜j+1IM/x2I˜jIM ∼= I˜j+1IM/(x1M ∩ I˜j+1IM + x2I˜jIM),
we just need to show x1M ∩ I˜j+1IM = x1I˜jIM . We first prove that x1M ∩ I˜IM = x1IM .
Since x1M ∩ I˜IM ⊇ x1IM , it suffices to show the equality locally at every associated prime ideal
of M/x1IM . By [12, Lemma 3.2.(d)], every p ∈ Ass(M/x1IM) is not maximal. Hence, IMp =
I˜Mp = x1Mp, and, thus, x1Mp ∩ I˜IMp = I˜IMp = x1IMp. Therefore, x1M ∩ I˜IM = x1IM .
Now, for any j ≥ 1, x1M ∩ I˜j+1IM = x1IM ∩ I˜j+1IM = x1(I˜j+1IM :IM x1) = x1I˜jIM .
Then,
(7)
∑
j≥0
λ(I˜j+1IM/JI˜jIM) =
p−2∑
j≥0
λ(Ij+1IM/JIjIM) + s− (p− 1).
Let WJ = {n ≥ 1 | JI˜jIM ∩ Ij+1IM = JIjIM, 0 ≤ j ≤ n}. Then, p− 2 ∈WJ . Hence, by
[18, Theorem 4.2],
r(I, IM) ≤
∑
j≥0
λ(I˜j+1IM/JI˜jIM) + p− 1−
p−2∑
j=0
λ(Ij+1IM/JIjIM) = s.
Finally, assertion (b) follows from (a). Indeed, by assumption, depth (M/IM) > 0 and from
the exact sequence
0→M/IM → grI(M)→ grI(M)
+ → 0,
we conclude that
depth(grI(M)) ≥ min{depthM/IM,depth(grI(M)
+)} ≥ 1.
The following theorem gives a sufficient condition for the almost Cohen-Macaulayness of grI(M).
It provides a generalized version of Sally’s conjecture for arbitrary ideals and widely extends [18,
Theorem 4.4].
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Theorem 4.5. Let M be a Cohen-Macaulay module of dimension d over a Noetherian local ring
with infinite residue field. Let I be an ideal that is j-stretched on M and J = (x1, . . . , xd) a
general minimal reduction of I on M . Assume either λ(M/IM) < ∞ or ℓ(I,M) = d, I satisfies
Gd, AN
−
d−2 on M and depth (M/IM) ≥ 1. Assume there exists a positive integer p such that
(a) λ(JM ∩ Ij+1M/JIjM) = 0 for every j ≤ p− 1;
(b) λ(Ip+1M/JIpM) ≤ 1.
Then depth (grI(M)) ≥ d− 1, i.e., grI(M) is almost Cohen-Macaulay.
Proof. We prove the theorem by induction on d. The case d = 2 being proven in Theorem 4.4.
Let d ≥ 3 and assume the theorem holds for d − 1. We first reduce to the case grade (I,M) ≥ 1.
If grade (I,M) = 0, let H0 = 0 :M I . As in the proof of Theorem 4.1 (see also [12]), all
assumptions still hold for the module M/H0. Furthermore IM/H0 = IM/H0 ∩ IM = IM ,
grade (I,M/H0) ≥ 1 and depth (grI(M)) ≥ depth (grI(M/H0)). So we are reduced to the case
where the ideal I has at least one M -regular element. Thus, x1 is regular on M .
If dimM/IM = 0 then the assertion follows from [18, Theorem 4.4]. Thus we may assume
dimM/IM > 0. Let denote images in M = M/x1M . Observe that M is a Cohen-Macaulay
module of dimension d−1 and ℓ(I,M ) = d−1. Also I satisfies Gd−1 and AN−d−3 onM by Lemma
3.2 in [12]. Furthermore, observe M/IM ∼= M/IM thus depth (M/I) = depth (M/IM) ≥
min{dimM/IM, 1} = {dimM/IM, 1}. Clearly, I is j-stretched on M with respect to J . By
induction hypothesis,
depth (grI(M )) ≥ d− 2.
Next, we prove that x∗1 is regular on grI(M). Since x1 is regular on M , by [25, Proposition 2.6]
(see also [18, Lemma 1.1]), the claim follows if the intersections x1M ∩ IjM = x1Ij−1M hold
for every j ≥ 1. This is clear if j = 1. If j = 2, since x1IM ⊆ x1M ∩ I2M , it suf-
fices to show the equality locally at every prime ideal p ∈ Ass(M/x1IM). By Lemma [12],
depth (M/x1IM) ≥ 1. Thus, for every prime ideal p ∈ Ass(M/x1IM), p is not the maximal ideal
of R and, hence, either IMp = Mp or IMp = (x1, . . . , xd−1)Mp. Therefore, (x1, . . . , xd−1)Mp ∩
I2Mp = (x1, . . . , xd−1)IMp. We use descending induction on i to prove (x1, . . . , xi)Mp∩I2Mp =
(x1, . . . , xi)IMp for every 1 ≤ i ≤ d−1. Assume (x1, . . . , xi+1)Mp∩I2Mp = (x1, . . . , xi+1)IMp.
Then
(x1, . . . , xi)Mp ∩ I
2Mp = (x1, . . . , xi)Mp ∩ (x1, . . . , xi+1)IMp
= (x1, . . . , xi)Mp ∩ ((x1, . . . , xi)IMp + xi+1IMp)
= (x1, . . . , xi)IMp + (x1, . . . , xi)Mp ∩ xi+1IMp
= (x1, . . . , xi)IMp + xi+1[((x1, . . . , xi)Mp :Mp xi+1) ∩ IMp]
= (x1, . . . , xi)IMp + xi+1(x1, . . . , xi)Mp ⊆ (x1, . . . , xi)IMp.
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When j ≥ 3, we have x1M ∩ IjM = x1M ∩ I2M ∩ IjM = x1IM ∩ Ij−1IM = x1Ij−2IM =
x1I
j−1M , since x∗1 is regular on grI(M)+ by Theorem 4.4. Finally, since depth(grI(M )) ≥ d− 2
and x∗1 is regular on grI(M), we have depth(grI(M)) ≥ d− 1.
Notice that, thanks to the Specialization Lemma, in the assumption of Theorem 4.5.(b), one could
replace a general minimal reduction of I on M by any minimal reduction of I on M .
We can now state a concrete sufficient condition for the almost Cohen-Macaulayness of grI(M).
Corollary 4.6. Let M be a Cohen-Macaulay module over a Noetherian local ring with infinite
residue field and dimM = d. Let I be an ideal j-stretched on M , J = (x1, . . . , xd) a gen-
eral minimal reduction of I on M , and K be as above. Assume either λ(M/IM) < ∞ and
(x1, . . . , xd−1)M∩I
2M ⊆ JIM or ℓ(I,M) = d, I satisfies Gd,AN−d−2 onM and depth (M/IM) ≥
1, then
(a) IK+1 ⊆ JIK−1 if and only if λ(IK/JIK−1) = 1.
(b) If IK+1 ⊆ JIK−1, then depth(grI(M)) ≥ d− 1.
Proof. The proof is similar to [17, Proposition 3.1]. One needs to apply Theorem 4.5.
We now recover the second main result of [12] as a special case of Theorem 4.5.
Corollary 4.7. ([13, Theorem 4.8]) Let M be a Cohen-Macaulay module of dimension d over
a Noetherian local ring R. Let I be an ideal with ℓ(I,M) = d. Assume depth (M/IM) ≥
min{dim (M/IM), 1} and I satisfies Gd and AN−d−2 on M . If I has almost minimal j-multiplicity
on M , then depth (grI(M)) ≥ d− 1.
Proof. If I has almost minimal j-multiplicity on M , then K = 2. Since I2 * J and λ(I2/IJ) = 1,
one has I2 ∩ J = IJ . Therefore, I3 ⊆ JI . Now, Corollary 4.6 finishes the proof.
In [14] and [17] it was introduced the concept of type of an ideal I with respect to a given minimal
reduction J of I . This was defined as τ(I) = λ((J : I) ∩ I/J). This definition depends heavily
on the minimal reduction J . Hence, we introduce a slight variation of this concept, that works also
with respect to modules. For a general minimal reduction J of I on M , we set
τ(I,M) = λ((JM :M I) ∩ IM/JM),
and we call it the general Cohen-Macaulay type of I on M . Once again, thanks to the Specialization
Lemma we are able to prove that when the Gd property is present this number is well-defined (in
the sense that it is constant for J general). This is achieved in the next Lemma.
Lemma 4.8. Let M be a d-dimensional Cohen-Macaulay module over a Noetherian local ring with
infinite residue field. Let I be an ideal. Assume ℓ(I,M) = d and I satisfies the Gd property on M .
Then, the number τ(I,M) is independent of the general minimal reduction J
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Proof. This can be proved by a similar argument as in the proof of the Specialization Lemma.
In the same spirit of the definitions given in [12], we say that an ideal I has almost almost minimal
j-multiplicity on M , if λ(I2M/xdIM ) ≤ 2, or, equivalently, if K ≤ 3.
Our next goal is to employ Theorem 4.5 to prove that j-stretched ideals having almost al-
most mininimal j-multiplicity and small general Cohen-Macaulay type give rise to almost Cohen-
Macaulay associated graded modules. This provides a general, higher dimensional version of results
of [17]. The first step in this direction consists in proving that j-stretched ideals of small general
type satisfy the inclusion IK+1M ⊆ JI2M .
Theorem 4.9. Let M be a Cohen-Macaulay module of dimension d over a Noetherian local ring
with infinite residue field. Let I be an ideal that is j-stretched on M . Let J = (x1, . . . , xd) be a
general minimal reduction of I on M . Assume either λ(M/IM) < ∞ and JM ∩ I2M = JIM
or ℓ(I,M) = d, I satisfies Gd, AN−d−2 on M and depth (M/IM) ≥ 1. Let K be as above. If
τ(I,M) < h+ 1− λ(M/IM ), then
ν2 = K − 2, JM ∩ I
3M = JI2M.
In particular IK+1M ⊆ JI2M .
Proof. Similar to the proof of [17, Theorem 2.7].
We now show that the associated graded modules of j-stretched ideals having almost almost
mininimal j-multiplicity and small general Cohen-Macaulay type are almost Cohen-Macaulay.
Since the cases K = 1, 2 have been proved in [12], we only need to prove the case K = 3.
This result generalizes several classical results, see for instance [20], [16], [17] and [18].
Corollary 4.10. Let M be a Cohen-Macaulay module of dimension d over a Noetherian local ring
with infinite residue field. Let I be an ideal that is j-stretched on M . Let J be a general minimal
reduction of I on M . Assume either λ(M/IM) <∞ and JM ∩ I2M = JIM or ℓ(I,M) = d, I
satisfies Gd, AN−d−2 on M , and depth (M/IM) ≥ 1.
If K = 3 and τ(I,M) < h+ 1− λ(M/IM ), then
depth(grI(M)) ≥ d− 1.
Proof. By Theorem 4.9, we have that I4M ⊆ JI2M . Now, we invoke Theorem 4.5 to conclude.
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