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Normal mode coupling due to a shallow water coastal front is considered, using oceanographic data
from the 1992 Barents Sea Polar Front ~BSPF! experiment as input to normal mode and parabolic
equation ~PE! acoustic propagation models. Criteria for the sensitivity of mode coupling to coastal
front widths are derived, and applied to the BSPF as a representative example. The effects of coastal
fronts on tomographic schemes are considered, particularly in terms of travel time-based
tomography. The effects of frontal mode coupling on matched-field processing schemes are also
considered, using both the maximum likelihood and variable coefficient likelihood methods, which
show differing sensitivities to mismatch. Finally, directions for future research are discussed.
© 1996 Acoustical Society of America.
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INTRODUCTION
In performing acoustic tomography in both deep and
shallow water, more and more attention is being given to the
use of normal mode arrival time and phase data, rather than
solely using ray arrivals as was done in the past.1,2 However,
in using such data, care must be exercised, as mode arrival
times and phases can be affected by a variety of effects in-
cluding mode frequency dispersion, mode coupling effects,
and ~array! processing mismatch. The effects of mode dis-
persion have previously been investigated in the context of
tomography by Sutton et al.3 in conjunction with the
1988–89 Greenland Sea experiment. In that work it was
found that the effects of near surface oceanography ~the
mixed layer, in particular! in an upward refracting deep wa-
ter region could drastically alter mode travel times for a
broadband pulse. In the shallow water experimental work we
will consider in this paper, the center frequency used is close
to the Greenland Sea experiment frequency ~224 vs 250 Hz!,
but the bandwidth is much less ~12 vs 100 Hz!, so that dis-
persion effects have been calculated to be negligible. Thus
we will concentrate here only on the effects of mode cou-
pling and array processing, with the major emphasis being
on mode coupling. We will use as our example mode cou-
pling effects due to a specific coastal front, the Barents Sea
Polar Front ~BSPF!, using data from an August 1992
tomography/oceanography experiment performed to study
that feature. It can be argued that the BSPF is a fairly ‘‘ge-
neric’’ coastal front acoustically, so that the acoustic cou-
pling effects seen here are not merely isolated anomalies, but
rather general.
The other cause of modal travel time fluctuation ~error!
we consider is array processing effects. In discriminating
modes in shallow water, one commonly uses both the travel
time and vertical array ‘‘matched mode’’ amplitude filtering.
However, these processing techniques have error associated
with them ~due, e.g., to incomplete environmental data at the
array, the finite aperture and number of elements of the array,
uncorrected array tilt, etc.! and this type of error shows up as
apparent mode coupling. In doing array based shallow water
experiments, one must be able to discriminate the processing
induced ‘‘spurious coupling’’ effects from the true environ-
mental effects ~i.e., fronts! one is trying to measure. In the
latter part of our paper, we pursue these topics in some de-
tail.
Finally, in addition to tomographic applications, we also
consider the effects of mode coupling on matched field pro-
cessing, with an emphasis on discriminating where adiabatic
mode theory is appropriate and where it is not.
I. MODE COUPLING—ENVIRONMENTAL INPUT AND
CALCULATIONAL SCHEMES
The necessity of considering mode coupling for various
applications, the sensitivity of mode coupling to coastal front
structure and its frequency dependence will be investigated
here through numerical simulations and theoretical analysis.
In performing these investigations, two key ingredients are
needed: ~1! the ocean environmental input and, ~2! the cal-
culational scheme to be used. In this section of the paper, we
consider those two ingredients.
A. The Barents Sea Polar Front experiment
The Barents Sea Polar Front, which is a topographically
constrained continental shelf front, is formed by the conflu-
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ence of cold, fresh Arctic water and warmer, saltier Atlantic
water. In August 1992, a joint acoustics/physical oceanogra-
phy experiment4 was conducted to study this front, in the
area shown in Fig. 1. This three week long experiment in-
cluded three dense CTD and ADCP hydrography grids, three
oceanography moorings, and a vertical acoustic tomography
receiver array which received transmissions from three other
moorings. Of special interest to this study are a particularly
densely sampled CTD hydrography grid and a tomographic
path which were perpendicular to the front and crossed it.
The temperature structure of the BSPF is shown in Fig.
2, as measured by a cross front CTD transect with a spatial
sampling interval of 2.5 km. The boundary between the At-
lantic and Arctic water is beautifully clear below the mixed
layer, with gradients of up to 5 °C over the 2.5-km sampling
interval. The summer mixed layer structure also is very evi-
dent, extending down to about 25 m, and with a somewhat
milder cross front temperature gradient. Also of interest are
the intermittent fingerlike protrusions of Atlantic water into
the Arctic water ~‘‘interleaving’’ features!, which are associ-
ated with mixing processes. Not demonstrable in Fig. 2 is the
temporal behavior of the front and its environs. The frontal
position oscillates as a whole over several kilometers during
a 12-h tidal cycle, which probably has aliased our Fig. 2
hydrography picture somewhat. Internal tides, internal
waves, and frontal fine structure oscillations also are present.
Tomographic images of these frontal region temporal oscil-
lations have been made; however, their detailed discussion is
beyond the scope of this paper.4
The temperature structure shown in Fig. 2, when com-
bined with the ~less critical! salinity measurements, produces
the sound-speed field. Somewhat idealized versions of this
sound-speed field will be used in our studies here.
B. Coupled mode calculational considerations
Evans5,6 coupled mode solution is applied in our study.
The bottom slope and the range dependence of the sound-
speed profile outside of the front zone can be treated with
adiabatic mode theory for the frequencies of interest here, so
we will focus our study on the effects of front zone coupling
by assuming an idealized case where the bottom is flat, and
the Arctic and North Atlantic water profiles outside of the
front zone are range independent.
In using Evans’ method, we divide the region into a
finite number of range-independent subregions ~Fig. 3! in
which the modal eigenfunctions and eigenvalues are known.
We then match these at the interfaces. To simplify calcula-
tions, the following assumptions are made:
~a! The range is large enough to justify keeping only the
first M normal modes ~trapped, ducted modes!, which form a





f~z ,ln!f~z ,lm!dz5H 0, lnÞlm ,1, ln5lm , ~1!
where f(z ,ln) and ln are eigenfunctions and eigenvalues,
and r(z) is the density.
~b! The bottom is impenetrable to acoustic energy, and








f~z ,ln!f~z ,lm!dz , ~2!
where H is the water depth and r(z) has been set to 1 g/cm3.
~This also avoids continuum scattering, which is treatable,
but more involved.!
~c! A cylindrically symmetric ocean with flat bottom.
Since the range dependence takes place discretely at the
interfaces between regions, the ordinary differential equation
describing the range dependence of the solution is only
coupled through the boundary conditions at the interfaces.
The solution in each region can be expressed in terms of
Hankel functions and a discrete set of unknown coefficients
~see Fig. 3!:
P j~r ,z !5 (
m51
M Fa j ,meil j ,m~r2r j21!Ar j21r
1b j ,me2il j ,m~r2r j21!Ar j21r Gf~z ,l j ,m!. ~3!
Here we used the asymptotic form of Hankel functions. The
second term in @Eq. ~3!# represents the backscattering. In the
following we will assume that the backscattering can be ne-
glected (b j ,m50). At the interface r j the continuity of pres-
sure ~boundary condition! can be expressed as
P j~r j ,z !5P j11~r j ,z !. ~4!





il j ,m~r j2r j21!Ar j21
r j




a j11,nf~z ,l j11,n!. ~5!
Multiplying Eq. ~5! by f(z ,l j11,n) and integrating both





il j ,m~r j2r j21!Ar j21
r j
E f~z ,l j ,m!
3f~z ,l j11,n!dz . ~6!
The mode coupling coefficient from m to n at r j is defined as
FIG. 1. Chart of the Barents Sea with major currents. The thick, solid line is
the Barents Sea Polar Front.
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Cmn
~ j , j11 ![E f~z ,l j ,m!f~z ,l j11,n!dz . ~7!
We will, for simplicity, denote f(z ,l j ,m) as fm( j). Thus
Cmn
~ j , j11 ![E fm~ j !fn~ j11 ! dz . ~8!
Using matrix notation, Eq. ~6! can be expressed as
A j115R jA j , ~9!
where the A j1i and A j are M31 vectors and the R j are
M3M matrices defined by
A j11~n ![a j11,n ~n51,.. . ,M !,
A j~n ![a j ,n ~n51,.. . ,M !, ~10!
R j~n ,m ![g j ,mCmn
~ j , j11 !
,
and where
g j ,m5eil j ,m~r j2r j21!Ar j21 /r j. ~11!
FIG. 2. Side view of the Barents Sea Polar Front, showing temperature structure. Scale is degrees Celsius.
FIG. 3. Range-independent subregions for coupling calculations using
Evans method.
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Repeated application of the recursive relations yields
AN5RNRN21•••R j•••R1A15RA1 , ~12!
where
R[RNRN21•••R1 . ~13!
Assuming range-independent conditions from the source, lo-














Note that in the above equations, we sometimes use the layer
indices j , j11 as superscripts, particularly when we refer to
specific layers, e.g., 1, 2.
As both an example and consistency check, we will cal-
culate the acoustic field using the front zone structure with
interleaving shown in Fig. 4, where profiles 1 and 2 are,
respectively, the Arctic and North Atlantic sound-speed pro-
files, and profile 3 represents the interleaving structure. The
water depth is taken as 246 m. A harmonic point source of
224 Hz is placed at a depth of 100 m in the Arctic water
region. The width of the front zone ~and thus also the width
of the interleaving structure! is 1 km, and the center of the
front is located at 15.5 km from the source. This reasonably
mimics our 1992 experimental geometry. Figure 5 shows the
acoustic field at a depth of 100 m, calculated in terms of
Evans’ mode coupling method @Fig. 5~a!#, the parabolic
equation ~PE! method @Fig. 5~b!# and the adiabatic mode
method @Fig. 5~c!#. Our mode coupling result is seen to be
consistent with the PE result. However, the adiabatic mode
result is considerably different from the others ~comparing
the sound fields at ranges larger than 15 km!. This means
that the mode coupling cannot be neglected in this case.
II. MODE COUPLING FOR FRONT ZONES
COMPOSED OF TWO AND THREE REGIONS
In order to study the sensitivity of mode coupling to the
detailed frontal zone structure, we will compare the propaga-
tion matrix for two regions with that for three regions. As
shown in Fig. 6, case 1 ~two regions! has one interface at
r5r0 and case 2 ~three regions! has two interfaces at
r15r02Dr/2 and r25r01Dr/2 ~Dr is the width of region 2
and is not necessarily an infinitesimal one!. The waveguide
parameters of region 1 and 3 are the same in both cases. The
FIG. 4. ~a! Arctic and Atlantic water sound-speed profiles ~labeled 1 and 2,
respectively! from the Barents Sea Polar Front experiment. ~b! Interleaving
structure ~filament! imposed on an Arctic water sound-speed profile from
the Barents Sea Polar Front experiment.
FIG. 5. Acoustic field at depth of 100 m from coupled mode, parabolic
equation ~PE!, and adiabatic mode calculations @~a!, ~b!, and ~c!, respec-
tively#. Coupled mode and PE calculations agree, as expected. Coupled
mode and adiabatic mode calculations disagree, however, showing that the
front effectively couples the propagating modes.
FIG. 6. Two and three region geometries for looking at frontal coupling
sensitivity versus front width.
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only difference between the two cases is that in case 2 there
is an intermediate region ~region 2! between regions 1 and 3.
It will be shown that when Dr is small enough, the result of
mode coupling for case 2 is similar to that for case 1.
Let us consider the propagator matrix R between r1 and
r2 . For case 1
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R ~2 !~n ,m !5(
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we can make the approximation
lk
~2 !Dr. 12~lm~1 !1ln~3 !!Dr . ~18!
Hence,



















R ~1 !~n ,m !.R ~2 !~n ,m !.
This means the results of mode coupling are the same
for the two cases when the width of region 2 is small enough.
In other words, the mode coupling is insensitive to the
changes of waveguide parameters in small regions. This
gives us a mathematical constraint on how much detailed
frontal structure needs to be known when considering mode
coupling.
Usually, mode coupling is considerable for only neigh-
boring modes. So, in ~16! terms with k close to both m and n
are important, that is, the condition ~17! is mainly for k close
to n and m .
If the adiabatic mode approximation is used, the condi-






Obviously, the condition ~17! is more strict than ~21!.
This means that mode coupling is more sensitive to the de-
tailed waveguide structure than adiabatic modes.
We will now provide some numerical examples using
the sound-speed profiles shown in Fig. 4. The Arctic and
North Atlantic profiles @Fig. 4~a!# are, respectively, for re-
gions 1 and 3, and the profile in Fig. 4~b! is for region 2.
Other waveguide parameters are the same as used in the
example of Sec. I. The calculated acoustic field for case 1 is
shown in Fig. 7~a!. Figure 7~b! and ~c! show the results for
case 2 for widths of region 2 of 100 and 20 m, respectively.
It is seen that Fig. 7~a! is considerably different from Fig.
5~a!, where the width of region 2 ~FW or ‘‘front width’’! is
1000 m. With the reduction of FW, Fig. 7~a! is close to Fig.
FIG. 7. Acoustic field at depth of 100 m for various frontal widths. In case
~a!, the width is zero. In cases ~b! and ~c!, the front widths are 100 and 20 m,
respectively, with the Fig. 4~b! ‘‘interleaving’’ feature included in the front
transition zone. In case ~d!, the width is also 20 m, as in case ~c!, but with
an isovelocity profile.
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7~b! ~FW5100 m! and is almost identical to Fig. 7~c!
~FW520 m!. Figure 7~d! gives the result for case 2 when
FW520 m, but with an isovelocity profile ~c51460 m/s!
used for region 2. As expected, Fig. 7~d! is almost the same
as Fig. 7~c!. This again demonstrates the insensitivity of
mode coupling to the structure of small regions. Of course,
the condition @Eq. ~17!# is frequency dependent. We will
show this in the next section.
III. IMPORTANCE OF COUPLING TO MATCHED-FIELD
PROCESSING
We will use matched-field processing examples to fur-
ther demonstrate the necessity of considering the mode cou-
pling and the sensitivity of mode coupling to the front zone
structure. Two frequencies, 50 and 224 Hz, are considered
for studying the frequency dependence.
In our numerical simulation, a vertical receiving array of
16 equally spaced hydrophones, covering the depth interval
from 10 to 235 m, is used. As is well known, the resolution
of matched-field processing depends on the processing
method used. As examples, we will use both the standard
maximum likelihood method ~MLM!, which has very good
resolution, and the variable coefficient likelihood method
~VCLM!, which has lower resolution, but is more robust to
environmental mismatch.7
Under the white noise assumption, the outputs of the
















where M is the number of array elements, ss2/sn2 is the
signal-to-noise ratio ~SNR!, a is a variable coefficient ~a510
is used in our calculations!, and r2 is the correlation coeffi-
cient between the field data C and the replica field F:
r25uC†Fu2/M , ~24!
where the † sign superscript denotes the conjugate transpose.
The value of a is chosen by maximizing the difference func-
tion: LVCLM~a,SNR,rmax2 !2LMLM~SNR,rmax2 !.
In our numerical simulation, the sound-speed profiles
shown in Fig. 4 were used to provide the front zone struc-
ture. We then used the full mode coupling calculation to
create the data field C, and adiabatic mode theory to calcu-
late the replica field. The results of matched-field processing
are shown in Figs. 8 and 9 for 50 and 224 Hz, respectively.
If the replica field is matched totally to the data field, the
output is 161 dB for our particular case ~SNR510 dB!. The
solid and dotted lines represent, respectively, the results of
VCLM and MLM. In these calculations the width of the
middle region was varied parametrically from 0 to 1000 m.
Obviously, the adiabatic mode approximation results in large
mismatches, and the higher the frequency, the bigger the
mismatch. Mismatch is seen to decrease as the front width
increases, also.
In another example, the replica field was calculated by
using the two region case ~the width of the middle region
equals zero!, but including mode coupling. The results of
matched-field processing are shown in Figs. 10 and 11 for
the MLM and VCLM processors, respectively. The outputs
are close to the maximum value 161 dB when the front width
~FW! approaches zero in the data field. The mismatch in-
creases with the increase of FW. Higher frequency again
corresponds to higher mismatch. This quantitatively demon-
strates the sensitivity of mode coupling to the front zone
structure, and its importance to a standard acoustic source
localization technique.
FIG. 8. Output of matched-field processors versus front width at 50 Hz
using adiabatic mode propagation calculations. VCLM is less sensitive to
processor mismatch than MLM. Also, adiabatic approximation improves as
front width increases, thus improving the match.
FIG. 9. Output of matched-field processors versus front width at 224 Hz
using adiabatic mode calculations. Comparison of this figure to Fig. 8 shows
the sensitivity of the mode coupling, and thus the processor match, to fre-
quency.
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IV. ERRORS IN CALCULATED MODE ARRIVAL TIMES
INDUCED BY USING THE ADIABATIC
APPROXIMATION IN THE BARENTS SEA POLAR
FRONTAL ZONE
A. Background
Adiabatic mode theory is commonly applied in ocean
acoustic tomography inversions, as it is simple. However, as
we have seen, the BSPF may cause considerable mode cou-
pling. Therefore, comparisons were made between mode
travel times calculated by using adiabatic mode theory and
coupled mode theory for a 224-Hz acoustic pulse propagat-
ing in the Barents Sea tomography experiments’ environ-
ment. For the adiabatic approximation, the diagonal elements
of the propagator matrix R are equal to 1. Therefore, the
absolute values of the diagonal elements can be considered
as a measure of mode coupling. That is, coupling is weak if
the value is close to 1.
Experimentally, the mode travel times are determined
either by the peak arrival time or by the centroid of the
arriving modal pulse. These are denoted, respectively, by tp
and tc . In our travel time calculations, the coherent sum of
the coupled modes is used to get the average deviation of
coupled mode results from the adiabatic mode results.
B. Results for a gradually changing frontal structure
The color plot in Fig. 12 shows the values of the mag-
nitudes of the diagonal elements ~for modes 1 to 20! of the
propagator matrix versus the front width which is varied
from 0–10 km. In doing so, we have used up to 42 profiles to
~linearly! interpolate from the beginning to the end of the
frontal region. It is again seen that the mode coupling de-
creases with increasing frontal width. The decrease of mode
coupling for bigger frontal widths is due to the slower
change of the sound-speed profile with the range, as before.
We also see that the coupling for higher modes is weaker
than that for lower modes.
The greater coupling of the lower modes across the front
is due to the large difference in the depths of the sound
channel axis between the Atlantic and Arctic water, which
can be seen clearly in Fig. 4. The lowest modes, which are
concentrated near the channel axes, do not overlap well with
their corresponding modes across the front, thus forcing
them to couple to higher modes. An example of how the low
modes strongly couple to the higher modes is shown in Fig.
13, which models an abrupt change from Arctic to Atlantic
conditions. Interestingly, one sees that for the low modes,
‘‘close coupling’’ ~i.e., the closer the modes, the greater the
coupling between them! does not hold for our frontal cross-
ing!
The mode travel time differences between coupled mode
results and adiabatic mode results for the first ten normal
modes are shown in Fig. 14 for both peak time and centroid
time. These time differences decrease with the increase of
the front width because of the decrease in the mode coupling.
In addition, the travel time differences for centroid time are
generally smaller and more stable than those for the peak
time because the centroid time represents an average over the
pulse. The arrival time differences ~or arrival time errors! are
shown more clearly in Fig. 15, where the solid and dashed
lines represent, respectively, the peak estimate time and the
centroid estimate time.
Given the discrepancy in the answers between the two
travel time estimation methods, one might ask which one is
‘‘more correct.’’ The answer is, strictly speaking, neither, as
can be seen in Fig. 15~a! and ~b!, which show the arrival
times of the modes which couple into the first mode and
second mode, as well as the adiabatic arrival time of the first
two modes ~the 1-1 and 2-2 ‘‘couplings’’!. Each single mode
breaks into all the M trapped modes upon coupling by the
front, and due to the difference in the group velocities of the
different modes, becomes M time separated replicas of the
original pulse. Equivalently, if one array filters so as to only
FIG. 10. Output of MLM beamformer versus front width using fully
coupled mode calculation. The example front width equals zero, i.e., one has
only two sound-speed profiles, one on each side of the front, and the mis-
match occurs by making the wrong assumption for the front width. Full
power output of 161 dB is seen when front width is zero. Strong frequency
dependence is also noted.
FIG. 11. Output of VCLM beamformer for same case as Fig. 10, i.e., the
actual front width equals zero and we mismatch the assumed ~replica! front
width. Note the far less severe sensitivity to front width mismatch and
frequency of the VCLM versus the MLM method.
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see a specific mode at the receiver, it has become M arrivals
separated in time, so that picking for one arrival ~either the
largest amplitude point or the pulse average! is not correct.
Rather, mode n arrives as a sequence of coupled arrivals
$1n ,2n , . . .nn , . . .Mn%, where 1n represents the first mode
coupling into the nth mode ~and so on!. If one has sufficient
acoustic bandwidth to resolve all these separate arrival
peaks, then one needs to consider an M3M arrival data set.
However, if the bandwidth is small and the coupled peaks
are not time resolvable ~as in our case for the BSPF data—
FIG. 12. Diagonal elements of the propagator matrix at 224 Hz versus front width. Forty-two profiles are used to interpolate the front. A value of one indicates
no coupling of the mode is seen; a value near zero means the mode is strongly coupled. Note that the low modes couple the most strongly, especially for abrupt
fronts.
FIG. 13. Coupling coefficients for mode n to mode m for an abrupt front.
Note that the low modes couple most strongly to the higher modes for the
profiles we considered, i.e., ‘‘close coupling’’ does not hold.
FIG. 14. Error in travel time estimated for the first ten modes due to mode
coupling effects. The ‘‘error’’ is defined as the difference between the travel
time estimated using coupled mode theory and adiabatic mode theory. Two
methods of obtaining the travel time for a pulse, peak picking and pulse
centroid, are used for intercomparison.
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see Fig. 16!, then one is left with a ‘‘distorted pulse,’’ and
finding the peak or centroid is the default position. However,
since the frontal coupling is not always close coupling, there
are no assurances that the pulse peak or centroid will be at,
or even close to, the position of the adiabatic ~diagonal! ar-
rival. Thus our peak/centroid estimate of the diagonal arrival
will contain an error which needs to be accounted for.
C. Results of including interleaving structures
The values of diagonal elements ~modes 1–20! of the
propagator matrix versus the width of an interleaving struc-
ture ~0–10 km! are shown in Fig. 17 ~color!. In this case,
seemingly continuous fluctuations in the mode coupling are
observed and the tendency of the mode coupling to decrease
with the width of the feature has disappeared. Comparing
Fig. 17 with Fig. 12, we see that the diagonal elements for
the two kinds of structure are similar for small front widths.
However, as the interleaving feature width increases, the
coupling increases and decreases in a quasiperiodic fashion.
This is due to the edge of the interleaving feature acting as a
‘‘second front’’ at the separation distance from the main
front. The apparent periodicity of the coupling strength with
separation distance is an interference effect between main
front and the far edge of the interleaving feature. This inter-
ference depends on the acoustic frequency and mode cycle
distance for neighboring modes.
V. TRAVEL TIME ERROR AND SPURIOUS MODE
COUPLING EFFECTS DUE TO EXPERIMENTAL
ERROR AND ENVIRONMENTAL UNCERTAINTY
In the Barents Sea Polar Front experiment, it was our
intent to measure modal travel times ~along with ray travel
times! as part of the basic acoustic data set needed to invert
for the frontal structure and its tidal oscillations. In Fig. 16
we showed how the travel times of both the adiabatic and
coupled modes changed with frontal position change, as well
as how the original pulse spread in time due to coupling. It is
seen that one has an approximately 65-ms/km travel time
signal due to the frontal excursion—a 2-km upslope tidal
excursion of that front thus produces a 10-ms travel time
signal. The temporal ‘‘spreading’’ of a typical modal arrival
due to frontal coupling is seen to be of order of 40 ms. Both
the peak ~or centroid! travel time and pulse travel time
spread are usable signals for our tomography work. ~The use
of the coupled mode arrival spread as data for the inverse is
FIG. 15. Error in travel time estimated for the first ten modes due to mode
coupling effects. It is seen that the lower modes show less error for narrow
front widths. Solid line is peak estimate, dashed line is centroid estimate.
FIG. 16. Travel times for the modes coupling into modes 1 and 2 @~a! and
~b!, respectively# along with their amplitudes. Two frontal positions for an
abrupt front 15 and 17 km from the source, are considered for a source/
receiver separation of 35 km. Both source and receiver are near bottom for
this example. The adiabatic ~1-1 and 2-2! travel times are denoted by x’s.
The ‘‘spreading’’ of the pulse in time is seen in the arrival times of the n!1
and n!2 coupled modes. For the 80-ms pulse length used in our Barents
Sea tomography transmissions, the individual coupled mode arrivals are
unresolvable, and the arrivals add to create a ‘‘smeared,’’ fluctuating pulse
shape.
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a new topic under development—suffice it to say there is
additional information in the distorted pulse’s shape, should
one be able to obtain it reliably.!
However, as in any experiment, there are experimental
and environmental measurement errors to deal with, which
reduce the accuracy of our travel time and pulse spreading
measurements. In this section of the paper, we will deal with
those errors, both in the specific context of our experiment
and, where possible, in the more general case. There are ~as
usual, sigh! a plethora of errors one can consider. We will
consider here the ones which we felt were the most important
for our work, making no pretense that this is an all inclusive
list. These include: narrow-band approximation errors, water
column sound-speed profile error, bottom sound-speed error,
receiver array depth error, and array tilt error.
As the ‘‘baseline’’ case against which the errors are es-
timated, we calculate the mode shapes at the receiver and the
mode travel times from: ~1! A smoothed August 9, 1992
CTD profile ~see Fig. 18! at the receiver position, ~2! an
isovelocity half-space bottom with cbot51600 m/s, and ~3!
all other parameters ‘‘nominal,’’ i.e., at the 224-Hz center
frequency, with correct receiver depths, and with zero array
tilt.
We now consider the effects described above. To exam-
ine the error in the narrow-band assumption, i.e., the filtering
of the modes by the center frequency mode shape only, we
looked at the effects on travel time of filtering the modes at
22468 Hz, i.e., the edges of the band for the BSPF experi-
ment. As seen in Table I, there is at worst a 1.7-ms error
FIG. 17. Diagonal elements of the propagator matrix at 224 Hz versus front width with an interleaving feature included. Coupling does not decay with range
due to interleaving feature edge acting as a ‘‘second front.’’ Interference between the interleaving feature and the front creates the pattern observed in the
figure.
FIG. 18. Two profiles from the Barents Sea Polar Front experiment taken on
the Atlantic water side of the front at the same position, but separated by
two weeks in time. The biggest difference, between 25 m and 50 m depth, is
primarily due to internal waves. The smaller changes near the surface and
bottom are due more to advection of watermass properties.
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incurred on the average for the first eight modes. This is an
‘‘acceptable’’ error, so one can use narrow-band filtering,
instead of calculating the mode shapes for all the frequencies
in the band ~which is, of course, an option!. The next error
we examine is ignorance of the bottom reflection properties.
By changing cbot from 1600 to 1800 m/s, which typifies our
uncertainty in the most important bottom property for reflec-
tion, we again can see how the change in our matched filter
mode functions affects our travel time estimate. From Table
I, we see that the change is 1.1 ms, again negligible. Given
that the sound channel axis is at the bottom for the receiver,
so that the low modes do bottom interact appreciably, this
says that the bottom is not an important consideration for our
tomographic application. The third error we examine is the
depth of the receiver array. Unless one has pressure sensors
or an acoustic navigation net to track the receiving array
elements depth ~and position!, it is easy to make a depth
error of 1%–2% using standard echosounders. For our BSPF
array, at a water depth of 280 m, this can be represented by
a ~roughly! 3-m depth error. If we use this error in filtering
the modes at the receiver, we find that there is a 3.7-ms travel
time error, which is small but not totally negligible for our
purposes. As will be seen even more clearly when examining
array tilt, array position is a critical quantity to measure. The
final environmental measurement error we examine is the
sound-speed profile at the receiver. To examine this, we cal-
culate the modes at the receiver with an unsmoothed version
of the August 9th profile, as well as with a CTD profile taken
at a later date, August 23rd. The travel time errors incurred
by using these different profiles are seen to be 7 and 11.2 ms,
respectively. These are rather serious errors, and they point
out the need to monitor the sound-speed profiles at the re-
ceiver ~using thermistors, preferably! densely in both space
and rapidly in time. The necessity of spatial density is seen
by the inadequacy of using a smoothed profile. The need for
rapid temporal sampling is indicated by the large change in
travel time between the August 9th and August 23rd profiles.
Most of the change between these profiles is as the base of
the mixed layer, and is of the same order as the displace-
ments caused by internal waves and internal tides, which
produce significant fluctuations over times ranging anywhere
from 20 min to tidal periods.8,9
In doing the BSPF experiment, both a tilt meter and a
single acoustic position interrogator were used to monitor
array tilt. Unfortunately, those measurements were not accu-
rate enough to tell us anything more than that the array tilts
were somewhere between 62°. This seemingly small
amount of tilt is still rather significant, both in terms of ar-
rival time error ~tp and/or tc! and in spreading the pulse in
time through ‘‘spurious mode coupling’’. The dependence of
the tp and tc estimate on array tilt angles for modes 1–8 is
shown in Fig. 19. It is seen that mode travel time errors of
30–60 ms are easily incurred by array tilts of this magnitude.
To try to estimate the array tilt from the acoustic data, we
tried both travel time and pulse spread criteria. The travel
time calculation proved less useful, and so we will report
only the pulse spread calculation here.
The apparent mode coupling seen in the time spread is
due to both the actual coupling by the front and the spurious
coupling due to imperfect mode filtering, as noted. We will
make the assumption here that improvement of the mode
filtering will result in a decrease in the pulse spreading,
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In the above equation, Pn(t) is the normalized ampli-
tude of the nth mode pulse and tc(n) is the centroid arrival of
the nth mode. N is the highest mode to be considered, which
for our calculations is N58. The array tilt angle then is
estimated by appropriately time delaying the arrivals at each
hydrophone, mode filtering for each given mode 1–8, and
then calculating W for the given tilt. This is done repeatedly
for a finely sampled grid of tilt angles from 22° to 12°. The
minimum W from Eq. ~25! above corresponds to the tilt
angle estimate. This technique has the advantage that it is
independent of any theoretical predictions other than of
mode shape. Using this algorithm, we estimated the array
TABLE I. Average travel time changes ~modes 1–8! of filtered normal
modes due to eigenfunction changes.
Parameters cb51800 f5216 Hz Dz53 m ssp1
Dtp ~ms! 0.6 1.1 1.8 7.8
Dtc ~ms! 1.1 1.7 3.7 11.2
FIG. 19. Filtered mode travel times for the first eight modes versus vertical
array tilt angles. Both pulse peak and centroid travel times are considered.
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tilts for subsets of the data we collected. Looking at one
particular transmission where the array tilt was estimated at
20.8°60.2° ~the latter being the ‘‘noise’’ in this estimate!,
we can see the effects of this algorithm by examining Figs.
20 and 21. On the whole, one sees a stronger and sharper
‘‘main peak’’ ~which is the diagonal ‘‘adiabatic’’ arrival in
general! and lower ancillary peaks. This is a reasonable in-
dication that our technique is not entirely a sterile one. How-
ever, the question still remains as to what percentage of the
time spreading observed is due to frontal coupling and which
percentage is due to tilt error.
VI. CONCLUSIONS
The conclusions of this paper are rather straightforward
and ‘‘common sensical,’’ but we will list them nonetheless.
The first, and most obvious conclusion is that shallow water
frontal features are important to low-to-mid frequency acous-
tic propagation ~50–1000 Hz!, and increase in importance as
frequency increases, i.e., as the acoustic propagation be-
comes more dominated by the water column as opposed to
the bottom. This echoes earlier work by Ali et al.10 in the
BSPF. In terms of the normal mode picture of propagation,
which is quite useful in shallow water, one sees that strong
mode coupling effects appear, particularly for abrupt fronts.
Indeed frontal coupling of modes can often be much stronger
than coupling by the bottom slope in shallow water, particu-
larly for low modes—this is explored by Chiu et al.11 for the
BSPF in a separate paper. ~This is an important point, as
shelfbreak fronts similar to the BSPF are quite common, and
‘‘by definition’’ occur in regions of sharply changing
bathymetry.!
We have also shown a simple criterion for the couplings
sensitivity to the size of the region between two water
masses @Eqs. ~17!, ~21!#. We also see that the fine structure
associated with the front, e.g., interleaving features, can have
significant acoustic effects. This points out the need for
higher resolution mapping of a front, at least once, so that the
‘‘abruptness’’ and fine structure can perhaps be well charac-
terized and then this structure knowledge can be used for
later applications. One application of acoustics that was ex-
amined in this paper, matched field processing, showed dis-
tinct sensitivity to frontal structure which could, however, be
lessened by using algorithms which exploit a priori informa-
tion about such structure.
In terms of future work in this area, an experiment is
planned for the 1996–1997 time frame in which moored
thermistor strings, ADCP’s, Sea Soar, and tomography are to
be utilized to make ultrahigh resolution maps of a shelfbreak
front in the New York Bight area. At the same time, accu-
rately positioned acoustic sources and receiving arrays will
be measuring the acoustic properties of the medium, so that
we may finally eliminate the environmental and instrumental
measurement errors that were discussed in this paper and
concentrate strictly on frontal effects.
FIG. 20. Filtered mode pulse shapes of BSPF data for the first eight modes
for 16-Hz bandwidth source. Zero degrees array tilt angle is assumed here.
FIG. 21. Filtered mode pulse shapes of BSPF data for the first eight modes
for 16-Hz bandwidth source. A 20.8 deg array tilt angle is assumed here,
leading to a minimum spread of the pulse. This tilt is consistent with the
62° maximum array tilt estimated from other measurements.
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APPENDIX






Since eigenfunctions in region 2 fn(2) (n51,.. . ,M ) are
assumed to be complete, the eigenfunctions in regions 1 and
3, fn(1) and fn(3), can be expressed by the linear combinations
of fn(2) ~Ref. 12!:
fn






Therefore the coupling coefficients between regions 1 and 3
are given by
Cmn
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The coupling coefficients between regions 1 and 2 and be-
tween regions 2 and 3 are given by
Cmk
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