Abstract: Dynamic real-time optimization (DRTO) is a higher level online strategy that exploits plant economic potential by making appropriate adjustments to the lower level controller set-point trajectories. In this work, we propose a closed-loop formulation for a nonlinear DRTO calculation in the form of a bilevel programming problem. A nonlinear differential algebraic equation (DAE) system that describes the process dynamic behavior is utilized with an embedded constrained predictive control (MPC) optimization subproblem to generate the approximate closed-loop response dynamics at the primary economic optimization layer. The bilevel DRTO problem is reformulated as a single-level mathematical program with complementarity constraints (MPCC) by replacing the MPC optimization subproblem by its Karush-Kuhn-Tucker (KKT) optimality conditions. We investigate the economics and control performance of the proposed strategy based on a polymer grade transition case study in the presence of plant-model mismatch and a disturbance, and a comparison is made with the application of a linear DRTO prediction model.
INTRODUCTION
Process plants operate in an ever increasing environment of uncertainty and changing conditions, driven by factors such as increased global competition, variation in utility costs, restrictive environmental regulations, changing raw material prices, varying product quality specifications, and volatile market demands. Real-time optimization (RTO) is a closed-loop economic optimizer in the process automation architecture that computes set-point targets for the lower level regulatory control systems (Darby et al., 2011) . The traditional RTO strategy is designed based on a steady-state model, which suffers from a limited execution frequency resulting in suboptimal operation for processes with frequent transitions and long transient dynamics. Recent advances have transformed the steady-state RTO to dynamic real-time optimization (DRTO) based on a dynamic prediction model, hence allowing process transient economics be evaluated at a substantially higher frequency.
Proposed DRTO strategies that follow a two-layer architecture generally perform economic optimization in an open-loop fashion without taking into account the presence of the plant control system, which we denote here as an open-loop DRTO strategy. In this approach, the set-points prescribed to the underlying control system are based on the optimal open-loop trajectories under an expectation that the closed-loop response dynamics at the plant level This work is sponsored by the McMaster Advanced Control Consortium (MACC) and the Ministry of Higher Education (MOHE), Malaysia will follow the economically optimal trajectories obtained at the DRTO level. Tosukhowong et al. (2004) design the DRTO framework based on a linear(ized) process model while Würth et al. (2011) utilize a nonlinear dynamic model. An alternative to the multilevel configuration is a single-level, economic model predictive control (EMPC) approach that optimizes the plant economics at the controller sampling frequency. Such a strategy aims to address the issues of model inconsistency and conflicting objectives between the traditional RTO system and the MPC control layer, and is usually designed based on the nonlinear dynamic model describing the process behavior. In this case, the objective function could be based purely on economics (Amrit et al., 2013) , or a hybrid between cost and control performance (Ellis and Christofides, 2014) .
In previous work, we proposed a closed-loop DRTO strategy with a rigorous inclusion of the future MPC control calculations, which for constrained MPC cannot be expressed as an explicit continuous function to be readily included in the optimization problem. The overall closedloop DRTO problem structure is in the form of a multilevel dynamic optimization problem with embedded MPC optimization subproblems, as illustrated in Fig. 1 . It optimizes the closed-loop response dynamics of the process where the optimal control inputs are computed by a sequence of inner MPC optimization subproblems. This scheme computes the MPC set-point trajectories that determine the best economics of the predicted closed-loop response, under the assumption that the process follows the trajectory calculated by MPC until the next DRTO execution. The closed-loop DRTO formulation may be viewed as an EMPC approach due to explicit consideration of control performance while making economic decisions. However, it has the flexibility to be implemented less frequently at the supervisory level because controller set-point trajectories are the primary decision variables of the economic optimization problem. This allows the existing plant automation architecture to remain unaltered, and the higher frequency control calculation remains less complex and computationally inexpensive. Our prior analysis based on a linear dynamic system demonstrated that the closed-loop DRTO strategy outperforms the traditional open-loop counterpart under control performance limitations where the controller has to be detuned Swartz, 2014, 2015b) . Despite its advantages, the multilevel programming formulation significantly increases the size and solution time of the DRTO problem. In a recent study (Jamaludin and Swartz, 2015a) , we proposed a closed-loop DRTO strategy in the form of a bilevel programming problem in which only a single MPC calculation is embedded over the DRTO optimization horizon as an approximation of the rigorous closed-loop response dynamics.
This paper extends the application of the closed-loop DRTO strategy to a nonlinear dynamic system formulated as a bilevel program. We consider implementation of linear MPC on a nonlinear dynamic plant model. The following sections describe the closed-loop formulation of the nonlinear DRTO problem, followed by the solution approach adopted for the resulting dynamic optimization problem. A technique to handle complementary constraints arising from reformulation of the MPC optimization subproblem to its KKT conditions, and formulation of an economic objective function, are also be presented. A comparative study of the closed-loop DRTO performance based on the nonlinear and linear embedded dynamic plant model is conducted using a polystyrene grade transition case study in the presence of plant-model mismatch and a disturbance.
PROBLEM FORMULATION

Dynamic Optimization
For clarity of exposition, we first describe the conversion of a nonlinear continuous dynamic model to its discrete representation, which will later be used with the embedded MPC optimization subproblem. Here we consider process dynamic behavior described by a nonlinear differential algebraic equation (DAE) system of the form:
DRTO (t) ∈ R nu = control input vector, and t f = final time in prediction/optimization horizon. To solve the DAE system using an optimization (specifically, a nonlinear programming [NLP] ) framework, the differentialalgebraic equations are discretized in the time coordinate using a Backward Euler approximation.
We assume that the controller sampling interval is the same duration as the finite element interval ∆t k partitioned over the optimization horizon, and thus piecewise constant inputs (i.e. zero-order hold) can be conveniently placed at every finite element. There are also other nonlinear discretization approaches such as orthogonal collocation on finite elements (which corresponds to an implicit Runge-Kutta method), should a more precise integration procedure be desired. The resulting set of equations is posed as constraints in the optimization problem. In our case, the resulting sparse structured NLP is modeled using a specialized in-house modeling software package, a Modeling Language for Dynamic Optimization (MLDO) (Chong and Swartz, 2006) , which generates AMPL code, permitting solution by means of large-scale NLP solvers.
The bilevel closed-loop DRTO formulation consists of a primary DRTO optimization problem based on the nonlinear dynamic system (1a) to predict the closedloop response dynamics, and an inner MPC optimization subproblem based on the linear(ized) dynamic system to calculate the optimal control input trajectories (1b). The controller set-point trajectoriesŷ SP are the decision variables for the outer problem, whereas the control input trajectoriesû 
DRTO consists of algebraic equations of the prediction model. Inequality g DRTO consists of constraints on the outputs, which may comprise a subset of the states. Equality h SP enforces the MPC set-point trajectories to be constant over each DRTO interval within the optimization horizon, which is an integer multiple of the MPC sampling interval, whereas inequality g SP defines the upper and lower bounds of the set-point trajectories. Input constraints are not imposed at the primary DRTO optimization problem; instead, they are addressed by the MPC optimization subproblem.
The MPC optimization subproblem (1b) utilizes the statespace formulation of a standard input-constrained MPC controller with a quadratic objective function, details of which can be found in Maciejowski (2002 
nu is a vector of MPC inputs at each prediction step k.ŷ SP ∈ R N.ny is a composite vector of MPC set-point trajectories for the controlled outputs over the the DRTO optimization horizon N We also note that referring to the notation of the previous section, we have:
that is, a composite vector comprising all the MPC inputs over the MPC horizon.x MPC ,ŷ MPC , ∆û MPC ,ŷ SP andû DRTO are analogously defined. The inputs to the plant model correspond to the optimal input trajectory of the MPC optimization subproblem, added to the nominal steadystate inputs (since the MPC formulation utilizes deviation variables). We note that u ss is a composite vector of the steady-state inputs repeated for each step of the DRTO prediction horizon for compatibility withû DRTO .
For comparison, we also apply a linear(ized) DRTO model to generate the closed-loop response dynamics at the primary optimization problem. In this case, the functioñ f DRTO represents the linear dynamic model utilized for DRTO prediction at time step k ∈ [0, . . . , N −1], which can be consistent with the MPC state-space model represented by f MPC . The closed-loop DRTO strategy optimizes the setpoint trajectories directly to be prescribed to the MPC controller at the lower level. At the lower level, these setpoint trajectories are shifted in time to account for the moving horizon of the MPC controller.
Simultaneous Solution Approach
One way to solve the bilevel closed-loop DRTO problem is to apply a sequential approach by iteratively solving the primary DRTO problem and the inner MPC subproblem until convergence to an optimum. However, we avoid this approach as it may encounter numerical difficulty in the DRTO optimization problem posed by derivative discontinuities induced by control input saturation at the inner MPC optimization subproblem.
In this study, we employ a simultaneous solution approach by transforming the MPC optimization subproblem to a set of algebraic equations using its first-order, KarushKuhn-Tucker (KKT) optimality conditions. For a constrained MPC problem formulated as a convex quadratic programming (QP) problem as considered in this study, such a transformation is valid as the KKT conditions are necessary and sufficient for optimality. The MPC subproblem at each DRTO prediction step may be represented as a QP of the form:
with the corresponding KKT condition is given by: 2016 June 6-8, 2016 Details of the KKT conditions as applied to the MPC (QP) subproblem can be found in Baker and Swartz (2008) .
Handling complementarity constraints
Complementarity constraints, which take the form u i η i = 0, generally pose difficulties due to violation of constraint qualifications in the nonlinear programming (NLP) problem (Baumrucker et al., 2008) . Handling complementarity constraints requires reformulation of the MPCC, or an alternative NLP algorithm that internally treats the complementarity constraints.
In this study, the complementarity constraints are handled using an exact penalty formulation (Ralph and Wright, 2004) . They are moved from the constraint set of the original MPCC problem to the objective function as an additional penalty term with a penalty parameter ρ, as represented in (4), with the resulting problem posed to a standard NLP solver. Tuning of the complementarity penalty parameter ρ starts from a small value, roughly of the same order of magnitude as the decision variables, and increased until it exceeds a critical value, i.e. ρ > ρ c , at which point the original complementarity constraints will be approximately satisfied. However, choosing too large a penalty parameter may lead to scaling issues and longer solution times.
We use a single penalty parameter for all complementarity constraints, although different parameter assignments can be used. At the optimum, the value of the complementarity penalty function will be close to zero, and the optimal solution recovers the original objective function of the MPCC problem due to the negligible contribution of the penalty term.
Economic Objective Function
In general, any appropriate economic objective function suitable for process optimization may be used. However, our case study is specifically motivated by product grade transition problems, such as those arising in the polymer and bioprocess industries. The DRTO objective function is formulated to minimize the input cost while at the same time taking into account the revenue when the product quality is within the desired target tolerance. The revenue is continuously tracked using a hyperbolic tangent function,
where γ is a weighting parameter used to define the steepness of the switching function that produces a function value either smoothly or sharply approaching 0 or 1. The function is used as a continuous approximation of a switching function constructed to indicate when the variable enters a specification tolerance band. These may be used in combination to capture specification bands with upper and lower limits around a desired target, and included in the objective function in order for revenue to apply only when the product quality falls within specification limits.
Consider a transition of an output from an initial specification (y init ) to a new target (y target ), where the output is allowed to vary within a strict tolerance, for example ±δ%. The economic objective function is formulated to take into account the revenue when the output is within the specification limits. This is captured through the specification regions defined by (6) and (7).
• Region 1 (lower bound):
where
• Region 2 (upper bound):
where R 2 ≈ 0 if y > y target + δy target and R 2 ≈ 1 if y < y target + δy target .
Therefore R 1 R 2 ≈ 1 if y lies in Region 1 and 2 of the target tolerance and is approximately zero otherwise. This construct of tracking the dynamic economics of the output will be applied in following case study.
CASE STUDY
In this case study, we implement the bilevel DRTO formulations for optimal polymer grade transitions of a freeradical solution polymerization of styrene in a jacketed CSTR (Maner et al., 1996) , as depicted in Fig. 2 .
Fig. 2. Polystyrene reactor
Two manipulated inputs and two controlled outputs are selected to design an input-constrained MPC controller, given in Table 1 . Initiator is mainly used to control the specified polymer grades, and cooling supply is used to absorb the heat of polymerization. We assume sufficient solvent feed ratio to the monomer feed to keep the viscosity IFAC DYCOPS-CAB, 2016 June 6-8, 2016 . NTNU, Trondheim, Norway of the reaction mixture low, and therefore both flowrates are kept constant at their nominal values. For the nonlinear DRTO application, the polystyrene reactor DAE system is discretized using the Backward Euler method as described in Section 2.1. The model is also linearized at the nominal steady-state operating points to a statespace formulation for the MPC calculation as well as linear DRTO application. Linearization is carried out in MAT-LAB by computing the Jacobian of the reactor model using a complex-step differentiation to generate the continuous state-space model, which is subsequently discretized based on the MPC sample time of 1 hr. The original DAE models are utilized to perform plant simulations. 
The economics of the polymer grade transition problem are formulated to maximize the economic return over the simulation horizon of producing the specified polymer grades, which is characterized by the polymer number average molecular weight (NAMW). The reactor discharge flowrate is used as an inferred estimate of the polymer production rate. The economic objective function is formulated as:
where C i is the cost of the initiator ($0.2/L/hr), C c is the cost of the cooling supply ($0.1/L/hr), P p is the price of the desired polymer product ($10/L/hr), and R 1 and R 2 are outputs of hyperbolic tangent switching function approximations that indicate satisfaction of the lower and upper bounds of the polymer grade specification tolerances. The solvent and unreacted monomer are assumed to be recovered and recycled, and their effects on the transition cost are not taken into account. Constraints on the inputs, outputs and set-points are applied as follows:
In this study, MATLAB R2012b is chosen as a supervisory computing platform to solve the MPC problem using the quadprog solver, and also to perform the plant simulation using an ode15s. The DRTO problem, which is larger in size than the MPC problem, is modelled in AMPL and is solved using IPOPT (version 3.12.0) with an embedded linear solver ma27. The solution from an open-loop simulation is used as an initial guess for DRTO calculation at the start of simulation time, and initializations at the subsequent DRTO calculations are provided using the previously computed optimal solutions. Computation is performed using a 3.4GHz INTEL CORE-i7 with 8GB RAM running Windows 7.
In the following simulations, the polystyrene production is sought from a lower NAMW of 58.5 kg/mol to 68.9 kg/mol with a ±3% of grade tolerance over a 50 hr simulation horizon. Although the target for the NAMW is specified (usually based on product demand, planning and scheduling), the set-point trajectory for the reaction temperature is a degree-of-freedom (DOF) for the economic optimization. We also introduce an unmeasured disturbance of a 5% step increase in the initiator feed concentration at time 31 hr. In addition, discretization of the nonlinear DAE system indirectly introduces mismatch between the nonlinear DRTO model predictions and the actual plant dynamics.
The optimal input, output and set-point trajectories for the nonlinear DRTO application are plotted in Fig. 3 , in which dotted lines represent grade tolerances/output constraints, and dashed lines represent set-point trajectories computed at the initial simulation time. The DRTO is able to keep the polymer NAMW within the acceptable grade tolerance through appropriate adjustment of the set-point trajectories. The reactor is operated near its temperature upper limit which accounts for less utilization of cooling cost, and the constraint is satisfied for the entire simulation run. Fig. 3 also shows that there are steady-state offsets between the set-point trajectories computed from the first DRTO execution at time 0 hr and the actual plant dynamics. However, the closed-loop DRTO calculation has an adaptive mechanism to update the set-point trajectories at the subsequent DRTO calculations using current feedback information, which eventually eliminate the offsets. The DRTO problem based on the nonlinear prediction model comprises 2797 optimization variables and the average solution time is 2.8 CPU(s). It generates an economic return of $7925.
In the rigorous multilevel DRTO formulation, there are feedback bias updates at every prediction step generated from a sequence of MPC optimization subproblems embedded over the DRTO horizon in which they provide integral action to the overall closed-loop predictions. Hence, final steady-state offsets can be eliminated based on the setpoint trajectories computed at the initial DRTO calculation, assuming a perfect model of the process is available for optimization. Unlike the multilevel DRTO formulation, approximation of closed-loop dynamics using the bilevel formulation does not provide integral action to the closedloop predictions to eliminate these offsets because the MPC feedback bias update is not available at every DRTO prediction step. Nevertheless, the bilevel formulation has the ability to recognize the future model mismatch between the nonlinear DRTO and linear MPC predictions, and therefore adjusts the set-point trajectories in such a way that the closed-loop predictions will return the best economics. This is a similar idea to the back-of mechanism that moves the set-points away from constraints to allow the process to remain feasible in the face of disturbances and plant-model mismatch.
Simulation results from the application of a linear DRTO plant model are depicted in Fig. 4 . The polymer NAMW violates the specified grade tolerance due to an overshoot during the grade transition and after a disturbance enters the system at time 31 hr, whereas the reactor temperature satisfies the prescribed constraint limit. Although the closed-loop predictions provide a backoff mechanism to prevent constraint violation at the plant level, it does not address model mismatch of implementing a linear MPC controller on a nonlinear process, and therefore the magnitude of the backoff may not be sufficient. Steadystate offsets also occur in this case because the set-point trajectories are optimized based the closed-loop response dynamics of a linear plant model, while the process behavior is nonlinear; such offsets will not be eliminated because the the DRTO assumes linear process behavior. We also observe that the input and output dynamics are not as smooth as compared to the dynamics generated by implementation of the nonlinear DRTO model, even though they finally settle at the same region of steadystates. The DRTO problem based on the linear prediction model comprises 2097 optimization variables and the average solution time is 1.3 CPU(s). The overall simulation results in an economic return of $3475, which is 56% lower than that of the nonlinear model. 
CONCLUSION
This paper compares the performance of a closed-loop DRTO strategy based on nonlinear and linear plant model predictions. Approximation of the rigorous DRTO closedloop prediction is performed using a bilevel programming formulation with an embedded linear MPC optimization subproblem. We demonstrate that implementation of a nonlinear DRTO model in the bilevel programming approximation to predict the closed-loop response dynamics helps to achieve superior economics and control performance to that obtained using a linear model for the plant response determination, while the problem size remains manageable. Planned future work includes investigation of different approximation techniques for closed-loop prediction at the DRTO level, and application to more complex industrially based case studies.
