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It is proved that every chain-complete poset with the finite cutset property is the 
union of countably many chains. 0 1988 Academic Press, Inc. 
There are not many results giving conditions under which a given poset 
P must be the union of countably many chains (some recent examples are 
in [ 111 and [ 11). This situation primarily comes from the fact that most of 
the attempts in naturally generalizing the well-known Dilworth Decom- 
position Theorem [4] fail [14] because of its strictly finite nature. The 
second reason comes from our poor understanding to which posets can we 
add an uncountable chain in a reasonable forcing extension. The main goal 
of this paper is to prove a chain decomposition theorem for a class of 
posets already well-considered in the literature ([ 10, 2, 7, 16, 8, 9, 191, etc.). 
To define this class we need to introduce some standard notation and 
definitions. 
Let P, d be a poset. By /I we denote the incomparability relation on P. 
For a subset S of P by S” we denote the set of all elements of P incom- 
parable to every element of S. By aii we denote {a} ‘I. If P is a well-founded 
poset (i.e., P contains no infinite descending chain a, > a, > a2 > . . . ), then 
ht = ht,: P + Ordinals 
is the associated height function recursively defined by 
ht(a) = sup{ht(b) + 1: b < u}. 
Let 
htP=sup{ht(a)+l:ainP}. 
A subset S of P is a cutset of P if S intersects all maximal chains of P. A 
set F is a cutset for a in P if F is a subset of a”, and {a > together with F is a 
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cutset of P. We say that P has the n cutset property if every point of P has a 
cutset in P of size <II. P has the finite cutset property if every point in P 
has a finite cutset. This notion was introduced by Bell and Ginsburg [2] 
who showed that P has the finite cutset property iff the set of all maximal 
chains of P with the topology induced from 2’ is a compact space. 
P is said to be o-chain complete if for any bounded countable chain C of P 
both 
sup c and inf C 
exist. The class of posets P with the finite cutset property which are, 
moreover, o-chain-complete enjoys many interesting structural properties. 
For example, every antichain of P is countable [7], every finite antichain 
of P is extendable to a maximal finite antichain of P [ 161, etc. The main 
result of this note also concerns this particular class of posets. 
THEOREM 1. Suppose P is a o-chain-complete poset with the finite cutset 
property. Then P is the union of countably many chains. 
Simple counterexamples [7, 163 show that none of the conditions alone 
is sufficient for the conclusion of Theorem 1. Simple counterexamples [ 161 
also show that the furher restriction to the 3 cutset property is not suf- 
ficient to ensure P is the union of finitely many chains, nor even to have all 
antichains finite. 
Two years ago, in proving a conjecture of Ginsburg, Rival, and Sands 
[7], we proved [18] a weaker result which says that under the hypothesis 
of Theorem 1 every uncountable subset of P contains an uncountable 
chain. That result, together with some forcing and absoluteness con- 
siderations, led us (at that time) to conjecture the full result of Theorem 1. 
The forcing will be explained in the last section of this note. 
The proof of Theorem 1 can be shortly described as follows. We first 
associate to any P, satisfying the hypothesis of Theorem 1, an ordinal 
invariant so that the proof could go by induction on that invariant. The 
proofs of this sort are quite common in the theory of well-quasi-orderings 
[6, Sects. 7, 8; 3; 15; 13, Sect. 41, though in our case the existence of such 
an invariant is not as obvious. For a very nice example of such a proof we 
refer the reader to Abraham [l] who is using the induction on the height 
of the poset of all finite antichains of a given poset with no infinite 
antichain in order to prove a similar chain decomposition theorem. (See 
also [ 13, Sect. 41 for another example of a proof which uses the same 
ordinal invariant.) 
The second part of the proof consists in studying the subsets of P having 
smaller ordinal invariants than P. Of course, we shall be interested only in 
those subsets of P which as subposets of P satisfy the hypothesis of 
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Theorem 1, so that we can assume they all are countable union of chains. 
The third (and last) part consists in proving that if in P all subsets with 
certain properties are countable unions of chains, then P itself must be such 
a union. 
1. AN ORDINAL INVARIANT 
Let P be a a-chain-complete poset with the finite cutset property. For 
each a in P we fix a finite cutset F(a) in P. 
For a and b in P (with not necessarily a <b) by [a, b] we denote the set 
of ail x in P such that 
a<xdb or b<x<a. 
Note that 
[Ia, bl= izr, if allb. 
Similarly, we define (a, b), ( - co, a], [a, + co), . . . . etc. A subset of P is 
bounded in P if S is a subset of [a, b] for some a and b in P. 
For a cardinal n put 
[P]” = the set of all n elements chains of P. 
In this article we shall be primarily interested in [PI’, but in the last sec- 
tion of this paper we shall also consider the set of all finite chains of P. 
When writing an element {a, b} of [PI” we shall always implicitly assume 
a < b. 
-For {a, b} and (d, c} in [PI’, we set 
{a, b) < (c, 4, iffc<a&b<d& {a,b}‘i\{c,d}“#@. 
LEMMA 1. [PI’, < is a well-founded poset. 
Proof Clearly < is transitive. Suppose there is an infinite descending 
sequence 
Then for each i we can pick an xi in 
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By going to a subsequence and by symmetry, we may assume that ai<xi 
for all i. Note that in this case we necessarily have ai < ai+ 1 for all i. Let 
a = sup aj. 
1 
Since F(a) is finite, there is a n such that xllai for all x in F(a) and ian. 
Pick a maximal chain C containing {a,, x,}. Since 
Cn (ia> u Jla)) 
is nonempty and by the choice of n, we conclude that a is in C. So a is 
comparable with x,. But the case a < x, is impossible since it implies 
a n + , 6 x,, and the case x, < a is impossible since it implies x, < b, + r. This 
completes the proof of Lemma 1. 
The above argument is very characteristic for the class of posets we are 
working with and has already been used many times in the previous papers 
on the subject ([2, 7, 163, etc.). 
Let 
ht: [PI2 -+ Ord 
be the height function of the well-founded poset [PI”, < . 
The following lemma is straightforward. 
LEMMA 2. Let Q = [a, b] for some a < b in P. Then 
ht[Q]‘= htCp12 {a, b} + 1. 
LEMMA 3. Suppose P has a minimum or a maximum. Let a-c b be two 
elements of xl’ for some x in P, and let Q = [a, b]. Then ht[Q]‘< ht[P]‘. 
Proof For definiteness assume P has a minimum denoted by 0. Then 
(a, b} < (0, b}, 
so 
ht[Q]‘= htCP12 {a, b} + 1 < htCp12 (0, b} + 16 ht[P12. 
Note that for all our purposes here the assumption about the existence of 
either a minimum or a maximum in P can always be made. Namely, P hav- 
ing a finite cutset easily yields a finite decomposition of P into intervals 
with either a maximum or a minimum. Note that we are assuming here the 
trivial fact that any interval I of P is a-chain-complete and has the finite 
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cutset property. In fact, for all a in Z, F(a) n I is a cutset for a in I. 
However, the following preservation result of Sauer and Woodrow [ 161 is 
nontrivial and, to make this paper self-contained, we sketch the proof. 
LEMMA 4. For all a in P, ai1 is a a-chain-complete poset with the finite 
cutset property. 
Proof a” being convex is easily seen to be g-chain-complete. So assume 
some x in ,I’ does not have a finite cutset in al’ and work for a contradic- 
tion. Let %? be the collection of all maximal chains of au. 
Since 
(F(a) u F(x)) n {a, x}” 
is not a cutset for x in ail, there exists d, in F(x) comparable with a (for 
definiteness we assume a < d,) and a c,, in F(a) comparable with x (now 
necessarily c,, <x) such that 
%‘O={Cin~:Cu{c,,dO)isachain} 
has no finite cutset in 
Q, = Ccc,, 41 n (a, x}", 
that is, no finite subset of Q, intersects each member of %$. Pick now 
e, E Q,. Since 
is not a cutset for VO, there must be anfo in F(e,) n (co, d,) so that 
has no finite cutset in QO. Note that either a <fO, orfo < x. In the first case 
put ci = cO and d, =fO, and in the second c1 =fO and d, = d,,. Note that e, 
witnesses {a, d,} < {a, d,,} in the first case and {cr, x} < (c,, x} in the 
second case. Thus we have that V1 has no finite cutset in 
Q, = [c,, d,] n {a, x}~, 
so we can continue the process indefinitely getting that one of the sequen- 
ces 
contains an infinite descending subsequence in [PI’, < contradicting 
Lemma 1. 
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As a summary of the results of this section we note the following. Sup- 
pose we are proving the result by induction on ht[P]’ and that P has 
either a maximum or a minimum. Then for all a in P, ali is a a-chain-com- 
plete poset with the finite cutset property which also has the following 
interesting property: Every bounded subset of a” is a countable union of 
chains. This will determine a part of our efforts in the rest of the paper. 
That is, we shall first try to prove our theorem for posets in which bounded 
subsets are countable unions of chains 
2. Two DECOMPOSITIONS 
In this section P will be a c-chain-complete poset with the finite cutset 
property and with a minimum denoted by 0. 
A subset D of P is directed if all a and b in D there is a c in D with 
a, b 6 c. If X and Y are subsets of P, then XC Y means that x <y for all x 
in X and y in Y. A collection 2” of subsets of P is a chain if X < Y or Y < X 
for all distinct X and Y in 3%. Note that if each element of X in a countable 
union of chains, then so is the union of X. This explains our interest in this 
definition. 
By (*) we denote the following property of a poset Q: 
For all a in Q, aI’ has an upper-bound in Q. 
If n is an ordinal, then an increasing sequence { ai: i < n > of elements of Q 
is a (*)-counterexample in Q iff: 
(a) ad is unbounded in Q, 
(b) [ai, +co)na! I + 1 has no upper bounds in [aj, + cc ) whenever 
i+l<n. 
Let us now return to our fixed poset P. 
LEMMA 5. If {ai: i < n} is a (*)-counterexample in P, then either n is 
finite, or else n = o and {ai: i < w > is unbounded in P. 
Proof Otherwise, let 
a=sup(a,: i<o}, 
and for each finite i pick an xi in 
[Uj, + CO) n a/!+ 1 
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such that xi < a. Note that this gives xi lla and so 
for all such l’s, contradicting Lemma 1. 
LEMMA 6. The poset P is a countable union of subsets each of which is 
cr-chain-complete, is directed, has a minimum, has the finite cutset property, 
and satisfies the condition (*). 
ProoJ: The proof will use a standard ramification argument which, in 
the context of partially ordered sets, originated in the very early and fun- 
damental paper [ 121 of D. Kurepa. Working as in [ 17, Sect. 11, we could 
provide each piece to be, moreover, a countably directed subset of P. But 
this stronger conclusion easily follows from our Theorem 1, so there is no 
point in getting it here. 
We construct a tree T of finite sequences of ordered pairs of elements of 
P recursively on the lengths of sequences. Moreover, for each t in T we 
shall associate subsets A, and P, of P so that the following conditions are 
satisfied: 
(1) P,=P. 
(2) t is a terminal node of T just in case P, is either empty or it has 
all the required properties. 
(3) Suppose t A (a, b) is in T. Then we must have that t is in T, a is 
in P,, and b is in 
{a> u F,(a), 
where F,(a) is a finite cutset for a in P,. 
(4) For s = t h (a, b) in T, we define P, to be equal to 
f’,n Ch +a) if b = a, 
and 
P,n [b, +co)na” if b # a. 
(5) Suppose t is not a terminal node of T and has an even length. 
Then 
A,= (a: t A (a, b) is in T for some b) 
is either a well-ordered chain of P, satisfying the conditions (a) and (b) of 
an (*)-counterexample in P, but can’t be end-extended and still satisfying 
them, or else A, has 2 elements and has no upper bound in P,. 
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(6) Suppose now t is not a terminal node of T and has an odd 
length. Then either A,, defined as above, has size 2 and has no upper 
bound in P,, or else A, is a well-ordered chain of P, satisfying the con- 
ditions (a) and (b) of an (*)-counterexample in P, but cannot be end- 
extended still satisfying them. 
(7) If t A (b, b) is in T, then A, is a finite chain in P, forming a non 
end-extendable (*)-counterexample in P,, and b = max A,. 
Clearly, there is no problem in constructing such a tree T because the 
conditions (l)-(7) are giving us a complete description of the recursive 
construction. If we are given t for which P, does not have all the required 
properties, this means that we can pick a subset A, of P, which is either a 
non end-extendable (a)-counterexample for P, or is a 2-element set with no 
upper bounds in P,. Now, the immediate successors s of t are determined 
by (3), (5) and (7) and the sets P, are determined by (4). The sizes of the 
sets A, determine the splittings in T and therefore the size of the whole tree 
T. By Lemma 5 each A, is countable, and so T is also countable. Note that, 
by the definition (4) and Lemma 4, each P,, if nonempty, is a-chain-com- 
plete, has the finite cutset property, and has a minimum. Set 
T* = the set of all terminal nodes of T. 
Since each subset of P of the form [0, a] has all the properties needed in 
Lemma 6, the following claim finishes the proof of Lemma 6. 
Claim. Each point c of P is either 6 some point appearing in a pair of 
a sequence from T, or it belongs to P, for some t in T*. 
ProoJ Suppose c has none of these properties. Then we can define, 
recursively on i, an infinite branch 
{ti: i-co} 
of T such that for all i, ti has length i and c is in 
For each i, let 
ti+ I = ti A (a,., bi). 
Then, by the properties of the tree T, we can find an infinite set K of is 
such that: 
(i) ai j/ bi and therefore ai l/c for all i in K. 
(ii) 6, < a,j, b, for all i <j in K. 
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But then for all i <j in K, 
ibi, c} > {bj, c} 
with uj witnessing the fact. This clearly contradicts the Lemma 1 and 
finishes the proof. 
LEMMA 7. Suppose now P is directed and us is bounded in P for all a in 
P. Then P can be covered by the unions of two chains of bounded subsets. 
Proof: Pick a maximal chain C of P with the following property: 
(**) For all a < b in C, b is an upper bound of all. 
Note that C is cotinal in P. For c in C put 
X,=[O,c]\u {[O,b):binCandb<c). 
Clearly, the following claim finishes the proof. 
Claim. Assume c < d< e are members of C. Then X,. < X,. 
Proof Fix x in X,. and y in X,. Then x < c so it suffices to show that 
y > c. Otherwise y is in 
[O, c] u c” 
in which case y < d since d is an upper bound of this set by the property 
(**). But this contradicts the fact that y is in X, and finishes the proof. 
The results of this section lead to the following conclusion of our 
interest: If P is a c-chain-complete poset with the finite cutset property in 
which every bounded subset is a countable union of chains, then P itself is 
a countable union of chains. This result will be used in the next section to 
complete the proof of Theorem 1. 
3. THE INDUCTIVE STEP 
In this section we assume P is a a-chain-complete poset with the finite 
cutset property such that if Q is any a-chain-complete poset with the finite 
cutset property for which 
ht[Q]‘< ht[P]‘, 
then Q is a countable union of chains. Since taking the converse of a poset 
doesn’t change its properties nor its ordinal invariant, by the remark after 
Lemma 3, we may (and will) assume in this section that P has a minimum. 
LEMMA 8. For all x in P, XII is a countable union of chains. 
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ProoJ: By Lemma 3 and the induction hypothesis we have that each 
bounded subset of the poset xii is a countable union of chains, so by the 
result of Section 2, x” itself is such a union. 
The following lemma finishes the proof of Theorem 1 
LEMMA 9. P is the union of a chain of subsets each of which is o-chain- 
complete, has the finite cutset property, and in which every bounded subset is 
the union of countably many chains. 
ProoJ For x and y in P put 
x- Y 
iff 
[Ix> Yl is the union of countably many chains. 
Claim 1. - is an equivalence relation on P. 
Proof: Suppose x-y N z. Then 
cx, zl c cx, yl u [y, z] u y”, 
so by Lemma 8, [x, z] is a countable union of chains. 
Note that each equivalence class X of - is a convex subset of P. Note 
also that F(x) is a subset of X for all x in X, since clearly XII y implies x - y. 
Thus, each equivalence class is a o-chain-complete poset with the finite cut- 
set property in which every bounded subset is a countable union of chains. 
Hence, the following claim finishes the proof of Lemma 9. 
Claim 2. For all distinct X and Y in P/ - , X < Y or Y < X. 
Proof First note that every member of X is comparable to every mem- 
ber of Y. So suppose that for some a in X and b in Y, we have a < b. We 
shall show that X-C Y. So pick x in X and y in Y. Suppose x < y is false. 
Then we must have y < x. If a < y, then a < y < x, so by the convexity of X, 
we have y E X, a contradiction. Similarly, y <a implies y <a < b which in 
turn gives a E Y, a contradiction. So, a and y must be incomparable and 
this is also a contradiction. This completes the proof. 
4. A PROPERTY OF THE SET OF ALL CHAINS OF P 
The purpose of this section is to prove that the set of all finite chains of 
P is very well behaved. 
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THEOREM 2. Suppose P is a a-chain-complete poset with the finite cutset 
property. Then every uncountable set %? of finite chains of P contains an 
uncountable subset 9 such that the union of 9 is a chain in P. 
Proof. Clearly, we may assume %? is a subset of [P]” for some fixed 
n 3 2. Note that the case of arbitrary y1 follows from the case n = 2 by its 
successive application to each pair of coordinates. So we prove only the 
case n = 2. 
By Theorem 1 we may assume that both sets 
{min H: NinV} and (maxH:Hin%?j 
are chains in P. Applying a partition theorem of Erdijs and Rado [S, 
Corollary 1, p. 4591, we either have an uncountable subset 63 of Q? such 
that the union of $3 forms a chain, or else there is a sequence 
{(ai, bi}: idw} 
of elements of W such that either 
(A) bi Ilaj for all i <j or 
(B) a,\(b,i for all i<j. 
Note that in the case (A) for all i, 
and in the case (B) for all i, 
Pi, bd > {bi+l> b,), 
both contradicting Lemma 1. This completes the proof. 
A slightly weaker form of Theorem 2, to the effect that V contains only 2 
elements whose union forms a chain of P, was proved by the author in 
[IS] using the result of [lS] and a remark of [7]. 
The property of Theorem 2 is very closely related to the chain decom- 
position property. This is so because any poset, of not a too big size, which 
satisfies even the weak form of Theorem 2, is the union of countably many 
chains. So it might be of interest investigating which posets satisfy the weak 
form of Theorem 2. 
The result of Theorem 2 cannot be strengthened to the conclusion that 
there exist a countable sequence (Ci} of chains of P such that every finite 
chain of P is included in one of the C,‘s. A counterexample would be any 
poset with a very large set of maximal chains. It might be of interest, 
however, to find such a counterexample with a set of maximal chains of 
size not bigger than the size of the continuum. 
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