Abstract. We consider the numerical approximation to the solution of the matrix equation A 1 X + XA 2 − Y C = 0 in the unknown matrices X, Y , under the constraint XB = 0, with A 1 , A 2 of large dimensions. We propose a new formulation of the problem that entails the numerical solution of an unconstrained Sylvester equation. The spectral properties of the resulting coefficient matrices call for appropriately designed variants of projection-type methods. To this end, we propose new enriched approximation spaces, and provide experimental evidence of their effectiveness on benchmark problems. The application to a control problem is also described.
1. Introduction. We consider the following system of matrix equations,
(1.1)
for given A 1 ∈ R n1×n1 , A 2 ∈ R n2×n2 , B ∈ R n2×p and C ∈ R m×n2 , with unknowns X ∈ R n1×n2 and Y ∈ R n1×m , where p < m ≪ min{n 1 , n 2 }. We assume that A 1 and A 2 are large, sparse, and nonsingular, and that B, C and CB have full rank; in the following we shall refer to this system as a constrained Sylvester equation, with the second equation, XB = 0, acting as a constraint. Sylvester equations arise in many areas of control theory and engineering tracking problems, and as workhorse of many numerical methods such as those used in linear and nonlinear eigenvalue problems and certain differential equations; see, e.g., [2] , [7] , [12] , [32] , [22] . The above constrained version appears for instance in the design of reduced order observers which achieve precise loop transfer recovery [5] .
The two equations in (1.1) may also be viewed as a homogeneous system in the two unknown matrices X and Y , from which it readily follows that the matrix problem has a whole family of solutions. Indeed, by means of the Kronecker product, problem (1.1)-(1.2) can be rewritten as a very large homogeneous linear system, whose unknown vector contains the columns of X and Y , stacked one below the other. The resulting matrix is of size n 1 (p + n 2 ) × n 1 (m + n 2 ), and therefore overdetermined; thus when a nontrivial solution exists, this is not unique. We note that in general, the Kronecker product formulation is only of interest from a theoretical view point for n 1 , n 2 large, since the resulting problem is of exploding size.
In [4] , the authors describe a direct method for solving (1.1)-(1.2) when n 2 is small 1 . The method essentially amounts to a change of variables and the formulation of an unconstrained equation for the new variable. However, the method requires a full QR factorization of the matrix B, which is computationally expensive for large n 2 . To the best of our knowledge, we are unaware of any method in the literature for solving (1.1)-(1.2) in the large scale setting, at a computational cost and memory requirements that grow only linearly with the problem dimensions n 1 and n 2 . We aim to fill this gap. We show that an unconstrained equation can be formulated for the unknown X whose solution automatically satisfies the constraint. The new formulation can be stated as the following standard unconstrained Sylvester equation
where A ∈ R n1×n1 , B ∈ R n2×n2 , E ∈ R n1×r and F ∈ R n2×r for the unknown X ∈ R n1×n2 with r ≪ n 1 , n 2 . Numerical methods for (1.3) with large A, B have been studied extensively; see, e.g., [2] , [8] and other references later in the text. One class of iterative methods is based on projecting the equation into a well chosen approximation subspace and solving a problem of reduced size [30] , [27] , [28] , [36] , [37] .
We describe how projection-type approaches based on Krylov subspaces can be adapted to effectively handle this new formulation when n 1 and n 2 are large. In particular, since one of the coefficient matrices of the transformed problem is singular, a new strategy for using enriched (extended and augmented) Krylov subspaces is devised. Our numerical experiments on benchmark problems seem to show that the new formulation can be effectively treated with powerful projection spaces, so that small approximation spaces are required to obtain a rather accurate solution.
The outline of the paper is as follows. In section 2, the original method of Barlow et al. ( [4] ) for solving constrained Sylvester equations is described, along with a proposed modification that is more amenable to iterative solution techniques for the large scale case. Section 3 recalls existing projection methods for Sylvester's equation. Section 3.1 explains how these can be efficiently applied to solve the new unconstrained equation, with appropriate new augmentation strategies to overcome the singularity of the obtained problem. Section 3.2 summarizes the algorithm together with some computational considerations. Section 4 contains some numerical results, while section 5 provides a short description of the control setting where such a constrained matrix equation could arise. Finally, section 6 gives concluding remarks.
Throughout the paper the following notation is used. We denote by range(M ) the space spanned by the columns of the matrix M . I n and 0 n denote the n × n identity and zero matrices, respectively, and 0 n×m denotes the n × m zero matrix; subscripts will be omitted when clear from the context. E m:r will denote the last r columns of the mr × mr identity matrix.
2.
A new formulation for the constrained Sylvester equations. In [4] , the authors describe a direct method for solving (1.1)-(1.2) when the involved matrices have small dimensions. The proposed procedure transforms the original coupled equations into a single unconstrained Sylvester equation in one variable, which can be solved with available methods. We summarize their formulation in the following proposition. We include the proof because it is insightful for later developments.
, and R B ∈ R p×p , with p < m. Let also
denote the QR factorization of CU 1 , with R having full rank p. Then, a solution pair
where Z ∈ R n1×(n2−p) solves the equation
Proof. The constraint (1.2) implies that any solution X can be written as X = ZU T 2 for some matrix Z ∈ R n1×(n2−p) . The equation (1.1) is then post-multiplied by U 1 and U 2 , yielding
. We can use the first equation in (2.2) to express part of Y in terms of Z; namely, since
With this expression, the second equation in (2.2) is used to formulate an unconstrained equation for Z: since
it follows that Z must satisfy
3)
The entries ofŶ 2 are not forced by the procedure, and can be chosen at random. It can be readily shown that the result in Proposition 2.1 is in fact an equivalence; specifically, ifŶ 2 ∈ R n1×(m−p) is arbitrary, Z solves (2.3), andŶ 1 , X and Y are defined as stated, then (X, Y ) satisfies the system (1.1)-(1.2). We also remark that the arbitrariness ofŶ 2 reflects the number of degrees of freedom of the system.
A disadvantage of the approach described above is that the use of a full QR factorization of the matrix B is too costly for large n 2 , thus making the whole procedure not amenable to attack large problems. Indeed, in our setting m, p ≪ n 2 with, in fact, often m, p ≤ 10. Assuming such conditions on m, p and n 2 , we propose a modification of the above method, showing that the unknown X satisfies a different unconstrained equation, that can be solved numerically without relying on computing the expensive U 2 term. It is worth mentioning that in our treatment a full QR factorization of the matrix CU 1 ∈ R m×p is still computed, but due to the extremely limited size of m and p, its cost remains very low.
Factoring out some terms in (2.1) enables one to rewrite this as
Right-multiplying by the full row rank matrix U T 2 and recalling that X = ZU T 2 , we obtain the equivalent equation 
C is a projector onto range(B) and orthogonal to range(C T CB). Moreover, the matrix X = ZU T 2 solves the unconstrained Sylvester equation 6) and
, P is a projector. Equation (2.6) coincides with (2.5) with P as defined. Finally, 
Other factorizations ofŶ 2 Q T 2 CΠ = EF T could be considered, however we found that since Y 2 can be chosen arbitrarily, it may be computationally advantageous to choose a rank-one matrix. Indeed, with these choices both E and F will be vectors, with potential significant computational and memory savings in the solution of the Sylvester equation in the large scale case. In section 3.1 we describe how this reformulation of the problem is much more accessible to treatment by Krylov subspace methods.
From a computational standpoint, we note that in solving (2.6), the action of Π on a vector may be computed cheaply, as U 1 can be obtained with O(n 2 ) complexity; moreover, Π may be replaced by the complementary projector I −U 1 U T 1 , whose action only involves O(n 2 ) computations. Analogously, the action of I − P to a vector can exploit the low rank of P .
A solution of the new unconstrained equation enjoys the property of automatically satisfying the constraint condition, as described in the following corollary.
Corollary 2.3. Suppose that X solves (2.6). Then XB = 0. Proof. Since ΠB = 0, right-multiplication of (2.6) by B yields A 1 XB = 0, so the result follows immediately from the nonsingularity of A 1 .
Projection methods for Sylvester equations.
In this section we recall a general framework for Krylov subspace methods as applied to the Sylvester equation
Suppose we have a sequence of subspaces V k of R n which increase in dimension by a fixed amount
n×krV denote a matrix whose columns form an orthonormal basis for V k , and let V ℓ denote the ℓth
We also define the matrix
k,ℓ . Suppose we also have another such sequence of subspaces W k of R n2 growing by dimension r W , with the columns of
forming an orthonormal basis for W k . In order to formulate a Galerkin projection method, we need to define a search and constraint space.
when there is no ambiguity regarding the underlying spaces. In fact, we could more generally define S(V ℓV , W ℓW ), with ℓ V and ℓ W not necessarily equal. Although we shall not dwell on this possibility in this paper, working with different space dimensions may be rewarding when the two operators have different spectral properties, so that a larger approximation space for the "harder" operator may speed up convergence; see the recent analysis in [9] . From a computational stand point there are no extra difficulties in handling different values of ℓ V and ℓ W .
We define the standard block Krylov space as
where it holds that r V = r. A possible choice for the underlying subspaces of S k is then
, which may be motivated by truncating a closed form solution of (1.3), found in [19] . When one attempts to either accelerate convergence or lessen memory demands of the standard Krylov subspace approach, standard tools available in the case of linear systems like preconditioning or restarting are nontrivial for linear matrix equations. Much of the recent progress has come in introducing new, richer spaces to project into. In [20] , the authors introduced the notion of an "extended" Krylov subspace, and in [37] this notion was used to solve large scale Lyapunov equations. To summarize, one defines the extended block Krylov subspace as
where we have r V = 2r. One then sets
, though in principle any pair of such spaces (standard or extended) or a combination of them, can be used. Bases for both the standard and extended spaces can be generated iteratively by an orthonormalization scheme such as block Arnoldi [35] .
Once the spaces are generated, an approximation X k ∈ S k is determined by imposing some additional condition. Let
we impose the Galerkin condition, which requires the residual matrix to be orthogonal to the approximation subspace S k , where the orthogonality is with respect to the Frobenius inner product. In matrix terms, it can be shown that this condition can be rewritten as
Upon recalling the definition of T (A) k and further defining T
can be shown that (3.1) actually provides us with a smaller Sylvester equation for X k :
Note that all quantities above, including V T k E and W T k F, can be either obtained as a byproduct of the basis orthogonalization process, or can be updated as the two spaces grow. This smaller equation can again be solved by standard Schur form based methods; see for instance [6] , [23] , [38] .
The whole procedure terminates when k is large enough so that, say, the norm of the residual matrix is below some a-priori selected threshold. More precisely, the following stopping strategy involving the backward error can be used
where · denotes the Frobenius norm. The use of the backward error accounts for possible unbalance in the magnitudes of the matrices involved. The norms X k and R k may be calculated without forming the large and dense matrices. First, observe that X k = X k by standard properties of the Frobenius norm. Concerning R k , one always has (see, e.g., [33] )
which may be exploited by progressively computing QR decompositions as the iterations of a given method proceeds; specifically, if one computes
In practice, there is a slight twist; since one wants to compute these decompositions as the iterations proceed, typically one computes the following QR decompositions:
k Ω k for an appropriate permutation matrix Ω k . This can be done progressively as the iterative process proceeds, and the calculation of R k is done analogously as in (3.5) .
When a standard or extended Krylov subspace is used for V and W, one has an Arnoldi relation of the form
rV , and analogously for B T and W k , from which it follows that
Plugging (3.6)-(3.7) into (3.4), multiplying the resulting matrices, using the fact that X k satisfies (3.2), taking norms and finally using standard properties of the Frobenius norm enables one to write
Note that when only one space, say W k , has such an Arnoldi relation, a hybrid approach is possible; specifically, plugging (3.7) to (3.4) still yields an efficient method of cheaply calculating the required absolute residual norm.
Application to the new formulation.
With the definitions in (2.7), the Sylvester equation (2.6) may be treated by projecting the matrix equation onto an appropriate Krylov-type subspaces. The quantities E and F in (2.7) may be computed a-priori with O(n) complexity, and the action of A and B
T on a vector can be computed with O(n) complexity at each iteration for sparse A 1 , A 2 .
As described in the previous section, the solution X is approximated as
For the approximate solution to satisfy the desired constraint equation X k B = 0 it is sufficient that W T k B = 0, that is, the right approximation space be orthogonal to B. Such property is naturally maintained when using a standard Krylov subspace as right space, as the following proposition summarizes.
The use of more advanced Krylov subspaces as W k , such as the extended Krylov subspace, is hindered by the singularity of B = A 2 (I − P )Π, which is due to the presence of the projectors. Nonetheless, we would like to build a richer projection space in analogy with the extended Krylov subspace. To this end, we next define a suitable nonsingular approximation to B.
For a specifically selected σ ∈ R, σ < 0, our ideal choice is
The inverse can be explicitly computed by means of the Sherman-Morrison-Woodbury formula. Unfortunately, this procedure still involves computations with large and dense matrices, therefore it requires one further approximation step. In summary, we derive our B σ as follows, recalling that Π = U 2 U T 2 . Using the Sherman-MorrisonWoodbury formula we write,
Let us set
, and let P 1 = (σI + A T 2 ) −1 P 1 . One more application of the Sherman-Morrison-Woodbury formula gives
In general, the approximation in the third line of the display formula could be very rough. However, since U 2 usually spans almost the whole space, we expect the approximation to be of good quality. Our numerical results seem to confirm this expectation.
Then we obtain
We note that the inner matrix (I − P T 2 A T 2 P 1 ) is in general very small (namely O(1)), so that its inversion is cheap, and could be explicitly formed once and for all at the beginning of the procedure. Moreover, the application of B σ requires solving a system with the large and sparse matrix A 2 + σI at each iteration, whose computational cost depends on the sparsity pattern of A 2 . Such cost is what one would be willing to afford when dealing with a regular extended Krylov subspace on A 2 .
Given such a B σ , we then propose to build an "augmented" space as follows:
This space is formally not an extended Krylov subspace, as B σ is not the inverse of B −1 ; however, since B σ approximates the invariant subspaces of B T , the term "augmented" seems to be more appropriate.
We explicitly observe that if x = Πx, then B σ x = Π B σ x, that is, the application of B σ preserves the space constraint. Therefore, by imposing the right basis W k to be such that range(
, we readily obtain W T k B = 0, so that the approximate solution X k naturally satisfies the constraint, also when using the enriched augmented space.
We are left with the selection of the shift σ. A large body of literature is available on the computation of an appropriate shift for rational Krylov subspaces; see, e.g., the references in [21] . Here the situation is somewhat simplified, since a single shift is used. Our numerical experiments have shown that the geometric mean of the real "spectral interval" is particularly well suited for intervals spanning several orders of magnitude, namely
where |λ 1 | ≥ · · · ≥ |λ n | are the eigenvalues of A 2 , arranged in decreasing order, and α j = ℜ(λ j ), j = 1, . . . , n. An estimate of these quantities usually suffices.
Remark 3.2. Generalizations of our approach suggest themselves. For instance, the augmented space K aug k (B T , B σ , F) with our choice of B σ can be generalized to an approximation of a regular rational Krylov subspace,
where the shift σ i , i = 1, . . . , k varies at each iteration, and can be either chosen a-priori, or selected adaptively by means of a greedy algorithm. We refer to [21] and references therein for a more detailed discussion. The associated computational cost may increase significantly, as a different shifted system needs to be solved at each iteration. On the other hand, convergence speed, in terms of number of iterations, may be significantly improved [9] , making the trade-off problem dependent. To keep the treatment concise, and because of our satisfactory numerical experiments with K aug k (B T , B σ , F), we decided not to pursue this generalization further in this manuscript.
Remark 3.3. A similar choice for B σ could have been made by first shifting the original equation to the following equivalent one:
(A − σI)X + X(B + σI) + EF T = 0 so that (B + σI) is nonsingular. This is a feasible way to address the singularity of B, though a sufficiently large shift to make B well conditioned could be deleterious for the conditioning of A − σI, thus not solving the problem in practice. .7) we deduce that the number of columns of Y 2,1 and Y 2,2 determines the block size of the Krylov subspaces generated during the process. Therefore, as already mentioned, a computationally advantageous choice consists in selecting Y 2 to be of rank one, so that E = Y 2,1 and F = ΠC T Q 2 Y 2,2 both have a single column. We originally experimented with a larger number of columns for Y 2,1 and Y 2,2 , however the computational cost of dealing with block methods was higher than the increase in convergence rate. Therefore, unless explicitly stated, in all our experiments we defined Y 2,1 and Y 2,2 to be rank-one matrices, and we chose them to have all components equal to one. It is also important to mention once again that different space dimensions could be used for the right and left spaces. Without extra information on the spectral properties of the matrices, we did not find any special reason to exploit this extra feature, although the code could be easily adapted to handle this case as well. We also emphasize that in the generic case, the standard Krylov subspace after k iteration has dimension rk, whereas an extended or augmented Krylov subspace has dimension 2rk, if started with a matrix with r columns.
The Krylov subspace-based method for the Sylvester equation in (1.3) can be summarized as follows; we stress that except for the novelty of the singularity of one of the coefficient matrices, the method follows well known Galerkin-type approaches in the literature, as described in section 3; see, e.g., [11] , [26] , [24] , [36] and references therein.
Algorithm 1 Galerkin projection method for Sylvester equation.
Given
The expanded subspaces are either the standard Krylov subspace or the augmented or extended Krylov subspace; For the last two the choice depends on the singularity of the coefficient matrix, as described in the previous sections. In step 4, the small scale Sylvester equation is solved by a Schur-decomposition based method [6] .
Concerning stopping criteria, we observe that the term B used in (3.3) is not readily available. Therefore, we propose stopping when
for a prescribed tolerance τ ; in our experiments we used τ = 10 −12 . Note that the term
T can be computed at a reasonable cost and that ρ k ≤ ρ k .
Numerical experiments.
In this section we report on our numerical experience with the proposed formulation and methods. Here we focus on general datasets, whereas in section 5 we will discuss the application of this setting to a control problem.
We experimented with the use of standard and augmented Krylov subspaces. For the sake of clarity we mainly only report the use of the same type of space as left and right spaces (either standard for both A and B T or extended for A and augmented for B T ). In all examples we defined the matrices A 1 and A 2 so as to have similar large size; unless stated otherwise, the matrices B and C were taken from the dataset associated with A 1 , when this was available.
In all plots the backward error in (3.10) is displayed, versus the space dimension as iterations proceed.
Example 4.1. We consider the discretization of the Laplace operator, for a variety of dimensions and signs. In all cases, B is the first column of the identity matrix, and C is given by the first five rows of the identity matrix. Let ∆ n be the n × n matrix stemming from the 5-point stencil finite difference discretization of the Laplace operator on the unit square. The first example (leftmost plot of Figure 4 .1) considers A 1 = n 1 ∆ n1 and A 2 = −∆ n2 , with n 1 = 324 and n 2 = 400. Note that the two matrices have eigenvalues on different sides of the complex plane, however the scaling of A 1 avoids any instability problems in the computation. Both Standard and Augmented subspaces converge rapidly, with a comparable CPU time (not reported). Differences are much more pronounced for n 1 = 2304 and n 2 = 2500 (middle plot of Figure 4.1) , for which the use of the enriched spaces significantly improves convergence, in terms of memory used. The computational cost of solving with a shifted version of A 2 is negligible. For larger matrix dimensions, the gap between the two curves substantially increases even more. Finally, the rightmost plot of Figure 4 .1 shows the performance for the larger case, where however now A 1 = −n 1 ∆ n1 , so that both A 1 and A 2 have the same sign. Once again, the augmented space is able to capture good spectral information soon during the iterations, leading to fast convergence. Although we shall not pursue this issue further, we observe that the final subspace dimension of the enriched space method seems to be rather insensitive to the problem dimension, and this is typical of shift-and-invert Krylov subspaces when applied to functionals such as the Laplace operator [40] . Example 4.2. We consider the solution of (2.6), where A 2 , B and C stem from the nonsymmetric CHIP dataset of the Oberwolfach collection [16] . The matrix A 1 was obtained as a finite difference discretization of the 2D Laplace operator, scaled so as to have the same Frobenius norm as A 2 . The two matrices A 1 and A 2 have size n 1 = 19881 and n 2 = 20082, respectively. The input matrix B has a single column, whereas C has five rows. Figure 4 .2 reports on our experiments comparing two choices of projection spaces: standard Krylov subspace for both A, B
T , and extended (augmented) Krylov subspaces for A (B T ). This experiment fully confirms our findings on a more realistic problem than the one of the previous example. Example 4.3. We consider for A 2 the 9669×9669 nonsymmetric and stable matrix FLOW from the Oberwolfach benchmark collection [16] , with B having a single column, and C having five rows. The discretization of the Laplace operator, ∆u was used for A 1 , giving rise to a 9604 × 9604 stable matrix. The performance of standard and enriched space methods in terms of space dimension is reported in the left plot of Figure 4 .3. The performance of the latter methods confirms our previous experiments. For this problem we further analyze the importance of selecting enriched spaces for both matrices A and B T . In the right plot of Figure 4 .3 we report the convergence history when for the two spaces V k and W k are taken, respectively: extended/augmented, as before, extended/standard, standard/augmented. The combination of the two richer spaces provides the most effective setting. We also observe that although the use of the extended Krylov subspace for A seems to be very crucial to speed up convergence, the projection process becomes definitely competitive only when using the enriched (augmented) strategy also on B T .
5. Application to observer design in Control. The constrained Sylvester equation naturally enters in the design of a deterministic observer in the context of a classical loop transfer recovery [34] . Consider the continuous-time controllable and observable linear dynamical systeṁ
and its feedback control law u = −K c x. An observer z of order n − m can be written as ( [31] )ż where x is the estimated state; (5.1) provides a so-called Luenberger observer of order n − m for linear feedback control lows. In fact, more complex, e.g. nonlinear, Luenberger observers can be derived; see, e.g., [25] , [1] , [3] . Necessary and sufficient conditions for this observer to be well defined are that (F, T, L, N, M ) can be found such that they satisfy (see, e.g., [31] )
Other choices can also be effective, see, e.g., [39] . Some of these matrices may be selected a-priori, such as F ∈ R (n−m)×(n−m) . The remaining ones are computed accordingly. Natural conditions are that F be stable, and (F, L), (A T , C T ) be observable; see, e.g., [2] for these definitions. For the Sylvester equation in (5.2) to have a unique solution it is only necessary that A and F have no common eigenvalues, therefore F may have any eigenvalues, as long as these are different from those of A. Such freedom has allowed the selection of particularly suitable structured matrices with pre-assigned spectrum; see, e.g., [10] , [13] . In our experiments we did not dwell with the determination of F with a-priori chosen spectrum; instead, the matrix F was taken as the discretization of an elliptic operator, with known spectral interval for F . From a computational point of view, an important fact concerning the solvability of (5.2) is that for A and F stable, the operator X → F X − XA may be very ill-conditioned, in case portions of the two spectra happen to be very close. Such risk should be taken into account when choosing F .
For achieving accurate loop transfer recovery, so that the observer-based system has the same robustness as the original system, a necessary (and also sufficient) condition is that T B = 0 [39] , which gives a constraint for the Sylvester equation appearing in (5.2). Letz = z − T x and e = x − x. Under these conditions, one obtains ( [31] ) z = Fz, e = Mz.
As discussed in [31] , if initially x(0) = x(0), so thatz(0) = 0, then the equality will be maintained for all subsequent times. In general, we see that e(t) → 0 as t → ∞ if F is stable. We also recall from [31] that the solution T must have rank great enough to guarantee the recovery of the unmeasurable state variables. Here, the reference is to the relation u = −K c x, between the input and state variables. Such consideration appears to be crucial in the small scale case, where a full rank assumption on T is natural for an exact recovery; in particular, such assumption allows for a more general form of the equation defining the approximate state x in (5.1); see, for instance, [4] , [5] , [15] and their references, and the analysis in [39] .
In the large scale case, a full rank matrix T is very unlikely to be determined, unless the large matrix F is chosen ad-hoc. Memory limitations are also an issue. We stress that, as opposed to, e.g., [13] , [17] , [14] , [18] , the size of the matrix F is fixed and usually large, so that an a-priori pole assignment is infeasible. In this setting, the aim is thus to determine reduced systems for x and z, which should be able to preserve the main properties of the original state and observer systems, so as to conveniently approximate the, e.g., target, loop transfer function. With an appropriate determination of T , the estimated state x will still be able to well represent the leading properties of the original system; the interpretation of the role of T in the large scale setting deserves further analysis, however its examination is beyond the scope of this paper.
With no pretense of being exhaustive, in the following we provide a demonstrative example of the applicability of our algorithm in the context of state estimation via these classical observers, with the substitutions A 2 = A and A 1 = −F . with Y 2,1 , Y 2,2 of all ones was used, whereas in the right plot a rank-p matrix with random entries for Y 2,1 , Y 2,2 was employed. Defining the relative rank of a matrix X as the number of singular values greater than 10 −12 times the largest singular value, we notice that the augmented method delivered an approximate solution matrix X k with relative rank 6 and 22, respectively, for the two choices of Y 2 . Therefore, the rank-one choice should be preferred, at least in terms of memory requirements for the approximation space (cf. Figure 5 .1) as well as for the factors of the solution matrix.
6. Conclusions. We have devised a new formulation of a constrained Sylvester matrix equation, which allows one to solve large scale problems by means of advanced projection-type methods. To be able to efficiently solve the resulting Sylvester equation, we have introduced a new augmented space, which overcomes the singularity of the coefficient matrix B. Though the implementation is completely analogous to that of more familiar extended Krylov subspaces, the use of such an approximation to a shift-and-invert Krylov subspace as extension to the standard space, appears to be new. From a theoretical point of view, known results for rational Krylov subspace methods on the Sylvester equation can be applied to the "exact" augmented space K k (B T , F) + K k ((B T + σI) −1 , (B T + σI) −1 F); see [9] . The space we actually 
, may somewhat differ from the exact case, depending on the properties of the matrix of inputs, B. Nonetheless, our promising numerical experiments seem to reinforce the intuition that the space generated with B σ appropriately captures spectral information that is otherwise missed in the standard Krylov subspace K k (B T , F) at an early stage. Finally, we expect that our approach may be of value also when attacking the non-homogeneous form of the equation (1.1)-(1.2), which is currently a rather open problem in the large scale case.
