Highlights d Thalamocortical (TC) axon activity reflects motor representations during learning d TC axon activation induces movement and their inactivation impairs motor learning d TC axons in layers 1 and 3 diverge to show distinct movement-locked activities d Evolving TC axon activity in each layer requires the basal ganglia and cerebellum SUMMARY
Correspondence
In Brief Tanaka et al. show that patterns of layerspecific thalamocortical axon activity involving signals from the basal ganglia and cerebellum evolve during learning of a self-initiated motor task. The progression of this activity is impaired by lesions to either region.
INTRODUCTION
Through motor learning, animals acquire the skilled movements needed to efficiently accomplish their goals in everyday life (Doyon and Benali, 2005) . In motor circuits, subcortical and cortical structures are interconnected in real time, with the primary motor cortex (M1) sending motor outputs to the spinal cord (Middleton and Strick, 2000) . Within M1, motor learning results in dynamic changes to the representation of well-learned movement in a subset of layer 2/3 (L2/3), as well as in layer 5 (L5) neurons, including crossed corticostriatal neurons and corticospinal neurons (Li et al., 2017; Masamizu et al., 2014; Peters et al., 2014 Peters et al., , 2017 . The dynamics of the neuronal ensemble in M1 during motor learning require interactions with the basal ganglia, cerebellum, and thalamus (Biane et al., 2016; Bosch-Bouju et al., 2013; Caligiore et al., 2017; Doyon and Benali, 2005; Hikosaka et al., 1999; Horne and Butler, 1995; Houk and Wise, 1995; Krakauer and Shadmehr, 2006; Middleton and Strick, 2000; Sommer, 2003; Wolpert et al., 1998) . Thus, to understand how motor circuits generate appropriate goal-directed behaviors through learning, it is necessary to clarify the dynamics of neuronal activity transmitting the signals from subcortical structures to M1.
The motor thalamus functions as a hub to transmit signals from the basal ganglia and cerebellum to the motor cortex (Houk and Wise, 1995; Middleton and Strick, 2000) . During motor learning, the activity of the basal ganglia is related to a range of temporal information covering kinematics, action selection, and motivation (Desrochers et al., 2015; Jin et al., 2014; Rueda-Orozco and Robbe, 2015; Wang et al., 2013) , with the cerebellum participating in coordinating the complex movement and processing of sensory feedback (Hoogland et al., 2015; Lee et al., 2015) . Previous studies showed that motor thalamic neurons exhibit activity related to motor initiation and ongoing movement (Bosch-Bouju et al., 2014; van Donkelaar et al., 1999; Ivanusic et al., 2005; Nambu et al., 1991; Strick, 1976) , and that motor thalamic lesions impair voluntary movements (Canavan et al., 1989; van Donkelaar et al., 2000; Jeljeli et al., 2003) . However, little is known about whether and how the temporal dynamics of thalamocortical (TC) activities in M1 during motor learning and execution reflect the motor information informed by the basal ganglia and cerebellum.
Anatomical studies show that the motor thalamic nuclei densely project to layer 1 (L1), layer 3 (L3), and L5 in the motor cortex (Arbuthnott et al., 1990; Kuramoto et al., 2009 Kuramoto et al., , 2015 Rubio-Garrido et al., 2009; Shigematsu et al., 2016) . In the rat, the motor thalamic nuclei are separated into at least two areas relating to input/output organization (Kuramoto et al., 2009 (Kuramoto et al., , 2011 (Kuramoto et al., , 2015 . One part of the motor thalamus receives basal ganglia output and projects most of its axons to L1 in the motor cortex, while another part receives the cerebellar output and projects mainly to L3-L5 (Arbuthnott et al., 1990; Kuramoto et al., 2009 Kuramoto et al., , 2015 Rubio-Garrido et al., 2009; Shigematsu et al., 2016) . Despite these anatomical elucidations, it is not clear how the temporal structure of TC axonal activity in different layers of M1 is represented at single-cell and population levels, nor how it collectively evolves during learning of a motor task. Furthermore, although the basal ganglia and cerebellum are interconnected (Bostan and Strick, 2018; Calderon et al., 2011; Chen et al., 2014; Ichinohe et al., 2000) , it is not clear whether both the basal ganglia and cerebellum are required for formation of both L1 and L3 TC axonal activities during motor learning.
In the present study, we used two-photon microscopy combined with offline three-dimensional motion correction to show that L1 and L3 TC activities in M1 evolved differentially during the learning of a self-initiated lever-pull task. We show that the temporal structure of TC activity in L1 evolved distinct to that in L3 throughout motor learning. We also demonstrate that chronic lesions to either the dorsal striatum (DS) or the deep cerebellar nuclei (DCN) impaired motor learning and disrupted the evolution of TC activity in both layers.
RESULTS

TC Pathway to M1 in Mice
To characterize TC projections to M1, we labeled them using anterograde and retrograde tracing methods ( Figures 1A-1E ). Following injection of tdTomato-expressing recombinant adeno-associated virus (rAAV) into the thalamus ( Figure 1B ), we found that labeled axons were most dense in L1, moderately dense in deep L2/3 (i.e., L3) and deep L5, and less dense in layer 6 (L6; Figure 1C ), thereby confirming the layer-specific projection of motor thalamic neurons to M1. When the injection site was relatively limited to the ventral medial (VM) nucleus or the ventral anterior (VA) and anteromedial nuclei, labeled axons in L3 and deep L5 were less dense (Figures S1A and S1B). When the retrograde tracer Fast Blue was applied to the brain surface covering M1, many cell bodies in the VA and VM nuclei were retrogradely labeled, but hardly any in the ventral lateral (VL) nucleus were ( Figure 1D ). However, when a RetroBeads solution was loaded to M1 by pressure injection, it spread across L1-L5, and retrogradely labeled neurons were localized in thalamic nuclei including the VA, VM, and VL nuclei ( Figure 1E ; see STAR Methods for information on other labeled nuclei). Taken together, these results are consistent with previous results in the rat (Arbuthnott et al., 1990; Kuramoto et al., 2009 Kuramoto et al., , 2015 Rubio-Garrido et al., 2009) and suggest that mouse L1 and L3 TC axons largely originate from separate motor thalamic areas.
To assess whether activation of the TC axons in M1 induces forelimb movements, we optogenetically activated TC axons expressing channelrhodopsin-2 (ChR2) in the left M1 of awake mice ( Figures 1F-1H and S1C). In head-fixed mice expressing ChR2 in TC axons, right forelimb movements were evoked at the time of M1 photostimulation ( Figures 1G and 1H ), while M1 photostimulation did not evoke forelimb movements in headfixed mice expressing GFP in TC axons ( Figure 1H) . These results suggest that TC axonal activities in M1 contribute to the induction of voluntary forelimb movements.
Motor Thalamus Is Required for Learning and Execution of a Self-Initiated Lever-Pull Task To investigate the contribution of the thalamus to motor learning and execution, we used a self-initiated lever-pull task (Hira et al., 2013a; Masamizu et al., 2014) . In this task, mice were trained over at least 14 sessions to pull a lever with the right forelimb for more than 600 ms to obtain a water reward, with their head being restrained during each training session (1 hr/day), (Figures 2A and 2B) . Mice gradually improved their success rate and success number from early sessions (sessions 1-4), reaching a performance plateau around session 14 on average, and then maintained this performance level in late sessions (sessions 14-20; Figure 2B ). In addition, the correlation between the lever trajectory and the reference expert trajectory (defined as the grand average lever trajectory of successful trials in late imaging sessions) gradually increased through motor learning ( Figure 2B ). To assess whether the motor cortex and thalamus were required for the learning of this task, we trained mice with either a motor cortical or thalamic lesion. In mice with either of the lesions, motor learning was worse than in mice with no lesion (intact mice), although the performance of the motor cortex-lesioned mice did not differ from that of the intact mice in early sessions ( Figure S2 ). These results indicate that the motor cortex and thalamus contribute to the learning of the self-initiated lever-pull task.
To test whether inactivation of the thalamus leads to deterioration in the performance of the lever-pull task, we trained over 14 sessions mice that had undergone an injection of rAAV-ArchT into the motor thalamus, and then optogenetically inactivated the thalamus during the task performance (Figures 2C and 2D) . Laser irradiation to the motor thalamic nuclei lowered the lever-pull task success rate in mice expressing ArchT in their motor thalamus, but not in GFP-expressing mice ( Figure 2D ). This indicates that motor thalamic activity during the self-initiated lever-pull task contributes to task performance.
Two-Photon Imaging of TC Axonal Boutons in M1 during the Lever-Pull Task Learning
To investigate the information transmitted from the motor thalamus to L1 and L3 in M1, we imaged thalamic axons in left M1 in early and late sessions using two-photon calcium imaging ( Figures 2E-2H , S3A, and S3B). A genetically encoded calcium indicator, GCaMP6f (Chen et al., 2013) , was transfected with rAAV into neurons in the left motor thalamic nuclei (Figures 2E and S3B) . rAAV carrying tdTomato or mCherry (red fluorescent protein, RFP) was injected into the left M1 at the same time, and RFP was expressed at the cell bodies and neuropils of M1 ( Figure 2E ). The fluorescence intensity of RFP did not change according to neuronal activity, and RFP-expressing neuropils were used as a reference to correct the xyz-motion of the brain during imaging. A newly developed three-dimensional motion correction algorithm stabilized the fluorescence intensity baseline and improved the correlation coefficient between individual images and the time-averaged image (Figures 2F and 2G) . This ensured stable reconstruction of calcium transients from TC axonal boutons, even in the presence of brain movement during the lever-pull task (Figures 2H and S3C) . After image motion correction, a semiautomatic algorithm was used to determine active axonal boutons ( Figure 2H ). The calcium transients of GCaMP6f in M1 gave a good reflection of the electrical activity (Kuramoto et al., 2011; Shigematsu et al., 2016) . (E) Left: injection site of RetroBeads (magenta) into L1-L5 of M1. Middle and right: retrograde labeling of motor thalamic neurons (magenta). Scale bar in left, 200 mm and in right, 500 mm. Scale bars and orientations in right panels of (D) and (E) also apply to middle of (D) and (E), respectively. (F) A schematic illustration of photostimulation of ChR2-expressing TC axons. (G) An example trace of a right forelimb movement (black) during photostimulation (blue). a.u., arbitrary unit. (H) Total movement of right forelimb by photostimulation onto M1 (n = 7 mice for ChR2, n = 5 mice for GFP). **p < 0.01, Wilcoxon rank-sum test, mean ± SEM. AM, anteromedial nucleus; AV, anteroventral nucleus; CL, centrolateral nucleus; CM, central medial nucleus; LD, laterodorsal nucleus; MD, mediodorsal nucleus; Po, posterior nucleus; Rt, reticular nucleus; Sub, submedius nucleus; VA, ventral anterior nucleus; VL, ventral lateral nucleus; VM, ventral medial nucleus; VPL, ventral posterolateral nucleus; VPM, ventral posteromedial nucleus. See also Figure S1 . of TC axons in the slice preparation (Petreanu et al., 2012) (Figures S3D and S3E ). In early sessions, nine L1 fields (from five mice) and seven L3 fields (from six mice) were analyzed, while in late sessions, 13 L1 fields (from four mice) and seven L3 fields (from four mice) were analyzed (Figure S3F; Table S1 ). A small proportion (<1%) of bouton pairs showed activity with a correlation coefficient >0.6, and presumably consisted of boutons from the same axons (Glickfeld et al., 2013; Petreanu et al., 2012) (Figures S3G and S3H) . Although in this study we did not pursue the same axonal boutons in the same imaged fields through the learning process (see STAR Methods for technical limitations), the distribution of recording sites ( Figure S3F ) and the number of boutons per field (Table S1 ) were similar between early and late sessions. (A) Schematic of the self-initiated lever-pull task and successful lever trajectories in session 4 (Early) and session 16 (Late) of motor learning from one mouse. Black lines show the mean lever trajectory and gray lines show individual trajectories. (B) Left: success rate. Middle: success number. Right: trial-averaged correlation coefficient between individual trajectories and the reference expert trajectory (see Results). Mice used in two-photon calcium imaging experiments were collected (sessions 1-15, n = 11 mice; session 16, n = 7; session 17, n = 5; session 18, n = 4; session 19, n = 3; session 20, n = 2). Mean ± SEM. Training sessions of mice that showed low success rates tended to outlast, so that the mean success rate appeared to decrease from session 16 to session 20. (C) A schematic illustration of photostimulation of the left thalamus expressing ArchT or GFP during the task performance. (D) Success rate of lever pulls when an orange laser was turned on and off every 3 min in mice expressing ArchT (left) or GFP (right) (n = 6 each). *p < 0.05, Wilcoxon signed rank test. n.s., not significant (p = 0.56). (E) Example time-averaged two-photon image of L1 TC axons (GCaMP6f, green) merged with the simultaneous image of M1 neuropils (RFP, magenta) after three-dimensional motion correction. (F) Example traces of three-dimensional motion-corrected fluorescence change in regions of interest (ROIs) from red channels during L1 imaging. Numbers indicate positions of ROIs in (E). The lever trajectory is also shown (Lever). (G) Time-averaged correlation coefficient between single red-channel image and time-averaged red-channel image calculated for all time points in L1 (solid line) and L3 (dashed line) (n = 22 L1 and n = 14 L3 fields from 11 mice). ***p < 0.001, paired t test adjusted by Holm-Sidak's multiple comparison test, mean ± SEM.
(legend continued on next page) TC Activities Are Stabilized through Motor Learning Our previous study showed that neural representation of movement in M1 is improved through motor learning (Masamizu et al., 2014) . In this study, we asked whether this is also true of the TC axons. The extent of neural representation was quantified according to the accuracy of the multiple linear regression model in predicting lever trajectory from the neuronal activity of individual axonal boutons throughout an imaging session ( Figure 3A ). This prediction accuracy increased from early to late sessions, both in L1 and in L3 ( Figures 3A and 3B ).
Next, we focused on the neuronal activity during the period around lever pulls and calculated the reproducibility of neuronal activity during skillful lever-pull trials. Skillful lever-pull trials were defined as successful lever-pull trials in which the lever trajectory resembled the reference expert trajectory. In both layers, the reproducibility of neuronal activity increased from early to late sessions (Figures 3C and 3D) . These results suggest that learning of the motor task was associated with improved TC representation of the lever trajectories and stable TC axon activity. (A) Representative overlapped traces of recorded (gray) and predicted (black) lever trajectories. The corresponding trace of DF/F 0 is also shown at the top for each bouton. Each bouton number is the same as in Figure 2H . R 2 indicates prediction accuracy. (B) Prediction accuracy of lever trajectory by activities of active boutons (L1 early, n = 1,055; L1 late, n = 1,409; L3 early, n = 246; L3 late, n = 318). ***p < 0.001, t test adjusted by Holm-Sidak's multiple comparison test, mean ± SEM. (C) DF/F 0 traces of representatives from boutons aligned to the initiation of skillful trials (dashed lines). White dots indicate the termination of the lever pulls. The trial averages of DF/F 0 , the lever trajectory, and licking (mean [black] ± 2 SEM [gray]) are also shown. R indicates reproducibility of calcium transients of each bouton. (D) Reproducibility of calcium transients of all active boutons (L1 early, n = 1,055; L1 late, n = 1,409; L3 early, n = 214; L3 late, n = 318) over skillful lever-pull trials. ***p < 0.001, t test adjusted by Holm-Sidak's multiple comparison test, mean ± SEM. (legend continued on next page) Temporal Structure of TC Activity Evolves in a Layer-Specific Manner through Motor Learning TC neurons show time-locked activities during the execution of a learned movement (Bosch-Bouju et al., 2014; van Donkelaar et al., 1999; Ivanusic et al., 2005; Nambu et al., 1991; Strick, 1976) . Therefore, the temporal structure of TC axonal population activity may also change during motor learning, and we hence investigated the trial-averaged activity of individual active boutons by sorting their activity patterns according to lever-pull initiation or termination (Figures 4 and S4) . To extract the time at which calcium transients rose, we counted the fraction of active boutons showing a rapid rise (the maximum slope) in averaged activity in association with leverpull initiation during skillful lever pulls ( Figures 4A-4D ). In both layers, the fraction of active boutons that showed a rise in activity just after lever-pull initiation increased throughout motor learning, exceeding the chance level in late sessions ( Figures  4A-4D ). In L1, there was a significant upward bias in the fraction of active boutons showing a rise in activity up to 1 s after leverpull initiation, with the fraction of active boutons showing a rise in activity in the first 500 ms after lever-pull initiation being significantly higher in late sessions than in early sessions (Figures 4A and 4B) . In L3, the fraction of active boutons showing a rise in activity immediately after lever-pull initiation was higher in late sessions than in early sessions (Figures 4C and 4D) . Additionally, in late sessions the fraction of active L1 boutons showing a rise in activity was significantly upwardly biased just after lever-pull termination, as well as being significantly higher than in early sessions ( Figures 4A and 4B ). Only 1.5% of L1 active boutons were involved both immediately after initiation and termination of lever pulls, which was approximately the chance level (1.7%; product of the probability of each bin). This indicates that the initiation and termination signals were separately represented by different subsets of boutons. Consistent with these results using the fraction of active boutons, the slope of the trial-averaged activity immediately after the initiation (''start activity'') increased from early to late sessions in both layers ( Figures 4A-4E ), whereas the slope of the trial-averaged activity after the termination (''end activity'') increased only in L1 ( Figures 4A-4D and 4F). The reward was constantly delivered approximately 770 ms after the lever-pull initiation, and a licking bout frequently followed the initiation of a lever pull. In both L1 and L3, significantly large fractions of the active boutons demonstrated a rise in activity around the reward delivery and licking-bout initiation, although the increase in the fraction immediately after the licking-bout initiation from early to late sessions was not significant . By contrast, not many of the active boutons showed a rise in activity around the licking-bout termination ( Figure S5D ). These results indicate that L1 TC activity at lever-pull initiation and termination, and L3 TC activity at lever-pull initiation, increased through motor learning, although a part of these activities may also be associated with the reward itself and lickingbout initiation.
The order of the peak timing of activity in late sessions appeared to be longer and more sequential in L1 than in L3 (Figures 4B and 4D) . Sequential activity is observed in striatal and neocortical populations, and represents action and cognitive functions (Harvey et al., 2012; Jin and Costa, 2015; Runyan et al., 2017) . If TC population activity is also structured as a sequence, any two boutons in the sequence should maintain relative timing of their activity, at least in a probabilistic manner. In this case, we could extract information on the activity of a given bouton using the activity of another bouton at a shifted interval. We thus defined an activity sequence as the continuity of a time-restricted forecasting capability between pairs of active boutons during skillful lever pulls, and invented a statistical method to determine the length of the activity sequence ( Figures 4G and 4H ). We found that the sequence length in late sessions was longer in L1 than in L3 ( Figures 4G and 4H ; see STAR Methods for technical considerations). A longer sequence in the L1 TC population activity implies that the population was engaged in lever pulls over a long time.
Layer/Stage Differences in Temporal Structure of TC Activity Were Not an Effect of Behavioral Changes or Motion Artifacts
Although only skillful lever-pull trials were selected for the analyses of the temporal structure of TC axonal activity, the success rate and lever-pull kinematics were not the same across imaging sessions (Table S1 ). In addition, even with three-dimensional motion correction, the motion artifact may differently bias the L1 and L3 TC activity, although the motion-corrected traces of red fluorescence did not exhibit any of the activities immediately after lever-pull initiation and termination or long (>2 s) sequence ( Figure S6 ). To confirm the differences in TC activity between layers, we further statistically assessed them by constructing Blue or red bars show significant activities. When the fraction in a time bin exceeded the significance level in early and/or late sessions, the fractions in early and late sessions were compared by permutation test (*p < 0.05). (E and F) Slope of DF/F 0 at lever-pull initiation (E) and termination (F) of skillful lever trials in L1 and L3 TC boutons in early and late sessions. Early versus late sessions or L1 TC versus L3 TC in late sessions: **p < 0.01, ***p < 0.001, t test adjusted by Holm-Sidak's multiple comparison test, mean ± SEM. (G) Top: an example preceding bouton (black) used to forecast the incoming time-locked activity of an example succeeding bouton (gray). Mean activities and activities in three individual trials are aligned to the lever-pull initiation (dotted line). The blue bar indicates the time from the peak of the mean activity of the preceding bouton to the peak of the mean activity of the succeeding bouton. Middle: half of all traces of significant pairs in one imaged field. Each black line indicates the time from the peak activity of the preceding bouton to the peak activity of the succeeding bouton in the trial-averaged traces from a significant pair. Bottom: the number of significant pairs divided by the number of all pairs at each time point was calculated and plotted (black line). The sequence length was determined as the longest continuous period in which the fraction exceeded the significance level (orange line) defined at every time point as the 99 th percentile fraction calculated from the random pairs (1,000 iterations). (H) The sequence length of L1 and L3 population activity in early and late sessions. Bars are the median and interquartile range (n = 9, 13, 7, and 7 fields). Early versus late sessions or L1 TC versus L3 TC in late sessions: **p < 0.01, Wilcoxon rank-sum test adjusted by Holm-Sidak's multiple comparison test. The numbers of active boutons were as follows: L1 early, n = 1,055; L1 late, n = 1,409; L3 early, n = 246; L3 late, n = 318. See also Figures S4-S6. generalized linear models (GLMs) including not only the difference in layer, but also these confounding factors as six additional explanatory variables: five behavioral properties ( Figure 5A ) and the counterpart ''activity'' calculated with motion-corrected traces of red fluorescence ( Figure S6 ). The best combination of explanatory variables was determined in terms of Akaike infor-mation criterion (AIC), which balances goodness of fit and the complexity of the model and suppresses overfitting. In the best model, in the end activity and sequence length, but not in the start activity, the difference between L1 and L3 exceeded the significance level ( Figure 5B ), consistent with results above (Figures 4F and 4H) . In the three temporal properties, the contribution of the red-channel counterpart was below the significance level ( Figure 5B ). In addition, even considering differences in behaviors and motion artifacts among sessions, L1 start activity, L1 end activity, and L3 start activity showed significant differences between early and late learning stages ( Figure 5C ), consistent with results described above (Figures 4E, 4F, and 4H) .
Relationships between L1 and L3 TC Activity and Lever-Pull Behaviors
Next, we examined how the different properties of L1 and L3 TC activities explain lever-pull behavior ( Figure S7 ). For each layer, we constructed GLMs to model the success rate and four kinematic values representing lever-pull behaviors ( Figure 5A ) with the three neural variables (field-averaged start activity, fieldaveraged end activity, and the sequence length) representing TC temporal structure and learning stage (early or late) as the explanatory variables. When the coefficients for neural variables in the best model that was determined according to AIC were significant in total (F test, p < 0.05), we considered that the activity of the variable(s) in the GLM was related to the modeled behavior. In L1, the start activity was related to the pull speed, the end activity to the pull duration and pull reproducibility, and the sequence length to the pull duration (strongly) and pull reproducibility ( Figures 5D and 5E ). In L3, the start activity was related to the success rate (strongly) and end activity was related to the success rate and pull speed (Figures 5D and 5E). These results suggest that the L1 temporal structure was more strongly related to the lever-pull kinematics than was the L3 temporal structure, whereas the L3 temporal structure was strongly related to the success rate.
Anatomical and Functional Connectivity from Subcortical Motor Structures to M1 via the Thalamus
The differences in temporal structure between L1 and L3 TC activities described above raise the possibility that these characteristics reflect layer-specific inputs from the basal ganglia and cerebellum via the motor thalamus. First, to identify anatomical pathways from these subcortical structures to the motor thalamus in mice, we injected rAAV-CAG-tdTomato into the substantia nigra pars reticulata (SNr), which is one of the major basal ganglia outputs (Middleton and Strick, 2000) , and rAAV-hSyn-EGFP into the DCN, which is the major cerebellar output (Horne and Butler, 1995) . In the thalamus, tdTomato-labeled axons from the SNr were distributed in the VA and VM nuclei, whereas GFPlabeled axons from the DCN covered the VL nucleus ( Figures  6A-6C ), as previously reported in rats (Kuramoto et al., 2011) .
These two projection areas in the thalamus had little overlap, except for the border of the VA/VL and VM nuclei ( Figures 6B  and 6C ).
Next, we imaged the neuronal activities of TC axonal boutons using two-photon microscopy while simultaneously photostimulating the SNr or DCN neurons expressing ChR2 in awake mice ( Figures 6D-6I ). Five 20 ms pulses of 450 nm laser irradiation applied to the SNr elicited a large response after the last pulse ( Figure 6E , top), sometimes with inhibition during continuous pulses ( Figure 6E , bottom). These responses were more frequently found in L1 boutons than in L3 boutons ( Figure 6F ). Thalamic inputs from the SNr are inhibitory (Kuramoto et al., 2011; Nakamura et al., 2014) , and these paradoxical excitatory responses to SNr stimulation seem to be rebound activities following hyperpolarized responses in thalamic neurons (Goldberg et al., 2013; Person and Perkel, 2005) . By contrast, comparable stimulation to the DCN elicited excitatory responses during continuous pulses ( Figure 6H ), which is consistent with previous reports that DCN neurons projecting to the thalamus have glutamatergic synapses (Horne and Butler, 1995; Kuramoto et al., 2011; Nakamura et al., 2014) . These excitatory responses were more frequently found in L3 boutons than in L1 boutons (Figure 6I) . These anatomical and physiological experiments suggest that, in the mouse, the motor thalamic neurons receiving inputs from the basal ganglia send more axonal outputs to L1 than to L3, whereas the motor thalamic neurons receiving inputs from the cerebellum send more axonal outputs to L3 than to L1.
Lesioning of the Basal Ganglia or Cerebellum Deteriorated Motor Learning and TC Activities
To investigate the contribution of the basal ganglia and cerebellum to the learning of a self-initiated lever-pull task, mice with a unilateral neurotoxic lesion to either of the two structures were trained to pull a lever, and were compared with intact mice (Figures 7A, 7B, and S8A-S8G). In early sessions, mice with a DS lesion had poorer task performance than intact mice, but mice with a DCN lesion did not ( Figure 7B ). In the late sessions, both groups of mice with lesions had poorer task performance than the intact group ( Figure 7B ).
Next, we imaged the activity of L1 and L3 TC axons in early and late sessions from DS-lesioned mice and DCN-lesioned mice (Figures S8H and S8I; Tables S2 and S3 ). The number of active boutons per field tended to be smaller than in intact mice, espe-cially in late sessions (Tables S2 and S3 ). We chose skillful leverpull trials and determined whether the temporal structures of L1 and L3 TC activities at each learning stage in the lesioned mice were abnormal compared with those in the intact mice ( Figures  7C-7I and S9 ). In L1, the start activity, end activity, and sequence length were lower in both lesioned groups than in the intact mice ( Figures 7G-7I ). In L3, start activity was lower in DCN-lesioned mice than in the intact mice, and the sequence length was lower in both lesioned mice than in the intact mice ( Figure 7G ). These results indicate that the generation and evolution of TC activities in both layers were severely impaired by lesioning of either the DS or the DCN.
The disrupted TC axonal activities in late sessions in the lesioned mice might simply reflect impairment of the lever-pull behavior. To test this possibility, we statistically assessed them by constructing GLMs to model the start activity, end activity, and sequence length in late sessions, with the model having seven explanatory variables: the five lever-pull variables, redchannel counterpart, and lesion condition (intact mice, DSlesioned mice, or DCN-lesioned mice). In all activities except for L3 end activity, their contributions of either lesion were beyond the significance level in the best model ( Figure S10A ). These results suggest that the abnormal neuronal activities in late sessions in the lesioned mice could not simply be explained by behavioral differences inferred from the intact mice.
Finally, as in the intact mice, we constructed GLMs to model each of the five behaviors with the three TC temporal properties and selected the best model (Figures S10B-S10D). This was performed for each layer in each of the DS-lesioned and DCNlesioned mice. In the DS-lesioned mice, none of the eight relationships detected in the intact mice was maintained, and in DCN-lesioned mice, only one of them was maintained (Figures 5D and S10D). These results suggest that both the basal ganglia and cerebellum are required for the evolution of L1 and L3 TC activities during motor learning.
DISCUSSION
Our results expand the understanding of TC axonal activity and its relationship with subcortical structures in the motor system (Bosch-Bouju et al., 2013 van Donkelaar et al., 1999; Horne and Butler, 1995; Ivanusic et al., 2005; Nambu et al., 1991; Sommer, 2003; Strick, 1976) . First, TC activities in L1 Tables S2 and S3. and L3 evolve to stably represent movement during motor leaning. Second, the time-locked activity and sequence structure of TC axons accompany the improvement in the task performance in a layer-specific manner and are related to some aspects of behavior. Finally, these TC dynamics that evolve during motor learning require input from the basal ganglia and cerebellum.
Temporal Structure and Origins of TC Axonal Activities Evolving during the Lever-Pull Task We found that the start and end activities strengthened during motor learning in L1. This is consistent with previous results indicating the initiation and termination of learned movements are associated with neuronal activity in the thalamus (Bosch-Bouju et al., 2014; van Donkelaar et al., 1999; Nambu et al., 1991) and striatum (Barnes et al., 2005; Desrochers et al., 2015; Jin and Costa, 2010; Rueda-Orozco and Robbe, 2015) . The GLM analysis suggests that L1 start activity was related to lever-pull speed, which might also reflect a movement vigor mediated by the striatum activity (Panigrahi et al., 2015) . The GLM analysis also suggests that the sequence length is positively related to the pull duration and pull reproducibility. The sequential activity in the basal ganglia is related to cognitive processes such as internal time representation (Ivry, 1996; Mello et al., 2015) , as well as movement itself (Bosch-Bouju et al., 2013; Buonomano and Laje, 2010; Caligiore et al., 2017; Middleton and Strick, 2000) . The basal ganglia is a critical region for the learning of sequential movements (Jin and Costa, 2015) , and the sequence structure of the population activity in the basal ganglia helps to invoke a specific subset of neurons for the corresponding specific movement. Taken together with the results that the basal ganglia probably send more signals to L1 through the thalamus than to L3, we propose that in the sequential temporal structure of L1 TC axonal activity its beginning phase represents the speed (vigor) of movement initiation and its elongated late phase does the duration and reproducibility of the movement, all of which are determined by the basal ganglia ( Figure 8A ). In L3, only start activity became strong during motor learning, with the L3 start activity being positively related to the success rate ( Figure 5D ). Taken together with the results that the cerebellum probably sends more signals to L3 than to L1, we propose that the L3 TC signals that occurred during the period from the lever-pull initiation to the reward delivery may well represent the critical factors for successful trials, which are transmitted from the cerebellum ( Figure 8A ). If the basal ganglia-recipient and cerebellum-recipient thalamic neurons can be separately and transiently inactivated at specific time points of the movement, the role of each of the temporal structures of the TC axonal activities on motor execution might be resolved. Furthermore, if the imaging of L2/3 and L5 pyramidal neurons in M1 can be combined with the inactivation experiment, it may reveal how the TC axonal activities modulate the excitability of these neurons (Cruikshank et al., 2012; Hooks et al., 2013; Shigematsu et al., 2016) .
Changes in the Motor-Learning Neural Circuit
In our task, the basal ganglia and thalamus were necessary for execution of the lever-pull movement during the early stage of motor learning, but the motor cortex and cerebellum were not. In the locomotion system, there is a pathway that does not pass through the motor cortex, that is, a pathway that goes from the striatum to the brain stem (Roseberry et al., 2016) , and the backward forelimb movement embedded in locomotion can be used for the lever pull (Hira et al., 2015) . The basal ganglia are also involved in motivation and reward evaluation (Bosch-Bouju et al., 2013; Caligiore et al., 2017; Hikosaka et al., 1999; Wang et al., 2013) , with the striatum and thalamus being reciprocally connected. Thus, the basal ganglia-thalamic loop may contribute to executive instruction of self-initiated movements to obtain rewards by driving the basal ganglia-brain stem circuit ( Figure 8B ). From the middle to late stage of motor learning, neuronal activity in M1 and the cerebellum was probably involved in consolidation of goal-directed behavior in concert with body movements. Strong inputs from L3 TC axons to L3 proximal dendrites of L5 pyramidal neurons (Shigematsu et al., 2016) at lever-pull initiation may elicit action potentials and generate accurate timing of initiation. This would also increase the motor information of L5 pyramidal neurons, which is consistent with our previous finding that L5 projection neurons in M1 gradually increased their motor information during learning of a similar motor task (Masamizu et al., 2014) . In addition, the licking-bout timing was disrupted in mice showing chronic inactivation of the DCN (Figures 7E and 7F ). This suggests that the cerebellum is necessary for coordination of movement of different parts of the body within a narrow time window (Caligiore et al., 2017; Hikosaka et al., 1999; Hoogland et al., 2015; Lee et al., 2015; Thach, 2014; Wolpert et al., 1998) . This signal may be essential for successful trials.
TC Temporal Structures Require Both Basal Ganglia and Cerebellar Activities
A lesion to either the basal ganglia or the cerebellum might impair activity in the other during motor learning, resulting in disruption of the temporal structures of the L1 and L3 TC axonal activities. Interactions between the basal ganglia and cerebellum may occur through the pathway from the DCN to the DS via the central lateral nucleus of the thalamus and the pathway from the subthalamic nucleus to the cerebellum by way of the pons (Bostan and Strick, 2018; Calderon et al., 2011; Caligiore et al., 2017; Chen et al., 2014; Ichinohe et al., 2000) . The interactions may also occur in M1 because the signals from the basal ganglia and cerebellum via the motor thalamus should be integrated within the motor cortex. The motor cortex can affect the activity of the basal ganglia, cerebellum, and motor thalamus via the corticostriatal, corticocerebellar, and corticothalamic pathways, respectively (Bosch-Bouju et al., 2013; Guillery and Sherman, 2002; Guo et al., 2017; Shepherd, 2013) . Thus, the motor control is implemented through the interactive cortico-subcortical network in which the motor thalamus is the critical hub ( Figure 8B ). Interactions between the basal ganglia and cerebellum are involved in the generation of dystonia (Calderon et al., 2011) , and to understand the underlying mechanisms of such motor diseases, it is important to note that an abnormality in either structure can substantially deteriorate activity in other structures (Bosch-Bouju et al., 2013; Sommer, 2003) . In future studies, transient inactivation of the basal ganglia and cerebellar outputs, or their connecting pathways, will be necessary to clarify the real-time interactions between these subcortical structures.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
Animals
All animal experiments were approved by the Institutional Animal Care and Use committees of the National Institutes of Natural Sciences and the University of Tokyo Graduate School of Medicine, and followed the guidelines for the care and use of experimental animals of each institute. We used 2-3-month-old C57BL/6 male mice. All mice were single-caged and exposed to a 12:12 h light-dark cycle with access to food and water ad libitum except for the water restriction for the task training (see below). Mice were not used for other experiments prior to the present study.
METHOD DETAILS
Preoperative treatment A head plate was attached to the skull of mice for the lever-pull task under ketamine (74 mg/kg) and xylazine (10 mg/kg) anesthetics (Hira et al., 2013a; Masamizu et al., 2014) . After the attachment, a recovery period of at least 1 day was allowed before any other procedure. One hour before craniotomy, dexamethasone sodium phosphate (1.32 mg/kg of body weight), sulfadiazine (24 mg/kg), and trimethoprim (4.8 mg/kg) antibiotics, and an anti-inflammatory, carprofen (6 mg/kg), were administered intraperitoneally (i.p.). Isoflurane (1%) inhalation or ketamine/xylazine was used for anesthesia throughout surgery.
Self-initiated lever-pull task The task was modified from a previously described procedure (Masamizu et al., 2014) . In brief, after 2 days of water restriction, mice were trained to pull a lever 5 mm for 600 ms using their right forelimb to obtain a 4 ml drop of water from the spout for 1 h/d (a session). The delay from the time point at 600 ms after the initiation of the successful lever pull to the onset of the delivery of the water drop from the spout was 176.1 ± 1.0 ms (mean ± SD, n = 20 trials). This was measured with an infrared photo beam sensor (OPR-LKR, O'Hara, Tokyo, Japan) placed in front of the spout tip. Although the threshold position beyond which the lever needed to be held for 600 ms was 2.5 mm distant from the natural position, the mice frequently pulled the lever to the limit position (5 mm distant) during successful lever-pull movements, so the mice may have learned that keeping the lever at that position meant reward delivery. To obtain the next reward after a successful lever pull, mice had to return the lever to its original position and wait for a certain period before the next lever pull, although the lever was not immobilized. The minimum wait duration was gradually increased from 0.01 s to 1 s by session 12, based on careful observation of mice behaviors and task performance. After each training session, the mice were returned to their home cage and given enough water agar to sustain 80-85% of their normal body weight. A program written with LabVIEW (National Instruments, TX) was used to control reward timing, record the lever trajectory, and collect licking behaviors. Lever trajectory correlated well with the trajectory of the right forelimb throughout the training sessions (Masamizu et al., 2014) . Failure trials were defined as trials with a pull duration of less than 600 ms after successful waiting. Lever-pull movements without appropriate waiting were not counted. The success rate in the late session was 0.41-0.88 ( Figures 2B and S2A) and did not reach a very high level (>80%). This might be because punishment or penalty against the failure trials was not given.
In the experiment to compare task performance between intact and lesioned mice, mice were randomly assigned to a group and the necessary wait duration between successful lever pulls was changed according to a pre-determined protocol to prevent bias between groups. The minimum duration between trials was fixed at 0.01 s in sessions 1-4 and then increased to 0.2 s, 0.4 s, 0.6 s, and finally 1 s each time the number of successful trials exceeded 150 for 2 consecutive days.
Surgery for in vivo imaging
For in vivo two-photon imaging of the left forelimb M1, a 2.5 mm-diameter craniotomy centered at 1 mm lateral to bregma was performed (Hira et al., 2013a; Masamizu et al., 2014) , while the dura was left intact. After that, 0.2 ml of AAV1-Syn-GCaMP6f (4.83 3 10 13 vector genomes/ml) was injected into the left thalamus (1 mm posterior and 1 mm lateral to bregma, and 3.5 mm deep to the brain surface, corresponding to the motor thalamic nuclei, the VA-VL nuclei, and the VM nucleus; Franklin and Paxinos, 2008) by pressure through a glass micropipette attached to a microinjector (IM300, Narishige, Tokyo, Japan). At the same time, AAV1-CB7-Cl-mCherry (5.9 3 10 12 vector genomes/ml), AAV1-CAG-tdTomato (2.97 3 10 11 vector genomes/ml), or a 100,000-1000:1 mixture of AAV1-CaMKII-Cre (1.58 3 10 13 vector genomes/ml) and AAV1-CAG-Flex-tdTomato (1.15 3 10 13 vector genomes/ml) was injected into the left forelimb M1 (0 mm anterior and 0.8-1.2 mm lateral to bregma, and 700 mm deep to the brain surface; 0.1 ml for each of 2-3 sites) for motion correction. After virus injection, the exposed dura was covered with a single-or double-layer glass window. The single-layer glass windows were made as described previously (Masamizu et al., 2014) . The double-layer glass windows were constructed with a thin, large-diameter coverslip (number 0, 4.5 mm diameter, Matsunami Glass, Osaka, Japan) and a thick, small-diameter coverslip (number 3, 2.0 mm diameter, Matsunami Glass) by using an ultraviolet curable optical glue (NOR-61, Norland Products, NJ) (Petreanu et al., 2012) . The gap between the coverslip and the skull was filled with agarose and sealed with dental resin cement (FUJI LUTE BC, GC, Tokyo, Japan; and Super Bond, Sun Medical, Shiga, Japan). For imaging in the lesioned mice, the virus injection was performed approximately 2 weeks before the lesion.
In vivo two-photon imaging Two-photon images were acquired using an FVMPE-RS system (Olympus, Tokyo, Japan) with a broadly tuneable ultrafast laser (InSight DS-OL, Spectra Physics, CA) tuned to 940 nm. Fluorescence emissions were collected using a GaAsP photomultiplier tube (PMT, Hamamatsu Photonics, Shizuoka, Japan). Under an XLPLN25XWMP lens (numerical aperture [NA] 1.05, Olympus) with a piezo-based positioning system (P725K085, Physik Instrumente, Karlsruhe, Germany), mice were randomly chosen for imaging of L1 or L3 TC axons and were head-restrained during the lever-pull task. The dimension of the fields of view was 512 3 211 ± 1.17 pixels (84.85 mm 3 34.85 ± 0.21 mm). The depth of imaged fields below the cortical surface was 14 ± 5 mm in L1 axons and 288 ± 19 mm in L3 axons. The laser power was adjusted to maintain a relatively constant fluorescent intensity of axonal boutons (24-50 mW in L1 and 44-90 mW in L3). Three frames with different depths were scanned at each z-axial interval of 4 mm and a series of 2000-3000 continuous xyz-images was acquired at 10 Hz for the same plane. To separate the fluorescence, a 570 nm dichroic mirror (Olympus) was used with bandpass filters at 495-540 nm, 575-630 nm, and 600-685 nm for GCaMP6f, tdTomato, and mCherry, respectively. Imaging timing and behavioral data were synchronized in real time by LabVIEW.
In the present study, different fields were imaged in early and late sessions of learning. It was difficult to trace the same axonal boutons over early and late sessions of learning due to slight day-by-day angular displacements between the window glass and the cortical surface (Masamizu et al., 2014) . In a recent study (Jaepel et al., 2017) , three-dimensional calcium imaging of TC axons (four planes at each z-axial interval of 3 mm) was performed during visual stimuli and the same axonal boutons were searched from these planes in each session and pursued over sessions. Although we also performed three-dimensional imaging in the present study, this was used to correct the z-axis motion artifact during the lever-pull movement, and the target boutons should be located in the middle plane. Information on the structure of axonal arbors in each session is necessary for use as a landmark on which to register individual boutons across sessions (Jaepel et al., 2017) . However, there appeared to be far fewer visualized arbors in our study than in the study of Jaepel et al., probably because fluorescence changes in the axonal arbors was much smaller in $2 s lever pulls than in the 5 s visual stimuli, and because we used GCaMP6f as a calcium indicator, which has a weaker baseline fluorescence, weaker signal per action potential and faster decay than GCaMP6m, which they used (Chen et al., 2013) .
Surgery for neuronal tracing
For retrograde tracing of TC neurons, two methods were used. A filter paper with a 1 mm square immersed by 1% (w/w in water) Fast Blue (Polysciences, 17740, PA) was placed on the cortical surface of M1 (approximately within ±1 mm anterior to posterior, 0.5-1.5 left to bregma) (Rubio-Garrido et al., 2009). Alternatively, red fluorescent RetroBeads (Lumafluor, FL) was loaded into 300 mm deep to the surface of M1 by pressure injection (IM300). For anterograde tracer, AAV1-CAG-tdtomato or AAV9-hSyn-GFP (2.0 3 10 13 vector genomes/ml) were injected into the thalamus (<0.2 ml, 1 mm posterior and 1 mm lateral to bregma, and 3.5 mm deep to the brain surface; Franklin and Paxinos, 2008) . AAV1-CAG-tdTomato and AAV8-hSyn-GFP (5.6 3 10 12 vector genomes/ml) were injected into the SNr (3 mm posterior and 1.5 mm lateral to bregma; 4.1 mm deep to the brain surface; Franklin and Paxinos, 2008) and DCN (6 mm posterior and 2 mm lateral to bregma; 1.8 mm deep to the brain surface; Franklin and Paxinos, 2008) , respectively (<0.2 ml). Fluorescent intensity was analyzed using ImageJ software (1.47t; NIH, MD).
In vivo photostimulation
For the optogenetic activation of TC axons in M1 under the awake condition in Figure 1 , either AAV9-hSyn-hChR2 (H134R)-eYFP (0.2 ml, 8.58 3 10 12 vector genomes/ml) or AAV8-hSyn-EGFP (0.2 ml, as for negative control) was injected into the left thalamus (using the same coordinates listed above). At 3 weeks after virus injection, a craniotomy was performed following the same procedure as in vivo imaging. The center of a fiber optic patch cable (core diameter of 480 mm and numerical aperture of 0.5) coupled with a blue light (4-12 mW, 440 nm, Spectra X, Lumencor, OR; or 470 nm, pE-100, CoolLED, Andover, UK) was placed approximately 5 mm above the surface of M1 (0.5 mm anterior and 1.0 mm left of the bregma). After habituation for at least 1 day in the constrained condition, a blue light was delivered at 8 Hz (20 ms duration, 80 ms interval, controlled by a pulse generator [STOmk-2, BRC., Nagoya, Japan]). Forelimb movements were recorded by a high-speed camera (100 fps, scA640-70gm, Basler, Ahrensburg, Germany). In a rectangular image region including a part of the right forelimb, frame-by-frame absolute differences of the image intensity were defined as the forelimb movement. The sum of frame-by-frame absolute differences of the image intensity during the onset of the first pulse to 100 ms after the offset of the last pulse was defined as the total forelimb movement.
For the optogenetic inactivation of the thalamus, either AAV9-CaMKII-ArchT-GFP (0.2 ml, 2.3 3 10 12 vector genomes/ml) or AAV8-hSyn-EGFP (0.2 ml, negative control) was injected into the left thalamus (using the same coordinates listed above). After AAV injection, an optic fiber (core = 200 mm, NA of 0.48, 4.5 mm length, Doric Lenses, Quebec, Canada) was implanted in the thalamus as its tip was at the virus injection site and fixed with dental resin cement. One week after surgery, mice were trained to pull a lever for at least 2 weeks. After the training, the implanted optic fiber was connected to a fiber optic patch cable (core = 200 mm, NA of 0.48, Doric Lenses) coupled to a 594 nm diode-pumped solid-state laser (<34 mW measured at a fiber tip, CNI optoelectronics technology, Changchun, China) controlled by a pulse generator (STOmk-2). These mice were photostimulated during the lever-pull task. The laser was switched on and off every 3 min across a 30 min session. In all optogenetic experiments, the expression of GFP or YFP in the motor thalamus of all mice was histologically confirmed.
Simultaneous optogenetic activation and two-photon imaging
For photostimulation, AAV9-hSyn-hChR2 (H134R)-eYFP was injected into the SNr or DCN (using the same coordinates listed above) and an optic fiber (core = 200 mm, NA of 0.48, 3 mm or 5.3 mm length, respectively, Doric Lenses) was implanted into the SNr or DCN with being tilted by an angle of 20-45 . AAV-GCaMP6f and AAV-tdTomato were also injected into the thalamus and M1, respectively, and the mice were prepared for two-photon imaging as described above. Three weeks after surgery, the implanted optic fiber was connected with an optic patch cable coupled to a blue laser (450 nm, BioLay, Coherent, CA). The blue laser was delivered to the SNr or DCN (3.8-6.2 mW, duration 20 ms, 10 Hz, five times) during two-photon calcium imaging under analgesic and sedative condition by xylazine (30 mg/kg, i.p.) (Masamizu et al., 2014) . Two-photon imaging was performed as described above, except using multialkali PMTs to avoid photodamage of GaAsP PMTs. The xy-images (512 3 147 pixels, 84.85 mm 3 24.36 mm) were acquired at 100 Hz for the plane during optogenetic activation. After this experiment, the expression of GFP in AAV injection sites was histologically confirmed in all mice.
DCN photostimulation induced responses more frequently in L3 than in L1 as expected from the anatomical result. However, given VL neurons in the rodents hardly project to L1 (Kuramoto et al., 2009) , it was difficult to explain that a small fraction of L1 TC boutons were activated ( Figure 6I ). These axonal boutons might be originated from a small subset of VM neurons receiving cerebellar inputs (Aumann et al., 1994; Chevalier and Deniau, 1982) . In monkeys and cats, it was reported that cerebellar stimulation could elicit responses at the cortical surface (Sasaki et al., 1972 (Sasaki et al., , 1976 . This previous result may be homologous with the slight TC responses found in L1 by DCN photostimulation in the present study. The SNr photostimulation activated approximately 3.1-fold more L1 axonal boutons than the DCN photostimulation did, while the DCN photostimulation activated approximately 6.6-fold more L3 axonal boutons than the SNr photostimulation did. We conducted the AAV injection and photostimulation in a similar fashion between the SNr and DCN. Our anatomical and photostimulation results suggest that L1 received more signals from the SNr than DCN while L3 did from the DCN than SNr. However, it was unknown how many axons projecting from the SNr and DCN neurons to the motor thalamus were activated in the lever-pull trial and how many action potentials per axon occurred. The TC L1 and L3 axonal activities observed in the lever-pull trial might involve signals from the DCN and SNr, respectively, to some extent.
Neurochemical lesion
A small craniotomy was followed by injection of 0.1-0.2 ml of 0.1 M phosphate buffered saline (PBS) containing ibotenic acid (10 mg/ml, ab120041, Abcam, Cambridge, UK) (Chauveau et al., 2005; Kawai et al., 2015) into the left thalamus (using the same coordinates listed above) or the left motor cortex (2, 1, 0, and -1 mm anterior and 1 mm lateral to bregma; 0.4 and 0.8 mm deep to the brain surface; Franklin and Paxinos, 2008; 0.1-0.2 ml for each site) by pressure through a glass micropipette attached to a microinjector (IM300). To lesion the left DS (0.1 mm posterior and 2.5 mm lateral to bregma; 2.2 mm deep to the brain surface; Franklin and Paxinos, 2008) or the right DCN (using the same coordinates listed above), 0.1-0.2 ml of PBS containing quinolinic acid (30 mg/ml, P63204, Sigma-Aldrich, MO) (Block et al., 1993) , or 0.05-0.1 ml of PBS containing kainic acid (5 mg/ml, K0250, Sigma-Aldrich) (Kuramoto et al., 2011) , respectively, was injected. The recovery period allowed was 7 days before starting the lever-pull task. The small opening of the skull was covered with Kwik-Cast (World Precision Instruments, FL) and dental resin cement (Super Bond). Neurotoxic lesion sites were confirmed after the experiments by immunoreactivity as described below.
Histology
For histological examination, mice were deeply anesthetized by i.p. administration of ketamine (74 mg/kg) and xylazine (10 mg/kg) and then perfused transcardially with PBS, followed by 4% formaldehyde (Wako, Osaka, Japan). The brains were removed, postfixed with the same fixative overnight, and sectioned. Immunohistochemistry was performed after the behavioral experiments, as previously described (Hira et al., 2013b) , with mouse anti-calbindin D-28K (1:6000, CB-38a, Sigma-Aldrich), rabbit anti-GFAP (1:400, Z0334, DAKO, CA), and mouse anti-NeuN (1:500, MAB377, Millipore) antibody as primary antibodies, and with donkey anti-rabbit IgG (Alexa Fluor-488, 1:200, A21206, Invitrogen) and goat anti-mouse IgG (Alexa Fluor-594, 1:200, A11032, Invitrogen) as secondary antibodies. For visualizing cytoarchitecture, fluorescent Nissl staining was performed with propidium iodide (2 mg/mL; 29037, Nacalai Tesque, Kyoto, Japan), DAPI (1:1000; D8417, Sigma-Aldrich), NeuroTrace green (1:1000, N21480, Invitrogen), or NeuroTrace deep red (1:1000, N21483, Invitrogen). Images were acquired under a fluorescence microscope (BZ-X700, Keyence, Osaka, Japan or IX83, Olympus) equipped with a 103 or 203 objective lens and fluorescence filter sets appropriate for DAPI, GFP, Texas Red, and Cy5. Expression of GCaMP6f in the motor thalamus of all mice used for in vivo imaging was confirmed. Neurotoxic lesion sites were confirmed by an examiner who was blind to the task performance. Anti-NeuN immunoreactivity was reduced and anti-GFAP immunoreactivity was increased in the lesion sites in comparison with the intact hemisphere.
As shown in Figure S3B , the GCaMP6f-expressing areas in the thalamus included the VA-VL nuclei, VM nucleus, laterodorsal nucleus and, less frequently, the anterior nuclei, reticular nucleus, mediodorsal nucleus, centrolateral nucleus, paracentral nucleus, central medial nucleus, ventral posteromedial nucleus, ventral posterolateral nucleus, and posterior nucleus. Retrograde labeling of L1 axons in M1 showed that L1 TC axons mainly derived from the VM, VA, and anteromedial and posterior nuclei in the thalamus, whereas retrograde labeling of all layers in M1 stained the VA-VL, VM, and anteromedial nuclei and, less densely, central medial, centrolateral, posterior, ventral posteromedial thalamic, and ventral posterolateral nuclei (Figures 1D and 1E) . These results are consistent with those reported in rat studies (Kuramoto et al., 2009 (Kuramoto et al., , 2011 (Kuramoto et al., , 2015 Rubio-Garrido et al., 2009; Shigematsu et al., 2016) . The anteromedial nucleus is included in motor thalamus in Hooks et al., 2013 . According to Unzai et al. (2017), the central medial nucleus projects mainly to the insular cortex and the centrolateral nucleus projects to layer 6 in M1. It is concluded that the imaged axons originated from mainly the motor thalamus, although the sensory thalamus (posterior nucleus and ventrobasal complex) might be involved to a small extent.
Cortical slices
More than 2 weeks after virus injection into the thalamus, cortical slices (300 mm thick) containing the forelimb M1 were prepared as described previously (Tanaka et al., 2011) . The stimuli were applied with an extracellular electrode made by borosilicate glass capillary (open-tip resistance of 6-8 MU) filled with the recording ACSF (127 NaCl, 25 NaHCO 3 , 25 D-glucose, 2.5 KCl, 1 MgCl 2 , 2 CaCl 2 , and 1.25 NaH 2 PO 4 [pH = 7.3], oxygenated with 95% O 2 and 5% CO 2 ). The imaged fields of 33.28 mm 3 8.32 mm (256 3 64 pixels) were scanned with a two-photon microscope at 7.5 Hz (objective: LUMPLFLN40XW, NA of 0.8; system: FV1000-MPE, Olympus; laser, Mai Tai DeepSee, Spectra Physics). DF/F 0 was calculated with the mean fluorescence in the ten frames before electrical stimulation as the baseline.
Motion correction
Intuitively, analysis of the neuronal activity in calcium imaging data acquired from behaving animals is admitted when fluorescence changes caused by neuronal activity (i.e., calcium transients) are much larger than those caused by other factors, especially motion artifacts. In axonal imaging, slight (a few micrometers) displacement can change the fluorescence from the axonal bouton (sometimes forcing the bouton out of the focal plane) and heavily deteriorate traces of the calcium transients to be analyzed, as the axonal bouton has a much smaller size than the neuronal soma. However, if the z-axial displacement of an imaging plane fluctuates within a few micrometers around the target image plane containing subcellular structures to be analyzed, and if the images from planes above and below that fluctuation can be obtained at the same time, the displacement of the image at a time point t could be reasonably estimated from the image similarity to the upper or lower image at t. If so, the image at the target image plane at t could be reconstructed by interpolation from images at different z-intervals. To validate this idea, three frames at each z-axial interval of 4 mm were scanned and a series of xyz-images was acquired at 10 Hz, because in our imaging conditions, two images that were 4 mm apart from each other along the z-axis were sufficient to estimate an image between them using interpolation ( Figure S11A ). In the images used for the displacement estimation, the fluorescence intensity should not change in response to the neuronal activity. Therefore, we simultaneously imaged neuropils expressing RFP and TC axons expressing GCaMP6f, and separately collected the fluorescence traces as red and green channels, respectively. The image processing for the motion correction can be mainly explained according to five sections: (1) formalization of the problem and introduction of a congruency index, (2) rough estimation of the parameters for z-motion correction at every time point, (3) reconstruction of a z-motion-corrected movie with the parameters finely estimated with the particle filter method, (4) xy-motion correction of the z-motion-corrected movie with the phase correlation method, and (5) a quality check of the movie after motion correction.
(1) Formalization of the problem and introduction of the congruency index At a time point t, we took three images I t;1 , I t;0 , and I t;À1 , with different z-positions using a piezo-electric positioning device. The intervals between I t;1 and I t;0 , as well as between I t;0 and I t;À1 , were approximately 10 ms, much shorter than the interval between I t;0 and I t + 1;0 ($100 ms), so that I t;1 , I t;0 , and I t;À1 were approximated to have been imaged at the same time. I t;1 and I t;À1 were imaged at 4 mm above and below I t;0 , respectively. We call this set of images I t;À1:1 whenever possible. For formalizing our approach, we introduce interpolated images I t;r with a parabolically interpolating function as follows:
where r is the relative z-position bounded in [À1,1] ( Figure S11A ). Since I t;1 ; I t;0 ; and I t;À1 can be displaced from each other in the xy-axis, we also introduce d and D as operators for displacing an image. With these operators, we express the result of the displacement of image I by xy-displacement, Dx and Dy, as dðI; Dx;DyÞ. Similarly, we use D for xy-displacement of an image set I t;À1:1 , and D I t;À1:1 ; Dx; Dy À Á denotes the image set consisting of d I t;1 ; Dx; Dy À Á , I t;0 , and d I t;À1 ; ÀDx; ÀDy À Á . Then, the z-interpolated image after xy-alignment can be formalized as: I t;r;Dx;Dy = fðr; DðI t;À1:1 ; Dx; DyÞÞ:
(Equation 2)
We here assumed brain elasticity; that is, when Dx and Dy were needed for I t;1 to be aligned to I t;0 , ÀDx and À Dy were assumed to be needed for I t;À1 to be aligned. With these expressions, our purpose is to search for the optimal parameters r; Dx; Dy to make I t;r;Dx;Dy as close to the target image I 0 (here and after, a bar is used to indicate a time-averaged value) as possible at every time point. New measure for z-proximity: the congruency index For our purpose, we needed a measure for ''distance'' between I t;r;Dx;Dy and I 0 . We first attempted to use Pearson's correlation, a standard measure for similarity, but this failed to determine the proximity in the z-axis between two images with xyz-displacement. This was because the decrement in Pearson's correlation caused by xy-displacement was much larger than that induced by z-displacement ( Figure S11B) . We therefore developed a measure for the proximity in the z-axis. We defined a congruency index ðCIÞ between two images I 1 ðx; yÞ and I 2 ðx; yÞ as follows:
VIðx; yÞ = def vIðx; yÞ vx + j 3 vIðx; yÞ vy ;
where m and n equal one tenth of the width M($510) and height N($210), respectively, of the original images (in pixels), j is the imaginary unit, C 1 and C 2 are C for I 1 and I 2 , respectively, and C 1 and C 2 are the mean value of C 1 and C 2 across 1%u%m and 1%v%n, respectively. We implemented the calculation with MATLAB functions grad, fft2 with a hann window, and corr2. VI is a complex image representing the image gradient (edge information) of I. Cðu; vÞ is the absolute power of the Fourier transformation of VI. Cðu; vÞ represents the contribution of the sine grating image in the spatial frequency of u/M in the x-axis and v/N in the y-axis to edges found in I. Therefore, CI is the correlation of the power in the low frequency band of the image gradients, which removes the high frequency information that is often contaminated with imaging noise. In other words, CI contains edge information of $10 pixels ($1.7 mm), independent of xy-translation, and therefore it should be sensitive to change in the pattern of edges in an image, but not to the translational change of an image or to imaging noise ( Figure S11C ). In fact, we found that this measure is sensitive to displacements in z-position, but not to displacements in the xy-plane ( Figure S11D) , and is suitable for measuring the proximity in the z-position between images with xyz-displacement.
(2) Rough estimation of parameters for z-motion correction We will introduce the particle filter method for fine parameter searching afterward. Because a rough estimation of parameters often improves the efficiency of a fine parameter search, we first roughly estimated the parameters by dividing the problem into two easy sub-problems: the z-proximity of single images to the target image, and the xy-displacement of single images relative to the target image.
Rough estimation of the z-interpolation parameter
We first obtained I À1:1 by averaging I t;À1:1 across time and interpolating the three averaged images in the same manner as in Equation 1 to obtain I s = fðs; I À1:1 Þ (s = À1, À0.9, ., 0.9, 1). We calculated CIðI t;0 ; I s Þ for every t and s. We determined a rough estimation of r, b r t , as: b r t = À arg max s CI À I t;0 ; I s Á : (Equation 4) For example, if CI between I s and I t;0 is maximized at s = 0.5, then I t;0 should be displaced a half plane upward from the original plane, and the plane resembling I 0 might be located at À0.5, which is the estimation of r, the parameter for the z-interpolation. Rough estimation of relative xy-displacement parameters with recovering of image distortion After rough estimation of the z-motion, we estimated the xy-displacement of each of I t;1 ;I t;0 ;and I t;À1 . Every I t;0 was aligned with an affine transformation to the image with the highest CIðI t;0 ; I s Þ. The affine transformation is a standard linear transformation with scaling, rotation, sheering, and translation. This transformation was performed with the MATLAB imregtform function, which employs the maximum likelihood method. To reduce overfitting, when the result included excessive scaling, rotation angle, or sheering, the result was discarded and only the translation was re-estimated. I t;1 and I t;À1 were also aligned to one image chosen from I s based on CIðI t;1 ; I s Þ and CIðI t;À1 ;I s Þ, respectively. Note that I t;1 and I t;À1 often had no ideal target within I s . For example, consider the case of b r t = 0.5. I t;0 should be aligned with I À0:5 and I t;1 would be with I 0:5 , but the ideal target for I t;À1 would be located at s = À1.5, and there might not be an appropriate target image in I s because s = À1, À0.9, ., 0.9, 1 by definition. Thus, when b r t R0, we used the difference between the estimation of the xy-translation of I t;0 and that of I t;1 as a rough estimation of Dx t ;Dy t , called b x t , b y t respectively; and when b r t < 0, we used the difference between estimation of the translation of I t;0 and that of I t;À1 as À b x t , À b y t .
(3) Fine estimation of motion correction parameters with the particle filter method
We further searched for the optimal parameters X t = 0 @ r t Dx t Dy t 1 A for the z-interpolated image. r t was the parameter for the composite in the relative z-position bounded by [À1,1] at t; and Dx t and Dy t were the x-and y-displacement at t, respectively, between I t;1 and I t;0 , and were bounded by [À30, 30] (in pixels; 1 pixel: $0.17 mm). We could not observe X t directly. Instead, our observation was limited to I t;À1:1 . We tried to estimate X t using the particle filter, which is an algorithm that seeks a path of unobservable variables in a time series by balancing a priori knowledge of system dynamics and knowledge from observations (Doucet and Johansen, 2011) . We modeled X t with exponential decay dynamics with abrupt inputs as follows:
image at the ROI). In L1, this decay rate was 0.52 ± 0.0058 for green ROIs (n = 22 fields) and 0.52 ± 0.011 in L1 for red ROIs (n = 22 fields; p = 0.83 compared to green ROIs in paired t test), while in L3, 0.47 ± 0.017 (n = 14 fields) for green ROIs and 0.41 ± 0.026 for red ROIs (n = 22 fields; p = 0.065 compared to green ROIs in paired t test). This indicates that many red ROIs reflected neuropils not extending along the z-axis. The kurtosis of the fluorescence time series of these red ROIs was also calculated and its 90 th percentile was used as an indicator of expected near-maximum motion artifact in that field. For functional analyses, we used xyzmotion-corrected fields in which the 90 th percentile of kurtosis was < 9 ( Figure S11G ; cf. the 90 th percentile of kurtosis is 3.12 for 10 000 random series of comparable length obeying a Gaussian distribution and 10.73 for those obeying a t-distribution [degrees of freedom = 5]).
QUANTIFICATION AND STATISTICAL ANALYSIS
All analyses were performed with scripts written in MATLAB (R2017b; 9.3.0.713579), except for the statistical tests in Figures 1H, 2D , 6F, 6I, 7B, S2A-S2C, and S3A, which were performed with GraphPad Prism6. All data are presented as mean ± SEM unless stated otherwise.
Extracting the neuronal activity of active boutons ROIs corresponding to axonal boutons were determined as described previously (Masamizu et al., 2014) . Briefly, a rectangle of $10-20 3 $10-20 pixels ($1.7-3.3 mm 3 $1.7-3.3 mm) surrounding a putative bouton was set in a GUI with the aid of the time-averaged image or maximum projection image. Pixels in the rectangle were clustered by hierarchical clustering (Ward's method) of the pixelwise fluorescence time series in two or three clusters. When the morphology of the pixel cluster was consistent with the shape in the time-averaged image or maximum projection image of a putative bouton (typically a round shape, and sometimes elongated along the putative axon) by visual inspection, the cluster was accepted as a ROI (''putative active bouton''). As many ROIs as possible were collected by this semiautomated process (Masamizu et al., 2014) using pre-determined parameters; therefore, blinding to the experimental condition was not considered necessary. ). If and only if a green ROI was separated from red ROIs by the support vector machine in 20-fold cross validation, the green ROI was defined as an active bouton ( Figures  S11H and S11I ). The acceptance ratio (active boutons/all putative active boutons) was 93.8 ± 2.0% in L1 early sessions, 93.1 ± 1.7% in L1 late sessions, 90.0 ± 1.0% in L3 early sessions, and 91.1 ± 1.6% in L3 late sessions; Figure S11I ). The number of active boutons per imaged field did not change significantly from early to late sessions in either L1 or L3 (Table S1 ). The difference in the number of active boutons between L1 and L3 was most likely due to the difference in axonal density between L1 and L3 ( Figures 1C and 2H ). In TC axonal imaging during subcortical photostimulation experiments, we subtracted an image averaged across 100-0 ms before the first pulse from an image averaged across 100-200 ms after the last pulse for SNr stimulation, or an image averaged across 100-0 ms before the first pulse from an image averaged across periods of inter-10 Hz pulse for DCN stimulation. An appropriate threshold was set for each image and the number of clustered pixels that exceeded the threshold was counted as activated boutons. The ratio of activated boutons ( Figures 6F and 6I) was calculated by dividing the number of activated boutons by the mean number of boutons in the same area of the L1 or L3 field used for TC imaging experiments in the early sessions of learning (Table S1) .
Decoding of lever trajectory
The prediction accuracy of the lever trajectory for each bouton was evaluated using multiple linear regression to predict the lever trajectory in the imaging session from the DF/F 0 time series of each bouton. At each image sampling time point t (i.e., every 100 ms), the instantaneous lever trajectory y t was explained by a weighted sum of DF/F 0 within t ± 900 ms, F tÀ9 ; F tÀ6 ; F tÀ3 ; F t ; F t + 3 ; F t + 6 ;F t + 9 , and a bias term. Some frames (e.g., F tÀ1 ) were not used because transients in DF/F 0 had decaying tails and DF/F 0 in nearby time points showed a high correlation, which was numerically undesirable. In the k-th training segment (k = 1, 2, ., 10), the lever trajectory y i is modeled as:
where a ðkÞ is the coefficient vector, b ðkÞ is the bias term of the k-th training segment, F i is DF/F 0 at frame 1%i%N (except for Nðk À 1Þ=10 < i%Nk=10), and ε i is Gaussian noise. N is the number of frames. a ðkÞ and b ðkÞ were estimated using the MATLAB regress function. In the k-th test segment, Nðk À 1Þ=10 < i%Nk=10, the predicted lever trajectory, b y i = a ðkÞ x i + b ðkÞ , was calculated without referring to the recoded lever trajectory. The predicted lever trajectory was combined over 10 test segments, and the prediction accuracy was quantified as the coefficient of determination (R 2 ; calculated as the square of the Pearson's correlation coefficient) between y and b y.
Reproducibility of neuronal activity and lever trajectory
In the analyses based on trials ( Figures 3C, 3D, 4 , 5, 7C-7I, S4-S7, S9, and S10), data were linearly interpolated every 10 ms and taken from 1 s before to 3 s after the lever-pull initiation in each successful lever-pull trial. The reference expert trajectory was determined as the averaged trajectory of the successful trials in late imaging sessions, and was then further averaged across sessions. If a lever pull was detected within 1 s before the initiation of the lever pull, if the lever pull lasted longer than 3 s, or if the lever pull was dissimilar to the reference expert trajectory (Pearson's correlation < 0.5), the trial was omitted from further analyses. The remaining trials were defined as skillful trials. The reproducibility of neuronal activity was quantified by Pearson's correlation coefficient between the trace in each trial (smoothed with a 200 ms moving average) and one averaged across all trials excluding the concerned trial (''leave-one-out'' mean). We used ''leave-one-out'' mean in calculation because the use of the trace averaged over all trials would cause upward bias to the correlation coefficient with traces included. The reproducibility of skillful lever trajectory was calculated in the same way as that of DF/F 0 . For this analysis, the data with more than a skillful lever pull were used.
TC axonal activity at lever-pull initiation and termination The peak temporal difference of DF/F 0 averaged across skillful trials was calculated for each ROI. The time of the peak was illustrated in a histogram (250 ms width, 16 bins in 4 s). For each time bin, the fraction of boutons was compared with the fraction estimated from a binomial distribution with a probability of 1/16. The significance level was set as 0.025/16, avoiding the problem of false positives due to multiple comparisons. L1 imaged fields were broadly chosen along the anterior-posterior axis and compared with L3 imaged fields ( Figure S3F ). When L1 fields in late sessions were chosen only from the rostral portion to the bregma, the fraction of L1 active boutons with a rise in activity just after lever-pull termination still exceeded the chance level (0.13, n = 647 active boutons from six fields, p < 0.05, estimated from a binomial distribution corrected with the Bonferroni method as above). This indicates that the difference in TC activity between L1 and L3 was not due to a slight difference in the anterior-posterior distribution of the imaged fields ( Figure S3F ). Start activity was defined as the differential of DF/F 0 averaged during 0-250 ms after lever-pull initiation, and end activity as the differential of DF/F 0 averaged during 0-250 ms after lever-pull termination. For this analysis, the data with at least a single skillful lever pull were used.
Sequence of population activity
The activity sequence was determined using the capability of one bouton to forecast the activity of another bouton ( Figure 4G ). The timing of peak activity in the traces averaged across skillful trials were compared between each pair of boutons. The bouton with the earliest peak was identified as the preceding bouton and the other was identified as the succeeding bouton. The capability to forecast was tested by comparing two statistical models to predict the DF/F 0 of the succeeding bouton using only the past frames. In the first (unrestricted) model, the target, i.e., the DF/F 0 of the succeeding bouton at a given time point ðS i Þ, was modeled as:
where a; b is the coefficient vector, c is the bias term, P i , S i is DF/F 0 of the preceding and succeeding boutons, respectively, at frame i, and ε i is Gaussian noise. Note that the model consists of the past frames, and does not include simultaneous or future frames. For target frame i, frames within the interval from 1 s before to 3 s after lever-pull initiation in skillful trials were used. In the second (restricted) model, S i was modeled almost identically as in the first model except that p i was substituted with p 0 i , in which the element P iÀd was eliminated. The optimization resulted in different coefficients. The eliminated element P iÀd was determined according to the peak interval, which was defined as the duration between the peak activities of the preceding and succeeding boutons in the trial averages (blue horizontal bar in Figure 4G ). The nearest element of {2, 5, 8, 11, ., 38} to the quotient of the peak interval by the frame interval (approximately 100 ms) was selected as d. The two models were statistically tested using F-statistics calculated as:
the number of time points À ð2 3 the number of lags + 1Þ the number of restriction ;
where SSE res and SSE unres are the sum of squared errors in the restricted and unrestricted model, respectively. The number of lags equals 13 (i.e., the number of elements of p i and s i ) and the number of restriction equals one (i.e., always only one element, P iÀd , was eliminated in the restricted model). From the assumption on the noise, calculated F-statistics obey the F-distribution and, accordingly, the p value was calculated using the Wald test of 'Granger causality' (Geweke et al., 1983) . Significance was evaluated only when the coefficient for P iÀd in the unrestricted model was positive, and p < 0.05 means that DF/F 0 of the preceding bouton has the capability to forecast DF/F 0 of the succeeding bouton of d frames later. The number of significant pairs was divided by the number of all pairs at each time point. The fraction of significant pairs was compared with a significance level that was defined by the 99 th percentile fraction calculated with random pairs (5% of all pairs, 1000 iterations) at every time point. The longest interval in which the fraction of significant pairs exceeded the significance level was determined as sequence length. In this analysis, pairs of boutons in the same field with a correlation coefficient of DF/F 0 < 0.6 were used to remove the effect of the close relation between pairs on the same axons ( Figures S3G and S3H) . When the threshold of the correlation was set to 0.5, the results were similar (the Pearson's correlation coefficient between sequence lengths calculated with thresholds of 0.5 and 0.6 in individual fields was > 0.99). The detection of significant pairs was based on a parametric test (the Wald test) and the results may be flawed due to the distribution of DF/F 0 . However, when the F-statistics was compared with the distribution of F-statistics calculated with random shifted controls (100 iterations), the difference observed between L1 and L3 in late sessions was similar (Pearson's correlation coefficient between sequence lengths calculated using two different tests was 0.87 in L1 late and 0.71 in L3 late; L1 versus L3, p = 0.0015 by Wilcoxon rank-sum test), suggesting the difference in sequence length would not be due to possible differences in single-bouton mean activity or singlebouton auto correlation between L1 and L3 activities. When the L1 sequence length in late sessions for each field was re-calculated from the same number (45) of axonal boutons used for the mean of L3 axonal boutons in late sessions (45.4 ± 8.3, n = 7 fields), the difference between L1 and L3 was significant (L1, 2.43 ± 0.18 s, n = 13 fields, for each field, the length was calculated 20 times from 45 randomly chosen boutons and averaged; L3, 1.31 ± 0.32 s, n = 7, p = 0.0079, Wilcoxon rank-sum test). Even when the L3 field with 13 axonal boutons was removed from the comparison, the difference remained significant (L3, 1.53 ± 0.29 s, n = 6, p = 0.0134, Wilcoxon rank-sum test). For this analysis, the data with at least a single skillful lever pull were used. We assumed that active boutons contained in a sequence maintain order and timing in their activity; therefore, active boutons of the population with a sequence were considered to be engaged in a serial, collective activity rather than their unique, individual activity during lever pulls.
GLMs
The GLM is an extension of the linear model to fit an output variable to multiple input variables and estimate the contribution of each input variable to the model. A linear model is often used when the input and output have a linear relationship and the output is continuous and practically unbounded. By contrast, a GLM can model non-linear relationships and discrete or bounded output. In a GLM, the output variable at observation j, y j , (j = 1, 2, ., N) is modeled with n input (or explanatory) variables x ij (i = 1, 2, ., n), their coefficient b i , and an intercept b 0 , as:
where Dist. is a probability distribution that y j is assumed to obey, g is the link function, and q is a set of other parameters (e.g., error variance). Dist. is usually chosen based on the characteristics of the output variable (that is, continuous or discrete and bounded or unbounded). It was not obvious that the relationships between the temporal structures of the TC axonal activities, behaviors, motion artifact, and experimental conditions were linear, and some of them were bounded (for example, the sequence length was non-negative); therefore, we used the GLM approach. In each GLM analysis, we first determined the output and input variables and chose Dist. and g, based on the characteristics of the output variable. Observation number j can be the number of active boutons or the number of fields. The coefficients b i ði = 0; 1; .; nÞ and q were simultaneously estimated using all observations (j = 1, 2, ., N) by the maximum likelihood method based on Laplace approximation with the MATLAB fitglme function. For each model, AIC was calculated, which is an information criterion for selecting models in terms of their expected predictive power for incoming data. AIC was defined as:
where Pðy j m j ; qÞ is the likelihood of y j over the model in question, N is the total number of boutons or fields in the model, and p is the number of parameters used (the number of coefficients in linear predictors plus the number of theta). Thus, the model with the smallest AIC (best GLM) was expected to balance the goodness of fit and the model complexity to maximize the expected likelihood of incoming data.
Definition of variables
For the TC temporal structures, the start activity (n 1 ), end activity (n 2 ), and sequence length (n 3 ) were used. Five behavioral variables, b i (i = 1-5), were extracted from the lever-pull behaviors during imaging sessions: success rate (b 1 ) was defined as the number of successes divided by the trial number within each imaging session. Lever-pull speeds at lever-pull initiation (pull speed, b 2 ) and lever-pull termination (return speed, b 3 ) were defined as the maximum slope of the lever trajectory in ± 100 ms of lever initiation and the absolute value of the maximum negative slope of the lever trajectory in ± 100 ms of lever termination, respectively. Leverpull duration (b 4 ) was defined as the duration between lever-pull initiation and termination. Lever reproducibility (b 5 ) was calculated as the reproducibility of the lever trajectory. In the last parts of the first, second, and fourth analyses, we also included the interval between the lever-pull initiation and its nearest licking-bout initiation (b 6 ), and the interval between the lever-pull termination and its nearest licking-bout termination (b 7 ). As a variable to indicate the extent of the motion correction, the counterpart of each neural variable was calculated with ROIs from red channels (R). As experimental conditions, the learning stage condition (S; 0 for early and 1 for late), layer condition (Ly; 0 for L1 and 1 for L3), and lesion condition (coded in DS and DCN; 0 for intact mice and 1 for DS-and DCN-lesioned mice, respectively).
(Analysis 1) Were differences in TC temporal structures between layers totally explained by differences in behaviors and/or motion artifact? n 1 and n 2 were modeled with Dist. = ''normal'' and g = ''identity'' (in this case, the GLM is identical to a linear model). Thus, n 1j (n 1 of active bouton j) was modeled as:
where b i , b R , and b Ly are the coefficients of b i , R, and Ly, respectively, and Nðm j ; sÞ denotes a normal distribution with mean m j and standard deviation s, which was estimated from the model residuals. R j is the n 1 counterpart from the red channel averaged within the field to which the active bouton j belonged. n 2 was modeled in the same way as n 1 . n 3 was modeled as how many 10 ms bins in 400 bins belonged to the sequence, and we thus chose Dist. = ''binomial'' and g = ''logit.'' Because the variance of a binomial distribution is a function of its mean and this characteristic restricts the fitting, we introduced random effects r j obeying zero-mean normal distribution when the binomial fitting was performed. Hence, n 3j (n 3 of field j) was modeled as:
Ly Ly j + r j ; r j $ Nð0; sÞ; n 3j $ Bi À 400; m j Á where Bið400; m j Þ denotes a binomial distribution with a trial number of 400 and probability m j . From a model described above to a model only with the bias term, we made models with all combination of variables (2 7 = 128 models). The best statistical model was selected in terms of AIC. Then, in the best GLM, coefficients including the coefficient b Ly were tested whether they were 0 or not by using z-statistics (Faraway, 2006) . If and only if Ly was included in the best model with significantly large (or small) coefficient, we considered that the difference in the neuronal activity reflected properties that differed between L1 and L3 TC activity in each layer. The results are shown in Figure 5B . Even when b 6 and b 7 were included in the input variables, the explanatory power of Ly was significant for n 2 (jzj = 4.06, p < 0.0001) and n 3 (jzj = 3.85, p < 0.01).
(Analysis 2) Were differences in TC temporal structures between stages totally explained by differences in behaviors and/or motion artifact? n 1j (n 1 of active bouton j) in each layer was modeled as:
where b s is the coefficient of S. n 2 was modeled in the same way as n 1 . n 3j (n 3 of field j) of each layer was modeled as: log m j 1 À m j = b 0 + X 5 i b i b ij + b R R j + b s S j + r j ; r j $ Nð0; sÞ; n 3j $ Bi À 400; m j Á :
We made models with all combination of variables (2 7 = 128 models). In the best GLM, coefficients including the coefficient b s was tested whether they were 0 or not by using z-statistics. If and only if S was included in the best model with significantly large (or small) coefficient, we considered that the difference in the neuronal activity reflected properties that differed between early and late stages in each layer. The results are shown in Figure 5C . Even when b 6 and b 7 were included in the input variables, b s was significant for L1 n 1 (jzj = 4.38, p < 0.0001), L1 n 2 (jzj = 4.28, p < 0.0001), and L3 n 1 (jzj = 3.62, p < 0.0001).
(Analysis 3) Modeling of behavioral variables with TC temporal structures
As b 1 was modeled as the probability of discrete success trials within all trials, we chose Dist. = ''binomial,'' and the link function as ''logit.'' Thus, b 1j (b 1 of field j) is modeled as:
where b i is the coefficient of n i (in this analysis, n 1j and n 2j denote mean values within field j), and N tj is the lever-pull trial number during the imaging session of field j. The three lever kinematic values of b 2 , b 3 , and b 4 had non-negative continuous values; therefore, we chose Dist. = ''gamma'' and ''log'' for the link function. Thus, b 2j (b 2 of field j) is modeled as:
where Gð1=d; dm j Þ is a gamma distribution with shape parameter of 1=d and scale parameter of dm j . d is the dispersion parameter, which was estimated from the residual error. b 3 , and b 4 were modeled in the same way as b 2 . b 5 was transformed with Fisher's z-transformation, which allows us to model this variable with normal distribution, and the link function is ''identity.'' Thus, b 5j (b 5 of field j) is modeled as:
For each, we made models with all combination of neural variables (2 3 = 8 models). We always kept the term for the learning stage, b s S j , in this analysis, to absorb a potential difference attributable to the stages. When, in the best GLM selected with smallest AIC, the contribution of neural variables (not including b s ) were significant in F test (p < 0.05), the model was accepted as the model for explanation of behavior from neural activity. The comparison in the estimated coefficients for the input variables was not intuitively understandable because of the non-linear relationship between input and output variables. Therefore, the effect size of each neural variable was measured with average marginal effect (Verlinda, 2006) . With the model for explanation, we altered the value of one neural variable by a small amount ðn ij /n 0 ij Þ. The fitted value b y j should therefore be changed to b y 0 j . The marginal effect E ij at n ij was estimated by averaging 1000 instances of b y 0 j À b y j = n 0 ij À n ij À Á . The average marginal effect of n i was then estimated as ð P Nf j E ij Þ=N f . The average marginal effect was multiplied by the SD of n i and divided by the SD of the behavioral variable (i.e., model output). This normalized average marginal effect reports the effect size in SD of the behavioral variable by a 1-SD change in the neural variable. (Analysis 4) Were differences in TC temporal structures between intact and lesioned mice totally explained by differences in behaviors and/or motion artifact? n 1j (n 1 of active bouton j) was modeled as:
where b DS and b DCN are the coefficients of DS and DCN, respectively. n 2 was modeled in the same way as n 1. n 3j (n 3 of field j) was modeled as:
r j $ Nð0; sÞ; n 3j $ Bi À 400; m j Á :
The data from late sessions in each layer were used. We made a full model described above and all possible reduced models (2 7 = 128 models; DS and DCN were always used or unused together). In the best model in terms of AIC, coefficients including the coefficient b DS and b DCN was tested whether they were 0 or not by using z-statistics. If and only if DS or DCN was included in the model with significantly large (or small) coefficient, we considered that the difference in the neuronal activity reflected properties different between intact mice and DS-lesioned or DCN-lesioned mice, respectively, in each layer. Even when b 6 and b 7 were included in the input variables, b DS were significant for L1 n 1 (jzj = 3.46, p < 0.0001) and L1 n 3 (jzj = 3.80, p < 0.01) as well as b DCN were significant for L3 n 1 (jzj = 4.61, p < 0.0001), L1 n 2 (jzj = 2.77, p < 0.01) and L1 n 3 (jzj = 2.72, p < 0.05) and L3 n 3 (jzj = 2.34, p < 0.05).
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