Abstract-SPECT imaging of the dopamine transporter (DAT) is used for diagnosis and monitoring progression of Parkinson's disease (PD), and differentiation of PD from other neurological disorders. The diagnosis is based on the DAT binding in the caudate and putamen structures in the striatum. We previously proposed a relatively inexpensive method to improve the detection and quantification of these structures for dual-head SPECT by replacing one of the fan-beam collimators with a specially designed multipinhole (MPH) collimator. In this paper, we developed a realistic model of the proposed MPH system using the GATE simulation package and verified the geometry with an analytic simulator. Point source projections from these simulations closely matched confirming the accuracy of the pinhole geometries. The reconstruction of a hot-rod phantom showed that 4.8-mm resolution is achievable. The reconstructions of the XCAT brain phantom showed clear separation of the putamen and caudate, which is expected to improve the quantification of DAT imaging and PD diagnosis. Using this GATE model, point spread functions modeling physical factors will be generated for use in reconstruction. Also, further improvements in geometry are being investigated to increase the sensitivity of this base system while maintaining a target spatial resolution of 4.5-5 mm.
Simulations of a Multipinhole SPECT Collimator for Clinical Dopamine Transporter (DAT) Imaging striatum lie in the central region of the brain. Imaging of the occipital cortex, is also required for the semiquantitative approaches using the striatal binding ratio (SBR), a measure of striatal specific binding, relative to the nonspecific binding in the occipital cortex. Thus, SBR is calculated as (STR−OCC)/OCC, where STR and OCC are the activity concentrations estimated in the striatum and occipital cortex, respectively [1] . Caudate-to-putamen ratio (CPR) is another potentially useful measurement since parkinsonian syndromes tend to affect the caudate nucleus and putamen with different severity [2] .
DAT imaging is typically performed with a general-purpose parallel-beam (or fan-beam) SPECT scanner. The limited spatial resolution provided by these systems (7-10 mm) is often not sufficient for accurate segmentation of putamen and caudate, potentially introducing errors into the quantitative interpretation, especially for CPR calculation or other studies operating in smaller regions within the striatum [3] . Thus, a dedicated brain SPECT system focusing on the striatum could be an ideal imaging solution to improve the resolution and sensitivity tradeoff.
One of the earliest dedicated brain imaging SPECT systems employed multipinhole (MPH) coded apertures in a leadalloy hemispherical shell providing a system resolution of 8.7 mm and sensitivity of 0.024% at the center of the field of view (FOV) [4] . A full-ring MPH system provided 3.3-mm resolution at 0.017% sensitivity or 8-mm resolution at 0.102% sensitivity [5] . An annular SPECT system consisting of a three-segment parallel-beam rotating collimator within a stationary annular crystal (CeraSPECT) provided 8.3-mm resolution and 0.022% sensitivity at the central axis [6] , [7] . The collimators of this system were replaced with variable focusing collimators (SensOgrade) to further increase the sensitivity (by a factor of 1.4-2) [8] . A slit/slat collimator, offered a resolution of 6 mm and sensitivity of 0.051% at the center of the FOV with 35% multiplexing [9] . G-SPECT of MILabs, a stationary MPH system, reported to have a better than 3-mm reconstructed system spatial resolution [10] .
The cost of such dedicated systems, however, may be prohibitive for most clinics considering the relatively low number of procedures performed for brain imaging. Therefore, we proposed a relatively inexpensive approach to improve the performance of the existing dual-head SPECT systems for DAT imaging by using a specially designed MPH collimator on one detector head while keeping the existing fan-beam (or parallel-beam) collimator on the other head [11] . With this combined MPH/fan-beam system we aim for improved detection and quantification of structures in the interior region of the brain at a marginal cost. The MPH collimator provides enhanced spatial resolution and system sensitivity within the interior of the brain. The fan-beam collimator provides lower resolution, but complete sampling of the brain, addressing data sufficiency and allowing SBR calculation over the occipital cortex. The design goal for the MPH component is to obtain a reconstructed resolution of 4.5-5 mm in the striatum region allowing caudate and putamen differentiation for calculation of CPR. The improved resolution of these structures offers new potentials for the diagnosis of PD as the syndromes tend to affect the caudate and putamen with different severity [2] and the binding in the posterior putamen was reported to be a better indicator for early diagnosis of PD [12] , [13] .
Other combined systems have been proposed for brain imaging employed mainly a combination of cone-beam (or half-cone-beam)/parallel-hole [14] [15] [16] [17] and half-conebeam/fan-beam collimators [18] on triple-head SPECT systems. A combined single-pinhole/parallel-hole SPECT system for diagnosis of ischemia was also proposed [19] . A combined fan-beam/cone-beam approach was developed for dual-head SPECT systems [20] . Recently, the cone-beam part of this system was modified to include a slant-hole region to get additional coverage outside the central brain [21] achieving 5.2 times greater overall sensitivity than that of a dual-low-energy high-resolution (LEHR) system at a similar resolution.
Among the other inexpensive approaches for brain imaging based on the modification of an existing system, one example is a brain loft-hole collimator insert for SPECT imaging with an aperture shutter mechanism designed to fit into an existing PET system [22] . Another approach using 20 apertures shows the possibility of increasing the sensitivity by about 21 times over the parallel-hole collimation but severely compromising the spatial resolution [23] . Most recently, two MPH collimators (standard and high-resolution) were proposed to replace the collimators of a dual-head SPECT system [24] .
A unique advantage of the MPH usage for DAT imaging is the negligible amount of down-scatter (∼2%) from the low-abundance high-energy photons of the 123 I (>500 keV) as opposed to >25% reported for conventional collimators through real experiments and simulations [25] , [26] . The reason for such low down-scatter in MPH is because of the solid aperture plate (except where the pinholes are present) stopping the high-energy photons much more effectively than the conventional collimators with very large number of holes. For the same reason, higher primary-to-penetration and primaryto-scatter ratios can be expected with the usage of MPH.
An accurate simulation model of the MPH system is essential for design investigation and optimization. Apart from the geometric aspects of the pinhole imaging such as resolution, sensitivity, magnification, and FOV, the selection of the collimator material and thickness is also important considering high-energy photon penetration and scatter effects for 123 I imaging. An accurate simulation model is also needed for the development of reconstruction software using point spread functions (PSFs) that include physical factors such as collimator penetration, intrinsic spatial resolution, and depth of interaction (DOI), which are especially important for obliquely oriented pinholes. Therefore, a realistic model of the proposed MPH system using the GATE Monte Carlo simulation package [27] was developed. The implementation of the MPH geometry in GATE involves challenging constructs such as oblique pinholes formed by back-to-back alignment of trapezoid volumes. Unlike most MPH systems, the apertures in this design are not parallel to the crystal surface (except for the direct pinhole) complicating the PSFs, entrance/exit ports and hence the detector coverage. To confirm the accuracy of the geometry, the same MPH system was modeled with an independent analytic simulator. In this paper, we present the analytic verification of the GATE geometry through simulations of various activity distributions.
II. METHODS

A. Design and Simulation Geometry of the MPH Collimator
For the initial test of the MPH/fan-beam approach, the Philips BrightView SPECT system was considered with an active detector area of 54 × 40 cm 2 and a 0.9525 cm NaI(Tl) scintillation crystal thickness. The fan-beam collimator of this system was already simulated in GATE [28] and verified with analytic simulations [29] . Therefore, this paper focuses on the simulations of the MPH component of the combined system. The geometric variables such as collimator thickness, magnification, pinhole aperture sizes, positions, and tilt angles were fully parameterized to facilitate testing of different potential configurations. The simulations are based on the MPH design as described in [11] : a tungsten alloy collimator plate (20 × 20 × 2 cm 3 ) containing nine knife-edge pinholes (one direct and eight oblique angles), with 2.2-mm square apertures at 0.5-cm depth from the face of the collimator plate (on the side closer to the brain), all focusing to the same central point. Image magnification of this system at the focal point is ∼1.2, with the aperture center to crystal distance of 17.25 cm and axis of rotation (AOR) to aperture distance of 14 cm. With this configuration, a cylindrical volume of interest (VOI) of ∼12-cm diameter by ∼8-cm height could be imaged without multiplexing. The system was designed to provide a spatial resolution of 4.7 mm including 3-mm intrinsic resolution and geometric sensitivity of 0.013% at the center of the VOI.
The GATE implementation of the MPH geometry is illustrated in Fig. 1 , where the pinholes are formed by the back-to-back alignment of symmetric-trapezoids focusing on the center of the cylindrical VOI. The trapezoid volumes were generated at the aperture center (x o , y o , z o ) and rotated by an angle α = tan −1 ((x 2 +ŷ 2 ) 1/2 /ẑ) orienting them to the focal point, where (x,ŷ,ẑ) are the components of the aperture normal (n) pointing to the focal point; and the rotation axis (ŷ, −x, 0), is parallel to collimator plane and perpendicular to thex andŷ components of the normal vector. Next, the two volumes were translated in the opposite directions along the focal axis by half of their height H.
We used 10 −10 mm precision for these translation values to avoid volume overlaps between the oblique trapezoids (air) and collimator (tungsten). In this base MPH configuration, the pinholes are organized symmetrically about the middle column (pinholes 2, 5, and 8). to the focal axis of the direct pinhole (8) . All the pinhole entrance/exit ports were in irregular shapes except for the direct pinhole with the rectangular ports.
B. Analytic and GATE Simulations
The analytic simulations were based on a geometric ray-tracing method without modeling any physical effects and the detector coverage of each pinhole were predefined nonoverlapping rectangular regions. In contrast, GATE detector coverage varied depending on the size and shape (intersection of the pinhole trapezoid volume and the collimator plane) of the entrance and exit ports of the individual pinholes. GATE simulations were based on the 159-keV primary photon emissions of 123 I only (high-energy emissions were not simulated) and no attenuation phantom was included to allow better comparison between GATE and analytic simulations. All relevant photon interactions (i.e., photoelectric effect, Rayleigh scatter, and Compton scatter) were included in the collimator plate, shielding, and crystal. The analytic and three different types of GATE simulations performed in this paper are summarized below. 1) Analytic simulation models the geometry of the MPH design without modeling the physical factors such as attenuation, scatter, DOI, and collimator penetration. 2) GATE Infdense simulation models an idealized system similar to the analytic simulation by using an extremely dense material for the main components (i.e., crystal, collimator, and shield) and perfect energy resolution, thereby virtually eliminating Compton scatter in the photopeak window. 3) GATE NaI* simulation shares the exact same geometry as analytic and Infdense, as shown in Fig. 1(b) . This simulation models the photon interactions in the components of the system and results in an average magnification larger than intended because the photons are distributed within the NaI(Tl) crystal (i.e., DOI effect). For these simulations, a 10% detector energy resolution was modeled and the energy window was set 15% symmetrically about the 159-keV photopeak (i.e., 147-171 keV). 4) GATE NaI simulation represents the most realistic and closest system to that of the original design. It accounts for the DOI and approximately matches the original design with the crystal positioned 0.34 cm (average DOI as determined from GATE simulation) closer to the aperture, as indicated in Fig. 1(b) . The same detector energy resolution and photopeak window were used as in GATE NaI*. Projections of the point sources were obtained using all the simulation types detailed above. For the rest of the activity distributions, only the analytic and GATE NaI simulations were performed to obtain 30 equally separated projections over 360 • . These projections were then reconstructed using a voxel-driven ordered-subset expectation maximization (OSEM) algorithm, originally developed by Dey [30] . The geometric component of resolution is included in this analytic code followed by the methodology of [31] . The reconstructions of the noise-free analytic projections represented the ideal case as the reconstruction method employed the same forward projector that was used in producing the analytic projection data. The reconstructions of the GATE NaI projections with this analytic projector were less accurate since the projector did not employ PSFs accounting for physical factors. To control the noise in reconstructions of the GATE simulations with low count levels, a post-Gaussian filter was applied. No filter was applied to the rest of the reconstructions, which were either noise-free analytic or high-count GATE simulations.
C. Point Source Simulations
Point source simulations were performed to confirm the correct implementation of the pinhole positions and orientations. Noise-free analytic and low-count GATE Infdense projections of a 2-D grid of point source (size: 11×9 and step: 1 cm) were obtained for an overall PSF comparison within the VOI. In addition, for more detailed PSF analyses, high-count projections of the focal point source and an off-centered source were obtained with the GATE simulations (Infdense, NaI*, and NaI). The projections were in high-resolution (matrix size: 1080 × 800 and pixel size: 0.5 mm) to allow accurate resolution measurements. In Fig. 2 , the focal point source PSFs for the analytic and GATE simulations are shown with and without modeling the detector intrinsic spatial resolution.
D. Sensitivity Theory and Measurements
The geometric sensitivity and the sensitivity measurements (counts from the PSFs) were obtained for the focal point and off-centered point sources. The geometric sensitivity (efficiency) of an aperture can be described as the ratio of the photon flux through the aperture to the total isotropic photon flux emitted by a point source assuming all the photons passing through the aperture are detected. This ratio is approximately equivalent to the area of the aperture plane divided by the surface area of the sphere centered at the point source and tangent to the aperture. For clarification, a lateral view of the MPH is illustrated in Fig. 3(a) , where the spherical surface (drawn as circle) tangent to the respective aperture represents the isotropic photon emission at distance |r| from the point source. Thus, for the knife-edge pinholes with square apertures, the sensitivity can be expressed as [32] , where d is the aperture size, θ is the angle between source-to-aperture vector and the source plane, |r| is the magnitude of this vector, and h is the distance between the aperture center and the source plane, as indicated in Fig. 3 . For the focal point source, the equation becomes g = d 2 sin 2 (θ )/4π h 2 for all the nine pinholes since their focusing axes are perpendicular to their aperture planes and for the direct pinhole it reduces to g = d 2 /4π h 2 . A more general expression to describe the sensitivity of any source location and aperture tilt angle can be obtained as g = d 2 (r · n)/4π r 3 = d 2 cos φ/4π |r| 2 (adapted from [33] ), which reduces back to g = d 2 /4π |r| 2 or g = d 2 sin 2 (θ )/4π h 2 for the focal point. Therefore, for the geometric sensitivity calculations, this general form was used and compared with the sensitivity measurements obtained from the simulations.
E. Spatial Resolution Theory and Measurements
A simple equation for the spatial resolution can be expressed
the geometric term; M = a/h is the magnification factor; and R i is the detector intrinsic resolution. This equation is valid when the collimator and detector planes are parallel to each other resulting in constant resolution for any point in the source plane. For the tilted apertures, however, the resolution depends on the source location and aperture tilt angle. As illustrated in Fig. 3(b) , the resolution of the direct pinhole is uniform (R 8 ) for any point at the source plane, whereas oblique pinholes, which have the same absolute tilt angles, can have different object resolutions (R 7 < R 9 ) because of the different source positions relative to the apertures. For the MPH system described here, the oblique pinholes are rotated in different axes further complicating a general analytic description for the geometric resolution term. The resolution measurements were obtained as the full widths at half maximum (FWHMs) of the PSFs in horizontal and vertical directions. For the NaI* and NaI simulations, the built-in GATE detector intrinsic resolution model was enabled and set to 3 mm. The analytic simulations did not have such a built-in function. Hence, the raw PSFs were obtained first and then were post-smoothed with an isotropic Gaussian function to approximately model the 3-mm intrinsic detector resolution. Same method was followed for the GATE Infdense simulations so that they can be compared to the analytic simulations under the same conditions. The FWHMs were then divided by M to obtain the FWHMs in the object space.
F. Cylindrical Source Simulations and Reconstruction
Simulations of the 12-cm diameter by 8 cm in height target cylindrical VOI were performed to investigate the ability of the MPH to reconstruct activity throughout the VOI. For this purpose, the projections were obtained for the noise-free analytic and high-count (23 M detected counts) GATE NaI simulations for 30 equally separated views over 360 • . The projections were then reconstructed using 60 OSEM iterations with six subsets (subset size of 5). The same projections served as the background projections for the hot-rod source phantoms described in the next section.
G. Hot-Rod Source Simulations and Reconstruction
Simulations of a hot-rod source phantom, a smaller version of the Deluxe Jaszczak Phantom (data spectrum) fitting in the target cylinder VOI, were performed to estimate the reconstructed resolution of the MPH system. The phantom consisted of six segments of different rod diameters (4.8, 6.4, 7.9, 9.5, 11.1, and 12.7 mm) as in the Deluxe Jaszczak Phantom, but with shorter rods (8 cm instead of 8.8 cm). The rodsource activity concentration was eight times larger than the background concentration (i.e., rod-source:background=8:1), similar to that of a DAT brain image [35] . The noise-free analytic and high-count GATE projections (source: 28 M and background: 23 M) of this phantom were then reconstructed using 60 OSEM iterations with six subsets (subset size of 5). 
H. XCAT Brain Simulations and Reconstruction With MPH
Projections of the XCAT brain phantom [36] modeling DAT brain imaging were obtained with the striatum: background activity ratio of 8:1. Again the analytic simulations were noisefree representing an ideal case. For the GATE simulations, high-count (10 M) and realistic-count (0.68 M) projections were obtained. A realistic count level (∼6 M) was determined from the average counts measured in 45 clinical DaTscan studies conducted with a three-headed LEHR-fan-beam SPECT system over 40 min of acquisition time. A total count ratio of LEHR-fan-beam: MPH = 2.92:1 was estimated from GATE simulations of these two collimators on the same brain phantom. Therefore, for the realistic simulations of the MPH with 2.2-cm aperture size, 6 M counts/ (3 heads ×2.92) = 0.68 M counts/head was used. For the reconstruction of the noise-free analytic and high-count GATE data 40 OSEM iterations and for the realistic-count GATE 20 OSEM with six subsets (subset size of 5) were used.
III. RESULTS
A. Point Source Profiles
The analytic and GATE Infdense projections were closely aligned for all the grid points (11×9 cm 2 , 1 cm spacing). Two of these point sources, the focal and the off-center, were used in the PSF analyses. The analytic and GATE (Infdense, NaI*, and NaI) projections of these two points were post-smoothed with an isotropic Gaussian of 3-mm FWHM to approximately Fig. 4 . Along with these profiles, relative sensitivity (RelSens%) and resolution (Res) of the PSFs are also displayed. The layout of the profiles follows the pinhole positions as illustrated in Fig. 1(a) . For example, the profiles for the direct pinhole (number 8) are placed at the middle of the bottom row. The sensitivities were normalized to the projection with the highest sensitivity, which occurs for the pinhole closest to the source. Thus, the sensitivity plots for the focal point source [ Fig. 4(top) ] and the off-centered point source [ Fig. 5(bottom) ] were normalized to that of direct pinhole and pinhole 9, respectively. Table I summarizes the quantitative differences between the analytic and GATE profiles (in both horizontal and vertical directions) in position (based on the index of the maximum value), resolution, and relative sensitivity for focal and off-center sources. Analytic and Infdense results were identical for all these cases except for the focal point source which exhibits a maximum Fig. 6 . Noise-free analytic and high-count (51 M) GATE reconstructions of the hot-rod phantom (rod-source:background = 8:1) with six segments of different rod diameters (4.8, 6.4, 7.9, 9.5, 11.1, and 12.7 mm). The smallest segment in GATE slice was resolved in the absence of any resolution and PSF modeling in the reconstruction. position difference of 0.7 mm, and may be related to the noise in the data or an error in digitization. Also, the theoretical sensitivity calculations matched exactly the measured sensitivities of the analytic and Infdense. Measurements obtained from the NaI* simulations, not accounting for the DOI, were shifted in position (up to 2.5 mm for the focal point source and 3.2 mm for the off-center source). The maximum positional error dropped to 1.1 mm for the NaI simulations as the DOI effect was accounted.
The absolute system sensitivity (detected counts/emitted counts) for the focal point source obtained from the GATE Infdense simulation and the geometric system sensitivities (theory and analytic simulations) matched exactly at 0.013%, whereas the absolute system sensitivity from the GATE NaI simulation dropped to 0.011% due to the limited stopping power and 10% energy resolution of the NaI crystal.
B. Cylindrical Source Projections and Reconstructions
The normalized projections, line profiles, and reconstructions obtained from the analytic and GATE simulations of the cylinder source covering the VOI are shown in Fig. 5 . The differences observed in the images and profiles were mainly at the boundaries since the analytic pinholes project to the predefined nonoverlapping rectangular regions, whereas GATE pinhole projections are defined by the irregular shapes of the exit/entrance ports as shown in Fig. 1(b) . Other known factors contributing to the differences were collimator penetration and scatter, DOI, and noise in the GATE data.
C. Hot-Rod Phantom Reconstructions
Fig . 6 shows the analytic and GATE NaI reconstructed slices of the hot-rod phantom. The analytic reconstruction represented the ideal case since the projections were noisefree and also the reconstruction software employed the same forward projector that was used in producing the analytic projection data. The image quality in GATE reconstructions was degraded due to the physical effects and noise in the data. Nevertheless, the reconstruction from the high-count GATE projections appears to be well aligned with the analytic reconstruction and resolves the segment with the smallest rods (diameter: 4.8 mm), confirming that the target reconstructed resolution within the VOI is achievable. Fig. 7 shows the reconstructed slices obtained from the analytic and GATE projections of the XCAT brain phantom acquired with the MPH system (2.2-mm square apertures). The first sets of images show the analytic and high-count GATE reconstructions and their difference image. The last image shows the same reconstructed slice at the realistic count levels.
D. XCAT Brain Phantom Reconstructions
IV. DISCUSSION
The analytic and GATE simulations of the MPH collimator were presented for various phantoms: point sources, a uniform cylinder source, a hot-rod phantom, and the XCAT brain phantom modeling DAT uptake distribution.
The point source projections and their profiles confirmed that the analytic and GATE geometries, most importantly, pinhole positions and orientations were in agreement. While making a direct pinhole from two back-to-back trapezoids (or cones) in GATE is straightforward, the oblique pinholes can be challenging because of the volume overlap problem in GATE. That is, even a very minor volume overlap can lead to unpredictable outcomes in the simulation. Therefore, for the oblique pinholes, the directional cosines were used to define the coordinates of the volumes (trapezoid) with a tendigit precision (i.e., 10 −10 mm). With five-digit precision, the shape of the analytic and GATE PSFs were noticeably different and the sensitivities were not matching. Once the higher precision was used in the volume positions, PSF shapes and sensitivities matched exactly. The sensitivities obtained from the geometric equation also matched these PSF measured values for all nine pinholes and for both point sources (focal point and off-center) tested. The GATE NaI accounting for the DOI effect represented the simulation setup closest to the reality including most of the relevant physical factors. Considering the differences between the analytic and GATE NaI simulations, a remarkable agreement was obtained between the two setups. The relative sensitivities (normalized to the maximum pinhole sensitivity) of the NaI were larger than that of analytic and Infdense for all the oblique pinholes. This is expected as the photon path increases within the crystal, the detection efficiency increases for NaI, but it remains the same for the analytic and Infdense as their detection occurs at the crystal surface. In contrary, the absolute system sensitivity for the NaI (0.011%) was smaller than that of analytic and Infdense (0.013%) due to the limited stopping power and 10% energy resolution compared to the ideal crystal.
The reconstructions of the noise-free analytic projections provided the ideal case since the same forward projector was employed in both projection and reconstruction processes. The reconstructions of the GATE NaI projections were degraded since analytic projector did not employ PSFs or account for the physical factors (e.g., penetration and DOI). Nevertheless, simulations of the base MPH configuration with 2.2-mm square apertures showed that 4.8-mm rods are resolved and caudate and putamen were differentiated. Now that a reliable GATE model for the MPH has been created, PSFs can be obtained from the GATE simulations once a final design is reached. With the inclusion of PSF modeling in the reconstruction algorithm further improvement in the resolution can be expected.
The analytic and GATE simulations were fully parameterized for easy implementation of different pinhole geometries. Therefore, while the base MPH design was the main focus of this paper, further design improvements are being investigated. Currently, the pinholes have an axial symmetry, which was useful for initial testing. However, better axial and angular samplings could be obtained by slightly altering the pinhole positions so that each pinhole provides a unique view. Better resolution and higher sensitivity is achieved if the apertures are made closer to the patient head by usage of a body contouring orbit, at the expense of reduced FOV and increased penetration. A curved collimator plate can be also considered to bring the apertures closer to the brain. The overall sensitivity of the MPH could be further increased while maintaining the resolution level, through additional pinholes and implementation of demultiplexing techniques [37] . Also resolution modeling in the reconstruction could enable the usage of larger apertures to improve sensitivity [38] . Finally, the usage of circular apertures as opposed to square ones would be more suitable for modeling the point spread function [39] .
In comparing our approach to that of other systems for brain imaging, the base MPH configuration using 2.2-mm square apertures presented here provides a 4.7-mm system spatial resolution in the center of the cylindrical VOI and slightly better sensitivity than LEHR collimators, which will be further improved as mentioned above. For example, in a separate study we showed that the total counts for the MPH using circular apertures of 3 mm is 1.75 times larger than the total counts of the single LEHR fan-beam, which resulted in reasonable putamen and caudate differentiation even without any resolution and PSF modeling in the reconstruction [40] . With multiplexing, the sensitivity of this system can be improved by another 1.75 times as reported in [41] .
Future work will investigate ways of improving the sensitivity while maintaining a target spatial resolution (4.5-5 mm) with incorporating PSFs obtained from GATE simulations in the reconstruction algorithm. Using this GATE model, the effect of higher energy photons, task-based optimization of aperture size, multiplexing, and improved axial sampling will be also investigated.
V. CONCLUSION An accurate and fully parameterized GATE simulation of the MPH system was developed and the geometry was verified against an independent analytic simulator through projections of a grid of point sources and uniform activity in the cylindrical VOI. The MPH reconstruction of analytic and GATE projections were in agreement for a uniform cylinder phantom, a hot-rod phantom, and an XCAT brain phantom modeling DAT imaging. The reconstruction of the hot-rod phantom indicated that 4.8-mm resolution is achievable even in the absence of PSF modeling. Also, the MPH/fan-beam reconstructions of the XCAT phantom showed the separation of the caudate and putamen at realistic count levels, which offers new potentials for the diagnosis of PD.
