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Abstract
Stochastic kriging is a popular technique for simulation metamodeling due to its flexibility and
analytical tractability. Its computational bottleneck is the inversion of a covariance matrix, which
takes O(n3) time in general and becomes prohibitive for large n, where n is the number of design
points. Moreover, the covariance matrix is often ill-conditioned for large n, and thus the inversion
is prone to numerical instability, resulting in erroneous parameter estimation and prediction.
These two numerical issues preclude the use of stochastic kriging at a large scale. This paper
presents a novel approach to address them. We construct a class of covariance functions, called
Markovian covariance functions (MCFs), which have two properties: (i) the associated covariance
matrices can be inverted analytically, and (ii) the inverse matrices are sparse. With the use
of MCFs, the inversion-related computational time is reduced to O(n2) in general, and can be
further reduced by orders of magnitude with additional assumptions on the simulation errors and
design points. The analytical invertibility also enhance the numerical stability dramatically. The
key in our approach is that we identify a general functional form of covariance functions that can
induce sparsity in the corresponding inverse matrices. We also establish a connection between
MCFs and linear ordinary differential equations. Such a connection provides a flexible, principled
approach to constructing a wide class of MCFs. Extensive numerical experiments demonstrate
that stochastic kriging with MCFs can handle large-scale problems in an both computationally
efficient and numerically stable manner.
Key words: stochastic kriging; Markovian covariance function; sparsity; Green’s function
1 Introduction
Simulation is used extensively to facilitate decision-making processes related to complex systems.
The popularity stems from its flexibility, allowing users to incorporate arbitrarily fine details of the
system and estimate virtually any performance measure of interest. However, simulation models
are often computationally expensive to execute, severely restricting the usefulness of simulation
in settings such as real-time decision making and system optimization. In order to alleviate this
computational inefficiency, metamodeling has been developed actively in the simulation community
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(Barton and Meckesheimer 2006). The basic idea is that the user only executes the simulation model
at some carefully selected design points. A metamodel, which runs much faster than the simulation
model in general, is then built to approximate the true response surface – the performance measure
of the simulation model – as a function of the design variables, by interpolating the simulation
outputs properly. The responses at other locations are predicted by the metamodel without running
additional simulation, thereby reducing the computational cost substantially.
Stochastic kriging (SK), proposed by Ankenman et al. (2010), is a particularly popular metamodel,
thanks to its analytical tractability, ease of use, and capability of providing good global fit. It
has been used successfully for quantifying input uncertainty in stochastic simulation (Barton et al.
2014, Xie et al. 2014) and for optimizing expensive functions with noisy observations (Sun et al.
2014). SK represents the response surface as a Gaussian process, which is fully characterized by
its covariance function, and leverages the spatial correlations between the responses to provide
prediction. However, one often encounters two numerical issues when implementing SK in practice,
both of which are related to matrix inversion. Indeed, the inverse of the covariance matrix of
the simulation outputs is essential for computing various quantities in SK, including the optimal
predictor, the mean squared error of prediction, and the likelihood function.
An immediate issue regarding the inversion of a n× n matrix is that it typically requires O(n3)
computational time, which is prohibitive for large n, where n is the number of the design points.
For instance, it is reported in Huang et al. (2006) that a major limitation of SK-based methods for
simulation optimization is the high computational cost of fitting the SK metamodel, which, as the
number of samples increases, eventually becomes even more expensive than running the original
simulation model.
A second issue is that the covariance matrix involved in SK may become ill-conditioned (i.e.,
nearly singular), in which case the inversion is numerically unstable, resulting in inaccurate parameter
estimation or prediction. This often occurs when n is large, because then there are fairly likely two
design points that are spatially close to each other, and thus the two corresponding columns in the
covariance matrix are “close to” being linearly dependent.
These two numerical issues preclude the use of SK at a large scale, especially for problems with
a high-dimensional design space. In geostatistics literature, inverting large covariance matrices that
arise from Gaussian processes is a well-known numerical challenge and is sometimes referred to as
“the big n problem” informally. Typical solutions to this problem are based on approximations, that
is, use another matrix that is easier to invert to approximate the covariance matrix; see §1.2 for
more details. This paper presents a new perspective. Instead of seeking good approximations for
covariance matrices induced by an arbitrary covariance function, we will construct a specific class
of covariance functions that induce computationally tractable covariance matrices. In particular,
the computational tractability stems from the following two properties of the covariance matrices
induced by this class of covariance functions: (i) they can be inverted analytically, and (ii) the
inverse matrices are sparse. Our novel approach will effectively reduce the computational complexity
of SK to O(n2), without resorting to approximation schemes. In situations where the simulation
2
errors are negligible, our approach obviates the need of numerical inversion and further reduces the
complexity to O(n).
We refer to this specific class of covariance functions as Markovian covariance functions (MCFs),
because the Gaussian processes equipped with them exhibit certain Markovian structure. Albeit
seemingly restrictive, MCFs actually represent a broad class of covariance functions and can be
constructed in a flexible, convenient fashion.
1.1 Main Contributions
First and foremost, we identify a simple but general functional form with which the covariance
function of a 1-dimensional Gaussian process yields tridiagonal precision matrices (i.e., the inverse
of the covariance matrices), which are obviously sparse. In addition, the nonzero entries of the
precision matrices can be expressed in terms of the covariance function in closed-form. To the best
of our knowledge, there is no prior result establishing this kind of explicit connection between the
form of covariance functions and sparsity in the corresponding precision matrices.
Second, we link MCFs to Sturm-Liouville (S-L) differential equations. Specifically, we show
that the Green’s function of an S-L equation has exactly the same form as MCFs. Not only does
this connection provide a convenient tool to construct MCFs, but also implies that the number
of MCFs having an analytical expression is potentially enormous, since any second-order linear
ordinary differential equation can be recast in the form of an S-L equation.
Third, we extend MCFs to multidimensional design spaces in a “composite” manner, namely,
defining the multidimensional covariance to be the product of 1-dimensional covariances along each
dimension. This way of construction allows use of tensor algebra to preserve the sparsity in the
precision matrices, provided that the design points form a regular lattice.
Last but not least, we demonstrate through extensive numerical experiments that MCFs can
significantly outperform those that are commonly used such as the squared exponential covariance
function in terms of accuracy in prediction of response surfaces. The improved accuracy can be
attributed to two reasons: (i) the numerical stability of matrix inversion is enhanced greatly; (ii)
the reduced computational complexity allows us to use more data.
1.2 Related Literature
A great variety of techniques have been proposed to address the big n problem in both geostatistics
and machine learning literature, where Gaussian processes are widely used. Most of them focus on
developing approximations of the covariance matrix that are computationally cheaper. Representative
approximation schemes include reduced-rank approximation and sparse approximation. The former
approximates the covariance matrix by a matrix having a much lower rank. The latter can be
achieved by a method called covariance tapering. It forces the covariance to zero if the two design
points involved are sufficiently far away from each other. The covariance matrix is then approximated
by a sparse matrix. Both reduced-rank matrices and sparse matrices entail fast inversion algorithms.
From a modeling perspective, these two approximation schemes emphasize long-scale and short-scale
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dependences respectively, but meanwhile fail to capture the other end of the spectrum (Sang
and Huang 2012). We refer to Banerjee et al. (2014, Chapter 12) and Rasmussen and Williams
(2006, Chapter 8) for reviews with a focus on geostatistics and machine learning, respectively.
Moreover, approximation schemes usually result in spurious quantification of the uncertainty about
the prediction; see, e.g., Shahriari et al. (2016) and references therein.
Another popular approach to the big n problem is to use Gaussian Markov random fields
(GMRFs), which discard the concept of covariance function and model the precision matrix, i.e.,
the inverse of the covariance matrix, directly; see Rue and Held (2005) for a thorough exposition
on the subject and Salemi et al. (2017) for its application in large-scale simulation optimization.
To construct a GMRF one first stipulates a graph, with nodes denoting locations of interest in the
design space. The edges in the graph characterize the “neighborhood” of each node, and define a
Markovian structure. In particular, given all its neighbors, each node is conditionally independent of
its non-neighbors. A crucial property of GMRF is that entry (i, j) of the precision matrix is nonzero
if, and only if, node i and node j are neighbors. Hence, the precision matrix is sparse if each node
has a small neighborhood. The sparsity is then taken advantage of to reduce the inversion-related
computational time.
Despite its computational efficiency, GMRFs have clear disadvantages. First and foremost,
they do not model association directly, and thus one cannot specify desired correlation behavior.
Indeed, the relationship between entries in the precision matrix and the covariance matrix is very
complex. This is because the joint distribution of the responses at two locations depends on the
joint distribution of the responses at all the other locations. Second, GMRFs are built on graphs,
and the discrete nature forbids predicting responses at locations that are not included in the graph,
which is problematic for continuous design spaces.
The methodology developed in the present paper is closely related to GMRFs. Our work can
be viewed as one way to extend GMRFs from discrete domains to continuous domains. But it is
by no means a trivial extension, because we establish an explicit relationship between the form of
a covariance function and the sparsity in the corresponding precision matrices. This allows us to
combine the best of two worlds – modeling association directly while preserving the computational
tractability of GMRFs.
The rest of the paper is organized as follows. In §2, we introduce the SK metamodel and
motivate our approach to the big n problem. In §3, we introduce MCFs and characterize their
essential structure, which effectively bridges the gap between Gaussian processes and GMRFs. In
§4, we link MCFs with S-L differential equations. In §5, we discuss maximum likelihood estimation
of the unknown parameters, with an emphasis on the numerical stability as a result of the use of
MCFs. We conduct extensive numerical experiments in §6 to demonstrate the scalability of SK in
the presence of MCFs, and conclude in §7. The Appendices collect some technical proofs.
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2 Stochastic Kriging and the Big n Problem
Let x ∈ X ⊆ RD denote the design variable of a computationally expensive simulation model, with
X being the design space. Let Z(x) denote the unknown response surface of that model. Suppose
that the simulation model is run at design point xi with ri independent replications, producing
outputs zj(xi), j = 1, . . . , ri, i = 1, . . . , n. Metamodeling is concerned with fitting Z(x) based on
the simulation outputs. The SK metamodel casts Z(x) into a realization of a Gaussian process,
Z(x) = βᵀf(x) +M(x), (1)
where f(x) is a vector of known functions (e.g., polynomial basis functions) and β is a vector of
unknown parameters of compatible dimension, and M is a mean zero Gaussian process that is
randomly sampled from a space of functions mapping RD 7→ R. A particular feature of the SK
metamodel (1) is the spatial correlation, i.e., M(x) and M(y) tend to be similar (resp., different) if x
and y are close to (resp., distant from) each other in space. Let k(x,y) := Cov(M(x),M(y)) denote
the covariance function of M. It is crucial to specify k(x,y) properly in order that SK provide a
good fit globally over the design space X.
The simulation outputs become
zj(xi) = Z(x) + εj(xi) = β
ᵀf(xi) +M(xi) + εj(xi),
where ε1(·), ε2(·), . . . are normally distributed simulation errors. Define z¯(xi) := r−1i
∑ri
j=1 zj(xi),
ε¯(xi) := r
−1
i
∑ri
j=1 εj(xi), and z¯ := (z¯(x1), · · · , z¯(xn))ᵀ. Let ΣM denote the n× n covariance matrix
of (M(x1), . . . ,M(xn)), i.e., entry (i, j) of ΣM is Cov(M(xi),M(xj)) = k(xi,xj). Likewise, let Σε
denote the covariance matrix of (ε¯(x1), . . . , ε¯(xn)).
We assume that the simulation errors are mutually independent and are independent of M.
This assumption effectively rules out the use of common random numbers (CRN) because it will
break the sparsity that our methodology critically hinges on. Nevertheless, this does not impose
much practical restriction, since it is shown in Chen et al. (2012) that the use of CRN generally is
detrimental to the prediction accuracy of SK.
Let x0 denote an arbitrary point in X. SK is concerned with predicting Z(x0) based on z¯. The
SK predictor that minimizes the mean squared error (MSE) of prediction is
Ẑ(x0) = β
ᵀf(x0) + γ
ᵀ(x0)[ΣM + Σε]
−1(z¯ − Fβ), (2)
with optimal MSE
MSE∗(x0) = k(x0,x0)− γᵀ(x0)[ΣM + Σε]−1γ(x0), (3)
where γ := (k(x0,x1), . . . , k(x0,xn))
ᵀ and F := (f(x1), . . . ,f(xn))ᵀ, provided that β , γ(x0), ΣM,
and Σε are known. Clearly, they need to be estimated from the simulation outputs in practice.
A typical method for estimating the unknown parameters is the maximum likelihood estimation
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(MLE), which maximizes the following log-likelihood function
l(β,θ) = −n
2
ln(2pi)− 1
2
ln |ΣM + Σε| − 1
2
(z¯ − Fβ)ᵀ[ΣM + Σε]−1(z¯ − Fβ), (4)
where | · | denotes the determinant of a matrix and θ denotes the unknown parameter involved for
specifying the covariance function k; see §5 for more discussion.
Obviously, computing (2), (3), and (4) all requires inverting ΣM + Σε, which comes with two
numerical challenges and is referred to as the big n problem in geostatistics literature (Banerjee et al.
2014). First, although Σε is diagonal due to the independence assumption, ΣM+Σε is a dense matrix
in general and inverting it typically takes O(n3) computational time, which becomes prohibitive
for large n (e.g., n > 103). Second, this matrix often becomes ill-conditioned, and thus inverting it
is prone to numerical instability. This may happen either if there are two design points spatially
close to each other (so that the two corresponding columns of ΣM are almost linearly dependent),
or during the process of searching the parameter space for an estimate of θ for maximizing (4).
Moreover, both of the issues will be amplified by the dimensionality of the design space.
Existing solutions to the big n problem heavily rely on approximation schemes, striving to
approximate ΣM by another matrix that can be inverted much faster. However, the reduction in
computational time comes at the cost of inaccurate prediction of the responses and even invalid
characterization their variances; see, e.g., Quin˜onero-Candela and Rasmussen (2005), Sang and
Huang (2012), and references therein.
By contrast, we propose in this paper a novel approach to the big n problem. Instead of allowing
any arbitrary covariance function and then seeking approximations of the associated covariance
matrices, we will devise judiciously a specific but broad class of covariance functions having the
following two properties: (i) ΣM can be inverted analytically, and (ii) Σ
−1
M is sparse.
These two properties make the computation of [ΣM + Σε]
−1 substantially easier. To see this,
notice that by the Woodbury matrix identity (Horn and Johnson 2012, §0.7.4),
[ΣM + Σε]
−1 = Σ−1M −Σ−1M [Σ−1M + Σ−1ε ]−1Σ−1M . (5)
Since Σ−1M has a known analytical expression and Σ
−1
M + Σ
−1
ε is sparse, [Σ
−1
M + Σ
−1
ε ]
−1 can be
computed in O(n2) time by leveraging a particular sparse structure that will become clear in §3. The
matrix multiplications in (5) require O(n2) time also due to the sparsity of ΣM, as opposed to O(n3)
for multiplications of dense matrices. Therefore, computing (5) requires O(n2) time, reducing one
order of magnitude without resorting to any matrix approximation at all. Further, if the simulation
errors are negligible, i.e., Σε ≈ 0, then [ΣM + Σε]−1 ≈ Σ−1M , which can be inverted analytically,
then numerical inversion would become unnecessary. This implies that the computation of the SK
predictor (2), which is reduced to multiplications of vectors and sparse matrices, can be completed
in O(n) time. The same goes for the computation of the optimal MSE (3).
Two central questions follow immediately. What structure needs to be imposed on the covariance
function k(x,y) so that the covariance matrix ΣM has the two desirable properties? How broad is
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this specific class of covariance functions? This paper provides comprehensive answers.
3 Markovian Covariance Functions
In order to motivate the structure that we impose on the covariance function, we first introduce
Gaussian Markov random fields (GMRFs) briefly and refer to Rue and Held (2005) for a comprehen-
sive treatment on the subject. Consider a graph consisting of n nodes, each of which is labeled with
xi and has a random value M(xi), i = 1, . . . , n. Let X denote all the nodes and N(xi) denote the
neighbors of xi, for each i = 1, . . . , n. Suppose that the joint distribution of (M(x1), . . . ,M(xn)) is
multivariate normal. Then, (M(x1), . . . ,M(xn)) is called a GMRF if it has the Markovian structure
(i.e., conditional independence structure) as follows. Given {M(x) : x ∈ N(xi)}, the values of
the neighbors of node xi, M(xi) is conditionally independent of the values of its non-neighbors,
{M(x) : x ∈ E \N(xi)}. A critical property of GMRFs is that entry (i, j) of the precision matrix
Σ−1M is nonzero if, and only if, xi and xj are neighbors. Hence, Σ
−1
M is sparse if each node has a
small neighborhood in the graph.
The fundamental cause for the sparsity of Σ−1M in GMRFs is obviously the Markovian structure.
This inspires us to consider Gaussian processes that are Markovian. In particular, we consider three
1-dimensional examples – Brownian motion, Brownian bridge, and the Ornstein-Uhlenbeck (O-U)
process – and calculate their associated precision matrices, respectively.
Example 1 (Brownian Motion). The covariance function of the standard 1-dimensional Brownian
motion is kBM(s, t) = min(x, y), x, y ≥ 0. Suppose that the design points {x1, . . . , xn} are equally
spaced, i.e., xi = ih for some h > 0. Then, it can be shown that Σ
−1
M is a tridiagonal matrix:
Σ−1M =
1
h

2 −1
−1 2 −1
· · · · · · · · ·
−1 2 −1
−1 1
 .
Example 2 (Brownian Bridge). The covariance function of the Brownian bridge defined on [0, 1] is
kBB(x, y) = min(x, y)− xy, x, y ∈ [0, 1]. Suppose that the design points are xi = in+1 , i = 1, . . . , n.
Then, it can be shown that Σ−1M is a tridiagonal matrix:
Σ−1M = (n+ 1)

2 −1
−1 2 −1
· · · · · · · · ·
−1 2 −1
−1 2
 .
7
Example 3 (O-U Process). The O-U process is defined via the stochastic differential equation
dX(t) = (µ− θX(t)) dt+ σ dB(t), t ≥ 0
where µ, θ > 0, and σ > 0 are parameters, and B(t) is the standard 1-dimensional Brownian motion.
Then, the covariance function under the stationary distribution is kOU(x, y) =
σ2
2θ e
−θ|x−y|, x, y ≥ 0.
Using the same design points as Example 1, it can be shown that Σ−1M is a tridiagonal matrix:
1
Σ−1M =
θ
σ2 sinh(θh)

exp(θh) −1
−1 2 cosh(θh) −1
· · · · · · · · ·
−1 2 cosh(θh) −1
−1 exp(θh)
 .
Now that all the three examples have tridiagonal precision matrices, we naturally try to find the
common feature in their covariance functions.
3.1 Symmetric Tridiagonal Structure
The key observation here is that the covariance functions in Examples 1–3 share the same form:
k(x, y) = p(x)q(y) I{x≤y}+p(y)q(x) I{x>y}, (6)
for some functions p and q, where I{·} is the indicator function. Specifically,
kBM(x, y) = min(x, y) = x I{x≤y}+y I{x>y},
kBB(x, y) = min(x, y)− xy = x(1− y) I{x≤y}+y(1− x) I{x>y},
kOU(x, y) =
σ2
2θ
e−θ|x−y| =
σ2
2θ
[
eθxe−θy I{x≤y}+eθye−θx I{x>y}
]
.
Therefore, we conjecture that for Gaussian processes with a 1-dimensional domain, a covariance
function of form (6) would yield tridiagonal precision matrices. This turns out to be true in general
under mild conditions and the design points do not need to be equally spaced. We present the result
below as Theorem 1. The proof is done by induction on n and is based on explicit calculations. We
will use the Laplace expansion for the determinant of a square matrix. This is a classic result in
linear algebra; see Horn and Johnson (2012, §0.3.1).
Lemma 1 (Laplace Expansion). Let K = (ki,j) be a n× n matrix and Mi,j be its (i, j) minor, i.e.,
1The discovery of the precision matrices associated with the O-U process being tridiagonal was initially made
through several numerical trials. Together with Examples 1 and 2, the tridiagonal pattern was already enough to
motivate us to consider the functional form (6). The analytical expression of the precision matrix in Example 3 was
calculated as a corollary of Theorem 1 after we proved it.
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the determinant of the submatrix formed by deleting the ith row and jth column of K. Then,
|K| =
n∑
`=1
(−1)i+`ki,`Mi,` =
n∑
`=1
(−1)`+jk`,jM`,j .
To facilitate the presentation, we define several notations. Let X = {x1, . . . , xn} denote a set of
distinct points in R, with x1 < · · · < xn. Fixing a function k(x, y) of the form (6), let K = K(X ,X )
be the n× n matrix whose entry (i, j) is k(xi, xj). For two subsets X ′,X ′′ ⊆ X , we use K(X ′,X ′′)
to denote the submatrix of K formed by keeping the rows and columns that correspond to X ′ and
X ′′, respectively. Finally, let pi = p(xi) and qi = q(xi), i = 1, . . . , n.
Theorem 1. Let n ≥ 3. If K is nonsingular, then K−1 is a symmetric tridiagonal matrix.
Proof. Since k(x, y) = k(y, x), the symmetry of K is straightforward, and thus K−1 is symmetric.
To prove that K−1 is tridiagonal, i.e., (K−1)i,j = 0 if |j− i| ≥ 2, we use the relationship between
the inverse and the minors of a square matrix (Horn and Johnson 2012, §0.8.2),
(K−1)i,j =
1
|K|(−1)
i+jMj,i, (7)
where Mj,i is the (j, i) minor of K. Hence, it suffices to show that Mi,j = 0 if |j − i| ≥ 2, or
equivalently,
|K(X \ {xi},X \ {xj})| = 0, if j − i ≥ 2, (8)
because of the symmetry of K. We prove (8) by induction on n. For n = 3,
K(X ,X ) =
p1q1 p1q2 p1q3p1q2 p2q2 p2q3
p1q3 p2q3 p3q3
 .
Then,
M1,3 =
∣∣∣∣∣p1q2 p2q2p1q3 p2q3
∣∣∣∣∣ = 0.
Now we suppose that (8) holds for any n ≤ N − 1. Then, for n = N and j ≥ i+ 2,
Mi,j =|K(X \ {xi},X \ {xj})|
=
∑
`<j
(−1)(j−1)+`k(xj , x`)|K(X \ {xi, xj},X \ {xj , x`})| (9)
+
∑
`>j
(−1)(j−1)+(`−1)k(xj , x`)|K(X \ {xi, xj},X \ {xj , x`})|
where the second equality follows from the Laplace expansion along the row of the submatrix
K(X \ {xi},X \ {xj}) that corresponds to xj . Here, (j − 1) and (`− 1) in the exponents reflect the
necessary changes in the indices of the rows and columns of submatrix K(X \ {xi},X \ {xj}).
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Let X ′ = X \ {xj}. Then, the submatrix that appears in the Laplace expansion in (9) can be
rewritten as K(X \{xi, xj},X \{xj , x`}) = K(X ′\{xi},X ′\{x`}). Hence, its determinant is the (i, `)
minor of K(X ′,X ′) if ` < j, or the (i, `−1) minor if ` > j. It follows that K(X ′\{xi},X ′\{x`}) = 0
if |`− i| ≥ 2 and ` < j, or if |`− 1− i| ≥ 2 and ` > j, by the induction assumption. Therefore, (9)
can be simplified to
Mi,j =
i+1∑
`=i−1
(−1)(j−1)+`k(xj , x`)|K(X ′ \ {xi},X ′ \ {x`})|, (10)
since j ≥ i+ 2. Clearly, it suffices to show
i+1∑
`=i−1
(−1)`k(xj , x`)|K(X ′ \ {xi},X ′ \ {x`})| = 0, (11)
in order to prove (8). To that end, we further apply the Laplace expansion.
We now assume that i ≥ 4. The cases i = 1, 2, 3 can be proved in a similar fashion. For ` = i− 1,
K(X ′ \ {xi},X ′ \ {x`}) is

x1 x2 ··· xi−2 xi xi+1 ··· xj−1 xj+1 ··· xN
x1 p1q1 p1q2 · · · p1qi−2 p1qi p1qi+1 · · · p1qj−1 p1qj+1 · · · p1qN
x2 p1q2 p2q2 · · · p2qi−2 p2qi p2qi+1 · · · p2qj−1 p2qj+1 · · · p2qN
...
...
...
...
xi−1 p1qi−1 p2qi−1 · · · pi−2qi−1 pi−1qi pi−1qi+1 · · · pi−1qj−1 pi−1qj+1 · · · pi−1qN
xi+1 p1qi+1 p2qi+1 · · · pi−2qi+1 piqi+1 pi+1qi+1 · · · pi+1qj−1 pi+1qj+1 · · · pi+1qN
...
...
...
...
xj−1 p1qj−1 p2qj−1 · · · pi−2qj−1 piqj−1 pi+1qj−1 · · · pj−1qj−1 pj−1qj+1 · · · pj−1qN
xj+1 p1qj+1 p2qj+1 · · · pi−2qj+1 piqj+1 pi+1qj+1 · · · pj−1qj+1 pj+1qj+1 · · · pj+1qN
...
...
...
...
xN p1qN p2qN · · · pi−2qN piqN pi+1qN · · · pj−1qN pj+1qN · · · pNqN

.
(12)
With i ≥ 4, the transpose of the submatrix of K(X ′ \ {xi},X ′ \ {xi−1}) formed by deleting the
first row and keeping the first two columns in (12) is
K(X ′\{x1, xi}, {x1, x2})ᵀ =
( x2 ··· xi−1 xi+1 ··· xj−1 xj+1 ··· xN
x1 p1q2 · · · p1qi−1 p1qi+1 · · · p1qj−1 p1qj+1 · · · p1qN
x2 p2q2 · · · p2qi−1 p2qi+1 · · · p2qj−1 p2qj+1 · · · p2qN
)
,
whose rows are linear dependent, obviously. Hence, if we apply the Laplace expansion to (12) along
the first row, then only the first two terms in the expansion are nonzero. This is because the minors
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in the other terms all involve two linearly dependent columns, thereby being zero. Hence,
|K(X ′ \ {xi},X ′ \ {xi−1})|
=p1q1|K(X ′ \ {xi, x1},X ′ \ {xi−1, x1})| − p1q2|K(X ′ \ {xi, x1},X ′ \ {xi−1, x2})|
(13)
We next consider two cases, p2 6= 0 and p2 = 0, separately.
Case 1 (p2 6= 0). Notice thatK(X ′\{xi, x1},X ′\{xi−1, x1}) andK(X ′\{xi, x1},X ′\{xi−1, x2})
differ by only their first columns, and that the first column of the latter is a multiple of that of the
former. In particular,
|K(X ′ \ {xi, x1},X ′ \ {xi−1, x2})| = p1
p2
|K(X ′ \ {xi, x1},X ′ \ {xi−1, x1})|, (14)
and thus (13) becomes, for ` = i− 1,
|K(X ′ \ {xi},X ′ \ {x`})| =
(
p1q1 − p
2
1q2
p2
)
|K(X ′ \ {xi, x1},X ′ \ {x`, x1})|. (15)
One can check easily that (15) holds for ` = i, i + 1 as well. Then, the left-hand-side of (11)
becomes
i+1∑
`=i−1
(−1)`k(xj , x`)|K(X ′ \ {xi},X ′ \ {x`})|
=
(
p1q1 − p
2
1q2
p2
) i+1∑
`=i−1
(−1)`k(xj , x`)|K(X ′ \ {xi, x1},X ′ \ {x`, x1})|. (16)
Let X ′′ = X ′ \ {x1}. Then, for the summation in (16),
i+1∑
`=i−1
(−1)`k(xj , x`)|K(X ′ \ {xi, x1},X ′ \ {x`, x1})| =
i+1∑
`=i−1
(−1)`k(xj , x`)|K(X ′′ \ {xi},X ′′ \ {x`})|,
which equals the (i, j) minor of K(X ′′,X ′′) multiplied by (−1)j−1, following the argument leading to
(10). But the (i, j) minor of K(X ′′,X ′′) is 0 by the induction assumption, since j ≥ i+ 2. Therefore,
(16) equals 0, which proves (11).
Case 2 (p2 = 0). It is easy to see that K(X ′ \ {xi, x1},X ′ \ {xi−1, x1}) is singular, since its
first column is all zeros. Hence, (13) becomes
|K(X ′ \ {xi},X ′ \ {xi−1})| = −p1q2|K(X ′ \ {xi, x1},X ′ \ {xi−1, x2})|.
Since the first row of K(X ′ \ {xi, x1},X ′ \ {xi−1, x2}) is now (p1q2, 0, . . . , 0), we apply the Laplace
expansion to this row to obtain
|K(X ′ \ {xi},X ′ \ {x`})| = −p21q22|K(X ′ \ {xi, x1, x2},X ′ \ {x`, x2, x1})|, (17)
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for ` = i− 1. Likewise, we can show that (17) holds for ` = i, i+ 1 as well. Then, the left-hand-side
of (11) becomes, letting X ′′′ = X \ {x1, x2},
i+1∑
`=i−1
(−1)`k(xj , x`)|K(X ′ \ {xi},X ′ \ {x`})| = −p21q22
i+1∑
`=i−1
(−1)`k(xj , x`)|K(X ′′′ \ {xi},X ′′′ \ {x`})|.
Then, we can prove (11) using the same argument as the last paragraph of Case 1.
Provided that K is nonsingular, not only can we show that K−1 is symmetric and tridiagonal,
but also we can calculate the nonzero entries of K−1 analytically. The fact that K−1 is analytically
invertible makes K highly computationally tractable. Before presenting the analytical expressions
of the nonzero entries of K−1, we first calculate the determinant of K.
Proposition 1. For n ≥ 2,
|K(X ,X )| = p1qn
n∏
i=2
(piqi−1 − pi−1qi). (18)
Proof. We prove (18) by induction on n. The base case n = 2 is straightforward:
|K(X ,X )| =
∣∣∣∣∣p1q1 p1q2p1q2 p2q2
∣∣∣∣∣ = p1q1p2q2 − p21q22 = p1q2(p2q1 − p1q2).
Now we suppose that (18) holds for any n ≤ N − 1. Then, for n = N , applying the Laplace
expansion to the first row of K(X ,X ),
|K(X ,X )| =
N∑
`=1
(−1)1+`p1q`|K(X \ {x1},X \ {x`})|
= p1q1|K(X \ {x1},X \ {x1})| − p1q2|K(X \ {x1},X \ {x2})|, (19)
where the second equality follows from (8). From the induction assumption,
|K(X \ {x1},X \ {x1})| = p2qN
N∏
i=3
(piqi−1 − pi−1qi). (20)
Notice that
K(X \ {x1},X \ {x1}) =

x2 x3 ··· xN
x2 p2q2 p2q3 . . . p2qN
x3 p2q3 p3q3 . . . p3qN
...
...
xN p2qN p3qN . . . pNqN
,
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and
K(X \ {x1},X \ {x2}) =

x1 x3 ··· xN
x2 p1q2 p2q3 . . . p2qN
x3 p1q3 p3q3 . . . p3qN
...
...
xN p1qN p3qN . . . pNqN
.
Clearly, the above two matrices differ by only their first columns, and the first column of one matrix
is a multiple of the other. Hence, if p2 6= 0, then |K(X \{x1},X \{x2})| = p1p2 |K(X \{x1},X \{x1})|.
Thus, by (19) and (20),
|K(X ,X )| =
(
p1q1 − p
2
1q2
p2
)
|K(X \ {x1},X \ {x1})|
=
(
p1q1 − p
2
1q2
p2
)
p2qN
N∏
i=3
(piqi−1 − pi−1qi) = p1qN
N∏
i=2
(piqi−1 − pi−1qi).
On the other hand, if p2 = 0, then by (19) and (20),
|K(X ,X )| =− p1q2|K(X \ {x1},X \ {x2})|
=− p1q2 · p1q2|K(X \ {x1, x2},X \ {x2, x1})|
=− p21q22p3qN
N∏
i=4
(piqi−1 − pi−1qi),
where the second equality follows from the Laplace expansion along the first row of K(X \ {x1},X \
{x2}), whereas the last equality from the induction assumption. At last, notice that with p2 = 0,
p1qN
N∏
i=2
(piqi−1 − pi−1qi) =p1qN (p2q1 − p1q2)(p3q2 − p2q3)
N∏
i=4
(piqi−1 − pi−1qi)
=− p21q22p3qN
N∏
i=4
(piqi−1 − pi−1qi).
Therefore, (18) holds for n = N . 
By using the Laplace expansion and mathematical induction in a similar fashion, we can also
prove the following result but defer the proof to Appendix A.
Proposition 2. For n ≥ 2 and 2 ≤ i ≤ n,
|K(X \ {xi−1},X \ {xi})| = p1qn
n∏
j=2,j 6=i
(pjqj−1 − pj−1qj).
With Propositions 1 and 2, the nonzero entries of K−1 can be readily calculated.
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Theorem 2. For n ≥ 3, if K is nonsingular, then the nonzero entries of K−1 are given as follows,
(K−1)i,i =

p2
p1(p2q1 − p1q2) , if i = 1,
pi+1qi−1 − pi−1qi+1
(piqi−1 − pi−1qi)(pi+1qi − piqi+1) , if 2 ≤ i ≤ n− 1,
qn−1
qn(pnqn−1 − pn−1qn) , if i = n,
and
(K−1)i−1,i = (K−1)i,i−1 =
−1
piqi−1 − pi−1qi , i = 2, . . . , n.
Proof. It follows from the identity (7) that
(K−1)i,i =
1
|K| |K(X \ {xi},X \ {xi})| and (K
−1)i−1,i =
−1
|K| |K(X \ {xi−1},X \ {xi})|.
The results can then be shown by a straightforward calculation using Propositions 1 and 2. 
Remark 1. There are two significant implications of Theorems 1 and 2. First, K−1 can be computed
in O(n) time, since it is tridiagonal, having only 3n − 2 nonzero entries. Second, the numerical
stability regarding the computation of K−1 is improved substantially, since its nonzero entries have
simple analytical expressions and numerical algorithms for matrix inversion are no longer needed.
3.2 Positive Definiteness
Theorem 1 characterizes the essential structure of the covariance function of Gaussian processes
with a 1-dimensional domain that yields sparse precision matrices. However, in order that a function
of the form (6) is a covariance function, the matrix K(X ,X ) must be positive semidefinite for any
X = {x1, . . . , xn}. We further require K(X ,X ) to be positive definite so that it is invertible. The
following conditions on p and q that constitute the function (6) turn out to be both sufficient and
necessary for the positive definiteness of K(X ,X ), provided that p and q are continuous.
Assumption 1. Let (L,U) be an open interval in R, where L and U are allowed to be −∞ and ∞,
respectively. For all x, y ∈ (L,U),
(i) p(x)q(y)− p(y)q(x) < 0 if x < y, and
(ii) p(x)q(y) > 0.
Remark 2. It is straightforward to check that the covariance functions in Examples 1–3 all satisfy
Assumption 1.
Theorem 3. Suppose that p : (L,U) 7→ R and q : (L,U) 7→ R are both continuous. Then, K(X ,X )
is positive definite for any X ⊂ (L,U) with |X | = n ≥ 2 if and only if p and q satisfy Assumption 1.
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Proof. We first prove the “if” part. Fix an arbitrary X = {x1, . . . , xn} with x1 < · · · < xn.
The symmetry of K(X ,X ) is obvious. Then, the first leading principal minor of of K(X ,X ) is
p1q1 = p(x1)q(x1) > 0. Moreover, for any ` = 2, . . . , n, it follows from Proposition 1 that the `
th
leading principal minor of K(X ,X ) is
|K({x1, . . . , x`}, {x1, . . . , x`})| =p1q`
∏`
i=2
(piqi−1 − pi−1qi)
=p(x1)q(x`)
∏`
i=2
[p(xi)q(xi−1)− p(xi−1)q(xi)] > 0.
Hence, K(X ,X ) is positive definite by Sylvester’s criterion.
Now, we suppose that K(X ,X ) is positive definite for any X , and prove the “only if” part by
contradiction. Specifically, we show that if condition (i) or (ii) is false, then we can construct a
matrix K(X ,X ) that violates Sylvester’s criterion.
Assume that condition (i) is false, i.e., there exists r < t for which p(r)q(t)− p(t)q(r) ≥ 0. If
p(r)q(t)− p(t)q(r) = 0, or if p(r)q(t)− p(t)q(r) > 0 and p(r)q(t) ≥ 0, then
|K({r, t}, {r, t})| = p(r)q(t)[p(t)q(r)− p(r)q(t)] ≤ 0.
If p(r)q(t)− p(t)q(r) > 0 and p(r)q(t) > 0, then we show that h(s) := p(r)q(s)− p(s)q(r) > 0
for any s ∈ (r, t). To see this, notice that h(r) = 0 and h(t) > 0. It then follows from the continuity
of h(s) that h(s) > 0, since h(s) would has a zero s0 ∈ (r, t) otherwise, which would imply that
|K({r, s0)}, {r, s0)}| = 0. Likewise, we can show that p(s)q(t) − p(t)q(s) > 0 for any s ∈ (r, t).
Hence,
|K({r, s, t}, {r, s, t})| = p(r)q(t)[p(s)q(r)− p(r)q(s)][p(t)q(s)− p(s)q(t)] < 0.
Thus, we conclude that condition (i) must be true.
Assume that condition (ii) is false, i.e., there exist r and s such that p(r)q(s) ≤ 0. If r = s, then
for any t > s, the first leading principal minor of K({r, t}, {r, t}) is p(r)q(r) ≤ 0. If r 6= s, assuming
r < s without loss of generality, then p(s)q(r)− p(r)q(s) > 0 since we have shown condition (i) must
be true, and thus
|K({r, s}, {r, s})| = p(r)q(s)[p(s)q(r)− p(r)q(s)] ≤ 0,
which completes the proof. 
Through Theorems 1–3, we have effectively characterized a class of computationally tractable
covariance functions for Gaussian processes with a 1-dimensional domain. We call covariance
functions of the form (6) that satisfy Assumption 1 (1-dimensional) Markovian covariance functions
(MCFs).
Remark 3. MCFs establish an explicit connection between Gaussian processes and GMRFs. Let M(x)
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be a Gaussian process equipped with an MCF. Then, for any X = {x1, . . . , xn}, {M(x) : x ∈ X}
forms a GMRF. Assuming that x1 < · · · < xn, the neighborhood structure of this GMRF is defined
as follows: xi and xj are neighbors if and only if |i − j| = 1, which is implied by the tridiagonal
structure of the precision matrix Σ−1M .
Corollary 1. Let T : (L,U) 7→ R be a strictly increasing function and T −1 denotes is inverse. If
k(x, y) is an MCF for x, y ∈ (L,U), then k(T (x), T (y)) is an MCF for x, y ∈ (T −1(L), T −1(U)).
Proof. Suppose that k(x, y) = p(x)q(y) I{x≤y}+p(y)q(x) I{x>y} with p(x) and q(x) satisfying As-
sumption 1. Then,
k(h(x), h(y)) =p(h(x))q(h(y)) I{h(x)≤h(y)}+p(h(y))q(h(x)) I{h(x)>h(y)}
=p˜(x)q˜(y) I{x≤y}+p˜(y)q˜(x) I{x>y}
where p˜(x) = p(h(x)) and q˜(x) = q(h(x)). Here, the second equality follows from the strict increasing
monotonicity of h. Moreover, it is easy to see that p˜(x) and q˜(x) satisfy Assumption 1. 
We will provide in §4 a convenient approach to constructing MCFs based on ordinary differential
equations (ODEs), provided that the ODE involved is analytically tractable. Corollary 1 provides
an additional tool to construct new MCFs by modifying known ones.
3.3 Multidimensional Extension
So far, we have been focusing on Gaussian processes with a 1-dimensional domain. Unfortunately,
there is no multidimensional analog to the S-L theory that we can take advantage of. We circumvent
this difficulty by defining a D-dimensional MCF in the following “composite” manner: k(x,y) =∏D
i=1 ki(x
(i), y(i)), where x = (x(1), . . . , x(D)), y = (y(1), . . . , y(D)), and ki(·, ·) is a 1-dimensional
MCF defined along the ith dimension, i = 1, . . . , D. We remark that these 1-dimensional MCFs
do not need to be the same and can be chosen to capture different correlation behaviors in each
dimension.
The composite structure preserves the sparsity of the precision matrix, but it comes at the cost
of restriction in selecting the design points X = {x1, . . . ,xn}. In particular, we assume that X
forms a regular lattice, that is, it can be expressed as a Cartesian product. But the coordinates
along each dimensional do not need to be equally spaced.
Assumption 2. X =×Di=1{x(i)1 , x(i)2 , . . . , x(i)ni } and n = ∏Di=1 ni, where ni is the number of points
along the ith dimension and x
(i)
1 < x
(i)
2 < . . . < x
(i)
ni , i = 1, . . . , D.
It follows that the covariance matrix associated with k(·, ·), the D-dimensional MCF, can
be written as K =
⊗D
i=1Ki, where Ki is the covariance matrix corresponding to ki(·, ·) and
{x(i)1 , . . . , x(i)ni }, and
⊗
denotes the tensor product of matrices. We refer to Laub (2005, Chapter
13) for introduction of basic properties of tensor product. Then, the precision matrix can also be
written as a tensor product: K−1 =
⊗D
i=1K
−1
i . Hence, K
−1 is also a sparse matrix since each
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K−1i is a tridiagonal matrix. The reduction in computational complexity suggested by (5) remains
valid.
4 Green’s Function
The conditions in Assumption 1 can be trivially met by choosing a positive, strictly increasing
function p(x) and setting q(x) ≡ 1. The covariance function of a Brownian motion in Example 1 is
indeed the case. However, this would mean that k(x, y) = p(min(x, y)) is independent of x for any
x > y, which is not a reasonable feature in general. Despite the formal simplicity of the conditions in
Assumption 1, it is not immediately clear how to construct a wide spectrum of nontrivial functions
p(x) and q(x) in a convenient way. We develop in this section a flexible, principled approach to
constructing 1-dimensional MCFs. The key is to recognize that the function form (6) resembles
the Green’s function of a Sturm-Liouville (S-L) differential equation. Since all second-order linear
ODEs can be recast in the form of an S-L equation, the number of Green’s functions that can be
calculated analytically is potentially large; see Zaitsev and Polyanin (2002, Chapter 2.1).
The relation between Green’s functions and covariances was also identified in Dolph and
Woodbury (1952). There are three critical differences between their work and ours. First, they
work on higher-order Markov processes (Rasmussen and Williams 2006, Appendix B) whereas we
focus on the Markovian processes in the conventional sense, which is of order one. Second, this
kind of generality instead restricts their analysis to the setting where the boundary condition of the
S-L equation involved is imposed at infinity; further, their result which is similar to ours (Theorem
4) holds only for the case that the S-L equation has constant coefficients, which corresponds to
the stationary O-U process. By contrast, in our analysis the boundary condition can be defined
either on a finite interval or at infinity, and the coefficients of the S-L equation can be variable.
Third, as a result of the last difference, the covariance functions constructed in their work are
stationary, whereas our approach permits nonstationary covariance functions. In particular, we will
construct an MCF that is nonstationary and even more computationally tractable than kOU, which
is a stationary MCF; see the discussion in §5. However, we do not discuss the nonstationarity from
a modeling perspective in the present paper but refer interested readers to Sampson (2010).
4.1 Sturm-Liouville Equation
Consider the following S-L equation defined on a finite interval [L,U ],
Lf(x) :=
1
w(x)
[
d
dx
(
−u(x)df(x)
dx
)
+ v(x)f(x)
]
= 0, (21)
with the boundary condition (BC) {
αLf(L) + βLf
′(L) = 0,
αUf(U) + βUf
′(U) = 0,
(22)
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where for some functions {u(x), v(x), w(x)} and some constants {αL, βL, αU , βU}. We will consider
three common BCs as follows.
• Dirichlet BC: αL = αU = 1 and βL = βU = 0, i.e., f(L) = f(U) = 0;
• Cauchy BC: αL = βU = 1 and αU = βL = 0, i.e., f(L) = f ′(U) = 0;
• Neumann BC: βL = βU = 1 and αL = αU = 0, i.e., f ′(L) = f ′(U) = 0.
The Green’s function g(x, y) of the above S-L equation is the solution to Lg(x, y) = δ(x − y)
with the same BC, where δ(·) is the Dirac delta function. It is a classical result in S-L theory that
the Green’s function has the following form
g(x, y) = Cf1(x)f2(y) I{x≤y}+Cf1(y)f2(x) I{x>y}, (23)
where f1 and f2 satisfy{
Lf1(x) = 0, x ∈ [L,U ]
αLf(L) + βLf
′(L) = 0
and
{
Lf2(x) = 0, x ∈ [L,U ]
αUf(U) + βUf
′(U) = 0
. (24)
Here, the constant C is determined in such a way that
lim
↓0
[
dg(x, y)
dx
∣∣∣
x=y+
− dg(x, y)
dx
∣∣∣
x=y−
]
=
−1
u(y)
;
see Teschl (2012, Chapter 5.4). Consequently, the Green’s function g(x, y) has exactly the form (6).
Clearly, not every S-L equation has a Green’s function that satisfies Assumption 1. Proper
conditions need to be imposed on the functions {u(x), v(x), w(x)} in the S-L equation (21) as well
as on the BC (22), in order that the Green’s function be positive definite.
4.2 A General Result
We show now that the Green’s functions associated with a wide class of S-L equations are indeed
MCFs. We assume that the S-L equation (21) is regular, i.e., u(x) is continuously differentiable,
v(x) and w(x) are continuous, and u(x) > 0 and w(x) > 0 for x ∈ [L,U ]; see Teschl (2012, Chapter
5.3). This is because the Green’s function of a regular S-L equation enjoys an eigen-decomposition,
which implies that the Green’s function is positive semidefinite if the eigenvalues of the differential
operator L are all positive.
Theorem 4. Suppose that the S-L equation (21) is regular with v(x) > 0 for x ∈ [L,U ] and the
Dirichlet BC. Then, its Green’s function is an MCF.
Proof. Fix a set of distinct points X = {x1, . . . , xn} ⊂ (L,U). Let G(X ,X ) denote the matrix whose
entry (i, j) is g(xi, xj). Given the fact that the Green’s function has the form (23), by Theorems 1
and 3 it suffices to show that G(X ,X ) is positive definite.
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Consider the eigenvalue problem associated with the S-L equation (21) (i.e., the so-called S-L
problem): Lφ(x) = λφ(x), with φ(x) satisfying the BC (22). It is well known in ODE theory that if
the S-L equation is regular and satisfies the BC (22), then the S-L problem has a countable number
of eigenvalues {λ` : ` = 1, 2, . . .}, and the normalized eigenfunctions {φ`(x) : ` = 1, 2, . . .} can be
chosen real-valued and form an orthonormal basis in the space of functions
L2([L,U ], w(x),dx) :=
{
h : [L,U ] 7→ R
∣∣∣ ∫ U
L
h2(x)w(x) dx <∞
}
,
endowed with the inner product 〈h1, h2〉 :=
∫ U
L h1(x)h2(x)w(x) dx. In particular, 〈φi, φj〉 equals 1 if
i = j and 0 otherwise. Moreover, the eigenvalues are all positive if v(x) is positive on [L,U ] and the
BC (22) is of the Dirichlet type. We refer to Zaitsev and Polyanin (2002, §0.2.5) for a discussion on
the S-L problem and its properties.
Then, the Green’s function can be expressed as the following eigen-decomposition
g(x, y) =
∞∑
`=1
λ−1` φ`(x)φ`(y),
since λ` > 0 for each ` = 1, 2, . . .; see Arfken et al. (2012, Chapter 10.1) for a proof. Notice that∫ U
L
∫ U
L
h(x)h(y)g(x, y)w(x)w(y) dx dy =
∞∑
`=1
λ−1` 〈h, φ`〉2 ≥ 0,
for any h ∈ L2([L,U ], w(x), dx). Hence, g(x, y) is positive semidefinite, which implies that G(X ,X )
is positive semidefinite; see, e.g., Rasmussen and Williams (2006, Chapter 4.1).
What remains is to prove |G(X ,X )| 6= 0. It follows from Sturm’s comparison theorem (Teschl
2012, Theorem 5.20) that if v(x) > 0, then any function that satisfies Lf(x) = 0 has at most one
zero in [L,U ]. In particular, consider the functions f1 and f2 that constitute the Green’s function in
the expression (23). Due to the Dirichlet BC, we know from (24) that f1(L) = f2(U) = 0. Therefore,
f1 and f2 have no other zeros in (L,U), and thus
f1(x)f2(y) 6= 0, for all x, y ∈ (L,U). (25)
Next, we show by contradiction that
f1(x)f2(y)− f1(y)f2(x) 6= 0, for all x, y ∈ (L,U) if x > y. (26)
Assume that (26) is false, i.e., there exist s > t in (L,U) such that f1(s)f2(t) = f1(t)f2(s), or
equivalently, f1(s)/f2(s) = f1(t)/f2(t), since we have shown that f2(x) 6= 0 for all x ∈ (L,U).
Notice that for any c 6= 0, if we replace f1(x) by cf1(x) and adjust the constant C to C/c in
the expression (24), then we retain the functional form of an MCF. Hence, we can assume, without
loss of generality, that f1 is properly scaled so that f1(s)/f2(s) = f1(t)/f2(t) = 1. This implies
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that f1(s) − f2(s) = f1(t) − f2(t) = 0, i.e., f1(x) − f2(x) has two zeros in (L,U). However, since
f1(x) − f2(x) is a solution to Lf(x) = 0, this contradicts the implication of Sturm’s comparison
theorem, namely, any solution to Lf(x) = 0 has at most one zero in [L,U ] if v(x) > 0 for x ∈ [L,U ].
At last, it follows from (25), (26), and Proposition 1 that |G(X ,X )| 6= 0. 
Remark 4. It can be seen from the proof of Theorem 4 that for a regular S-L equation, it suffices to
assume v(x) > 0 in order that its Green’s function be a covariance function on the finite interval
[L,U ]. But the covariance matrix may be singular for BCs that are not of the Dirichlet type.
Nevertheless, this does not mean that the Green’s function cannot be a positive definite covariance
function when v(x) is not a positive function, or when other types of BCs are imposed. In general,
if the Green’s function of an S-L equation can be solved analytically in the form of (23), then we
can check whether it is an MCF by simply verifying verify Assumption 1.
4.3 Some Examples
We now use the Green’s-function approach to construct several MCFs which turn out to have excellent
performance when applied in SK for predicting response surfaces in the numerical experiments in §6.
We assume that the domain of the S-L equation is [L,U ] = [0, 1]; otherwise, we use the
change-of-variable technique to make it so. Consider the following ODE with constant coefficients
− f ′′(x) + νf(x) = 0, (27)
by setting u(x) ≡ 1, v(x) ≡ ν, and w(x) ≡ 1 in (21). The Green’s function has a different form,
depending on the sign of ν and the BC. Theorem 4 stipulates that the Green’s function is an MCF
if ν > 0 and the Dirichlet BC is imposed. For the other cases, we can easily verify that Assumption
1 is indeed satisfied if ν is above a (negative) threshold. Since it is a routine exercise to solve (27)
for the Green’s function with a BC of the Dirichlet, Cauchy, or Neumann type, we omit the details
and only present the results.
Theorem 5. The Green’s function of equation (27) is g(x, y) = η2[p(x)q(y) I{x≤y}+p(y)q(x) I{x>y}],
where η2, p(x), and q(x) are given in Table 1. Moreover, g(x, y) is an MCF if any of the following
three conditions is satisfied: (i) the Dirichlet BC is imposed and ν > −pi2; (ii) the Cauchy BC is
imposed and ν > −pi24 ; (iii) the Neumann condition is imposed and ν > 0.
It turns out that if the set of points X = {x1, . . . , xn} are equally spaced, the precision matrix
associated with the MCFs in Theorem 5 has an even simpler structure than being symmetric
tridiagonal. The proof relies on direct calculations suggested by Theorem 2 and is deferred to
Appendix B.
Corollary 2. Let g(x, y) = η2[p(x)q(y) I{x≤y}+p(y)q(x) I{x>y}], where η2 > 0 is a free parameter,
and p(x) and q(x) are the functions in Table 1. Suppose that X = {x1, . . . , xn} ⊂ (0, 1), where
xi = x1 + (i − 1)h with h = xn−x1n−1 , i = 1, . . . , n. Then, G−1(X ,X ) is a symmetric, tridiagonal
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Table 1: The Green’s Function of Equation (27).
Boundary ν η2 p(x) q(x)
Dirichlet ν ∈ (−pi2, 0) 1
γ sin(γ)
sin(γx) sin(γ(1− x))
Dirichlet ν = 0 1 x 1− x
Dirichlet ν > 0
1
γ sinh(γ)
sinh(γx) sinh(γ(1− x))
Cauchy ν ∈ (−pi
2
4
, 0)
1
γ cos(γ)
sin(γx) cos(γ(1− x))
Cauchy ν = 0 1 x 1
Cauchy ν > 0
1
γ cosh(γ)
sinh(γx) cosh(γ(1− x))
Neumann ν > 0
1
γ sinh(γ)
cosh(γx) cosh(γ(1− x))
Note. γ =
√|ν|.
matrix:
G−1(X ,X ) = η−2a

b −1
−1 c −1
· · · · · · · · ·
−1 c −1
−1 d
 , (28)
where the parameters (a, b, c, d) are given in Table 2.
Corollary 2 has two important implications from the computational perspective. First, by
choosing a set of equally spaced design points, the precision matrix associated with the MCFs in
Theorem 5 can be computed in O(1) time since its nonzero entries can be expressed in terms of
only 4 quantities, regardless of the size of the matrix. This is a further reduction in complexity
compared to computing the precision matrix of a general MCF, which amounts to O(n).
Second, the expression (28) allows reparameterization of the MCFs in Theorem 5. Instead
of estimating the parameters of an MCF, we can express the likelihood function in terms of the
parameters in the precision matrix. Under mild conditions, the resulting MLE can be solved without
any matrix inversion, thereby improving substantially the computational efficiency and numerical
stability. We discuss this matter in details in §5.
In order to highlight the computational enhancement of MCFs relative to general covariance
functions, we summarize the complexity for computing various quantities using different covariance
functions in Table 3. First, for computing Σ−1M , MCFs reduce the complexity from O(n3) to O(n)
because of the sparsity of the inverse matrix and the analytical expression of its nonzero entries;
the Green’s function in Table 1 further reduce the complexity to O(1) by taking advantage of the
experiment design. Second, it can be seen that the existence of the simulation errors increases
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Table 2: Parameters in the Inverse Matrix (28).
Boundary ν a b c d
Dirichlet ν ∈ (−pi2, 0) 1
sin(γ) sin(γh)
sin(γ(x1 + h))
sin(γx1)
2 cos(γh)
sin(γ(1− xn + h))
sin(γ(1− xn))
Dirichlet ν = 0
1
h
1 +
h
x1
2 1 +
h
1− xn
Dirichlet ν > 0
1
sinh(γ) sinh(γh)
sinh(γ(x1 + h))
sinh(γx1)
2 cosh(γh)
sinh(γ(1− xn + h))
sinh(γ(1− xn))
Cauchy ν ∈ (−pi
2
4
, 0)
1
sin(γ) sin(γh)
sin(γ(x1 + h))
sin(γx1)
2 cos(γh)
cos(γ(1− xn + h))
cos(γ(1− xn))
Cauchy ν = 0
1
h
1 +
h
x1
2 1
Cauchy ν > 0
1
sinh(γ) sinh(γh)
sinh(γ(x1 + h))
sinh(γx1)
2 cosh(γh)
cosh(γ(1− xn + h))
cosh(γ(1− xn))
Neumann ν > 0
1
sinh(γ) sinh(γh)
cosh(γ(x1 + h))
cosh(γx1)
2 cosh(γh)
cosh(γ(1− xn + h))
cosh(γ(1− xn))
Note. γ =
√|ν|.
Table 3: Computational Complexity.
Covariance Function Σ−1M [ΣM + Σε]
−1 SK Predictor + MSE
General O(n3) O(n3) O(n3)
MCF O(n) O(n2) O(n2), or O(n) if Σε = 0
CF in Table 1 under Condition O(1) O(n2) O(n2), or O(n) if Σε = 0
Note. Condition: design points are equally spaced.
the computational complexity dramatically and offsets largely the benefit of MCFs. Third, once
[ΣM + Σε]
−1 is computed, the bulk of the computation of the SK predictor (2) and its MSE (3) is
to multiply the inverse matrix by a vector, which takes O(n2) in general but is reduced to O(n) by
the sparsity induced by MCFs.
Remark 5. The fact that entry (i − 1, i) of G−1 is independent of i deserves an interpretation.
Using the notations in Theorem 2, this means that piqi−1 − pi−1qi is a constant, which turns out
to be related to the so-called Wronskian determinant W (x) associated with the S-L equation. In
particular, for two linearly independent solutions p(x) and q(x) to equation (21), the Wronskian is
defined as
W (x) =
∣∣∣∣∣p(x) q(x)p′(x) q′(x)
∣∣∣∣∣ = p(x)q′(x)− p′(x)q(x).
On the other hand, if we fix xi−1, then
piqi−1 − pi−1qi
h
=
pi(qi−1 − qi)− qi(pi−1 − pi)
h
→ −p(xi−1)q′(xi−1) + q(xi−1)p′(xi−1) = −W (xi−1),
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as h ↓ 0. Hence, piqi−1 − pi−1qi can be viewed as a “discretized” Wronskian. It is known in the
theory of S-L equations that u(x)W (x) is a constant for x ∈ [L,U ]. Since µ(x) ≡ µ in equation
(27), W (x) is a constant. Nevertheless, we must emphasize that in general, a constant Wronskian
does not imply that piqi−1 − pi−1qi is independent of i.
4.4 Illustration
A particularly important application of SK, besides response surface prediction, is to facilitate the
exploration-exploitation trade-off during the random search for solving simulation optimization
problems (Sun et al. 2014). To that end, the uncertainty about the prediction, which is a result of
the interplay between the extrinsic uncertainty imposed by SK to the unknown response surface
and the intrinsic uncertainty from the simulation errors, should be characterized meaningfully.
Given the fact that the squared exponential covariance function kSE(x, y) = η
2e−θ(x−y)2 is a
standard choice in SK literature, we now compare MCFs with kSE in terms of the performance in
uncertainty quantification in stochastic simulation. Specifically, we consider two distinct MCFs:
(i) the exponential covariance function kExp(x, y) = η
2e−θ|x−y|, which is the essentially same as the
covariance function of the OU process in Example 3; (ii) the Green’s function associated with the
Dirichlet BC in Theorem 5
kDir(x, y) :=

η2
[
sin(γx) sin(γ(1− y)) I{x≤y}+ sin(γy) sin(γ(1− x)) I{x>y}
]
, if ν < 0,
η2
[
x(1− y) I{x≤y}+y(1− x) I{x>y}
]
, if ν = 0,
η2
[
sinh(γx) sinh(γ(1− y)) I{x≤y}+ sinh(γy) sinh(γ(1− x)) I{x>y}
]
, if ν > 0,
(29)
for x, y ∈ (0, 1), where γ = √|ν|.
We assume that a 1-dimensional continuous surface is observed with errors having variance σ2.
Given the observations, we first fit the SK metamodel equipped with each of the three covariance
functions using MLE which is detailed in §5, and then predict the surface using the SK predictor (2)
with the parameter estimates. We also compute the standard deviation (S.D.) of the prediction, i.e.,
the square root of the prediction MSE (3), in order to measure the uncertainty about the predicted
surface. We consider both σ = 0 and σ = 0.1. The results are shown in Figure 1.
Overall, all the three covariance functions can deliver meaningful uncertainty quantification of
the unknown surface. For each covariance function, the 1-S.D. confidence band can mostly cover
the true surface, and it is inflated by the observation noise. Moreover, the confidence band is wider
for regions with fewer observations (e.g., the interval [−6, 0]) than regions with more (e.g., [0, 6]),
and it is particularly wide for extrapolation (e.g., |x| ≥ 8). A main difference between kSE and the
two MCFs that is revealed in Figure 1 is that both the predicted surface and the confidence band
are smoother for the former. But the lack of smoothness in the predicted surface does not appear
to cause significant issues as far as the prediction accuracy is concerned, which will be shown in the
extensive numerical experiments in §6.
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Figure 1: Uncertainty Quantification of the SK Prediction.
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Note. True surface (solid line), data (+), prediction (dashed line), ± standard deviation (shaded area).
5 Parameter Estimation
Let θ denote the parameters used to specify the covariance function and K(θ) denote the covariance
matrix. We now discuss the estimation of θ and β , the parameters that determine the trend of the
response surface. We develop a highly efficient and numerically stable MLE scheme for a specific
class of MCFs. We assume in this section that Σε, the variances of the simulation outputs, is known.
This is a standard treatment regarding SK in simulation literature. In practice, Σε is replaced by
the sample variances Σ̂ε.
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5.1 Numerically Stable MLE
Recall the log-likelihood function (4),
l(β,θ) = −n
2
ln(2pi)− 1
2
ln |K(θ) + Σε| − 1
2
(z¯ − Fβ)ᵀ[K(θ) + Σε]−1(z¯ − Fβ). (30)
The first order optimality conditions are derived using standard results of matrix calculus in
Ankenman et al. (2010),
0 =
∂l(β,θ)
∂β
= F ᵀV −1(θ)(z¯ − Fβ),
0 =
∂l(β,θ)
∂θ
= −1
2
trace
[
V −1(θ)
∂V (θ)
∂θ
]
+
1
2
(z¯ − Fβ)ᵀ
[
V −1(θ)
∂V (θ)
∂θ
V −1(θ)
]
(z¯ − Fβ),
(31)
where V (θ) = K(θ) + Σε. The Newton-Raphson algorithm or the Fisher scoring algorithm can be
used to solve the above set of equations.
It is a well-known issue (Fang et al. 2006, Chapter 5.4) that K(θ) often becomes nearly singular
when searching over the parameter space of (β,θ), causing serious numerical instability when
numerically inverting V (θ). Admittedly, the presence of Σε somewhat mitigates the issue, since
it is a diagonal matrix whose diagonal entries are all positive. But unless all the diagonal entries
of Σε are sufficiently large, which is not very likely when the number of design points is large, the
numerical instability persists.
Nevertheless, if K(θ) is constructed from an MCF, then K−1(θ) is a sparse matrix having
closed-form entries, thanks to Theorem 2 and Assumption 2. Instead of using numerical methods
such as Gaussian elimination to invert K(θ), we apply the Woodbury matrix identity (5),
V −1(θ) = K−1(θ) +K−1(θ)[K−1(θ) + Σ−1ε ]
−1K−1(θ).
Hence, numerical inversion is only needed for computing [K−1(θ)+Σ−1ε ]−1. Notice that the diagonal
entries of Σ−1ε are ri/Var[ε(xi)], i = 1, . . . , n, which can be made sufficiently far away from 0
by increasing ri, the number of simulation replications at xi. Therefore, K
−1(θ) + Σ−1ε is not
ill-conditioned in general. The numerical stability of MLE can be significantly improved.
5.2 Further Enhancement
If the covariance function kDir(x, y) is adopted, we can further improve the computational efficiency
and numerical stability of MLE. For notational simplicity, we focus on the 1-dimensional case but
the result can be extended to the D-dimensional case without essential difficulty.
Suppose that the design points are X = {xi = ih : i = 1, . . . , n} with h = 1/(n+1). By Corollary
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2, the precision matrix associated with kDir(x, y) and X is
K−1 = φ

c −1
−1 c −1
· · · · · · · · ·
−1 c −1
−1 c
 , (32)
where φ = η−2a and
a = sin−1(γ) sin−1(γh), c = 2 cos(γh), if ν < 0,
a = h−1, c = 2, if ν = 0,
a = sinh−1(γ) sinh−1(γh), c = 2 cosh(γh), if ν > 0.
(33)
Namely, all the diagonal entries of K−1 are made equal by the specific values of x1 and xn in X ,
and thus K−1 becomes a Toeplitz matrix. (However, this property does not hold for the Green’s
functions that correspond to the Cauchy or Neumann BC in Theorem 5.)
A symmetric diagonal Toeplitz matrix enjoys a closed-form eigen-decomposition. Let {λi : i =
1, . . . , n} be the eigenvalues of any matrix of the form (32) and vᵀi = (vi,1, . . . , vi,n) be the eigenvector
associated with λi, i = 1, . . . , n. Then,
λi = φ
[
c+ 2 cos
(
ipi(n+ 1)−1
)]
and vi,j = sin
(
ijpi(n+ 1)−1
)
; (34)
see Noschese et al. (2013).
Notice that the mapping (η2, ν) 7→ (φ, c) is bijective. Hence, we can reparameterize the MCF
(29) with (φ, c). Notice also that the eigenvector vi is independent of (φ, c), i = 1, . . . , n. Let P be
the matrix whose ith row is vᵀi . Then, P
−1 = P ᵀ, since K−1 is positive definite. Let Λ(φ, c) be the
diagonal matrix whose ith diagonal entry is λi = λi(φ, c). Then, K
−1(φ, c) = P ᵀΛ(φ, c)P .
We now assume that Σε has equal diagonal entries, i.e., Var[ε(xi)]/ri = δ, i = 1, . . . , n. This
appears a reasonable assumption if (i) the simulation outputs have equal variances, i.e., Var[ε(x)] is a
constant for all x, and the simulation budget is equally allocated, i.e., r1 = · · · = rn; or (ii) ri is chosen
to be roughly proportional to Var[ε(xi)]. Under this assumption, K(φ, c)+Σε = P
ᵀ[Λ−1(φ, c)+δI]P ,
where I denotes the identity matrix. Hence, |K(φ, c) + Σε| =
∏n
i=1(λ
−1
i (φ, c) + δ) and
[K(φ, c) + Σε]
−1 = P ᵀDiag
(
1
λ−11 (φ, c) + δ
, . . . ,
1
λ−1n (φ, c) + δ
)
P := P ᵀD(φ, c)P ,
where D(φ, c) is diagonal whose the ith diagonal entry is di(φ, c) = 1/(λ
−1
i (φ, c) + δ). It follows that
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Table 4: Comparison on MLE.
Covariance Function Inversion Needed? Optimality Conditions Stability Enhanced?
General Yes Eq. (31) No
MCF Yes Eq. (31) Yes
kDir under Conditions No Eq. (35) Yes
Note. Conditions: (i) design points are equally spaced; (ii) Σε = σ
2I.
the log-likelihood function (30) can be rewritten as
l(β, φ, c) = −n
2
ln(2pi) +
1
2
n∑
i=1
ln(di(φ, c))− 1
2
(z¯ − Fβ)ᵀP ᵀD(φ, c)P (z¯ − Fβ).
The first order optimality conditions for maximizing l(β, φ, c) are
0 =
∂l(β, φ, c)
∂β
= F ᵀP ᵀD(φ, c)P (z¯ − Fβ),
0 =
∂l(β, φ, c)
∂θ
=
1
2
n∑
i=1
d−1i (φ, c)
∂di(φ, c)
∂θ
− 1
2
(z¯ − Fβ)ᵀP ᵀ∂D(φ, c)
∂θ
P (z¯ − Fβ), θ = φ, c.
(35)
Notice that ∂D(φ,c)∂θ , θ = φ, c, is diagonal and can be calculated easily given (34). In particular, the
conditions in (35) do not involve any matrix inversion, thereby representing a further enhancement
of computational efficiency relative to the optimality conditions of MLE for general MCFs. At last,
with the maximum likelihood estimates of (φ, c), we can use (33) to compute the estimates of (η2, a).
We summarize the differences in the use of MLE between MCFs and general covariance functions
in Table 4. It needs to be emphasized, however, that the two parametric families of MCFs in Table
1 other than kDir do not yield the kind of numerical enhancement discussed in this section. This is
because the inverse matrix induced by them does not have the Toeplitz structure by Corollary 2.
Remark 6. For a D-dimensional MCF k(x,y) =
∏D
i=1 ki(x
(i), y(i)), where ki(·, ·) is of the form (29),
the optimality conditions of MLE can be derived in a similar manner. The key is to use the fact
that the eigenvalues (resp., eigenvectors) of the tensor product
⊗D
i=1Ki can be expressed as the
tensor product of the eigenvalues (resp., eigenvectors) of each Ki; see Laub (2005, Theorem 13.12).
Remark 7. By applying Corollary 1, we can relax the requirement on the form of the MCF from
(29) to kDir(T (x), T (y)) for some strictly increasing function T . However, we need to change the
design points accordingly to {T −1(ih) : i = 1, . . . , n}, where T −1 is the inverse function of T .
6 Numerical Experiments
The big n problem of SK has two aspects – computational inefficiency and numerical instability. We
have shown rigorously that with use of MCFs, the computational time related to matrix inversion,
which is the core of the computation of both MLE and the SK predictor (2), can be reduced from
27
Table 5: Two-Dimensional Response Surfaces.
Function Name Expression Domain
Three-Hump Camel Z(x, y) = 2x2 − 1.05x4 + x66 + xy + y2 x, y ∈ [−2, 2]
Matyas Z(x, y) = 0.26(x2 + y2)− 0.48xy x, y ∈ [−10, 10]
Bohachevsky Z(x, y) = x2 + 2y2 − 0.3 cos(3pix)− 0.4 cos(4piy) + 0.7 x, y ∈ [−100, 100]
O(n3) to O(n2); see Table 3. The numerical stability issue, on the other hand, is detrimental to the
prediction accuracy of SK in a more subtle way. For instance, it may cause numerical optimization of
the MLE to fail, returning erroneous estimates of the parameters and further producing unreasonable
predictions. In this section, we demonstrate via extensive numerical experiments, with emphasis on
the stability aspect, that MCFs represent an elegant solution to the big n problem of SK.
We compare the following three covariance functions.
• Squared exponential: kSE(x,y) = η2 exp
(
−∑Di=1 θi(xi − yi)2);
• Exponential: kExp(x,y) = η2 exp
(
−∑Di=1 θi|xi − yi|);
• Multidimensional extension of kDir(x, y) with distinct parameters in each dimension.
As discussed in §5.1, kExp can benefit from the tractability of MCFs, making its MLE significantly
more stable than kSE. Further, kDir enjoys the “inverse-free” MLE scheme in §5.2, and thus has
the highest computational tractability among the three competing alternatives. The computing
environment of the following numerical experiments is a desktop PC with an Intel(R) Core(TM)
i7-4790 3.60GHz processor and 16 GB of RAM, running Windows 7 Enterprise. The codes are
written in Matlab R2015a. In the sequel, we assume that the SK metamodel (1) has a constant
trend, i.e., Z(x) = β +M(x).
6.1 Two-Dimensional Response Surfaces
Consider three distinct 2-dimensional response surfaces which are defined and illustrated in Table 5
and Figure 2, respectively.
For each surface, we choose n = m2 design points and let them form an equally spaced lattice
within the design space, for some integer m ≥ 3. For instance, for the three-hump camel function
whose domain is [−2, 2]2, we set the design points to be {(xi, yj)|xi = 4im+1 − 2, 4jm+1 − 2, i, j =
1, . . . ,m}. We set the number of prediction points to be K = 1002 and place them equally spaced
in the same way. For simplicity, we assume that the sampling variance is σ2 for each design point,
implying that the covariance matrix of the sampling errors is Σε = σ
2I, where I denotes the
n× n identity matrix. Given a covariance function (i.e., kDir, kExp, or kSE), we first estimate the
unknown parameters with MLE as discussed in §5, and then compute the SK predictor Zˆ(xi) for
each prediction point xi, i = 1, . . . ,K by plugging the parameter estimates into (2). In order to
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Figure 2: Response Surfaces of the Functions in Table 5.
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assess the prediction accuracy, we compute the standardized root mean squared error (SRMSE) as
follows
SRMSE =
√∑K
i=1
[
Z(xi)− Zˆ(xi)
]2
√∑K
i=1
[
Z(xi)−K−1
∑K
h=1 Z(xh)
]2 .
since the three surfaces are of substantially different scales and the standardization facilitates the
comparison. We repeat the experiment for both noiseless (σ = 0) and noisy (σ > 0) data, for each
of the three surfaces, each of the three covariance functions and m = 3, 4, . . . , 12. The results are
presented in Figure 3.
Clearly, in the absence of simulation errors, i.e., σ = 0, kSE has yields highest prediction accuracy
especially when n is small, while kExp and kDir have almost identical performance. However, when
n is large, kSE will encounter the serious numerical instability issue, as reflected by the sudden
“blow-up” in SRMSE. This is because for large n, e.g., n > 50, ΣM becomes highly ill-conditioned
during the numerical procedure of solving MLE, in which case the numerical error associated with
computing Σ−1M is overwhelming, and both the parameter estimates and the prediction are unreliable.
On the other hand, in the presence of simulation errors, the numerical instability issue is
mitigated greatly and we do not observe the “blow-up” behavior in SRMSE in our experiments even
for large n. This is because the matrix that needs to be inversed now in order to compute the MLE
and the SK predictor is ΣM + Σε, which is far away from being singular despite the ill-condition of
ΣM. Nevertheless, the simulation errors degrade the prediction accuracy of SK in general, and kSE
appear to suffer the most. Specifically, the SRMSE associated with kSE is significantly higher than
the other two. The performances of kExp and kDir are comparable with the former noticeably better.
In order to reveal clearly the possible numerical instability associated matrix inversion, we
compute the condition number (associated with the L2 vector norm) of ΣM + Σε, which measures
how roundoff errors during computation impact the entries of the computed inverse matrix; see
Horn and Johnson (2012, Chapter 5.8) for exposition on the subject. The positive definiteness
of ΣM + Σε implies that its condition number is the ratio between its largest eigenvalue to its
smallest eigenvalue. The larger the condition number is, the more ill-conditioned the matrix is. In
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Figure 3: Accuracy for Predicting the Surfaces in Figure 2.
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Figure 4, we plot the condition number of ΣM + Σε with plug-in parameter estimates from MLE for
fitting the samples from the three-hump camel function. The plots for the Matyas function and the
Bohachevsky function are highly similar, thereby omitted.
Figure 4 shows that the condition number of ΣM for kSE basically increases exponentially fast in
n. For example, it is larger than 1010 for n = 122, which means that ΣM is severely ill-conditioned
and explains the erroneous prediction results revealed in Figure 3. By contrast, the condition
number of ΣM grows dramatically slower for the other two covariance functions. However, in the
presence of simulation errors, the condition number of ΣM + Σε is reduced substantially, especially
for kSE. Indeed, it has been well documented in geostatistics literature that the condition number
of the covariance matrix associated with kSE is particularly large. A typical treatment is to add
artificially the so-called “nugget effect” which plays essentially the same role as Σε mathematically;
see, e.g., Ababou et al. (1994) and references therein.
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Figure 4: Condition Number of ΣM + Σε.
32 42 52 62 73 82 92 102 112 122
n
0
2
4
6
8
10
12
log
10
(C
)
Three-Hump Camel and =0
kDir
kExp
kSE
32 42 52 62 72 82 92 102 112 122
n
0
2
4
6
8
10
12
log
10
(C
)
Three-Hump Camel and =1
kDir
kExp
kSE
Note. Three-hump camel function; Σε = 0 if σ = 0.
Figure 5: Two-Dimensional Projections of the Griewank Function and the Expected Cycle Time.
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6.2 Scalability Demonstration
We now demonstrate the scalability of SK when equipped with MCFs. In the experiments that
follow, we do not incorporate kSE in the comparison, because with it SK scales poorly as n increases
and almost certainly ends up with numerical failure as shown in §6.1. We consider two response
surfaces. One is the Griewank function
Z(x) =
4∑
i=1
(
x(i)
20
)2
− 10
D∏
i=1
cos
(
x(i)√
i
)
+ 10, x ∈ [−5, 5]4,
with D = 4; see Figure 5 (left panel) for its 2-dimensional projections.
The experiment is set up in the same way as §6.1. We choose n = m4 design points and K = 1004
prediction points, and make both sets of points equally spaced within the design space. The sampling
variance at each design point is set to be σ2 = 1. In addition to the prediction accuracy based on
SRMSE, we compare kDir and kExp in terms of the computational efficiency as well. Notice that the
implementation of SK comprises primarily two steps – parameter estimation and computation of
the predictor. Inversion of ΣM + Σε, which is the scalability bottleneck, is performed repeatedly in
the former step. By contrast, given the estimated parameters, the matrix inversion is a one-time
operation and thus can be stored to compute the predictor (2) at different design points, since the
matrix is independent of the design point.
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As discussed in §5, kDir enjoys a more efficient MLE scheme than general MCFs such as kExp.
We therefore compare their computational efficiency by measuring the CPU time used to solve the
MLE. Specifically, we use the Matlab function fsolve to solve numerically the first-order optimality
conditions (31) and (35) for kExp and kDir, respectively. We set the initial point randomly, repeat
the experiment 100 times, and compute the average CPU time. The results are presented in Figure
6 (upper panel).
A second surface arises from a queueing context and is adopted from Yang et al. (2011).
Consider a N -station Jackson network in which both the interarrival times and the service times are
exponentially distributed. The arrivals consist of D different types of products and the fraction of
product i is αi, i = 1, . . . , D. Suppose that station j has a service rate µj , regardless of the product
type, j = 1, . . . , N . The station having the largest utilization among all is called the bottleneck
station. Let ρ denote the utilization of the bottleneck station. The design variable is (α1, . . . , αD, ρ),
for αi ∈ [0, 1] with α1 + · · · + αD = 1 and ρ ∈ [0.5, 0.9]. The response surface of interest is the
expected cycle time (CT) of, say, product 1. It is shown in Yang et al. (2011) that
E[CT1] =
N∑
j=1
δ1j
µj
[
1− ρ
( ∑D
i=1 αiδij/µj
maxh
∑D
i=1 αiδih/µh
)] , (36)
where δi,j is the expected number of visits to station j by product i. The parameters µj and δi,j are
generated randomly and given as follows:
µ =

1.25
1.85
1.97
1.45
 , δ =

1.553 1.012 0.926 0.242
0.127 1.066 1.115 0.536
1.182 1.597 1.486 1.850
1.800 1.310 1.029 1.179
 .
Notice that the design space is not a hyperrectangle. To accommodate the requirement that the
design points form a regular lattice, we conduct the following change of variables. Define x(1) =
√
α1,
x(i) =
√
αi/(1−
∑i−1
h=1 αh), i = 2, . . . , D − 2, x(D) = ρ. Then, x(i) ∈ [0, 1] for i = 1, . . . , D − 1
because α1+ · · ·+αD = 1. Let x = (x(1), . . . , x(D)) ∈ [0, 1]D−1× [0.5, 0.9] and Z(x) be the expression
of (36) after the change of variables; see Figure 5 (middle and right panels) for its 2-dimensional
projections. A critical difference between this surface and the others is that it is not differentiable
everywhere. This is because the bottleneck station varies as the product-mix vector (α1, . . . , αD)
changes.
We assume D = N = 4. The experiment setup is the same as that for the Griewank function,
except that we choose n = 5m3 design points as follows: x(i) ∈ { 1m+1 , . . . , mm+1}, i = 1, 2, 3, and
x(D) ∈ {0.5, 0.6, . . . , 0.9}, for m = 5, 6, . . . , 15. The results are presented in Figure 6 (lower panel).
We see from Figure 6 that SK can scale up dramatically with the use of MCFs. It can easily
handle large-scale problems in a computationally efficient and numerically stable fashion. For
example, even with 104 × 104 covariance matrices, the MLE can be solved within a minute on
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Figure 6: Efficiency for Solving MLE and Prediction Accuracy of SK with MCFs.
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an average desktop computer and does not encounter any numerical instability issue. This is a
consequence of the analytical invertibility and the sparsity structure induced by MCFs.
Moreover, between the two MCFs tested here, kDir outperforms kExp substantially in terms of
computational efficiency, due to the enhanced MLE scheme in §5.2. However, we stress that such
enhancement comes at the cost of flexibility in the allocation of simulation budget across design
points, because Σε needs to be in the form of σ
2I. In terms of prediction accuracy, kDir is also
noticeably better than kExp.
7 Concluding Remarks
The present paper addresses the poor scalability of the popular SK metamodel using a novel
approach. By imposing a Markovian structure on the Gaussian random field, we identify the form
of the covariance function that leads to analytically invertible covariance matrices with sparsity in
the inverse. We further develop a connection between such MCFs and the Green’s functions of S-L
equations, which effectively provides a flexible, principled approach to constructing MCFs. With
the use of MCFs, the computational complexity related to matrix inversion is reduced from O(n3)
to O(n2) in general without any matrix approximations, to O(n) in the absence of simulation errors,
and even to O(1) for some specific MCFs with carefully chosen design points.
Extensive numerical experiments demonstrate that for small-scale problems, MCFs have com-
parable performance as the squared exponential covariance function, a standard choice for SK,
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in terms of the prediction accuracy; however, the true advantage of MCFs resides in large-scale
problems, which can be handled in a timely and stable manner without suffering from the numerical
instability issue that SK normally exhibits under general covariance functions.
Several follow-up problems should be investigated to realize the full potential of the methodology.
For example, the condition number of the covariance matrix is examined numerically in the present
paper. The observation that MCFs yield a small condition number ought to be addressed theoretically
to further strengthen the foundation of the methodology. For another example, using gradient
information to enhance the prediction accuracy of SK is a technique that receives much attention;
see Chen et al. (2013) and Qu and Fu (2014). However, in the presence of the gradient, the size
of the covariance matrix that needs to be inverted becomes (D + 1)n× (D + 1)n, since there is a
distinct derivative surface for the partial derivative along each dimension in addition to the response
surface itself. Hence, the big n problem is even more severe in this context and our methodology
can potentially be of great help.
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A Proof of Proposition 2
We prove that for each i = 2, . . . , n,
|K(X \ {xi−1},X \ {xi})| = p1qn
n∏
j=2,j 6=i
(pjqj−1 − pj−1qj), (37)
by induction on n, the size of X . The result is trivial for n = 2. For n = 3,
|K(X \ {x1},X \ {x2})| =
∣∣∣∣∣p1q2 p2q3p1q3 p3q3
∣∣∣∣∣ = p1q2p3q3 − p1p2q23 = p1q3(p3q2 − p2q3),
and
|K(X \ {x2},X \ {x3})| =
∣∣∣∣∣p1q1 p1q2p1q3 p2q3
∣∣∣∣∣ = p1p2q1q3 − p21q2q3 = p1q3(p2q1 − p1q2).
We now suppose that the result holds for all n ≤ N − 1. For n = N , we first consider i = 2.
K(X \ {x1},X \ {x2}) =

x1 x3 ··· xN
x2 p1q2 p2q3 · · · p2qN
x3 p1q3 p3q3 · · · p3qN
...
...
xN p1qN p3qN · · · pNqN
.
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Applying the Laplace expansion along the first row,
|K(X \ {x1},X \ {x2})|
=p1q2|K(X \ {x1, x2},X \ {x2, x1})|+
N∑
`=3
(−1)1+(`−1)p2q`|K(X \ {x1, x2},X \ {x2, x`})|
=p1q2|K(X \ {x1, x2},X \ {x2, x1})| − p2q3|K(X \ {x1, x2},X \ {x2, x3})|, (38)
where the second equality holds because the first two columns (corresponding to x1 and x3) in the
minors are linearly dependent for all ` ≥ 4 (so that only the first term in the summation is nonzero).
We apply Proposition 1 with n = N − 2 to the first summand of (38). For the second summand,
we let X ′ = X \ {x2} and relabel its points as {x1, x3, . . . , xN} = {x′1, x′2, . . . , x′N−1}. Then, we can
apply the induction assumption to obtain
|K(X \ {x1, x2},X \ {x2, x3})| =|K(X ′ \ {x′1},X \ {x′2})|
=p′1q
′
N−1
N−1∏
j=3
(p′jq
′
j−1 − p′j−1q′j) = p1qN
N∏
j=4
(pjqj−1 − pj−1qj),
where p′i = p(x
′
i) and q
′
i = q(x
′
i). Hence, (38) becomes
|K(X \ {x1},X \ {x2})| =p1q2p3qN
N∏
j=4
(pjqj−1 − pj−1qj)− p2q3p1qN
N∏
j=4
(pjqj−1 − pj−1qj)
=p1qN
N∏
j=3
(pjqj−1 − pj−1qj),
proving (37) for n = N and i = 2.
For i = 3, . . . , N ,
K(X \{xi−1},X \{xi}) =

x1 x2 ··· xi−1 xi+1 ··· xN
x1 p1q1 p1q2 · · · p1qi−1 p1qi+1 · · · p1qN
x2 p1q2 p2q2 · · · p2qi−1 p2qi+1 · · · p2qN
...
...
...
xi−2 p1qi−2 p2qi−2 · · · pi−2qi−1 pi−2qi+1 · · · pi−2qN
xi p1qi p2qi · · · pi−1qi piqi+1 · · · piqN
...
...
...
xN p1qN p2qN · · · pi−1qN pi+1qN · · · pNqN

. (39)
Applying the Laplace expansion along the first row and using the same argument as the one leading
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to (38), we obtain
|K(X \ {xi−1},X \ {xi})|
=p1q1|K(X \ {xi−1, x1},X \ {xi, x1})| − p1q2|K(X \ {xi−1, x1},X \ {xi, x2})|. (40)
Notice that the first column of K(X \ {xi−1, x1},X \ {xi, x2}) is a multiple of the first column of
K(X \ {xi−1, x1},X \ {xi, x1}). Hence, if p2 6= 0, then
|K(X \ {xi−1, x1},X \ {xi, x2})| = p1
p2
|K(X \ {xi−1, x1},X \ {xi, x1})|. (41)
Moreover, by the induction assumption, i.e., applying (37) to X \ {x1} = {x2, . . . , xn},
|K(X \ {xi−1, x1},X \ {xi, x1})| = p2qN
N∏
j=3,j 6=i
(pjqj−1 − pj−1qj). (42)
Combining (40), (41), and (42) yields
|K(X \ {xi−1},X \ {xi})| =
(
p1q1 − p
2
1q2
p2
)
p2qn
N∏
j=3,j 6=i
(pjqj−1 − pj−1qj)
=p1qN
N∏
j=2,j 6=i
(pjqj−1 − pj−1qj).
On the other hand, if p2 = 0, then we apply the Laplace expansion to K(X \ {xi−1, x1},X \
{xi, x2}) along its first row, i.e., the row corresponding to x2. Then,
|K(X \ {xi−1, x1},X \ {xi, x2})| =p1q2|K(X \ {xi−1, x1, x2},X \ {xi, x2, x1})|
=p1q2p3qN
N∏
j=4,j 6=i
(pjqj−1 − pj−1qj), (43)
where the second equality follows from the induction assumption. Moreover, since p2 = 0, |K(X \
{xi−1, x1},X \ {xi, x1})| = 0 by (42). It then follows from (40) and (43) that, since p2 = 0,
|K(X \ {xi−1},X \ {xi})| =− p21q22p3qN
N∏
j=4,j 6=i
(pjqj−1 − pj−1qj) = p1qN
N∏
j=2,j 6=i
(pjqj−1 − pj−1qj).
B Proof of Corollary 2
Without loss of generality, we assume that η2 = 1. The proof is based on Theorem 2 and explicit
calculations of the nonzero entries of G−1. In particular, it can be shown that regardless of the sign
of ν, the value of piqi−1 − pi−1qi is a constant, independent of i. It then follows from Theorem 2
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that we can take
a =
1
p2q1 − p1q2 , b =
p2
p1
, c =
pi+1qi−1 − pi−1qi+1
pi+1qi − piqi+1 , and d =
qn−1
qn
,
to obtain the desired expression of G−1.
There are six cases in total, depending on the sign of ν and the BC. We demonstrate the
calculation only for the case corresponding to the Dirichlet BC and ν < 0. The calculation involved
in the other cases is either simpler or highly similar, so we omit the details.
Specifically, let p(x) = sin(γx) and q(x) = sin(γ(1− x)). Then,
b =
p2
p1
=
sin(γ(x1 + h))
sin(γx1)
, d =
qn−1
qn
=
sin(γ(1− xn + h))
sin(γ(1− xn)) ,
and
piqi−1 − piqi−1 = sin(γih) sin(γ − γ(i− 1)h)− sin(γ(i− 1)h) sin(γ − γih)
= sin(γih)[sin(γ) cos(γ(i− 1)h)− cos(γ) sin(γ(i− 1)h)]
− sin(γ(i− 1)h)[sin(γ) cos(γih)− cos(γ) sin(γih)]
= sin(γ)[sin(γih) cos(γ(i− 1)h)− cos(γih) sin(γ(i− 1)h)] = sin(γ) sin(γh),
for i = 2, . . . , n. Likewise, pi+1qi−1 − pi+1qi−1 = sin(γ) sin(2γh), for i = 2, . . . , n− 1. Hence,
a =
1
p2q1 − p1q2 =
1
sin(γ) sin(γh)
,
c =
pi+1qi−1 − pi−1qi+1
pi+1qi − piqi+1 =
sin(2γh)
sin(γh)
= 2 cos(γh).
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