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Abstract
A control strategy for stabilizing multi-input multi-output (MIMO) linear systems via feed-
back of the output and its derivatives is introduced. The feedback law is only based on
structural properties of the system such as vector relative degree, stable zero dynamics and
a positive definite high frequency gain matrix.
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1 Introduction
The present note deals with stabilization by output derivative feedback of linear systems with
m inputs and m outputs of the form
x˙ = Ax +
[
b
(n)
1 , . . . , b
(n)
m
]
︸ ︷︷ ︸
=B
u1...
um

︸ ︷︷ ︸
=u
 y1...
ym

︸ ︷︷ ︸
=y
=
c
1
(n)
...
cm(n)

︸ ︷︷ ︸
=C
x ,

(1.1)
where n,m ∈ N and A ∈ Rn×n, B,CT ∈ Rn×m. System (1.1) has vector relative degree
r = (r1, . . . , rm) ∈ N1×m if, and only if, ri is, for i = 1, . . . ,m, the least number one has to
differentiate the i-th output yi so that at least one of the m inputs u1, . . . , um appears explicitly
and the rows c1(n)A
r1−1B, . . . , cm(n)A
rm−1B are linearly independent, see Definition 2.1(a).
Isidori [Isi95] gives a local definition of the vector relative degree for nonlinear multi-input multi-
output (MIMO) systems and in [Isi99] he presents a normal form for nonlinear MIMO systems
with given vector relative degree. Furthermore, this normal form is used to show the existence
of feedback laws which achieve asymptotic stabilization. To design these feedback laws the
system’s data must be known explicitly. To the author’s best knowledge, other stabilization
results for linear MIMO systems with vector relative degree are not available in the literature.
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In the present paper, it is shown that, in case of strict relative degree, see Definition 2.1(c), for
suitable design parameters k1, . . . , km ∈ R, independent of the system’s data, and sufficiently
large κ > 0, the simple high-gain controller
u(t) = −κ
r−1∑
i=0
κr−iki+1 y(i)(t) (1.2)
yields an exponentially stable closed-loop system (1.1), (1.2); the only structural assumptions –
note that no system’s data are required – are: (1.1) has stable zero dynamics and CAr−1B is
positive definite. (In the recent paper a matrix M ∈ Cn×n is called positive definite if, and only
if, its Hermitian part 1/2(M +M∗) is positive definite. Thus it is not necessarily assumed that
M is Hermitian.) In case of non-strict relative degree, the controller is more involved but still
simple, see Theorem 3.2.
Similar stabilization results are well-known for the linear and nonlinear single-input single-output
(SISO) system (1.1), i.e. m = 1: First, (1.1) with relative degree r ∈ N may be converted in the
normal form
d
dt
(
ξ
η
)
=

0 1 0 0
...
. . . . . .
...
0 . . . 0 1 0
R1 . . . Rr S
P 0 . . . 0 Q

(
ξ
η
)
+

0
...
0
cAr−1b
0
u
y =
[
1 , 0 , 0 , . . . , 0
] (ξ
η
)
,

(1.3)
where R1, . . . , Rr ∈ R, S ∈ R1×(n−r), P ∈ Rn−r and Q ∈ R(n−r)×(n−r) may be presented
explicitly in terms of the system matrices A, b and c, see [Isi95] and [IRT07]. An application of
the feedback u(t) =
∑r−1
i=0 ki+1y
(i)(t) to (1.3) yields the closed-loop system
d
dt
(
ξ
η
)
=

0 1 0 0
...
. . . . . .
...
0 . . . 0 1 0
R1 + cAr−1bk1 . . . Rr + cAr−1bkr S
P 0 . . . 0 Q

(
ξ
η
)
,
and if (1.3) has stable zero dynamics, that is Q is stable, a Lyapunov-function argument shows
that, for suitable k1, . . . , kr, the above system is exponentially stable. Here the high frequency
gain cAr−1b ∈ R must be known. Isidori shows the existence of design parameters κ, k1, . . . , kr
for a the stabilizing feedback u(t) = −∑r−1i=0 κr−iki+1y(i)(t) for nonlinear SISO systems with
known lower bound for the high frequency gain [Isi95, Th. 9.3.1.], [Isi99, Th. 12.1.1.]. If the
high frequency gain is unknown but only the sign of cAr−1b is known, the present proof that
the feedback law (1.2) is stabilizing for sufficiently large κ > 0 becomes much more involved.
In the present paper, the above described SISO result will be generalized to MIMO systems of
the form (1.1). Although the stabilizing feedback strategies preserve the simplicity of (1.2), see
the main results Theorems 3.1 and 3.2, the proof is much more subtle. On the one hand the
proof is based on a generalization of normal form (1.3) for linear MIMO systems, see Proposi-
tion 2.2, which is implicitly contained in the nonlinear normal form [Isi99] and explicitly derived
in [Mue08] and has similar structural properties as (1.3); on the other hand the proof is based
on a root locus results on a sum of polynomials, see Lemma 4.1; finally, these findings allow for
the design of a Lyapunov-function and an appropriate scaling of the states leads to the desired
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results. To the author’s best knowledge, these results are even for linear SISO systems still not
available in the literature.
The present paper is structured as follows. In Section 2 the normal form for linear MIMO systems
is presented shortly and the system’s zero dynamics are characterized. Section 3 contains the
control strategies and in Section 4 all proofs are given. The introduction is closed with remarks
on notation:
Nomenclature[
l
(n)
1 , . . . , l
(n)
m
]
= L ∈ Cn×m, where l(n)i ∈ Cn denotes the i-th column of L and the
superscript (n) remarks the dimension of the vector,[
l1(m)
/
. . .
/
ln(m)
]
=L ∈ Cn×m, where lj(m) ∈ C1×m denotes the j-th row of L and the
subscript (m) remarks the dimension of the row-vector,
moreover the skew lines denote that the matrix is a
column matrix,
e
(n)
k :=
[
01×(k−1), 1, 01×(n−k)
]T , the k-th column unit vector in Rn,
ek(m) :=
[
01×(k−1), 1, 01×(m−k)
]
, the k-th row unit vector in R1×m,
0n×m ∈ Rn×m, the 0-matrix of dimension n×m,
In ∈ Rn×n, the identity matrix of dimension n× n,
Cm([0,∞)→ Rn), the set of m-times continuously differentiable maps
from [0,∞) to Rn,
bxc := max{n ∈ Z |n ≤ x}, the maximum integer less or equal x ∈ R,
‖x‖ := ‖x‖2, the euclidian norm of x ∈ Cn,
‖A‖ := ‖A‖2 := max
x6=0
‖Ax‖2
‖x‖2 , the matrix norm of A ∈ Cn×m induced by the euclidian
norm,
diag(A1, . . . , Am) ∈ Cn×n, a matrix with Ai ∈ Cji×ji , i = 1, . . . ,m, on the diagonal
and zeros otherwise,
spec(A) :={λ∈C |det(λIn−A)=0}, the spectrum of the matrix A ∈ Cn×n,
µ(A) :=max{Re s | s ∈ spec(A)}, the largest real part of the eigenvalues of A ∈ Cn×n,
Z(p) :={s∈C | p(s)=0}, the set of zeros of p ∈ C[s],
µ(p(·)) :=max{Re s | s ∈ Z(p)}, the largest real part of the zeros of p ∈ C[s],
RH [s] := {p ∈ R[s] |µ(p) < 0}, the set of all Hurwitz polynomials,
Bδ(s0) := {s ∈ C | |s− s0| < δ}, the ball in C of radius δ around s0 ∈ C.
2 Normal form and zero dynamics
Consider, for n,m ∈ N and A ∈ Rn×n, B,CT ∈ Rn×m, a linear MIMO-system (A,B,C) of
form (1.1). The (vector) relative degree of a such a system is defined as follows.
Definition 2.1 A linear system (A,B,C) of form (1.1) with A ∈ Rn×n, B,CT ∈ Rn×m has
(a) (vector) relative degree r = (r1, . . . , rm) ∈ N1×m if, and only if,
(i) ∀ j ∈ {1, . . . ,m} ∀ k ∈ {0, . . . , rj − 2} : cj(n)AkB = 01×m,
(ii) rk
[
c1(n)A
r1−1B
/
c2(n)A
r2−1B
/
. . .
/
cm(n)A
rm−1B
]
= m,
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(b) ordered (vector) relative degree r = (r1, . . . , rm) ∈ N1×m if, and only if, (1.1) has (vector)
relative degree r = (r1, . . . , rm) with r1 ≥ r2 ≥ . . . ≥ rm,
(c) strict relative degree % ∈ N if, and only if, (1.1) has (vector) relative degree r = (r1, . . . , rm) ∈
N1×m with % = r1 = r2 = . . . = rm.
Note that for any linear system (A,B,C) of form (1.1) with relative degree r = (r1, . . . , rm) ∈
N1×m it follows that m = rk
[
c1(n)A
r1−1B
/
. . .
/
cm(n)A
rm−1B
]
≤ rkB ≤ min{n,m}. Thus
m ≤ n.
Next a normal form for linear systems (A,B,C) with ordered vector relative degree is presented.
Proposition 2.2 [Mue08] Consider a linear system (A,B,C) of form (1.1) with ordered vector
relative degree r = (r1, . . . , rm) ∈ N1×m. Set rs :=
∑m
j=1 rj . Then there exists an invertible
matrix U ∈ Rn×n such that the coordinate transformation(
ξ
η
)
:= Ux , ξ(t) =
(
y1(t), . . . , y
(r1−1)
1 (t)
∣∣∣ . . . ∣∣∣ ym(t), . . . , y(rm−1)m (t))T ∈ Rrs , η(t) ∈ Rn−rs ,
converts (A,B,C) into
d
dt
(
ξ
η
)
= A˜
(
ξ
η
)
+ B˜u
y = C˜
(
ξ
η
)
 (2.1)
where
[
A˜ B˜
C˜ 0
]
=


0 1 0
...
. . . . . .
0 . . . 0 1
R11,1 . . . R
1
1,r1
0 . . . 0
...
...
0 . . . 0
R12,1 . . . R
1
2,r2
· · ·
0 . . . 0
...
...
0 . . . 0
R1m,1 . . . R
1
m,rm
01×(n−rs)
...
01×(n−rs)
S1
0 . . . 0
...
...
0 . . . 0
R21,1 . . . R
2
1,r1
0 1 0
...
. . . . . .
0 . . . 0 1
R22,1 . . . R
2
2,r2
0 . . . 0
...
...
0 . . . 0
R2m,1 . . . R
2
m,rm
01×(n−rs)
...
01×(n−rs)
S2
...
. . .
...
0 . . . 0
...
...
0 . . . 0
Rm1,1 . . . R
m
1,r1
0 . . . 0
...
...
0 . . . 0
Rm2,1 . . . R
m
2,r2
0 1 0
...
. . . . . .
0 . . . 0 1
Rmm,1 . . . R
m
m,rm
01×(n−rs)
...
01×(n−rs)
Sm
P1 0 . . . 0 P2 0 . . . 0 · · · Pm 0 . . . 0 Q


01×m
...
01×m
c1(n)A
r1−1B
01×m
...
01×m
c2(n)A
r2−1B
...
01×m
...
01×m
cm(n)A
rm−1B
0(n−rs)×m


1 0 . . . 0
0 . . . 0
...
...
0 . . . 0
0 . . . 0
1 0 . . . 0
0 . . . 0
...
...
0 . . . 0
· · ·
0 . . . 0
...
...
0 . . . 0
1 0 . . . 0
0m×(n−rs)
 0

(2.2)
and Rji,k ∈ R, for i, j ∈ {1, . . . ,m} and k ∈ {1, . . . , ri}, S1, . . . , Sm ∈ R1×(n−r
s), P1, . . . , Pm ∈
Rn−rs and Q ∈ R(n−rs)×(n−rs).
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Note that input u and output y of the original system (A,B,C) and in normal form are the
same. The coordinate transformation does not affect u and y.
The zero dynamics of a linear system (A,B,C) of form (1.1) are defined as the real vector space
of trajectories
ZD(A,B,C) :=
{
(x, u, y) ∈ C1([0,∞)→ Rn)× Cpw([0,∞)→ Rm)× C1([0,∞)→ Rm)
∣∣∣
(x, u, y) solves (1.1) with y ≡ 0 on [0,∞)
}
.
Using the normal form (2.1), (2.2) one can read off the zero dynamics of (1.1) very easily:
ZD(A,B,C) ={(Vη,−Γ−1Sη, 0) ∈ C1([0,∞)→ Rn)× C1([0,∞)→ Rm)× C1([0,∞)→ Rm) ∣∣∣ η˙ = Qη} ,
where Γ :=
[
c1(n)A
r1−1B
/
c2(n)A
r2−1B
/
. . .
/
cm(n)A
rm−1B
]
, S :=
[
S1
T
, . . . , SmT
]T
, Q and
S1, . . . , Sm are given by (2.2) and V ∈ Rn×(n−rs) is chosen such that
imV = ker

 c
1
(n)
...
c1(n)A
r1−1
/
 c
2
(n)
...
c2(n)A
r2−1
/. . ./
 c
m
(n)
...
cm(n)A
rm−1

 .
A linear system x˙ = Ax, for A ∈ Rn×n, is called exponentially stable if, and only if,
∃M,λ > 0 ∀ t ≥ 0 : ‖x(t)‖ ≤Me−λt‖x(0)‖ ,
for all solutions x of x˙ = Ax.
With the above characterization of the zero dynamics of linear MIMO systems (A,B,C), one
can show, see [Mue08], that the zero dynamics are exponentially stable, i.e.
∃M,λ > 0 ∀ (x, u) ∈ ZD(A,B,C) ∀ t ≥ 0 : ‖(x(t), u(t))‖ ≤Me−λt‖x(0)‖ ,
if, and only if, the linear system η˙ = Qη is an exponentially stable linear system.
3 Stabilization
In the following an output derivative feedback controller is designed for linear systems (A,B,C)
of form (1.1) with (vector) relative degree r = (r1, . . . , rm) ∈ R1×m, stable zero dynamics and
unknown but positive definite high frequency gain Γ ∈ Rm×m.
First it is assumed that the MIMO systems has strict relative degree r ∈ N. Note that in case
of strict relative degree it follows that Γ = CAr−1B.
Theorem 3.1 Suppose that system (A,B,C) of form (1.1) has strict relative degree r ∈ N,
positive definite CAr−1B and exponentially stable zero dynamics. Then for any monic Hurwitz
polynomial
(
s 7→∑r−1i=0 ki+1 si) ∈ R[s], there exists κ∗ ≥ 1 such that, for all κ > κ∗, the feedback
u(t) = −κ
r−1∑
i=0
κr−iki+1 y(i)(t) (3.1)
applied to (1.1) yields an exponentially stable closed-loop system.
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Next a feedback is given for MIMO systems with non-strict relative degree.
Theorem 3.2 Suppose that system (A,B,C) of form (1.1) has vector relative degree
r = (r1, . . . , rm) ∈ N1×m, exponentially stable zero dynamics and positive definite[
c1(n)A
r1−1B
/
c2(n)A
r2−1B
/
. . .
/
cm(n)A
rm−1B
]
. Then for any m Hurwitz polynomials
(
s 7→
rj−1∑
i=0
kj,i+1 s
i
)
∈ R[s] , j = 1, . . . ,m ,
there exists κ∗ ≥ 1 such that, for all κ > κ∗, the feedback
u(t) =
u1(t)...
um(t)
 = −κ

r1−1∑
i=0
κr1−ik1,i+1 y
(i)
1 (t)
...
rm−1∑
i=0
κrm−ikm,i+1 y
(i)
m (t)
 (3.2)
applied to (1.1) yields an exponentially stable closed-loop system.
4 Proofs
First some useful properties of Hurwitz polynomials are shown. For a polynomial p ∈ R[s] write
p(s) = pn
∏`
j=1
(s− sj)mj , can. fact.
for the canonical factorization of p with s1, . . . , s` ∈ C pairwise distinct and m1, . . . ,m` ∈ N.
For the proof of Theorems 3.2 and 3.1, a root-locus result on a special sum of polynomials is
required. This result is an generalization of [HP05, Th. 4.1.2].
Lemma 4.1 For δ > 0, d ∈ N let(
s 7→ pi(s) = pi,n−isn−i + pi,n−i−1sn−i−1 + · · ·+ pi,1s+ pi,0
) ∈ R[s] , i = 0, . . . , d
such that
pd,n−d > 0 , p0,n > 0 , µ(pd(·)) < −δ
and(
κ 7→ p̂(κ) = p0,nκd + p1,n−1κd−1 + · · ·+ pd−1,n−d+1κ+ pd,n−d
)
∈ R[κ] with µ(p̂(·)) < −δ .
Then
∃κ0 > 0 ∀κ > κ0 : µ
(
d∑
k=0
κkpk(·)
)
< −δ/2 . (4.1)
Proof. Write
pd(s) = pd,n−d
`1∏
j=1
(s− ζj)mj , can. fact.
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and
p̂(κ) = p0,n
`2∏
j=1
(κ− ξj)nj , can. fact.
and, for γ > 0,
q[γ](s) :=
d∑
k=0
γd−kpk(s) = γdp0,n
n∏
j=1
(s− sj [γ]) , with s1[γ], . . . , sn[γ] ∈ C .
Suppose it is shown that, for α := maxj∈{1,...,`1}{|ζj |} + δ and suitable numbering of the zeros
sj [γ],
∃ γ0 > 0 ∀ γ ∈ (0, γ0) :
{s1[γ], . . . , sn−d[γ]} ⊂
⋃
j∈{1,...,`1}
Bδ/2(ζj) ⊂ C− , (4.2a)
{sn−d+1[γ], . . . , sn[γ]} ⊂ {s ∈ C |Re s < −α} ⊂ C− . (4.2b)
Then there exists γ0 > 0 such that for all γ ∈ (0, γ0) all zeros of q[γ] are in C−δ/2. Setting
κ = γ−1 yields p[κ] = κdq[κ−1] = κdq[γ]. Hence, for all κ, γ > 0 and s ∈ C, p[κ](s) = 0 if, and
only if, q[γ](s) = 0. Thus setting κ0 = γ−10 yields (4.1).
In the remainder of the proof (4.2) is shown. One may choose ε∗ > 0 such that
∀ i, j ∈ {1, . . . , `1}, i 6= j : Bε∗(ζi) ∩ Bε∗(ζj) = ∅ ,
∀ i, j ∈ {1, . . . , `2}, i 6= j : Bε∗(ξi) ∩ Bε∗(ξj) = ∅ .
Then, an application of [HP05, Th. 4.1.2] to q[γ](·) = ∑d−1k=0 γd−kpk(·) + pd(·) and suitable
numbering of the zeros sj [γ] of q[γ] implies
∀ ε ∈ (0,min{ε∗, δ/2}) ∃ γ∗ = γ∗(ε) > 0 ∀ γ ∈ (0, γ∗) :
{s1[γ], . . . , sn−d[γ]} ⊂
⋃
j∈{1,...,`1}
Bε(ζj) , {sn−d+1[γ], . . . , sn[γ]} ⊂ C \ B1/ε(0) .
Now µ(pd(·)) < −δ yields (4.2a).
For γ > 0 setting x = γs yields
q[γ](s) = q[γ](γ−1x)
= γd
(
p0,nγ
−nxn + p0,n−1γ−n+1xn−1 + · · ·+ p0,1γ−1x+ p0,0
)
+ γd−1
(
p1,n−1γ−n+1xn−1 + · · ·+ p1,1γ−1x+ p1,0
)
...
+ γ
(
pd−1,n−d+1γ−n+d−1xn−d+1 + · · ·+ pd−1,1γ−1x+ pd−1,0
)
+
(
pd,n−dγ−n+dxn−d + · · ·+ pd,1γ−1x+ pd,0
)
= γ−n+d
(
xn−d
(
p0,nx
d + p1,n−1xd−1 + · · ·+ pd−1,n−d+1x+ pd,n−d
)
+ γ
[ (
p0,n−1xn−1 + · · ·+ γn−1p0,0
)
+
(
p1,n−2xn−2 + · · ·+ γn−2p1,0
)
+ · · ·+
(
pd,n−d−1xn−d−1 + · · ·+ γn−d−1pd,0
) ])
.
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Write
q̂[γ](x) := γn−dq[γ](γ−1x) = xn−dp̂(x) + γ
d∑
k=0
n−k−1∑
i=0
(
γn−k−1−ipk,i xi
)
= p0,n
n∏
j=1
(x− xj [γ]) .
Thus, by [HP05, Th. 4.1.2] and suitable numbering of the zeros xj [γ] of q̂[γ],
∀ ε ∈ (0,min{ε∗, δ/2}) ∃ γ0 ∈
(
0,min
{
γ∗, εα−1, 1
}) ∀ γ ∈ (0, γ0) :
{x1[γ], . . . , xn−d[γ]} ⊂ Bε(0) , {xn−d+1[γ], . . . , xn[γ]} ⊂
⋃
j∈{1,...,`2}
Bε(ξj) .
Hence µ(p̂(·)) < −δ yields, for suitable numbering of the zeros xj [γ],
∀ γ ∈ (0, γ0) : {xn−d+1[γ], . . . , xn[γ]} ∈
⋃
j∈{1,...,`2}
Bδ/2(ξj) ⊂ C− . (4.3)
Furthermore, µ(p̂(·)) < −δ and γ0 < 1 yields
∀ γ ∈ (0, γ0) ∀x0 ∈
⋃
j∈{1,...,`2}
Bδ/2(ξj) : |γ−1x0| > |γ−10 x0| > ε−1αδ/2 > α ,
thus
∀ γ ∈ (0, γ0) ∀x0 ∈
⋃
j∈{1,...,`2}
Bδ/2(ξj) : γ−1x0 /∈
⋃
j∈{1,...,`1}
Bδ/2(ζj)
and by (4.3), for suitable numbering of the zeros xj [γ],
∀ γ ∈ (0, γ0) : {γ−1xn−d+1[γ], . . . , γ−1xn[γ]} ∈ {s ∈ C | Re(s) < −α} ,
whence, noting that for every γ > 0 and x0 ∈ C, q̂[γ](x0) = 0 if, and only if, q[γ](γ−1x0) = 0,
(4.2b), which completes the proof. 2
Next some properties of matrices, which are required to prove Theorem 3.2, are derived. The
principal minors of a matrix A = [ai,j ]i,j=1,...,n ∈ Rn×n are defined as follows: for a set of indices
{i1, . . . , ik} with 1 ≤ i1 < · · · < ik ≤ n, k ∈ {0, . . . , n}, let
minor(A ; {i1, . . . , ik}) := det

ai1,i1 ai1,i2 . . . ai1,ik
ai2,i1 ai2,i2
. . .
...
...
. . . . . . aik−1,ik
aik,i1 . . . aik,ik−1 aik,ik
 , minor(A ; ∅) := 1 .
Lemma 4.2 Let A = [ai,j ]i,j=1,...,m ∈ Rm×m and b1, . . . , bm ∈ R. Then
det(A+ tdiag(b1, . . . , bm)) =
m∑
k=0
 ∑
1≤i1<···<ik≤m
minor (A ; {i1, . . . , ik})
∏
i∈{1,...,m}
i/∈{i1,...,ik}
bi
 tm−k . (4.4)
Proof. Write, for t ∈ C,
det(A+ tdiag(b1, . . . , bm)) = pmtm + pm−1tm−1 + · · ·+ p1t+ p0
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and define the function f : Rm → R by
f(t1, . . . , tm) = det(A+ diag(b1t1, . . . , bmtm))
= det

a1,1 + b1t1 a1,2 . . . a1,m
a2,1 a2,2 + b2t2
. . .
...
...
. . . . . . am−1,m
am,1 . . . am,m−1 am,m + bmtm

=
∑
σ∈Sm
sgn(σ)
m∏
i=1
(
ai,σ(i) + bi,σ(i)ti
)
,
where
bi,σ(i) :=
{
bi , if i = σ(i)
0 , if i 6= σ(i)
and Sm is the set of all permutations of {1, . . . ,m}. Then
f(t, . . . , t) = det(A+ tdiag(b1, . . . , bm)) ,
p0 = f(0, . . . , 0) = det(A) = minor(A ; {1, . . . ,m}) .
Furthermore, the coefficients pk are given via the partial derivatives of f , that is
pk =
∑
1≤i1<···<ik≤m
∂k
∂ti1 · · · ∂tik
f(t1, . . . , tm)
∣∣∣∣
t1=...=tm=0
, k ∈ {1, . . . ,m} .
Moreover, it follows that
∂k
∂ti1 · · · ∂tik
f(t1, . . . , tm)
∣∣∣∣
t1=...=tm=0
=
∂k
∂ti1 · · · ∂tik
(∑
σ∈Sm
sgn(σ)
m∏
i=1
(
ai,σ(i) + bi,σ(i)ti
)) ∣∣∣∣
t1=...=tm=0
=
∑
σ∈Sm
sgn(σ)
∂k
∂ti1 · · · ∂tik
m∏
i=1
(
ai,σ(i) + bi,σ(i)ti
) ∣∣∣∣
t1=...=tm=0
=
∑
σ∈Sm
sgn(σ)
∂k−1
∂ti1 · · · ∂tik−1


0 , if σ(ik) 6= ik
bik
m∏
i=1
i6=ik
(
ai,σ(i) + bi,σ(i)ti
)
+(aik,ik + biktik)
· ∂
∂tik
m∏
i=1
i 6=ik
(
ai,σ(i) + bi,σ(i)ti
)
︸ ︷︷ ︸
=0
, if σ(ik) = ik

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
t1=...=tm=0
=
∑
σ∈Sm
sgn(σ)

0 , if ∃ j = 1, . . . , k : σ(ij) 6= ij
k∏
j=1
bij
m∏
i=1
i6=i1,...,ik
(
ai,σ(i) + bi,σ(i)ti
)
, if ∀ j = 1, . . . , k : σ(ij) = ij
∣∣∣∣∣∣∣∣
t1=...=tm=0
=
∑
σ∈Sm
{i1,...,ik}⊂σ
sgn(σ)
k∏
j=1
bij
m∏
i=1
i6=i1,...,ik
ai,σ(i) =
k∏
j=1
bij minor(A ; {1, . . . ,m} \ {i1, . . . , ik}) .
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Hence, for k = 1, . . . ,m,
pk =
∑
1≤i1<···<ik≤m
k∏
j=1
bij minor(A ; {1, . . . ,m} \ {i1, . . . , ik}) ,
and thus
pm−k =
∑
1≤i1<···<ik≤m
∏
i∈{1,...,m}
i/∈{i1,...,ik}
biminor(A ; {i1, . . . , ik}) ,
which shows (4.4) and completes the proof. 2
Lemma 4.3 Suppose A : (κ0,∞)→ Rm×m, κ0 ∈ R, satisfies
∃ δ > 0 ∀ t > t0 : µ(A(t)) < −δ .
Then the unique symmetric, positive definite matrix
P (t) ∈ Rm×m : P (κ)A(κ) +A(κ)TP (κ) = −Im
satisfies
∀ κ > κ0 : ‖P (κ)‖ ≤ 2e
δ
(
1 +
(2m)!
(2δ)2m
)
. (4.5)
Proof. For every κ > κ0 choose
U(κ) ∈ Cm×m invertible with ‖U(κ)‖ = 1
Λ(κ) = diag(λ1(κ), . . . , λm(κ)) ∈ Cm×m
N(κ) =
0 ψ1(κ) 0... . . . . . . ψm−1(κ)
0 . . . 0
 with ψi(κ) ∈ {0, 1} , i = 1, . . . ,m− 1 ,
such that
A(κ) = U(κ)−1 [Λ(κ) +N(κ)]︸ ︷︷ ︸
=: J(κ)
U(κ)
and
∀ i ∈ {1, . . . ,m− 1} : λi(κ) 6= λi+1(κ) ⇒ ψi(κ) = 0 .
Then
∀κ > κ0 ∀ i ∈ {1, . . . ,m− 1} : λi(κ)ψi(κ) = λi+1(κ)ψi(κ) ,
and thus
∀κ > κ0 :
Λ(κ)N(κ) =
0 λ1(κ)ψ1(κ) 0... . . . . . . λm−1(κ)ψm−1(κ)
0 . . . 0
 =
0 λ2(κ)ψ1(κ) 0... . . . . . . λm(κ)ψm−1(κ)
0 . . . 0

= N(κ)Λ(κ) ,
whence
∀κ > κ0 : eΛ(κ)+N(κ) = eΛ(κ)eN(κ) .
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Then
‖P (κ)‖ =
∥∥∥∫ ∞
0
eA(κ)
T seA(κ) s ds
∥∥∥
=
∥∥∥∫ ∞
0
U(κ)T eJ(κ)
T s (U(κ)T )−1 U(κ)−1 eJ(κ) s U(κ) ds
∥∥∥
≤
∫ ∞
0
‖eJ(κ) s‖2 ds
≤
∫ ∞
0
‖eΛ(κ) s‖2 ‖eN(κ) s‖2 ds
≤
∫ ∞
0
e2µ(A(κ)) s
( m∑
j=0
sj
j!
)2
ds
≤
∫ ∞
0
e−2δ s
( m∑
j=0
1
j!
+
m∑
j=0
1
j!
sm
)2
︸ ︷︷ ︸
≤ e(1+sm)2= e(1+2sm+s2m)
ds
≤ 4e
∫ ∞
0
e−2δ s(1 + s2m) ds
≤ 4e
([
1
−2δ e
−2δ s
]∞
0
+
∫ ∞
0
e−2δ s s2m ds
)
≤ 4e
(
1
2δ
+
[
e−2δ s
2m∑
i=0
(−1)2m−i 1
(−2δ)2m−i+1
(2m)!
i!
si
]∞
0
)
= 4e
(
1
2δ
+
(2m)!
(2δ)2m+1
)
,
which shows (4.5) and completes the proof. 2
Proof of Theorem 3.1. Let x(·) be a solution of (1.1).
Step 1 : Representation of (1.1) in normal form.
By e.g. [IRT07, Lemma 3.5] or [Isi95, Section 4] there exists an invertible V ∈ Rn×n such that
the coordinate transformation (
ξ
η
)
(t) := V x(t)
converts (1.1) into (Â, B̂, Ĉ) with
d
dt
(
ξ
η
)
=

0 Im 0 . . . 0
...
. . . . . . . . .
...
0 . . . 0 Im 0
R1 . . . Rr S
P 0 . . . 0 Q

︸ ︷︷ ︸
=: Â=V AV −1
(
ξ
η
)
+

0
...
0
CAr−1B
0

︸ ︷︷ ︸
=: B̂=V B
u ,
y = ξ1 = (Im, 0, . . . , 0)︸ ︷︷ ︸
=: Ĉ=CV −1
(
ξ
η
)
P ∈ R(n−rm)×m, Q ∈ R(n−rm)×(n−rm), S ∈ Rm×(n−rm), R1, . . . , Rr ∈ Rm×m.

(4.6)
In the following let Γ := CAr−1B.
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Step 2 : Scaling of the state vector.
Setting ζi = κ−i+1ξi, for i = 1, . . . , r, yields
ζ˙i = κ−i+1ξ˙i = κ−i+1ξi+1 = κζi+1 , for i = 1, . . . , r − 1 ,
and
ζ˙r = κ−r+1ξ˙r
= κ−r+1
(
(R1 − κk1κrΓ)ξ1 + · · ·+ (Rr−1 − κkr−1κ2Γ)ξr−1 + (Rr − κkrκΓ)ξr
)
+ κ−r+1Sη
= κ
((
1
κr
R1 − κk1Γ
)
ζ1 + · · ·+
(
1
κ2
Rr−1 − κkr−1Γ
)
ζr−1 +
(
1
κ
Rr − κkrΓ
)
ζr
)
+ κ−r+1Sη .
Thus, for κ ≥ 1, additional scaling(
ζ
η
)
= diag
(
Im, κ
−1Im, . . . , κ−r+1Im, In−rm
)︸ ︷︷ ︸
=:Uκ
(
ξ
η
)
leads to
d
dt
(
ζ
η
)
(t) =

κ

0 Im
. . . . . .
0 Im
R1
κr − κk1Γ . . . Rr−1κ2 − κkr−1Γ Rrκ − κkrΓ

0
...
0
κ−r+1S
P 0 . . . 0 Q

︸ ︷︷ ︸
=:AΓ,k,κ
(
ζ
η
)
(t)
y(t) = (Im, 0, . . . , 0)
(
ζ
η
)
(t) .

(4.7)
Step 3 : Design of positive definite solutions of two Lyapunov-equations.
Similar to showing that the last row of the companion matrix contains the negative coefficients
of its characteristic polynomial, it follows that
det
sIn −

0 Im
. . . . . .
0 Im
−κk1Γ . . . −κkr−1Γ −κkrΓ

 = det
(
srIm +
(
r−1∑
i=0
κki+1s
i
)
Γ
)
and, by Lemma 4.2,
det
(
srIm +
(
r−1∑
i=0
κki+1s
i
)
Γ
)
= det
(
srΓ−1 +
(
r−1∑
i=0
κki+1s
iIm
))
det(Γ)
= det(Γ)
m∑
j=0
 ∑
1≤i1<···<ij≤m
minor
(
Γ−1; {i1, . . . , ij}
)κm−j
sjr(r−1∑
i=0
ki+1s
i
)m−j .
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Let {γ1, . . . , γm} = spec(Γ) ⊂ C and J ∈ Cm×m be a Jordan canonical form of Γ−1. Then
Lemma 4.2 yields
m∑
j=0
 ∑
1≤i1<···<ij≤m
minor
(
Γ−1; {i1, . . . , ij}
)κm−j = det (Γ−1 + κIm)
= det (J + κIm) =
m∏
i=1
(γ−1i + κ) .
Since Γ and Γ−1 are positive definite, spec(Γ−1) ⊂ C+, thus
(
κ 7→ p̂(κ) := ∏mi=1(γ−1i + κ)) ∈
RH [κ], and since
(
s 7→ p(s) :=∑r−1i=0 ki+1 si) ∈ RH [s] by assumption, setting
δ := −max {µ(p(·)), µ(p̂(·))} > 0 ,
and Lemma 4.1 yields
∃κ∗ > 0 ∀κ > κ∗ : µ
(
s 7→ det
(
srIm +
(
r−1∑
i=0
κki+1s
i
)
Γ
))
< −δ/2 .
Thus, and since spec(Q) ⊂ C−, one may choose, for all κ > κ∗, positive definite matrices
Nζ(κ) = Nζ(κ)T ∈ Rmr×mr and Nη = NTη ∈ R(n−mr)×(n−mr) such that
Nζ(κ)
[
0(r−1)m×m I(r−1)m
−κk1Γ ... −κkrΓ
]
+
[
0(r−1)m×m I(r−1)m
−κk1Γ ... −κkrΓ
]T
Nζ(κ) = −Imr ,
NηQ+QTNη = −In−mr .
 (4.8)
Moreover, by Lemma 4.3 for all κ > κ∗
‖Nζ(κ)‖ ≤ C0 := 4e
δ
(
1 +
(2mr)!
δ2mr
)
.
Step 4 : Design of a Lyapunov-function to show exponential stability.
The derivative of
t 7→ V (t) := 12 ζ(t)TNζ(κ)ζ(t) + 12 η(t)TNηη(t)
along the solution of
d
dt
(
ζ
η
)
(t) = AΓ,k,κ
(
ζ
η
)
(t)
yields, for all t ≥ 0, and omitting the argument t for brevity,
V˙ (t) = ddt
(
1
2 ζ
TNζ(κ)ζ + 12 η
TNηη
)
= ζTNζ(κ)
κ

0 Im
. . . . . .
0 Im
R1
κr − κk1Γ · · · Rr−1κ2 − κkr−1Γ Rrκ − κkrΓ
ζ +

0
...
0
κ−r+1Sη


+ηTNη (Qη + Pζ1)
(4.8)
≤ −κ2‖ζ‖2 + κζNζ(κ)
[
0m(r−1)×mr
R1
κr · · · Rrκ
]
ζ +
1
κr−1
‖Nζ(κ)‖ ‖S‖ ‖ζ‖ ‖η‖
−12‖η‖2 + ‖NηP‖ ‖η‖ ‖ζ1‖
κ≥1
≤ −κ2‖ζ‖2 + ‖Nζ(κ)‖ ‖(R1, . . . , Rr)‖ ‖ζ‖2 + 1κr−1 ‖Nζ(κ)‖ ‖S‖ ‖ζ‖2
+ 1
κr−1 ‖Nζ(κ)‖ ‖S‖ ‖η‖2 − 12‖η‖2 + 14‖η‖2 + 4‖NηP‖ ‖ζ1‖2
≤ −
(
κ
2 − ‖Nζ(κ)‖ ‖(R1, . . . , Rr)‖ − ‖Nζ(κ)‖ ‖S‖ − 4‖NηP‖
)
‖ζ‖2
−
(
1
4 −
‖Nζ(κ)‖ ‖S‖
κr−1
)
‖η‖2 .
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Setting
κ∗∗ := max
{
1
4 + 2(C0 ‖(R1, . . . , Rr)‖ − C0 ‖S‖ − 4‖NηP‖), (8C0 ‖S‖)−r+1, κ∗
}
,
α := min
{
1
8C0
,
1
8‖Nη‖
}
,
yields, for all t ≥ 0 and κ > κ∗∗,
V˙ (t) ≤ −18‖ζ(t)‖2 − 18‖η(t)‖2 ≤ − 18‖Nζ(κ)‖ζ(t)
TNζ(κ)ζ(t)− 18‖Nη‖η(t)TNηη(t) ≤ −αV (t) ,
whence, since the initial value x(t0) = x0 for (1.1) leads to the initial value
(
ζ
η
)
(t0) = UκV x0
for (4.7),
∀ t ≥ t0 ∀ t0 ≥ 0 :
∥∥∥∥(ζ(t)η(t)
)∥∥∥∥ ≤ exp (−α(t− t0))
√√√√√max spec
[
Nζ(κ) 0
0 Nη
]
min spec
[
Nζ(κ) 0
0 Nη
] ∥∥∥∥(ζ(t0)η(t0)
)∥∥∥∥ ,
which completes the proof of the theorem. 2
Proof of Theorem 3.2. Without loss of generality suppose that (1.1) has ordered relative
degree r = (r1, . . . , rm) ∈ N1×m, otherwise note that for a linear system (A,B,C) of form (1.1)
with vector relative degree r = (r1, . . . , rm) ∈ N1×m there exists a permutation matrix P ∈
Rm×m such that the system (A,B, PC) has ordered vector relative degree rP = (r˜1, . . . , r˜m).
Thus it is sufficient to prove the statement of Theorem 3.2 for systems with ordered vector
relative degree.
Step 1 : Next it is shown that, for
Γ11 Γ
1
2 . . . Γ
1
m
Γ21 Γ
2
2 . . . Γ
2
m
...
...
. . .
...
Γm1 Γ
m
2 . . . Γ
m
m
 := Γ =

c1(n)A
r1−1B
c2(n)A
r2−1B
...
cm(n)A
rm−1B
 ,
Rji,k ∈ R, for i, j ∈ {1, . . . ,m} and k ∈ {1, . . . , ri}, S1, . . . , Sm ∈ R1×(n−r
s), P1, . . . , Pm ∈ Rn−rs
and Q ∈ R(n−rs)×(n−rs), as in (2.1) and
AΓ,k,κ :=
κ

0 1 . . . 0
...
. . . . . .
0 . . . 0 1
R11,1
κr1 − Γ11κ k1,1 . . .
R11,r1
κ − Γ11κ k1,r1
 . . . κ

0 . . . 0
...
...
0 . . . 0
R1m,1
κrm − Γ1mκ km,1 . . .
R1m,rm
κ − Γ1mκ km,rm
 κ

0
...
0
1
κrm S
1

...
...
...
κ

0 . . . 0
...
...
0 . . . 0
Rm1,1
κr1 − Γm1 κ k1,1 . . .
Rm1,r1
κ − Γm1 κ k1,r1
 . . . κ

0 1 . . . 0
...
. . . . . .
0 . . . 0 1
Rmm,1
κrm − Γmmκ km,1 . . .
Rmm,rm
κ − Γmmκ km,rm
 κ

0
...
0
1
κrm S
m

[
κ−r1+rmP1 0 . . . 0
]
. . . [ κ−rm+rmPm 0 . . . 0 ] Q

,
14
the closed-loop system (1.1), (3.2) is equivalent to
d
dt
(
ζ
ϑ
)
= AΓ,k,κ
(
ζ
ϑ
)
(4.9)
in the sense that
∃W ∈ Rn×n :
(
ζ
ϑ
)
=Wx .
By Proposition 2.2 there exists an invertible V ∈ Rn×n such that the coordinate transformation(
ξ
η
)
= V x converts (1.1) into normal form (2.1), (2.2). Thus the closed-loop system (1.1), (3.2)
is equivalent to (2.1), (2.2), (3.2).
Split ξ as follows:
ξ =
 ξ
1
...
ξm
 and ξj =
 ξ
j
1
...
ξjrj
 ∈ Rrj , j ∈ {1, . . . ,m} .
For ease of notation define vectors
Rjµ :=
[
Rjµ,1, . . . , R
j
µ,rµ
]
∈ R1×rµ , j, µ ∈ {1, . . . ,m} ,
where, for i ∈ {1, . . . , rµ}, Rjµ,i, is defined by (2.2).
Setting ζji = κ
rj−r1−i+1ξji , for j ∈ {1, . . . ,m} and i ∈ {1, . . . , rj}, yields
ξji = κ
−rj+r1+i−1ζji , for j ∈ {1, . . . ,m} and i ∈ {1, . . . , rj} ,
ξj =
 ξ
j
1
...
ξjrj
 =
 κ
−rj+r1+1−1ζj1
...
κ−rj+r1+rj−1ζjrj
 =

κr1−rj 0 . . . 0
0 κr1−rj+1
. . .
...
...
. . . . . . 0
0 . . . 0 κr1−1

 ζ
j
1
...
ζjrj

︸ ︷︷ ︸
=:ζj
,
for j ∈ {1, . . . ,m} ,
and
ζ˙ji = κ
rj−r1−i+1ξ˙ji
= κrj−r1−i+1ξji+1
= κrj−r1−i+1κr1−rj+i+1−1ζji+1 = κζ
j
i+1 , for j ∈ {1, . . . ,m} and i ∈ {1, . . . , rj − 1},
ζ˙jrj = κ
−r1+1ξ˙jrj
= κ−r1+1
 m∑
µ=1
Rjµξ
µ + Sjη + cj(n)A
rj−1Bu
 , for j ∈ {1, . . . ,m} .
Thus by (3.2) and y(i−1)j = ξ
j
i , for all j ∈ {1, . . . ,m} and i ∈ {1, . . . , rj}, it follows that, for
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j ∈ {1, . . . ,m},
ζ˙jrj = κ

m∑
i=1
κ−r1Rji

κr1−ri 0 . . . 0
0 κr1−ri+1
. . .
...
...
. . . . . . 0
0 . . . 0 κr1−1
 ζi + κ−r1Sjη
−κκ−r1cj(n)Arj−1B

∑r1−1
i=0 κ
r1−ik1,i+1 ξ1i+1
...∑rm−1
i=0 κ
rm−ikm,i+1 ξmi+1


= κ
[
m∑
i=1
[
κ−riRji,1, κ
−ri+1Rji,2, . . . , κ
−1Rji,ri
]
ζi + κ−r1Sjη
−κκ−r1
[
Γj1,Γ
j
2, . . . ,Γ
j
m
]
∑r1−1
i=0 κ
r1−iκr1−r1+ik1,i+1 ζ1i+1
...∑rm−1
i=0 κ
rm−iκr1−rm+ikm,i+1 ζmi+1


= κ
[
m∑
i=1
([
Rji,1
κri
,
Rji,2
κri−1
, . . . ,
Rji,ri
κ
]
− Γjiκ [ki,1, ki,2, . . . , ki,ri ]
)
ζi +
1
κr1
Sjη
]
.
Setting ϑ = κrm−r1η yields
ϑ˙ = κrm−r1 η˙ = κrm−r1
(
m∑
i=1
Piξ
i
1 +Qη
)
= κrm−r1
(
m∑
i=1
κr1−riPiζ1i + κ
r1−rmQϑ
)
=
m∑
i=1
κrm−riPiζ1i +Qϑ .
Thus, in view of the coordinate transformation
ζji = κ
rj−r1−i+1ξji , for j ∈ {1, . . . ,m} , i ∈ {1, . . . , rj} ,
ϑ = κrm−r1η ,
and setting ζ =
[
ζ1
/
ζ2
/
. . .
/
ζm
]
the closed-loop system (2.1), (2.2), (3.2) is equivalent to (4.9).
Step 2 : For rs :=
∑m
i=1 ri and
AΓ,k,κ :=


0 1 . . . 0
...
. . .
0 . . . 0 1
−κΓ11
[
k1,1 . . . k1,r1
]


0 . . . 0
...
...
0 . . . 0
−κΓ12
[
k2,1 . . . k2,r2
]
 . . .

0 . . . 0
...
...
0 . . . 0
−κΓ1m
[
km,1 . . . km,rm
]


0 . . . 0
...
...
0 . . . 0
−κΓ21
[
k1,1 . . . k1,r1
]


0 1 . . . 0
...
. . .
0 . . . 0 1
−κΓ22
[
k2,1 . . . k2,r2
]
 . . .

0 . . . 0
...
...
0 . . . 0
−κΓ2m
[
km,1 . . . km,rm
]

...
...
...
0 . . . 0
...
...
0 . . . 0
−κΓm1
[
k1,1 . . . k1,r1
]


0 . . . 0
...
...
0 . . . 0
−κΓm2
[
k2,1 . . . k2,r2
]
 . . .

0 1 . . . 0
...
. . .
0 . . . 0 1
−κΓmm
[
km,1 . . . km,rm
]


.
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it is shown that
∃ δ > 0 ∃κ∗ > 0 ∀κ > κ∗ : µ (AΓ,k,κ) < −δ/2 . (4.10)
Set, for i = 1, . . . , r1, mi := #
{
rj
∣∣ rj ≥ i, j ∈ {1, . . . ,m}}, the number of rj ’s, j ∈ {1, . . . ,m},
such that rj ≥ i. Define the permutation matrices
ΠR :=
e(rs)1 , e(rs)r1+1, . . . , e(rs)m1−1∑
i=1
ri+1
∣∣∣∣ e(rs)2 , e(rs)r1+2, . . . , e(rs)m2−1∑
i=1
ri+2
∣∣∣∣ . . . ∣∣∣∣ e(rs)r1 , e(rs)r1+r2 , . . . , e(rs)mr1−1∑
i=1
ri+r1
 ,
ΠL :=


e1(rs)
er1+1(rs)
...
e
m2−1∑
i=1
ri+1
(rs)

/

e2(rs)
er1+2(rs)
...
e
m3−1∑
i=1
ri+2
(rs)

/
. . .
/

er1−1(rs)
er1+r2−1(rs)
...
e
mr1−1∑
i=1
ri+(r1−1)
(rs)

/

er1(rs)
er1+r2(rs)
...
e
m1∑
i=1
ri
(rs)


,
and
ΠD :=
e(rs)1 , e(rs)2 , . . . , e(rs)m2
∣∣∣∣∣ e(rs)m1 , . . . , e(rs)m1+m3
∣∣∣∣∣ . . .
∣∣∣∣∣ e(rs)r1−2∑
i=1
mi+1
, . . . , e
(rs)
r1−2∑
i=1
mi+mr1
∣∣∣∣∣
e
(rs)
rs−mr1+1, . . . , e
(rs)
rs−mr1+mr1
∣∣∣∣∣
e
(rs)
r1−2∑
i=1
mi+mr1+1
, . . . , e
(rs)
r1−1∑
i=1
mi
∣∣∣∣∣ . . .
∣∣∣∣∣ e(rs)r1−r1∑
i=1
mi+mr1−(r1−2)+1
, . . . , e
(rs)
r1−(r1−1)∑
i=1
mi

Then, for s ∈ C,
ΠDΠL (sIrs − AΓ,k,κ)ΠR =
sIm2
[ −Im3
0(m2−m3)×m3
]
0m2×m4 . . . 0m2×mr1
0m3×m2 sIm3
[ −Im4
0(m3−m4)×m4
]
0m3×m5 . . .
... 0m4×m3 sIm4
. . . . . .
...
. . . . . .
[ −Imr1
0(mr1−1−mr1 )×mr1
]
0mr1×m2 0mr1×m3 . . . 0mr1×mr1−1 sImr1
Γ

κ k1,1 0. . .
0 κ km2,1
0(m1−m2)×m2
 Γ

κ k1,2 0. . .
0 κ km3,2
0(m1−m3)×m3
 Γ

κ k1,3 0. . .
0 κ km4,3
0(m1−m4)×m4
 . . . Γ

κ k1,r1−1 0. . .
0 κ kmr1 ,r1−1
0(m1−mr1 )×mr1

0m2×mr1 . . .
[
0m3×(m2−m3)
−Im2−m3
]
0m2×(m1−m2)
... . . .
...
0mr1−1×mr1
[
0mr1×(mr1−1−mr1 )
−Imr1−1−mr1
]
...[−Imr1 ] 0mr1×(mr1−1−mr1 ) . . . 0mr1×(m2−m3) 0mr1×(m1−m2)
sIm1 + Γ diag
(
κ k1,r1 , . . . , κ kmr1 ,r1 , κ kmr1+1,r1−1, . . . , κ kmr1−1,r1−1, . . . , κ km2+1,1, . . . , κ km1,1
)︸ ︷︷ ︸
=:Kk,κ

, (4.11)
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and
det(ΠDΠL (sIrs − AΓ,k,κ)ΠR)
= det(sIm2)
· det

sIm3
[ −Im4
0(m3−m4)×m4
]
0m3×m4
[
0m3×(m3−m4)
Im3−m4
]
0m3×(m1−m3)
0( r1∑
i=4
mi
)
×m3
. . . . . .
Γ

κ k1,2 + 1sκ k1,1 0
. . .
0 κ km3,2 +
1
sκ km3,1
0(m1−m3)×m3
 Γ

κ k1,3 0
. . .
0 κ km4,3
0(m1−m4)×m4
 sIm1 + ΓKk,κ + Γs

0m3×(m2−m3)
κ km3+1,1 0
. . .
0 κ km2,1
0(m1−m2)×(m2−m3)
0


= . . .
= s
r1−1∑
i=2
mi
det(sImr1 )
· det
[
sIm1 + Γdiag
(
r1∑
i=1
κ k1,is
−(r1−i), . . . ,
r1∑
i=1
κ kmr1 ,is
−(r1−i),
r1−1∑
i=1
κ kmr1+1,is
−(r1−1−i), . . . ,
r1−1∑
i=1
κ kmr1−1,is
−(r1−1−i),
. . . ,
1∑
i=1
κ km2+1,is
−(1−i), . . . ,
1∑
i=1
κ km1,is
−(1−i)
)]
= det
[
diag (sr1 , . . . , srm) + Γdiag
(
r1∑
i=1
κ k1,is
i−1,
r2∑
i=1
κ k2,is
i−1, . . . ,
rm1∑
i=1
κ km1,is
i−1
)]
.
Recall that m = m1. Setting, for j ∈ {1, . . . ,m}, kj(s) :=
∑rj
i=1 kj,is
i−1 an application of
Lemma 4.2 leads to
det(Γ) det(ΠDΠL (sIrs − AΓ,k,κ)ΠR)
= det

sr1
(
Γ−1
)
1,1
+ κ k1(s) sr2
(
Γ−1
)
1,2
. . . srm
(
Γ−1
)
1,m
sr1
(
Γ−1
)
2,1
sr2
(
Γ−1
)
2,2
+ κ k2(s)
. . .
...
...
. . . . . . srm
(
Γ−1
)
m−1,m
sr1
(
Γ−1
)
m,1
. . . srm−1
(
Γ−1
)
m,m−1 s
rm
(
Γ−1
)
m,m
+ κ km(s)

=
m∑
j=0
 ∑
1≤i1<···<ij≤m
s(
∑j
l=1 ril) minor
(
Γ−1 ; {i1, . . . , ij}
) ∏
i∈{1,...,m}
i/∈{i1,...,ij}
ki(s)
κm−j . (4.12)
Observe that for fixed j = 0, . . . ,m every summand in (4.12) is a polynomial in R[s] with degree
rs −m+ j. Moreover, for j = 0, the summand in (4.12) equals p(s) := ∏mi=1 ki(s) which is the
product of m Hurwitz polynomials and thus p ∈ RH [s], hence
∃ δ∗ > 0 : µ(p(·)) < −δ∗ .
Let {γ1, . . . , γm} = spec(Γ) ⊂ C and J ∈ Cm×m be a Jordan canonical form of Γ−1. Since
det(Γ−1 + κIm) = det(J + κIm) =
∏m
j=1(κ + γ
−1
j ) and Γ and thus Γ
−1 are positive definite,
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whence spec(Γ−1) ⊂ C+, Lemma 4.2 yields
∃ δ∗∗ > 0 : µ
κ 7→ m∑
j=0
 ∑
1≤i1<···<ij≤m
minor
(
Γ−1 ; {i1, . . . , ij}
)κm−j
 < −δ∗∗
Setting δ = min{δ∗, δ∗∗} and since
det(sIrs − AΓ,k,κ) = det(ΠD) det(ΠL) det(ΠR)︸ ︷︷ ︸
∈{−1,+1}
det(ΠDΠL (sIrs − AΓ,k,κ)ΠR) , s ∈ C ,
Lemma 4.1 and (4.12) yield (4.10).
Step 3 : It is shown that, for any initial value x(t0) = x0 for (1.1) or, equivalently,
(
ζ
ϑ
)
(t0) =
Wx0 for (4.9),
∃α > 0 ∃κ∗∗ > 0 ∀κ > κ∗∗ ∃M =M(κ) > 0 ∀ t ≥ t0 ∀ t0 ≥ 0 :∥∥∥∥(ζ(t)ϑ(t)
)∥∥∥∥ ≤ exp (−α(t− t0))M ∥∥∥∥(ζ(t0)ϑ(t0)
)∥∥∥∥ . (4.13)
By Step 2 and Lemma 4.3 and since system (1.1) has stable zero dynamics, i.e. spec(Q) ⊂ C−,
one may choose symmetric positive definite matrices Nζ(κ) = Nζ(κ)T ∈ Rrs×rs , for all κ > κ∗,
and Nϑ = NTϑ ∈ R(n−r
s)×(n−rs) such that
Nζ(κ)AΓ,k,κ + ATΓ,k,κNζ(κ) = −Irs , NϑQ+QT Nϑ = −In−rs , (4.14)
and moreover
∀ κ > κ∗ : ‖Nζ(κ)‖ ≤ C0 := 4e
δ
(
1 +
(2rs)!
δ2rs
)
.
where ζ =
[
ζ1
/
ζ2
/
. . .
/
ζm
]
.
Let (ζT , ϑT )T be an arbitrary solution of the closed system (2.1), (2.2), (3.2). Set
Rκ := κ


0 1 . . . 0...
. . .
0 . . . 0 1
R11,1
κr1 . . .
R11,r1
κ
 . . .

0 . . . 0...
...
0 . . . 0
R1m,1
κrm . . .
R1m,rm
κ

...
...
0 . . . 0...
...
0 . . . 0
Rm1,1
κr1 . . .
Rm1,r1
κ
 . . .

0 1 . . . 0...
. . .
0 . . . 0 1
Rmm,1
κrm . . .
Rmm,rm
κ


, Sκ := κ


01×(n−rs)...
01×(n−rs)
1
κrm S
1

...
01×(n−rs)...
01×(n−rs)
1
κrm S
m


. (4.15)
Then differentiation of
t 7→ V (t) := 1
2
ζ(t)TNζ(κ)ζ(t) +
1
2
ϑ(t)TNϑϑ(t)
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along (ζT , ϑT )T yields, for all t ≥ 0, and omitting the argument t for brevity,
V˙ (t) =
d
dt
(
1
2
ζTNζ(κ)ζ +
1
2
ϑTNϑϑ
)
=
1
2
(
ζ˙TNζ(κ)ζ + ζTNζ(κ)ζ˙
)
+
1
2
(
ϑ˙TNϑϑ+ ϑTNϑϑ˙
)
=
1
2
(
[κAΓ,k,κζ +Rκζ +Sκϑ]
T Nζ(κ)ζ + ζTNζ(κ) [κAΓ,k,κζ +Rκζ +Sκϑ]
]
+
1
2

Qϑ+ m∑
j=1
Pj
κr1−rm
ζj1
T Nϑϑ+ ϑTNϑ
Qϑ+ m∑
j=1
Pj
κr1−rm
ζj1


=
1
2
(
κ ζT
(
ATΓ,k,κNζ(κ) +Nζ(κ)AΓ,k,κ
)
ζ + ζTRTκNζ(κ)ζ + ζ
TNζ(κ)Rκζ
+ ϑTSTκNζ(κ)ζ + ζ
TNζ(κ)Sκϑ
)
+
1
2
ϑT (QTNϑ +NϑQ)ϑ+ m∑
j=1
[
(ζj1)
T
P Tj
κr1−rm
Nϑϑ+ ϑTNϑ
Pj
κr1−rm
ζj1
]
(4.14)
= −1
2
κ |ζ|2 + ζTNζ(κ)Rκζ + ζTNζ(κ)Sκϑ− 12 |ϑ|
2 +
m∑
j=1
ϑTNϑ
Pj
κr1−rm
ζj1 ,
and since r1 ≥ · · · ≥ rm ≥ 1 and κ ≥ 1 it follows that
V˙ (t) ≤ − 1
2
κ ‖ζ‖2 + ‖Nζ(κ)‖ ‖R1‖ ‖ζ‖2 + ‖Nζ(κ)‖ ‖S1‖ ‖ζ‖ ‖ϑ‖
− 1
2
‖ϑ‖2 +
m∑
j=1
‖Nϑ‖ ‖Pj‖
κr1−rm
‖ζj1‖ ‖ϑ‖
≤ − 1
2
κ ‖ζ‖2 + ‖Nζ(κ)‖ ‖R1‖ ‖ζ‖2 + 2‖Nζ(κ)‖2‖S1‖2‖ζ‖2 + 18‖ϑ‖
2
− 1
2
‖ϑ‖2 +
m∑
j=1
(
2m‖Nϑ‖2‖Pj‖2‖ζj1‖2 +
1
8m
‖ϑ‖2
)
≤ − 1
2
κ ‖ζ‖2 + ‖Nζ(κ)‖ ‖R1‖ ‖ζ‖2 + 2‖Nζ(κ)‖2‖S1‖2‖ζ‖2 + 2m‖Nϑ‖2
m∑
j=1
‖Pj‖2‖ζ‖2
− 1
2
‖ϑ‖2 + 1
8
‖ϑ‖2 +m 1
8m
‖ϑ‖2
≤ −
1
2
κ− ‖Nζ(κ)‖ ‖R1‖ − 2‖Nζ(κ)‖2‖S1‖2 − 2m‖Nϑ‖2
m∑
j=1
‖Pj‖2
 ‖ζ‖2 − 1
4
‖ϑ‖2 ,
where R1, S1 are defined setting κ = 1 in (4.15). Setting
κ∗∗ := max
14 + 2
C0‖R1‖ − 2C20‖S1‖2 − 2m‖Nϑ‖2 m∑
j=1
‖Pj‖2
 , κ∗
 ,
α := min
{
1
8C0
,
1
8‖Nϑ‖
}
,
M :=
√√√√√max spec
[
Nζ(κ) 0
0 Nϑ
]
min spec
[
Nζ(κ) 0
0 Nϑ
]
20
yields, for all t ≥ 0 and all κ > κ∗∗,
V˙ (t) ≤ −1
8
‖ζ(t)‖2 − 1
8
‖ϑ(t)‖2 ≤ − 1
8‖Nζ(κ)‖ζ(t)
TNζ(κ)ζ(t)− 18‖Nϑ‖ϑ(t)
TNϑϑ(t) ≤ −αV (t) ,
hence (4.13) which shows the exponential stability of the closed-loop system and the proof is
complete. 2
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