We present an approach for solving optimization problems in which the variables are distributed among p processors. Each processor has primary responsibility for updating its own block of variables in parallel while allowing the remaining variables to change in a restricted fashion (e. g. along a steepest descent, quasi{Newton, or any arbitrary direction). This \forget-me-not" approach is a distinctive feature of our algorithm which has not been analyzed before. The parallelization step is followed by a fast synchronization step wherein the a ne hull of the points computed by the parallel processors and the current point is searched for an optimal point. Convergence to a stationary point under continuous di erentiability is established for the unconstrained case, as well as a linear convergence rate under the additional assumption of a Lipschitzian gradient and strong convexity. For problems constrained to lie in the Cartesian product of closed convex sets, convergence is established to a point satisfying a necessary optimality condition under Lipschitz continuous di erentiability of the objective function. For problems with more general constraints, convergence is established under stronger conditions. Encouraging computational results on the Thinking Machines CM-5 Multiprocessor on a subset of the publicly available CUTE set of nonlinear programming test problems are given.
Introduction
We present an approach for solving constrained optimization problems in which the variables are distributed among processors even when the original problem is not separable. We consider the general nonlinear program min x2X f(x) (1.1) where X is a nonempty closed convex set in the n{dimensional real space IR n and f : IR n ! IR has continuous rst partial derivatives on IR n . Our objective in this paper is to distribute p blocks x 1 ; : : : ; x p of the variable x, where x l 2 IR nl , p X l=1 n l = n, among p processors. Given an iterate x i 2 IR n , processor l has primary responsibility for updating block x i l 2 IR nl of the iterate x i by solving the following problem. Parallelization: Once the points x il , l = 1; : : : ; p, have been computed by the p parallel processors, the a ne hull of the points fx i ; x i1 ; : : : ; x ip g is typically searched for a best point by a synchronization step as follows. Synchronization: In fact our convergence results only require the synchronization step to generate a point whose objective value is no worse than the best value generated by the processors. We note immediately that a fundamental di erence between our method and that of block Jacobi for solving nonlinear equations 4] and coordinate descent 19] is the presence of the \forget{me{not" term x i l + D i l l in problem (1.2) . Thus in contrast with block Jacobi and coordinate descent where the coordinates of the blocks of variables x l handled by the other processors are held xed, our parallel subproblems (1.2) allow these blocks of variables to move in arbitrary directions D i l , which can be generated, for example, using steepest descent or quasi{Newton directions in the space of these variables. This novel idea allows each parallel processor to obtain a better minimum and endows the algorithm with a robustness property that makes it di cult to fail, as can be seen from our numerical tests.
We outline the contents of the paper now. In Section 2 we consider the unconstrained case and establish convergence of our algorithm by using ideas similar to those of the parallel gradient algorithm proposed in 13]. We also establish a linear convergence rate for the unconstrained algorithm. In Section 3 we consider problems with block separable constraints, that is where the constraints are a Cartesian product of closed convex sets. In Section 4 we consider more general constraints and in Section 5 we give some preliminary computational results. We conclude with some brief remarks in Section 6.
We brie y describe our notation. For a di erentiable function f : IR n ! IR, rf will denote the n{ dimensional (row) vector of partial derivatives with respect to x, and r l f will denote the n l {dimensional vector of partial derivatives with respect to x l 2 IR nl , l = 1; : : : ; p. If f has continuous rst partial derivatives on IR n , we say f 2 C 1 (IR n (2.14)
Hence lim j!1 rf(x ij ) 2 and rf( x) = 0. The limiting property of the sequence rf(x i ) also follows from (2.13).
If we further assume that the function f is strongly convex on IR n then sequence x i generated by the PVD algorithm converges linearly. We state the result as the following theorem. We turn our attention now to optimization problems with block separable constraint sets.
Parallel Variable Distribution with Block Separable Constraints
We consider the following problem in this section: min x2X f(x) = min n l = n. Before we specify our PVD algorithm for this above problem, we need a few de nitions and some preliminary results. We begin with the concept of an optimality function.
De nition 3.1 Optimality function: For the problem min x2X f(x), f : IR n ! IR and X IR n , the function ! : X ! IR is an optimality function if :
(ii) x 2 arg min x2X f(x) =) !(x) = 0.
(iii) ! is nonconstant and lower semicontinuous on X.
A stationary point for the optimality function is an x 2 X such that !(x) = 0.
The nonconstancy condition is merely to rule out the trivial case of !(x) 0. If X = IR n and f 2 C 1 (IR n ), then !(x) := krf(x)k is an optimality function for min x2IR n f(x), and the notion of a stationary point is standard. If X is a closed convex set in IR n , then the following function determined from the minimum principle 12, 7] serves as the minimum principle optimality function: (x) := ? min d frf(x)d j x + d 2 X; kdk 1 g ; for some > 0:
This is closely related to the gap function for convex programs 11] . A simple argument shows that is lower semicontinuous on X when f 2 C 1 (IR n ). Furthermore, if x is a stationary point for , then 0 = min y2X frf( x)(y ? x) j ky ? xk 1 g :
Hence, x 2 arg min y2X frf( x)(y ? x) j ky ? xk 1 g. Since the objective function is linear in y and X is convex, it follows that x 2 arg min y2X rf( x)(y ? x) also, or equivalently that x 2 X and rf( x)(y ? x) 0; 8y 2 X:
3) This is precisely the minimum principle necessary optimality condition and we summarize the discussion above as the following lemma. We show now that using an Armijo stepsize rule 1] along a bounded Frank{Wolfe algorithm direction 9] produces a function decrease that dominates the minimum principle optimality function (3.2) . This relationship will be needed in establishing the convergence of our PVD algorithm. However, we emphasize that the PVD algorithm does not employ either the Frank{Wolfe algorithm or the Armijo stepsize. Then for
where is the minimum principle optimality function de ned in (3.2) , is the forcing function given by 
Using this lower bound on in (3.5) gives the desired inequality (3.7), after replacing ?rf(x)d by (x) using (3.2). Before stating and proving convergence of our PVD algorithm we need to de ne a distributed optimality function over the block separable constraint set. (ii) x 2 arg min yl2Xl f(y l ; x l ) =) ! l (x) = 0.
(iii) ! l is nonconstant and lower semicontinuous on X.
A stationary point for the optimality function (3.10) is an x 2 X such that !(x) = 0.
We note that
An example of a distributed optimality function for problem (3.1) is the following:
The following lemma shows that a forcing function for the distributed optimality function (3.10) also forces any constituent partial optimality function to zero. Lemma 3.5 If is a forcing function, then for any J f1; : : : ; pg, (!(
where ! is the distributed optimality function given by (3.10).
Proof Since is a forcing function it follows that
However, by de nition ! l (x i ) 0, from which the result follows. We are ready to state our PVD algorithm for (3.1) and establish its convergence. Various theorems 10] relate (4.3) to (4.1), but the key point is that the penalty parameter remains nite and the objective function is di erentiable. Thus (4.3) appears to be a reasonable formulation of the problem (4.1) with inseparable constraints as one with separable constraints to which the algorithms of Section 3 are applicable. Preliminary computational results for the parallel variable distribution algorithm are given in the next section.
Computational Results
In this section we report on some preliminary computational results with the PVD algorithm for unconstrained optimization. Our implementation is written in Split{C 6], a parallel extension of the C programming language primarily intended for distributed memory multiprocessors. Split{C is designed around two objectives. The rst of these objectives is to capture certain useful elements of shared memory, message passing, and data parallel programming in a familiar context, while eliminating the primary de ciences of each paradigm. The second is to provide e cient access to the underlying machine, which in our work is a Thinking Machines CM-5. In our implementation, shared memory is used to handle data associated with the current best solution and termination conditions. Split{C facilitates easy coding of the synchronization problem which obtains its data via message passing, while allowing the data for the subproblems to be physically distributed across the processors. Much of this can also be carried out using CMMD 18] , the message passing library of the CM-5. However, Split{C enables the code to be written in a more readily portable manner.
The current implementation uses MINOS 5.4, a newer version of 14], to solve both the parallel subproblems and the synchronization problem. MINOS uses a Quasi{Newton approach for each of these problems.
MINOS was chosen as the optimization tool since it is very reliable, e cient and can be called easily as a subroutine. Furthermore, although other codes may be more e cient for unconstrained optimization (for example, implementations that consider sparse Hessians or approximations), MINOS can also be used to solve large{scale constrained problems. This will enable the unconstrained code used to report results in this section to be generalized for the algorithm given in Section 3.
The test problems used below are a subset of the problems from the constrained and unconstrained testing environment (CUTE) 5]. Both the problems and tools for linking algorithms with the problems are available via anonymous ftp. The problems are written in SIF (standard input format), and include many practical and large{scale examples.
We now give 8 tables of results. The rst four tables are on smaller sized problems for which our parallel code could run on one processor. The results reported are for two di erent choices of directions. In Table 1 and Table 2 the results are obtained using a zero direction, which we will refer to as PVD0. This is closely related to the parallel gradient algorithm 13]. Essentially, this corresponds to a form of the block Jacobi method with synchronization for solving the problems, but is covered by our convergence analysis. Table 1 gives total time in seconds and the total number of function (and gradient) evaluations, while Table 2 
The next two tables, Table 3 and Table 4 give the same results for an implementation using the auxiliary directions d i generated using a diagonal scaling of the gradient. The diagonal scaling is determined using an where x is the current point and e i represents a vector which has ones in the ith block of variables and zeros elsewhere. We label the corresponding tables with PVD. As above, Table 3 gives the times and function evaluations for PVD, while Table 4 reports the speedup e ciencies as calculated by (5.1) for PVD. 
The nal four tables report on the same algorithms PVD0 and PVD, but with larger problem sizes. In fact we were unable to run these problem instances with only 1 or 2 blocks due to the lack of su cient memory on the processors of the CM-5 for running MINOS on the subproblems. Thus Table 5 has results only for 4, 8 16 and 32 processors. The calculations of speedup e ciency in Table 6 are carried out using the following form:
Time on 4 processors 4 (Time on p processors) p 100 (5.2)
Finally, Table 7 gives the timings and function evaluations for the larger problems with the auxiliary directions generated by the scaling of the gradient direction. Table 8 gives the corresponding speedup e ciencies for PVD on the larger problems using (5.2).
We note that there are some very high speedup e ciencies (over 437%) as well as some very low ones (4.8%). We believe that the reason for the low e ciency is that the problem size is not su ciently large for Comparing PVD0 and PVD, it is more di cult to say which is the clear winner. For example, comparing the speedup e ciencies for the larger problems (Table 6 and Table 8 ), 62 % of the e ciencies for PVD are higher that those for PVD0. Thus, there is a slight indication that PVD is more e cient.
We believe that further experimentation on much larger problems with and without constraints is warranted and might reveal a clearer indication of e ciency as well as better algorithmic strategies. These strategies include a variety of di erent choices for d i in the parallel subproblems. In addition, asynchronous implementation might overcome some of the low e ciencies obtained by our synchronous algorithm.
Computational results for multicategory discrimination problems using a closely related algorithm to PVD0 can also be found in 2].
Conclusion
Blocks of variables of optimization problems were distributed among parallel processors with each processor taking primary responsibility for updating its assigned block while not forgetting about the other variables by allowing them to vary in a restricted but plausible fashion. A synchronization scheme optimizes over the points obtained by the parallel processors. Explicit convergence results were given for the unconstrained case as well as for particular classes of constraints. Preliminary computational results indicate the proposed method has the potential for high parallelization speedup e ciency. An asynchronous implementation, whereby each parallel processor optimizes over the currently available points from the other processors may further increase speedup e ciency. Further theoretical and computational studies are needed to obtain even faster parallel algorithms that take advantage of the powerful multiprocessors that are now available.
A Appendix
For convenience we state some of the results needed in the paper. rf(x ij ) 2 0:
Taking the limit as j ! 1 and invoking the continuity of rf we get: 0 = f( x) ? f( x) krf( x)k 2 0: For the second part of the theorem, we note that strong convexity guarantees that S is compact and f is strictly convex. Hence x i must have at least one accumulation point x which minimizes f(x) on IR n . By the strict convexity of f and the rst part of the theorem, every accumulation point must be the same and hence the sequence x i converges to x which is the unique solution of min x2IR n f(x).
We establish now the linear root rate of convergence of as required.
