AbstractThis paper derives two discrete motion models for 3D pose recovery starting from the stochastic differential equations that describe the object's motion in continuous time. The velocity is considered first as a Wiener process, which underlies the very often-used constant velocity model, and second as an Ornstein-Uhlenbeck process. Analysis of the autocorrelation signal derived in experiment from visual tracking of both translational and rotational movements of a human head demonstrates that such muscular motion is better suited to modeling by the Ornstein-Uhlenbeck velocity process.
I. INTRODUCTION
OMMON to many applications in the field of telerobotics is the need to recover continuously the pose of objects; most often the pose of objects being manipulated but sometimes, as in this paper, the pose of the operator him or herself. Of the variety of possible pose recovery methods -including mechanical [1] ; electromagnetic [2] ; acoustic [3] ; visual "insideout" [4] , [5] ; and visual "outside-in" [6] , [7] -the most widely used appears to be electromagnetic. Though it has the advantage over visual methods of not requiring line of sight, EM sensing suffers signal corruption in the presence of metallic or ferromagnetic obstructions (for AC or DC sensors respectively), and suffers from a small working volume. Of the visual methods, the inside-out method functions as long as there are sufficient trackable features around the operator, but the inherently large image velocities make tracking hard to guarantee. Visual outsidein pose recovery on the other hand offers non-intrusive sensing and, with multiple sensors, an unrestricted workspace.
In this paper we describe such a method for the continuous recovery of the pose and motion of a teleoperator's head to control, first, two rotational joints of a remote stereo camera platform, and, second, the full six degrees of freedom of the camera platform held by a robot arm.
When the sampling rate is such that the inter-frame motion is small, a viable approach to pose recovery through a sequence is to use one of the many methods which recover pose from a single image (eg [8] - [15] and see the reviews in [16] , [17] ) and to use the solution as the starting point for search in the next image. For larger motions however, prediction is needed
This work was performed in the Department of Engineering Science, University of Oxford, Parks Road, Oxford OX1 3PJ, UK. It was supported in part by Grant GR/L15005 from the UK Engineering and Physical Science Research Council and by a Marshall Foundation Scholarship to JJH. Heuring is now with McKinsey Associates, Houston TX. The authors may be contacted at david.murray@eng.ox.ac.uk.
in order to establish unambiguous correspondence and mitigate search, in turn requiring the object's motion to be modeled.
Descriptions of such pose tracking algorithms are fewer, but those of Gennery [18] , Harris [19] , and Wilson et al. [20] are representative -not least of the diversity of approaches. The state transition functions specified by Wilson et al. and Harris use temporal derivatives of the rotation parameters directly and assume that they are constant, which is unsatisfactory from a physical standpoint because, even in the absence of torque, the derivatives are not zero. Gennery however uses, correctly we suggest, angular velocity in the state vector. Wilson updates the absolute orientation directly in the course of filtering, whereas Gennery and Harris first transform the structure of the object to a new frame where the expected rotation correction is zero, and filtering involves estimating the actual correction. As described elsewhere [21] , the latter "indirect" method gives results comparable with the former but only when the covariance is transformed, a point overlooked by both Gennery and Harris and, within our reading, unstated elsewhere in the literature.
Even at the level of modeling pose and motion there is often a lack of unanimity, usually over the handling of rotational motion. We shall take some care to present a consistent treatment of motion representation.
In contrast to this diversity, one near ubiquitous strand in the visual pose tracking literature is the use of a constant velocity model for rigid objects, which takes the stochastic part of the velocity to be a Wiener process. While this might be appropriate for objects under machine control, it seems somewhat unlikely for objects or bodies moved using the vagaries of human muscle power. Here there is a degree of conflict in the teleoperation literature. Zikan et al. [22] maintain that, except for brief surges in muscle energy when accelerating or decelerating, human head motion is well accounted for by the constant angular velocity model; whereas in an earlier paper Liang et al. [23] suggest that a Gauss-Markov process better explains data gathered using an electromagnetic head-tracking sensor.
The epithet Gauss-Markov tends to be used by the estimation community to describe a process originally devised by Uhlenbeck and Ornstein [24] , who were concerned to provide a physically satisfactory explanation of Brownian motion in which a particle's motion was slowed both by dynamic friction proportional to velocity and altered by collisions with other particles with random momentum. The first aim in this paper is to build a motion model around this Ornstein-Uhlenbeck (OU) process. By analysis of the autocorrelation signal obtained from visual tracking, we conclude that for describing human head movements the OU process is indeed superior to a Wiener process.
We then incorporate this motion model into an iterated extended Kalman Filter (IEKF) for pose recovery, placing emphasis on correct modeling of the plant. Measurements for the filter are recovered, like many other trackers, in the form of deviations of measured image lines or points from their expected positions, here determined by projecting a model of the operator's head mounted display (HMD) into the image.
The recovered pose of the operator's head is then mapped onto the two axes of a remote electro-mechanical stereo platform, and the three translational and one rotational axes of a robot arm which holds the platform. The operator can view the remote scene through the HMD, although in the present work no attempt is made to verge the cameras.
II. REPRESENTATION OF MOTION AND STATE
To an observer, an object's movement is part deterministic and governed by predictable physical constraints, and part nondeterministic, governed by an unpredictable forcing function that gives rise to maneuvers. The stochastic differential equations describing the motion of the object in continuous time are
where the vectors
, and 4 represent rotation, translation, angular velocity and translational velocity, respectively. Their definitions are developed below, where four frames of reference become relevant. A point X is described in the object frame as
@ 9
and transformed to a frame with the same origin but aligned with the world frame by a rotation
. The additional translation to reach the world frame is
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is the origin of G described in the frame H . In the camera frame, the point is at 
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are the extrinsic parameters of the camera determined, along with the intrinsics, by calibration using a nonlinear minimization based on the image projection of (at least six) points from a known non-coplanar "perpendicular tile" object.
A. Orientation and Translation
In the state vector, orientation is encoded by the vector part , provides a non-redundant representation of the rotation but, unlike angle-axis, quaternions have an associated algebra, making it possible to compose quaternion rotations and to use them in differential equations (eg [25] ).
Because first-order change in the pose is properly modeled by the filter, there is no preferred frame in which to express & and ( . So although the camera frame is the natural frame when considering geometry recovered from imagery, there is no disadvantage, and some advantage when dealing with multiple cameras and other situated entities, in introducing a world coordinate frame 
B. Rotational and translational velocities
Given the position C 9
in the world frame of a point at 8 @ 9
in the object frame, its velocity in the world frame is
in the expression for velocity,
is the skew-symmetric matrix
is the object's instantaneous angular velocity (such that 9 £ 1 % l 9
), and 4 is the translational velocity. Although these velocities could be used directly, we prefer to choose velocities which are more likely to be constant. First, because the rotational characteristics of the object are defined relative to axes fixed in the object, we choose the angular velocity expressed in a frame instantaneously aligned with the object frame. Secondly, because the rotation axis is likely to be translated by an agent acting at the object origin, we choose the translational velocity in the world-aligned frame. To find expressions for these, we transform the kinematic screw by applying a similarity transformation. In the frame instantaneously aligned with the object frame,
. A similar calculation between the world and world-aligned frames gives the translational velocity as
. In summary, the exact form of the state vector we use is
shall be taken to mean
, and
A 4
, unless otherwise noted.
C. The quaternion analogues
The quaternion expressions for the angular velocities in the world and object frames are . Deciding whether to use angular velocity in the world or object frames is analogous to choosing which of
to use to calculate the rate of change of the quaternion representing orientation in the stochastic differential equations below. The latter is used here.
III. CONTINUOUS AND DISCRETE MOTION MODELS
Two motion models that differ in their treatment of velocity will be investigated. The first is the widely used constant velocity model which assumes that any accelerations are well represented as Gaussian white noise. . The velocity has a tendency to decline towards zero and is an example of an OrnsteinUhlenbeck process [24] and see, for example, [27] . The process is both Gaussian and Markovian (and in some filtering texts gives rise to a Gauss-Markov estimation filter [28] ).
A. Motion Model: Wiener process
The set of stochastic differential equations is
with diagonal matrices implies the random rotational accelerations of the object are uncorrelated with its random translational accelerations. It will be assumed too that the individual components of the rotational and translational accelerations are independent so the matrices and are diagonal. The diagonal elements themselves (which are the standard deviations of the components of the random accelerations) are not assumed to be equal however. This allows tuning to anisotropic accelerations and, in combination with the fact that rotational velocity is measured in the object frame, makes it possible to account for the fact that nodding head motions have been measured as larger and faster than others [29] . In principle, it would be possible to compute values for the elements of the matrices directly from the physical characteristics of the system. In practice, this would be prone to large errors because of uncertainty in intermediate variables such as the average force exerted by human neck muscles, their origins and insertions, and the dimensions and inertia of the human head. Instead, as described in Section IV, we measure the required parameters directly from a long image sequence of typical movements.
If the external forces represented by § © are removed, the natural response of each velocity variable is § © £ @ y $ a Q 6 8
. The exponential impulse response of the system means that the contributions to the velocity of past excursions of the forcing function are always decaying away so that the velocity never gets far from zero. A typical velocity-position pair for the OU process is shown in Fig. 1 
C. Discrete motion models
The discrete equivalent of Equation (1) is
where
summarizes the accumulated effect of the random accelerations on the elements of the state vector. Details of the derivations of the vector functions ¢ « £ for the two models are deferred to Appendix A, and the results summarized below.
Wiener discrete update
The nature of the stochastic process itself, and the parameters that describe it, can be determined by analysis of the autocorrelation of the velocity components
where and « ¾ » are arbitrary sampling times. As noted in Section III-B, an OU signal can be considered the output of a linear system driven by white noise where the impulse response of the system is a decaying exponential. The value of the signal at time is given by a convolution integral
After some routine manipulation the autocorrelation matrices for 4 and 1 are found to be of the form
We now examine an approximation to autocorrelation that can be calculated for sampled data. Because the OU process is both stationary and ergodic, the expectation operator can be replaced by a time average
where Ö is one particular realization of the random process . The luxury of taking infinite time to do an experiment is seldom available, so this becomes a problem of statistically inferring
. Since the time variable is discrete in the case of sampled data, Equation (6) 
This actually gives the maximum likelihood estimate of the autocorrelation sequence [30] .
In order to know how much data needs to be collected, the relationship between the variance of the estimator and the length of the sample data must be investigated. This relationship is approximated by [31] Var
which for the OU process is
To specify the accuracy, the standard deviation of the estimate is required to be some fraction í of the maximum of the actual autocorrelation,
Ç È
. Applying this to Equation (7) 
so a degree of iteration is required because a value of is required to determine how much data is required to determine accurately.
Requiring º Ø § to be accurate to within 5% § í £ 0 ï and using a sampling rate of 50 Hz, ie
To predict one time step ahead it is only necessary to know the first two values of the autocorrelation sequence. In this case
A. Autocorrelation Experiments and Results
In our teleoperation application, the operator's face is all but obscured by a head mounted display, and so it is the HMD rather than facial features which provide the scene model to be tracked.
The operator made typical motions in front of a camera for some 620 seconds and the video sequence was recorded to tape.
To recover some ß õ £ e e 0 motion measurements, the tape was then replayed, captured and subjected to field-rate analysis with the 50Hz frame-rate pose tracker. (Some example frames of the model edges overlaid on the image are shown later in Fig.  7 .) At first, using the tracker in this way appears incestuous, until it is remembered that tracking is merely used to reduce search. All we must ensure is that tracking allows an unbiased estimate of pose change to be generated. We do this by allowing the measurement step of the IEKF (described later) to run to convergence, and using the raw pose changes rather than filtered pose to derive the autocorrelations. The better the tracking, the more likely we are to obtain good raw pose measurements, and so the tracking algorithm is first run with rough estimates of the parameters on part of the recorded sequence of images in turn to provide better estimates of the Ç and parameters, and so on. With the final parameters, tracking continued unbroken throughout the full 10 minutes of the tape.
To attune the eye, we compare in Fig. 2 the autocorrelations from finite duration windows cut at two different times from synthesized Wiener and Ornstein-Uhlenbeck processes. We show views covering all time shifts (wide views) and also enlarged views for small shifts around » £ (narrow views), as it is to the latter signals that a fit is made to determine the parameters of the OU model. Note that the Wiener autocorrelation examples differ amongst themselves because the Wiener process is not ergodic, and note too that each is quite different from the characteristic signature of the ergodic OU process.
The key comparison can now made between these synthesized templates and the experimentally recovered autocorrelations for both rotational and translational velocities shown in wide and narrow views in Figs. 3 and 4 . The similarity between the measured autocorrelation and that of the OU process, and the dissimilarity between these and the Wiener process, suggest that the former is a more realistic model.
All the narrow views of Fig. 4 display elements of exponential decay, three strongly. One evident difference between the measured autocorrelations and synthetic OU autocorrelations is that the measurements exhibit an oscillatory tendency. We comment on this later, but first consider the Ç and values from an exponential fit.
Rather than fitting to the entire curve, the exponentials shown in Fig. 4 are those defined by the maximum of the sequence at zero time shift and the next point at a time shift of one sample. The rationale for this approach is that the recovered parameters are only used to predict one time step into the future. Note however that this gives a good fit for time shifts of up to five samples in every case.
The recovered values of Ç and for both rotational and translational velocity components are shown in Table I . The translational parameters have not previously been measured, nor has the anisotropy between rotational values, but the rotational values appear in broad agreement with the isotropic values of Liang et al. [23] is a measure of how long a single motion lasts, and pan motions typically last twice as long as those of elevation or cyclotorsion.
Comparing the values of for rotation and translation shows that rotational movements have shorter durations and rotational velocities change more quickly than their translational counterparts.
It is the ù (forward-back) component of translation that displays the highest acceleration bursts. This is something of an artifact of the experimental setup, as the subject had to remain in the camera's field of view, thus constraining lateral movements in the ú (side-to-side) and û (up-down) directions. Note, however, that the correlation times of ú and ù motions are similar which indicates that these motions are qualitatively the same. Movements in the û direction have lower accelerations and have a shorter correlation time which marks them as more noise-like in character. The subject was required to stay on the ground, and found difficulty making up and down neck and body movements. We have not yet measured the variation of the parameters between different operators, though we note that despite the subject's efforts to move in different ways throughout the ten minute sample, examinations of different subsections of the data all yield similar parameter estimates.
Finally we comment on the oscillatory structure in the autocorrelation function. Oscillations would be predicted to appear . There is also a strong desire to return from side-to-side rocking, perhaps to keep the line joining the balance organs in the horizontal plane. In the translational autocorrelation, it is not possible to separate out natural muscular restorative forces from the subject's desire to stay within the field of view of the camera.
V. POSE RECOVERY BY OPTIMIZATION WITHIN AN IEKF
Having determined that the plant is better described by the OU model, we now embed it within the framework of an iterated extended Kalman Filter to find the maximum a posteriori (MAP) estimate of the state vector given the image data, which at timestep 
T ¢ '
. The prior covariance changes for each new image, but not for iteration on a single image.
A. Using an "Indirect" IEKF
To generate the system of linear equations, and must be re-evaluated at the expected pose at the beginning of each iteration. As noted in the introduction there are two ways to evaluate the Jacobian . In the "direct" method it is evaluated using the expected value
T ¢ '
and the object structure points 8 E 9
. In the "indirect" method used here the object structure is first rotated by the a priori expected rotation T f , and so the rotation correction to bring this structure into alignment with the image data is expected to be zero. In [21] we discuss more carefully the difference between these two approaches, and show that they give equivalent results but only if in the indirect method the covariance is transformed as given below. Although the indirect method is conceptually more complicated than the direct method, it is faster to compute because the measurement Jacobian is so much simpler.
We now consider the transformation by the expected rotation. The estimated structure of the object in the camera frame (which is used to project the model features into the image) is given by
The rotational velocity estimate is also transformed 
The complete indirect algorithm is illustrated in Fig. 5 . If a constant velocity model were used instead, only the expressions in Appendix B would require reworking. 
VI. IMAGE MEASUREMENTS
The imaging aspects of the tracker are similar to those of Harris [19] , but the measurements can either be point to point or point to line correspondences, the former providing two measurements, 
. The measurement noise covariance is set using a standard deviation on measured image distances of 0.5 pixels.
A. Image data Jacobian
The matrix . The derivatives require very little computation:
In the case of a point to line correspondence, the image distance from the recovered line element to the projected line is
Assuming unchanged orientation, the gradient is
are the same as for points.
B. Implementation details
Two further details warrant mention. The first is that we reject gross outliers in the measurements using RANSAC [9] to check for collinearity amongst control points where relevant. A similar approach using Harris' tracker [19] was reported in [32] . The second is that we initialize the pose automatically based on the concept of alignment as described by Huttenlocher and Ullman [33] , but using a three-dimensional model and full perspective projection. We first choose a set of three model features in some order. To restrict search, the operator shakes his head to induce image change, and image features are detected in this area alone. From among the detected features we repeatedly take sets of three and force correspondence with the model set to compute pose. There may be up to four solutions [9] and using each, the object model is projected into the image and the degree of image support for the pose quantified. If the support is low, a new set of image features is chosen; if high, a refined pose is initialized using all supporting features, for which there is generally a unique solution. The operator is usually acquired correctly within one second of starting the initialization process. If tracking fails, the operator must only pause and shake briefly while the system re-establishes pose, greatly increasing the ease of use. Fig. 7 . illustrates the head tracker in operation through a sequence of stills cut from a video made during use. Every twentieth image is shown, so the inter-image spacing is 400ms. 
VII. EXPERIMENTAL PERFORMANCE

A. Tracking Performance
A.1 Frequency Response and Delay
Feature search, pose estimation and filtering take place on a single C40 processor at the 50 Hz field rate. Using four iterations in the IEKF this takes approximately 18 ms per field. Because of the fixed 20 ms clocking-out time of our CCD camera, this results in an overall latency of 38 ms between the movement of the user's head and the corresponding motion demand being available for use. The bandwidth of the video tracker is limited only by the frequency with which new fields are received. Our system is presently limited (by the cameras) to 50 Hz, resulting in a tracker bandwidth of 25 Hz.
The slew rate of the tracker is limited by the size of the region checked for the new position of a particular point in the image. In the present implementation, this translates to a slew rate of 20 pixels per field, or 1000 pixels per second. The maximum trackable rotational velocity of the operator's head is then given by 
A.2 Accuracy
To test the accuracy of both the rotational and translational parts of the pose tracking algorithm, an object similar to the HMD was moved by a robot arm in a controlled sequence. Odometry recovered from the arm provides the ground truth for comparison with the visually recovered pose. Results for the static accuracy of rotational pose estimation are shown for both pan and elevation axes in Fig. 8(a) . The accuracy on both axes is always within r . These measurements were made with the test device stopping momentarily at each demanded position, so that the results are not affected by the latency of the system. If one takes an extreme view of the constant velocity model, that is by assuming low process noise covariance, then a tracker based on the Ornstein-Uhlenbeck plant model will certainly outperform it when following muscular motions. However, most practitioners will have implemented constant velocity filters which have high process noise to 'maintain agility'. The filter often does nothing more than predict object pose well enough to allow a measurement to be made, and the measurement is then utilized unfiltered. In such cases we expect the improved plant model to provide only marginal improvement in tracking performance. To illustrate this point, which may explain the conflicting viewpoints of Liang et al. and Zikan et al., in Fig.  9 we show the times at which filters based on the two models fail to predict the f coordinate of head translations to within three standard deviations of its correct value. (The filters were however fed with the new pose value and allowed to continue.) As one expects, the additional failures of the constant velocity model occur when the prediction overshoots, as highlighted in the enlargement.
VIII. ADDING IN THE HEAD PLATFORM HARDWARE
The overall layout of the teleoperation system is shown in Fig. 10 . A single camera views the master head, and image fields are grabbed into the memory space of a C40 DSP. The of a subject's head. The data were post-filtered with both the tuned OU filter and a constant velocity filter, where the latter is given high process noise covariance to maintain its agility. In the main diagram the downward spikes at the top, and the upward spikes at the bottom indicate periods during which the innovation in OU and CV filters respectively exceeded three times the measurement standard deviation. The enlarged inset shows that the OU Filter tends to overshoot less. The head's frequency response is shown in Fig. 11 . This Bode plot was generated by sending an impulsive demand and taking the Fourier transform of the resulting visual signal. The phase response corresponds to a constant delay of some 20ms. This is the period between video fields coming from the camera. The phase response of the entire system is about twice this, a constant delay of about 40ms, the additional 20 ms delay occurring in the PMAC motion controller
1
. Since the tracker's bandwidth is 25 Hz, the magnitude response can effectively be considered the magnitude response of the entire system. A. Slaving to rotations using the stereo platform alone Once the quaternion representing the rotation of the operator's head has been estimated by the vision system, the stereo head's inverse kinematics [21] are used to transform it to pan, elevation, and cyclotorsion angles. The pan and elevation angles are sent as demands to the PMAC controller. The PMAC interpolates between demands from the vision system to generate a secondary set of demands that are used in the 2.26 kHz servo control loops.
B. Slaving to rotation and translation by adding the robot arm
The sequence of images in Fig. 13 demonstrates the use of the additional degrees of freedom achieved when the stereo head is held by an Adept Scara arm.
The head can be mounted either so that the arm's wrist joint provides the head with the ability to rotate about the forward resting direction, or so that the range of elevation angle is increased. The remaining joints on the Adept are used to provided translation only. The control of the combination of head and arm is similar to the control of the head alone.
IX. CONCLUSIONS
This paper has developed continuous and discretized motion models for both the Wiener process which underlies the constant velocity model, and the Ornstein-Uhlenbeck process in which velocities are damped. In order to determine which model is superior in describing human head motion, and to measure the parameters for that model, head movements of a test subject were captured at 50 Hz over a period of ten minutes and the autocorrelations of the six components of rotational and translational velocity derived. Comparison of the autocorrelations with templates indicated that the OU process provides the more realistic description of typical head movements. The significant differences between parameters of the various components of rotational velocity suggest that it is beneficial first to measure rotational velocity in the object frame rather than the world frame and second to allow anisotropic accelerations.
Although we believe our measurements provide the first parameterization of all six degrees of freedom of head motion, Liang et al. [23] used an electromagnetic sensor to recover a single (isotropic) variance and time constant for head rotation using an OU velocity process. They were concerned to predict the direction of gaze of a subject over time so that images could be displayed in the correct location within a virtual reality environment, avoiding both the lag of non-predicting displays and the excessive overshoot and oscillation encountered when an inappropriate motion model was used. They did not consider translation. One advantage of our autocorrelation-based tuning over their batch optimization approach is that ground truth data are not required. Nonetheless their recovered parameters are in broad agreement with ours. The OU model was incorporated within the formalism of an iterated extended Kalman filter. Particular care was taken with the prediction of state and covariance, with rotational prediction being treated correctly by exponentiating instantaneous rotational velocity. We noted that there are two routes to solving the pose estimation problem, direct and indirect, which differ in the way the partial derivatives of the equation relating the change in a feature's image position to the change in the object's pose are evaluated. The direct method simply linearizes this equation about the expected pose of the object. The indirect method, used here, transforms the object structure so the expected rotation is zero and then linearizes about this point. Although several authors have used the indirect method none appears to have taken account of the effect of the forward and backward rotations on the covariance matrices, a step necessary whatever motion model used. We found that the tuned OU model does indeed give better prediction than a constant velocity model, but as practitioners inevitably incorporate other methods of finessing model failure, the overall effect on tracking performance is small.
The final part of the paper discussed a field-rate realization of the tracker and applied it to copying the motion of an HMD worn by a teleoperator onto two slave devices, a stereo head providing two rotational degrees of freedom, and also the head held by a robot arm to provide the other four degrees of freedom. The experimental static and dynamic accuracy and frequency response of the tracker were determined experimentally. The angular resolution is less than r and translation can be determined to r mm. The overall dynamic performance is such that head motions of ó 0 0 W @ q µ can be followed, a value which could be increased by using digital cameras with field rates greater than 50 Hz.
Future work must address the difficult issue of quantifying the enhancement of operator performance, and also the control of the two vergence degrees of freedom on the slave head. Some earlier simulations by us [34] on the possibility of eye tracking for vergence control lead us to believe that machine-assisted stereo vergence may be preferable, as delay between tracking and redisplaying the images in the headset caused a spatial lag sufficient to trigger eye saccades. 
and transforming back to the time domain gives the expression in the main text.
The argument for rotational velocity is the same as for trans-
The situation for rotation itself is slightly different. The Laplace transform cannot be used because Equation (3) is nonlinear in the elements of the state vector. Instead, starting from Equation (3) and considering only the vector part of the quaternion,
. We can then summarize the state transition function 
where ( 
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). The error covariance of the prediction given by Equation (14) is needed to combine the prediction with the concurrent measurement. The prediction error is defined as , then the first part of Equation (17) 
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