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Abstract Heart rate variability (HRV) measures in-
cluding the standard deviation of inter-beat variations
(SDNN) require at least five minutes of ECG recordings
to accurately measure HRV. In this paper, we predict,
using counts data derived from a 3 minute ECG record-
ing, the five minute SDNN and also detect premature
ventricular contraction (PVC) beats with a high de-
gree of accuracy. The approach uses counts data com-
bined with a Poisson- generated function, that requires
minimal computational resources and is well suited to
remote patient monitoring with wearable sensors that
have limited power, storage and processing capacity.
The ease of use and accuracy of the algorithm provides
opportunity for accurate assessment of HRV and re-
duces the time taken to review patients in real-time.
The PVC beat detection is implemented using the same
Count Data model together with knowledge-based rules
derived from clinical knowledge.
Keywords Heart rate variability forecasting · RR
interval · SDNN · Premature ventricular contraction
1 Introduction
Heart Rate Variability (HRV) is the variation in the
inter-beat interval, computed in milliseconds from nor-
mal R peaks in an electrocardiograph (ECG) trace, to
the next normal R peak[18]. HRV has been used to pre-
dict sudden cardiac death, hypertension and heart fail-
ure [16][32]. Also, HRV investigations have associated
the risk of cardiovascular disease with chronic stress
states [31]. According to Nabil, HRV represents the
most important feature that can be employed in heart
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arrhythmia detection[26]. HRV is typically measured
using time-domain, frequency-domain and nonlinear mea-
surements. The root mean square of successive differ-
ences (RMSSD) is a common time-domain method how-
ever this varies with heart rate[6]. Another time do-
main feature, the standard deviation of normal to nor-
mal intervals(SDNN) varies less with heart rate fluctu-
ations and represents the over-all (both long-term 24
hours and short-term 5 minutes) variation within the
RR interval series[6]. SDNN has proven to be impor-
tant clinically as it allows risk identification of adverse
cardiac events[39][13][23]. Other time domain measures,
include NN50, the number of successive cycles differing
more than 50ms. The standard deviation of the aver-
age RR cycles assessed over non-overlapping 5 minutes
segments (SDANN) for 24 hours is another time do-
main measure that is particularly stable[6]. Measures
of HRV are affected by heart rate and other local vari-
ations so readings of at least five minutes have been
recommended[6]. However, the potential clinical bene-
fit inherent in raising alarms early have led to many in-
vestigations attempting to find HRV measures in ultra
short time frames [34]. Numerous investigations that
analyse short-term HRV indices using very short time
frames of 10-30 sec and, 1 to 3 minute ECG traces have
found that the RMSSD is a reliable measure and corre-
lates to RMSSD results over longer ECG traces. How-
ever, this is not the case for SDNN or SDANN, which
are sensitive to length of recording. There has been no
publication outlining a reliable way to model long term
RR interval data from short ECG recordings that pro-
vide accurate long term SDNN or SDANN results. This
study presents an algorithm that uses count data from
3 minute ECG traces to reliably forecast HRV measures
for recordings of 5 minute duration.
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Predicting the five-minute HRV with three minutes
of RR data is useful in settings where patients safety
or distress is paramount as well as shortening consulta-
tion times. Screening programmes that use HRV, such
as those advocated by [17] can be less stressful to pa-
tients and be more cost effective if three minute rather
than five minute readings are required. Risk assess-
ments based on HRV in emergency settings such as
those advocated by[12]can then also be performed more
rapidly for enhanced patient safety. Low HRV extracted
from 2 minute traces has been shown to be associated
with sudden cardiac death[24]and many other condi-
tions. However a review of HRV studies of short traces
(seconds to 3 minutes) revealed large variations from
recommended norms[28], which precludes the use of
short traces in clinical settings. The motivation under-
pinning the current study is to discover a mechanism to
transform short ECG traces to accurately forecast the
5 minute HRV measures so that the accepted norms
derived from the 5 minute HRV can be applied.
In recent years, real-time HRV patient monitoring
systems have emerged that use a wireless protocol to
stream data from sensors to a nearby, battery operated
device (e.g. smartphone) that re-transmits the data to a
remotely located server[3]. Algorithms that process the
data to raise alarms ideally, execute on devices close to
the sensor to avoid delays due to connectivity problems
or computational resource constraints [35]. Devices for
wearable sensors are predominately portable and hence,
battery powered. The execution of complex algorithms
and transmission data from these devices consume con-
siderable power and therefore require computationally
simple and data efficient algorithms that calculate HRV
measures.
The algorithm presented here achieves high accu-
racy for the RMSSD, SDNN and SDANN forecasts with
minimal computational resources because it increments
frequency counts of RR intervals as ECG data streams
in, and uses these counts to update HRV measures.
The frequency counts generated for HRV forecasting
can also be used for detecting premature ventricular
contraction (PVC), which may be a serious heart con-
dition if detected at frequencies above six per minute.
Although frequency power domain measures of HRV
have been found to be powerful, they are computation-
ally expensive[36] and therefore have not been explored
in this work.
2 Related work
Measures of HRV are affected by respiration frequency,
heart rate and other local variations so readings of five
minutes have been recommended especially for time
and frequency domain measures[6]. This is to have a
long enough trace for meaningful analysis and avoid
non-stationarity effects.The potentially clinical benefit
inherent in raising alarms quickly following onset of ar-
rhythmia have led to many investigations attempting
to find HRV measures in short and ultra short time
frames. For example, Smith et al.[34]identified over 70
HRV measures that had been used for short (30 beats)
HRV analysis. Their study demonstrated that short-
term HRV assessment, if able to be calculated quickly
and accurately, has the potential to be a good non-
invasive diagnostic tool. However, short-term HRV mea-
sures require personalised validation before they can be
applied to short-term HRV analysis[34].
Along a similar vein, Esco and Flatt[10]evaluated
the agreement of the RMSSD index under ultra-short
term conditions with athletes under resting and post-
exercise conditions and concluded that 60 seconds may
be an acceptable recording time for RMSSD but may
not accurately represent other 5 minute HRV measures.
Thong et al. [37]combined two time domain and one fre-
quency domain HRV measures on 10 seconds traces as
a surrogate for the five minute HRV to find that 10
second recordings were not accurate, although RMSSD
was promising and the high frequency (HF) power re-
quired further investigation.
Taking a longer time frame, Chang et al.[7]compared
three minutes to five minutes HRV time and frequency
domain measures. The time-domain results indicated
that RMSSD and pNN50 analyses were approximately
similar at the third and fifth minute but SDNN results
were significantly different. In frequency domain mea-
surements, Chang et al.[7] found that low frequency/high
frequency power domain measures also varied signifi-
cantly between the three and five minute recording.
Nussinovitch et al. [29]evaluated the reliability of
ultra-short term HRV parameters. The method calcu-
lated HRV indices for 10 seconds and 1 minute then
compared the results to 5 minute measurements of HRV.
Along a similar vein to other work, they concluded that
the RMSSD measure seems reliable for analysing HRV
from 10 second or 1 minute ECG recordings but this
is not the case for SDNN. Frequency domain param-
eters require longer recording time depending on the
frequency range of interest.
None of the studies that investigated the correlation
of five-minute HRV using ECG traces shorter than five
minutes considered the computational cost of calculat-
ing HRV measures. As described above, computational
costs must be taken into account to prolong battery
life when deploying HRV forecasts in a remote patient
monitoring system with wearable sensors and mobile
devices. An Android based patient monitoring system
that uses wearable heart sensors to identify three types
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of cardiovascular diseases in real-time is presented by
[31]. They used four time-domain features heart rate,
SDNN, RMSSD and pNN50 to detect stress states fol-
lowing five-minute ECG traces but did not report en-
ergy consumption or attempt to determine HRV from
shorter recordings.
The approach advanced here for determining HRV
measures relies on counts of RR intervals. These counts
can also be used to detect premature ventricular con-
traction (PVC), a serious cardiovascular condition that
can lead to life-threatening conditions. The instant recog-
nition of life-threatening cardiac arrhythmias is a chal-
lenging problem of clinical significance [19][21][20]. In
particular, PVCs have been found to be related to mor-
tality when linked with myocardial infarction[15]and
has been shown to be associated with caffeine consump-
tion or stress[1].
Although, several studies employed RR data to clas-
sify and detect PVC beats [26], approaches that are suf-
ficiently accurate and can execute rapidly for fast real-
time PVC detection have proven to be elusive. Knowl-
edge based rules have classified and detected heart beats
based on a sliding window technique[38] with positive
predictive accuracy and sensitivity values of 86.54 %
and 87.27 % respectively for PVCs.
A low complexity algorithm for real-time PVC de-
tection that applied a template matching approach for
detection of PVC beats from the MIT-BIH Arrhythmia
database[19] provided robust results of 98.2 % accu-
racy and 93.1 % sensitivity. Though accurate, the tem-
plate matching study requires the detection of the QRS
complex and T waves in real-time for five minutes of
training.Similar results were obtained with an Android
monitoring system based on wearable heart sensors to
classify and detect PVC beats from RR intervals and
applying knowledge-based rules[31].
The detection method presented in the current study
uses frequency counts but requires the detection of only
the QRS complex without the T wave, and only for
three minutes rather than five, to achieve comparable
PVC detection results. Further, the approach advanced
here is computationally simpler than template match-
ing and is well suited to execution on power-constrained
devices because the additional detection of T wave leads
to greater power consumption on mobile devices.
Recently many cardiovascular wearable sensor de-
vices such as eMotion Faros[33]can detect QRS waves
and stream RR data in real-time so can be deployed
directly using the approach advanced here.
Other techniques have been applied to classify PVC
beats including nonlinear complexity measures, wavelet
transform and sophisticated artificial neural networks[19].
Support Vector Machine (SVM) have been deployed to
discern PVC from Non PVC beats[4]. However, these
techniques may not always be technically feasible for
real-time processing of ECG data from wearable sen-
sors and mobile devices due to high computational re-
sources, power consumption and signal noise[19].
3 Material
Trials of the forecasting algorithm advanced here were
applied to the MIT-BIH Arrhythmia database [25]in
keeping with other studies. The MIT-BIH Arrhythmia
database contains 48 ECG recordings of 30 minutes du-
ration from different patients sampled at 360Hz. Some
ECG traces are normal whereas others are arrhyth-
mic. The PVC detection algorithm was based on two
databases; the MIT-BIH Arrhythmia database was used
for testing and the St. Petersburg Institute of Cardi-
ological Technics (INCART) database[11]was used for
measuring the generalization capability performance of
the method. INCART database contains 75 annotated
recordings extracted from 32 Holter records. Each record
is 30 minutes long and consists of 12 standard leads,
each sampled at 257 Hz. The annotations were pro-
duced by an automatic algorithm and then corrected
manually, containing over 175,000 annotations in all.
To match the MIT-BIH-Arrhythmia database the ECG
recordings of the INCART database were resampled to
360 Hz with a tenth-order low-pass finite-impulse re-
sponse (FIR) filter[22]. In both databases, beats are
annotated by expert cardiologists and their details de-
scribed on[8].
4 Method
4.1 Forecasting method
The count data model has emerged as a powerful sta-
tistical tool in many fields including machine learning,
pattern recognition, data mining, and bioinformatics[2].
Count data is statistical data that represents frequency
counts of the number of distinct data occurrences over
a specified interval[5]. Table 1 depicts Count RR data
in the short-term for PVC and Non PVC rhythms from
two readings from the MIT-BIH Arrhythmia database.
In record 119 (PVC rhythm), the 18 most frequently
occurring RR intervals to two decimal places are de-
picted. An RR=0.88 seconds occurred the most often,
47 times. The next most frequent interval was RR=0.53
that occurred 33 times. In contrast, Record 112 (Non
PVC rhythm), has an RR interval of 0.70 that occurs
127 times and the next most frequent was 0.71 at 93
times. The raw frequency counts from three minutes are
filtered through a Poisson distribution in order to arrive
at a prediction of the frequency counts that would oc-
cur following five minutes. The Poisson distribution is a
single parameter discrete probability distribution that
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Table 1 Count RR data for PVC beats (Record No. 119) and Non PVC beat (Record No. 112) heart trace
Record No.119 Record No. 112
RR data Annotation Count RR
data
RR data Annotation Count RR
data
RR data Annotation Count RR
data
0.88 N 47 1.26 N 7 0.70 N 127
0.53 V 33 0.56 V 6 0.71 N 93
0.91 N 32 1.27 N 6 0.69 N 91
0.90 N 31 1.25 N 6 0.68 N 86
0.89 N 30 0.83 N 3 0.67 N 36
0.54 V 26 1.35 N 3 0.72 N 29
0.86 N 23 1.23 N 3 0.73 N 22
0.87 N 22 1.34 N 3 0.66 N 9
0.93 N 22 0.84 N 3 0.74 N 6
V refers to PVC beat as they annotated on the MIT-BIH Arrhythmia database. N refers to Non PVC beats such as N,L,R,a,F,A,
etc. as annotated on the MIT-BIH Arrhythmia database
is appropriate for applications that include the counts
of events that occur randomly in a given interval of
time[42]. Equation 1 describes the Poisson distribution
where X is the number of events in any given interval,
and λ is the mean number of events per interval, then
the probability of observing x events in a given interval
is given by Equation 1:
P (X = x) = exp−λλ
x
x!
x = 1, 2, 3, ...∞ (1)
4.2 Evaluating forecast accuracy
The forecast error is defined as Ej = Xj−Xˆj , where Xj
denotes the jth observation and Xˆj denotes a forecast
of Xj . Accuracy measures that are based on Ej are
therefore scale-dependent and cannot be used to make
comparisons between series that are on different scales.
The most commonly used scale-dependent measures are
based on the root mean squared error (RMSE)[14].
RMSE =
√∑n
j=1(Ej)
2
n
(2)
The traditional equation for the mean RR is given as:
µ =
∑n
i=1Xi
n
(3)
while the mean count RR is given as:
µC =
∑n
i=1(RRdatai ∗ CRRdatai)
n
(4)
The traditional equation for SDNN is :
SDNN =
√∑n
i=1(Xi − µ)2
n− 1 (5)
whereas the SDNN equation with count RR data is:
SDNNc =
√∑n
i=1((RRdatai ∗ CRRdatai)− µ)2
n− 1 (6)
4.3 Proposed RR data forecasting technique
The forecasting technique is implemented in five steps
as described in the algorithm below.
Input: ECG data
Output: Predicted SDNN, RMSNN and Mean RR
Step 1: Apply real-time Pan and Tompkins QRS [30]
detection algorithm to extract RR data for three min-
utes
Step 2: Generate the RR frequency counts on RR to
two decimal places(RR data histogram)
Step 3: Apply Poisson probability to the RR counts in
the RR data histogram to estimate the RR counts after
another 2 minutes
Step 4: Combine the 3 min counted RR data histogram
to the predicted 2 min counted RR data histogram to
form the predicted 5 minutes RR data histogram
Step 5: Use equation (4 and 6) to calculate Mean and
SDNN
Accordingly, we compared the forecasts generated
using the algorithm above with forecasts obtained with
an Elman recurrent neural network. Elman network
[9]is widely used in time series prediction[41]. As out-
lined above, the RR counts can also be used to detect
PVC in real-time described in the next section.
4.4 PVC detection technique
The fact that PVC beats have a QRS pattern wider
than Non PVC beats allows identification of these beats
relatively easily and counts of RR intervals can be ex-
pected to be significantly different [26][27]. The PVC
detection technique was executed in five main steps as
demonstrated in the algorithm below. First, the real-
time QRS detection algorithm[30]was applied to extract
RR data for three minutes. In the second step, RR
counts were generated in the same way as described
for the forecasting algorithm. In the remaining steps,
knowledge rules were derived from[19][38]to detect PVC
from Non PVC beats. The algorithm for the detection
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of PVC and Non-PVC beats is as follows:
Input: 3 min ECG data
Output: Classification of each beat as PVC or Non PVC
Step 1 and 2: As per forecasting algorithm above
Step 3: Sort counted data according to the count field
in descending order
Step 4: Select the first 6 RR data (i.e the most frequent
RR intervals) and calculate the Mean from those
Step 5: For each RR data point, if the RR data >Mean
and the Absolute difference value between (RR data
and Mean) >10 ms then the RR data is PVC else the
RR data is Non PVC
4.5 Power consumption
In this study we used the Samsung Galaxy J1 as a ref-
erence to measure energy consumption in Joules. The
Samsung Galaxy J1 motherboard consists of a quad-
core Cortex-A7 CPU clocked at up to 1.2 GHz with
about 5 Watts power, 1GB Ram, OS Android 6.0, and
has a Bluetooth module. In addition, Samsung Galaxy
J1 has a 1500 mAh rechargeable battery that can work
up to 6 hours (3G). The energy consumption has been
estimated for the runtime HRV and PVC methods by
analyzing the number of operations implemented by the
micro-controller unit; the number of multiplications,
summations, divisions and logical comparisons. These
operations have been converted to number of cycles.
5 Result
5.1 Forecasting five minute HRV results
The counts for a single record No. 234 illustrate algo-
rithm outputs. For this patient, 75 beats occurred with
an interbeat interval of 0.64 seconds in three minutes
and 113 beats occurred with the same interval over five
minutes. The algorithm presented here predicted that
111 beats of 0.64 seconds duration would occur in the
five minutes. Overall, for that patient, the algorithm
finds that the predicted counts from three minutes of
data are close to the five minutes counts actually ob-
served. A new interval, 0.69, appeared once in the ac-
tual five minutes count that was not present in the three
minutes data and therefore not predicted. Interval 0.66
seconds occurred 32 times in the 3 minutes and was
predicted to occur 57 times over 5 minutes. However in-
stead, it occurred 67 times. Table 2 illustrates that the
SDNN calculated from the 3 minutes is quite close to
the SDNN calculated using the Count-Poisson method
from the five minutes actual data. A t-test comparing
the actual five minute SDNN with the three minutes
SDNN (t=-2.11893. p <0.05) confirm previous studies
that report significant differences. In contrast, there was
no significant difference between the predicted and ac-
tual five minute SDNN (t- value=0.1158. p>0.01). Ta-
ble 3 illustrates that the SDNN is also similar for the
same data using the Elman network (t=0.690, p >0.01).
However, the result of overall Root Mean Square Er-
ror (RMSE) between actual and predicted SDNN val-
ues for the Poisson model was 3, whereas the result of
the overall RMSE applying the Elman network was 8.
The results indicated that the Poisson model achieved
a higher prediction accuracy 97 % than the Elman net-
work 92 %. Therefore, the possible accurate predic-
tion of SDNN from 3 minute recordings compared to
the longer recording periods of the MIT-BIH data de-
creased the computation time from 24 hours to 14.40
hours, which leads to decreased energy consumption for
battery-operated devices.
5.2 PVC detection results
The performance of the suggested PVC and Non PVC
detection algorithm was measured by sensitivity (Se),
positive predictive (+P) and accuracy (Ac) for each of
10, non-overlapping, 3 minute segments during 30 min-
utes. Overall testing and validation results of the pro-
posed algorithm are illustrated in Table 4. The PVC
detection results were compared with three published
methods where a part or the full MIT-BIH Arrhythmia
database were used[31][19][38]. Table 5 illustrates the
PVC method presented here provided better sensitiv-
ity and positive predictive to detect PVCs. Although
the algorithm in[19]recognized PVCs beat-by-beat so
it may better meet the real-time analysis requirements
but the proposed algorithm provided much better sensi-
tivity and positive predictive. Also,the count data model
can recognize PVCs in real-time based only on RR data
that leads to low computational processing time.
5.3 Energy consumption results
Energy consumption was estimated for the runtime HRV
and PVC methods by analyzing the number of oper-
ations implemented by the micro-controller unit. The
energy consumption is comparable with the algorithms
listed in Table 6 and is particularly good given that the
algorithm executes in real-time and increases battery
life using, minimal CPU requirements, less time and
power consumption.
Energyconsumption = Power ∗Runtime (7)
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Table 2 Actual and predicted SDNN for MIT-BIT Arrhythmia database records based on Poisson method
Rec.
No.
Three
min
SDNN
(ms)
Actual
SDNN(ms)
(5 min)
Predicted
SDNN(ms)
(5 min)
RMSE Rec.
No.
Three
min
SDNN
(ms)
Actual
SDNN(ms)
(5 min)
Predicted
SDNN(ms)
(5 min)
RMSE
100 25.2 38.5 35.2 2.33 201 144.7 178.2 66.8 0.14
101 48.6 55.2 48.1 5.02 202 63 67 155 1.63
102 38.5 76.8 73.4 2.40 203 199 157.3 64 0.14
103 34 69 76.5 5.30 205 12 64.2 352.3 11.81
104 40.9 86 80.2 4.10 207 156 369 147.3 1.13
105 72.3 105.2 97.4 5.52 208 116.1 148.9 32.7 0.85
106 210.9 190.3 190.9 0.42 209 33.6 33.9 122.7 0.78
107 35.3 72.5 74.9 1.70 210 109.4 123.8 42 0.35
108 45.3 100.2 90.9 6.58 212 39.6 42.5 44.6 0.42
109 41.3 74.2 75.1 0.64 213 19.3 44 189.5 2.62
111 29.5 30.8 30.3 0.35 214 135.6 193.2 79.9 0.99
112 14.5 25.4 25 0.28 215 60.5 78.5 90.3 0.64
113 73 140.2 135.8 3.11 217 56.7 89.4 129.3 0.49
114 93.6 84.2 80.6 2.55 219 144.6 130 64 4.60
115 62.6 123.5 120.2 2.33 220 27.3 70.5 190.3 7.85
116 61 80 80.8 0.57 221 194.5 201.4 79.2 0.78
117 62.6 134.8 130.9 2.76 222 52.5 80.3 70.3 1.91
118 30.5 66.2 64.9 0.92 223 75.7 73 204 5.87
119 200.2 249.7 243.5 4.38 228 124.8 212.3 97.4 4.88
121 43 54 55.3 0.92 230 52.2 90.5 271.4 12.45
122 50 29 30.1 0.78 231 207.6 289 460 12.73
123 115.6 167.4 167.8 0.28 232 205.6 478 110.1 8.98
124 33.4 56.3 56.9 0.42 233 125.6 122.8 20 3.82
200 166.3 123.6 125 0.99 234 14.1 14.6 66.8 0.14
Table 3 Actual and predicted SDNN for MIT-BIT Arrhythmia database records based on Elman method
Rec.
No.
Three
min
SDNN
(ms)
Actual
SDNN(ms)
(5 min)
Predicted
SDNN(ms)
(5 min)
RMSE Rec.
No.
Three
min
SDNN
(ms)
Actual
SDNN(ms)
(5 min)
Predicted
SDNN(ms)
(5 min)
RMSE
100 25.2 38.5 30.3 5.80 201 144.7 178.2 59.9 5.02
101 48.6 55.2 40 10.75 202 63 67 145.7 8.20
102 38.5 76.8 65.6 7.92 203 199 157.3 64.8 0.42
103 34 69 65.2 2.69 205 12 64.2 362.1 4.88
104 40.9 86 77.7 5.87 207 156 369 138.5 7.35
105 72.3 105.2 85.5 13.93 208 116.1 148.9 33.5 0.28
106 210.9 190.3 180.7 6.79 209 33.6 33.9 119 3.39
107 35.3 72.5 71 1.06 210 109.4 123.8 46.2 2.62
108 45.3 100.2 101.6 0.99 212 739.6 42.5 50.5 4.60
109 41.3 74.2 65.3 6.29 213 19.3 44 185 5.80
111 29.5 30.8 20.9 7.00 214 135.6 193.2 81 1.77
112 14.5 25.4 39.3 9.83 215 60.5 78.5 90.8 0.99
113 73 140.2 120.6 13.86 217 56.7 89.4 121.2 6.22
114 93.6 84.2 67.6 11.74 219 144.6 130 60.3 7.21
115 62.6 123.5 109 10.25 220 27.3 70.5 194.8 4.67
116 61 80 75 3.54 221 194.5 201.4 101.2 14.78
117 62.6 134.8 80.8 38.18 222 52.5 80.3 73 0.00
118 30.5 66.2 60.2 4.24 223 75.7 73 194.6 12.52
119 200.2 249.7 182.8 47.31 228 124.8 212.3 101.3 7.64
121 43 54 50.8 2.26 230 52.2 90.5 280.8 5.80
122 50 29 27.9 0.78 231 207.6 289 479 0.71
123 115.6 167.4 102 46.24 232 205.6 478 98.8 16.97
124 33.4 56.3 57.4 0.78 233 125.6 122.8 12.4 1.56
200 166.3 123.6 128.9 3.75 234 14.1 14.6 59.9 5.02
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6 Discussion
Remote healthcare monitoring based on mobile devices,
requires algorithms that consume less computation re-
sources and power consumption. A forecasting algo-
rithm that can accurately predict the five minutes SDNN
parameter from three minutes of data in a computa-
tionally simple way has been advanced. The algorithm
executes so quickly that it can be revised in real-time
as each new data point is sensed. Forecasting HRV can
contribute to the early detection of stress states and
raising alarms for patients with heart disease or neuro-
logical conditions such as Parkinsons disease and elderly
subjects[31]. Also, it reduces the long-term HRV analy-
sis from 24 hours to 14.40 hours that leads to power sav-
ings for both wearable and mobile devices. In compar-
ison with previous published real-time techniques our
method is computationally simple and can execute in
real-time with high accuracy, sensitivity, and positive
predictive compared with other methods. The method
in[19]requires the detection of QRS and T waves in real-
time. This consumes more processing time and power
than the approach advanced here that requires only the
QRS and uses counts of RR data. In addition, T wave
identification is more complex and therefore leads to
greater error. This is especially important for mobile
devices. In addition, as illustrated above sensors are
emerging that stream RR data. With our algorithm,
the RR data can be processed directly further reducing
processing time and resources.
7 Conclusion
Previous studies found SDNN results differ significantly
between 3 and 5 minutes. The current research advances
equations that can predict the 5 minute SDNN from 3
minutes of RR data in real-time using a counts data
model. Results indicated that predicted SDNN results
were similar to actual SDNN results with an overall ac-
curacy of 97%. This contributes to obtaining optimal
short time recording (5 minutes) for analysing HRV in
short term recordings of less than 5 minutes. Also, this
paper illustrates that the counts of RR intervals used
for the HRV forecasts can be used to improve real-time
PVC beat detection. Results indicated positive predic-
tive accuracy and sensitivity improvements over ex-
isting methods. Furthermore, many investigations pro-
posed that SDNN/RMSSD can be used as surrogate
for LF/HF, making this a convenient way to determine
sympathovagal balance[40]. Further research is required
to apply the proposed methods within a mobile device
to determine clinical utility and computational savings.
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Table 4 Overall performance in the testing databases
of MIT-BIH Arrhythmia and INCART
Database +P % Se % Ac %
MIT-BIH 96.6 93.7 95.4
INCART 92.7 87.5 94.2
Table 5 Comparison between the suggested method
and published real-time methods
Study +P % Se % Ac %
Tsipouras et al. [38] 86.5 87.2 94.9
Li et al. [19] 81.4 93.1 98.2
Pierleoni et al. [31] 86 87 94
Proposed method 96.6 93.7 95.4
Table 6 Comparison between the suggested methods
and frequency domain method for energy consumption
Method Runtime
(Sec)
Energy
consump-
tion(Joules)
Time
(min)
QRS detection 0.032 0.016 -
T wave detection 0.016 0.08 -
Frequency domain 0.060 0.30 5
Our Forecasting 0.040 0.20 3
Our PVC detection 0.050 0.25 3
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