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ABSTRACT
Large scale datasets collected using non-expert labelers are prone to labeling errors. Errors
in the given labels or label noise affect the classifier performance, classifier complexity, class pro-
portions, etc. It may be that a relatively small, but important class needs to have all its examples
identified. Typical solutions to the label noise problem involve creating classifiers that are robust
or tolerant to errors in the labels, or removing the suspected examples using machine learning al-
gorithms. Finding the label noise examples through a manual review process is largely unexplored
due to the cost and time factors involved. Nevertheless, we believe it is the only way to create a
label noise free dataset. This dissertation proposes a solution exploiting the characteristics of the
Support Vector Machine (SVM) classifier and the sparsity of its solution representation to identify
uniform random label noise examples in a dataset. Application of this method is illustrated with
problems involving two real-world large scale datasets. This dissertation also presents results for
datasets that contain adversarial label noise. A simple extension of this method to a semi-supervised
learning approach is also presented. The results show that most mislabels are quickly and effectively
identified by the approaches developed in this dissertation.
vii
CHAPTER 1 : INTRODUCTION1
1.1 Motivation and Problem Statement
Machine learning algorithms learn a model from the training data. In supervised classifi-
cation problems each example in the training data is represented using features and class labels.
Features encode the observed characteristics or measurable properties of the examples. Typically,
features are represented as a vector. A label is the name or class of an example. For instance,
in the visual object recognition problem, label(s) are attached to the object(s) that appear in the
image. The data collection process might introduce noise into the examples either by changing the
feature values or the labels. The presence of noise in the example labels is called label noise and
the examples containing the noise are called the label noise examples or the mislabeled examples.
Large scale datasets are usually labeled (at least partially) by non-experts due to the cost
and time factors involved in the labeling activity. One of the widely used object recognition datasets,
ImageNet [1] is an excellent example of a large dataset collected through crowd sourcing (Amazon
Mechanical Turk [2]). The ImageNet data collection process followed several stringent measures like
estimating the confidence score followed by votes from multiple labelers to avoid labeling errors.
The confidence score is the probability that an image is labeled correctly by an user. It is used
to determine the number of labelers required for each class. It is estimated that ImageNet dataset
1Portions of this chapter were reprinted from Pattern Recognition, 51, Ekambaram, R., Fefilatyev, S., Shreve, M.,
Kramer, K., Hall, L. O., Goldgof, D. B., & Kasturi, Active cleaning of label noise, 463-480 Copyright (2016), with
permission from Elsevier
Permission is included in Appendix A.
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contains about 0.3% of label noise. The typical causes of label noise [3] are attributed to the
following: non-expert labelers, fatigue, typing error, ambiguity in the data or visual features, and
ambiguity in the description. Label noise also occurs due to the presence of examples from unknown
classes in the dataset. The core problem addressed in this dissertation stems from one such instance
which occurred while separating the oil-droplets and plankton images after the deepwater horizon
oil spill [4]. Since, the oil droplets were a new class never before imaged and smaller than plankton
previously imaged, they were a challenge to label. However, it was critical to label all examples of
them since they were a class much smaller than the tens of thousands of imaged plankton.
The deepwater horizon oil spill caused an intriguing problem for computer vision and ma-
chine learning scientists. The problem involved the separation of plankton and other objects from
the images captured using SIPPER platform. The dataset consists of plankton (32 classes), air
bubbles, fish eggs and noise (typically called marine snow). There were about 8537 examples in
this datasets, which is just 0.5% of all the images collected with SIPPER. The dataset was labeled
by marine science experts based on visual analysis. During this labeling process several of the oil
bubbles/fish eggs were mislabeled, mainly because it is a new class, as air bubbles and other objects
in the datasets. The mislabeled examples can be corrected by manually relabeling all the examples.
This process demands enormous amount of time from the marine science experts. A better solution
is to provide a small subset, i.e., potentially mislabeled examples, to the experts for relabeling.
Consequently, a trade-off will be made between the amount of noise that gets removed from the
dataset and the time required of experts. This latter approach forms the basis of the problem for
this dissertation.
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Label noise examples in the training data perturb the learning process and affect the machine
learning algorithm, typically, with negative consequences. Previous theoretical analyses showed that
label noise examples reduce classifier performance [5, 6, 7, 8]. Label noise might also increase the
required number of training instances or the complexity of the classifier as shown in the works of
[9, 10]. Other effects include a change in frequency of the class examples which might be problematic
in medical applications, poor estimation of performance of the classifiers, decrease in the importance
of some features and poor feature selection and ranking. Finding the label noise examples will help to
overcome these problems. In particular, this dissertation deals with finding the label noise examples
in the machine learning datasets when they are introduced by a random process.
Several approaches have been proposed in the literature [11, 12, 13, 14, 15, 16, 17, 18, 19, 20,
21, 22, 23, 24, 25, 26] to address this critical problem. Though some of the approaches use support
vector machine (SVM) classifiers [21, 22, 23, 13], none of them focus solely on the support vector
examples. An SVM classifier represents the classification decision boundary only with the support
vectors, and hence they are the important examples. The method in [27] showed that the SVM
classifier has the property to capture mislabeled examples as its support vectors. The proposed
hypothesis is that the mislabeled examples tend to be on the margin and get chosen as support
vectors of the SVM classifier. This dissertation focuses on the idea that the support vectors of the
SVM classifier capture the majority of the label noise examples. The significant advantage of this
idea is that the dataset can be divided into two sets: a noisy set and relatively noise free set, in
which the noisy set captures the majority of the label noise examples.
Approaches proposed in [24, 25, 26] that remove the suspected label noise examples auto-
matically from the training set are called filtering methods [3]. Filtering based approaches suffer
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from the chicken-and-egg problem as discussed in [24]. It is due to the two constraints: 1) good
classifiers are required to find the mislabeled examples and 2) good examples are needed for training
a good classifier. Our assumption that the majority of the label noise examples are captured by
support vectors of a support vector machine finds a trade-off between these two constraints and
overcomes the chicken-and-egg problem to some extent. Capturing the majority of the label noise
examples in a subset of the dataset is helpful for several applications. Applications requiring a
high quality dataset can only focus on cleaning the noisy subset. The problems where one cannot
afford to spend time on cleaning the dataset can only use the relatively noise free subset in their
application. The learning problem can also be changed by either deleting the labels or assigning
weights to the examples in the noisy set.
1.2 Contributions
Contributions of this dissertation to the literature are described below.
1. Experimental validation of the hypothesis presented in [27].
Extensive experiments were done to verify the hypothesis that an SVM captures the majority
of the uniform random label noise as support vectors. The hypothesis was tested for both the
one-class SVM (OCSVM) and the two-class SVM (TCSVM) classifiers.
2. A theory to show that SVM has the property to capture the majority of the label noise
examples as support vectors.
The theory is based on the intuition and experimental evidence that the contrary case is rare
in practice. The contrary case refers to the scenario where the label noise examples will not
get selected as support vectors. A theorem is proved to show that it is possible to mislabel an
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example that satisfies the contrary case. The theorem is extended to identify conditions for
separable and non-separable datasets where one can mislabel examples such that the majority
of them will satisfy the contrary case. Extensive experimental results were shown to support
the theory.
3. A novel method that finds the specific support vector examples that are most likely to be the
label noise examples is shown. It reduces the number of examples that need to be reviewed.
As explained earlier, separating the label noise examples into subsets is advantageous and
can be exploited in several ways. In this chapter this idea is exploited to further reduce the
number of examples that need to be reviewed to identify most of the label noise examples
in the dataset. A novel method is developed exploiting the idea that the non-support vector
examples are relatively noise free and thus a potentially noise-free classifier (SVM, Random
Forests, etc) can be learned using them. The noise-free SVM can then be used to target the
most likely label noise examples in the support vectors.
4. The practical use of the above method is demonstrated by finding label noise examples in one
of the large scale object recognition datasets.
The proposed method is tested with one of large scale object recognition dataset, ImageNet.
The obtained results show that the proposed method found slightly more label noise errors than
the random sampling selection process, while requiring many fewer examples to be examined.
5. Three applications of this method beyond finding random label noise are presented: 1) find-
ing malware in android applications, 2) finding adversarial label noise examples, and 3) an
extension to a semi-supervised learning approach.
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Those applications are illustrated along three dimensions: 1) Effectiveness of this method
is demonstrated by finding mislabeled examples in a highly imbalanced and unknown class
examples dataset, i.e, by finding malwares in android applications. 2) Performance of this
method against adversarial label noise is demonstrated through experimental results. 3) Di-
viding the datasets into noisy and relatively noise free sets provides an efficient way to learn
with a semi-supervised learning algorithm. This approach avoids the manual relabeling of the
label noise examples and the experimental results show that the performance of the created
classifier is comparable to the state of the art label noise tolerant approaches with the benefit
of explicitly correcting most errant labels.
1.3 Thesis Overview
Chapter 2 describes the SVM machine learning algorithm and the prior work in the literature
that deals with finding and removing label noise examples in the labeled datasets.
Chapter 3 demonstrates the hypothesis that label noise examples are captured as the support
vectors of the SVM by experiments. Three different experiments using 1-class SVM, 2-class SVM and
their combination were conducted to evaluate the hypothesis and to compare their performances. A
novel method that builds on SVM is proposed and its performance is analyzed through experiments.
Performance comparison with a closely related method in the literature is also shown.
Chapter 4 describes the theory to explain the SVM characteristics for capturing the random
label noise examples as support vectors.
Chapter 5 presents an extension of the novel method in Chapter 3 and experimentally shows
the usefulness of this method by finding label noise examples in the ImageNet dataset.
6
Chapter 6 illustrates other applications and the extension of the proposed method.
Chapter 7 presents the conclusions and potential future works that can be done to improve
the performance of the proposed methods and the other methods that could be developed.
7
CHAPTER 2 : BACKGROUND2
2.1 Introduction
The main idea of this dissertation involves a novel use of the Support vector machines (SVM)
classification algorithm [28, 29]. SVMs are a class of algorithms used for classification and regression
tasks. SVM finds a discriminative model, i.e., for our purposes the model can predict the label for
a given feature vector, for the examples in a dataset. SVM finds a linear separating hyperplane in
a feature space between two classes of examples. It is a two class classifier that can be adapted
for more than two classes. The hyperplane is found based on the principle of maximum margin.
The margin is the distance between the two closest examples from the opposite classes along the
direction normal to the hyperplane. SVM finds the hyperplane which gives the largest margin. A
depiction of a classifiers decision boundary based on the maximum margin principle is shown in
Figure 2.1.
An SVM decision function is given by
D(x) = wTx− b (2.1)
where w is the normal vector to the hyperplane, b is the bias and x is the test vector or example.
The example x is classified to belong to one of two classes based on the value ofD(x), where [−1,+1]
2Portions of this chapter were reprinted from Pattern Recognition, 51, Ekambaram, R., Fefilatyev, S., Shreve, M.,
Kramer, K., Hall, L. O., Goldgof, D. B., & Kasturi, Active cleaning of label noise, 463-480 Copyright (2016), with
permission from Elsevier
Permission is included in Appendix A.
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are the class labels typically used. If D(x) ≥ 0 the example is classified as class +1, otherwise −1.
Maximizing the distance between the two closest example is equivalent to maximizing the following
function for the training examples:
ykD(xk)
‖w‖ ≥M (2.2)
where xk are the training examples, yk ∈ [−1,+1] are the class labels, D(xk)‖w‖ is the distance be-
tween the examples and the hyperplane and M is the margin. The condition can be rewritten as
follows:
ykD(xk) ≥M‖w‖ (2.3)
D is a function of w and hence scaling w scales the values on the terms on both the sides of Equation
2.3. Hence, the term on the right side can be held constant, i.e., M‖w‖ = 1. Then maximizing M
is equivalent to minimizing ‖w‖. This gives the formulation of the SVM optimization problem:
minimize
w,b
‖w‖
subject to yk(wTxk − b) ≥ 1; k = 1, . . . , N.
(2.4)
Figure 2.1: Margin and decision boundaries of a two class SVM classifier. The hyperplanes H1 and
H2 are the margin boundaries. The shaded examples that lie on the margin boundaries are the
support vectors.
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From this it can be inferred that the margin boundaries, H1 and H2, in the example shown
in Figure 2.1 are described by the following equations:
wTxk − b = +1, if yk = +1
and
wTxk − b = −1, if yk = −1
(2.5)
The distance between these two margin boundaries is given by 2‖w‖ . This shows that in order to
increase the distance between the margin boundaries, ‖w‖ should be reduced.
From Figure 2.1 it is easy to see that the solution to this optimization problem only involves
the examples that lie on the margin boundaries. These are the examples that affect the solution
and they are called the support vectors. It should be noted that the solution for Equation 2.4 exists
only if the examples from the two classes are linearly separable or all the examples in the dataset
satisfy Equation 2.5.
Figure 2.2: An example for a non-linearly separable dataset. The left figure shows a non-linear
decision boundary. The right figure shows the soft-margin SVM decision boundary.
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Not all datasets are perfectly separable by a linear hyperplane as shown in Figure 2.2. Hence
the optimization problem in Equation 2.4 does not yield a solution for all datasets. To overcome
this problem, the method proposed in [30] relaxes the optimization problem by including penalty
terms for the examples that violate the condition in Equation 2.4. More specifically a slackness term
(ξk) is added to the optimization equation. The examples which lie on the wrong side of the margin
boundary are penalized by their distance (ξk) from their respective margin boundary as shown in
Figure 2.2. The soft margin SVM optimization problem is described by the following equations:
minimize
w,b
‖w‖
subject to yk(wTxk − b) ≥ 1− ξk
ξk ≥ 0; k = 1, . . . , N
(2.6)
Though the above equations only result in a linear hyperplane, it is possible to create a non-
linear decision boundary by simply mapping the input data non-linearly into some high dimensional
space using kernel functions. There are two ways to solve the SVM optimization problem: primal and
dual. The work in [31] shows how to solve the primal optimization problem with kernel functions.
The dual formulation proposed in [28] is widely used and is efficient for high dimensional features
and for applying the “kernel trick” to the features. The SMO-type algorithms described in [32, 33]
are an efficient way to compute the support vectors and they solve the dual optimization problem.
The SVM dual problem formulation is given by:
minimize
α
1
2
N∑
i=1
N∑
j=1
yiyjK(xi,xj)αiαj −
N∑
i=1
αi,
subject to αi ≥ 0,∀i,
N∑
i=1
yiαi = 0
(2.7)
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The decision surface, i.e, solution to the SVM problem, in the dual formulation is given by:
w =
N∑
i=1
αiyixi (2.8)
The examples with αi > 0 are selected as support vectors to create the decision boundary.
These are the examples that our approach selects as the candidates for relabeling.
The maximum margin principle has been extended to unlabeled data or examples from a
single class in the work of Schölkopf et al. [34]. A large number of problems involving unlabeled
data can be solved, if the density is estimated. A simplified version of estimating the density is that
of finding a binary decision function which captures the region in the space that contains data from
the given distribution. If a ball of radius “R” is used to describe the data in the feature space, the
optimization problem can be formulated as follows:
min
R∈R,ξi∈R+,C∈F
R2 +
1
νN
N∑
i=1
ξi,
subject to ‖Φ(xi)− C‖2 ≤ R2 + ξi
ξi ≥ 0,∀i
(2.9)
where Φ(x) is the image of the point x in the projected higher dimensional space, C is the center
of the ball and ν is the lower bound on the fraction of SVs or the upper bound on the fraction of
outliers. Solving the problem in Equation 2.9 in the dual space gives the following solution:
C =
N∑
i=1
αiΦ(xi) (2.10)
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where αi are the Lagrange dual variables. The decision function using a kernel function K : χ×χ→
R is given by:
f(x) = sgn(R2 −
∑
i,j
αiαjK(xi,xj) + 2
∑
i
αiK(xi,x)−K(x,x)) (2.11)
If the kernel function K(x,y) only involves the terms x−y, then K(x,x) is a constant. For
such kernel functions, the work in [34] shows that, finding the smallest ball of radius R is equivalent
to finding a maximum margin hyperplane between all the data points and the origin. This method
is referred to as the OCSVM classifier in the literature.
2.2 Label Noise Types
The work in [3] classifies random or stochastic label noise into three types: Noise Completely
at Random (NCAR), Noise at Random (NAR) and Noise Not at Random (NNAR). Uniform random
label noise can be categorized as NCAR. The majority of the label noise literature, including our
proposed method, deals with NCAR noise. The label flipping probability for each examples is
independent of all the variables, such as class label, class size and feature values. Therefore, in
datasets with NCAR noise, the number of label noise examples in each class is proportional to the
class size. In the NAR noise model the % of noise in each class is different and it depends on the
class label. For instance, in multi-class datasets, two confusing classes might contain more label
noise than other classes. Label noise in the deep water horizon problem discussed in Chapter 1,
where suspected fish eggs/oil bubbles were labeled as air-bubbles, is an example for NAR. NAR
noise is used to model asymmetric label noise. NNAR is the more general type of label noise. It
includes cases such as difficult examples that lie on the border line between two class boundaries, or
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rare examples which lie on the low density regions. Apart from these random noise types, there can
be some noise introduced by adversarial agents. Adversarial label noise affects specific examples
whose label flip favors or help adversaries to achieve their malicious intents. The method proposed
in this dissertation deals only with the NCAR noise model, though experimental results, reported
in Chapter 6, show that it also works for most of the adversarial label noise scenarios proposed in
the literature.
2.3 Taxonomy and Related Work
A multitude of approaches have been proposed in the literature to address the label noise
problem. The work in [3] presents an excellent and comprehensive survey about the label noise
problem. The taxonomy in [3] classifies the label noise techniques into three different categories:
1. Robust approaches: The approaches that implicitly handle label noise by avoiding over-fitting
of the training data, for example, by means of regularization, were classified as label noise
robust methods. For example, the loss functions such as 0-1 and least squares were shown to
be robust to label noise [35]. The experimental results on the Iris dataset showed that the
classification accuracy using the 0-1 loss function in CALA [36] remained stable for up to 20%
noise and the least square loss function accuracy dropped by just 1%. Whereas, the accuracy
of SVM and logistic regression dropped by 9% and 7% respectively.
2. Tolerant approaches: The approaches that were explicitly designed to learn the label noise
model along with the classification model or modified the learning algorithm to reduce the
influence of the label noise were classified as label noise tolerant methods [37, 38, 39].
3. Filtering techniques: The approaches that attempts to reduce label noise in the data before
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feeding it to the learning algorithms were classified as filtering methods. The proposed method
in this dissertation can be classified as belonging to this category.
Techniques that involve manual review of the training examples were not considered in [3].
The reason is that manual review is usually expensive and time consuming for large datasets. The
method proposed in this dissertation particularly addresses this issue.
We classify the label noise approaches into four broad categories as follows:
1. Classification based methods
2. Confidence or weight based methods
3. Approaches exploiting the classifier’s properties
4. Mitigation of the effects of the label noise examples on the classifier
2.3.1 Classification Based Methods
Classification based filtering methods were employed to remove the label noise or outlier
examples using machine learning models in [15, 16, 40, 25, 41, 15]. In the method of Brodley and
Friedl [15], an automatic noise removal technique that also removes good examples was introduced.
It increases the classifier accuracy, but may miss a number of mislabels which is problematic if there
is a small class of interest. In the method of Zhu et al. [16], a rule based method was proposed to
distinguish between exceptions and mislabeled examples. The intuition behind the method in [16]
is similar to the method in [15], but it can be applied for distributed, large scale datasets. The
dataset was divided into subsets and rules were generated for all subsets. Examples in each subset
were classified by the rules generated from all the subsets. The assumption is that the mislabeled
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examples were misclassified by more rules than exceptions. We do not consider exceptions in our
method, but our method can be applied independently in each location of a distributed large scale
dataset as long as a sufficient number of positive and negative examples is present in each location.
The methods proposed in [25] and [40] used misclassification as a criteria to find the label
noise examples. The method in [25] used SVM and [25] used neural networks. A pruning based
method to find the outliers is proposed in [41] for the C4.5 decision tree. A general k-fold cross
validation scheme based on majority voting and consensus filter ensemble approaches was proposed
in [15]. The learning algorithms included univariate decision tree, k-NN classifier and linear dis-
criminant functions. An iterative approach that repeats the method proposed in [15] until no outlier
examples are found was proposed in [42]. Though outliers were found by these methods, the outliers
were not guaranteed to be either label noise or feature noise examples. However, our method guar-
antees that the found examples were label noise examples; assuming the relabeling is done correctly
by the expert.
2.3.2 Confidence or Weight Based Methods
The methods in [11, 12, 13, 43, 44, 19, 20] calculate the confidence or weights for the
examples and use thresholds to determine the criteria for label noise. The intuition behind a few
of the methods are closely related to our work, i.e., in targeting the important examples, but differ
in the criterion used to define importance. The criterion used is information gain in the work
by Guyon et al. [11], distance to the separating hyperplane in the work by Rebbapragada et al.
[12], and probability in the work by Rebbapragada [13], and Brodley et al. [43]. In the work by
Guyon et al. [11], a method was proposed to select or reduce the number of examples instead of
using all the examples for training the classifiers. The examples were manually verified after being
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put in decreasing order by an information gain criteria to find the most important and potentially
mislabeled examples. The examples which produced more information gain were more useful to the
classifier, as well as more suspicious. The main idea of this method is similar to our approach. The
examples were reviewed based on the information gain criteria and in our approach the criteria is
implicitly defined by the large margin principle. We differ from [11] in classifier(s), how we rank
examples, the strict use of human in the loop and analysis of the number of trials to remove examples
and what percentage of mislabels can be found for removal.
In the work by Rebbapragada et al. [12], examples were selected for labeling in an active
learning framework using an SVM classifier. The unlabeled examples which lie close to the separat-
ing hyperplane were selected for labeling. The intuition behind this method is very close in principle
to our method, but we are different in the following: our examples are labeled and we only examine
the support vector examples. The examples selected for labeling in [12] may or may not become a
support vector and online training for large datasets is time consuming.
The method of Rebbapragada [13] and Brodley et al. [43] have similarities to our proposed
approach. They classified the training data from the classifier created using SMO in Weka [45]
and generated a probability with the classification [44]. Then the examples which received low
probability were verified by the labeler. The examples are not necessarily support vectors and
depending on where the probability threshold for reviewing examples lies, some support vectors on
the wrong side of the boundary may be ignored. We compare with this work in Chapter 3.3.1. In the
work by Rebbapragada and Brodley [19] and Rebbapragada et al. [20], examples are clustered pair
wise and a confidence is assigned to each example using the Pair Wise Expectation Maximization
(PWEM) method. The classifiers which take a confidence value as input instead of labels can make
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use of this information. A confidence measure can also be calculated using our method, but the
criterion used is different.
2.3.3 Approaches Exploiting the Classifier’s Properties
The methods in [14, 17, 46, 18, 47, 48, 49] exploit classifier properties to find the label
noise examples. In the work by Gamberger et al. [14], a complexity measure was defined for the
classifier and a weight was assigned to each example. The method is iterative and in each round
of the iteration the example with the highest weight is selected. The selected example is examined
for label noise, if its weight is greater than the threshold. Our method is also iterative but the
number of rounds is independent of the number of noise examples and also does not require any
threshold. The methods of Muhlenbach et al. [17], Sánchez et al. [46] used geometrical structure
to find the mislabeled examples. In [17] a Relative Neighborhood graph of the Toussaint method
was used to construct a graph. An example was considered as bad or doubtful if its proportion of
connections with examples of the same class in the graph was smaller than the global proportion
of the examples belonging to its class. This method is closely related to our method, because
in both methods examples which are closest to examples from other classes are suspected, but
the geometry considered in this method is local whereas in our method the global position of all
examples are considered at the same time. A kernel based method was proposed by Valizadegan
and Tan [18] for this problem. In this method, a weighted k nearest neighbors (kNN) approach was
extended to a quadratic optimization problem. The expression to be optimized depends only on
the similarity between the examples and hence can also be solved by projecting the attributes into
higher dimensions with the help of a kernel. The examples whose labels were switched to maximize
the optimization expression were considered mislabeled. This method is similar to our method in
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using the optimization function, but the objective of the optimization function is different. The k-
NN based methods in [47, 48] remove the examples which do not have a majority of examples from
its own class as its neighbors. In a k-NN based method in [49] the examples which do not contribute
to the classification of its neighbors, i.e, whose removal does not affect the classification, are filtered
out. These k-NN based methods look at all the examples, where as our k-NN based method only
looks at the support vectors, and hence is computationally efficient, but requires manual relabeling.
2.3.4 Mitigation of the Effects of the Label Noise Examples on the Classifier
The other approach to solve this problem is to mitigate the effect of the label noise examples
on the classifier. The methods can be classified as label noise tolerant methods that can both handle
noise and create classifiers. In the Adaboost learning algorithm, the weights of the misclassified
instances are increased and weights of correctly classified instances are decreased. This will create
a group of base classifiers which correctly predict the examples that have large weights. The work
of Rätsch et al. [50] and Dietterich [51] show that AdaBoost tends to overfit in the presence of
mislabeled examples. In order to avoid building base classifiers for noisy examples, a method was
proposed by Cao et al. [52] to reduce the weights of the noisy examples using kNN and Expectation
Maximization methods. In the work of Biggio et al. [21], Stempfel and Ralaivola [22] and Niaf
et al. [23], the SVM problem formulation was modified to handle the label noise problem. In the
work of Biggio et al. [21] the optimal decision surface was obtained in the presence of label noise
by correcting the kernel matrix of the SVM. The correction reduces the influence of any single
data point in obtaining the separating hyperplane. The method in [22] assumes that noise free
slack variables can be estimated from the noisy data and the mean of the newly defined non-convex
objective function was the noise-free SVM objective function. The method in [23] estimates the
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probability of each data point belonging to the prescribed class. These probabilities were then used
to adjust a slack variable that gives some flexibility to the hard constraints given in the initial
optimization problem using a standard SVM. In their experiments, the probabilities were generated
using Platt’s scaling algorithm [44] and a function to measure the distance to the boundary. These
methods handle noise and create classifiers in a single step, but our method is strictly a preprocessing
step to remove the label noise examples before creating any classifier with the training data. The
method proposed in [52] reduces the bias of the suspected mislabeled examples when building the
adaboost classifier by reducing their weights. The suspected mislabeled examples were identified
using kNN and Expectation Maximization.
2.4 Summary
The general principle behind the SVM classifier was introduced. The types of label noise
problem and kinds of solutions to this problem were discussed. The most related works in the
literature which deal with label noise were classified based on the characteristics of their solution
and were briefly described.
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CHAPTER 3 : ACTIVE CLEANING OF LABEL NOISE3
In this chapter, we present an approach to remove random label noise examples in dataset
by selecting suspicious examples as targets for inspection. We show that the large margin and
soft margin principles used in support vector machines (SVM) have the characteristic of capturing
the mislabeled examples as support vectors. We present experimental results on two character
recognition datasets for one-class and two-class SVMs. We propose another new method that
iteratively builds two-class SVM classifiers on the non-support vector examples from the training
data followed by an expert manually verifying the support vectors based on their classification score
to identify any mislabeled examples. We show that this method reduces the number of examples to
be reviewed, as well as the parameter independence of this method, through experimental results
on four data sets.
3.1 Algorithm
Our algorithm exploits the theory behind support vector machines. The dual of the opti-
mization problem created by an SVM is typically solved because it is efficient for high dimensional
features and the kernel trick can easily be applied to the solution [28]. The SMO-type solver [32, 33]
3Portions of this chapter was reprinted from Pattern Recognition, 51, Ekambaram, R., Fefilatyev, S., Shreve, M.,
Kramer, K., Hall, L. O., Goldgof, D. B., & Kasturi, Active cleaning of label noise, 463-480 Copyright (2016), with
permission from Elsevier
Portions of this chapter was reprinted from IEEE International Conference on Systems, Man, and Cybernetics,
Ekambaram, R., Goldgof, D. B., & Hall, L. O., Finding Label Noise Examples in Large Scale Datasets, Copyright
(2017), with permission from IEEE
Permissions are included in Appendix A.
21
is a computationally efficient way to find the boundary for a training set using an SVM. The solution
to the dual problem is given by:
w =
N∑
i=1
αiyixi (3.1)
where w is the normal to the hyperplane, yi ∈ [−1, 1] are the class labels, xj is a d dimensional
example, αi is a Lagrange multiplier, and N is the number of training examples. Now it turns out
that αi = 0 for examples that are not needed for the decision boundary. So, only support vectors
αi > 0 are used to create the decision boundary. This means two things in this work. First, we only
need to look at the labels of support vectors. The other labels are irrelevant in the sense that they
do not affect the decision made on test examples. Second, when people find an example difficult to
label, one which they are likely to mislabel, it is likely to be a border example near examples that
make up the support vectors and be a support vector itself. Also, if an adversary wants to affect
decisions by changing labels they must focus on the support vectors.
Another argument for the observation that label noise examples become support vectors
is supported by the optimization procedure for SVM parameters [53]. It is reasonable to assume
that the mislabeled examples are mixed in with the correctly labeled examples. In such cases, the
optimization process of SVMs creates a hyperplane which carves a precise boundary to separate the
examples from two classes. These hyperplanes include the mislabeled examples as support vectors.
Hence, by validating the support vectors using an expert’s knowledge, mislabeled examples can be
removed. The process can be iteratively applied to potentially remove all label-noise examples. We
refer to this algorithm as AC_SVM (Active Cleaning with SVM). The algorithm is described in
Table 3.1. The algorithm was tested with both the two-class SVM (TCSVM) and one-class SVM
(OCSVM) classifiers.
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Table 3.1: Steps involved in the AC_SVM algorithm. Copyright (2016) Elsevier.
1. Mark all the training examples as not verified
2. Train an SVM classifier using the training examples
3. Have an expert validate all the support vectors marked as not verified:
(a) Change the labels of the mislabeled examples in the support vectors
(b) Mark all the support vector examples as verified
4. Repeat steps 2 and 3 until no label error is found
We observed from the experimental results that a classifier with label noise examples has a
large number of support vector examples. Reviewing all the support vector examples to find the
label noise examples is tedious. Motivated by the results shown in [13], we rank ordered the support
vectors of TCSVM examples based on their class probability. This method showed that most of
the label noise examples have low probability for the class to which they are assigned. But we
found three problems with this approach: 1) dependency on classifier parameters, 2) the need for
the selection of the number of examples to review in each batch, and 3) the need for a threshold
to stop the review process. To overcome these problems we have developed a new method (ALNR)
which efficiently targets the label noise examples in the support vectors of the TCSVM. If most of
the label noise examples are selected as support vectors, then it is possible to create a noise free
TCSVM classifier using the non-support vector examples. Though the classifier created using only
these non-support vector examples might not perform the best on test data, we show by experiments
that it can be used to target the label noise examples. The idea is to measure the distance to the
boundary, created by a presumably noiseless model, of the support vector examples and use those
with low probability in a class, which are, typically, on the wrong side of the decision boundary,
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Figure 3.1: Steps in the ALNR method to find the mislabeled examples in a dataset. This process
can be done iteratively until no mislabels are found or few are found. Copyright (2017) IEEE.
as top candidates for relabeling. This leads to a significantly reduced number of examples to be
reviewed to remove the label noise examples. The generalization of this method which involves
creating a classifier using any machine learning algorithm with the non-SV examples and efficiently
targets the label noise examples in the SVs is shown in Figure 3.1.
3.2 Experiments
We discuss the experiments and the performance of the two methods in this section. AC_SVM
shows that label noise examples have a high probability of being selected as support vectors. For
the AC_SVM method the performance of OCSVM, TCSVM and their combination were tested. In
the combination experiment, the support vectors of OCSVM and TCSVM were combined at each
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round until the support vectors of both the classifiers are free of label noise examples. We have
compared the performance of several machine learning algorithms (SVM, Random Forest, Logistic
Regression, Naive Bayes, K-NN) for the ALNR method. Also a detailed performance comparison
is done between the ALNR_SVM and the method in [13]. The method in [13] is referred to as
ICCN_SMO.
The experiments were conducted with four different datasets widely used in the machine
learning community: the UCI Letter recognition dataset, the MNIST digit dataset, wine quality
dataset [54], and Wisconsin Breast cancer dataset. The UCI letter recognition dataset has a total
of 20,000 examples for the letters (A-Z) and each example is represented by a 16 dimensional
feature vector. The MNIST digit recognition dataset has a total of 60,000 training and 10,000
testing examples for the digits (0-9) and each example is represented by a 784 dimensional feature
vector. Only the examples from the training set were used in our experiments. We performed some
exploratory experiments and selected 3 letters (H, B and R) from the UCI letter recognition dataset
which are the most likely to be confused. The dataset contains 730, 704 and 737 examples for the
letters H, B and R respectively. In the work by [55], it was stated that the digits 4, 7 and 9 in the
MNIST digits recognition dataset had the most confusion among them, so these three digits were
selected. The dataset contains 5842, 6265 and 5949 examples for the digits 4, 7 and 9 respectively.
The AC_SVM method was tested with these three selected letters and digits from the UCI and
MNIST datasets, respectively. The wine quality dataset has 1139 examples for the red wine class
and 3189 examples for the white wine class and each example is represented by a 12 dimensional
feature vector. The Wisconsin Breast cancer dataset has 212 examples for the malignant class and
357 examples for the benign class and each example is represented by a 30 dimensional feature
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Table 3.2: The number of examples used in the experiments at 10% noise level. CLE - correctly
labeled examples, MLE - mislabeled examples, TE - test examples. The number of examples
correspond to the letter or digit or wine type in the same row under the same class. The mislabeled
examples in Class X are labeled as Class Y and vice-versa. Copyright (2016) Elsevier.
UCI Letter Recognition Dataset
Experiment # Class X Class Y
Letter # CLE # MLE # TE Letter # CLE # MLE # TE
1 H 450 50 100 B 225 25 50R 225 25 50
2 B 450 50 100 R 225 25 50H 225 25 50
3 R 450 50 100 H 225 25 50B 225 25 50
MNIST Digit Recognition Dataset
Experiment # Class X Class Y
Digit # CLE # MLE # TE Digit # CLE # MLE # TE
4 4 900 100 500 7 450 50 2509 450 50 250
5 7 900 100 500 9 450 50 2504 450 50 250
6 9 900 100 500 4 450 50 2507 450 50 250
Wine Quality Dataset
Experiment # Class X Class Y
Wine Type # CLE # MLE # TE Wine Type # CLE # MLE # TE
7 Red 450 50 200 White 450 50 200
Wisconsin Breast Cancer Dataset
Experiment # Class X Class Y
Type # CLE # MLE # TE Type # CLE # MLE # TE
8 Malignant 90 10 30 Benign 90 10 30
vector. The ALNR method was tested with all four datasets. The experiments were done using
MATLAB, scikit-learn python machine learning library ([56]) and LIBSVM [57].
In each experiment the dataset was divided into two classes: X and Y. For example, in the
first experiment using the UCI letter recognition dataset letter H was considered as class X and
letters B and R were considered as class Y. In the second experiment the letter B was considered as
class X and the letters H and R were considered as class Y. In the third experiment the letter R was
considered as class X and the letters H and B were considered as class Y. For OCSVM experiments
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Figure 3.2: The sampling process of examples for an experiment. Copyright (2016) Elsevier.
only the class X examples were used. The testing examples to evaluate the classifier performance
were sampled first from each class. The examples to test our algorithm were sampled from the rest
of the examples in the dataset as follows: randomly sample 500 examples from class X and relabel
50 of them as class Y, randomly sample 250 examples from each letter in class Y and relabel 25 of
them from each letter to class X. An example sampling process at a noise level of 10% is shown in
Figure 3.2. The dataset partition for each experiment at noise level 10% is captured in Table 3.2.
The number of correctly labeled and mislabeled examples were changed proportionately at different
noise levels.
The same procedure was applied in testing the MNIST dataset, but the number of examples
used was different. With a large number of examples available for each class in the MNIST dataset,
we used 1000 examples for both classes. Class X had 900 correctly labeled examples and 100 noise
examples (50 from each digit in class Y). Class Y had 900 correctly labeled examples (450 from
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each digit) and 100 noise examples from the digit in class X. The wine quality dataset has only
2 classes: red and white wines. Class X is formed from 450 correctly labeled red wine examples
and 50 incorrectly labeled white wine examples, and Class Y is formed from 450 correctly labeled
white wine examples and 50 incorrectly labeled red wine examples. The Wisconsin Breast cancer
dataset has only 2 classes: malignant and benign cells. Class X is formed from 90 correctly labeled
malignant cell examples and 10 incorrectly labeled benign cell examples, and Class Y is formed from
90 correctly labeled benign cell examples and 10 incorrectly labeled malignant cell examples. In
order to avoid bias from the examples chosen in any one experiment we repeated each experiment
in Table 3.2, 30 times with different randomly sampled examples. All the reported results for the
AC_SVM experiments are the average of the 180 experiments (90 each for UCI Letter and MNIST
Digit recognition datasets) and the results for the ALNR experiments are the average of the 240
experiments (90 each for UCI Letter and MNIST Digit recognition datasets, 30 for Wine Quality
dataset and 30 for Breast cancer dataset).
In ICCN_SMO the examples are reviewed in batches and the review is stopped when the
number of reviewed examples is equal to the amount of label noise examples in the dataset. The
number of examples to be reviewed in a batch was arbitrarily set to 20. In our implementation of
ICCN_SMO some changes were made to the experimental setup to make a fair comparison. The
number of examples to be reviewed in a batch was varied between datasets. We choose 20 examples
for the Breast cancer dataset, 30 examples for the UCI and Wine Quality datasets and 50 examples
for the MNIST dataset. These numbers were chosen in proportion to the number of examples in
the dataset. Also, the review process was extended to between 20 and 25% more examples than the
amount of noise in the dataset. The criteria for review is kept the same; it is based on probability.
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The feature values of the data were scaled between -1 and 1 and classifiers were built using
linear and RBF kernels. Parameter selection was done independently using 5-fold cross validation
for each random choice of training data. The range of the RBF kernel parameter “γ” was varied
in multiples of 5 from 0.1/(number of features) to 10/(number of features). In addition, two other
“γ” values 0.01/(number of features) and 0.05/(number of features) were tested. The range of the
SVM cost parameter “C ” was also varied between 1 and 25 in steps of 3.
We first discuss the results for the AC_SVM method on the UCI Letter and MNIST charac-
ter recognition datasets. The overall percentage of label noise examples selected as support vectors
on the UCI and MNIST datasets over 30 experiments at the 10% noise level is 85.75% and 85.79%
for OCSVM with the linear and RBF kernels respectively and 99.55% for TCSVM with both the
linear and RBF kernels. The detailed results for one of the experiments using OCSVM and TCSVM
are shown in Tables 3.3 and 3.4, respectively, and the overall performance is shown in Table 3.5. It
was observed that the majority of the noise examples were removed in the 1st round of iterations
and very few noise examples were removed in the subsequent rounds in all experiments. It is clear
that up-to 45% of the examples can be support vectors when 10% of the examples have incorrect
labels in the dataset as shown in Table 3.5. Generally, more complex boundaries will entail more
support vectors. The number to be looked at may not scale well as the training set becomes large,
in some cases.
We also performed another experiment in which the support vectors of both one-class and
two-class classifiers (only class X support vectors) at each iteration were added together and ex-
amined for the presence of label noise examples. For a linear kernel, this resulted in an overall
improvement in finding mislabeled examples of around 1.5% and for the RBF kernel the improve-
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ment was only around 0.1%. The results of this experiment are shown in Table 3.5. The performance
of OCSVM in selecting the label noise examples as support vectors for different values of “µ” is shown
in Table 3.6. Again, we see that the number of support vectors can be a significant percentage of the
total number of examples which might be problematic for large data sets, if the number of support
vectors scales linearly with training set size.
Table 3.3: The result of a single run of experiment 4 with an OCSVM classifier on the MNIST data
at the 10% noise level. This table shows the iteration number, the cumulative number of support
vectors to be reviewed until that iteration, the cumulative number of label noise examples selected
as support vectors until that iteration, the kernel parameters used for that iteration and the number
of support vectors selected in that iteration by the OCSVM classifier. The parameter “µ” was set
to 0.5. Copyright (2016) Elsevier.
Iteration # Cumulative # SVreviewed
Cumulative #
Label noise
examples
removed
RBF Kernel
parameter (γ)
# SV in the
iteration
1 503 79 0.0014 503
2 546 87 0.0005 465
3 550 89 0.0005 460
4 552 90 0.0005 460
5 553 90 0.001 458
Table 3.4: The result of a single run of experiment 4 with a TCSVM classifier on the MNIST data at
10% noise level. This table shows the iteration number, the cumulative number of support vectors to
be reviewed after that iteration, the cumulative number of label noise examples selected as support
vectors until that iteration, the kernel parameters used for that iteration and the training accuracy
of the classifier using that kernel parameter in that iteration. In this case all noise examples were
removed. Copyright (2016) Elsevier.
# Iteration
Cumulative
# SV
reviewed
Cumulative
# Label
noise
examples
removed
Parameter
“ C ”
RBF
Kernel
parameter
(γ)
Training
accuracy in
%
1 841 99 25 0.001 88.8
2 848 100 22 0.005 98.95
3 849 100 25 0.005 98.75
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Table 3.5: The average performance over 180 experiments on both the MNIST and UCI data sets
and the overall performance at 10% noise level. For OCSVM these results were obtained when using
the value 0.5 for parameter “µ”. Copyright (2016) Elsevier.
Dataset
Linear Kernel
OCSVM TCSVM Combined
% outliers % noiseremoved
% support
vectors
% noise
removed
% support
vectors
% noise
removed
MNIST 55.05 89.46 42.91 98.23 57.26 99.67
UCI 55.02 78.33 48.80 97.92 53.67 99.31
Overall 55.04 85.75 44.87 98.13 56.06 99.55
Dataset
RBF Kernel
OCSVM TCSVM Combined
% outliers % noiseremoved
% support
vectors
% noise
removed
% support
vectors
% noise
removed
MNIST 55.23 91.21 45.56 99.85 40.59 99.95
UCI 54.93 74.95 42.80 99.78 33.69 99.95
Overall 55.13 85.79 44.64 99.83 38.29 99.95
TCSVM using the RBF kernel failed to find 15 mislabeled examples in total over 90 (3
experiments * 30 repetitions) MNIST dataset experiments. Two examples missed by the RBF
kernel are shown in Figure 3.3. The image on the left is mislabeled as a 4 in the dataset and its
correct label is 9. By looking at this image we believe that it is a reasonable miss by our method,
since the digit is a bit ambiguous. The image on the right is mislabeled as 9 in the dataset and its
correct label is 4. Though it appears clear to us from the image that the digit is a 4, our method
failed to identify it as mislabeled.
Figure 3.3: Example misclassification results. The images on the left and right are labeled as 4 and
9 respectively in the dataset. The image on the left is correctly identified as a mislabeled example,
whereas the image on the right is incorrectly identified as a correctly labeled example. Copyright
(2016) Elsevier.
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Table 3.6: The average performance of OCSVM with RBF kernel for different “µ” values over 180
experiments on both the MNIST and UCI data set at 10% noise level. Copyright (2016) Elsevier.
“µ” MNIST UCI
%
outliers
% noise
removed
%
outliers
% noise
removed
0.3 36.19 77.17 34.69 53.86
0.4 45.80 85.4 44.88 64.15
0.5 55.23 91.21 54.93 74.95
0.6 64.44 94.92 64.14 80.95
0.7 73.43 97.51 73.29 87.15
0.8 82.44 99.17 82.39 93.11
We now discuss the results for the ALNR methods applied to all four datasets. For the
ALNR experiments the total number of examples were kept the same but the noise level was varied
from 10% to 40%. The SVM parameter (for both ALNR and AC_SVM) “C ” for both the linear and
RBF kernels was set to 1 and the parameter “gamma” for the RBF kernel was set to 1/(number of
features). The number of trees in the Random Forests experiment was set to 100. The optimization
for the logistic regression was done using the Trust Region Newton Method [58] with a maximum
of 100 iterations. The numbers of neighbors for the k-NN method was varied between 1 and 5. The
ALNR methods were also compared with the classification filtering approach proposed in [59]. The
classification filtering approach is based on 5-fold cross validation (CV) approach. In the 5-fold CV
experiments, the labels for the examples in the test fold were predicted with the classifier learned
using the examples in the training folds. The examples whose predicted labels differ from the ground
truth were selected as potential label noise examples for the manual review process. A linear kernel
with the parameter “C ” set to 1 was used for the SVM based CV approach.
The methods are abbreviated as follows: Random Forests (RF), Logistic Regression (LR),
Naive Bayes (NB), k-Nearest Neighbors (k-NN). The precision, recall and F1-scores (2∗precision∗recallprecision+recall )
of all the methods are shown in Tables 3.7 to 3.12. Here, recall is defined as the percentage of label
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noise examples found and precision is the ratio of the number of label noise examples found to the
number of examples selected for review. The results show that the precision of the ALNR methods
were better than the CV approaches. Whereas, the recall rate of the CV approaches were better
than the ALNR methods. The recall rate of the RF and k-NN with three and five neighbors were
the highest.
Each of the ALNR methods except the LR algorithm performs better, with respect to the
average F1-score, than the corresponding 5-fold CV approach. The ALNR methods based on RF,
SVM and k-NN with both the linear and RBF kernels perform better than all the CV approaches.
The performance of the CV approaches based on SVM, RF and k-NN (with 3 and 5 neighbors)
were better than the ALNR methods based on LR and NB algorithms. The recall rate of LR is
superior to all the ALNR methods, but its precision is poor (lower than AC_SVM). It can observed
that the F1-score increases with increase in noise level for all the methods, though not for all the
experiments, especially for the ALNR experiments with linear kernel for the MNIST dataset and
for the k-NN 5 based CV approach experiments with MNIST and Wine datasets. The increase in
F1-score is due to the increase in the precision with the increase in noise level. It is intuitive to
think that it is easier to find label noise examples with an increase in the noise level. The difference
in the recall rate between the algorithms is small when compared to the difference in the precision.
This trade-off between the precision and recall is captured in the F1-score. Due to this trade-off the
ALNR methods ranked highest with the F1-score.
We now make a detailed comparison between ALNR_SVM (SVM based ALNR method)
and ICCN_SMO methods. For the ALNR_SVM experiments the noise levels were varied between
10% and 50%. In addition to finding the performance in removing the label noise examples, we
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Table 3.7: Precision for the ALNR methods at different noise levels computed over all the ex-
periments. The average precision is the average of 240 experiments. The rank of the methods is
computed based on the average precision. The rank is computed over all the ALNR methods with
both the linear and RBF kernels and the cross validation approaches.
Dataset % Noise AC_SVM ALNR methods with Linear Kernel
Level SVM RF LR NB k-NN 1 k-NN 3 k-NN 5
UCI
10 0.192 0.460 0.449 0.100 0.338 0.454 0.434 0.418
20 0.294 0.629 0.598 0.198 0.494 0.588 0.571 0.559
30 0.370 0.719 0.690 0.298 0.590 0.657 0.643 0.630
40 0.438 0.745 0.738 0.398 0.637 0.690 0.683 0.673
MNIST
10 0.230 0.620 0.687 0.099 0.455 0.732 0.742 0.740
20 0.330 0.735 0.807 0.198 0.587 0.810 0.830 0.832
30 0.404 0.748 0.851 0.299 0.633 0.815 0.853 0.863
40 0.473 0.719 0.841 0.401 0.666 0.763 0.804 0.822
Wine
10 0.309 0.910 0.863 0.098 0.594 0.863 0.869 0.870
20 0.377 0.958 0.915 0.195 0.717 0.931 0.935 0.935
30 0.419 0.969 0.927 0.302 0.792 0.953 0.952 0.950
40 0.458 0.972 0.949 0.398 0.837 0.958 0.955 0.954
Cancer
10 0.233 0.684 0.564 0.100 0.540 0.629 0.623 0.624
20 0.327 0.787 0.716 0.210 0.690 0.762 0.758 0.753
30 0.389 0.836 0.800 0.305 0.781 0.827 0.824 0.817
40 0.454 0.840 0.835 0.403 0.814 0.842 0.846 0.844
Average 0.349 0.721 0.736 0.249 0.593 0.728 0.733 0.730
Rank 20 6 1 22 14 4 2 3
Dataset % Noise AC_SVM ALNR methods with RBF Kernel
Level SVM RF LR NB k-NN 1 k-NN 3 k-NN 5
UCI
10 0.165 0.423 0.400 0.099 0.308 0.410 0.389 0.374
20 0.272 0.592 0.567 0.198 0.465 0.556 0.531 0.519
30 0.354 0.679 0.659 0.301 0.562 0.633 0.612 0.601
40 0.427 0.702 0.715 0.400 0.611 0.667 0.651 0.640
MNIST
10 0.206 0.638 0.559 0.099 0.437 0.658 0.656 0.653
20 0.304 0.768 0.703 0.198 0.595 0.771 0.770 0.768
30 0.373 0.822 0.768 0.299 0.692 0.816 0.816 0.812
40 0.436 0.837 0.801 0.401 0.745 0.823 0.820 0.815
Wine
10 0.271 0.898 0.839 0.100 0.557 0.856 0.864 0.860
20 0.356 0.949 0.896 0.198 0.697 0.926 0.928 0.927
30 0.408 0.962 0.913 0.300 0.777 0.946 0.946 0.944
40 0.450 0.969 0.932 0.400 0.825 0.955 0.954 0.950
Cancer
10 0.188 0.598 0.523 0.092 0.496 0.594 0.591 0.586
20 0.296 0.745 0.680 0.200 0.664 0.740 0.732 0.729
30 0.367 0.820 0.773 0.299 0.764 0.817 0.811 0.812
40 0.432 0.850 0.808 0.405 0.802 0.847 0.835 0.809
Average 0.324 0.724 0.684 0.249 0.588 0.709 0.700 0.693
Rank 21 5 10 23 15 7 8 9
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Table 3.8: Precision for the Cross validation approaches at different noise levels computed over all
the experiments. The average precision is the average of 240 experiments. The rank of the methods
is computed based on the average precision. The rank is computed over all the ALNR methods
with both the linear and RBF kernels and the cross validation approaches.
Dataset % Noise Cross Validation approaches
Level SVM RF LR NB k-NN 1 k-NN 3 k-NN 5
UCI
10 0.437 0.551 0.424 0.339 0.393 0.493 0.509
20 0.606 0.619 0.596 0.501 0.461 0.555 0.593
30 0.700 0.628 0.685 0.595 0.513 0.578 0.609
40 0.715 0.628 0.694 0.639 0.564 0.601 0.616
MNIST
10 0.336 0.680 0.337 0.239 0.402 0.555 0.619
20 0.457 0.776 0.465 0.378 0.472 0.593 0.659
30 0.521 0.777 0.529 0.469 0.520 0.600 0.646
40 0.565 0.715 0.579 0.538 0.568 0.613 0.635
Wine
10 0.911 0.829 0.878 0.754 0.459 0.676 0.790
20 0.956 0.846 0.929 0.866 0.513 0.669 0.770
30 0.969 0.795 0.923 0.894 0.546 0.637 0.698
40 0.967 0.718 0.877 0.889 0.585 0.631 0.656
Cancer
10 0.609 0.534 0.342 0.500 0.374 0.499 0.544
20 0.712 0.632 0.468 0.660 0.446 0.557 0.620
30 0.740 0.663 0.531 0.720 0.506 0.589 0.615
40 0.639 0.655 0.584 0.748 0.548 0.597 0.614
Average 0.610 0.681 0.577 0.535 0.489 0.582 0.624
Rank 13 11 17 18 19 16 12
also report the accuracy of the classifier while cleaning the dataset. When the examples were re-
viewed and re-labeled, intermediate classifiers were built using the new labels of the examples. The
parameter estimation for these intermediate classifiers was done following the procedure explained
earlier. The performance of the intermediate classifiers was estimated based on the accuracy of
classification on the test set examples. The same test examples were used in all the 30 repetitions of
each experiment and the average performance is reported. Classification performance was estimated
with an RBF kernel classifier, and its “C ”, and “gamma” are set to 1 and 1/(number of features)
respectively. Estimating the performance after reviewing every example is computationally inten-
sive, so performance was estimated at regular intervals of about 1/10 of the amount of noise in the
data. For example, in one of the UCI experiments with 30% label noise, performance was estimated
after reviewing every 30 examples, whereas for the MNIST experiment with 30% label noise, per-
35
Table 3.9: Recall for the ALNR methods at different noise levels computed over all the experiments.
The average recall is the average of 240 experiments. The rank of the methods is computed based
on the average recall. The rank is computed over all the ALNR methods with both the linear and
RBF kernels and the cross validation approaches.
Dataset % Noise AC_SVM ALNR methods with Linear Kernel
Level SVM RF LR NB k-NN 1 k-NN 3 k-NN 5
UCI
10 0.981 0.897 0.905 0.441 0.805 0.919 0.912 0.899
20 0.984 0.902 0.903 0.568 0.806 0.919 0.908 0.902
30 0.987 0.902 0.902 0.673 0.804 0.914 0.909 0.902
40 0.992 0.905 0.894 0.748 0.783 0.908 0.903 0.893
MNIST
10 0.982 0.941 0.955 0.341 0.812 0.953 0.957 0.956
20 0.987 0.946 0.958 0.481 0.816 0.960 0.964 0.963
30 0.989 0.950 0.959 0.584 0.800 0.961 0.964 0.964
40 0.991 0.954 0.960 0.660 0.807 0.959 0.966 0.964
Wine
10 0.998 0.993 0.988 0.257 0.898 0.990 0.992 0.991
20 0.998 0.991 0.990 0.423 0.900 0.989 0.988 0.988
30 0.999 0.991 0.988 0.571 0.894 0.990 0.989 0.989
40 0.998 0.991 0.988 0.669 0.901 0.989 0.988 0.989
Cancer
10 0.993 0.972 0.935 0.262 0.903 0.957 0.960 0.958
20 0.998 0.959 0.946 0.465 0.914 0.965 0.957 0.950
30 0.999 0.954 0.941 0.576 0.909 0.961 0.954 0.954
40 0.999 0.950 0.935 0.657 0.912 0.952 0.949 0.947
Average 0.989 0.937 0.938 0.543 0.829 0.946 0.944 0.941
Rank 2 13 12 23 21 9 10 11
Dataset % Noise AC_SVM ALNR methods with RBF Kernel
Level SVM RF LR NB k-NN 1 k-NN 3 k-NN 5
UCI
10 0.990 0.881 0.884 0.507 0.808 0.886 0.875 0.869
20 0.993 0.879 0.882 0.630 0.801 0.888 0.875 0.867
30 0.994 0.880 0.872 0.721 0.790 0.880 0.867 0.858
40 0.997 0.874 0.858 0.784 0.757 0.870 0.844 0.830
MNIST
10 0.997 0.940 0.941 0.416 0.847 0.958 0.957 0.957
20 0.999 0.944 0.941 0.555 0.859 0.966 0.962 0.962
30 0.999 0.942 0.937 0.664 0.868 0.965 0.962 0.958
40 1.000 0.942 0.937 0.745 0.877 0.965 0.962 0.960
Wine
10 0.998 0.991 0.989 0.292 0.898 0.990 0.989 0.989
20 0.998 0.989 0.988 0.455 0.901 0.988 0.988 0.986
30 0.999 0.989 0.986 0.589 0.896 0.989 0.989 0.988
40 0.998 0.990 0.986 0.686 0.901 0.987 0.987 0.987
Cancer
10 0.995 0.942 0.927 0.262 0.907 0.950 0.943 0.950
20 1.000 0.938 0.933 0.473 0.913 0.943 0.941 0.935
30 1.000 0.938 0.934 0.604 0.906 0.943 0.938 0.938
40 1.000 0.929 0.943 0.687 0.922 0.939 0.933 0.929
Average 0.997 0.924 0.920 0.597 0.846 0.933 0.926 0.921
Rank 1 16 18 22 20 14 15 17
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Table 3.10: Recall for the Cross validation approaches at different noise levels computed over all
the experiments. The average recall is the average of 240 experiments. The rank of the methods
is computed based on the average recall. The rank is computed over all the ALNR methods with
both the linear and RBF kernels and the cross validation approaches.
Dataset % Noise Cross Validation approaches
Level SVM RF LR NB k-NN 1 k-NN 3 k-NN 5
UCI
10 0.920 0.976 0.919 0.874 0.957 0.973 0.970
20 0.923 0.977 0.925 0.870 0.950 0.976 0.973
30 0.922 0.977 0.928 0.875 0.954 0.977 0.975
40 0.928 0.977 0.931 0.868 0.945 0.976 0.975
MNIST
10 0.972 0.979 0.973 0.790 0.968 0.980 0.981
20 0.979 0.983 0.979 0.790 0.973 0.986 0.985
30 0.981 0.985 0.981 0.788 0.977 0.988 0.988
40 0.984 0.987 0.983 0.815 0.979 0.990 0.989
Wine
10 0.995 0.992 0.993 0.982 0.964 0.993 0.991
20 0.993 0.992 0.992 0.980 0.965 0.990 0.990
30 0.993 0.992 0.993 0.981 0.964 0.989 0.992
40 0.993 0.991 0.994 0.983 0.966 0.989 0.992
Cancer
10 0.975 0.962 0.975 0.948 0.943 0.962 0.957
20 0.983 0.969 0.980 0.951 0.943 0.966 0.969
30 0.981 0.970 0.978 0.947 0.920 0.972 0.975
40 0.982 0.975 0.967 0.951 0.917 0.970 0.979
Average 0.960 0.980 0.960 0.867 0.959 0.980 0.980
Rank 7 3 6 19 8 4 5
formance was estimated after reviewing every 60 examples. The cumulative results of this extensive
parameter selection method over all the datasets at different noise levels is shown in Table 3.13.
We tested the parameter dependence of ALNR_SVM in two ways: with random parameters
and with default parameters. In each round of the random parameter experiments random values
for “C ” and “gamma” were uniformly chosen from the range of values mentioned earlier for both the
linear and RBF kernels. In the default parameter experiments values for “C ” and “gamma” were
set to 1 and 1/(number of features) respectively. The cumulative results of these two experiments
over all the datasets at different noise levels are shown in Table 3.14. The detailed results of each
experiment are shown in Tables 3.15 and 3.16 and in Figures 3.4 to 3.11. We refer to the extensive
parameter selection method as ’Regular’, the random parameter selection method as ’Random’ and
the default parameter selection method as ’Default’ in all tables and figures.
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Table 3.11: F1-scores for the ALNR methods at different noise levels computed over all the ex-
periments. The average F1-score is the average of 240 experiments. The rank of the methods is
computed based on the average F1-score. The rank is computed over all the ALNR methods with
both the linear and RBF kernels and the cross validation approaches.
Dataset % Noise ALNR methods with Linear Kernel
Level SVM RF LR NB k-NN 1 k-NN 3 k-NN 5
UCI
10 0.608 0.600 0.163 0.475 0.608 0.588 0.571
20 0.741 0.720 0.293 0.613 0.717 0.701 0.690
30 0.800 0.782 0.414 0.680 0.764 0.753 0.742
40 0.817 0.809 0.520 0.703 0.784 0.777 0.767
MNIST
10 0.743 0.798 0.153 0.580 0.827 0.835 0.833
20 0.826 0.875 0.280 0.681 0.878 0.892 0.893
30 0.837 0.901 0.395 0.706 0.882 0.905 0.910
40 0.820 0.896 0.499 0.729 0.849 0.877 0.887
Wine
10 0.950 0.921 0.142 0.715 0.922 0.926 0.927
20 0.974 0.951 0.267 0.798 0.959 0.961 0.961
30 0.980 0.957 0.395 0.840 0.971 0.970 0.969
40 0.981 0.968 0.499 0.868 0.973 0.971 0.971
Cancer
10 0.803 0.703 0.145 0.676 0.759 0.756 0.756
20 0.864 0.815 0.290 0.787 0.852 0.846 0.840
30 0.892 0.865 0.399 0.840 0.889 0.884 0.880
40 0.892 0.882 0.499 0.860 0.894 0.894 0.892
Average 0.810 0.819 0.337 0.684 0.817 0.819 0.815
Rank 5 1 21 17 3 1 4
Dataset % Noise ALNR methods with RBF Kernel
Level SVM RF LR NB k-NN 1 k-NN 3 k-NN 5
UCI
10 0.572 0.550 0.166 0.446 0.560 0.538 0.523
20 0.707 0.690 0.301 0.588 0.683 0.660 0.649
30 0.766 0.750 0.424 0.656 0.736 0.718 0.707
40 0.778 0.780 0.529 0.677 0.755 0.735 0.723
MNIST
10 0.756 0.697 0.159 0.573 0.778 0.776 0.774
20 0.845 0.803 0.292 0.702 0.856 0.855 0.853
30 0.877 0.843 0.412 0.769 0.883 0.883 0.878
40 0.886 0.863 0.521 0.805 0.887 0.885 0.881
Wine
10 0.942 0.908 0.149 0.687 0.918 0.922 0.920
20 0.968 0.940 0.276 0.786 0.956 0.957 0.955
30 0.976 0.948 0.398 0.832 0.967 0.967 0.965
40 0.979 0.958 0.505 0.861 0.971 0.970 0.968
Cancer
10 0.731 0.668 0.136 0.642 0.731 0.727 0.725
20 0.830 0.787 0.281 0.769 0.830 0.823 0.819
30 0.875 0.846 0.400 0.829 0.875 0.870 0.870
40 0.888 0.870 0.510 0.858 0.891 0.881 0.865
Average 0.805 0.777 0.346 0.685 0.799 0.790 0.783
Rank 6 10 20 16 7 8 9
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Table 3.12: F1-scores for the Cross validation approaches at different noise levels computed over all
the experiments. The average F1-score is the average of 240 experiments. The rank of the methods
is computed based on the average F1-score. The rank is computed over all the ALNR methods with
both the linear and RBF kernels and the cross validation approaches.
Dataset % Noise Cross Validation approaches
Level SVM RF LR NB k-NN 1 k-NN 3 k-NN 5
UCI
10 0.591 0.595 0.579 0.488 0.557 0.654 0.666
20 0.731 0.681 0.724 0.635 0.621 0.707 0.736
30 0.796 0.717 0.788 0.708 0.668 0.726 0.750
40 0.807 0.739 0.795 0.736 0.706 0.744 0.755
MNIST
10 0.497 0.639 0.498 0.365 0.568 0.708 0.757
20 0.622 0.727 0.629 0.509 0.636 0.740 0.789
30 0.680 0.750 0.686 0.587 0.679 0.747 0.781
40 0.718 0.755 0.729 0.649 0.719 0.757 0.773
Wine
10 0.951 0.818 0.932 0.853 0.622 0.804 0.879
20 0.974 0.830 0.960 0.920 0.670 0.798 0.866
30 0.981 0.811 0.957 0.936 0.697 0.775 0.819
40 0.980 0.788 0.932 0.933 0.728 0.771 0.790
Cancer
10 0.750 0.614 0.506 0.655 0.535 0.657 0.694
20 0.826 0.699 0.633 0.779 0.606 0.707 0.756
30 0.844 0.728 0.688 0.818 0.653 0.734 0.754
40 0.774 0.751 0.728 0.837 0.686 0.739 0.754
Average 0.731 0.714 0.707 0.649 0.645 0.729 0.760
Rank 12 14 15 18 19 13 11
Table 3.13: The average performance of ALNR_SVM in selecting the label noise examples for
labeling over 240 experiments on all the data sets for the extensive parameter selection experiment.
Copyright (2016) Elsevier.
Extensive parameter selection experiment
% Noise Linear Kernel RBF Kernel
level % examplesreviewed
% noise
removed
% examples
reviewed
% noise
removed
10 16.40 93.56 13.34 95.84
20 26.40 93.92 23.47 96.01
30 37.26 93.99 34.08 95.69
40 50.64 94.32 48.20 95.72
50 70.03 94.89 71.11 96.22
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The values in the Tables 3.13, 3.14, 3.15 and 3.16 were obtained by averaging the final results
(i.e, when each of the experiment completes) of all the experiments. Ideally each point in the graph
in the Figures 3.4 to 3.11 should be the average of all the experiments, but the number of examples
reviewed in each of the experiments were different. So if a value was not available for averaging for an
experiment, its final result was used to get the contribution of that experiment. For example, in one
experiment on the MNIST dataset with a linear kernel with 30% label noise examples, 95.8% of the
label noise examples were removed by reviewing 36.9% of the examples. To calculate the average
noise removal performance after reviewing 39% of examples, the value 95.8% was used for this
experiment. A similar procedure was followed for computing the average accuracy of the classifiers.
This was done to reduce bias from any of the experiments if the number of experiments available
to calculate the average is small. Due to this small difference in the calculation of the performance
values between the Tables 3.13, 3.14, 3.15 and the graphs in the Figures 3.4 to 3.9, the last point in
each of the graph might not exactly equal to the values in the tables. Due to the experimental setup
this difference is unavoidable. At 50% noise level, only around 55% of the ICCN_SMO experiments
reviewed up to 60% of examples, in contrast around 96% of ALNR_SVM experiments reviewed up
to 60% of examples. Due to a large variation in the results of the ICCN_SMO experiments the
average results beyond 60% of reviewed examples might be biased by the results of few experiments.
For this reason we are not comparing the performance of these two methods at the 50% noise level,
but the performance results and graphs are included for completeness.
Table 3.13 shows that ALNR_SVM with RBF kernel removes more than 95% of the label
noise examples by reviewing around 8% more examples than the amount of noise in the data. The
linear kernel results in reviewing around 3% more examples than the RBF kernel, but the amount
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of noise removed is 2% less. From these experimental results it appears that RBF kernel is superior
to the linear kernel for removing the label noise examples. Comparing Tables 3.13 and 3.14, it can
be observed that the noise removal performance of extensive and random parameter selection exper-
iments are similar, but around 5% fewer examples need to be reviewed for the extensive parameter
selection experiments with RBF kernel. The noise removal performance of default parameter se-
lection experiments is around 1% and 3% less than the extensive parameter selection experiments
with the linear and RBF kernels respectively.
Table 3.14: The average performance of ALNR_SVM in selecting the label noise examples for
labeling over 240 experiments on all the data sets for the Random and Default parameter selection
experiments. Copyright (2016) Elsevier.
Random parameter selection experiment
% Noise level Linear Kernel RBF Kernel
% examples
reviewed
% noise
removed
% examples
reviewed
% noise
removed
10 16.94 93.76 18.84 96.06
20 27.15 94.21 29.35 96.30
30 38.12 94.10 40.09 96.30
40 51.16 94.31 51.89 96.35
50 70.21 95.03 73.78 96.67
Default parameter selection experiment
% Noise level Linear Kernel RBF Kernel
% examples
reviewed
% noise
removed
% examples
reviewed
% noise
removed
10 16.40 93.41 16.37 92.76
20 26.34 93.81 25.82 92.85
30 37.11 93.90 35.36 92.74
40 50.28 94.23 46.70 92.67
50 70.05 94.85 70.17 91.46
From Figures 3.4 to 3.11 it can be observed that ICCN_SMO appears to target examples
that improve the performance of the algorithm better than the examples targeted by ALNR_SVM
at the 40% noise level in the UCI and Breast cancer datasets. In contrast ALNR_SVM targets
examples that improve the performance of the algorithm better than the examples targeted by
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Table 3.15: Average noise removal performance of ALNR_SVM and ICCN_SMO on all the datasets.
Here ALNR refers to ALNR_SVM and ICCN refers to ICCN_SMO. The performance is the average
over 90 experiments on the UCI Letter and MNIST Digits datasets, and 30 experiments on the Wine
Quality and Breast cancer datasets. Regular, Random and Default refer to the extensive, random
and default parameter selection experiments respectively. All the results are in percentage of noise
examples reviewed versus total number of noise examples in the dataset. Copyright (2016) Elsevier.
UCI Letter Recognition Dataset
Noise Kernel: Linear Kernel: RBF
Level Regular Random Default Regular Random Default
% ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN
10 90.48 78.18 90.91 78.07 90.04 77.84 95.09 93.14 94.50 89.54 88.02 80.71
20 90.77 86.92 91.44 86.88 90.50 86.79 95.39 94.55 94.87 91.33 88.38 88.07
30 90.80 90.98 91.40 91.02 90.53 90.97 94.39 95.42 94.56 93.34 87.98 91.58
40 91.02 93.20 90.94 93.24 90.74 93.25 93.80 95.87 94.69 91.88 87.76 93.65
50 92.09 39.42 92.25 38.17 91.98 35.48 92.98 55.96 93.74 46.80 82.08 34.26
MNIST Digit Recognition Dataset
Noise Kernel: Linear Kernel: RBF
Level Regular Random Default Regular Random Default
% ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN
10 94.08 70.82 94.25 59.01 94.07 71.38 95.75 86.69 96.36 78.16 94.12 93.88
20 94.63 77.65 94.75 68.85 94.59 78.60 95.91 90.47 96.62 85.33 94.10 96.65
30 94.69 81.55 94.55 74.64 94.66 82.49 95.80 86.68 96.72 87.86 94.09 97.84
40 95.12 75.57 95.14 70.58 95.12 81.54 96.15 81.91 96.79 87.84 94.32 98.58
50 95.49 67.90 95.68 65.56 95.49 72.39 97.33 43.45 97.70 53.05 95.90 35.22
Wine Quality Dataset
Noise Kernel: Linear Kernel: RBF
Level Regular Random Default Regular Random Default
% ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN
10 99.17 99.37 99.23 99.33 99.17 99.47 99.00 98.73 99.10 98.30 98.93 99.37
20 98.77 99.33 98.87 99.28 98.75 99.30 98.72 99.13 98.78 99.22 98.62 99.27
30 99.00 99.46 98.92 99.48 98.91 99.48 98.91 99.54 98.99 99.51 98.69 99.47
40 99.19 99.64 99.27 99.64 99.17 99.64 99.03 96.35 99.24 96.60 98.99 99.64
50 99.30 32.12 99.29 48.15 99.30 31.80 99.28 51.01 99.41 45.89 95.91 34.10
Wisconsin Breast cancer Dataset
Noise Kernel: Linear Kernel: RBF
Level Regular Random Default Regular Random Default
% ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN
10 96.00 91.33 94.50 88.17 95.33 94.17 94.00 91.00 95.00 86.83 92.33 93.67
20 95.67 95.08 96.08 93.92 95.58 97.17 94.83 94.00 96.00 93.50 93.83 96.42
30 96.00 94.61 97.06 93.17 96.50 97.17 95.61 96.17 96.28 92.78 93.83 98.28
40 95.50 83.54 95.21 79.92 95.25 83.96 94.96 85.33 93.88 85.12 85.12 92.42
50 96.97 62.07 95.77 61.73 96.63 51.43 96.13 44.80 96.07 57.93 77.03 40.00
42
Table 3.16: Average examples reviewed for ALNR_SVM and ICCN_SMO on all the datasets. Here
ALNR refers to ALNR_SVM and ICCN refers to ICCN_SMO. The numbers shown are the average
over 90 experiments on the UCI Letter and MNIST Digits datasets and 30 experiments on the Wine
Quality and Breast cancer datasets. Regular, Random and Default refer to the extensive, random
and default parameter selection experiments respectively. All the numbers are in percentage of the
total number of examples reviewed versus the total number of examples in the dataset. Copyright
(2016) Elsevier.
UCI Letter Recognition Dataset
Noise Kernel: Linear Kernel: RBF
Level Regular Random Default Regular Random Default
% ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN
10 19.58 12.00 19.78 12.00 19.59 12.00 14.02 12.00 23.32 12.00 20.42 12.00
20 28.83 24.00 29.09 24.00 28.74 24.00 24.57 24.00 34.02 23.43 29.74 24.00
30 37.62 36.00 37.87 36.00 37.59 36.00 35.76 36.00 44.20 35.27 38.93 36.00
40 48.56 48.00 48.53 48.00 48.49 48.00 49.66 48.00 56.27 46.13 50.84 48.00
50 71.20 39.93 71.37 38.73 71.20 35.83 69.26 41.37 74.56 37.40 66.76 32.10
MNIST Digit Recognition Dataset
Noise Kernel: Linear Kernel: RBF
Level Regular Random Default Regular Random Default
% ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN
10 15.82 12.50 16.64 12.50 15.81 12.50 13.35 12.47 17.52 12.44 15.25 12.50
20 26.20 25.00 27.36 25.00 26.15 25.00 23.33 24.92 28.44 25.00 24.71 25.00
30 38.28 37.50 39.60 37.44 38.05 37.50 33.36 37.42 39.63 37.47 34.39 37.50
40 53.44 47.36 54.27 46.89 52.89 48.44 48.47 49.94 51.08 49.47 45.32 50.00
50 69.10 56.50 69.46 55.83 69.33 58.58 72.03 43.28 73.68 44.47 72.08 37.31
Wine Quality Dataset
Noise Kernel: Linear Kernel: RBF
Level Regular Random Default Regular Random Default
% ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN
10 10.90 12.00 10.91 12.00 10.91 12.00 11.02 12.00 14.11 12.00 11.04 12.00
20 20.85 23.70 20.83 23.80 20.83 23.70 20.88 24.00 21.35 23.90 21.13 23.80
30 30.63 35.80 30.65 35.80 30.59 35.80 32.89 35.80 30.97 35.80 30.74 35.90
40 40.89 47.00 40.80 47.10 40.91 47.10 41.50 45.90 43.28 46.10 41.17 47.20
50 72.08 23.90 71.46 32.10 71.20 22.70 71.41 34.30 72.29 31.50 70.85 24.80
Wisconsin Breast cancer Dataset
Noise Kernel: Linear Kernel: RBF
Level Regular Random Default Regular Random Default
% ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN
10 13.77 12.50 13.47 12.50 13.65 12.50 14.58 12.50 15.03 12.50 15.70 12.50
20 23.58 25.00 23.42 25.00 23.65 25.00 24.02 25.00 26.73 25.00 23.92 25.00
30 34.43 37.50 35.12 37.50 34.45 37.50 36.35 37.50 38.00 36.58 33.88 37.50
40 46.45 47.67 49.07 48.00 45.48 45.00 51.87 46.00 53.43 46.00 53.52 47.33
50 70.32 52.42 69.20 54.33 68.75 50.00 69.38 39.50 72.77 49.75 60.58 40.58
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Table 3.17: Average number of batches required for reviewing the datasets by ALNR_SVM and
ICCN_SMO. Here ALNR refers to ALNR_SVM and ICCN refers to ICCN_SMO. The numbers
shown are the average over all the experiments at all the noise levels for each dataset. Copyright
(2016) Elsevier.
Dataset Kernel: Linear Kernel: RBF
Regular Random Default Regular Random Default
ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN ALNR ICCN
UCI-Letters 7.25 13.33 6.95 12.99 7.48 13.23 8.31 13.45 7.08 12.68 8.01 12.85
MNIST-Digits 11.76 17.89 11.79 18.20 12.50 17.77 7.00 16.80 6.75 16.23 7.98 16.89
Wine quality 4.15 11.87 4.03 11.78 4.31 12.57 4.55 12.67 3.92 11.97 4.42 12.44
Breast Cancer 5.22 4.88 5.03 4.75 5.38 4.96 4.33 4.47 3.81 4.52 4.67 4.75
ICCN_SMO at the 40% noise level in the Wine Quality dataset. The noise removal performance
of ALNR_SVM is better than ICCN_SMO on the MNIST Digit recognition dataset with a Linear
kernel. MNIST is a high dimensional dataset compared to the UCI Letter recognition, Wine Quality
and the Breast cancer datasets. Table 3.15 shows that ALNR_SVM removes more noise than
ICCN_SMO for the UCI, MNIST and Breast cancer datasets except at the 40% noise level for the
UCI dataset and for the Breast cancer dataset with the RBF kernel. Table 3.16 shows that the
average difference in the number of reviewed examples between ALNR_SVM and ICCN_SMO is
less than 3% except at the 10% noise level for UCI with a linear kernel, where the difference is
around 7%. For the Wine quality dataset both ALNR_SVM and ICCN_SMO removed an equal
amount of noise and ALNR_SVM requires less examples to be reviewed.
From Table 3.15, it can be observed that ALNR_SVM performance varies around 10%
between the Regular, Random and Default parameter selection methods for the UCI dataset with
an RBF kernel and for the Breast cancer dataset with RBF kernel at 40% noise. For all other datasets
the difference in performance between different parameter selection methods is only around 2%. In
comparison, ICCN_SMO performance varies around 10% for the UCI dataset with the RBF kernel
and for the MNIST dataset with both the linear and RBF kernel and around 5% for the Breast
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cancer dataset with RBF kernel. This shows that ALNR_SVM is robust to parameter selection,
which is a useful criteria for large datasets. In ICCN_SMO examples are reviewed in batches,
selecting the number of examples to be reviewed is a parameter and should be known a priori for
the dataset. This parameter is not required for ALNR_SVM.
The results in Table 3.17 shows that ALNR_SVM requires fewer batches be reviewed except
for the Breast cancer dataset with a linear kernel in which the difference is less than one batch.
Both methods invoke the SVM solver iteratively to find the support vectors for review, but in each
round of the iteration ALNR_SVM invokes the SVM solver twice whereas ICCN_SMO invokes it
only once. We used the LIBSVM implementation of the SVM solver in our experiments and the
worst case computational complexity of this SVM solver is O(n3) [60], where n is the number of
examples. If “k ” is the number of rounds to review the dataset, then O(kn3) is the computational
complexity of both ALNR and our implementation of ICCN_SMO. The results in Table 3.17 shows
that k << n.
3.3 Related Work
There are many different approaches to identify and remove mislabeled (label noise) exam-
ples that have been explored in the literature. A few algorithms [61, 11, 62, 13, 63] in the literature
address the label noise problem with a human in the loop. The method proposed in [11] uses in-
formation criteria based on the optimum margin classifier to find the label noise examples. The
method proposed in [62] ranks examples according to the mis-classification cost, i.e., the examples
that yield lower values for the expression 1−P (y|x) are assigned higher ranks. Though results were
shown for logistic regression, the method is generic and can be applied for any machine learning
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algorithm that can generate probability for the examples. Several methods (SMO, Naive Bayes,
Logistic Regression, Nearest neighbor, Bagging and Boosting) were compared in [13]. The SMO
based method in [13] also ranks examples, but the examples which are closer to the optimal hy-
perplane generated by the SVM are reviewed first. The method in [63] uses a maximum negative
margin algorithm inspired by the active learning task. Similar to [62] the maximum negative margin
algorithm verifies the example which is located farthest away from the hyperplane on the wrong
side. The experimental results in [62, 13, 63] indicate that both the examples located closer to the
hyperplane and farther away from the hyperplane are important. This indicates that the proposed
hypothesis is valid and in general an two-class SVM captures the label noise examples as its support
vectors.
OCSVM finds a small region that encloses most of the data, and the examples that fall
outside this region are considered outliers. In the work of Lukashevich et al. [64], Das et al. [65] and
Mourão-Miranda et al. [66], OCSVM was used for outlier detection. The method in Lukashevich
et al. [64] used OCSVM to detect outliers in image training sets. The method in [65] used OCSVM
to remove the outliers in sensor data in a system where the data was distributed across different
sites. The method in [66] successfully applied OCSVM on the patterns of fMRI response to find
depressed patients. The patterns of the depressed patients were classified as outliers and separated
from the normal patients using OCSVM. We considered the mislabeled examples as outliers for the
labeled class data, and tested the performance of OCSVM in classifying the label noise examples as
outliers.
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3.3.1 Comparison of ALNR_SVM Method To a Probabilistic Approach
In the dissertation work by [13] several algorithms (SMO, Naive Bayes, Logistic Regression,
Nearest neighbor, Bagging and Boosing) were compared for Iterative Correction of Class Noise
(ICCN) approach. The result shows that SMO is one of the best performing confidence based
methods and is close in principle to our method, so we choose to compare our method with the
SMO confidence based method. The idea is to review the examples in batches and have the reviewer
choose the stopping criteria. However, in their experiments they stop when the total number of
reviewed examples is equal to the known number of label noise examples present in the dataset.
We tested this approach on the four datasets (UCI character recognition, MNIST digit recognition,
Wine quality, and Wisconsin Breast cancer) following the same experimental set up used to test
our method, which was explained in Section 3.2. The important difference between ALNR_SVM
and ICCN_SMO is that we claim label noise examples have a high probability of being selected
as support vectors and ALNR_SVM reviews only the subset consisting of the support vectors.
Whereas, ICCN_SMO reviews all the examples (does not differentiate support vectors and non-
support vector examples) based on their probability of classification. The other differences are as
follows: (a) we select the examples based on a two stage process (b) there is no threshold on the
number of examples to be reviewed in a batch and (c) no stopping criteria is required. Based
on the experimental results we conclude that our method produces consistent results for different
parameter selection methods. Stopping criteria is an important parameter especially when we don’t
know the amount of noise in the data, and our method does not require this parameter.
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3.4 Summary
We extensively tested the AC_SVM method to remove label noise examples in the training
data in this Chapter. The method involves reviewing only a fraction of the training examples which
are selected using support vector machines. We experimentally showed that label noise examples in
the data are selected as outliers and the support vectors of the OCSVM and TCSVM, respectively.
The experimental results show that the performance of TCSVM is superior to OCSVM in selecting
the label noise examples as support vectors. TCSVM outperforms OCSVM in both the number
of label noise examples that can be removed (more) and the number of examples to be reviewed
(less). The combination of the two approaches produced marginal improvements. The experimental
results on the UCI and MNIST character recognition datasets show that AC_SVM method with
TCSVM captures around 99% of label noise examples with a review of around 45% of the labeled
examples when the data contains 10% label noise examples. We proposed a new method (ALNR)
which reduces the number of examples to be reviewed, and is robust to parameter selection. The
RF and k-NN based ALNR methods generated the best average F1-score over all the experiments.
Except for the LR based ALNR method, the performance of all the other algorithms is better than
the corresponding cross-validation based approaches. The precision of CV based approaches were
better than the ALNR based methods whereas the recall rate of CV based approaches were lower
than the ALNR based methods. The SVM based ALNR method removes more than 95% of the
label noise examples by reviewing around 10% more examples than the amount of noise in the data.
The average difference in performance of this method between the parameters selected using an
extensive cross validation method and the default parameter is within 1% for the linear kernel and
3% for the RBF kernel.
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Figure 3.4: Performance comparison of ALNR_SVM and ICCN_SMO with the Linear Kernel SVM
for different parameter selection methods on the UCI Letter recognition dataset. The figures on the
left show the noise removal performance at different noise levels and the figures on the right show
the accuracy of the classifier on the specified test data after reviewing a fraction of the dataset.
Copyright (2016) Elsevier.
49
Figure 3.5: Performance comparison of ALNR_SVM and ICCN_SMO with the RBF Kernel SVM
for different parameter selection methods on the UCI Letter recognition dataset. The figures on the
left show the noise removal performance at different noise levels and the figures on the right show
the accuracy of the classifier on the specified test data after reviewing a fraction of the dataset.
Copyright (2016) Elsevier.
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Figure 3.6: Performance comparison of ALNR_SVM and ICCN_SMO with the Linear Kernel SVM
for different parameter selection methods on the MNIST Digit recognition dataset. The figures on
the left show the noise removal performance at different noise levels and the figures on the right
show the accuracy of the classifier on the specified test data after reviewing a fraction of the dataset.
Copyright (2016) Elsevier.
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Figure 3.7: Performance comparison of ALNR_SVM and ICCN_SMO with the RBF Kernel SVM
for different parameter selection methods on the MNIST Digit dataset. The figures on the left show
the noise removal performance at different noise levels and the figures on the right show the accuracy
of the classifier on the specified test data after reviewing a fraction of the dataset. Copyright (2016)
Elsevier.
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Figure 3.8: Performance comparison of ALNR_SVM and ICCN_SMO with the Linear Kernel SVM
for different parameter selection methods on the Wine Quality dataset. The figures on the left show
the noise removal performance at different noise levels and the figures on the right show the accuracy
of the classifier on the specified test data after reviewing a fraction of the dataset. Copyright (2016)
Elsevier.
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Figure 3.9: Performance comparison of ALNR_SVM and ICCN_SMO with the RBF Kernel SVM
for different parameter selection methods on the Wine Quality dataset. The figures on the left show
the noise removal performance at different noise levels and the figures on the right show the accuracy
of the classifier on the specified test data after reviewing a fraction of the dataset. Copyright (2016)
Elsevier.
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Figure 3.10: Performance comparison of ALNR_SVM and ICCN_SMO with the linear kernel SVM
for different parameter selection methods on the Breast cancer dataset. The figures on the left show
the noise removal performance at different noise levels and the figures on the right show the accuracy
of the classifier on the specified test data after reviewing a fraction of the dataset. Copyright (2016)
Elsevier.
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Figure 3.11: Performance comparison of ALNR_SVM and ICCN_SMO with the RBF Kernel SVM
for different parameter selection methods on the Breast cancer dataset. The figures on the left show
the noise removal performance at different noise levels and the figures on the right show the accuracy
of the classifier on the specified test data after reviewing a fraction of the dataset. Copyright (2016)
Elsevier.
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CHAPTER 4 : FINDING UNIFORM RANDOM LABEL NOISE WITH SVM -
ANALYSIS
In Chapter 3, we showed that the majority of the label noise examples created by a uniform
random process are selected as the support vectors of a two class SVM classifier. In this chapter,
we show a reason for the success of that method. Our reasoning is indirect; we show that the
contradictory cases are rare in practice. We identify the scenarios (geometrically) under which the
majority of the label noise examples will not get selected as support vectors of the SVM classifier.
It is easy to see that it is unlikely that these scenarios will be created by a uniform random process.
These scenarios were identified based on a theoretical analysis showing how to select examples to
mislabel that will not be captured as support vectors of an SVM classifier created with specific
parameters.
4.1 Introduction
The active cleaning with SVM (AC_SVM) method proposed in Chapter 3 found that the
majority (more than 95%) of uniform random label noise examples will get selected as support
vectors of a two class SVM classifier. Thus it is sufficient to examine the support vectors to find
the majority of mislabels created by uniform random label noise examples. Two hypotheses were
suggested for how the method works: 1) SVM captures the important examples for differentiating
between classes as the support vectors, and hence for an example to usefully affect the decision
boundary it should become a support vector, 2) The SVM optimization process will search through
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the examples to create the decision boundary and the label noise examples will get selected as
support vectors in the process.
In this chapter, we provide an alternative hypothesis based on intuition and experimental
evidence that contradictory cases are rare in practice. This is done by identifying the sufficient con-
ditions under which the label noise examples will not get selected as support vectors. In particular,
we identify the conditions for separable and non-separable datasets. For the non-separable datasets
the condition is satisfied by the examples that lie far from the decision boundary on the wrong side.
For the separable datasets the condition is satisfied by the examples that form clusters in feature
space. Then, we argue that it is difficult to achieve these scenarios with a uniform random process
thus showing that the uniform random label noise examples will get selected as support vectors.
As we prove, that mislabels can be created that will not be support vectors, a uniform noise vector
potentially could never be a support vector and be hidden. Of course, if it is not a support vector it
does not affect the decision surface of the SVM and in some sense makes no difference to a classifier.
The method description and experiments in Chapter 3 do not emphasize the iterative nature
of AC_SVM. Not all examples that affect the decision boundary need to get selected as support
vectors. For example, a cluster of examples can affect the decision boundary via some representative
examples from that cluster, typically those that lie on the boundary of the cluster. Here, we
demonstrate with experimental results that the iterative nature of the method is instrumental in
finding the majority of the label noise examples in some cases.
Several theories have been proposed in the literature [67, 68, 69, 70] to address the robustness
properties of SVM. Robustness based on Hampel's influence function is shown in the work in [68].
In [69] a statistical form of stability, defined as leave-one-out (LOO) stability, is proposed and it
58
was shown that it is necessary and sufficient to prove the consistency of empirical risk minimization
(ERM) methods such as SVM. In the work of [67] bounds were derived on the generalization error
of stable learning systems based on concentration inequalities and it was shown that SVM’s do
satisfy the stability requirements. A relation between robust classification approaches and the
standard regularization scheme of SVMs is provided in the work of [70]. This relation is used to
prove consistency for standard SVM classification, without using the VC-dimension or stability
arguments. So SVM has some robustness to noise (features and/or labels), but we show that the
label noise examples get selected as support vectors.
This chapter is organized as follows: 1) We prove a theorem in Section 4.2 that shows how
to select one example to mislabel that will not get selected as a support vector of the SVM created
with the same regularization and kernel parameters. 2) We then generalize this idea in Section 4.3
to select more examples to mislabel such that the majority of them will not get selected as support
vectors. 3) Based on this generalization we identify the constraints that need to be satisfied for
examples to evade the AC_SVM method in Section 4.4. 4) An argument via experimental results
that these constraints are difficult to satisfy by examples labeled by a uniform random process is
put forth in Section 4.5.
4.2 Selecting One Example to Mislabel
The soft margin SVM [30] for the two class problem is defined as
min
w∈Rd,b,ξi∈R+
1
2
||w||2 + C
N∑
i=1
ξi (4.1)
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where w is the normal to the hyperplane separating the two classes, N is the number of training
examples, the ξi is the slackness for the examples that violates the margin constraint. Equation
(4.1) is subject to the following constraints:
yi(w
Txi − b) ≥ 1− ξi,∀i, (4.2)
ξi ≥ 0, ∀i, (4.3)
the yi ∈ [−1, 1] are the class labels, xi is a d–dimensional example, b is the bias.
For w and ξi that minimizes Equation (4.1),
ξi =

1− yi(wTxi − b), if yi(wTxi − b) ≤ 1
0, otherwise
(4.4)
A test example x is classified as follows:
fw(x) = w
Tx− b
class = 1, iff(x) ≥ 0
class = −1, otherwise
We refer to the hyperplane associated with the normal w and bias b as Hw. Two hyperplanes
Hw1 and Hw2 are the same only if both the associated normals w1 and w2 and the biases b1 and
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b2 are equal. The cost of the hyperplane Hw is given by
1
2
||w||2 + C
N∑
i=1
ξi (4.5)
We define the functional margin of the hyperplane Hw with respect to the training example
xk as ykfw(xk). We will prove that assigning the wrong label yk of an example xk with functional
margin < −1 will not allow it to be captured as a support vector of the SVM classifier created with
the same regularization parameter C and kernel dependent parameters, provided the hyperplane
Hw is optimal with respect to the chosen parameters. We derive the results for a linear kernel with
the regularization parameter C = 1. We note this holds for any kernel and regularization parameter
C > 0, as long as the same parameters are used before and after the label flip.
Theorem 1. In a two class problem, if the label yk of an example xk with functional margin
(ykfw(xk)) < −1 is flipped, then the example xk will not be captured as a support vector of the SVM
classifier created with the same parameters after the label flip.
Proof. Let Hw1 be the optimal hyperplane for the clean examples (without any label flips) and
costc_w1 be the cost of the SVM objective function in Equation (4.1). Let costn_w1 be the cost
incurred by the hyperplane Hw1 with a single label flipped example xk. Let Hw2 be the optimal
hyperplane with a single label flipped example xk and costn_w2 be its associated cost. It should
be noted that the hyperplane Hw2 includes the example xk as one of its support vectors after the
label flip. Let costc_w2 be the cost associated with the hyperplane Hw2 with the clean examples.
Let ξc_w1k and ξ
n_w1
k be the slack values (or penalty when C = 1) for the example xk with clean
and noise label respectively with the hyperplane Hw1. Similarly, let ξ
c_w2
k and ξ
n_w2
k be the slack
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value for the example xk with clean and noise label respectively with the hyperplane Hw2. For this
problem we have the constraint that the slack value ξn_w1k is 0. Note that the slack value is different
only for the label flipped example xk and for all other examples the slack value remains the same
for a given hyperplane.
SinceHw2 is the optimal hyperplane with a single label flipped example xk with ykfw1(xk) <
−1 (or ξc_w1k > 2), we know that
costn_w2 ≤ costn_w1
= costc_w1 − ξc_w1k
< costc_w1 − 2− δ
(4.6)
where δ is a very small positive value < ξc_w1k − 2.
Consider the margin and decision boundaries for an arbitrary hyperplane Hw as depicted
in Figure 4.1. For an example from class 2 to be a support vector, the example has to lie in the
shaded region. If an example from class 1 lies on the class 2 margin boundary, i.e., at position A,
the slack value for that example during optimization is 2, if the example belongs to class 1 and 0
if the example belongs to class 2. So the cost difference between the penalties for flipping the label
of an example (from class 1 to class 2) that lie on the class 2 margin boundary is 2. Similarly if
the example is at position B or C, the cost difference is 0 and -2 respectively. It shows that as the
example moves closer to the class 1 margin boundary the cost difference decreases. Therefore we
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have the following constraint for the hyperplane Hw2
costc_w2 − costn_w2 ≤ 2
⇒ costc_w2 − 2 ≤ costn_w2
(4.7)
From Equations 4.6 and 4.7 we have
costc_w2 − 2 ≤ costn_w2 < costc_w1 − 2− δ
⇒ costc_w2 − 2 < costc_w1 − 2− δ
⇒ costc_w2 < costc_w1
(4.8)
The relation between the two cost functions for the hyperplanes Hw1 and Hw2 with regu-
larization parameters Cc and Cn before and after the label flip respectively for the example xk is
given by
costc_w2 < costc_w1 − (Cn − Cc)
N∑
i=1
i 6=k
(ξ
c_w2
i − ξc_w1i ) (4.9)
Equation 4.8 shows that if there exists an optimal hyperplane Hw2 which includes the label
flipped examples xk as one of its support vectors after the label flip, then the cost of the hyperplane
Hw2 is lower than the hyperplane Hw1 before the label flip. Hence it is a contradiction to the
assumption that Hw1 is the optimal hyperplane before the label flip. Equation 4.9 shows that the
same result holds true for any value of the regularization parameter C > 0. So it is impossible
for an example xk with functional margin < −1 for the optimal hyperplane w to get selected as a
support vector after the label flip with the same regularization and kernel parameters. Q.E.D.
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Figure 4.1: The above image illustrates valid positions to be a SV from class 2. Any position in the
shaded region is valid. Please check the description in the text for details.
The regularization parameter C controls the trade-off between training error and margin
width [71]. In general choosing smaller values for C (small Cc) will result in wider margins and
relatively lower slack values (small ξc_w1i ) for the examples. This increases the chance for the terms
(Cn − Cc) and (ξc_w2i − ξc_w1i ) in Equation 4.9 to be positive and hence it is possible to select
an example to mislabel and avoid it being selected as the support vector. If an adversary has
access to the range of the regularization parameters used by the targeted system, then he can try to
select the examples to mislabel with regularization parameter less than the lowest value used by the
targeted system (Cc < Cn). The dependency of the difference in cost function with respect to the
regularization parameter appears as a difference term (Cn − Cc) in Equation 4.9 and is simpler to
analyze. Though the dependency of the slackness terms (ξc_w2i −ξc_w1i ) appears simple in Equation
4.9, it is difficult to interpret anything useful due to its high dimensionality (equal to the number
of examples in the dataset) and its dependency on the kernel parameters.
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It should be noted that the theorem only provides a sufficient condition (functional margin
< −1) to mislabel an example that will not be captured as a support vector. The theorem does
not provide a necessary condition, i.e., flipping the label for an example which does not satisfy the
condition might not always get captured as a support vector. An example scenario is shown in
Figure 4.2. It might be tricky for an adversary to figure out how to hide one example in a way
similar to that shown in Figure 4.2.
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Figure 4.2: Example to illustrate that the condition in Theorem 1 is not a necessary condition. The
functional margin of the example A in the left figure is > −1. Flipping the label of the example A,
as shown in the right figure, shifts the margin boundary well enough to make the example lie in the
correct side of the margin boundary and thereby does not select the example as a support vector.
The support vector examples are shown in the circle.
4.3 Selecting More Examples to Mislabel
We generalize the result obtained in Section 4.2 to show how to select more examples to
mislabel that will not be support vectors. Assume that Hw1 (Hw2) is the optimal hyperplane
obtained before (after) flipping the labels for the set of examples S. Let the set of examples P and
Q (where, P ⊆ S and Q ⊆ S) be the subsets of the support vector and non-support vector examples
of the optimal hyperplane Hw2 after the label flip. The slack value for all the examples in the set
S for the hyperplane Hw1 is required to be greater than 2 (i.e., ξ
c_w1
k > 2) before the label flip and
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then will be 0 (i.e., ξn_w1k = 0) after the label flip. For the hyperplane Hw2 the slack value for the
examples in the set P is less than or equal to 2 (i.e., ξc_w2k ≤ 2) before the label flip and is greater
than 0 (i.e., ξn_w2k > 0) after the label flip. For the examples in the set Q the slack value is greater
than 2 (i.e., ξc_w2k > 2) before the label flip and is 0 (i.e., ξ
n_w2
k = 0) after the label flip. Similar
to the reasoning used to prove Theorem 1, the cost relation between the optimal hyperplanes Hw1
(before) and Hw2 (after) for flipping the labels for a set of examples S can be shown as follows:
costc_w2 < costc_w1 + PD (4.10)
where PD is the penalty difference. Since we know that costc_w2 > costc_w1, the condition for PD
can be written as follows: ∑
i∈P
(Cc(ξ
c_w1
i − ξc_w2i ) + Cnξn_w2i )
+(Cc − Cn)
∑
v/∈S
(ξ
c_w1
v − ξc_w2v ) <
∑
j∈Q
Cc(ξ
c_w2
j − ξc_w1i )
(4.11)
If the costs before and after the label flip are equal, i.e, Cc = Cn, we get:
∑
i∈P
(ξ
c_w1
i − ξc_w2i + ξn_w2i ) <
∑
j∈Q
(ξ
c_w2
j − ξc_w1i )
⇒
∑
i∈P
(ξ
c_w1
i − 2) <
∑
j∈Q
(ξ
c_w2
j − ξc_w1i )
⇒
∑
i∈S
ξ
c_w1
i − 2 |P | <
∑
j∈Q
ξ
c_w2
j
⇒ |S| ξc_w1k − 2 |P | − 2 |Q| <
∑
j∈Q
ξ
c_w2
j − 2 |Q|
⇒ |S| (ξc_w1k − 2) <
∑
j∈Q
(ξ
c_w2
j − 2)
(4.12)
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where ξc_w1k ≤ ξ
c_w1
i ∀i ∈ S, |S|, |P | and |Q| are the total number of label flipped examples, the
number of them selected as support vectors and the number of them did not get selected as support
vectors, respectively.
From Equation 4.12 it can easily be seen that when the label is changed for only one of the
examples it will belong to the set Q, i.e., it will not get selected as a support vector. The set Q is
empty if all label flipped examples get selected as support vectors and the term
∑
j∈Q(ξ
c_w2
j −2) = 0.
Equation 4.12 is not satisfied when all the label flipped examples get selected as support vectors
(as the term |S| (ξc_w1k − 2) 6= 0 for any number of label flips) and this contradicts the assumption
that costc_w2 > costc_w1.
For a single label flip the result of the Equation 4.12 is simple to understand. For a large
number of label flips of the examples xk with ξ
c_w2
k > 2, it is possible that a small fraction of
wrongly labeled examples will get selected as support vectors, i.e., |P | > 0. The experimental
results, as described below, show that less than 1.1% of carefully chosen label flipped examples get
selected as support vectors. It is reasonable to question why some of the examples got selected
as support vectors and why Theorem 1 cannot be applied inductively for each of the examples.
Flipping the labels of the examples can either change the margin width or tilt the hyperplane or
both. It is intuitive to think that flipping the labels of the examples that satisfy the criteria ξk > 2
increases the chance the margin boundary will move or tilt away from the label flipped examples
due to the drop in the slack value ξk contributed by these examples to the SVM cost function.
This is illustrated through a hypothetical example in Figure 4.3. Changing the labels of
either A or B causes the margin boundary to move away from these examples. It is also the case
that the margin boundary will move closer to the non label flipped example to reduce its slack value.
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Figure 4.3: Example to illustrate the multiple label flip scenario. The top left image shows the
correct labels of the examples. The potential mislabeled examples with ξk > 2 are denoted as A
and B. The top right shows the decision boundary obtained after flipping the label for the example A.
It can be seen that the example B no longer satisfies the mislabeling criterion. The bottom left shows
the decision boundary obtained after flipping the label for the example B. It can be observed from
top right and bottom left images that a label flip causes the margin boundary to move away from
the label flipped example. The bottom right image shows the decision boundary after mislabeling
both A and B. It can be seen that example B got selected as a support vector. All the images show
the decision boundary generated by LIBSVM with linear kernel and the regularization parameter
C = 10.
The margin boundary was moved closer to example B when the label was flipped for example A
and vice-versa. When the label was flipped for both the examples A and B, the margin boundary
was moved away from example A, but moved closer to example B. This clearly shows that example
A has a large effect on the decision boundary when the label was flipped for both A and B. The
hyperplane was tilted away from the farthest example A and was tilted towards the nearest example
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Figure 4.4: The probability density of the label flipped examples with respect to the functional
margin for the linear kernel experiment. The left plot shows the probability density for all the label
flipped examples. The right plot shows the probability density for the label flipped examples that
got selected as support vectors.
B and captured the example B as a support vector. So, it is less likely for an example that lies
farther away from the decision boundary on the wrong side to get selected as support vector after
the label flip.
4.3.1 Experimental Confirmation
Experiments were conducted to validate and better understand the relation in Equation
4.12. We tested with 7 datasets: 2 combinations of letters (h vs b and r, r vs h and b) from the
letter recognition dataset [72] obtained from the UCI machine learning repository [73], the digits 9
vs 4 and 7 from the MNIST dataset [74], and 4 datasets (acoustic, ijcnn1, seismic, splice) available
in the LIBSVM website [57]. The details of the datasets are captured in Table 4.1. For the larger
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Figure 4.5: The ratio of the % of the label flipped examples that got selected as the support vectors
to the % of the label flipped examples having a particular functional margin. The rate at which the
label flipped examples that got selected as support vectors drops with a decrease in the functional
margin.
Table 4.1: Datasets used in the experiments
Dataset # Examples Feature
dimension
UCI letter recognition (h vs b and r) 2171 16
UCI letter recognition (r vs h and b) 2171 16
MNIST Digit recognition (9 vs 4 and 7) 5000 784
acoustic 5000 50
ijcnn1 5000 22
seismic 5000 50
splice 1000 60
datasets 5000 examples were randomly sampled for each experiment to reduce the computation time.
Both the linear and RBF kernels were tested. The SVM regularization parameter C was randomly
sampled between 2−1 and 26. The RBF kernel parameter γ was randomly sampled between 2−6
and 26. The reported results were the average of 1000 experiments. Each experiment was a random
combination of the datasets, kernels and SVM parameters (C and γ). All the experiments were
carried out with the LIBSVM SMO solver [57].
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The labels were flipped for all the examples xk with slack value ξk > 2. Labels were
flipped for 147,245 examples (|S|) in 1000 experiments with a Linear kernel and 1595 (1.08%) of
them got selected as support vectors (|P |). Roughly 1 out of every 92 label flipped examples got
selected as a support vector. For the RBF kernel, labels were flipped for 46,969 examples in the
1000 experiments and 89 (< 0.2%) of them got selected as support vectors. This result supports
the hypothesis described earlier that only a small fraction of the label flipped examples will get
selected as support vectors. The left image in Figure 4.4 shows the probability density of all label
flipped examples (examples in the set S) with respect to their functional margin for the linear kernel
experiment. Similarly, the right image shows the probability density of the label flipped examples
that got selected as support vectors (examples in the set P ). It can be seen that the number
of examples in both the cases drops exponentially as the functional margin decreases. The rate of
decrease in the number of examples is higher for the set P compared to the set S. This phenomenon
is more evident in Figure 4.5. Figure 4.5 shows the ratio of % of examples in the set P to the %
of examples in the set S for a given value of the functional margin. The decrease in the ratio of
the two cases indicates that the number of examples in the set P decreases faster than the number
of examples in the set S with a decrease in the functional margin value. It can be observed from
the experiments that the chance of getting label flipped examples selected as support vectors drops
from 1.54% to 0.06% when the functional margin decreases from -1 to -1.5.
4.4 General Scenarios For Which AC_SVM Fails
AC_SVM creates an SVM classifier to find label noise examples. The label noise examples
(identified mislabels) are found by manually reviewing the support vectors of the SVM classifier.
The label noise examples are relabeled and the dataset is updated with the new labels. The process
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is repeated until no label noise example is selected as a support vector. Sections 4.2 and 4.3 show
that it is possible to create label noise examples that can evade this AC_SVM method. These label
noise examples lie farther from their true margin boundary than the distance of the margin itself,
with functional margin < −2. AC_SVM will fail to find these label noise examples, as they are not
support vectors. These examples appear to be on the correct side of the decision boundary (and
actually do not affect the boundary). We refer to this condition as the imposter criterion in the
following discussion. Here, we assume that there is no difference in the parameters (C and kernel
dependent parameters, for example γ) before and after the label flip. We divide the dataset into
two types 1) non-separable and 2) separable and describe the general characteristics of the examples
satisfying the imposter criterion. We do not know of any other characteristics of the examples that
can be exploited to create label noise such that only a small fraction of them will get selected as
support vectors. We do not quantify the % of label flipped examples that will get selected as support
vectors through our argument. Our experimental results with uniform random noise show that less
than 5% of examples will escape detection by AC_SVM, when applied iteratively.
4.4.1 Imposter Criterion Dataset Characteristics
There are at least two characteristics of a dataset which can result in label noise examples
that satisfy the imposter criterion: 1) non-separable data where some of the examples might appear
closer to examples in the opposite class in feature space, 2) separable data where the probability
distribution of the features from at least one of the classes is multi-modal and/or contains sparsely
distributed regions.
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4.4.1.1 Non-separable Data
Based on the results demonstrated in Section 4.3 it is clear that flipping labels of examples
with functional margin < −1, gives them a low probability of getting selected as support vectors. In
general, we argue that flipping the labels of all the examples with functional margin < −∆, where
∆ ≥ 0, with an optimal hyperplane Hw will create a large number of undetected imposter examples.
Flipping the labels of all the examples with slack value ξk > 1 + ∆, where ∆ is a positive value,
creates a space where all the examples have correct labels with respect to the decision boundary
beyond fw(xk) < −∆ and fw(xk) > ∆. If a hyperplane lies inside this space to include the examples
in this region as support vectors its cost function will get negatively affected due to all the examples
in this space that lie on the wrong side of the margin boundary becoming support vectors and
increasing the cost function through their slack values. So we argue that the optimal hyperplane
will not lie inside this region and only a small fraction of the label flipped examples that lie in the
boundary of this space will get selected as support vectors.
Table 4.2: The % of label noise examples that get selected as support vectors after flipping the
labels for a given % of randomly chosen examples with functional margin < −0.5
Examples Mislabeled
mislabeled examples selected
as support vectors
% %
10 43.37
20 39.76
30 36.61
40 32.85
50 29.36
60 25.36
70 21.26
80 17.19
90 13.03
100 9.01
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An experiment was conducted to validate this hypothesis and the results are shown in Table
4.2. In this experiment, labels were flipped for various fractions of randomly chosen examples with
functional margin < −0.5. As the number of examples chosen for a label flip was increased from
10% to 100% the fraction of examples selected as support vectors dropped from 43.37% to 9.01%.
This shows that creating a space where all the examples have the correct labels with respect to the
hyperplane increases the chance of the examples to satisfy the imposter criterion. The results for
each row in Table 4.2 were obtained with the same experimental setting used for the experiments
in Section 4.3.1 and only the functional margin and the % of examples selected for label flip were
varied.
Another experiment was conducted to study the effect of the distance from the hyperplane.
In this experiment labels were flipped for all the examples with functional margin < −∆ and the
% of them getting selected as the support vectors of the new SVM classifier created with the same
parameters was calculated. The results show that decreasing the functional margin threshold from
0 to -1 decreases the fraction of examples getting selected as support vectors from 17.32% to 1.08%.
The same experimental setting described in Section 4.2 was used to generate the results of each of
the 11 experiments shown in Table 4.3. The parameter ∆ was varied from 0 to 1 in steps of 0.1. Two
observations can be made from the experimental results in Tables 4.2 and 4.3 : 1) flipping the labels
of all the examples above a certain distance from the decision boundary increases the chance of
the label flipped examples satisfying the imposter criterion, 2) increasing the distance threshold for
selecting the examples for the label flip increases the chance of the label flipped examples satisfying
the imposter criterion.
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Table 4.3: The % of label noise examples that get selected as support vectors after flipping the
labels for all the examples with lower functional margin than the threshold.
Functional % label flipped
margin examples selected
threshold as support vectors
0 17.32
-0.1 13.75
-0.2 11.57
-0.3 10.41
-0.4 9.59
-0.5 9.01
-0.6 8.10
-0.7 6.47
-0.8 4.49
-0.9 2.57
-1 1.08
4.4.1.2 Separable Data with a Multi-modal Probability Distribution
If the examples in a dataset were generated by a multimodal distribution, for example a
mixture of normal distributions with different means and standard deviations, then the examples
can be clustered such that all examples in each cluster have high probability of getting generated
by only one component of the mixture. An example demonstrating clusters for separable data is
shown in Figure 4.6. If the distance between two clusters from the same class is greater than the
distance between two clusters from opposite classes, then it is reasonable to expect that mislabeling
all the examples from one of the clusters will make the examples assigned to that cluster satisfy the
imposter criterion. Figure 4.7 shows a visualization for this case for the data shown in Figure 4.6.
This is possible only if the data is multi-modal in the feature space, i.e., there is a clear separation
between the clusters. If there is no clear separation between the clusters, or in some multi-modal
data, it is possible that mislabeling all the examples from one of the clusters will create non-separable
data and the analysis for such cases will follow the argument given for the non-separable data. It
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Figure 4.6: Example case that shows the clusters for separable data. There are three clusters A, B
and C in the data. The clusters A and B belong to class +1 and the cluster C belongs to the class
-1.
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Figure 4.7: Example case to demonstrate the characteristics of support vector examples in separable
data. The left image shows the correct labels of the examples. The right image shows the mislabeled
examples in a cluster. Both the images show the decision boundary generated by LIBSVM with
C = 10. The support vector examples are shown in the circle. In the left image at least one example
from each of the three clusters gets selected as a support vector. Whereas in the right image only
examples from clusters A and C are selected as support vectors and none of the examples from
cluster B are selected.
should be noted that the clusters need not be dense and there can be multiple clusters in the data,
i.e., sparsely distributed data.
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Figure 4.8: Example demonstrating label noise cleaning with our method. In the top left image only
one example in the cluster B (as shown in Figure 4.6) was correctly labeled and all other examples
in cluster B were mislabeled. Two examples in cluster B were selected as support vectors. The label
noise support vector was relabeled and the new decision boundary was obtained in the top right
image. The figures top right, bottom left and bottom right in order are obtained by relabeling the
label noise examples captured as the support vectors. In the bottom right all mislabeled examples
were selected as support vectors.
4.5 Majority of Random Label Noise Examples Will Become Support Vectors
For a random process which generates the label noise examples, the number of label noise
examples that satisfy the imposter criterion according to the two scenarios described in the Section
4.4 will be proportional to the number of examples in the dataset that satisfy this criterion. These
are the only examples we can concretely conclude that AC_SVM will fail to find. The AC_SVM
method might also miss a few other examples that appear to be on the correct side of the decision
boundary after the tilt in the hyperplane caused by the random label flips. We do not know how
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to quantify the effect of these examples and do not separate them from other examples in our
experiments.
It is reasonable to believe that the non-separable scenario might be more common in real-
world applications and the number of examples that satisfy the imposter criterion will be in propor-
tion to the number of such examples in the dataset. Figure 4.4 shows that the number of examples
satisfying the imposter criterion decreases exponentially with an increase in the functional margin
or the distance from the hyperplane. Hence, the % of random label noise examples will also follow a
similar trend validating our hypothesis that only a small fraction of the random label noise examples
will not get selected as support vectors in a non-separable dataset.
For the iterative method (iteratively relabeling the mislabeled support vectors and retrain-
ing the classifier with the new labels) it is sufficient for only one example in a cluster to be correctly
labeled to find most, if not all, of the label noise examples in that cluster. This is demonstrated
through the hypothetical example in Figure 4.8 and discovered through experimental results pre-
sented in Table 4.4 for a real world dataset with adversarial label noise [75]. The results in Table
4.4 shows that less than 5% of the mislabeled examples were captured in the first round of the two
experiments. More mislabeled examples were captured in the subsequent rounds and all them were
captured in Experiment 1 and one example was missed in Experiment 2. The separable data in
Figure 4.6 contains three clusters: A, B and C. All the mislabeled examples in the cluster B were
found due to the presence of one correctly labeled example in that cluster. The random process
labeling all examples that satisfy the imposter criterion (all examples in a cluster) in the separable
data will be less likely to occur in real datasets. This supports our hypothesis that a majority of
the random label noise examples in a separable dataset will get selected as support vectors.
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The argument and the results in the Sections 4.2, 4.3 and 4.4 assume that the same param-
eters were used before and after the label flip. All the experimental results generated with fixed
parameters are valid for the hypothesis described in this section as the random process generat-
ing the label flip is independent of the parameters. The label noise examples should satisfy the
imposter criterion for any given parameter. So we believe the arguments can be extended for the
optimal parameters chosen for the dataset. The strong empirical results demonstrated in Chapter
3 in the real-world datasets and in the new experiments conducted with the UCI letter recognition,
seismic and acoustic datasets validate the hypothesis. Around 98% of the label noise examples were
found in the UCI letter recognition and seismic datasets and around 95% were found in the acoustic
dataset at 10%, 20%, 30% and 40% noise levels. These results were the average of 30 runs of the
experiments with 500 examples when using both linear and RBF kernels with default parameters
(C = 1 and γ = 1/# of features). We note that these results were not applicable for all the
datasets and the % of label noise examples that get selected as support vectors depends only on the
probability distribution of the examples in each dataset.
4.6 Summary
A theorem to show how to mislabel an example that will not be captured as a support
vector of an SVM classifier created with the same parameters was proved. A method, based on
the extension of the theorem, to select label noise examples such that majority of them will not
be captured as support vectors was shown. Using this method the scenarios under which active
cleaning with SVM (by examining the support vectors) will fail to find label noise examples were
identified. An argument was put forth using experimental results that these scenarios were difficult
to achieve by a uniform random process and hence active cleaning with SVM can find the majority
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Table 4.4: A scenario in which iterative active cleaning with SVM finds most, if not all, of the
label noise examples in the real-world datasets. This results was obtained in our label noise removal
experiments carried out with the UCI letter recognition dataset (R vs H and B). 500 randomly
sampled examples with 20% ALFA (Adversarial Label Flip Attacks [75]) label noise were used in
the experiment. This table shows the # of examples reviewed and the # of label noise examples
found in each round of the iteration in two experiments.There are 100 examples with the wrong
label.
Round #
Sample Experiment 1 Sample Experiment 2
# Examples # of noise # Examples # of noise
Reviewed found Reviewed found
1 137 8 145 6
2 159 16 163 15
3 177 30 183 27
4 199 42 206 41
5 214 49 222 52
6 227 59 240 61
7 242 68 257 70
8 261 75 268 76
9 273 77 278 79
10 278 81 284 82
11 285 87 293 88
12 294 92 307 96
13 302 96 312 98
14 309 99 318 99
15 314 100 319 99
of the label noise examples generated by a uniform random process. More than 98% of the uniform
random noise was removed in three out of four datasets validating the previously published result.
In one of the datasets (acoustic) more than 95% of the random noise was removed.
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CHAPTER 5 : FINDING MISLABELED EXAMPLES IN LARGE DATASETS4
The objective of this chapter is to show that our approach to finding mislabels is both
applicable to very large labeling efforts and requires as little human intervention as possible. In
particular, the ALNR approach proposed in Chapter 3 was applied to ImageNet, a widely used large
scale object recognition dataset, to see if it helps in discovering unknown mislabels. The ImageNet
dataset consists of around 22,000 synsets and 14 million examples. A “synset” or “synonym set” is
a set of words describing a meaningful concept. They are used to group words in the WordNet [76]
lexical database. ImageNet follows the same hierarchical structure of the WordNet database.
The ground truth for large scale datasets, by necessity, is usually done by non-experts, and
may therefore be prone to error. Heuristic approaches are usually designed to minimize errors.
For example, in creating the ImageNet image classification dataset a voting scheme coupled with
a confidence score was used [1]. A confidence score was determined for each synset [77] based on
an initial subset of images. For the remaining images in each synset, voting from non-experts was
gathered from Amazon Mechanical Turk until the predetermined confidence score was reached. It
is difficult to avoid label noise even after following such a stringent label collection process. It is
reported that the ImageNet dataset has only 0.3% label noise errors across all synsets [77].
4Permission is obtained from Princeton University and Stanford University to use the ImageNet database in this
dissertation.
Portions of this chapter was reprinted from IEEE International Conference on Systems, Man, and Cybernetics,
Ekambaram, R., Goldgof, D. B., & Hall, L. O., Finding Label Noise Examples in Large Scale Datasets, Copyright
(2017), with permission from IEEE
Permissions are included in Appendix A.
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Figure 5.1: The above image is mislabeled as hatchet in the ImageNet dataset. Image ID:
n03498962_14162. Copyright (2017) IEEE.
The reported label noise error of 0.3% in the ImageNet dataset is based on the manual
verification of 80 synsets. The same amount of label noise error was found in their recent evaluation
[1]. There were five mislabeled examples discovered in manual verification of 1500 randomly sampled
examples in the ILSVRC2012-2014 image classification test set images [1]. Though it is possible
that the reported noise level is approximately correct, we believe that reaching the conclusion based
on the evaluation of such a small number of random examples (80 synsets in [77] and 1500 in [1])
might not convey the correct information. Instead of randomly sampling the examples, in this
chapter, we explore systematically finding the mislabeled examples. In particular, we follow up
with the proposed approach (ALNR) in Chapter 3 and demonstrate the usefulness of our approach
by testing and uncovering previously unknown mislabeled examples in the ImageNet dataset. One
of the mislabeled examples found by our method is shown in Figure 5.1.
We also performed experiments on the UCI letter recognition and MNIST digit recognition
datasets. The results demonstrated in Chapter 3 involved datasets with higher noise levels (above
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10%) and hence the obtained performance results need not be applicable to the ImageNet dataset
(with label noise around 0.3%). In order to prove the effectiveness of our method for the ImageNet
dataset, experiments were performed with noise levels comparable to those found in the ImageNet
dataset.
5.1 Experiments
We conducted experiments with three datasets: ImageNet, UCI letter recognition and
MNIST digit recognition. First we discuss the results for the ImageNet dataset and then the
results for the UCI letter and MNIST digit datasets are discussed. All the SVM experiments were
performed using the LIBSVM library [57] which implements the SMO-type optimization algorithm
for SVM classification. The random forest experiments were perfomed using the scikit-learn python
machine learning library [56]. For feature extraction from ImageNet’s images we explored the state
of the art methods and selected the method in [78]. Recent results [1] show that deep neural network
based methods perform well for image classification tasks, so we have used the ImageNet pretrained
GoogLeNet convolutional neural network [78] model for feature extraction. We used the pre-trained
GPU implementation of the GoogLeNet model obtained from [79] for feature extraction. A 1024 di-
mensional feature vector was extracted from the average pooling layer “cls3_pool” of the GoogLeNet
model. The extracted features were rank ordered using symmetric uncertainty [80] and only the
top 200 features were used for subsequent processing to strike a balance between computational
complexity and information loss. The feature selection using symmetric uncertainty measure was
done with Weka [45]. The selected features were scaled between -1 and 1 before training with the
SVM classifier.
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5.1.1 ImageNet Dataset
In our previous work we tested with the most confusing classes in the datasets. There is no
such confusion matrix for the ImageNet database to our knowledge. So we selected some potentially
confusing classes based on our knowledge from the literature and our intuition. First we found some
of the hard classes from [1], then based on the intuition that objects that appear together or similar
might confuse the feature extraction process, we selected the competing classes. For example, a
soup bowl and a ladle could appear together in the same image. For the initial experiment we first
selected three hard classes: hatchet, ladle and oyster. Then using the same intuition we selected the
respective competing classes: hammer, soup bowl and plate. Though oyster was not mentioned as
one of the hard classes in [1], it was selected due to our initial observation (or confusion) that one
of the images shown in [1] with the oyster label might be a mislabeled example. Using the intuition
that objects that appear similar might be confusing we selected the following class pairs: alligator
vs crocodile, donut vs bagel, cheetah vs jaguar, french bread vs italian bread, turtle vs tortoise and
wolf vs jackal.
There were 22,951 examples in the 18 image classes mentioned above. From these examples
our method with SVM and Random Forest classifiers in Step 2 selected 2690 and 3037 suspected
examples respectively. Manually reviewing these examples results in the selection of 72 and 77
mislabeled examples respectively. Combining the suspected examples of both the SVM and Random
Forest classifiers results in finding 92 mislabeled examples by reviewing 3607 examples. The details
of the results are presented in Table 5.1. Some of the found mislabeled images are shown in Figure
5.2.
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Figure 5.2: Some of the found mislabeled images in the ImageNet dataset. The classes of
the images from left to right and from top to bottom: alligator, bagel, cheetah, crocodile,
donut, french bread, hammer, hatchet, italian bread, jackal, jaguar, ladle, oyster, plate,
soup bowl, tortoise. All the mislabeled images and their image IDs can be obtained from
https://drive.google.com/file/d/0B172WZL9tlsDejJRQmVTNFNZMW8. Copyright (2017) IEEE.
The level of label noise found by our method is comparable (slightly more) to the reported
value of 0.3%. The method using the SVM classifier found 0.313% and random forests found 0.335%.
Union or combination of the two methods found 0.4%. Compared with the manual verification of
randomly sampled examples our method requires reviewing 9 times fewer examples. We have only
targeted the examples which appear to be obviously wrong to us. For example: a snake image labeled
as crocodile. We did not count the examples which cannot be labeled correctly. For example: an
image containing only the tail portion of an alligator or a crocodile. We acknowledge that there is
a subjectivity here in selecting the mislabeled examples. But in contrast we would like to highlight
that the intention of developing this method is to find such examples and present them to an expert,
who will be able to correctly label them.
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Table 5.1: Label Noise Experiment results on the ImageNet dataset. Copyright (2017) IEEE.
Class
Total
# SV
SVM Random Forest Combined
# examples # examples # mislabeled # examples # mislabeled # examples # mislabeled
reviewed examples found reviewed examples found reviewed examples found
Hatchet 845 204 144 3 199 3 204 3
Hammer 1382 83 71 2 43 2 83 3
Plate 1236 45 31 2 31 1 45 2
Oyster 827 80 53 1 69 1 80 1
Soup bowl 1371 71 50 4 60 2 71 4
Ladle 1810 116 81 1 106 1 116 1
Alligator 1346 389 309 6 328 8 389 10
Crocodile 1322 391 310 10 337 14 391 18
Donut 1314 324 217 4 267 5 324 5
Bagel 1277 316 219 5 255 4 316 5
Cheetah 1424 50 47 10 39 9 50 10
Jaguar 1512 59 40 12 54 12 59 12
French bread 1279 335 282 5 223 3 335 5
Italian bread 967 575 410 0 537 4 575 4
Turtle 1209 219 145 0 200 0 219 0
Tortoise 1221 236 203 3 189 3 236 3
Wolf 1390 63 36 0 59 0 63 0
Jackal 1219 51 42 4 41 5 51 6
Cumulative 22951 3607 2690 72 3037 77 3607 92
We also tested some non-confusing synsets: cheetah vs bagel, french bread vs jackal, alligator
vs tortoise and jaguar vs wolf. Out of the four class pairs tested only the “alligator vs tortoise” pair
had two examples selected for review and both the examples were correctly labeled. It shows that
the class pairs need to be confusing for our method to find label noise examples. To find the
mislabeled examples in a dataset with n classes we need to create between n/2 and n class pairs.
Table 5.2: Label Noise Experiment results on MNIST and UCI datasets. Copyright (2017) IEEE.
Kernel Dataset
Total # mislabeled Average # examples Average # of mislabeled
# examples examples reviewed examples found
Linear MNIST 2000 6 65.3 5.7
Linear UCI 1000 4 84.6 3.7
RBF MNIST 2000 6 73.1 5.1
RBF UCI 1000 4 98 3.7
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5.1.2 Character Recognition Datasets
In Chapter 3 we have only considered a minimum noise level of about 10%. Since the amount
of noise in the ImageNet dataset is very low, projected to be about 0.3%, it will raise doubts if no
noise is found in any of the classes, for example in the “Turtle” and “Wolf” classes. In order to
verify whether our method works at low noise levels, experiments were conducted with the MNIST
digit recognition and UCI letter recognition datasets at the 0.3% noise level similar to the projected
noise level for the ImageNet dataset. The results from this experiment can provide some confidence
about the amount of noise found in the ImageNet dataset.
The most confusing digits 4, 7 and 9 from the MNIST digit recognition dataset and the
letters B, H and R from the UCI letter recognition dataset were used in the experiment. Six
experiments were conducted for both the datasets and each experiment was repeated 30 times with
different random examples. The experiments in the MNIST dataset were between the digits 4 and
7, 4 and 9, and, 7 and 9. The experiments in the UCI dataset were between the letters B and
H, B and R, and, H and R. One thousand examples from each class were randomly sampled from
the MNIST dataset and labels of three random examples were flipped. Five hundered examples
from each class were randomly sampled from the UCI letter dataset and labels of the two random
examples were flipped.
As before, the MNIST digits were represented by a 784 dimensional feature vector obtained
from the pixel values of the digit images. The UCI letter examples were represented by a 16
dimensional feature vector provided with the dataset. We experimented with linear and RBF
kernels. The RBF kernel parameter “γ” is set to 1/(number of features). For both the kernels the
SVM cost parameter “C ” is set to 1. The results of this experiment are presented in Table 5.2.
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From the results in Table 5.2, it can be observed that our method is able to remove almost
all the mislabeled examples from the MNIST digit and UCI letter recognition datasets. Out of the
total 90 experiments for the MNIST digit dataset all the mislabeled examples were removed in 66
and 62 experiments with linear and RBF kernels respectively. For the UCI letter dataset all the
mislabeled examples were removed in 63 experiments with both the linear and RBF kernels. In the
other cases, most mislabeled examples were removed. These results suggest the possibility of our
method finding most (if not all) of the mislabeled examples in the ImageNet dataset for the tested
classes.
5.2 Summary
A method to find the mislabeled examples in very large data sets was discussed. We showed
that on the ImageNet dataset 92 mislabeled examples, that were previously unknown, were found in
18 of the image classes. The proposed method requires review of up to nine times fewer examples to
find the same number of mislabeled examples compared to randomly selecting examples for review
as done during the study conducted while building the dataset. The results show that the proposed
method is a focused method for finding mislabeled examples in large datasets.
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CHAPTER 6 : APPLICATIONS AND EXTENSIONS
6.1 Introduction
The earlier chapters showed the effectiveness of the proposed label noise cleaning approach
in finding the random label noise examples in the dataset. This chapter shows applications of the
method that extends beyond finding random label noise. Datasets containing imbalanced classes
have not been specifically addressed in the literature to our knowledge. In an imbalanced dataset
the label noise examples of the minority class are crucial, but are difficult to target due to their
mixing with the majority class examples. An example would be labeling some malware android
applications as benign. This chapter describes an efficient solution using our novel ALNR_RF
method to solve this problem. Adversarial label noise examples may seriously affect or compromise
the security of machine learning systems. An adversary can introduce label noise to avoid the
detection of malicious samples, for example in a spam filter system or a biometric authentication
system. Experimental results to demonstrate that adversarial label noise targeted against the SVM
classifiers can be found by our method are shown in this chapter. An initial step towards avoiding
the manual relabeling of the selected potential label noise examples by the use of a semi-supervised
learning approach is proposed. Performance comparison of this approach with the state of the art
label noise tolerant approaches shows no statistically significant difference.
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6.2 Performance in an Imbalanced and New Class Examples Dataset
In an imbalanced dataset the label noise affects the class performance estimation significantly
as shown in [81, 82]. For example, 5% error in a dataset will result in a 40% overestimate of the
minority class if the minority class examples are only 10%. The android application dataset for
the malware vs benign problem is a real world example for an imbalanced dataset. It also contains
examples from new classes. In general, machine learning techniques can be used to find the malwares
in android applications. Supervised machine learning algorithms typically assume that the example
labels are correct and each example belongs to a known class. In the android applications, some of
them are mislabeled because they do not belong to any of the known malware classes or simply they
are not known to be malware yet. The android application dataset was created using the labels
given by the online software VirusTotal [83]. VirusTotal returns the labels of several anti-virus
products. Then each example was labeled as malware based on a threshold K, where K is the
minimum number of anti-virus products reporting an application as malware. The performance
of the machine learning algorithms were then evaluated on these datasets. The problem with this
approach is that the machine learning algorithms are evaluated with the assumption that the labels
of the examples in the dataset are correct. The results of the VirusTotal contain some label noise
examples because these malicious apps are not known to be malware yet.
Various machine learning based systems [84, 85, 86, 87] have been proposed for Android
malware detection. An SVM based detection model trained on a massive set (more than 500K) of
features was proposed in Drebin [84]. The features are of different types: ‘manifest’ (permissions,
etc.) and ‘code’ (URLs, APIs etc.). Another SVM based model that uses the sensitive information
flow pattern was proposed in MUDFLOW [85]. The method in MAST [86] uses information, such
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as intents, permissions, and the presence of native code, to determine the probabilities of being
malicious with a statistical method called Multiple Correspondence Analysis (MCA). The method
in Droid-SIFT [87] uses API dependency graphs for each application as the feature vector to train
a classifier to do anomaly or signature detection.
6.2.1 Imbalanced Dataset Experiment
An experiment was conducted to verify the potential of the ALNR method in finding the
malwares in android applications. The dataset consists of 811,649 benign and 44,998 malware
examples. The examples were represented with a 471 dimensional feature vector as defined in [88].
The performance of three algorithms was compared: ALNR_RF (Random Forests based ALNR
method proposed in this dissertation in Chapter 3), Random Forests and SVM. Due to the large
size of the dataset, it was divided into smaller non-overlapping subsets and the results of all the
subsets were combined. For the ALNR_RF approach the benign and malware examples were divided
into 10 and 5 subsets respectively. The class ratio of malware to benign was kept at 11.1%. Each
malware subset was compared against all the benign subsets using the ALNR_RF approach with
default parameters and the final results were combined. Out of 2564 reported malware examples by
the ALNR_RF method 1762 were confirmed malwares.
For the SVM methods the parameters were estimated with 5-fold cross validation using
20% of the malware and benign examples. The best parameters for standard SVM with an
RBF kernel were found to be C = 32 and γ = 0.03125, which generated overall accuracy of
98.399%. For the Random Forests method, 200 trees with number of features parameter set to 22
(
√
number of features) generated very good results (e.g., accuracy of 98.326%). During testing,
for both the SVM and Random Forests, benign examples were divided into 5 folds. Each benign
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fold was tested against the classifier created with the randomly sampled benign examples from
remaining 4 folds and all the malwares. The benign examples were randomly sampled to form a
class ratio of 10% with the malwares. The reported malwares from all the folds were combined to
generate the final result. SVM and Random Forests methods reported about 2177 and 1691 exam-
ples respectively as malwares, in which 1588 and 1441 respectively were confirmed malwares. The
performance comparison of the methods is shown in Table 6.1. The results show that ALNR_RF
finds more noise than the other methods, but the precision of Random Forests is higher than the
other methods.
Table 6.1: Malware detection in Imbalanced dataset
Algorithm Reported Confirmed PrecisionMalware Malware
ALNR_RF 2564 1762 0.69
Random 1691 1441 0.85Forests
SVM 2177 1588 0.73
6.2.2 Unknown Dataset Experiment
The dataset consists of 413,317 unknown and 44,998 malware applications. The unknown
examples were tentatively assigned the benign label. Due to the large number of examples in the
unknown set, the dataset was divided into 5 sets with stratified sampling, and the ALNR_RF
method was applied to each set independently. The method reported 1884 examples as potential
malware examples. To confirm the malwares detected by the method, all the selected examples
were tested with the VirusTotal software. Out of the 1884 examples tested, 930 were confirmed by
the VirusTotal as malwares. The threshold of two was used to determine the malwares; at least two
anti-virus softwares should classify the examples as malwares. The objective of this experiment is
to find new malware examples which are not known to be malware yet. The selected examples that
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were not classified as malwares (unverified examples) by the VirusTotal software need to be verified
manually. There were 70 examples randomly selected from the unverified examples for manual
verification and 17 of them were found to be malware. These malware examples were categorized
into 5 new families.
Two other machine learning algorithms (SVM and Random Forests) were tested to compare
performance. The training set consists of 785,101 labeled benign examples and the aforementioned
44,998 labeled malware examples. These 785,101 benign examples (verified with VirusTotal with a
threshold of two) were the subset of the 811,649 examples used in the imbalanced dataset exper-
iment in Section 6.2.1. The models for SVM and Random Forests were learned from the labeled
benign and malware examples. Testing the unknown examples with the SVM and Random Forests
models output 8977 and 6658 examples respectively as potential malwares. Running these selected
examples through the VirusTotal verified 7102 and 5712 examples selected by the SVM and Random
Forests classifiers respectively as malwares. Though the number of reported label noise examples
of ALNR_RF is lower than that reported by the SVM and Random Forests, the rate of unverified
examples of ALNR_RF (0.4) is higher than the other methods.
Table 6.2: Malware detection in Unknown dataset
Algorithm Reported Confirmed UnverifiedMalware Malware Malware
ALNR_RF 1884 930 745
Random 6658 5712 585Forests
SVM 8977 7102 1173
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6.3 Performance with Adversarial Noise
We experimentally verified the noise removal performance of active cleaning with SVM
(AC_SVM - reviewing the support vectors) with noise created by an adversarial noise process.
Adversarial noise is introduced with malicious intent to thwart the security of the system. There were
several adversarial noise strategies proposed in the literature [89, 90, 91, 92], but very few strategies
[75] have been proposed specifically for SVM. In this experiment, we introduced adversarial noise
using the strategies proposed in [75]. The strategies are referred to as Adversarial Label Flip Attacks
(ALFA). Seven different strategies were proposed in [75] to create the adversarial noise for SVM.
They are ALFA, ALFA-Cr, ALFA-tilt, Correlated Clusters, farfirst, nearfirst and random.
The basic idea behind creating ALFA noise is to find the best L (predefined) label flips that
increase the empirical risk, i.e., the classifier trained with the tainted (noisy) labels will produce
maximum error with the untainted (clean or unmodified) labels. This problem is similar to finding
the label flips that produce maximum difference between the classifiers trained with and without
label flips. The computational complexity of the actual problem is NP-hard, so an alternative
problem that relaxes the hard label assignment constraint (either 0 or 1) to the soft constraint
(between 0 and 1) was solved. The top L label flips were selected from the obtained solution. The
ALFA-Cr noise is similar to ALFA but the actual problem was solved through continuous label
relaxation approach.
The method proposed in [93] shows that tilting the angle of the hyperplane will increase
the test error under a uniform data distribution assumption. Based on this hypothesis label flips
are generated to tilt the hyperplane in the ALFA-tilt. In the Correlated clusters noise generating
method the examples were clustered based on their influence in affecting the performance of the
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SVM classifier. Each cluster was initialized with a single example that affected the performance the
most, and the clusters were gradually grown by adding randomly chosen examples whose addition
degraded the performance. In the farfirst and nearfirst approaches the examples that lie far from
the decision surface and the examples that lie close to the decision surface respectively were chosen.
In the random approach the examples were randomly selected for a label flip.
We tested the performance of AC_SVM for finding adversarial label noise examples as
support vectors with the following datasets: UCI character recognition (two combinations of letters:
b vs r and h, r vs h and b), and two datasets found in the LIBSVM website: acoustic, seismic. For
each experiment 500 examples were randomly selected from the datasets. The number of features
in the datasets is given in the Table 4.1. Adversarial label noise examples were created at four noise
levels: 10%, 20%, 30% and 40%. Both linear and RBF kernels were tested. The SVM regularization
parameter was set to 1 and the RBF kernel parameter γ was set to 1/(#features). We explored
two other methods that extend the AC_SVM method: ALNR_SVM and ALNR_CART. Inspired
by the performance of the Random Forests algorithm in Chapter 3, here we explored a related
single decision tree algorithm CART (Classification And Regression Trees). Both the methods
created a classifier with the non-support vector examples and predicted the labels for the support
vector examples. One of the methods created a SVM classifier (ALNR_SVM) and the other method
created a CART classifier (ALNR_CART) with the non-support vector examples. Only the support
vector examples for which the predicted label differs from the ground truth label were reviewed.
The results for these experiments at different noise levels are shown in the Figures 6.1, 6.2,
6.3 and 6.4. All the reported results in this section are the average of all the datasets used in the
experiments. The results show that more than 95% of the label noise examples were captured as
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Table 6.3: The ratio of the number of label noise examples removed to the number of examples
reviewed for the different methods at all noise levels.
Noise kernel Noise removal Noise Methods
kernel level AC_SVM ALNR_SVM ALNR_CART
Linear Linear
10% 0.1550 0.3082 0.2721
20% 0.2626 0.4389 0.4002
30% 0.3553 0.4909 0.4549
40% 0.4387 0.5068 0.4821
Linear RBF
10% 0.1276 0.2666 0.2413
20% 0.2330 0.3875 0.3650
30% 0.3295 0.4362 0.4117
40% 0.4178 0.4577 0.4431
RBF Linear
10% 0.1619 0.3195 0.2864
20% 0.2721 0.4413 0.4087
30% 0.3619 0.4916 0.4652
40% 0.4463 0.5130 0.4858
RBF RBF
10% 0.1339 0.2772 0.2527
20% 0.2434 0.3992 0.3675
30% 0.3390 0.4511 0.4240
40% 0.4296 0.4781 0.4615
Figure 6.1: The performance of finding the label noise examples created with SVM (linear kernel)
based adversarial methods using linear kernel SVM.
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Figure 6.2: The performance of finding the label noise examples created with SVM (linear kernel)
based adversarial methods using RBF kernel SVM.
Figure 6.3: The performance of finding the label noise examples created with SVM (RBF kernel)
based adversarial methods using linear kernel SVM.
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Figure 6.4: The performance of finding the label noise examples created with SVM (RBF kernel)
based adversarial methods using RBF kernel SVM.
the support vectors of the SVM classifier for all the noise types except the correlated clusters noise
created with linear kernel. For that, around 72% of the noise is removed with both the linear and
the RBF kernels at 10% noise level, and between 80% and 88% of the noise is removed at other
noise levels.
In general, the noise removal performance of AC_SVM is superior to both ALNR_SVM
and ALNR_CART for all noise types and in particular to the ALFA and ALFA-tilt noise types.
The difference in the noise removal performance between AC_SVM and both ALNR_SVM and
ALNR_CART increases with increase in the noise level. Though there is an increase in the number
of examples that need to be reviewed with and increase in the noise level for AC_SVM, there
is no significant drop in the noise removal performance. The noise removal rate is the ratio of
the number of label noise examples removed to the number of examples reviewed. The average
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noise removal rates for AC_SVM, ALNR_SVM and ALNR_CART are shown in Table 6.3. The
average is computed over all the adversarial noise methods except ALFA and ALFA-tilt. These two
noise types were not included to avoid the bias due to the low performance of ALNR_SVM and
ALNR_CART. Table 6.3 shows that the noise removal ratio (number removed/number reviewed)
for the ALNR_SVM is higher than ALNR_CART and AC_SVM. For all the methods the noise
removal rate increases with the increase in noise level. Overall results from all the experiments
show that the noise removal performance of ALNR_SVM and ALNR_CART are similar, but
ALNR_SVM requires slightly less number of examples to be reviewed. Further investigation is
required to understand the lower noise removal performance of the ALNR_SVM and ALNR_CART
approaches compared to AC_SVM and to develop other methods that can efficiently find these types
of adversarial label noise.
6.4 Semi-supervised Learning Approach
The methods proposed in this dissertation have thus far used manual relabeling to find the
label noise examples. In this section a label noise tolerant algorithm [3] is discussed that models
the data in the presence of label noise. In [94] an Expectation Maximization based semi-supervised
algorithm is presented to learn from label noise or subjectively labeled data for ECG segmentation.
In this algorithm, the boundary markers of the ECG are assumed to be subjective, in particular,
the location of the markers form a Gaussian distribution centered around the given value. Following
the spirit of the method proposed in [94] to convert the supervised learning problem into a semi-
supervised learning problem, the labels of the potentially mislabeled examples or the support vectors
are deleted to create unlabeled data. The problem is then to learn with the labeled non-support
vector examples and the unlabeled support vector examples. The model was learned with the semi-
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supervised learning algorithm proposed in [95]. Several random label noise tolerant approaches have
been proposed in the literature [96, 97, 98]. Natarajan et al. [98] showed that the weighted loss
function such as biased SVM [99] and weighted logistic regression are tolerant to class-conditional
label noise. The recent approaches divide the loss function into two factors in which only one
involves the labels. The methods in [96] and [97] estimated the mean (µ = E(yX)) from the noisy
data and optimized a loss function using a stochastic gradient descent (SGD) method. The noise
tolerant methods proposed in [6, 100, 101] made assumptions about the distribution of the noise.
The method in [6] modeled the noise as a distance function from the boundary. The methods in [100]
and [101] modeled the noise with unnormalized Gaussian, Laplacian and exponential distributions.
There have been several semi-supervised learning approaches proposed in the literature
[102]. The semi-supervised approaches were broadly classified into: self-training, mixture models, co-
training and multiview learning, graph-based methods, and semi-supervised support vector machines
(S3VM). In the spirit of the SVM algorithm used as the important tool in finding the label noise
examples, we used a version of S3VM [95] in our label noise tolerant approach.
The proposed semi-supervised learning approach involves two steps. The data required for
the semi-supervised learning algorithm is created in the first step. In particular, the labels of the
examples chosen as SV’s were deleted. Any semi-supervised algorithm can be used to learn from the
labeled non-SV examples and unlabeled SV examples in the second step. The safe semi-supervised
learning (S4VM) algorithm proposed by Li and Zhou [95] has shown promising results and was used
here. The basic idea of this method is to improve the safeness of the semi-supervised support vector
machines. Safe here means that the performance of the method is not statistically significantly
worse than the method created with labeled data alone.
100
Experiments were conducted to explore the performance of the proposed method. The
dataset details and the performance of the proposed method (LNT_S4VM - label noise tolerant
S4VM) along with other state of the art label noise tolerant methods are shown in Table 6.4.
The performance of the AC_SVM and ALNR_SVM method are also shown. The results were the
average accuracy over 25 experiments. In each experiment 15th of the randomly sampled data is used
for testing and the remaining data is used for training. For many experiments the performance of
the LNT_S4VM with default parameters is higher than the performance with parameters selected
using the extensive parameter selection method. We observe that the parameter selection might
go wrong in the presence of label noise data, potentially due to overfitting, and it might be better
to test with the standard parameters used in the literature. The Wilcoxon rank sum test at the
95% significance level for the results show no significant difference between the state of the art
method (LICS) and LNT_S4VM, and, LICS and ALNR_SVM. There is a significant difference
between AC_SVM with RBF kernel and LICS at the 95% significance level (p-value: 0.027) and
between AC_SVM with a linear kernel and LICS at the 90% significance level (p-value: 0.079). The
performance of AC_SVM is better than all the other methods for all the experiments except for
the australian, german and splice datasets at the 10% noise level. For these two experiments, LICS
performs better than all other methods. It is intuitive to believe that the performance of AC_SVM
is superior to the other methods, since it requires manual relabeling of a significant portion of the
dataset. In general, at higher noise levels (30% and 40%), the average accuracy of the ALNR_SVM
with a linear kernel was relatively higher than the other methods (except AC_SVM) for all the
datasets. The disadvantage of ALNR_SVM or AC_SVM is that they require manual relabeling
whereas the other methods do not. However, both AC_SVM and ALNR_SVM tells you which
examples are mislabeled while the others do not. The advantages of LNT_S4VM are the following:
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1) does not make any explicit assumptions about the noise type and distribution, 2) utilizes the
methods already well studied in the literature, 3) a novel way to look at the label noise problem.
Table 6.4: Performance comparison of the proposed method (LNT_S4VM) with the state of the
art methods. Accuracy is shown. RBF kernel was used for the LNT_S4VM method. Default
parameters were used for the AC_SVM and ALNR_SVM method.
Dataset Dataset Noise AC_SVM ALNR_SVM LNT_S4VM LICS ULE PA-II NTP
details level Linear RBF Linear RBF Default Extensive
australian
10% 0.8529 0.8552 0.8552 0.8393 0.8552 0.8416 0.8643 0.8632 0.8597 0.8400
# examples: 690 20% 0.8538 0.8552 0.8552 0.8468 0.8558 0.8467 0.8530 0.8538 0.8580 0.8275
# features: 14 30% 0.8521 0.8553 0.8550 0.8460 0.8492 0.8321 0.8480 0.8442 0.8441 0.8052
40% 0.8531 0.8563 0.8539 0.8454 0.8301 0.7972 0.8062 0.7857 0.7852 0.7006
breast
10% 0.9666 0.9689 0.9660 0.9634 0.9689 0.9671 0.9608 0.9584 0.9555 0.9491
# examples: 683 20% 0.9672 0.9716 0.9684 0.9652 0.9669 0.9632 0.9557 0.9546 0.9347 0.9470
# features: 10 30% 0.9640 0.9684 0.9678 0.9637 0.9681 0.9404 0.9473 0.9258 0.9330 0.9304
40% 0.9668 0.9706 0.9636 0.9638 0.9615 0.8985 0.9286 0.9014 0.8946 0.8097
diabetes
10% 0.7717 0.7717 0.7699 0.7647 0.6621 0.7552 0.7702 0.7696 0.7399 0.7380
# examples: 768 20% 0.7685 0.7703 0.7758 0.7570 0.6657 0.7401 0.7563 0.7418 0.6982 0.7154
# features: 8 30% 0.7693 0.7698 0.7625 0.7450 0.6789 0.7250 0.7492 0.7238 0.6634 0.6457
40% 0.7695 0.7708 0.7532 0.7258 0.7024 0.7000 0.7202 0.6809 0.6286 0.5983
german
10% 0.7632 0.7598 0.7624 0.7106 0.7024 0.7236 0.7686 0.7506 0.7356 0.7082
# examples: 1000 20% 0.7682 0.7606 0.7510 0.7104 0.7016 0.7116 0.7499 0.7426 0.7280 0.6884
# features: 24 30% 0.7642 0.7600 0.7470 0.7086 0.7050 0.7102 0.7280 0.7048 0.7026 0.6476
40% 0.7698 0.7552 0.7294 0.7050 0.6622 0.6678 0.7071 0.6918 0.7002 0.5904
heart
10% 0.8363 0.8281 0.8370 0.7704 0.7881 0.7933 0.8231 0.8289 0.8311 0.8119
# examples: 270 20% 0.8393 0.8289 0.8274 0.7756 0.7844 0.7859 0.8102 0.8148 0.8052 0.7815
# features: 13 30% 0.8363 0.8230 0.8244 0.7756 0.8200 0.8007 0.8007 0.7970 0.7919 0.7452
40% 0.8326 0.8215 0.8119 0.7704 0.7889 0.7733 0.7538 0.7178 0.7059 0.6378
splice
10% 0.7976 0.8514 0.7928 0.5680 0.7521 0.7853 0.7986 0.7968 0.7712 0.7256
# examples: 1000 20% 0.7984 0.8511 0.7989 0.5655 0.7512 0.7740 0.7597 0.7606 0.7560 0.6956
# features: 60 30% 0.8017 0.8513 0.7904 0.5642 0.7385 0.7311 0.7208 0.7003 0.7096 0.6526
40% 0.7964 0.8497 0.7771 0.5632 0.6412 0.6915 0.6613 0.6398 0.6544 0.5722
6.5 Summary
This chapter introduced three applications of the AC_SVM: 1) finding new class examples
in an imbalanced dataset, 2) finding adversarial label noise examples, 3) a simple extension to a label
noise tolerant method. The method found 17 new malwares belonging to 5 new families unknown
to the AntiVirus research community. The method found 95% of all types of adversarial label noise
examples targeted against SVM except correlated clusters noise. The proposed label noise tolerant
method is simple and utilizes well studied semi-supervised learning algorithms. The performance
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of LNT_S4VM is comparable to the state of the art label noise tolerant methods and their is no
statistically significant difference.
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CHAPTER 7 : CONCLUSIONS
An important and interesting problem of finding label noise examples in machine learning
datasets was dealt with in this dissertation. The source and consequences of label noise were dis-
cussed. A novel approach exploiting the characteristics of a widely used machine learning algorithm,
SVM, was proposed. Three applications and an extension of this approach were demonstrated with
experimental results using real-world datasets.
A hypothesis was proposed in Chapter 3 for removing label noise from training data and
was validated with extensive experiments. The experimental results confirm that the SVM classifier
selects uniform random label noise examples as its support vectors (SV). Two SVM classifiers,
OCSVM for a single class and TCSVM for two classes, were tested. Experimental results show that
around 85% and 99% of the label noise examples were found by OCSVM and TCSVM respectively
at 10% label noise. The number of examples that need to be reviewed to remove the label noise
examples is large and is about 55% and 45% for OCSVM and TCSVM respectively.
Another method that built on the same hypothesis was also proposed in Chapter 3. This
method aimed to reduce the review of a large number of examples. This new method selected a
small subset of about 14% of examples which contained about 95% of the label noise at 10% noise
level. Experimental results at other noise levels up to 40% show that this method selects around
10% more examples than the amount of noise to find about 95% of label noise. The robustness of
this method to parameters is advantageous for large datasets.
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A theory to show that uniform random label noise examples will get selected as support
vectors was described in Chapter 4. A theorem was proven to show that it is possible to create
mislabeled examples that will not get selected as SV’s. An extension of the theorem showed that a
large fraction of the examples that satisfy a particular criterion (imposter criterion) can be misla-
beled such that they will not get selected as SV’s. It is possible that a few mislabeled examples that
do not satisfy the imposter criterion might not get selected as SV’s. In general, we do not know
of any principled approach to find a large fraction of examples satisfying the imposter criterion
for relabeling. We argue that random label noise will not satisfy this criterion and hence will get
selected as SV’s.
Application of this method was demonstrated in Chapter 5 by finding random label noise
in a real-world large scale dataset, ImageNet. There were 92 label noise examples found in 18
image classes. The errors were found by reviewing only a fraction of about 15.7% of examples. The
obtained error rate of about 0.4% slightly exceeds the previously estimated value (0.3%).
Application of this method to find mislabeled examples from the previously unknown classes
were shown in Chapter 6. Effectiveness of this method in finding the adversarial label noise exam-
ples targeted against SVM classifiers was also shown. A novel label noise tolerant method using
the semi-supervised learning framework was proposed. The proposed method was experimentally
compared with the state of the art label noise tolerant algorithms. The experimental results show
no statistically significant difference between the proposed method and the state of the art methods
and our approach explicitly finds the mislabels.
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Future work that extends this method should consider the following:
1. Extension to multi-class datasets
Experimental results showed that the proposed method required the two confusing classes to
be compared. In the current experiments the competing classes were selected manually. An
automatic way to select the competing classes needs to be found. For instance, one-vs-many
SVM can be explored.
2. Improving the precision
Manual review is the bottle neck in finding the label noise examples. Though the presented
methods demonstrated good recall of about 95%, the precision needs to be improved. Other
methods, for instance ensemble and active learning methods, need to be explored to improve
the precision.
3. Extension to label noise tolerant methods
An alternative to improving the precision is to create label noise tolerant methods. A first step
towards this avenue was explored using a semi-supervised learning approach and it showed
promising results. Other learning approaches, for instance unsupervised learning, can be
explored.
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