Global optimization of aerodynamic shapes requires a large number of expensive CFD simulations because of the high dimensionality of the design space. One means to combat that problem is to reduce the dimension of the design space-for example, by constructing low dimensional parametric functions (such as PARSEC and others)-and then optimizing over those parameters instead. Such approaches require first a parametric function that compactly describes useful variation in airfoil shape-a non-trivial and error-prone task. In contrast, we propose to use a deep generative model of aerodynamic designs (specifically airfoils) that reduces the dimensionality of the optimization problem by learning from shape variations in the UIUC airfoil database. We show that our data-driven model both (1) learns realistic and compact airfoil shape representations and (2) empirically accelerates optimization convergence by over an order of magnitude.
are primarily three approaches for solving the optimization problem: evolutionary algorithms (EA), surrogate-based optimization (SBO), and automatic differentiation (AD) (otherwise known as adjoint methods).
Evolutionary Algorithms
Evolutionary algorithms (EA) are gradient-free optimization algorithms that mimic the process of biological evolution through mutation, recombination, and reproduction of different designs. Genetic algorithms (GA), a type of EA, is widely used in aerodynamic shape optimization [12, 15, 20] . Work has also been done to augment GA with the Bees algorithm [21] and adaptive mutation rates [22] , resulting in more accurate optimization and/or faster convergence. Other EA methods applied in aerodynamic optimization are differential evolution [23] and particle swarm optimization [24, 25] . However, due to the large number of function calls needed in each generation, EAs can be prohibitively expensive computationally, especially if every evaluation requires a high-fidelity computational fluid dynamics simulation.
Surrogate-Based Optimization
Surrogate-based optimization (SBO) uses an inexpensive surrogate model to approximate the expensive function of the quantity of interest (QoI) (i.e., the optimization objective). Bayesian optimization (BO) is a commonly used method for SBO. It consists of two components -a sampling method (e.g., maximum expected improvement [26] or maximum upper confidence bound [27] ) and a surrogate modeling method (e.g., Gaussian process regression, also know as kriging [28] ). In each iteration, the sampling method samples a point in the design space for evaluation of the QoI, and then that point and its QoI update the surrogate model. Compared to methods like genetic algorithms, surrogate-based optimization reduces the number of expensive CFD evaluations needed in aerodynamic shape optimization [7, 9, 12, 14, 29] . However, for a high-dimensional design space, the number of evaluations will still be inevitably high due to the curse of dimensionality [6, 30] . Note that in these cases, kriging can also be prohibitively expensive at the later stage when the model is trained on a large number of evaluated samples since its computational cost scales cubically with the sample size (though practical approximation methods do exist to reduce this cost).
Automatic Differentiation
Automatic differentiation (AD)-a generalization of adjoint methods used by the CFD community-provides a relatively fast and exact method of calculating numerical gradients. The computer records every elemental operation used to calculate a QoI ("forward pass") before reversing through this "tape" to determine the sensitivity of the QoI with respect to each parameter. Generally, gradient calculations are exact and have a computational cost within an order of magnitude of the forward pass. Because of this, previous work [31] [32] [33] [34] [35] [36] [37] have used AD for gradient calculations. Combined with optimization algorithms such as SQP [35, 36] , steepest descent [34] , and Newton-and quasi-Newton methods [31, 32, 37] , AD can drastically accelerate gradient calculations in the optimization process, even in complex or turbulent models [31, 36, 37] .
However, for optimization using state-of-the-art turbulence models such as Large Eddy Simulation, one cannot use adjoint methods because the chaotic butterfly exponential divergence of trajectories makes the adjoint ill-posed [38] . In addition, an AD gradient is only applicable at one point; thus, unlike e.g.analytical derivatives, where a single equation provides exact derivatives at any point, AD requires a forward pass before each new gradient calculation, contributing to a large portion of the optimization cost. In terms of memory, building the tape of operators can be expensive compared to, e.g., a finite difference method. Additionally, as a method of gradient calculation, AD will still maintain the disadvantage inherent in gradient-based algorithms, e.g., converging to local minima. As a workaround solution, Berguin et al. [10] use solutions to SBO as starting points for AD methods, hoping to find good local optima.
B. Shape Parameterization
Parameterization maps a set of parameters to points along a smooth curve or surface via a parametric function. Common parameterization for aerodynamic shapes includes splines (e.g., B-spline and Bézier curves) [39] [40] [41] , free-form deformation (FFD) [42, 43] , class-shape transformations (CST) [44, 45] , PARSEC [46, 47] , and Bézier-PARSEC [48] . While this work does not study paramterization, we show the optimization performance of two paramterization approaches, namely nonuniform rational B-splines (NURBS) [49] and PARSEC [46] , in comparison to our proposed method.
Usually during design optimization, parameters are sampled to generate design candidates [29] . There are two main issues when optimizing these parameters from conventional parameterization: (1) one has to guess the limits of the parameters to form a bounding-box within which the optimization operates, and (2) the design space dimensionality is usually higher than the underlying dimensionality for representing sufficient shape variability [50] -i.e., to capture sufficient shape variation, manually designed shape parameterizations require higher dimensions than are strictly necessary.
C. Design Space Dimensionality Reduction
It is computationally expensive to search for solutions in the design space directly due to the space's high dimensionality. Factor screening methods [51, 52] are used to select the most relevant design variables for a design problem while fixing the rest as constant during optimization. These methods fail to consider the correlation between design variables. Thus, researchers have found ways to capture the low-dimensional subspace that identifies important directions with respect to the change of response (i.e., QoI or performance measure) [7] [8] [9] [10] [11] . This response-based dimensionality reduction usually has several issues: 1) it requires many simulations when collecting samples of response gradients; 2) variation in gradients can only capture non-linearity rather than variability in the response, so extra heuristics are required to select latent dimensions that capture steep linear response changes; 3) the learned latent space is not reusable for any different design space exploration or optimization task (i.e., when a different response is used); and 4) the linear DR techniques applied in previous work may fail on responses with non-linear correlation between partial derivatives.
The first three issues can be avoided by directly applying DR on design variables without associating them with the response. Note that by doing this, we are assuming that if changes in a design are negligible, changes of responses are also negligible. In the area of aerodynamic design, researchers use linear models such as proper orthogonal decomposition (POD), also known as principal component analysis (PCA) [14] [15] [16] , and nonlinear models like generative topographic mapping [12, 13] to reduce the dimension of design variables. More work on DR has been done in other fields such as image processing and computer graphics [53, 54] , where DR is used for generating and visualizing data. Deep neural networks such as VAEs and GANs have been widely applied in these areas to learn the latent representation of data. These methods are known for their ability to learn complex high-dimensional data distributions. Our work extends this class of techniques by considering generation of smooth geometries such as those needed in spline-based representations.
Note that as DR models map latent variables to shapes, we can treat the latent variables and the mapping as parameters and the parametric function. Thus, in a broader sense, we will also refer to these methods as parameterization in Sec. VI.
III. Obtaining Disentangled Latent Representation Using Generative Adversarial Networks
We use a method based on GANs [55] to train a generative model that synthesizes aerodynamic shapes from interpretable low-dimensional latent codes. GANs are one type of deep neural network architecture which consists of two components: a generator and a discriminator. The generator takes in random noise from some known prior distribution P z . Its objective is to generate samples from the desired distribution (i.e., data distribution P dat a ). The discriminator takes in a sample (either from the training data or synthesized by the generator) and predicts the probability of the sample coming from the training data. The generator tries to make the generative distribution P G look like P dat a to fool the discriminator; the discriminator tries not to be fooled. GANs achieve this by minimizing the objective:
where D is the discriminator, and G is the generator. Both components improve via training until the discriminator cannot differentiate between real and fake inputs, implying that the generative distribution resembles the data distribution. Standard GANs are not built for learning latent representations; thus, they cannot be used to reduce the dimensionality of the design space. To compensate for this weakness, InfoGANs [56] encourage interpretable latent representations by maximizing the mutual information between some noise variables (called latent codes) and the generated samples. Thus, InfoGAN's generator takes both latent codes c and random noise z as inputs. Unfortunately, it is hard to directly maximize the mutual information I(c; G(c, z)), so instead an InfoGAN approximates the solution by maximizing a lower bound. In practice, this is realized by adding an extra fully connected layer to the discriminator to predict the latent codes. Please refer to Ref. [56] for more details about the InfoGAN. We build upon this line of work below, extending it to spline-based geometry.
IV. Spline-Based Shape Synthesis
Typical approaches to generative shape models (such as GANs) represent shapes as a collection of discrete samples (e.g., as pixels or voxels) owing to the their original development in the computer vision community. For example, a naïve way of synthesizing shapes like airfoils would be to generate this discrete representation directly using the generator, such as generating a fixed number of coordinates sampled along the airfoils boundary curve (e.g., Fig. 2,  right) . However, in practice, airfoils typically possess substantial smoothness/continuity and are typically represented using parametric curve families like splines, Bézier curves, or NURBS surfaces. The naïve GAN representation of predicting discretized curves from the generator usually (1) creates noisy curves that have low smoothness and (2) have parametric output that is harder for humans to interpret and use in standard CAD packages compared to equivalent curve representations (e.g., Bézier curves). This creates problems, particularly in aerodynamic shape synthesis.
To solve this issue, we modified the InfoGAN's generator such that it only generates smooth shapes that conform to Bézier curves. We call this generative adversarial network a Bézier-GAN [19] . As shown in Fig. 1 , most of its architecture is adapted from the InfoGAN. However, before outputting discrete coordinates along the curve, the generator synthesizes control points P, weights w, and parameter variables t of rational Bézier curves. The last layer-the Bézier layer-converts this rational Bézier curve representation into discrete representation X:
where n is the Bézier degree, and the number of discrete points to represent the curve is m + 1. Since variables {P i }, {w i }, and {t j } are differentiable in Eq. 2, we can train the network using back propagation. Figure 2 compares synthesized shapes with and without using a Bézier layer. 
V. Optimization over the Learned Latent Space

A. The Optimization Problem in the Latent Space
The optimal aerodynamic shape can be solved by x * = arg min x f (x), where x is an aerodynamic shape (expressed in this case by the latent codes and the Bézier curve parameters) and f (x) is some performance measure defined over x (e.g., lift, drag, etc.). Since the function f is usually non-convex, methods such as EA or SBO are often used for optimization [57] [58] [59] [60] . These methods search for the global optimum by exploring the design space X. However, since X is usually high-dimensional, it takes many performance evaluations to find the optimal solution due to the curse of dimensionality [6] . Since we can modify x by changing the latent code c, which has a lower dimension than x, finding the optimal shape x * is equivalent to finding an optimal latent code c * . Thus, we solve the following problem instead:
and then use c * to synthesize the optimal shape x * = G(c * , z). We can then apply SBO to find c * instead of x * . There are two major components in SBO: an inference model and an acquisition function. In this paper we use a SBO method called Efficient Global Optimization (EGO) [26] , which uses Gaussian process (GP) regression [28] as the inference model, and expected improvement (EI) [26] as the acquisition function:
where h min is the current best function value. At each step t of EGO we want to find c (t) that is expected to best improve upon the current optimal solution:
Now with the ingredients of GP regression and EI, the EGO process simply repeats the following steps: 1) Estimate the function h by using GP regression; 2) Compute EI using Eq. 4 and the learned GP model; 3) Search for the point c (t) that has the highest EI (solving Eq. 5); 4) Evaluate the function h at c (t) , and add the new (c (t) , h(c (t) )) pair into the dataset for learning GP regression.
B. Unbounded Bayesian Optimization
To find c (t) in Step 3, we can use gradient-based optimization algorithms like BFGS [61] [62] [63] [64] . However, these methods may get stuck in local optima and are unstable if operated in an unbounded space (i.e., the solution may go too far from feasible regions and thus will diverge). Random search is a simple alternative approach that searches c (t) within fixed variable bounds; however, the optimal solution may be located outside those bounds. To circumvent these issues, we search for the solution near c (t−1) (i.e., the point evaluated at step t − 1) without requiring a boundary. Specifically, we search for c (t) among samples drawn from the distribution N (c (t−1) , σ 2 ), where σ controls the dispersion of the drawn samples (Fig. 3) . Combined with the EI criteria, each iteration of the search area moves in the direction which is expected to improve the current optimal solution. This moving search area eliminates the limitation of variable bounds. A larger σ encourages exploration and prevents the solution from getting stuck in local optima while a smaller σ encourages exploitation and refines the current optimal solution. We use a decreasing σ over iterations (i.e., in each iteration, multiply σ by a constant γ that is close to but smaller than 1), so that the algorithm first explores then focuses more on exploitation.
VI. Experiment: Airfoil Synthesis and Shape Optimization
In this section we demonstrate our method via an airfoil optimization task. Rather than targeting one specific airfoil model (e.g., the NACA 0012 airfoil in Ref. [11] or the RAE 2822 airfoil in Ref. [12] ) and its perturbations, we search for the optimal design within all the existing major airfoil models. We show that Bézier-GAN learns realistic shape variations from these airfoil models and that optimizing in the latent space accelerates convergence.
A. Dataset and Preprocessing
We use the UIUC airfoil database * as our training data for the Bézier-GAN. It provides the geometries of nearly 1,600 real-world airfoil designs, each of which is represented by discrete coordinates along their upper and lower surfaces. The number of coordinates for each airfoil is inconsistent across the database, so we use B-spline interpolation to obtain consistent shape representations. Specifically, we interpolate 192 points over each airfoil with the concentration of these points along the B-spline curve based on the curvature [39] . The preprocessed data are visualized at the top of 
B. Dimensionality Reduction
We build a Bézier-GAN model based on the architecture in Fig. 1 . The latent codes are from a three-dimensional uniform distribution, and the input noise is from a ten-dimensional Gaussian distribution. In the discriminator, we use six one-dimensional convolutional layers followed by fully connected layers to predict latent codes and the probability of the input data coming from the dataset. For the generator, we use three one-dimensional deconvolutional layers [65] to predict the control points {P i |i = 0, ..., n} and the weights {w i |i = 0, ..., n}, and three fully connected layers followed by a softmax activation to predict discrete differences between parameter variables {t j+1 − t j | j = 0, ..., m − 1}. Interested readers can refer to detailed network architectures and hyperparameters in our Tensorflow implementation available on Github † .
We optimize the Bézier-GAN using an Adam optimizer [66] and train it on a Nvidia Titan X GPU. The wall-clock training time is about 1 hour, and the inference takes less than 15 seconds. Figure 4 shows synthesized airfoil shapes by linearly interpolating points in the latent space. The middle subplot shows that airfoils synthesized by Bézier-GAN are realistic and capture most variation in the airfoil dataset. We also obtained an interpretable latent space: the horizontal axis (c 1 ) captured the leading edge angle, the vertical axis (c 2 ) captured the trailing edge angle, and the third axis (c 3 ) captured the thickness.
We use PCA as a baseline DR method to compare the synthesis quality. The latent space is also set to threedimensional. The results of PCA are shown at the bottom of Fig. 4 ‡ . Compared to Bézier-GAN, PCA shows the limitations of a linear DR model by synthesizing unrealistic designs in some regions of the latent space.
C. Optimization
Our optimization objective is to maximize the lift to drag ratio C L /C D . We use XFOIL [67] to compute the lift and drag coefficients C L and C D . § The XFOIL operation conditions are set as follows: Reynolds number Re = 1.8 × 10 6 , Mach number Ma = 0.01, and angle of attack α = 0°.
For Bézier-GAN and PCA, we apply EGO on the three-dimensional latent spaces and use the trained Bézier-GAN generator or the inverse transformation of PCA to synthesize the optimal airfoils corresponding to the optimal latent codes.
We also compare these results to optimizing directly in the parametric design space. Specifically, we use two parameterizations, NURBS and PARSEC, and two optimization algorithms, EGO and GA, as additional experiments. We use the NACA 0012 airfoil as the initial design. The NURBS parameterization is based on Ref. [12] . The design space is defined as a ±0.1 perturbation of the initial NURBS control point coordinates or a 20% perturbation of the initial PARSEC parameters. The population size of the GA is 100, and the chance of mutation (i.e., the probability of mutating an individual's parameter) is 0.1. In each generation we choose 30 best and 10 random individuals for crossover, and produce 5 children for each pair. We direct interested readers to our code for more details.
We run each experiment so that the total number of C L /C D evaluations is 1000. The results of each experiment setting are averaged over 10 runs. Figure 5 shows the best-so-far C L /C D versus the number of evaluations. It shows that the value reached in 100 XFOIL evaluations by Bézier-GAN+EGO takes other methods at least 500 XFOIL evaluations to reach. Figure 6 shows the optimal airfoils for all experiment settings. Runs from the same scenario are plotted on the same subplot. For PCA+EGO and NURBS+GA, the final optimal solutions are inconsistent compared to other methods, indicating the optimization converged to different local optima. The values of maximal C L /C D after 100 and 1000 evaluations are shown in Table 1 . § We use XFOIL here to demonstrate our scientific contributions, however, our approach is not limited to XFOIL. One can apply our techniques to any CFD or performance code including RANS or LES. Figure 5 shows that when using Bézier-GAN, the optimal C L /C D stops improving after 100 evaluations, whereas the optimal C L /C D improves continuously, though slowly, when using the NURBS parameterization. This is because the three-dimensional latent space does not contain as much shape variation as the NURBS design space. However, while the three-dimensional latent space captures major shape variations, minor shape variations are captured by the noise space (i.e., the space of the random input noise of Bézier-GAN). Therefore, we can further search for an improvement in that noise space. We achieve this by using the optimal solution of EGO after 100 evaluations as the initial design and run GAs in both the latent space and the noise space. We call this GA refining. Specifically, we allow larger shape variation on the noise variables while limiting the variation on the latent variables during mutation. The results are shown in Figs. 7 and 8. In this way, the optimal C L /C D keeps improving even after the latent space is exploited. 
D. GA Refining
VII. Discussion and Conclusion
We use a Bézier-GAN to capture a low-dimensional latent space that encodes major shape variability of aerodynamic designs. Design optimization can then be conducted in this latent space to reduce the number of evaluations required to find the optimal solution. Our results show that our Bézier-GAN method significantly accelerates convergence and finds optimal designs that are comparable to those found by other algorithms.
Because the latent space discards minor variability in designs that can potentially contribute to higher performance, the final optimal solution may be not as good as directly optimizing in the design space given sufficient number of evaluations. The GA refining mitigates this issue by continuing to explore the input noise space of the GAN after discovering good latent variables. There are other ways to improve the optimal solution while maintaining fast convergence. For example, the optimal solution obtained by our method can be used as a good start point for gradient-based optimization methods (e.g., as in Berguin et al. [10] ). For future research, we can concatenate a trained Bézier-GAN generator and an automatic differentiation solver to obtain the gradient of a QoI with respect to each latent variable directly. The low-dimensional gradients can then be applied to solve optimization problems.
Different from previous DR research for aerodynamic shape optimization which only targets one specific QoI (i.e., response-based DR) or one airfoil model, the learned latent space in this work is reusable for optimizing any QoI for any airfoil model included in the UIUC airfoil database.
