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Abstract
Carlitz has introduced q-analogues of the Bernoulli numbers around 1950. We obtain a representation
of these q-Bernoulli numbers (and some shifted version) as moments of some orthogonal polynomials.
This also gives factorisations of Hankel determinants of q-Bernoulli numbers, and continued fractions for
their generating series. Some of these results are q-analogues of known results for Bernoulli numbers,
but some are specific to the q-Bernoulli setting.
Re´sume´
Carlitz a introduit vers 1950 des q-analogues des nombres de Bernoulli. On obtient une repre´sentation
de ces q-analogues (ainsi que de variantes de´cale´es) comme moments de certains polynomes orthogonaux.
Ceci donne aussi des factorisations des de´terminants de Hankel des nombres de q-Bernoulli, ainsi que des
fractions continues pour leurs se´ries ge´ne´ratrices. Certains de ces re´sultats sont des q-analogues d’e´nonce´s
connus pour les nombres de Bernoulli, mais d’autres sont sans version classique.
Introduction
Les nombres de Bernoulli ont une longue histoire, et sont utiles dans divers domaines des mathe´matiques.
Leur apparition dans les valeurs prises aux entiers par la fonction ζ de Riemann est sans doute une des
principales raisons de leur importance.
Un aspect apparemment assez peu connu est l’existence de plusieurs fractions continues simples pour des
se´ries ge´ne´ratrices faisant intervenir des nombres de Bernoulli ou des polynoˆmes de Bernoulli. On trouve
de´ja` un exemple de ce type pour les polynoˆmes de Bernoulli dans les travaux fondateurs de Stieltjes sur
les fractions continues [Sti95, §86]. D’autres exemples pour les nombres de Bernoulli sont pre´sente´s dans
l’appendice par Zagier du livre [AIK14]. Sans aucune exhaustivite´, on trouve notamment de telles fractions
continues dans les articles [Rog05, §6], [Fra79, §5] et [Tou56, §13 et 14].
Le contexte naturel pour ces fractions continues (du moins pour celles qui font intervenir des se´ries
ge´ne´ratrices ordinaires) est la the´orie des polynoˆmes orthogonaux. Les nombres ou polynoˆmes de Bernoulli
apparaissent dans ce cadre comme les moments de familles de polynoˆmes orthogonaux en une variable. On
peut citer notamment Carlitz [Car59] pour une interpre´tation en ces termes des re´sultats de Stieltjes pour
les polynoˆmes de Bernoulli. Ces travaux sont brie`vement de´crits dans [Chi78, p. 191-192].
Une conse´quence de cette re´alisation comme moments de polynoˆmes orthogonaux est l’existence de
formules closes pour les de´terminants de Hankel des nombres de Bernoulli. En particulier, de telles formules
sont de´montre´es dans [ASC59, Kra99] pour les de´terminants de Hankel des nombres de Bernoulli avec indices
de´cale´s de 0, 1 ou 2. Un re´sultat plus ge´ne´ral, qui contient ces trois cas, a e´galement e´te´ obtenu par Fulmek
et Krattenthaler dans [Kra99].
Notre objectif dans cet article est d’obtenir des re´sultats similaires (fractions continues pour les se´ries
ge´ne´ratrices, factorisations des de´terminants de Hankel, expressions comme moments de polynoˆmes ortho-
gonaux) pour les q-analogues des nombres de Bernoulli et des polynoˆmes de Bernoulli introduits par Carlitz
dans [Car48].
Ces nombres de q-Bernoulli-Carlitz, qui sont des fractions rationnelles en la variable q, semblent assez
naturels. Ils sont apparus re´cemment dans l’e´tude de certaines se´ries formelles en arbres [Cha09], ainsi que
dans la the´orie des q-polynoˆmes d’Ehrhart [CE14], et sont fortement lie´s avec un q-analogue de la fonction
ζ [Cha10]. Les re´sultats du pre´sent article sont un autre signe de leur inte´reˆt potentiel.
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L’article est organise´ comme suit. Apre`s un section d’introduction des notations, on obtient d’abord
des expressions des nombres de q-Bernoulli-Carlitz (e´ventuellement de´cale´s) comme moments de polynoˆmes
orthogonaux de type q-Hahn ou q-Legendre. On formule ensuite les re´currences explicites pour ces polynoˆmes
orthogonaux. Par la the´orie ge´ne´rale, ceci donne des fractions continues de Jacobi pour les se´ries ge´ne´ratrices
des moments et des factorisations de de´terminants de Hankel des moments. On transforme ensuite ces
fractions continues en fractions continues de Stieltjes. Enfin, on obtient dans la dernie`re section un re´sultat
plus ge´ne´ral, qui est un q-analogue du the´ore`me de Fulmek et Krattenthaler. Ceci fait intervenir les polynoˆmes
orthogonaux de type q-Jacobi.
Dans la plupart de nos re´sultats, on peut faire q = 1 et retrouver de manie`re transparente les re´sultats
classiques. Il y a deux exceptions : les fractions continues pour la se´rie ge´ne´ratrice de´cale´e de deux crans,
et la formule pour le de´terminant de Hankel de´cale´ de trois crans, qui n’ont pas de limite classique et sont
donc des formules comple`tement nouvelles.
Le lecteur inte´resse´ pourra trouver beaucoup d’informations historiques sur le cas classique dans l’intro-
duction de l’article [Koe96]. Un q-analogue de la se´rie ge´ne´ratrice exponentielle des nombres de Bernoulli a
e´te´ e´tudie´ sous un angle similaire dans [AW02].
Remerciements : les auteurs remercient le NIMS (Daejeon) ou` cet article a e´te´ termine´, pour l’accueil
et les agre´ables conditions de travail. Le premier auteur be´ne´ficie du soutien du contrat ANR CARMA
(ANR-12-BS01-0017).
1 Notations
Les nombres de q-Bernoulli-Carlitz, note´s βn pour n ≥ 0, sont de´finis par les relations
q(qβ + 1)n − βn =


q − 1 si n = 0,
1 si n = 1,
0 si n > 1,
(1.1)
ou` on convient de transformer les exposants de β en indices apre`s avoir de´veloppe´ le binoˆme.
Ce sont des fractions rationnelles en la variable q, dont les valeurs en q = 1 sont les nombres de Bernoulli
usuels. Pour illustration, voici les premie`res fractions :
β0 = 1, β1 =
−1
q + 1
, β2 =
q
(q + 1) · (q2 + q + 1)
,
β3 =
−q · (q − 1)
(q + 1) · (q2 + q + 1) · (q2 + 1)
,
β4 =
q · (q4 − q3 − 2q2 − q + 1)
(q + 1) · (q2 + q + 1) · (q2 + 1) · (q4 + q3 + q2 + q + 1)
.
Leur se´rie ge´ne´ratrice exponentielle est note´e
B(x) =
∑
n≥0
βn
xn
n!
. (1.2)
Des relations (1.1), on de´duit qu’elle satisfait l’e´quation fonctionnelle
qexB(qx) −B(x) = q − 1 + x. (1.3)
Leur se´rie ge´ne´ratrice ordinaire est note´e
B̂(x) =
∑
n≥0
βnx
n. (1.4)
On de´duit des relations (1.1) l’e´quation fonctionnelle
q
1− x
B̂
(
qx
1− x
)
− B̂(x) = q − 1 + x. (1.5)
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On conside`re aussi les se´ries ge´ne´ratrices ordinaires de´cale´es de un ou deux crans de´finies par
B̂1(x) =
1
β1
∑
n≥0
βn+1x
n et B̂2(x) =
1
β2
∑
n≥0
βn+2x
n. (1.6)
On note Ψ la forme line´aire sur les polynoˆmes en une variable x a` coefficients dans Q(q) de´finie par
Ψ(xn) = βn (1.7)
pour n ≥ 0.
Les polynoˆmes de q-Bernoulli-Carlitz sont les polynoˆmes en une variable z a` coefficients dans Q(q) de´finis
pour n ≥ 0 par
βn(z) = Ψ((z + (z(q − 1) + 1)x)
n), (1.8)
et leur valeur en z = 0 est le nombre de q-Bernoulli-Carlitz βn. Ce sont des q-analogues des polynoˆmes de
Bernoulli usuels. Les trois premiers sont
1,
2z − 1
q + 1
,
3(q + 1)z2 − 2(2q + 1)z + q
(q + 1)(q2 + q + 1)
.
Ces polynoˆmes de q-Bernoulli-Carlitz sont relie´s aux polynoˆmes introduits initialement par Carlitz dans
[Car48] par un changement de variable simple. Plus pre´cise´ment, si on note βˆn les polynoˆmes originaux de
Carlitz, il re´sulte de la comparaison entre la formule (5.5) de cette re´fe´rence et (1.8) que
βn ((q
y − 1)/(q − 1)) = β˜n(y). (1.9)
Pour n ∈ Z, on note [n]q le q-entier (q
n−1)/(q−1). Pour n ∈ N, on note [n]!q la q-factorielle [1]q[2]q . . . [n]q.
Pour 0 ≤ m ≤ n dans N, on note
[
n
m
]
q
le q-analogue habituel des coefficients binomiaux, de´fini par
[n]!
[m]!q[n−m]!q
. (1.10)
Pour des entiers positifs ou nuls i, d, on pose
[
i, x
d
]
q
=
1
[d]!q
([i− d+ 1]q + q
i−d+1x)([i − d+ 2]q + q
i−d+2x) . . . ([i]q + q
ix). (1.11)
C’est un q-analogue du polynoˆme binomial
(
i+x
d
)
.
On a alors les e´valuations suivantes (voir [CE14, Prop. 3.3 et 3.5]).
Lemme 1.1 Pour des entiers 0 ≤ i ≤ d, on a
Ψ(
[
i, x
d
]
q
) =
(−1)d−iq−(
d−i
2 )
[d+ 1]q
[
d
i
]
q
. (1.12)
Lemme 1.2 Pour des entiers 0 ≤ i ≤ d et 0 ≤ j ≤ e, on a
Ψ(
[
i, x
d
]
q
[
j, x
e
]
q
) =
(−1)d−i+e−jq−(
d−i
2 )+(d−i)(e−j)−(
e−j
2 )
[d+ e+ 1]q
[
d+e
d−i+j
]
q
. (1.13)
On introduit les notations
Asc(x, 0) = 1, Asc(x, a) =
a∏
i=1
([i]q + q
ix) (1.14)
et
Desc(x,−1) = −1/x, Desc(x, 0) = 1, Desc(x, a) =
a∏
i=1
([i]q − x). (1.15)
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Remarque : pour n entier positif, [−n]q + q
−nx = −q−n([n]q − x).
On utilise le symbole de Pochhammer de base q de´fini par
(a; q)k = (1 − a)(1− qa) . . . (1− q
k−1a), (1.16)
ainsi que la notation abre´ge´e (a, b, . . . ; q)k pour le produit de plusieurs tels symboles.
On a besoin du lemme suivant (voir [Chi78, p. 25]).
Lemme 1.3 Soit (qn(x))n≥0 une famille de polynoˆmes orthogonaux de´finis par
qn+1(x) = (an + x)qn(x) − bnqn−1(x), (1.17)
avec les conditions initiales q−1(x) = 0 et q0(x) = 1. Soit (pn(x))n≥0 les polynoˆmes de´finis par le changement
de variables pn(x) = qn(Ax + B)/A
n (A 6= 0). Alors les pn sont une famille de polynoˆmes orthogonaux
ve´rifiant la re´currence
pn(x) = ((an +B)/A+ x)pn(x)− bn/A
2pn−1(x). (1.18)
Si on note νn les moments de la famille qn, alors les moments de la famille pn sont
µn = A
−n
n∑
k=0
(
n
k
)
(−B)n−kνk. (1.19)
2 Polynoˆmes orthogonaux et moments
2.1 Polynoˆmes orthogonaux de type q-Hahn
On conside`re les polynoˆmes en x de´finis par la formule
Pn(x) = 3φ2
(
q−n, qc+d+n+1, q(1 + (q − 1)x)
qc+1, qd+1
; q, q
)
(2.1)
ou` 3φ2 est la fonction hyperge´ome´trique basique usuelle. Les parame`tres c et d sont des entiers positifs ou
nuls.
Ces polynoˆmes sont l’e´valuation en q(1 + (q − 1)x) de polynoˆmes Qn de type q-Hahn, qui forment une
famille classique de polynoˆmes orthogonaux. Ce sont encore des polynoˆmes orthogonaux (voir le lemme 1.3).
The´ore`me 2.1 Les nombres de q-Bernoulli-Carlitz (βn)n≥0 sont les moments des polynoˆmes orthogonaux
Pn de parame`tres c = d = 0.
Preuve. Il suffit de montrer que Ψ s’annule sur les polynoˆmes Pn pour ces parame`tres lorsque n ≥ 1 et
vaut β0 = 1 lorsque n = 0. Ceci caracte´rise l’application moment pour cette famille de polynoˆmes, voir par
exemple la preuve du the´ore`me de Favard dans [Chi78, p. 21-22].
L’expression hyperge´ometrique (2.1) donne la formule explicite
Pn(x) =
n∑
k=0
(q−n, qn+1; q)k(q(1 + (q − 1)x); q)kq
k
(q, q, q; q)k
(2.2)
en termes de symboles de Pochhammer.
Le symbole (q(1 + (q − 1)x); q)k vaut
(1− q)k(1 + qx)([2]q + q
2x)([3]q + q
3x) . . . ([k]q + q
kx), (2.3)
ce qu’on peut encore e´crire, avec la notation introduite dans (1.11),
(1 − q)k[k]!q
[
k, x
k
]
q
= (q; q)k
[
k, x
k
]
q
. (2.4)
Un cas particulier du lemme 1.1 donne que
Ψ(
[
k, x
k
]
q
) =
1
[k + 1]q
. (2.5)
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Par conse´quent,
Ψ(Pn(x)) =
n∑
k=0
(q−n, qn+1; q)kq
k
(q, q; q)k[k + 1]q
=
n∑
k=0
(q−n, qn+1; q)kq
k
(q, q2; q)k
. (2.6)
On reconnaˆıt 2φ1
(
q−n,qn+1
q2
; q, q
)
, qui est nul par la formule de q-Vandermonde lorsque n ≥ 1.
The´ore`me 2.2 Les fractions (βn/β1)n≥1 sont les moments des polynoˆmes orthogonaux Pn de parame`tres
c = 0 et d = 1.
Preuve. Il suffit a` nouveau de montrer que la forme line´aire f 7→ Ψ(xf) s’annule sur les polynoˆmes Pn pour
ces parame`tres lorsque n ≥ 1 et vaut β1 lorsque n = 0.
L’expression hyperge´ometrique (2.1) donne la formule explicite
Pn(x) =
n∑
k=0
(q−n, qn+2; q)k(q(1 + (q − 1)x); q)kq
k
(q, q, q2; q)k
. (2.7)
L’expression x(q(1 + (q − 1)x); q)k vaut [k + 1]q(q; q)k
[
k, x
k+1
]
q
.
Un cas particulier du lemme 1.1 donne que
Ψ(
[
k, x
k+1
]
q
) =
−1
[k + 1]q[k + 2]q
. (2.8)
On en de´duit alors que
Ψ(xPn(x)) = −
n∑
k=0
(q−n, qn+2; q)kq
k
(q, q2; q)k[k + 2]q
= −
1
[2]q
n∑
k=0
(q−n, qn+2; q)kq
k
(q, q3; q)k
. (2.9)
On reconnaˆıt la somme comme 2φ1
(
q−n,qn+2
q3
; q, q
)
, qui est nul par la formule de q-Vandermonde lorsque
n ≥ 1.
The´ore`me 2.3 Les fractions (βn/β2)n≥2 sont les moments des polynoˆmes orthogonaux Pn de parame`tres
c = 1 et d = 1.
Preuve. Il suffit a` nouveau de montrer que la forme line´aire f 7→ Ψ(x2f) s’annule sur les polynoˆmes Pn
pour ces parame`tres lorsque n ≥ 1 et vaut β2 lorsque n = 0.
L’expression hyperge´ometrique (2.1) donne la formule explicite
Pn(x) =
n∑
k=0
(q−n, qn+3; q)k(q(1 + (q − 1)x); q)kq
k
(q, q2, q2; q)k
. (2.10)
L’expression x2(q(1 + (q − 1)x); q)k vaut [k + 1]q(q; q)k
[
0, x
1
]
q
[
k, x
k+1
]
q
. Un cas particulier du lemme 1.2 donne
que
Ψ(
[
0, x
1
]
q
[
k, x
k+1
]
q
) =
q
[k + 2]q[k + 3]q
. (2.11)
On en de´duit alors que
Ψ(x2Pn(x)) = q
n∑
k=0
(q−n, qn+3; q)k[k + 1]qq
k
(q2, q2; q)k[k + 2]q[k + 3]q
=
q
[2]q[3]q
n∑
k=0
(q−n, qn+3; q)kq
k
(q, q4; q)k
. (2.12)
On reconnaˆıt la somme comme 2φ1
(
q−n,qn+3
q4
; q, q
)
, qui est nul par la formule de q-Vandermonde lorsque
n ≥ 1.
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2.2 Polynoˆmes orthogonaux de type q-Legendre
On introduit une autre famille de polynoˆmes en x de´finis par la formule
Pn(x) = 3φ2
(
q−n, qn+1, q(1 + (q − 1)x)
q, q(1 + (q − 1)z)
; q, q
)
, (2.13)
ou` le parame`tre z est une variable.
Ces polynoˆmes sont l’e´valuation en q(1 + (q − 1)x) de polynoˆmes Qn de type “grand q-Legendre”, qui
forment une famille classique de polynoˆmes orthogonaux (voir [KLS10, §14.5.1]).
Lorsque z = 0, on retrouve le cas c = d = 0 de type q-Hahn conside´re´ pre´ce´demment.
On va calculer leurs moments en termes de polynoˆmes en z obtenus par inte´gration des polynoˆmes de
q-Bernoulli-Carlitz de´finis par (1.8).
Pour simplifier les notations, on pose c = 1 + (q − 1)z dans cette section.
On rappelle que la q-inte´grale de Jackson est de´finie par
∫ b
a
f(t)dqt = b(1− q)
∞∑
k=0
f(bqk)qk − a(1− q)
∞∑
k=0
f(aqk)qk. (2.14)
Lemme 2.4 Les moments des polynoˆmes Pn sont donne´s par
µn =
1
(q − 1)n
n∑
k=0
(
n
k
)
(−1)n−k
[k + 1]c
[k + 1]q
. (2.15)
Preuve. On sait (voir [KLS10]) que les polynoˆmes “grand q-Legendre” Qn de parame`tre c sont orthogonaux
pour les moments
νn =
1∫ q
cq
x0dqx
∫ q
cq
xndqx =
qn(1− cn+1)(1− q)
(1− c)(1− qn+1)
= qn
[n+ 1]c
[n+ 1]q
. (2.16)
Cette e´galite´ re´sulte du calcul suivant :∫ q
cq
xndqx = q(1 − q)
∑
k≥0
(qk+1)nqk − cq(1− q)
∑
k≥0
(cqk+1)nqk
= qn+1(1− q)

∑
k≥0
(qn+1)k − cn+1
∑
k≥0
(qn+1)k


= qn+1(1− q)
1− cn+1
1− qn+1
.
Par le lemme 1.3, les moments des polynoˆmes Pn sont donc
µn = q
−n(q − 1)−n
n∑
k=0
(
n
k
)
(−q)n−kνk,
ce qui donne le re´sultat voulu.
Lemme 2.5 On a
1
z
∫ z
0
βn(y)dy =
1
(q − 1)n
n∑
k=0
(
n
k
)
(−1)n−k
[k + 1]c
[k + 1]q
. (2.17)
Preuve. On note que 1− c = (1− q)z et que
d
dz
(
1− ck+1
)
= (1 − q)(k + 1)ck. (2.18)
6
En multipliant (2.17) par z, puis en de´rivant par rapport a` z, on obtient
βn(z) =
1
(q − 1)n
n∑
k=0
(
n
k
)
(−1)n−k
(k + 1)
[k + 1]q
(1 + (q − 1)z)k. (2.19)
Cette e´quation est exactement la formule (5.3) de [Car48], modulo le changement de variables (1.9). Il reste
a` ve´rifier que (2.17) est vraie en z = 0, ce qui re´sulte aussi de (2.19) en z = 0.
The´ore`me 2.6 Les polynoˆmes (1
z
∫ z
0
βn(y)dy)n≥0 sont les moments des polynoˆmes orthogonaux Pn.
Preuve. Ceci re´sulte des deux lemmes pre´ce´dents. Il n’est pas ne´cessaire de normaliser les moments, car
β0(z) = 1.
On introduit la se´rie ge´ne´ratrice des moments
B̂z(x) =
∑
n≥0
(
1
z
∫ z
0
βn(y)dy
)
xn. (2.20)
3 Re´currences
Chaque famille de polynoˆmes orthogonaux (suppose´s unitaires) ve´rifie une re´currence a` trois termes, de
la forme
pn+1 = (an + x)pn − bnpn−1, (3.1)
pour deux suites de coefficients an et bn. On va calculer ces re´currences pour les familles de polynoˆmes
conside´re´es, en partant de la re´currence ge´ne´rale connue pour les polynoˆmes de type q-Hahn et de type
“grand q-Legendre”.
3.1 Re´currences pour le type q-Hahn
Selon [KLS10, §14.6], la version unitaire qn des polynoˆmes Qn de´finis par la formule (2.1) (avec x au lieu
de q(1 + (q − 1)x)) ve´rifie la re´currence
qn+1 = (An + Cn − 1 + x)qn − An−1Cnqn−1, (3.2)
ou`
An =
(1 − qn+d+1)(1− qn+c+1)(1 − qn+c+d+1)
(1− q2n+c+d+1)(1− q2n+c+d+2)
(3.3)
et
Cn = −
qn+c+d+1(1− qn)(1 − qn+c)(1− qn+d)
(1− q2n+c+d)(1− q2n+c+d+1)
. (3.4)
On utilise ensuite le lemme 1.3 pour le changement de variables x 7→ q(1 + (q − 1)x). On obtient la
re´currence
pn+1 = ((An + Cn − 1 + q)/(q(q − 1)) + x) pn −An−1Cn/(q(q − 1))
2pn−1, (3.5)
pour les versions unitaires pn des polynoˆmes Pn de´finis par (2.1).
Conside´rons les trois cas particuliers qui nous inte´ressent.
• Pour (c, d) = (0, 0), on obtient
An =
(1− qn+1)3
(1− q2n+1)(1− q2n+2)
(3.6)
et
Cn = −
qn+1(1− qn)3
(1 − q2n)(1− q2n+1)
. (3.7)
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La re´currence est donc donne´e par
pn+1 =
(
[2n+ 1]q + [n+ 1]q − 3[n]q
(1 + qn)(1 + qn+1)
+ x
)
pn +
qn−1[n]6q
[2n− 1]q[2n]2q[2n+ 1]q
pn−1. (3.8)
• Pour (c, d) = (0, 1), on obtient
An =
(1 − qn+1)(1 − qn+2)2
(1− q2n+2)(1− q2n+3)
(3.9)
et
Cn = −
qn+2(1 − qn)2(1 − qn+1)
(1− q2n+1)(1− q2n+2)
. (3.10)
La re´currence est donc donne´e par
pn+1 = (an + x) pn +
qn[n]3q[n+ 1]
3
q
[2n]q[2n+ 1]2q[2n+ 2]q
pn−1, (3.11)
ou` le coefficient an = (An + Cn − 1 + q)/(q(q − 1)) ne se simplifie pas spe´cialement.
• Pour (c, d) = (1, 1), on obtient
An =
(1 − qn+2)2(1− qn+3)
(1− q2n+3)(1− q2n+4)
(3.12)
et
Cn = −
qn+3(1 − qn)(1− qn+1)2
(1− q2n+2)(1− q2n+3)
. (3.13)
La re´currence est donc donne´e par
pn+1 =
(
(q − 1)[n+ 1]q[n+ 2]q
(1 + qn+1)(1 + qn+2)
+ x
)
pn +
qn+1[n]q[n+ 1]
4
q[n+ 2]q
[2n+ 1]q[2n+ 2]2q[2n+ 3]q
pn−1. (3.14)
3.2 Re´currence pour le type grand q-Legendre
Selon [KLS10, §14.5.1], la version unitaire qn des polynoˆmes Qn de´finis par la formule (2.13) (avec x au
lieu de q(1 + (q − 1)x)) ve´rifie la re´currence
qn+1 = (An + Cn − 1 + x)qn − An−1Cnqn−1, (3.15)
ou`
An =
(1− qn+1)2(1− (1 + (q − 1)z)qn+1)
(1− q2n+1)(1− q2n+2)
(3.16)
et
Cn = −
qn+1(1− qn)2(1− qn + (q − 1)z)
(1 − q2n)(1− q2n+1)
. (3.17)
On utilise ensuite comme pre´ce´demment le lemme 1.3 pour le changement de variables x 7→ q(1 + (q − 1)x).
La re´currence pour la version unitaire pn des Pn de´finis par (2.13) est donc donne´e par
pn+1 =
(
[2n+ 1]q + [n+ 1]q − 3[n]q − 2q
nz
(1 + qn)(1 + qn+1)
+ x
)
pn +
qn−1[n]4q([n]q − z)([n]q + q
nz)
[2n− 1]q[2n]2q[2n+ 1]q
pn−1. (3.18)
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4 De´terminant de Hankel et fractions continues
La the´orie ge´ne´rale des polynoˆmes orthogonaux donne des informations pre´cises sur les de´terminants de
Hankel des moments, et sur certaines fractions continues pour la se´rie ge´ne´ratrice ordinaire des moments.
Les re´sultats dont nous aurons besoin se trouvent dans [Kra99, §2.7] et [Kra05, §5.4], ou` le lecteur peut
trouver d’autres re´fe´rences. On les rassemble dans le the´ore`me-omnibus suivant.
The´ore`me 4.1 Soit (pn)n≥0 une famille de polynoˆmes orthogonaux unitaires ve´rifiant la re´currence
pn+1 = (an + x)pn − bnpn−1, (4.1)
avec les conditions initiales p−1 = 0 et p0 = 1. Soient µn les moments de cette famille, qu’on normalise en
supposant µ0 = 1. Alors on a un de´veloppement en fraction continue
∑
k≥0
µkx
k =
1
1 + a0x−
b1x
2
1 + a1x−
b2x
2
1 + a2x− . . .
(4.2)
et une factorisation du de´terminant de Hankel
d(0)n := det
0≤i,j≤n−1
µi+j =
n−1∏
k=1
bn−kk . (4.3)
Si (qn)n≥0 est la suite de´finie par la re´currence
q0 = 1, q1 = −a0 et qn+1 = −anqn − bnqn−1, (4.4)
alors on a aussi une factorisation du de´terminant de Hankel de´cale´
d(1)n := det
0≤i,j≤n−1
µi+j+1 = qn
n−1∏
k=1
bn−kk . (4.5)
Preuve. On renvoie aux re´fe´rences cite´es pour la preuve des principaux re´sultats e´nonce´s. On se contente
ici d’une esquisse de preuve de (4.5).
En comparant (4.4) et (4.1), on voit que qn = (−1)
npn(0). Par ailleurs, il existe une formule de´terminantale
pour pn(x) en fonction des moments :
pn(x) =
1
d
(0)
n
∣∣∣∣∣∣∣∣∣∣∣
µ0 µ1 . . . µn
µ1 µ2 . . . µn+1
...
...
...
...
µn−1 µn . . . µ2n−1
1 x . . . xn
∣∣∣∣∣∣∣∣∣∣∣
. (4.6)
En posant x = 0 dans (4.6), on obtient pn(0) = (−1)
nd
(1)
n /d
(0)
n , ce qui e´quivaut a` (4.5).
On obtient ainsi des fractions continues pour B̂(x), B̂1(x), B̂2(x) et B̂z(x), de la forme donne´e par (4.2)
dans le the´ore`me 4.1, ayant pour coefficients ceux des re´currences (3.8), (3.11), (3.14) et (3.18).
On obtient aussi les formules suivantes de factorisation des de´terminant de Hankel.
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The´ore`me 4.2 On a
det
0≤i,j≤n−1
βi+j = (−1)
(n2)q(
n
3)
n−1∏
i=1
[i]!6q
[2i]!q[2i+ 1]!q
, (4.7)
det
0≤i,j≤n−1
βi+j+1 =
(−1)(
n+1
2 )
[2]q
q(
n+1
3 )
n−1∏
i=1
[i]!3q[i+ 1]!
3
q
[2i+ 1]!q[2i+ 2]!q
, (4.8)
det
0≤i,j≤n−1
βi+j+2 =
(−1)(
n
2)
[2]q[3]q
q(
n+2
3 )
n−1∏
i=1
[i]!q[i + 1]!
4
q[i + 2]!q
[2i+ 2]!q[2i+ 3]!q
, (4.9)
det
0≤i,j≤n−1
βi+j+3 =
(−1)(
n+1
2 )
[3]2q[4]q
q(
n+2
3 )
(
q(
n+2
2 ) + (−1)n
) n−1∏
i=1
[i + 1]!3q[i + 2]!
3
q
[2i+ 3]!q[2i+ 4]!q
(4.10)
et
det
0≤i,j≤n−1
1
z
∫ z
0
βi+j(y)dy = (−1)
(n2)q(
n
3)
n−1∏
i=1
[i]!4q Asc(z, i)Desc(z, i)
[2i]!q[2i+ 1]!q
, (4.11)
avec les notations (1.14) et (1.15).
Preuve. Les formules (4.7), (4.8), (4.9) et (4.11) s’obtiennent directement en appliquant (4.3) aux quatre
re´currences obtenues dans la section 3. Il faut tenir compte de la normalisation des moments pour (4.8) et
(4.9).
On pose
dn(k) = det
0≤i,j≤n−1
βi+j+k.
On utilise (4.5) pour montrer successivement les trois implications suivantes.
(4.7) ⇒ (4.8) Les polynoˆmes orthogonaux unitaires associe´s aux (βn)n≥0 sont
pn(x) =
(q; q)2n
(qn+1; q)n
1
qn(q − 1)n
n∑
k=0
(q−n, qn+1; q)k(q(1 + (q − 1)x); q)kq
k
(q, q, q; q)k
.
Par conse´quent, a` l’aide de l’identite´ de q-Vandermonde,
pn(0) =
(q; q)2n
(qn+1; q)n
q(
n
2)
(1− q)n
= q(
n
2)
[n]!3q
[2n]!q
.
Il en re´sulte que dn(1) = dn(0)(−1)
npn(0), ce qui donne une autre preuve de (4.8).
(4.8) ⇒ (4.9) Les polynoˆmes orthogonaux unitaires associe´s aux (βn+1/β1)n≥0 sont
pn(x) =
(q, q2; q)n
(qn+2; q)n
1
qn(q − 1)n
n∑
k=0
(q−n, qn+2; q)k(q(1 + (q − 1)x); q)kq
k
(q, q, q2; q)k
.
Par conse´quent, via q-Vandermonde,
pn(0) =
(q; q)2n
(qn+2; q)n
q(
n+1
2 )
(1− q)n
= q(
n+1
2 )
[n]!2q [n+ 1]!q
[2n+ 1]!q
.
Donc dn(2) = dn(1)(−1)
npn(0), ce qui donne une autre preuve de (4.9).
(4.9) ⇒ (4.10) Les polynoˆmes orthogonaux unitaires associe´s aux (βn+2/β2)n≥0 sont
pn(x) =
(q2, q2; q)n
(qn+3; q)n
1
qn(q − 1)n
n∑
k=0
(q−n, qn+3; q)k(q(1 + (q − 1)x); q)kq
k
(q, q2, q2; q)k
.
dont la valeur en x = 0 est
pn(0) =
(q2, q2; q)n
(qn+3; q)n
1
qn(q − 1)n
n∑
k=0
(q−n, qn+3; q)kq
k
(q2, q2; q)k
. (4.12)
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La somme qui intervient peut se simplifier comme suit (par q-Vandermonde) :
n∑
k=0
(q−n, qn+3; q)kq
k
(q2, q2; q)k
=
(1− q)2q−1
(1 − q−n−1)(1− qn+2)
(
−1 + 2φ1
(
q−n−1, qn+2
q
; q, q
))
= (−1)n
qn(1− q)2
(1− qn+1)(1− qn+2)
[
(−1)n + q(
n+2
2 )
]
.
On obtient donc l’e´galite´
pn(0) =
(q2, q2; q)n
(qn+1; q)n+2
1
(1− q)n−2
[
(−1)n + q(
n+2
2 )
]
=
[n]!q[n+ 1]!
2
q
[2n+ 2]!q
[
(−1)n + q(
n+2
2 )
]
.
Il s’ensuit que dn(3) = dn(2)(−1)
npn(0), ce qui donne (4.10).
L’expression (4.10) est a` rapprocher de la fraction continue simple pour la se´rie B̂2 obtenue dans la
section 5, qui fait intervenir des facteurs similaires.
Pour les de´calages D ≥ 4, le nombre βD lui-meˆme a des racines en dehors du cercle unite´, donc il est
impossible que les de´terminants de Hankel soient encore des produits de polynoˆmes cyclotomiques.
5 Autres fractions continues
On obtient dans cette section d’autres fractions continues pour les meˆmes se´ries ge´ne´ratrices. Les fractions
continues du type donne´ par (4.2) sont traditionnellement nomme´es des J-fractions continues ou fractions
continues de Jacobi. On les transforme ici en des fractions continues de Stieltjes ou S-fractions continues.
On a besoin du lemme de transformation suivant (voir [Rog05, Lemma I], [Che05, Lemme 5.3] et [Dum95]),
qui permet de relier S-fractions continues et J-fractions continues.
Lemme 5.1 On a l’e´galite´ entre les deux de´veloppements en fractions continues
1
1+
c1x
1+
c2x
1+
c3x
1+
· · · =
1
1 + c1x−
c1c2x
2
1 + (c2 + c3)x−
c3c4x
2
1 + (c4 + c5)x−
. . . (5.1)
The´ore`me 5.2 On a le de´veloppement en fraction continue
B̂(x) =
1
[1]q +
x
q+1
[1]q
−
x
[3]q +
q[2]qx
q2+1
[2]q
−
[2]qx
[5]q +
q2[3]qx
q3+1
[3]q
−
[3]qx
. . .
(5.2)
Preuve. En termes du lemme 5.1, ce de´veloppement revient a` montrer que
c2n−1 =
qn−1[n]2q
(qn + 1)[2n− 1]q
, et c2n = −
[n]2q
(qn + 1)[2n+ 1]q
, (5.3)
pour n ≥ 1. Il reste donc a` ve´rifier par un simple calcul que
a0 = c1, an = c2n + c2n+1, bn = c2n−1c2n, (5.4)
pour les coefficients an et bn de la re´currence (3.8).
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The´ore`me 5.3 On a le de´veloppement en fraction continue
B̂1(x) =
1
1 +
q
[3]q
x
1−
[2]2q
[3]q[4]q
x
1 +
q2[2]2q[3]q
[4]q [5]q
x
. . .
(5.5)
dont les coefficients alternent entre
qn[n]2q[n+1]q
[2n]q [2n+1]q
et
−[n]q [n+1]
2
q
[2n+1]q [2n+2]q
.
Preuve. En termes du lemme 5.1, ce de´veloppement revient a` montrer que
c2n−1 =
qn[n]2q[n+ 1]q
[2n]q[2n+ 1]q
, et c2n = −
[n]q[n+ 1]
2
q
[2n+ 1]q[2n+ 2]q
, (5.6)
pour n ≥ 1. Il reste donc a` ve´rifier par un simple calcul que
a0 = c1, an = c2n + c2n+1, bn = c2n−1c2n, (5.7)
pour les coefficients an et bn de la re´currence (3.11).
On peut en de´duire facilement un de´veloppement du meˆme type pour la fonction 1/B̂, en utilisant la
relation B̂ = 1 + β1B̂1.
Une formule de ce type existe aussi pour la se´rie B̂2 avec un de´calage de deux crans.
The´ore`me 5.4 On a le de´veloppement en fraction continue
B̂2(x) =
1
1 +
c1x
1 +
c2x
1 +
c3x
. . .
(5.8)
dont les coefficients alternent entre
c2n−1 =
[n]q[n+ 1]
2
q
[2n+ 1]q[2n+ 2]q
(q(
n+2
2 ) + (−1)n+2)
(q(
n+1
2 ) + (−1)n+1)
(5.9)
et
c2n =
−qn+1[n+ 1]2q[n+ 2]q
[2n+ 2]q[2n+ 3]q
(q(
n+1
2 ) + (−1)n+1)
(q(
n+2
2 ) + (−1)n+2)
, (5.10)
pour n ≥ 1.
Preuve. Il suffit de ve´rifier par un simple calcul que
a0 = c1 =
q − 1
q2 + 1
, an = c2n + c2n+1, bn = c2n−1c2n, (5.11)
pour les coefficients an et bn de la re´currence (3.14).
On observe qu’il apparaˆıt des facteurs cyclotomiques d’ordre n(n + 1) ou n(n + 1)/2. Cette expression
est a` rapprocher du comportement des de´terminants de Hankel pour le de´calage de 3, voir section 4. Par
ailleurs, les coefficients ont des poˆles en q = 1, de sorte que ce de´veloppement n’a pas de version classique.
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The´ore`me 5.5 On a le de´veloppement en fraction continue
B̂z(x) =
1
[1]q +
([1]q − z)x
q+1
[1]q
−
([1] + qz)x
[3]q +
q([2]q − z)x
q2+1
[2]q
−
([2]q + q
2z)x
[5]q +
q2([3]q − z)x
q3+1
[3]q
−
([3]q + q
3z)x
. . .
(5.12)
Preuve. En termes du lemme 5.1, ce de´veloppement revient a` montrer que
c2n−1 =
qn−1[n]q([n]q − z)
(qn + 1)[2n− 1]q
, et c2n = −
[n]q([nq + q
nz)
(qn + 1)[2n+ 1]q
, (5.13)
pour n ≥ 1. Il reste donc a` ve´rifier par un simple calcul que
a0 = c1, an = c2n + c2n+1, bn = c2n−1c2n, (5.14)
pour les coefficients an et bn de la re´currence (3.18).
6 The´ore`me ge´ne´ral de type Fulmek-Krattenthaler
On conside`re les polynoˆmes en x de´finis par la formule
Pn(x) = 3φ2
(
q−n, qn+a+b+c+d−1, qa(1 + (q − 1)x)
qa+c, qa+d
; q, q
)
(6.1)
ou` 3φ2 est la fonction hyperge´ome´trique basique usuelle. Les parame`tres c et d sont des entiers positifs ou
nuls. Les parame`tres a et b sont des entiers strictement positifs.
On retrouve les polynoˆmes de type q-Hahn conside´re´s pre´ce´demment lorsque a = b = 1.
Ces polynoˆmes sont l’e´valuation en qa(1 + (q− 1)x) de polynoˆmes Qn de type “grand q-Jacobi” pour les
parame`tres (qa+c−1, qb+d−1, qa+d−1). Ce sont encore des polynoˆmes orthogonaux (voir le lemme 1.3).
On pose Ca,b,c,d = Ψ
(
x2 Asc(x, a− 1)Asc(x, b − 1)Desc(x, c− 1)Desc(x, d − 1)
)
.
The´ore`me 6.1 Les nombres
Ψ
(
xn+2 Asc(x, a− 1)Asc(x, b − 1)Desc(x, c− 1)Desc(x, d − 1)
)
/Ca,b,c,d (6.2)
sont les moments des polynoˆmes orthogonaux Pn de parame`tres a, b, c, d.
Ce re´sultat est un q-analogue du the´ore`me 23 de [FK00]. On peut noter la remarquable syme´trie par e´change
de a et b ou de c et d, qui n’est pas imme´diatement visible dans (6.1).
Preuve. Il suffit a` nouveau de montrer que la forme line´aire
f 7→ Ψ
(
x2Asc(x, a− 1)Asc(x, b− 1)Desc(x, c− 1)Desc(x, d− 1)f
)
(6.3)
s’annule sur les polynoˆmes Pn lorsque n ≥ 1.
L’expression hyperge´ometrique (6.1) donne la formule explicite
Pn(x) =
n∑
k=0
(q−n, qn+a+b+c+d−1; q)k(q
a(1 + (q − 1)x); q)kq
k
(q, qa+c, qa+d; q)k
. (6.4)
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En conside´rant l’expression
x2Asc(x, a− 1)Asc(x, b− 1)Desc(x, c− 1)Desc(x, d− 1)(qa(1 + (q − 1)x); q)k, (6.5)
on observe qu’on peut associer ensemble les facteurs pour former d’une part
Desc(x, c− 1)xAsc(x, a− 1)(qa(1 + (q − 1)x); q)k = (1− q)
k(−1)c−1q(
c
2)[a+ k − 1 + c]!q
[
a+k−1, x
a+k−1+c
]
q
(6.6)
et d’autre part
Desc(x, d− 1)xAsc(x, b − 1) = (−1)d−1q(
d
2)[b+ d− 1]!q
[
b−1, x
b+d−1
]
q
. (6.7)
Au complet, l’expression (6.5) vaut donc
(q − 1)k(−1)c+dq(
c
2)+(
d
2)[a+ k − 1 + c]!q[b+ d− 1]!q
[
a+k−1, x
a+k−1+c
]
q
[
b−1, x
b+d−1
]
q
. (6.8)
Le lemme 1.2 donne que
Ψ(
[
a+k−1, x
a+k−1+c
]
q
[
b−1, x
b+d−1
]
q
) =
(−1)c+dq−(
c
2)+cd−(
d
2)
[a+ b + c+ d+ k − 1]q
[
a+b+c+d+k−2
b+c−1
]
q
. (6.9)
On en de´duit alors que
Ψ(x2Asc(x, a− 1)Asc(x, b − 1)Desc(x, c− 1)Desc(x, d− 1)Pn(x)) =
qcd[b+ d− 1]!q[b+ c− 1]!q
n∑
k=0
(q−n, qn+a+b+c+d−1; q)kq
k(1− q)k[a+ c+ k − 1]!q[a+ d+ k − 1]!q
(q, qa+c, qa+d; q)k[a+ b+ c+ d+ k − 1]!q
= qcd
[b+ d− 1]!q[b+ c− 1]!q[a+ c− 1]!q[a+ d− 1]!q
[a+ b+ c+ d− 1]!q
n∑
k=0
(q−n, qn+a+b+c+d−1; q)kq
k(qa+c; q)k(q
a+d; q)k
(q, qa+c, qa+d; q)k(qa+b+c+d; q)k
.
(6.10)
On reconnaˆıt la somme comme 2φ1
(
q−n,qn+a+b+c+d−1
qa+b+c+d
; q, q
)
, qui est nul par la formule de q-Vandermonde
lorsque n ≥ 1.
Comme sous-produit de cette preuve, on obtient une expression pour la constante de normalisation
Ca,b,c,d :
Ca,b,c,d = q
cd [b+ d− 1]!q[b+ c− 1]!q[a+ c− 1]!q[a+ d− 1]!q
[a+ b+ c+ d− 1]!q
. (6.11)
On peut alors en de´duire un e´nonce´ sur la factorisation des de´terminants de Hankel.
Selon [KLS10, §14.5], la version unitaire qn des polynoˆmes Qn de´finis par la formule (6.1) (avec x a` la
place de qa(1 + (q − 1)x)) ve´rifie la re´currence
qn+1 = (An + Cn − 1 + x)qn − An−1Cnqn−1, (6.12)
ou`
An =
(1− qn+a+d)(1− qn+a+c)(1− qn+a+b+c+d−1)
(1− q2n+a+b+c+d−1)(1 − q2n+a+b+c+d)
(6.13)
et
Cn = −
qn+2a+c+d−1(1− qn)(1− qn+b+d−1)(1− qn+b+c−1)
(1− q2n+a+b+c+d−2)(1− q2n+a+b+c+d−1)
. (6.14)
On utilise ensuite le lemme 1.3 pour le changement de variables x 7→ qa(1+ (q− 1)x). Dans la re´currence
obtenue pour les versions unitaires pn des polynoˆmes Pn de´finis par (6.1), les coefficients bn sont donc
− qn+c+d−1
[n]q[a+ c+ n− 1]q[b+ c+ n− 1]q[a+ d+ n− 1]q[b+ d+ n− 1]q[a+ b+ c+ d+ n− 2]q
[a+ b+ c+ d+ 2n− 3]q[a+ b+ c+ d+ 2n− 2]2q[a+ b+ c+ d+ 2n− 1]q
.
(6.15)
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Soit M(n) la matrice de terme ge´ne´ral
Ψ(xi+j+2 Asc(x, a− 1)Asc(x, b − 1)Desc(x, c− 1)Desc(x, d− 1)) (6.16)
pour 0 ≤ i, j ≤ n− 1.
On de´duit donc du the´ore`me 4.1 le re´sultat suivant.
The´ore`me 6.2 Le de´terminant de M(n) est
(−qc+d)(
n
2)q(
n
3)Cna,b,c,d×
n−1∏
i=1
(
[i]q[a+ c+ i− 1]q[b+ c+ i− 1]q[a+ d+ i− 1]q[b+ d+ i− 1]q[a+ b+ c+ d+ i− 2]q
([a+ b+ c+ d+ 2i− 3]q[a+ b+ c+ d+ 2i− 2]2q[a+ b+ c+ d+ 2i− 1]q)
)n−i
. (6.17)
On retrouve les de´terminants de Hankel de´cale´s des βn pour a = b = 1 et (c, d) = (0, 0), (0, 1), (1, 1)
(formules (4.7), (4.8) et (4.9)).
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