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Abstract
This thesis details work undertaken over the past three and a half years looking at
the optical properties of silicon-on-insulator waveguide arrays and 1D photonic crystal
microcavities. Chapter 1 contains relevant background information, while chapters 2,
3 and 4 contain results of experimental work. Chapter 5 summarises the results and
conclusions of the preceding chapters and also suggests some directions for possible
future research.
Chapter 1 starts by introducing some of the fundamental aspects of guided wave op-
tics and how these relate to silicon-on-insulator waveguides. The modes of single,
uncoupled silicon waveguides are described, along with a brief description of how such
waveguides can be fabricated. Following this a short introduction to optical cavities
and the relevant parameters that can be used to describe them is provided.
In Chapter 2 results are presented that experimentally confirm the presence of coupling-
induced dispersion in an array consisting of two strongly-coupled silicon-on-insulator
waveguides. This provides an additional mechanism to tailor dispersion and shows that
it is possible to achieve anomalous dispersion at wavelengths where the dispersion of a
single wire would be normal.
In Chapter 3 the focus switches to the linear properties of 1D photonic crystal microcav-
ities in silicon. The optical transmission of a number of different devices are examined
allowing the identification of suitable microcavities for use in nonlinear measurements.
Microcavities with Q-factors in excess of ∼40,000 were selected for use in the work
presented in Chapter 4, whilst the possibility of thermally tuning the microcavity res-
onances is also investigated. A cavity resonance shift of 0.0770± 0.0004 nm K=1 is
measured experimentally.
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Chapter 4 looks at the nonlinear transmission of those microcavities identified as suit-
able in Chapter 3. More specifically, the response of the microcavities to thermal and
free carrier induced bistability is considered. Thermally induced bistability is observed
at a threshold power of 240 µW for the particular cavity chosen, with a thermal time
of 0.6 µs also measured. Free carrier induced bistability is then observed for pulses
with nanosecond durations and milliwatt peak powers. Following that, the interplay of






The idea of confining light in a dielectric material has been well known for some time,
with John Tyndall demonstrating in 1870 that light could be confined and guided along
a thin stream of water. Soon after it was demonstrated that light may also be confined
in silica glass strands or ‘light pipes’ [1]. Now, over one hundred years after Tyndall,
low loss fibre optic cables that transmit information in the form of optical pulses over
vast distances are at the heart of the telecommunications industry. Just as optical fibres
have become an integral part of modern communications, many now strongly believe
that electronic microchips could benefit significantly by incorporating nanoscale optical
waveguides and devices, creating photonic integrated circuits. The work described in
this thesis is therefore focused on understanding the optical properties of arrays of
evanescently coupled silicon-on-insulator (SOI) photonic wires, referred to simply as
wires or arrays from here on, and 1D photonic crystal (PhC) microcavities in silicon.
In this chapter, after relevant background information, some of the basic concepts of
guided wave optics are reviewed in the context of SOI waveguides, starting with optical
confinement. Following on from this, an introduction to optical cavities is provided,




In recent years silicon photonics [2], the branch of photonics concerned with the utili-
sation of silicon (Si) for optical devices, has received significant attention [3]. This is
undoubtedly due to the myriad number of potential applications of Si optical devices
in the near-to-mid infrared [4, 5, 6]. The transparency of Si in the spectral region
beyond 1.2 µm makes it a suitable material for waveguides operating in the 1.3 µm and
1.55 µm telecommunications bands. At the same time, the large refractive index of Si
(n ∼ 3.5) in the near infrared (IR), combined with a low index cladding such as air
(n = 1) or silica (n ∼ 1.44), leads to strong optical confinement due to the high in-
dex contrast (HIC). This allows the cross-sections of Si waveguides to be dramatically
reduced, typically to below 0.1 µm2, in which case they are referred to as ‘nanowires’.
Such small waveguides led to the possibility of designing compact and densely inte-
grated optical devices, as well as bent waveguides with radii of curvature of the order
of a few micrometres [7].
The silicon-on-insulator (SOI) platform, consisting of waveguides patterned into a thin
guiding layer of Si, separated from the bulk Si substrate by an insulating layer of,
for example, silica or sapphire, is highly compatible with current fabrication meth-
ods [8]. Complementary-metal-oxide-semiconductor (CMOS) techniques for Si are well
developed [9], allowing the production of structures on the scale of tens of nanome-
tres at low cost, as well as the possibility for easy integration with existing electronic
technologies. These features, combined with the fact that Si is already the dominant
material in the microelectronics industry, makes the idea of creating Si-based optical
devices particularly attractive. In fact, many believe that the answer to the demand for
ever-increasing bandwidths, data speeds and reduced power requirements may be met
by incorporating optical devices on-chip in the form of ‘photonic integrated circuits’
[10]. Here, both electronic and photonic devices would work in tandem, allowing the
manipulation of both photons and electrons. Since the first nanoscale Si waveguides
were demonstrated by Soref and Lorenzo [11] they have thus emerged as a potential
platform for the realization of densely packed, chip-scale photonic devices capable of
emitting, guiding, modulating and detecting light.
Low-loss waveguides are an essential component of any photonic integrated circuit,
with considerable progress having been made in this area to date. Losses as low as
0.1 dB cm−1 have been recorded for so-called ‘rib waveguides’ [12], for which the Si
guiding layer sits on top of a thin slab of Si. Up until recently however, the minimum
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bend radius for these types of waveguide to ensure low losses was large, typically of
the order of 200 µm - 600 µm due to their relatively weak lateral confinement [13]. An
alternate geometry is that of the ‘strip waveguide’, consisting of a rectangular strip of
Si with sub-micron dimensions, on top of an insulating layer of e.g. silica. It is this
type of Si waveguide that forms the basis of the devices considered in this thesis. The
strong confinement offered by these waveguides allows for greatly reduced bend radii,
whilst current losses are as low as ∼1 dB cm−1 [14]. In addition to low-loss waveguides,
numerous passive optical devices including couplers, splitters, bends and filters have
all been demonstrated for Si photonics [15].
Devices capable of emitting light are also of vital importance for the successful commer-
cialisation of Si photonics. Si is, however, an indirect semiconductor so that achieving
light emission, a key component for on-chip light sources, has proved difficult [16].
During the last decade however a number of breakthroughs have been made, from the
realisation of a fully integrated Si laser based on the Raman effect [17] to hybrid Si
lasers incorporating various types of microcavity [18].
Key to any active devices will be the use of nonlinear optical effects for, e.g. wave-
length conversion [19, 20] and amplification [21, 22] etc. in order to provide various
functionalities such as optical switching and amplification on a single chip. Si has a
nonlinear optical response that is two to three orders of magnitude larger than sil-
ica, which combined with the increased intensities due to small waveguide dimensions,
leads to the observation of nonlinear effects at low powers and over short length scales.
Other materials with larger optical nonlinearities, such as aluminium gallium arsenide
(AlGaAs, which by contrast is a direct gap semiconductor), are also being considered
as an alternative to Si. For the reasons outlined above however, Si currently remains
the preferred choice for the fabrication of nano-waveguides [23]. Once again, signifi-
cant progress has already been made in the area of nonlinear Si photonics [24], with
self and cross-phase modulation (SPM and XPM), four-wave mixing (FWM), coherent
anti-Raman Stokes scattering and supercontiuum generation all having been observed
in Si photonic wires to date ([25] and references therein).
The majority of these effects however have been observed only in individual wires;
with less work having been carried out that focuses on either the linear or nonlinear
properties of arrays of wires like those considered in this thesis. These consist of closely
spaced, evanescently coupled Si wires with rectangular cross-sections on top of a silica
insulating layer. Arrays fabricated from other materials, such as AlGaAs, can also be
found in the literature and have provided researchers the opportunity to investigate
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the physics of discrete systems in nature [26]. In the linear propagation regime the
effects of discrete diffraction have been observed, whilst researchers have also noted
self-focussing of light during nonlinear propagation [27]. Of continued interest is the
possibility of using arrays as a system in which to observe pulses of light that are
localized temporally, known as solitons [28], and both temporally and spatially, known
as spatial-discrete temporal quasi-solitons, or ‘light-bullets’ [29].
The two wire array, or directional coupler, considered in this thesis has a wall-to-wall
separation of just 100 nm, much smaller than many of the arrays previously considered
in the literature [26]. Due to the close proximity of adjacent wires there is strong
coupling between them, so that the optical properties of arrays of this type can differ
significantly from those of a single wire. More specifically, the dispersion experienced
by light propagating in strongly-coupled waveguide arrays can be very different to
that of a single, uncoupled wire. The magnitude and relative sign of the dispersion
experienced by light in a Si waveguide can significantly impact the types of nonlinear
effects observed, ranging from modulation instability and four-wave mixing to solitons
[30]. The work carried out in the first part of this thesis is therefore focussed on
understanding the linear, dispersive properties of the simplest possible SOI waveguide
array, the two wire directional coupler.
The ability to modulate light on-chip is another important aspect of a successful integra-
tion of photonic and microelectronic devices, particularly for optical interconnects [31].
As with many of the other aspects of Si photonics, improvements in the performance
of on-chip optical modulators have been dramatic in recent years, with bandwidths
increasing from megahertz to the multi-gigahertz regime [32]. Modulators based on
refractive index changes due to temperature changes [33] and the much faster plasma
dispersion effect have been demonstrated. Typically in the case of modulators relying
on the plasma dispersion effect, free-carriers are injected via the incorporation of a
p-i-n junction on chip, either into a Mach-Zehnder interferometer [34] or a resonant
structure such as a ring resonator [35].
So-called microresonators (or microcavities) [36], like their conventional counterparts,
are capable of confining light for extended periods. However, the greatly reduced size
of optical microcavities means that light intensities inside them can be extremely high
for even modest input powers. The ability to strongly confine light in extremely small
volumes, in some cases approaching the order of a cubic wavelength, has sparked consid-
erable interest in this area of nanophotonics. A wide variety of microcavity geometries
exist for Si (and will be reviewed in Chapter 3), with researchers aiming to fabricate
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devices capable of confining light for longer and longer times and in ever decreasing
volumes. This extreme light confinement makes it possible to study the effects of quan-
tum electrodynamics (QED) [37], making optical microcavities of great interest from a
fundamental point of view. At the same time, microcavities are becoming increasingly
important components for on-chip devices including light sources [38], modulators [35]
and switches [39, 40], due to the potential for fast modulations and low power re-
quirements as a result of enhanced field strengths on resonance. Both switching and
modulation usually require some method of modulating the refractive index of the mi-
crcocavity, leading to a bistable output [41]. Knowledge of the nonlinear response of a
given cavity is therefore necessary when determining its suitability as a modulator or
switch. At this point, optical bistability and switching have been demonstrated for a
number of different microcavity geometries and using a number of different effects (see
e.g. the work of Lipson et al. on ring microcavities [42, 43]). The work in the second
part of this thesis focuses on a specific type of microcavity known as a 1-dimensional
(1D) photonic crystal microcavity [44] and aims to make a full characterisation of their
nonlinear response, as well as assessing their potential for use as an optical modulator.
1.2 Light in a Waveguide
The physical mechanism used to confine light in photonic wires is the same as that in
conventional step-index fibres, namely total internal reflection (TIR) [45]. In the ray
picture of geometric optics the process can be understood by considering the angles of
the incident and refracted waves at the interface between regions of differing refractive
index. Here refractive index, n, is defined as the ratio of the speed of light in vacuum,
c, to the phase velocity of light in the medium, v. When propagating from a region of
high to low refractive index, for light incident at an angle exceeding a certain critical
angle, θc, the refracted wave becomes imaginary and all of the power is carried by the
reflected wave. At this point the wave is said to be totally internally reflected. Thus,
in the simplest possible case, by having a core of refractive index nco surrounded by a
cladding of lower refractive index, ncl, known as a step-index profile, it is possible to
confine and guide light in the high index region, as shown in Fig. 1.1. Here only those
waves incident at an angle greater than θc will experience TIR and be guided. One can
then define the numerical aperture (NA) of a waveguide as [46],
NA =
√










Figure 1.1: The ray picture of index-guiding with light confined to the high index
core region, nco, through TIR at the boundary with the low index cladding, ncl.
The maximum angle at which light can be coupled into the structure, θmax, is also
shown. As the dimensions of the high and low index regions approach that of the
wavelength being confined this simple picture becomes inaccurate, at which point
it is necessary to solve Maxwell’s equations to correctly describe the confinement.
where θmax is a measure of the maximum external angle at which light can be launched
into the core of the waveguide and still be guided. Another parameter often used to
characterize a step-index fibre is ∆n [46], which is related simply to the difference in





The value of ∆n for a standard optical fibre is typically around 0.02, while for SOI
photonic wires it is around 0.6 due to the large index contrast between the Si core and
silica and air claddings.
1.2.1 Modes
The above approach gives a simple, intuitive understanding of how light can be con-
fined within an optical waveguide. However, it becomes increasingly inaccurate as the
dimensions of the guiding structure are reduced from those of a bulk material, so that
it becomes necessary to consider the wave nature of light [45]. Thus, in order to gain
further insight into the way in which light propagates in such a structure, in particular
the distribution of the electric and magnetic fields ( ~E and ~H), it is necessary to solve
Maxwell’s equations. For a linear, isotropic, source free medium, Maxwell’s equations
can be written as
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∇ · ~D = 0 (1.3)
∇ · ~H = 0 (1.4)









where 0 is the permittivity of free space, t is time and ~D is the electric displacement,
related to ~E via the constituent relation
~D = 0 ~E + ~P = 0 ~E + 0χ
(1) ~E = 0(1 + χ
(1)) ~E. (1.7)
Here ~E induces a material polarization ~P (where ~P = 0χ
(1) ~E and χ(1) is the first-
order electronic susceptibility) that causes a separation of positive and negative charges
within the material, leading to a dipole moment. An oscillating ~E will then lead to
oscillating dipoles, ~P , that re-radiate the field. The total field ~D is therefore the sum
of the incident field ~E and the induced polarization ~P . In the case of linear optics this
polarization is assumed to be proportional to the first power of the electric field, whilst
for sufficiently high intensities in the regime of nonlinear optics, ~P is expanded as a
power series, leading to a variety of new, nonlinear effects [47].
Assuming a uniform waveguide that has continuous translational symmetry in the z
direction, a trial solution to the above equations of the form
~E(x, y, z, t) = ~E(x, y)ei(βz−ωt), (1.8)
can be used, where ω is angular frequency. Here the wave is assumed to be propagating
in the z direction, so that ~E(x, y) is the transverse field distribution. Under these
assumptions, the above Maxwell’s equations can then be manipulated to give the vector
wave equation [48],
∇2T ~E + (k2n2 − β2) ~E = −(∇T + iβzˆ)( ~E · ∇T lnn2) . (1.9)
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Here ∇T is the transverse Laplacian, ~E(x, y) is the transverse field distribution, k is the
wave vector (2piλ where λ is wavelength), zˆ is a unit vector in the propagation direction
and β is the component of k parallel to the optical (z) axis, known as the propagation
constant. Note that an analogous equation could be derived for ~H instead of ~E. This
equation can then be solved to find the appropriate values of β and ~E(x, y) for a given
waveguide geometry, with the resulting solutions known as modes. These are electro-
magnetic waves that propagate without change to their transverse field distributions,





while it can be shown that for confinement it is required that ncl <
β
k < nco. Modes
that fulfil this condition are known as guided modes, which are propagating in the core
region and decay exponentially in the cladding. Alternatively, modes with βk < ncl
form a continuum of states known as radiation modes that are not confined by the
waveguide.
As the right-hand side of Eq. (1.9) contains terms that couple the x and y components
of ~E (and similarly for ~H) the resulting modes do not have simple polarisation states.
Solutions are thus typically analytically intractable and require numerical methods for
all but the simplest geometries. Perhaps the simplest waveguide geometry for which
there is an analytic solution to Eq. (1.9) is the 2D symmetric planar, or slab, dielectric
waveguide. This consists of a core layer of uniform refractive index, nco, and thickness
2a, between two layers of cladding material with refractive index ncl, as shown in
Fig. 1.2. In order for light to be confined in the core layer it is necessary that nco > ncl,
whilst each layer is assumed to be unbounded.
As the ∇T lnn2 terms in the vector wave equation are only non-zero where n varies, for
a step-like refractive index profile like that shown in Fig. 1.2, the terms are only non-
zero at the boundaries between the core and cladding layers. In this case an analytic
solution is therefore possible by solving the vector wave equation for the longitudinal
(z) components of ~E (or ~H) in the core and cladding separately, where the right-hand
side of the vector wave equation can be set to zero, and then applying suitable boundary
conditions to include the effects of the non-zero ∇T lnn2 terms at the boundary. The
relevant boundary conditions in this case are that ~H and the longitudinal components of












Figure 1.2: Geometry of a symmetric, planar slab waveguide, which is assumed
to be unbounded in the y and z directions. The core region has a width of 2a
and a refractive index of nco whilst the cladding layers have refractive index ncl.
As there are numerous suitably sized textbooks describing the above analysis the main
results are simply summarised here, with the the interested reader directed to e.g.
[48] for further details. The resulting solutions for the slab waveguide of Fig. 1.2 are
found to oscillate sinusoidally within the core region and decay exponentially in the
cladding and can be divided into two families, the transverse electric (TE) modes for
which Ez = Ex = 0 everywhere, and the transverse magnetic (TM) modes for which
Hz = Ey = 0 everywhere. The modes are also found to possess odd or even symmetry
with respect to the centre of the core layer in the x direction. The most strongly
confined modes from each family are known as the fundamental TE and TM modes
respectively and they possess the highest β, whilst for the planar geometry considered
here they will always be guided. Additional solutions, known as higher-order modes,
that possess lower β’s, undergo a greater number of oscillations in the core region and
are more weakly confined can also be found, with the number depending both on the
thickness of the guiding layer and the core-cladding index difference.
At this point a useful analogy can be made between the modes of a waveguide and
the quantum states of an electron in a 2D finite potential well. In each case the
confinement leads to a quantization of the available states of the system, in terms of
β for a waveguide or energy for an electron. A higher nco for light in a waveguide is
therefore equivalent to a deeper potential well for an electron and therefore stronger
confinement. Solutions for the confined states in both systems are oscillatory, but
decay exponentially in the region outside the waveguide core or potential well. Just
as in quantum mechanics, where an overlap of exponentially decaying electron wave
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functions between two closely spaced potential wells is possible, the same can occur
for closely spaced waveguides. This point becomes highly relevant below in Chapter 2,
where arrays of waveguides are discussed.
Unfortunately, given the more complex geometry of the Si wires considered in this
thesis, it is not possible to solve the vector wave equation analytically. It is therefore
necessary to use numerical methods in order to accurately describe the modes of an
SOI wire, which can be done straightforwardly using commercially available eigenvalue
solvers. COMSOL Multiphysics R©, which utilises the finite element method, is used
throughout this thesis. A schematic of the modelled geometry is shown in Fig. 1.3,
whilst an example mode profile for an individual wire is shown in Fig. 1.4. Information
on the fabrication of the arrays is given at the end of the chapter and more details on
the modelling process can be found in Chapter 2.
Looking at the mode profiles in Fig. 1.4 there is a large component of ~E, in this case
Ez (Fig. 1.4 (c)), pointing in the direction of propagation as a result of the reduced
waveguide dimensions. In addition, the mode shown in Fig. 1.4 is, in theory, the TE
mode, with ~E ideally aligned entirely in the x-direction, parallel to the silica substrate.
The fact that this is not the case, and that there is a non-zero component of ~E in
the y-direction (Fig. 1.4 (c)), shows that the modes no longer possess a uniform polar-
isation, in contrast to the modes of the slab waveguide describe previously. However,
the magnitude of Ey is much smaller than Ex, so that the mode can be considered
a quasi-TE mode, with the principal electric field component aligned parallel to the
substrate. A quasi-TM mode also exists for which the principal electric field compo-
nent is perpendicular to the silica substrate. Throughout the remainder of this thesis
the ‘quasi-’ will be omitted from the description of the modes, however it should be
remembered that the TE and TM modes are not truly linearly polarised.
When looking at Fig. 1.4 one can also see that not all of ~E is confined to the high index
Si core and that some extends into the surrounding silica and air claddings. In the case
of Ex there is also a step-discontinuity at the the Si-air interface of the sidewalls of
the waveguide, with the field much larger immediately inside the low-index air region.
These points are particularly relevant when discussing arrays of coupled waveguides
and so will be discussed in more detail in Chapter 2.
As mentioned above it is possible for a waveguide to support multiple confined modes,
with waveguides that do so known as multimode waveguides. Simple expressions that
provide an estimate of the number of modes supported by a conventional step-index









Figure 1.3: Schematic diagram of the cross-section of a Si wire. The Si wire sits
on the silica (SiO2) substrate, with a residual layer of etch mask material (HSQ)
on top that is assumed to have the same refractive index as silica. The waveguide
is otherwise surrounded by air. The scale bar is 100 nm in this case.
Figure 1.4: Electric field components of the fundamental mode of a wire with a
220 nm× 380 nm cross-section, shown over a 1 × 1 µm area. a) The x component
of the electric field, parallel to the silica substrate, showing discontinuities at the
side-walls. b) The non-zero y component of the electric field, perpendicular to
the silica substrate, indicating the modes are no longer truly linearly polarised.
c) The z component of the electric field, coming out of the page and pointing in
the direction of propagation, demonstrating the modes are no longer transverse.
Colour saturation gives absolute magnitude with red and blue indicating positive
and negative phase respectively. The scale bar is 100 nm in each case.
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to provide some insight into guidance in SOI wires. In particular, Aalto [49] identifies
an approximate expression for the single-mode condition of an SOI strip waveguide
operating at around 1550 nm as,
W ×H < 0.13 µm2, (1.11)
where W and H are the waveguide width and height respectively and core and cladding
indexes of 3.476 and 1.444 have been assumed in the calculations. Due to the extremely
small cross-sectional areas of the waveguides considered in this work (220 nm × 380 nm
for the individual wires that comprise the arrays in Chapter 2 and 220 nm × 500 nm
for the microcavities in Chapter 3), they can only support the fundamental mode, and
are therefore single-mode waveguides.
1.2.2 Effective Area
When characterising modes it is almost always necessary to have some estimate of the
transverse mode area, especially when attempting to determine the intensity of light
in a particular waveguide. For a given input power a smaller mode area will result
in a higher intensity, which, depending on the application, may be an advantage or
disadvantage. A high intensity is often desirable for applications involving nonlinear
optics, whilst large mode area fibres have been developed to allow the delivery of high
power laser pulses without any detrimental nonlinear effects [50]. If the intensity of
light were uniform across the waveguide core and zero outside it, then this area would
simply equal the cross-sectional area of the core. Of course this is not the case, as the
mode amplitude varies across the core and also extends into the cladding. For this
reason it is necessary to introduce an effective mode area [51], defined as
Aeff =
| ∫ ∫ | ~E(x, y)|2dxdy|2∫ ∫ | ~E(x, y)|4dxdy . (1.12)
This definition of effective area depends on the geometric cross-section of the waveg-
uide, but will also be influenced by the core-cladding index difference. It has proven
extremely useful when considering conventional step-index fibres and even more com-
plex geometries [52], such as those found in photonic crystal fibres, where the cladding
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consists of a periodic arrangement of high and low index regions surrounding a uniform
core [53]. Once again however, due to the subwavelength nature of SOI wires and their
large ∆n, the above expression becomes increasingly inaccurate. As a result a new,
generalised expression has been developed [54] that takes into account the non-zero
component of ~E in the direction of propagation and more accurately describes the









3 | ~E|4 + 12 | ~E2|2dxdy]
. (1.13)
Using Equation (1.13), the Aeff of the fundamental mode of the 220 nm × 380 nm
wire shown in Fig. 1.4 is just 0.11 µm2. With such a small Aeff , extremely high optical
intensities can be achieved in photonic wires, even for modest input powers.
1.3 Dispersion
Dispersion arises due to the frequency dependence of β and hence mode effective index,
neff . The phase velocity of a wave is given by, vp =
ω
k , while for a waveguide k is





, so that waves of a different frequency will
travel at different speeds due to the frequency dependence of neff . An optical pulse
however will not travel at vp, but will instead propagate at the group velocity, vg =
dω
dβ ,
so that for a waveguide with group velocity dispersion (GVD), in which vg varies with
frequency, pulses will broaden in time as the slower frequencies lag behind the faster
ones. Mathematically, the effects of dispersion are taken into account by taking a




= β0 + β1(ω − ω0) + 1
2
β2(ω − ω0)2 + 1
6
β3(ω − ω0)3 + ... (1.14)






, i = 0, 1, 2, 3, ... . (1.15)
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where we have defined the group index as ng =
c
vg
. The coefficient β2 describes how
vg varies with frequency and therefore the magnitude of the GVD and the amount by






which gives an estimate of the propagation distance over which the length of an optical
pulse will have changed by a factor of
√
2 due to dispersion. Here T0 is the duration
of the input pulse, such that dispersive effects are more significant for shorter pulses
as they must contain a larger range of frequencies and are also more sensitive to small
group delays.
Although β2 characterizes GVD, it is also common to use the dispersion parameter, D,
particularly in the field of engineering when dealing with long lengths of optical fibre.
D has units of ps nm−1 km−1 and gives the broadening of a pulse in picoseconds per





As the group index measurements presented in Chapter 2 are given as a function of
wavelength it is convenient to express both ng and D as functions of wavelength, as
opposed to frequency. Re-writing equations (1.16) and (1.19) in terms of wavelength
it is found that,
21














When using D to describe GVD, a negative value corresponds to normal dispersion, in
which longer wavelengths travel faster, while a positive value corresponds to anomalous
dispersion, in which shorter wavelengths travel faster. The point at which D is zero is
known as the zero GVD wavelength, at which point the higher order terms in Equation
(1.14) become significant. The two main contributions to the frequency dependence of
neff , material and waveguide dispersion, are discussed below.
1.3.1 Material Dispersion
Material dispersion occurs due to the frequency dependence of the refractive index of
the bulk medium out of which the waveguide is fabricated. As shown previously in
Equation (1.7), the field ~D propagating in any medium is the sum of the incident field,
~E, and polarization, ~P , due to the response of the material. In a classical approach,
the bound electrons in the material can be modelled as damped harmonic oscillators
and as such will have a characteristic resonant frequency. The response of the material
will thus depend on the frequency of the applied ~E, relative to the resonant frequency
of the bound electrons. Assuming a low optical power, ~P has the same frequency
as ~E, but will be emitted with a different phase. The speed at which ~D propagates
will then depend on the amplitudes and relatives phases of the two waves, leading to
a frequency dependent refractive index. In reality a medium will have a number of
resonances, corresponding to light at frequencies that exactly match the difference in
energy between two different energy levels of the material.
Empirically, the frequency dependence of the refractive index can be taken into account
through Sellmeier type equations [46], which are designed to fit measured refractive







λ1 (µm) 1.1071 0.0684043
λ2 (µm) 1 0.1162414
λ3 (µm) - 9.896161










where ∞ is the electric permittivity at infinite frequency and the ∆i terms take into
account resonances at wavelengths given by the corresponding λi. In silica, the ∆1
and ∆2 terms correspond to absorptions in the ultraviolet, whilst ∆3 corresponds to
an infra-red absorption. For Si, a modified Sellmeier Equation is often used [55], which










In this case ∆1 is the main cause of dispersion due to Si’s 1.1 eV bandgap, whilst ∆2
is a small correction highly detuned from any resonance. The various coefficients used
in equations (1.22) and (1.23) are taken from [55] and [56] and are shown in Table 1.1.
The values of n, ng and D calculated from equations (1.23), (1.20) and (1.21) are shown
in Fig. 1.5. From this it can be seen that the dispersion of bulk Si is strongly normal
in the region around 1550 nm, the wavelength range of interest here.
1.3.2 Waveguide Dispersion
The other main contribution to the dispersion is that of waveguide dispersion, caused
by the confinement of the light within a waveguide [48]. For multimode waveguides,
different modes propagate with different group indexes, leading to dispersion. This
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Figure 1.5: a) Variation of n (blue curve) and ng (red curve) with wavelength for
bulk Si, calculated from Equation (1.23). b) Variation of D with wavelength for
bulk Si. The black dashed line indicates zero GVD, with negative values indicat-
ing normal dispersion and positive values corresponding to anomalous dispersion.
inter-modal dispersion is absent in the wires considered here as they are single-mode,
however waveguide dispersion is still present as the confinement of the fundamental
mode varies with wavelength. For conventional waveguides, with a small ∆n and large
core diameter, waveguide dispersion is usually a small correction to the material disper-
sion [48]. However, for photonic wires waveguide dispersion is actually the dominant
form of dispersion, so that, despite the strongly normal dispersion of bulk Si in the near
IR, it is possible to achieve a net anomalous GVD [57]. The waveguide dispersion is
also highly sensitive to the dimensions of a waveguide, so that by simply tailoring the
height and width of a wire it is possible to significantly alter its dispersive properties,
as shown in Fig. 1.6. The zero GVD point at the short wavelength side can be shifted
over a range of less than 0.1 µm around 1.2 µm, while by reducing the wire width a
second zero GVD can be brought into the wavelength range of interest, whose position
can be varied considerably. In Chapter 2, when looking at arrays of coupled wires,
we introduce the idea of coupling-induced dispersion as another method of tailoring
dispersion.
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Figure 1.6: Effect of waveguide geometry on D for an SOI photonic wire [repro-
duced from [58]]. Array dimensions (width × height) are given in nm.
1.4 Optical Loss
Another important parameter when considering guided modes is the propagation loss,
which is always present to a greater or lesser extent, and results in attenuation of the
incident light as it propagates through the waveguide. The change in intensity with




where I0 is the incident intensity and α is the linear loss term, often expressed in
dBkm−1 for optical fibres and dBcm−1 for photonic wires.
The main sources of loss in the wires considered here are coupling of light to the silica
substrate and also scattering out of the waveguides due to side-wall roughness [59].
This type of loss is particularly significant for wires, due to their small dimensions
resulting in increased field intensities at the interfaces between the core and cladding
(see (Fig. 1.4 (a)) due the large core-cladding index difference. The modes are therefore
far more sensitive to any deviations in uniformity at the core-cladding boundaries.
For this reason it is particularly important that wires are fabricated with low surface
roughness to minimise loss. For state of the art silica fibres the loss can be as low as
just 0.2 dBKm−1, whilst for SOI wires loss values as low as ∼1 dBcm−1 have been
25
reported [14]. There may also be a small amount of linear material absorption in the
spectral region around 1500 nm, despite the bandgap energy of Si corresponding to a
wavelength of ∼1.1 µm, possibly at defect sites at the Si surface [60].
As well as these linear loss mechanisms, it is also possible for two photons to be absorbed
simultaneously when their energies are sufficient to overcome the ∼ 1.1 eV band gap
of Si, in a process known as two photon absorption (TPA) [61]. For silica optical fibres
operating at 1550 nm this effect is negligible due to the large, ∼9 eV, bandgap of
silica. This nonlinear absorption is intensity dependent and therefore becomes more
significant at higher pulse powers and can lead to a saturation of the transmitted
intensity. Mathematically the effects of TPA can be included in Equation (1.24) by
adding an intensity dependent term,
−dI
dz
= αI0 + αTPAI
2
0 , (1.25)
where αTPA is the two photon absorption coefficient for Si, which is of the order of
1× 10−11 mW−1 [62]. The absorption of the two photons leads to the generation of a
pair of free charge carriers (FCC), as an electron is promoted from the valence band
to the conduction band. The subsequent relaxation and recombination of the FCC
over a certain time scale, known as the free-carrier lifetime, τc, leads to an increase in
temperature of the Si. The exact value for τc will depend on the waveguide geometry
[63] and is typically between 10 ns and 200 ns [64]. Prior to recombining, the FCC
can also absorb photons (free carrier absorption, FCA), further increasing losses [65],
as well as modifying the refractive index of Si [43].
The effects of TPA and the associated FCA are often highly detrimental and efforts
are usually undertaken experimentally to minimise the effects of FCA, either through
waveguide design or the careful choice of pulse duration and repetition rate. A reduction
in τc from 3 ns to just 12.2 ps has also been achieved by incorporating a p-i-n junction
into a waveguide [66], in order to sweep away any photogenerated carriers. It is also
possible to eliminate TPA entirely by designing waveguides that operate at wavelengths
beyond 2.2 µm, at which point TPA falls to zero [67]. However, as will be seen in
Chapter 4, TPA and the modulation of the refractive index caused by FCC are not
always undesired effects, and can be used to successfully modify the resonant properties
of a Si microcavity.
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(a) (b)
Figure 1.7: a) SEM of a three wire array showing the good side-wall verticality
of the wires. The overlay indicates the various parts of the waveguide and can be
compared to the idealised geometry show in the schematic in Fig. 1.3. b) Close
up of one of the sides of a wire showing the low surface roughness. Images were
obtained by collaborators at the University of Glasgow.
1.5 Waveguide Fabrication
All of the devices (waveguide arrays and microcavities) used in the experiments de-
scribed in the following chapters were fabricated by collaborators at the Department
of Engineering at the University of Glasgow, according to the method described in
[14]. The process starts with a macroscopic Si wafer, which contains a 1 µm thick layer
of silica that isolates a 220 nm thick guiding layer from the rest of the Si wafer. A
160 nm thick layer of Hydrogen silsesquioxane (HSQ), a negative tone resist, is then
deposited onto the wafer via spin coating and patterned using electron-beam lithog-
raphy. After irradiation HSQ becomes an amorphous material similar to silica and,
after discussion with collaborators, was assumed to have the same refractive index
as silica. The waveguide pattern is then transferred to the Si guiding layer through
inductively-coupled plasma reactive ion etching (ICP-RIE) [68] using a gas combina-
tion of SF6/C4F8, which removes the exposed HSQ and underlying Si. The use of
HSQ is advantageous as it provides high resolution in the lithography stage and shows
good resistance to etching, removing the need for a second mask transfer stage to a
harder etch mask material. The resultant waveguides, examples of which are shown
in Fig. 1.7, have good side-wall verticality (∼ 88◦) and low side-wall roughness. This
is highly significant as side-wall roughness has been identified as a key source of loss
in nanoscale waveguides, due to the increased interaction of the guided mode with the
side-walls, meaning these waveguides have low propagation losses of ∼ 1 dBcm−1 [14].
Vertical side-walls are also important, as this limits the crosstalk between the TE and
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TM modes of the waveguide. The Si channels that confine the light have rectangular
cross-sections with heights of 220 nm and widths of either 380 nm or 500 nm, for the
arrays (Chapter 2) and microcavities (chapters 3 and 4) respectively. They sit on top
of a ∼ 20 nm thick silica pedestal due to the slight over-etch, necessary to ensure the
Si guiding layer is fully etched through, are surrounded by air on two sides and have
an approximately 160 nm thick layer of residual HSQ on top.
1.6 Optical Cavities
Finally, having given an introduction to SOI photonic wires and their fabrication in
the preceding sections, the remainder of this chapter will be used to provide a brief
overview of optical cavities and their characterisation. The physical concepts and
parameters introduced here will be important for understanding the work presented
below in chapters 3 and 4, where the linear and nonlinear properties of Si microcavities
are studied.
1.6.1 The Fabry-Pe´rot Etalon
Conventional optical cavities, or resonators, allow the localisation of light in space,
typically through the use of a suitable configuration of mirrors such that light in the
cavity undergoes multiple reflections between them and is trapped. Perhaps the sim-
plest possible example of such a cavity is the Fabry-Pe´rot etalon [69], which consists of
two planar, partially reflecting mirrors separated by a certain distance. Whilst simple
in configuration, a basic knowledge of the behaviour of a Fabry-Pe´rot etalon is sufficient
to elucidate the key features of any optical cavity. Indeed, it will be seen in Chapter
3 that with some modifications, the theory outlined below can be applied equally well
to the Si microcavities studied in this work.
In the case of a Fabry-Pe´rot etalon light incident on the cavity is transmitted through
the first mirror and on entering is reflected back and forth, with a certain amount of
light being transmitted through the second mirror after each round trip, as shown in
Fig. 1.8. Assuming a monochromatic input the forward and backward propagating light
can interfere either constructively or destructively, depending on the wavelength of the
incident light, leading to the formation of a standing-wave. This interference leads to
a strongly wavelength dependent transmission spectrum of the etalon, a characteristic




































Mirror 1 Mirror 2
n
L
Figure 1.8: Schematic of a Fabry-Pe´rot etalon consisting of two planar mirrors,
separated by a distance L and surrounding a medium of refractive index n. Light
with electric field amplitude E0 is incident on mirror 1 at an angle θ and undergoes
multiple reflections, with the amplitudes of each reflected and transmitted wave
related via the amplitude reflection, r, and transmission, t, coefficients of the
mirrors, which are assumed to be the same for each.
With reference to Fig. 1.8 it is clear that the total transmitted intensity, IT , is related
to the sum of the contributions from each of the transmitted fields i.e.
IT ∝ |ET |2 = |E0t2 + E0t2r2eiφ + E0t2r4e2iφ + ...|2, (1.26)
where we have assumed that r = |r|eiφr , where φr is a phase shift due to a single
reflection, φ = 2knL cos θ is the phase shift due to propagation (see Fig. 1.8 for symbols)
and r2 + t2 = R + T = 1 i.e. there is no loss. Recognising that the above takes the
form of a geometric progression (and r < 1), the ratio of incident to transmitted light








where Φ is the cavity round trip phase shift due to propagation and reflection, given
by
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R = 0.99R = 0.9
FSR
Figure 1.9: Transmission of a Fabry-Pe´rot etalon with L = 1 m and n = 1,
calculated according to Equation (1.27) (φr is assumed to be negligible). The
spacing between resonances, known as the free spectral range, FSR, is labelled
and two values of mirror reflectivity, R, have been used.
Φ = φ+ 2φr. (1.28)
In the case of bulk cavities φr is usually negligible, since L >> λ, whilst for the
microcavities considered below this is not the case due to their small size. In addition,
when considering microcavities embedded in photonic wires, the refractive index of the
bulk material, n, is replaced by neff . Remembering that k =
2pi
λ , Equation (1.27) has
been plotted as a function of wavelength in Fig. 1.9 for a cavity with L = 1 m and
n = 1, assuming φr is constant with λ and θ = 0.
Sharp, resonant peaks in transmission can be observed in Fig. 1.9 for wavelengths at
which constructive interference occurs. Here the transmission can be unity if there
are no sources of optical loss. For wavelengths away from these resonant peaks, de-
structive interference occurs and the transmission of the cavity is very low. The con-
dition for maximum transmission occurs on resonance, when an integer number of






where m is an integer that specifies the order of the resonance. For a sufficiently long
cavity there may be a large number of wavelengths that satisfy the resonance condition,
e.g. for a laser with a central wavelength of 800 nm and a cavity length of 1 m there
may be 105 or 106 resonances supported by the cavity within the laser bandwidth. Of
course, in practical terms, for a cavity to support such a large number of resonances
the mirrors used would need to be highly reflecting over the entire wavelength range.
Although in Fig. 1.9 transmission is plotted as a function of wavelength, the spacing
between resonances, known as the free spectral range (FSR) of the cavity, is more
naturally defined in terms of frequency. Using c = λν, where ν is frequency and c is
the vacuum speed of light, Equation (1.29) can be rewritten and the frequencies for





The FSR is thus independent of mode order, m, and the spacing between resonances
is constant when written in terms of frequency. This does of course assume that n
remains constant over the entire spectral range, which would not be the case for a
cavity fabricated from Si where n is a function of ω.
Also shown in Fig. 1.9 is the effect of varying R, with a higher R leading to a narrower
resonance and lower transmission between resonances. As mentioned, in the ideal
lossless case (with R = 1) the on resonance transmission would be unity, while the
resonances themselves would be infinitely narrow. In a real situation however there
is always some source of loss, leading to energy dissipation and a broadening of the
resonances.
1.6.2 Quality Factor and Finesse
The level of broadening is described by the quality factor (or Q-factor) [71], Q, which
is one of the most important figures of merit used to compare the performance of any
optical cavities. In general the Q-factor is defined as 2pi multiplied by the time-averaged









where ω0 is the resonant angular frequency, U is the electromagnetic energy stored in
the cavity and P is the power radiated out. From this definition it is seen that the en-
ergy in the cavity decays exponentially, with a time constant τ = Q/ω0. Alternatively,








where νres is the resonant frequency, and ∆λ and ∆ν are the full-width-half-maximum
of the resonance in wavelength and frequency respectively. For large values of the
quality factor the two definitions (equations 1.31 and 1.32) are equivalent, so that in
the time domain the Q-factor gives an idea of how long photons of light will remain
confined within the cavity, while in the spectral domain it indicates the width of the
resonance. Thus, the higher the Q-factor, the longer photons remain within the cavity
and the narrower the resonance. An example resonance showing λ0 and ∆λ is shown
in Fig. 1.10.
A high Q-factor is often desirable, as the increased temporal confinement leads to
circulating powers inside the cavity that can far exceed the optical input power on
resonance. A related property is the cavity finesse [72], F , defined as the cavity FSR




Using the definition of Q-factor in Equation (1.31), F can be shown to be equivalent to
2pi multiplied by the time averaged energy stored in the cavity, divided by the energy-
loss per cavity round trip (as opposed to per optical cycle for Q-factor). Both Q-factor
and F are therefore figures of merit characterising the energy storage in a cavity. One
important difference between the two parameters however, is that for a cavity in which
losses due to the partial reflections at the mirrors dominate other sources of loss, such
as absorption or scattering in the cavity medium, F is independent of L and represents


















Figure 1.10: Example resonance showing the resonance wavelength, λ0, and the
full-width-half-maximum, ∆λ, corresponding to a Q-factor of 7.8× 106.





again under the assumption that losses due to absorption, scattering etc. are negligi-
ble. Calculating the total intensity circulating inside a Fabry-Pe´rot Etalon, Icav, by
summing the forward and backward propagating waves in Fig. 1.8,
Icav ∝ |Ecav|2 = |E0t+ E0treiφ/2 + E0tr2eiφ + E0tr3e3iφ/2 + E0tr4e2iφ + ...|2, (1.35)











This means the circulating intensity inside a cavity on resonance can be significantly
larger than the input, with the enhancement directly proportional to the cavity F . It
is for this reason high F cavities are desirable, as they provide the maximum possi-
ble enhancement to the input light allowing high intensities to be achieved for even
moderate input powers.
It is clear then that the Q-factor characterises the spectral width of the resonances and
the temporal decay rate of the stored energy, or photon lifetime, whilst F characterises
the on resonance field enhancement provided by the cavity. Both Q-factor and F can
be increased by reducing loss in the cavity, either by increasing the mirror reflectivity,
as can be seen from Fig. 1.8 and Equation (1.34), or more generally by reducing cavity
losses.
For conventional cavities, like those found in lasers, amplifiers and spectrometers, the
mirror separations may be of the order of meters and the cavities themselves can be
very large. Of course, for a smaller cavity volume, V , the region of space in which
light is confined is reduced and the intensity of light in the cavity for a given input
power necessarily increases. One can see this by considering that Icav ∝ FI0 from
Equation 1.36, whilst noting that I0 is simply the input power, Pin, divided by the
area of the cavity cross-section. In addition, since F ∝ Q whilst the Q-factor is in turn






Clearly then, to maximise the circulating intensity inside the cavity, Icav, for a given
Pin, it is necessary to design cavities with as large a Q/V ratio as possible. This is par-
ticularly useful for nonlinear applications, where high intensities are required in order
to observe the desired nonlinear effects, and also for on chip devices with low power
requirements. When evaluating the relative performance of different cavities it is there-
fore usual to compare the Q/V ratio for each. The improvements in nanofabrication
that have permitted the fabrication of photonic wires like those discussed earlier have
also led to the development of so-called optical microcavities [74]. These are devices
with dimensions significantly smaller than their conventional counterparts, in some





, ensuring extremely large val-
ues of Q/V . Various designs have been fabricated, with the ultimate aim of achieving
large values of Q/V . In chapters 3 and 4 the linear and nonlinear properties of one
specific type of microcavity, the 1D photonic crystal microcavity are investigated.
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Chapter 2
Linear Dispersion in Waveguide
Arrays
The effects of dispersion, as detailed in Chapter 1, often play a significant role in guided
wave optics. In the case of optical telecommunications, high levels of uncompensated
dispersion can lead to pulse broadening, causing temporal overlap of successive pulses
and a loss of information. In nonlinear optics the relative sign and magnitude of
dispersion can strongly impact the types of effects observed [51]. These can range
from four-wave mixing and modulation instability to soliton formation, in which the
effects of dispersion and nonlinearity balance to create pulses of light that propagate
without change. The ability to control the dispersion of an optical system is therefore
often highly desirable. In this chapter the possibility of tailoring the dispersion of the
supermodes of an array of waveguides through coupling is investigated.
2.1 Linear Propagation in Arrays of SOI Photonic Wires
As noted in Chapter 1, the fields of a propagating mode are not confined solely to the
core region, but decay exponentially into the cladding in the form of evanescent waves.
If one waveguide is brought into close proximity with another, it is possible that there
may be some overlap between the evanescent field of one waveguide with the core of
another, leading to a coupling of light between the two. This transfer of light from
one waveguide to another is analogous to the tunnelling of electrons between two finite
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potential wells due to an overlap of their wavefunctions [75]. In the case of identical
waveguides possessing the same β in isolation, the only case considered here, there will
be complete power transfer from one guide to another and back again [76].
2.1.1 Supermodes - The Weakly Guiding, Weakly Coupled Regime
A set of such coupled waveguides may be viewed as a single, composite waveguide with
modes of its own. It is possible to describe these modes by making the photonic tight-
binding approximation [77]. This assumes that the presence of a nearby waveguide acts
as a small perturbation to the first (weak coupling), so that modes of the composite
system, known as supermodes, can be built up from a linear superposition of the modes
of the individual waveguides (which are no longer modes of the coupled system). The
approach takes its name from an analogous approximation in solid state physics, in
which the wavefunction of a lattice is assumed to be a linear superposition of the
electronic wavefunctions of the individual atoms [78].
For insight the modes of weakly coupled waveguides are described below, following
the method used in [79]. For the case of two coupled waveguides, also known as a
directional coupler, let n1(x, y) and n2(x, y) be the transverse index profiles of the
individual waveguides (1 and 2) in isolation and n(x, y) be the refractive index profile
of the composite waveguide. The modes of the individual waveguides will then possess
transverse mode profiles Ψ1(x, y) and Ψ2(x, y), with propagation constants β1 and β2,
see Fig. 2.1 (a) and (b). Under the weak guidance approximation these will satisfy the
scalar wave equations for the isolated wires, such that,
∇2TΨ1(x, y) + [k0n1(x, y)2 − β21 ] = 0 (2.1)
and
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Figure 2.1: Schematic representation of the refractive index profiles, n(x), (blue)
and transverse mode profiles, Ψ(x), (red) of the individual and composite waveg-
uides. a) n1(x) and Ψ1(x) for waveguide 1 in isolation. b) n2(x) and Ψ2(x) for
waveguide 2, identical to waveguide 1 but translated in x by a certain distance.
c) n(x) for the composite waveguide, along with Ψ1(x) and Ψ2(x) showing the
overlap of each mode with the adjacent core. d) The resulting supermodes Ψs
(solid curve) and Ψa (dashed curve) of the composite waveguide. As the sum or
difference of Ψ1 and Ψ2 they possess definite symmetry and are often referred to
as the symmetric and antisymmetric supermodes.
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2Ψ(x, y) = 0, (2.3)
which is the scalar wave equation of the composite waveguide. It is then possible to
make the tight-binding approximation, which is equivalent to looking for approximate
solutions to Equation (2.3) of the from,
Ψ(x, y, z) = A1(z)Ψ1(x, y)e
iβ1z +A2(z)Ψ2(x, y)e
iβ2z, (2.4)
where A1(z) and A2(z) are slowly varying envelopes that give the field amplitudes in
each waveguide. Their dependence on z is due to the coupling between waveguides,
caused by the overlap of the fields in each waveguide with the core of the other, see
Fig. 2.1 (c). Substituting this trial solution into Equation (2.3) leads to,
A1e









where, because A(z) and B(z) are slowly varying envelopes, terms containing their
second order derivatives with respect to z have been ignored. Now, using equations








i∆βz − 2iβ1 dA1
dz
Ψ1 − 2iβ2 dA2
dz
Ψ2e
i∆β = 0, (2.6)
where ∆n21 = n
2 − n21, ∆n22 = n2 − n22 and ∆β = β1 − β2. From here, multiplying
Equation (2.6) by either Ψ∗1 or Ψ∗2 and integrating over the entire x-y plane leads to a
pair of coupled differential equations,
dA1
dz















are the coupling terms. The self-coupling terms, C1,1 and C2,2, can be considered
negligible, which is reasonable since the integral in Equation 2.9 is only non-zero in
the region where ∆nj is non-zero, which lies in the evanescent region where Ψj is
small. Finally, having assumed identical waveguides means that C1,2 = C2,1 = C and
β1 = β2 = β, so that ∆β = 0. Ignoring any frequency dependence and nonlinearity









Solutions to the above can be found by assuming light is coupled into one waveguide
only at z = 0, corresponding to the initial conditions A1(z = 0) = 1 and A2(z = 0) = 0,
which leads to
A1(z) = cos(Cz) (2.12)
and
A2(z) = i sin(Cz). (2.13)
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Equations (2.10) and (2.11) can be written in a different form by introducing complex













= −iβa2(z)− iCa1(z). (2.17)
Is is then easy to show that the coupled equations admit modal solutions by noting that
a mode will propagate without change except for phase, so that a1(z) = a1e
−iβz and
a2(z) = a2e
−iβz. Here the z dependence of a1 and a2 is now contained entirely within
the complex phase term, as it should be for a mode, and β is now the propagation
constant of a mode of the coupled system yet to be found. Substituting these expres-
sions for a1 and a2 into equations (2.16) and (2.17) leads to a quadratic in β. Solving
this yields the propagation constants of the symmetric, βs, and the antisymmetric, βa,
supermodes,
βs = β + C (2.18)
and
βa = β − C (2.19)
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where β = β1 = β2 is the propagation constant of an uncoupled waveguide, again
assuming they are identical and ignoring any frequency dependence. Following this, it
is possible to write the amplitudes of the symmetric supermode, As, and the antisym-










As can be seen from equations (2.18) and (2.19), the propagation constants of each
of the supermodes are different by an amount related to the strength of the coupling.
The difference in propagation constants can be used to give an intuitive explanation
for the transfer of light back and forth between waveguides. Light launched into a
single waveguide at the input will excite a superposition of both supermodes, each of
which will propagate with their own β. As the light propagates a phase difference
accumulates between the light in each supermode, so that each waveguide alternately
sees constructive and destructive interference. This supermode beating causes the
amplitudes A1 and A2 to vary periodically with distance, leading to the back and forth
transfer of light mentioned above. In most cases, but not all [80], C takes a positive
value and so the symmetric supermode will possess a larger propagation constant than
the antisymmetric. It is also worth noting that if only a single supermode is excited at
the input, no supermode beating is possible and the amplitudes A1 and A2 will remain
unchanged with propagation. Experimentally this could be achieved by tilting the
input beam when coupling into an array, thus introducing a phase difference between
the light in each of the wires [81].
Looking again at the expressions for A1 and A2 (Equations 2.12 and 2.13) it is clear
that after a distance z = pi/2C all of the light has been transferred to waveguide 2,
whilst after a distance z = pi/C all of the light has been coupled back into waveguide 1.
This allows the distance over which the light couples from one waveguide to the next






|βs − βa| . (2.22)
This distance, known as the coupling length, provides a useful indicator as to the
strength of the coupling between waveguides, as the stronger the coupling the shorter
Lc.
2.1.2 Strong Guiding and Weak Coupling
The above approach, making use of the photonic tight-binding approximation, pro-
vides a simple, intuitive understanding of the coupling between waveguides, however
it is assumed that the waveguides are both weakly guiding and weakly coupled. As
was seen in Chapter 1 in the case of individual, uncoupled wires, the weak-guidance
approximation breaks down due to the HIC and reduced waveguide dimensions. For
the coupled-wire arrays considered in this chapter this is again the case, so that an
accurate description of the supermodes of the array again requires numerical modelling
using COMSOL Multiphysics R©. More details of the modelling process can be found
below in this chapter.
Figure 2.2 shows the supermodes of a of pair 220 nm×380 nm wires with a wall-
to-wall separation of 300 nm. For this separation it is clear that the modes of the
coupled waveguides can still be well approximated as the symmetric and antisymmetric
supermodes formed from linear superpositions of the individual wires, as described in
the previous section (see Chapter 1 for modes of the individual wires). The effects of
the strong guidance are evident however, as the supermodes possess mixed symmetry
and polarisations and are no longer transverse.
2.1.3 Slot-modes - The Strong Guiding and Strongly Coupled Regime
As well as assuming weak guidance, the photonic tight-binding approach also assumes
weak coupling, placing an upper limit on the coupling strength between waveguides1.
For the wire arrays considered here this last point is particularly relevant, as when
1Note that weak coupling does not imply weak power transfer, as for two or more identical waveg-
uides complete power transfer will occur for any coupling strength. Weaker coupling will simply lead
to the power transfer occurring over a longer propagation distance i.e. longer Lc. Only for the case of
non-identical, coupled waveguides will the power transfer be incomplete.
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Figure 2.2: The symmetric (left) and antisymmetric (right) TE supermodes of a
pair of coupled Si waveguides with heights of 220 nm, widths of 380 nm and a
wall-to-wall separation of 300 nm at λ = 1500 nm. The ~E is split into Cartesian
components, with the dominant component, Ex, parallel to the silica substrate
shown top, Ey normal to the silica substrate shown middle and Ez pointing out of
the page shown bottom. Colour saturation indicates magnitude with red (blue)
representing positive (negative) values. The values of Ey have been scaled by a
factor of 2 to make them visible on the same scale and the scale bar is 300 nm.
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the wall-to-wall separation is reduced, or the wavelength is increased sufficiently, the
coupling strength can increase dramatically and the above approximations break down.
It is then possible for light to be confined in the low-index region between the wires in
what is known as a slot-mode. First proposed by Lipson [82], slot modes arise because
of the discontinuity of the electric field component normal to the Si-air interface (Ex).
It can be shown that, due to the continuity of Dx normal to the Si-air interface, that




immediately inside the low index region, but still decays exponentially. The effect is
highly pronounced in the case of the wires here due to their HIC, so that if two or more
are brought sufficiently close together their evanescent fields overlap so much that Ex
will remain high across the slots. It is for this reason that the TE supermodes are
often of more interest, as they possess dominant field components normal to the Si-air
interfaces at the vertical side-walls and are therefore capable of forming slot-modes.
Fig. 2.3 shows the effect of varying the coupling strength by changing the wall-to-wall
separation of a two wire array. For a separation of 600 nm (Figs 2.3 ((a) and (b)) the
modes of the array are well approximated as the symmetric and antisymmetric super-
modes, formed from linear superpositions of the modes of the individual wires shown
in Chapter 1 and predicted from the tight-binding approximation. The discontinuity of
Ex at the interfaces is clearly evident for both supermodes. For a separation of 50 nm
the supermode approach is no longer valid as Ex is now predominantly confined to the
slots (Fig. 2.3 (c)). An identical situation would occur if the wall-to-wall separations
were kept constant and instead λ was increased.
2.2 Coupling Induced Dispersion
The dispersion of a single SOI photonic wire can be tailored simply by altering its
cross-sectional area, as shown by Fig. 1.6 in Chapter 1. In the case of arrays of coupled
SOI photonic wires it has also been predicted that the coupling will become dispersive,
adding an additional contribution to the net dispersion (waveguide and material) expe-
rienced by the supermodes of an array of wires. This provides an additional mechanism
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Figure 2.3: Component of the electric field parallel to the silica substrate (Ex)
at λ = 1550 nm for (a) the symmetric supermode of a two channel array with a
wall-to-wall separation of 600 nm and (b) the antisymmetric supermode of the
same array. c) The same component of the electric field for a two-channel array
with a 50 nm wall-to-wall separation. For this separation Ex remains high across
the slot and the assumption of weak coupling is no longer valid, such that it is no
longer possible to describe the modes of the system as linear superpositions of the
individual waveguide modes. The wires have heights of 220 nm and widths of 380
nm and are shown over a 2 × 2 µm area. Colour saturation indicates magnitude
with red (blue)corresponding to positive (negative) values. The scale bar is 300
nm in each case. The line plots underneath each figure are a plot of Ex through
the centre of the waveguides.
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through which to tailor the dispersion of an array, as the strength of the coupling can
be easily controlled by adjusting the spacing of the wires.
As discussed in Section 2.1.1, a directional coupler consisting of two coupled waveg-
uides supports 2 supermodes of definite symmetry. The propagation constants of the
supermodes are then given by the propagation constant of the mode of a single, uncou-
pled wire, plus or minus some contribution from the perturbation due to the coupling
(equations (2.19) and (2.18)). The frequency dependence of the propagation constant
of a single waveguide can be included by taking a Taylor expansion of β about the
central frequency of the light in the wire, ω0, as outlined in Chapter 1. It is then
possible to use the same approach to include the frequency dependence of the coupling
constant, C.
Assuming the evanescent waves decay exponentially outside the waveguide core and
scale approximately with wavelength, the frequency dependence of the coupling coeffi-
cient C can be approximated by [58]
C(ω) ≈ C0e−x(ω−ω0) (2.24)
where C0 is the coupling strength at ω0 and x is a positive constant related to the
waveguide spacing. Taking a Taylor expansion in ω leads to
C(ω) ≈ C0 + (−C0x)(ω − ω0) + 1
2
(C0x
2)(ω − ω0)2 + ... , (2.25)
which can be rewritten as
C(ω) ≈ C0 + C1(ω − ω0) + C2(ω − ω0)2 + ... , (2.26)
where Cm = (−1)mC0xm. Typically, when taking into account the frequency de-
pendence of directional couplers, only terms up to C1 from the above expansion are
included. However, for the Si wires considered here this is insufficient, as due to their
close proximity the coupling strength is sensitive even to small changes in wavelength.
The second derivative of the coupling is therefore substantial and it is necessary to in-
clude the quadratic term containing C2. Thus the coupling now has a GVD of its own
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that will contribute to the effective dispersion experienced by the supermodes. Rewrit-
ing the expressions for the propagations constants of the symmetric and antisymmetric
supermodes (eqs. 2.18 and 2.19) to take into account the frequency dependence of β
and C leads to the expressions,
βs = β + C
βs = (β0 + C0)(ω − ω0) + (β1 + C1)(ω − ω0)2 + (β2 + C2)(ω − ω0)2 + ... (2.27)
and
βa = β − C
βa = (β0 − C0)(ω − ω0) + (β1 − C1)(ω − ω0)2 + (β2 − C2)(ω − ω0)2 + ... . (2.28)
The expressions for β(ω) and C(ω) can be converted to the time domain through a







































By adding or subtracting equations (2.29) and (2.30) and making use of equations































From these expressions the effects of including the frequency dependence of C(ω) are
clear. Retaining only C0 from the Taylor expansion of C(ω) (i.e. no frequency depen-
dence) leads to supermodes that propagate with different phase velocities, related to
β0 ± C0, but the same group velocity. Including C1 means the supermodes will now
propagate with different phase and group velocities, related to β1 ±C1. Consequently,
a single pulse incident on a two wire array and exciting both supermodes would split
into two sub-pulses after a few coupling lengths, with the separation continuing to
increase with propagation. The envelopes of the sub-pulses would, however, remain
unchanged from that of the input pulse. Finally, including the quadratic term contain-
ing C2 equates to modifying the effective dispersion experienced by each supermode;
β2 becomes β2 ± C2. Light in each supermode will therefore propagate with different
phase and group velocities and experience different effective dispersions.
Due to the positive sign of C2 it is therefore predicted [83] that the region of anomalous
GVD will be restricted for the symmetric supermode and extended for the antisymmet-
ric supermode, relative to that of a single wire. Physically this can be understood by
considering the relative phases of the light in the two wires for each of the supermodes.
In the case of the antisymmetric supermode there is a pi-phase difference between the
fields in each wire, so that the fields of the antisymmetric supermode are therefore
‘pinned’ at zero in the center of the slot region between the wires. As the wavelength
of the light being confined increases, the expansion of the antisymmetric mode is there-
fore restricted by the pinning point. Consequently the effects of confinement within
the wire are felt more strongly by the antisymmetric supermode, so that its disper-
sion is shifted further into the anomalous regime (since it is the confinement by the
waveguide that causes the anomalous dispersion at these wavelengths). By contrast,
the symmetric supermode has no such pinning point and so the mode can expand more
easily, thereby reducing the effects of confinement and shifting its dispersion further
into the normal relative to a single wire. For an odd number of wires in an array there
is also a supermode that corresponds to having no light in alternate wires. In this case
the effective coupling is very small and the supermodes possess the same dispersion
relation as that of a single, uncoupled wire.
2.3 Group Index Measurements
In order to verify the above prediction, group index measurements were taken for a two
wire array and compared to numerically modelled data. A two wire array would be
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Figure 2.4: Calculated coupling, Lc, as a function of wavelength for a 2 channel
array with a 100 nm wall-to-wall separation, as used in the experiments.
expected to support 2 supermodes (one symmetric and one antisymmetric) for each of
the TE and TM polarizations. In this case we are more interested in the TE supermodes
that have their principal ~E components normal to the Si-air interface, since these are
the modes that could form slot-modes. The array used for the measurements was
fabricated in the manner detailed in Chapter 1 and consisted of two wires, each with
heights of 220 nm, widths of 380 nm and a wall-to-wall separation of 100 nm. This
separation, an order of magnitude smaller than the wavelengths of the light being
confined, was chosen in the hope that, over the spectral range investigated, it would be
possible to observe not only strong coupling-induced dispersion, but also the transition
to slot-modes. An indication of the strength of the coupling can be obtained by looking
at the values of Lc for the chosen geometry, calculated using Equation (2.22) and shown
in Fig. 2.4. Here Lc is of the order of just a few tens of microns, demonstrating the
wires are strongly coupled.
2.3.1 Experimental Methods
The potential for white-light to be used to measure the dispersive properties of mate-
rials has been known for some time [84, 85, 86]. Often, the method involves multiple
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Figure 2.5: Top down view of the sample mounted in the experimental set-up.
The arrays are visible as the individual coloured lines as they behave like a grating
when illuminated by white light.
measurements of the centre of an interference pattern from a spectrally filtered white-
light source [84, 85], which is the method used here. An image of the sample mounted
in the experimental set-up is shown in Fig. 2.5. For an overview of the layout of the
devices fabricated on the chip please see Appendix A. Low coherence white-light inter-
ferometry was performed using a Mach-Zehnder interferometer, as shown in Fig. 2.6.
This configuration was preferred to a Michelson interferometer, which would have been
more difficult to align and resulted in higher coupling losses, due to the need for light
to pass through the sample twice.
The light source was a 1064 nm Q-switched microchip laser (average power < 100 mW,
τ ∼ 600 ps, PRF ∼ 7.25 kHz) used in conjunction with a length of highly nonlinear
PCF [87]. This provided a broadband output from approximately 400 to 2200 nm.
Wavelengths below 1200 nm were removed using a long pass filter to prevent damage
to the arrays as the absorption of Si increases dramatically below 1200 nm, with the
desired wavelengths selected using band pass filters with 10 nm full-width half-maxima.
After the initial filtering light was passed through a 50:50 beam splitter so that half
of the light was directed to the sample and half was sent along the reference arm. A
matched pair of 60× aspheric singlet lenses (NA = 0.65, New Focus; Model 5721-H)
were used to couple into and out of the array with total losses of 20 dB, determined
by measuring the power before the input lens and after the output lens. Reproducible
coupling was ensured through the use of an IR charge-coupled device (CCD) camera
(Xenics; Xeva), mounted initially above the array on a microscope in order to image




























Figure 2.6: Experimental set-up for group index measurements. Light from the
broadband source is filtered at the desired central wavelength using 10 nm band-
pass filters and the beam is then split at a 50:50 beam splitter cube, so that
some light propagates through the reference arm and some propagates through
the array. The delay of the reference arm is controlled by a mirror mounted on
a translation stage, before the beams are re-combined at a second 50:50 beam
splitter and collected using a length of single mode fibre (SMF).
output could then be directed onto the same CCD camera in order to image the output
from the waveguides. Coupling was optimized simply by adjusting the position of the
input and output lenses until the maximum transmitted power was reached. Identical
lenses were positioned in the reference arm of the interferometer, in order to balance
any effects of dispersion caused by the lenses in the sample arm.
In a balanced interferometer, i.e. one in which the optical path-length in each arm is
equal, the pulses would recombine and interfere constructively. Changing the optical
path-length in either arm introduces a phase-difference between the light in each. In the
sample arm this change is caused by the dispersion of the sample, which is compensated
for in the reference arm by introducing a delay by changing its physical length through
the use of a plane mirror mounted on a computer-controlled translation stage. As a
single mirror was used, as opposed to a pair of mirrors, there was a possibility that
the interferometer may become misaligned as the mirror was moved. However, as the
distances over which the mirror was moved were of the order of millimetres there was no
significant effect on the performance of the interferometer. The beams were recombined
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Fringe 1 Fringe 2
(b)
Figure 2.7: a) Successful isolation of the TE (blue) and TM (red) fringe packets
at λ = 1240 nm using a polarizing beam splitter cube. Note the TM fringe
packet is offset from the TE on the vertical scale for clarity. b) TE fringe at λ
= 1600 nm. The capped horizontal bar indicates the full width at background
intensity of the fringe.
at a second beam splitter cube and interfered to generate interference fringe packets.
The change in length of the reference arm for each fringe compared to when no sample
is present could then be related to group index.
A polarizing beam splitter after the array was used to isolate either the TE or TM fringe
packets, as shown in Fig. 2.7 (a), before the light was collected using a length of standard
single mode fibre. Detection was performed using an InGaAs PIN photodiode (New
Focus Femtowatt Photoreceiver; Model 2153) and lock-in amplifier (Stanford Research
Systems; SR830 DSP), referenced to an optical chopper positioned in the sample arm
to aid sensitivity. For wavelengths above 1800 nm is was necessary to switch to an
unbiased, transimpedance, InGaAs photodiode (Thorlabs; DET10D/M), which had
an increased spectral range for sufficient responsivity at longer wavelengths. In total,
fringes corresponding to the TE and TM supermodes at 17 filter wavelengths between
1200 and 2000 nm were recorded.
As mentioned above, measurements are usually taken of the mirror positions corre-
sponding to the centre of the interference fringe at each wavelength [84, 85]. In this
case however, the spectrally filtered input pulse is being coupled into an array sup-
porting two supermodes that should experience different dispersions due to the strong
coupling between waveguides. One may therefore expect to see two separate interfer-
ence fringes for which the centre positions can be measured, corresponding to light
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that has propagated in either the symmetric or anti-symmetric supermodes of the ar-
ray. This of course relies on the fringes being sufficiently separated as to be distinct
from each other, which in turn relies on the strength of the coupling-induced disper-
sion, with larger values giving rise to a bigger fringe separation. Unfortunately it was
not possible to completely resolve the individual fringes. At shorter wavelengths where
the coupling, and hence coupling-induced dispersion, was small, the difference in ng
between the supermodes was also small, so that the fringes corresponding to each su-
permode occurred at almost identical mirror positions and remained largely overlapped
(see Fig.2.9 (a)). Further, at wavelengths corresponding to the largest differences in ng
between the supermodes it was still not possible to completely resolve the individual
fringes due to the appearance of a strongly modulated background, possibly caused by
the scattering of light at defects or due to side-wall roughness. This can be seen clearly
in Fig. 2.7 (b), which shows the TE fringe packet at λ = 1600 nm (corresponding to a
large difference in ng), where two fringes can be identified that are separated by a long,
modulated background. For these reasons the measured interference patterns were
characterized not by measuring the centre of the fringes, but by recording the mirror
positions of their full-width at background intensity instead. In this case it is assumed
that the part of the interference pattern located at the shortest (longest) reference arm
position is associated with the supermode with the lowest (highest) group index. Thus
the width of the measured interference pattern can also be used to determine the group
index, with a broadening of the interference pattern indicating supermodes propagating
with increasingly different group velocities, caused by the presence of coupling-induced
group velocity dispersion. Note in this case the ‘background intensity’ is taken as the
signal measured at a point immediately outside the fringe packet where no interfer-
ence is occurring. The horizontal bar in Fig. 2.7 (b) indicates the region defined as the
full-width at background intensity for this particular fringe packet.
It should be noted however, that this measurement set-up actually measures the group-
delay, the temporal delay in travelling through a material at a given mode’s group
velocity. However, once known, the delay corresponding to the mirror positions of the
fringe’s full-width at background intensity could straightforwardly be related to group





where x0 was the position of the centre of the fringe observed without a sample present
and the length, L, of each of the wires was 3.1 mm. Although perhaps not an ideal
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Figure 2.8: Geometry used for modelling the two channel array in the experiment.
The wires were assumed to be 220 nm×380 nm with a wall-to-wall separation of
100 nm and a 160 nm thick layer of residual HSQ. Note also the 20 nm over-etch
to ensure the wires were sufficiently etched through.
way of characterising the fringes, the calculated values of ng were insensitive to small
variations (of the order of microns) in the measured mirror positions, suggesting the
method was suitably robust.
2.3.2 Numerical Modelling
The modelling of the two wire array was performed using a commercial eigenvalue
solver, COMSOL Multiphysics R©. Maxwell’s equations were solved for an idealized
geometry, shown in Fig. 2.8, with the appropriate boundary conditions to yield the
supermode propagation constants and effective indices. Is was assumed that: the
dimensions of the wires were those asked for; the side-walls of the wires were perfectly
vertical and the channel was completely etched through. The region around the array
was air with n = 1 and the material dispersions of Si and silica were incorporated into
the model by using equations (1.23) and (1.22) from Chapter 1. HSQ was assumed to
have the same n as silica. The modelled effective indices could then be numerically
differentiated to obtain values of ng for each of the supermodes.
2.4 Results
The measured fringe packets for the TE supermodes clearly indicate the presence of
coupling-induced dispersion; Fig. 2.9. At shorter wavelengths (Fig. 2.9 (a)) the modes of
the wires are more confined and there is less overlap of the evanescent fields, reducing
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Figure 2.9: Measured fringe packets for the TE supermodes at a) λ = 1240 nm,
b) λ = 1600 nm and c) λ = 2000 nm. The broadening of the fringe due to
coupling-induced dispersion is clearly visible at 1600 nm, while at 2000 nm the
fringe packet appears to be a single mode interferogram, suggesting the cut-off
of one of the TE supermodes.
the coupling between them and therefore the coupling-induced dispersion. In this
regime the supermodes propagate with almost identical group velocities, so that the
fringes due to the symmetric and antisymmetric TE supermodes overlap temporally
and occur at the same mirror positions. As wavelength increases however, so too does
the strength of the coupling and consequently the coupling-induced dispersion. The
supermodes will therefore propagate with increasingly different group indices as they
experience different dispersions, leading to a broadening of the fringe packet clearly
observed in Fig. 2.9 (b) for λ = 1600 nm. Two distinct peaks are visible, separated by
a long modulated background intensity, which could be due to intermodal scattering
caused by side-wall roughness [88], dust on the samples, stitching errors during the
fabrication process or other defects along the arrays.
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Figure 2.10: Group index measurements for the TE supermodes of the two wire
array. The filled and unfilled circles correspond to the experimentally measured
group indices of the symmetric and antisymmetric respectively, determined from
the fringe packets full-width at background intensity. The solid and dashed curves
are the numerically modelled group indices for the symmetric and antisymmetric
supermode respectively. Above approximately 1800 nm the antisymmetric su-
permode has been cut-off, explaining the discrepancy between the modelled and
measured group index data.
The measured fringes were used to calculate ng for the symmetric and antisymmetric
TE supermodes (using Equation (2.33)) and are compared to the numerically modelled
data in Fig. 2.10. The experimental and modelled results show good agreement and
highlight an increasing difference in ng between the TE supermodes up to ≈ 1700 nm.
At this point, according to the modelled data, the ng of the antisymmetric mode
decreases rapidly and falls below the curve for the ng of the symmetric mode. Experi-
mentally, above 1900 nm the measured fringe packet resembles a single interferogram,
as can be seen in Fig. 2.9 (c) for λ = 2000 nm. Both the modelled and experimental
data thus suggest that one of the supermodes has become cut-off by ≈ 1850 nm.
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2.5 Analysis
Both the experimental and theoretical results confirm the presence of coupling-induced
dispersion through the broadening of the fringe packets (Fig. 2.9) and subsequent split-
ting of the symmetric and antisymmetric supermodes on the ng plot (Fig. 2.10). Close
agreement between the experimental and modelled data in Fig. 2.10, in terms of both
absolute ng and splitting of the supermodes, suggests that light in the fringe packets
at the furthest mirror positions (largest ng) can be viewed as light that has propagated
along the entire array in the antisymmetric TE supermode. While light in the fringe
packet at the shortest mirror positions (lowest ng) has propagated through the arrays
in the symmetric TE supermode only. The largest difference in group indices between
the symmetric and antisymmetric supermodes occurs at ≈ 1700 nm, which is also the
point at which the antisymmetric mode begins to experience normal dispersion (ng
decreases with wavelength). By contrast, the point at which the symmetric supermode
begins to experience normal dispersion occurs at ≈ 1400 nm. In other words, the region
of anomalous dispersion has been extended for the antisymmetric supermode and sup-
pressed for the symmetric supermode relative to a single, uncoupled wire of the same
dimensions, as previously predicted in [83].
The effect of the coupling-induced dispersion can be seen more clearly by plotting the
dispersion curves for each of the supermodes. This can be done by differentiating the
group index data according to Equation 1.21. Unfortunately, due to the slight scatter
on the experimentally obtained group index measurements, it was not possible to dif-
ferentiate them numerically, whilst the relatively limited number of data points made
a numerical fit difficult. Thus only the modelled group index data was differentiated to
obtain dispersion. Figure 2.11 shows the calculated dispersion curves for the symmet-
ric and antisymmetric TE supermodes, along with the dispersion of the TE mode of a
single wire with the same transverse dimensions (220 nm × 380 nm). It is interesting
to note from this plot that the splitting of the two supermodes is not symmetric with
respect to the the dispersion of a single wire, as would be predicted by the tight-binding
model, with the asymmetry more pronounced at longer wavelengths. The dispersion of
the symmetric supermode (blue curve) seems to differ more significantly from that of
a single-uncoupled wire (black curve) than the that of the antisymmetric supermode
(dashed blue curve). The coupling induced dispersion thus seems to be having a much
stronger impact on the symmetric supermode. The failure of the tight-binding model
to predict such asymmetric splitting is perhaps understandable however, as it assumes
weak-coupling. By contrast, the 100 nm wall-to-wall separation was specifically chosen
to ensure strong coupling in an attempt to observe slot modes. It is therefore not
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Figure 2.11: Modelled results for the dispersion of the symmetric (blue) and
antisymmetric (dashed blue) TE supermodes. For comparison, the dispersion of
the TE mode of a single, uncoupled wire with the same transverse dimensions is
also shown (black).
surprising that for such a small wall-to-wall separation the tight-binding model fails to
accurately predict the dispersive properties of the array supermodes.
The cut-off of the antisymmetric supermode, evidenced by the appearance of the ex-
perimental fringe packet above 1900 nm (Fig. 2.9) and by the rapid fall in ng of the
antisymmetric supermode as λ approaches 1900 nm, can be understood with reference
to the modelled effective index data, shown in Fig. 2.12. The data show that by λ =
1900 nm the neff of the antisymmetric mode has fallen to that of the bottom silica
cladding, while for a guided mode neff must be greater than or equal to the cladding
index. By 1900 nm the antisymmetric mode is thus only weakly confined to the wires,
is highly lossy and no longer a truly bound mode of the waveguides; it has become
cut-off. Physically this arises because the wavelength of the light is now too large to
be confined within the wires. The field can no longer undergo the oscillation in phase
between wires required to remain within the antisymmetric supermode, the fields of
which are pinned at zero in the slot. The symmetric TE supermode can however con-
tinue to expand and remains sufficiently confined to continue to propagate as a guided
mode.
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Figure 2.12: Modelled results for the neff of the TE (blue) and TM (red) su-
permodes where the solid and dashed lines correspond to the symmetric and
antisymmetric supermodes respectively. The grey dashed line indicates the n of
bulk silica. The inset shows a close up of the anti-crossing between antisymmetric
TE and symmetric TM supermodes.
One can also ask what the field distribution of the only remaining supermode looks like
for λ > 1900 nm, when all but the symmetric TE supermode has been cut-off. The
modelled field distributions for the transverse component of ~E and Poynting vector, S,
are shown in Fig. 2.13. The discontinuity of the transverse component of ~E at the Si-air
interfaces is evident for both supermodes at 1400 nm. The antisymmetric supermode
is however, as stated previously, pinned at zero in the slot region, due to the pi-phase
shift between the fields in each wire (Fig. 2.13 (a)). Thus this supermode cannot form
a slot mode, as both ~E and ~H remain negligible in the low-index slot region, meaning
the power flow (given by the Poynting vector, ~S = ~E × ~H) is confined within the
wires until the supermode becomes cut-off. The situation is different for the symmetric
supermode as there is no phase shift between the fields in each wire, so they both point
in the same direction and ~E remains high across the slot. The transverse component
of ~E therefore has the characteristic appearance of a slot mode (Fig. 2.13 (b) and (c)).
It is interesting to note however that although ~E remains high across the slot for the
symmetric supermode at λ = 1400 nm, the Poynting vector is only non-zero in the
wires, there is no power flow in the slot. This is easily explained by the fact that at
this wavelength, although ~E in the slot is large, ~H is still confined entirely within the
59
Figure 2.13: Modelled field distributions of the transverse electric field component
(left column) and the Poynting vector (right column) for a) the antisymmetric
TE supermode at λ = 1400 nm b) the symmetric TE supermode at λ = 1400 nm
and c) the symmetric TE supermode at λ = 1950 nm. The line plots are plots
of the magnitude of each of the quantities through the centre of the arrays, with
the dashed line indicating opposite phase.
wires, so that ~S = ~E × ~H is zero in the slot. At longer wavelengths ~H becomes less
confined and leaks into the slot, so that ~E × ~H becomes non-zero, until at λ = 1950
nm there is equal peak intensity in the slot and wires. It can therefore be assumed
that by 1950 nm the only remaining supermode, the symmetric TE, is propagating as
a slot mode with power as well as ~E within the slots.
Another interesting feature of the modelled data is the predicted anti-crossing between
the antisymmetric TE and symmetric TM supermodes of the array as they approach
cut-off. Anti-crossings, or avoided-crossings, occur in optics when the effective index
of a particular mode approaches that of another with the same symmetry. Should
the modes ever have the same effective index at any point they would be degenerate;
this is forbidden. This degeneracy (both modes possessing the same effective index)
is therefore avoided as the modes undergo a conversion from one to the other at an
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Figure 2.14: Modelled mode profiles showing the transverse component of the
magnetic field (Hx, parallel to the silica substrate) of the antisymmetric TE
supermode at a) λ = 1650 nm, b) λ = 1790 nm and c) λ = 1950 nm. For
comparison the same component of the symmetric TM supermode is shown at
d) λ = 1650 nm.
anti-crossing. Evidence for the existence of an anti-crossing in this system can be seen
by looking at Fig. 2.12. The effective index of the highly dispersive antisymmetric TE
supermode begins to fall rapidly above 1600 nm and approaches that of the symmetric
TM supermode at 1800 nm. The inset of Fig. 2.12 shows this region in more detail,
where at 1800 nm there is a clear avoided crossing between the two supermodes as they
cannot possess the same effective index. Initially this may seem surprising however, as
in general for an anti-crossing to occur there must be some coupling between the modes.
This would seem unlikely in this instance, as the supermodes have different polariza-
tions and are of opposite symmetry. Both supermodes do however possess symmetric
magnetic field components parallel to the silica substrate (Hx), which can couple due
to the asymmetric mode confinement. The presence of the silica substrate below the Si
wire, and the HSQ layer above, leads to weaker confinement in the vertical direction due
to the lower index contrast between Si and HSQ and Si and silica. Consequently, as the
wavelength of the light being confined increases, the supermodes expand more rapidly
in the vertical direction. This allows the antisymmetric TE supermode to undergo a
transition to the symmetric TM supermode, and vice-versa, via an anti-crossing. The
evolution of Hx for the antisymmetric TE supermode through the anti-crossing, along
with Hx for the symmetric TM supermode, is shown in Fig. 2.14.
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2.6 Sample Imaging
As was highlighted in the previous sections, the presence of multiple fringes that cre-
ated a modulated background (see Fig. 2.7 (b)) prevented the complete isolation of the
individual fringes corresponding to the symmetric and antisymmetric TE supermodes.
It was assumed that these additional fringes were caused by intermodal scattering,
leading to light that had propagated along the arrays in both the symmetric and anti-
symmetric TE supermodes. Thus the light at the outer edges of the fringe packet would
have propagated along the array entirely within either the symmetric or antisymmetric
supermode, whilst the additional fringes in between would correspond to light that had
propagated along the array in both supermodes to a greater or lesser extent.
In an attempt to gain further understanding a brief investigation was undertaken, with
the outputs of a larger array imaged using the same IR CCD camera used previously
for input and output coupling. The chosen array consisted of fifteen 420 nm×220 nm
wires with wall-to-wall separations of 600 nm. The increased separation compared to
the array used previously for the dispersion measurements ensured weaker coupling
and a larger Lc, estimated at 1.2 mm for the 1510 nm input wavelength used here.
Given the length of the wires in the array is ∼3 mm, this should mean that there is
insufficient distance for light coupled into an edge wire at the input to couple across to
the opposite side of the array at the output.
The output images shown in Fig. 2.16 were recorded by placing a mirror after the
output coupling lens and directing the light onto the IR CCD camera, whilst the input
lens was translated across the input face of the array, as shown in Fig. 2.15. It is
important to note however that, given the array dimensions and the wavelength of
light used for the imaging, it was not possible to resolve the outputs from individual
wires in the array. The movement of the input coupling lens across the array was
achieved by mounting it on a piezo controlled stage, allowing the focussed laser spot to
be moved across the array input from left to right in ∼600 nm steps. Given no method
of feedback was used however, it was impossible to know in absolute terms the position
of the input lens relative to the array. At the same time, the minimum diameter of the
focussed laser was estimated at approximately 1500 nm, assuming a collimated beam






Figure 2.15: Cartoon showing the set-up used to image the outputs of the 15
wire array. The individual wires in the array were 420 nm wide with wall-to-wall
separations of 600 nm, giving a total device width of 14.7 µm. The input coupling
lens was translated across the face of the array in ∼600 nm steps, with images
taken at the output using the IR CCD camera used previously. Note that the
set-up did not allow for the resolution of the outputs from individual wires, whilst
it was also not possible to identify quantitatively where the input beam was in
relation to the wires in the array. Diagram not to scale.
for more than one wire to be excited at the input (given the 600 nm wire spacing).
The lens used at the output of the array had a focal length of 2.8 mm, giving a ratio of
object distance to focal length of 611. Each 30 µm camera pixel therefore represented
approximately 50 nm of image distance, so that an individual wire in the array would
be just 4 pixels high and 8 wide. The camera array itself was 320 pixels wide and 100
pixels high.
Despite the limitations of the imaging set-up outlined above, one would still expect,
in the absence of scattering, to see symmetric output field patterns as the input lens
is moved across the array. More specifically, the output images obtained as the lens is
moved from the left hand edge of the array to the centre should be the mirror image
of what is observed as the lens is moved from the centre to the right hand edge, given
the symmetry of the array structure. This is clearly not observed in any of the images
shown in Fig. 2.16, suggesting the possibility of considerable scattering occurring along
the length of the array. In addition, Figs. 2.16 (d) and (e) show light exiting the array
from both edges whilst the input lens is coupled into the edge of the array at this






































































































































Figure 2.16: Images of the output from a fifteen wire array consisting of
420 nm×220 nm wires with wall-to-wall separations of 600 nm. The images
were recorded using the same IR CCD camera used previously, whilst the input
coupling lens was translated across the array from left to right in ∼600 nm steps.
The image scales are approximate, based on the ratio of the image distance to
focal length of the output lens, with each image pixel corresponding to ∼ 50 nm
of object size. Note that on this scale, the waveguides would be just 4 pixels
high and approximately 8 wide. Images should be viewed in alphabetical order
from (a) to (x), with each image corresponding to the input lens be translated
an additional 600 nm across the array input. Red and blue indicate high and low
light intensities respectively.
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Figure 2.17: Example top view of the same array as shown in Fig. 2.16. Light is
coupled into the array from the right, with strong scattering points clearly visible
as the lighter blue and red points distributed randomly along the length of the
array. The scale bar is 1 mm in this case with red and blue indicating high and
low light intensities respectively.
above. Again, this would suggest that scattering, possibly due to side-wall roughness,
or more likely a specific defect or scattering point in or around the waveguide structure,
is causing a coupling of the supermodes of the array.
Using the IR CCD camera mounted above the same array, it was also possible to
image the light scattered out of the array from above as the input lens was translated
across the input. An example of such an image is shown in Fig. 2.17. Here light is
being coupled into the array from the right, with a faint output spot visible at the
far left. In addition, at random positions along the array points of strong scattering
are clearly visible. The fact that these occur at specific points along the array would
suggest they are arising due to specific defects, such as stitching errors or possibly dust
on the arrays, as opposed to side-wall roughness, which one would assume would be
more constant along the entire length of the array. It is also worth mentioning that as
the input lens was moved across the array, certain scattering points disappeared with
others appearing in different locations, suggesting certain defects affected specific wires
within the array only.
Both the output images and images of the scattered light from above would therefore
suggest the presence of considerable scattering points along the length of the array.
This in turn could lead to a coupling between the individual supermodes of an array
and the multiple fringes observed in the interferograms discussed earlier in the chapter.
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2.7 Conclusions
The work in this chapter has verified experimentally the presence of coupling-induced
dispersion in strongly coupled SOI photonic wire arrays, through measurements of ng
for the symmetric and antisymmetric supermodes of two coupled wires. Experimental
results show good agreement with the modelled data, demonstrating that the region of
anomalous dispersion is restricted for the symmetric TE supermode and extended for
the antisymmetric TE supermode, relative to a single wire. This has strong implications
for the observation of nonlinear optical effects that require anomalous dispersion. For
example, solitons and modulation instability [51], should be observable in arrays at
wavelengths where the effects would not be supported in a single wire, provided that
the antisymmetric mode can be excited. Experimentally, efficient coupling into the
antisymmetric supermode can be achieved by controlling the tilt of the input beam,
thereby introducing a phase shift between the light in each wire. There is also strong
experimental and modelled evidence to suggest the cut-off of the antisymmetric TE
supermode, while the symmetric TE supermode continues to propagate as a slot mode.
The presence of an anti-crossing between the antisymmetric TE and symmetric TM
supermodes, due to asymmetric supermode expansion, is also predicted. These results
were published in Optics Letters [89]. The work carried out in this chapter also led on to
nonlinear measurements of modulation instability in a SOI directional coupler, carried
out by co-workers at the University of Bath [90]. A short investigation into the causes
of the multiple fringes observed in the interferograms for large differences in ng was
also carried out, by imaging the output and top scattered light from a larger array of
wires. The resulting images suggest the presence of scattering due to a combination of




Linear Properties of 1D Photonic
Crystal Microcavities in Silicon
In recent years optical microcavities ([37] and references therein) have been the sub-
ject of considerable research due to their ability to store light for extended periods
in increasingly small volumes, thanks to their large Q-factors and small cavity mode
volumes, V . The increased confinement leads to greatly enhanced light-matter inter-
actions, making it possible for optically active materials placed within such a cavity to
become coupled to the electromagnetic mode of the cavity. Optical microcavities thus
provide an opportunity to observe the effects of quantum electrodynamics (QED), in-
cluding the possible enhancement or suppression of spontaneous emission in the case of
weak-coupling [91] and vacuum Rabi oscillations in the strong-coupling regime. Soli-
ton effects [92] and chaos can also be observed in optical microcavities [93]. Their
wavelength selectivity and small size, coupled with the fact they are often made from
semiconductor materials such as Si, means they are also of fundamental importance
in integrated optics. Optical filtering [94], modulation [35], switching [95], logic and
memory [96] have all been successfully demonstrated using microcavities. Novel laser
sources, where the laser cavity takes the form of an optical microcavity, have also been
developed allowing for low threshold pump powers [97] and increased functionality.
The continued quest for higher Q-factors and diffraction limited volumes has led to a
myriad of cavity designs and geometries, from the simple ring cavity to those making
use of whispering-gallery modes (WGM’s) and the photonic band-gap (PBG) effect. In
this chapter the linear properties of one type of microcavity, the 1D photonic crystal
(PhC) microcavity, are investigated.
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3.1 Review of Optical Microcavities
As stated in Chapter 1, the ratio of circulating intensity to input power is proportional
to Q/V , where Q is related to the cavity storage time, τ . This makes the ratio Q/V
an important figure of merit for the devices described below. The various types and
designs of optical micrcavity all have relative advantages and disadvantages, both in
terms of fabrication and in their ability to achieve high Q-factors and small volumes.
In this section a brief overview of some of the most common microcavity designs is
given, although it is in no way intended to be a complete review.
Perhaps the simplest example of a generic optical microcavity is the so-called microring
resonator1 [98], consisting of a single waveguide looped around on itself to from a ring,
as shown in Fig. 3.1 (a). Resonances will then occur when the optical path length of the
loop is an equal number of whole wavelengths. In the case where the sides of the ring
are elongated with straight sections the term racetrack resonator is often used. In the
standard configuration, coupling into and out of the ring is achieved through the use of
a single input, or bus, waveguide, evanescently coupled to the ring. The strength of this
coupling is an important consideration when designing such microrings [99]. Due to the
large refractive index of Si and other semiconductors, such as AlGaAs, in the spectral
region around 1500 nm, on-chip microrings can be fabricated from strip waveguides
with bend radii as small as ∼ 3 µm without the detrimental effects of excessive bend-
loss. Ring microcavities with bend radii of 5 µm and Q-factors of the order of 104
are common, with bend radii as low as 1.5 µm also having been demonstrated [100].
Even in this case however V was estimated at 1 µm3, which is still some way off the
diffraction limit of (λ/2n)3 (which for a wavelength of 1550 nm and a refractive index of
3.48 equates to approximately 0.01 µm3). The cavity Q-factor in this instance was also
just 9,000 due to increased bend-loss. Improvements in design and fabrication have,
however, led to significant increases in intrinsic Q-factors for microring resonators,
with values of 200,000 - 300,000 [101] and 2.2×107 [102] demonstrated for radii of
5 µm and 12.5 mm respectively. It is important to note however, that the intrinsic
Q-factor refers to the Q-factor of an isolated cavity i.e. it characterises the rate of
energy dissipation from the cavity in the absence of coupling to a bus waveguide. Of
course, a way of coupling light into and out of the microring resonator is needed in
order for it to be useful, and so some form of bus waveguide is nearly always present.
This additional coupling mechanism ensures the total Q-factor is always lower than
than the intrinsic Q-factor. Often microring resonators are designed so that the rate of









Figure 3.1: Examples of different optical microcavities. a) A Si microring res-
onator [100]. b) A tapered-fibre coupled silica microsphere [106]. c) A silica
on Si microtoroid [107]. d) An early 1D PhC microcavity in Si [108]. e) A
GaAs/GaAlAs micro-pilllar [109]. f) A schematic of a 2D PhC microcavity. g)
A 2D PhC heterostructure cavity [110].
coupling into the ring from the bus waveguide is equal to the rate of energy lost from
it by scattering and absorption losses. This condition, known as critical-coupling [99],
provides the highest possible cavity Q-factor and also the largest contrast between on
and off resonance transmission. In this case the Q-factor of the complete device is half
that of the intrinsic Q-factor. The above references help to illustrate one of the main
drawbacks with using microring resonators; the difficulty in simultaneously achieving
ultra-high Q-factors and close to diffraction limited volumes, thereby ensuring a large
Q/V ratio and small device footprint. Despite this limitation, microring resonators
have proved popular, with optical modulation [35], switching, filtering and frequency
generation [103] achieved using microrings. It is also possible to add an additional
waveguide to create an add-drop configuration [104], or to include a series of multiple
coupled or cascaded microrings to increase functionality [105].
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Other types of microcavity, including microdisks [111], microtoroids [112] and micro-
spheres [113] like those shown in Fig. 3.1 (b) and (c), make use of optical whispering-
gallery modes [114], named after their acoustic analogues first proposed by Lord Rayleigh
in relation to St Paul’s Cathedral, London. Light is guided around the perimeter of
these dielectric structures through ‘continuous total-internal-reflection’, meaning their
Q-factors are strongly influenced by surface roughness and defects at the air-dielectric
boundary. Microspheres formed from droplets of molten silica possess almost atomi-
cally smooth surfaces, due to the effects of surface tension, and have been shown to
possess Q-factors of 8× 109 [113] at wavelengths around 700 nm. Their high Q-factors
make microspheres highly suited to cavity QED as well as for the fabrication of low
threshold lasers. Microtoroids have been shown to possess similarly high Q-factors,
but with the additional benefits of more easily controllable and chip based fabrica-
tion [107], making them far more useful for integrated circuit applications. However,
their increased dimensions result in volumes of tens of cubic microns [112], much larger
than the diffraction limited mode volume. Coupling to both types of microcavity is
often achieved through the use of a tapered optical fibre, where the the modes of each
are phase-matched to allow efficient coupling [115].
Another important type of optical microcavity is the micropillar [116], an example of
which can be seen in Fig. 3.1 (e). Typical diameters are of the order of a few microns,
with optical confinement achieved through index guiding and distributed Bragg mir-
rors (DBMs) in the transverse and longitudinal (parallel to the pillar axis) directions
respectively. These consist of alternating layers of, typically two, high and low refrac-
tive index materials. The thickness of each layer is chosen so that, for a particular
wavelength, the multiple Fresnel reflections from each interface interfere destructively
in the forward direction, so that any incident light is reflected by the mirror. Often
the layers are chosen to be λ/4 thick to provide the highest possible reflectivity, whilst
the range of wavelengths reflected, known as the stop-band, can be increased by using
layers with a larger index contrast. High reflectivities can be achieved with mirrors
of this type, particularly when multiple layers are used, resulting in high Q-factors
exceeding 150,000 [109]. The cavities themselves are formed by introducing a single
layer that is slightly thicker than the rest, often ∼ λ thick, resulting in cavities with
small volumes of around 1 µm3. Their large Q/V ratios make these cavities useful for
QED [91] experiments and in particular applications in which good light extraction is
necessary, such as the construction of a microlaser [117]. Light emitted by objects such
as quantum dots inside the cavity escapes efficiently in the directions parallel to the
micropillar in single-lobed, Gaussian-like patterns.
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2D PhC slab microcavities make use of both the PBG effect and index guiding for
in-plane and out-of-plane confinement respectively. As can be seen from the example
cavities shown in Figs 3.1 (f) and (g), the semiconductor slab has a periodic array
of air holes etched into it. Light in the slab will experience a periodic modulation of
refractive index as it propagates through the high index semiconductor and low index
air holes, giving rise to multiple coherent reflections. For a certain range of wavelengths
or photon energies, known as the photonic band-gap, these coherent reflections result
in a forbidden band in which light cannot propagate inside the structure [118]. This is
analogous to the electronic band-gaps observed in solid-state physics, where electrons
propagating through a crystal experience a periodic potential. The term photonic
crystal is thus used to describe periodic dielectric structures, which can be seen as the
optical analogue of electronic crystals [119]. Note that this behaviour is similar to the
DBMs mentioned above, which can be viewed as a type of 1D PhC, except that in this
case confinement is achieved in two dimensions, as opposed to just one. As with DBMs,
in order for a PBG to exist, the high and low index features must be comparable in size
to the wavelength of light being confined, which means dimensions of just hundreds of
nanometres for light at 1550 nm in Si. The arrangement of the high and low index
regions, often in the shape of a triangular/hexagonal lattice, their spacing (pitch), their
relative amounts (filling-fraction) and the index contrast between them all effect the
position and width of the PBG. Microcavities with close to diffraction limited volumes
of around (λ/2n)3 can be fabricated straightforwardly by introducing defects into the
PhC slab [120]. These provide locations at which light within the PBG can propagate
and therefore become trapped, just as defects in an electronic lattice can trap electrons.
Defects in this case are anything that breaks the periodicity of the PhC and can include
changes to the pitch (see Fig. 3.1 (g)), the size of air holes or even their complete removal
from the lattice. A common example of a 2D-PhC slab microcavity is the so-called ‘L3
cavity’, achieved by removing 3 holes, as can be seen in Fig. 3.1 (f). Bus waveguides for
input and output coupling can be straightforwardly incorporated on chip by removing
an entire row of holes creating a ‘line-defect’ that acts as a waveguide for light within
the PBG [121]. Initially Q-factors for hole-defect type cavities were limited to just a
few thousand [122], before enhancements were achieved by a careful rearrangement, or
tuning, of the the holes in the immediate vicinity of the defect(s) [123, 124]. This led
to a reduction in cavity losses due to vertically scattered light, resulting in Q-factors of
around 105 [125]. Further increases in Q-factor have been achieved with the fabrication
of 2D PhC heterostructure cavities. These consist of a line-defect waveguide where the
hole spacing (or lattice constant) of the surrounding PhC is changed at points along
the waveguide [126], providing confinement in the propagation direction through the
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mode-gap effect [127]. Changing the lattice constant of the surrounding 2D PhC slab
only in the direction of propagation shifts the transmission band of the waveguide
in that region, relative to the others, so that certain wavelengths can propagate and
become localised in the central region. An example of this type of microcavity can
be seen in Fig. 3.1 (g), where the dashed white lines separate the regions of differing
lattice constant. Through use of heterostructures, or even double-heterostructures, Q-
factors of up to 800,000 have been demonstrated [110] in cavities with volumes as low
as 1.2(λ/2n)3. These types of microcavity thus provide large Q/V ratios, making them
highly useful for all manner of experiments and devices [128].
Having given a brief outline of the various types of optical microcavity, the following
section will be used to give a more in-depth view of the type of microcavity that is the
subject of this chapter, namely the 1D PhC microcavity. One of the earliest examples
of such a cavity is shown in Fig. 3.1 (d).
3.2 1D Photonic Crystal Microcavities in Silicon
Like their 2D counterparts, 1D PhC microcavities make use of both index-guiding and
the PBG effect to achieve complete confinement of light in all three dimensions. As
can be seen from Fig. 3.1 (d), the basic configuration is that of a single strip-waveguide
into which a periodic array of holes has been etched [108]. The waveguide, often
fabricated from Si as outlined in Chapter 1, typically supports a single guided-mode
(for each quasi-polarisation) and provides confinement in the transverse directions. The
etching of a periodic array of holes into the waveguide down to the substrate creates
the 1D PhC structure, which exhibits a PBG over the desired range of wavelengths
through careful design of the centre-to-centre spacing, a, and diameter of the holes, d.
The cause of the PBG, namely the destructive interference arising from the coherent
reflections at the air-dielectric interfaces, is identical to that for the DBMs and 2D PhC
structures. An alternative, and equally valid interpretation, is that the periodicity in
the longitudinal direction of the waveguide, caused by the introduction of the holes,
leads to a periodicity in β. For a waveguide with holes etched along its entire length (or
any other type of periodic modulation in dielectric constant), the values β can take are
now restricted to the range −pi/a ≤ β ≤ pi/a, which defines an effective Brillouin Zone
similar to that for electrons in solids. The result is a splitting of the β versus ω plot for
a uniform strip waveguide, so that two modes are now supported with a frequency gap
between them for which no modes are supported; a PBG [129]. As stated previously
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the spectral width of the gap, which for Si and air as considered here is around 400 nm,
is dependent on the index contrast of the structure. The PBG exhibited by this type
of structure is however incomplete; it exists only for the TE polarisation [130]. As will
be demonstrated below, TM polarised light is unaffected by the PhC mirrors and so
for all of the following work only TE polarised light, with the principal electric field
component parallel to the silica substrate, is used.
In a similar manner to 2D PhC structures, omitting a single hole creates a defect in
which light within the PBG can be localised in an extremely small volume [129]. The
physical cavity length, defined as the distance between the inner edges of the holes
on either side of the defect as shown in Fig. 3.2, can be as small as ∼ 500 nm for
microcavities operating in the region around 1550 nm. For the device shown in Fig. 3.1
(d), the estimated cavity volume was just 0.055 µm3, or ∼ 5(λ/2n)3, however the Q-
factor was only 265.
The holes forming the 1D PhC structure to either side of the defect can be viewed as
1D PhC mirrors, exhibiting properties similar to the DBMs used in the fabrication of
micro-pillar cavities. Light is confined within the defect region and decays exponentially
into the PhC mirrors, which, due to their finite size, allow light to be coupled out
of the cavity by tunnelling. In contrast to many of the other types of microcavity
discussed above the cavity is formed directly from, and is thus ’in-line’ with, the input
waveguide, meaning the maximum transmission is achieved on-resonance, as opposed to
off-resonance for microring resonators and other side-coupled microcavities. This also
eliminates the need for the careful positioning of a bus waveguide, making coupling
into and out of the cavities relatively straight forward.
3.2.1 A Fabry-Pe´rot Description
The resonant properties of this type of microcavity have been shown to be amenable
to a Fabry-Pe´rot type description [131], like that described in Chapter 1. The cavity
mode can be assumed to be a standing-wave pattern, formed from the fundamental
mode of the unpatterned strip waveguide within the defect being reflected back and
forth between the PhC mirrors. A modal reflectivity, r = |r|eiφr , can be used to
describe how well the mirrors reflect a particular mode, with the mirror reflectivity
given by R = |r|2. As previously stated, under the Fabry-Pe´rot approach, a resonance
occurs when the cavity length is equal to an integer number of half-wavelengths. This
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is entirely equivalent to a phase-matching condition requiring the phase accumulated
over half a cavity round-trip to equal an integer number of pi. This can be written as,
ΦT (λres) = k0(λres)neff (λres)L+ φr(λres) = mpi (3.1)
where again L is the physical cavity length, φr(λres) is the phase shift due to reflection
by the PhC mirrors and m is an integer that denotes the mode order. Recalling the




where m is again the mode order. Under the assumption of a narrow resonance (high
















where the wavelength dependence of R has been ignored and ng is used instead of neff
due to the dispersive nature of Si. A simplification can be made to the above expression










Physically this represents the distance the cavity mode extends into one of the PhC




The quantity Leff = (L+2Lp), often called the effective cavity length, can be thought of
as the physical length of an equivalent cavity formed from two metallic mirrors. More
specifically, the cavity mode of a 1D PhC microcavity is analogous to the reflection
of the same defect-mode between metallic mirrors a distance Leff apart. They are
equivalent in the sense that they possess the same resonance wavelength and Q-factor
given by eqs (3.1) and (3.4), assuming the metallic mirrors possess reflection coefficients
independent of wavelength of the form rm = |r|exp[i(φ− 2k0neffLp)].
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Whilst Q-factors for this type of microcavity were initially limited to around 500 [108],
Equation (3.4) highlights three key factors that affect the Q-factor, namely the effec-
tive cavity length, Leff , group index, ng, and mirror reflectivity, R. For this type
of microcavity ng is usually comparable to neff (whereas 2D PhC microcavities can
support modes with e.g. ng = 15), whilst L and therefore Leff are fixed by the desired
operating wavelength. The quantity most suitable for optimisation to achieve a high
Q-factor is thus R. From the conservation of energy, R can be related to the mirror
losses, L, and mirror transmission, T , via
R+ T + L = 1, (3.5)
since light incident on the mirrors can be either reflected, transmitted or lost via scat-
tering to unbound modes.
A straightforward method for increasing the Q-factor is therefore to simply increase the
number of holes, N , in the PhC mirror, thereby directly increasing R. Whilst this does
indeed provide an increase in Q-factor, it also leads to a corresponding reduction in T ,
which could make the detection of transmitted light difficult, particularly for on-chip
applications where low input powers are desired. More significantly, L is independent
of N , and so for increasingly large numbers of holes (N > 7), the Q-factor begins to
saturate and no further significant increases are observed [133]. In order to further
increase R and thus achieve ultra-high Q-factors it is therefore necessary to reduce L.
Considerable work has been done in this area, with the source of the mirror losses
found to be out-of-plane radiation losses [134] originating from mode profile mismatches
between modes of the unpatterned waveguide and the PhC mirrors [135]. (This also
explains why L is independent of N , as the mismatch is present irrespective of the
number of holes in the mirror.) The mode of the defect is that of the unpatterned
waveguide, whilst the mode of the periodic mirrors is an evanescently decaying photonic
Bloch mode for wavelengths within the PBG. At the abrupt interfaces between the PhC
mirrors and the uniform waveguide sections there will inevitably be losses due to the
incomplete overlap of the modes. The losses are similar in nature to those experienced
when the end faces of two dissimilar optical fibres are brought into direct contact in
a process known as butt-coupling. In this case the coupling loss between the fibres
is again caused by the mismatch of the modes. The key to reducing L is thus to




Figure 3.2: a) An example of a 1D PhC microcavity with tapers on the insides of
the mirrors only. The physical cavity length, periodic mirror and tapered sections
are identified, with the inset showing a close-up of one of the tapered sections
[136]. b)An example of an ultra-high Q/V 1D PhC microcavity, achieved through
the use of tapered sections on both the inside and outside of the periodic mirror
sections [44].
waveguide sections. This type of Bloch mode engineering allows a gradual conversion of
the photonic Bloch modes of the mirrors into the cavity mode and back again, reducing
the modal mismatch and consequently out-of-plane scattering losses. The principle is
similar to approaches used in fibre-optics, in which the diameter of a fibre can be
changed by gradually tapering it over a length scale longer than any diffractive effects
may occur, allowing a transition with minimal losses.
In the case of 1D PhC microcavities, the gradual transition was achieved initially
through the use of tapered sections on the inner sides of the mirrors [136], closest to the
cavity defect, as can be seen in Fig. 3.2 (a). These tapered regions consist of a number
of holes of increasing (decreasing) diameter, and non-uniform spacing. The use of such
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tapers, with the hole positions and sizes optimised through computational methods, led
to dramatic increases in Q-factor. For example, the microcavity in Fig. 3.2 (a) has an
experimentally measured Q-factor of 58,000, combined with an ultra-small Veff of just
0.6(λ/n)3. Further improvements have been made by incorporating additional tapered
sections on the outside of the 1D PhC mirrors, like those shown in Fig. 3.2 (b), leading
to a cavity with a Q-factor of 149,000 [44]. More recently it has been suggested that
cavities with a physical length of 0 nm could provide even higher values of Q-factor
[137]. In this case the cavity consists of just a single ‘modulated Bragg mirror’ in
which the cavity mode is located, such that their is no physical defect and hence the
cavity can be thought of as having a 0 nm physical length. The possibility of achieving
such high Q-factors in conjunction with their inherently small mode volumes ensures
1D PhC microcavities can possess extremely large Q/V ratios, and combined with their
chip-based fabrication makes them highly suited to on-chip applications.
3.2.2 Cavity Mode Volume
The ratio Q/V has emerged as a key figure of merit for optical microcavities, however
until now no mention has been made of how V is defined. The issues faced are similar
to those encountered when estimating Aeff for a waveguide mode (see Chapter 1).
Due to the often complicated cavity mode profiles, the fact that the modes decay
exponentially away from the confining structure and can often penetrate some way
into the PhC cladding or mirrors, it is not sufficient to simply calculate the physical




max((r)| ~E(r)|2 . (3.6)
where (r) is the permittivity of free space, ~E(r) is the electric field of the cavity mode
and the integral is performed over all space. Physically, this definition is related to
the energy density of the optical mode and represents the equivalent volume the mode
would occupy if its energy were distributed evenly in space at the peak value of energy
density. A problem arises, however, due to the finite Q-factors of all microcavities,
which leads to propagating fields outside the cavity region, causing the integral to
diverge. For relatively high-Q-factor microcavities the introduction of a quantization




Figure 3.3: Example SEM of a cavity from chip A with N = 4 and 3-hole tapers
on the inside and outside of the cavities.
3.3 Linear Characterisation of 1D PhC Microcavities
Two chips were provided by co-workers from the University of Glasgow, chips A and B,
each with a large number of different device geometries, varying the cavity length and
the number and diameters of the holes in the PhC mirrors. The heights and widths of
the wires into which the holes were etched remained constant, at 220 nm and 500 nm
respectively, leading to structures similar to those shown in Fig. 3.2 (b). With three
repetitions of each geometry there were a total of 216 individual microcavities on each
chip, along with 10 unpatterned, reference waveguides for comparison. An example
SEM of a microcavity from bar A is shown in Fig. 3.3. Such a large number of devices
was necessary in order to ensure both a high Q-factor and resonant wavelength within
the tuning range of the laser used for the experiments, since the resonant properties of
the microcavities are very sensitive to fabrication errors.
3.3.1 Experimental Setup
Initial characterisation of the devices was undertaken using the experimental set-up
shown in Fig. 3.4. The light source used was a fibre-coupled, continuous-wave (CW)
laser (CoBrite; DX1), step-tunable from 1528 nm to 1566 nm and providing output
powers from 2.5 mW to 30 mW. The output was coupled into a polarisation maintain-
ing (PM) fibre patch-cord (Thorlabs; P1-1550PM-FC-1) in order to preserve the linear
polarisation of the laser light, before being coupled into each device. In addition, a
variable neutral density (ND) filter provided additional power control, whilst a pair of
λ/2-plates and a polarising beam splitter (PBS) were used to rotate the polarisation of
the input light for coupling purposes and remove any unwanted polarisations respec-

















Figure 3.4: Initial experimental set-up used for micrcocavity device characteri-
sation (PBS = polarising beam splitter; ND = neutral density; λ/2 = half-wave
plate; PM = polarisation maintaining fibre; SMF = single mode fibre).
with the wrong polarisation that may have interfered with the measurements. Detec-
tion was performed in an identical manner to that used in Chapter 2 when looking at
arrays of coupled wires. The output was collected using a short SMF-28 patch-cord
and directed onto the same photodiode (New Focus Femtowatt Photoreceiver; Model
2153), used in conjunction with the same lock-in amplifier (Stanford Research Systems;
SR830 DSP) again referenced to an optical chopper positioned after the PBS. Both the
laser and data acquisition were controlled using a PC via a custom written LabVIEW
programme.
Unlike with the arrays, the microcavity devices contained polymer coated tapers at
the input and output in order to improve coupling efficiencies [139]. As a result lower
magnification, 40× singlet lenses (NA = 0.55, New Focus; 5722-C) could be used for
input and output coupling, instead of the 60× lenses used previously. Reproducible
coupling was once again achieved using the IR camera, first mounted above the chip
to image top scattered light and ensure the correct device was selected. The camera
could then be positioned immediately after the output coupling lens and PBS in order
to image the output from a given device. Coupling could then be optimised through a
combination of maximising the output viewed on the IR camera and the transmitted
signal as measured by the lock-in amplifier.
Prior to testing any of the microcavity devices an estimate of the input and output
coupling losses was made by measuring the transmission of the unpatterned, reference
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wires included on the chip. The insertion losses (IL) of five wires were measured by
coupling into each in turn, as outlined above, and then measuring the input power,
Pin, immediately before the input coupling lens and the output power, Pout, after the
output coupling lens and PBS. The power meter used (Newport ; 1830-C) was capable
of measuring powers as low as just a few nWs. The insertion loss for each reference
wire could then be calculated using,




The average IL of the five reference wires was found to be 11±1 dB. This is a consid-
erable improvement over the approximately 25 dB IL of the array used in Chapter 2,
measured in the same way, and shows the effectiveness of the polymer coated tapers.
This total IL calculated above is a combination of the input coupling, propagation
and output coupling losses respectively. Prior to shipment, the propagation losses of
these wires were measured by co-workers at the University of Glasgow using a Fabry-
Pe´rot resonance technique [140] and were found to be ≈ 2.5 dBcm−1. The loss due to
propagation along the length of the 5 mm wires is therefore ≈ 1.75 dB, so that of the
11 dB IL of the wires, around 9.75 dB can be assumed to be due entirely to input and
output coupling losses. In the extreme case that all of the loss is incurred at the input
of the wires (meaning the output coupling loss is 0 dB) the input coupling loss would
be around 9.75 dB. Of course in reality, due to the identical lenses and polymer tapers
used at the input and output, it is much more likely that the remaining loss would be
split almost evenly between the input and output. A reasonable estimate then is that
the total IL consists of ∼4.6 dB of input coupling loss, ∼ 0.5 dB of propagation loss
and ∼ 4.6 dB of output coupling loss. A value of ∼ 4.6 dB will therefore be assumed
for the remainder of this work, which at worst is likely to underestimate rather than
overestimate the input coupling loss.
One difficulty experienced when coupling into the microcavities of course is that for
these types of ‘in-line’ cavity, the off resonance transmission is very low. Thus, if
λres for a specific device is not known a priori, coupling can be difficult. In order to
circumvent this issue it was possible to use the λ/2-plate immediately before the chip
to rotate the polarisation of the incoming light to TM (or vertically polarised), as for
this polarisation the PBG does not exist. For this reason the PhC mirrors will have no
effect on the TM polarised light (aside from causing some increased scattering losses
due to the refractive index perturbations caused by the holes), which will pass through
the cavity unaffected. It was therefore possible to couple into the microcavities using
80
first TM polarised light of any λ and maximising the measured signal, before switching
back to TE polarised and performing a wavelength scan to locate the cavity resonance.
Once λres was located the on resonance transmission could then be maximised for the
TE polarisation.
Example images of the top scattered light from a microcavity for a number of different
input wavelengths and polarisations are shown in Fig. 3.5. As mentioned previously
the images are obtained using an IR camera mounted directly above the chip, with
Fig. 3.5 (a) showing an image of the scattered light for a TE input off resonance. The
input light is incident from the bottom in the figure, with the waveguide leading to the
cavity visible as the light blue vertical line. In this case it is clear no light propagates
beyond the microcavity, located in the dashed white square and shown in close up in
the inset. For TE polarised light with a wavelength equal to λres the cavity can now be
seen to glow, with high intensity mapped as red (Fig. 3.5 (b)) as the power circulating
inside is greatly enhanced on resonance, leading to a dramatic increase in scattered
light. In the case of a TM input either off or on resonance ( Figs 3.5 (c) and (d)),
scattered light can be seen along the entire length of the wire, indicating the the TM
polarised light is passing through the cavity without being affected.
3.3.2 Low Q-factor Cavities
The first set of devices tested were those on chip A. The resonance positions and Q-
factors of the microcavities were determined by performing low power transmission
measurements, obtained by stepping the input frequency in 5 GHz steps. A Pin of
10 µW was used to ensure an in-waveguide power of just microwatts after input-coupling
losses, so that any nonlinear effects were negligible. Unfortunately, a large number of
devices were found to have resonant wavelengths outside of the tuning range of the
laser, whilst those resonances that were accessible had Q-factors ranging from just
1,000 - 2,500. These were far below the Q-factor values expected and the cavities on
chip A proved unusable for the nonlinear experiments described in Chapter 4.
An example of a typical transmission spectrum for a microcavity from Chip A is shown
in Fig. 3.6. The microcavity in this case has λres = 1536.3 nm and a Q-factor of
just 1,500. The resonance itself is also strongly modulated with multiple peaks and
is representative of the micrcavity resonances that could be measured on chip A. Fig-
ure 3.7 shows the the transmission spectrum of another microcavity, again exhibiting
a broad, strongly modulated resonance. In this case there is also pronounced off reso-
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a) b) c) d)
Figure 3.5: Top down view of the scattered light from a microcavity, recorded
with the IR camera mounted on a microscope and positioned directly above the
chip. The input light is incident from the bottom in each image, with the device
visible as the lighter blue vertical line. a) The incident light is TE polarised
with λ 6= λres, resulting in low transmission and hence no scattered light visible
beyond the cavity. The inset is an expended view of the region around the cavity
enclosed in the dashed square. b) As with a), but λ = λres and the incident light
is on resonance. The cavity is visible as the bright red dot in the inset, as due
to the field enhancement experienced on resonance there is more scattered light
and the cavity ‘glows’ brightly. c) The input light is TM polarised with λ 6= λres.
Scattered light is visible along the entire length of the device, indicating the
mirrors are no longer reflecting and thus no PBG exists for the TM polarisation.
d) As with c), but λ = λres, again demonstrating the lack of PBG for TM
polarised light as no field enhancement is observed in the cavity. The scale bar
is each case is 1 mm.
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nance transmission, with a series of small peaks in transmission superimposed on the
cavity resonance. These effects may be due to reflections from the waveguide end faces,
which can be large due to the large index contrast between air and Si, particularly if
the end faces are well cleaved. This can effectively lead to the formation of a second
cavity between the waveguide end faces, whose transmission spectrum would be super-
imposed over the 1D PhC microcavity transmission spectrum. As well as improving
coupling efficiencies however, the polymer tapers at the input and output of the devices
are also designed to reduce the strength of the reflections from the end faces, making
this explanation less likely. There also seems to be an additional periodic modulation
of the transmission spectra at a higher frequency (shorter wavelength spacing), as is
clear from the inset of Fig. 3.7.
By assuming each set of resonances can be associated with an effective Fabry-Pe´rot
cavity formed somewhere within the device, it is possible to measure the spacings (FSR)
of each of the sets of resonance-like features and obtain an estimate of the lengths of the
additional cavities being formed. The spacings are found to be ∼1.1 nm and ∼0.14 nm
respectively, so that one can use the formula for FSR given in Chapter 1 to calculate
the lengths of the effective cavities associated with each. To be truly accurate, n should
be replaced by ng due to the dispersive nature of the Si wires, however as ng ∼ n
in these types of waveguide, n = 3.45 for bulk Si can be used to obtain a suitable
estimate. The lengths associated with each are thus L1 = 0.25 µm (for FSR = 1.4 nm)
and L2 = 2.5 µm (for FSR = 0.14 nm). Neither of these lengths can be associated
with any specific device features and so the origin of the resonances is unclear. These
sorts of double Fabry-Pe´rot effects have been observed before and could potentially be
associated with problems during fabrication such as stitching errors [139]. These arise
because only a finite area of the Si wafer on which the devices are fabricated can be
patterned by the electron beam at any one time. Consequently, the Si wafer must be
moved during fabrication to pattern the entire set of devices and accuracy is required
when aligning a pattern to a previously written one.
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Figure 3.6: Example transmission from a cavity fabricated on chip A. The blue
curve is the experimentally measured transmission spectrum and the red curve
is a Lorentz fit to the data. For this particular cavity λres was found to be
∼1536.3 nm and the Q-factor was ∼1,500.
































Figure 3.7: Another example transmission spectrum from a microcavity fabri-
cated on chip A. The cavity resonance is clearly visible at λres = 1530.9 nm, but
again is heavily modulated. There is also pronounced off resonance transmission
showing resonance-like features. The inset shows an expanded view of the back-
ground transmission between 1536 nm and 1540 nm, with the black dashed lines
indicating the locations of other resonance-like features. The spacing between
these features is ∼1.1 nm. There also appears to be a further series of periodic
modulations with an even smaller spacing of just ∼0.14 nm superimposed over
the device response.
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3.3.3 High Q-factor Cavities
As the majority of the microcavities on chip A were found to have resonances outside
the tuning range of the laser, whilst those that were accessible had very low Q-factors,
the devices on chip B were considered next. As with chip A, chip B contained a range of
different geometries in an attempt to ensure a large Q-factor and suitable λres. In this
case the periodic mirror sections consisted of N = 2-7 holes, with diameters of either
216 nm or 220 nm and separations of 420 nm. The physical cavity lengths ranged from
610 nm to 710 nm in 20 nm steps, whilst the 3-hole taper regions inside and outside
the microcavity were the same for each variation. The holes had diameters of 154 nm,
176 nm and 198 nm, with centre-to-centre spacings of 361 nm, 381 nm and 406 nm
respectively.
The cavities where characterised in exactly the same way as previously and whilst the
resonances of a large number of devices were again found to lie outside the accessible
tuning range, several were found with Q-factors of around 40,000. Whilst these are in no
way the highest Q-factors obtained for this type of microcavity, with Q ∼150,000 having
been demonstrated [44], they were sufficient for the nonlinear experiments presented
in Chapter 4 at the power levels available. The underlying physics will the be same for
high or ultra-high Q-factor cavities, with the only difference being the Pin required to
observe the effects.
An example transmission spectrum for a cavity with N = 4, a physical cavity length
of 610 nm and hole diameters of 216 nm is shown in Fig. 3.8. The microcavity has
λres = 1563.35 nm and ∆λ = 39 pm, which is a significant improvement over the
cavities found on chip A. The transmission falls away smoothly to zero and remains
low away from λres allowing a good fit to a Lorentzian line shape, suggesting a Q-factor
of ∼40,000. The additional Fabry-Pe´rot effects observed for the low Q-factor cavities
on chip A are also absent, most likely due to better device design and fabrication. More
specifically, there may be fewer stitching errors or other defects, reducing the amount
of unwanted reflections that could lead to undesired effects. Additionally, some of the
cavities on chip B contained a greater number of holes in the PhC mirrors forming the
microcavities compared to chip A, which should increase the reflectivity of the mirrors
and therefore the Q-factors of the devices.
One issue that did arise however was a drift in the position of the cavity resonances,
noticed when consecutive scans were performed. An example of 3 repeat measurements
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Figure 3.8: Example transmission spectrum of a high Q-factor microcavity from
chip B, with N = 4, L = 610 nm and a hole diameter of 216 nm. The blue points
are the experimentally measured data and the red curve is a Lorentz fit showing
good agreement, indicating Q ∼40,000.
performed consecutively (over a duration of ≈ 9 mins) for a different cavity on chip
B are shown in Fig. 3.9. Whilst the shape and Q-factor of the resonance does not
change appreciably, λres is seen to drift by 10 pm on this occasion. Despite this being
a relatively small shift in absolute terms, given ∆λ is around 40 pm, a shift of 10 pm
or potentially more is significant. This is particularly true if, for a given experiment,
it is necessary to sit at a fixed detuning relative to λres, which would be impossible if
the resonance is drifting. For this reason time was spent attempting to stabilise the
resonances, prior to attempting the nonlinear measurements presented in Chapter 4.
3.3.4 Thermal Stabilisation and Tuning
It was felt that the most likely explanation of the shifting λres was that of thermal
drift, given silicon’s relatively large thermo-optic coefficient (TOC) [141],
∆n
∆T
= +1.86× 10−4 K−1, (3.8)
where ∆T is the change in temperature, T . Since λres depends on n a variation in
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Figure 3.9: Consecutive scans of the same cavity resonance showing a drift in
λres of up to 10 pm in this instance, which was assumed to be caused by small
changes in environmental temperature.
T would lead to a change in n through the thermo-optic effect (TOE), resulting in a
corresponding shift in λres. One may also ask what effect a change in temperature
would have on the cavity length, another parameter that affects λres. The thermal
expansion coefficient of Si at room temperature however is around 2×10−6 K−1 [142],
two orders of magnitude less than silicon’s TOC, and it can therefore be expected the










where the refractive index n can once again be assumed to be that of bulk Si. Taking
n = 3.48, λres = 1563 nm, ∆T = 1 K and using Equation 3.9 suggests a possible
wavelength shift ∆λshift of ∼ 80 pm K−1. A temperature change of just 0.125 K would
therefore be enough to cause a ∆λshift of 10 pm, making temperature stabilisation
necessary to prevent thermal drift.
Due to the way the sample was mounted on an aluminium block, attached to a linear
translation stage, it was not possible to attach anything directly to it. For this reason














Figure 3.10: Images of the chip mounted on the aluminium mount aligned be-
tween the input and output coupling lenses. a) One of the Peltier devices is
visible below the sample mount. b) The second Peltier device is visible on the
other side of the sample mount, along with the temperature probe that is held
in place by the nylon screw.
cooling, underneath the aluminium block the sample was mounted on. A temperature
probe (RS ; PT1000 RTD) was then attached to the side of the block to monitor its
temperature and provide feedback to a laser diode temperature controller (ILX Light-
wave; LDT-5500B) that was used to control the Peltiers. The temperature of the chip
was therefore controlled indirectly, by stabilising the temperature of the aluminium
block on which it was mounted. In order to thermally isolate the aluminium block
the Peltier devices sat slightly above the linear stage forming a pedestal on which the
aluminium block could sit, separating it from the stage below. Two images of the
sample mounted on the aluminium block between the input and output coupling lenses
are shown in Fig. 3.10. In both images the chip, which has a width of 5 mm and a
length of 1.8 mm, is visible atop the aluminium mount, between the input and output
coupling lenses. Each of the Peltier devices are visible just below, attached to the red
wires in Fig. 3.10 (a) and (b). In Fig. 3.10 (b) the position of the temperature probe
can be seen, attached to the blue wire and held in position against the chip mount by
the nylon screw.
Using this method it was possible to stabilise the temperature of the mount, and it
was assumed therefore the chip also, to 0.001±0.002 K. Figure 3.12 shows the result of
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Figure 3.11: Reproducible transmission spectra obtained using the temperature
stabilisation methods described in the text.
two consecutive wavelength sweeps employing the temperature stabilisation described
above. The thermal drift has successfully been minimised, with λres the same for each
repeat within an experimental error of ±3 pm.
Having stabilised the temperature some additional scans were performed, keeping the
wavelength constant and varying the input power as a precursor to the nonlinear mea-
surements described in the next chapter. Performing repeated low power (10 µW)
wavelength scans immediately after this showed a shift of the resonance to shorter
wavelengths, sometimes of up to 20 pm. If the microcavity was being heated during
the power sweeps however, one would expect λres to shift to longer wavelengths instead.
To ensure the apparent shift was not caused by a slow variation of the sample temper-
ature caused by the Peltiers, laser diode controller and probe, these were switched off
and the above process repeated. In this case a shift of λres to shorter wavelengths was
still observed. The possibility that the output wavelength from the laser was drifting
and causing only an apparent shift in resonance position was also considered. The
laser itself has a specified lifetime accuracy of ±1.5 GHz and an output variation of
<100 MHz in one day was measured by a co-worker using acetylene, suggesting it was
sufficiently stable. A simple test to confirm this was done by varying the output power
of the laser at a fixed wavelength as above, but blocking the beam so no light was
incident on the microcavity. Subsequent low power wavelength scans showed no shift
of the resonance, clearly indicating light needs to be incident on the microcavity to
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cause the observed shift of the resonance to shorter wavelengths. The final possibility
considered was that something in the air was being deposited on the microcavity, which
would cause a shift in the effective mode index and therefore resonance. For increasing
input powers whatever had been deposited may undergo desorption, either caused by
the increase in microcavity temperature or directly through photodesorption, shifting
the position of the resonance. Removing the sample from the set-up and placing it in
a vacuum desiccator for 24 hours in an attempt to remove any contaminants proved
successful, as the positions of the resonances had shifted even further to shorter wave-
lengths, suggesting something had been removed from the devices during the process.
Performing power sweeps followed by low power wavelength scans also showed no sign
of the shift to shorter wavelengths observed previously. For this reason, the sample
was removed from the set-up and stored in the vacuum desiccator when not in use.
Given the hydrophilic nature of the HSQ layer on top of the Si and the high humidities
experienced in the laboratory, it is most likely that the contaminant was water being
absorbed by the sample.
Following this the thermal tuning of the cavity was then investigated by setting the
mount temperature to a range of different values and performing wavelength scans
to locate the position of the resonance. Temperatures from 22◦C to 40◦C in 2◦C
steps were used, with the resulting transmission spectra shown in Fig. 3.12. Each
spectrum is normalised so that the maximum transmission is 1 A.U. for clarity, however
there was a considerable variation of 5 dB in actual maximum transmitted power
across the temperature range. Care was taken to re-optimise the coupling at each
temperature as the mount would undergo thermal expansion when heated, causing
the optical alignment and therefore input and output coupling to change. This may
account for some of the variation in maximum transmitted power, whilst it is also
possible that as λres shifts with temperature the microcavity is no longer operating at
the optimal wavelength, leading to increased losses. Some of the resonances in Fig. 3.12
also possess pronounced shoulders and are no longer truly Lorentzian in shape, which
may be caused by additional Fabry-Pe´rot resonances.
From the data shown in Fig. 3.12 the resonance wavelengths were extracted allowing
λres to be plotted as a function of T , shown in Fig. 3.13. Over the full 18
◦C tempera-
ture range λres was shifted by over 0.5 nm, whilst the experimental data points show
excellent agreement with a linear fit (dashed red curve in Fig. 3.13). The linear fit has
a slope of 0.0770±0.0004 nm K−1, which is very close to the value of ∼ 0.080 nm K−1
estimated earlier assuming the wavelength shift is caused entirely by the TOE, and
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Figure 3.12: Measured microcavity transmission spectra for temperatures of 22◦C
(darkest blue) to 40◦C (lightest blue) in 2◦C steps. The position of the resonance
is red-shifted with increasing temperature due to silicon’s positive TOC, whilst
a shift of > 0.5 nm over the 18◦C temperature range was observed.
further confirms the need for suitable temperature control. It can also be concluded
that the observed tuning is mainly due to the change in refractive index of Si with
temperature and not thermal expansion. There may of course be some error on the
absolute temperature due to incorrect calibration of the temperature probe, or more
likely because it is the mount being heated and not the sample directly, however this
should have little impact on the slope of the fit.
3.4 Conclusions
In this chapter the linear transmission properties of two sets of 1D PhC microcavities
fabricated on two separate chips were investigated. A large number of devices were
found to possess resonance wavelengths outside the tuning range of the laser, whilst the
remainder on chip A suffered from low Q-factors and heavily modulated transmission
spectra. This may have been caused by additional cavities being formed from multiple
reflections, possibly due to stitching errors, although the exact origins are unclear at
this time. Fortunately a number of cavities with moderately high Q-factors of ∼40,000
were located on chip B. Reproducible wavelength scans were achieved after successfully
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Figure 3.13: Plot of resonance wavelength as a function of temperature for a mi-
crocavity. The experimental data points (blue crosses) show excellent agreement
with the linear fit (red dashed curve) that has a slope of 77 pm K−1. Error bars
are too small to plot on this scale.
stabilising the temperature of the chip to prevent thermal drift of the resonance and by
storing it in a vacuum desiccator when not in use to avoid contamination. The thermal
stabilisation was achieved through the use of a pair of Peltier devices incorporated
into the experimental set-up to stabilise the temperature of the sample mount. This
allowed the potential for thermally tuning the resonances to being investigated, with
a wavelength shift of ∼0.077 nm K−1 being measured. Having identified cavities with
suitably high Q-factors and stabilised their resonances, the work presented in Chapter
4 will focus on the nonlinear response of these microcavities.
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Chapter 4
Nonlinear Properties of 1D PhC
Microcavities
Following on from the previous chapter in which the linear transmission of a set of
1D PhC microcavities was examined, the nonlinear properties of those cavities with
the highest Q-factors will now be investigated. Nonlinear effects are of particular im-
portance, both from a fundamental point of view and because they are often at the
heart of active optical devices. For these reasons nonlinear optics in photonic wires and
microcavities has been studied extensively in recent years, with the aim of uncovering
new physics and adding to the functionality of on-chip devices. One effect that has
received particular attention in microcavities is that of optical bistability, which has
been observed in a range of different cavity types utilising a number of different mech-
anisms. Optical bistability is of great importance for all-optical signals processing, as
it can be exploited to create devices capable of displaying optical switching, memory
and gain. Here the nonlinear response of the 1D PhC microcavities to CW input light
resulting in thermal bistability will be explored, before switching to ns pulses to look
at free carrier induced bistability. Finally, longer ns pulses will be used as an input,
allowing the interplay between thermal and free carrier effects to be observed.
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4.1 Introduction to Optical Bistability
Bistable systems, for which there are two possible states the system can rest in sepa-
rated by some form of energy barrier, are fundamental to nature and occur in a variety
of physical systems in chemistry [143], physics [144] and biology [145]. Typically, the
system will involve some kind of positive feedback that gives rise to the bistability.
First suggested theoretically [146] and demonstrated experimentally [147] in connec-
tion with nonlinear Fabry-Pe´rot resonators, optical bistability [41] occurs when two
different resonant transmission states are possible for a given input or optimal power.
In the case of optical devices with feedback, such as laser cavities and resonators, the
bistability is typically either absorptive or refractive in nature [148]. In the former, a
saturable absorber with an intensity dependent optical loss is used, whilst in the latter
a mechanism that typically relies on the intensity of circulating light is used to change
the refractive index of the cavity medium. More recently, optical bistability of this type
has been observed in a variety of different microcavities, from ring resonators [39] to
1D [149] and 2D PhC microcavities [150], where the index change is usually optically
induced and its magnitude depends on the amount of light circulating inside the cavity.
The origin of the positive feedback leading to the bistable behaviour in the case of
optical microcavities can be understood intuitively, by considering what happens as
the input power, Pin, to the microcavity is increased. For a fixed input wavelength, λ,
detuned from resonance by an amount δ = λ−λres, as Pin to the cavity is increased the
refractive index, n, of the cavity medium changes, leading to a shift in λres (since λres
depends on n). Under the right conditions λres can shift towards the input wavelength,
λ, reducing δ and allowing more light to be coupled into the microcavity. This in turn
increases the optical power circulating inside the microcavity, increasing the shift of λres
and further increasing the coupling efficiency. This positive feedback leads to a sharp
jump in transmitted power, Pout, at a particular input power when the input is swept
from low to high powers. Thus for a bistable microcavity Pout is a strongly nonlinear
function of Pin [151]. It is also possible for such systems to exhibit hysteresis loops, like
that shown schematically in Fig. 4.1, when observing Pout as Pin is swept from low to
high powers and back again. As Pin is increased the positive feedback leads to a sudden
switch from low to high transmission as described above. Conversely, when sweeping
in the opposite direction sufficient power remains circulating inside the microcavity to
maintain the shifted position of the resonance and ensure high transmission down to
lower powers on the downward seep. A bistable cavity therefore behaves as though it
has a ’memory’ of its previous state, with the upper or lower branch of the hysteresis









Figure 4.1: Schematic of a hysteresis loop observed when plotting Pout as a
function of Pin for a bistable cavity. The arrows indicate the path taken around
the loop when sweeping from low to high values of Pin and back again. The
width of the hysteresis loop is dependent on the initial detuning δ.
The transmission, T (λ), of the 1D PhC microcavities considered in this work can be
approximated by a Lorentzian, which in the presence of an optically induced resonance














where λ is the input wavelength, and λres and δλ are the resonance wavelength and
FWHM as defined previously. As ∆λres is dependent on the power circulating (or
alternatively energy stored, U) in the cavity, which is in turn proportional to QPout, it
is possible to re-write ∆λres in terms of Pout [152]. This leads to a cubic expression for
Pout in terms of Pin, which for





becomes multi-valued, with one unstable solution that cannot be accessed physically,
and two stable solutions corresponding to the upper and lower branches of the hysteresis
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curve [153]. The minimum power required to observe bistability is therefore obtained
for a detuning of δ =
√
3
2 δλ, with the exact value depending on the mechanism used to
induce the refractive index change. This threshold power is found to be proportional
to Q2/V [154], since a higher Q-factor results in a narrower resonance so that a smaller
resonance shift is required to significantly modulate the transmission of the cavity. At
the same time, a higher Q-factor leads to a stronger enhancement of the circulating
fields on resonance, since light is confined for longer, leading to a larger index change
and therefore resonance shift. This explains the Q2 dependence. At the same time, the
intensity of the circulating light is inversely proportional to the cavity volume, since for
a given circulating power a smaller cavity mode volume results in a higher intensity. It
is for this reason that optical microcavities are particularly suited to observing optical
bistability, as their superior confinement ensures they can posses ultra-high Q-factors
and close to diffraction limited volumes, resulting in low power thresholds for bistability.
4.1.1 Optically Induced Refractive Index Changes
As stated, the optically induced refractive index changes that cause the shift of the
microcavity resonance depend on the amount of light circulating in the microcavity,
whilst they can usually be attributed to one of three different mechanisms. The first is
the optical Kerr effect, which occurs in materials possessing a third-order optical non-
linearity (non-zero χ(3)) [47]. This results in an intensity dependence of the refractive
index that is often written as
n(I) = n0 + n2I, (4.3)
where n0 is the linear contribution to the refractive index, I is the intensity of the
light and n2 is the nonlinear index. For Si, n2 takes a value between 10
−18 m2W−1
[62] and 10−17 m2W−1 [155], which is two to three orders of magnitude larger than for
silica, out of which microdisks, toroids and spheres are often fabricated. Silicon nitride,
another material out of which high Q-factor cavities have been fabricated [156], has an
n2 of just 2.4× 10−19 m2W−1 [157] ensuring low nonlinear losses but making them less
suited to the observation of nonlinear effects. The n2 of Si is also comparable to that
of aluminium gallium arsenide, which has n2 ≈ 1.5× 10−17 m2W−1 and is also used to
fabricate microresonators [156].
96
The positive sign of n2 in Si leads to a refractive index that increases with increasing
intensity, which would cause λres to shift to a longer wavelength (red-shift) in the case
of a cavity fabricated from Si. However, the small magnitude of n2 for most materials
means that high intensities are required to observe an appreciable index change through
the Kerr effect. For this reason ultra-short, femtosecond optical pulses are often used,
whilst the material itself is assumed to respond instantaneously to the incident light.
For this reason, the induced index change begins to occur as soon as the light enters
the material and is assumed to last only for the duration of the pulse. The Kerr effect
thus provides the fastest method of modulating the refractive index, with the potential
for rapid switching between the high and low transmission states of a bistable cavity
[158]. One issue however, is that ultra-short pulses necessarily have a large spectral
bandwidth e.g. a transform limited pulse 100 fs in duration with a central wavelength
of 1500 nm may have a bandwidth in excess of 10 nm. Trying to couple such a pulse
into a cavity with even a moderately high Q-factor would lead to a substantial amount
of the pulse being reflected out of the cavity, as its bandwidth would exceed the width
of the cavity resonance. This necessitates the use of microcavities with relatively low
Q-factors, or alternatively that the pulse used to induce the index change is incident on
the microcavity from above, rather than being coupled into it [159]. The practicality
of the latter approach is questionable for on-chip devices however.
Another issue that can arise when using such high powered pulses in semiconductor
cavities is the increased level of TPA, which leads to the generation of free-carriers
as discussed in Chapter 1. The presence of the free-carriers will lower the refractive
index of the microcavity via the plasma dispersion effect, causing the resonance to
shift to shorter wavelengths (blue-shift), in direct opposition to the optical Kerr effect
[160]. In silicon, the change in refractive index caused by the change in free-carrier
concentrations can be accounted for empirically using the relation [161],
∆nf = ∆ne + ∆nh
= −[8.8× 10−22∆Ne + 8.5× 10−18∆N0.8h ].
(4.4)
Here ∆ne is the refractive index change due to the electron concentration change; ∆nh
is the refractive index change due to the hole concentration change; ∆Ne is the electron
concentration change in cm−3 and ∆Nh is the hole concentration change in cm−3. The
additional free-carriers also increase the absorption of the optical medium, as mentioned
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briefly in Chapter 1, with the change in absorption calculated in a similar manner to
the above [161], as
αf = αe + αh
= 8.5× 10−18∆Ne + 6.0× 10−18∆Nh,
(4.5)
where αe and αh are the changes to the optical absorption due to the changes in electron
and hole concentrations respectively. Whilst detrimental to the optical Kerr effect, the
index change caused by the increase in free-carrier concentration can also be used to
induce bistability in a microcavity in its own right [43]. If it is assumed that the optical










where hν is the energy of a single photon and τc is the free carrier lifetime. The
associated index shift can then be calculated using Equation (4.4).
In the case of Si microcavities, free-carriers can be generated via TPA due to the high
optical intensities that occur for light coupled into the microcavity on resonance, or
alternatively via linear absorption if an optical pulse containing photons with energies
exceeding ∼1.12 eV is incident on the cavity from above. It is also possible to inject
free-carriers through the use of p-i-n junctions integrated on-chip, with this technique
having been used successfully to create electro-optic modulators in silicon [35, 162].
For the case where free-carriers are generated through optical absorption, they will
begin to accumulate as soon as light is incident on the microcavity region. However,
regardless of how the free-carriers are generated, the time taken for them to recombine
is fixed by τc. This ultimately places a limit on how quickly the refractive index can
be modulated, since the microcavity resonance will remain blue-shifted until the free-
carriers have recombined. As stated in Chapter 1, τc depends on the material and
waveguide geometry, with smaller cross-sections usually resulting in a shorter τc due
to a more rapid recombination of electrons and holes at surface defect sites. For a
typical Si waveguide with sub-micron dimensions, τc is of the order of nanoseconds, so
that refractive index modulations in the GHz range are possible [163]. A more rigorous
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description of the index change induced by free-carriers would take into account the non-
uniform concentration of electrons and holes in the microcavity region, the diffusion
of carriers away from the microcavity region and also a spatially varying τc, due to
the varying proximity of the electrons and holes to the surface of the silicon where
recombination takes place [153].
The final mechanism that has been exploited to induce optical bistability in micro-
cavities is the temperature dependent index shift caused by the TOE [42]. This was
discussed in the previous chapter and used successfully to tune λres by changing the
temperature of the aluminium block on which the devices are mounted. Using this
method ∆λshift was found to be ∼ 0.077 nm K−1. Using Equation (4.2) and assuming
a δλ of around 40 pm, a temperature change of approximately 0.5 K should therefore
be sufficient to observe thermally induced bistability in the high Q-factor microcavities
identified in the previous chapter.
As Si is an indirect semiconductor both linear absorption and TPA, as well as electron-
hole recombination, are phonon-assisted processes [164], so that all of the light ab-
sorbed in the microcavity is eventually converted to thermal energy. Note also that
the generated-free carriers are free to absorb as well, leading to further heating. The
resulting temperature increase red-shifts λres due to the positive TOC of Si, leading to
a bistable cavity response. Of course, light scattered from the cavity, either through
side-wall roughness or at the PhC mirrors, is lost and does not contribute to the mi-
crocavity heating. If PA is the total power absorbed by the cavity, then the change in









where τθ is the thermal dissipation time, ρ = 2.3×10−3 kg cm−3 is the density of silicon
and C = 705 J kg−1 K−1 is the thermal capacity. Just as τc places a limit on how
quickly the cavity index can be modulated using free-carriers, τθ places a limit on how
quickly the cavity index can be modulated using the TOE. Essentially this is because,
although the rate of heating can be increased by increasing the circulating power in the
cavity, leading to a larger PA, the rate at which the cavity cools is fixed by τθ. Thus,
whilst the initial shift of the resonance can be made to occur more quickly by heating
the cavity more rapidly, the time taken for the microcavity resonance to recover to
its original position is determined by how quickly the cavity cools and hence τθ. This
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will of course depend on the exact cavity geometry and materials, which will affect
how rapidly heat diffuses away from the microcavity region, but is often found to be
of the order of microseconds for Si [141]. Despite the relatively large TOC of Si then,
thermally induced changes to the refractive index of Si will occur on much slower time
scales than refractive index changes caused by optical Kerr and free-carrier effects.
In reality of course, more than one of these effects can occur, with the resulting index
change and resonance shift due to a combination of the above [153]. This is partic-
ularly true of thermal and free-carrier effects. Whilst the optical intensities may not
be sufficient to induce a noticeable index change due to the Kerr effect, the thermal
energy required to cause an increase in temperature occurs because of absorption in
the cavity, which requires the generation of free-carriers. Fortunately, the relative time
scales over which the three effects occur, combined with the sign of the induced index
change (positive for thermal and Kerr; negative for free-carriers), provide a means of
distinguishing the dominant effect for a particular situation. For example, thermal ef-
fects will always dominate free-carrier effects for a CW input, so that it is necessary to
use short pulses to observe the latter. Also, as will be seen at the end of this chapter,
with pulses of suitable duration it is possible to operate in a regime in which both ther-
mal and free-carrier effects can occur with similar magnitudes, leading to a strongly
modulated cavity transmission.
4.2 Thermally Induced Bistability
The initial experimental set-up used to characterise the thermal response of the cavities
was identical to that used in Chapter 3. As well as varying Pin at a fixed input wave-
length, λ, to observe thermal bistability, another common method involves obtaining
transmission spectra by performing continuous wavelength sweeps for different, fixed
values of Pin. In this situation, if the wavelength is swept from shorter to longer wave-
lengths through λres, the resonance is red-shifted and can become locked to the input
wavelength, resulting in an increasingly asymmetric transmission spectrum [165]. This
is because, as λ is tuned towards λres from the short wavelength side, more light is cou-
pled into the cavity resulting in increased absorption and a temperature increase. This
in turn leads to a red-shift of the resonance via the TOE, so that λres shifts in the same
direction as the input wavelength. As the detuning between the input light and the
red-shifting microcavity resonance is reduced, more light is coupled into the cavity fur-
ther red-shifting λres. Eventually there will come a point however, when the circulating
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power inside the microcavity is no longer enough to maintain this continued red-shift
of the resonance. At this point, as λ continues to be tuned to longer wavelengths the
coupling to the cavity will be reduced. For a resonance shift, ∆λres >
√
3/2δλ, this
results in what was previously a positive-feedback loop becoming a negative-feedback
loop. As the coupling to the cavity is reduced, the cavity begins to cool resulting in
λres blue-shifting back towards the original ‘cold-cavity’ resonance position, further
reducing the coupling efficiency. The net result is a sharp drop in cavity transmission,
indicating a bistable cavity response [95]. It is clear then that a higher Pin will result
in a greater red-shift and more asymmetric transmission spectra. At the same time,
to maximise the red-shift for a given Pin it is necessary to sweep the input wavelength
sufficiently slowly to allow the microcavity time to heat up.
Unfortunately the laser used here is not capable of continuous wavelength tuning and
instead must be stepped, with the laser output switching off whilst tuning to each
new wavelength for a given scan. This means that during each wavelength step the
cavity has time to cool, allowing the resonance time to shift back to the ‘cold-cavity’
resonance position between individual measurements. Even using this method however,
one would still expect to observe an asymmetry in the measured transmission spectra,
as the microcavity is briefly heated by the input light, before cooling again as the
laser switches off and tunes to the next wavelength. Measurements of the transmission
spectra for varying input powers were thus performed here using a CW input, with
the wavelength stepped from shorter to longer wavelengths. With a frequency step of
0.5 GHz the corresponding scan times were of the order of a minute i.e. slowly enough
for both the cavity to heat up during the scan and also for the reading on the lock-in
amplifier to stabilise, given the 30 ms time constant. This method of examining the
thermal response of the microcavities was preferred initially, as it should allow a more
accurate estimate of the threshold power for observing bistability. This is because this
approach is less likely to be affected by temperature fluctuations than attempting to sit
at a fixed detuning and varying Pin to observe hysteresis loops, even with the methods
used to stabilise the temperature outlined in Chapter 3.
A number of different transmission spectra obtained for Pin varying from 30 µW to
320 µW are shown in Fig. 4.2 for a cavity with Q ∼ 40, 000. The red-shift of the
cavity resonance along with the increasing asymmetry is clear as Pin is increased.
For powers in excess of 240 µW (grey and black plots in Fig. 4.2) the sharp fall in
transmission on the long wavelength side of the resonance associated with a bistable
cavity response is also clearly visible. This implies a threshold Pin of around 240 µW to
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Figure 4.2: Measured microcavity transmission spectra performed for increasing
input powers, measured before the input coupling lens. The wavelength of the
input light is stepped from shorter to longer wavelengths, resulting in a broad-
ening and red-shift of the resonance at higher powers due to cavity heating. The
red-shift and asymmetry of the spectra increases with increasing input power,
whilst the sharp transition from high to low transmission characteristic of optical
bistability is observed for input powers of ∼240 µW and greater (grey and black
curves).
observe bistability in this particular cavity. It is also possible to extract the wavelength
of peak transmission from each of the spectra shown in Fig. 4.2, in order to produce a
plot of peak wavelength as a function of Pin, like that shown in Fig. 4.3. From this it can
be seen that for input powers up to 70 µW there is insufficient power in the microcavity
to cause a measurable red-shift of the resonance. However, for input powers exceeding
this there is an approximately linear relationship between peak wavelength and Pin,
illustrated by the red curve in Fig. 4.3 which is a linear fit to the experimental data
(excluding the first five data points). The slope of the linear fit indicates a wavelength
shift of 120 pm mW−1. The data measured in the previous chapter that suggested a
wavelength shift of ∼ 80 pm K−1 therefore implies an optically induced temperature
change of 1.5 K mW−1. This is consistent with the values measured by Lipson et al. [42]
who noted a 200 pm mW−1 resonance shift due to the TOE in silicon-on-insulator ring
resonators. The slightly stronger dependence of peak wavelength on input power noted
there may be due, at least in part, to the fact that the laser used here is step tuned
and so switches on and off between tuning. The microcavity thus has a chance to cool
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Figure 4.3: Plot of peak wavelength as a function of input power, extracted
from the experimentally measured data shown in Fig. 4.2. For input powers
exceeding approximately 70 µW the cavity resonance begins to red-shift, with an
approximately linear relationship between λres and Pin, as evidenced by the red
curve which is a linear fit to the experimental data.
down between each wavelength step, so that the maximum possible shift is reduced.
The fact that the wavelength shift appears to be a linear function of input power would
suggest that either linear absorption, or possibly TPA-induced free carrier absorption,
is the dominant form of absorption occurring within the microcavity and not nonlinear
TPA, which one may have expected. It is also important to note that the estimated
threshold power of 240 µW required to observe bistability in this case is measured
immediately before the input coupling lens. Taking into account the estimated input
coupling loss of ∼ 4.6 dB from the previous chapter, a power of 240 µW corresponds to
an in-waveguide power of around 80 µW. This is a lower threshold power than in [42],
which is not surprising given the increased Q-factor and reduced V of the microcavities
used here, but the result also compares favourably with measurements taken for other
1D microcavities specifically designed for a strong thermal response [149]. Here a
threshold power of just 1.6 µW was measured for a so-called ‘air-bridge’ microcavity,
but the Q-factor was considerably higher at 220,000.
Next, measurements of Pout as a function of Pin were obtained for the same microcavity
for a range of different detunings, δ, with the aim of observing hysteresis loops. The
power sweeps, like the wavelength scans, were for a CW input and automated via a
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δ = 41 pm − Repeat 1
δ = 41 pm − Repeat 2
δ = 41 pm − Repeat 3
δ = 49 pm − Repeat 1
δ = 49 pm − Repeat 2
Figure 4.4: Repeat measurements of Pout as a function of Pin for two different
positive detunings, demonstrating the repeatability of the power sweeps. Hys-
teresis loops indicating bistable operation are observed for both detunings, with
the arrows indicating the path taken around the loop when stepping up and down
in power.
custom written LabView script, with additional power control again provided by the
variable ND filter before the chip. It is important to note however that the laser was not
switched off throughout the scans as the power was varied, unlike for the wavelength
scans performed previously. The output powers were obtained by calibrating the lock-
in amplifier signal using a known power, measured after the output coupling lens and
PBS using the same power meter used in Chapter 3. Again, it was necessary to ensure
the input power was varied slowly enough to allow the cavity to heat up and cool down.
Initially, in an attempt to ensure maximum reproducibility of the results obtained, as
well as stabilising the temperature of the device (see Chapter 3), low power wavelength
scans were performed between each power sweep. This allowed any possible drift of
the resonance to be accounted for by adjusting λ to maintain a constant δ, although
ultimately this proved unnecessary as the resonance position remained stable. It also
allowed the input coupling to the device to be monitored, as any change to the coupling
would lead to a change in the maximum transmitted power on resonance. Repeat
measurements of Pout as a function of Pin are shown for two different values of δ in
Fig. 4.4. In each case, hysteresis loops are observed and show good reproducibility for
each δ.
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Having established that the power sweeps could be repeated reproducibly, more were
obtained for positive values of δ from +20 pm to +49 pm, the results of which are
plotted in Fig. 4.5. Starting with δ = +20 pm, no hysteresis is observed although
Pout is a nonlinear function of Pin. As δ is increased the curve becomes steeper, until
eventually there is a step transition from low to high transmission and back again,
corresponding to δ = +29 pm in Fig. 4.5. The sharp transition and lack of hysteresis
corresponds to the ideal detuning for optical switching. For larger values of δ the cavity
is operating in the bistable regime, with hysteresis loops like that shown schematically
in Fig. 4.1 clearly visible. For an increasing Pin the lower path is taken, corresponding
to the low transmission state, whereas when sweeping Pin from high to low, the upper
path is taken and the microcavity transmission remains high.
Interestingly, the threshold power for bistability, which corresponds to the location
of the large jump in transmitted power on the upward sweep, is around 50 µW for
δ = 34 pm (the smallest value of δ for which bistability is observed) after taking into
account insertion losses. This value is close to the 80 µW threshold obtained from
the wavelength sweeps for a fixed Pin described above. As δ is increased the power
required to switch from a low to high transmission increases, since λres needs to be
shifted further to coincide with λ, resulting in wider hysteresis loops. It is also clear
from Fig. 4.5 that on the upper branches of the hysteresis loops, as the input power
is increased the output power varies sub-linearly and then actually begins to decrease.
This could potentially be due to some nonlinear saturation of the transmitted power,
due to either TPA or possibly TPA-induced FCA. It may also be that as the input power
is increased further the cavity continues to heat up, eventually causing the resonance
to red-shift beyond the input wavelength, causing the detuning to increase and the
transmitted power to drop. The hysteresis loops shown in Fig. 4.5 were all obtained
for positive detunings i.e. λ > λres, which is necessary to ensure the positive feedback
required for bistability as the increase in temperature of the microcavity causes the
resonance to red-shift. Conversely, for a negative detuning (λ < λres) one would expect
to observe no hysteresis, as the resonance is now being shifted away from the input
wavelength as Pin is increased. Figure 4.6 shows Pout as a function of Pin for δ = -
33 pm, confirming that indeed, no hysteresis is observed for negative detunings. This
also confirms that the dominant mechanism causing the change in refractive index in
this case (CW input) is the TOE. At this particular detuning, δ = -33 pm, for powers
above approximately 0.25 mW, Pout begins to vary sub-linearly with increasing Pin
implying that Pout will eventually saturate, suggesting the microcavity is displaying
optical limiting effects. Again, this can be understood intuitively by considering what
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δ = 20 pm
δ = 25 pm
δ = 29 pm
δ = 33 pm
δ = 34 pm
δ = 37 pm
δ = 41 pm
δ = 45 pm 
δ = 49 pm
Figure 4.5: Measurements of Pout as a function of Pin for a number of positive
detunings. The hysteresis loop begins to open up between δ = 33 pm and δ =
34 pm at around 140 µW of input power and continues to broaden for increasing
δ.






















δ = −33 pm
Figure 4.6: Measurement of Pout as a function of Pin for a single negative detuning
of δ = −33 pm. Compared to an equal, positive detuning (see Fig. 4.5) no
hysteresis is observed because, as Pin is increased the positive TOC of Si causes
the resonance to shift away from the wavelength of the input light, as opposed to





















Figure 4.7: Experimental set-up used for the remaining experiments. The addi-
tion of the electrooptic modulator (EOM), driven using either a function genera-
tor or digital delay generator, necessitates the use of a fibre polarisation controller
(FPC) after it, to preserve the linear polarisation of the laser light. The reflection
from the ND filter is directed to a lens and focussed onto a detector to monitor
the input signal to the microcavities.
happens as Pin is increased. More light will be coupled into the microcavity, causing an
increased red-shift of λres so that it moves further from λ. Thus the increase in incident
power is compensated for by the reduced coupling efficiency to the microcavity, caused
by the increasing δ, resulting in a saturation of the transmitted power at a much lower
value than seen for the case of positive detuning.
One of the main applications of optical bistability is all-optical memory, in which the
output power is switched between two, stable transmission states. This is achieved
below through a modulation of the input power, making it possible to move to different
points on the hysteresis curve for a particular microcavity. In order to modulate the
CW input light and at the same time monitor Pin it was necessary to modify the
initial experimental set-up. Figure 4.7 shows a schematic of the experimental set-
up used for the all-optical memory demonstration and for the remaining experiments
in this chapter. A 10 GHz electro-optic modulator (Thorlabs; LN56S-FC), driven by
either a digital delay generator (Stanford Research Systems; DG645) or digital function
generator (TTi ; TG5011) provided the modulation of Pin. The input waveform was
monitored by taking the reflection from the ND filter and focussing it onto a detector
(Thorlabs; PDA10CS) connected to channel 2 of a 300 MHz oscilloscope (Tektronix ;
DPO 3032), triggered from either the delay or function generator respectively. The
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Figure 4.8: Measurement of Pout as a function of Pin for δ = 40 pm showing
hysteresis. The arrows labelled 1 to 4 indicate the values of Pin used as the
modulated input to the microcavity in order to demonstrate all-optical memory.
oscilloscope also replaced the lock-in amplifier used previously for recording of the
transmitted signal, with the output from the detector connected to channel 1 of the
oscilloscope. This allowed continuous monitoring of the input and output waveforms
simultaneously. It was also necessary to replace the detector used previously to measure
the output from the microcavities with a detector with a larger bandwidth (Thorlabs;
PDA10CF), in order to accurately measure Pout.
To demonstrate all-optical memory it was first necessary to again record a hysteresis
loop for the microcavity, which is shown in Fig. 4.8. A detuning of δ = +40 pm was used
as this was large enough to ensure hysteresis in the power sweep, a condition for all-
optical memory, but one that was not so large that it would require large modulations
of Pin to observe the effect. It is interesting to note that this is the same microcavity as
that used for the measurements shown in Fig. 4.5, however the width of the hysteresis
loop and the threshold power have increased relative to the previous measurements.
This may be due to changes to the input and output coupling, or possibly degradation
of the sample over time, however the measured cavity Q-factor was the same as when
the previous measurements were taken. Of course this does not affect the observation
of all-optical memory, other than to slightly change the input powers involved.
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Figure 4.9: Top - Measured input waveform for observing all-optical memory for
δ = 40 pm. Bottom - Resulting measured microcavity transmission, showing
the modulation of the output between high and low transmission states, demon-
strating all-optical memory functionality. Note the time scale is of the order of
seconds, showing the stability of each state. The double-headed arrows labelled
1 to 4 link these time-domain plots with the positions on the hysteresis curve
shown in Fig. 4.8.
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From Fig. 4.8 it can be seen that Pin = 2.8 mW (arrow 1) lies within the hysteresis
loop, meaning there are two possible transmission states for this value of input power.
Assuming this is the initial value of Pin, the cavity will be in the stable, low transmission
state with Pout ∼ 900 nW, whilst an increase in Pin to a value of ∼ 0.4 mW (arrow
2) would shift the transmission of the microcavity to a value outside of the hysteresis
loop, with Pout ∼ 3 µW. A subsequent reduction of Pin, back to the initial value (arrow
3), would result in a shift of Pout to the high transmission state, Pout ∼ 2.8 µW. In
order to return to the low transmission state it is then possible to reduce the value of
Pin to 0.15 mW, a value below the hysteresis loop (arrow 4), before again returning to
the initial value of Pin.
The top plot in Fig. 4.9 shows the input to the microcavity used to display optical
memory in the time domain. The input powers used are those described above, with
the numbers 1 to 4 indicating the position on the hysteresis curve and the double-arrows
linking to the positions on the output signal, shown in the bottom plot of Fig. 4.9. As
can be seen, starting in the low transmission state (double-arrow 1), the input power is
increased briefly to 0.4 mW (double-arrow 2), causing the cavity to switch to the high
transmission state, in which it remains (double-arrow 3) until Pin is briefly reduced
to 0.15 mW (double-arrow 4), when it switches back to the low transmission state.
This demonstrates the microcavities are capable of displaying optical-memory, with,
in this case, a 3 dB difference between the high and low transmission states, which
are stable for time-scales of at least seconds. The measured transmitted powers shown
in the bottom plot of Fig. 4.9 also show good agreement with those in Fig. 4.8 at
each point on the hysteresis loop. The threshold switching powers here are an order
of magntnitude smaller than those obtained for a Si ring-resonator utilising the TOE
effect [42], however the transmitted powers in this case are two orders of magnitude
smaller due the higher transmission losses of the 1D PhC microcavity used here.
Due to the relatively long time-scales involved in the measurements shown in Fig. 4.9 the
transitions between the high and low transmission states appear to be instantaneous.
Of course, the microcavities take a finite amount of time to heat-up and cool down, so
that the transitions actually occur over a finite time-scale, related to τc, corresponding
to the non-steady-state. In order to better show this the above measurements were
repeated, but with the durations of the increase in power (double arrow 2) and decrease
in power (double arrow 4) reduced to just 5 µs, as shown in the top plot of Fig. 4.10. The
bottom plot in Fig. 4.10 again shows the measured output in the time domain, where
the switching between states is once again clearly visible. Unlike in Fig. 4.9 however,
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Figure 4.10: Top - Measured input waveform for observing all-optical memory for
δ = 40 pm on microsecond time-scales. Bottom - Resulting measured microcavity
transmission, again showing the successful modulation of the output between high
and low transmission states, but for microsecond durations. The finite time taken
for the microcavity to heat-up and cool down is clearly visible, as the output does
not immediately follow the input (top). Some ‘ringing’ in the measured signals
can also be observed, which is an artefact due to both detectors’ inability to
respond to step changes in the signal. The double-headed arrows labelled 1 to
4 again link these time-domain plots with the positions on the hysteresis curve
shown in Fig. 4.8.
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the time scales are now sufficiently short that the non instantaneous time-scales for
the transitions can be seen. When looking at the measured signals in Fig. 4.10, some
‘ringing’ is visible, even though the bandwidth of the detectors used to measure both
the input and output should be sufficient to respond to the changing signals. This
is most likely due to the fact that the input contains step increases and decreases in
power, whilst the detectors are optimised for bandwidth and not impulse response.
Despite this, comparing the input waveform (Fig. 4.9 (top)) with the output waveform
(Fig. 4.9 (bottom)), it is clear that whilst the input still varies in a step wise manner,
resembling a square wave, the delayed response in the output is evident as the cavity
first heats up and then cools down. At this particular detuning and for the power levels
considered here it was possible to make the step up in power (double arrow 2) as short
as 2 µs and the transition would still occur, whilst for shorter times the microcavity
would remain in the low transmission state, implying there was insufficient time for the
cavity to heat-up. At the same time the step down in power (double arrow 4) could be
made as short as 1 µs before the microcavity would no longer switch back to the low
transmission state.
Assuming the temperature variation, ∆T , of the microcavity that induces the wave-




where T0 is the maximum temperature increase, this can be incorporated into the
expression for the microcavity transmission, Equation 4.1. The resulting expression
can then be fitted to a section of the falling part of the curve in Fig. 4.10 to extract
an estimate of τθ. Using this method a value of 0.6 µs for τθ provides a good fit to the
experimentally measured data, as can be seen in Fig. 4.11.
The time the microcavity takes to heat-up at a given δ will of course depend on the
input power used to induce the change to the high transmission state, which for the
results shown in Fig. 4.9 (top) and Fig. 4.10 (top) correspond to the maximum input
power. A larger increase in Pin will lead to a greater absorbed power, causing a more
rapid heating of the microcavity, which should in turn lead to a more rapid transition
from the low to high transmission states. The effect of varying the maximum input
power to a microcavity is shown in Fig. 4.12, where an expanded view of the transition
from low to low high transmission is shown for four different powers. For the lowest
maximum input power shown in Fig. 4.12 (Pin = 0.72 mW, brown curve), the maxi-
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Figure 4.11: A fit (red curve) to a section of the experimental data (blue dots)
shown in Fig. 4.10, assuming an exponential dependence of the temperature
variation of the microcavity. The thermal time constant extracted from the fitted
curve is estimated to be 0.6 µs.




















Pin = 0.96 mW
Pin = 0.85 mW
Pin = 0.76 mW
Pin = 0.72 mW
Figure 4.12: Measured transmission of a microcavity, showing an expanded view
of the transition from the low to high transmission state for different maximum
Pin’s. From the plot it is clear that increasing the maximum Pin leads to a more
rapid transition, as the microcavity heats up more quickly.
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mum transmission occurs approximately 1 µs after the input power is increased (at ∼
287.6 µs), whilst for the highest power (Pin = 0.96 mW, red curve) the time to reach
the maximum transmission is <0.5 µs. This clearly demonstrates that rapid switching
of the optical microcavity between the two stable transmission states is possible, with
sub-microsecond switching times accessible for sufficiently high values of Pin.
Another method that can be used to estimate the thermal switching times of the
microcavities considered here is to sit at a fixed positive δ and vary Pin sinusoidally over
a range of powers for which bistability can be observed in the steady-state. The presence
of bistability will distort the sinusoidal input so that the measured transmission will
resemble a square wave. As the frequency of the input sine wave is increased, there will
come a point when the microcavity will no longer be able to heat-up rapidly enough
for bistability to occur (for the given δ and range of input powers used), so that the
output signal will no longer be distorted and will resemble the input sine wave. At this
point the cavity is no longer operating in the bistable regime.
For these measurements the digital delay generator used previously to drive the optical
modulator was replaced by a function generator (TTi ; TG5011), which provided the
sine wave input to the microcavities. The oscilloscope was also set to the maximum
number of averages (500) when recording the input and output signals, in order to
reduce noise. Figure 4.13 shows the measured oscilloscope trace of the transmitted
signal (bottom) for a 1 kHz sine wave input to the microcavity (top) at δ = +41 pm.
The presence of bistability is clear as the transmitted signal appears much more like
a square wave, due to the switching of the microcavity between the high and low
transmission states as the input power is varied.
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Figure 4.13: Measured oscilloscope trace for the microcavity transmission for
δ = +41 pm (Bottom). Optical bistability is indicated by the distortion of the
output compared to the 1 kHz sine wave input (Top). The transitions between
the two bistable transmission states of the microcavity as the input power is
varied distorts the input, resulting in a more square-wave like transmitted signal.
The sudden increase and decrease in transmitted signal are also asymmetric in
time with respect to the input sine wave. The sharp drop in the transmitted
signal occurs later on the falling edge of each oscillation of the sine wave than
the sharp increase does on the rising edge.
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Figure 4.14: Measured oscilloscope trace for the microcavity transmission for
δ = +41 pm (Bottom) with a 9 MHz sine wave input (Top). At this frequency
(for the given input powers and δ) no bistability is observed and the transmitted
signal is a simple sine wave like the input.
For an input sine wave with a frequency of 9 MHz, like that shown in the top plot in
Fig. 4.14, the microcavity no longer has sufficient time to heat-up, so that no optical
bistability occurs. The resulting transmitted signal, the bottom plot in Fig. 4.14,
follows the input signal and is a simple sine wave. The amplitude of the transmitted
signal is also much smaller, as the microcavity is no longer switching to the stable high
transmission state.
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Figure 4.15: Measured maximum (hollow markers) and minimum (filled makers)
transmitted power as a function of input sine wave frequency at δ = +41 pm for
a peak input power of 0.33 mW (squares) and 0.66 mW (triangles).
By looking at a range of input sine wave frequencies and two different amplitudes,
corresponding to different maximum input powers, it is possible to further examine the
thermal time response of the microcavities. A plot of maximum transmitted power as a
function of input sine wave frequency is shown in Fig. 4.15 for peak powers of 0.33 mW
(blue curve) and 0.66 mW (red curve). For 0.33 mW the maximum transmitted power
remains fairly constant at just below 2 µW, before falling to ∼ 1 µW at 100 kHz,
indicating that bistability is no longer occurring. By contrast, for the measurements
for a peak input power of 0.66 mW, the microcavity transmission remains fairly constant
at around 1.7 µW up to 1 MHz, again demonstrating that the more rapid switching
can be achieved using higher powers. Interestingly however, for the higher peak input
power, at frequencies above 1 MHz the square-wave distortion is no longer visible and
the output resembles a sine wave, implying no optical bistability, however the maximum
transmitted power remains approximately the same. This is most likely caused by the
fact that at this particular power level, the microcavity, rather than not being able to
heat-up rapidly enough, is instead no longer able to cool rapidly enough. Thus the
microcavity resonance remains in its thermally shifted position over an entire period of
the input sine wave, so that the cavity transmission remains high over the entire cycle
but bistability is no longer occurring.
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4.3 Free Carrier Induced Bistability
Having studied the response of the microcavities to thermally induced bistability in
the previous section, the effect of free-carriers on the microcavity transmission will be
considered next. As has already been mentioned, thermally induced refractive index
changes will dominate at longer time-scales and for CW inputs [43], so that it becomes
necessary to use short pulses to observe free-carrier induced bistability. For this reason,
in order to eliminate any thermal effects, input pulses with FWHM’s of τp = 5 ns,
generated using the optical modulator and function generator, were used initially as an
input. Using pulses of this duration also ensured the free-carrier generation reached a
steady-state within the pulse [43].
The method used to observe free-carrier bistability is essentially the same as that used
to observe thermal bistability, with the input pulse acting as a power sweep that occurs
over a much shorter time-scale. In this case however δ should be negative (λ is blue-
detuned), as free-carriers lower the refractive index of Si, blue-shifting the resonance.
Thus, for a blue-detuned input, as the pulse is incident on the microcavity the circulat-
ing power increases, leading to increased absorption and the generation of free-carriers.
This will in turn lower the refractive index, shifting the resonance towards the input
wavelength, λ. This increases the coupling to the microcavity, leading to increased
circulating powers and therefore further absorption and free-carrier generation, provid-
ing the necessary positive feedback to observe bistability. When looking at the output
from a bistable microcavity in the time domain one would thus expect to see a sharp
increase in transmission at some point on the rising edge of the pulse, corresponding to
a switch to the high transmission state, followed by a sharp fall in transmission on the
falling edge, corresponding to a switch back to the low transmission state. This should
all occur within a single pulse duration and leads to a distortion of the transmitted
pulse relative to the input, indicating the presence of bistability.
In order to measure pulses with τp’s of the order of tens of nanoseconds it was neces-
sary to use a different, high-speed oscilloscope (Agilent ; infinium DCA 86100A) and
45 GHz, InGaAs, IR detector (New Focus; Model 1014) to measure both the input
and transmitted pulses (meaning the input and output could no longer be monitored
simultaneously). Given the relatively low transmitted powers a 2 GHz high-speed elec-
tronic amplifier (Femto; HSA-X-2-40) was also required, to amplify the signal from
the high-speed detector, prior to being measured by the high-speed oscilloscope. Once












































Figure 4.16: Measured microcavity transmission for 5 ns pulses with different
peak powers and δ = −41 pm. The inset shows the measured input pulse for a
peak power of 5.5 mW.
input and for a CW input of known power, in order to convert the voltage measured
by the oscilloscope to a transmitted power.
Initially, 5 ns pulses with a blue-detuning of δ = −47 pm and a range of peak powers
from 2.7 mW to 5.5 mW were used as an input to the microcavity. The resulting
transmission measurements are shown in Fig. 4.16, along with the measured input
pulse (inset) for comparison. A clear distortion of the transmitted pulse shape relative
to the input for peak powers of 3.9 mW and greater demonstrates the presence of free-
carrier induced bistability. There is a sudden, rapid increase in transmitted power on
the leading edge of the pulse that occurs earlier as the peak power is increased, whilst
the transmission remains high for longer on the trailing edge before an equally rapid
fall in transmission. This leads to the observed asymmetry in the transmitted pulse
and is caused by the generation of free-carriers that blue-shift the resonance towards
the input pulse wavelength, causing the increase in transmission on the rising edge of
the pulse. For increasing peak powers, free-carriers are generated more rapidly causing
the sharp jump in transmission to occur earlier in the pulse. By contrast, on the falling
edge of the pulse as the circulating power in the cavity is reduced the rate of free-carrier
generation is reduced and the resonance begins to shift back to the original resonance
position, eventually leading to the sharp drop in transmission. The threshold peak
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power of 3.9 mW is comparable to that obtained for free-carrier induced bistability
measured in silicon ring resonators [43]. It is also worth highlighting that the observed
transitions between high and low transmission within the pulse duration occur over
sub nanosecond time scales, suggesting the possibility of rapid switching between the
high and low transmission states. To the best of the author’s knowledge this is also
the first time that free-carrier induced bistability has been observed using this method
in Si 1D PhC microcavities.
Next a comparison was made between the transmission of red and blue-detuned pulses
of 10 ns durations. First red-detuned pulses, with δ = +41 pm, were used as an input to
the microcavity for a range of peak powers. The resulting transmission measurements
are shown in Fig. 4.17, with the input pulse shown in the inset for Pp = 3.5 mW.
The transmitted power increases with increasing Pp up to ∼ 800 nW, but there is no
evidence of any bistable response in this case. This is of course to be expected as in this
case λ is red-detuned and so any generated free-carriers will shift the resonance away
from λ, ensuring no positive feedback. The measured transmission for the same input
pulses but for δ = −41 pm are shown in Fig. 4.18. For Pp = 1.11 mW and higher there
is a large increase in the transmitted power, which is also much higher than for the
red-detuned case. For Pp = 1.11 mW the distortion in the profile of the output pulse
relative to the input is also evident, with the maximum transmitted power occurring
after the peak of the pulse which is centred at t = 60 ns. As observed previously
with the 5 ns pulses, as Pp is increased the switch to high transmission occurs earlier in
time, so that the pulse becomes less and less asymmetric. The fact that the distortion
to the transmitted pulses occurs only for blue-detuned pulses is further evidence that
the bistability is free-carrier induced.
Next, the effect of varying the input pulse duration, τp, on the microcavity transmission
was considered. The measured transmission for the same blue-detuning for τp ranging
from 10 ns to 500 ns is shown in Fig. 4.19, along with the input pulse for τp = 500 ns.
For all of the pulse durations there is a rapid increase in transmission over the first
5 ns, from 0 µW to just above 2 µW, followed by a more gradual increase to a maximum
transmission of just over 3 µW. For τp = 20 ns and greater the increase in transmission
is followed by a sharp drop almost to zero transmission, suggesting the microcavity is
no longer on resonance with the input wavelength. Interestingly, the rapid switch off
resonance occurs at exactly the same time (70 ns in Fig. 4.19) for all of the pulses.
For pulses longer than 20 ns this sharp drop is followed by a gradual recovery of the
transmission to around 1 µW over a duration of ∼ 60 ns. The transmission thus does
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Figure 4.17: Measured microcavity transmission for 10 ns pulses with different
peak powers and δ = +41 pm. The inset shows the measured input pulse for a
peak power of 3.5 mW.





















Pp = 3.50 mW
Pp = 2.78 mW
Pp = 2.21 mW
Pp = 1.75 mW
Pp = 1.39 mW
Pp = 1.11 mW
Pp = 0.70 mW
Figure 4.18: Measured microcavity transmission for 10 ns pulses with different
peak powers and δ = −47 pm. In this case bistablility occurs as the free-carrier
induced shift moves the resonance closer to the input wavelength, leading to a
distortion of the input pulse shape.
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not return to the maximum value of ∼ 3 µW before it undergoes a slight oscillation
and then even more gradually begins to fall away over the remainder of the pulse for
the longer durations.
This procedure was also repeated for the same red-detuning as used previously, the
results of which are shown for τp’s of 50 ns, 200 ns and 500 ns in Fig. 4.20. The
measurements for the 200 ns and 500 ns pulses show a relatively slow increase in
transmission up to the maximum of 3.3 µW over a period of ∼ 110 ns. After this
the transmission undergoes a series of oscillations in which the microcavity rapidly
switches off resonance before more gradually switching on resonance again. The inset
of Fig. 4.20 shows the transmission of a much longer 2 µs pulse, for which the same
oscillations are visible but begin to decay in amplitude after around 500 ns, resulting
in an almost constant microcavity transmission after 1.5 µs. This suggests that by this
time the detuning between the resonance and input wavelength has stabilised and the
microcavity has reached a steady-state for these particular values of Pp, τp and δ. The
complex behaviour of the microcavity transmission for longer pulse durations can be
explained if one assumes that, in this regime, the free-carrier and thermal effects are
competing with each other.
For red-detuned pulses, any optically induced free-carriers would initially cause the
resonance to blue-shift away from the input wavelength. However, through a combi-
nation of linear and nonlinear absorption the incident pulse will also heat the cavity,
increasing its temperature leading to a red-shift of the resonance towards the input
wavelength. This is observed as the relatively slow increase in transmitted power over
the first ∼160 ns of the pulses in Fig. 4.20. However, as the detuning between the
input and resonance wavelengths are reduced the circulating power inside the cavity
increases dramatically, leading to significantly increased rates of free-carrier genera-
tion. These newly generated free-carriers cause an even more rapid blue-shift of the
cavity resonance, shifting it away from the input wavelength. The result is a much
more rapid fall in transmitted power. A drop in transmitted power necessarily im-
plies a drop in circulating power, which causes the rate of free-carrier generation to
drop, whilst those already generated recombine, heating the cavity causing another
red-shift of the resonance back towards the input wavelength. This causes the cavity
transmission to increase again, so that the process repeats itself resulting in a series of
oscillations in the transmitted signal. The cavity resonance is continuously red-shifted
by thermal effects towards the input wavelength, before being blue-shifted away again
by free-carriers generated when the cavity is on resonance with the input. The fact
that free-carrier
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Figure 4.19: Measured microcavity transmission for varying input pulse dura-
tions, τp and δ = −41 pm.



































τp = 50 ns
τp = 200 ns
τp = 500 ns
Figure 4.20: Measured microcavity transmission for varying input pulse dura-
tions, τp and δ = +41 pm. Inset shows the measured microcavity transmission
for a τp of 2 µs.
induced index changes can occur over a shorter time scale than any changes to the
refractive index caused by thermal effects helps to explain the asymmetric shape of
the oscillations in Fig. 4.20. After the very rapid switch off resonance caused by the
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generation of free-carriers, the subsequent recovery of the microcavity transmission,
that relies on thermal effects, is much slower resulting in the distinct shape of the
observed oscillations. These types of oscillations, known as ’regenerative oscillations’,
’self-oscillations’, or alternatively ’self-pulsing’, were predicted to occur in gallium ar-
senide microcavities with a non-instantaneous Kerr response [167] and semiconductor
cavities due to free-carrier dispersion and absorption [168], and have been measured
experimentally in a high Q-factor slicon microdisk [169] and a graphene clad silicon
2D-PhC microcavity [170].
4.4 Interplay of Thermal and Free Carrier Effects
In the previous section it was identified that for pulses with Pp of the order of a few mil-
liwatts and durations in excess of ∼100 ns it is possible to observe a combination of both
free-carrier and thermal effects, leading to oscillations of the microcavity transmission.
In this section the transmission of 500 ns pulses with a range of peak powers and δ’s are
considered. Given the length of the input pulses the use of the high-speed oscilloscope
and detector used previously was not necessary. Instead, the 300 MHz oscilloscope
(Tektronix ; DPO 3032) was used along with a detector (Thorlabs; DET01CFC) with
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Figure 4.21: Measured microcavity transmission for 5 ns pulses with different
peak powers and δ = −41 pm. The inset shows the measured input pulse for a
peak power of 5.5 mW.
First transmission measurements for a 500 ns pulse with a peak power of 7 mW, as
shown in the inset of Fig. 4.21, were recorded for values of δ between -18 pm and
+128 pm. Examples of the resulting transmitted pulses can be seen in figures 4.21
and 4.22. For both blue-detuned pulses (Fig. 4.21) the transmitted power rises rapidly
to just over 8 µW before falling even more rapidly back to almost zero transmitted
power. As seen in the previous section this is followed by a more gradual recovery
of the microcavity transmission over around 50 ns. For δ = −16 pm the transmitted
power recovers to a maximum of 2 µW, before a slow decrease in transmitted power
occurs over the remainder of the pulse. For δ = −8 pm a second peak in transmission is
clearly visible at 170 ns, although the transmitted power is ∼ 4 µs in this case, followed
by another sharp fall in transmission, but not to zero. Once again the transmission
























δ = 8 pm
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δ = 128 pm
Figure 4.22: Measured microcavity transmission for 5 ns pulses with different
peak powers and δ = −41 pm. The inset shows the measured input pulse for a
peak power of 5.5 mW.
For increasingly red-detuned pulses, like those shown in Fig. 4.22, clear oscillations in
the microcavity transmission are observed. For the smallest red-detuning of +8 pm,
two peaks in transmission are visible, with almost the same height of 8 µW. As δ is
increased the time taken to reach maximum transmission increases, whilst the number
of oscillations within the pulse initially increases and then decreases. This is of course
understandable, as for increasingly large detunings the resonance has to red-shift fur-
ther to be on resonance with the input, requiring a greater temperature change and
therefore more time. The amplitude of the oscillations also decreases as δ is increased.
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Figure 4.23: Plot of oscillation period, defined as the spacing between each maxi-
mum in transmission, extracted from the measured transmission of a 500 ns pulse
for a range of δ’s.
The spacing between the successive peaks in transmission for a given pulse, defined
here as the oscillation period, is also seen to vary both across a single pulse and with
detuning. This is in contrast to the measurements made on a graphene clad 2D-PhC
microcavity mentioned earlier [170]. Figure 4.23 shows the oscillation period, extracted
from each of the measured transmitted pulses like those shown in figures 4.6 and 4.22,
plotted as a function of detuning. Looking at any single detuning the oscillation pe-
riod is not constant throughout the pulse duration, but is instead seen to increase, i.e
the spacing between successive peaks in transmission increases. At the same time the
oscillation period is seen to decrease as the detuning is increased, reaching a minimum
value for the maximum measured detuning of +128 pm. It can also be observed that,
by contrast, the time to the first maximum in transmission increases with increased
red-detuning. The increase in oscillation period over the course of a pulse appears to
be caused by the microcavity taking longer to red-shift back on resonance, as opposed
to the subsequent free-carrier induced switch-off taking longer. This could potentially
be due to the microcavity heating up more slowly with each subsequent oscillation,
or alternatively that after each peak in transmission, the subsequent blue-shift of the
resonance is larger, resulting in the resonance needing to red-shift further for the trans-
mission to recover again.
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Finally, transmission measurements were obtained for a 500 ns square pulse at a fixed
detuning of +97 pm for a range of peak powers from 2.8 mW to 7 mW. Examples of
the measured transmissions are shown in Fig. 4.24. At lower powers the time to reach
the first peak in transmission is much longer, whilst the amplitude of the subsequent
oscillations are not as large and there aren’t as many. Again, this is fairly intuitive
as for lower input powers the cavity will heat up more slowly, resulting in longer time
before peak transmission is reached. For higher powers (Pp = 7.7 mW) the time to
reach the peak transmission is greatly reduced and the number of oscillations also
increases. At the same time the amplitude of the oscillations also increases, such that
between the successive peaks the microcavity transmission falls to almost zero within
the sensitivity of the equipment used. The time to the first peak in transmission as
a function of peak power, extracted from the transmission measurements, is shown in
Fig. 4.25. At the lowest powers it takes ∼400 ns, a significant fraction of the entire
pulse duration, to reach the maximum transmission, while for the maximum peak
power of 7 mW this has fallen to around 100 ns. The overall shape of the curve is
well approximated by assuming an inverse square dependence of time on peak power.
As for detuning one can also plot oscillation period as a function of peak power, as
shown in Fig. 4.26. In this case it can be seen that the oscillation period increases with
increasing power. This is most likely due to the fact that for higher input powers more
free-carriers are generated, so that the cavity has to red-shift further to compensate
for the increased blue-shift resulting in a longer oscillation period. It is also worth
nothing that oscillations in the transmitted pulse are observed for input powers as low
as ∼3 mW (see Fig. 4.24), which is close to the levels observed in [170]. That particular
cavity had Q = 7,500, compared to Q = 40,000 here, with the low threshold power
of 1 mW attributed to the enhanced nonlinear response of the graphene. The results
displayed above however demonstrate that it is possible to observe such oscillations
in silicon 1D PhC microcavities at practical input power levels without the addition
of a layer of graphene and for microcavities with only modest Q-factors. It is also
reasonable to assume that using a 1D PhC microcavity with a larger Q-factor than
those considered here would bring about further reductions in the threshold powers for
observing regenerative oscillations. Indeed, with Q-factors in excess of 100,000 having
been demonstrated for this type of microcavity [44], one would expect it would be
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Figure 4.24: Measured transmission of 500 ns rectangular pulses with peak powers
of 7.0 mW, 3.7 mW and 2.8 mW. Note that the measurements for 2.8 mW and
3.7 mW are offset by 10 µW and 20 µW on the vertical axis for clarity.
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Figure 4.25: Time to first peak in transmission as a function Pp for a range of
different input powers.


























Figure 4.26: Plot of oscillation period as function of input power, extracted from
the experimentally measured transmitted pulses.
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4.5 Conclusions
The work undertaken in this chapter has characterised the nonlinear properties of
1D PhC microcavities in silicon. Thermally induced bistability was observed when
sweeping the input wavelength at a fixed power for a microcavity with Q = 40,000,
for a minimum power of ∼ 240 µW, whilst the magnitude of the wavelength shift was
shown to vary linearly with input power. Hysteresis loops were then obtained for a
range of positive detunings as further evidence of thermal bistability. A modulated
input was then used to demonstrate that the microcavity could operate as a stable
optical-memory component. For the range of powers and detuning used the high and
low transmission states were stable for time scales of at least seconds, whilst a thermal
time constant of 0.6 µs was estimated for the data. This is comparable to other mea-
surements made using silicon ring resonators and bragg cavities. The thermal response
of the microcavities was investigated further using a sinusoidal input for a range of
powers and detunings, indicating the frequency response of the microcavity. Following
this free-carrier bistability was observed using pulses with milliwatt peak powers, the
duration of which was set at 10 ns to avoid any competing thermal effects. Finally,
the transmission of longer pulses hundreds of nanoseconds in duration were recorded
for a range of detunings and powers. Regenerative oscillations, caused by the interplay
between thermal and free-carrier effects on these time scales, were observed for input
powers as low as ∼ 3 mW. To the best of the authors knowledge this is the first time
such oscillations have been observed in silicon 1D PhC microcavities.
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Chapter 5
Conclusions and Future Work
In this thesis the optical properties of a silicon-on-insulator waveguide array, consisting
of two evanescently coupled silicon photonic wires, and 1D PhC microcavities have
been examined experimentally. The SOI platform and subwavelength waveguides and
microcavities in general are an area currently receiving significant attention, due to
their potential for both on-chip applications and also the rich new physics associated
with them. The devices used throughput this work were fabricated by co-workers at
the University of Glasgow.
Chapter 2 focussed on the linear properties of the two-wire array (directional coupler),
specifically the dispersive properties, where the presence of coupling-induced dispersion
for strongly coupled wires had been predicted. A two-wire array with a wall-to-wall
separation of just 100 nm was used to ensure strong coupling and consequently a
large coupling-induced dispersion. Group index measurements of the symmetric and
antisymmetric TE supermodes were performed experimentally using a Mach-Zehnder
interferometer over a range of wavelengths from 1200 nm to 2000 nm. As the input
wavelength was increased, resulting in stronger coupling, a splitting of the interfer-
ogram was observed as the two supermodes began to propagate at different group
velocities. The resulting group index plot showed good agreement between the ex-
perimental results and modelled data, obtained using a finite-element method mode
solver, successfully demonstrating for the first time the presence of coupling-induced
dispersion in waveguide arrays. The results obtained in this chapter were published in
Optics Letters. The main consequence of this additional contribution to the dispersion
was to extend the region of anomalous dispersion for the anti-symmetric supermode
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and restrict if for the symmetric supermode relative to a single, uncoupled wire. The
coupling strength in waveguide arrays thus provides an additional mechanism though
which to control dispersion and makes it possible for light in an array to experience
either normal or anomalous dispersion at certain wavelengths, depending on the super-
mode in which the light is propagating. Experimentally, exciting a specific supermode,
although difficult, is possible by tilting the input beam when coupling into an array.
The relative projections of the input light onto the supermodes of an array could also
be changed by extending one of the wires at the input. The coupling-induced dispersion
demonstrated here also has considerable implications for the types of nonlinear effects
that can be observed in an array relative to a single wire. A natural progression of the
work detailed in Chapter 1 would thus be to begin looking at the nonlinear properties
of SOI waveguide arrays. As has been highlighted, work in this area has already begun,
with measurements of supermodal soliton propagation [29] and modulation instability
[90] in waveguide arrays having already been undertaken. In both instances the results
were strongly affected by the presence of coupling-induced dispersion. There is still
considerable scope for investigation however, as waveguide arrays provide a possible
platform for observing spatio-temporal solitons or ’light-bullets’. These are pulses of
light that are confined both in space and time through the careful balance of linear and
nonlinear effects. Propagation in Si in the spectral region beyond 2.2 µm is another area
receiving increased attention of late [171], [172], [67]. It would be relatively straight-
forward to re-optimise the array geometries for use in this wavelength region, which
would bring the considerable advantage of working in a regime free from TPA. The
absence of nonlinear absorption should make any nonlinear effects easier to observe,
whilst potentially allowing a simpler theoretical description. Working in this spectral
region may also make it easier to observe the spatio-temporal solitons mentioned above.
The numerical modelling in Chapter 2 also indicated the existence of an anti-crossing
between the antisymmetric TE and symmetric TM supermodes, as well as the cut-off
of the antisymmetric TE supermode at around 1900 nm. The evidence for this was
based on the single-mode appearance of the measured interferograms above 1900 nm,
whilst the modelling also suggested that beyond this point the remaining supermode
(symmetric TE) was propagating as a slot-mode. In order to prove this conclusively it
may be possible to image the output of the arrays in the near-field, in order to directly
observe light being confined in the low index air region between the wires.
The focus of the work reported here then shifted to the optical properties of 1D PhC
microcavities in silicon, formed by introducing a series of holes into a silicon wire creat-
ing a pair of PhC mirrors that provide optical confinement in the propagation direction.
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This particular microcavity design was chosen due to the potential for a high Q-factor
and small V simultaneously, resulting in large values of the ratio Q/V . In Chapter
3 the transmission properties of a number of microcavities were characterised using
CW, low power input light. Two cavities were found with moderately high Q-factors
of around 40,000, which were used for the nonlinear measurements that followed. Al-
though not the highest Q-factor measured for this type of microcavity, the underlying
physics would remain the same, with an increase in Q-factor simply resulting in a re-
duced threshold power for a given nonlinear effect. A number of much lower Q-factor
microcavities were also identified that possessed resonances that were strongly mod-
ulated. Initially it was believed that these background modulations were the result
of Fabry-Pe´rot effects caused by additional reflections between the input and output
facets of the waveguides. However, the spacing of the modulations indicated the reflec-
tions were occurring over a length shorter than the length of the waveguide, suggesting
instead that the reflections were occurring at points along the waveguide. It was thus
assumed that the reflections were arising because of fabrication defects, such as stitch-
ing errors, at various points along the devices. After identifying those microcavities
with Q-factors of ∼ 40, 000 it then became apparent that it would be necessary to sta-
bilise their temperature, in order to prevent any thermal drift of the resonances. This
was achieved using a pair of Peltier devices and a platinum temperature sensor, used in
conjunction with a laser diode controller to stabilise the temperature of the aluminium
block on which the sample was mounted. This set-up also provided an opportunity to
examine the possibility of thermally tuning the microcavities, with a resonance shift
of 0.077 nm K−1 measured experimentally. The maximum on resonance transmission
of the microcavities did vary significantly as the temperature changed however, as did
the overall shape of the resonances.
The work presented in Chapter 4 moved on to look at the nonlinear response of those
microcavities identified in the previous chapter. More specifically the phenomena of
optical bistability, in which two stable resonant transmission states are possible for a
given input, was investigated. The first mechanism used to induce a bistable response
in the microcavities was the thermo-optic effect, relying on silicon’s large and posi-
tive thermo-optic coefficient. Initially, nonlinear transmission spectra were recorded by
sweeping the input wavelength for different, fixed input powers. As the input power to
the microcavities was increased the resonances were found to red-shift and become in-
creasingly asymmetric. For the microcavity with Q = 40,000 the sudden, sharp drop in
transmission as the wavelength is swept from shorter to longer wavelengths, indicating
the onset of bistability, was observed for an input power of 240 µW, corresponding to
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an in waveguide power of approximately 80 µW. The wavelength shift was also found to
be a linear function of the input power with a slope of 120 pm mW−1, which is consis-
tent with similar measurements made on silicon ring resonators. It was thus concluded
that the dominant form of absorption occurring within the microcavities was linear in
nature. Hysteresis loops, another characteristic of bistable systems, were then recorded
by measuring the transmitted power as a function of the input power for a range of de-
tunings. For sufficiently large, positive detunings hysteresis loops were observed, whilst
none were observed for negative detunings. This provided further proof that the origin
of the bistability in this case was thermal in nature. It was then demonstrated that the
microcavities could be used as stable optical-memory elements using a modulated in-
put. The high and low transmission states were shown to be stable for at least seconds
and in addition the thermal time constant of the microcavities was estimated at 0.6 µs,
which is once again consistent with other measurements obtained for silicon ring res-
onators and Bragg cavities. Following this, the frequency response of the microcavities
was investigated further through the use of a sinusoidal input, which was distorted to
resemble a square wave in the presence of bistability. Two different input powers were
used for a range of different input frequencies at fixed detunings, with the microcavity
showing a bistable response up to 200 kHz at the lower power. For the higher input
power the bistable response was no longer present, but the transmission remained high.
It was concluded that in this instance the microcavity no longer had sufficient time to
cool over a single cycle, so that the resonance remained thermally shifted throughout
and consequently the transmission remained high. Having examined the thermal re-
sponse of the microcavities, pulses with 5 ns and 10 ns durations were employed in order
to examine the effects of free-carriers on the mirocavity transmission. Pulses of this
duration were necessary in order to eliminate any thermal response, which would op-
pose any free-carrier induced blue-shift of the resonance. A range of peak powers from
0.7 mW to 3.5 mW were used for positive and negative detunings of equal magnitude.
Whilst no distortion of the transmitted pulse was observed for a positive detuning,
a nonlinear dependence of the transmitted power and a distortion of the transmitted
pulse were observed for a negative detuning, demonstrating the presence of free-carrier
induced bistability. To the best of the author’s knowledge this is the first time that
these types of measurements have been made on 1D PhC microcavities. Finally, the
effect of pulse duration on microcavity transmission was investigated, were it was found
that red-detuned pulses with durations of hundreds of nanoseconds led to oscillations
in the microcavity transmission. These regenerative oscillations, that arise here as a
result of the interplay between thermal and free-carrier effects, have been observed in
high Q-factor microdisks and in a graphene clad 2D-PhC microcavity, but never to
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the authors knowledge in 1D-PhC microcavities. Measurements of the transmission
of 500 ns pulses then demonstrated that the period of oscillation varies not only with
detuning and peak power, but also within a single pulse, in contrast to measurements
made on graphene clad Si 2D PhC microcavities [170]. The threshold powers at which
the above oscillations were observed also demonstrate that it is possible to experimen-
tally measure such oscillations in microcavities with only moderately high Q-factors
and without the addition of graphene or other nonlinear materials. Having looked at
thermal and free-carrier effects, potential future work could involve attempting to ob-
serve a modulation of the microcavity transmission due the optical Kerr effect. This
is the fastest method by which to modulate the transmission of a microcavity and
could possibly be implemented by having an ultra-short pulse incident on the cavity
from above. Of course, the fact that any induced index change lasts only for the du-
ration of the incident pulse would make detection of modulations to the microcavity
transmission difficult to measure, so that an interferometric set-up would be necessary.
The existing work could also be extended by looking at the effect of a cladding on
the nonlinear response of the microcavities. Graphene has already been employed to
enhance the nonlinear response of a 2D silicon PhC microcavity and, as such, it would
be interesting to observe the effects of graphene on a 1D PhC microcavity like those
considered here. Alternatively, a much simpler extension to the work undertaken here
would be to look again at these measurements, but with microcavities with higher Q-
factors to observe the effect that this has on the threshold powers required to observe
the effects. Finally, taking inspiration from the work on arrays of evanescently coupled
silicon wires presented in Chapter 2 of this thesis, it would also be possible to consider
the linear and nonlinear properties of a series of coupled microcavities. Coupling could
be achieved either by incorporating a number of microcavities into a single wire [173],
or alternatively by having an array of transversely coupled microcavities [174].
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Appendix A
Device Layout for the Waveguide
Array Chip
Figure A.1 shows the layout of the devices on the chip containing the waveguide arrays
used for the work in Chapter 2. The first half of the chip contains 12 two-wire arrays, 12
five-wire arrays, 12 nine-wire arrays and 12 fifteen-wire arrays, each made up of wires
with 380 nm widths. On the second half of the chip the pattern was repeated, but the
arrays consisted of individual wires with widths of 420 nm instead. This gave a total of
96 arrays on the chip in total. For each set of 12 arrays, the wall-to-wall separation of
the individual wires was varied from 50 nm to 600 nm in 50 nm increments, providing
arrays with a range of coupling strengths. Each array was ∼3.1 mm in length, whilst
each individual wire had a height of 220 nm. It was also assumed that a residual layer
of HSQ 160 nm thick was left on top of the Si waveguides after fabrication.
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3.1 mm
12 x 2 Wire Arrays
12 x 5 Wire Arrays
12 x 9 Wire Arrays









12 x 2 Wire Arrays
12 x 5 Wire Arrays
12 x 9 Wire Arrays
12 x 15 Wire Arrays
{
{
380 nm Wide Wires
420 nm Wide Wires
Figure A.1: Cartoon showing the layout of the waveguide arrays on the chip
used for the work in Chapter 2. The first half of the chip consisted of 12 two-wire
arrays, 12 five-wire arrays, 12 nine-wire arrays and 12 fifteen-wire arrays, made
up of 380 nm wide wires. This pattern was then repeated, but with arrays made
of 420 nm wide wires. The wall-to-wall separations in each set of 12 arrays were
increased from 50 nm to 600 nm inclusive in 50 nm increments, whilst the length
of each array was ∼3.1 mm. Each individual wire in the array had a height of
220 nm. Note that the diagram is not to scale.
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