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Introduction
Given the fact that energy price shocks have often triggered economic crises, there is considerable interest in modelling appropriately the behaviour of energy prices. These are influenced by a number of factors such as the global demand for oil, OPEC and non-OPEC oil production, market conditions and the geopolitical environment. OPEC has generally been successful in reducing price fluctuations by adjusting production. However, the emergence of the futures market has meant that the effectiveness of output adjustments in controlling prices now depends on how they influence market participants' expectations in the futures market along with OPEC's long-term investment plans to expand production capacity (Fattouh, 2007) .
Previous research on the oil industry has investigated long-memory properties in the case of oil consumption (Mohn and Osmundsen, 2008; Lean and Smyth, 2009 ), returns on oil investment (Boone, 2001) and oil exhaustion (Karbassi et al. 2007; Tsoskounoglou et al. 2008; Höök and Aleklett, 2008) , and energy prices (Serletis, 1992; Lien and Root, 1999; Elder and Serletis, 2008; Kang et al., 2009) . However, there are no existing studies on the degree of persistence of energy prices also allowing for possible breaks in the data.
The present paper aims to fill this gap in the literature by adopting a fractional integration framework including breaks to examine the degree of persistence in several German energy price indices. This is an important issue, since depending on whether the effects of shocks are temporary or permanent and whether mean reversion occurs or not different policy responses are required.
The layout of the paper is the following. Section 2 briefly reviews the previous literature. Section 3 outlines the methodology. Section 4 discusses the data and the empirical findings. Section 5 provides some concluding remarks. 
Literature Review
Although there are some papers investigating the presence of unit roots in energy consumption (Chen and Lee, 2007; Narayan and Smyth, 2007; Hsu et al., 2008; Mishra et al., 2009; Lean and Smyth, 2009; Rao and Rao, 2009) , only a few studies examine the behaviour of prices. Li and Thompson (2010) analyse monthly real oil prices between 1990
and 2008 using a GARCH model. Kilian (2010) examines the relationship between demand and supply shocks in the case of the price of gasoline in the US and the price of crude oil in global markets using a structural Vector AutoRegressive (VAR) model in order to assess the importance of energy price shocks in explaining the variation in US gasoline prices and consumption growth since 2002; he also identifies the origins of gasoline price shocks, and estimates the magnitude, pattern and persistence of the response of the price and consumption of gasoline to these shocks. Berument, Ceylan and Dogan (2010) investigate how oil price shocks affect the output growth of selected countries that are either net exporters or net importers of oil and are too small to affect oil prices and conclude that oil price increases have a statistically significant and positive effect on output in Algeria, Iran, Iraq, Kuwait, Libya, Oman, Qatar, Syria, and the United Arab
Emirates, but not in Bahrain, Djibouti, Egypt, Israel, Jordan, Morocco, and Tunisia. They also find that oil supply/demand shocks are associated with lower/higher output growth. Vassilopoulos (2010) analyses price signals in the French wholesale electricity market simulating an operational research model, and reports evidence of monopolistic behaviour affecting prices. Fattouh (2010) analyses crude oil price differentials using a two-regime Threshold AutoRegressive (TAR) model, and finds that the prices of different varieties of crude oil move closely. Serletis (1992) examines the random walk behaviour in energy futures prices with unit root tests, and finds evidence against unit roots if a break is taken 3 into account. In the context of long memory, Elder and Serletis (2008) analyse long-range dependence behaviour in energy futures prices in a fractional integration dynamic model, finding evidence of anti-persistence. Other recent papers using fractional integration techniques to model oil production in the OPEC countries and US electricity consumption are Gil-Alana et al. (2010) and Barros et al. (2011) respectively.
The present paper analyses the monthly energy prices of hard coal, lignite, mineral oil and natural gas estimating a fractional integration model with structural breaks for import, export, producer and consumer price indices in Germany.
Methodology
One characteristic of many economic time series is their nonstationary nature. There exist a variety of models to describe such nonstationarity. Until the 1980s a standard approach was to impose a deterministic (linear or quadratic) function of time assuming that the residuals from the regression model were stationary I(0). Later on, and especially after the seminal work of Nelson and Plosser (1982) , a wide consensus was reached that the nonstationary component of most series was stochastic, and models with unit roots (or first differences, I(1)) were commonly adopted with and without deterministic trends. However, the I(1) case is only one possible specification to describe such behaviour. In fact, the degree of differentiation required to obtain I(0) stationarity is not necessarily an integer but could be any point on the real line. In such a case, the process is said to be fractionally integrated or I(d). The I(d) model can be expressed in the form ,...,
where L is the lag-operator (Lx t = x t-1 ) and u t is I(0) defined, for the purpose of the present study, as a covariance stationary process with spectral density function that is positive and finite at the zero frequency.
Note that the polynomial (1-L) d in equation (1) can be expressed in terms of its Binomial expansion, such that, for all real d,
In this context, d plays a crucial role since it indicates the degree of dependence of the time series: the higher the value of d is, the higher the level of association will be between the observations. The above process also admits an infinite Moving Average (MA) representation such that
and Γ(▪) representing the Gamma function. Thus, the impulse responses are also clearly affected by the magnitude of d, and the higher the value of d is, the higher the responses will be. If d is smaller than 1, the series is mean reverting, with shocks having temporary effects, and disappearing at a relatively slow rate (hyperbolically) in the long run. 1 On the other hand, if d ≥ 1, shocks have permanent effects unless policy actions are taken.
1 The decay is hyperbolically slow as opposed to the exponentially fast decay associated with the AutoRegressive AR (I(0)) case.
Processes with d > 0 in (1) display the property of "long memory", which is characterised by the spectral density function of the process being unbounded at the origin.
In this study, we estimate the fractional differencing parameter d using the Whittle function in the frequency domain (Dahlhaus, 1989) but also employ a testing procedure developed by Robinson (1994) , which has been shown to be the most efficient one in the context of fractional integration against local alternatives. This method, based on the Lagrange Multiplier (LM) principle, tests the null hypothesis H o : d = d o in (1) for any real value d o , where x t in (1) can be the errors in a regression model of the form:
where y t is the observed time series, β is a (kx1) vector of unknown coefficients, and z t is a set of deterministic terms that might include an intercept (i.e., z t = 1), an intercept with a linear time trend (z t = (1, t) T ), or any other type of deterministic processes such as dummy variables to examine the possible presence of outliers/breaks. Other parametric methods, such as Sowell's (1992) maximum likelihood estimator in the time domain and Beran's (1995) least squares approach, produced essentially the same results. We also implemented a semiparametric method, introduced by Robinson (1995) and further developed by Abadir et al. (2007) , where no functional form is imposed on u t in (1). It is essentially a local 'Whittle estimator' in the frequency domain using a band of frequencies that degenerates to zero. The estimator is implicitly defined by:
where m is the bandwidth parameter, I(λ s ) is the periodogram of the raw time series, x t ,
given by:
and d ∈ (-0.5, 0.5). Under finiteness of the fourth moment and other mild conditions, Robinson (1995) proved that:
where " → dtb " stands for convergence in distribution, and d o is the true value of d. This estimator is robust to a certain degree of conditional heteroscedasticity (Robinson and Henry, 1999) and is more efficient than other semi-parametric competitors. Abadir et al. (2007) extended this approach by using an extended Fourier transform in the computation of the periodogram, such that no prior differentiation is required when estimating the parameter d in nonstationary contexts.
However, it has been argued in recent years that fractional integration may be a spurious phenomenon caused by the presence of breaks in the data (see, e.g., Cheung, 1993; Diebold and Inoue, 2001; Giraitis et al., 2001; Mikosch and Starica, 2004; Granger and Hyung, 2004) . Thus, we also employed a procedure that determines endogenously the number of breaks and the break dates in the series, allowing for different fractional differencing parameters in each sub-sample. This method, due to Gil-Alana (2008), is based on minimising the residual sum of the squares at different break dates and different (possibly fractional) differencing parameters. Specifically, the following model is considered:
where nb is the number of breaks, y t is the observed time series, the β i 's are the coefficients on the deterministic terms, the d i 's are the orders of integration for each sub-sample, and the T b i 's correspond to the unknown break dates. Note that given the difficulties in 7 distinguishing between models with fractional orders of integration and those with broken deterministic trends, it is important to consider estimation procedures for fractional unit roots in the presence of broken deterministic terms.
Data and Results
In this study, we investigate persistence in German energy prices. The data are available from Statistisches Bundesamt: (http://www.destatis.de/jetspeed/portal/cms/). Each series consists of monthly observations, ranging from January 2000 to August 2011. We first analyse the characteristics of the data by looking at their correlograms and periodograms,
and then estimate a model that allows for fractional integration, initially without breaks and then allowing for structural breaks.
[Insert Figures 1 -3 about here]
Figure 1 displays the time series plots of the producer prices of the four energy products: hard coal, lignite, mineral oil and natural gas. In all cases we notice a continuous increase till July 2008 followed by a sharp decrease in the period inmediately after. Figure   2 displays the correlograms of the first differenced series, and shows a cyclical pattern probably reflecting the monthly frequency of the series. The corresponding periodograms, in Figure 3 , indicate values close to zero at the smallest frequency, which suggests that the series may now be overdifferenced.
Tables 1 -3 display the estimates of d (and the corresponding 95% confidence band) in the model given by equations (2) and (1) 
assuming that u t in (5) is white noise (in Table 1 ), weakly autocorrelated as in the model of Bloomfield (1973) (in Table 2 ), and a seasonal (monthly) AR(1) process (in Table 3 ). The Bloomfield model employed in Table 2 is a non-parametric approach that approximates ARMA structures with a small number of parameters and that has been widely employed in a fractional integration framework. 2 All three tables report the results for the three standard cases of no regressors, an intercept and an intercept with a linear trend.
Starting with the case of white noise disturbances (in Table 1 ), we notice that most of the estimates of d are above 1. In fact, the unit root null hypothesis is rejected in the majority of cases and the only evidence of unit roots is found for the two lignite series and also for the consumer prices of hard coal and natural gas in the case of no regressors. As for the deterministic terms, the time trend appears not be statistically significant in all cases, the intercept being sufficient to describe the deterministic component.
[Insert Tables 1 -3 about here]
Concerning the results based on autocorrelated (Bloomfield) errors, the estimates are generally smaller than in the previous case of white noise errors. Here only one series exhibits mean reversion (i.e., with the estimated value of d being strictly below 1), namely producer prices for lignite. For the other lignite series (consumer prices) and the two prices for mineral oil, the estimates are also below 1 but the unit root null cannot be rejected at the 5% level. For the three hard coal series, the estimates are above 1 and the unit root cannot be rejected; finally, for the four natural gas series, the estimates are strictly above unity.
When assuming seasonal AR(1) disturbances, the results are completely in line with those reported in Table 1 for the white noise case: for the two lignite prices, the estimates 2 The Bloomfield (1973) model is a very suitable one in the context of the tests of Robinson (see Gil-Alana, 2004 ). of d are below 1 and the unit root cannot be rejected, and for the remaining series the estimates are above 1 and the unit root is rejected in favour of higher orders of integration.
[Insert Table 4 
about here]
Given the existence of some disparities in the results presented for the cases of uncorrelated and weakly autocorrelated errors, we also estimated d using a semiparametric method, where no functional form is imposed on the error term u t . Table 4 displays the estimates of the fractional differencing parameter d using the Whittle semiparametric method of Robinson (1995) . The set of bandwidth parameters used is m = 5, 10, 12, 13, 15, 20 and 30. For lignite and mineral oil some of the estimates are below 1 (mean reversion) while for the remaining series (hard coal and natural gas) the estimates imply a unit root or are above 1.
The results so far provide little evidence of mean reversion in German energy prices. Next we examine the possibility of breaks in the data employing the procedure developed by Gil-Alana (2008) briefly described in the previous section. Table 5 displays the parameter estimates under the assumption of white noise errors. We find a single break in all but one series, namely lignite with producer prices, where two breaks are detected.
Regarding the fractional differencing parameters, all of them are above 1, the only exception being again producer prices for lignite during the first and third subsamples, with orders of integration below 1. As for the breaks, they take place in January 2002 [Insert Tables 5 and 6 about here] Table 6 concerns the case of AR(1) error terms. Here we obtain the most interesting results since all the fractional differencing parameters are strictly below 1 implying mean reverting behaviour. Not surprisingly, the same number of breaks and the same break dates as in the previous case with white noise errors are found, and several diagnostic tests carried out on the residuals indicate that in all cases this specification is more adequate to describe the behaviour of the series than that based on uncorrelated disturbances. For many of the subsamples the estimates are strictly below the unit root, although the AR coefficients are very large (thus indicating a high degree of persistence) in all cases. The orders of integration are strictly smaller than one in both subsamples in the case of producer and consumer prices of hard coal, consumer prices of lignite, and also consumer, producer and export prices of natural gas. For the remaining series mean reversion occurs in at least one subsample.
The above results clearly show that the presence of structural breaks is an important issue when modelling energy prices: if breaks exist but are not modelled, we find strong evidence of nonstationary behaviour with orders of integration which are equal to or higher than 1, implying lack of mean reverting behaviour. However, when the breaks are taken into account, this evidence disappears and the series appear to be mean reverting, with the effects of the shocks dying away relatively fast in all cases.
Conclusions
In this paper, we have examined the degree of persistence in various monthly energy prices in Germany. For this purpose, we have estimated fractional integration or I(d) models, first without breaks and then allowing for structural breaks at unknown dates. In the former case, the orders of integration of the series are found to be equal to or higher than 1, thus providing strong evidence against mean reversion. However, when endogenous tests for breaks are carried out, the results indicate that there is a single break in all but one series, namely the producer prices of lignite for which two breaks are detected. If the disturbances are modelled as being autocorrelated the orders of integration are found to be smaller than 1 in practically all cases, implying that mean reversion occurs and the effects of shocks disappear in the long run.
Compared to the existing literature, the contribution of the present study is therefore threefold. First, it carries out a thorough analysis of persistence in German energy prices, whilst previous studies had not estimated long-memory models. By adopting a fractional integration framework, it allows for a more general and flexible specification than the classical models based on integer degrees of differentiation. Second, it shows that the inclusion of breaks is crucial in the present context, since it produces evidence of mean reversion not found otherwise. Third, it examines various energy prices by source in a developed economy such as Germany, unlike most previous studies only analysing prices for one source of energy or focusing on OPEC or other groups of countries. The results are policy relevant, since a priori knowledge of the persistence behaviour of energy prices by source enables policy makers to design appropriate allocative strategies. They are also useful for German industries with a significant share of energy consumption and a consequent strong interest in long-run energy price movements. The dotted lines refer to the 95% confidence band for the null hypothesis of no autocorrelation. The periodograms were computed based on the discrete Fourier frequencies λ j = 2πj/T, j = 1, …, T/2. The horizontal axis refers to the bandwidth parameter while the vertical one displays the estimates of d. The bold lines display the 95% confidence interval for the I(1) hypothesis. 137 (1.034, 1.272) 1.263 (1.149, 1.406) 1.263 (1.149, 1.405) HC-CP 0.971 (0.861, 1.123) 1.168 (1.061, 1.340 126 (1.008, 1.283) 1.294 (1.148, 1.495) 1.295 (1.149, 1.495) HC-PP 1 .121 (1.021, 1.255) 1.239 (1.115, 1.396) 1.239 (1.116, 1.397) HC-CP 0.971 (0.851, 1.123) 1.147 (1.039, 1.314 In parentheses, in the second column the break date, in the third and fourth columns the estimated AR coefficients, and in the sixth and seventh columns the t-values. xxx indicates that convergence is not achieved, and * indicates rejections of the unit root null (d = 1) in favour of mean reversion (d < 1) at the 5% level.
