1. Introduction and summary* Let F(x) be a distribution on the real line. Then we may write (1.1)
F(x) = pF,{x) + (1 -p)F 2 (x) where F λ {x) is a discrete distribution, F 2 (x) is a continuous distribution and 0 < p < 1. We shall say that F(x) is discrete if p = 1, F(x) is continuous if p = 0 and F(x) is a mixture if 0 < p < 1.
Let f(s) = I e ίsx dF(x) be the characteristic function corresponding
to F{x). It would be useful to give a convenient criterion on <p(s) to determine when the corresponding distribution F(x) is discrete, continuous, or a mixture. In § 2 we give such a criterion for the class of infinitely divisible (i.d.) distributions, utilizing the Khinchin representation of the characteristic function of such a distribution. In § 3 we apply the theorem of § 2 to characterize a certain class of stochastic processes.
2 The structure theorem* Let φ(s) be the characteristic function of an i.d. distribution. The Khinchin representation of such a characteristic function takes the form (2.1)
where γ is a real number and G(u) is a real valued bounded nondecreasing function, γ and G(u) are uniquely determined by the conditions G(-oo) = 0, G(u + 0) = G(u). We shall need the following two lemmas, the first of which is well known. 
. Let φ(s) be the characteristic function of an i.d. distribution F(x). Let G(u) be the function occurring in the representation (2.1). Then f°° 1 (i) Fix) is discrete if and only if I -dGiu) < oo and Giu) is
Proof. Suppose first that G(u) is a pure jump function with jumps at the points u jf j -l,2 f ••• and with corresponding magnitudes p ό > 0, such that ΣjPj < °° Then (2.1) (with γ = 0) takes the form (u) . From Lemma 2 it follows that iV(s) is the characteristic function of a mixture and from Lemma 1 it then follows that F(x) is not discrete. Hence G(u) is a pure jump function, and <p(s) has the form (2.4).
We shall show that ΣJ/°J/ % ? < °° Since Σji°j < °° it is sufficient to restrict attention to those u 5 for which \u 5 \ < 1. Since F(x) is discrete it follows that ψ(s) is almost periodic and we have The first of these inequalities is immediate and the second is an application of Jensen's inequality.
From (2.6) we obtain 
+ Σ (t)Pn~"(l -P.) W(«K («)
Now <fln(s) is the characteristic function of a discrete distribution and the sum occurring in (2.11) is the product of (1 -pi) and a characteristic function of a continuous distribution. Thus Pn = P lln and [>i, w (s)] n = ^2(s) and we see that φ^s) is the characteristic From (2.14) we are able to deduce additional information in the mixed case.
COROLLARY. Let φ(s) be a characteristic function corresponding the i.d. distribution F(x). If F(x) is a mixture then F(x) is the convolution of a discrete i.d. distribution and a i.d. distribution which has a jump at zero of magnitude less than one and is continuous otherwise.
3 A class of discrete processes* Let Xj(t), t > 0, j -1, 2 be a sequence of independent stochastic processes such that for each j, X 3 (t) is a process with independent increments and such that for 0 < t τ < ί a the random variable Xj(t 2 ) -Xjfa) has characteristic function
where u ό is a real number and ^(ί) is a nondecreasing function defined for t > 0 with pj(O) = 0. Then each X 3 (t) is a generalized Poisson process, i.e. Xj(t) assumes values of the form y h = ku } -{pj{t))ju 3 with probability
where λ^t) = ((1 + u))lu))pj(t). Now if ΣJPJOO < °° for every t > 0, then we can define a process X(t) as the sum of the processes Xj(t), and the characteristic function of the process X(t) will have the form (3.1)
,(»,.) = exp {E [Λ -1 -It is an immediate consequence of Theorem 1 that for any t > 0, X(t) will be a discrete random variable if and only if ΣJ (PA^))I U ) < °°C onversely suppose for t > 0, X(£) is a stochastic process such that X(0) = 0, X(t) is a discrete random variable for every t > 0, and the process has independent infinitely divisible increments. This will be true, e.g. if X(t) is a discrete process with independent increments and such that X(t) is continuous in probability. Then from Theorem 1 it follows that the characteristic function of the random variable X(t) is essentially of the form (3.1) with Pj(t) nondecreasing and ΣJ (fr(*))/ % 5 < °° f°r a^ *• Consequently X(t) has the stochastic structure of a sum of independent generalized Poisson processes. We have THEOREM 2. Let X(t) be a discrete stochastic process for t > 0, with X(0) = 0 and such that X(t) has independent infinitely divisible increments. Then there exists a sequence of independent generalized Poisson processes Xj(t),j= 1,2 •--such that X(t) has the same stochastic structure as
tf)
In the case when X(t) assumes only integer values Theorem 2 was already proved by Khinchin [1],
