Introduction
If f : X → Spec(K) is a smooth variety defined over a field of characteristic 0, K ⊃ k is a field extension of transcendence degree ≤ 1, and x ∈ X(K) is a rational point, one considers three Tannaka categories C(X/K), C(X/k), C(K/k) of flat connections with compatible fiber functors. The objects of C(X/K) are bundles (i.e. locally free coherent modules of finite type) with relative flat connections ((V, ∇ /K ), ∇ /K : V → Ω where ∆ defines the induced group scheme over K which is the restriction of G(X/k) to the diagonal ∆ = Spec(K) → Spec(K) × k Spec(K), viewed as a group scheme.
On the other hand, if V is an object in Rep(G(X/K)), its cohomology group H i (G(X/K), V ) is well defined [5] , I, section 4, and is represented by an i-extension. Via the Tannaka formalism, this i-extension yields a i-extension of connections in C(X/K) of the trivial connection (O X , d /K ) by (V, ∇ /K ) corresponding to V . Via the connecting homomorphism δ : H 0 DR (X, (O X , d /K )) → H i DR (X, (V, ∇ /K )), where DR means de Rham cohomology relative to K, one defines a homomorphism
We show in Proposition 2.2 that (1.2) is an isomorphism for i = 0, 1, is injective for i = 2, thus in particular is an isomorphism when X is an affine curve, and also is an isomorphism if X is a projective curve of genus g ≥ 1.
If V is an object of Rep(K : G(X/k)), corresponding to the connection (V, ∇) and its restriction (V, ∇/K), then one has the Gauß-Manin connection defined on the finite dimensional K-vector space H i DR (X, (V, ∇/K)). Via (1.2), it corresponds to a groupoid action of G(K/k) on H i (G(X/K), V ) for i = 0, 1. We investigate the question of whether one can interpret the Gauß-Manin connection as one does in topology or in the ℓ-adic categories as mentioned in the abstract above. In those categories, G(X/K) corresponds to π 1 (X s , s), resp. π 1 (X × FqFq , x), G(X/k) to π 1 (X, x), while G(K/k) corresponds to π 1 (S, f (s)), resp. Gal(F q /F q ). So via the standard exact sequence expressing the absolute fundamental group as an extension of the one on the base with the relative one, one defines an action of π 1 (S, f (x)), resp. Gal(F q /F q ) on H i (π 1 (X s , x), ρ), resp. H i (π 1 (X × FqFq , x), ρ) for a representation ρ of π 1 (X, x).
In our setting, the map f * of groupoids in (1.1) is surjective, and one defines its kernel
as a discrete k-groupoid scheme, that is the k-morphism L δ → Spec(K)× k Spec(K) factors through the diagonal ∆ → Spec(K) × k Spec(K). Its representation category is equivalent to the representation category of the underlying group scheme L ⊂ G(X/k) ∆ over K. We show (Theorem 5.8) that the representation category of L is equivalent to the full subcategory of C(X/K), the objects of which are both subobjects and quotients of objects in C(X/k). On the other hand, the homomorphism rest in (1.1) factors naturally through L. One defines the subgroup scheme
over K of L and show (Proposition 3.1) that its representation category is the full subcategory of C(X/K) the objects of which are subquotients of objects in C(X/k). This allows us to define an obstruction, local at ∞ of X, for an object of C(X/K) to lie in Rep(H). We show that this obstruction does not necessarily vanish, thus the homomorphism G(X/K) → G(X/k) ∆ of group schemes is not necessarily injective (Proposition 3.2). This implies that the kernel of G(X/K) → G(X/k) ∆ has a non-trivial subgroup scheme which is defined in categorial terms, and which has the property that it has no homomorphism into the additive group G a (Theorem 4.7).
Thus there are at least two reasons why one can't overtake the standard argument describing a canonical action of G(K/k) on H i (G(X/K), V ), where V is a finite representation of G(X/k). Firstly, (1.1) is a sequence of groupoid schemes rather than group schemes, secondly G(X/K) → L is not injective. The reason why nevertheless one has this G(K/k)-groupoid action on H i (G(X/K), V ) comes from the fact that the natural homomorphisms
defined by functoriality are all isomorphisms for i = 0, 1 (Corollary 4.3 and Theorem 5.10). As a corollary, one obtains a Tannaka theoritic formulation of the Gauß-Manin connection on H i DR (X, (V, ∇/K)). It is to be noted that in spite of the description of Rep(L) and Rep(H) as full subcategories of Rep(G(X/K)) (Theorem 5.10 and Proposition 3.1), we are not able to conclude whether H → L is surjective or not, that is whether, as in topology or ℓ-adically, G(X/K)
The neutral Tannaka category of flat connections
Let f : X → Spec(K) be a smooth variety defined over a field of characteristic 0.
Definition 2.1. The category C(X/K) of flat connections relative to K (or simply of flat connections /K) has for objects the flat connections (V, ∇), ∇ :
where V is a locally free coherent module of finite type, and for morphisms the flat morphisms.
It is a rigid abelian tensor category over K and if we fix a K-rational point x ∈ X(K), we can endow C(X/K) with the fiber functor
with values in the category of finite dimensional K-vector spaces. Thus C(X/K) becomes a neutral Tannaka category and by the fundamental Tannaka duality [2] , Theorem 2.11, ω defines an equivalence of tensor categories
where G(X/K) is the Tannaka group scheme over K, and Rep f (G(X/K)) is the category of its finite dimensional representations. G(X/K) is a pro-group scheme over K which fulfills
Let V be an object of Rep f (G(X/K)). One defines its cohomology
Recall from [5] , I, section 4 that if G is a group scheme, its cohomology is defined as the right derived functor of the functor V → V G of invariants, and is computed explicitely by cochains. Here G(X/K) is pro-algebraic, acts on V via its quotient G(V ), and
for the K-algebra of functions, with its canonical G(X/K)-action, the G(X/K)-injective modules are still direct summands of (trivial) ⊗ K O[G(X/K)] as in [5] , I, (3.10). There are enough injective modules in this category of representations, and one defines
, one has as in [5] , I, 4.2 (1) that cohomology is also the derived functor Ext
On the other hand, if e is an i-extension of K by V in Rep f (G(X/K)), via Tannaka duality (2.2) one has an i-extension ǫ of (O X , d) by (V, ∇) in C(X/K) with ω(ǫ) = e (2.5) yielding a connecting homomorphism
where
is de Rham cohomology of the connection (V, ∇). This defines a homomorphism of K-vector spaces
Proposition 2.2. The homomorphism δ i (X/K) is an isomorphism for i = 0, 1, and is injective for i = 2. In particular, if X/K is an affine curve,
Proof.
which is the largest trivial subconnection of (V, ∇), where ω((V, ∇)) = V . For i = 1, (2.4) says that a class e ∈ H 1 (G(X/K), V ) is represented by an extension e : 0 → V → W → K → 0 in Rep f (G(X/K)) and that two such extensions e, e ′ yield the same cohomology class if there is a commutative diagram
On the other hand, a class ǫ ∈ H 1 DR (X, (V, ∇)), with Cech cocycle
′ yield the same cohomology class if and only if there is a commutative diagram
Thus Tannaka duality (2.2) yields the result for i = 1. We analyze
We set V 0 = Ker(V 1 → K) and denote by (V, ∇) etc. the corresponding flat connections. To say that δ ǫ (1) = 0 is to say that there is a flat connection (W, ∇) which makes the following diagram a diagram with exact rows and columns 0 0
But Tannaka duality yields the existence of an object W in Rep f (G(X/K)) making the following diagram a diagram with exact rows and columns 0 0
This is to say that the class of e in H 2 (G(X/K), V ) dies. This shows injectivity.
We now prove the last part of the Proposition. Let X/K be smooth projective curve of genus ≥ 1. If K = C, then the classical RiemannHilbert correspondence establishes a equivalence of Tannaka categories
Thus it defines a homomorphism
with dense image. Consequently, for any complex representation V
On the other hand, as the genus is ≥ 1, the universal covering of the Riemann surface X(C) is contractible. Thus
We conclude that
We now show the general case. Recall we just have to prove surjectivity. We may assume that K is of finite type over Q. Indeed, X, x, (V, ∇) are defined over K 0 ⊂ K which is of finite type over Q. So X = X 0 × K 0 K with X 0 defined over K 0 , and similarly for 
in C(X × K C/C). The connections and maps involved in ǫ are defined over an algebra K[S] of finite type over K, so we may replace ⊗ K C by ⊗ K K[S] in (2.17), keeping the same connecting homomorphism (2.6). We choose a closed point s ∈ S(K ′ ) with K ′ ⊃ K finite Galois. We restrict ǫ to (2.18) ǫ| s :
This still keeps the same connecting homomorphism (2.6). Replacing
ǫ| s defined over K keeping the same connecting homomorphism. This finishes the proof.
The not necessarily neutral Tannaka category of flat connections
Let g : X → Spec(k) be a smooth scheme with k a field of characteristic 0, where g factors through f : X → Spec(K) as in Section 2, thus X/K is a smooth variety and K ⊃ k is a field extension. We have C(X/k) as in Definition 2.1. Thus the objects of C(X/k) are flat connections (V, ∇), ∇ :
where V is a coherent locally free sheaf on X/K, and morphisms are flat morphisms. As in (2.1) we fix a K-rational point x ∈ X(K) which defines a fiber functor
Thus C(X/k) becomes a non-neutral Tannaka category when K = k. By the fundamental Tannaka duality [3] , Théorème 1.12, there is a groupoid scheme G(X/k) defined over k, acting on Spec(K)× k Spec(K) so that ω defines an equivalence of tensor categories
where Rep f (K : G(X/k)) denotes the category of finite dimensional K-representations of G(X/k). See the Appendix for a summary of the facts on groupoid schemes which will be used in the sequel.
We denote by
∆ is a discrete groupoid scheme over k. The representation category of a discrete groupoid scheme is equivalent to the representation category of the underlying group scheme over K. The embedding of Tannaka categories C(X/k)
with compatible fiber functor yields a homomorphism
∆ is equivalent to the full subcategory of C(X/K) the objects of which are subquotients of objects rest((V, ∇)).
Proof. Let us denote by C the full subcategory of C(X/K) the objects of which are subquotients of objects rest((V, ∇)), and by G(C) its Tannaka group scheme. Recall from [2] , Proposition 2.21 (a) that G(X/K) → G(C) is faithfully flat if and only if rest is fully faithful, which in our case is trivial, and any subobject in C(X/K) of an object in C is an object in C, which is trivial as well in our case. Recall from [2] 
∆ is a closed immersion if and ony if any object of C is a subquotient of an object in Rep(G(X/k) ∆ ). But by definition, objects in C are subquotients of objects in C(X/k), thus as fortiori of objects in Rep(C(X/k) ∆ ).
Proposition 3.2. The homomorphism of group schemes
Proof. We assume that X is an affine curve, and that k = C, K = C((s)). We wish to show that not every connection on X/K is a subquotient of a flat connection on X/k. We consider a rank 1 connection (L, ∇) on X/K. Its formal completion at a point y ∈X \ X, which we assume to be K-rational with local parameter t, is of the shape
has to be one of the M i , say M 0 , and not only it is a subquotient, it is also a sub relative connection. We write the matrix of the connection in a basis adapted to the decomposition (3.5)
This implies
as [a, A] has trace zero and (∂ t A)dt has residue zero. Let us denote by α 0 ∈ K the constant term in the t-expansion of α(t)
is not a subconnection of a flat connection /C. Now starting with (L, ∇) on X/K, we can always achieve the condition (3.9) by possibly multiplying the connection X/K by a function in K \C, i.e. ∇ new = ϕ·∇ old , ϕ ∈ K \C. This finishes the proof.
We will show in Theorem 4.7 that N has a nontrivial subgroup with no G a quotient.
The universal de Rham extension
In this section, the general assumption is as in Section 3: g : X → Spec(k) is a smooth scheme with k a field of characteristic 0, with factorization f : X → Spec(K) which makes X a smooth variety over the extension K ⊃ k. We assume throughout that the transcendence degree of K/k is ≤ 1. Fixing x ∈ X(K), we have C(X/k) and its groupoid scheme G(X/k) as in (3.1).
Let (V, ∇) be a flat connection on X/k. Recall [6] , section 3, that it Gauß-Manin connection is defined as the connecting homomorphism 
where MIC(X/K) is the category of quasi-coherent modules endowed with a flat connection on X/K, the morphisms being the flat morphisms, and Vec qc K is the category of quasi-coherent K-vector spaces (i.e. of infinite dimensional K-vector spaces). This category has enough injectives. One defines MIC(X/k) as the category of quasi-coherent modules endowed with a flat connection on X/k. This category has enough injectives. Moreover, as tacitly mentioned in [6] , Remark 3.1, the restriction functor MIC(X/k) → MIC(X/K), (V, ∇) → (V, ∇/K) sends injectives to injectives. Indeed, the sheaf of algebras of differential operators PDDiff(X/k) is flat over its sheaf of subalgebras PDDiff(X/K) as Zariski locally one can choose coordinates. Therefore, the restriction functor has an exact left adjoint, that is for M defined /k, with restriction to K denoted by M/K, and N defined /K, one has
This implies that the restriction to K of injective modules /k are injective /K. (We thank N. Katz for explaining us in more details his remark.) Thus for (V, ∇) an absolute connection, and (V, ∇)
On the other hand, the restriction of ∇ to H 0 DR (X, (V, ∇/K)) ⊂ V is the Gauß-Manin connection which we denote by GM. This induces the Gauß-Manin connection on H i DR (X, (V, ∇/K)), which we still denote by GM. One obtains a commutative diagram
We still denote by GM the Gauß-Manin connection on the full subcategory C(X/k) ⊂ MIC(X/k). Then (4.3) contains the sub-commutative square
with the property that the connecting homomorphism
is endowed with the connection Hom(GM, GM). The identity
is a flat section. We apply (4.1) to the flat connection
By the standard cocycle defined in the proof of Proposition 2.2 for a class in H 1 DR , the class1 defines an extension (4.5) with (4.6) being the identity.
Corollary 4.3. Let (V, ∇) be an object in C(X/k). Then the restriction homomorphism
Proof. As by Proposition 3.1, Rep f (H) is equivalent to a full subcategory of C(X/K), the homomorphism
, then by Theorem 4.2, e is isomorphic to the pull-back of (4.5) via 1 ∈ O X →ē ∈ H 1 DR (X, (V, ∇/K)), where (4.5) is now considered as an extension of relative connections on X/K. Consequently, (V ′ , ∇ /K ) is a subconnection of an absolute flat connection, thus (V ′ , ∇ /K ) is an object of Rep f (H). This shows surjectivity and finishes the proof.
as the smallest full subcategory of Rep f G(X/K) containing Rep f (H) and which is thick, that is so that whenever two objects are in Rep f (H) t , so is any extension. Proof. We just have to see that the category we construct in this manner is a sub-Tannaka category. It is obviously stable by taking duals. Furthermore, if V is in Obj n and W ⊂ V , then W ∈ Obj n . Indeed, write 0 → V 1 → V → V 0 → 0 a defining extension for V with V i ∈ Obj n−1 , then we just just have to see that V 1 ∩W is still in Obj n−1 . Thus by induction on n, we just have to see that if V ∈ Obj(Rep f (H)), and W ⊂ V is a subobject in Rep f (G(X/K)), then it is a subobject in Rep f (H). This is to say that G(X/K) ։ H, which is the definition. Finally, the definition is trivially compatible with tensor products. 
with G(X/K) → H t not necessarily injective. However it is fully faithful as, as in the proof of Proposition 3.1, every subobject in Rep
We define the non-trivial algebraic K-group
One has
Proof. We consider the exact sequence
of K-algebraic groups. We consider the relative connection (O X , d/K). As it is the resriction of an absolute connection, ω((O X , d)) is certainly a representation of H. From (4.7), one has a factorization
(4.10)
Thus Corollary 4.3 allows to conclude that
is surjective. In fact it is injective as well as Rep f (H t ) ⊂ Rep f (G(X/K)) is a full subcategory. We don't use the injectivity. We conclude from the long exact sequence associated to (4.9) that
(K is here the trivial object). But this kernel is 0 again as
Remark 4.8. In order to get rid of the assumption on the transcendence degree of K/k being ≤ 1, one has to introduce the category of vertical connections, that is those connections on X/k, the curvature of which lies in Ω 2 K ⊗ End(V). This is because the universal extension (4.
is an isomorphism for i = 1 and for all objects in Rep f (H), which we show now. An object of Rep f (H) is of the shape
an object in C(X/k). By fullness (Proposition 3.1),
Thus applied to V ′′ and i = 2 for which H 2 (G(X/K), V ′′ ) = 0 by Proposition 2.2, and to i = 1 for V ′ and V , we see that it is enough to show that ι * is an isomorphism for i = 1 and
. Then again ι * is injective for V 0 and i = 1 while it is an isomorphism for W/K and i = 1 by Corollary 4.3. Using again injectivity if ι * for V ′ and i = 2, we obtain the result.
The exact sequence of groupoids
The assumptions in this section are the same as in Section 4: g : X → Spec(k) is a smooth scheme with k a field of characteristic 0, with factorization f : X → Spec(K) which makes X a smooth variety over the extension K ⊃ k. We assume throughout that the transcendence degree of K/k is ≤ 1. Fixing x ∈ X(K), we have C(X/k) and its groupoid scheme G(X/k) as in section 3. See also the Appendix.
We recall that G(X/k) ∆ is the discrete groupoid scheme, pull back of G(X/k) over the diagonal ∆ → Spec(K) × k Spec(K). We define similarly
Lemma 5.1. The homomorphism of groupoid schemes
is surjective, and induces a surjective homomorphism
We define the pro-group scheme over K L = Ker(G(X/k)
Since the composite of functors
sends any object to a finite sum of the trivial objet, the composite map of groupoid schemes
Proof. It is clear that
We wish to show surjectivity. We first show Claim 5.3.
the largest subbundle which is stabilized by ∇ and on which
Indeed, by flatness of ∇, the composite map
is vanishing. On the other hand, one has
Consequently, H 0 (X, (V, ∇/K)) ⊗ K O X ⊂ V is stabilized by ∇ and lies in the largest subbundle on which ∇ is of the shape f * δ. On the other hand, it has to be the largest such, as any other W ⊂ V would have the property that (∇/K)| W is generated by flat sections.
Claim 5.3 shows that
. This finishs the proof.
Proof. We just set V = V 
Proof. Any representation of G(X/k)
∆ can be embedded in a direct sum of copies of the function algebra O(G(X/k) ∆ ). Indeed, the action of G(X/k) ∆ on a vector space V induces a coaction of the Hopf algebra
The axiom for δ is precisely requiring that V can be embedded into
By construction, the function algebra is the image under the fiber functor of an object in the Ind-category of the category C(X/k) (which consists of filtered direct limits of objects of C(X/k)). Thus one can find an object of C(X/k), the image of which contains the image of One has the functorial isomorphism
, Chapter 13). This implies that the functor Ind is faithfully exact ([8] , Chapter 2). Setting V = Ind(W ) in 5.13, one obtains a canonical map u W : Ind(W ) → W which is non-zero whenever W is non-zero, since Ind is faithfully exact. We want to show that this map is always surjective.
Let U = Im(u W ) and T = W/U. We have the following diagram
The composition Ind(W ) ։ Ind(T ) → T is 0, therefore Ind(T ) → T is a zero map, implying T = 0. Since Ind(W ) is a union of its finite dimensional subrepresentations, we can therefore find a finite dimensional G(X/k) ∆ -subrepresentation of Ind(W ) which still maps surjectively on W .
As any infinite dimensional representation is the inductive limit of finite dimensional ones, one obtains 
Proof of Theorem 5.8. Let us first remark that by definition, C is a full subcategory of C(X/K), which is trivially closed under taking the tensor product. We don't know yet whether it is an abelian subcategory.
We denote by Q : Rep f (L) → C(X/k) the functor defined by the inclusion H → G(X/K). By Corollary 5.7 the image of Q lies in C.
Being a tensor functor, Q is faithful. We show that it is also full. Let U 0 , U 1 be objects in Rep f (L) and φ : Q(U 0 ) → Q(U 1 ) a C-morphism, i.e. φ is a K-linear map U 0 → U 1 , which is only G(X/K)-linear where the actions of G(X/K) is induced from the homomorphism q :
By Corollary 5.7 there are L-linear morphisms π : V 0 ։ U 0 and ι : U 1 ֒→ V 1 , where V 0 and V 1 are objects in Rep f (K :
By Corollary 5.4, the map ψ is L-linear. This implies that φ is L-linear as well.
We now show that each object of C is isomorphic to the image under Q of a representation of L. An object of C has the form Im(ϕ) where ϕ : V 0 /K → V 1 /K as in Remark 5.9. By the above discussion, ϕ is also in the image of Q, hence so is Im(ϕ).
Thus the functor Q : Rep f (L) → C is fully faithful and each object of C is isomorphic to the image of an object of Rep f (L). This shows that C is a tensor subcategory in C(X/K), hence a Tannaka category, and the canonical map q : G(C) → L is an isomorphism ([2], Theorem 2.21).
We now prove the main theorem of this section, which was one motivation for the article. 
Thus applying RH(L, * ) to (4.5), one obtains that the connecting homomorphism (4.6), which is an isomorphism, factors through the group H 1 (L, (V, ∇/K)) in the following way
. Consequently, using Proposition 2.2 for i = 1, the natural homomorphism
is surjective. On the other hand, by Theorem 5.8, Rep f (L) is a full subcategory of Rep f (G(X/K)), thus (5.19) is injective as well. This finishes the proof.
Then the extension defined in (4.5) yields an extension in Rep f (K :
is the identity.
The Gauß-Manin connection from the Tannaka viewpoint
As usual, we consider an absolute connection (V, ∇) ∈ Obj(C(X/k)) together with its fiber functor
One considers the following diagram of functors:
According to Lemma 5.2, the canonical morphism
is an isomorphism. Thus the above diagram is commutative. As a consequence we obtain canonical morphisms
where, on the left hand-side, the derived functor is taken in Rep(K : G(X/k)) and on the right hand-side the derived functor is taken in MIC(X/k). From the Remark 4.1 and the commutative diagram 4.3, we know that the right hand-side is the n-th relative de Rham cohomology The group cohomology H i (L, V ) for any L-representation V is defined as the right derived functor of the functor
In case V is the restriction to L of a representation of G(X/k), there exists a canonical homomorphism
defined by constructing a map from an injective resolution of V in Rep(K : G(X/k)) to an injective resolution in Rep(L) (see Appendix, Lemma A.1).
Proposition 6.1. The canonical homomorphism
is an isomorphism. Consequently it induces a representation of G(K/k) on H n (L, V ) which has the property that the canonical homomorphism
Proof. According to the discussion above, it suffices to show that a representation of G(X/k) which is injective (as object in Rep(K : G(X/k))), remains injective when considered as representation of L. The proof is based on the following lemma which will be proved in the rest of the section.
Set G := G(X/k). Let O(G) be the ring of regular functions on G. There is a natural action of G on O(G) called the left regular action, see Appendix.
Let us first assume this lemma. Since L is normal in
, Chapter 16, hence by [8] , Theorem 1, it is injective as a L-representation. Therefore any injective G ∆ -representation, being direct summand of a direct sum of copies of O(G ∆ ), remains injective when considered as a L-representation. Thus O(G) is also an injective L-representation.
According to Lemma A.2 in the Appendix, we have the following resolution of V in Rep(K : G):
where the tensor product is taken over K and the action of K on O(G), indicated by the subscript t , is induced from the map t :
of the complex, G acts by its action on the last tensor term. Hence, as a complex of G ∆ -modules, it is a resolution of V by injective G ∆ -modules. As (6.6) is an injective resolution of V both in Rep(K : G) and in 
Lemma 6.3. There exists a functorial isomorphism
Ind is the right adjoint to the functor restricting G-representations to G ∆ .
Proof. The map is given by composing with the canonical projection
Lemma 6.4. The functor Ind is exact if and only if
Proof. Since G ∆ is a group scheme over a field K, its representations are union of their subrepresentations of finite dimension over K. Therefore the injectivity of O(G) requires only to be checked on finite dimensional representations of G ∆ . For such a representation W , we have
Since the dualizing functor (−) * and the functor tensoring over K are exact, the claim follows.
Let us use the following notation of Sweedler for the coproduct on O(G):
Lemma 6.5. The following map
is an isomorphism, where π is defined in 6.10.
Proof. We define the inverse map to this map. Let
be the map that maps g ⊗ h → (g) g (1) ⊗ ι(g (2) h. We have for λ ∈ K, and for t, s :
Checking ϕψ = id, ψϕ = id can be easily done using the property (A.14) of ι.
Corollary 6.6. For any W ∈ Rep(G ∆ ) we have the following isomorphism
The inverse is given by
Proof. Tensoring the isomorphism in (6.12) with W and applying the functor (−) G ∆ we obtain Φ.
6.3. Proof of Lemma 6.2. According to Lemma 6.4 , it suffices to show the exactness of Ind. According to Corollary 6.6, the functor
hence is exact. Since O(G) is faithfully flat over K ⊗ k K, Ind is exact.
Remark 6.7. The above proof for groupoid schemes is inspired by Takeuchi's proof ( [8] ) for the case of group schemes.
Appendix A. Groupoid schemes
In this Appendix, we briefly recall the notions of affine groupoids and their representations which are used in the article. Our reference is [3] , Section 3.
A.1. Groupoid schemes. We fix a field k. By a k-affine scheme we mean the spectrum of a k-algebra (not necessarily finitely generated over k). Let S/k be a k-affine scheme. With this terminology, S can be taken to be the spectrum of a field extension S = K ⊃ k. An affine k-groupoid scheme acting on S is a k-affine scheme G together with two morphisms (the source and the target maps) s, t : G → S, satysfying the following axioms:
(i) There exists a map m : G s × t G → G called the product of G, satisfying the following associativity property
(ii) There exists a map ε : S → G called the unit element map, satisfying the following property
(iii) There exists a map ι : G → G, called the inverse map, satisfying the following properties:
where s × t denotes the fiber product over S with respect to the maps s and t.
Let T be a k-schema. By definition, the category (S(T ), G(T )) has for objects the morphisms T → S and for morphisms between two objects a, b : T → S the morphisms φ :
The axioms A.1-4 for G imply that this category is a groupoid. Note that the set of all morphisms of (S(T ), G(T )) is precisely G(T ) =  Hom k (T, G) .
A groupoid scheme G acting on S is said to be acting transitively if there is a map φ : T → G such that the map (s, t)φ : T → S × S is faithfully flat. This implies that (s, t) : G → S × S is a faithfully flat map.
A groupoid scheme G acting on S is called discrete if the structure map (s, t) factors through the diagonal map ∆ : S → S × S and a map u : G → S. In this case G equipped with u is an S-group scheme.
For example, define G ∆ as the pull-back of G along the diagonal map ∆ : S × S.
Then G ∆ is a discrete S-groupoid scheme, which is a subgroupoid scheme in G.
Another simple example is S, which is a groupoid acting on itself by means of the diagonal map.
A.2. Homomorphisms. A morphims of k-groupoid schemes acting on a k-scheme S is a morphism of the underlying k-schemes which is compatible with all structure maps. For instance, the unit element map ε : S → G is a morphism of groupoid schemes.
For two homomorphisms of groupoid schemes G i → G, i = 1, 2, there exists an obvious structure of groupoid scheme on G 1 × G G 2 . In particular, we define the kernel of a homomorphism f : G 1 → G as the fiber product ker f := S × G G 1 . It is easy to see that ker f is a discrete groupoid scheme, defining a group scheme over S. Assuming that G 1 and G act transively on S, then, by taking the fiber product with S over S × S, i.e. taking the diagonal group schemes, we see that ker f is isomorphic to the kernel of the homomorphism G ∆ 1 → G ∆ of group schemes:
A.3. Representation. Let V be a quasi-coherent sheaf on S. A representation of G in V is an operation ρ, that assigns to each k-schema T and each morphism φ :
where (a, b) = (s, t)φ, the source and the target of φ, and a * (resp. b * ) denotes the pull-back of V along a (resp. b). One requires that this operation be compatible with the composition law of the groupoid (S(T ), G(T )) and with the base change. The latter means: for any morphism r :
In particular, one has the trivial representation of G in R = O S where all morphisms ρ(φ) are identity morphisms.
A.4. Tannaka duality. Assume that G acts transitively on S, then representations of G form an abelian category which is closed under taking the tensor product. We denote this category by Rep(S : G). We denote the full subcategory of Rep(S : G) of those representations which are of finite rank as sheaf on S by Rep f (S : G). Each object of Rep f (S : G) is local free when considered as sheaf on S, and each object of Rep(S : G) is a filtered union of its finite rank subrepresentations. Using the inverse map, to each representation in a coherent locally free O S -module, one can define a representation in the dual coherent sheaf. Finally, for the trivial representation in O S , the set of endomorphisms is isomorphic to k. See [3] , Section 3, for details.
A category with the above properties is called a tensor category over k. Conversely, for any tensor category C over k with a fiber functor to the category Qcoh(S) of quasi-coherent sheaves over S, one can construct a groupoid scheme G acting transitively on S, such that the fiber functor factors becomes an equivalence of tensor categories C ∼ = → Rep(S : G). This correspondence is in fact a 1-1 correspondence between tensor categories over k equipped with a fiber functor to Qcoh(S) and k-groupoids acting transitively over S, known as the Tannaka duality [3] , Théorème 1.12.
A.5. Representations of discret groupoids. If G is a groupoid scheme acting discretly over S then one can easily deduce from the definion that representations of G are in 1-1 correspondence with representations of the underlying S-group scheme. If (ρ, V ) is a representation, for all commutative diagrams The discussion in the previous subsection shows that V is projective over R.
In particular, the coproduct on O(G) can be considered as a coaction of O(G) on itself and hence defines a representation of G in H, called the right regular representation. where the tensor product is taken over K and the index t specifies the action t of K.
Proof. This can be done exactly as in the case of group schemes over a field ([5] , Chapter 4), and will be omitted.
