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Abstract
This thesis provides inferential methods for the analysis of two biological systems,
for which single cell experimental data are available.
In the first part of the thesis we focus on a hierarchical analysis on multi-
ple, single cell, Nrf2 reporter levels in nucleus and cytoplasm, observed in human
endothelial HMEC-1 in vitro cells (Xue et al., 2015a). Nrf2 is a transcription factor
that regulates the expression of several defensive genes protecting against various
cellular stresses and forms of oxidation. This analysis aims to gain an insight into
this essential cellular protective mechanism. We propose a reaction network based on
five reactions, including a distributed delay and a non-linear term, for longitudinal
measurements of the amount of Nrf2 in nucleus and cytoplasm. The diffusion ap-
proximation (DA) is used to approximate this Markov jump process with a stochastic
delay differential equation (SDDE). Since this continuous process is only observed at
discrete time points, a second approximation, the Euler-Maruyama approximation
(EMA) of the DA, is needed to obtain an approximate likelihood for this bivariate
process. Furthermore, to make use of multiple single cell data, we embed the model
in a Bayesian hierarchical framework. Moreover, a measurement equation, which
involves a proportionality constant and a bivariate normal error, for the nuclear and
cytoplasmic measurements, is necessary to relate the original unobserved population
levels, X, to the observations, Y. This introduces a hidden Markov process for X and
a Bayesian analysis is performed, via a data augmentation procedure, to explore the
high dimensional posterior space which includes a bivariate latent process X for ev-
ery cell. We show results obtained on simulation studies, proving the validity of the
methodology, and on a real data application, composed of 35 single cell fluorescent
xvi
levels under the basal condition, and of 36 under the induction by a stimulant, both
observed every two minutes for 1.5-7 hours.
In the second part of the thesis we describe the analysis of a switch gene
model for mRNA populations. We consider a gene that switches, with exponential
waiting times, between a more active ON state and a less active OFF state, where
the gene transcribes mRNA at a higher and a lower rate, respectively. We observe,
via a measurement equation, the mRNA level in each cell, which is assumed to
have reached a steady state. We analytically derive the stationary distribution of
such a model and infer its parameters from experimental data, again via hierarchical
Bayesian inference. The mRNA populations are only observed up to a proportional-
ity constant and with a second source of white noise attributed to the measurement
process. As in the previous case, we use a data augmentation procedure to explore
the posterior space of the latent data. The analysis is repeated for different levels
of induction by tetracycline, a stimulant, which results in increased gene expression.
We particularly focus on studying how the stimulation affects the system.
xvii
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Chapter 1
Introduction
Science is but a perversion of itself
unless it has as its ultimate goal the
betterment of humanity.
Nikola Tesla
Recent advances in fluorescent light reporter techniques have allowed biolo-
gists to collect good quality data at a single cell level. This thesis presents original
methods for inference in two stochastic biological systems, both modelling transcrip-
tional dynamics in single cells. In Part I we consider a stochastic system for protein
populations where, for each cell, we observe repeated measurements, in both nucleus
and cytoplasm, generating a bivariate longitudinal process. Conversely, in Part II
we infer a dynamical system for mRNA populations where the system is assumed to
be in steady state and mRNA levels are observed once for each cell. In both cases, a
measurement equation is used to relate the observations to the original unobserved
levels, which are treated as latent states. In order to deal with these hidden layers,
we use data augmentation methods to sample the unobserved data. Inference is
carried out, via Metropolis-within-Gibbs algorithms, by alternately sampling from
the conditional distributions of parameters and latent states. Both analyses follow
a Bayesian hierarchical approach which allows us to explicitly model the experimen-
tal variability and to compare different experimental conditions by means of the
hyper-parameters’ posterior densities.
A significant portion of the thesis is dedicated to the analysis of the experi-
mental data.
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1.1 Thesis outline
Part I
In the first Part of the thesis we consider a collection of multiple single cell bivariate
processes, each describing the levels of Nrf2 protein in the nucleus and cytoplasm of
a cell. Nuclear factor (erythroid-derived 2)-like 2, also known as NFE2L2 or Nrf2, is
a transcription factor that regulates the expression of detoxifying and anti-oxidant
enzyme genes (Itoh et al., 2003), protecting against environmental toxic attacks,
oxidative stress, lipid peroxidation, macromolecular damage, metabolic dysfunction
and inflammation (Taguchi and M, 2011; Malhotra et al., 2010). Recently, it was
found (Xue et al., 2015a,b) that Nrf2 undergoes autonomous translocations, indepen-
dently of stimulation, between nucleus and cytoplasm, which generate oscillations in
the levels of nuclear and cytoplasmic Nrf2. Our aim is to introduce a mathematical
model for such oscillations, and infer its parameters from experimental data, to gain
an insight into the nature of this protective mechanism.
In order to analyze experimental data, we use population dynamical systems.
These are systems which model the dynamics of species as birth and death pro-
cesses. However, due to the analytic intractability of the resulting Markov jump
process (MJP), approximations are needed. In particular we focus on the diffusion
approximation (DA) which, jointly with the Euler-Maruyama approximation (EMA),
allows us to formulate and compute an approximate likelihood for fitting the model
to real data. The measurement equation relating the observations to the original
Nrf2 reporter levels involves a proportionality constant and a bivariate normal error.
Inference is implemented by alternately sampling from the conditional distributions
of the model parameters and the unobserved population levels, treated as a hidden
Markov process. In order to take advantage of the availability of multiple single cell
data, a Bayesian hierarchical structure is assumed at the cell level. Simulations are
carried out to assess the validity of the proposed methodology, which is then used
to infer parameters from the available experimental data.
Part I is organised as follows. Chapter 2 introduces the biological system,
the reaction network associated with it and the available data. Chapter 3 describes
the likelihood approximation, the measurement equation and the inferential method-
ology, involving the data augmentation procedure, the hierarchical framework and
the MCMC algorithm. It also illustrates simulation studies showing the validity of
our methods. Chapter 4 presents inference on the experimental data, as well as
some preliminary exploratory analyses, allowing us to gain a useful insight into the
Nrf2 system. Chapter 5 concludes the Nrf2 study with a stability analysis of the
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system near its equilibrium in order to study the qualitative nature of the observed
oscillations.
Part II
The second part of the thesis focuses on the analysis of mRNA levels in single cells,
for a large population of cells. We propose a two-state switch model for the gene
expression: the gene switches between an active ON state and a dormant OFF state;
it transcribes mRNA at a higher and lower level in the former and latter state,
respectively. We find that such a system has a Poisson-beta distribution for the
population of mRNA in a cell at equilibrium.
As in the previous analysis, we introduce a measurement equation, involving
a proportionality constant and a source of random noise, to relate the observations
to the unobserved populations of mRNA, which are treated as latent states. Again,
as for the Nrf2 analysis, we employ a data augmentation procedure to deal with
the unobserved data and we alternately sample from the conditional distributions of
parameters and latent states. The experimental data consist of a single measurement
in each cell, which is assumed to be at equilibrium, for a multitude of cells, about
10,000 in each experiment. Given the availability of four experimental replicates
the analysis is embedded in a Bayesian hierarchical framework, with a hierarchy
on the experimental replicate. Furthermore, data are collected under various levels
of induction by tetracycline, a stimulant, which appears to boost gene expression
levels. After showing the validity of our methodology in simulation studies, we use
it to infer parameters from the available data and compare results under different
experimental conditions.
Part II is organised as follows. Chapter 6 introduces the biological framework,
the motivation of the analysis, the available data which will be used for inference and
the two-state switch model we propose. Chapter 7 mostly focuses on the mathemat-
ical and statistical technical aspects: the derivation of the Poisson-beta stationary
distribution for the mRNA population, the measurement equation, the data augmen-
tation procedure, the hierarchical framework and the MCMC algorithm. In Chapter
7 we also present results from simulation studies indicating the methodology we pro-
pose is a valid inferential tool. Chapter 8 shows inference on the available data and
draws some conclusions about the nature of the biological mechanism by comparing
posterior results for the different experimental conditions.
3
Conclusions
At the end of the thesis we briefly summarize the results and achievements obtained
in both analyses, introduce ideas about possible extensions of the work presented
here and conclude the thesis.
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Part I
Modelling and Bayesian inference
for single cell Nrf2 latent processes
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Chapter 2
Biological processes
There are many things in life that
will catch your eye, but only a few
will catch your heart. Pursue these.
Michael Nolan
In this Chapter we introduce some background notions about Nrf2 and ex-
plain the motivation of the study. We then describe how the experimental data
is obtained and present a simple modelling approach for Nrf2 movements; we also
present the parameters of interest and the reaction network which will be used in
the following Chapters, to build a likelihood for the model and analyse our data.
2.1 Motivation
The excess of oxidative stress is implicated in several diseases, such as cancer, dia-
betes, atherosclerosis, Alzheimer’s and Parkinson’s (Pi et al., 2007). The induction
of genes that protect against such stress is essential to control the oxidative dam-
age. These genes are regulated through antioxidant response elements (AREs) by
Nuclear factor (erythroid-derived 2)-like 2, simply called NFE2L2 or Nrf2. Nrf2 is a
transcription factor; in other words it is a protein which regulates the expression of
other genes. In particular Nrf2 plays a central role in this protective mechanism by
up-regulating ARE-driven detoxification and antioxidant genes, especially if under
specific stimuli (Lee et al., 2005).
The target of our study is to develop an inferential procedure to model the
dynamical Nrf2 movements between nucleus and cytoplasm of a cell, in order to
improve our current knowledge of the nature of this essential phenomenon.
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Figure 2.1: Biological mechanism generating Nrf2 oscillations. Reproduced from Xue et al.
(2015b).
Figure 2.1 graphically illustrates the relevant biological processes. In the cy-
toplasm, Nrf2 regulatory activity is repressed by binding to the proteins Keap1 and
PGAM5, which act as inhibitors, holding Nrf2 in the cytoplasm (Kobayashi et al.,
2004; Itoh et al., 2003). When the PGAM5:Nrf2:Keap1 complex is disrupted, the
liberated Nrf2 enters the nucleus and activates its target genes by binding to AREs
(Pi et al., 2007). This process is enhanced when the cell is exposed to oxidative
and electrophilic stress. At the same time, the release of PGAM5 from the com-
plex decreases phosphatase activity (Lo and Hannink, 2006; Takeda et al., 2009):
PGAM5 inhibits Fyn de-phosphorylation and thus effectively increases the active
phosphorylated Fyn, that we call aFyn, which enters the nucleus. Thereafter Nrf2 is
phosphorylated by the aFyn kinase and expelled from the nucleus to the cytoplasm
(Kaspar and Jaiswal, 2010), where it is bound once again by Keap1 and PGAM5.
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Figure 2.2: Measurement process for the Nrf2 reporter protein.
2.2 Data
The available data, acquired from Xue et al. (2015b) although most images are self
processed to obtain the raw data, have been obtained from fluorescent images of
a reporter of Nrf2 protein in human endothelial HMEC-1 in vitro cells, recorded
every 2 minutes for a period of about 1.5-7 hours. The measurement process, which
leads to the observed light intensity, can be seen in Figure 2.2 and consists of a tran-
sient transfection of exogenous Nrf2 DNA fragments which produce an engineered
reporter protein able to emit light (Xue et al., 2015b). First, some genetically manip-
ulated fragments of DNA are inserted in the nucleus of the cell: from these modified
filaments, Nrf2 reporter mRNA is transcribed; this mRNA translates to reporter
protein, able to emit light when stimulated with some laser. Therefore the manip-
ulation generating the reporter happens at the bottom of the process and what is
actually measured is not the original protein population level (on the left of the
image). Although we are interested in the latter process, it is sensible to analyse
the former one because we believe reporter Nrf2 to behave in a very similar fashion
to the original Nrf2 protein; hence, we assume we can obtain information about the
mechanism of the Nrf2 system by analysing its reporter protein.
The light intensity obtained via this procedure is then evaluated, separately
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Figure 2.3: Light intensities of Nrf2 reporter in a cell before (left) and after (right) identi-
fying the boundary between nucleus and cytoplasm (in green) and the cell limits (in purple).
in nucleus and cytoplasm, and converted via the CellTracker software (Du and
Bretschneider, 2013), up to a proportionality constant and a source of white noise,
into the concentration of Nrf2 reporter in each compartment. The nuclear and cel-
lular borders need to be traced via a semi-manual procedure. As visible in Figure
2.3, one can distinguish nucleus and cytoplasm (left image) by their different light
intensities and trace the border between the two compartments (green light on the
right image). In a similar fashion it is possible to see the border of the cell as the
light intensity rapidly disappears. This procedure is repeated every 10 frames (cor-
responding to 20 minutes). The CellTracker software (Du and Bretschneider, 2013)
then interpolates the borders, also accounting for the cell movement, for the 9 frames
in between. The borders of each frame obtained from this procedure are then checked
by eye, one by one, and adjusted in order to minimize the measurement error. It is
intuitive that such a measurement process is affected by a source of error, which we
will treat with different modelling assumptions, also investigating what impact they
have on inference.
Figure 2.4 shows an example of the observed dynamic levels of Nfr2 reporter in
nucleus and cytoplasm, for two different cells. Interest lies in modelling the observed
oscillations in the concentration of Nrf2 reporter, generated by the translocations it
undergoes between nucleus and cytoplasm.
Data are collected under two experimental settings: in a basal condition
and under the induction by a stimulant, sulforaphane (SFN). SFN is an exogenous
activator (Dinkova-Kostova et al., 2002; Tanigawa et al., 2007) found in bioactive
compounds in fruit and vegetables and the level of induction used (2 µM) is com-
patible with those found naturally in these aliments. For the basal and stimulated
conditions, data from 35 and 36 single cells are available, respectively. Our infer-
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Figure 2.4: Observed Nrf2 oscillations in nucleus (bottom) and cytoplasm (top) of a cell.
ential method is applied to both conditions, and results under different settings are
compared.
The number of images of each cell varies between 111 and 417, for the basal
condition, and between 102 and 361, for the stimulated one. The average number
of observations per cell are 222 and 193, again for the basal and stimulated condi-
tions, respectively. In the Appendix, Figures B.1-B.10 show the Nrf2 concentrations
observed in the available data.
Our analysis focuses on Nrf2 reporter protein levels. However, for simplicity,
in the following we will mostly refer to it as Nrf2.
2.3 Biochemical modelling
We now introduce the notion of a biochemical reaction network, a concept that will
allow us to appropriately define our system. A biochemical reaction network network
is a system involving r species in a well stirred environment, X(1), ..., X(r), taking
values in N, and q reactions R1, ..., Rq, where each reaction Ri is defined as
Ri : mi,1X
(1) +mi,2X
(2) + ...+mi,rX
(r) → ni,1X(1) +ni,2X(2) + ...+ni,rX(r) (2.1)
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or, analogously, in vector form,
Ri : miX → niX, (2.2)
with X = (X(1), ..., X(r))T and where mi = (mi,1, ...,mi,r) and ni = (ni,1, ..., ni,r)
respectively indicate the number of molecules of each species involved as reactants
and products of the i-th reaction (Wilkinson, 2012). Normally, mi and ni assume
integer values, as it is the case in here, and are called stoichiometries.
We define the stoichiometry vector associated to Ri, as vi = ni − mi, i =
1, ..., q. This vector indicates the changes generated by the corresponding reaction
in the populations of species. From these, we can introduce the r × q stoichiometry
matrix S = (vT1 , ..., vTq ).
Every reaction Ri is associated to a hazard wi(Xt, θ) which depends on the
value of the process at time t, Xt = (X
(1)
t , ..., X
(r)
t )
T , and on a vector of constants, θ,
which represents our kinetic parameter vector. Each hazard indicates how likely the
corresponding reaction is to happen in an infinitesimal time interval. Considering
the infinitesimal time dt, then wi(Xt, θ) dt indicates the probability that reaction Ri
occurs in (t, t+ dt], i = 1, ..., q (Wilkinson, 2012).
2.4 Nrf2 reaction network
The biological process described in Section 2.3 naturally generates translocations
between nucleus and cytoplasm which can produce oscillations in nuclear and cy-
toplasmic levels of Nrf2. By looking at Figures B.1 to B.10 in the Appendix, we
can see that several cells, although not most of them, exhibit clear oscillations in
their nuclear and cytoplasmic concentrations. We now propose a two dimensional
system which is able to explain the observed oscillations and takes into account the
intracellular movements of Nrf2 proteins, between nucleus and cytoplasm, as well
as their synthesis and degradation. The model is a simplified representation of the
structure described before: in particular, it simplifies Nrf2 nuclear phosphorylation,
acting via the effect of aFyn, with a delay term. Several delay differential equation
(DDE) models are proposed by (Xue et al., 2015b). In collaboration with some of
the authors of the paper (Xue et al., 2015b), Dr Hiroshi Momiji and Prof. David
Rand (both at Warwick Systems Biology Centre) and Prof. Paul Thornalley (War-
wick Medical School), we modify those DDEs and develop a model which simplifies
the system, facilitating parameter inference while reproducing its main feature, i.e.
oscillations. In particular, the model we present here represents the final compro-
mise between the practical identifiability of parameters, observed in simulations, and
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Figure 2.5: Simplified version of biological mechanism driving Nrf2 translocations: the
blue solid lines indicate transformations, the red dashed lines represent signaling. The
phosphorylated nuclear Nrf2, pNrf2, is substituted by the delayed nuclear level.
the model realism. Indeed, every modification aimed at easing inference, has been
discusses with the collaborators cited above before being implemented. The system
we use in our analysis is graphically illustrated in Figure 2.5.
The formulation we present, illustrated in Table 2.1, involves five reactions
(q = 5) and two populations (r = 2), with X = (XN , XC)T , representing the total
molecular populations of Nrf2 reporter protein in nucleus and cytoplasm, respec-
tively, and their value at time t is denoted by Xt = (XNt , XCt )T .
We now illustrate the reactions and respective rates and stoichiometry vec-
tors. All parameters used in the hazards are real positive rates, which we embed in a
parameter vector that we call θ, that will be defined later, once all parameters have
been introduced. All rates are expressed per minute.
• R1 represents the movement of a molecule of Nrf2 reporter from the cytoplasm
to the nucleus, which generates an increase of 1 in XN and a decrease of the
same amount in XC , hence v1 = (1,−1). The respective rate is linear and
proportional to the population of cytoplasmic Nrf2: w1(Xt, θ) = kdXCt .
• R2 indicates the movement of a molecule in the opposite direction, i.e. from the
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nucleus to the cytoplasm, generating an increase in the cytoplasmic amount
and a decrease in the nuclear one, thus v2 = (−1, 1). This reaction has a
non-linear hazard function. This has a key role in that it is responsible for the
oscillations in the nuclear and cytoplasmic levels, also under the deterministic
setting, as we will show in Section 2.5. In particular, we assume that the
rate for R2 involves a Michaelis-Menten (MM) formulation, which represents a
special case of the Hill equation where the Hill coefficient has been set to one.
The MM term is
kaX
N
t
Ka +XNt
, where, ka represents the maximum rate achieved
by the system, attained at the substrate saturation concentration, and Ka,
the Michaelis constant, is equal to the concentration of substrate at which
the reaction rate is half the maximum, ka (Down and Riggs, 1964; Goldbeter,
1996). The rate for R2 further involves a distributed delay τ , representing the
time from the moment Nrf2 enters the nucleus to when it is phosphorylated.
The delay term represents an integral over the distribution of the delay fτ (.),
which will be specified later, Eτ (XNt−τ ) =
∫
XNt−τ fτ (τ)dτ , where Eτ (.) denotes
the expectation operator with respect to the distribution of τ and τmax is the
maximum value the delay is assumed to take.
We define the rate for reaction R2 as:
w2(Xt, ..., Xt−τmax , θ) = Eτ (XNt−τ )
kaX
N
t
Ka +XNt
,
where, to simplify the notation, we introduce Xt,...,t−τmax = (Xt, ..., Xt−τmax)
as the element containing all the delayed populations up to the maximum delay,
from time t to t− τmax.
The term Eτ (XNt−τ ) models the delayed nuclear export signal (NES), originat-
ing in the reversible phosphorylation of Fyn, and approximates the fraction of
phosphorylated nuclear Nrf2, denoted by the symbol pNrf2 in Figure 2.5. In
fact, pNrf2 is a subset of the total nuclear Nrf2 and hence can be approximated
by the delayed nuclear Nrf2 multiplied by a factor c˜, 0 < c˜ < 1, representing the
fraction of pNrf2 over the total nuclear Nrf2, which is assumed to be constant
over time. Therefore, when interpreting inference about ka, one should keep
in mind that this parameter represents the product of the original Michaelis-
Menten parameter, that we call k¯a, and the constant c˜: ka = k¯a c˜.
Similar to R2, we initially considered a non-linear rate for R1 too. However,
we noticed in simulations that such a system, with two non-linear rates, leads
to difficulties in identifying the corresponding highly correlated parameters.
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Therefore, together with our collaborators, we decided to simplify w1 with
a linear rate; instead, we kept w2 in its non-linear form due to the greater
biological complexity of the nuclear export, which is believed a priori to drive
the observed oscillations and would not be realistically modelled by a linear
rate.
• R3 denotes the synthesis of one new protein in the cytoplasm, causing an
increment of 1 in XC , so v3 = (0, 1). In principle, the synthesis of new protein
depends on the amount of Nrf2 reporter mRNA. However, since we do not
observe these mRNA levels, we approximate the associated hazard, with a
constant rate: w3(Xt, θ) = γ.
• R4 and R5 refer to two different degradation pathways, happening in nucleus
and cytoplasm. They both generate a loss of 1 molecule in the respective
compartment, hence v4 = (−1, 0) and v5 = (0,−1). The rates, governed by
the same constant δ, representing the cellular degradation rate per molecule,
are proportional to the molecular populations of Nrf2 in either compartment
and are equal to w4(Xt, θ) = δ XNt and w5(Xt, θ) = δ XCt . We also considered a
more general formulation for the degradation pathway by assuming two distinct
degradation rates in nucleus and cytoplasm. Such a structure introduced a
strong correlation between the two degradation rates which were difficult to
accurately infer. In collaboration with Prof. Paul Thornalley, we simplified
the system keeping its model realism by assuming a common degradation rate
in the two cellular compartments.
Distributed delay
We introduce parameters µτ and στ , both in [0, τmax), representing the mean and
standard deviation of τ , respectively. We assume that the distribution of the delay
can be realistically modelled by a scaled beta distribution with values between 0 and
a fixed maximum for the delay τmax,
τ
τmax
∼ Beta
( µτ
τmax
,
στ
τmax
)
, where Beta(µ, σ)
denotes the beta distribution with mean µ ∈ [0, 1] and standard deviation σ ∈ [0, 1).
Therefore we can now define θ = (kd, ka,Ka, µτ , στ , γ, δ) as the kinetic parameter
vector of the system, where each element belongs to R+.
The delayed component is obtained, at each time point t, as the average over
the possible values of the distribution of τ ,
Eτ (X
N
t−τ ) =
∫ τmax
0
XNt−τfτ (τ)dτ, (2.3)
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Reaction R1 R2 R3 R4 R5
Reaction Nuclear Nuclear Synthesis Nuc. Cyto.
description import export deg. deg.
Change XCt → XNt XNt → XCt ∅ → XCt XNt → ∅ XCt → ∅
vi (1, -1) (-1, 1) (0, 1) (-1, 0) (0, -1)
wi kdX
C
t Eτ (X
N
t−τ )
kaX
N
t
Ka +XNt
γ δ XNt δ X
C
t
Table 2.1: Overview of reactions included in the reaction network and respective hazards,
where for simplicity of notation we use wi to refer to wi(Xt,...,t−τmax , θ). “Nuc. deg.”
and “Cyto. deg.” are abbreviations for nuclear degradation and cytoplasmic degradation,
respectively.
where the density of the delay, fτ (τ)
d
= fBeta( µτ
τmax
, στ
τmax
)
( τ
τmax
)
/τmax, is assumed
to follow a beta density re-scaled with respect to τmax, where fBeta( µτ
τmax
, στ
τmax
)(.)
indicates the density of a beta distribution with mean µτ and variance στ . The
more usual parametrization of the beta distribution, in terms of parameters which
are often called α and β, can easily be retrieved.
This upper limit is justified by the fact that τ represents the time from the
moment Nrf2 enters the nucleus to the moment it is phosphorylated, which is only a
part of the entire cycle in Figure 2.5, i.e. looking at the experimental data (Figures
B.1 to B.10 in the Appendix), when a cell exhibit a clear oscillation, it hardly lasts for
much longer than 1 hour; therefore we initially set τmax = 60 minutes. Inference on
experimental data, in Section 4.6, confirms the plausibility of this choice as posterior
densities for µτ are far from τmax. Therefore it seems sensible not to extend the
delay further, also considering that the first τmax minutes of the observed process
cannot be used in the analysis as their delayed process is not yet observed; e.g. the
delay for time t would be between time t and time t− τmax, which is only available
for t > τmax. Assuming τmax = 60, given data are available every 2 minutes, we can
only compute the delay from the 31st observations.
The scaled beta is a flexible distribution that naturally constrains the delay
to its support [0, τmax], without the need for any truncation, that would be required
if we used the gamma distribution, as in Heron et al. (2007).
Since the process is only observed at discrete time points, the integral in (2.3)
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is approximated by the sum over small intervals of the observed process weighted by
the density of the delay:
Eτ (X
N
t−τ ) =
τmax∑
τ=0
XNt−τ wτ (τ), where wτ (τ) =
fτ (τ)∑τmax
τ ′=0 fτ (τ
′)
. (2.4)
The denominator of the weights wτ (τ) is needed to rescale for the fact that the sum
of the densities, at discrete time points, does not add to one.
2.5 DDE study
Our preliminary Ansatz is that the observed oscillations in Nrf2 levels are due to
the intrinsic nature of the biological mechanism which generates Nrf2 intracellular
movements. In other words, we believe these oscillations are not simply due to the
stochasticity of the process, arising from a limited number of molecules, and that we
would observe them even in an, ideally, infinite population of molecules (Xue et al.,
2015b). Therefore we investigate the behaviour of the system under the deterministic
setting, which can be interpreted as the mean trend of the process, in order to study
the model when the population tends to infinity.
The deterministic model associated to the system in Table 2.1 is defined by
the following delay differential equation (DDE),
Z˙Nt = kd Z
C
t − Eτ (ZNt−τ )
ka Z
N
t
Ka + ZNt
− δZNt [ Nuc Nrf2 ] (2.5)
Z˙Ct = Eτ (Z
N
t−τ )
ka Z
N
t
Ka + ZNt
− kd ZCt + γ − δZCt , [ Cyt Nrf2 ] (2.6)
where ZNt and ZCt represent the deterministic counterpart of XNt and XCt respec-
tively, the means of the stochastic process for the evolution of the molecular popu-
lation, while Eτ (ZNt−τ ) is the integral in (2.3) applied to ZN . The delay component,
Eτ (Z
N
t−τ ), which is an integral over the delay distribution, is approximated by a
discrete summation over the past values of the process, up to lag τmax, as in (2.4).
We solve the DDE in (R Core Team, 2016), via a numerical solver
(Soetaert et al., 2016), and show that, under some parameter values, the DDEs
in (2.5) and (2.6) are able to generate, as required, sustained oscillations in the nu-
clear and cytoplasmic populations (see Figure 2.6). This indicates that our model
is able to explain an oscillatory behaviour which is intrinsic in the nature of the
biological system and, hence, reproduce it even in a deterministic setting.
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Figure 2.6: DDE study of our reaction network generating sustained oscillations in time,
under a specific set of parameter values. Parameter values used to reproduce the image in
the picture are as follows: kd = 3.04 10−3, ka = 9.25 10−2,Ka = 166.52, µτ = 25.85, στ =
3, γ = 1.07 10−1 and δ = 1.10 10−5.
2.6 Summary
In this Chapter we have introduced the biological background and the motivation of
the study about the Nrf2 system. We have described how the fluorescent reported
data are obtained, via a transient transfection of engineered DNA fragments. We
have also presented a reaction network model for the population of Nrf2 protein in
nucleus and cytoplasm in a single cell and shown that such a system can generate
sustained oscillations even in a deterministic setting.
In the next Chapter we will describe the likelihood associated with this system
and illustrate the inferential methodology which will then be applied to the available
experimental data.
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Chapter 3
Statistical modelling
Pour us your poison to comfort us!
We want, as the fire burns our
brains, to plunge into the abyss,
Hell or Heaven, does it matter?
At the bottom of the Unknown to
find something new!
Charles Baudelaire
In this Chapter we introduce an approximate likelihood for our model. We
also present a measurement equation, relating the observations to the original pro-
tein levels, and embed the model in a Bayesian hierarchical framework, to take
advantage of the availability of multiple single cell data. Furthermore, we describe
the Metropolis-within-Gibbs algorithm we use for inference. Finally we validate our
methodology via simulation studies, which show that the method is able to recover
the original parameter values.
3.1 Diffusion approximation
A biochemical reaction network system, defined in Section 2.3, can be formulated as
a Markov Jump Process (MJP) (Wilkinson, 2012; Stathopoulos and Girolami, 2013),
and by considering an infinitesimal time dt, the probability that reaction Ri occurs
in the interval (t, t+ dt] is given by wi(Xt,...,t−τmax , θ)dt.
However, the continuous time MJP is only observed at discrete time points;
moreover, the hazards change over time due to their dependence on the value of the
process at time t, Xt = (XNt , XCt )T . As a consequence, the chemical master equation
(CME) describing the evolution of the transition densities is typically analytically
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intractable (Stathopoulos and Girolami, 2013; Finkenstädt et al., 2013). Here we
consider an approximation to the likelihood, i.e. the diffusion approximation (DA);
nonetheless this does not fully overcome the issue as the DA leads to analytically
intractable transitions densities too. Therefore, we further approximate the DA with
the Euler-Maruyama approximation which allows us to formulate an approximate
likelihood for the model.
The diffusion approximation, also known as the chemical Langevin equation
(CLE) (Gillespie, 1991, 2000), models the MJP as a birth and death Poisson process.
The procedure we illustrate below is normally presented for a non-delay system.
However, its validity also extends to systems such as ours with a finite delay (Tian
et al., 2007; Hasegawa, 2004; Heron et al., 2007); therefore the DA is here represented
as a stochastic delay differential equation (SDDE) instead of the usual stochastic
differential equation (SDE).
Consider the infinitesimal time interval (t, t+dt], over which the reaction rates
w(Xt,...,t−τmax , θ) = (w1(Xt, θ), w2(Xt,...,t−τmax , θ), ..., w5(Xt, θ)) are almost surely
constant. The number of reactions Ri occurring in that interval, which we define as
Ndti ∈ N, can be modeled, for each i = 1, ..., 5, by an independent Poisson process,
Ndti ∼ Pois(wi(Xt,...,t−τmax , θ)dt)) (Wilkinson, 2012).
Hence, the instantaneous change in the population at time t, Xt, is given by
the product between the 5 dimensional random vector, Ndt = (Ndt1 , ..., Ndt5 ), and the
stoichiometry matrix S, representing the effect that the occurrence of each reaction
generates in the population,
Xt+dt −Xt = S Ndt T . (3.1)
This process has mean
µ(Xt,...,t−τmax , θ) = S w(Xt,...,t−τmax , θ)T ,
and variance
Σ(Xt,...,t−τmax , θ) = SW (Xt,...,t−τmax , θ)ST ,
where W (Xt,...,t−τmax , θ) = diag(w1(Xt, θ), w2(Xt,...,t−τmax , θ), ..., w5(Xt, θ)) is the
diagonal matrix of the hazards.
The following stochastic delay differential equation (SDDE) is associated to
this Poisson process (Wilkinson, 2012):
dXt = µ(Xt,...,t−τmax , θ) dt+ Ψ(Xt,...,t−τmax , θ) dWt, (3.2)
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where µ(Xt,...,t−τmax , θ) represents the infinitesimal mean vector, Σ(Xt,...,t−τmax , θ) =
Ψ(Xt,...,t−τmax , θ)Ψ(Xt,...,t−τmax , θ)T is the infinitesimal variance covariance matrix
and Wt is a 2-dimensional Brownian motion, or Wiener process, which is simply a
vector of 2 independent univariate Brownian motions.
In our system, the population process is two dimensional, Xt = (XNt , XCt )T
and, by considering reactionsR1, ..., R5 and corresponding hazards, w1(Xt, θ), ..., w5(Xt, θ),
introduced in Section 2.4, we can define the associated Poisson processes
Ndt1 ∼ Po(w1(Xt, θ) dt), ..., Ndt5 ∼ Po(w5(Xt, θ) dt). We can rewrite the expression
in (3.1) as:
Xt+dt −Xt =
(
Ndt1 −Ndt2 −Ndt4
Ndt2 −Ndt1 +Ndt3 −Ndt5
)
, (3.3)
which has mean
µt dt =
 (w(1)t − w(2)t − w(4)t ) dt(
w
(2)
t − w(1)t + w(3)t − w(5)t
)
dt
 , (3.4)
and variance
Ψt Ψ
T
t dt = Σt dt =
 (w(1)t + w(2)t + w(4)t ) dt −(w(1)t + w(2)t ) dt
−
(
w
(1)
t + w
(2)
t
)
dt
(
w
(1)
t + w
(2)
t + w
(3)
t + w
(5)
t
)
dt
 .
(3.5)
Here, for the sake of brevity, we have used w(1)t , ..., w
(5)
t , µt, Ψt and Σt instead of
w1(Xt, θ), ..., w5(Xt, θ), µ(Xt,...,t−τmax , θ), Ψ(Xt,...,t−τmax , θ) and Σ(Xt,...,t−τmax , θ).
Substituting expressions (3.4) and (3.5) in the SDE in (3.2), we arrive at the
DA (or CLE) formulation of our system.
Again the solutions of the latter are intractable, and thus a further approxi-
mation is to be considered. If we take the increments of such process in a small time
interval ∆t, we can interpret equation (3.2) as the limit, for ∆t→ 0, of
∆Xt = Xt+∆ −Xt .= µ(Xt,...,t−τmax , θ) ∆t+ Ψ(Xt,...,t−τmax , θ) ∆Wt, (3.6)
which, for finite ∆t is known as the Euler-Maruyama approximation (Wilkinson,
2012).
By definition of 2-dimensional Brownian motion,Wt ∼ N2(0, t I2) and ∆Wt ∼
N2(0,∆t I2), with I2 representing the identity matrix of size 2 and N2 the bivariate
normal distribution (Wilkinson, 2012). Hence,
∆Xt = Xt+∆ −Xt .∼ N2(µ(Xt,...,t−τmax , θ) ∆t, Σ(Xt,...,t−τmax , θ) ∆t). (3.7)
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For the sake of simplicity we will use ∆ instead of ∆t from now on.
Note that, since reactions R1 and R2 generate, at the same time, changes in
both XNt and XCt , Σ(Xt,...,t−τmax , θ) is non-diagonal and increments ∆Xt are jointly
modeled as a negatively correlated bivariate normal.
From this formulation it is possible to obtain an approximate likelihood of
the observed process:
LDA(θ;x) =
T−1∏
t=1
Φ(xt+1 − xt|∆µ(xt,...,t−τmax , θ),∆Σ(xt,...,t−τmax , θ)), (3.8)
where Φ(.|µ,Σ) represents the normal density, with mean µ and covariance matrix
Σ, and x = (x1, ..., xT ) indicates the vector of realizations from the random vector
X = (X1, ..., XT ), with xt,...,t−τmax = (xt, ..., xt,...,t−τmax) for Xt,...,t−τmax . To sim-
plify notation, we express time t in units of ∆ minutes, e.g. the time between two
consecutive realizations xt+1 and xt is ∆ = 2 minutes.
The Euler-Maruyama approximation, necessary to obtain the approximate
likelihood in (3.8), relies on the assumption that reaction rates are approximately
constant over the time interval (t, t + ∆], which only holds for small enough ∆.
We assume that time resolution of the available experimental data, which is only 2
minutes, can be considered to be good enough for the EMA to be accurate. In fact
Nrf2 reporter levels mostly undergo minor changes between consecutive observations.
Therefore, the reaction rates, which also depend upon them, only vary mildly over 2
minute time intervals. This avoids the need for computationally expensive methods,
such as the data augmentation technique known as “bridging” (Elerian et al., 2001;
Durham and Gallant, 2002), in order to fulfil the EMA constant hazards assumption.
3.2 Concentration level and proportionality constant
The formulation used so far, as expressed in Table 2.1, refers to the microscopic scale
of the model, that is, its representation at the molecular population level. However,
it is often not possible to know the total number of molecules in a cell. In fact
our available data refer to the concentrations of nuclear and cytoplasmic Nrf2, as is
typically the case, and not to their molecular populations.
We define
Xt
Ω
as the concentration, at time t, of a population of Xt molecules
in a container with volume V , constant with respect to time, where Ω = V nA,
that is, the container volume multiplied by the Avogado number nA = 6.023× 1023
(Wilkinson, 2012). Since the volume of the container is generally unknown, and our
case represents no exception, it is not possible to convert from concentrations to
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total number of molecules.
In our model, the nuclear and cytoplasmic concentrations refer to different
compartments of the cell. Therefore we need to introduce two separate volumes: a
nuclear and a cytoplasmic one, denoted by V N and V C , respectively; from which we
can derive ΩN = V N nA and ΩC = V C nA. These allow us to define the nuclear and
cytoplasmic concentrations, at time t, as
XNt
ΩN
and
XCt
ΩC
.
In the data collection process, we measure the light intensity of Nrf2 reporter
protein. However, the measurement is thought to be proportional to the actual
concentration. We introduce the proportionality constant, κ˜, which is assumed not
to vary between nucleus and cytoplasm since, in both, we measure the same protein.
We can merge proportionality and concentration constants in one diagonal
matrix, and introduce X˜Nt =
κ˜
ΩN
XNt and X˜
C
t =
κ˜
ΩC
XCt . Analogously, in matrix
form, we define X˜t = κXt, where κ = diag(κN , κC) is the diagonal matrix with
diagonal elements κN =
κ˜
ΩN
and κC =
κ˜
ΩC
, including the proportionality constant
as well as the volumes.
Parameter κ is a constant with respect to the original process, hence a normal
density for the variations of the rescaled process, X˜, can be easily defined from (3.7),
as
∆X˜t
.∼ N2(κµ(Xt,...,t−τmax , θ) ∆t, κΣ(Xt,...,t−τmax , θ)κ∆t). (3.9)
However, mean and variance depend on the population level, Xt, which is not
observed; nonetheless, mean and variance can easily be rewritten in terms of κXt. In
particular we introduce µ˜(X˜t,...,t−τmax) = κµ(Xt,...,t−τmax , θ) and Σ˜(X˜t,...,t−τmax , θ) =
κΣ(Xt,...,t−τmax , θ)κ, where X˜t,...,t−τmax = (X˜t, ..., X˜t−τmax) and
µ˜(X˜t,...,t−τmax) =
 (c w˜(1)t − w˜(2)t − w˜(4)t )(
1
c w˜
(2)
t − w˜(1)t + w˜(3)t − w˜(5)t
)  (3.10)
and
Σ˜(X˜t,...,t−τmax , θ) =
 κN (c w˜(1)t + w˜(2)t + w˜(4)t ) −(κN w˜(1)t + κC w˜(2)t )
−
(
κN w˜
(1)
t + κC w˜
(2)
t
)
κC
(
w˜
(1)
t +
1
c w˜
(2)
t + w˜
(3)
t + w˜
(5)
t
)  ,
(3.11)
with c =
κN
κC
=
ΩN
ΩC
, the ratio between cytoplasmic and nuclear volumes, and
w˜
(1)
t = w˜
(1)
t (X˜t, θ) = kd X˜
C
t (3.12)
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w˜
(2)
t = w˜
(2)
t (X˜t,...,t−τmax , θ) = Eτ (X˜
N
t−τ )
ka X˜
N
t
κNKa + X˜Nt
(3.13)
w˜
(3)
t = w˜
(3)
t (X˜t, θ) = δ κC (3.14)
w˜
(4)
t = w˜
(4)
t (X˜t, θ) = γ X˜
N
t (3.15)
w˜
(5)
t = w˜
(5)
t (X˜t, θ) = γ X˜
C
t . (3.16)
The need for the volumes ratio c is due to the fact that the concentrations are
expressed with respect to different volumes and one needs to translate the distinct
measurement units. It becomes intuitively clear that, if we consider intracellular
movements of Nrf2, a decrease of a unit of cytoplasmic concentration in the cytoplasm
translates into the increase of a unit of cytoplasmic concentration in the nucleus,
which corresponds to an increase of
ΩC
ΩN
in units of nuclear concentration.
The three constants in κ, that is κ˜, ΩN and ΩC , only appear in (3.9) in
two linearly dependent terms and hence are structurally not identifiable together;
in particular, we can only identify two of the three. Although, we could focus
on any two combinations of the three, for convenience, we decide to work with
parameters κN and c, while κC is obtained as κC =
κN
c
. This parametrization
is particularly appealing since, as shown in Section 4.1, it is possible to obtain
prior information about c and, hence to formulate an informative prior for this
parameter. We redefine our parameter vector including these two constants as θ =
(kd, ka,Ka, µτ , στ , γ, δ, c, κN ).
From (3.9), it is possible to reformulate the DA approximate likelihood in
terms of X˜ as
LDA(θ; x˜) =
T−1∏
t=1
Φ(x˜t+1 − x˜t|∆ µ˜(x˜t,...,t−τmax , θ),∆ Σ˜(x˜t,...,t−τmax , θ)), (3.17)
where x˜ = (x˜1, ..., x˜T ) represents the vector of realizations from the random vector
X˜ = (X˜1, ..., X˜T ) and, as for xt,...,t−τmax , we define x˜t,...,t−τmax = (x˜t, ..., x˜t−τmax).
3.3 Measurement equation and HMM
Further to the proportionality constant, the measurement process is also character-
ized by a source of white noise which, at time t, is assumed to be t ∼ N2(0,Σ)
independent and identically distributed (iid) ∀t, where t = (Nt , Ct )T represents the
vector of nuclear and cytoplasmic measurement errors at time t. In the most general
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Figure 3.1: Latent original process, X, and observed one, Y .
case, the white noise covariance is defined as:
Σ =
(
σ2N σNC
σNC σ
2
C
)
. (3.18)
However, in practice, we assume σNC = 0. In fact, in an exploratory study on the
measurement error, in Section 4.3, as well as in residual analyses, in Section 4.7,
we do not detect any significant correlation between nuclear and cytoplasmic error
components.
Therefore, the measurement equation relating the original process, Xt =
(XNt , X
C
t )
T , to the observed values, Yt = (Y Nt , Y Ct )T , is
Yt = κXt + t = X˜t + t, for t = 1, ..., T, (3.19)
where Y Nt and Y Ct represent the nuclear and cytoplasmic observations at time t.
Figure 3.1 graphically illustrates the measurement equation.
Since Yt− X˜ = t ∼ N2(0,Σ), it is straightforward to formulate a likelihood
for the observations as
L(x˜,Σ; y) =
T∏
t=1
Φ(yt − x˜t|(0, 0)T ,Σ), (3.20)
where y = (y1, ..., yT ) represents the vector of realizations from the random vector
Y = (Y1, ..., YT ).
The presence of the measurement error complicates inference; in fact the
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original concentration levels are treated as a bivariate continuous latent process:
in particular, we deal with a hidden Markov model (HMM) (Baum and Petrie,
1966). The methodology we propose lies in the Bayesian framework and, via a
data augmentation procedure (Lesaffre and Lawson, 2012), allows us to reconstruct
the unobserved process at discrete time points. In particular, the latent process
is treated like a parameter vector and is sampled at the same time points as Y
is observed, t = 1, ..., T . Clearly, this greatly increases the dimensionality of the
posterior space, which is now composed of both parameters and a bivariate latent
process with 2T unobserved points. For simplicity and to decrease the dependence
between parameters, we sample the latent process X˜ instead of X; however one
can easily obtain the latter by multiplying the former by κ−1, where κ has to be
estimated.
Inference is implemented via a Metropolis-within-Gibbs algorithm (Metropo-
lis and Ulam, 1949; Metropolis et al., 1953; Hastings, 1970) by alternately sampling
from the conditional distributions of the parameters θ and the latent states X˜. The
entire sampling scheme will be described in Section 3.6, once hierarchical structure
and priors have been introduced.
3.4 Hierarchical modelling
Under the basal and the stimulated conditions, 35 and 36 single cell bivariate pro-
cesses are observed, respectively. Our study aims at both inferring the kinetic pa-
rameters, and obtaining an insight into how they vary between cells. Therefore our
goal is to build a model able to distinguish between the intrinsic noise, which refers
to the biological birth and death process, and the cell-to-cell variability (Wilkinson,
2012). A natural choice to deal with multiple single cell data is to use a Bayesian
hierarchical structure, as in Finkenstädt et al. (2013).
Our interest lies in estimating the kinetic parameters in order to get an in-
sight into the cellular mechanism of Nrf2 regulation and improve the accuracy of
further simulation studies on this model. We are also interested in understanding
the effect that SFN stimulant has on the system. A hierarchical model allows us to
explicitly account for the variations between cells, even under the same experimen-
tal condition, and to summarize the information from all cells in hyperparameters.
Therefore, a hierarchical model is particularly useful for comparing inference, via
the hyper-parameters, under the two conditions, allowing us to understand the effect
stimulation has on the system, without confounding factors such as the experimental
variability.
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Figure 3.2: Graphical model for the hierarchical Nrf2 system. At the top we see the
hyperparameters Θ: these generate the hierarchical parameters θ(1), . . . , θ(N); from the
latter ones, the latent processes X(1), . . . , X(N) are sampled. Finally, from X(1), . . . , X(N)
and the measurement equation parameters, we obtain the observed processes Y (1), . . . , Y (N).
Hierarchical likelihood
LetY = (Y (1), ..., Y (N)) denote the full data, where Y (i) = (Y (i)1 , ..., Y
(i)
Ti
)T represents
the data available for the i-th cell, i = 1, ..., N , and Ti indicates the total number
of observations available for cell i, which typically differ from cell to cell, and time
is expressed per ∆ = 2 minutes, i.e. the time distance between any two consecutive
observations Y (i)t and Y
(i)
t+1 is of 2 minutes.
The measurement equation, relating observations Y to the original levels
X = (X(1), ..., X(N)), with X(i) = (X(i)1 , ..., X
(i)
Ti
)T , now becomes
Y
(i)
t = κ
(i)X
(i)
t + 
(i)
t = X˜
(i)
t + 
(i)
t , for t = 1, ..., Ti and i = 1, ..., N, (3.21)
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with (i)t ∼ N2(0,Σ(i) ) and where Y (i)t = (Y N(i)t , Y C(i)t )T and X˜(i)t = (X˜N(i)t , X˜C(i)t )T ,
with superscripts N and C indicating the nuclear and cytoplasmic components, re-
spectively. Figure 3.2 visually illustrates the graphical model describing this hier-
archical system. We also define the latent process, including the proportionality
constant and the volumes, as X˜ = (X˜(1), ..., X˜(N)), where X˜(i) = (X˜(i)1 , ..., X˜
(i)
Ti
)T =
(κ(i)X
(i)
1 , ..., κ
(i)X
(i)
Ti
)T . As will be explained in detail in the next Section, for the
i-th cell, we reconstruct the unobserved process, X˜(i), and infer the parameter vector
θ(i), by alternately sampling from their conditional distributions.
To keep notation simple, we redefine θ(i) as the set of all parameters for the
i-th cell,
θ(i) = (k
(i)
d , k
(i)
a ,K
(i)
a , µ
(i)
τ , σ
(i)
τ , γ
(i), δ(i), c(i), κ
(i)
N , σ
(i)
N , σ
(i)
C )
T , (3.22)
including the measurement error ones as well.
Since replicates refer to different cells, they are conditionally independent and,
hence, we express the full likelihood, as the product of the individual likelihoods of
each component,
L(X˜, θ;Y) =
N∏
i=1
L(x˜
(i), θ(i); y(i)). (3.23)
Analogously we redefine the DA unnormalized density in (3.17) for the full data as
LDA(θ; X˜) =
N∏
i=1
LDA(θ
(i); x˜(i)); (3.24)
with θ = (θ(1), ..., θ(N)) and where θ(i), L(x˜(i), θ(i); y(i)) and LDA(θ(i); x˜(i)) represent
the i-th cell parameter vector, likelihood and DA unnormalized density function, de-
fined in (3.20) and (3.17), with y(i) = (y(i)1 , ..., y
(i)
Ti
)T and x˜(i) = x˜(i) = (x˜(i)1 , ..., x˜
(i)
Ti
)T
indicating realizations of the random elements Y (i) and X˜(i), respectively. In the for-
mulae of this Chapter, the superscript between parentheses refers to the cell index,
i = 1, ..., N , while the subscript indicates the parameter, j = 1, ..., p.
Following the hierarchical paradigm, θ(i) differs from cell to cell and is as-
sumed to have been generated from a common probability distribution,
θ(i) ∼ p(.|Θ)∀i = 1, ..., N,
with Θ = (Θ1, ...,Θp), where each Θj = (µj , τj)T is the hyperparameter vector
quantifying the mean and precision of θ(i)j over the cells population. We assume
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the prior follows a log-normal distribution, p(θ(i)j |Θ) ∼ logN (µj ,
1
τj
), which is a
convenient choice as all parameters lie in R+. Assuming independence in the prior
distributions between parameters and cells, the prior density of θ, conditional on
hyperparameter Θ, is defined as the double product over the N cells and the p
elements in θ(i) = (θ(i)1 , ..., θ
(i)
p )T ,
p(θ|Θ) =
N∏
i=1
p(θ(i)|Θ) =
N∏
i=1
p∏
j=1
p(θ
(i)
j |Θ) =
N∏
i=1
p∏
j=1
p(θ
(i)
j |Θj). (3.25)
In the hierarchical context, we wish to infer the posterior distribution
p(Θ|Y) =
∫ ∫
p(θ,Θ, X˜|Y) dθ dX˜ (3.26)
∝
∫ ∫
L(X˜, θ;Y)LDA(θ; X˜) p(θ|Θ) p(Θ) dθ dX˜, (3.27)
where p(Θ), usually referred to as hyperprior, denotes the prior of the hyperparam-
eter Θ.
3.5 Prior and proposal specifications
In order to carry out our inference, we employ Markov chain Monte Carlo (MCMC)
methods; in particular we use a Metropolis-within-Gibbs algorithm (Metropolis and
Ulam, 1949; Metropolis et al., 1953; Hastings, 1970).
We use a conjugate normal-gamma hyperprior for each Θj , j = 1, ...p, µj |τj ∼
N (µj0 ,
λj0
τj
) and τj ∼ G(αj0 , βj0), where the former denotes the normal distribution
with mean µj0 and variance
λj0
τj
and the latter indicates the gamma random variable
(r.v.) with shape and rate parameters αj0 and βj0 , respectively, i.e. with mean
αj0
βj0
and variance
αj0
β2j0
. The choice of a conjugate hyperdistribution means that the
hypermean and hyperprecision, conditional on the hierarchical parameters, still are
normal and gamma distributed, respectively, and hence can be sampled via a Gibbs
step, thus decreasing the computational burden.
With the exception of δ(i), c(i), σ(i)N and σ
(i)
C , on which prior information
is available, the hyperpriors were set to be non-informative for all the remaining
parameters, with µj0 = 0, λj0 = 104, αj0 = 0.001 and βj0 = 0.001. These standard
choices correspond to a vague normal prior for the hypermean µj |τj ∼ N (0, 10
4
τj
)
and to a vague gamma prior for the hyperprecision τj with mean 1 and variance
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103. The latter is a usual vague prior for the precision parameter, or analogously
its inverse for the variance (Gelman, 2006). Such a non-informative prior choice for
the precision is used for all parameters: even when prior information is available, we
only formulate an informative prior for the hypermean parameter.
Informative priors and simplifications
We formulate informative hyperpriors for the hypermean parameters of δ(i), c(i), σ(i)N
and σ(i)C .
For σ(i)N and σ
(i)
C , the prior information is obtained from an exploratory study
on repeated measurements on three cells, which will be described in Section 4.3.
In particular, µj0 = 4.41 and λj0 = 0.1 for the nuclear standard deviation, and
µj0 = 4.52, λj0 = 0.1, for the cytoplasmic one.
Prior information on the degradation rate was taken from Boisvert et al.
(2012). The authors estimate the 50% turnover of Nrf2 proteins to be 5.09 hours,
where the 50% turnover is the time until 50% of the original population, which was
present at time 0, has changed. Under steady-state conditions, the 50% turnover
represents an accurate approximation of the protein half-life, that we call t1/2, which
is the time until half of the initial population is degraded, assuming no synthesis
(Claydon and Beynon, 2012). Under exponential decay, the half-life can easily be
converted into the degradation rate. Assuming no synthesis and a constant degra-
dation rate δ per element of the population, which at time t we call Wt, we obtain
the following differential equation (DE) for the evolution of Wt:
dWt
dt
= −δWt.
This DE has solution Wt = W0 e−δ t; from this solution it is possible to express the
degradation rate with respect to the half-life, t1/2, by substituting Wt1/2 =
1
2
W0 in
the DE solution, we obtain δ =
ln(2)
t1/2
. Hence, by replacing t1/2 with its estimate
of 305.4 minutes, corresponding to 5.09 hours, we obtain a per minute degrada-
tion rate of 0.002269. Therefore we set the degradation hypermean parameters to
µj0 = log(0.002269) = −6.088 and λj0 = 1; the choice of λj0 , less informative than
for measurement error standard deviation, reflects a higher degree of uncertainty in
this piece of prior information.
An exploratory study on the ratio of cytoplasmic and nuclear areas, which
will be illustrated in Section 4.1, allows us to formulate two informative hyperpriors,
one for each condition, for the hypermean of c(i); in particular, we set µj0 = 2.64 and
λj0 = 0.1, for the basal condition, and µj0 = 2.47 and λj0 = 0.1, for the stimulated
one.
Finally, in simulations, we notice that the standard deviation of the delay
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distribution, σ(i)τ , although structurally identifiable, suffers from a lack of practical
identifiability, due to the complexity of the model and the limited data available.
In order to circumvent this problem, we decide to keep the distributed structure of
the delay, which is a more realistic assumption, yet with a fixed standard deviation
throughout. Therefore, to decrease the model complexity, στ is chosen not to be
hierarchical: σ(i)τ = στ ,∀i. This implies that the delay distribution has a different
mean in each cell, although the same variance. After analysing the behaviour of the
distribution of τ for several values of στ , we set the standard deviation of the delay
στ = 3 for all cells.
Therefore we redefine the hierarchical parameter vector we want to infer as
θ(i) = (k
(i)
d , k
(i)
a ,K
(i)
a , µ
(i)
τ , γ(i), δ(i), c(i), κ
(i)
N , σ
(i)
N , σ
(i)
C )
T
Adaptive random walk proposal
The sampling of the hierarchical parameters in θ(i) follows a Metropolis-within-Gibbs
scheme, where movements for each θ(i) are proposed and accepted in five blocks,
that we define as, θ(i)(b1) = (k
(i)
d , µ
(i)
τ ), θ
(i)
(b2)
= (k
(i)
a ,K
(i)
a ), θ
(i)
(b3)
= (δ(i), γ(i)), θ(i)(b4) =
(c(i), κ
(i)
N ) and θ
(i)
(b5)
= (σ
(i)
N , σ
(i)
C ). The blocks are chosen, after an initial analysis
where each hierarchical parameter is proposed independently from a simple random
walk (RW), by merging, in the same block, the parameters with the most correlated
posterior chains. We also define b1 = {1, 4}, b2 = {2, 3}, b3 = {5, 6}, b4 = {7, 8} and
b5 = {9, 10} as the vectors indicating the elements of θ(i) belonging to each one of
the five blocks.
For each i, proposals in each block are sampled, in the log space, according
to the adaptive random walk (ARW) scheme (Haario et al., 2001), from a normal
distribution centred around the previous iteration values with variance proportional
to the covariance matrix estimated from the parameter chains of the respective block.
The adaptation is analogous to the one implemented by Haario et al. (2001), where
constants  and sd are chosen in order to optimize each block’s acceptance rate. The
MCMC is first run for 2,000 iterations without adaptation, as a standard random
walk (RW), and only then the covariance matrices are computed from the chains,
excluding the first 1,000 values, and they are used to tune the proposal variance.
Being the correlation computed on all values of the chain from a fixed starting point
onwards, the diminishing adaptation requirement (Roberts and Rosenthal, 2009) is
respected. In other words, the proposal distribution stabilises as the chains increase;
i.e. the influence, on the proposal distribution, of the r-th iteration of the MCMC,
goes to 0 as r →∞.
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3.6 Metropolis-within-Gibbs algorithm
This Section describes in detail the sampling scheme for all our parameters, Θ, θ
and X˜. Since all parameters in θ(i) are positive, we sample them in the log space,
where the prior for log(θ(i)j ) is p(log(θ
(i)
j )|Θ) ∼ N (µj ,
1
τj
), for each i = 1, ..., N
and j = 1, ..., p. Inference is implemented via a Metropolis-within-Gibbs algorithm
(Metropolis and Ulam, 1949; Metropolis et al., 1953; Hastings, 1970) through the
following steps.
Initialisation: We initialize X˜ equal to Y; we also set the parameters in Θ and θ to arbi-
trary real positive values. In the real data analysis θ is chosen after an initial
exploratory data analysis.
Update: At each iteration of the MCMC, r = 1, ..., R, where R represents the total
number of iterations the algorithm is run for, we conditionally update the
parameters by iteratively repeating the following steps.
Update Θ|θ: For every j = 1, ..., p independently, each hyper-parameter Θj = (µj , τj)T
is sampled, conditional on the corresponding hierarchical parameters θj =
(θ
(1)
j , ..., θ
(N)
j ), from a Gibbs step, thanks to the conjugacy of the hyper-
priors. In particular the hypermean a posteriori still is normal,
µj |τj ∼ N
(
τj/λj0 µj0 + τj
∑N
i=1 log(θ
(i)
j )
τj/λj0 +N τj
, (τj/λj0 +N τj)
−1
)
,
with N (µ, σ2) being the univariate normal distribution with mean µ and
variance σ2, and the hyperprecision is again a posteriori gamma dis-
tributed (Gelman, 2006),
τj |µj ∼ Gamma
(
αj0 +N/2, βj0 + 1/2
N∑
i=1
(
log(θ
(i)
j )− µj
)2)
,
where Gamma(α, β) denotes the gamma r.v. with shape and rate param-
eters α and β, respectively, i.e. with mean
α
β
and variance
α
β2
.
Update θ|Y, X˜,Θ: Parameters in log(θ(i)) are sampled, independently in every cell i =
1, ..., N , from an adaptive Metropolis step.
Every log(θ(i)) is sampled in 5 blocks, as described above, and candidates
are proposed from a normal distribution with an adaptive covariance ma-
trix which, for the i-th cell and j-th block, we call Σ(i)ARWj .
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For each block j = 1, ..., 5, log(θ˜(i)(bj)) is sampled from the bivariate normal
N2(log(θ(i)(bj)),Σ
(i)
ARWj
), where θ(i)(bj) and θ˜
(i)
(bj)
represent the current iteration
and the proposed parameter values for block j, respectively.
For blocks j = 1, ..., 4, each θ˜(i)bj is accepted with probability min(1, A
(i)
j ),
with
A
(i)
j =
LDA((θ
(i)
−(bj), θ˜
(i)
(bj)
); x˜(i))
∏
j∈bj Φ(log(θ˜
(i)
j );µj ,
1
τj
)
LDA(θ(i); x˜(i))
∏
j∈bj Φ(log(θ
(i)
j );µj ,
1
τj
)
,
where (θ(i)−(bj), θ˜
(i)
(bj)
) represents the parameter vector with elements for
block j from θ˜(i) and for all other blocks from θ(i).
Block 5 follows a different acceptance probability instead, as it refers to
the measurement error standard deviations; in particular θ˜(i)(b5) is accepted
with probability min(1, A(i)5 ), with
A
(i)
5 =
L(x˜
(i), θ˜
(i)
(b5)
; y(i))
∏
j∈b5 Φ(log(θ˜
(i)
j );µj ,
1
τj
)
L(x˜(i), θ
(i)
(b5)
; y(i))
∏
j∈b5 Φ(log(θ
(i)
j );µj ,
1
τj
)
,
Update X˜|Y, θ: For each cell, i = 1, ..., N , we sample, independently, the latent process
X˜(i) conditional on parameters θ(i) and on observations Y (i). Each time
point X˜(i)t , with t = 1, ..., Ti, is updated conditional on the rest of the
process: we start by sampling the latent data at time 1 and proceed, one
step at a time, until time Ti.
∗ For t = 2, ..., Ti − 1, X˜(i)t is sampled, conditional on the remaining
latent states, which we call X˜(i)−(t) = x˜
(i)
−(t), targeting density
f(x˜
(i)
t |x˜(i)−(t), y
(i)
t , θ
(i)) ∝ Φ(x˜(i)t − x˜(i)t−1|µt−1,Σt−1) × (3.28)
Φ(x˜
(i)
t+1 − x˜(i)t |µt,Σt) ×
Φ(y
(i)
t − x˜(i)t |(0, 0)T ,Σ),
where µt = ∆µ˜(x˜t,...,t−τmax , θ) and Σt = ∆Σ˜(x˜t,...,t−τmax , θ)) are the
mean and variance of a variation of the process from time t to time
t + 1 from the DA in (3.17) with ∆ representing the time interval
between consecutive observations, which is 2 minutes in our case.
The first two terms on the right hand side (RHS) of the equation
represent the densities of the changes from x˜(i)t−1 to x˜
(i)
t and from x˜
(i)
t
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to x˜(i)t+1, that is the two variations in the latent process, in intervals
of length ∆, before and after x˜(i)t . The last term of the RHS derives
from the fact that y(i)t − x˜(i)t represents the measurement error term,
which is distributed like a bivariate normal N2((0, 0)T ,Σ).
It is not possible to introduce a Gibbs step for x˜(i)t , proposing directly
from f(x˜t|x˜(i)−(t), y
(i)
t , θ
(i)), as x˜(i)t appears non-linearly in the mean
and variance of the second density on the RHS of (3.28); therefore
the three densities, jointly, are no longer normal. Instead, we employ
a Metropolis-Hastings (MH) algorithm targeting f(x˜t|x˜(i)−(t), y
(i)
t , θ
(i)).
In order to increase the acceptance rate, we look for a proposal distri-
bution as close as possible to the target one. In particular, each x˜(i)t
is proposed from qt(x) ∼ N2(µqt ,Σqt), where Σqt =
(
Σ−1 + Σ
−1
t−1
)−1
and µqt = Σqt
(
Σ−1 y
(i)
t + Σ
−1
t−1 (x˜
(i)
t−1 + µt−1)
)
. The bivariate nor-
mal proposal q(.) is obtained as the joint distribution of the first and
third components on the RHS of (3.28), which are both normals with
parameters that do not depend on x˜(i)t .
We call w˜(i)t the candidate value for the i-th cell latent process at
time t: the acceptance rate for w(i)t is min(1, A
(i)
t ), with
A
(i)
t =
f(w˜t|x˜(i)−(t), y
(i)
t , θ
(i)) qt(x˜t)
f(x˜t|x˜(i)−(t), y
(i)
t , θ
(i)) qt(w)
=
Φ(x˜
(i)
t+1 − w˜(i)t |µt,Σt)
Φ(x˜
(i)
t+1 − x˜(i)t |µt,Σt)
.
In the acceptance probability, proposal and target densities simplify,
leading to an increased acceptance rate, i.e. the fraction of proposed
values which are accepted. In the experimental data analysis in Sec-
tion 4.6, we obtain an average acceptance rate, for each point of the
latent process, of about 70%.
∗ For t = 1, the target density we sample from is slightly different as
the process is unavailable before time 1. In this case x˜(i)1 is sampled,
via a MH step, from
f1(x˜
(i)
1 |x˜(i)−(1), y
(i)
1 , θ
(i)) ∝ Φ(x˜(i)2 − x˜(i)1 |µ1,Σ1) × (3.29)
Φ(y
(i)
1 − x˜(i)1 |(0, 0)T ,Σ).
In this case we propose from the second density on the RHS of (3.29);
i.e. we sample w˜(i)1 from q1(x) ∼ N2(y(i)1 ,Σ).
The acceptance rate for w˜(i)1 is min(1, A
(i)
1 ), where again proposal
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and target densities simplify in A(i)1 which becomes
A
(i)
1 =
f1(w˜
(i)
1 |x˜(i)−(1), y
(i)
1 , θ
(i)) q(x˜
(i)
1 )
f1(x˜
(i)
1 |x˜(i)−(1), y
(i)
1 , θ
(i)) q(w˜
(i)
1 )
=
Φ(x˜
(i)
2 − w˜(i)1 |µ1,Σ1)
Φ(x˜
(i)
2 − x˜(i)1 |µ1,Σ1)
∗ For t = Ti again our target density varies because the process is
unavailable after time Ti; our target density is
fT (x˜
(i)
Ti
|x˜(i)−(Ti), y
(i)
t , θ
(i)) ∝ Φ(x˜(i)Ti − x˜
(i)
Ti−1|µTi−1,ΣTi−1) ×
Φ(y
(i)
Ti
− x˜(i)Ti |(0, 0)T ,Σ). (3.30)
In this case we can implement a Gibbs step and sample x˜(i)Ti di-
rectly from fT (.) in (3.30), which is a bivariate normal, fT (x) ∼
N2(µqTi ,ΣqTi ), with variance and mean defined as ΣqTi =
(
Σ−1 + Σ
−1
Ti−1
)−1
and µqTi = ΣqTi
(
Σ−1 y
(i)
Ti
+ Σ−1Ti−1 (x˜
(i)
Ti−1 + µTi−1)
)
, respectively, where
all quantities have been defined above when introducing the proposal
density qt(.).
3.7 Simulation study
We perform a simulation study to validate the performance of the methodology
described in this Chapter. In particular, we run 3 hierarchical simulations indepen-
dently, each comprising of N = 35 processes of exactly the same length and time
resolution, 2 minutes, as the ones available for the cells observed under the basal
condition, see Table 3.1, on average 222 bivariate observations are available for each
cell.
Cell 1 2 3 4 5 6 7 8 9 10
Observations 172 251 265 417 288 210 244 152 154 150
Cell 11 12 13 14 15 16 17 18 19 20
Observations 217 218 147 245 111 268 249 345 218 171
Cell 21 22 23 24 25 26 27 28 29 30
Observations 326 196 255 250 178 196 150 198 198 356
Cell 31 32 33 34 35
Observations 284 147 150 184 206
Table 3.1: Number of observations available for each cell in each simulation study; the
average per cell equals 221.9.
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Figure 3.3: Example of two simulated processes for nuclear and cytoplasmic observations.
Parameters used in the top row simulation are those for cell 8 in Table A.1; the bottom row
simulation corresponds to cell 20 from the same table.
Firstly, we choose 3 similar sets of hyperprior values, Θ, and, on each, we
sample N = 35 hierarchical parameter vectors, θ(i) ∼ p(.|Θ); i.e. in every simula-
tion we sample each parameter θ(i)j from logN (µj ,
1
τj
), i = 1, ..., N and j = 1, ..., p.
hyperparameters are chosen in order to reproduce similar patterns as the ones ex-
hibited by the available experimental data. Tables A.1-A.3, in the Appendix, report
all the simulated hierarchical parameter values in θ, for the three simulation studies.
In each of the three simulations, for every hierarchical parameter vector,
θ(i), we simulate a bivariate process, for nuclear and cytoplasmic observations Y (i).
Firstly, we initialize nuclear and cytoplasmic molecular populations, X(i)0 , to the
average levels observed in the experimental data, under the basal condition, di-
vided by the respective κ(i). We then sample the population process at the next
time point, t + 1, via the Euler-Maruyama approximation; i.e. in each cell, X(i)t+1
is sampled from its approximate normal distribution in (3.7), X(i)t+1
.∼ N2(X(i)t +
µ(X
(i)
t,...,t−τmax , θ(i)) ∆t, Σ(X
(i)
t,...,t−τmax , θ(i)) ∆t), where ∆ = 2 minutes. For the first
τmax = 60 minutes the delay component is unavailable and hence is replaced by the
starting value X(i)0 . Each process is sampled for 1, 000 minutes, which are discarded
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in order to remove the effect of the fixed delay used in the first 60 minutes, before
simulating the process for further Ti steps, thus obtaining X(i) = (X
(i)
1 , ..., X
(i)
Ti
)T .
Following measurement equation (3.21) we multiply each simulated process X(i) by
κ(i) and add a normal error component (i) obtaining, in each cell, simulated data
for Y (i).
By repeating this procedure, in each of the three simulations, for every sim-
ulated parameter θ(i), i = 1, ..., N , we obtain three simulated datasets Y, one per
simulation study.
Figure 3.3 shows, for illustrative purposes, two simulated processes.
Inferential Results
We perform inference, independently in each of the three simulations, following the
algorithm described in Section 3.6.
In each MCMC chain, after discarding at least the first 105 iterations as a
burn-in, we let the algorithm run for at least 4×105 more iterations, which are used
to approximate the posterior chains. Inference is on the overall successful on the
hierarchical parameters as well as on the hyper ones.
Figure 3.4 shows the traceplots for logarithm of the overall DA unnormalized
density of parameters, LDA(θ; X˜) in (3.24), in the three simulation studies.
Table 3.2 displays the empirical coverages of parameters, computed over 105
hierarchical parameters (35 for each simulation), of the 0.99 and 0.95 level highest
posterior density (HPD) credible intervals (CIs), computed in (R Core Team,
2016) via the HPDinterval function of package coda (Plummer et al., 2016).
Results provide good evidence that our algorithm is a successful inferential
tool, especially if considering the overall coverages, averaged over all kinetic param-
eters, in the last column of Table 3.2. Nonetheless, ka and Ka seem to have slightly
lower coverages than the nominal ones. This is probably due to the high dependence
between the two, which appear in likelihood (3.17) via the Michaelis-Menten term,
Level k(i)d k
(i)
a K
(i)
a µ
(i)
τ γ(i) δ(i) c(i) κ
(i)
N Tot
99 100.0 97.1 98.1 99.0 100.0 100.0 100.0 100.0 99.3
95 94.3 88.6 91.4 93.3 97.1 100.0 96.2 99.0 95.0
Table 3.2: Empirical coverages, in percentage, of 0.99 and 0.95 level HPD credible intervals,
based on 105 hierarchical parameters from 3 simulations, each with 35 simulated processed.
The last column indicates the average coverage of parameters (k(i)d , k
(i)
a , K
(i)
a , µ
(i)
τ , γ(i), δ(i),
c(i), κ(i)N ).
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Figure 3.4: Chains for the full LDA, in (3.24), from left to right, for the first, second and
third simulation studies.
ka X˜
N
t
κN Ka + X˜Nt
. Indeed, the CIs for their ratio,
k
(i)
a
K
(i)
a
, have excellent coverage: 99.9
and 96.6% for the 0.99 and 0.95 level CI respectively. This suggests that, although
the two parameters alone may not always be well estimated, their ratio is. Figure 3.5
shows an example of a single cell profile log-likelihood, for parameters k(i)a and K
(i)
a ,
in an individual simulated process, where the rest of parameters are set to their true
values. It is interesting to notice that it is hard it is to identify, by eye, a maximum
for the likelihood, as the region for the highest values of the log-likelihood seems
highly elongated, confirming the strong dependence between the two parameters.
The CIs for the measurement error parameters, in Table 3.3, appear to suffer
from some under-coverage. As they represent nuissance parameters, we are less
worried by this phenomenon, given it does not seem severe and does not have a
visible effect on inference on the parameters of interest. We also recall the fact that,
in general, Bayesian CIs of level 1 − α, unlike frequentist confidence intervals, do
not have the property of including the parameter of interest with probability 1− α
and, instead, represent a posterior belief that the parameter belongs to the interval
(Lesaffre and Lawson, 2012).
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Figure 3.5: Example of a 3D plot of the profile log-likelihood for parameters k(i)a and K
(i)
a
in a simulated process in a single cell.
Level σ(i)N σ
(i)
C
99 95.2 97.1
95 89.5 89.5
Table 3.3: Empirical coverages, in percentage, for the measurement error parameters, of
0.99 and 0.95 level HPD credible intervals, based on 105 hierarchical parameters from 4
simulations, each with 35 simulated processed.
We also obtain encouraging results for inference on the hyperparameters: all
30 hypermeans and all 30 hyperprecisions fall inside, both, their 0.99 and 0.95 HPD
CIs. Figures B.11-B.13 in the Appendix report the images for the posterior densities
of the hypermean parameters in each simulation study. The respective real values
used in the simulations, denoted by a vertical line, are always in a central area of
the corresponding posterior density.
For illustrative purposes, Figure 3.6 displays an example, for a simulated
cell, on how the method reconstructs the unobserved process: the blue dashed lines
represent the 0.95 point-wise HPD CIs of the latent process, which is represented by
the black solid line.
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Figure 3.6: Example on a cell of the original κX process, black solid line, and respective
0.95 HPD CI, blue dashed lines, for nuclear (left) and cytoplasmic (right) levels.
3.8 Summary
In this Chapter we have introduced a methodology to infer parameters of a contin-
uous time stochastic system via a Bayesian hierarchical model, from multiple single
cell data observed at discrete time points only. Observations are also character-
ized by a source of random measurement error; this introduces latent states that
we deal with via a data augmentation procedure. Inference is carried out, following
the Bayesian paradigm, by alternately sampling from the conditional distributions
of the hidden states and parameters, with a Metropolis-within-Gibbs algorithm. We
validate our method in three independent hierarchical simulation studies which show
that the inferential methodology is successful in retrieving the unknown parameters.
An alternative approach to the data augmentation could be, for instance, the use of
a particle method, such as a particle marginal Metropolis-Hastings (PMMH) algo-
rithm which allows us to estimate the marginal density of the data by integrating
with respect to the latent states. We also employed this procedure, but due to its
high computational burden, in our case, the posterior chains of parameters needed
more time to converge and provide an accurate estimate of the posterior densities,
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than the data augmentation procedure.
In the next Chapter, we will first discuss some exploratory data analyses
which provide us initial information about specific aspects of our data which, in
some cases, will be embedded into an informative prior, as previously described in
Section 3.5. Then, the methodology presented here will be applied to the observed
Nrf2 protein levels to infer the parameters of its underlying stochastic system.
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Chapter 4
Experimental data analysis
Theory is when we know everything
but nothing works. Practice is when
everything works and nobody knows
why. We always end up by
combining the two: nothing works
and nobody knows why.
Albert Einstein
In this Chapter we describe the analyses of the observed data on Nrf2 con-
centration levels in nucleus and cytoplasm. As explained in Chapter 2, the experi-
mental data is available for multiple cells under two experimental conditions: under
the basal condition and under the induction by a stimulant, sulforaphane at 2µM .
The observed processes are reproduced in Figures B.1-B.10, in the Appendix, and
the number of observations for each cell under the two conditions is displayed in
Tables 4.1 and 4.2.
Cell 1 2 3 4 5 6 7 8 9 10
Observations 172 251 265 417 288 210 244 152 154 150
Cell 11 12 13 14 15 16 17 18 19 20
Observations 217 218 147 245 111 268 249 345 218 171
Cell 21 22 23 24 25 26 27 28 29 30
Observations 326 196 255 250 178 196 150 198 198 356
Cell 31 32 33 34 35
Observations 284 147 150 184 206
Table 4.1: Number of observations available for each cell in the experimental data under
the basal condition; the average number per cell equals 221.9.
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Cell 1 2 3 4 5 6 7 8 9 10
Observations 361 199 167 133 237 166 219 168 185 130
Cell 11 12 13 14 15 16 17 18 19 20
Observations 348 135 118 189 202 230 230 191 241 150
Cell 21 22 23 24 25 26 27 28 29 30
Observations 175 179 156 209 209 148 150 184 232 102
Cell 31 32 33 34 35 36
Observations 218 135 200 271 123 269
Table 4.2: Number of observations available for each cell in the experimental data under
the stimulated condition; the average number per cell equals 193.3.
In the first part of this Chapter, we describe some exploratory data analyses
which allow us to get an initial insight into our data and to formulate informative
priors for some of our parameters. In the second part, we use the methodology
described in the previous Chapter to infer the kinetic parameters of the system from
the available data with the aim of comparing the results for the two experimental
conditions.
4.1 Exploratory analysis on the volumes ratio
In order to gain an insight into the ratio between cytoplasmic and nuclear volumes,
we study the relation between their areas, obtained by the 2-dimensional projections
of their structure, as shown in Figure 2.3. We compute, via the CellTracker software
(Du and Bretschneider, 2013), the areas, expressed in terms of pixels, of nucleus and
cell, which we call A(i)Nuc and A
(i)
Cell, respectively, defined by our borders (Figure 2.3).
The areas are computed, on the available experimental data, at the first time the cell
is observed, which we call time t = 1; from these values we compute the cytoplasmic
area, A(i)Cyt = A
(i)
Cell − A(i)Nuc, and the ratio between the cytoplasmic and nuclear
areas for each cell, which we define as A(i) =
A
(i)
Cyt
A
(i)
Nuc
. We distinguish between the
ratios estimated for the basal, A(i)B , and stimulated, A
(i)
S , conditions. In particular,
we observe 29 in the former case and 50 in the latter. Numbers do not match
the available cells for two main reasons. Firstly, some cells are excluded from the
current analysis as they are only visible some time after the start of the experiment;
in some cases instead, we exploit further available cells which are not used in the data
analysis, because we believe the transient transfection process, described in Section
2.2, might have not properly worked in these cells and, hence, the reporter mRNA
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Figure 4.1: Densities of the areas, computed at time t = 1, for the cells under the basal
condition (in blue) and under the induction of a stimulant (in red). The vertical solid lines
denote the mean values.
in these cells may not accurately represent the original mRNA levels. Clearly this
does not affect the size of cells, which can be therefore used in the present analysis
that is only based on the cellular borders.
Figure 4.1 shows the densities for these ratios as well as for the of the nuclear,
cytoplasmic and cellular estimated areas, for cells observed under the basal condition
(in blue) and for those under the induction by a stimulant (in red): these images
suggest that the stimulant might have an effect on the relation between the nuclear
and cytoplasmic areas where the latter seems to be the most influenced out of the
two.
In order to investigate whether there is a significant difference in the ratios
between basal and stimulated conditions, we perform a permutation test on the
mean of this ratio (Fisher, 1935). In particular, assuming A(i)B , i = 1, ..., 29, and
A
(i)
S , i = 1, ..., 50, are generated from some distribution with mean µ
B
ratio, for the
basal condition, and µSratio for the stimulated condition, we test null hypothesis
H0 : µ
B
ratio = µ
S
ratio versus the alternative hypothesis H1 : µ
B
ratio 6= µSratio. We
perform a permutation test on the absolute differences between the observed means
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Figure 4.2: Null distribution, for the mean difference, of permutation tests on the mean
of the ratio of areas and of nuclear, cytoplasmic and cellular areas, at time 1. The vertical
solid line represents the observed value of the statistic.
in the two samples, S = A¯B − A¯S , where A¯B = 1
29
29∑
i=1
A
(i)
B and A¯A =
1
50
50∑
i=1
A
(i)
S .
First we sample the null distribution of statistic S by randomly permuting, 106
times, the 79 elements of A = (A(1)B , ..., A
(29)
B , A
(1)
S , ..., A
(50)
S ) into two groups, of size
29 and 50, and computing the statistic S on each permutation p = 1, ..., 106, which
for permutation p we call Sp. In this way we approximate, with 106 samples, the
distribution of S under the null hypothesis that the mean of the basal and stimulated
ratios of areas are equal (see Figure 4.2). Therefore, we can easily compute the p-
value of the test, by counting how often the observed statistic in absolute value, |Sobs|,
exceeds the null distribution, pˆ =
1
106
106∑
p=1
1(|Sobs| > |Sp|), where 1(b) denotes the
indicator variable which is 1 if condition b is true, 0 otherwise. The observed p-value
is 0.04, which suggests that the stimulant might have an impact on the relation
between nuclear and cytoplasmic areas.
We also compute the nuclear and cellular areas after 1 and 2 hours from the
first time the cell is observed, i.e. at times t = 31 and 61, expressed per units of
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2 minutes as in the previous Chapter, to check whether the effect of the stimulant
might change with time (Figures B.14 and B.15 in the Appendix). In these cases we
only observe a subgroup of the above cells which are tracked in time, namely 25 under
the basal condition and 40 under the stimulated one. We repeat the permutation test
illustrated above and obtain p-values of 0.03 and 0.32, for t = 31 and 61 respectively,
which suggests that the influence of the stimulation might decrease with time.
We also investigate whether the stimulation has an effect on the nuclear,
cytoplasmic and cellular areas: we repeat the permutation test described above, for
t = 1, 31 and 61, on the three areas alone. The p-values of the tests, given in
Table 4.3, suggest the stimulation does not significantly influence the nuclear area
but instead slightly shrinks the cytoplasmic one and hence, indirectly, has an effect
on the cellular area and on the ratio. This effect seems to diminish after 2 hours,
possibly indicating that the stimulation might not fully work any longer. The null
distributions of the mean difference for these permutation tests are reported in the
Appendix, in Figures B.16 and B.17.
t= 1 t = 31 t = 61
Ratio 0.039 0.029 0.321
Nucleus 0.056 0.357 0.461
Cytoplasm 0.001 0.033 0.233
Cell 0.002 0.042 0.247
Table 4.3: P-values of permutation tests on the mean of the ratio of areas and of nuclear,
cytoplasmic and cellular areas, computed at time 1, 31 and 61 minutes.
Clearly this analysis only aims to get an approximate insight into this mech-
anism and is based on the assumption that the area of the 2 dimensional projection
is a reasonable proxy for the volume.
Assuming that both nucleus and cell have a spherical shape, we can get an
approximate insight into the ratio of volumes from their areas. If both nucleus
and cell were exactly spherical, their volumes would be ΩN =
4
3
pir3N and ΩCell =
4
3
pir3Cell, respectively, where rN and rCell represent the radii of nucleus and cell.
Also, the area of the circles obtained as the 2 dimensional projection of nucleus
and cell would be AN = pir2N and ACell = pir
2
Cell. Therefore, we could express the
ratio between cytoplasmic and nuclear volumes, c, in terms of AN and ACell as
c =
ΩC
ΩN
=
ΩCell
ΩN
− 1 =
(
rC
rN
)3
− 1 =
(
ACell
AN
)3/2
− 1.
These computations give rise only to a rough approximation of c since, from
the 2-dimensional images of our cells (see Figure 2.3), we notice that most cells do
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Figure 4.3: Estimated densities for the estimated volumes ratio cˆ, for the cells under the
basal condition (in blue) and under the induction of a stimulant (in red). The vertical solid
lines denote the mean values.
not have a circular representation, although this is usually approximately true for the
nucleus. However, some information about possible values for c can still be obtained
to be fed into the priors. Considering cells at time t = 1, the estimated volume ratio
varies, for the basal condition, between 3.8 and 26.4, with mean 15.5, and for the
stimulated condition, between 4 and 30.6, with mean 12.7 (see Figure 4.3).
The mean of the logarithm of these values, 2.64 and 2.47 for the two conditions
above, is used to formulate a distinct informative prior for the hypermean of c(i) for
each condition, in the experimental data analysis, which will be presented in Section
4.6.
4.2 Exploratory analysis of import and export rates
Our collaborators believe that the time needed for Nrf2 to enter the nucleus in large
quantities is longer than the time required for the same amount of Nrf2 to exit the
nucleus. In other words, large exports from nucleus to cytoplasm are faster than
equivalent imports into the nucleus.
We analyse the nuclear levels, in cells which exhibit clear oscillations, with no
distinction between conditions, in order to understand whether there is evidence of a
gradual increase, until a maximum is reached, and a quick drop after that. First, we
identify 31 clear peaks and 15 troughs in our entire data, considering both conditions;
we then compute the time needed to import and export roughly the same amount
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Figure 4.4: Example of the computation of nuclear import and export times on two cells
centred, on the left, around a minimum and, on the right, around a maximum. The images
show the observed nuclear concentration in two cells from our experimental data. The
horizontal dashed lines represent the minimum and maximum levels of Nrf2 in a specific
time interval. The vertical dashed lines indicate the times at which the nuclear concentration
intercepts those values.
of Nrf2, that is, for almost identical initial and final levels (Figure 4.4). We define
the former and latter times, expressed in minutes, as t(i)I and t
(i)
E , for i = 1, ..., 46,
where 46 is the total number of peaks and troughs we select in our collection.
We compute the ratio between import and export times (Figure 4.5) and, in
agreement with our biologists’ prior belief, we notice that, 45 times out of 46, the
export happens in a smaller time interval than the import. This piece of information
will also find confirmation in the dynamical behaviour of the estimated model which
we study in Section 4.6.
In order to assess whether this difference is significant, we perform a permu-
tation test (Fisher, 1935) on the mean time needed for import and export, which we
call E(tI) and E(tE) respectively, and test the null hypothesis, H0 : E(tI) = E(tE),
versus the alternative, H1 : E(tI) 6= E(tE). Similar to the previous Section, we
consider the statistic S = t¯I − t¯E , where t¯I =
46∑
i=1
t
(i)
I and t¯E =
46∑
i=1
t
(i)
E , in our
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Figure 4.5: Histogram of the 46 observed ratios between import and export times, for the
same amount of Nrf2, around a peak or a trough.
collection of 46 oscillations, S = 49.6 minutes. We sample the null distribution of
S by computing 106 permutations of the import and export times and calculating,
on each permutation, the mean difference between the first 46 values and second
46. The observed value of the statistic is at the far end of the right tail of the null
distribution (Figure 4.6), with a p-value < 10−5, indicating strong evidence that
export and import of large quantities of Nrf2 require different times.
In particular, on average, the time needed for Nrf2 import into the nucleus is
about 3.2 times bigger than for its export into the cytoplasm. We also notice that
this average is 3.0 and 3.4 in the subsets of oscillations under the basal (29) and
stimulated condition (17), respectively. This could suggest that the stimulant might
slightly increase the difference between import and export times.
We will return to the issues introduced in this Section in the experimental
data analysis described in Section 4.6.
4.3 Exploratory analysis of the measurement error
In the general case the measurement error covariance comprises three elements, as
shown in (3.18). While it may normally seem plausible to assume a diagonal struc-
ture for Σ, which implies independent white noise error in distinct populations of
molecules, it might not be necessarily appropriate in our context. In fact, before
evaluating Nrf2 reporter light intensities in nucleus and cytoplasm, the border be-
tween the two compartments needs to be defined; this procedure is mostly manual
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Figure 4.6: Null distribution of permutation test for the mean difference between import
and export times. The vertical solid line on the far right represents the observed value of
the statistic.
and is not exempt from error. Attributing a portion of the cell to the wrong compart-
ment prompts a change in both nuclear and cytoplasmic light intensities. Therefore
the measurement error variance matrix cannot, a priori, be assumed to be diago-
nal. Furthermore, the measurement error variances of the nuclear and cytoplasmic
concentrations, although they refer to the same molecular population, are not nec-
essarily equal. For instance, when identifying nuclear and cellular borders with the
CellTracking software, the accuracy of the identification of the two boundaries may
differ.
To keep notation clear, we drop the cell indicator i from the following for-
mulae, since most exploratory analyses are carried out independently on the three
repeated measurements, unless specified.
Prior information about the three parameters of the covariance matrix can
be obtained. Two sources of noise can be distinguished in t: one related to the light
intensities’ measurement process, which we call Lt , and one due to the identification
of the nuclear and cellular boundaries in the CellTracking procedure, that we denote
by CTt . We believe that, in our data, the latter one represents the major source of
measurement noise. By repeating this procedure twice on the same cell we get two
realizations of the measurement process, yI = (yI1 , ..., yIT )
T and yII = (yII1 , ..., yIIT )
T ,
both referring to the same original latent process x˜ = (x˜1, ..., x˜T )T , where
yIt = x˜t + 
L
t + 
CT I
t and y
II
t = x˜t + 
L
t + 
CT II
t ,
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with CT It and CT
II
t iid ∼ N2(0, Σ˜), ∀t = 1, ..., T , where Σ˜ represents the part
of Σ due to the cellular border identification, which we believe to dominate the
noise covariance matrix (personal communication with Prof. Paul Thornalley and
Dr Hiroshi Momiji).
For time reasons it was not feasible to implement this procedure on all ob-
served cells, thus we collect repeated measurements on three randomly selected cells
through which we infer parameters of
Σ˜ =
(
σ˜2N σ˜NC
σ˜NC σ˜
2
C
)
, (4.1)
which, under the above assumptions, accurately approximates Σ, although under
estimating it. The inferential results on Σ˜ obtained in this analysis will be used both
to formulate an informative prior for Σ parameters, and to define the structure of
this matrix.
Figure 4.7 shows the observed nuclear and cytoplasmic concentrations, for
the two measurements, in the 3 cells examined. In Figures 4.8 and 4.9 it is possible
to observe the difference between the repeated measurements yIt − yIIt = CT
I
t −
CT
II
t and the respective normal quantile-quantile plot; it is clear that the errors are
autocorrelated in time.
There is a strong component of time dependence of the errors which is visible
by observing the images showing the autocorrelation (ACF) of CT It − CT
II
t in the
three cells in Figures B.18, B.19 and B.20. This indicates the inappropriateness of
the independence assumption between errors at different time points. In fact, the
borders identified are often copied from a frame to the next one and then adjusted
to compensate for the cell movement. For instance, if at time t the nuclear border is
slightly misplaced and it causes an underestimate of the real nuclear concentration.
Most likely at time t+ 1 the nuclear border will be in a very near position and will
give rise to a similar under estimate, and hence t+1 will be close to t. This prompts
the need for a change in the nature of the white noise; a simple choice might consist
of introducing an autoregressive (AR) model of order 1, which we denote by AR(1),
t = φ t−1 + zt, with zt ∼ N (0,Σz) and φ = diag(φN , φC). This modelling choice
would imply the introduction of two new unknown parameters, φN and φC but it
would also increase model realism. In fact, the partial autocorrelation (PACF), in
Figures B.21, B.22 and B.23, drops after the first lag, as one would expect with an
AR(1) model.
In simulations and experimental data analyses, we find that the AR(1) choice
for the measurement error leads to a lack of practical identifiability of the error pa-
50
0 100 200 300 400 500 600
40
00
60
00
80
00
10
00
0
minutes
0 100 200 300 400 500 600
20
00
40
00
60
00
minutes
0 100 200 300 400
30
00
50
00
70
00
minutes
0 100 200 300 400
20
00
30
00
40
00
50
00
minutes
0 50 100 150 200 250 300 350
30
00
40
00
50
00
60
00
minutes
0 50 100 150 200 250 300 350
30
00
34
00
38
00
minutes
Figure 4.7: First (in black) and second (in blue) measurements, yI and yII respectively,
of the nuclear (left) and cytoplasmic (right) concentrations in three cells, one on each row.
rameters, particularly for φN and φC , which often tend to be overestimated. There-
fore we use the normality assumption on the error which, although it ignores the
time dependence between consecutive errors, represents the marginal distribution of
t in the AR model. We also carry out residual analyses to study the effect of our ap-
proximation on residuals. Furthermore, we perform a robustness analysis, in Section
4.4, by repeating the simulation studies shown in Section 3.7, this time simulating
the measurement error from an AR(1) model, yet assuming a normal error in the
estimation procedure. These simulation studies show inference on θ is robust with
respect to the measurement model assumptions.
In order to understand whether we need to include the σNC term in Σ, we
perform a likelihood ratio test (LRT), on each one of the three cells independently,
to test the following hypothesis system{
H0 : σ˜NC = 0
H1 : σ˜NC 6= 0.
(4.2)
The likelihood of the non-constrained model, under H1, is expressed as the product
of normally distributed differences between the two realizations of the measurement
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Figure 4.8: Differences between the repeated measurements, yIt − yIIt = CT
I
t − CT
II
t , for
the nuclear (left) and cytoplasmic (right) concentrations in the three cells, one on each row.
error, with zero mean and covariance matrix composed by three distinct elements,
LH1(σ˜N , σ˜C , σ˜NC ; y
I
t , y
II
t ) =
T∏
t=1
Φ
(
yIt − yIIt |µ = (0, 0)T ,Σ =
(
σ˜2N σ˜NC
σ˜NC σ˜
2
C
))
.
Similarly, the likelihood under the null hypothesis, H0, is
LH0(σ˜N , σ˜C ; y
I
t , y
II
t ) =
T∏
t=1
Φ
(
yIt − yIIt |µ = (0, 0)T ,Σ =
(
σ˜2N 0
0 σ˜2C
))
.
The LRT, for each cell, is defined as
ψ = 2 (log(LH1(ˆ˜σ
(H1)
N ,
ˆ˜σ
(H1)
C ,
ˆ˜σ
(H1)
NC ; y
I
t , y
II
t ))− log(LH0(ˆ˜σ(H0)N , ˆ˜σ(H0)C ; yIt , yIIt ))),
where ˆ˜σ(H1)N , ˆ˜σ
(H1)
C and ˆ˜σ
(H1)
NC represent the maximum likelihood estimates (MLEs)
for σ˜N , σ˜C and σ˜NC , under H1, while ˆ˜σ
(H0)
N and ˆ˜σ
(H0)
C are the MLEs for σ˜N and
σ˜C , under H0. The LRT, under H0, is asymptotically distributed as a ψ ∼ χ21 (Pace
and Salvan, 1997). Two of the three tests are not significant, at the 5% level, with
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Figure 4.9: Quantile-quantile plot of the difference between repeated measurements, yIt −
yIIt = 
CT I
t −CT
II
t , for the nuclear (left) and cytoplasmic (right) concentrations in the three
cells, one on each row.
p-values of 1.000, 0.099 and 0.015. Although the significant p-value in the third cell,
from the ACF plots in Figures B.18-B.20, we notice that, in all three cells, there seem
to be no strong linear dependence between the errors in nucleus and cytoplasm.
We also test, via the LRT, whether it may plausible to assume a non-hierarchical
Σ, constant for all cells, via the hypothesis system:{
H0 : σ˜
(i)
N = σ˜N and σ˜
(i)
C = σ˜C , for i = 1, 2, 3
H1 : distinct σ˜(i)N and σ˜
(i)
C across cells, i = 1, 2, 3,
(4.3)
where the (i) superscript indicates that the parameter refers to the i-th cell.
First, we need to define the following hierarchical quantities: D = (D(1), D(2), D(3)),
where D(i) = (D(i)1 , ..., D
(i)
Ti
)T , with D(i)t = (yI
(i)
t − yII
(i)
t ) representing the difference
between the two measurements of the same process at time t, x˜(i)t , for i = 1, 2, 3; fur-
thermore we introduce θσ = (θ
(1)
σ , θ
(2)
σ , θ
(3)
σ ), where θ
(i)
σ = (σ˜
(i)
N , σ˜
(i)
C )
T , for i = 1, 2, 3.
In this case, assuming independence between the thee cells, the full likelihood
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under H1 becomes the product of the likelihoods of the three cells
LH1(θσ;D) =
3∏
i=1
Ti∏
t=1
Φ
(
D
(i)
t |µ = (0, 0)T ,Σ =
(
σ˜
2(i)
N 0
0 σ˜
2(i)
C
))
. (4.4)
While, under H0 the likelihood is obtained as above, yet assuming the covari-
ance matrix parameters are the same for all cells,
LH0(σ˜N , σ˜C ;D) =
3∏
i=1
Ti∏
t=1
Φ
(
D
(i)
t |µ = (0, 0)T ,Σ =
(
σ˜2N 0
0 σ˜2C
))
.
The LRT in this case, under H0, is asymptotically distributed as a χ24, where
the four degrees of freedom are given by the difference between the parameters of the
alternative and null models, 6 and 2 respectively. In the null model indeed we assume
common nuclear and cytoplasmic variances across cells, therefore only 2 parameters
are required for the covariance matrices of all cells. In the alternative instead, two
distinct parameters are required in each of the three cell considered here, for a total
of 6 parameters.
The value of the test is highly significant, with p-value < 10−3, indicating
a strong cell-to-cell variability of the measurement error variance and, hence, high-
lighting the importance of treating these parameters hierarchically, allowing them to
vary between cells.
Finally, we test, again in the three cells separately, whether there is a signif-
icant difference between the variances of the nuclear and cytoplasmic errors via the
following hypothesis system: {
H0 : σ˜N = σ˜C
H1 : σ˜N 6= σ˜C .
(4.5)
The LRT for each cell, under H0, asymptotically follows a χ21 distribution. As
expected, al tests are highly significant at the 5% level, with p-values < 10−3, 0.020
and < 10−3.
The results of these tests allow us to formulate the measurement error covari-
ance matrix for the i-th cell as a diagonal matrix, composed of two distinct variance
parameters for the nuclear and cytoplasmic measurement errors,
Σ(i) =
(
σ
2(i)
N 0
0 σ
2(i)
C
)
. (4.6)
54
We also find that we need to treat the measurement error parameters hierarchically,
as they significantly differ from cell to cell. The preliminary results obtained in this
Section will be confirmed by the residual analysis of the experimental data analyses
which we describe in Section 4.7, where we will see that residuals are not found to
be correlated between nucleus and cytoplasm.
Hierarchical analysis on repeated measurements
We perform a Bayesian hierarchical analysis on the repeated measurement data in
D, with the full likelihood being LH1 defined in (4.4), to infer the nuclear and
cytoplasmic standard deviations of the error, in θσ.
The error parameters in each cell are assumed to be distributed, a priori,
σ
(i)
N ∼ logN
(
µN ,
1
τN
)
and σ(i)C ∼ logN
(
µC ,
1
τC
)
, for i = 1, 2, 3. As in the full
analysis, we use a conjugate normal-gamma prior for the hyper-parameters, with
µj |τj ∼ N
(
0,
104
τj
)
, for j = N,C, and τj ∼ G(0.001, 0.001), for j = N,C, where
the former is the normal r.v. with zero mean and variance
104
τj
and the latter is the
gamma distribution with mean 1 and variance 103. We implement a simple Bayesian
hierarchical analysis, where posterior densities of the parameters are estimated via
MCMC methods as follows.
Initialisation: First we initialise parameters in θσ and hyperparameters µN , µC , τN and τC
to arbitrary positive real values.
Update: At each iteration of the MCMC, r = 1, ..., R, with R being the total number
of iterations, we alternately sample from the conditional distributions of the
hyperparameters and of the hierarchical parameters.
hyperparameters: Due to the conjugacy of the hyperprior distribution, proceeding as in
Section 3.6, the hyperparameters are sampled from a Gibbs step where,
for j = N,C,
µj |τj ∼ N
(
τj
∑3
i=1 log(σ
(i)
j )
τj/104 + 3 τj
, (τj/10
4 + 3 τj)
−1
)
,
and
τj |µj ∼ Gamma
(
0.001 + 3/2, 0.001 + 1/2
3∑
i=1
(
log(σ
(i)
j )− µj
)2)
.
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Hierarchical parameters: For each i = 1, ..., 3, (σ(i)N , σ
(i)
C ) is jointly sampled from a Metropolis step,
from a normal proposal with adaptive covariance. We call (σ(i)N∗ , σ
(i)
C∗) the
newly proposed values, while (σ(i)N , σ
(i)
C ) represent the current iteration
values.
The acceptance rate for (σ(i)N∗ , σ
(i)
C∗) is min(1, Aσ), where
Aσ =
∏
j∈{N,C}Φ(log(σ
(i)
j∗ )|µj , 1τj )Lσ(D(i);σ
(i)
N∗ , σ
(i)
C∗)∏
j∈{N,C}Φ(log(σ
(i)
j )|µj , 1τj )Lσ(D(i);σ
(i)
N , σ
(i)
C )
,
with Lσ(D(i);σN , σC) =
Ti∏
t=1
Φ
(
D
(i)
t |µ = (0, 0)T ,Σ =
(
σ2N 0
0 σ2C
))
.
We apply this algorithm on our repeated measurements on three cells. Figure
B.24 shows the histograms for the inferred posterior densities of the hypermeans, µN
and µC , and hyperprecisions, τN and τC ; we can also observe the posterior chains
for the four hyperparameters in Figure 4.10. We compute the posterior modes of µN
and µC to be 4.41 and 4.52, respectively. The posterior modes are computed in
(R Core Team, 2016) via the package MCMCglmm (Hadfield, 2016).
These results are used to formulate an informative prior, for the hypermeans
of σN and σC . In particular, for both conditions, we set hyperparameters for µN
and µC , as shown in Section 3.5, as µj0 = 4.41 and λj0 = 0.1 for the nuclear
standard deviation, and µj0 = 4.52 and λj0 = 0.1, for the cytoplasmic one. However,
given the tiny sample of 3 cells used in this analysis, we chose not to formulate an
informative prior for the precision hyperparameters in order not to inform our model
a priori about how measurement error standard deviations vary between cells. The
informative hyperprior for µN and µC will be used in the experimental data analysis,
in Section 4.6.
4.4 Robustness simulation study
In order to study what effect autocorrelated measurement error might have on in-
ference when erroneously assuming independent error terms across time, we perform
again inference on the 3 simulation datasets analysed in Section 3.7; this time we
substitute the uncorrelated measurement error component with a correlated one.
In particular, for the i-th cell of each simulation, i = 1, ..., N , we simulate
the measurement error (i) from an autoregressive models of order 1:

(i)
t = φ
(i) 
(i)
t−1 + z
(i)
t , t = 1, ..., Ti
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Figure 4.10: MCMC posterior chains, burn-in excluded, for the hypermean, µN and µC
(top row), and hyperprecision,τN and τC (bottom row), parameters.
with φ(i) = diag(φ(i)N , φ
(i)
C ) and z
(i)
t ∼ N (0,Σ(i)z ), where Σ(i)z = diag(σ2
(i)
zN
, σ2
(i)
zC
).
Nuclear and cytoplasmic error components are, as in the previous simulation study,
sampled separately.
We then analyse these simulated datasets with the same methodology as in
Section 3.7, assuming a normal error, and compute coverages of the 0.99 and 0.95
HPD CIs (Table 4.4). We find that coverages are very close to the nominal ones and
similar to those reported in the Section 3.7.
Coverages are also satisfactory for the hyperparameters: all hyperprecisions
and 23 out of 24 hypermeans fall in the respective 0.99 and 0.95 level CIs.
Level k(i)d k
(i)
a K
(i)
a µ
(i)
τ γ(i) δ(i) c(i) κ
(i)
N Tot
99 99.0 100.0 98.1 98.1 100.0 100.0 99.0 99.0 99.2
95 91.4 100.0 98.1 92.4 97.1 100.0 88.6 99.0 95.8
Table 4.4: Empirical coverages, in percentage, of 0.99 and 0.95 level HPD credible intervals,
based on 105 hierarchical parameters from 3 simulations, each with 35 simulated processed.
The last column indicates the average coverage of parameters (k(i)d , k
(i)
a , K
(i)
a , µ
(i)
τ , γ(i), δ(i),
c(i), κ(i)N ).
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We also compute coverages for the marginal standard deviation of the error.
In fact, in an AR(1) model, we can compute the marginal variance of each component
(Mills, 1991) as V ar((i)Nt) = σ˜
2(i)
N =
σ2
(i)
zN
1− φ2(i)N
and V ar((i)Ct) = σ˜
2(i)
C =
σ2
(i)
zC
1− φ2(i)C
. Ta-
ble 4.5 reports coverages of the CIs for σ˜(i)N and σ˜
(i)
C : as expected, coverages are lower
than the nominal levels, as in the previous simulation, due to the misspecification of
the error, but not excessively low.
Level σ˜(i)N σ˜
(i)
C
99 99.0 92.4
95 92.4 85.7
Table 4.5: Empirical coverages, in percentage, for the marginal standard deviation of the
measurement error parameters, of 0.99 and 0.95 level HPD credible intervals, based on 105
hierarchical parameters from 3 simulations, each with 35 simulated processed.
Overall, inference on the 3 simulated datasets is successful and inference on
the parameters of interest does not seem to be affected by the misspecification of the
measurement equation. In Section 4.6 we apply the methodology developed to both
experimental datasets, in order to infer the model parameters.
4.5 Population levels
In this Section we introduce some prior information, from the literature as well as
the knowledge of our collaborators, about the total molecular population of Nrf2
reporter; this will allow us to constrain the parameter space of the proportionality
constants κ(i)N and κ
(i)
C .
Biggin (2011) presents a survey, from the literature, of several reliable esti-
mates of transcription factors (TFs) in humans and animals, and indicates that most
animal TFs are expressed at 10,000-300,000 molecules per nucleus. More specifically
for Nrf2 protein, our biological collaborators believe the population of our TF to
be between 5,000 and 50,000 molecules (personal communication with Prof. Paul
Thornalley). In fact, Nrf2 is a low copy regulatory TF, which is present with fewer
molecules than high abundance housekeeping proteins.
Xue et al. (2015b) estimate that, on the same data we analyse, the reporter
Nrf2 only induces a minor increase in the total Nrf2 pool of 4-7%. This increase
refers to the entire population of cells considered; however, the mean overall trans-
fection was only 40% (personal communication with two of the authors, Prof. Paul
Thornalley and Dr Hiroshi Momiji). By overall transfection, we refer to the transient
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transfection process, described in Section 2.2, where we insert into cells an engineered
version of the DNA, that is able to transcribe reporter mRNA which then translated
into the fluorescent reporter protein that we observe. This process is not always
successful and, sometimes, we fail to observe the reporter Nrf2. In particular, in our
data, the overall tranfection is successful in about 40% of the cells. Therefore, if we
only consider the fraction of cells where transfection was successful, which are the
ones we analyse in this study, Nrf2 reporter induces an increase of up to 10-17.5%
of the total molecular population.
We can use these pieces of information to gain an understanding of the range
of possible values for the total number of molecules of Nrf2 reporter in a cell, i.e.
X
N(i)
t + X
C(i)
t at time t for i-th cell. While there is more uncertainty regarding a
plausible upper bound for this interval, we can more easily formulate a conservative
lower bound. First, we consider 5,000 as the lower bound for the original Nrf2
population in an entire cell, which is the minimum of the two lower bounds described
above. This corresponds to 200-350 molecules of Nrf2 reporter in a cell, assuming
the 4-7% proportion, and to 500-875, for the more realistic 10-17.5% estimate.
Furthermore, the light intensities in the available cells, as visible in Figure
2.3, are very homogeneous and one cannot distinguish single molecules by eye; this
indicates that each cell has many molecules of reporter Nrf2, probably in the order
of hundreds, to create a smooth light intensity when stimulated by a laser.
Say we assume a general lower bound, which we call m˜inX , and limit the
cellular population of Nrf2 reporter to have at least m˜inX proteins in each cell we
analyse and where transfection process was successful. This translates into having at
least m˜inX molecules, on average over the observational time, for each latent process
X
(i)
t = (X
N(i)
t , X
C(i)
t )
T , as Et(X
N(i)
t +X
C(i)
t ) > m˜inX .
We can re-formulate this constraint in terms of observed processes, Y (i)t , by
inverting the measurement equation in (3.21) and exploit the fact that the error has
zero mean, as
Et(X
N(i)
t +X
C(i)
t ) ' Et
(
Y
N(i)
t
κ
(i)
N
+
Y
C(i)
t
κ
(i)
C
)
> m˜inX , (4.7)
where κ(i)C is obtained as
κ
(i)
N
c(i)
=
κ(i)
Ω
(i)
C
= κ
(i)
C .
To implement this constraint, we simply limit parameters κ(i)N and c
(i) to
respect (4.7).
In order to choose an optimal m˜inX , we study, via the analysis shown below,
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some plausible values for it: 100, 200, 500 and 1,000. We compare how the inferred
parameters, under each constraint, are able to mimic the observed data; in partic-
ular we consider the autocorrelation (ACF) function as a proxy for the oscillatory
behaviour.
Study of the constraint
We use the methodology described in Chapter 3 to infer the posterior distributions
of the parameters from the experimental data, under both conditions. We repeat
the full analysis on both our experimental data sets four times, each time using
a different constraint in equation (4.7): 100, 200, 500 and 1,000. In this way, we
obtain, for every experimental condition, four complete posterior densities for each
parameter. All four analyses produce similar results with respect to the difference
between the two conditions.
For each constraint and condition, we select 100 parameter values from the
MCMC posterior chains of every cell, excluding burn-in; values are chosen to be
equally spaced along the chains in order to diminish their dependence and obtain
almost independent draws from their posterior distributions.
From each of the 100 selected parameter vectors, we simulate, via the DA
and measurement equation (3.21) as in Section 3.7, a process for Y (i). Therefore,
for every constraint, we obtain 100 simulated processes per cell, for a total of 3,500
processes for the basal condition and 3,600 for the stimulated one.
In every cell, we compare the estimated autocorrelation (ACFs) function of
each simulated process with the ACFs of the original data; in particular, we compute
the sum of the absolute differences, for nucleus and cytoplasm, between the ACFs,
of lag 1 to 60 minutes, of original and simulated data. Therefore, for each cell and
simulation, we obtain a number estimating how well the simulated data mimics the
oscillatory pattern of the experimental data. We then average these quantities, over
the 100 simulations and over the cells, and obtain, for every constraint, one value
for the basal and one for the stimulated condition, indicating how closely, overall,
the simulations emulate the ACFs of the observed data, where the ACF is taken as
a proxy for the oscillatory behaviour.
Figure 4.11 shows the sum of absolute differences for the various constraints:
both conditions exhibit similar patterns with a clear minimum at 200.
In the next Section, we show inferential results, obtained from the available
experimental data assuming, via constraint (4.7), that at least m˜inX = 200 molecules
of reporter protein are present in each cell.
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Figure 4.11: Sum of absolute differences of autocorrelations for the basal (blue line) and
stimulated (red curve) conditions, for constraint (4.7) equal to 100, 200, 500 and 1,000
(horizontal axis).
4.6 Data analysis
We apply the methodology described in Chapter 3 to infer parameters’ posterior
distributions from the available data, independently, on both basal and stimulated
conditions. All rates and parameters are expressed per minute. The average accep-
tance rate for each point of the latent process is about 68% and 72 % for the basal
and stimulated conditions, respectively. The acceptance rates for the five blocks of
hierarchical parameters, (k(i)d , µ
(i)
τ ), (k
(i)
a ,K
(i)
a ), (δ(i), γ(i)), (c(i), κ
(i)
N ) and (σ
(i)
N , σ
(i)
C ),
are 33, 25, 42, 26 and 7%, for the basal condition, and 37, 22, 48, 26 and 8% for the
stimulated one.
After discarding the initial part of each chain, as a burn-in, we run the MCMC
for further 4×105 iterations, which we use to approximate the parameters’ posterior
distributions.
Figure 4.12 shows, for both conditions, the traceplot for the logarithm of the
full DA function in (3.24), log(LDA(θ; X˜)). Figures B.25 and B.26 in the Appendix
show the traceplots for the hypermeans of the kinetic paramaters, after discarding
the burn-in. The traceplots for the single cell DA, log(LDA(θ(i); x˜(i))), are shown in
Figures B.27-B.28.
Figure B.29 displays the posterior densities of all hierarchical parameters,
while Figures B.30 and B.31 report the posterior densities of the hypermean and
hyperprecision parameters.
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Figure 4.12: Chains for the full LDA in (3.24), for the experimental data analysis under
the basal (left) and stimulated conditions (right).
Of particular interest is Figure 4.13, which shows the posterior densities of
the exponential of the hypermeans which, in a log-normal distribution, correspond
to the medians of hierarchical parameters; Table 4.6 reports the 0.95 level HPD CI
for the same parameters.
The differences between the two conditions are not striking; this is reasonable,
considering that stimulated cells are induced at a level (2µM) which is compatible
with bioactive compounds that can be found in fruit and vegetables.
The most evident difference between the basal (in blue) and stimulated (in
red) conditions is observed for parameters kd and ka in the top row; in particular,
the latter has higher rates than the former. There also seems to be an interesting
difference between the exponential of the hypermeans in the forth row, for parameters
c(i) and κ(i)N . In particular, the ratio between cytoplasmic and nuclear volumes, c
(i),
appears to be, on average, slightly higher for the basal condition, which is coherent
with our exploratory finding in Section 4.1.
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Figure 4.13: Posterior densities for the exponential of the hypermean, eµj , correspond-
ing to the median of hierarchical parameters, under the basal (blue) and stimulated (red)
conditions.
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Parameter Basal Stimulated
LB UB LB UB
k
(i)
d × 103 3.76 5.71 4.75 6.91
k
(i)
a × 103 7.34 10.41 8.97 12.79
K
(i)
a 0.11 3.38 0.11 1.83
µ
(i)
τ 24.83 39.11 24.32 36.38
γ(i) 1.21 2.81 1.43 3.12
δ(i) × 103 5.14 7.00 4.99 7.05
c(i) 5.55 7.58 5.24 6.57
κ
(i)
N 69.67 121.29 61.68 101.68
σ
(i)
N 2.85 17.47 3.82 17.33
σ
(i)
C 28.00 61.87 22.98 47.44
Table 4.6: HPD CI of level 0.95 for the exponential of the hypermean, eµj , for both
conditions; LB and UB denote the lower and upper bounds of the CI, respectively.
A straightforward comparison between import and export times cannot be
carried out from Figure 4.13; in fact the former follows a linear rate, while the latter
is modelled by a non-linear Michaelis-Menten (MM) term. In order to compare the
two, we compute the average of the MM term over the observational time which, for
cell i, is defined as m(i) =
〈
k
(i)
a X
N(i)
t
K
(i)
a +X
N(i)
t
〉
, where 〈 . 〉 denotes the average operator,
across the Ti observations of our process. In practice, we approximately compute this
quantity from observations Y (i), taking advantage of the fact that κX(i) dominates
(i), which also has zero mean, as
m(i) =
〈
k
(i)
a X
N(i)
t
K
(i)
a +X
N(i)
t
〉
=
〈
k
(i)
a X˜
N(i)
t
κ
(i)
N K
(i)
a + X˜
N(i)
t
〉
'
〈
k
(i)
a Y
N(i)
t
κ
(i)
N K
(i)
a + Y
N(i)
t
〉
= mˆ(i).
In order to compare the linear import k(i)d with mˆ
(i), we average the hierarchi-
cal values across the cells and obtain, under both conditions, the posterior densities
for their means,
1
N
N∑
i=1
k
(i)
d and
1
N
N∑
i=1
mˆ(i). Figure 4.14 reports the posterior densi-
ties for these quantities in both conditions.
We notice how the stimulation (in red) induces faster import and export with
respect to the basal condition (in blue), justifying the faster movements observed in
the stimulated experimental data. This finding will also be confirmed in the stability
analysis, in Chapter 5, where it is shown that a higher fraction of stimulated cells is
associated to noise-induced oscillatory patterns, as compared to the cells under the
basal condition.
64
0.006 0.008 0.010 0.012 0.014
0
50
0
10
00
15
00
µ
Import Basal
Import Stimulated
Export Basal
Export Stimulated
Figure 4.14: Posterior densities for the mean, over the hierarchical parameters, of
the nuclear import rate, 1N
∑N
i=1 k
(i)
d (dashed line), and Michaelis-Menten export rate,
1
N
∑N
i=1 mˆ
(i) (solid line), under the basal (blue) and stimulated conditions (red).
Figure 4.14 also indicates that, in both conditions, the export clearly happens
at a faster rate than the import, confirming the preliminary findings of Section 4.2.
Finally, we notice that there is no clear evidence that the stimulation might increase
this difference between export and import times, as hinted by the analysis in Section
4.2.
We also consider the ratio between synthesis and degradation rates, which
represents the total population of Nrf2 reporter proteins at stationarity. To see this,
we consider the ordinary differential equation (ODE) for the total population of
Nrf2 in a cell which at time t, in the deterministic context, we call Zcellt = ZNt +ZCt ,
where the ZNt and ZCt , as defined in Section 2.5, are the nuclear and cytoplasmic
deterministic counterparts of the stochastic populations XNt and XCt . The ODE for
Zcellt reduces to:
Z˙cellt = γ − δ Zcellt ,
which has stationary solution in x∗cell =
γ
δ
. Therefore, the ratio between synthesis
and degradation indicates the population of Nrf2 reporter the cell tends to. Figure
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Figure 4.15: Posterior densities for the ratio between synthesis and degradation: mean of
hierarchical parameters, under the basal (blue) and stimulated conditions (red).
4.15 shows the posterior densities for the average, across cells, of the ratio between
synthesis and degradation,
1
N
N∑
i=1
γ(i)
δ(i)
. The densities for both conditions are well
above 200, the minimum number of molecules we assumed.
Results from this Section indicate that cells in the two conditions approxi-
mately follow similar mechanisms. Stimulation does not appear to strongly affect
cellular processes such as synthesis and degradation; on the contrary it may have an
impact on the nuclear and cytoplasmic volumes. The most interesting finding is that
stimulation seems to induce faster movements between nucleus and cytoplasm, which
translate in slightly more oscillatory patterns. Furthermore, in both conditions, we
also show confirmatory evidence that export happens at a faster rate than import,
as already suggested in the analysis in Section 4.2.
In Chapter 5 we will again make use of the posterior chains obtained in
this Section to perform a stability analysis to further investigate the nature of Nrf2
oscillations.
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Figure 4.16: Observed Nrf2 reporter levels Y (i) (black solid line) in a nucleus (left) and
cytoplasm (right), and 0.95 CI of the reconstructed latent process X˜(i) (red dashed lines)
for a single cell.
4.7 Residual analysis
We analyse the residuals of the model obtained, for each observation Y (i)t = (Y
N(i)
t , Y
C(i)
t )
T ,
as the difference between the observation and the reconstructed latent process,
X˜
(i)
t = (X˜
N(i)
t , X˜
C(i)
t )
T , which at the k-th iteration of the MCMC algorithm, we
call x˜(i)
k
t = (x˜
N(i)k
t , x˜
C(i)k
t )
T , where superscripts N and C refer to the nuclear and
cytoplasmic components respectively. In particular, at the k-th iteration of the
MCMC, for k = 1, ...,K, we define the column vectors for the nuclear and cyto-
plasmic residuals for the i-th cell, with i = 1, ..., N , as r(i)
k
N = (r
(i)k
N1
, ..., r
(i)k
NTi
)T and
r
(i)k
C = (r
(i)k
C1
, ..., r
(i)k
CTi
)T , where
r
(i)k
Nt
= Y
N(i)
t − x˜N(i)
k
t and r
(i)k
Ct
= Y
C(i)
t − x˜C(i)
k
t .
All nuclear and cytoplasmic residuals for the i-th cell are embedded in the Ti ×K
matrices r(i)N = (r
(i)1
N , ..., r
(i)K
N ) and r
(i)
C = (r
(i)1
C , ..., r
(i)K
C ), respectively. For computer
memory and storage reasons, we apply a thinning factor of 103 to the residuals, i.e.
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Figure 4.17: Densities for nuclear (left) and cytoplasmic (right) residuals observed in the
35 cells under the basal (top row) and stimulated (bottom row) conditions.
only 1 residual process is stored every 103 iterations; indexes k = 1, ...,K refer to
the thinned chains.
Therefore, for every cell i = 1, ..., N , each iteration of the MCMC has its
own nuclear and cytoplasmic residual vectors, r(i)
k
N and r
(i)k
C . Figure 4.16 shows,
for a particular cell, the observed process, Y (i), and the pointwise 0.95 HPD CI
for the latent process, X˜(i), which clearly is in the neighbourhood of the observed
one. The CI is obtained, for each X˜N(i)t and X˜
C(i)
t , from the respective chains
(x˜
N(i)1
t , ..., x˜
N(i)K
t ) and (x˜
C(i)1
t , ..., x˜
C(i)K
t ).
Figures B.32-B.43 in the Appendix report, for every cell i, the histograms of
residuals for all observations of each cell, r(i)N and r
(i)
C , under both conditions: they
all appear to be symmetric and centred in 0. Figure 4.17 summarizes the information
from the histograms by displaying the overlapping densities, one for each cell i, of all
residuals in nucleus, r(i)N , and cytoplasm, r
(i)
C , for the basal and stimulated conditions.
We also check for autocorrelation in the residuals: in each cell i, and for
every MCMC iteration k, we compute the autocorrelation of nuclear and cyto-
plasmic residuals of lag j = 1, ..., 20, which we define as A(i)
j
Nk
= acfj(r
(i)k
N ) and
A
(i)j
Ck
= acfj(r
(i)k
C ), respectively, where acfj(.) measures the empirical autocorre-
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Figure 4.18: Autocorrelation of residuals of lag from 1 to 20 which, given observations are
available every 2 minutes, corresponds to a maximum time lag of 40 minutes. Each point
represents the average, over the MCMC iterations, autocorrelation of residuals in a cell; the
green line indicates the average over cells. The left two plots refer to nuclear (first left) and
cytoplasmic (second left) autocorrelation under the basal condition. The third and fourth
panels give analogous results for the stimulated condition.
lation function of lag j. We average these values across the MCMC iterations,
to obtain a unique ACF for nucleus and cytoplasm of each cell i, which we call
A¯
(i)j
N =
1
K
K∑
k=1
A
(i)j
Nk
and A¯(i)
j
C =
1
K
K∑
k=1
A
(i)j
Ck
. Figure 4.18 shows the average au-
tocorrelation across the MCMC iterations, of lag j = 1, ..., 20, of the nuclear and
cytoplasmic residuals, A¯(i)
j
N and A¯
(i)j
C ; every dot refers to a cell. The points appear to
be homogeneously spread around 0; this is particularly true if we consider the aver-
age across cells,
1
N
N∑
i=1
A¯
(i)j
N and
1
N
N∑
i=1
A¯
(i)j
C , denoted by the green line. There only
seems to be a slightly positive autocorrelation of lag 1 for the cytoplasmic residual
component, although 3 cases, for both basal (3/35 = 8.6%) and stimulated (3/36 =
8.3%) conditions, have negative autocorrelations.
Finally, we study the linear dependence between nuclear and cytoplasmic
residuals. Again, for each cell i and MCMC iteration k, we compute the correla-
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Figure 4.19: Boxplots for the covariance between nuclear and cytoplasmic errors; each
boxplot corresponds to a cell in the basal (left) and stimulated (right) conditions.
tion between the nuclear and cytoplasmic residual vectors, which we call C(i)k =
cor(r
(i)k
N , r
(i)k
C ), where cor(a, b) indicates the empirical correlation between a and b.
For each cell, we obtain K correlations C(i)1 , ..., C
(i)
K : Figure 4.19 shows the box-
plots obtained from these elements, one for each cell, under both basal (left image)
and stimulated (right plot) conditions. The image clearly indicates that there is no
evidence of any linear dependence between nuclear and cytoplasmic residuals.
Overall, residual analyses show the measurement error assumptions are ful-
filled and coherent with the data: residuals are symmetric around 0 and are neither
autocorrelated in time nor correlated between compartments.
4.8 Summary
This Chapter has focused on the analysis of the available experimental data from
the Nrf2 system. In the first part we presented exploratory analyses which allow us
to gain an initial insight into our data. In particular, by studying the ratio between
nuclear and cytoplasmic areas, we are able to formulate an informative prior for the
hypermean of the volumes ratio. Following an analysis on repeated measurements,
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we also obtain an informative prior on the hypermeans of the measurement error
parameters. Furthermore, we show that nuclear and cytoplasmic estimated errors
do not appear to be correlated, although they might be autocorrelated in time. In
order to investigate the robustness of the model to a misspecification of the error, we
perform a further simulation study where the error is sampled from an AR(1) model.
Finally, we find evidence that the Nrf2 nuclear export is faster than its import; the
same piece of information is then confirmed by the posterior results obtained when
fitting the model to data.
We then apply the methodology shown in the previous Chapter to our experi-
mental data. We do not find large differences in the posterior densities of parameters
between the conditions; however, as expected, we find that stimulated cells seem to
have faster import and export rates, which would explain the more dynamic and os-
cillatory pattern observed in the experimental data when stimulated. We also check
that residuals are symmetric around zero and are neither correlated between nucleus
and cytoplasm nor autocorrelated in time.
In the next Chapter, we will further exploit the parameters’ posterior chains
we obtained. By means of a stability analysis of the system around its equilibrium,
we will obtain further insight into the mechanism driving the oscillations we observe
in some of our experimental data.
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Chapter 5
Stability analysis of the Nrf2
system
I saw the angel in the marble and
carved until I set him free.
Michelangelo Buonarroti
In this Chapter we study the stability of the Nrf2 system, around its station-
ary solution. We initially analyse the model in a deterministic context and study
its linear approximation near equilibrium. We then investigate what happens when
perturbing the stationary solution with a source of white noise. Finally, we draw
some conclusions about the nature of the system.
5.1 DDE at equilibrium
We start by studying the behaviour of the deterministic system, defined by the
following delay differential equations (DDEs),
Z˙Nt = kd Z
C
t − Eτ (ZNt−τ )
ka Z
N
t
Ka + ZNt
− δZNt [ Nuc Nrf2 ] (5.1)
Z˙Ct = Eτ (Z
N
t−τ )
ka Z
N
t
Ka + ZNt
− kd ZCt + γ − δZCt , [ Cyt Nrf2 ] (5.2)
where, for simplicity, we drop the cell indicator (i) and, as explained in Section 2.5,
ZNt and ZCt represent the deterministic counterparts of the stochastic populations
XNt and XNt .
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We select, from the posterior chains of each cell, burn-in excluded, 100 pa-
rameter vectors. The chosen samples are equally spaced along the posterior chain,
so as to reduce their dependence and obtain almost independent draws. Thus, in
total we select 3,500 parameter vectors under the basal condition and 3,600 under
the stimulated one. For each cell and parameter vector, we then use the Euler al-
gorithm (Wilkinson, 2012) to numerically integrate each one of the 7,100 DDEs.
We find that all DDEs quickly converge towards an equilibrium and none of them
converges to a stable periodic oscillation. In the Euler integration, the delay com-
ponent, Eτ (ZNt−τ ), which is an integral over the delay distribution, is approximated
by a discrete summation over the past values of the process, up to lag τmax = 60
minutes, as in (2.4).
5.2 Linear stability analysis
We are interested in understanding what happens when we introduce small pertur-
bations around the equilibrium. In order to do so, we study the nature of the eigen-
values of the linearised system around its equilibrium (Hirsch et al., 2013; Momiji
and Monk, 2009; Strogatz, 2014; Luenberger, 1979). First, we write the DDE at its
stationary solution, which we define as x∗ = (x∗N , x
∗
C), as
0 = kd x
∗
C − x∗N
ka x
∗
N
Ka + x∗N
− δx∗N [ Nuc Nrf2 ] (5.3)
0 = x∗N
ka x
∗
N
Ka + x∗N
− kd x∗C + γ − δx∗C , [ Cyt Nrf2 ] (5.4)
where 0 on the left side of either equation is due to the fact that, at equilibrium, the
derivative, with respect to time, of the deterministic process is zero.
Recall that, as explained in Section 4.6, the stationary solutions for nucleus
and cytoplasm are connected, because the equilibrium for the entire cell, Zcellt , is the
ratio between synthesis and degradation parameters, x∗cell = x
∗
N + x
∗
C =
γ
δ
.
We consider equation (5.1) around its equilibrium and rewrite ZNt as its
stationary values plus a small perturbation, ZNt = x∗N + wt. We also assume the
total cellular level is stable near equilibrium Zcellt ' γδ ; hence, in (5.1), we can rewrite
ZCt as Z
C
t = Z
cell
t − ZNt ' x∗cell − ZNt =
γ
δ
− x∗N − wt = x∗C − wt. In other words,
we separate the whole Nrf2 dynamics into two parts: the behaviour of the total
cellular amount of Nrf2 and the nuclear-cytoplasmic translocations; the latter is the
component we are interested in investigating here. By assuming that the total Nrf2
is constant at equilibrium, we focus on the DDE for ZNt alone and, hence, reduce
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the problem from 2 dimensions to a single one.
In order to linearise (5.1), we linearise the Michaelis-Menten term via a first
order Taylor expansion around the stationary solution:
ka Z
N
t
Ka + ZNt
' ka x
∗
N
Ka + x∗N
+ wt
kaKa
(Ka + x∗N )2
,
where we neglect second order terms as we have assumed to be near equilibrium,
where wt is small.
Hence, we rewrite equation (5.1), in its linearised form, as
Z˙Nt = kd Z
C
t − Eτ (ZNt−µτ )
ka Z
N
t
Ka + ZNt
− δZNt (5.5)
' kd (x∗C − wt)− (x∗N + Eτ (wt−τ ))
(
ka x
∗
N
Ka + x∗N
+ wt
kaKa
(Ka + x∗N )2
)
− δ (x∗N + wt)
(5.6)
' a∗ + wt
(
−kd − δ − x∗N
kaKa
(Ka + x∗N )2
)
− Eτ (wt−τ ) ka x
∗
N
Ka + x∗N
(5.7)
' wt
(
−kd − δ − x∗N
kaKa
(Ka + x∗N )2
)
− Eτ (wt−τ ) ka x
∗
N
Ka + x∗N
(5.8)
where, going from 5.6 to 5.7, we drop the second order term wt−τ wt
kaKa
(Ka + x∗N )2
and, in 5.7, a∗ =
(
kd x
∗
C − x∗N
ka x
∗
N
Ka + x∗N
− δ x∗N
)
, which equals 0 as a∗ corresponds
to the DDE for ZNt , computed at equilibrium, in (5.3).
The DDE for ZNt , around its stationary value, is replaced by the DDE for
wt. Since ZNt = x∗N + wt, and x
∗
N is constant, it follows that Z˙
N
t = w˙t (Strogatz,
2014; Luenberger, 1979). After linearisation, w˙t is approximately linear and, hence,
can be expressed as w˙t ' λwt, where λ is defined as the eigenvalue solution of the
linearised system we are interested in studying (Strogatz, 2014; Luenberger, 1979).
The trivial solution of w˙t at time t, is wt = w0 eλt, where w0 represents its starting
value at time 0 (Strogatz, 2014; Luenberger, 1979).
We replace, in equation (5.8), Z˙Nt with w˙t and wt with w0 eλt. After the w0
and eλt terms cancel out on the two sides of the equation, we can solve for λ:
λw0 e
λt ' w0 eλt
(
−kd − δ − x∗N
kaKa
(Ka + x∗N )2
)
− w0Eτ (eλ(t−τ)) ka x
∗
N
Ka + x∗N
(5.9)
λ '
(
−kd − δ − x∗N
kaKa
(Ka + x∗N )2
)
− Eτ (e−λτ ) ka x
∗
N
Ka + x∗N
(5.10)
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λ ' a+ bEτ (e−λτ ), (5.11)
where a = −kd−δ−x∗N
kaKa
(Ka + x∗N )2
, b = − ka x
∗
N
Ka + x∗N
and the integral in Eτ (e−λτ ) =∫ τmax
0
e−λτfτ (τ)dτ is solved numerically via the function integrate provided by the
software (R Core Team, 2016).
Alternatively, we could proceed in a similar manner with the second DDE for
ZCt , i.e. assuming Zcellt constant and studying the intracellular mechanisms via the
1-dimensional system for ZCt , which mirrors the one for ZNt . Clearly, this approach
would lead to the same eigenvalue equation. We do not report calculations for
brevity, as they are specular to the ones presented above.
The value of λ determines the linear stability of the steady state solution.
In particular, the real part of the eigenvalue determines if, when perturbing the
system, this perturbation decays, for a negative real part, or grows, for a positive
one (Strogatz, 2014; Luenberger, 1979). This result becomes intuitive if considering
the DE for the perturbation w˙t ' λwt. However, negative complex eigenvalues, i.e.
with non-zero imaginary part, correspond to systems whose fixed points are stable
spirals (Strogatz, 2014). We are particularly interested in these cases because such
systems, although deterministically converging to a stable solution, are likely to pro-
duce transient oscillatory behaviours when induced by noise. Therefore, in a stochas-
tic context, when constantly perturbed by noise, these systems oscillate around the
equilibrium solution. Such cases are often referred to as “noise-induced oscillators”,
since the oscillations are not inherent in the system itself, and are only observable in
a noisy context. Noise-induced oscillations are a well known phenomenon, present
in many biological mechanisms (Steuer, 2004; Ko et al., 2010; Balanov et al., 2004).
5.3 Eigenvalue study
We numerically solve the eigenvalue equation (5.11), for each of the 7,100 sampled
parameter vectors and corresponding stationary solutions. All our solutions have
negative real part as, in the equation for λ, both a and b are negative, implying
that, when perturbing the system, the noise decays in time. In addition, we find
complex eigenvalues in 49% of cases, under the basal condition, and in 67%, under
the stimulated one. This finding suggests that, at least in a good portion of cells,
the Nrf2 system behaves like a noise-induced oscillator. In other words, although the
deterministic system does not exhibit sustained oscillations, the stochasticity intro-
duced by the finite population often makes the system oscillate around its solution.
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Moreover, the fact that the fraction of complex eigenvalues is higher in stimulated
cells, again confirms that, when cells are induced, they are more likely to oscillate.
Model Basal Stimulated Mode Basal Mode Stimulated
Original model 53.0 66.5 48.6 58.3
Constant τ = µτ 52.3 65.9 45.7 58.3
2× στ 55.0 68.6 54.3 61.1
4× στ 61.1 74.7 60.0 66.7
Linear export 52.5 66.3 48.6 58.3
Constant τ = 0 0.0 0.0 0.0 0.0
Constant τ = 60 97.8 98.9 100.0 100.0
Constant τ = 120 100.0 100.0 100.0 100.0
Table 5.1: Number of complex solutions, in percentage, for the eigenvalue analysis. “Orig-
inal model” refers to the model used for inference on the experimental data. In “Constant
τ = µτ ” the delay is assumed to be a constant equal its mean parameter, which varies ac-
cording to the parameter vector used. Rows “2× στ ” and “4× στ ” correspond to the model
with standard deviation of the delay distribution 2 and 4 times bigger than the original one
(3 minutes), i.e. στ is 6 and 12 minutes respectively. In “Linear export” the MM term is
replaced by a constant, θMM . The bottom three lines, “Constant τ = 0, 60 or 120”, indicate
that the delay is constant and equal to 0, 60 or 120 minutes.
Next, we investigate the effect of the delay and the Michaelis-Menten (MM)
term. In particular, we repeat the stability analysis by varying the standard deviation
for the delay distribution, where we use a standard deviation, στ , 2 and 4 times bigger
than the original one, i.e. στ is set equal to 6 and 12 minutes, whilst 3 minutes is the
original value used in the data analysis. We also consider a constant delay instead
of a distributed one, which corresponds to the limiting case στ = 0. Results are
shown in left two columns of Table 5.1. The increase in the variance of the delay
corresponds to a higher fraction of complex eigenvalues; in particular, at the limiting
cases, going from constant delay to the biggest variance considered, the percentage of
complex eigenvalues goes from 52 to 61% and from 66 to 75%, in the two conditions.
We also study the effect of changing the mean of the delay, µτ , by considering
three cases, in that we assume that all cells have a fixed delay τ of 0, 60 or 120
minutes; notice that τ = 0 corresponds to replacing the delay term with ZNt . The
impact of this change is dramatic: if we remove the delay, all eigenvalues have real
solutions. Conversely, by increasing the delay to 1 hour, 98-99% of the eigenvalues
have complex solutions only, and we reach 100% with a 2 hour delay.
We repeat the stability analysis, for each cell, using the parameters’ posterior
modes. Results are reported in the two right columns of Table 5.1. As expected,
they are very similar to the ones discussed above. Figure 5.1 shows the function
a + bEτ (e
−λτ ) for basal and stimulated conditions. The points where the black
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Figure 5.1: Plots for a+bEτ (e−λτ ) (black curves) and λ (green 45◦ line), for the posterior
modes of parameters under the basal (left image) and stimulated (right image) conditions.
Each line corresponds to a cell.
curve crosses the 45◦ green line, indicating λ, represent the real solutions of the
eigenvalues, if present. Clearly, not all curves intersect the green line: these cases
correspond to complex eigenvalues, which have no solution on the real domain. In
Figure 5.2, we also show how these plots vary when assuming a 1 hour delay for all
cells, τ = 60, showing that all curves are now below the green line, indicating no
eigenvalue has a real solution.
The results presented above indicate that the delay term plays a key role in
the stability of the Nrf2 system and suggest oscillations would be absent without it,
even in a stochastic context. In particular, the mean value of the delay appears to
have a stronger impact than the variability of its distribution. Recall, from Section
2.4, that the delay term represents a proxy for the nuclear phosphorylated Nrf2.
Therefore, this result highlights the importance of the Nrf2 nuclear phosphorylation,
by means of aFyn, in the noise-induced oscillations.
Furthermore, we investigate the effect of the MM term by replacing it with a
constant factor, θMM =
ka x
∗
N
Ka + x∗N
, where ZNt is substituted by its stationary value;
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Figure 5.2: Plot for a + bEτ (e−λτ ) (black curves) and λ (green 45◦ line), assuming a
constant delay τ of 60 minutes, for the posterior modes of parameters under the basal (left
image) and stimulated (right image) conditions. Each line corresponds to a cell.
the DDE system in (5.1)-(5.2) becomes
Z˙Nt = kd Z
C
t − Eτ (ZNt−τ ) θMM − δZNt [ Nuc Nrf2 ] (5.12)
Z˙Ct = Eτ (Z
N
t−τ ) θMM − kd ZCt + γ − δZCt . [ Cyt Nrf2 ] (5.13)
In this case, the system is already linear and does not need to be linearised.
We follow a similar procedure as above, focusing on ZNt . We assume Zcellt constant
and express ZNt as ZNt = x∗N + wt; hence we can rewrite (5.12) as
Z˙Nt = kd (x
∗
C − wt)− (x∗N + Eτ (wt−tau)) θMM − δ(x∗N + wt) (5.14)
' b∗ + wt (−kd − δ)− Eτ (wt−τ ) θMM (5.15)
' wt (−kd − δ)− Eτ (wt−τ ) θMM , (5.16)
where b∗ = kd x∗C − x∗N θMM − δx∗N is the DDE in 5.12 computed at equilibrium,
which equals 0.
Moreover, by using, as before, Z˙Nt = w˙t ' λwt and wt = w0 eλ t, we obtain
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an equation for λ as follows,
λw0 e
λt ' w0 eλt (−kd − δ)− w0Eτ (eλ(t−τ)) θMM (5.17)
λ ' (−kd − δ)− Eτ (e−λτ ) θMM (5.18)
λ ' a˜+ b˜ Eτ (e−λτ ), (5.19)
which has the same form as before, where now coefficients are a˜ = −kd − δ and
b˜ = −θMM .
The percentage of complex eigenvalues in this case, reported in the line corre-
sponding to “Linear export” in Table 5.1, is only marginally lower than in the original
non-linear system. However the small difference observed could be explained by the
fact that, even in the non-linear system, we only consider a Taylor linear approxi-
mation of the MM and not the original non-linear term.
As before, we also repeat the analysis on the parameters’ posterior modes of
each cell and obtain similar results.
The results presented in this Section suggest a key component driving Nrf2
noise-induced oscillations is the delay term and in particular its mean value, while
the variance of its distribution and the MM term play secondary roles. Finally, we
find that the induction of cells by a stimulant is also a main factor in this process.
This finding is coherent with the results shown in Section 4.6, where we show that
induced cells correspond to higher import and export rates, and hence to faster and
more dynamic movements between nucleus and cytoplasm.
5.4 DDE simulation with noise
In the previous section we found that, in a consistent fraction of cases, the Nrf2
system behaves like a noise-induced oscillator. In order to further investigate this
phenomenon, we simulate from the DDE in (5.1)-(5.2), via the Euler method (Wilkin-
son, 2012), adding a random noise component at each time step. For simplicity, the
analysis presented in this Section is only carried out on the posterior modes of pa-
rameters, therefore each cell contributes to 1 simulation only.
At every step of the Euler algorithm, we add correlated random noise in
nuclear and cytoplasmic components, where the correlation between the two sources
of noise is introduced to increase model realism. For each cell, we compute, via the
DA covariance in (3.5), the correlation between nuclear and cytoplasmic increments,
for the posterior mode parameter values and with ZNt and ZCt set equal to their
equilibrium values. A histogram for the correlation values across the 71 available
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Figure 5.3: Correlation between nuclear and cytoplasmic variations, computed from the
DA covariance matrix on each one of the available 71 cells, with parameter values set to
their posterior modes and with ZNt and ZCt equal to their equilibrium values. The blue
vertical line denotes the average correlation, −0.54.
cells is shown in Figure 5.3. The average correlation, over all 71 cells, between
nuclear and cytoplasmic variations is −0.54.
At every Euler step, of time interval equal to 1 minute, we add a white noise
normal component ∗ ∼ N (0,√∆ Σ∗ ), with Σ∗ =
(
1 −0.54
−0.54 1
)
, with ∆ = 1
minute being the Euler step. The variance is chosen to be 1 because this value allows
us to reproduce movements of a realistic size. Increasing of decreasing the variance
produces analogous results to the ones described below.
We simulate each process for 104 minutes: all simulations quickly converge to
their stationary values and fluctuate around them. Figure 5.4 shows an example of
a simulated process for a cell: the top images refer to the entire 104 window, whilst
the bottom panels represent a zoomed version over 400 minutes, which is a similar
window to the time length of the experimental data. Indeed, these plots show very
similar patterns to the ones exhibited by the available data. Simulations for all cells
behave qualitatively similar to the one displayed in Figure 5.4. When decreasing
the variance matrix Σ∗ , by factors from 10 to 104, we obtain analogous plots, with
smaller deviations around equilibrium.
Images of nuclear versus cytoplasmic levels, in Figures B.44-B.49 in the Ap-
pendix, show how each simulation spirals around its stationary solution, represented
by the green dot at the centre of the vortex. Figure 5.5 shows the same image for the
two cells we have taken as example so far: cell 4 under the basal conditions and cell
3 under the stimulated one. On the left image we see how the simulation converges
towards its equilibrium, denoted by the green dot, whilst the right plots show a
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Figure 5.4: Example of an Euler simulation, with random noise added, for nuclear (left
images) and cytoplasmic (right images) Nrf2 reporter population of molecules; the red hor-
izontal line indicates the stationary solution of the DDE. The top row shows the entire
simulation, over 10,000 minutes, whilst the bottom row displays a 400 minute zoom in the
central part of the simulation. Parameters used are the posterior mode of parameters from
cell number 10 under the basal condition; in particular they correspond to: kd = 6.15 10−3,
ka = 1.38 10
−2, Ka = 1.52 10−1, µτ = 18.24, γ = 26.36 and δ = 1.67 10−2.
zoomed version of the same simulation, without convergence, around the stationary
point only.
Furthermore, we compute, from each simulated process, the autocorrelation
(ACF) plot to get a qualitative measure of the oscillatory behaviour: as with the
experimental data, ACF plots vary greatly between cells and, in some cases, exhibit
patterns associated with strong oscillations, like the ones shown in Figure 5.6. Auto-
correlation plots for all simulated processes can be found in the Appendix, in Figures
B.50-B.61. Furthermore, Figures B.62-B.73 show all ACFs for the experimental data,
which exhibit similar patterns to the ones shown by the simulated data.
Table A.4 reports the fraction of complex eigenvalues amongst the 100 sim-
ulated processes in each cell. Comparing these numbers with the ACFs from, both
experimental and simulated data, we notice that ACFs corresponding to cells with a
very high proportion of complex eigenvalues are more strongly oscillatory than ACFs
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Figure 5.5: Graphical representation, with nuclear and cytoplasmic processes on the two
axes, of Euler simulations perturbed with noise; each simulation moves around the respective
DDE solution, represented by the green dot. The top two images refer to the process
simulated from the posterior mode of parameters for cell 4 under the basal condition; the
bottom two images show to the process simulated from the posterior mode of parameters
for cell 3 under the stimulated condition. On the left plots the entire process is represented;
the right images show a zoom version of the same plots around equilibrium, removing
convergence to it.
for cells with mostly real eigenvalues. This confirms the close connections between
oscillatory patterns and complex eigenvalues and it shows how, by introducing a
source of white noise, a significant proportion of simulations display oscillatory pat-
terns around the stationary solutions.
We compare the ACFs in Figure 5.6 with those obtained from our experimen-
tal data. Figure 5.7 shows the ACFs for the same two cells as in Figure 5.6, which
also exhibit strong periodicity that is normally associated with oscillatory patterns.
There is a high degree of similarity between the ACFs for real data and the ones for
the DDE noise perturbed simulation presented here; the analogy is not only present
on the two examples in Figures 5.6 and 5.7 yet also on the remaining cells. For
instance the regular periodicities shown here are only observed in a minority of cases
in both real and simulated data.
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Figure 5.6: Autocorrelation plot, of lag 1-1,000 minutes, for two simulated processes. The
left two images refer to nucleus and cytoplasm, respectively, simulated from posterior mode
of parameters for cell 4 under the basal condition; the right two images, to nuclear and
cytoplasmic processes simulated from the posterior mode of parameters for cell 3 under the
stimulated condition.
The ACFs referring to the simulated data show more fluctuations due to
longer lag the autocorrelation is computed for, which is 1,000 minutes; this is possible
because of the long time the process is simulated for. The real data ACF, instead,
is limited to the time length the cell is observed for.
Images in Figures 5.6 and 5.7 correspond to cell number 4 under the basal
condition and to cell number 3 under the stimulated condition; the original processes
for these cells, visible in Figures B.1 and B.6 in the Appendix, are strongly oscillatory.
Hence, the ACF provides reassuring evidence that the parameters we infer
in oscillatory cells are then able to reproduce the oscillatory dynamics observed.
Moreover, considering the eigenvalue study in the previous Section, the basal and
stimulated cells considered here, i.e. basal cell number 4 and stimulated cell number
3, have complex eigenvalues in 100 and 97% of the case, respectively, as visible in
Table A.4. This confirms how, in oscillatory cells, our methodology mostly infers
parameter values which correspond to complex eigenvalues; those parameters, in
stochastically perturbed simulations, are also able to reproduce oscillations.
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Figure 5.7: Autocorrelation plot for two cells from the available experimental data. The
left two images refer to nucleus and cytoplasm, respectively, for the real process of cell 4
under the basal condition; the right two images, to nuclear and cytoplasmic real processes
for cell 3 under the stimulated condition.
We also point out that very similar results, in terms of both time series plots
and ACFs, are obtained when simulating from the stochastic DA model, in particular
from its EM approximation, following the steps described in Section 3.7. This is a
further indication that stochastically perturbing the DDE of our system, we achieve
processes comparable to the ones obtained via its stochastic counterpart.
5.5 Summary
In this Chapter we performed a stability analysis of the Nrf2 system around its
equilibrium. Results show that, for a large number of cells, the Nrf2 system behaves
like a noise-induced oscillator which, under the deterministic setting, converges to a
stable limit point solution and, when perturbed by white noise, displays oscillations.
The stimulation increases the proportion of cells with this characteristic: the fraction
of posterior parameters leading to complex eigenvalues increases from 53.0% to 66.5%
in stimulated cells, as compared to cells under the basal condition. Furthermore,
complex eigenvalues are more frequent in cells characterized by oscillatory patterns,
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which provides reassuring evidence that, in oscillatory cells, our methodology infers
parameter values which are able to reproduce oscillations.
We also find that the delay term represents a key component of the oscillatory
mechanism; in particular, increasing the mean delay to 1 hour results in almost
all eigenvalues having complex solutions. The delay term models the amount of
phosphorylated nuclear Nrf2 and controls the delayed nuclear export signal. This
result suggests that such a phosphorylation, triggered by aFyn, plays a central role
in the Nrf2 oscillatory mechanism and in its intracellular movements.
Finally, we have shown that, by perturbing the DDE with a source of random
noise, we obtain qualitatively very similar oscillations to those displayed by our
experimental data, as seen by inspecting the time series plots and empirical ACFs.
Analogous results are obtained when simulating from its stochastic counterpart, via
the DA and EMA.
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Part II
Inference on single cell gene
expression from a two-state switch
gene model
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Chapter 6
Biology
A ship in harbor is safe, but that is
not what ships are built for.
John Augustus Shedd
This Part of the thesis focuses on a different biological problem than the one
considered in Part I. However, both analyses are based on dynamical stochastic
models for molecular populations in single cells and also share some inferential tools,
such as the Bayesian hierarchical framework, the data augmentation procedure and
the Metropolis-within-Gibbs sampling structure.
This Chapter presents an introduction to the biological background, the mo-
tivation of the study and the available data, which will be used for inference. It also
describes the modelling approach, namely a two-state transcription switch model
which is assumed for the gene of interest, and compares it with two, less realistic,
alternative models.
In this Part of the thesis there is no reference to any notation used in Part I,
hence all notation needed will be redefined.
6.1 Motivation
The analysis focuses on investigating expression of messenger RNA (mRNA), in
single cells, from a large population of cells. Transcription, i.e. the process in which
mRNA transcripts are synthesized from genes, clearly is an inherently stochastic
phenomenon (Singh et al., 2013): mRNA levels vary greatly between cells, even for
genetically identical cells under the same experimental and environmental conditions
(Hebenstreit, 2013; Kim and Marioni, 2013; Raj et al., 2006). Models of the way gene
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expression is regulated involve and depend upon a series of interactions of biological
elements and events, whose timing is typically random (Shahrezaei and Swain, 2008;
Kaern et al., 2005; Kim and Marioni, 2013). For instance, transcription is regulated
by factors binding at upstream promoter elements; these binding events are the result
of random encounters of molecules and hence contribute to the inherent stochasticity
of transcription (Kaern et al., 2005). Investigating biological noise is of particular
interest as it could lead to an improved understanding of these cellular mechanisms.
In order to do so, we develop a stochastic dynamic model for the mRNA molecular
population in single cells and derive its stationary solution, which we fit to multiple
single cell data obtained via fluorescence in situ hybridization (FISH) flow cytometry
(FC) experiments.
We propose a two-state switch model where the gene alternates between a
more active ON state and a less active OFF state. Despite the use of the word “off”,
we note that mRNAmay also be transcribed in the OFF state, although transcription
is much higher while the gene is ON. This structure is particularly appealing because,
in spite of its relative simplicity, it allows the modelling of transcriptional bursts,
corresponding to relatively short periods of time where high quantities of mRNA are
transcribed. This phenomenon is typical of many genes and species (Dar et al., 2012;
Golding et al., 2005; Raj et al., 2006; So et al., 2011; Suter et al., 2011; Zopf et al.,
2013; Rajala et al., 2010), although its underlying mechanism is largely unclear.
In order to improve the current knowledge about this transcription mecha-
nism, we analyse gene expression data in single cells, from a gene whose transcription
is believed to happen in bursts. Data are collected in cell culture, for a version of the
human immunodeficiency virus type 1 (HIV-1) env gene, under several experimen-
tal conditions, namely at different levels of induction by the stimulant tetracycline,
which boosts gene expression levels. We are particularly interested in understanding
the effect that stimulation has on the system.
In the next Sections we will describe in more detail the two-state switch model
we employ as well as the available experimental data.
6.2 Data
The cell lines we use have been given to the Hebenstreit lab at Warwick by Mapen-
dano et al. (2010) and are a modified version of HEK293 cells containing a version
of the HIV-1 env gene under the control of a tetracycline inducible promoter.
The mRNA levels are observed, in each cell separately, via fluorescence in situ
hybridization (FISH) flow cytometry (FC); the native mRNA is tagged with fluores-
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Figure 6.1: Measurement process for the mRNA from the HIV-1 env gene.
cent labelled oligos, which are short nucleotide sequences designed to bind specifically
to the mRNA of interest. A laser is then used to induce these tagged mRNAs to
emit light; the measurement procedure is illustrated in Figure 6.1. Therefore mea-
surements actually refer to the original mRNA, which comes from the unmodified
DNA, not to a reporter as with the Nrf2 analysis in Part I. The software used for
the analysis, the BD FACSDivaTM software of the BD LSRFortessaTM cell analyzer,
measures the overall light intensity in each cell and converts it into a number. In
every experiment, we record about 10,000 observations, each one from a different
cell. Every cell corresponds to one measurement, which is assumed to come from the
stationary distribution of HIV-1 env mRNA expression.
Our data consist of several sets, each observed under a distinct experimental
condition, i.e. at different levels of induction by tetracycline: 0, 5 and 10 ng/ml
(nanograms per millilitre), where 0 clearly indicates no stimulation.
For each experimental condition, we repeat the experiment four times; hence,
we have four replicate datasets which we treat hierarchically. This allows us to explic-
itly model the experimental variability between replicates and use hyperparameters
to carry out comparisons between different experimental conditions.
6.3 Switch Model
One of the most basic models for gene expression assumes that, in each cell, tran-
scription and degradation of mRNA molecules occur as a birth and death process
with exponential waiting times, with constant rates that we call α and β, respec-
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Figure 6.2: System for the two-state switch model we propose. The red circles indicate
the state of the gene, ON or OFF, whilst the blue circle represents the mRNA population.
tively. If we define Xt as the population of mRNA at time t in a cell, we find that
the stationary distribution of mRNA is Poisson distributed(Paulsson, 2005; Singh
et al., 2013; Raj et al., 2006), in particular Xt ∼ Pois
(
α
β
)
(Munsky et al., 2012).
Such a simplistic model typically under-estimates the variability of the real biological
mechanism and, hence fails to capture the main features of the data. In fact, the dis-
tribution of gene expression is normally over-dispersed with respect to the Poisson,
with variance significantly larger than the mean. In particular, this model usually
fails to capture the broad mRNA distributions from regulated genes (Munsky et al.,
2012).
A more realistic assumption consists of using a two-state switch model which
assumes the gene stochastically alternates between ON and OFF states, with ex-
ponentially distributed waiting times, with constant rates that we call kON , for the
change from OFF to ON, and kOFF , for the change from ON to OFF. The gene only
transcribes mRNA in the ON state, while in the OFF transcription is assumed to
be null (Suter et al., 2011; Wills et al., 2013; Hebenstreit, 2013; Kim and Marioni,
2013; Munsky et al., 2012; Peccoud and Ycart, 1995); degradation still happens,
as above, at constant rate β. The resulting stationary distribution is the heavier
tailed Poisson-beta distribution, which is an over-dispersed Poisson where one of the
components of the parameter is a beta distributed random variable (Johnson et al.,
2005; Kim and Marioni, 2013). This assumption highly improves realism, with re-
spect to the simple one-state model we introduced above, and allows us to model
transcriptional bursts.
Nevertheless, assuming no transcription in the OFF state could be an unre-
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alistic assumption. Hence, we propose a two-state switch model similar to the one
above, yet where transcription also occurs at a less active rate in the OFF state.
The gene transcription still is assumed to switch between ON and OFF states with
exponentially distributed waiting times, at rates kON , when moving from OFF to
ON, and kOFF , when going from ON to OFF. The gene transcribes mRNA at two
distinct rates, corresponding to either rate, which we call α1 and α0, respectively,
with α1 > α0; therefore, while in the OFF state, the gene is less active yet not
completely dormant. Degradation still happens at the constant per molecule rate β,
regardless of the gene condition. Figure 6.2 graphically illustrates the process.
As we will show in Section 7.1, the mRNA population at equilibrium is still
distributed as a Poisson-beta, although clearly with different parameters than in
the simpler model, where α0 = 0. The resulting distribution is a key element in
inference, as it allows us to easily sample the mRNA population at stationarity and
to compute its density. Notice that the previous two-state switch model, with no
transcription in the OFF state, is a particular case of ours, with α0 = 0. Also
the simpler one-state model can be obtained from ours, assuming that the gene is
constantly ON or OFF, i.e. kOFF = 0 or kON = 0.
Figure 6.3 shows an example of densities for the mRNA cellular population
under the three models we introduced; all cases share the same mean, 44.5, and the
two-state switch models have the same switch coefficients, kON and kOFF . Parameter
values are chosen, after analysing the experimental data, in order to roughly match
their average value and typical shape.
We notice that the one-state model, in red, leads to a peaked Poisson distri-
bution. The two-state switch model with α0 = 0, in blue, is highly asymmetric, with
very long right tail, and the mode is quite distant from the mean. The model we
propose, in black, is less asymmetric but can account for overdispersion, in contrast
to the Poisson.
6.4 Reaction network
We introduce a reaction network to our two-state switch model: we call S(t), or
simply St, the state of the gene at time t, either 0 (OFF) or 1 (ON), and X(t), or
Xt, the numbers of mRNA molecules at time t in a single cell.
The model we propose can be represented by 5 reactions, R1, ..., R5, for the
bivariate populations (Xt, St)T . The i-th reaction is associated to a stoichiometry
vector, which we call vi, that indicates the changes generated by Ri in the popu-
lations of species, for i = 1, ..., 5. Furthermore, Ri is also associated to a hazard,
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Figure 6.3: Example of the densities of the number of mRNA molecules in single cells for
the one-state model (in red), with mean parameter 44.5, the two-state switch model with
transcription in the ON state only (in blue) , with parameters α1 = 1, 780, kON = 2.5 and
kOFF = 97.5 and the two-state switch model we propose with transcription in both states
(in black), with parameters α1 = 1, 000, α0 = 20, kON = 2.5 and kOFF = 97.5. All cases
have the same mean, 44.5.
defined as wi(Xt, St, θ), that depends on the population values, at time t, and on
a vector containing the parameters of interest, θ = (kON , kOFF , α1, α0, β). Given
an infinitesimal time dt, wi(Xt, St, θ) dt represents the probability that reaction Ri
occurs in the time interval (t, t+ dt], i = 1, ..., 5 (Wilkinson, 2012).
In the following we introduce the 5 reactions and corresponding stoichiometry
vectors and hazards.
• R1 represents the gene switching from the OFF to the ON state, i.e. St changes
from 0 to 1, hence v1 = (0, 1). The hazard is w1(Xt, St, θ) = kON (1 − St),
where (1 − St) plays the role of a binary indicator, which is 0 if the gene is
already ON and 1 if the gene is OFF; this allows us to model the fact that the
gene can only be turned ON when it is in the OFF state.
• R2 indicates the gene switching from the ON to the OFF state, in this case St
changes from 1 to 0, with v2 = (0,−1). The hazard is w2(Xt, St, θ) = kOFF St,
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where St is 1 if the gene is ON and 0 if the gene is already OFF; again, the
hazard is non-null only if the gene is ON.
• R3 corresponds to the transcription of 1 molecule of mRNA, while in the ON
state, with rate w3(Xt, St, θ) = α1 St. The stoichiometry vector is v3 = (1, 0).
• R4 again represents the transcription of 1 molecule of mRNA, i.e. v4 = (1, 0),
this time in the OFF state, with rate w4(Xt, St, θ) = α0 (1− St).
• R5 indicates the degradation of 1 molecule of mRNA, regardless of the state
of the model, with linear rate w5(Xt, St, θ) = β Xt; hence i.e. v5 = (−1, 0).
This reaction network is summarized in Table 6.1.
Reaction R1 R2 R3 R4 R5
Reaction Gene Gene Transcription Transcription Degradation
description turns ON turns OFF ON state OFF state
Change St → St + 1 St → St − 1 Xt → Xt + 1 Xt → Xt + 1 Xt → Xt − 1
vi (0, 1) (0, -1) (1, 0) (1, 0) (-1, 0)
wi(Xt, St, θ) kON (1− St) kOFF St α1 St α0 (1− St) β Xt
Table 6.1: Reactions included in the two-state switch gene model reaction network and
respective hazards.
6.5 Summary
In this Chapter we have introduced the biological background for the analysis of gene
expression from a two-state switch model. We have presented the two-state switch
model with transcription in both ON and OFF states, as well as two simpler and
less realistic alternatives. We have also described the reaction network associated
with this model.
In the next Chapter we will introduce the mathematical details of the system,
we will prove that its stationary distribution can be seen as a Poisson-beta and we
will describe the inferential procedure that will be applied to the experimental data.
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Chapter 7
Statistical methods
Beware that, when fighting
monsters, you yourself do not
become a monster...for when you
gaze long into the abyss, the abyss
also gazes into you.
Friedrich Nietzsche
This Chapter presents original material proving that the two-state switch
model, with transcription in both states, i.e. α1, α0 > 0, has a Poisson-beta station-
ary distribution for the mRNA population. We derive the measurement equation
relating the observations to the unobserved population levels, which are treated as
latent states that we sample via a data augmentation procedure. We describe how
multiple replicates can be embedded in a Bayesian hierarchical framework and the
MCMC algorithm used for sampling the posterior distributions of the parameters.
Finally, we illustrate simulation studies checking the performance of our inferential
procedure.
7.1 Poisson-Beta Derivation
In this Section we present the explicit density for Xt when the cell is at equilib-
rium, developed by Singh et al. (2013), and we show that such mRNA stationary
distribution corresponds to a Poisson-beta. The latter equivalence has been proved
in unpublished notes by Lucy Ternant, former MOAC Master and first year PhD
student at the University of Warwick under the supervision of Dr Daniel Hebenstreit
and Prof. Bärbel Finkenstädt.
94
In contrast to the analysis in Part I of this thesis, which relies upon an ap-
proximate likelihood of the system, the density we will present here is the exact
stationary density of the model in Table 6.1, under the assumption that the mRNA
population in each cell has converged to an equilibrium, such that the mRNA distri-
bution over the cells is identical to the stationary distribution. The available data
are recorded after 16 hours from induction.
Singh et al. (2013) show that the reaction network in Table 6.1 has the fol-
lowing stationary distribution for the mRNA count at equilibrium,
P (X = x) = e−α˜0
∑x
i=0
(
Γ(k˜ON + i) Γ(k˜ON + k˜OFF )
Γ(k˜ON ) Γ(k˜ON + k˜OFF + i)
α˜x−i0
(x− 1)!× (7.1)
(α˜1 − α˜0)i
i!
1F1(k˜ON + i; k˜ON + k˜OFF + 1; α˜0 − α˜1)
)
, x ∈ N,
where P (.) indicates the probability operator, Γ refers to the gamma function, 1F1 is
the confluent hypergeometric function of the 1st kind and all parameters are rescaled
with respect to the degradation rate β: k˜ON =
kON
β
, k˜OFF =
kOFF
β
, α˜1 =
α1
β
and
α˜0 =
α0
β
. Parameters kON , kOFF , α1, α0 and β have been defined in Sections 6.3 and
6.4. Therefore, as in the simpler two-state switch model with α0, the parameters are
normalized with respect to the degradation rate (Kim and Marioni, 2013; Shahrezaei
and Swain, 2008). As a consequence, the time unit of these four parameters also
changes as they are now expressed in terms of per molecule degradation rate; e.g.
to obtain the per minute transcription rate in the ON state, we should multiply
parameter α˜1 by the per minute degradation rate. Parameter β only appears in the
stationary density as a linear combination with the other four parameters, hence
it is not structurally identifiable. Our inference will therefore focus on the four
standardized parameters k˜ON , k˜OFF , α˜1 and α˜0.
Theorem: The density in (7.1) can be associated with the following latent
variable structure,
X = A+B (7.2)
A ∼ Pois((α˜1 − α˜0)P ) (7.3)
P ∼ Beta(k˜ON , k˜OFF ) (7.4)
B ∼ Pois(α˜0), (7.5)
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where the probability functions for A (Johnson et al., 2005) and B are
P (A = y) =
Γ(k˜ON + y) Γ(k˜ON + k˜OFF )
Γ(k˜ON ) Γ(k˜ON + k˜OFF + y)
× (7.6)
(α˜1 − α˜0)y
y!
1F1(k˜ON + y; k˜ON + k˜OFF + 1; α˜0 − α˜1), y ∈ N,
P (B = z) = e−α˜0
α˜z0
z!
, z ∈ N. (7.7)
Proof: Since X is defined as the summation of A and B, X = x is obtained
when (A = a,B = b) with (a, b) ∈ {(0, x), (1, x − 1), ..., (x − 1, 1), (x, 0)}. Further-
more, given A and B are independent P (A = a,B = b) = P (A = a)P (B = b).
Hence, the density for X can be obtained, via the discrete convolution formula, as
P (X = x) =
x∑
i=0
P (A = i)P (B = x− i), x ∈ N (7.8)
= e−α˜0
x∑
i=0
Γ(k˜ON + i) Γ(k˜ON + k˜OFF )
Γ(k˜ON ) Γ(k˜ON + k˜OFF + i)
α˜x−i0
(x− 1)! × (7.9)
(α˜1 − α˜0)i
i!
1F1(k˜ON + i; k˜ON + k˜OFF + 1; α˜0 − α˜1),
which corresponds to the formula in (7.1). Going from (7.8) to (7.9) we simply replace
the probabilities of A and B with their formulae in (7.6) and (7.7), respectively. This
completes the proof of the Theorem.
Therefore we have shown that X can be written as the summation of A and
B, as in (7.2)-(7.5). Furthermore, since the summation of two independent Poisson
random variables (r.v.s) still is a Poisson r.v., we can rewrite the distribution of X
as
X ∼ Pois((α˜1 − α˜0)P + α˜0), with P ∼ Beta(k˜ON , k˜OFF ) (7.10)
or, equivalently,
X ∼ Pois(α˜1 P + α˜0 (1− P )), with P ∼ Beta(k˜ON , k˜OFF ). (7.11)
From this structure we can define the mean and variance of P , as
E(P ) =
k˜ON
k˜ON + k˜OFF
(7.12)
V ar(P ) =
k˜ON k˜OFF
(k˜ON + k˜OFF )2 (k˜ON + k˜OFF + 1)
(7.13)
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As in the basic model with α0 = 0, P can be interpreted as the probability that the
gene is in the ON state (Johnson et al., 2005), where E(P ) represents the average
time the gene spends in the ON state.
We also describe the mean and variance of X. Considering equation (7.2)
and owing to the independence of A and B, we can write the mean and variance of
X as E(X) = E(A) + E(B) and V ar(X) = V ar(A) + V ar(B). Clearly E(B) =
V ar(B) = α˜0 follows from the Poisson distribution of B. While, from Johnson et al.
(2005), we know that:
E(A) = (α˜1 − α˜0) k˜ON
k˜ON + k˜OFF
and
V ar(A) = E(A) +
k˜ON k˜OFF (α˜1 − α˜0)2
(k˜ON + k˜OFF )2 (k˜ON + k˜OFF + 1)
.
From the equations above, we can easily obtain the following formulations for the
mean and variance of X:
E(X) = α˜0 + (α˜1 − α˜0) k˜ON
k˜ON + k˜OFF
(7.14)
V ar(X) = E(X) +
k˜ON k˜OFF (α˜1 − α˜0)2
(k˜ON + k˜OFF )2 (k˜ON + k˜OFF + 1)
(7.15)
The Poisson-beta structure for X in (7.10), introduced in the Theorem above,
highly facilitates inference as it easily allows one to sample the mRNA population
at equilibrium. Furthermore 1F1, which appears in (7.1), needs to be numerically
estimated; this process is troublesome as there is no numerical method which is
accurate, quick and reliable at the same time in the entire parameter space (Kim
and Marioni, 2013; Muller, 2001). The methodology we propose circumvents the
need to compute 1F1, as it takes advantage of the latent variable structure in (7.10)
to sample the mRNA levels without using their probability density P (X).
An alternative sampling scheme might be to use the stochastic Gillespie al-
gorithm (Gillespie, 1977) and simulate directly from the reaction network in Table
6.1, where the time to the next k-th reaction is exponentially distributed with rate
equal to the k-th hazard, k = 1, ..., 5. Since the degradation rate is unidentifiable,
one can assume β = 1 and, hence, use α0 = α˜0, α1 = α˜1, k˜OFF = kOFF and
k˜ON = kON . Figure 7.1 displays an example of a Gillespie simulation for the mRNA
population; particularly interesting is the right image which shows how the model
simulates transcriptional bursts when the gene turns ON, corresponding to sudden
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Figure 7.1: Example of a Gillespie simulation (Gillespie, 1977) of the number of mRNA
molecules in single cells for the two-state switch model; entire simulation on the left and
zoom on 20 minutes on the right. The bottom red line indicates the state of the gene, which
is mostly OFF and turns ON when the line goes up vertically, corresponding to the moments
when mRNA is transcribed at rate α1. Parameters used for the simulation are: α0 = 20,
α1 = 1, 000, kON = 0.25, kOFF = 9.75 and β = 1.
peaks followed by a gradual decrease due to the degradation.
If we compute the distribution for the mRNA that such a system generates,
we obtain a highly asymmetric distribution with a peak around low molecular num-
bers and a very long right tail produced by bursts. Figure 7.2 shows the mRNA
stationary density obtained in two distinct simulations: one via the Gillespie algo-
rithm, corresponding to Figure 7.1, and one from the Poisson-beta structure given
in (7.10).
We can visually verify that the two coincide, apart from minor discrepancies
due to the finite sample they are based on. Clearly the Poisson-beta has a massive
computational advantage and, unlike the former, allows us to obtain an independent
sample.
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Figure 7.2: Marginal density for the mRNA population in a cell at equilibrium obtained
both from a Gillespie simulation (in black), for the two-state switch model we propose,
and from its Poisson-beta (in blue) stationary distribution. The two densities are almost
indistinguishable and minor differences are only due to the limited sample the density is
estimated on. Parameters used in the simulation are the same as in Figure 7.1.
7.2 Likelihood and latent states
Since every cell contributes to a single observation, we assume that all observations
come from cells which have reached their equilibrium and that, within the same
experiment, these are independent and identically distributed (iid) with probability
function given by (7.1).
We introduce X = (X1, ..., XN ), the random vector containing the mRNA
population from N cells at a single specific time. Given the iid structure, from
(7.1), it is straightforward to define a likelihood for a realization of X, which we
call x = (x1, ..., xN ), as the product of the densities over the N cells with common
parameter vector θ = (α˜0, α˜1, k˜ON , k˜OFF )
LX(θ;x) =
N∏
i=1
P (X = xi; θ). (7.16)
As previously described, we do not explicitly compute the density ofX, and hence we
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do not compute L(x; θ); instead, we will sample X from its stationary distribution.
However, the measurement process is characterized by an additional source
of random noise. Observations, which we call Y = (Y1, ..., YN ), are assumed to
be linked to the original population levels, X, via a measurement equation which
involves a proportionality constant, κ, and a normal noise:
Yi = κXi + i, ∀i = 1, ..., N, (7.17)
where i ∼ N (µ, σ2 ). The mean of the measurement error is non-zero and, as will
be shown in the next Chapter, is indeed inferred to be positive. This is due to the
fact that the measurement process, in addition to the light intensity of an individual
cell, also detects some background signal as part of the cell.
From equation (7.17), we can define the likelihood for the observed data as
L(x, µ, σ; y) =
N∏
i=1
Φ(yi − κxi|µ, σ2 ), (7.18)
where y = (y1, ..., yN ) represents a realization from Y and Φ(.|µ, σ2) denotes the
density of a normal r.v. with mean µ and variance σ2.
The measurement equation introduces a latent point for each observation,
Xi. As illustrated in Figure 7.3, the structure we propose also includes a second
level latent state for the probability that the i-th gene is ON, which we call Pi,
where elements for all cells are embedded in P = (P1, ..., PN ) and are assumed to
be independent between different cells and identically distributed. Therefore, we
generalise the structure in (7.11), to account for N cells, as
Xi ∼ Pois(α˜1 Pi + α˜0 (1− Pi)), with Pi ∼ Beta(k˜ON , k˜OFF ), for i = 1, ..., N.
(7.19)
The analysis is performed in a Bayesian framework where we use a data augmenta-
tion procedure (Lesaffre and Lawson, 2012), embedded in a Metropolis-within-Gibbs
algorithm, to alternately sample from the conditional distributions of the parameters,
given the latent states, and of the latent states, given the parameters.
The details of the algorithm will be described in Section 7.5, after having
introduced the hierarchical model and the prior specifications for the parameters.
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Figure 7.3: Two layer latent states, Xi and Pi, and observed one, Yi, for i = 1, ..., N .
7.3 Hierarchical likelihood
All single cell mRNAs from the same experiment are assumed to be iid where, for
every experimental condition, four replicates are obtained, each corresponding to
approximately 10,000 single cell observations.
In order to pool the information from these replicates and, at the same time,
to model the variability between replicates, we embed the model in a hierarchical
framework. This allows us to explicitly account for the experimental variability and
compare inference, for different experimental conditions, via the hyperparameters.
We define Y = (Y (1), ..., Y (K)) as the full data, with Y (k) = (Y (k)1 , ..., Y
(k)
Nk
)T
representing the data available for the k-th experiment, k = 1, ...,K, where Nk
indicates the number of single cell observations available for experiment k. In our
case, K = 4 and Nk is of the order of approximately 10,000 for each replicate
The hierarchical measurement equation, relating observationsY to the mRNA
populations X = (X(1), ..., X(K)), with X(k) = (X(k)1 , ..., X
(k)
Nk
)T , is
Y
(k)
i = κ
(k)X
(k)
i + 
(k)
i , for i = 1, ..., Nk and k = 1, ...,K, (7.20)
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with (k)i ∼ N (µ(k) , σ2 (k) ).
In Figure 7.4 we show the graphical model of this hierarchical system.
Our second layer latent variables are also redefined in the hierarchical context
as P = (P (1), ..., P (K)), with P (k) = (P (k)1 , ..., P
(k)
Nk
)T , where P (k)i is the r.v. repre-
senting the probability that gene i of experiment k is in the ON state. We denote by
p(k) = (p
(k)
1 , ..., p
(k)
Nk
)T a realization from P (k). We also define the hierarchical param-
eter vector for the k-th experiment as θ(k) = (α˜(k)0 , α˜
(k)
1 , k˜
(k)
ON , k˜
(k)
OFF , κ
(k), µ
(k)
 , σ
(k)
 )T ,
including the measurement equation parameters.
Since replicates refer to different cells and are independent, we can define
the full likelihood of the data as the product of the likelihoods of the individual
replicates:
L(X, θ;Y) =
K∏
k=1
L(x
(k), θ(k); y(k)); (7.21)
also the density for X can be defined, following (7.16), as
LX(θ;X) =
K∏
k=1
LX(θ
(k);x(k)), (7.22)
with θ = (θ(1), ..., θ(K)) and where L(x(k), θ(k); y(k)) and LX(θ(k);x(k)) represent the
density functions, defined in (7.18) and (7.16), for the k-th replicate, while x(k) =
(x
(k)
1 , ..., x
(k)
Nk
)T and y(k) = (y(k)1 , ..., y
(k)
Nk
)T indicate realizations from the random
elements X(k) and Y (k).
As a notation remark, superscripts between parentheses indicate the replicate,
while subscripts refer to a single element of the parameter vector. Each parameter
vector, θ(k), differs in each experimental replicate, yet is assumed to have been
generated from a common probability distribution,
θ(k) ∼ p(θ|Θ)∀k = 1, ...,K,
with Θ = (Θ1, ...,Θp), where p is the number of elements in θ(k), 7 in our case, and
Θj = (µj , τj)
T is the hyperparameter vector quantifying the mean and precision of
θ
(k)
j over the population of cells, j = 1, ..., p. As a prior, we choose a log-normal
distribution for each parameter, p(θ(k)j |Θ) ∼ logN (µj ,
1
τj
) with j = 1, ..., p and
k = 1, ...,K, which has R+ as support, a sensible choice as all parameters are positive.
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Y
Figure 7.4: Graphical model for the hierarchical system. On the left side the hyperparam-
eters Θ are shown; these generate the hierarchical parameters. From the hierarchical param-
eters on top the latent states P (1), . . . , P (N) are drawn. The latent states X(1), . . . , X(N)
are then sampled conditional on P (1), . . . , P (N) and on the hierarchical parameters in the
middle of the graph. Finally, X(1), . . . , X(N) together with the hierarchical parameters
at the bottom of the graph generate, via the measurement equation, the observed data
Y (1), . . . , Y (N).
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Assuming independence in the prior distributions between parameters and
replicates, the prior density of the entire parameter matrix θ = (θ(1), ..., θ(K))T ,
conditional on the hyperparameter Θ, is obtained as the double product over the K
replicates and the p elements of θ(k) = (θ(k)1 , ..., θ
(k)
p )T ,
p(θ|Θ) =
K∏
k=1
p(θ(k)|Θ) =
K∏
k=1
p∏
j=1
p(θ
(k)
j |Θ) =
K∏
k=1
p∏
j=1
p(θ
(k)
j |Θj). (7.23)
In the hierarchical framework, we wish to infer the posterior distribution of
the hyperparameters given the full data,
p(Θ|Y) =
∫ ∫
p(θ,Θ,X|Y) dθ dX (7.24)
∝
∫ ∫
L(X, θ;Y)LX(θ;X) p(θ|Θ) p(Θ) dθ dX, (7.25)
with p(Θ) being the prior distribution of hyperparameter Θ.
LX(θ;X) can be further decomposed as
LX(θ;X) ∝
∫
LPois(P, θ|X)LBeta(θ|P)dP, (7.26)
where
LBeta(θ|P) =
K∏
k=1
LBeta(θ
(k); p(k)) (7.27)
and
LPois(P, θ|X) =
K∏
k=1
LPois(p
(k), θ(k);x(k)), (7.28)
with
LBeta(θ
(k); p(k)) =
Nk∏
i=1
fBeta(p
(k)
i ; k˜
(k)
ON , k˜
(k)
OFF ) (7.29)
and
LPois(p
(k), θ(k);x(k)) =
Nk∏
i=1
fPois(x
(k)
i |α˜(k)0 + (α˜(k)1 − α˜(k)0 )p(k)i ), (7.30)
where fBeta(.|a, b) indicates the density of a beta r.v. with parameters a and b, i.e.
with mean
a
a+ b
, and fPois(.|λ) indicates the density of a Poisson r.v., with rate λ,
i.e. with mean and variance λ.
104
Using equation (7.26), we can rewrite p(Θ|Y) as
p(Θ|Y) =
∫ ∫
p(θ,Θ,X|Y) dθ dX (7.31)
∝
∫ ∫
L(X, θ;Y)LX(θ;X) p(θ|Θ) p(Θ) dθ dX, (7.32)
∝
∫ ∫ ∫
L(X, θ;Y)LPois(P, θ;X)LBeta(θ;P) p(θ|Θ) p(Θ) dθ dX dP.
(7.33)
7.4 Prior and proposal specification
To infer the posterior densities of parameters, we use Markov chain Monte Carlo
(MCMC) methods, where the sampling scheme follows a Metropolis-within-Gibbs
algorithm (Metropolis and Ulam, 1949; Metropolis et al., 1953; Hastings, 1970).
The prior specification of hyperparameters is analogous to that of the Nrf2
analysis in Part I. The hypermean and hyperprecision of each parameter is assumed
to follow a normal, µj |τj ∼ N (µj0 ,
λj0
τj
), and a gamma distribution, τj ∼ G(aj0 , bj0),
respectively, where G(aj0 , bj0) indicates the gamma r.v. parametrized with mean
aj0
bj0
and variance
aj0
b2j0
. This structure is conjugate with the log-normal prior and thus we
can sample the hyperparameters via a Gibbs step. Excluding µ and σ, for which
an informative prior is formulated, the hyperpriors are chosen to be non-informative
for all the remaining parameters, with µj0 = 0, λ = 104, aj0 = 0.001 and bj0 = 0.001,
which is a standard choice (Gelman, 2006) which we also used in the Nrf2 analysis
in Part I.
Informative prior for µ and σ
Following exploratory data analyses on the background noise in all four replicates,
which will be shown in Section 8.1, we formulate an informative prior on the measure-
ment error parameters of each replicate separately. In particular, we use a constant
prior for µ and σ, with different hyperparameters for each experiment, therefore
the hypermean and hyperprecision parameters for µ and σ are not updated. In the
log space, the prior is formulated as
log(µ(k) ) ∼ N (µ(k)µ , σ2 (k)µ ) and log(σ(k) ) ∼ N (µ(k)σ , σ2 (k)σ ), k = 1, ..., 4,
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with
(µ(1)µ , µ
(2)
µ , µ
(3)
µ , µ
(4)
µ ) = (6.65, 6.69, 6.87, 6.79), (7.34)
(µ(1)σ , µ
(2)
σ , µ
(3)
σ , µ
(4)
σ ) = (5.80, 5.74, 5.98, 5.72), (7.35)
(σ(1)µ , σ
(2)
µ , σ
(3)
µ , σ
(4)
µ ) = 10
−3 (5.54, 6.45, 5.34, 3.37), (7.36)
(σ(1)σ , σ
(2)
σ , σ
(3)
σ , σ
(4)
σ ) = 10
−3 (8.80, 11.85, 9.18, 6.91). (7.37)
Adaptive random walk proposal
The sampling of the hierarchical parameters in θ(k) follows an analogous approach
to the study in Part I. After an initial analysis, where each hierarchical parameter is
proposed independently from a simple random walk (RW), we study the correlation
between the posterior chains and merge, in the same block, the most correlated
parameters, and obtain 3 blocks, which we call θ(k)(b1) = (α˜
(k)
1 , α˜
(k)
0 , κ
(k)), θ(k)(b2) =
(k˜
(k)
ON , k˜
(k)
OFF ) and θ
(k)
(b3)
= (µ
(k)
 , σ
(k)
 ). We also define b1 = {1, 2, 5}, b2 = {3, 4} and
b3 = {6, 7} as the vectors containing the elements of θ(k) belonging to the first,
second and third block, respectively.
Values in each block are proposed from an adaptive random walk (ARW)
scheme (Haario et al., 2001) where, in the implementation from Haario et al. (2001),
constants  and sd are tuned in order to optimize each block’s acceptance rate.
Each block is proposed, in the log space, from a normal distribution, centred around
the previous iteration values, with variance proportional to the covariance matrix
estimated from the parameter chains of the respective block.
The algorithm is first run for 2,000 iterations without adaptation, as a stan-
dard random walk (RW). The covariance matrices are computed on each chains,
excluding the first 1,000 values, and then used in the proposal variance. Again,
as we have noted in Part I, the diminishing adaptation requirement (Roberts and
Rosenthal, 2009) is respected; the influence that the parameter values have, at the
r-th iteration of the MCMC, on the proposal variances, goes to 0 as r →∞.
7.5 Metropolis-within-Gibbs algorithm
In this Section we illustrate the algorithm used to alternately sample from the pos-
terior densities of parameters and latent states. Given all hierarchical parameters in
θ(k) are positive, we sample them in the log space; the prior for log(θ(k)j ) becomes
p(log(θ
(k)
j )|Θ) ∼ N (µj ,
1
τj
) for each k = 1, ..., 4 and j = 1, ..., 7. We implement infer-
ence via a Metropolis-within-Gibbs algorithm (Metropolis and Ulam, 1949; Metropo-
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lis et al., 1953; Hastings, 1970). The key idea of our data augmentation scheme is to
separate, in each replicate k, the sampling of the latent states, X(k) and P (k), and
to make use of the conditional densities LBeta(θ(k); p(k)) and LPois(p(k), θ(k);x(k))
to sample the hierarchical parameters θ(k) without the need to compute the den-
sity of X(k) explicitly, as in (7.16), which would involve the unstable and complex
computation of 1F1.
We now give the structure of the sampling scheme in detail.
Initialisation: We initialize Θ and θ to some arbitrary positive real values. In our real data
analysis, initial values are chosen after some exploratory data studies. For each
replicate k = 1, ..., 4, we initialize X(k) =
Y (k)
20
, a plausible choice after pre-
liminary analyses, and P (k)i by randomly drawing from a Poisson distribution
Pois(k˜
(k)
ON , k˜
(k)
OFF ), ∀i = 1, ..., Nk, for chosen starting values of k˜(k)ON and k˜(k)OFF .
Update: At each iteration of the MCMC r = 1, ..., R, where R denotes the total number
iterations, we update parameters by repeating the following steps.
Update Θ|θ: Each hyper-parameter Θj = (µj , τj)T , j = 1, ..., 7, is sampled, conditional
on the corresponding hierarchical parameters θj = (θ
(1)
j , ..., θ
(4)
j ), from a
Gibbs step owing to the hyperprior conjugate choice. In spite of using a
constant prior for the measurement error parameters, we still sample the
respective hyperprior parameters, although not being used in the sampling
of the hierarchical ones. The hypermean, a posteriori, still is normal,
µj |τj ∼ N
(
τj/λj0 µj0 + τj
∑4
k=1 log(θ
(k)
j )
τj/λj0 + 4 τj
, (τj/λj0 + 4 τj)
−1
)
,
with N (µ, σ2) being the univariate normal distribution with mean µ and
variance σ2, and the hyperprecision, a posteriori, is again gamma dis-
tributed (Gelman, 2006),
τj |µj ∼ Gamma
(
αj0 + 4/2, βj0 + 1/2
4∑
k=1
(
log(θ
(k)
j )− µj
)2)
,
where Gamma(a, b) denotes the gamma r.v. with shape and rate param-
eters a and b, respectively, i.e. with mean
a
b
and variance
a
b2
.
Update θ|Θ,Y,X,P: For every replicate, k = 1, ..., 4, the parameters in each block, j = 1, 2, 3,
are sampled independently in the log space, via a Metropolis step, where
log(θ
∗(k)
(bj)
) is proposed from N
(
log(θ
(k)
(bj)
),Σ
(k)
ARWj
)
, with Σ(k)ARWj being the
107
ARW covariance matrix, for block j and replicate k, and where θ(k)(bj) and
θ
∗(k)
(bj)
denote the current iteration and the proposed parameter values for
block j, respectively.
Acceptance rates for the three blocks are computed as follows:
Block b1: The proposal for the first block, θ
∗(k)
(b1)
= (α˜
∗(k)
1 , α˜
∗(k)
0 , κ
∗(k)), is ac-
cepted with probability min(1, A(k)1 ), with
A
(k)
1 =
LPois
(
p(k), θ˜
∗(k)
{b1};x
(k)
)
L
(
x(k), θ˜
∗(k)
{b1}; y
(k)
) ∏
j∈b1 Φ(log(θ
∗(k)
j );µj ,
1
τj
)
LPois(p(k), θ(k);x(k))L
(
x(k), θ(k); y(k)
) ∏
j∈b1 Φ(log(θ
(k)
j );µj ,
1
τj
)
,
where θ˜∗(k){b1} =
(
α˜
∗(k)
0 , α˜
∗(k)
1 , k˜
(k)
ON , k˜
(k)
OFF , κ
∗(k), µ(k) , σ
(k)

)T
is the vec-
tor with elements in block b1 from the proposed values θ
∗(k)
(b1)
and with
parameters for blocks b2 and b3 from the current iteration values θ
(k)
(b2)
and θ(k)(b3), while functions LPois and L have been specified in (7.30)
and (7.18), respectively.
Block b2: The new candidate for the second block, θ
∗(k)
(b2)
= (k˜
∗(k)
ON , k˜
∗(k)
OFF ), is
accepted with probability min(1, A(k)2 ), with
A
(k)
2 =
LBeta
(
θ˜
∗(k)
{b2}; p
(k)
) ∏
j∈b2 Φ(log(θ
∗(k)
j );µj ,
1
τj
)
LBeta
(
θ(k); p(k)
) ∏
j∈b2 Φ(log(θ
(k)
j );µj ,
1
τj
)
,
where, analogous to above, θ˜∗(k){b2} =
(
α˜
(k)
0 , α˜
(k)
1 , k˜
∗(k)
ON , k˜
∗(k)
OFF , κ
(k), µ
(k)
 , σ
(k)

)T
and LBeta is the function in (7.29).
Block b3: The proposal for the third block, θ˜
(k)
(b3)
= (µ
∗(k)
 , σ
∗(k)
 ), is accepted
with probability min(1, A(k)3 ), with
A
(k)
3 =
L
(
x(k), θ˜
∗(k)
{b3}; y
(k)
)
Φ(log(µ
∗(k)
 );µ
(k)
µ , σ
2 (k)
µ ) Φ(log(σ
∗(k)
 );µ
(k)
σ , σ
2 (k)
σ )
L
(
x(k), θ(k); y(k)
)
Φ(log(µ
(k)
 );µ
(k)
µ , σ
2 (k)
µ ) Φ(log(σ
(k)
 );µ
(k)
σ , σ
2 (k)
σ )
,
with θ˜∗(k){b3} =
(
α˜
(k)
0 , α˜
(k)
1 , k˜
(k)
ON , k˜
(k)
OFF , κ
(k), µ
∗(k)
 , σ
∗(k)

)T
, where the
constant priors have been specified in the previous Section.
Update P|θ,X: For every replicate k = 1, ..., 4, each second level latent state, P (k)i , is
sampled independently, for i = 1, ..., Nk, from its conditional density,
f4(p
(k)
i |θ(k), X(k)i = x(k)i ) = fBeta(p(k)i |k˜(k)ON , k˜(k)OFF ) fPois(x(k)i |α˜(k)0 +(α˜(k)1 −α˜(k)0 )p(k)i ).
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In order to increase the acceptance rate of the Metropolis-Hastings step,
the candidate for P (k)i , which we call p˜
(k)
i , is proposed from fBeta(.|k˜(k)ON , k˜(k)OFF ).
The acceptance rate for p˜(k)i is min(1, A
(k)
P ), where A
(k)
P simplifies to
A
(k)
P =
fPois(x
(k)
i |α˜(k)0 + (α˜(k)1 − α˜(k)0 )p˜(k)i ).
fPois(x
(k)
i |α˜(k)0 + (α˜(k)1 − α˜(k)0 )p(k)i ).
.
Update X|θ,P,Y: In each replicate k = 1, ..., 4, every latent state for the mRNA popula-
tion, X(k)i , is sampled independently, for i = 1, ..., Nk, from the following
conditional density
f5(x
(k)
i |θ(k), P (k)i = p(k)i , Y (k)i = y(k)i ) = fPois(x(k)i |α˜(k)0 + (α˜(k)1 − α˜(k)0 )p(k)i )×
Φ(y
(k)
i − κ(k) x(k)i |µ(k) , σ2(k) ).
Similar to the updating step for Pi, also Xi is proposed in such a way
as to increase the acceptance rate of the Metropolis-Hastings step. In
particular, the proposal for X(k)i , which we denote by x˜
(k)
i , is sampled
from fPois(.|α˜(k)0 + (α˜(k)1 − α˜(k)0 )p(k)i ).
The acceptance rate for x˜(k)i is min(1, A
(k)
X ), where A
(k)
X simplifies to
A
(k)
X =
Φ(y
(k)
i − κ(k) x˜(k)i |µ(k) , σ2(k) ).
Φ(y
(k)
i − κ(k) x(k)i |µ(k) , σ2(k) )
.
7.6 Simulation study
In order to assess the validity of the methodology described above, we carry out a sim-
ulation study. We simulate three hierarchical databases with an analogous structure
to the observed ones, composed of 4 replicates of 10,000 independent observations
each, a similar size to the available experimental data.
In each simulation study, we initially choose a set of hyperprior values Θ, and
sample 4 independent parameter vectors θ(k) ∼ p(.|Θ), k = 1, ..., 4. In particular,
each element θ(k)j is sampled from a logN (µj , 1τj ), for k = 1, ..., 4 and j = 1, ...5. The
last two elements of θ(k), i.e. the measurement mean and standard deviation, are
fixed to their prior mode, i.e. µ(k) = e
µ
(k)
µ and σ(k) = e
µ
(k)
σ , for k = 1, ..., 4, where
µ
(k)
µ and µ
(k)
σ have been defined in Section 7.4.
For each parameter θ(k) = (α˜(k)0 , α˜
(k)
1 , k˜
(k)
ON , k˜
(k)
OFF , κ
(k), µ
(k)
 , σ
(k)
 )T , and inde-
pendently for every i = 1, ..., Nk = 104, we sample, P
(k)
i ∼ Beta(k˜(k)ON , k˜(k)OFF ) and,
in turns, X(k)i ∼ Pois((α˜(k)1 − α˜(k)0 )P (k)i + α˜(k)0 ). We then sample the measurement
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Figure 7.5: Densities of the simulated data from three simulation studies. Each image
refers to the four replicates of a simulation.
error, (k)i ∼ N (µ(k) , σ2 (k) ), and obtain the simulated observed value for Y (k)i as
Y
(k)
i = κ
(k)X
(k)
i + 
(k)
i , i = 1, ..., Nk. By repeating this scheme on the 4 replicates,
we obtain the simulated hierarchical data embedded in Y = (Y (1), Y (2), Y (3), Y (4)).
The procedure is repeated on each one of the three simulations to obtain
three such simulated datasets. hyperparameters are chosen in order to reproduce
approximatively similar densities to the ones observed for the experimental data.
All sampled hierarchical parameter values are reported in Tables A.5-A.7 in the
Appendix. The densities for the simulated data, Y (k), are shown in Figures 7.5. We
also display the densities for the latent states in P (k) and X(k) in Figures B.74 and
B.75, respectively.
For each simulated database, Y, we perform inference, as described in Sec-
tions 7.5, to check the performance of the MCMC algorithm and to very that our
methodology allows us to retrieve the original hierarchical parameter values used to
simulate the data.
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Figure 7.6: Trace plots for the hierarchical posterior chains of µ(k)Y , for all experiments.
Rows, from top to bottom, correspond to simulation studies 1, 2 and 3, respectively.
Columns, from left to right, refer to the the simulated experiments 1 to 4. The horizontal
green lines denote the mean of the observations in the respective experiment. Chains are
thinned with tinning factor equals to 100.
Inferential Results
We perform inference, on each simulated hierarchical dataset, as described in Sections
7.5. The initial iterations of the MCMC are discarded as burn-in; after reaching
convergence, the chains are run for at least 5× 105 more iterations. The acceptance
rates for blocks b1, b2 and b3 are 0.04, 0.26 and 0.68, in the first simulation, 0.04, 0.15
and 0.52, in the second simulation, and 0.03, 0.12 and 0.52, in the third simulation.
The average acceptance rates for each point of the latent states, P (k)i and X
(k)
i , are
0.52 and 0.34, in the first simulation, 0.57 and 0.78, in the second simulation, and
0.52 and 0.80, in the third simulation.
Inference is successful on both hyper and hierarchical parameters. Figure 7.6
shows the trace plots, for each of the three simulations, of the chains for the mean
of the observed data of each experiment, i.e. µ(k)Y = E(Y
(k)
i ), for k = 1, ..., 4 and
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i = 1, ..., Nk. Following the measurement equation in (7.20), this quantity is defined
as
µ
(k)
Y = E(Y
(k)
i ) = κ
(k)E(X
(k)
i ) + µ
(k)
 , (7.38)
where E(X(k)i ) is specified in (7.14). Figures B.76-B.78 in the Appendix display
the posterior densities for the hypermean parameters of each simulation, with the
vertical line denoting the real value used in the simulation. We can see that the
original values of the hypermean parameters are always in a central and high density
area of the corresponding posterior distribution.
Table 7.1 reports the coverages of the high posterior density (HPD) credible
intervals (CIs) for the hierarchical parameters. CIs are computed for confidence lev-
els 0.9 and 0.95; in our simulation study both have the same coverage: on average
94% of parameters fall in both 0.90 and 0.95 level HPD CIs. Concerning the hyper-
parameters, all 15 hypermean and hyperprecision parameters, 5 for each experiment,
fall in the respective 0.90 level HPD CI.
Count α˜(k)0 α˜
(k)
1 k˜
(k)
ON k˜
(k)
OFF κ
(k) µ
(k)
 σ
(k)
 Tot.
Out of 12 12 12 10 11 10 12 12 79/84
% 100.0 100.0 83.3 91.7 83.3 100.0 100.0 94.0
Table 7.1: Coverages of, both 0.90 and 0.95 level HPD CIs for the 7 hierarchical parameters
in the three simulation studies in the four experiments. Column “Tot.” represents the
overall coverage over the 7 hierarchical parameters. Since each of the three simulations has
4 simulated replicates, the total number of hierarchical elements for each parameter adds to
12.
We also study the mean and standard deviation of the latent states in each
replicate, k = 1, ..., 4, namely µ(k)P = E(P
(k)
i ), σ
(k)
P =
√
V ar(P
(k)
i ), µ
(k)
X = E(X
(k)
i )
and σ(k)X =
√
V ar(X
(k)
i ), with i = 1, ..., Nk. These elements have been defined in
(7.12)-(7.15); we now introduce their hierarchical counterparts for the k-th experi-
ment, k = 1, ..., 4, as:
µ
(k)
P =
k˜
(k)
ON
k˜
(k)
ON + k˜
(k)
OFF
(7.39)
σ
2 (k)
P =
k˜
(k)
ON k˜
(k)
OFF
(k˜
(k)
ON + k˜
(k)
OFF )
2 (k˜
(k)
ON + k˜
(k)
OFF + 1)
(7.40)
µ
(k)
X = α˜
(k)
0 + (α˜
(k)
1 − α˜(k)0 )
k˜
(k)
ON
k˜
(k)
ON + k˜
(k)
OFF
(7.41)
σ
2 (k)
X = E(X
(k)) +
k˜
(k)
ON k˜
(k)
OFF (α˜
(k)
1 − α˜(k)0 )2
(k˜
(k)
ON + k˜
(k)
OFF )
2 (k˜
(k)
ON + k˜
(k)
OFF + 1)
. (7.42)
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Table 7.2 reports the coverages for these parameters. Results are satisfactory,
particularly for the mRNA population, with a 96% average coverage of the 0.90 and
0.95 level HPD CIs.
Count µ(k)P σ
(k)
P µ
(k)
X σ
(k)
X Tot.
Out of 12 11 11 12 12 46/48
% 91.7 91.7 100.0 100.0 95.8
Table 7.2: Coverages of, both, 0.90 and 0.95 level HPD CIs for the latent states means and
standard deviations in the three simulation studies. Column “Tot.” represents the overall
coverage over the four hierarchical parameters considered.
7.7 Summary
In this Chapter we proved that, in a two-state switch gene model with transcription
in both states, the stationary distribution of the mRNA population in single cells
corresponds to a Poisson-beta. We also introduced a measurement equation relating
the observations to the original mRNA counts, which are treated as latent states.
Indeed, we use a two layer latent structure, with the second layer modelling the prob-
ability that the gene is in the ON state. All observations from the same experiment
are assumed to be iid; nevertheless we assume a hierarchy on the four experimental
replicates in our data. We define the likelihood of such a model and use Bayesian
hierarchical methods, via MCMC methods, to infer the parameters’ posterior chains.
We illustrated prior choices, involving informative fixed priors for the measurement
error mean and standard deviation. We then described our Metropolis-within-Gibbs
algorithm, which involves the conditional sampling of parameters and latent states,
via a data augmentation procedure. Finally, we tested our methodology on three
independent simulation studies and showed that it is able to retrieve the original
parameter values.
In the next Chapter we will initially describe an exploratory data analysis on
background noise data which will help us to formulate a constant informative prior
for the measurement error mean and standard deviation in each replicate. We will
then apply the methodology described in this Chapter to our experimental data and
compare results across experimental conditions.
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Chapter 8
Inference on experimental data
I really don’t trust statistics much.
A man with his head in a hot oven
and his feet in a freezer has
statistically an average body
temperature.
Charles Bukowski
This Chapter focuses on the hierarchical analysis of the available data. We
first describe an exploratory analysis of the background noise data, which allows us to
formulate informative priors for the measurement error parameters. We then apply
the methodology described in Section 7.5 to the experimental data and compare
results under the different experimental conditions.
Tetracycline Experiment
ng/ml 1 2 3 4 Average
0 6,041 7,441 14,129 11,057 9,667.00
5 5,490 8,267 13,803 11,121 9,670.25
10 5,621 6,011 13,955 10,558 9,036.25
Background 6,257 3,536 5,487 10,891 6,542.75
Table 8.1: Number of available observations for the experimental data for each of the
four replicates, under various level of induction by tetracycline, expressed in nanograms per
millilitre (ng/ml). “Background” refers to the background data, used in Section 8.1 to infer
the measurement error parameters.
The number of observations under each condition is reported in Table 8.1,
while the observed densities of the number mRNA molecules in single cells are plot-
ted in Figures 8.1. It is evident how the densities are more peaked around lower
values, when not induced, and gradually move towards higher values with a longer
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Figure 8.1: Empirical densities of the number of mRNA molecules in single cells computed
on the experimental data, for the fours replicates, under the induction of tetracycline with
0 (in black), 5 (in red) and 10 (in blue) ng/ml.
right tail, as the stimulation level increases. Table A.8 reports the average value
of observations in each experiment,
〈
Y (k)
〉
, k = 1, ..., 4. We can see how this value
increases with the level of stimulation and, on average across the four experiments, it
approximately doubles when going from from 0 to 10 ng/ml of tetracycline. It is also
clear that densities referring to different replicates present non-negligible variations,
hence justifying the use of a hierarchical approach between replicates.
8.1 Exploratory analysis of the measurement error
This Section focuses on a study of the measurement error, which will allow us to
formulate an informative prior for the error mean and standard deviation parameters
in each replicate, µ(k) and σ
(k)
 , k = 1, ..., 4. Since all the experimental conditions
belonging to same replicate are measured in the same experiment, it is reasonable
to assume that, a priori, that they share the same parameters for the measurement
error distribution. Indeed, a posteriori, we allow all hierarchical parameters to vary in
each experimental condition and replicate, yet we formulate a distinct informative
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Figure 8.2: Histograms of the background data, taken as a proxy for the measurement
error in the 4 replicates.
prior for each replicate, common for all experimental conditions measured in the
same experiment. In other words, the prior obtained on the k-th replicate for the
background data is matched with the k-th replicates for the experimental data, at
the all levels of stimulation, for k = 1, ..., 4.
In particular, we use the CRISPR/Cas9 technology of the Sigma-Aldrich R©
corporation to enzymatically cut out the HIV-1 env gene from the DNA of the ob-
served cells. For the rest, the measurement collection process is repeated identically
to all the other conditions, as described in Section 6.2. In this way, the original
mRNA levels are approximately zero, hence observations correspond to the back-
ground noise only, i.e. to the measurement error. The number of observations
available for the current analysis, for each of the four replicates, are displayed in
Table 8.1.
It is reasonable to assume that the distribution of the observations for the
background of the k-th replicate, which we define as Z(k) = (Z(k)1 , ..., Z
(k)
Nk
)T , is the
same as for (k). Therefore, estimated posterior densities for the parameters of Z(k)
will be used as informative priors for the measurement error parameters. Information
about the four replicates is embedded in Z = (Z(1), ..., Z(4)). Figure 8.2 shows the
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histograms of the observations, for the four replicates. We notice that, in some
cases, the histograms are slightly asymmetric; however this phenomenon is not too
evident and it may be due to an imperfect deletion of the gene of interest from the
DNA. Nevertheless, assuming normally distributed errors appears to be a reasonable
approximation.
We implement a simple Bayesian hierarchical model to infer parameters µ(k)
and σ(k) , k = 1, ..., 4. The conjugate prior distribution choices are the same as in the
general analysis, specified in Section 7.4. In particular, a priori µ(k) ∼ logN (µa,
1
τa
)
and σ(k) ∼ logN (µb,
1
τb
), k = 1, ..., 4, where µa|τa,∼ N (0, 10
4
τa
), µb|τb,∼ N (0, 10
4
τb
)
and τa, τb ∼ G(0.001, 0.001).
We define the hyperparameter vector for the analysis of this Section as Θ =
(Θa ,Θb), where Θa = (µa, τa)
T and Θb = (µb, τb)
T . We also gather together the
hierarchical parameters in µ = (µ
(1)
 , ..., µ
(4)
 )T and σ = (σ
(1)
 , ..., σ
(4)
 )T .
Figure 8.3 represents the graphical model associated to the hierarchical sys-
tem for the measurement error exploratory analysis.
Figure 8.3: Graphical model for the hierarchical measurement error analysis. On the top
of the graph we have the hyperparameters Θ, which generate the hierarchical parameters:
from these, the observations Z(1), . . . , Z(N) are sampled.
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We now present the MCMC algorithm we use to sample from the posterior
densities of parameters.
Initialisation: First we initialise all parameters µ, σ and Θ.
Update: At each iteration of the MCMC, r = 1, ..., R, where R is the total number
of iterations, we alternately sample from the conditional distributions of the
hyperparameters and of the hierarchical ones, as described below.
hyperparameters: Owing to the conjugacy of the hyperprior, following the structure in Sec-
tion 7.5, we use a Gibbs step to sample from the posterior distribution of
the hyperparameters, conditional on the hierarchical ones:
µa|τa ∼ N
(
τa
∑4
k=1 log(µ
(k)
 )
τa/104 + 4 τa
, (τa/10
4 + 4 τa)
−1
)
,
τa|µa ∼ Gamma
(
0.001 + 4/2, 0.001 + 1/2
4∑
k=1
(
log(µ(k) )− µa
)2)
,
µb|τb ∼ N
(
τb
∑4
k=1 log(σ
(k)
 )
τb/104 + 4 τb
, (τb/10
4 + 4 τb)
−1
)
,
τb|µb ∼ Gamma
(
0.001 + 4/2, 0.001 + 1/2
4∑
k=1
(
log(σ(k) )− µb
)2)
.
Hierarchical parameters: For each k = 1, ..., 4, we jointly sample µ(k) and σ
(k)
 , via a Metropolis
step; candidates are proposed from a normal distribution with adaptive
covariance matrix. We call µ(k)∗  and σ
(k)
∗  the new candidates, while µ
(k)

and σ(k) represent the current iteration values.
The acceptance rate for (µ(k)∗  , σ
(k)
∗  ) is min(1, Aσ), where
Aσ =
Φ(log(µ
(k)
∗  )|µa, 1τa ) Φ(log(σ
(k)
∗  )|µb, 1τb )
∏Nk
i=1 Φ(Z
(k)
i |µ(k)∗  , σ2 (k)∗  )
Φ(log(µ
(k)
 )|µa, 1τa ) Φ(log(σ
(k)
 )|µb, 1τb )
∏Nk
i=1 Φ(Z
(k)
i |µ(k) , σ2 (k) )
.
At both numerator and denominator, the first two elements refer to the
prior densities of the logarithm of the mean and standard deviation of
the measurement error. The third element represents the density for the
measurement error itself, as defined in (7.18) in a non-hierarchical setting.
We apply this algorithm to our background data to infer the measurement
error mean and standard deviation parameters in each replicate. Chains are run for
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Figure 8.4: Trace plots for the posterior chain of the log-posterior, log(p(Θ|Z)), with
p(Θ|Z) defined in (8.1), for the exploratory analysis of the measurement error. Entire
chain (left plot) and chain without burn-in (right image).
3.5× 105 iterations after convergence is achieved, while the initial 2× 105 iterations
are discarded as burn-in. Figure 8.4 shows the trace plot for the evolution of the
posterior chain, before and after convergence is reached, for the full log-posterior
density, log(p(Θ|Z)), where p(Θ|Z) is defined as
p(Θ|Z) = LZ(µ, σ;Z) p(µ, σ|Θ) p(Θ), (8.1)
with
LZ(µ, σ;Z) =
4∏
k=1
Nk∏
i=1
Φ(Z
(k)
i |µ(k) , σ2 (k) ), (8.2)
p(µ, σ|Θ) =
4∏
k=1
Φ(log(µ(k) |µa,
1
τa
) Φ(log(σ(k) |µb,
1
τb
) (8.3)
and p(Θ) = p(Θa) p(Θb) (8.4)
denoting the full likelihood, prior and hyperprior densities of the background data,
respectively.
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Figure 8.5: Posterior densities, in the log space, for the mean and standard deviation
of the measurement error in the four replicates, log(µ(k) ) (left plot) and log(σ
(k)
 ) (right
image), k = 1, ..., 4. Parameters are inferred, via a Bayesian hierarchical analysis, from the
background data.
Figure B.79 in the Appendix shows the trace plots, in the log space, for
the chains of the hierarchical parameters log(µ(k) ) and log(σ
(k)
 ) for all 4 replicates,
k = 1, ..., 4, while Figure 8.5 shows the resulting posterior densities. From each one
of these densities, we compute the posterior mean and standard deviation of param-
eters, in the log space. Values are listed in Section 7.4 in formulae (7.34)-(7.37),
in particular µ(k)µ and σ
(k)
µ indicate the posterior mean and standard deviation of
log(µ
(k)
 ), respectively, while µ
(k)
σ and σ
(k)
σ represent the posterior mean and stan-
dard deviation of log(σ(k) ), respectively, for k = 1, ..., 4. As explained before, these
elements will be used in the next Section as a constant prior for the measurement
error parameters, with a distinct prior for each replicate, where all experimental con-
ditions for the same replicate are assumed to have, a priori, the same measurement
error distribution.
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Figure 8.6: Trace plots for the hierarchical posterior chains of µ(k)Y , for all experiments.
Rows, from top to bottom, correspond to the analyses for cells under the induction by tetra-
cycline at 0, 5 and 10 ng/ml, respectively. Columns, from left to right, refer to experiments
1 to 4, respectively. The horizontal green lines denote the mean of the observations in the
respective experiment. Chains are thinned with a tinning factor of 100.
8.2 Data analysis
We apply the methodology described in Section 7.5 to our experimental data, inde-
pendently for each experimental condition.
After a burn-in period, which is discarded, to allow for the MCMC posterior
chains to reach convergence, that is assessed by eye, each analysis is run for at least
8×105 more iterations. The acceptance rates for blocks b1, b2 and b3, as described in
Section 7.4, are: 0.9, 9.3 and 49.8%, for the condition with no stimulation, 0.3, 18.4
and 51.7%, under the induction by 5 ng/ml of tetracycline, and 0.1, 8.4 and 51.6%
when tetracycline level is 10 ng/ml. The low acceptance rate for the first block,
resulting in highly autocorrelated chains, is increased by using a thinning factor of
100 on the posterior chains, which leads to an acceptance rate for b1 of 57.6, 21.6
and 10.7% for stimulation levels at 0, 5 and 10 ng/ml, respectively. The acceptance
rates for each elements of the latent states, i.e. P (k)i and X
(k)
i , is approximately 31
and 89%, for the non stimulated condition, 10 and 90%, when tetracycline is used
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Exponential of 0 ng/ml 5 ng/ml 10 ng/ml
hypermean for LB UB LB UB LB UB
α˜
(k)
0 1.81 25.76 0.00 24.95 0.00 29.52
α˜
(k)
1 2004.65 6355.40 3417.79 4645.52 1386.46 3801.19
k˜
(k)
ON 0.04 0.56 0.22 1.09 0.59 1.29
k˜
(k)
OFF 7.83 51.03 7.83 17.89 0.67 18.37
κ(k) 0.46 24.07 4.42 7.86 3.10 13.58
µ
(k)
 722.40 996.60 721.72 1012.39 711.18 1005.39
σ
(k)
 278.83 376.12 267.50 378.93 272.99 393.91
Table 8.2: 0.95 level HPD CIs in the exponential of the hypermean parameters, for the
three experimental conditions. “LB” and “UB” indicate the limits of the HPD CIs and stand
for lower bound and upper bound respectively.
at 5 ng/ml, and 7 and 84%, for the highest level of induction, 10 ng/ml.
Figures B.80-B.82, in the Appendix, show the trace plots of the converged
chains for the hypermean parameters in the three experimental conditions. Figure
8.6 shows, for every experimental condition, the trace plots of the converged chains
for the mean of observations in each experiment, µ(k)Y defined in (7.38), for k =
1, ..., 4. The green horizontal line indicates the value observed in the respective
sample. Figures B.83-B.85 in the Appendix show the converged trace plots of each
replicate, under all experimental conditions, for both mean and standard deviation
of the observed data in each experiment, µ(k)Y and σ
(k)
Y , k = 1, ..., 4, and compares
them with the values observed in the corresponding samples, denoted by the green
horizontal line. The second quantity is defined as σ(k)Y =
√
V ar(Y
(k)
i ) where, from
the measurement equation (7.20), we have that V ar(Y (k)i ) = κ
2 V ar(X
(k)
i ) + σ
2
 ,
with V ar(X(k)i ) defined in (7.42).
We also display the posterior densities for the hypermean and precision pa-
rameters of all experimental conditions in Figures 8.7 and B.86, respectively, whilst
Figure B.87 shows the posterior densities for the hierarchical parameters. Table 8.2
reports the 0.95 level highest posterior density (HPD) credible intervals (CIs) for
the exponential of the hypermean parameters for all three experiments which, in
log-normal distributions, correspond to the posterior modes of the hierarchical pa-
rameters. In Tables A.9-A.11 in the Appendix we also display the 95% CIs for the
hierarchical parameters and for some interesting reparametrizations of such param-
eters which will later be described.
122
-10 -5 0 5
0.
0
0.
4
0.
8
μ1
7.0 7.5 8.0 8.5 9.0
0
2
4
6
μ2
-3 -2 -1 0 1
0.
0
1.
0
2.
0
3.
0
μ3
1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
0.
0
1.
0
2.
0
μ4
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
0
1
2
3
μ5
6.0 6.5 7.0 7.5
0
1
2
3
4
5
6
7
μ6
5.0 5.5 6.0 6.5
0
2
4
6
8
μ7
Figure 8.7: Posterior densities for the hypermean parameters in the three experimental
conditions: the black, red and blue lines refer to data induced at 0, 5 and 10 ng/ml, respec-
tively. Images, from left to right and top to bottom, refer in the order to the hypermeans
of α˜(k)0 , α˜
(k)
1 , k˜
(k)
ON , k˜
(k)
OFF , κ
(k), µ
(k)
 and σ
(k)
 .
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The posterior densities for the measurement error parameters are very sim-
ilar between experimental conditions, due to the informative priors used. Also the
proportionality constant, κ(k), seems to be only marginally affected by the induction
of cells by the stimulant. The major differences between conditions are observed
in the parameters involved in the biological process, which seems reasonable as the
stimulation, a priori, is not thought to strongly influence the measurement process.
In particular, the transcription rates, α˜(k)0 and α˜
(k)
1 , do not increase with stimula-
tion; indeed, the highest induction level seems to be associated with slightly lower
transcription levels. The increased levels for the observations under higher stimu-
lation are mainly explained by the switch parameters: as stimulation increases the
ON switch rate, k˜(k)ON , gradually increases, while the opposite happens to the OFF
switch rate, k˜(k)OFF . Indeed, from Table 8.2 we notice that these two parameters are
the only ones with non-overlapping 0.95 level HPD CIs when comparing induction
levels 0 and 10 ng/ml. Therefore, it seems that the more a cell is stimulated, the
more time it spends in the active state, hence generating higher levels of mRNA.
In order to further investigate these behaviours, we study some interesting
reparametrizations of the hierarchical parameters. In particular, for each experiment
k = 1, ..., 4, we consider the following quantities:
• α˜
(k)
0
α˜
(k)
1
=
α
(k)
0
α
(k)
1
, i.e. the ratio between the transcription in the OFF and ON
states, taken as a measure of how much more active the gene is when in the
ON state as compared to the OFF state. The equivalence above is due to the
fact that the degradation rate, β, is present in both α˜(k)0 and α˜
(k)
1 and hence
cancels out, returning the ratio between the original transcription rates.
• µ(k)P =
k˜
(k)
ON
k˜
(k)
ON + k˜
(k)
OFF
, representing the average time the gene spends in the
active state.
• 1
k˜
(k)
ON
, indicating the mean time the gene spends in the OFF state before turning
ON, where time is expressed in terms of per molecule degradation rate. Indeed
such a waiting time is exponentially distributed with rate k˜(k)ON , hence its mean
simply is the inverse of this parameter.
• 1
k˜
(k)
OFF
, representing the mean time the gene spends in the ON state before
switching OFF; as above, time is expressed in terms of per molecule degra-
dation rates. For this reason it is hard to interpret these two quantities in
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Figure 8.8: Posterior densities for interesting reparametrizations of the hierarchical pa-
rameters in the four experiments, under all experimental conditions: the black, red and blue
lines indicate the 0, 5 and 10 ng/ml levels of induction, respectively. Each colour has four
curves referring to the four experiments. In particular, from left to right and top to bottom,
parameters refer to
α
(k)
0
α
(k)
1
, µ(k)P ,
1
k˜
(k)
ON
,
1
k˜
(k)
OFF
, µ(k)X and µ
(k)
Y .
absolute terms; nonetheless comparisons between experimental conditions can
lead to further insight into how stimulation affects the switch rates.
• µ(k)X , i.e. the mean of the mRNA population at equilibrium, defined in (7.41).
• µ(k)Y = κ(k) µ(k)X + µ(k) , representing the mean of the observed data.
Figure 8.8 displays the posterior densities for these quantities in each exper-
iment, under all experimental conditions. We also report the respective 0.95 level
HPD CIs in each replicate in Tables A.9-A.11 in the Appendix. In order to better vi-
sualize the differences between conditions, we average each of these quantities across
the four replicates and plot the respective posterior densities in Figure 8.9. From
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Figure 8.9: The images refer to the same elements as in Figure 8.8; now for each experi-
mental condition, the posterior densities refer to the average across the four experiments.
the analyses of these figures we notice that the ON state is much more active than
the OFF state: α0 is only 0-0.5% the value of α1; furthermore the results suggest
that the value of α0/α1 might decrease for higher levels of stimulation. The most
evident distinction between conditions concerns the average time the gene spends in
the active state: we observe a clear increase as the level of induction goes from 0
to 5 and from 5 to 10 ng/ml. Moreover, we also find that this distinction is due to
a variation in both switch rates: as the induction of tetracycline increases the gene
spends, on average, more time in the active state before turning OFF and, conversely,
spends, on average, less time in the OFF state before switching ON again. There-
fore higher levels of stimulation are associated to both more frequent and longer
bursts. As a result, the mean population of mRNA molecules at equilibrium sharply
augments with the stimulation level. This directly affects in the average level of
observations, µ(k)Y , k = 1, ..., 4, which closely matches the respective value observed
in the experimental data, i.e.
〈
Y (k)
〉
, k = 1, ..., 4.
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Furthermore, it is interesting to notice that, in all cases, the gene spends most
of the time, between 80 and 100%, in the inactive state; this is particularly true for
the basal, non-stimulated, condition. This finding confirms the initial theory that
transcription follows short and intense bursts. Moreover, as evident from Figures
8.8 and 8.9, such bursts also appear to be more frequent and to last for longer at
higher levels of stimulation. Another interesting result concerns the average value of
the mRNA population at equilibrium, which goes from a few dozens under the basal
condition, to a few hundreds, when stimulated.
In the next Section we will study the fit of the model by analysing the be-
haviour of some residuals obtained from the difference between the observations and
the latent states for the mRNA population, rescaled by the proportionality constant.
8.3 Residual analysis
Similar to the residual analysis performed in Part I, we study the difference between
the observations and the latent data for the mRNA population, multiplied by the
respective proportionality constant. In particular, in each experimental condition,
we define the residuals for the k-th experiment, i-th observation and the j-th MCMC
iteration as
r
(k)j
i = Y
(k)
i − κ(k)
j
X
(k)j
i − µ(k)
j
 ,
with k = 1, ..., 4, i = 1, ..., Nk and j = 1, ..., R.
We also compute the standardized residuals dividing by the standard devia-
tion of the measurement error at the respective iteration of the MCMC, r˜(k)
j
i =
r
(k)j
i
σ
(k)j

,
and compare these quantities with the standard normal distribution. In particu-
lar, we group the standardized residuals for k-th experiment in the J × Nk matrix
r˜(k) = (r˜
(k)
1 , ..., r˜
(k)
Nk
), where r˜(k)i = (r˜
(k)1
i , ..., r˜
(k)J
i )
T , i = 1, ..., Nk. In Figure 8.10, we
plot the histograms of r˜(k), for each experiment k = 1, ..., 4, obtained in the three
analyses on each experimental condition. We also add a curve for the density of the
standard normal distribution for visual comparison. All histograms are centred in
0, symmetric and very close to the standard normal density line. We only observe a
minor deviance from normality in the third experiment of the non-stimulated condi-
tion in the first row. On the overall, the behaviour of residuals is highly satisfactory
and modelling assumptions appear to be respected.
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Figure 8.10: Histograms for the residuals in all each experiment, r˜(k), for all experimental
conditions. The top row refers to the non-stimulated condition, the second row to the
induction by tetracycline at 5 ng/ml and the bottom row to the induction at 10 ng/ml.
The four columns refer, in the order, to the four experiments. The black line on top of the
histograms indicates the density of a N (0, 1) distribution.
8.4 Summary
This Chapter has focused on the analysis of the available experimental data for the
mRNA levels for the HIV-1 env gene. First we carried out an exploratory study
on background noise data which allow us to infer the measurement error mean and
standard deviation and, hence, to formulate an informative prior for these two pa-
rameters in each experiment.
We then applied the Bayesian hierarchical inferential methodology described
in Section 7.5 to our experimental data to infer the posterior densities of parame-
ters. By comparing results under different experimental conditions, we find that the
higher level for the observations that the stimulant induces is mostly explained by
changes in the switch rates. In particular, as the induction level increases, the gene
spends significantly more time in the active state, where it transcribes mRNA at
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a significantly higher rate. Furthermore, results indicate that transcription in the
inactive state is much smaller than in the active one, with α0 being approximately
0-0.5% with respect to the value of α1. We also inferred, for each experiment, the
mean time the gene is active and the average mRNA population at equilibrium; in-
terestingly we find that, in all conditions, the gene is mostly inactive, confirming the
theory that transctiption mostly happens in short and intense bursts.
Finally, we studied the standardized residuals, obtained from the observations
and the latent states, and show that they fulfil the modelling assumptions as their
histograms are very close to a standard normal distribution.
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Chapter 9
Possible extensions and
conclusions
Maybe the journey isn’t so much
about becoming anything. Maybe
it’s about unbecoming everything
that isn’t you so you can be who
you were meant to be in the first
place.
Unknown
This thesis focused on two analyses of mRNA and protein populations in
single cells. In both cases, we build a Bayesian hierarchical inferential framework
to infer the parameters of the respective stochastic system. Methods were first
validated in simulation studies and then applied to the available experimental data,
contributing to gaining a better understanding of the biological mechanisms under
study. In this Chapter we briefly summarize the achievements of the thesis and
discuss alternative approaches which may have been used and possible extensions of
our work.
9.1 Possible extensions and alternative approaches
In both analyses we use a measurement equation to relate the observations to the
original unobserved molecular populations, involving a proportionality constant and
a Gaussian error. Alternative assumptions might also be investigated to improve
model realism. For instance, for the analysis in Part II, one may also employ a
strictly positive distribution for the error such as the Gamma or the log-normal.
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Furthermore, in order to deal with the latent states, we use data augmentation
procedures to sample the unobserved data. Alternatively, one could use particle ap-
proaches, e.g. particle marginal Metropolis-Hastings (PMMH) where the marginal
density of observations is replaced by a Monte Carlo (MC) estimate. In Part I, we ap-
proximate the exact likelihood of the process with the diffusion and Euler-Maruyama
approximations; alternatively, one could proceed via the linear noise approximation
(LNA) as, for instance, in Finkenstädt et al. (2013).
Further work will be carried out by applying the methodology we proposed
in Part II to other experimental conditions; more gene expression data from the
HIV-1 env gene will be analysed, i.e. with and without a point mutation of a pA+
site and under various levels of induction by tetracycline. This point mutation is
believed to disrupt gene loops (Mapendano et al., 2010) and is typically associated
with lower mRNA transcription. Gene loops are three dimensional interactions of
the DNA which bring start and end sites of genes closer to each other and, indirectly,
facilitate transcription by allowing for polymerase recycling (Hampsey et al., 2011;
Schleif, 1992; Hebenstreit, 2013). Comparing inference in the presence and absence
of the mutation will allow us to obtain indirect information about the mechanism of
gene loops, assuming the absence of the mutation to be a proxy for the presence of
gene loops. Two further characteristics of the cells will also be available: the cell size
and the phase of the cell cycle. By applying our inferential framework to expression
levels stratified with respect to these two covariates, we would be able to observe how
parameters vary during the cell cycle and for cells of different sizes. Moreover, the
same type of gene expression data will also be available for a second gene, namely
hemoglobin subunit beta (HBB), also known as beta globin. We will also analyse
these data to compare inference between experimental conditions on a second gene.
9.2 Summary of achievements and conclusions
The work presented in this thesis has been motivated by two specific biological sys-
tems; therefore, the methodologies described have been developed with a focus on
the available experimental data. Nevertheless, the methods and algorithms pro-
posed can be applied to a wide variety of contexts. Here we summarize the main
achievements of this thesis, separating them in two groups.
Concerning the methodological side, we propose two inferential methods and
corresponding algorithms, which can be used to retrieve the parameters of interest
in problems, in both longitudinal and stationary contexts, where the data is char-
acterized by a source of random noise. Although such methods have been tuned
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specifically for the available data, they can be easily generalised and employed in
a broad class of problems. Furthermore, for the two-state switch model of Part
II, we prove that the mRNA stationary distribution of our model corresponds to a
Poisson-beta. This finding can improve model realism and ease inference on gene
expression from switch models. Indeed it facilitates the use of the two-state switch
model with transcription in both states, which represents a more realistic extension
of the simpler model with transcription in the ON state only.
A second contribution of this thesis concerns the biological field. Firstly,
we have developed improved systems and reaction networks for the protein and
mRNA populations under study. Secondly, by means of the mechanistic modelling
approaches, combined with exploratory studies and with the full Bayesian hierar-
chical analyses, we obtained a deeper understanding of the mechanisms of the two
systems under study and deduced how molecular processes vary when cells are in-
duced by a stimulant.
We find that the Nrf2 system behaves, in most cases, as a noise-induced
oscillator. Therefore, the oscillations we observe in the experimental data ought to be
attributed to the stochasticity induced by the limited molecular populations in single
cells and would fade out in a deterministic context. We also find that, as expected,
this noise-induced oscillatory behaviour is more evident in stimulated cells and that
a key component of this mechanism is represented by the delay term. Furthermore,
we show that the nuclear export of Nrf2 is significantly faster than its nuclear import.
We also obtained information about interesting quantities, such as the ratio between
the cytoplasmic and the nuclear volumes in a cell. Moreover parameters’ posterior
densities show interesting differences between experimental conditions. In particular,
induced cells display faster import and export rates as compared to cells under the
basal condition; this finding is compatible with the more dynamic and oscillatory
pattern exibited by the experimental data when stimulated.
Our major biological finding in the data analysis in Part II is that the higher
gene expression, observed in cells induced by tetracycline, is mostly explained by
changes in the switch rates. In particular, the higher the level of stimulation, which
translates into higher mRNA populations, the longer the gene spends in the active
state, whilst transcription rates themselves do not appear to increase with the level
of tetracycline. We also find that genes are mostly inactive, spending only a small
fraction of time in the active state, about 1-20% depending on the level of stimulation.
Furthermore, transcription in the OFF state is inferred to be much lower than in the
ON state; in particular, the ratio between the former and the latter is approximately
0-0.5%. These findings confirm the prior hypothesis that transcription follows short
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and intense bursts. The analysis of further available data, on different experimental
conditions and on a new gene, will contribute to increase the understanding of this
transcriptional mechanism and the role of gene loops.
A final remark concerns the use of a stochastic approach as opposed to deter-
ministic modelling: our analyses highlighted the importance of modelling single cell
processes in a stochastic framework. Indeed biological processes in individual cells,
such as transcription or translation, are inherently stochastic (Singh et al., 2013) and
ought to be treated as such. For instance, we showed that the Nrf2 system can only
oscillate when induced by noise. In Part II we also saw how the mRNA populations
can only be appropriately represented by a model which accounts for the wide and
over-dispersed structure of the data, whose mean alone would be a highly simplistic
summary. Moreover, the use of a stochastic approach has allowed us to infer more
parameters than we would have been able to in a deterministic framework. Indeed,
in both analyses, we were able to estimate the measurement equation proportional-
ity constants as well as the measurement error variances and, hence, to separate the
effect of these nuissance parameters from that of the biological quantities of inter-
est. Finally, quantifying the variance of these systems, which would be impossible
in a deterministic scenario, is extremely important when studying the effect of in-
terventions on the system, such as the introduction of a drug or the repression of a
protein.
9.3 Software
The software used for all analyses shown in the thesis has been (R Core Team,
2016). Although the vast majority of the code is self written, the following packages
have been used for specific computations: deSolve (Soetaert et al., 2016), parallel (R
Core Team, 2016), doParallel (Calaway et al., 2016), coda (Plummer et al., 2016),
MCMCglmm (Hadfield, 2016) and mvtnorm (Genz et al., 2016).
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Appendix A
Tables
A.1 Part I
I
Cell k(i)d 10
7 k
(i)
a 105 K
(i)
a µ
(i)
τ γ(i)104 δ(i)1011 c(i) κ
(i)
N 10
−4 σ(i)N σ
(i)
C
1 1.5 31.6 1.9 27.6 6.0 16.7 8.7 1.8 67.9 16.6
2 429.7 73.2 0.8 7.0 3.1 9.1 14.2 5.3 15.2 15.4
3 118.5 6.1 26.0 11.2 3.1 12.8 13.2 1.5 18.2 26.6
4 27.2 53.7 1020.8 10.2 6.2 12.0 14.1 0.6 5.9 36.2
5 105.7 5.3 0.0 9.9 6.8 16.0 10.0 4.9 41.9 28.3
6 9.0 7.8 480.1 9.4 9.8 19.8 15.6 3.3 21.9 28.4
7 35.6 108.7 34.3 43.9 5.3 18.3 9.8 3.8 38.4 65.5
8 1002.4 288.7 2746.4 6.0 6.4 12.4 15.1 1.7 13.5 21.9
9 21.8 4.4 0.4 24.7 9.3 19.0 10.2 0.7 23.0 7.8
10 18.9 42.3 13.3 27.5 30.4 15.2 7.9 3.2 22.4 34.7
11 125.2 26.6 0.0 1.4 5.1 15.2 10.1 5.2 25.5 36.5
12 488.2 22.6 2.7 23.2 3.1 12.5 5.3 1.6 17.7 28.2
13 9.7 191.9 136.6 8.7 6.9 17.7 10.3 1.4 14.4 5.3
14 15.5 420.4 20.2 5.7 19.4 18.6 8.4 2.1 1.5 2.5
15 304.8 37.6 22.7 7.0 7.2 8.7 11.4 2.4 11.4 15.5
16 17.4 96.3 143.5 35.1 10.9 16.8 12.0 4.2 22.0 8.8
17 6.7 39.6 0.4 19.9 7.2 22.0 17.7 2.9 2.7 9.2
18 164.8 11.0 0.7 11.9 17.6 11.5 15.4 4.1 60.5 10.2
19 39.8 65.8 3.7 16.9 2.7 32.1 6.4 2.6 78.9 35.2
20 141.7 12.1 0.0 7.1 3.1 24.3 16.0 3.5 10.6 20.6
21 274.2 42.2 0.2 5.3 12.0 18.8 10.3 7.3 23.3 18.4
22 19.6 92.9 0.7 14.2 3.8 12.4 43.3 2.8 5.5 15.1
23 1081.5 78.2 0.2 7.7 6.7 14.2 10.2 2.0 6.5 6.0
24 38.4 8.7 18.8 5.0 10.1 14.5 14.1 4.6 11.4 29.3
25 2.6 1036.6 11.1 16.5 9.1 9.1 20.4 2.8 23.4 26.6
26 24.9 12.6 0.0 31.5 10.1 15.5 15.6 3.3 7.3 3.3
27 128.2 46.2 0.3 9.2 12.6 19.1 5.8 2.7 73.1 25.6
28 46.5 39.2 0.4 6.7 4.1 13.3 9.5 2.0 27.5 24.4
29 15.5 42.5 72.8 20.6 4.5 24.8 11.8 7.9 55.4 236.8
30 61.6 2.1 46.3 11.6 10.5 24.8 17.2 2.7 9.4 3.3
31 1366.6 28.0 2.3 16.9 6.4 17.2 6.4 1.6 6.3 4.8
32 78.0 40.1 13.0 4.2 3.8 29.3 4.1 3.4 5.7 75.0
33 150.1 51.4 14.2 19.8 9.3 13.6 26.6 1.7 73.0 59.2
34 201.9 11.5 0.2 12.8 5.3 14.8 4.8 4.7 50.5 90.7
35 835.5 177.1 6504.2 10.8 15.9 17.2 11.4 1.1 2.0 17.3
Table A.1: Randomly drawn hierarchical parameter values used in the first Nrf2 simulation
study.
II
Cell k(i)d 10
7 k
(i)
a 105 K
(i)
a µ
(i)
τ γ(i)104 δ(i)1011 c(i) κ
(i)
N 10
−4 σ(i)N σ
(i)
C
1 48.6 27.5 2.9 11.5 6.8 14.9 9.7 1.6 12.7 8.1
2 29.4 29.0 4.7 7.8 10.0 19.1 12.7 2.2 11.8 15.9
3 42.5 31.5 5.4 14.0 5.5 20.3 18.3 2.0 12.2 15.4
4 27.9 28.0 3.3 13.0 7.1 23.8 16.1 2.8 10.7 11.3
5 40.5 24.5 4.2 10.7 4.7 11.6 15.6 2.7 10.6 13.3
6 37.6 29.9 3.8 12.7 5.2 11.2 13.0 1.8 10.8 12.9
7 35.4 39.8 2.9 12.1 9.3 19.0 9.8 3.3 19.7 13.2
8 30.9 38.1 4.2 13.3 5.1 17.5 10.3 2.5 23.7 9.6
9 36.5 23.3 5.3 12.0 6.3 14.7 9.8 1.9 9.6 13.3
10 34.5 33.5 4.1 13.2 3.9 22.7 11.3 2.7 16.7 17.9
11 36.3 31.3 6.0 15.5 7.5 16.4 10.7 3.0 12.2 9.9
12 37.3 23.5 4.3 11.3 4.3 14.0 9.4 2.0 14.2 10.1
13 29.2 26.3 4.9 13.6 7.7 10.0 9.3 2.0 9.6 11.7
14 30.9 18.3 2.9 16.4 7.2 23.7 11.7 2.7 15.6 13.1
15 44.8 35.8 4.3 12.0 3.9 13.8 11.4 2.1 15.6 11.8
16 27.3 30.0 6.3 7.8 6.0 13.5 10.6 2.1 18.6 13.9
17 39.7 19.7 5.4 8.1 10.1 17.6 10.9 2.3 11.4 7.6
18 30.9 37.6 5.8 8.9 6.6 13.9 13.2 3.0 19.7 15.0
19 31.2 15.6 4.6 10.0 5.3 27.5 8.6 1.8 9.5 16.8
20 39.9 48.8 4.3 9.6 5.2 16.8 13.2 2.5 11.3 9.4
21 45.6 38.3 3.9 9.1 8.5 14.8 10.8 1.9 15.6 12.0
22 34.9 28.0 3.6 13.4 8.3 11.1 12.9 3.2 9.3 11.0
23 51.0 24.1 4.1 17.0 6.0 14.7 13.4 1.8 15.4 16.4
24 36.3 47.4 4.1 14.6 6.2 16.3 18.9 2.4 18.8 12.7
25 33.3 23.7 5.9 12.5 3.3 15.4 10.0 3.1 10.9 14.3
26 28.6 44.2 5.0 13.8 7.3 17.3 13.0 2.3 14.8 15.5
27 42.2 22.9 5.8 6.8 7.0 18.9 20.3 3.1 8.9 9.2
28 36.8 24.5 7.4 8.7 6.6 19.1 13.2 3.1 14.5 8.8
29 58.8 21.9 4.0 13.5 5.5 13.1 12.6 3.6 13.9 14.1
30 35.6 21.1 4.3 14.9 8.1 12.0 16.0 2.7 13.4 13.3
31 26.4 15.9 2.2 13.6 6.9 11.4 11.4 2.8 9.6 8.5
32 36.5 31.9 2.9 17.7 4.5 24.8 10.1 2.3 11.1 13.3
33 43.5 21.5 6.0 11.9 7.4 18.1 12.1 2.6 12.9 9.8
34 36.6 18.4 3.6 15.7 7.5 10.3 14.2 2.8 11.5 8.9
35 55.3 22.7 4.1 13.3 4.1 16.0 12.5 4.4 13.0 12.1
Table A.2: Randomly drawn hierarchical parameter values used in the second Nrf2 simu-
lation study.
III
Cell k(i)d 10
7 k
(i)
a 105 K
(i)
a µ
(i)
τ γ(i)104 δ(i)1011 c(i) κ
(i)
N 10
−4 σ(i)N σ
(i)
C
1 668.0 26.3 2.9 4.6 298.0 100.0 29.5 0.8 9.7 114.2
2 1087.0 49.0 4.7 16.3 843.5 88.5 18.4 0.4 5.8 29.7
3 6542.6 31.5 6.0 20.3 408.7 166.6 8.2 0.3 93.1 22.3
4 1811.4 15.1 1.6 36.8 431.9 133.8 6.9 2.4 4.1 129.2
5 1352.5 15.8 5.2 6.7 278.8 68.2 10.3 0.7 2.5 95.3
6 3219.0 19.4 3.4 7.2 468.3 58.0 11.0 1.6 20.3 90.0
7 1293.5 22.7 1.7 33.8 525.3 102.2 16.7 0.4 45.8 4.8
8 1752.7 37.1 14.7 10.8 228.1 122.6 10.3 0.2 19.7 4.7
9 1960.9 7.2 4.1 10.8 220.4 75.6 12.6 0.4 6.4 13.2
10 783.9 64.1 2.5 24.6 213.8 88.9 24.2 0.6 5.5 29.5
11 1068.7 61.1 2.0 12.4 146.1 92.1 8.6 0.1 23.9 18.3
12 5832.4 51.5 6.3 23.5 199.5 132.9 18.0 0.2 5.8 34.5
13 3190.6 72.2 4.2 3.0 490.9 118.4 20.9 0.3 6.1 17.5
14 6465.9 30.1 15.5 3.4 426.4 116.9 17.2 0.4 15.9 15.4
15 2749.1 10.3 3.2 6.3 420.4 107.8 6.6 0.2 38.2 11.6
16 4577.4 7.9 4.1 26.2 527.1 52.5 25.5 0.3 42.8 48.5
17 2047.1 14.3 2.8 17.2 354.9 99.5 8.1 0.0 12.8 5.2
18 2256.3 27.9 0.9 2.3 662.6 90.7 12.2 0.3 45.4 64.7
19 1611.3 27.5 5.1 12.0 136.7 229.2 6.2 0.3 53.5 31.7
20 1190.4 50.6 4.4 17.0 890.6 110.7 9.5 0.5 4.7 10.0
21 3146.6 33.9 6.8 14.4 316.8 132.3 4.2 0.5 21.9 55.8
22 3095.7 22.9 3.4 5.8 492.2 126.8 5.1 1.3 45.9 41.7
23 715.9 30.6 2.3 6.7 512.8 165.2 20.7 0.6 6.5 35.0
24 3954.3 17.7 5.8 10.5 289.4 112.8 11.5 0.0 10.0 25.2
25 2314.1 18.0 3.9 11.2 315.8 134.5 5.1 1.0 21.2 2.1
26 1436.8 34.2 18.6 6.3 823.2 70.3 12.0 0.2 39.3 66.6
27 988.5 35.8 9.1 7.5 141.5 79.8 5.5 0.3 3.6 27.4
28 3441.9 11.0 3.2 15.6 350.1 136.1 26.6 0.6 5.8 5.5
29 2489.5 111.5 2.0 16.4 280.8 141.8 10.3 0.5 101.5 101.3
30 1583.4 37.8 1.3 28.7 289.4 51.9 29.2 0.7 83.2 27.1
31 3708.2 26.4 4.1 37.3 417.6 178.2 31.7 0.2 91.0 33.9
32 1216.9 46.3 3.2 9.8 577.3 69.5 7.7 0.3 14.4 79.0
33 3493.2 12.6 11.4 17.5 417.4 159.5 7.3 1.3 12.3 51.1
34 1980.3 40.2 2.2 7.5 617.8 69.1 14.4 0.7 6.5 17.4
35 3867.8 17.6 3.2 14.4 68.5 118.9 31.9 0.8 5.8 29.7
Table A.3: Randomly drawn hierarchical parameter values used in the third Nrf2 simula-
tion study.
IV
Cell Stimulated Basal
ID condition condition
1 85 64
2 64 100
3 97 95
4 98 100
5 27 100
6 97 59
7 97 96
8 97 46
9 97 36
10 67 73
11 59 73
12 92 46
13 78 26
14 55 37
15 16 52
16 92 51
17 4 52
18 54 61
19 75 9
20 80 60
21 85 63
22 80 10
23 91 61
24 25 21
25 9 12
26 68 4
27 40 94
28 72 42
29 41 15
30 95 73
31 100 57
32 55 47
33 56 64
34 36 28
35 97 29
36 12 -
Overall 66.5 53.0
Table A.4: Percentage of complex eigenvalues in each cell, from the 100 hierarchical pa-
rameter values, under the basal and stimulated conditions.
V
A.2 Part II
Experiment α˜(k)0 α˜
(k)
1 k˜
(k)
ON k˜
(k)
OFF κ
(k) µ
(k)
 σ
(k)

1 47.86 449.24 0.28 6.59 116.26 775.26 331.27
2 63.78 465.73 0.19 6.15 84.93 800.32 309.99
3 47.40 445.79 0.22 6.15 106.58 966.62 395.63
4 57.74 498.31 0.23 5.90 92.17 892.34 304.54
Table A.5: Randomly drawn hierarchical parameter values used in the first simulation
study for the two-state switch gene model.
Experiment α˜(k)0 α˜
(k)
1 k˜
(k)
ON k˜
(k)
OFF κ
(k) µ
(k)
 σ
(k)

1 42.34 463.82 0.19 7.48 21.82 775.26 331.27
2 53.75 567.93 0.19 6.07 15.92 800.32 309.99
3 56.81 457.53 0.21 6.19 21.60 966.62 395.63
4 51.31 496.38 0.24 6.62 24.78 892.34 304.54
Table A.6: Randomly drawn hierarchical parameter values used in the second simulation
study for the two-state switch gene model.
Experiment α˜(k)0 α˜
(k)
1 k˜
(k)
ON k˜
(k)
OFF κ
(k) µ
(k)
 σ
(k)

1 43.59 511.77 0.24 6.30 20.58 775.26 331.27
2 42.06 570.16 0.20 6.41 17.61 800.32 309.99
3 49.58 438.01 0.23 6.51 19.31 966.62 395.63
4 41.44 488.60 0.19 6.25 22.71 892.34 304.54
Table A.7: Randomly drawn hierarchical parameter values used in the third simulation
study for the two-state switch gene model.
VI
Tetracycline Experiment
ng/ml 1 2 3 4 Average
0 2021.7 1125.0 1226.9 1514.5 1472.0
5 1871.2 2250.2 1729.3 2513.7 2091.1
10 3823.4 2702.0 2357.0 3402.0 3071.1
Table A.8: Average of the observations in each experiment,
〈
Y (k)
〉
, for all experimental
conditions. The last column represents the average across the four experiments.
Parameter Experiment 1 Experiment 2 Experiment 3 Experiment 4
LB UB LB UB LB UB LB UB
α˜
(k)
0 13.10 19.18 3.57 8.26 6.61 10.30 18.64 26.50
α˜
(k)
1 2545.85 3224.16 4864.22 6745.57 4072.51 5522.62 2738.33 3879.20
k˜
(k)
ON 0.50 0.61 0.20 0.25 0.09 0.12 0.23 0.28
k˜
(k)
OFF 44.36 63.54 20.14 25.71 12.49 16.06 20.66 25.92
κ(k) 22.42 32.48 4.36 6.33 5.33 6.72 8.47 12.44
µ
(k)
 767.30 783.74 789.42 808.60 958.70 976.21 886.17 897.98
σ
(k)
 325.69 336.72 291.66 303.52 359.70 370.01 299.76 307.47
α
(k)
0
α
(k)
1
× 102 0.46 0.64 0.06 0.17 0.14 0.22 0.61 0.75
µ
(k)
P × 102 0.87 1.20 0.88 1.08 0.67 0.81 0.99 1.22
1
k˜
(k)
ON
× 102 162.74 197.77 397.03 506.22 851.24 1069.14 349.82 424.30
1
k˜
(k)
OFF
× 102 1.55 2.23 3.86 4.92 6.21 7.98 3.84 4.82
µ
(k)
X 37.51 54.48 51.17 75.35 38.03 48.79 49.24 72.54
µ
(k)
Y 1995.53 2051.64 1110.78 1141.46 1215.77 1238.95 1500.13 1530.05
Table A.9: 0.95 level HPD CIs for the hierarchical parameters, for the non-stimulated
condition.
VII
Parameter Experiment 1 Experiment 2 Experiment 3 Experiment 4
LB UB LB UB LB UB LB UB
α˜
(k)
0 2.49 9.76 1.50 4.21 17.31 24.72 8.97 16.41
α˜
(k)
1 4144.27 4747.91 3496.21 3686.24 3677.01 4205.64 3922.07 4267.06
k˜
(k)
ON 0.65 0.75 0.71 0.77 0.29 0.33 0.75 0.83
k˜
(k)
OFF 12.80 16.60 8.20 9.25 12.00 16.40 12.26 14.95
κ(k) 4.86 5.61 5.00 5.20 6.04 7.95 6.12 7.58
µ
(k)
 766.16 782.63 786.33 804.91 957.47 976.90 886.51 898.36
σ
(k)
 321.12 331.99 297.23 309.96 371.89 383.54 297.65 305.54
α
(k)
0
α
(k)
1
× 102 0.05 0.23 0.04 0.12 0.42 0.62 0.22 0.40
µ
(k)
P × 102 4.12 4.99 7.48 8.09 1.88 2.42 5.05 5.94
1
k˜
(k)
ON
× 102 132.50 152.98 129.86 141.22 300.55 345.63 119.83 133.43
1
k˜
(k)
OFF
× 102 6.01 7.79 10.76 12.14 6.01 8.21 6.65 8.11
µ
(k)
X 192.94 224.91 275.35 293.03 93.25 123.58 213.06 265.48
µ
(k)
Y 1836.92 1901.56 2213.79 2281.58 1710.53 1747.34 2480.27 2541.93
Table A.10: 0.95 level HPD CIs for the hierarchical parameters, under the induction by
tetracycline at 5 ng/ml.
VIII
Parameter Experiment 1 Experiment 2 Experiment 3 Experiment 4
LB UB LB UB LB UB LB UB
α˜
(k)
0 0.00 7.71 0.00 2.23 16.12 26.57 0.00 1.70
α˜
(k)
1 2223.72 2404.12 2192.18 2419.42 3689.72 3941.69 1802.03 2022.14
k˜
(k)
ON 1.05 1.17 0.77 0.85 0.67 0.77 1.13 1.22
k˜
(k)
OFF 4.66 5.40 3.33 4.20 15.10 21.29 8.88 11.05
κ(k) 6.92 7.42 4.25 5.09 7.13 9.66 12.21 13.06
µ
(k)
 769.53 786.58 780.83 800.02 957.32 977.87 885.94 897.62
σ
(k)
 322.26 333.30 304.38 317.95 379.61 392.83 298.66 306.73
α
(k)
0
α
(k)
1
× 102 0.00 0.34 0.00 0.09 0.42 0.72 0.00 0.09
µ
(k)
P × 102 17.47 19.03 16.48 18.92 3.33 4.42 9.71 11.33
1
k˜
(k)
ON
× 102 85.48 95.09 117.30 130.06 129.28 147.54 82.24 88.52
1
k˜
(k)
OFF
× 102 18.52 21.45 23.64 29.79 4.64 6.53 8.98 11.17
µ
(k)
X 404.40 443.46 371.80 455.53 142.84 193.83 190.50 206.49
µ
(k)
Y 3754.91 3882.85 2656.61 2746.80 2332.38 2379.31 3358.54 3440.29
Table A.11: 0.95 level HPD CIs for the hierarchical parameters, under the induction by
tetracycline at 10 ng/ml.
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Figure B.1: Experimental data observed, under the basal condition, for yNt (in black) and
yCt (in red) for cells 1 to 8.
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Figure B.2: Experimental data observed, under the basal condition, for yNt (in black) and
yCt (in red) for cells 9 to 16.
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Figure B.3: Experimental data observed, under the basal condition, for yNt (in black) and
yCt (in red) for cells 17 to 24.
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Figure B.4: Experimental data observed, under the basal condition, for yNt (in black) and
yCt (in red) for cells 25 to 32.
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Figure B.5: Experimental data observed, under the basal condition, for yNt (in black) and
yCt (in red) for cells 33 to 35.
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Figure B.6: Experimental data observed, under the induction of SFN stimulant, for yNt
(in black) and yCt (in red) for cells 1 to 8.
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Figure B.7: Experimental data observed, under the induction of SFN stimulant, for yNt
(in black) and yCt (in red) for cells 9 to 16.
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Figure B.8: Experimental data observed, under the induction of SFN stimulant, for yNt
(in black) and yCt (in red) for cells 17 to 24.
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Figure B.9: Experimental data observed, under the induction of SFN stimulant, for yNt
(in black) and yCt (in red) for cells 25 to 32.
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Figure B.10: Experimental data observed, under the induction of SFN stimulant, for yNt
(in black) and yCt (in red) for cells 33 to 36.
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Figure B.11: Posterior densities for the hypermean parameters from the first simu-
lation study. The vertical dashed line denotes the real value used in the simulation.
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Figure B.12: Posterior densities for the hypermean parameters from the second sim-
ulation study. The vertical dashed line denotes the real value used in the simulation.
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Figure B.13: Posterior densities for the hypermean parameters from the third simu-
lation study. The vertical dashed line denotes the real value used in the simulation.
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Figure B.14: Densities of the areas, computed at time t = 31, for the cells under the basal
condition (in blue) and under the induction of a stimulant (in red). The vertical solid lines
denote the mean values.
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Figure B.15: Densities of the areas, computed at time t = 61, for the cells under the basal
condition (in blue) and under the induction of a stimulant (in red). The vertical solid lines
denote the mean values.
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Figure B.16: Null distribution, for the mean difference, of permutation tests on the mean
of the ratio of areas and of nuclear, cytoplasmic and cellular areas, at time 31. The vertical
solid line represents the observed value of the statistic.
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Figure B.17: Null distribution, for the mean difference, of permutation tests on the mean
of the ratio of areas and of nuclear, cytoplasmic and cellular areas, at time 61. The vertical
solid line represents the observed value of the statistic.
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Figure B.18: Autocorrelation plot of the difference between repeated measurements, yIt −
yIIt = 
CT I
t −CT
II
t , for the nuclear (top left) and cytoplasmic (bottom right) concentrations
in cell 1.
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Figure B.19: Autocorrelation plot of the difference between repeated measurements, yIt −
yIIt = 
CT I
t −CT
II
t , for the nuclear (top left) and cytoplasmic (bottom right) concentrations
in cell 2.
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Figure B.20: Autocorrelation plot of the difference between repeated measurements, yIt −
yIIt = 
CT I
t −CT
II
t , for the nuclear (top left) and cytoplasmic (bottom right) concentrations
in cell 3.
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Figure B.21: Partial autocorrelation plot of the difference between repeated measure-
ments, yIt − yIIt = CT
I
t − CT
II
t , for the nuclear (top left) and cytoplasmic (bottom right)
concentrations in cell 1.
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Figure B.22: Partial autocorrelation plot of the difference between repeated measure-
ments, yIt − yIIt = CT
I
t − CT
II
t , for the nuclear (top left) and cytoplasmic (bottom right)
concentrations in cell 2.
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Figure B.23: Partial autocorrelation plot of the difference between repeated measure-
ments, yIt − yIIt = CT
I
t − CT
II
t , for the nuclear (top left) and cytoplasmic (bottom right)
concentrations in cell 3.
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Figure B.24: hypermean (top) and hyperprecisions (bottom) densities of the measurement
error parameters, σN and σC , estimated via a hierarchical approach from the repeated
measurements on the thee cells described in Section 4.3.
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Figure B.25: Trace plots, excluding burn-in, for the posterior chains of the hypermean pa-
rameters inferred from the experimental data, under the basal condition. Figures refer, from
left to right and top to bottom, to the hypermeans of k(i)d , k
(i)
a ,K
(i)
a , µ
(i)
τ , γ(i), δ(i), c(i), κ
(i)
N .
XXX
0e+00 1e+05 2e+05 3e+05 4e+05
−
5.
4
−
5.
2
−
5.
0
−
4.
8
Iteration
0e+00 1e+05 2e+05 3e+05 4e+05
−
4.
8
−
4.
6
−
4.
4
−
4.
2
Iteration
0e+00 1e+05 2e+05 3e+05 4e+05
3
4
5
6
Iteration
0e+00 1e+05 2e+05 3e+05 4e+05
3.
0
3.
2
3.
4
3.
6
Iteration
0e+00 1e+05 2e+05 3e+05 4e+05
2.
8
3.
0
3.
2
3.
4
3.
6
3.
8
Iteration
0e+00 1e+05 2e+05 3e+05 4e+05
−
5.
4
−
5.
2
−
5.
0
−
4.
8
Iteration
0e+00 1e+05 2e+05 3e+05 4e+05
1.
6
1.
7
1.
8
1.
9
Iteration
0e+00 1e+05 2e+05 3e+05 4e+05
3.
8
4.
0
4.
2
4.
4
4.
6
4.
8
Iteration
Figure B.26: Trace plots, excluding burn-in, for the posterior chains of the hy-
permean parameters inferred from the experimental data, under the stimulated con-
dition. Figures refer, from left to right and top to bottom, to the hypermeans of
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Figure B.27: Trace plots, excluding burn-in, for the posterior chains, in the log space, of
the N hierarchical DA likelihoods in 3.17, log(LDA(θ(i); x˜(i))), in each cell under the basal
condition.
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Figure B.28: Trace plots, excluding burn-in, for the posterior chains, in the log space,
of the N hierarchical DA likelihoods in 3.17, log(LDA(θ(i); x˜(i))), in each cell under the
stimulated condition.
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Figure B.29: Posterior densities for the hierarchical parameters under the basal (blue)
and stimulated conditions (red). Parameters, from left to right and top to bottom, refer to:
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Figure B.30: Posterior densities for the hypermean of parameters, under the basal (blue)
and stimulated conditions (red). Parameters, from left to right and top to bottom, refer to:
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Figure B.31: Posterior densities for the hyperprecision parameters, under the basal (blue)
and stimulated conditions (red). Parameters, from left to right and top to bottom, refer to:
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Figure B.32: Histograms of the nuclear residuals over the entire process, for cells from 1
to 12 under the basal condition.
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Figure B.33: Histograms of the nuclear residuals over the entire process, for cells from 13
to 24 under the basal condition.
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Figure B.34: Histograms of the nuclear residuals over the entire process, for cells from 25
to 35 under the basal condition.
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Figure B.35: Histograms of the cytoplasmic residuals over the entire process, for cells
from 1 to 12 under the basal condition.
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Figure B.36: Histograms of the cytoplasmic residuals over the entire process, for cells
from 13 to 24 under the basal condition.
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Figure B.37: Histograms of the cytoplasmic residuals over the entire process, for cells
from 25 to 35 under the basal condition.
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Figure B.38: Histograms of the nuclear residuals over the entire process, for cells from 1
to 12 under the stimulated condition.
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Figure B.39: Histograms of the nuclear residuals over the entire process, for cells from 13
to 24 under the stimulated condition.
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Figure B.40: Histograms of the nuclear residuals over the entire process, for cells from 25
to 35 under the stimulated condition.
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Figure B.41: Histograms of the cytoplasmic residuals over the entire process, for cells
from 1 to 12 under the stimulated condition.
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Figure B.42: Histograms of the cytoplasmic residuals over the entire process, for cells
from 13 to 24 under the stimulated condition.
XLVII
−200 −100 0 100 200
0.
00
0
0.
00
4
0.
00
8
−30 −10 0 10 20 30
0.
00
0.
02
0.
04
0.
06
−50 0 50
0.
00
0
0.
01
0
0.
02
0
−10 −5 0 5 10
0.
00
0.
05
0.
10
0.
15
−50 0 50
0.
00
0
0.
00
5
0.
01
0
0.
01
5
0.
02
0
−60 −40 −20 0 20 40 60
0.
00
0
0.
01
0
0.
02
0
0.
03
0
−200 −100 0 100 200
0.
00
0
0.
00
4
0.
00
8
−100 −50 0 50 100
0.
00
0
0.
00
4
0.
00
8
0.
01
2
−50 0 50
0.
00
0
0.
00
5
0.
01
0
0.
01
5
0.
02
0
−4 −2 0 2 4
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
−150 −50 0 50 100
0.
00
0
0.
00
4
0.
00
8
−20 −10 0 10 20
0.
00
0.
02
0.
04
0.
06
0.
08
Figure B.43: Histograms of the cytoplasmic residuals over the entire process, for cells
from 25 to 36 under the stimulated condition.
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Figure B.44: Graphical representation, with nuclear and cytoplasmic processes on the two
axes, of Euler simulations perturbed with noise; each simulation moves around the respective
DDE solution, represented by the green dot. Images refer to simulations from the posterior
modes of parameters obtained from cells 1-12 under the basal condition.
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Figure B.45: Graphical representation, with nuclear and cytoplasmic processes on the two
axes, of Euler simulations perturbed with noise; each simulation moves around the respective
DDE solution, represented by the green dot. Images refer to simulations from the posterior
modes of parameters obtained from cells 13-24 under the basal condition.
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Figure B.46: Graphical representation, with nuclear and cytoplasmic processes on the two
axes, of Euler simulations perturbed with noise; each simulation moves around the respective
DDE solution, represented by the green dot. Images refer to simulations from the posterior
modes of parameters obtained from cells 25-35 under the basal condition.
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Figure B.47: Graphical representation, with nuclear and cytoplasmic processes on the two
axes, of Euler simulations perturbed with noise; each simulation moves around the respective
DDE solution, represented by the green dot. Images refer to simulations from the posterior
modes of parameters obtained from cells 1-12 under the stimulated condition.
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Figure B.48: Graphical representation, with nuclear and cytoplasmic processes on the two
axes, of Euler simulations perturbed with noise; each simulation moves around the respective
DDE solution, represented by the green dot. Images refer to simulations from the posterior
modes of parameters obtained from cells 13-24 under the stimulated condition.
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Figure B.49: Graphical representation, with nuclear and cytoplasmic processes on the two
axes, of Euler simulations perturbed with noise; each simulation moves around the respective
DDE solution, represented by the green dot. Images refer to simulations from the posterior
modes of parameters obtained from cells 25-36 under the stimulated condition.
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Figure B.50: Autocorrelation plots, for nucleus and cytoplasm, from Euler simulations
perturbed with noise. Images refer to simulations from the posterior modes of parameters
obtained from cells 1-6 under the basal condition.
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Figure B.51: Autocorrelation plots, for nucleus and cytoplasm, from Euler simulations
perturbed with noise. Images refer to simulations from the posterior modes of parameters
obtained from cells 7-12 under the basal condition.
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Figure B.52: Autocorrelation plots, for nucleus and cytoplasm, from Euler simulations
perturbed with noise. Images refer to simulations from the posterior modes of parameters
obtained from cells 13-18 under the basal condition.
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Figure B.53: Autocorrelation plots, for nucleus and cytoplasm, from Euler simulations
perturbed with noise. Images refer to simulations from the posterior modes of parameters
obtained from cells 19-24 under the basal condition.
LVIII
0 200 600 1000
−
0.
2
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Minutes
Nuc, cell  25
0 200 600 1000
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Minutes
Cyt, cell  25
0 200 600 1000
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Minutes
Nuc, cell  26
0 200 600 1000
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Minutes
Cyt, cell  26
0 200 600 1000
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Minutes
Nuc, cell  27
0 200 600 1000
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Minutes
Cyt, cell  27
0 200 600 1000
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Minutes
Nuc, cell  28
0 200 600 1000
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Minutes
Cyt, cell  28
0 200 600 1000
−
0.
2
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Minutes
Nuc, cell  29
0 200 600 1000
−
0.
2
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Minutes
Cyt, cell  29
0 200 600 1000
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Minutes
Nuc, cell  30
0 200 600 1000
−
0.
2
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Minutes
Cyt, cell  30
Figure B.54: Autocorrelation plots, for nucleus and cytoplasm, from Euler simulations
perturbed with noise. Images refer to simulations from the posterior modes of parameters
obtained from cells 25-30 under the basal condition.
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Figure B.55: Autocorrelation plots, for nucleus and cytoplasm, from Euler simulations
perturbed with noise. Images refer to simulations from the posterior modes of parameters
obtained from cells 31-35 under the basal condition.
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Figure B.56: Autocorrelation plots, for nucleus and cytoplasm, from Euler simulations
perturbed with noise. Images refer to simulations from the posterior modes of parameters
obtained from cells 1-6 under the stimulated condition.
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Figure B.57: Autocorrelation plots, for nucleus and cytoplasm, from Euler simulations
perturbed with noise. Images refer to simulations from the posterior modes of parameters
obtained from cells 7-12 under the stimulated condition.
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Figure B.58: Autocorrelation plots, for nucleus and cytoplasm, from Euler simulations
perturbed with noise. Images refer to simulations from the posterior modes of parameters
obtained from cells 13-18 under the stimulated condition.
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Figure B.59: Autocorrelation plots, for nucleus and cytoplasm, from Euler simulations
perturbed with noise. Images refer to simulations from the posterior modes of parameters
obtained from cells 19-24 under the stimulated condition.
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Figure B.60: Autocorrelation plots, for nucleus and cytoplasm, from Euler simulations
perturbed with noise. Images refer to simulations from the posterior modes of parameters
obtained from cells 25-30 under the stimulated condition.
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Figure B.61: Autocorrelation plots, for nucleus and cytoplasm, from Euler simulations
perturbed with noise. Images refer to simulations from the posterior modes of parameters
obtained from cells 31-36 under the stimulated condition.
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Figure B.62: Empirical autocorrelation plots, for nucleus and cytoplasm, from experimen-
tal data for cells 1-6 under the basal condition.
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Figure B.63: Empirical autocorrelation plots, for nucleus and cytoplasm, from experimen-
tal data for cells 7-12 under the basal condition.
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Figure B.64: Empirical autocorrelation plots, for nucleus and cytoplasm, from experimen-
tal data for cells 13-18 under the basal condition.
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Figure B.65: Empirical autocorrelation plots, for nucleus and cytoplasm, from experimen-
tal data for cells 19-24 under the basal condition.
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Figure B.66: Empirical autocorrelation plots, for nucleus and cytoplasm, from experimen-
tal data for cells 25-30 under the basal condition.
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Figure B.67: Empirical autocorrelation plots, for nucleus and cytoplasm, from experimen-
tal data for cells 31-35 under the basal condition.
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Figure B.68: Empirical autocorrelation plots, for nucleus and cytoplasm, from experimen-
tal data for cells 1-6 under the stimulated condition.
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Figure B.69: Empirical autocorrelation plots, for nucleus and cytoplasm, from experimen-
tal data for cells 7-12 under the stimulated condition.
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Figure B.70: Empirical autocorrelation plots, for nucleus and cytoplasm, from experimen-
tal data for cells 13-18 under the stimulated condition.
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Figure B.71: Empirical autocorrelation plots, for nucleus and cytoplasm, from experimen-
tal data for cells 19-24 under the stimulated condition.
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Figure B.72: Empirical autocorrelation plots, for nucleus and cytoplasm, from experimen-
tal data for cells 25-30 under the stimulated condition.
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Figure B.73: Empirical autocorrelation plots, for nucleus and cytoplasm, from experimen-
tal data for cells 31-36 under the stimulated condition.
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Figure B.74: Densities of the simulated latent states in P (k) from three simulation studies.
Each image refers to the four replicates of a simulation.
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Figure B.75: Densities of the simulated latent states in X(k) from three simulation studies.
Each image refers to the four replicates of a simulation.
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Figure B.76: Posterior densities for the hypermean parameters from the first sim-
ulation study. The vertical line denotes the real value used in the simulation. Im-
ages, from left to right and top to bottom, refer in the order to the hypermeans of
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 . Note that, since we did not simulate the hier-
archical parameters µ(k) and σ
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 from a hyperprior distribution, the lines for these two
parameters refer to the mean of the respective logarithmic hierarchical parameters over the
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Figure B.77: Posterior densities for the hypermean parameters from the second sim-
ulation study. The vertical line denotes the real value used in the simulation. Im-
ages, from left to right and top to bottom, refer in the order to the hypermeans of
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Figure B.78: Posterior densities for the hypermean parameters from the third sim-
ulation study. The vertical line denotes the real value used in the simulation. Im-
ages, from left to right and top to bottom, refer in the order to the hypermeans of
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Figure B.79: Trace plots, in the log space, for the posterior chains of mean and standard
deviation of the measurement error in the four replicates, log(µ(k) ) and log(σ
(k)
 ), k = 1, ..., 4.
Parameters are inferred, via a Bayesian hierarchical analysis, from the background data, as
described in the measurement error exploratory analysis in Section 8.1.
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Figure B.80: Trace plots for the posterior chains of the hypermean parameters, for cells
under no induction. Chains are thinned with tinning factor equals to 100.
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Figure B.81: Trace plots for the posterior chains of the hypermean parameters, for cells
under the induction by tetracycline at 5 ng/ml. Chains are thinned with tinning factor
equals to 100.
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Figure B.82: Trace plots for the posterior chains of the hypermean parameters, for cells
under the induction by tetracycline at 10 ng/ml. Chains are thinned with tinning factor
equals to 100.
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Figure B.83: Trace plots for the hierarchical posterior chains of µ(k)Y (right column) and
σ
(k)
Y (left column), for cells under no induction. The horizontal green lines denote the mean
and standard deviation of the observations in the respective experiment. Rows, from top to
bottom, correspond to experiments 1 to 4. Chains are thinned with tinning factor equals to
100.
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Figure B.84: Trace plots for the hierarchical posterior chains of µ(k)Y (right column) and
σ
(k)
Y (left column), or cells under the induction by tetracycline at 5 ng/ml. The horizontal
green lines denote the mean and standard deviation of the observations in the respective
experiment. Rows, from top to bottom, correspond to experiments 1 to 4. Chains are
thinned with tinning factor equals to 100.
LXXXIX
0 2000 4000 6000 8000 10000 12000
37
00
38
00
39
00
μY
Iteration
0 2000 4000 6000 8000 10000 12000
23
50
24
00
24
50
25
00
σZ
Iteration
0 2000 4000 6000 8000 10000 12000
26
50
27
00
27
50
28
00
μY
Iteration
0 2000 4000 6000 8000 10000 12000
17
00
17
50
18
00
18
50
σZ
Iteration
0 2000 4000 6000 8000 10000 12000
23
20
23
40
23
60
23
80
24
00
μY
Iteration
0 2000 4000 6000 8000 10000 12000
13
60
14
00
14
40
14
80
σZ
Iteration
0 2000 4000 6000 8000 10000 12000
33
50
34
00
34
50
μY
Iteration
0 2000 4000 6000 8000 10000 12000
20
50
21
00
21
50
22
00
σZ
Iteration
Figure B.85: Trace plots for the hierarchical posterior chains of µ(k)Y (right column) and
σ
(k)
Y (left column), or cells under the induction by tetracycline at 10 ng/ml. The horizontal
green lines denote the mean and standard deviation of the observations in the respective
experiment. Rows, from top to bottom, correspond to experiments 1 to 4. Chains are
thinned with tinning factor equals to 100.
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