ABSTRACT This paper addresses an engineering problem that measurement errors in intensity and mapping dimensions exist in the track-before-detect (TBD) architecture simultaneously. Drawing lessons from the probability data association (PDA) and the basic generalized likelihood ratio test TBD (GLRT-TBD), the joint log-likelihood ratio test TBD (JLLRT-TBD) method is proposed. Unlike conventional TBD algorithms, which consider intensities captured in the cells occupied by physically admissible transitions only, the novel method regards the cells centered at the transitions as effective ones. After that, detection probabilities are deduced from their positions, and then weighting likelihood ratios of their intensities results in metrics of different transitions. Finally, the maximum metric is compared with the designed threshold, and the estimation of the target state is obtained by retracing the maximization process. With this, the incoherent integration gain along consecutive scans is acquired, and the increment in computational complexity is avoided. Monte Carlo numerical results demonstrate that the detection and estimation performances of the JLLRT-TBD are superior significantly to those of the basic GLRT-TBD while the lower averaged execution time is spent.
I. INTRODUCTION
Target detection and tracking are two independent stages in conventional radar systems [1] , [2] . The former declares the presences of targets by thresholding the coherent integration map at each scan, and the latter estimates parameters of interest after surviving measurement to track association. Thresholds are determined by the designed rate of false alarms [3] . This is acceptable if the signal to noise ratio (SNR) is high. But for low SNR, thresholds should be small enough to ensure certain target detection probability. However, such small thresholds, in turn, would give rise to an undesirably high rate of false alarms. To deal with such an intractable challenge, a competitive approach, referred to as track-before-detect (TBD), has been developed for several decades [4] - [7] . Through processing jointly consecutive scans of unthresholded measurements, or thresholded measurements with significantly lower thresholds than those in conventional detectors, TBD methods return estimated
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trajectories at the same time as the detections are declared. In this way, the loss of information due to detection thresholds is removed, and an incoherent integration gain among consecutive scans is implemented.
Existing approaches to TBD include dynamic programming (DP) [8] - [10] , maximum likelihood (ML) [5] , [11] , particle filter (PF) [7] , [12] , [13] , and random finite set (RFS) [14] , [15] based methods. Being subject to computational complexity, the DP-TBD is most widely used and has superior performance with different types of dim targets, such as point target [16] , extended target [9] , [17] , range distributed target [18] and the targets of different Swerling types [17] . Various clutter environments arising in engineering applications, such as compound-Gaussian [18] , G0-distributed [19] , K-distributed [20] , have also been considered, and the DP-TBD has also been tested with more complex real data, e.g., target detection in severe sea clutter [21] . The standard procedure of such techniques is the basic generalized likelihood ratio test (GLRT) approach on the range-azimuth map, range-Doppler map, or maps of higher dimensions [16] , [18] . However, a major drawback is that these techniques VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ considered just errors in reflection intensity, and errors in mapping dimensions were not considered yet. In engineering, many factors, such as undesirable beam width [22] , thermal noise, mismatched antenna pattern [23] , polarization, and so on, would result in such errors inevitably.
Comparatively speaking, the probability data association (PDA) [24] algorithm, a classical surviving measurement to track association method, does better than the traditional DPTBDs in terms of errors in mapping dimensions. Through weighting positions of the cells around the predicted state to a pseudo one, the PDA elaborates the uncertainties in mapping dimensions. However, the PDA cannot be incorporated directly into the DP-TBDs for reasons as follows. 1) There is no specific track or predicted state before the resultant state sequence is returned in the TBD architecture. 2) Not a few, but all or most cells in the map are filled with intensities. Fortunately, the physically admissible transition provides an alternative substitution of the predicted state, and the intensities can be took full advantage of to improve the detection SNR.
Drawing lessons from the PDA and the GLRT, the joint log-likelihood ratio test based TBD (JLLRT-TBD) method is proposed to deal with such an engineering problem that measurement errors in intensity and mapping dimensions exist simultaneously. Under the assumption of point target, not only the cells occupied by the physically admissible transition, but the ones around the occupied cells may also indicate competitive movements. With this, the distances between the cells and the occupied ones are derived as detection probabilities under the assumption that the physically admissible transition denotes an actual movement, and the intensities are modeled as likelihood ratio of a present target to an absent one. The product of the previous two determines the presence of the physically admissible transition. In this way, the computational complexity remains linear in the number of both the integrated scans and physically admissible transitions. Clearly, the presented processes for the point target are different from those for the extended target [17] . The point target gives rise to at most one intensity measurement at each scan, and the distances between the cells and the occupied ones indicate different degrees of the errors in mapping dimensions. By contrast, the extended target produces intensities with the identical phase in a mapping area, and the size of the area is related to the radar ambiguity function, resolution, etc. With this, the detection probabilities in this paper are inversely proportional to the distances between effective cells and the occupied ones, while the weights for the extended target are determined by the radar characteristics.
The remainder of the paper is organized in the following manner. In section II, the target models are given at first, and then, the definition of physically admissible transitions is introduced. In section III, the basic GLRT-TBD is discussed, and the JLLRT-TBD is derived in details. Numerical results examining the performance of the proposed method, including the comparisons with the set of the GLRT-TBD methods, are presented in section IV. Finally, conclusions are drawn in section V.
II. PROBLEM FORMULATION A. TARGET MODELS
Consider that a point target moves in a d-dimensional (d-D) space. Let x k ∈ R 2d be the target state which includes the position and velocity in each dimension at kth scan, where R 2d is the 2d-D state space. The target state satisfies firstorder Markov process and evolves according to
where F is the state transition matrix, and u k−1 is additive process noise with distribution p (u k−1 ). The detailed descriptions of F and p (u k ) for different maneuver models can refer to [25] . Measurements in this paper refer to positions of the cells in a grid map and their intensities. In order to consider the situation that errors in intensity and mapping dimensions exist simultaneously, position measurements are introduced firstly in this study. Here, the range-azimuth map (d = 2) is considered as an example. The subsequent derivation can extend easily to the map of other types and/or of higher dimensions. The surveillance area is divided into N r × N θ cells with quantized intervals r and θ in range and azimuth, respectively. The position measurement of the target at kth scan is denoted as τ k = τ k,r , τ k,θ , where τ k,r and τ k,θ are quantized range and azimuth, repectively. Additionally, τ k means that the radar captures target-originated signal at the cell τ k,r r , τ k,θ θ in the map. As the state elements of interest are usually positions and velocities in Cartesian coordinate [25] , the target state is defined as
where p k,x , p k,y denote positions, and v k,x , v k,y denote velocities in x and y dimensions, respectively. Under the assumption that the polar coordinate is with the same origin as the Cartesian coordinate, the range and azimuth of the target are nonlinear in target state, and the relation between τ k and x k is expressed as
where w k,r and w k,θ are measurement errors in range and azimuth, respectively, and they are modeled as independently additive Gaussian noises with zero means and variances σ 2 r and σ 2 θ , respectively. The radar captures target-originated intensity at the cell τ k and noise-originated intensities at the other cells. Affected by fluctuating radar cross-section, thermal noise and preprocessing characteristics, such intensities are various with the cells and the scans. Here they are modeled as Rayleigh distributed measurements. This distribution has been widely used in monopulse radar [26] and turbulent environments [12] . In this case, the probability density function (PDF) of the intensity z i,j k of the cell (i, j) at kth scan is written as
where λ i,j equals to 1 if (i, j) = τ k , and 0, otherwise, and the SNR is the signal to noise ratio of the point target.
B. PHYSICALLY ADMISSIBLE TRANSITIONS
Physically admissible transitions limit search space among consecutive scans and, in turn, reduce computation complexity effectively. They are defined by the maximum velocity when no other prior information about the target motion is available. Let V max denote the maximum allowable target velocity, then the maximum range and azimuth cells in a transition from the previous scan to the cell (i, j) at current scan are given by
where · denotes round toward positive infinity. Clearly, χ
is identical for all cells, but χ
is inversely proportional to the range of the cell (i, j). This is due to the fact that the arcs of the same length are converted into different radians in different radial distances. Therefore, the transitions from the (k − 1) th scan and ended at the cell (i, j) at kth scan are written as
and the search space among consecutive scans is depicted in Fig.1 .
The gray square at kth scan represents the cell (i, j), and gray square at (k − 1) th scan denotes the area from which the transitions ended at the cell (i, j) at kth scan are physically admissible. If range differences among cells around (i, j) make the negligible influence on χ is identical for different cells and can be written as χ r , the gray square at (k + 1) th scan denotes the area to which the transitions are physically admissible from the cell (i, j). Along K scans, π (i,j) 1:K denotes the set of the transitions ended at the cell (i, j) at K th scan. It is evident that if a target moves in the map, its trajectory must be subjected to such specific transitions, and the definition of the transitions plays an important role in the performance of TBD methods.
However, it should be noted that the previous definition of the transitions does not consider errors in mapping dimensions, namely w k,r and w k,θ in Eq. (2) . This is undesirable as such errors exist inevitably in engineering. Consequently, if these errors are considered, the search area among consecutive scans should extend to describe the target movement.
Let −σ α,r , σ α,r and −σ α,θ , σ α,θ denote the confidence intervals of w k,r and w k,θ with confidence level 1 − α in range and azimuth, respectively, where α is the confidence coefficient. Therefore, the area −σ α,r , σ α,r × −σ α,θ , σ α,θ can be regarded as the confidence area with the confidence level (1 − α)
2 . Since the events that measurements lie out of the confidence area are of tiny probabilities, it is reasonable to ignore such events when physically admissible transitions are defined. In this case, the diagonal area at kth scan in Fig.1 , including the gray square, denotes the confidence area where the target signal may be captured when the target moves actually at the cell (i, j). Accordingly, the diagonal area at (k − 1) th scan denotes the confidence area when the target moves at gray cells.
With this, physically admissible transitions defined previously extend to be those from the diagonal area at (k − 1) th to the diagonal area at kth scan, and the size of the transitions increases from 2χ
Similarly, the transitions from the cell (i, j) at kth scan to the gray cells at (k + 1) th scan also relax to be those from the diagonal area at kth scan to the diagonal area at (k + 1) th scan. The extended definition implies additional burden in computational complexity and memory resource. To make it easier to distinguish these two definitions later, the previous one is expressed as the original definition, and the subsequent one is written as the extended definition.
III. JOINT LOG-LIKELIHOOD RATIO TEST TBD A. BASIC GLRT-TBD METHOD
Deciding whether a target (H 0 ) or no-target (H 1 ) is present in the surveillance area amounts to solving a binary composite hypothesis testing problem. Under the assumption that errors in mapping dimensions do not exist and disturbance powers are independently identical distributed among cells and scans, the log-likelihood ratio of a transition is the sum of the loglikelihood ratios of intensities along K cells indicated by the transition. The GLRT strategy is to traverse all the transitions and to compare the maximal log-likelihood ratio with the threshold determined by the designed probability of false alarms. Its mathematical expression is
where π 
conditioned on a certain hypothesis, and γ is the threshold.
If the hypothesis H 1 is declared to be effective, a set of cells indicated by the transition of the maximal log-likelihood ratio is acquired. Such cells denote quantized ranges and azimuths along consecutive scans. As the state elements of interest are positions and velocities in the Cartesian coordinate and the quantized ranges and azimuths are nonlinear in target states, a nonlinear filter is then applied, such as extended Kalman filter (EKF) [27] , unscented Kalman filter (UKF), and so on. After that, target states of continuous values along consecutive scans are resulted. On the other hand, if the maximal loglikelihood ratio is less than the threshold, no target is declared.
Clearly, since all transitions are traversed in a batch processing, the computational complexity is exponential in the number of integrated scans. Fortunately, with the help of the Viterbi-like tracking algorithm (VTA), the computational complexity reduces to be linear in the number of integrated scans, and the details refer to [28] .
B. JOINT LOG-LIKELIHOOD RATIO OF POSITIONS AND INTENSITIES
It is evident that if the errors in mapping dimensions do not exist, basic GLRT-TBD with the original definition of physically admissible transitions is a competitive strategy to detect and track the target of low SNR. However, such undesirable errors exist inevitably in engineering. In this case, the PDA provides a heuristic strategy to avoid a vast increment in computational complexity and memory resource.
In the PDA strategy, only surviving cells inside the correlation gate are considered as effective ones, and their positions are weighted to a pseudo-measurement to update predicted state. The weights are inversely proportional to the distances between effective cells and the predicted measurement. The smaller the distance is, the greater the weight is. The feasible reasons are as follows. 1) The predicted measurement resulted from the predicted state has been obtained before measurement to track association. 2) None except position information is left as intensity information has been discarded in the thresholding process.
3) The SNR of the target is usually higher than the threshold; otherwise the target is missed, seldom occurred situation. 4) The number of effective cells is less than the size of the gate area. However, it is clear that none of the above conditions is satisfied in the TBD architecture.
In order to put the PDA strategy into use in the TBD architecture, the replacement of the predicted measurement is essential. As in the original definition of physically admissible transitions, a transition indicates a sequence of cells along consecutive scans, and the actual movement must be subjected to a certain transition if there were no errors in mapping dimensions. Therefore, when the errors in mapping dimensions are considered, effective measurements can be modeled as the cells centered at occupied ones of a specific transition. The major difference from the PDA is that the cells around the transition are filled with various intensities. Making full use of such intensities would bring an incoherent gain among consecutive scans.
denote the sets of positions and intensities, respectively. The term α π
2 . This design is based on the assumption that the cells lying out of such an area are of tiny probabilities. Discarding such cells may result in some loss in the performance, but reduces a considerable amount of computational complexity and memory resource.
Similar to the correlation gate designed in the PDA, the set α π (i,j)
1:K ,k limits the area of effective measurements. In this case, the log-likelihood ratio of z
. Thus the metric of the transition π
where p z α π
conditioned on that the target moves at the cell π Referring to the weights designed in the PDA, the distances between effective cells and the occupied one are metrics of probabilities that the target signals are captured in the cells. Here such probabilities are defined as detection probabilities and expressed as P τ k = (m, n) π
is expanded in accordance with total probability thesis as the Eq. (8), as shown at the bottom of this page, where , n) is the joint intensity PDF conditioned on that the signal at the cell (m, n) is the captured target signal and that others in α π (i,j) 1:K ,k are the disturbance powers.
As in conventional measurement-to-track algorithms,
is the joint PDF of w k,r and w k,θ . However, the cell (m, n) indicates the area centered at (m r , n θ ) and of the size r × θ in a quantized map. Therefore, the surface integral over the area
is more meaningful to express the detection probability. The surface integral is given by the Eq. (9), as shown at the bottom of this page, where p w k,r , w k,θ π
1:K ,k can be shown further as the Eq. (10), as shown at the bottom of this page, where (·) is the standard normal cumulative distribution function (CDF). Clearly, the designed rule of such detection probabilities is still that the smaller the distances between effective cells and the occupied one are, the greater the corresponding probabilities are, similar to the design of the weights in the PDA.
As events of tiny probabilities have been discarded before, normalization is necessary. Therefore, the normalized detection probability divided by the normalization factor (1 − α) 2 is written as
On the other hand, since the intensities in the area α π (i,j) 1:K ,k are independent among cells, the jointly con-
to the product of conditioned PDFs p z
is split as the Eq. (12), as shown at the bottom of this page. Substituting the Eqs. (11) and (12) into the Eq.(8), the conditioned area PDF is rewritten as the Eq. (13), as shown at the bottom of this page.
Similarly, the PDF p z α π
Substitution of the Eqs. (13) and (14) into the Eq. (7) yields the metric of a transition to be of the type as the Eq. (15), as shown at the bottom of this page, where the term lh z 
It is found from the Eq.(15) thatP τ k = (m, n) π
seems to the weight, and that the log-likelihood is the log of the weighted sum of all likelihood ratios in the area α π (i,j)
1:K ,k . In this way, the intensity information and position information are taken advantage of simultaneously. Here, we define the log-likelihood of such a type as the JLLR.
C. JOINT LOG-LIKELIHOOD RATIO TEST
When the metrics of all transitions are obtained, the maximal one is sought and then compared with the designed threshold. The process is the same as the GLRT, here we repeat the expression with the type of the JLLR as
where γ is the test threshold, the superscript is to distinguish γ from the γ in Eq.(6).
Once the hypothesis H 1 is declared to be effective, namely the presence of a target is confirmed, indexes of the cells occupied by the resultant transition can be acquired by retracing the maximizing process, and the process is expressed as
Therefore, π î ,ĵ 1:K denotes the set of the cells along which the target moves in the quantized range-azimuth map. In order to acquire states of continuous values along consecutive scans, a tracking filter is then applied. Based on the nonlinear relationship between the state components and the quantized range-azimuth, we take the EKF as an example and simplify the process asx
M π (i,j) [27] . Based on the above progressive deviation, the novel method JLLRT-TBD with the original definition of the transitions is presented to implement the detection and tracking of the target of low SNR. With the help of the VTA to reduce computational complexity, its pseudocode is listed in Algorithm 1.
The term M * in Algorithm 1 is the metric matrix of the previous scan and is used as a temporary parameter. Since π (10), (11) and (15), with (i, j) in Lines 9, 10, 11 and 19.
For the sake of comparing the JLLRT-TBD whih the GLRT-TBD, the pseudocode of the GLRT-TBD with the extended definition of the transitions is listed in Algorithm 2. The term α in Algorithm 2 is also confidence coefficient, but it is different from the term α in Algorithm 1. The α determines the area in which measurements are weighted to a pseudo one in the JLLRT-TBD, and the definition of the transitions used in Algorithm 1 is still the original definition. However, the α in Algorithm 2 is used to define extended transitions. If σ α .r = 0 and σ α .θ = 0, the Algorithm 2 is simplified as the GLRT-TBD with the original definition of the transitions. As to the test thresholds, γ in Eq.(6) and γ in Eq.(17), they are both designed in a certain probability of false alarms. A conventional method is to analyze approximated expression of the metric function [29] . This may be feasible in a simple model, but such weighted form as in Eq. (15) would be a great challenge. Comparatively speaking, the generalized extreme value theory (GEVT) [6] seems to a more natural way to design such thresholds. It does not require any prior information about the metric and a small number of experiments are enough to estimate the parameters of interest. Therefore, we are inclined to take advantage of it to design γ and γ .
It is found that there are two main differences between Algorithm 1 and Algorithm 2. The first is the search area on which the maximization performs. In Algorithm 1, Line 17, the search area is the maneuver area and is determined by maximum allowable velocity, but in Algorithm 2, Line 12, it is the sum of the maneuver area and the confidence area. Such an extension is the way in which the GLRT-TBD considers errors in mapping dimensions. The other difference is the update of the metric matrix. In Algorithm 1, Line 11 and Line 19, the update metric is the logarithm of weighted likelihood ratios around the cell (i, j). In this way, the errors in mapping dimensions are incorporated into the JLLRT-TBD. By contrast, in Algorithm 2, Line 14, the update metric is the log-likelihood ratio of the intensity at the cell (i, j). 
1) Calculateing Likelihoods of the Intensities

3:
for i = 1 : N r and j = 1 : N θ do
4:
Calculate lh z (i,j) k using Eq.16 5: end for 6: if k == 1 then
7:
2) Initialization 8: for i = 1 : N r and j = 1 : N θ do 9 :
CalculateP (τ k = (m, n) |(i, j) ) using Eqs. (10) and (11) for (m, n) ∈ α ((i, j));
11:
end for 13 :
14:
3) Updating Metrics of the Transitions 16: for i = 1 : N r and j = 1 : N θ do 17:
18: 
27: else 28: Declare no target.
29: end if
It is worthwhile comparing the computational complexity of Algorithm 1 with that of Algorithm 2. Since the number of calculating likelihood ratios and logarithms, and the process of the detection and tracking are identical for two algorithms, such processes are omitted reasonably in the subsequent comparative analysis. In the recursive step of Algorithm 1, the detection probabilityP (τ k = (m, n) |(i, j) ) is determined by the distance difference between the cell (m, n)
Algorithm 2 Processing Steps of the GLRT-TBD With the Extended Definition of the Transitions
if k == 1 then 3:
1) Initialization
4:
for i = 1 : N r and j = 1 : N θ do 5:
end for 8 :
else 10:
2) Updating Metrics of the Transitions
11:
for i = 1 : N r and j = 1 : N θ do 12:
end for 16 :
end if 18 : end for 19: 3) Detection and Tracking
22: else 23: Declare no target. 24: end if and the cell (i, j). Therefore, a sliding window predesigned according to distance differences can avoid reduplicate calculation. With this, the difference in computation complexity mainly lies in the update of the metric matrix. As the calculation for logarithms has been omitted, the remainder calculations for metrics in Algorithm 1 are processes of maximization and weighted sum. The former is in the order of (2χ r + 1) (2χ θ + 1), and the latter is in the order of | α |, while the differences for α , χ r and χ θ among cells are ignored. On the other hand, only the maximization is in Algorithm 2, and its computational complexity is in the order of 2χ r + 2σ α ,r + 1 2χ θ + 2σ α ,θ + 1 . Observe that the numbers of outer loops for two algorithms are both equal to K N r N θ . Therefore, the average computational complexity of the Algorithm 1 is
Under the definition of the confidence area, | α | = 2σ α,r + 1 2σ α,θ + 1 . By contrast, the average computational complexity of the Algorithm 2 is given by o K N r N θ 2χ r + 2σ α ,r + 1 2χ θ + 2σ α ,θ + 1 (21) If the same confidence degree of the errors in mapping dimensions is considered in Algorithm 1 and Algorithm 2, respectively, namely α = α , the difference between these two algorithms in computational complexity is expressed as
As χ r ,χ θ ,σ α,r and σ α,θ are all positive integers, the term 1 − 4χ r σ α,θ − 4χ θ σ α,r is less than zero. Therefore, the computation complexity of the Algorithm 2 is greater than that of Algorithm 1, and the difference increases with σ α,r and σ α,θ .
IV. NUMERICAL RESULTS
In this section, the performance of the proposed JLLRT-TBD method is analyzed through Monte Carlo simulations. For comparison, the set of the GLRT-TBD methods with the original or the extended definition of the transitions is also considered. The assessment measures include:
1) The probability of false alarms (P fa ): the probability that maximum metric of the noise-originated transition exceeds the test threshold;
2) The probability of target detection (P d ): the probability that the last scan positions of the estimated state are within two cells of the actual target cell.
3) The probability of target tracking (P t ): the probability of making a target detection, and the estimated states remaining within two cells of the actual target cells throughout the entire trajectory. Such a probability assesses both detection performance and estimation performance.
4) The root mean square position error of the detected track (RMSE): the average position difference between the estimated ones of the valid target detection and that of the actual target. Its expression is given by
where d x k,c , x k,c denotes the distance between the estimated statex k,c and the actual target state x k,c in the Cartesian plane, and C denotes the number of valid target detections.
To demonstrate the effectiveness of the proposed method, two maneuver models, moving at constant velocity (CV) and constant turn rate (CT), are considered. The surveillance area is [105km, 115km] × [π/9, π/6] in the range-azimuth plane, and it consists of N r × N θ = 10000 cells with quantized intervals r = 100m, and θ = π/1800. The errors in range and azimuth are modeled as independently additive Gaussian noises with zero means and variance roots σ r = 100m and σ θ = π/1800, respectively. A target moves through the center of the surveillance area at constant velocity or at constant turn rate. The Rayleigh distributed intensities in accordance with the Eq.(3) are employed. The length of the scans in a batch processing is K = 10.
As the radiuses of the confidence area increase from σ to 4σ both in the range and azimuth, the confidence coefficients are 0.3173, 0.0455,0.0027 and 0.0001, respectively. the sets of the GLRT-TBD and the JLLRT-TBD methods are indicated by corresponding α and α value. In addition, the GLRT-TBD with the original definition of the transitions is also investigated for completeness, and it is charactered by no α suffix. For the sake of simplicity, the common term TBD is omitted. Therefore, the notions, GLRT, GLRT with α , and JLLRT with α, indicate different methods to be compared with each other. The test thresholds are estimated through the GEVT, and set to be P fa = 10 −6 equally for all the methods. In the following, the results are gathered by averaging over 500 independent Monte Carlo trials.
A. CASE 1: CONSTANT VELOCITY MODEL
The constant velocity model indicates fixed heading angle, and the motions in different dimensions are not coupled. In this case, the state transition matrix is given by
where I d denotes d × d identity matrix, and ⊗ is the Kronecker product. Firstly, the GLRT with no α suffix, the GLRT with α = 0.0027 and the JLLRT with α = 0.0027 are compared with each other. The Figs.2, 3 , and 4 report the P d , P t and RMSE of different methods versus SNR from 5 to 15.
Clearly, the GLRT with no α suffix performs worst, and even at high SNR, both its detection probability and tracking probability are still less than 0.7 while its RMSE is as high as 100m. This is due to the fact that the errors in mapping dimensions are not considered in the original definition of the transitions. When the target-originated signal falls outside the search areas among consecutive scans, it does not only reduce the metric of the desired transition, but also may produce a competitive one. On the contrast, both the GLRT with α = 0.0027 and the JLLRT with α = 0.0027 are significantly superior to the GLRT with no α suffix as they both incorporate the errors in mapping dimensions. But it should be noted that the GLRT with α = 0.0027 extends the search areas while the JLLRT with α = 0.0027 is still with the original definition of the transitions. Even though the JLLRT with α = 0.0027 needs weighting likelihood ratios, it still has the lower computation, and this will be assessed in terms of the executive times subsequently. Additionally, the JLLRT with α = 0.0027 is slight better than the GLRT with α = 0.0027 while they are of the same confidence coefficient. This is because that the latter may get a transition along the targetoriginated signals, but the resultant transition indicate the set of cells with errors in mapping dimensions, while the former weighted cells are closer to the actual motion.
In order to investigate the effect of different confidence coefficients on the performances of the sets of the JLLRT-TBD and the GLRT-TBD methods further, the second set of curves shows the P d , P t and RMSE of different methods with various confidence coefficients in Fig.5, 6 , and 7, respectively. The notions, GLRT with no α suffix and the JLLRT with no α suffix indicate the same method as the JLLRT with no α suffix means that the confidence area α ((i, j)) in Algorithm 1 denotes the cell (i, j) itself. In addition, their computational complexities are indicated by average execution times evaluated on the Intel Core I7-4790, 3.6 GHz with 8 GB RAM, Matlab R2018a, and the results are listed in Table 1 .
It is reported from the Figs.5-7 that when the errors in mapping dimensions are considered, both the GLRTs and the JLLRTs improve significantly, and the smaller the confidence coefficient is, the better the performance is resulted. Additionally, the JLLRTs are slight better than the GLRTs with the same confidence coefficients in terms of the P d , P t and RMSE. This results from that the weighted cells of the JLLRTs are closer to the actual motion than those of the GLRTs with errors in mapping dimensions. On the other hand, the GLRTs with various confidence coefficients are at cost of heavier computational complexities than the JLLRTs with the same confidence coefficients. The Table 1 indicates that the GLRTs spend more time than the JLLRTs, and as the confidence coefficient decreases, the GLRTs increase considerably while the JLLRTs increase slightly. When α and α are equal to 0.0001, the GLRT takes over four times longer than the JLLRT. 
B. CASE 2: CONSTANT TURN RATE MODEL
In order to investigate the performances of the JLLRT in more complicated maneuver scene, the constant turn rate model is also considered. In this case, the motions in different dimensions have an effect on each other. The state transition matrix is given by
where ω is the turn rate. Clearly, not only the positions, but the velocities in different dimensions interplay. Under the same surveillance area as the CV case, a target moves through the center at constant turn rate π/36 rad/s. The Figs. 8, 9 and 10 report the P d , P t and RMSE of different methods versus SNR from 5 to 15, and the Table 2 lists the average execution times of different methods.
It is clear that, comparing with the CV case, a more complicated motion really degrades the performances of different methods, but the GLRTs and the JLLRTs with various α or α still make considerable improvements by considering errors in mapping dimensions, and as discussed in the CV case, the JLLRTs are slight better than the GLRTs. However, the RMSE curves indicate that the differences among different α or α are not so evident as in the CV case, and many curves intersect with others. These lie in that the EKF is the approximation of first-order Taylor series, and a filter of higher-order approximation may provide smoother curves. Additionally, as has been discussed in Sec III-C, the average execution times in Table 2 verify the heavier computation complexities of the GLRTs than those of the JLLRTs. 
V. CONCLUSION
In this paper, we address the troublesome problem that measurement errors in intensity and mapping dimensions exist simultaneously in the detection and tracking of the target of low SNR. Drawing lessons from the PDA and the GLRT-TBD, a two-step method, the JLLRT-TBD, is proposed. At first, measurements in the confidence area are considered as effective ones. The distances between them and the cells occupied by the transition are modeled as detection probabilities, and the likelihood ratios of the intensities are weighted by such probabilities to get the joint log-likelihood ratio of a transition. After that, a detection stage declares the presence of the target through a generalized likelihood ratio test and retracing the maximizing process results in the estimated state of interest. With this, the incoherent integration gain along consecutive scans is achieved, and the definition of the transitions is avoided to be extended. Numerical results show that the proposed algorithm gives greater detection and estimation performance and spends lower execution time than the basic GLRT-TBD.
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