The model is applied to the 975 hPa relative vorticity field from NCEP-GFS analysis,
Introduction
Locations of storm tracks and the intensity of a storm along a track offer important information in climatological studies, e.g. Bengtsson et al. (2006) . Automated tracking methods are useful for extracting tracks from large data sets in order to reduce the amount of human effort and provide an objective reference for subsequent analyses. As new and higher resolution reanalysis products are becoming available, and as climate models are able to better resolve storms (Bengtsson et al. 2007) , there is increased motivation for developing more sophisticated tracking algorithms.
a. Model Overview
We develop a probabilistic model that relates feature detections from meteorological fields to underlying storm tracks, and use this model to estimate the lifetimes and tracks of storms contained in the 975 hPa vorticity field from NCEP-GFS analysis. A storm track is defined by a genesis (starting) time s, a lysis (termination) time τ , and a sequence of state vectors X = {x s , x s+1 , . . . , x τ } that define the internal state of the storm over all times t that lie in the closed interval [s, τ ] . The unknown parameters s, τ , and X are estimated from observed meteorological fields (e.g., satellite images).
We assume that we are given a sequence of T gridded meteorological fields, I 1 , . . . , I t , . . . , I T and that each image, I t , is summarized by a set of n t feature vectors, Y t = {y t,1 , . . . , y t,nt }.
For each storm track, and for each time t that the storm is present, at most one of the feature vectors corresponds to that storm track. Each feature vector has fixed dimensionality m that does not change over time or within each image, e.g., a for vorticity field one could have m = 3 features consisting of latitude, longitude, and intensity corresponding to the location the detection.
A feature vector represents a possible storm detection and is produced by a suitable detector that takes an image as input and returns a set of feature vectors. The detector may produce false positives as well as false negatives. The detector's probability of detection, p d , is defined as the probability that a detection is produced when a storm is present-conversely, 1 − p d is the probability of a missed detection when a storm is present.
For the 975 hPa relative vorticity field these detections correspond to the location and value of local maxima. Due to the limited spatial and temporal resolution of the images, there is inherent uncertainty in the feature vector values (e.g., spatial uncertainty due to the gridding or pixelation of the data). This uncertainty is explicitly incorporated into the model when estimating the storm's state from the observed feature vector set, Y = {Y 1 , . . . , Y T }.
As an illustrative example, Figure 1 Figure 1d . Also, detection 1 in Figure 1d is a spurious detection that introduces additional uncertainty in determining Fabio's optimal track. The more detections, the more possibilities there are to consider.
b. Computational Problems in Tracking and Related Work
There are two significant problems that must be solved in order to estimate the unknown parameters, s, τ , and X, from the observed feature detections. First, the track initiation and termination problem must be solved in order to estimate s and τ . Any method for solving this problem must, at a minimum, iterate over and evaluate the T (T + 1)/2 possible (s, τ ) pairs in order to find the optimal one (Bar-Shalom 1987) .
The second, more difficult, problem is the data association problem that identifies which feature vectors belong to the storm track (Rasmussen and Hager 2001; Särkkä et al. 2004) .
Algorithms for solving the data association problem often assume that s and τ are known and, for each t ∈ [s, τ ], one of the n t observed feature vectors is associated with the storm track. In practice, however, it is possible that the detector fails to observe the storm at all, so that there may be no association at a particular t, significantly complicating the analysis.
1) Track Initiation and Termination
Track initiation methods in the computer science and engineering literature are usually based on Reid's Multiple Hypothesis Tracker (MHT) (Reid 1979) . The observation sequence, Y , is scanned from t = 1 to T and a set of potential tracks is maintained. A track is initiated once enough evidence has accumulated to determine that a potential track is not spurious but represents a real object. A drawback of the MHT is that the number of hypotheses can grow exponentially, so a pruning mechanism is used that limits either the total number of hypotheses or the width of the hypothesis window. Limiting the hypothesis window leads to the so-called "N-scan" algorithm and can yield significant improvements in computational speed (Cox and Hingorani 1996) .
Alternative track initiation methods employ the Probabilistic Data Association Filter (PDAF) which is a "0-scan" method that collapses the combinatoric number of hypotheses into a single representative distribution after processing each Y t . This distribution is used to assign probabilities to the unknown associations at time t + 1 which are then filtered in order to maintain a small set of track estimates (McMillan and Lim 1990) .
Other track initiation techniques include rule-based methods that determine when a track begins via a set of ad-hoc rules, and data transforms such as the Hough Transformation (Hu et al. 1997) . In some contexts, the problem can be simplified by assuming that storms always enter the detection region by transitioning across an edge. In this case, only the feature points near the boundary need to be considered as locations of potential track genesis (Chang et al. 1994 ).
All of the preceding track initiation techniques attempt to initiate a storm track in an on-line fashion where no information is available beyond the current time t. Our model is an off-line method that presumes access to all of the data from time t = 1 to T . Future observations are especially informative for the track initiation problem and the model can effectively incorporate this information in order to estimate likely genesis and lysis times.
2) Data Association
Under our model's assumptions, there are a total of n t + 1 possible associations (one of the n t detections or a missed detections) for a storm at each time t. The space of possible data associations for a single storm has τ t=s (n t + 1) elements, e.g. for a storm lasting 7 days, with observations every 6 hours, and n t = 5 for all t, there are over 6.14 × 10 21 possible associations. Given the size of this space, directly computing the optimal data association sequence by iterating over the possibilities is impractical for all but the very shortest storm tracks. Most practical methods limit the number of potential associations through the use of a gating function that eliminates detections that are far away from a storm's current estimated location (Bar-Shalom 1987) .
The dynamics component of our model (described in Section 2.b) plays the role of a softgating function by assigning high probability to detections that are likely to be a track. Our inference method (see Section 2.d) leverages this information in order to focus its calculations on likely tracks. Thus, we are able to realize the computational benefits of gating without throwing away data or inadvertently committing to a suboptimal storm track.
3) Jointly Solving the Initiation and Association Problems
The problems of track initiation and data association are intertwined because finding the correct track initiation requires solving at least a subset of the data association problem, and solving the data association problem requires that the genesis and lysis times of the storm are known. If both problems are modeled within a probabilistic framework, information is automatically and consistently shared among all the model parameters, i.e. the relative contributions of a "good" track initiation versus a "good" set of track associations is made precise. This kind of information sharing cannot be achieved if independent methods are applied to the two subproblems.
Prior non-probabilistic approaches utilize gating functions and hard constraints on certain track properties, such as storm velocity and track smoothness, in order to prune away a large amount of the search space (Hodges 1994; Gauvrit et al. 1997) . These methods can produce excellent tracking results within a particular domain, but they lack flexibility since the track constraints and heuristics are often an integral part of the method and cannot be changed easily.
Bayesian methods can provide additional flexibility, although previous approaches have primarily focused on the data association problem (Cox and Hingorani 1996) . Also, many
Bayesian methods are developed as on-line target tracking algorithms (Vermaak et al. 1995; Karlsson and Gustafsson 2001) , whereas our tracking model is fundamentally an off-line approach since it requires that all past and future data be present. Even when a full probabilistic model is presented, the output of the model may be a point estimate of the most likely track rather than a full posterior distribution over all possible tracks (Streit and Luginbuhl 1994; Gauvrit et al. 1997 ). Oh et al. (2004) propose a similar model to ours, along with a sampling strategy to explore the posterior space of data associations, however their model does not place priors over the genesis and lysis times. Also, their sampling strategy tends to be less effective when the feature vectors are spatially sparse relative to the scale of the storm dynamics, which is the case in our application. Storlie et al. (2009) have recently (and independently) proposed a probabilistic tracking framework that is similar to our approach in that it uses a general Bayesian framework for inferring tracks, including estimation of lysis and genesis times. A major difference between our approaches is, however, that the Storlie et al method models the genesis and lysis of storms as local events that occur at a rate proportional to the current number of active storms, whereas our model directly parameterizes the actual time of genesis and lysis. This allows our model to use a prior, p(s, τ ), to constrain the storm's lifetime in a manner that cannot be captured by a local event model. Another major difference is that the Storlie et al inference method is based on simultaneously running multiple instances of an adapted MHT algorithm. The MHT algorithm operates in an online manner (forward-pass over the data), using past data at times t − 1, t − 2, . . . to make inferences for each time, t. In contrast, our approach can leverage both past and future data when making inferences about states and parameters for a particular time t.
The remainder of the paper is organized as follows. Our methodology and Bayesian approach to inference is described in Section 2 and applied to the NCEP-GFS analysis in Section 3. The model's performance is evaluated relative to the TPC Best Track data set.
We conclude with a discussion in Section 4.
Tracking Methodology
In this section, the tracking methodology is described in detail, the probabilistic storm tracking model is defined and a sampling strategy is presented for performing Bayesian inference. The probabilistic model is developed under the assumption of tracking a single storm-we illustrate later in the experimental results section how to use the single-storm method to find tracks for multiple storms.
a. Variable Notation and Assumptions
The state of a storm is represented by a state vector x t ∈ R n at each discrete time Figure 1b there are n t = 4 feature vectors, one of which (#2) is associated with the x t state for Fabio and another (#4) with the x t state for Gilma.
We assume that the dependence between state variables x t is Markov over time and that the observations Y t are conditionally independent. The relationship between the hidden states and their corresponding observed feature vectors is presented as a directed graphical model in Figure 2 . Graphical models provide a compact representation for describing large stochastic models (Jordan 2004; Ihler et al. 2007) . Each node in the graph corresponds to a variable and a directed edge establishes a direct dependency between two variables. If an edge is not present between two nodes, the variables are assumed to be conditionally independent. Shaded nodes are observed and unshaded nodes are hidden. Any portion of the graph that is enclosed within a square plate is replicated over the index in the lower-right corner. In Figure 2 , the right half of the plate is replicated T − 1 times. This implies that the Markov dependency between x t−1 and x t holds over all t from 2 to T . This conditional distribution p(x t |x t−1 ) is called the state transition distribution and describes how a storm's state evolves over time. The conditional distribution p(y t |x t ) is the observation distribution and defines the distribution of observed feature vectors given a known storm state.
Because there are multiple observations at each time t whose association with the state variable x t is unknown, the model is extended to incorporate an unobserved integer association variable q t ∈ {0, 1, . . . , n t } that indexes into the set of n t feature vectors and identifies the observed feature vector corresponding to the storm at time t. A non-zero value of q t links x t to feature vector y t,qt and a zero value indicates that none of the n t detections correspond to the storm, i.e. a missed detection. The association variable q t can be zero under two circumstances: either (1) a storm is present at time t but the detector did not find a corresponding feature vector, or (2) the current time t is outside of the storm's lifetime
In what follows below we use the notation and assumptions above to specify a joint distribution over the unknown variables, s, τ, q, X, and the observed data, Y . We then illustrate how Bayes rule can be used to derive the posterior distribution of the unknown variables conditioned on the observed feature vectors.
b. A linear dynamic model for storm motion
We use a linear dynamical model (LDM) characterize the dynamics p(x t |x t−1 ) of the state vector x. The LDM is motivated by the desire to remain relatively parsimonious in terms of the statistical model, with attendant benefits in terms of both parameter estimation and computation. It should be noted that the assumed dynamics model for x t is intended to provide a plausible "first-order" approximation of storm motion from one time frame to the next, rather than a fully realistic model of storm dynamics.
The n × n matrix A defines the linear mapping of the storm's state at time t − 1 to time t. The updated state is then perturbed with zero-mean Gaussian noise with an n × n covariance matrix Q. Because the state vector is hidden, the only information about x t comes from the observed feature vector, y t ∈ R m . The feature vector y t is assumed to be a linear transformation of the state vector with additional Gaussian noise.
where the m × n matrix C projects the hidden state onto the m-dimensional feature vector space, and R is an m × m covariance matrix.
Finally, a prior distribution over the initial state vector is required since the distribution p(x t |x t−1 ) is undefined for t = 1. This prior is assumed to be a Gaussian distribution,
where µ 0 and Σ 0 specify the expected value and uncertainty of the initial state vector, x 1 , e.g. the expected genesis location and initial intensity for storms. If the genesis time, lysis time, and associations are known, then the optimal solution for estimating each state x t is given by the Rauch-Tung-Striebel Smoother (Rauch et al. 1965) , which has since become a standard technique in the tracking literature (Gelb 1974; West and Harrison 1997) . Figure 3 shows the full probabilistic model, which extends Figure 2 to incorporate the storm lifetime variables, s (genesis time) and τ (lysis time), and the association variable q. It is important to note that q, s, and τ only identify when a storm is present and which feature vectors should be used to estimate the storm's state. They do not contain any information about the storm's state by themselves. Rather, when q, s, and τ are known, the inference problem reduces to a standard LDM and can be solved in closed form.
c. A Probabilistic Model for Storm Association and Tracking
Fundamentally, the joint distribution p(Y , X, q, s, τ ) is of interest because any conditional or marginal distribution of Y , X, q, s, and τ can be computed from it. Usually we are interested in computing distributions of the unobserved variables conditioned on the observed feature vectors, Y . Figure 3 implies that the joint distribution can be factored as
Thus, only the conditional distributions above need to be defined in order to fully specify the joint distribution.
The prior distribution over the storm's lifetime can be factored into two components corresponding to the genesis time of a storm and its duration, p(s, τ ) = p(s)p(τ |s). The choice of p(τ |s) can have a significant effect on the tracks found by the model. A broad, relatively flat distribution will not give any preference to tracks of a particular length and will permit the model to continue extending a track as long as there are feature detections present that follow the LDM. In contrast, a peaked distribution for p(τ |s) will force the model to try and find tracks with a duration that lies within a narrow range. Table 1 specifies the two specific prior distributions that we evaluated in our experiments in Section 3.
If the genesis and lysis times are known, a conditional prior distribution, p(q|s, τ ), can be defined over the association variables because q depends only on s and τ . Assuming conditional independence, p(q|s, τ ) can be factored as p(q|s, τ ) = t p(q t |s, τ ) where p(q t |s, τ )
is proportional to a function of the probability of detection, p d . We make the simplifying assumption that the likelihood ratio between the non-zero and zero values of q t is equal to the detection/non-detection ratio, i.e.,
The least constrained distribution that satisfies both the above ratio and the constraint that q t = 0 when a storm is not present is given by
This distribution also has the property that p(q t |s, τ ) is uniform over all non-zero values of q t , which is implied by Equation 4.
The conditional distribution of the storm's state vector, x t |x t−1 , also depends on s and τ . The genesis and lysis times are used to define a translation of the basic LDM to a starting time equal to s.
State vectors that lie outside of the range t ∈ [s, τ ] may be ignored because, by definition, they are not associated with any detections and do not interact with the state vectors that are within the storm's lifetime.
Finally, we define the distribution over the feature vectors p(Y t |x t , q t ). Conditional independence is assumed among the elements of the feature vector set, Y t , and each y t,j is modeled as a draw from one of two probability distributions depending on whether the feature vector is associated with a storm or not.
where
and g(y t,j ) is the distribution of the false positive feature vectors, which we model as a
Uniform distribution over the domain of y.
With all of the conditional distributions in the graphical model defined, the joint distribution, p(Y , X, q, s, τ ), may be written as
(10)
d. Performing Inference with the Model
In order to extract a track in a Bayesian manner, the posterior distribution p(X, q, s, τ |Y ) must be computed, i.e. the distribution over variables of interest given the data Y . For notational convenience, the unknown model parameters are grouped into a single parameter vector θ = {X, q, s, τ } and parameter subscripts on θ denote the subvector containing that parameter, i.e. θ s represents the unknown parameter s. Consequently, p(θ s ) and p(s) refer to the same distribution.
Invoking Bayes rule, the posterior distribution may be written as
If this The true posterior distribution is approximated by drawing samples from the posterior distribution using the Metropolis-Hastings (M-H) sampler (Gelman et al. 1995) and then computing statistics of interest from the set of samples. The M-H algorithm (Algorithm 1) defines a procedure for drawing samples from an arbitrary distribution through the use of a proposal distribution, p(θ * |θ) that suggests a new set of parameter values θ * given a current set θ. Desirable properties of a proposal distribution are such that (a) new parameter vectors can be quickly generated, (b) the density p(θ * |θ) is easily computable up to a constant that does not depend on θ * , and (c) the forward and reverse proposal distributions, p(θ * |θ) and p(θ|θ * ), should not be too imbalanced.
The proposal distribution we use in this paper is defined as a mixture of two proposal distributions that allow the sampler to efficiently explore a local mode of the posterior distribution. The first proposal distribution draws a new genesis time, s * , conditioned on the current s and τ . The second proposal distribution draws a new lysis time, τ * , also conditioned on the current s and τ . Both of these proposals distributions are based on a discrete triangle distribution that is centered on the current genesis or lysis time and truncated to enforce the boundary conditions, s ≤ τ , s > 0, and τ ≤ T . Once s * or τ * is drawn, a data association proposal is drawn using the method described in Bergman and Doucet (2000) according to the following distribution
This distribution is broken into two components in order to balance the likelihood ratio between the forward and reverse proposal distributions. An imbalance happens when q * represents a storm track that is disjoint from q. Evaluating p(θ|θ * ) will result in a very low likelihood because the likelihood term at each time t (dropping the s and τ parameters for clarity) is conditioned on the elements of q from time 1 to t − 1 and the elements of q * from
Consider a worst-case scenario where q represents a storm track that moves due west with a genesis point P at time t. Let the proposed association vector q * represent a storm that starts at the same point P at time t + 1, but moves due east. Also, assume that the likelihood of the tracks are identical, i.e. p(θ|Y ) = p(θ * |Y ). When we evaluate the proposal distribution at time t, the likelihood of a particular association q t is conditioned on a set of associations from the westerly track up to time t − 1 and the easterly track from time t + 1 to T . These probabilities can become very small since the probability of a track making a large, discontinuous jump at time t is unlikely. In order to avoid this situation, we set q = 0 before drawing a proposal where s = s * . This ensures that the reverse proposal likelihood is not penalized for sampling a different track. If s = s * , q and q * are assumed to represent the same track.
Algorithm 1
The Metropolis-Hastings sampling procedure.
1: for i = 1 to n do 2:
if u < min(r, 1) then
θ ⇐ θ *
7:
end if
8: end for
Finally, one issue common to all MCMC implementations is the problem of assessing whether or not a Markov Chain has converged to the true posterior distribution after drawing M samples. If the sampler is initialized in a region of low posterior probability, then it may take many iterations for the sampler to accept enough proposals to converge in distribution to the posterior. For this reason, the first N of M samples are usually discarded as a "burn-in" phase in order to ensure that all the samples are draws from the true posterior distribution (Liu 2002; Gilks 1995) . Determining a sufficient N cannot be computed for general models.
In practice, an approximate convergence metric developed by Gelman and Rubin (Brooks and Gelman 1998; Gelman and Rubin 1992 ) may be used to estimate when a chain has likely converged by running multiple chains simultaneously.
Experiments
We demonstrate the effectiveness of our model and methodology by tracking Westward
Propagating Disturbances (WPDs) in the tropical eastern Pacific, using 975 hPa relative vorticity fields from NCEP. Isolating WPDs can help identify possible interactions with
Intertropical Convergence Zone (ITCZ) breakdown due to the fact that roughly half of the
ITCZ breakdown events are triggered by interactions with a WPD (Wang and Magnusdottir 2006
). This is a challenging tracking problem due to the zonally elongated vorticity structures within the ITCZ itself which gives rise to numerous vorticity pools. These vorticity pools are coherent structures and could reasonably be considered storm tracks in their own right. We depend on the LDM component of our model to discern between the ITCZ vorticity pools and those that represent strong WPDs. We trained our dynamics model on 13 hand-labeled WPD tracks from the year 2000 that were estimated from GOES Visible and GOES IR images -details are provided in Appendix A.
We sequentially extract tracks from the full season of feature vectors by initializing a single-storm model at an approximate local posterior maximum and then drawing M = 2, 000 posterior samples using the Metropolis-Hastings MCMC sampling algorithm with a local proposal distribution as described in Section 2. The mode of the posterior samples is used as an estimate of a storm track and its associated feature vectors are then removed from the data set. This process is repeated until 100 storm tracks have been extracted.
a. Feature Vector Detection
There is considerable freedom in selecting a method to detect a set of feature vectors from a series of raw meteorological images. We use a simple method that works well for WPD detection. More sophisticated methods, such as Hodges' multi-resolution approach (Hodges 1994 ) could be used if desired.
First, the relative vorticity image is smoothed using a 7x7 isotropic Gaussian filter with a standard deviation of 2 degrees. Then the smoothed image is converted into a binary image by setting any pixel with an intensity greater than the threshold of 5 × 10 −5 s −1 to 1. The thresholding level can have a significant effect on the number of false positives and false negatives of the feature set. If the threshold is too high, then many local maxima may be missed because they fall below the threshold level. This can lead to a large number of false negatives and, consequently, a low probability of detection. If the threshold is too low, then many maxima may be found that are simply background fluctuations. In this case the detector will have a high false positive rate and, again, a low probability of detection. The ideal threshold must strike a balance between these two extremes (Gelfand et al. 1996) .
Next, Connected Component Analysis (CCA) is applied to the binary image using an 8-point neighborhood function to find locally connected regions (Haralick and Shapiro 1992; Tarjan 1975) . Finally, all the local maxima within each connected component are found by identifying the pixels, p, such that the relative vorticity I t (p) is greater than all of the neighboring pixels. Once all the local maxima are identified, a set of feature vectors y t,j are extracted by recording the positions of the maxima and the corresponding magnitudes of the relative vorticity field.
Although the position of each maximum is constrained by the gridding of the data, the tracking model is resistant to any "stair-stepping" effect induced by a coarse grid. The use of an LDM, with a continuous representation of the state vector, automatically produces smoothed tracks from noisy or grid-aligned feature detections. This eliminates the need to spend additional effort improving the feature detection accuracy. Uncertainty in the true location of a storm due to gridding is absorbed into the variance terms of the linear dynamic model.
b. Parameter Initialization
It is important to initialize the model parameters close to likely storms within the data set to encourage rapid convergence to plausible tracks. It is infeasible to compute the true modes of the posterior marginal distribution p(s, τ |Y ) = q p(s, τ, q|Y ) due to the combinatoric number of association vectors. Instead, we compute an approximation of p(s, τ |Y ) by optimizing the posterior distribution over q using the Expectation-Maximization (EM)
This optimization is tractable and can be computed quickly. Computational complexity is further reduced by only computingp(s, τ |Y ) for a fixed storm duration δ = τ − s. After
initialize the sampler at
It is important to initialize q to 0 in order to prevent the sampler from becoming stuck is a very bad local maxima. When all the associations are unassigned, the model is free to sample a likely q for the given s and τ .
c. Model Assumptions
The storm lifetime prior, p(s, τ ), is set to be proportional to a Uniform-Uniform distribution over s, τ (see Table 1 ) with a limited range of 3 to 21 days. We also evaluated the Uniform-Poisson distribution (results not shown) but found it to be less effective in terms of the overall quality of tracks found. The distribution of the false positive feature vectors, g(y t,j ), is also defined to be a Uniform distribution over the region of interest (ROI) that spans from the west coast of the Americas to the dateline, from the equator to 30
• N, and from 0 to 10 −3 s −1 on the relative vorticity scale. The probability of detection is set to 0.95 and the width of the triangle proposal distribution is set to 5 time steps. When performing inference using MCMC, the sampler is run for 2,000 iterations and the first 500 samples are discarded as burn-in. Each of the 1,500 posterior samples is an (s, τ, q) tuple that defines a single track. The highest posterior mode is identified by computing a histogram of the (s, τ, q) tuples and keeping the tuple with the largest number of samples. In the case of a tie, the mode is chosen at random from among the tied (s, τ, q) tuples. After the mode is identified, it is removed from the set of feature detections.
d. Application to NCEP-GFS Analysis
We apply our model to relative vorticity data from NCEP-GFS analysis on the 975 hPa Best Track data set for each year. Quantitative analysis of tracking methods is difficult because there is rarely an objective set of ground truth storm tracks for comparison. Because our LDM parameters prefer tracking strong storms, the TPC Best Track data set is used as a proxy for ground truth. The TPC tracks include all the named storms for a given year, and thus, they may be considered as the set of "important" tracks which could reasonably be found by any tracking method. Before beginning any analysis of the model's tracks, the TPC Best Track set is filtered by removing all the storms that lie outside the ROI or the 6 month seasonal window.
In order to carry out the analysis, each TPC track is paired with the best corresponding track found by our model. A two-step method is used to identify a set of matching storm tracks. First, the tracks are scanned to find candidates that both contain a track point The non-TPC tracks found by the model tend to be located within the ITCZ and the storms do not travel very far to the north. This is likely due to the fact that the non-TPC disturbances are generally less intense and, thus, do not have the circulation needed to break out of the ITCZ region. The average duration of the non-TPC tracks is only slightly shorter than the TPC tracks, which indicates that the storms in the region tend to persist for about the same amount of time regardless of their strength.
Conclusions
We have presented a probabilistic model for automatically extracting storm tracks from a set of domain-specific feature detections. The novel aspects of our approach lie in the treatment of genesis and lysis times of storms as unknown variables in a probabilistic framework and the introduction of a flexible dynamics model in a modular fashion.
We developed an MCMC-based inference method for fitting the model parameters to observed data and a practical methodology for extracting multiple tracks from a single season of data. We then applied our methods to the NCEP-GFS data set for the years 2000-2002 and have shown quantitatively that our model is able to effectively find tracks that are (1) consistent with the assumed dynamics, (2) correspond to known storms from the TPC Best Track set, and (3) identify a larger fraction of the track points of known storms than other published approaches.
Our model is applicable for tracking any type of storm over any geographical region
given an appropriate dynamics model. The model can be extended to simultaneously track multiple storms at once, however the additional complexity was not needed in this application due to the relatively large separation between storms. A multiple object tracker is useful in applications where tracks overlap in time or the observational noise is large relative to the dynamics, e.g. ||R|| >> ||CQC T || Future work will focus on applying the model to data from years prior to 2000 with the goal of automatically performing a climatologically useful statistical analysis of storm tracks over long periods of time.
APPENDIX

A. LDM Parameter Estimation from Labeled Examples
For our experiments, we trained the Linear Dynamic Model using a set of 10 hand-labeled WPD tracks
from August-October, 2000 using the Expectation-Maximization (EM) algorithm (Digalakis et al. 1993) . Because the training data contained only the WPD track positions (no intensity), we initially fit an m = 4, n = 2 LDM to the data and then manually augment the model parameters in order to add an intensity term and expand the model to m = 5, n = 3.
The model parameters are initialized with a simple first-order dynamics model that updates a storm's position by adding the current velocity. The initial state mean µ 0 and covariance Σ 0 are initialized at the mean and covariance of the positions and velocities of the first observation across all the labeled tracks, i.e. 
After the EM algorithm converges, we augment the trained model parameters in order to add the intensity component. Under the assumption that a storm's intensity is independent from its motion, we can perform this augmentation by simply appending a diagonal term to each LDM parameter. We model the intensity as a random walk, so the dynamics of the intensity are trivial, A 5,5 = 1. Due to our independence assumption, the observed intensity is a direct measurement of the hidden state intensity, so C 3,5 = 1.
The remaining intensity parameter values are estimated by identifying the closest feature detection to each of the hand-labeled track points and calculating the mean and variance of the observed intensity values. The observed variance is split among Q and R, with proportionally more variance being added to the Q matrix because we expect our observations to have less inherent variability than the random changes in intensity over a 6-hour period.
The final set of LDM parameters that are used in our experiments are 
34.2135
6.3930
1.4997 
List of Tables   1  Table of There is a single feature vector, y t , generated from a storm's hidden state, x t . The right-hand side of the graph is replicated over time, which implies a dependency p(x t |x t−1 ) for all t > 1.
Storm Lifetime Priors
x 1 y 1,j x t y t,j q t q 1 s, τ t = 2:T j = 1:n t j = 1:n 1 . Three observed cases where the model failed to find a track corresponding to a TPC best track. The three cases could be classified into two types of tracking failures. In the first type (left image), the TPC track has a genesis too far west to be picked up by the dynamics model. In the second type (right image), the early part of the track did not follow the assumed dynamics well enough to be selected by the initialization method. 
