We propose a realistic mechanism accounting for the existence of sub-micrometric protein domains in cell membranes. At the biological level, such membrane domains have been demonstrated to be specialized, in that sense that they congregate one or a few protein species amongst the hundreds of different species that a cell membrane may contain, in order to perform a determined biological task. By analyzing the balance between mixing entropy and protein affinities, we elucidate by statistical mechanics arguments how such protein sorting in distinct domains can be explained without appealing to pre-existing lipidic micro-phase separations, as in the lipid raft scenario. At equilibrium, it is preferable to co-localize certain proteins because the ensuing energetic gain is larger than the concomitant entropic cost. This alternative mechanism is discussed to be compatible with known physical interactions between membrane proteins.
Introduction
Membrane functional organization is an ubiquitous issue in cell biophysics (1, 2, 3) . Since the early "fluid mosaic" model proposed by Singer and Nicolson in 1972 (4) , it has become consensual that membrane constituents, predominantly lipids and proteins, adopt a non-random, heterogeneous, highly dynamical organization (5) . Lateral segregation is now accepted as a fundamental requirement for the biological function of membranes (6, 7, 8, 9) . The immense variety of lipids and proteins in a same biomembrane (up to several hundred different species (10)) leads to a large combination of interactions occurring between them. These interactions have been demonstrated to favor the formation of membrane domains, the size of which goes from a few nanometers to microns. Their formation can be induced by either lipid-lipid interactions, from which the concept of "raft" emerged (3, 6, 11, 12, 13) , lipid-protein interactions (14, 15, 16) or protein-protein interactions (17, 18, 19, 20, 21, 22, 23) . A significant issue in cell biology remains to understand not only the role of these nano-or micro-domains, but also their physicochemical origin.
The physical scenario that we investigate in the present work belongs to the last category above (even though lipids do play a role because they indirectly participate to inter-protein interactions (15, 16, 24, 25, 26) ). The proposal that protein-protein interactions can drive the formation of domains independently of a lipidic micro-phase separation has recently been investigated by several research groups (17, 19, 20, 21, 22, 23) , and statistical mechanics arguments have been proposed, relying on the same global mechanism: while short-range attractions favor the condensation of membrane proteins in a dense phase, some weaker repulsion at longer-range, the origin of which is still debated, prevents a complete phase separation. The result at equilibrium is a so-called two-dimensional "cluster phase" (20) , by analogy with similar phases in soft condensed matter (27) .
However, these previous studies consider the clusterization of a single species of proteins, but they do not take into account the hundreds of different species in the cell membrane (with which it cohabits). In particular, they do not explain why these other species are excluded from the clusters under consideration, whereas mixing entropy would a priori stabilize many-species clusters (Fig. 1) . But understanding the specialization of clusters remains a matter in debate in cell biology because experiments demonstrate the existence of finite-size protein domains enriched in a single or few species, which are believed to have a precise biological function, e.g. (highfidelity) signaling (7, 17, 28, 29, 30, 31, 32) , cell adhesion and motility (33) , immune response (34, 35, 36) , endocytosis (37), exocytosis and membrane fusion (18, 19, 38) . The present work proposes to solve this issue by coupling the previous cluster-phase model (20, 22) -accounting for the finite size of domains -, and a theoryà la Flory-Huggins (39) -taking into account the great variety of membrane proteins. Proteins are classified into families so that proteins of a same family (that are not necessarily identical), are those that tend to co-localize in same domains to form functional platforms, e.g. a G-protein-coupled receptor and associated G proteins and effectors (7, 8) . The previously cited works (9, 17, 18, 19, 23, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38) provide a plethora of other examples. The model basically assumes that protein in a same family have a higher "affinity" at contact than proteins in distinct families, i.e. contact between proteins of a same family is energetically favored. This difference of affinity is measured by a parameter χ > 0, reminiscent of a Flory interaction parameter.
Our main result is that if χ is lesser than a critical value χ c , clusters mix all protein families because entropy dominates (Fig. 1a) , whereas if χ > χ c , clusters demix and are essentially composed of a single family, the different families being segregated between different specialized clusters (Fig. 1b) . Furthermore χ c remains small even if the number q of different families is very large because χ c ∝ k B T ln q, where k B T is the thermal energy. We show that a difference of contact energy of 2 to 3 k B T suffices to favor a demixed cluster phase where clusters are specialized because they colocalize specific proteins. Such contact-energy differences are discussed to be compatible with typical interactions between membrane proteins. It should be emphasized that in this scenario, protein affinity is not a requirement for the proteins to perform a common biological task, but simply ensures their spatial proximity in domains so that they can interact in order to accomplish this task (8) .
Description of the model
We consider an assembly of N proteins diffusing and interacting in a twodimensional medium that accounts for the lipid "sea" in which proteins lie. Even though they are not explicitly taken into account, lipids are responsible for effective interactions between proteins, of elastic or entropic nature (see below). We assume that the total interaction free energy of a protein configuration is the sum of pairwise potentials
where r i is the position of protein i and u ij is the pair potential that a priori depends on i and j, because proteins can be of different nature. Note that throughout this article, all energies are implicitly expressed in units of thermal energy k B T , because energy scales in biomembranes are generically equal to a fraction of, or to a few k B T . Following previous works, we suppose that the potentials u are attractive at short-range (R < 1 nm, i.e. roughly speaking "at contact") and weakly repulsive at intermediate range (R > 10 nm). This intermediate-range repulsion has been given several explanations (19, 20, 21, 23 ) that we do not intend to discuss here. Indeed, in the "liquid-droplet" formalism that we shall adopt below, we shall see that the precise shape of the potential does not qualitatively affect the results, in agreement with numerical simulations (20) . The same remark holds for short-range attractions. As compared to these previous studies, we incorporate a new ingredient in our model: the dependence of the short-range part of u ij on protein families i and j. Origins of the modulation of the energy at contact are manifold: direct electrostatic and polar interactions, even though screened in physiological conditions, play a role at short range; hydrophobic-mismatch interactions (40) depend on transmembrane-protein hydrophobic thicknesses (41) ; in membrane with different lipid species, proteins recruit in their immediate neighborhood lipids for which they have a higher affinity, because of electrostatic and hydrogen-bond interactions between lipids and polar or charged amino acids of proteins. These lipid annuli, which "wet" the proteins, are also responsible for effective attractive forces depending on the protein nature (15, 16, 24, 40) .
Results

Homogeneous case: one family of proteins
Here we focus on the case where u ij is independent of i and j. We recall briefly the formalism and notations introduced in Ref. (22) . The canonical partition function for N identical indiscernible particles reads
For convenience sake, the length Λ making Z adimensional is set to be the particle diameter (22) . V is the volume of dimensionality d where particles evolve. Speaking of membrane nano-domains supposes that one is able to determine regions V k of V partitioning the N particles into disjoint clusters:
there are N 1 monomers, N 2 dimers, and so forth, so that N = kN k . Each k-particle cluster (or k-mer) dwells in a distinct region V k . Then neglecting interactions between the different clusters, the integral in Eq. 2 can be written as a product of integrals on the V k . After simple algebraic manipulations (22, 42) , Z(N ) reads
where we have introduced the free energy of a k-cluster, F (k): F (1) ≡ 0 for monomers and for k > 1,
The last approximation, valid when k 1, is at the core of the analytical calculations in Ref. (22) and will also be adopted in the present work * . Eq. 5, where all constants are in units of k B T and positive, is a generalization of the liquid-droplet model, to which a repulsion term is added (see Ref. (22) for further details): the first right-hand-side term accounts for the short-range attraction between proteins and −f is a bulk free energy per particle; the second one represents the free-energy cost of the free interface between the cluster and the surrounding fluid and γ is a line tension; the last term where α > 1 takes into account the weak longer-range repulsion, the strength of which is measured by σ. Since it dominates at large k, it prevents the stability of too large clusters and is responsible for their finite size at equilibrium. Note that the exact form of F for small multimers (dimers, trimers) is irrelevant because they are virtually nonexistent in the regime of parameters that we discuss now (22) .
In practice, we are interested in cases where cluster typical sizes range from a few tens to a few thousands of particles, so that protein-cluster diameters range from tens to hundreds of nanometers. As justified in Ref. (22) , this supposes that σ < 1 (weak long-range repulsion) and f, γ 1 (moderate short-range attraction). In order to simplify analytical expressions, we also set d = 2 because we are dealing with proteins embedded in a bilayer, * Note that as compared to this expression, k was replaced by k − 1 in Ref. (22) for convenience sake. This technical adjustment has no consequences in the large k limit of interest here, because it amounts to corrections of order 1/k. We prefer the present formulation because it will be more easily generalizable in the following section. and α = 3/2. However the present derivations can easily be generalized to any d and α.
The membrane organization in clusters is characterized by the mean volume fraction of k-clusters, which derives from Z(N ) after introducing the chemical potential µ and switching to the grand-canonical ensemble:
where
is the grand potential of a k-cluster (43) . The expected value of the protein volume fraction, φ ≡ N Λ d /V , now sets the chemical potential µ [or equivalently the monomer fraction c 1 = exp(µ)] through the condition φ = ∞ k=1 kc k . Then the qualitative equilibrium features of the cluster phase are as follows. At low volume fraction φ, µ = ln c 1 < ln φ takes large negative values and G(k) increases monotonously with k. It follows from Eq. 6 that the cluster size distribution c k is maximal at k = 1 and decreases exponentially with k, with typical width µ −1 . The system is essentially composed of monomers and the particles form a gas phase. Above a critical concentration (φ > φ c ), the chemical potential µ > µ c is such that G(k) has two local minima: one at k = 1 and one at k = k * 1; the distribution c k is bimodal. Thus the proteins are partitioned between a gas of monomers and clusters of aggregation number fluctuating about k * . When going deeper into this cluster phase by increasing φ or µ, the typical cluster size k * grows and the energy well G(k * ; µ) deepens: clusters become predominant.
More quantitatively, the critical point µ = µ c is characterized by the fact that G(k; µ c ) has an inflexion point at k = k * = k c : µ c and k c satisfy ∂ k G(k c ; µ c ) = ∂ 2 k G(k c ; µ c ) = 0 and when d = 2 and α = 3/2, they read
General case: q families of proteins
In the general case where the system contains q families of proteins, one has to introduce new definitions. We denote by M K the number of proteins of family K and N = M K . If two particles of families K and K are adjacent in a same cluster, their binding energy at contact is denoted by K,K (in units of k B T per bond). Due to thermal agitation, an entropic contribution must be added to this energy, leading to an average free energy per bond
. In soft condensed matter, this free energy is usually embodied in the Flory interaction parameter χ K,K = νϕ K,K < 0 (39), where ν is the average number of particle neighbors in a cluster bulk (ν = 6 in the present case of two-dimensional dense clusters). Consequently, the free energy per particle of a homogeneous mixture of q particle families reads, at the thermodynamic limit (39):
The first term in this expression is the mixing entropy.
Before tackling the general case with q families of proteins, we first focus on the q = 2 case, where A-and B-families coexist in the volume V . To simplify calculations and discussions, we assume that χ AA = χ BB and we define χ = χ AB − χ AA > 0. The canonical partition function becomes Z(M A , M B ) and Eq. 3 must be adapted to this new situation, taking care of combinatorial pre-factors: if N k A ,k B is the number of clusters containing k A A-proteins and k B B-proteins, then
where F (1, 0) = F (0, 1) = 0 and
when k ≡ k A + k B > 1. Simplifying this expression to a liquid-dropletlike form as in Eq. 5 requires to discuss further the internal organization of clusters. Two main scenarios must a priori be envisaged (44) : either the A-and B-proteins are separated (or demixed) in a same k-cluster, with an interface between both phases ("sep" phase), or they are homogeneously mixed ("mix" phase). Normally, such a terminology appealing to phases is only adapted to macroscopic systems where both types of phases are well characterized from a thermodynamic point of view. In the present case, clusters are finite, and if a phase has a the lowest free energy, it only means that it is the most probable (44) . However, to simplify our discussion, we shall only take into account the most probable phase and neglect the remaining ones. Now in contrast to previous studies where clusters are tackled in a canonical formalism because they cannot exchange material with their environment (44), the "sep" phase is always unfavorable in the present case for the following reason: it implies an energetic cost proportional to k per cluster due to the interface between A-and B-rich phases. Thus replacing an assembly of such "sep"-cluster by a mixture of "mix"-clusters is always favorable in terms of free energy, because the subsequent entropic cost is of order 1 k per cluster. Therefore we only consider the "mix" case in the following.
If one defines the number fraction of A-proteins in the cluster, x = k A /k, Stirling formula leads to
when k 1, the first term identifying with the mixing entropy in Eq. 8. The second term can now be written in a liquid-droplet-like form. In the mean-field approximation adopted in Eq. 8,
where −f = χ AA /2. This expression of the free energy is only a mean-field approximation, where density fluctuations around the homogeneous case are neglected. Furthermore, we have chosen a line tension γ independent of x and this is also an approximation. We shall return to these two issues in the Discussion below. Switching again to the grand-canonical ensemble, we now introduce two chemical potentials µ A and µ B , as well as the cluster grand potential
Writing k A = xk and k B = (1 − x)k, minimizing G with respect to k A and k B amounts to minimizing it with respect to k and x. Beginning with x, we remark that χx(1−x)+x ln x+(1−x) ln(1−x)−µ A x−µ B (1−x) is the meanfield free energy of the Ising model in a magnetic field (µ B − µ A )/2 (45).
Here we are interested in the situation where no protein family dominates, i.e. where M A and M B are of the same order of magnitude, in other words µ A µ B . Therefore we now focus on the symmetric case µ A = µ B ≡ µ (or M A = M B ) and we define h 2 (x) = χx(1 − x) + x ln x + (1 − x) ln(1 − x).
In this case, the mean-field Ising model in a vanishing magnetic field presents a second-order (continuous) transition at χ c = 2, accompanied by a symmetry breaking (Fig. 2) . For a weak difference in protein affinities (χ < χ c ), x = 1/2 is the most probable value and clusters typically contain as many A and B-proteins. By contrast, for a high difference in affinities (χ > χ c ), h 2 (x) has two negative, non-trivial minima at x 0 < 1/2 and 1−x 0 . Thus typical cluster number fractions are equal to x 0 or 1 − x 0 . When χ grows beyond χ c , clusters become essentially mono-colored (Fig. 2) .
Once x 0 is fixed by minimization of G(k, x; µ) with respect to x, G becomes a function of k:
Therefore the problem of minimization with respect to k now amounts to a one-family problem as considered previously, with a renormalized bulk free energy per particle: f r = f − h 2 (x 0 ) > f , which means that clusters are more easily nucleated than in the one-family case. Now the generalization to any q is straightforward. The only difference is that F and G become functions of k and of the different number fractions x 1 , x 2 , . . . , x q , such that x K = 1. We focus again on the most symmetric case: χ KK = χ 0 does not depend on K; χ K,K = χ m for any K = K ; and M K = N/q. If we define again χ = χ m − χ 0 > 0, the function h 2 becomes
It is now the mean-field free energy of the q-state Potts model, another paradigmatic model in statistical physics and soft condensed matter (39, 45, 46) . The transition is now first-order (discontinuous) whenever q ≥ 3. At large q, the critical coupling and number fraction become χ c 2 ln q and x c 1 − 1/q. Again, clusters are essentially mono-colored at the transition and beyond (see Fig. 2 ). Note however that the real critical value differs from above in the large q limit, more precisely when q > k. Indeed, the x K do not take continuous but discrete values because
In particular, no more than k variables x K can be simultaneously non-vanishing. Thus h q (x 1 , . . . , x q ) is to be minimized on this subset of R d , which amounts to a minimization of h k instead of h q . Thus χ c 2 ln k and x c 1 − 1/k. This last relation means that on average, at the transition, all particles in a cluster save one are of the same family. Furthermore, the minimum of h k at the transition is h c k − ln k/k. Generally speaking, if k * still denotes the typical cluster size, χ c 2 ln[min(k * , q)].
Discussion
Our approach demonstrates that protein nano-domains can spontaneously exist at equilibrium in biomembranes, by appealing only to generic proteinprotein interactions. As stated in Ref. (20) , far from being static, such domains are highly dynamical entities in which proteins rapidly diffuse, so that each protein is frequently at contact of all its domain-fellows. Furthermore, they exchange material with their environment. To this respect, the activation of a protein can modify its physicochemical properties, and consequently its interactions with its partners, thus excluding it from a domain and redirecting it towards a different one.
Protein nano-domains (or nano-clusters) are specialized in the large q limit Furthermore, we have investigated the situation where q protein families are present in the system, such that protein in a same family have a higher affinity at contact that proteins in distinct families, this difference in affinity being measured by a Flory interaction parameter χ. Then it becomes favorable to demix different families in distinct domains when χ is larger than a threshold χ c , despite the associated entropic cost. We have shown that χ c 2 ln[min(k * , q)], where k * is the typical cluster size. In practice, even if min(k * , q) ∼ 10 3 to 10 4 , a realistic upper-bound for a real plasma membrane, χ c ≈ 14 to 18, which means that
Is it realistic to expect such differences of energy at contact between different protein families?
The precise calculation of interaction energies for proteins embedded in a lipidic membrane is a tedious task that can be hardly tackled on theoretical grounds. By contrast, molecular dynamics (MD) simulations are likely to provide valuable estimates. Several works have estimated the variations of the energy at contact for transmembrane proteins with variable hydrophobic thicknesses (25, 26, 41) . All these studies are consistent with the fact that differences of energy at contact are readily larger than 3 k B T . In water, the Bjerrum length is equal to 0.7 nm. Thus the great variability of protein surface charges also leads to a typical variation of their affinities at contact on the order of k B T . As far as lipid-mediated interactions are concerned, we are not aware of similar MD quantitative results in the literature. However, given the order of magnitude of this interaction (16, 24, 40) , it is reasonable to expect that its amplitude can also be modified by one k B T or more by playing on lipid and protein species. The study of a related question, namely the role played by protein hydrophobicity (26) , led to results consistent with this assumption. As a conclusion, typical modulations of | K,K − K,K | can readily go beyond 2 or 3 k B T and account for nano-domain specialization.
Appealing to a mean-field approximation has no significant consequences Throughout this paper, we have approximated protein interactions by a mean-field q-Potts model, thus missing the exact nature of phase transitions due to density fluctuations. But the consequences of this approximation in the present case are not relevant because of finite-size effects due to finite cluster sizes: transitions are smoothed and loss their specific singular character. Furthermore, it has been demonstrated that this mean-field approximation becomes exact in the large q limit of interest here (46) . Only finite-size effects modify the present analytical predictions. More generally, our theoretical developments will have to be confronted to numerical simulations to clarify the role of the different approximations used.
The dependence of the line tension γ on the cluster composition is not relevant
The line tension γ appearing in Eqs. 5 and 11 measures the free energy cost for a protein to be at the cluster border as compared to a the cluster bulk. Indeed, a bulk particle has about twice as many neighbors as a border one. Thus γ ∝ f . For the same reasons, in Eq. 14, one would expect γ to be renormalized and to depend on x 0 , through γ r /γ = f r /f , assuming that border proteins have typically the same neighbors as bulk ones. But f 1 and h k at the transition is h c k − ln min(k * , q)/ min(k * , q) and is negligible. Thus f r ≡ f − h c k ≈ f and γ r ≈ γ. This result was predictable since clusters are essentially mono-colored at the transition and beyond.
Taking into account the variability of χ-parameters
In this work, we have supposed that χ K,K can only take two possible values, χ 0 or χ m , depending on whether K = K or not. The reality is more complex because of the great variety of membrane proteins. Future works will have to deal with realistic distributions of χ-parameters around these typical values, instead of two fixed values. The non-symmetric case where M K (or µ K ) depends on K should also be explored. The function G({k K }; {µ K }) will then have to be minimized numerically when χ K,K depends on K and K , and the statistical distribution of fractions x K and cluster sizes k will be analyzed in function of χ 0 , χ m and the χ-distribution widths. However, we anticipate that our conclusions will be qualitatively unchanged because the present simplified approach catches the essential physical mechanism, that is to say the competition between energy and configurational entropy.
And interesting information that one can expect from such an analysis is the distribution of cluster sizes. Indeed, in the present formalism, clusters have a well-defined typical size, k * , that has been shown to be monitored by σ and γ. For realistic parameters, k * ranges from a few tens to several thousands of proteins. Thus cluster diameters range from a few tens to a few hundreds of nanometers, in agreement with what is found in experiments dealing with real cell membranes. Taking into account distributions of interaction parameters χ should allow one to explain why such various sizes are found simultaneously in real plasma membranes.
(a) (b) Figure 1 : Two sketches of (two-dimensional) membrane cluster phases, when there are q = 4 different protein families, represented by different colors. A protein family groups together proteins that are not necessarily identical, but are experimentally observed to co-localize in same domains to perform a common biological task. (a): if proteins of different families have a sufficiently high affinity, they mix altogether in clusters. (b): in the converse case, clusters are mono-colored, i.e. they are highly enriched in proteins of one family because the ensuing energy gain is larger than the related entropic cost. This phase-separation leads to cluster specialization because proteins that are destined to co-localize in same clusters indeed do spontaneously. Figure 2 : Graphs of the free energy h q for q = 2 (a) and q = 3 (b) protein families. This function takes the competition between mixing entropy gain and mixing energy cost into account. Energy cost is determined by the Flory interaction parameter χ > 0, which measures the difference of affinity at contact between proteins of a same family and proteins of different families. The higher χ, the less favorable mixing. (a): for q = 2, the critical value of this parameter is χ c = 2 (values of χ are expressed in units of the thermal energy k B T ). The transition is continuous (second-order). Below χ c , the most probable phase consists of mixed clusters and h has its minimum at x = 1/2 (x is the fraction of A-proteins in the cluster and 1 − x the fraction of B-proteins). Above χ c , a symmetry breaking occurs and clusters are enriched in proteins of one family, because the two minima of h 2 are shifted to x 0 < 1/2 and 1 − x 0 ; (b): for q ≥ 3, the transition is discontinuous (firstorder). Above χ c , clusters are also rapidly highly enriched in proteins of one family, as in Fig. 1b . In the present case, q = 3 and χ c = 4 ln 2 2.77 (46); χ = 2.9 > χ c in the figure, and h 3 has indeed three minima, symmetric with respect to permutations of the three protein fractions x 1 , x 2 and x 3 = 1 − x 1 − x 2 .
