We simulated wireline borehole sonic waveforms to appraise modal frequency dispersions across fractured and thinly bedded formations. Simulations included monopole and dipole sources of excitation and explicitly took into account the borehole, the mandrel tool, and casing whenever present. Calculations were performed in the frequency domain with a highly accurate finite-element method that automatically generates optimal grids for each problem/frequency combination. The method guarantees solutions at significantly reduced computational time with relative energy errors below 0.5% (even in the presence of singularities in the solution that can originate from complex geometries, high material contrasts, and simultaneous presence of large and fine structures). Such a high accuracy in the simulation of sonic waveforms is necessary to accurately quantify the effects of fractures and thin beds on acoustic logs. Simulations indicate that fractures mainly influence propagation modes related to the formation shear velocity. In slow thinly bedded formations, effective properties are similar to those of average layer properties, as predicted by the Reuss lower bound. However, presence of intralayer interfaces gives rise to multiple reflections that can deleteriously affect the estimation of elastic properties with dispersion processing. Casing effectively functions as a low-pass frequency filter of sonic waveforms, significantly distorting the original borehole modes, hence the estimation of elastic properties.
INTRODUCTION
Borehole sonic measurements are widely used to assess elastic properties of rock formations penetrated by wells. Primary rock properties yielded by acoustic logs are compressional-and shearwave velocities. They are estimated with the detection of related head waves, flexural, screw (quadrupole), or other higher-order propagation modes across an array of multiple receivers oriented parallel to the borehole axis. Borehole sonic measurements also facilitate the identification of important formation properties, such as rock porosity, anisotropy, and attenuation.
Accurate and reliable numerical algorithms are needed to interpret sonic logging measurements acquired in complex rock formations. These algorithms should include the tool, the borehole, the formation, and possibly casing within the same numerical simulation framework. As the complexity of the model increases (in terms of geometry and material contrasts), more sophisticated methods are needed to properly capture all the physical aspects of the wave phenomena involved and to quantify a variety of information about the borehole environment.
Numerical modeling of wave propagation phenomena in borehole environments has several decades of history. First, semianalytical methods were developed based on the solution of nonlinear dispersion equations and their numerical integration in the complex domain; almost all these models assumed axial symmetry. Such approaches were documented in various technical papers, including a comprehensive exposition of this topic by White (1983) , Paillet and Cheng (1991) , and Tang and Cheng (2004) . Subsequently, the finite-difference time-domain (FDTD) technique became the most commonly used method for numerical simulation of sonic logging measurements. We note the contributions in this area by Bhasavanija et al. (1982) , Stephen et al. (1985) , Randall et al. (1991) , Leslie and Randall (1992) , Cheng et al. (1995) , Sinha et al. (2003) , and Wang and Tang (2003) .
Investigation of the influence of a fracture on borehole sonic measurements perpendicular to the borehole began with Hornby et al. (1989) , who developed analytical formulas for low-frequency Stoneley reflection/transmission. Modeling in the time domain was then performed with integral equations (Spring and Dudley, 1992) and finite differences (Kostek et al., 1998) .
The finite-element method (FEM) has been rarely used in this field.
It was first applied to analyze fluid-solid interactions (Zienkiewicz and Bettess, 1978) . Komatitsch and Tromp (1999) use spectral element methods to calculate seismograms in 3D earth models. Then, the FEM is applied to model borehole acoustic wave propagation problems by Chang (1981) . Bermudez et al. (1999) use a displacement/displacement formulation with Lagrangian and Raviart-Thomas finite-elements to solve 3D elasto-acoustic vibration problems. Käser and Dumbser (2008) apply a discontinuous Galerkin method to simulate seismic wave propagation in heterogeneous media containing fluid-solid interfaces, for 2D and 3D geometries. Recently, a time-domain FEM was used to simulate Stoneley guided-wave reflections in a formation with fluid-filled fractures (Frehner and Schmalholz, 2010) . Finally, Michler et al. (2009) document an application of the automatic hp-adaptive FEM to a simple borehole logging problem.
Most of the existing numerical methods attempt to model wavepropagation phenomena in the time domain. This approach often requires additional simplifications in the model such as reductions of physical interactions, which are only valid in the low-frequency limit (Dupuy et al., 2011) . When modeling complex coupled problems, such simplifications can lead to nonphysical results. However, for simple geometries and moderate frequencies, timedomain methods remain competitive with other simulation methods, delivering high-quality solutions.
Frequency-domain methods decouple the problem into a set of independent subproblems (one per frequency), which can be solved simultaneously on a parallel computer, resulting in lower CPU times than with the time-domain method. Moreover, when the modeled problem contains a substantial high-frequency spectrum, the quality of the time-domain solution does not deteriorate with frequency-domain methods, because it is often the case with timedomain algorithms, provided that one carefully selects the sampling frequency (number of needed discrete frequencies). It is important to emphasize that in the case of the frequency-domain method, finer meshes are needed merely for solving the problem at high frequencies, whereas reliable simulations at low frequencies require much coarser meshes. This property is in contrast with time-domain methods, where only one (fine enough) mesh must be used to simulate wave propagation for all time steps. Such a requirement is often prohibitively expensive; a compromised coarser mesh enables faster calculation but leads to the elimination of high-frequency contributions. The need for optimal (with respect to the number of degrees of freedom) meshes is particularly important when solving wave propagation problems in complex geometries, and in the presence of large contrasts in material properties. Both factors can lead to singularities in the solution (that often depend on frequency), which must be resolved to deliver reliable results. Designing one mesh that can capture all critical aspects of the solution across the whole frequency bandwidth is practically impossible. Therefore, for such a class of problems, the frequency-domain approach outperforms (in terms of accuracy and efficiency) any time-domain method. For each discrete frequency, the mesh can be tuned to the actual solution, thereby saving computational resources, and delivering the highest possible accuracy.
Moreover, frequency-domain methods avoid cumbersome timestepping control needed to ensure stability of results, simplify the modeling of frequency-dependent rock properties such as attenuation, and facilitate the implementation of a perfectly matched layer (PML) technique for truncation of the computational domain.
In cases where the main objective of the simulations is to only compute the dispersive behavior of the solution (the so-called "frequency dispersion curves"), the frequency-domain approach provides results that can be directly postprocessed to obtain dispersion curves, where, due to their smoothness, only a few frequencies (typically between 20 and 50) are necessary to compute accurate dispersion curves. Hence, only a fraction of computation time is needed in comparison to that of time-domain approaches.
One of the central problems experienced when numerically modeling wave propagation problems is the control of dispersion errors. It is well-known that low-order methods (such as conventional finite differences) can deliver large dispersion errors (Ihlenburg, 1998) , and are often unable to accurately capture highly localized surface waves along interfaces connecting high-contrast materials. The use of fine grids to overcome these problems drastically increases the required computational resources, thereby making the method impractical and often unstable. Theoretical and numerical results (Ihlenburg, 1998) indicate that high-order methods avoid the aforementioned problem because they allow a significant reduction in the number of grid elements (and degrees of freedom) in regions where the solution is smooth. Consequently, the solution can be better approximated while keeping the problem limited in size. Examples of applications of high-order methods can be found in Komatitsch and Tromp (1999) , where the spectral element method is employed to calculate seismograms for 3D earth models. Furthermore, Dumbser and Käser (2006) implement a p-adaptive algorithm to model seismic waves.
Presence of singularities in the solution deteriorates the convergence of the algorithm, which is especially noticeable in high-order solution methods. The optimal (exponential) error convergence of the method can be recovered by using sophisticated adaptation of the mesh in terms of varying polynomial orders of approximation p and size of the mesh elements h (Gui and Babuska, 1986; Guo and Babuska, 1986) . Exponential convergence cannot be achieved by any other finite-difference or finite-element method. Such a class of methods -fully automatic hp-adaptive FE algorithm -was originally developed by Demkowicz and coworkers (Demkowicz, 2007) and successfully applied to elliptic problems, electromagnetic wave propagation, Stokes problem , transient problems (Matuszyk and Paszyński, 2007; Gawad et al., 2008) , as well as to a simple borehole problem (Michler et al., 2009) . This paper introduces a fully automatic frequency-domain 2D hp-adaptive algorithm (Matuszyk and Torres-Verdín, 2011; Matuszyk et al., 2012) to accurately and stably simulate sonic measurements in complex borehole environments, which can concomitantly incorporate the tool, casing, fractures, thinly bedded rocks, and a combination of all. This method is ideally suited to solve boundary layers that necessarily arise from the use of PMLs, as well as to accurately approximate the solution in the proximity of singular points arising in complex borehole problems. For such problems, the proposed method is faster, more efficient, and more reliable than conventional finite differences. Simulation results are postprocessed to deliver waveforms and frequency dispersion curves. Solutions for different frequencies are computed in parallel, which accelerates the calculations while delivering high-accuracy solutions.
Direct results (namely, a Fourier transform of the fluid pressure or solid displacement) obtained with the frequency-domain method can be interpreted as a borehole-formation system response to a monochromatic source excitation, and it bears valuable information about the frequency characteristics of the physical system. Such information cannot be obtained with time-domain solutions unless performing cumbersome deconvolution. Having calculated borehole-formation responses, one can readily generate waveforms corresponding to different acoustic sources (Ricker wavelet, chirp signal, etc.) at negligible additional computational cost, because only an inverse Fourier transform of already computed frequency-based solutions multiplied by the source spectrum is required for that purpose.
In the following, we describe the mathematical formulation of the problem of interest, and briefly describe the numerical methods used to approach their solution. Next, we verify the numerical algorithm against a semianalytical method. The performance, reliability, and accuracy of the solution method are examined with three nontrivial simulation problems often encountered when logging fractured and thinly bedded formations, which are difficult to approach with more classical numerical methods. Fractures and thin beds pose significant simulation problems because of (1) the large contrasts of material properties involved, (2) the relatively small spatial domains of these two rock features, and (3) presence of resonances and internal reflections. Yet these two examples of geometrical/material conditions are commonly encountered in frontier cases of exploration and development. It is imperative to understand whether standard methods of frequency-dispersion analysis provide reliable estimates of compressional-and shear-wave velocities.
FORMULATION
We assume axial symmetry about the center of the borehole (see Figure 1 ), allowing for arbitrary variations of material properties in the radial and axial directions. The interior part of the domain is typically composed of several concentric layers to model mandrel, borehole fluid, casing, cement, etc. Within the formation, one defines horizontal layers which, in turn, can be further divided into rectangular blocks. Thus, one can model either simple homogeneous formations or layered heterogeneous formations that include local alteration zones, fluid-filled fractures, invasion, etc. Each subdomain can be modeled either as a (visco-) 
or as an isotropic or transversely isotropic (TI) (an)elastic solid (Ω E )
where i is the imaginary unit, p and u are Fourier transforms of pressure and displacement, respectively, v is the Fourier transform of fluid velocity, ρ f and ρ s are densities of the fluid and solid, respectively, ω is angular frequency, c f is velocity of the compressional wave in the fluid, σ and ε are Fourier transforms of the Cauchy stress tensor and linear strain tensor, respectively, and C is the fourth-order elastic tensor (Auld, 1973) . The above equations are complemented with the following coupling conditions on the solid-fluid interface Γ I , imposing continuity of tractions and normal displacements
where n f and n s are outgoing normal unit vectors defined in the acoustic (fluid) and elastic (solid) domains, respectively. To model the source, we consider a Neumann boundary condition defined on the boundary of the source Γ ex ,
where g ex is the excitation data. The formulation also includes a PML to impose radiation (Sommerfeld) conditions, hence enable a finite truncation of the computational domain. Viscoacoustic and anelastic damping is introduced into the formulation through the application of the Aki-Richards model . Two-dimensional axially symmetric geometry of the borehole environment assumed in the numerical simulation with the hp-FE algorithm considered in this paper. The outermost segment is an absorbing PML layer. (Aki and Richards, 2002) , where we invoke complex-domain velocities according to the equation,
with c being complex-valued velocity, i ¼ ffiffiffiffiffiffi −1 p , c 0 is a reference velocity at angular frequency ω 0 , and Q is an appropriate quality factor. Quantities defining the solid (Lamé parameters or six components of the compliance tensor C for transversely isotropic materials) are defined through characteristic wave velocities in the solid, and thus they become complex-valued.
The weak form (FE formulation) of the coupled problem given by equations 1-4 reads as follows:
Find ðp; uÞ such that for all q and all w ð∇p;
where q and w are test functions, and k f is the wavenumber in the fluid. Parentheses denote L 2 inner-products (integrals) defined in the acoustic or elastic domains, or on the appropriate boundaries.
The two boundary integrals defined on Γ I express the weak coupling occurring between acoustic and elastic domains.
Multipole acoustic sources
It is often necessary to consider multipole sources in borehole sonic applications. A multipole source of order n is defined as the collection of 2n monopole point sources placed periodically in the same plane along a circle of radius r 0 and alternating in sign (Winbow, 1985) . The resulting radiation pattern of the source can be approximated by the function
where θ is the azimuthal angle, n ¼ 0; 1; 2; : : : , and p 0 is the initial amplitude. For n > 0 (e.g., for a dipole or quadrupole), the axial symmetry of the solution is lost. Nevertheless, we are still able to solve the problem in two spatial dimensions by obtaining the solution for a specific Fourier mode. The specific structure of the governing equations enables one to calculate directly the solution for excitation of the type g − n , having calculated the corresponding solution for excitation g þ n . The final 3D solution is given by the following formulas: 
NUMERICAL METHOD Automatic hp-adaptivity
To efficiently solve wave propagation problems in the frequency domain, we use an automatic hp-adaptive algorithm (Demkowicz, 2007) . This method provides superior performance when solving problems exhibiting large material contrasts and complex geometries, as well as for capturing high gradients of the solution that are always present within the PML domain (Michler et al., 2007) . It also minimizes the so-called "dispersion error" at high wavenumbers (Ihlenburg, 1998) .
The method uses two grids: a coarse hp mesh (Figure 2a) , and a fine hp grid that is obtained from the coarse one by performing a global hp refinement (Figure 2b) . The difference between the coarse and fine grid solutions can be interpreted as the relative error over the coarse grid. We use that relative error to guide optimal refinements to construct the next optimal coarse grid ( Figure 2c ). This new optimal coarse grid is defined as the one among all the grids embedded in the fine one that maximizes the rate of decrease of relative error divided by the number of added degrees of freedom. The constructed optimal grid is then used as the starting coarse grid in the next hp-adaptive iteration; the algorithm comes to an end when the prescribed tolerance is achieved for the global relative error.
In all the models considered in the paper, we halt the calculations when the relative error on the coarse mesh falls below 0.5%. After that, we perform a global hp-refinement step and solve the final problem on the fine mesh, where the relative error is expected to be below 0.1%.
Truncation of the domain by PML
The considered wave-propagation problem is posed in an infinite domain. To make the solution of that problem tractable, a PML method is used to truncate the computational domain (Bérenger, 1994) . Using cylindrical coordinates ðr; θ; zÞ, the PML absorbing layer is interpreted as a complex stretching (Chew and Liu, 1996) of the problem in the axial (z) and radial (r) coordinates for any given wavenumber k using the transformation,
where x j and X j represent unstretched and stretched coordinates, respectively, and
Coordinates x L j and x R j define the PML range for the coordinate x j . In the simulation examples considered in this paper, we use a cubic polynomial damping function (m ¼ 3, aðξÞ ¼ ξ, where parameter ξ is defined in equation 11), and p ¼ 6, which ensures signal amplitude decrease at the outermost boundary by 28 orders of magnitude. A detailed exposition of all transformations involved in the implementation of PML with FEM can be found in Matuszyk and Demkowicz (2013) .
The exponential decay of the solution in the absorbing layer justifies the use of homogeneous Dirichlet boundary conditions at the outermost boundary of the PML.
NUMERICAL SIMULATIONS Verification of the code
For the purpose of verification, we compare waveforms obtained with our 2D hp-FEM to those obtained with a 1D semianalytical (1D-SA) code (Ma and Torres-Verdín, 2008) . The latter code calculates solutions for simple geometries according to the mathematical procedure described in Paillet and Cheng (1991) and Tang and Cheng (2004) . This approach, based on comparing waveforms, enables us to verify the complete method, namely, simulation of the problem at all frequencies and the transformation of the solution into the time domain using the fast inverse Fourier transform. Additionally, it provides a clear exposition of the different types of waves that are generated in formation and borehole. Two cases are considered: borehole measurements without a tool (Figure 3a) , and measurements obtained in the presence of a solid elastic wireline (WL) tool (Figure 3b) . Within the borehole, there is an acoustic source and an array of eight equally spaced receivers (spacing equal to 0.15 m). Simulations are performed for fast and slow homogeneous formations (with associated parameters summarized in Table 1 ). In all cases, the quality factors are set to infinity. We consider two kinds of acoustic sources: monopole and dipole sources, both excited with a Ricker wavelet operating at a central frequency of 8603 Hz. Figure 4a and 4c displays the waveforms obtained with a monopole source in a fast formation in an open-hole environment, without and in the presence of a wireline tool, respectively. Thick curves identify 1D-SA results, while thin curve identify results obtained with hp-adaptive FEM calculations. In both cases, we observe a perfect agreement between results obtained with the two simulation methods. Figure 4b and 4d shows the simulated waveforms obtained with a dipole source in a slow formation. Once again, both methods deliver identical results. The mean-square error calculated for waveforms obtained with both methods (sampled with the same time step) was below 1.6% for all the investigated cases. This result confirms the high accuracy of the hp-FEM.
Fast formation with a fluid-filled fracture
We consider a fast formation containing a fluid-filled fracture. Results corresponding to two different locations of the fracture are compared with respect to the position of the logging instrument. In the first one, the fracture is located below the receiver array ( Figure 5a) ; in the second one, the fracture faces the mid (seventh) receiver (Figure 5b ). The WL tool is modeled as an infinite anelastic cylinder of radius equal to 4.6 cm, centered in the borehole, where borehole radius is equal to 10.795 cm (4 1∕4 in). The tool is equipped with an array of thirteen equally spaced receivers (spacing equal to 0.1524 m). Table 2 describes the material properties of the WL tool, borehole/fracture fluid, and fast formation. We consider several fracture thicknesses (1 mm, 1 cm, and 5 cm) as well as the case without the fracture for reference. The influence of the fracture and its size on simulated waveforms is investigated for monopole and dipole sources. We use a Ricker wavelet operating at a central frequency equal to 8 kHz in the case of a monopole source, and 4 kHz for a dipole source. Calculations for 500 equally spaced frequencies between 50 and 25,000 Hz are performed to obtain waveforms and dispersion curves. Figure 6a , 6c, and 6e displays waveforms simulated at the first (the closest to the source), seventh, and thirteenth (the farthest from the source) receivers, excited by a monopole source and in the presence of a fracture located below the receivers. We observe a later arrival of the signal and a general decrease of the amplitude as we increase the distance from the acoustic source. Because the fracture is located between the acoustic source and the receiver array, the effect of variations in fracture size is similar for any receiver. Presence of a fracture filled with a slower (in comparison to the formation) material results in a very slight delay of the signal which, as expected, is proportional to fracture thickness. However, this delay is very small (namely, 0.025 ms for the largest considered fracture thickness), hence hardly noticeable in the plots. The influence of the fracture is different on the particular components of the waveforms corresponding to the distinct acoustic modes present in the borehole. In the case of monopole excitation, the first arrival corresponds to the formation P-wave. It is small in amplitude and contains a highfrequency component. Presence of the fracture has a minor impact on the P-wave, decreasing slightly its amplitude as we increase fracture thickness. There are no significant differences between the case with and without the fracture. Hence, the P-wave is insensitive to the presence and size of the fracture.
The next wave package corresponds to the formation's S-wave, and it is larger in amplitude than the previous one. Presence of a fracture of any size significantly dampens the amplitude of the S-wave -this can be observed at the beginning of the wave package corresponding to the shear head-wave arrival. The greater the distance from the source, the larger the decrease in signal amplitude. Variations in the amplitudes corresponding to different fracture sizes are small and do not modify the phase of the signal as much as the presence of the fracture itself. This behavior indicates that the S-wave is sensitive to the presence of the fracture, but only marginally to its thickness. The last low-frequency component of the signal corresponds to the Stoneley mode. Presence of the fracture affects the shape of the waveforms. As we increase the size of the fracture, the amplitude of the Stoneley mode gradually decreases and a shift in the signal phase is observed which confirms the sensitivity of the Stoneley mode to fracture thickness. Figure 7a , 7c, and 7e displays analogous waveforms excited by a dipole source in the presence of a fracture located below the receivers. These waveforms include the flexural mode. The P-wave mode, although present in the waveforms, is not visible due to its very low amplitude. Because the flexural mode is strongly connected with the shear velocity of the formation, we observe again that the presence of the fracture significantly affects the waveforms by decreasing their amplitudes. Fracture size has some influence on the flexural package: the larger the fracture size, the higher the amplitude drop. A slight shift in the phase can be explained by a small delay of the signal encountered in the (slower) fluid layer filling the fracture.
Right panels of Figures 6 and 7 display the waveforms calculated when the fracture is facing the receivers, for monopole and dipole excitation, respectively. In this case, the situation varies according to the location of the receivers with respect to the fracture.
The first receiver is located between the fracture and the source. The corresponding waveforms are displayed in Figures 6b and 7b . Therefore, the signal originating from the source is not perturbed by the fracture. Initial wave packages corresponding to the P-, S-, and Stoneley arrivals (for monopole excitation), as well as to the flexural modes (for dipole excitation) remain unaffected. However, additional wave packages appear at the final time segment of the waveforms (about 3.5-4.5 ms). These wave packages correspond to reflected waves originating from fracture-formation interfaces. Fracture size governs the location of the upper interface, and thereby modifies the phase of the second incoming reflected wave. This behavior gives rise to a slight phase shift of the final wave packages and it is more pronounced for the monopole case.
The seventh (middle) receiver is placed precisely facing the fracture. The corresponding waveforms are displayed in Figures 6d and  7d . Therefore, waveforms generally remain unaffected. We observe . Frequency dispersion curves calculated for a dipole source in a formation with a horizontal fracture. Receiver array (a) below the fracture (see Figure 5a ) and (b) facing the fracture (see Figure 5b ). Dashed horizontal lines indicate borehole fluid and formation shear slownesses.
a very slight phase shift of the signal for the P-and S-modes, but the phase shift of the Stoneley mode is more pronounced. However, presence of the fracture has no measurable influence on the received signal amplitude. The last (13th) receiver is located at some distance above the fracture, which makes this case analogous to the ones previously considered where receivers were located above the fracture, compare Figure 6e and 6f for a monopole, and Figure 7e and 7f for a dipole source. Finally, one can observe that for all the receivers located above the fracture, there is no fracture-reflected wave. Figure 8 displays dispersion curves obtained with a monopole source and different locations of the fracture with respect to the receivers. In both cases, we plot curves corresponding to Stoneley and first pseudo-Rayleigh modes. For the case of receivers located above the fracture, all curves are smooth; the only discrepancies can be observed in the low-frequency limit. Presence of the fracture in front of the receiver array significantly disturbs the dispersion processing, which results in a much less reliable detection of dispersion curves. Curves fluctuate due to additional amplitude variations generated by the presence of the fracture. Furthermore, the midfrequency spectrum of the Stoneley mode is not visible because the pseudo-Rayleigh mode carries most of the wave energy within this range. Similarly, the high-frequency spectrum of the pseudoRayleigh mode is missing in the plot. Figure 9 displays dispersion curves obtained with a dipole source for different locations of the fracture with respect to the receivers. In both cases, we display curves corresponding to the first and second flexural modes. The general conclusions are similar to those obtained in the case of monopole excitation. In this case, the presence of the fracture consistently influences the first flexural mode near its cutoff frequency by slightly shifting the dispersion curve toward higher frequencies and lowering its asymptote. The second flexural mode is more affected: the dispersion curve fluctuates. These fluctuations are more noticeable at those frequencies where the mode amplitude decreases. This could hamper assessing of the formation shear slowness for fast formations, for which the second order flexural mode delivers more stable estimations. Table 3 . Material properties assumed in the simulation of sonic waveforms acquired in thinly bedded formations. 
Logging in thinly bedded slow formations
We investigate the influence of a thinly bedded formation on waveforms acquired with a WL tool equipped with either a monopole or a dipole acoustic source. Tool parameters are the same as those assumed in the previous example. Table 3 describes the assumed material properties of the WL tool, borehole fluid, and formation. Borehole radius in all cases is equal to 10.795 cm (4¼ in). The formation consists of a host rock (shale) in which there exist alternating layers of shale and gas-bearing sand, each of equal thickness. Both rocks are slow with respect to the borehole fluid. We consider three cases according to the thickness of each layer:
(a) 7.62 cm (1∕4 ft), (b) 15.24 cm (1∕2 ft), and (c) 30.48 cm (1 ft). The thickness of the entire layered bed is approximately equal to the aperture of the receiver array. We place the receivers array facing the bed (see Figure 10) . For comparison purposes, we also simulate waveforms for two homogeneous formations corresponding to each of the materials that composes the thinly bedded formation. We use a Ricker wavelet operating at a central frequency equal to 8 kHz in the case of a monopole source, and 2.5 kHz for a dipole source. Figure 11a , 11c, and 11e displays waveforms simulated at the first, seventh, and 13th receiver, excited by a monopole source. Figure 12a , 12c, and 12e displays analogous results simulated for dipole excitation. In the monopole case, waveforms contain two main components: the formation P-wave, and the Stoneley mode, which is larger in amplitude. In the case of layered formations, we observe an additional component following the Stoneley mode, which is identified as a family of multiply reflected (at interlayer interfaces) waves.
Waveforms corresponding to the pure gas-bearing sand formation differ significantly from waveforms obtained for the remaining considered formations. The arrival of the P-wave in the sand formation forestalls the others and is out-of-phase, whereas the remaining wave packages are generally in-phase. The arrival of P-waves corresponding to the thinly bedded formations are slightly ahead of the arrivals of pure-shale formation waves. This behavior indicates that the effective properties of the layered formation are closer to those of the slower component than to the faster one. Similar conclusions can be inferred for the Stoneley mode: Layered formations behave similarly to the pure-shale formation.
In the case of dipole excitation, we observe arrivals of two modes: the P-wave and the flexural mode, which, for thinly bedded formations is followed by multiply reflected waves. Results also confirm the above observations: Waveforms corresponding to the pure gas-bearing sand differ mostly from the remaining cases, indicating that the layered formation exhibits similar effective properties to those of the pure-shale formation, which has a lower shear velocity. The upper part of Figure 13 displays dispersion curves for the Stoneley mode excited by a monopole source in an open-hole environment. Curves corresponding to the thinly bedded formations are located in between curves associated with each of the two considered homogeneous formations: shale and gas-bearing sand. This behavior confirms that the layered formation can be characterized as a homogenized formation with properties equal to the average of those composing each of the layers. Presence of interlayer interfaces causes some disturbances in dispersion plots. Figure 14a displays dispersion curves for the first flexural mode. As in the case of monopole excitation, dispersion curves obtained for the thinly bedded formations are located between curves corresponding to each of the pure component formations encountered in the layers. Specifically, we observe that the thinly bedded formation exhibits some effective properties that are similar to those of the slower pure shale homogeneous formations. This confirms the validity of the Reuss lower bond for effective modulus, which states that the value of the effective modulus is closer to the smallest value of the two pure component moduli.
Logging through casing in thinly bedded slow formations
This last example investigates the influence of casing and formation laminations on waveforms simulated with a WL tool assuming a monopole or a dipole acoustic sources. The geometry of the problem in all cases (as well as material parameters) remains the same as that described in the previous section, except for the presence of a well-bonded casing placed inside the borehole. Specifically, a 1-cm thick steel pipe is bounded to the formation with a 2-cm wide layer of cement (see Figure 10a-10c) . Figure 11b , 11d, and 11f displays the waveforms simulated at the first, seventh, and 13th receiver assuming a monopole source. Figure 12b , 12d, and 12f shows analogous results to those obtained for dipole excitation.
Casing effectively decreases the size of the fluid-filled annulus in the borehole and significantly modifies the entire modeling environment due to introduction of a very fast and stiff (with respect to the surrounding formation) concentric layer. Comparison of waveforms associated with noncased and cased boreholes indicates that, in the latter case, the amplitudes of the waveforms decrease considerably faster as one increases the distance between receivers and acoustic source. This behavior implies that waves are subject to additional attenuation in the presence of casing. Furthermore, waveforms corresponding to the layered formations become similar to those obtained for the homogeneous pure shale component in the presence of casing.
In the case of monopole excitation, casing acts as a lowfrequency filter. At the central frequency of the source (equal to 8 kHz), the dominant part of the signal spectrum is contained within the 0-4 kHz band; all higher frequencies are either filtered out or exhibit much smaller amplitudes. Thus, the P-wave package observed in the waveforms is very weak, and is followed by a stronger low-frequency tube mode. The arrival of this mode in the presence of casing is noticeably earlier than for the case of a noncased borehole. Such a behavior suggests that the Stoneley mode is mainly controlled by casing. The P-wave in the pure gas-bearing sand arrives significantly earlier than in the remaining formations. Amplitude of the tube mode for the homogeneous shale formation is also slightly larger. Waveforms corresponding to the remaining formations exhibit more substantial coherence in the presence of casing. Additionally, the influence of formation layering on waveforms is negligible; we do not observe multiply reflected waves in the measured signal. In the case of dipole excitation (Figure 12b , 12d, and 12f), casing no longer acts as a low-frequency filter. The signal contains a wide spectrum of frequencies. However, signal amplitude is much smaller than for the case of a noncased borehole. One can distinguish the P-wave package followed by the flexural mode. The amplitude of the flexural mode propagating in the pure gas-bearing sand is significantly larger than in the remaining considered cases. It is also observed that, in the presence of casing, the flexural mode attenuates faster as the distance from the source increases.
Presence of casing significantly affects the propagation modes and their frequency dispersion curves for monopole and dipole excitation. It becomes difficult to identify the Stoneley (Figure 13 , lower part) and flexural modes of the formation (Figure 14b) . The mode propagating with the formation shear slowness, observed in both dispersion plots for homogeneous formations, has very low energy with a maximum located close to 1.5 kHz, and rapidly decreases, whereby it cannot be used to detect and quantify formation shear slowness.
CONCLUSIONS
Presence of a horizontal fracture significantly influences the shape of sonic waveforms. Although the compressional wave components remain nearly intact, the fracture has a prominent impact on shear-related wave modes. The S-wave mode is sensitive to the presence of the fracture, which is manifested by a decrease in its amplitude. Stoneley (for a monopole) and flexural modes (for a dipole) are the most influenced by the presence of a fracture. These two modes are also sensitive to fracture thickness: the thicker the fracture, the greater the amplitude damping observed in both modes.
A thinly bedded formation possesses effective properties that are contained within a range limited by the properties of each of its components. In the examples described in this paper, where both components are slow formations and have equal volume contribution, effective properties are closer to the slower (with respect to the shear-wave velocity) component than to the faster one. Presence of internal interfaces in the thinly bedded formation is manifested in the simulated waveforms by the presence of a "ringing tail" at the end of the simulated wavetrains. This "tail" nearly disappears in the presence of well-bonded casing, which highly dampens that signal component.
The presence of steel casing has a great impact on waveforms and significantly modifies the excited modes in the borehole. This effect is more prominent for a monopole source, where casing acts as a low-frequency filter. The P-wave and highly distorted Stoneley modes are present. In the case of dipole excitation, the signal carries more frequency components, even though the flexural mode is equally distorted. As a result, one can reliably extract only the formation P-wave slowness. Logging measurements simulated in a cased borehole are much less sensitive to the presence and main properties of the thinly bedded formation --one cannot extract reliable information on the composition and internal structure of the formation from sonic waveforms.
We analyzed acoustic logging measurements simulated in thinly bedded and fractured formations (possibly in cased wells) with a highly accurate frequency-domain automatic hp-adaptive FEM.
The computational domain was truncated with a PML technique. This combination of methods provides a very efficient and reliable framework for simulating borehole sonic logging measurements. The developed simulation method is capable of solving problems with high material contrasts and complex axially symmetric geometries with negligible dispersion error. It also practically eliminates nonphysical reflections from the truncation boundary. Computations are performed in the frequency domain, which enables superior error control in the solution for each frequency, simplifies the numerical implementation, facilitates its parallelization, and it is suitable for modeling different types of acoustic sources (in the time and space domains). Waveforms are calculated via inverse Fourier transform of frequency-domain results.
