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Abstract
The Urysohn space is a complete separable metric space, universal among separable
metric spaces for extending finite partial isometries into it. We present an alternative
construction of the Urysohn space which enables us to show that extending isometries
can be done in a canonical and continuous way, and allows us to equip the Urysohn space
with algebraic structure. This is achieved in a constructive setting without assuming
any choice principles.
1 Introduction
In [22] the Urysohn space was defined as a complete separable metric space with the property
that any partial isometry with a finite domain (which we call a finite partial isometry) from a
separable metric space into the Urysohn space has an extension to the whole space. A model
of a Urysohn space was constructed, and shown that it is unique up to isometric isomorphism.
The purpose of this paper is threefold.
• Show that extending isometries can be done in a canonical and continuous way.
To this end we choose to model the Urysohn space in an alternative way. The addi-
tional structure we get enables us to construct an explicit mapping from finite partial
isometries to total isometries of a separable metric space into the Urysohn space. Fur-
thermore, we suitably topologize the spaces of isometries, and show that the given
extension of isometries is continuous.
• Equip the Urysohn space with algebraic structure.
We identify a structure (called a disring) which helps us with the construction of the
Urysohn space, and then we verify that the Urysohn space is a “complete normed
module” over it.
• Prove these theorems in a weak constructive setting.
Constructivism in mathematics is, roughly speaking, proving existence theorems by
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explicitly constructing the object in question, as opposed to, say, assuming its non-
existence, and deriving a contradiction [20]. Reasons for doing mathematics in a con-
structive (instead of “classical”) way can be philosophical (as was the case with Brouwer
who essentially started the field), or practical (a physicist might not be impressed by
a theorem stating that a solution to his equations exists in principle, without actually
providing the solution). For us (for the purposes of this paper) it is merely proving
statements in a more general setting than the standard ZFC axioms. Constructive
mathematics can be formalized; basically it is classical mathematics without assuming
the law of excluded middle (“every statement is either true or false”) and the axiom of
choice, with perhaps some further axioms omitted, or some alternative ones added. The
exact details vary with the version of constructivism; there are several [4]. We prove
our theorems in predicative IZF (intuitionistic Zermelo-Fraenkel) theory with natural
numbers which is a common core of mostly considered varieties of constructivism (as
well as classical mathematics).
This paper can be seen as a continuation of my paper [11], filling in some details and
expanding the constructive development of the Urysohn space by showing its uniqueness,
continuity of extensions, and developing the algebraic structure. However, it is written as a
standalone paper, and aimed at more general than just constructive audience.
1.1 Outline of the Paper
• Section 1: Introduction
We explain the theme, contents and notation of the paper, as well as provide a soft
introduction to constructive mathematics for a classical mathematician.
• Section 2: Disgroups and Disrings
We introduce disgroups and related structures, for which it is meaningful to say, what an
internal distance is (the prime example are non-negative real numbers with the absolute
value of a difference for the distance), as well as metric spaces (and their generalizations)
with distances in them. This structure is later used for the construction and algebra of
the Urysohn space.
• Section 3: Countable Urysohn Space
As usual, we first construct a “countable version” of the Urysohn space (the completion
of which is then the actual Urysohn space). It is given as an inductive structure, where
the inductive step is essentially the extension of an isometry by one point. For technical
reasons it is split into three stages: first, elements representing all combinations of
distances to the new point are added, then these are cut down to the ones which make
sense (read: satisfy triangle inequality), then points at zero distance are identified, to
obtain a metric space. A model of such a space is explicitly given, and proven that it
is unique up to isometric isomorphism.
• Section 4: Real Numbers and Metric Completion
An intermezzo to discuss complete metric spaces in constructive settings. In particular,
we recall the completion by locations which is much better suited for the construction
of the Urysohn space (than the classical one with Cauchy sequences).
• Section 5: Complete Urysohn Space
We verify that the completion of the space from Section 3 satisfies the Urysohn prop-
erties, and that it is unique such up to isometric isomorphism.
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• Section 6: Continuity of Extensions
We topologize domains and codomains of extension mappings and prove their continuity
(in fact, Lipschitz continuity with constant 1 in a suitable sense).
• Section 7: Algebraic Structure of the Urysohn Space
We show that the operation ↔ on the base disgroup induces an associative disgroup
structure on the Urysohn space, and if we start with a disring, we obtain what is essen-
tially a “Banach space over the disring” (in particular, the operations are continuous).
• Section 8: Applications
A few basic applications of continuity and algebra of the Urysohn space.
• Section 9: Concluding Remarks
The concluding section contains remarks and some additional results, to put the paper
in a wider perspective. Several further questions are posed.
1.2 Notation and Style
• Most of the paper (when the writer is the subject) is written in first person plural (as is
usual in mathematical texts), but occasionally I use first person singular. The former is
used more formally (and when I expect the reader to go along with and except what is
written), whereas the latter is used when I want to express my personal style, opinion,
preference or suggestion.
• Number sets are denoted by N (natural numbers), Z (integers), Q (rationals), and R
(reals). Zero is considered a natural number (so N = {0, 1, 2, 3, . . .}).
• Subsets of number sets, obtained by comparison with a certain number, are denoted
by the suitable order sign and that number in the index. For example, N<42 denotes
the set {n ∈ N | n < 42} = {0, 1, . . . , 41} of all natural numbers smaller than 42, and
R≥0 denotes the set {x ∈ R | x ≥ 0} of non-negative real numbers.
• Intervals between two numbers are denoted by these two numbers in brackets and in the
index. Round, or open, brackets ( ) denote the absence of the boundary in the set, and
square, or closed, brackets [ ] its presence; for example N[5,10) = {n ∈ N | 5 ≤ n < 10} =
{5, 6, 7, 8, 9} and R[0,1] = {x ∈ R | 0 ≤ x ≤ 1}.
• Given a map a : N → A where N is a subset of natural numbers, we often write simply
ak instead of a(k) for the value of a at k ∈ N .
• The set of maps from A to B is written as the exponential BA.
• The set of finite sequences of elements in A is denoted by A∗.
• Concatenation of sequences a and b is a::b.
• Given sets A ⊆ X , B ⊆ Y and a map f : X → Y with the image im(f) ⊆ B, the
restriction of f to A and B is denoted by f |BA . When we restrict only the domain or
only the codomain, we write f |A and f |
B
, respectively.
• A one-element set (a singleton) is denoted by 1 (and its sole element by ∗).
• The onto maps are called surjective, and the one-to-one maps injective.
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• The quotient of a set X by an equivalence relation ∼ is denoted by X/∼. Its elements
— the equivalence classes — are denoted by [x] where x ∈ X (i.e. if q : X → X/∼ is
the quotient map, then [x] := q(x)).
• The coproduct (disjoint union) is denoted by + in the binary case, and by
∐
in the
general case.
1.3 Constructive vs. Classical
We mentioned that results in this paper will be proved in constructive setting. The main
reason1 for this is simply that these proofs work in more general than classical setting, so I feel
it is reasonable to present them in such way. Greater generality has, of course, a wider scope
of applications; for example, constructive results can be implemented on a computer [1, 13].
In this subsection we recall a few constructive definitions that we require in this paper.
Since we actually need to construct an element to prove its existence, it is not the same
to say for a set, that it is non-empty or that it possesses an element; thus we say that a set
is inhabited when there exists an element in it.
The main formal difference between classical and constructive mathematics is that in the
latter, the law of excluded middle, stating that every proposition is either true or false, is not
assumed. To put it differently, call a proposition p decidable when p ∨ ¬p holds (that is, we
may decide whether p is true or not). The law of excluded middle says that every proposition
is decidable while constructively only some might be, for which this needs to be specifically
proven. For example, it turns out that relations =, ≤, < on N, Z, Q are decidable (that
is, for every pair of elements it is decidable, whether they are in relation), but they are in
general not decidable on R (a fact which programmers who implement exact real arithmetic
are well familiar with — there exists no algorithm which returns a correct answer for every
two real numbers whether they match).
The negation is, as usual, given as ¬p = (p⇒ ⊥) where ⊥ denotes falsehood. Thus ¬p is
proven by assuming p and deriving a contradiction. That said, a proof by contradiction of p,
where we assume ¬p and derive a contradiction, is constructively not generally valid; indeed
with it we merely prove ¬¬p. The propositions for which it is valid, that is, those for which
¬¬p =⇒ p holds, are called ¬¬-stable (or simply stable). Every decidable proposition is
stable (but not vice versa in general).
We call a set X finite when there exists a surjective map N<n → X for some n ∈ N,
i.e. we can enumerate the elements of X with the first few natural numbers. Note that the
empty set ∅ is finite by this definition since we can take n = 0. In fact, any finite set is either
empty or inhabited; consider any surjection N<n → X , and decide whether n equals or is
greater than 0.
If we fix a surjection a : N<n → X , we can write a finite set as X = {a0, a1, . . . , an−1}.
However, in this list some elements can potentially repeat since we only require a to be a
surjection, not a bijection. Therefore, contrary to the classical intuition, for a finite set X
there need not exist n ∈ N such that X would have exactly n elements (in the sense that there
is a bijection between X and N<n). In fact, this happens precisely when X has decidable
equality (since in that case we can remove the repetitions of elements in the list).2
Next, we call a set X infinite when there exists an injective map N→ X . Clearly if a set
is infinite, it is also inhabited, and if it contains an infinite subset, it is itself infinite.
1A different subtler reason is given in Remark 9.3 at the end of the paper.
2Some authors reserve the word ‘finite’ only for sets in bijection with N<n while what we call finite they
term finitely enumerated. Our definition of finiteness is equivalent to Kuratowski finiteness.
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The dual notion, the existence of a surjective map N→ X , is something like countability,
but we want the empty set to be considered countable as well, so we allow enumerations
containing “placeholder elements” which don’t actually represent elements of X . Thus we
define that X is countable when there exists a map s : N→ X+1 such that X is contained in
the image of s. Of course, by this definition every finite set {a0, a1, . . . , an−1} is countable,
witnessed by the map
i 7→
{
ai if i < n,
∗ otherwise.
However, if X is inhabited, then the placeholder element can be replaced by a particular
element from X , so we see that there is a surjective map N → X if and only if X is both
countable and inhabited. That does not mean that we can treat ∅ as a special case; inhabit-
edness is not a decidable property for general countable sets.
The axiom of choice (more precisely, the axiom schema) states that every total relation
contains a graph of some map:
∀x∈X . ∃ y∈Y .R(x, y) =⇒ ∃ f ∈Y X . ∀x∈X .R(x, f(x)).
Classically the axiom of choice is usually assumed, while constructively only some of its
weaker versions might be. When X is in bijection with N<n for some n ∈ N, this is called
finite choice, and can be proven by induction, so it is always accepted. Many constructivists
also accept the case when X ∼= N, called countable choice, but we will not do so in this paper.
(See however Remark 9.2 at the end.)
2 Disgroups and Disrings
In this section we define some structures involving an operation ↔ which will play a role in
the construction and algebra of the Urysohn space.
Definition 2.1 Let (X,+, 0) be a commutative monoid (= semigroup with the neutral ele-
ment 0) and ↔ : X ×X → X a binary operation. Declare the relation ≤ on X by
a ≤ b := a+ (a↔ b) = b
for a, b ∈ X . Suppose that the following holds for all a, b, x ∈ X .
• a↔ b = b↔ a (commutativity, or symmetry)
• a↔ 0 = a (unit)
• a↔ b = 0 if and only if a = b
• (a+ x)↔(b+ x) = a↔ b (additivity)
• (a+ a)↔(b+ b) = (a↔ b) + (a↔ b)
• if a+ a ≤ b+ b, then a ≤ b
• a↔ b ≤ a↔x+ b↔x (triangle inequality)
Then we call (X,+, 0,↔) a disgroup. Regarding the order of operations, we declare that ↔
is evaluated before +.3
3I still occasionaly use unnecessary brackets if I feel that they make the calculation clearer.
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Intuitively, the operation↔ can be viewed as an “internal distance” on X ; for this reason
I suggest the name ‘disgroup’, and ↔ to be read as ‘dis’ (the way + is read ‘plus’, and ·
‘times’).
Our leading example of a disgroup is the set of non-negative real numbers (the possible
distances in metric spaces) R≥0 where the addition is the usual one, and ↔ is defined for
x, y ∈ R≥0 as x↔ y := |x − y|. This example and the fact that we view a “distance” to
be something “non-negative”, as well as the axiom a↔ 0 = a, suggest that disgroups lack
“negative” elements. Indeed:
Proposition 2.2 In a disgroup (X,+, 0,↔) all elements are “non-negative”, that is, the
statement ∀x∈X . 0 ≤ x holds.
Proof. Simple: 0 + (0↔x) = 0 + x = x.
Consequently we expect that a disgroup is seldom a (commutative) group. The exception
is when its elements are opposite to themselves.
Proposition 2.3 The following statements are equivalent for a disgroup (X,+, 0,↔).
1. The operations + and ↔ match.
2. The operation ↔ is associative.
3. The relation ≤ is full: ∀ a, b∈X . a ≤ b.
4. We have x+ x = 0 for all x ∈ X.
5. All elements of X are invertible with respect to addition (making X a group).
Proof.
• (1⇒ 2)
Of course.
• (2⇒ 1)
For a, b ∈ X calculate
(a+ b)↔(a↔ b) =
(
(a+ b)↔a
)
↔ b = (b↔ 0)↔ b = b↔ b = 0.
Hence a+ b = a↔ b.
• (1 ∧ 2⇒ 3)
We have a+ (a↔ b) = a↔(a↔ b) = (a↔ a)↔ b = 0↔ b = b, so a ≤ b.
• (3⇒ 4)
The assuption tells us in particular that x ≤ 0 which means 0 = x+ (x↔ 0) = x+ x.
• (4⇒ 5)
By the assumption every element x ∈ X is opposite to itself, i.e. −x = x.
• (5⇒ 1)
For a, b ∈ X we have
a↔ b = (a− b)↔ 0 = a− b,
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so − and ↔ match. Furthermore,
−a = (−a)↔ 0 = 0↔a = a,
so every element of X is opposite to itself which implies that + and − match. We
conclude that + and ↔ match as well.
In this proposition we assumed that X already is a disgroup, but the disgroup conditions
actually follow from the above properties. In particular, groups of order 2 are also examples
of disgroups, ↔ being simply the addition.
Definition 2.4 If in a disgroup ↔ is associative, we call it an associative disgroup.
Proposition 2.5 Any group (G,+, 0,−) with the property ∀x∈G . x+x = 0 is an associative
disgroup (where a↔ b is given as a+ b). (The converse holds by Proposition 2.3.)
Proof. The condition x + x = 0 is equivalent to x = −x. Recall that any such group G
is commutative since a + b = (−a) + (−b) = −(b + a) = b + a. Taking ↔ to equal +, we
verify that the relation ≤ is full the same way as in the previous proposition. From here the
disgroup conditions easily follow.
We now examine the properties of general disgroups, particularly of the relation ≤.
Proposition 2.6 In a disgroup (X,+, 0,↔) the cancellation property holds for = and ≤:
a+ x = b + x ⇐⇒ a = b and a+ x ≤ b+ x ⇐⇒ a ≤ b
for all a, b, x ∈ X.
Proof. Calculate
a+ x = b+ x ⇐⇒ (a+ x)↔(b+ x) = 0 ⇐⇒ a↔ b = 0 ⇐⇒ a = b
whence we see that a+ x+(a+ x)↔(b+ x) = b+ x and a+ a↔ b = b are equivalent as well.
Proposition 2.7 In a disgroup (X,+, 0,↔) we have
a ≤ b ∧ c ≤ d =⇒ a+ c ≤ b+ d
for all a, b, c, d ∈ X.
Proof. Suppose a ≤ b and c ≤ d, i.e. a+ a↔ b = b, c+ c↔ d = d. Then
a+ c+ (a+ c)↔(b+ d) = a+ c+ (a+ c)↔(a+ a↔ b+ c+ c↔ d) =
= a+ c+ a↔ b+ c↔ d = b+ d.
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Lemma 2.8 Let (X,+, 0,↔) be a disgroup. The following statements are equivalent for
a, b ∈ X.
1. a ≤ b
2. ∀x∈X . a↔(b+ x) = (a↔ b) + x
3. ∀x∈X . (x ≤ a↔ b ⇐⇒ x+ a ≤ b)
4. ∃x∈X . a+ x = b
Proof.
• (1⇒ 2)
Suppose a ≤ b, i.e. a+ a↔ b = b, and take x ∈ X . Then
a↔(b+ x) = (a+ 0)↔(a+ a↔ b+ x) = 0↔(a↔ b+ x) = a↔ b+ x.
• (2⇒ 1)
Take x = a:
a+ (a↔ b) = (a↔ b) + a = a↔(b+ a) = (0 + a)↔(b+ a) = 0↔ b = b.
• (1⇒ 3)
If a ≤ b, then
x+ a ≤ b ⇐⇒ x+ a ≤ a+ a↔ b ⇐⇒ x ≤ a↔ b.
• (3⇒ 1)
Take x = 0, and recall that all elements, including a↔ b, are non-negative.
• (1⇒ 4)
Take x = a↔ b.
• (4⇒ 1)
Since x ≥ 0, we have b = a+ x ≥ a.
Proposition 2.9 The relation ≤ is a preorder (reflexive and transitive).
Proof. Reflexivity is easy: a+ (a↔ a) = a+ 0 = a.
For transitivity suppose a ≤ b and b ≤ c, i.e. a+ a↔ b = b, b+ b↔ c = c. Then
a+ (a↔ c) = a+ (a↔(b + b↔ c)) = a+ ((a↔ b) + (b↔ c)) = b+ (b↔ c) = c
(the second equality holds by the previous lemma).
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We already know (use Proposition 2.3 for a group of order 2) that ≤ need not be a partial
order (i.e. also antisymmetric) in general. However we will mostly be interested in the case
when it is. Here is the characterization.
Proposition 2.10 The following is equivalent for a disgroup (X,+, 0,↔).
1. ≤ is antisymmetric (thus a partial order).
2. ∀x∈X . (x+ x = 0 =⇒ x = 0)
3. The map X → X, x 7→ x+ x, is injective.
Proof.
1. (1⇒ 2)
Suppose ≤ is antisymmetric and x+ x = 0 for x ∈ X . Then x+ (x↔ 0) = x + x = 0,
so x ≤ 0. We also have 0 ≤ x by Proposition 2.2. Thus x = 0 by antisymmetry.
2. (2⇒ 1)
Take a, b ∈ X , and suppose a ≤ b and b ≤ a. Summing a+(a↔ b) = b and b+(b↔ a) =
a, we obtain a+ b+ (a↔ b) + (a↔ b) = a+ b. Use the cancellation property to obtain
(a↔ b) + (a↔ b) = 0 whence a↔ b = 0 by assumption. Thus a = b.
3. (2⇒ 3)
x+ x = y + y =⇒ (x+ x)↔(y + y) = 0 =⇒
=⇒ (x↔ y) + (x↔ y) = 0 =⇒ x↔ y = 0 =⇒ x = y
4. (3⇒ 2)
Of course since 0 + 0 = 0.
Note that this proposition and Proposition 2.3 imply that the only partially ordered disgroup
which is also a group is the trivial group.
Lemma 2.11 The following special cases of the triangle inequality hold in a disgroup:
1. a ≤ a↔ b+ b,
2. a↔ b ≤ a+ b.
Proof. These are special cases of the triangle inequality when one of the elements is 0.
Lemma 2.12 In a disgroup (X,+, 0,↔) we have
y + a↔ b ≤ x ⇐⇒ y + a ≤ x+ b ∧ y + b ≤ x+ a
for all a, b, x, y ∈ X (in particular a↔ b ≤ x ⇐⇒ a ≤ x+ b ∧ b ≤ x+ a).
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Proof. Suppose y + a ≤ x + b and y + b ≤ x + a which imply y + a+ a ≤ x+ a+ b and
y + b+ b ≤ x+ a+ b. Calculate
y + y + a+ a+ b+ b+ a↔ b+ a↔ b =
= y + y + a+ a+ b+ b+ (a+ a)↔(b + b) =
= y + a+ a+ y + b+ b+ (y + a+ a)↔(y + b+ b) ≤
≤ (y + a+ a) + (y + b+ b) + (y + a+ a)↔(x + a+ b) + (y + b+ b)↔(x+ a+ b) =
= x+ a+ b+ x+ a+ b
whence y + a↔ b+ y + a↔ b ≤ x+ x by the cancellation property. Hence y + a↔ b ≤ x.
Conversely, suppose y + a↔ b ≤ x which means (y + a↔ b) + (y + a↔ b)↔x = x. Use
Lemma 2.11(1) and the non-negativity of elements to calculate
x+ b = b + (y + a↔ b) + (y + a↔ b)↔x ≥ y + a+ (y + a↔ b)↔x ≥ y + a;
similarly x+ a ≥ y + b.
Lemma 2.13 In a disgroup the following variants of triangle inequality also hold:
1. (a↔x)↔(b↔x) ≤ a↔ b,
2. a↔ b ≤ c =⇒ a↔x ≤ b↔x+ c.
Proof. The first statement follows from the triangle inequality by Lemma 2.12. The
second one is obvious by the additivity and transitivity of ≤.
Remark 2.14 In the definition of a disgroup we wrote the condition a↔ b = 0 ⇐⇒ a = b
as an equivalence since that is what we are used to from metric spaces, but the implication
a↔ b = 0 =⇒ a = b actually follows from other axioms. Recall from Lemma 2.11(1) (which
uses only the triangle inequality and the fact a↔ 0 = a) that a ≤ a↔ b+ b which in the case
a↔ b = 0 means a ≤ b. By definition this is a+ a↔ b = b; using a↔ b = 0 again, we infer
a = b.
To get a sense what disgroups are, we classify them as the “non-negative parts” of certain
groups.
Definition 2.15 Let (G,+, 0,−) be a commutative group and |—| : G → G an operation
(the absolute value) on G. Define the relation ≤ by
a ≤ b := a+ |b− a| = b
for a, b ∈ G; in particular 0 ≤ x ⇐⇒ |x| = x. Suppose that the following holds for all
x, y ∈ G.
•
∣∣|x|∣∣ = |x| (idempotence)
• |−x| = |x|
• |x| = 0 ⇐⇒ x = 0
• x ≤ |x|
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• |x+ x| = |x|+ |x|
• if x+ x ≤ y + y, then x ≤ y
• if 0 ≤ x and 0 ≤ y, then 0 ≤ x+ y
• |x+ y| ≤ |x|+ |y| (triangle inequality)
Then we call (G,+, 0,−, |—|) a commutative group with absolute value.
Proposition 2.16 The following holds for a commutative group with absolute value (G,+, 0,−, |—|)
and all a, b, c, d, x ∈ G.
1. 0 ≤ |x|.
2. |a− b|+ |b− c| ≥ |a− c|.
3. a+ x ≤ b+ x ⇐⇒ a ≤ b.
4. a ≤ b ∧ c ≤ d =⇒ a+ c ≤ b+ d.
5. ≤ is a preorder on G.
6. ≤ is a partial order on G
⇐⇒ ∀x∈G . (x+ x = 0 =⇒ x = 0)
⇐⇒ x 7→ x+ x is injective.
7. |a| ≤ x ⇐⇒ a ≤ x ∧ −a ≤ x.
Proof.
1. This is precisely the idempotence of the absolute value.
2. Standard: |a− c| = |(a− b) + (b− c)| ≤ |a− b|+ |b− c|.
3. Because in a group a+ x+ |(b+ x)− (a+ x)| = b + x if and only if a+ |b− a| = b.
4. Let a ≤ b, c ≤ d which means 0 ≤ b − a, 0 ≤ d − c. Then also 0 ≤ b − a + d − c, so
a+ c ≤ b+ d.
5. Reflexivity: x+ |x− x| = x+ 0 = x.
Transitivity: take a, b, c ∈ G, and suppose a ≤ b, b ≤ c. By the previous two items we
may sum the two inequalities, and cancel b, thus obtaining a ≤ c.
6. Suppose ≤ is a partial order, in particular antisymmetric, and let x ∈ G, x + x = 0.
Then |x| + |0 − |x|| = |x| + |x| = |x + x| = 0, so |x| ≤ 0. We also know |x| ≥ 0, so
|x| = 0, hence x = 0. Conversely, take a, b ∈ G such that a ≤ b, b ≤ a which means
b − a = |b − a| = |a − b| = a − b, so (b − a) + (b − a) = b − a + a − b = 0, therefore
b− a = 0 by assumption; conclude a = b.
Clearly injectivity of x 7→ x + x implies x + x = 0 =⇒ x = 0 (since 0 + 0 = 0).
Conversely, suppose x + x = y + y. Then (x − y) + (x − y) = 0 which by assumption
means x− y = 0, i.e. x = y.
7. Because a ≤ |a| and −a ≤ | − a| = |a|, one implication holds by transitivity of ≤. For
the other assume a ≤ x and −a ≤ x, meaning a+ |x− a| = x = −a+ |x+ a|. Then
|a|+ |a| = |a+ a| ≤ |a− x|+ |a+ x| = x− a+ x+ a = x+ x
whence |a| ≤ x.
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Proposition 2.17 Disgroups are (up to isomorphism) the “non-negative” parts of commu-
tative groups with absolute value. More precisely:
1. If (G,+, 0,−, |—|) is a commutative group with absolute value, then (G≥0,+, 0,↔) is
a disgroup with ↔ for a, b ∈ G≥0 given as a↔ b = |b − a|.
2. Every disgroup embeds (in a way which preserves all operations) into its group of formal
differences G (with image G≥0) which is a commutative group with absolute value.
3. These two processes are mutually inverse up to isomorphism.
Proof. The proof is a simple exercise. We mention only that for a disgroupX we construct
its group of formal differences as the quotientX×X/∼ where (a, b) ∼ (c, d) ⇐⇒ a+d = b+c,
and then the operations on the equivalence classes are given by [a, b] + [c, d] = [a+ c, b+ d],
−[a, b] = [b, a] (as usual) while the absolute value is |[a, b]| = [a↔ b, 0] which is well defined
since if a+ d = b+ c, then a↔ b = (a+ d)↔(b + d) = (b+ c)↔(b + d) = c↔ d.
Recall that ≤ being a partial order in a disgroup is equivalent to the injectivity of x 7→
x+ x. We will be particularly interested in the case when this map is not only injective, but
also split.
Definition 2.18 We say that (X,+, 0,↔, —2 ) is a halved disgroup when (X,+, 0,↔) is a
disgroup and the operation (the halving map) —2 : X → X has the following properties for
all a, b ∈ X .
• a2 +
a
2 = a
• a+b2 =
a
2 +
b
2
Here is the characterization of the existence of the halving map.
Proposition 2.19 Let (X,+, 0,↔) be a disgroup and g : X → X a map, given by g(x) :=
x+ x. The following is equivalent.
1. A halving map on the given disgroup exists.
2. The map g is bijective.
When these conditions are satisfied, the halving map is the inverse of g. In particular, a
disgroup can have at most one halving map.
Proof. A halving map is the inverse of x 7→ x+x because x = x2+
x
2 =
x+x
2 , and is therefore
unique. Conversely, suppose f : X → X is an inverse of g. Then clearly f(x)+ f(x) = x, but
also
f(a+ b) = f(f(a) + f(a) + f(b) + f(b)) = f(g(f(a) + f(b))) = f(a) + f(b).
Proposition 2.20 A halving map on a disgroup (X,+, 0,↔) preserves ↔ and ≤ as well,
i.e.
a↔ b
2
=
a
2
↔
b
2
and a ≤ b ⇐⇒
a
2
≤
b
2
for all a, b ∈ X. Moreover, in the presence of the halving map ≤ is a partial order.
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Proof. We have
a
2
↔
b
2
=
a
2 ↔
b
2 +
a
2 ↔
b
2
2
=
(a2 +
a
2 )↔(
b
2 +
b
2 )
2
=
a↔ b
2
and
a
2
≤
b
2
⇐⇒
a
2
+
a
2
≤
b
2
+
b
2
⇐⇒ a ≤ b.
Furthermore, since the halving map is the inverse of the map x 7→ x+ x, the latter must be
bijective (in particular injective), so ≤ is a partial order by Proposition 2.10.
Recall that given any partial order (X,≤) and its subset A ⊆ X , an element u ∈ X is
defined to be the supremum of A (denoted by supA) when
∀x∈X . (u ≤ x ⇐⇒ ∀ a∈A . a ≤ x) ,
and analogously, l ∈ X is the infimum of A (l = inf A) when
∀x∈X . (x ≤ l ⇐⇒ ∀ a∈A . x ≤ a) .
Suprema and infima are unique in a partial order, though they do not always exist. We show
that halved disgroups have finite suprema and binary infima.
Proposition 2.21 A halved disgroup (X,+, 0,↔, —2 ) is a lattice with a bottom element; that
is, it has suprema of finite subsets and infima of inhabited finite subsets. Binary suprema
and infima are given as
sup{a, b} =
a+ b+ a↔ b
2
, inf{a, b} =
(a+ b)↔(a↔ b)
2
.
Furthermore, the following holds for all a, b, x ∈ X.
1. sup{a+ x, b + x} = sup{a, b}+ x, inf{a+ x, b + x} = inf{a, b}+ x (additivity)
2. a↔ b ≤ sup{a, b} ≤ a+ b
3. a+ b = sup{a, b}+ inf{a, b}
4. a↔ b = sup{a, b}↔ inf{a, b}
Proof. Throughout this proof keep in mind Lemma 2.11(2), namely that a↔ b ≤ a+ b.
As always, the nullary supremum sup ∅ is the smallest element in the partial order which
in our case exists, namely 0. To show that binary suprema and infima are as prescribed, take
arbitrary a, b, x ∈ X . Then
a+ b+ a↔ b
2
≤ x ⇐⇒ a+ b+ a↔ b ≤ x+ x ⇐⇒
⇐⇒ a+ b+ a ≤ x+ x+ b ∧ a+ b+ b ≤ x+ x+ a ⇐⇒
⇐⇒ a+ a ≤ x+ x ∧ b+ b ≤ x+ x ⇐⇒ a ≤ x ∧ b ≤ x
where the second equivalence holds by Lemma 2.12, and
x ≤
(a+ b)↔(a↔ b)
2
⇐⇒ x+ x ≤ (a+ b)↔(a↔ b) ⇐⇒
⇐⇒ x+ x+ a↔ b ≤ a+ b ⇐⇒ x+ x+ a ≤ a+ b+ b ∧ x+ x+ b ≤ a+ b+ a ⇐⇒
⇐⇒ x+ x ≤ b + b ∧ x+ x ≤ a+ a ⇐⇒ x ≤ a ∧ x ≤ b
where the second equivalence holds by Lemma 2.8, and the third by Lemma 2.12.
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1. Calculate
sup{a+ x, b+ x} =
a+ x+ b+ x+ (a+ x)↔(b + x)
2
=
a+ b+ a↔ b
2
+ x,
inf{a+ x, b + x} =
(a+ x+ b+ x)↔((a+ x)↔(b + x))
2
=
=
(
x+
a+ b
2
)
↔
a↔ b
2
= x+
(a+ b)↔(a↔ b)
2
where the last equality holds by Lemma 2.8.
2. Because
a↔ b =
a↔ b
2
+
a↔ b
2
≤
a+ b
2
+
a↔ b
2︸ ︷︷ ︸
sup{a,b}
≤
a+ b
2
+
a+ b
2
= a+ b.
3.
sup{a, b}+ inf{a, b} =
a+ b+ a↔ b
2
+
(a+ b)↔(a↔ b)
2
=
=
a+ b+ a↔ b+ (a+ b)↔(a↔ b)
2
=
a+ b+ (a+ b)
2
= a+ b
4. Since inf{a, b} ≤ sup{a, b}, the statement a↔ b = sup{a, b}↔ inf{a, b} is equivalent to
a↔ b+ inf{a, b} = sup{a, b} by Lemma 2.8.
a↔ b+ inf{a, b} =
a↔ b
2
+
a↔ b
2
+
(a+ b)↔(a↔ b)
2
=
=
a↔ b+ a↔ b+ (a+ b)↔(a↔ b)
2
=
a↔ b+ (a+ b)
2
= sup{a, b}
Halved disgroups can also be described as the non-negative parts of certain groups.
Proposition 2.22 Let —2 : G × G → G be a halving map (i.e. the inverse of the map x 7→
x+ x) on a commutative group (G,+, 0,−). The following is equivalent.4
1. G has an absolute value map.
2. G is a lattice group in the sense that there is a partial order ≤ which makes (G,≤) a
lattice, and the following properties additionally hold for a, b, c, d ∈ G.
• a ≤ b ∧ c ≤ d =⇒ a+ c ≤ b+ d
• sup{a+ a, b+ b} = sup{a, b}+ sup{a, b}
4This statement can be made more precise: one can define the category of halved commutative groups with
absolute value, and the category of halved commutative lattice groups, and show that they are isomorphic
(with the isomorphism preserving the underlying sets and the partial order).
14
Proof. Exercise. Show that given the absolute value, binary suprema and infima are
calculated as
sup{a, b} =
a+ b+ |b− a|
2
, inf{a, b} =
a+ b− |b− a|
2
.
Conversely, the absolute value is expressed in terms of a supremum as
|a| = sup{a,−a}.
To get the proof in this direction going, start by showing sup{a+ x, b + x} = sup{a, b}+ x,
and consequently, sup{a, b}+ sup{c, d} = sup{a+ c, a+ d, b+ c, b+ d}.
Note also that suprema can be expressed in terms of infima, and vice versa, in at least
two ways:
sup{a, b} = a+ b− inf{a, b} = − inf{−a,−b},
inf{a, b} = a+ b− sup{a, b} = − sup{−a,−b}.
Proposition 2.23 Halved disgroups are (in the sense of Proposition 2.17) precisely the
“non-negative” parts of halved commutative groups with absolute value, or equivalently, of
halved commutative lattice groups.
Proof. Much the same as the proof of Proposition 2.17.
Adding the multiplicative structure to a commutative (semi)group turns it into a (semi)ring.
We can do this for disgroups as well. Recall that
• (X,+, 0, ·) is a semiring when (X,+, 0) is a commutative monoid, (X, ·) is a semigroup,
the multiplication · is distributive over addition, and the condition 0 · x = x · 0 = 0
holds,
• (X,+, 0, ·, 1) is a unital semiring when (X,+, 0, ·) is a semiring and (X, ·, 1) a monoid,
• a semiring is commutative when its multiplication is commutative.
Definition 2.24 A structure (X,+, 0,↔, ·, 1) is a disring when (X,+, 0,↔) is a disgroup,
(X,+, 0, ·, 1) a unital commutative semiring, and for ↔ the additional property
• (a↔ b) · x = (a · x)↔(b · x) (distributivity, or homogeneity)
holds for all a, b, x ∈ X . The order of operations is to first evaluate ·, then ↔, then +.
Remark 2.25 Informally, a semiring is a “ring without subtraction”. In a semiring it is
necessary to postulate the condition 0 · x = x · 0 = 0, unlike in the case of a ring where it is
implied by 0 ·x = (0+ 0) ·x = 0 ·x+0 ·x. For the same reason we would not need to assume
this condition in the case of a disring, as 0 · x = (0↔ 0) · x = 0 · x↔ 0 · x = 0.
The set R≥0 is a disring. Proposition 2.3 still applies to see when a disring is a ring,
meaning that rings of characteristic 2 are examples of disrings (↔ being the addition).
Proposition 2.26 Let (X,+, 0,↔, ·, 1) be a disring. Then
a ≤ b =⇒ a · x ≤ b · x
for all a, b, x ∈ X.
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Proof. Straightforward. Suppose a ≤ b, i.e. a+ a↔ b = b. Then
a · x+ a · x↔ b · x = (a+ a↔ b) · x = b · x.
Naturally, we can equip a disring with a halving map as well, obtaining a halved disring.
Again, our example is R≥0.
Proposition 2.27 Let (X,+, 0,↔, ·, 1, —2 ) be a halved disring. Then
a
2 =
1
2 ·a for all a ∈ X.
Proof. Note that a 7→ 12 · a is a halving map on X since by distributivity
1
2
· a+
1
2
· a =
(1
2
+
1
2
)
· a = 1 · a = a
and
1
2
· (a+ b) =
1
2
· a+
1
2
· b.
By Proposition 2.19 a halving map is unique, so a2 =
1
2 · a.
As usual, we denote a product of n ∈ N factors a ∈ X by an, i.e. a0 = 1 and inductively
an+1 = an · a. We’ll often deal with powers of one half in a halved disring, and we denote
them by 2−n =
(
1
2
)n
.
Following the by now usual line, we interpret (halved) disrings as non-negative parts of
certain rings.
Proposition 2.28 (Halved) disrings are (in the sense of Proposition 2.17) the “non-negative”
parts of (halved) commutative unital rings with absolute value.
Proof. As before.
A halving map implies many properties, including some in the definition of a disgroup.
As such, we can give halved disgroups/disrings with fewer properties.
Proposition 2.29 Let (X,+, 0) be a commutative monoid, —2 : X → X a halving map on
it, ↔ : X ×X → X a binary operation, and ≤ defined as usual: a ≤ b ⇐⇒ a+ a↔ b = b
for all a, b ∈ X. Suppose that the following holds for all a, b, x ∈ X.
• a↔ b = b↔ a
• a↔ 0 = a
• a↔ a = 0
• (a+ x)↔(b+ x) = a↔ b
• a↔ b ≤ a↔x+ b↔x
Then (X,+, 0,↔, —2 ) is a halved disgroup. If moreover we have 1 ∈ X and a a binary
operation · : X ×X → X such that (X, ·, 1) is a commutative monoid and · distributes over
+ and ↔, then (X,+, 0,↔, ·, 1, —2 ) is a halved disring.
Proof. Recall from Remark 2.14 that a↔ b = 0 =⇒ a = b is implied by other conditions,
so together with a↔a = 0 we obtain a↔ b = 0 ⇐⇒ a = b. The other conditions follow
easily from the properties of the halving map.
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Remark 2.30 Notice that all the conditions in the previous proposition are given as equa-
tions, including the ones not explicitly written (for a monoid etc.) as well as the triangle
inequality (since ≤ is given by an equation). Thus halved disgroups and halved disrings form
finitary algebraic theories. Several consequences immediately follow, such as that products
of halved disgroups/disrings are again halved disgroups/disrings.
Remark 2.31 So far we’ve only mentioned R≥0 (and groups/rings of order/ characteristic
2) as an example of (halved) disgroups/disrings. There are of course plenty others, including:
• subdisrings of R≥0 (e.g. natural numbers, non-negative dyadic rationals, non-negative
rationals and non-negative real algebraic numbers, the last three being halved) and
their arbitrary products (by Remark 2.30);
• symmetric (or Hermitian in the complex case) matrices form a halved commutative
group with absolute value, and therefore their non-negative part — the positive-semidefinite
matrices — forms a halved disgroup (by Proposition 2.23);
• Lebesgue integrable maps (more precisely, their equivalence classes, i.e. spaces L 1) on
closed bounded intervals, continuous maps etc. form halved unital commutative rings,
so their non-negative parts (maps which take only non-negative values) form a halved
disring (by Proposition 2.28).
See also Proposition 9.8.
The purpose of disgroups is to serve us as possible distances of metric spaces. Hereafter
let D denote an arbitrary disgroup (as well as, with a slight abuse of notation, its underlying
set). As we prove new results, we will progressively impose further requirements on D:
• that its relation ≤ is a partial order hereafter,
• that it has finite suprema (e.g. it is halved) in Section 3 and onwards,
• that it is a halved subdisgroup of R≥0 containing 1 in Section 4 and onwards,
• that it is a halved disring in Section 7.
We will require not just metric spaces, but also their generalizations. Pseudometric is a
common generalization of a metric; what we term ‘protometric’, less so.
Definition 2.32 Let d : X ×X → D be a map. We call X = (X, d)
• a D-protometric space when
d(a, b) = d(b, a), (symmetry)
d(a, b) + d(b, c) ≥ d(a, c) (triangle inequality)
hold for all a, b, c ∈ X ,
• a D-pseudometric space when additionally
d(a, a) = 0
for all a ∈ X ,
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• a D-metric space when furthermore
d(a, b) = 0 =⇒ a = b
holds for all a, b ∈ X .
The latter two conditions can be summarized as d(a, b) = 0 ⇐⇒ a = b.
The map d is called the (proto-, pseudo-)metric, or more informally, the distance on X .
Of course, the usual definition of (pseudo)metric spaces matches R≥0-(pseudo)metric
spaces in the sense of Definition 2.32.
Recall we mentioned that ↔ in a disgroup can be viewed as an “internal distance”. We
can now make this precise.
Proposition 2.33 Every disgroup D is a D-metric space with ↔ as the distance.
Proof. Follows immediately from definitions.
The morphisms of metric spaces we will mostly work with are the following.
Definition 2.34 The map f : X → Y map between D-(proto-, pseudo-)metric spaces X =
(X, dX) and Y = (Y, dY) is
• non-expansive when dY
(
f(x), f(y)
)
≤ dX(x, y) for all x, y ∈ X ,
• an isometry when dY
(
f(x), f(y)
)
= dX(x, y) for all x, y ∈ X ,
• an isometric embedding when it is an injective isometry,
• an isometric isomorphism when it is a bijective isometry (and hence its inverse is an
isometry as well).
Remark 2.35 Non-expansive maps are often taken as morphisms of a category of metric
spaces, and are called metric maps in that context. The isomorphisms of this category are
isometric isomorphisms.
The following definition is also useful when talking about the Urysohn space.
Definition 2.36 A finite partial isometry X ⇀ Y is an isometry which maps from a finite
subset of X to Y .
Next, we recall what (binary) products of (proto-, pseudo-)metric spaces are. For spaces
X = (X, dX), Y = (Y, dY) there are many reasonable choices for the metric on the product
X×Y , all yielding the same topology. The two product metrics we will use in this paper are
the ∞-metric (also called the sup-metric), given by
d∞
(
(x, y), (x′, y′)
)
:= sup{dX(x, x
′), dY(y, y
′)},
and the 1-metric (also know as the “taxicab” metric)
d1
(
(x, y), (x′, y′)
)
:= dX(x, x
′) + dY(y, y
′).
These definitions extend to general finite products. Note that projections are non-expansive
maps in either case.
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We defined metric spaces in stages, going through protometric and pseudometric spaces
first. These will also be the stages of the construction of the Urysohn space. We observe here
that there are natural passages between the notions.
Given a D-protometric space X = (X, d), define its kernel by
ker(X) := {x ∈ X | d(x, x) = 0} .
It is immediate that the kernel of a D-protometric space is a D-pseudometric space. The
inclusion ker(X) →֒ X is of course an isometric embedding.5
In any D-pseudometric space X = (X, d) we can define the relation ∼ for a, b ∈ X by
a ∼ b :=
(
d(a, b) = 0
)
.
It is easy to see that this is an equivalence relation. The quotient it induces is called the
Kolmogorov quotient6, and it is a D-metric space for the metric (which we’ll by a slight abuse
of notation denote by the same symbol) d([a], [b]) := d(a, b) (properties of a pseudometric
imply that this is well-defined). From this it is clear that the Kolmogorov quotient map is a
surjective isometry.7
Remark 2.37 Actually, the converse also holds: any surjective isometry from a pseudomet-
ric to a metric space is, up to isometric isomorphism, the Kolmogorov quotient map. As
for the injectivity of isometries, while they need not be injective in general, recall that they
perforce are if their domain is a metric space.
3 Countable Urysohn Space
A typical construction of the Urysohn space involves constructing a rational version, and then
the actual Urysohn space is its completion [22, 8]. In this section we generalize this approach,
refining the construction we presented in [11]. The idea is to construct a metric space which
has the extension property much like the Urysohn space, but has distances limited to a
disgroup D, and is not yet complete. We do so in three steps: we construct a D-protometric
candidate, refine it to a D-pseudometric space of which we take the Kolmogorov quotient to
obtain the desired D-metric space.
Define two sequences of sets inductively as follows: let −1WD := ∅, and then
nAD := (n−1WD × D)
∗
and nWD := n−1WD + nAD for n ∈ N.
In words, we start with the empty set, and then repeatedly make finite tuples of elements
that we already have, together with some elements from D. Note that 0WD is a singleton,
as we can make only the empty tuple from zero elements. Consequently 1AD ∼= D∗ and
1WD ∼= D∗ + 1. The later sets get more complicated quickly.
We adopt the following notation. Taking the elements a0, . . . , al−1 ∈ n−1WD and α0, . . . , αl−1 ∈
D, we denote the tuple, constructed from these elements, by n(ai, αi)i∈N<l ∈ nAD ⊆ nWD.
5In categorical terms, the subcategory of D-pseudometric spaces is coreflective in the category of D-
protometric spaces, the kernel is the coreflector, and its inclusion is the counit of the adjunction.
6In classical general topology the Kolmogorov quotient of a topological space is constructed by identifying
points which have the same neighbourhoods, thus obtaining a T0 space. In pseudometric spaces the points
with the same neighbourhoods are precisely those at zero distance.
7The categorical interpretation is that the subcategory of D-metric spaces is reflective in the category of
D-pseudometric spaces, the Kolmogorov quotient is the reflector, and the quotient map is the unit of the
adjunction.
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We call n the age, and l the length of the tuple while ais are its predecessors. Note that “the
same” tuple appears at all the later ages as well, but (in view of using disjoint unions) we
consider these tuples to be different elements: n(ai, αi)i∈N<l 6= m(ai, αi)i∈N<l if n 6= m. In
particular, the empty tuple appears at all the ages (from 0 onwards).
The idea behind this construction is that a tuple n(ai, αi)i∈N<l should represent a point
which is at distances αi from ais, and so by inductively adding these tuples, the space we
obtain in the end should satisfy the extension property (roughly speaking, as not all choices
of distances are valid; we deal with this below). We define WD to be the set of all such
tuples, i.e. WD :=
∐
n∈N nAD; equivalently, WD is the colimit (or the direct limit, or the
union if you will) of all nWDs.
For now, these definitions should be considered on the formal level; we cannot just make
a sequence of sets like this in our setting. We prove that these definitions are valid by
constructing an explicit model of WD, nADs and nWDs.
The idea is that a tuple should be encoded by its age, the encodings of its predecessors, and
prescribed distances (we’ll be able to infer the length) which can be done with a combination
of natural numbers and the elements of D. Let (x) denote the encoding of a tuple x; then
inductively, for a = n(ai, αi)i∈N<l ,
(a) :=
(
n, α0, a0, n, α1, a1, n, . . . , n, αl−1, al−1, n
)
.
Thus the age of a is the first term of the sequence, and the length is the number of times
the age n appears, minus one. The encodings of predecessors are unambigously separated by
ns, as predecessors necessarily have lesser ages. In conclusion, WD is the subset of (N+ D)
∗
containing those sequences which start with a natural number (say n), end by n as well, all
natural numbers appearing in the sequence are ≤ n, the first term after every n (except the
last one) is in D, and recursively, for every two consecutive ns the sequence between them,
minus the first term, is a valid encoding of a tuple of an age < n. Finally, define nAD to be
the set of those elements from thusly represented WD which have the first term n, and nWD
to contain the elements with the first term ≤ n.
This representation notwithstanding, we still prefer to write the elements of WD as tuples
of the form n(ai, αi)i∈N<l , as these are easier to deal with than the encodings.
Our next task is to equip WD with the distance. As mentioned, the intuition is that the
distances of n(ai, αi)i∈N<l from ais should be αis, but defining the distance between different
tuples is a non-trivial task, as we need to satisfy all triangle inequalities (or in our case, the
condition for a D-protometric) at once. Generally there are many solutions, as a triangle
inequality bounds a distance to an interval, not a single point. It turns out, however, that
we want the “minimal” solution which is to say that the distance between tuples with similar
terms is small (see Proposition 3.4 below) which we rely upon in the next section to show
that the completion is the actual Urysohn space.
Let age(a) and lnth(a) denote the age and the length of a tuple a, respectively. We define
the map d : WD ×WD → D for a = age(a)(ai, αi)i∈N<lnth(a) , b = age(b)(bj , βj)j∈N<lnth(b) ∈ WD
inductively on age(a) + age(b) as
d(a, b) := sup
({
d(ai, b)↔αi
∣∣ i ∈ N<lnth(a)} ∪ {d(a, bj)↔βj ∣∣ j ∈ N<lnth(b)}).
This inductive definition is convenient, as we do not need the base case since eventually we
end up calculating (the distance of the empty tuple to itself which is) the supremum of the
empty set (namely 0).
Proposition 3.1 (WD, d) is a D-protometric space.
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Proof. Let a = age(a)(ai, αi)i∈N<lnth(a) , b = age(b)(bj , βj)j∈N<lnth(b) , c = age(c)(ck, γk)k∈N<lnth(c) ∈
WD denote three general elements of WD.
• symmetry
By induction on age(a) + age(b):
d(b, a) =
= sup
({
d(bj , a)↔βj
∣∣ j ∈ N<lnth(b)} ∪ {d(b, ai)↔αi ∣∣ i ∈ N<lnth(a)}) =
= sup
({
d(a, bj)↔βj
∣∣ j ∈ N<lnth(b)} ∪ {d(ai, b)↔αi ∣∣ i ∈ N<lnth(a)}) =
= d(a, b).
• triangle inequality
By induction on age(a) + age(b) + age(c); it is sufficient to verify that every value of
the set, of which supremum is d(a, c), is at most d(a, b) + d(b, c).
d(ai, c)↔αi ≤ d(ai, b)↔αi + d(b, c) ≤ d(a, b) + d(b, c)
d(a, ck)↔ γk ≤ d(a, b) + d(b, ck)↔ γk ≤ d(a, b) + d(b, c)
Let λ, µ ∈ D and a := 1
(
0(), λ, 0(), µ
)
. Note that d(a, a) = λ↔µ which is in general not
zero, so (WD, d) is not a D-pseudometric space. This shouldn’t be too surprising, as a is
supposed to be a point which is at distances both λ and µ from 0() which makes sense only
when λ = µ (which is when λ↔µ = 0). More generally, distances should respect triangle
inequalities, and we see that we need to trim WD to tuples that do.
Define inductively −1VD := ∅,
nBD :=
{
n(ai, αi)i∈N<l ∈ nAD
∣∣∣ ∀ i∈N<n . ai ∈ n−1VD ∧
∧ ∀ i, j ∈N<n . (d(ai, aj)↔αi ≤ αj)
}
,
nVD := n−1VD + nBD for n ∈ N.
Finally, let VD :=
∐
n∈N nBD, or equivalently, VD is the colimit od nVDs. To see that we
have models of these sets, just consider them as subsets nVD ⊆ nWD, VD ⊆ WD. We say
that a tuple a ∈WD is permissible when a ∈ VD.
Theorem 3.2 For every permissible tuple a = age(a)(ai, αi)i∈N<lnth(a) ∈ VD we have d(a, a) =
0, or equivalently, d(a, ai) = αi for every i ∈ N<lnth(a).
Proof. It is easy to see that the statements in the theorem are equivalent; we focus on
actually proving them. We do so by induction on age(a).
In the base case age(a) = 0, i.e. a = 0(), there is nothing to prove. For a general a
describe all its predecessors inductively as follows:
aj0,j1,...,jr = (aj0,j1,...,jr,jr+1 , αj0,j1,...,jr ,jr+1)jr+1∈N<lnth(aj0,j1,...,jr )
.
The heart of the proof is in the following Claim:
• Let l ∈ N and ji ∈ N<lnth(aj0,j1,...,ji−1 ) for all i ∈ N≤l. Assume that for all jl+1 ∈
N<lnth(aj0,j1,...,jl )
we have
d(a, aj0,j1,...,jl+1) ≤ αj0 + αj0,j1 + αj0,j1,j2 + . . .+ αj0,j1,...,jl + αj0,j1,...,jl+1 .
Then d(a, aj0,j1,...,jl) ≤ αj0 + αj0,j1 + αj0,j1,j2 + . . .+ αj0,j1,...,jl .
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Proof. We have
d(a, aj0,j1,...,jl) = sup
{{
d(ai, aj0,j1,...,jl)↔αi
∣∣ i ∈ N<lnth(a)}∪
∪
{
d(a, aj0,j1,...,jl+1)↔αj0,j1,...,jl+1
∣∣ jl+1 ∈ N<lnth(aj0,j1,...,jl )}}.
For i ∈ N<lnth(a) recall permissibility and the original induction hypothesis.
d(ai, aj0,j1,...,jl)↔αi ≤ d(ai, aj0)↔αi + d(aj0 , aj0,j1,...,jl) ≤
≤ d(ai, aj0)↔αi + d(aj0 , aj0,j1) + d(aj0,j1 , aj0,j1,j2) + . . .+
+d(aj0,j1,...,jl−1 , aj0,j1,...,jl) ≤ αj0 + αj0,j1 + αj0,j1,j2 + . . .+ αj0,j1,...,jl
As for the second part, take any jl+1 ∈ N<lnth(aj0,j1,...,jl ).
αj0,j1,...,jl+1 = d(aj0,j1,...,jl , aj0,j1,...,jl+1) ≤
≤ d(a, aj0,j1,...,jl+1) + d(a, aj0,j1,...,jl) ≤
≤ d(a, aj0,j1,...,jl+1) + αj0 + d(aj0 , aj0,j1,...,jl) ≤ d(a, aj0,j1,...,jl+1) + αj0+
+d(aj0 , aj0,j1) + d(aj0,j1 , aj0,j1,j2) + . . .+ d(aj0,j1,...,jl−1 , aj0,j1,...,jl) =
= d(a, aj0,j1,...,jl+1) + αj0 + αj0,j1 + αj0,j1,j2 + . . .+ αj0,j1,...,jl
The last inequality to prove,
d(a, aj0,j1,...,jl+1) ≤ αj0,j1,...,jl+1 + αj0 + αj0,j1 + αj0,j1,j2 + . . .+ αj0,j1,...,jl ,
holds by assumption.
Notice that this Claim serves not only as the inductive step, but also as the base of
induction since when we reach the empty tuple (which is after at most age(a) steps), the
condition is vacuous. In the end we obtain d(a, aj0) ≤ αj0 .
The reverse inequality is easier:
d(a, aj0 ) ≥ d(aj0 , aj0)↔αj0 = αj0
since d(aj0 , aj0) = 0 by the induction hypothesis.
This proves that VD is a D-pseudometric space. In fact, we claim it contains precisely the
tuples from WD such that they, and their predecessors, and the predecessors’ predecessors
etc. are at distance 0 to themselves.
Theorem 3.3
1. Define the map r : WD → VD for a = age(a)(ai, αi)i∈N<lnth(a) ∈ WD inductively on
age(a) by
r(a) := age(a)
(
r(ai), d
(
a, r(ai)
))
i∈N<lnth(a)
.
The map r is well defined (we need to verify r(nAD) ⊆ nBD) and a retraction of WD
onto VD (i.e. r|VD = IdVD).
2. Define inductively −1V
′
D := ∅,
nV
′
D :=
{
a = age(a)(ai, αi)i∈N<lnth(a) ∈ nWD
∣∣∣ d(a, a) = 0 ∧ ∀ i∈N<lnth(a) . ai ∈ n−1V′D} .
Then nVD = nV
′
D for all n ∈ N.
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Proof.
1. • r(nAD) ⊆ nBD for all n ∈ N
By induction on n. Clearly the age of the tuple is preserved by r if the ages of
predecessors are. To see that r maps tuples to permissible ones, note that r-images
of predecessors are permissible by the induction hypothesis, and the condition
d(r(ai), r(aj))↔ d(a, r(ai)) ≤ d(a, r(aj))
holds by triangle inequality.
• r|
nVD
= Id
nVD
Take a = age(a)(ai, αi)i∈N<lnth(a) ∈ nVD; we verify r(a) = a. By induction on n
we have r(ai) = ai for all i ∈ N<lnth(a), and the condition d(a, ai) = αi holds by
Theorem 3.2.
2. Induction on n, together with Theorem 3.2, tells us that nVD ⊆ nV′D for all n. For the
converse it is sufficient to verify r(a) = a for all a = age(a)(ai, αi)i∈N<lnth(a) ∈ nV
′
D. By
the induction hypothesis r(ai) = ai for all i, so we only still need to see d(a, ai) = αi,
but this follows from the assumption d(a, a) = 0.
However, VD is not a metric space — to obtain different tuples at distance 0, try for
example changing the order of terms in the tuple, repeat the terms, or simply consider any
a ∈ nVD and n+1(a, 0).
We define UD to be the Kolmogorov quotient of VD. As such, it is a D-metric space.
Proposition 3.4 Let a = age(a)(ai, αi)i∈N<l , b = age(b)(bj , βj)j∈N<l ∈ VD be tuples of the
same length l ∈ N. For any ǫ, ǫ′ ∈ D if αi↔βi ≤ ǫ and d(ai, bi) ≤ ǫ
′ for all i ∈ N<l, then
d(a, b) ≤ ǫ+ ǫ′.
Proof.
d(ai, b)↔αi ≤ d(bi, b)↔αi + d(ai, bi) = βi↔αi + d(ai, bi) ≤ ǫ+ ǫ
′
d(a, bi)↔βi ≤ d(a, ai)↔βi + d(ai, bi) = αi↔βi + d(ai, bi) ≤ ǫ+ ǫ
′
Corollary 3.5 Let l ∈ N, ω0, . . . , ωl−1 ∈ D and a = age(a)(ai, ωi)i∈N<l , b = age(b)(bj, ωj)j∈N<l ∈
VD such that d(ai, bi) = 0 for all i ∈ N<n. Then d(a, b) = 0.
Proof. Take ǫ = ǫ′ = 0 in Proposition 3.4.
Denote
PD :=
{
(xi, χi)i∈N<l ∈ (UD × D)
∗ ∣∣ ∀ i, j ∈N<l . (d(xi, xj)↔χi ≤ χj)} ,
and let ED : PD → UD be given as
ED
((
[ai], χi
)
i∈N<l
)
:=
[
sup{age(ai) | i∈N<l}+1(ai, χi)i∈N<l
]
.
Note that the map ED is well defined by Corollary 3.5.
Lemma 3.6 We have d
(
ED((xi, χi)i∈N<l), xk
)
= χk for all k ∈ N<l.
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Proof. By Theorem 3.2.
We claim that the existence of such a map ensures an extension property, similar to the
one that the Urysohn space has. For this reason we introduce the following definition.
Definition 3.7 Let
• (U ′, d′) be a D-metric space,
• P ′
D
:=
{
(xi, χi)i∈N<l ∈ (U
′ × D)∗
∣∣ ∀ i, j ∈N<l . (d′(xi, xj)↔χi ≤ χj)}, and
• E ′
D
: P ′
D
→ U ′ a map with the property
∀ (xi, χi)i∈N<l ∈P
′
D
. ∀ k∈N<l . d
′
(
E
′
D
((xi, χi)i∈N<l), xk
)
= χk.
Then (U ′, d′, E ′
D
) is called a D-Urysohn space.
Theorem 3.8 Let (U ′, d′, E ′
D
) be a D-Urysohn space and let
• (X, dX, s : N → 1 + X) be a countable D-metric space (with s the enumeration of its
elements),
• F ⊆ X a finite subset with enumeration F = {y0, . . . , yk−1},
• e : F → U ′ an isometry.
Then there exists a canonical choice of an isometry f : X → U ′ such that f |F = e.
Proof. Notice that E ′
D
allows us to extend the isometry for one point, so the idea is to use
it inductively, first for F , then adding more and more terms of the sequence s. Explicitly, if
sn ∈ X , define f(sn) inductively on n ∈ N as
f(sn) := E
′
D
((
e(yi), dX(sn, yi)
)
i∈N<k
::
(
f(sj), dX(sn, sj)
)
j∈N<n∩s−1(X)
)
.
The map f is well defined — if sn equals some x ∈ F∪
(
s(N<n)∩X
)
, then d′
(
f(sn), f(x)
)
= 0,
so f(sn) = f(x). For the same reason f is an extension of e.
Thus UD, and more generally any D-Urysohn space, satisfies the extension property for
finite partial isometries from countable D-metric spaces. The converse of course also holds: if
we have a canonical choice of extending finite partial isometries, then E ′
D
can be defined as its
special case. To see this, take
(
xi, χi
)
i∈N<l
∈ P ′
D
and let F := {xi | i ∈ N<l} be the metric
subspace of U ′. Declare X ′ to be F , together with another point ∗ which is at distance χi to
xi for all i ∈ N<l. Let X be the Kolmogorov quotient of X
′, to ensure that it is metric (X ′
might not have been, as some χis could potentially be zero). Extend the isometric embedding
F →֒ U ′ and declare that E ′
D
((xi, χi)i∈N<l) is the image of ∗.
Corollary 3.9 Any countable D-metric space can be isometrically embedded into a D-Urysohn
space.
Proof. Extend the finite partial isometry with the empty domain.
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How many different D-Urysohn spaces are there, though? In the remainder of this section
we verify, that when D is countable, UD is the only countable D-Urysohn space up to isometric
isomorphism.
Lemma 3.10 For any set A there exists a mapping which takes a surjection f : N→ A to a
surjection N→ A∗.
Proof. Fix a bijection N ∼= N∗ and compose it with
∐
n∈N f
n.
Lemma 3.11 Suppose D is countable. Then there exists a sequence of sequences s : N×N→
WD such that for every n ∈ N the image of sn is nAD.
Proof. Recall that there exists a sequence of bijections bn : N → Nn, n ∈ N≥1. Also, let
c : N→ D be a surjection (it exists because D is inhabited (e.g. 0 ∈ D) and countable).
We define the sequences sn : N→ nAD inductively on n ∈ N. Let s0 be the only possible
map N → 0AD, i.e. the constant sequence with terms 0(). Suppose now that n ∈ N≥1,
and that we already defined s0, . . . , sn−1. Note that the map t : N → n−1WD, defined by
t(k) := (s0, . . . , sn−1) ◦ bn(k), is surjective. Thus the map (t × c) ◦ b2 : N → n−1WD × D is
surjective as well. Use Lemma 3.10 to obtain sn.
Lemma 3.12 The following statements are equivalent.8
1. D is countable.
2. (N+ D)
∗
is countable.
3. WD is countable.
4. VD is countable.
5. UD is countable.
Proof.
• (1⇒ 2)
If D is countable, so is N+ D. Now use Lemma 3.10.
• (2⇒ 1)
The image of a countable set is countable, and D is the image of (N+ D)
∗
via the map
which takes the empty list and lists which start with a natural number to 0, and a list
which starts with λ ∈ D to λ. Obviously this map is surjective.
• (1⇒ 3)
Lemma 3.11 gives a surjection N×N→WD. Precompose it with a bijection N ∼= N×N.
• (3⇒ 4)
Because VD is an image (even a retract) of WD by Theorem 3.3.
• (4⇒ 5)
Because UD is an image of VD via the Kolmogorov quotient map.
8Classically the implications 2 ⇒ 3 ⇒ 4 are trivial since VD ⊆ WD ⊆ (N+ D)
∗. Constructively some
work is required, because a subset of a countable set need not be countable.
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• (5⇒ 1)
Because D is an image of UD via the map a 7→ d(a, [0()]). This is indeed a surjective
mapping, as for every λ ∈ D we have d
(
[1(0(), λ)], [0()]
)
= λ.
Theorem 3.13 Suppose (U ′, d′, E ′
D
: P ′
D
→ U ′) and (U ′′, d′′, E ′′
D
: P ′′
D
→ U ′′) are D-Urysohn
spaces. Then there exists a mapping which takes any surjections s′ : N→ U ′ and s′′ : N→ U ′′
to an isometric isomorphism U ′ → U ′′.9
Proof. The standard proof using the so-called back-and-forth method goes as follows:
inductively construct mutually inverse isometries between U ′ and U ′′ by extending one isom-
etry (using E ′′
D
) over the first element in s′ on which it is not yet defined (extending also the
other one to be inverse to it), then extending the other isometry (using E ′
D
) similarly. Con-
tinue this ad infinitum. Since s′ and s′′ are surjective, we exhaust all elements in U ′ and U ′′,
thus obtaining surjective isometries between metric spaces, hence isometric isomorphisms.
Hidden in this proof is the implicit assumption that U ′ and U ′′ have decidable equality.
We adopt the proof to work constructively as well.
We inductively on n ∈ N define t′n : N2n → U
′, t′′n : N2n → U
′′ and isometries fn : im(t
′
n)→
U ′′ and gn : im(t
′′
n) → U
′ as follows. Let t′0, t
′′
0 , f0 and g0 be the empty maps (the only
possibility, as they have the empty domain). Now suppose t′k, t
′′
k, fk, gk have been defined
for all k ∈ N≤n, and denote
a := E ′′
D
((
fn
(
t′n(i)
)
, d′
(
s′(n), t′n(i)
))
i∈N<2n
)
,
b := E ′D
((
gn
(
t′′n(i)
)
, d′′
(
s′′(n), t′′n(i)
))
i∈N<2n
::
(
a, d′′(s′′(n), a)
))
.
We used E ′
D
and E ′′
D
on elements of P ′
D
and P ′′
D
because we took distances from metric
spaces. Define:
t′n+1
∣∣
N<2n
:= t′n, t
′
n+1(2n) := s
′(n), t′n+1(2n+ 1) := b,
t′′n+1
∣∣
N<2n
:= t′′n, t
′′
n+1(2n) := a, t
′′
n+1(2n+ 1) := s
′′(n),
fn+1|im(t′n) := fn, f(t
′
n+1(2n)) := a, f(t
′
n+1(2n+ 1)) := s
′′(n),
gn+1|im(t′′n) := gn, g(t
′′
n+1(2n)) := s
′(n), g(t′′n+1(2n+ 1)) := s
′′(n).
The defining property of E ′
D
and E ′′
D
implies that fn+1 and gn+1 are well defined (for example,
t′n+1(2n) might equal some previous term, but then their distance is zero, as is the distance
of their f -images which then match), and that they are isometries.
Let f and g be colimits of fns and gns, respectively. We see that they are total on U
′,
U ′′ since s′, s′′ are surjective and s′(N<n) ⊆ im(t
′
n) and s
′′(N<n) ⊆ im(t
′′
n). By construction
they are mutually inverse isometries between U ′ and U ′′.
Corollary 3.14 Up to isometric isomorphism there exists at most one countable D-Urysohn
space. Thus if D is countable, then UD is (up to isometric isomorphism) the sole countable
D-Urysohn space.
9A classical mathematician writing this theorem would likely also add the assumption that some surjections
N→ U ′, N→ U ′′ actually exist. But the theorem is still true even if U ′ and/or U ′′ aren’t countable; we just
get a mapping with an empty domain.
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Proof. Any D-Urysohn space has to be inhabited (as every countable D-metric space,
including 1, can be embedded into it by Corollary 3.9), thus for a countable one there exists
a surjection from N onto it. The first part of the corollary now follows from the preceding
theorem. For the second one use the fact that UD is indeed a D-Urysohn space, and moreover
countable by Lemma 3.12 if D is.
4 Real Numbers and Metric Completion
We want to construct the Urysohn space as the completion of UD for a suitable D which leads
us to the question what is a completion of a metric space. Classically one constructs a com-
pletion as the set of equivalence classes of Cauchy sequences; call this the Cauchy completion,
and call a metric space in which every Cauchy sequence converges Cauchy complete. This
construction is problematic in our case for two reasons. First of all, constructively (when not
assuming countable choice) this theory does not work well since the Cauchy completion need
not be Cauchy complete [14]. Second, even if we are not concerned about constructivism,
there is a method of completing a space which lends itself far better to our construction of
the Urysohn space (and is arguably simpler, in particular no quotients are involved). Before
we can present it however, we need to say something about real numbers.
Normally one does not bother with how the reals are explicitly constructed; one merely
uses the fact that they are a field with all the rest of the structure. We will not have this
luxury; we will in some cases need to explicitly prove that something is/determines a real
number. However, in the spirit of proving our theorems in as general setting as we can,
we prefer not to choose a specific model of reals, as different varieties of constructivism use
different ones. Therefore, instead of choosing a construction of reals, we make some postulates
about them.
Postulate 4.1 The set of real numbers R is a halved lattice ring. Moreover, it is equipped
with a relation < (the strict order) which satisfies the following conditions for all a, b, x ∈ R.
• ¬(a < b) ⇐⇒ b ≤ a
• ¬(a < b ∧ b < a) (asymmetry)
• a < b =⇒ a < x ∨ x < b (cotransitivity)
• a < b ⇐⇒ a+ x < b+ x (additivity)
• 0 < x =⇒ (a < b ⇐⇒ a · x < b · x)
• x < 0 ∨ 0 < x ⇐⇒ ∃ y ∈R . x · y = 1
• 0 < x ⇐⇒ ∃n∈N . 2−n ≤ x
The last condition is (in the presence of others) actually the Archimedean axiom in disguise.
Corollary 4.2
1. R is a commutative group with absolute value, and therefore also a metric space with
the Euclidean metric.
2. R≥0 is a halved disring.
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Proof. By Propositions 2.22 and 2.28.
The second postulate describes the property that a real number can be given in terms of
its (arbitrarily good) lower and upper approximations. Essentially we are saying that R is
Dedekind complete.
Postulate 4.3 Let L,U ⊆ R have the properties
• ∀ q ∈L . ∀ r∈U . q ≤ r,
• ∀ ǫ∈R>0 . ∃ q ∈L . ∃ r∈U . r ≤ q + 2ǫ.
Then there exists a unique x ∈ R such that supL = x = inf U .10
Let us now return to metric spaces. The presence of the relation< on the reals (something
which we didn’t have in a general disring, but see Subsection 9.3) lets us no longer defer the
standard metric definitions which use it.
Definition 4.4 Let X = (X, dX) be a protometric space.
• The subset
BX (x, r) := {y ∈ X | dX(x, y) < r}
is called the (open) ball with the center x ∈ X and the radius r ∈ R.
• A subset A ⊆ X is dense in the spaceX when every ball with a positive radius intersects
it, i.e. when
∀x∈X . ∀ r∈R>0 . ∃ a∈A . dX(x, a) < r
holds.
Lemma 4.5 Let D be a halved subdisgroup of R≥0 with 1 ∈ D (e.g. D is a halved subdisring).
1. D contains all non-negative diadic rational numbers, i.e. ∀m,n∈N . m2n ∈ D.
2. D is dense in R≥0.
Proof.
1. Since D contains 0 and 1 and is closed for addition, it contains all natural numbers.
Due to the halving map it then contains all non-negative diadic rationals.
2. Because non-negative diadic rationals are dense in R≥0.
10Obviously multiplying ǫ by 2 in the second condition doesn’t change the content of the statement, but
this form is more useful since in practice we usually determine both r and q up to ǫ away from x, and then
they differ by as much as twice this amount.
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In addition to the maps in Definition 2.34, the following classes of maps will also be
relevant to us.
Definition 4.6 The map f : X → Y between protometric spaces X = (X, dX), Y = (Y, dY)
is:
• a dense isometry when it is an isometry with a dense image in Y,
• a Lipschitz map when there exists a Lipschitz coefficient C ∈ R>0, such that for every
x, y ∈ X we have dY
(
f(x), f(y)
)
≤ C · dX(x, y),
• an area Lipschitz map when there exists R ∈ R>0 such that f is Lipschitz on all balls
of radius R in X , that is,
∃R∈R>0 . ∀x∈X . ∃C ∈R>0 . ∀ y∈BX (x, r) . (dY(f(x), f(y)) ≤ C · dX(x, y)) ,
• continuous when it satisfies the usual ǫ-δ condition
∀x∈X . ∀ ǫ∈R>0 . ∃ δ ∈R>0 . ∀ y ∈BX (x, δ) . dY(f(x), f(y)) < ǫ.
It should be clear that these properties imply the later ones.
Remark 4.7 In the definition of a Lipschitz map we purposefully restrict the coefficient to
be a positive number, because we often divide by it. It changes nothing, as the Lipschitz
coefficient can always be increased. The definition of an area Lipschitz map is new. Since we
are saying that a map is Lipschitz on some balls, one might also consider the name locally
Lipschitz, but this would be misleading, I think. The point of a local property is that it
holds on arbitrarily small balls, but here the purpose is quite different: we want the Lipschitz
property on sufficiently large balls.
As is well known, a continuous map between metric spaces is determined already by its
values on a dense subset. We recall the proof just so that we notice that the domain of the
map can more general.
Lemma 4.8 Let f : X → Y be a continuous map from a protometric space X = (X, dX) to
a metric space Y = (Y, dY). Let i : X → X ′ be a dense isometry between protometric spaces
X, X′ = (X ′, dX′). Then there exists at most one continuous map X
′ → Y which extends f ,
i.e. for all continuous maps g, h : X ′ → Y the statement g ◦ i = f = h ◦ i implies g = h.
Proof. Take any a ∈ X ′ and suppose dY(g(a), h(a)) > 0. Let ǫ :=
dY(g(a),h(a))
2 . By
continuity of g and h there exists δ ∈ R>0, so that dY(g(a), g(b)) < ǫ and dY(h(a), h(b)) < ǫ
for all b ∈ X ′ less that δ away from a. Let x ∈ X be such, that dX′(i(x), a) < δ. Then
dY(g(a), h(a)) ≤ dY(g(a), g(i(x))) + dY(g(i(x)), h(i(x))) + dY(h(i(x)), h(a)) <
< ǫ+ 0 + ǫ = dY(g(a), h(a)),
a contradiction, so dY(g(a), h(a)) = 0. Since Y is metric, g(a) = h(a).
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In a similar vein we can test the relation ≤ between continuous maps just on dense subsets
of their domain.
Corollary 4.9 Let X = (X, dX) be a protometric space and A ⊆ X its dense subset.
1. Let f, g : X → R be continuous maps, such that f(a) ≤ g(a) for all a ∈ A. Then
f(x) ≤ g(x) for all x ∈ X.
2. Let f : X → R be a continuous map. If the supremum sA := sup {f(a) | a ∈ A} exists
(as a real number), then so does sX := sup {f(x) | x ∈ X}, and they are equal.
Proof.
1. The maps x 7→ f(x)+f(x)↔ g(x) and x 7→ g(x) match on A (and are continuous since
f and g as well as ↔ on R are), and therefore on the whole X by the previous lemma.
2. Suppose sA exists; by the previous item f(x) ≤ sA for all x ∈ X which is sufficient for
the existence of sX and the equality sX = sA.
Lemma 4.10 Let X = (X, dX), Y = (Y, dY), Z = (Z, dZ) be protometric spaces, i : X →
Y a dense isometry and f : Y → Z a continuous map. Then f is a dense isometry/an
isometry/non-expansive/Lipschitz/area Lipschitz if and only if its restriction f ◦ i is (with
the same parameters, such as the Lipschitz coefficient).
Proof. It is straightforward that restrictions of such maps also have these same proper-
ties. For the converse note that by Corollary 4.9(1), if dZ(f(i(x)), f(i(y))) ≤ C · dX(x, y)
(resp. dZ(f(i(x)), f(i(y))) ≥ C · dX(x, y)) holds on some A ⊆ X , then dZ(g(x)), g(y))) ≤
C · dY(x, y) (resp. dZ(g(x)), g(y))) ≥ C · dY(x, y)) holds on any subset of Y into which A
densely embeds via i. Also, since the image of f ◦ i is contained in the image of f , if f ◦ i is
dense, so is f .
In the remainder of the section we discuss the completness of (pseudo)metric spaces. It is
useful to have a definition of completness which is independent of the model. The definition
below is the formalization of the fact that the completion is the largest metric space into
which a metric space can be densely isometrically embedded. Also, we generalize the notion
to include protometric spaces.
Definition 4.11 The completion of a protometric space X is a space X̂, together with a
dense isometry i : X → X̂, such that for every dense isometry f : X → Y there exists a
unique dense isometry g : Y → X̂, for which i = g ◦ f .
This can be succinctly put in categorical terms. Let M be the category of (proto)metric
spaces and dense isometries. Then the completion of X is the terminal object in the coslice
category X/M. Since is it given by a universal property, it is determined up to (in this case
isometric) isomorphism.
We say that a space X is complete when its identity (equivalently, any isometric isomor-
phism with domain X) is its completion.
When the dense isometry i : X → X̂ is understood, we often simply say that the com-
pletion of X is just the space X̂. Clearly, if f : X → Y is a dense isometry, then X and Y
have the “same” completion, in the sense that if j : Y → Z is the completion of Y, then
j ◦ f : X→ Z is the completion of X, and if i : X→ Z is the completion of X and j : Y → Z
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the unique dense isometry for which i = j ◦ f , then j is the completion of Y. In particular,
a completion of a space is complete.
Remark 4.12 Note also, that a completion is always a metric space since the Kolmogorov
quotient map is a surjective, hence dense, isometry.
We recall two models of completion: the one with locations, and (assuming countable
choice) the one with Cauchy sequences. The idea for the first is that points a ∈ X in a
metric space are in bijective correspondence with maps d(a,—): X → R≥0 — the inverse
correspondence is taking the unique zero. It turns out that maps of the form d(a,—) are
precisely characterized as maps f : X → R≥0 which satisfy the triangle inequality |f(x) −
d(x, y)| ≤ f(y) and have a zero (its uniqueness follows from the previous condition). However,
note that these maps are non-expansive, and as such are determined by its values on a dense
subset. Restricting to a dense subset, “having a zero” becomes “attaining arbitrarily small
positive values”.
Definition 4.13 Let X = (X, dX) be a (pseudo)metric space. A map f : X → R≥0 is called
a location [17] on X when
• dX(x, y)↔ f(x) ≤ f(y) for all x, y ∈ X , and
• ∀ ǫ∈R>0 . ∃x∈X . f(x) ≤ ǫ.
We denote the set of locations on X by L (X).
From the above discussion we see that locations on X ought to represent distance maps from
points in the completion of X, and hence represent points of completion themselves. To
obtain the completion of X we thus need to equip L (X) with a metric and provide a dense
isometry from X into it.
For locations f, g : X → R≥0 define
dL (X)(f, g) := sup {f(x)↔ g(x) | x ∈ X} = inf {f(x) + g(x) | x ∈ X} .
To see that this supremum and infimum indeed exist and are equal, use Postulate 4.3. Take
any x, y ∈ X . Then
f(x)↔ g(x) ≤ f(x)↔ d(x, y) + d(x, y)↔ g(y) ≤ f(y) + g(y),
so the first condition from the postulate is satisfied. For the second, take any ǫ ∈ R>0. Then
there exists x ∈ X such that f(x) ≤ ǫ. Hence
f(x) + g(x) = g(x)− f(x) + 2f(x) ≤ f(x)↔ g(x) + 2ǫ.
Proposition 4.14
1. The map dL (X) : L (X)×L (X)→ R≥0 is a metric on L (X).
2. The map cX : X → L (X), given by cX(x) := dX(x,—), is a dense isometry.
3. Let g : X → Y be a dense isometry between pseudometric spaces X and Y = (Y, dY).
Then there exists a unique continuous map (necessarily a dense isometry) h : Y →
L (X) such that h ◦ g = cX. That is,
(
L (X), dL (X)
)
, together with cX, is a model of
completion of X in the sense of Definition 4.11.
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Proof.
1. Standard.
2. Take x, y ∈ X ; then
dL (X)
(
cX(x), cX(y)
)
= inf {d(x, z) + d(y, z) | z ∈ X} ≤ d(x, y) + d(y, y) = d(x, y),
dL (X)
(
cX(x), cX(y)
)
= sup {d(x, z)↔ d(y, z) | z ∈ X} ≥ d(x, y)↔ d(y, y) = d(x, y).
As for density, take any f ∈ L (X) and ǫ ∈ R>0. There is x ∈ X such that f(x) ≤ ǫ,
and then
dL (X)
(
cX(x), f
)
= inf {d(x, y) + f(y) | y ∈ X} ≤ d(x, x) + f(x) ≤ ǫ.
3. Define h(y)(x) := dY(g(x), y) for all y ∈ Y , x ∈ X . It is easy to see that this works. It
is unique by Lemma 4.8 and a dense isometry by Lemma 4.10.
We’ll use the construction of completion by locations in this paper, but we want to say
something about Cauchy sequences as well. Let Cauchy(X) be the set of Cauchy sequences
of a (pseudo)metric space X = (X, dX), and equip it with its standard pseudometric, that is,
dCauchy(X)
(
(an)n∈N, (bn)n∈N
)
:= lim
n→∞
dX(an, bn).
Further, let cs : X → Cauchy(X) map a point x ∈ X to a constant sequence with terms
x. Clearly, cs is a dense isometry. Finally, let q : Cauchy(X) → Cauchy(X)/∼ be the Kol-
mogorov quotient map of the pseudometric space
(
Cauchy(X), dCauchy(X)
)
. Then by defini-
tion the quotient space, together with the dense isometry q ◦ cs, is the Cauchy completion of
X. We say that a space is Cauchy complete when it is isometrically isomorphic to its Cauchy
completion.
The universal property of the completion ensures that the Cauchy completion isomet-
rically embeds into it (that is, the Cauchy completion can be regarded as a subspace of a
completion), but this embedding need not be surjective in general. The proposition below
recalls a sufficient condition for when it is.
Proposition 4.15 Assuming countable choice, the Cauchy completion is the completion in
the sense of Definition 4.11.
Proof. Let f : X → Y be a dense isometry between (pseudo)metric spaces X = (X, dX)
and Y = (Y, dY). Take an arbitrary y ∈ Y . By countable choice there exists a sequence
xn ∈ X , such that dY(f(xn), y) ≤ 2−n−1. Note that any two such sequences are equivalent,
so g(y) = [(xn)n∈N] determines a well-defined map g : Y → Cauchy(X)/∼. Observe that it is
a dense isometry satisfying g ◦ f = q ◦ cs, and is the only one such by Lemma 4.8.
Remark 4.16 In constructive and computational practice often not all Cauchy sequences
are taken for the completion, but only those with some prescribed rate of convergence; for
example, (an)n∈N is called a rapid Cauchy sequence when it satisfies the condition, that the
distance between an and an+1 is ≤ 2−n for all n ∈ N. The theory still works under this
restriction (in fact, the sequence we produced in the proof of the previous proposition is
rapid Cauchy).
Even if in general a Cauchy completion need not be complete, the converse does hold.
Proposition 4.17 A complete space is also Cauchy complete.
32
Proof. Let X = (X, dX) be a complete metric space. Observe that the Cauchy completion
X → Cauchy(X)/∼ and the map Cauchy(X)/∼ → X , which exists by the definition of
completion, are mutually inverse isometries.
Remark 4.18 We mentioned that the completion of a pseudometric space matches the com-
pletion of its Kolmogorov quotient (the same is true for the Cauchy completion). What about
the protometric spaces? One can see that performing the completion by locations yields the
same result as if we did it just for the kernel of the protometric space. Thus it would seem,
that whatever a reasonable definition of a completion of protometric spaces is, it ought to
match the completion of their kernels (but we won’t need this in this paper).
The universal property of completion tells us that dense isometries, defined on a dense
subspace and mapping into a complete space, can be extended to the whole space. As is
well known, this holds for more general maps.11 For us, the relevant classes of maps will be
non-expansive and area Lipschitz maps.
Proposition 4.19 Let X = (X, dX), Y = (Y, dY) be pseudometric spaces, i : X → Y a
dense isometry between them, A = (A, dA) a complete metric space, and f : X → A an
area Lipschitz map. Then there exists a unique continuous map g : Y → A which extends f ,
i.e. g ◦ i = f . Moreover:
• g is also area Lipschitz, for the same R,
• if f is Lipschitz, so is g, with the same Lipschitz coefficient (in particular, if f is
non-expansive, so is g),
• if f is an isometry, so is g.
Proof. The uniqueness of g follows from Lemma 4.8. For its existence it is sufficient
to construct an area Lipschitz extension g′ : Y → L (A); then g is g′, composed with the
isometric isomorphism L (A) ∼= A.
Let R ∈ R>0 witness that f is area Lipschitz. Fix an arbitrary y ∈ Y and a ∈ A, then
let z ∈ X be such, that dY(i(z), y) < R. Let C ∈ R>0 be a Lipschitz coefficient of f on the
ball BX (z,R). Declare:
L := {dA(a, f(x))− C · dY(i(x), y) | x ∈ BX (z,R)} ,
U := {dA(a, f(x)) + C · dY(i(x), y) | x ∈ BX (z,R)} .
Observe:
• for all x, x′ ∈ BX (z,R)
dA(a, f(x)) − C · dY(i(x), y) ≤
≤ dA(a, f(x
′)) + dA(f(x
′), f(x))− C · dY(i(x), i(x
′)) + C · dY(i(x
′), y) ≤
≤ dA(a, f(x
′)) + C · dX(x
′, x)− C · dX(x, x
′) + C · dY(i(x
′), y) =
= dA(a, f(x
′)) + C · dY(i(x
′), y),
11See [18] for the (constructive) proof for maps, uniformly continuous on bounded subsets.
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• for ǫ ∈ R>0 we may find x ∈ X such that dY(i(x), y) ≤ inf
{
ǫ
C
, R− dY(i(z), y)
}
, and
then
dA(a, f(x)) + C · dY(i(x), y) ≤ dA(a, f(x)) + ǫ ≤ dA(a, f(x)) − C · dY(i(x), y) + 2ǫ.
Let s := supL = inf U be the real number, determined by L, U by Postulate 4.3.
Define g′(y)(a) := s. We skip the technical verification that this works; do recall
Lemma 4.10 however for the last part of the proposition.
5 Complete Urysohn Space
Following the classical development, we now identify the Urysohn space as the completion
of its “countable version”, constructed in Section 3. As such, we assume that D is a halved
subdisgroup of R≥0 containing 1 (and therefore all dyadic rationals by Lemma 4.5).
In analogy with Definition 3.7 and discussion below it we provide the following definition.
Definition 5.1 A Urysohn space is a tuple (U ′, d′, E ′ : P ′ → U ′) where
• (U ′, d′) is a complete separable metric space,
• P ′ :=
{
(xi, χi)i∈N<l ∈ (U
′ × R≥0)
∗ ∣∣ ∀ i, j ∈N<l . (d′(xi, xj)↔χi ≤ χj)}, and
• the map E ′ : P ′
D
→ U ′ satisfies the property
∀ (xi, χi)i∈N<l ∈P
′ . ∀ k ∈N<l . d
′
(
E
′((xi, χi)i∈N<l), xk
)
= χk.
Below (in Theorem 5.8) we show, that these properties imply the standard Urysohn extension
property.
Theorem 3.8 suggests that UR≥0 is a good candidate for the Urysohn space — indeed,
if it were complete, we could extend isometries into it from a dense countable subset to the
whole of seperable metric space (as per Proposition 4.19). However, it is not complete, in
spite of the fact that R≥0 and the Kolmogorov quotients of nVDs are.
12
Lemma 5.2 Let s : N→ VD be a sequence, inductively defined as
sn := n
(
sk, 2
−k
)
k∈N<n
.
1. The sequence s is well defined, that is, the age of sn is indeed n for all n ∈ N, and the
terms are permissible tuples.
2. The sequence s is a rapid Cauchy sequence.
3. For all n ∈ N and all a = age(a)(ai, αi)i∈N<lnth(a) ∈ VD with age(a) < n the statements
d(a, sn) ≥ 2
−n and d(a, sn) = d(a, sn+1)
hold.
12Recall a similar situation: individual Rns are complete, but their “union” (more precisely, the colimit of
embeddings Rn ∼= Rn × {0} →֒ Rn+1) isn’t.
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Proof.
1. By induction on n ∈ N. If age(sk) = k for k ∈ N<n, then we can take the age of sn
to be n. To obtain permissibility first note that sks are permissible by the induction
hypothesis for k ∈ N<n, and that this in particular implies
d(sk, sl) =

2−k if k < l,
0 if k = l,
2−l if k > l
for k, l ∈ N<n. From here the inequalities, required for permissibility of sn, easily
follow.
2. We have d(sn, sn+1) = 2
−n (Theorem 3.2) because sns are permissible.
3. We prove the two statements simultaneously, using induction on n + age(a). First,
write
d(a, sn) = sup
( {
d(ai, sn)↔αi
∣∣ i ∈ N<lnth(a)} ∪ {d(a, sk)↔ 2−k ∣∣ k ∈ N<n} ).
Suppose that d(a, sn) < 2
−n, and thus in turn d(ai, sn)↔αi < 2−n and d(a, sk)↔ 2−k <
2−n for all i ∈ N<lnth(a) and k ∈ N<n. If we actually have an a to consider, then
n > age(a) ≥ 0, so we can take k = n− 1, obtaining d(a, sn−1)↔ 2−(n−1) < 2−n which
implies d(a, sn−1) > 2
−n. On the other hand
d(a, sn−1) = sup
( {
d(ai, sn−1)↔αi
∣∣ i ∈ N<lnth(a)} ∪ {d(a, sk)↔ 2−k ∣∣ k ∈ N<n−1} ).
We have d(ai, sn−1) = d(ai, sn) by the induction hypothesis, and so all the terms in
this supremum are < 2−n, a contradiction to d(a, sn−1) > 2
−n. Hence d(a, sn) ≥ 2−n.
For the second part calculate
d(a, sn+1) = sup
( {
d(ai, sn+1)↔αi
∣∣ i ∈ N<lnth(a)}∪{d(a, sk)↔ 2−k ∣∣ k ∈ N<n+1} ) =
= sup
( {
d(ai, sn)↔αi
∣∣ i ∈ N<lnth(a)}∪{d(a, sk)↔ 2−k ∣∣ k ∈ N<n}∪{d(a, sn)↔ 2−n}) =
= sup{d(a, sn), d(a, sn)↔ 2
−n}.
The second equality holds by the induction hypothesis. Furthermore, since d(a, sn) ≥
2−n, we have
d(a, sn)↔ 2
−n = d(a, sn)− 2
−n < d(a, sn),
so we conclude d(a, sn+1) = d(a, sn).
Proposition 5.3 UR≥0 is not complete, in fact not even Cauchy complete.
Proof. We claim that the Cauchy sequence s from Lemma 5.2 (composed with the Kol-
mogorov quotient map) is not convergent. To see this, take an arbitrary [a] ∈ UR≥0 . Putting
together both statements of item 3 of the aforementioned lemma, we infer d([a], [sn]) ≥
2−age(a)−1 for all n ∈ N>age(a), so [a] cannot be the limit of the sequence.
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We (preliminarily) define U (its metric we again denote by d) to be the completion of
UR≥0 . However, we wish to show that U can be obtained by completing other UDs as well.
Clearly if D′, D′′ are disrings and D′ ⊆ D′′, then WD′ ⊆ WD′′ , VD′ ⊆ VD′′ and UD′ ⊆
UD′′ . In particular UD ⊆ UR≥0 .
The following lemma is essentially the inductive step for proving that VD is dense in U
(but for the later course of proof it is more convenient to state it for a general subset X ⊆ U).
It is an exercise in choosing approximations in such a way that we obtain a permissible tuple.
Lemma 5.4 Let
• X ⊆ U such that ∀x∈X . ∀ r∈R>0 . ∃ a∈VD . d(x, [a]) ≤ r,
• l ∈ N,
• x0, . . . , xl−1 ∈ X and ω0, . . . , ωl−1 ∈ R≥0 such that d(xi, xj)↔ωi ≤ ωj for all i, j ∈
N<l,
• ǫ ∈ R>0.
Then there exists a = age(a)(ai, αi)i∈N<l ∈ VD such that d(xi, [ai]) ≤ ǫ and ωi↔αi ≤ ǫ for
all i ∈ N<l.
Proof. If l = 0, then 0() works, and we are done. In the remainder of the proof assume
l ≥ 1. Also, we do not bother writing ages of the tuples we construct; just take them to be
the supremum of ages of predecessors plus one.
Let λ := ǫ4l > 0. For each of finitely many i ∈ N<l choose αi ∈ (ωi +R(3λ,4λ)) ∩D (recall
that D is dense in R≥0 by Lemma 4.5) and a
′
i ∈ VD such that d(xi, [a
′
i]) ≤ λ. Let
δi,j :=
{
1, if i = j,
0, if i 6= j,
denote the Kronecker delta, and di,j := d(a
′
i, a
′
j) + 3λ(1 − δi,j). Define a0, . . . , al−1 ∈ VD
inductively by
ak :=
(
ai, dk,i
)
i∈N<k
::
(
a′k, sup {d(aj , a
′
k)↔ dk,j | j ∈ N<k}
)
;
in particular a0 = (a
′
0, 0). The calculations (by induction on k > i, j) below confirm these
are indeed permissible tuples:
d(ai, aj)↔ dk,i = di,j↔ dk,i =
(
d(a′i, a
′
j) + 3λ(1− δi,j)
)
↔
(
d(a′i, a
′
k) + 3λδi,j
)
=
= d(a′i, a
′
j)↔
(
d(a′i, a
′
k) + 3λδi,j
)
≤ d(a′i, a
′
j)↔ d(a
′
i, a
′
k) + 3λδi,j ≤
≤ d(a′j , a
′
k) + 3λ = dk,j ,
d(ai, a
′
k)↔ dk,i ≤ sup {d(aj , a
′
k)↔ dk,j | j ∈ N<k} ,
d(ai, a
′
k) ≤ d(ai, a
′
k)↔ dk,i + dk,i ≤ sup {d(aj , a
′
k)↔ dk,j | j ∈ N<k}+ dk,i,
(the next two lines prove sup {d(aj , a′k)↔ dk,j | j ∈ N<k} ≤ d(ai, a
′
k) + dk,i)
d(aj , a
′
k) ≤ d(ai, aj) + d(ai, a
′
k) = di,j + d(ai, a
′
k) = d(a
′
i, a
′
j) + 3λ(1− δi,j) + d(ai, a
′
k) ≤
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≤ d(a′i, a
′
k) + d(a
′
k, a
′
j) + 6λ+ d(ai, a
′
k) = dk,i + dk,j + d(ai, a
′
k),
dk,j = d(a
′
k, a
′
j) + 3λ ≤ d(a
′
i, a
′
j) + d(a
′
i, a
′
k) + 3λ ≤ di,j + d(a
′
i, a
′
k) + 3λ =
= d(ai, aj) + dk,i ≤ d(aj , a
′
k) + d(ai, a
′
k) + dk,i.
• (ai, αi)i∈N<l ∈ VD
Take any i, j ∈ N<l. The condition d(ai, aj)↔αi ≤ αj clearly holds for i = j, so
assume i 6= j.
αi + αj ≥ (ωi + 3λ) + (ωj + 3λ) = ωi + ωj + 6λ ≥ d(xi, xj) + 6λ ≥
≥ d(a′i, a
′
j)− d(xi, [a
′
i])− d(xj , [a
′
j ]) + 6λ ≥ d(a
′
i, a
′
j) + 4λ ≥ di,j = d(ai, aj)
αi ≤ ωi + 4λ ≤ d(xi, xj) + ωj + 4λ ≤
≤ d(xi, [a
′
i]) + d(a
′
i, a
′
j) + d(xj , [a
′
j ]) + ωj + 4λ ≤ d(a
′
i, a
′
j) + ωj + 6λ =
= di,j + ωj + 3λ ≤ di,j + αj = d(ai, aj) + αj
• ∀ i∈N<l . d(xi, [ai]) ≤ ǫ
We claim that d(ak, a
′
k) ≤ 3kλ for all k ∈ N<l. This clearly holds for k = 0. By
induction, for k ≥ 1,
d(ak, a
′
k) = sup {d(aj , a
′
k)↔ dk,j | j ∈ N<k} =
= sup
{
d(aj , a
′
k)↔(d(a
′
k, a
′
j) + 3λ)
∣∣ j ∈ N<k} ≤
≤ sup
{
(d(aj , a
′
k)↔ d(a
′
k, a
′
j)) + 3λ
∣∣ j ∈ N<k} ≤
≤ sup
{
d(aj , a
′
j)
∣∣ j ∈ N<k}+ 3λ ≤ 3(k − 1)λ+ 3λ = 3kλ.
Therefore
d(xi, [ai]) ≤ d(xi, [a
′
i]) + d([a
′
i], [ai]) = d(xi, [a
′
i]) + d(a
′
i, ai) ≤ λ+ 3iλ ≤ 3lλ ≤ ǫ.
• ∀ i∈N<l . ωi↔αi ≤ ǫ
ωi↔αi < 4λ ≤ 4lλ ≤ ǫ
Proposition 5.5 UD is dense in UR≥0 (equivalently, VD is dense in VR≥0).
Proof. We prove by induction on age n ∈ N that nVD is dense in nVR≥0 . The proposition
clearly holds for n = 0. Assume n ≥ 1, and fix r ∈ R>0. Take b = age(b)(bi, βi)i∈N<l ∈ nVR,
and suppose the proposition holds for ages less than n, in particular for predecessors of b.
This means that we can use Lemma 5.4 for X = n−1VR, xi = [bi], ωi = βi and ǫ =
r
2 to
obtain a = age(a)(ai, αi)i∈N<l ∈ VD so that d(ai, bi) ≤
r
2 and αi↔βi ≤
r
2 for all i ∈ N<l. By
Proposition 3.4 d(a, b) ≤ r.
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We preliminarily defined U to be the completion of UR≥0 , but we now see that we could
define it as the completion of UD for any halved subdisgroup D ⊆ R≥0 containing 1.
Corollary 5.6 U is the completion of UD.
Proof. By Proposition 5.5.
Having constructed U, we now turn our attention to proving its Urysohn properties. Let
P :=
{
(xi, ωi)i∈N<l ∈ (U× R≥0)
∗
∣∣ ∀ i, j ∈N<l . (d(xi, xj)↔ωi ≤ ωj)} .
Lemma 5.7 For all x = (xh, χh)h∈N<l ∈ P declare the map fx : VD → R to be defined for
a = age(a)(ai, αi)i∈N<lnth(a) ∈ VD inductively on age(a) as
fx(a) := sup
(
{d(xh, [a])↔χh | h ∈ N<l} ∪
{
fx(ai)↔αi
∣∣ i ∈ N<lnth(a)} ).
1. Let ǫ, ǫ′ > 0 and c = age(c)(ck, γk)k∈N<l ∈ VD be such that d(xk, [ck]) ≤ ǫ and χk↔ γk ≤
ǫ′ for all k ∈ N<l. Then
fx(a)↔ d(c, a) ≤ ǫ+ ǫ
′
for all a = age(a)(ai, αi)i∈N<lnth(a) ∈ VD.
2. The map fx is a location on VD.
3. We have dL (VD)
(
fx, d(xh, [—])
)
= χh for all h ∈ N<l.
Proof.
1. By induction on age(a). It is equivalent to prove fx(a) ≤ d(c, a) + ǫ + ǫ′ and d(c, a) ≤
fx(a) + ǫ+ ǫ
′. We calculate
d(xk, [a])↔χk ≤ (d(xk, [a])↔ d(ck, a)) + (d(ck, a)↔ γk) + (γk↔χk) ≤
≤ d(xk, [ck]) + (d(ck, a)↔ γk) + (γk↔χk) ≤ ǫ+ d(c, a) + ǫ
′
for all k ∈ N<l and, using induction hypothesis,
fx(ai)↔αi ≤ (fx(ai)↔ d(c, ai)) + (d(c, ai)↔αi ≤ (ǫ+ ǫ
′) + d(c, a)
for all i ∈ N<lnth(a), proving the first claim. As for the second,
d(ck, a)↔ γk ≤ (d(ck, a)↔ d(xk, [a])) + (d(xk, [a])↔χk) + (χk↔ γk) ≤
≤ d(xk, [ck])) + (d(xk, [a])↔χk) + (χk↔ γk) ≤ ǫ+ fx(a) + ǫ
′
and
d(c, ai)↔αi ≤ (d(c, ai)↔ fx(ai)) + (fx(ai)↔αi) ≤ (ǫ + ǫ
′) + fx(a).
2. We need to prove d(a, b)↔ fx(a) ≤ fx(b) for all a = age(a)(ai, αi)i∈N<lnth(a) , b =
age(b)(bj , βj)j∈N<lnth(b) ∈ VD. We do so by induction on age(a) + age(b).
Suppose d(a, b)↔ fx(a) > fx(b), and let ǫ :=
d(a,b)↔ fx(a)−fx(b)
5 . Then ǫ > 0, so
using Lemma 5.4 for X = U, we may choose c = age(c)(ck, γk)k∈N<l ∈ VD such that
d(xk, ck) ≤ ǫ and χk↔ γk ≤ ǫ for all k ∈ N<l. Note that this implies
d(xk, [a])↔χk ≤ d(ck, a)↔ γk + 2ǫ,
38
d(ck, b)↔ γk ≤ d(xk, [b])↔χk + 2ǫ
for all k ∈ N<l. By the previous item we also have
fx(ai)↔αi ≤ d(c, ai)↔αi + 2ǫ
for all i ∈ N<lnth(a). Thus
d(a, b)↔ fx(a) ≤ d(c, a)↔ d(a, b) + 2ǫ ≤ d(c, b) + 2ǫ ≤
≤ fx(b) + 4ǫ < fx(b) + 5ǫ = d(a, b)↔ fx(a),
a contradiction.
3. Recall that
dL (VD)
(
fx, d(xh, [—])
)
= inf {fx(a) + d(xh, [a]) | a ∈ VD} =
= sup {fx(a)↔ d(xh, [a]) | a ∈ VD} .
Thus it is sufficient to prove that fx(a) + d(xh, [a]) ≥ χh and fx(a)↔ d(xh, [a]) ≤ χh
for all a ∈ VD. We easily get
fx(a) + d(xh, [a]) ≥ d(xh, [a])↔χh + d(xh, [a]) ≥ χh,
χh + fx(a) ≥ χh + (d(xh, [a])↔χh) ≥ d(xh, [a]),
but we still need to verify fx(a) ≤ d(xh, [a])+χh. We prove d(xk, [a])↔χk ≤ d(xh, [a])+
χh by
d(xk, [a]) ≤ d(xh, [a]) + d(xk, xh) ≤ d(xh, [a]) + χk + χh,
χk − χh ≤ d(xk, xh) ≤ d(xk, [a]) + d(xh, [a]).
For fx(ai)↔αi ≤ d(xh, [a]) + χh we use the induction hypothesis to calculate
fx(ai) ≤ d(xh, [ai]) + χh ≤ d(xh, [a]) + d(a, ai) + χh = d(xh, [a]) + χh + αi,
fx(ai) + d(xh, [a]) + χh ≥ d(xh, [ai])↔χh + χh + d(xh, [a]) ≥
≥ d(xh, [ai]) + d(xh, [a]) ≥ d(a, ai) = αi.
Theorem 5.8 The metric space UD satisfies the properties of the Urysohn space. Explicitly,
the following holds.
1. U is (an inhabited) complete separable metric space.
2. There is a map E : P → U with the property d(E((xi, ωi)i∈N<l), xk) = ωk for all k ∈
N<l.
3. Let
• X = (X, dX, s) be a separable metric space,
• F ⊆ X a finite subset with enumeration F = {y0, . . . , yk−1},
• F = (F, dF ) metric subspace of X, and
• e : F → UD an isometry.
Then there exists a canonical choice of an isometry f : X → U such that f |F = e.
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Proof.
1. Let D be a countable, such as D = Q≥0. Using Lemma 3.12 and Corollary 5.6 we see
that U is the completion of an inhabited countable metric space UD.
2. Lemma 5.7 tells us that E, given as x 7→ fx, works.
3. Define f ′ : F ∪
(
s(N)∩X
)
→ UD on F by f ′(yi) := e(yi), and on s(N)∩X inductively
on n ∈ N as follows: if sn ∈ X , then
f ′(sn) := E
((
e(yi), dX(sn, yi)
)
i∈N<k
::
(
f(sj), dX(sn, sj)
)
j∈N<n∩s−1(X)
)
.
The map f ′ is well defined— if sn equals some x ∈ F∪
(
s(N<n)∩X
)
, then d
(
f(sn), f(x)
)
=
0, so f(sn) = f(x) because U is a metric space. For the same reason f
′ is an extension
of e. It follows from the definition of E that f ′ is an isometry, and since F ∪
(
s(N)∩X
)
is metrically dense in X, it extends to the isometry f : X → U by Proposition 4.19.
The corollary is that any metrically separable metric space isometrically embeds into U
— just take F = ∅ in the preceding theorem.
To conclude the construction of the Urysohn space, we prove that it is unique up to
isometric isomorphism.
Theorem 5.9 Let (U, dU , EU ) be a Urysohn space. Then there is an isometric isomorphism
U ∼= U.13
Proof. Let sU : N → U be an enumeration of a dense subset of U . Declare D to be
the smallest halved subdisgroup of R≥0 which contains 1 and the distances between terms
of sU . This D is countable since there are countably many pairs of natural numbers, hence
countably many distances, hence countably many finite expressions involving these distances,
1 and valid uses of disgroup operations and brackets, hence countably many their values. Let
now UD ⊆ U be the closure of the image of sU by the operation EU , restricted to the
elements of the image of sU and the distances from D. Again we are making and evaluating
finite expressions over a countable alphabet, so UD is countable. Moreover it is clearly a
countable D-Urysohn space (for restricted dU and EU ), so there is an isometric isomorphism
UD ∼= UD by Corollary 3.14. The image of sU , and therefore UD, is dense in U while UD is
dense in U by Proposition 5.5 (and the definition of U). Hence the isometric isomorphism
UD ∼= UD extends to the one between U and U (by Proposition 4.19).
6 Continuity of Extensions
Theorem 5.8 gives us a canonical way to extend finite partial isometries from a separable
metric space X = (X, dX) into the Urysohn space, i.e. a mapping from the set of finite
partial isometries X ⇀ U to the set of total ones X → U. In this section we show that this
mapping is continuous.
To do that, we need to topologize the domain and the codomain. We start with a simpler
case, restricting to finite partial isometries of a given length. More precisely, for a metric
13In fact, with more technical involvement one can show that the choice of the isomorphism is canonical
(depending on the enumeration of a dense subset of U); compare with Theorem 3.13.
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space X = (X, dX) let FPIsoml(X,U) denote the set of isometries into U, defined on lists of
elements from X of length l ∈ N.14 There is an obvious way how to represent such a set:
FPIsoml(X,U) :=
=
{(
(xi)i∈N<l , (ui)i∈N<l
)
∈ X l ×Ul
∣∣ ∀ i, j ∈N<l . dX(xi, xj) = d(ui, uj)} .
Since X andU are metric spaces, so is X l×Ul. Thus FPIsoml(X,U) is naturally topologized
as its subspace. We obtain the same topology regardless of the product metric we choose on
X l ×Ul, so we choose the one that is most convenient; for us this means the ∞-metric on
X l and Ul, and then the 1-metric on their product. Explicitly, denoting this metric by dP ,
this means
dP
(
(x, u), (y, v)
)
:= sup {dX(xi, yi) | i ∈ N<l}+ sup {d(ui, vi) | i ∈ N<l}
for (x, u) =
(
(xi)i∈N<l , (ui)i∈N<l
)
, (y, v) =
(
(yi)i∈N<l , (vi)i∈N<l
)
∈ FPIsoml(X,U).
A hint why we opt for this product metric is the fact, that this combination naturally
lends itself to proving that E is non-expansive on tuples of a given length15 (the real reason,
though, is Lemma 6.6(2) and its application in Theorem 6.7 below).
Proposition 6.1 Let Pl denote the subset of P, containing the tuples of length l ∈ N.
Then the restriction E|
Pl
: Pl → U is continuous, in fact non-expansive if the metric on
Pl is given for as
dPl
(
(xi, χi)i∈N<l , (yi, υi)i∈N<l
)
:= sup {d(xi, yi) | i ∈ N<l}+ sup {χi↔ υi | i ∈ N<l} .
Proof. We wish to prove
d
(
E
(
(xi, χi)i∈N<l
)
, E
(
(yi, υi)i∈N<l
))
≤ dPl
(
(xi, χi)i∈N<l , (yi, υi)i∈N<l
)
.
Let RHS be the shorthand for the right-hand side. Recall from Theorem 5.8 that E
(
(xi, χi)i∈N<l
)
and E
(
(yi, υi)i∈N<l
)
are given as locations; denote them by f, g : VD → R respectively. We
have dL (VD)(f, g) = sup {f(a)↔ g(a) | a ∈ VD}, so it is sufficient to verify that f(a)↔ g(a) ≤
RHS for all a = age(a)(ak, αk)k∈N<lnth(a) ∈ VD. We prove this by induction on age(a). Here is
the proof that f(a) ≤ g(a) + RHS; the inequality with f and g reversed is proved the same
way. Recall from Lemma 5.7 how f and g are given as certain suprema.
d(xi, [a])↔χi ≤ d(yi, [a])↔ υi + d(xi, yi) + χi↔ υi ≤ g(a) + RHS
f(ak)↔αk ≤ g(ak)↔αk + f(ak)↔ g(ak) ≤ g(a) + RHS
Proposition 6.2 The following statement holds when we restrict16 to tuples of length l ∈ N:
PD is dense in P, and E is the unique continuous extension of ED.
14We do not require that elements on a list all differ, so the domain of an isometry can have less than l
elements.
15Compare also with Proposition 3.4.
16Alternatively, just define the topology on P to be the coproduct topology on
∐
l∈N Pl.
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Proof. The proof of density is essentially the same as the proof of Proposition 5.5 (both
VD and P are supposed to contain those tuples which allow the extension). We know from
the previous proposition that E (and therefore also its restriction ED) is continuous, so its
uniqueness is given by Lemma 4.8.
Remark 6.3 Of course, since ED is non-expansive, we could have also defined E as its unique
continuous (and non-expansive) extension by Proposition 4.19, but we prefered to provide
an explicit formula for E.
Lemma 6.4 Let (xi, χi)i∈N<l , (yj , υj)j∈N<k ∈ P, and let
x := E
(
(xi, χi)i∈N<l
)
, y := E
(
(yj , υj)j∈N<k
)
.
Then
d(x, y) = sup
(
{d(xi, y)↔χi | i ∈ N<l} ∪ {d(x, yj)↔ υj | j ∈ N<k}
)
.
Proof. Observe that both sides of the equality restrict to the same map on PD ×PD by
the definition of the distance on the Urysohn space. Thus they match by Proposition 6.2 and
Lemma 4.8.
Define Isom(X,U) to be the set of isometries from X to U. We wish to topologize it.
Being a subset of the set of continuous maps between metric spaces, there are three standard
candidates: topology of pointwise convergence, of uniform convergence on compact subsets
(i.e. compact-open topology), and of uniform convergence. We claim continuity of extensions
for all of them; thus we choose the last option because it contains the other two, and a
continuous map remains continuous if the topology on its codomain is replaced by a weaker
one.
Recall that the topology of uniform convergence is given by the basis{
U(f, r)
∣∣ f ∈ Isom(X,U) ∧ r ∈ R>0}
where
U(f, r) :=
{
g ∈ Isom(X,U)
∣∣ ∃ r′ ∈R(0,r) . ∀x∈X . d(f(x), g(x)) ≤ r′} .
Here we require r′ to ensure that basic sets are open in the topology they generate (we
would not need it we considered the topology of uniform convergence on compact subsets,
or if X were necessarily compact, as then writing ∀x∈X . d(f(x), g(x)) < r would imply the
existence of a smaller bound r′).
The sets U(f, r) are reminiscent of metric balls, and indeed suitable subsets of Isom(X,U)
are metrizable.
Lemma 6.5 Let A ⊆ Isom(X,U) be a subset such that for every f, g ∈ A the supremum
dsup(f, g) := sup {d(f(x), g(x)) | x ∈ X}
exists (as a real number). Then dsup is a metric on A, and the inclusion of A, topologized
by dsup, into Isom(X,U) is a topological embedding. Moreover, for f ∈ A, the sets U(f, r),
restricted to A, are precisely the balls in A.
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Proof. The proof that dsup is a metric is standard. The inclusion A →֒ Isom(X,U) is a
topological embedding because every basic subset in Isom(X,U), restricted to A, is a union
of balls in A:
U(f, r) ∩ A =
=
⋃{
Bsup (g, ǫ)
∣∣ g ∈ U(f, r) ∩ A ∧ ǫ ∈ R ∧ ∀x∈X . (d(f(x), g(x)) + ǫ ≤ r) }.
Furthermore, if f ∈ A, then for every g ∈ A and r ∈ R the statements
∃ r′ ∈R(0,r) . ∀x∈X . d(f(x), g(x)) ≤ r
′ and sup {d(f(x), g(x)) | x ∈ X} < r
are equivalent, so U(f, r) ∩ A = Bsup (f, r).
Define extl : FPIsoml(X,U) → Isom(X,U) to be the extension map, given by Theo-
rem 5.8(3).
The following very technical lemma establishes that the distance between two extensions
of finite partial isometries can be approximated arbitrarily well17 by the distance between
their finite parts.
Lemma 6.6 Let
• X = (X, dX, s) be a separable metric space, with s : N→ 1+X giving an enumeration
of a countable dense subset of X,
• l ∈ N,
• (x, u) =
(
(xi)i∈N<l , (ui)i∈N<l
)
, (y, v) =
(
(yi)i∈N<l , (vi)i∈N<l
)
∈ FPIsoml(X,U),
• sequences w, z : N→ 1+U given by
wn :=
{
∗ if sn ∈ 1,
E
((
ui, dX(xi, sn)
)
i∈N<l
::
(
wk, dX(sk, sn)
)
k∈N<n∩s−1(X)
)
if sn ∈ X,
zn :=
{
∗ if sn ∈ 1,
E
((
vi, dX(yi, sn)
)
i∈N<l
::
(
zk, dX(sk, sn)
)
k∈N<n∩s−1(X)
)
if sn ∈ X,
i.e. for sn ∈ X we have wn = extl
(
(xi)i∈N<l , (ui)i∈N<l
)
(sn) and zn = extl
(
(yi)i∈N<l , (vi)i∈N<l
)
(sn),
• ǫ ∈ R>0,
• M ∈ N large enough such that
∀ i∈N<l . ∃ k ∈N≤M ∩ s
−1(X) . dX(xi, sk) ≤ ǫ
and
∀ i∈N<l . ∃ k∈N≤M ∩ s
−1(X) . dX(yi, sk) ≤ ǫ,
• B := sup
{
d(wk, zk)
∣∣ k ∈ N≤M ∩ s−1(X)}.
Then
1. d(wm, zn)↔ dX(sm, sn) ≤ B + 2ǫ,
2. d(wm, zn)↔ dX(sm, sn) ≤ dP
(
(x, u), (y, v)
)
for all m,n ∈ s−1(X).
17From above, to be precise, but from below it is a lot easier (see the following theorem).
43
Proof. We prove both items by induction on m + n (where m,n ∈ s−1(X)), taking in
account both times that
d(wm, zn) = sup
(
{d(ui, zn)↔ dX(xi, sm) | i ∈ N<l}∪{
d(wk, zn)↔ dX(sk, sm)
∣∣ k ∈ N<m ∩ s−1(X)}∪
{d(wm, vi)↔ dX(yi, sn) | i ∈ N<l}∪{
d(wm, zk)↔ dX(sk, sn)
∣∣ k ∈ N<n ∩ s−1(X)})
by Lemma 6.4.
1. First we wish to prove dX(sm, sn) ≤ B + 2ǫ + d(wm, zn). This is obviously true if
m = n. Suppose m 6= n; let m < n (the case m > n is proved analogously). Then
d(wm, zm)↔ dX(sm, sn) appears in the last line of the above supremum, so
dX(sm, sn) ≤ d(wm, zm) + d(wm, zm)↔ dX(sm, sn) ≤
≤ d(wm, zm)+d(wm, zn) = d(wm, zm)↔ dX(sm, sm)+d(wm, zn) ≤ B+2ǫ+d(wm, zn),
the last inequality holding by the induction hypothesis since m+m < m+ n.
Second, we prove d(wm, zn) ≤ B+2ǫ+dX(sm, sn) by showing that each individual line
in the above supremum is at most the right-hand side. The second line is easy:
d(wk, zn)↔ dX(sk, sm) ≤ d(wk, zn)↔ dX(sk, sn) + dX(sm, sn) ≤ B + 2ǫ+ dX(sm, sn),
the last inequality holding by the induction hypothesis since k+n < m+n. As for the
first line, for i ∈ N<l let a ∈ N<B ∩ s−1(X) be such that dX(xi, sa) ≤ ǫ. Then
d(ui, zn)↔ dX(xi, sm) ≤ d(wa, zn)↔ dX(sa, sm) + d(ui, wa) + dX(xi, sa) ≤
≤ d(wa, zn)↔ dX(sa, sm) + 2ǫ ≤
≤ d(za, zn)↔ dX(sa, sn) + d(wa, za) + dX(sm, sn) + 2ǫ ≤ B + 2ǫ+ dX(sm, sn)
since d(ui, wa) = dX(xi, sa) ≤ ǫ and d(za, zn) = dX(sa, sn) because extl maps into
isometries. The statements d(wm, vi)↔ dX(yi, sn) ≤ B+2ǫ+dX(sm, sn) and d(wm, zk)↔ dX(sk, sn) ≤
B + 2ǫ+ dX(sm, sn) are proved analogously.
2. Recall that
dP
(
(x, u), (y, v)
)
= sup {dX(xi, yi) | i ∈ N<l}+ sup {d(ui, vi) | i ∈ N<l} .
First we prove d(wm, zn) ≤ dX(sm, sn) + dP (x, y).
d(ui, zn)↔ dX(xi, sm) ≤ d(zn, vi)↔ dX(yi, sm) + d(ui, vi) + dX(xi, yi) =
= dX(yi, sn)↔ dX(yi, sm) + d(ui, vi) + dX(xi, yi) ≤ dX(sn, sm) + d(ui, vi) + dX(xi, yi)
d(wm, vi)↔ dX(yi, sn) ≤ d(wm, ui)↔ dX(xi, sn) + d(ui, vi) + dX(xi, yi) =
= dX(xi, sm)↔ dX(xi, sn) + d(ui, vi) + dX(xi, yi) ≤ dX(sm, sn) + d(ui, vi) + dX(xi, yi)
For d(wk, zn)↔ dX(sk, sm) and d(wm, zk)↔ dX(sk, sn) use the induction hypothesis.
Second, we wish to prove dX(sm, sn) ≤ d(wm, zn) + dP (x, y). Obviously this holds for
m = n. Assume m > n (the case m < n is proved analogously); then
dX(sm, sn) = d(wm, wn) ≤ d(wm, zn) + d(wn, zn) ≤ d(wm, zn) + dP (x, y)
where the last inequality holds by the induction hypothesis since n+ n < m+ n.
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Theorem 6.7 Let X = (X, dX, s) be a separable metric space.
1. For all
(
(xi)i∈N<l , (ui)i∈N<l
)
,
(
(yi)i∈N<l , (vi)i∈N<l
)
∈ FPIsoml(X,U) the supremum
sup
{
d
(
ext
(
(xi)i∈N<l , (ui)i∈N<l
)
(x), ext
(
(yi)i∈N<l , (vi)i∈N<l
)
(x)
) ∣∣∣ x ∈ X}
is a real number.
2. The map extn : FPIsomn(X,U)→ Isom(X,U) is continuous, in fact non-expansive in
the sense of Lemma 6.5.
Proof.
1. To simplify notation, shorten
f(x) := d
(
ext
(
(xi)i∈N<l , (ui)i∈N<l
)
(x), ext
(
(yi)i∈N<l , (vi)i∈N<l
)
(x)
)
for x ∈ X . We prove that sup {f(x) | x ∈ X} is a real number using Postulate 4.3.
Define
L :=
{
sup
{
f(sk)
∣∣ k ∈ N≤n ∩ s−1(X)} ∣∣ n ∈ N} ,
U :=
{
a ∈ R
∣∣ ∀n∈ s−1(X) . a ≥ f(sn)} .
Take any ǫ ∈ R>0. There exists a large enough M ∈ N such that
∀ i∈N<l . ∃ k ∈N≤M ∩ s
−1(X) . dX(xi, sk) ≤ ǫ
and
∀ i∈N<l . ∃ k∈N≤M ∩ s
−1(X) . dX(yi, sk) ≤ ǫ.
Let B := sup
{
f(sk)
∣∣ k ∈ N≤M ∩ s−1(X)}. Notice that this matches the definition of
B in Lemma 6.6 which tells us (by taking m = n in its statement) that f(sn) ≤ B+2ǫ
for all n ∈ s−1(X). Clearly then B ∈ L and B + 2ǫ ∈ U , and it is obvious that
a ≤ b for every a ∈ L and b ∈ U . By Postulate 4.3 L and U determine the real
number equal to supL = sup
{
f(sk)
∣∣ k ∈ s−1(X)}, but that equals sup {f(x) | x ∈ X}
by Corollary 4.9(2).
2. Use the previous item with Lemma 6.5, together with Lemma 6.6(2) for m = n.
It is easy to extend the continuity result from finite lists of fixed length to all finite lists;
let
FPIsom(X,U) :=
∐
l∈N
FPIsomn(X,U)
be the topological coproduct (the disjoint union, with every summand open) of individ-
ual lists (we can realize it as a subset of X∗ × U∗). The maps extn induce the map
ext : FPIsom(X,U) → Isom(X,U) which is continuous by the definition of a coproduct
(it is defined by its continuous restrictions on members of an open cover).
Finally, define two lists in FPIsom(X,U) to be equivalent when they have the same image
in X , on which they determine the same finite partial isometry. Here is the explicit definition.
Let
(
(xi)i∈N<l , (ui)i∈N<l
)
,
(
(yj)j∈N<k , (vj)j∈N<k
)
∈ FPIsom(X,U). Then(
(xi)i∈N<l , (ui)i∈N<l
)
∼
(
(yj)j∈N<k , (vj)j∈N<k
)
:=
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{xi | i ∈ N<l} = {yj | j ∈ N<k}∧
∧∀ i∈N<l . ∀ j ∈N<k . (xi = yj =⇒ ui = vj) .
Since we identify lists which represent the same isometries, the quotient set FPIsom(X,U)/∼
can genuinly be called a “set of finite partial isometries from X to U”. Of course, it is not
just a set, but a topological space, equipped with the quotient topology.
Note that the result of ext does not depend on the actual lists, just on which ele-
ments appear on the list and where they get mapped (since we are calculating suprema
of sets which depend only on this). Thus it induces the extension map on the quotient,
e˜xt : FPIsom(X,U)/∼ → Isom(X,U).
Theorem 6.8 The map e˜xt, which maps a finite partial isometry into the Urysohn space to
its total isometric extension, is continuous.
Proof. A standard theorem from topology states, that a given a continuous map which
respects an equivalence relation on its domain, the map it induces on the topological quotient
of its domain is continuous.
7 Algebraic Structure of the Urysohn Space
In this section we equip the Urysohn space with the algebraic structure. Specifically, we show
that it is a “disring analogue of a Banach space over R≥0”.
First define a map ‖—‖ : WD → D (call it a norm) for a = age(a)(ai, αi)i∈N<lnth(a) ∈ WD
as ‖a‖ := d(a, 0()); equivalently, it is inductively defined by
‖a‖ := sup
{
‖ai‖↔αi
∣∣ i ∈ N<lnth(a)} .
Second, define the operation ↔ : WD ×WD → WD for a = age(a)(ai, αi)i∈N<lnth(a) , b =
age(b)(bj , βj)j∈N<lnth(b) ∈WD inductively on age(a) + age(b) by
a↔ b := age(a)+age(b)
(
(ai↔ b, αi)i∈N<lnth(a) ::(a↔ bj , βj)j∈N<lnth(b)
)
.
Clearly lnth(a↔ b) = lnth(a) + lnth(b). We declared age(a↔ b) = age(a) + age(b) which
obviously works if age(a), age(b) ≥ 1, but it works also when one of a, b is the empty tuple
at age 0 since it is easy to prove inductively a↔ 0() = 0()↔ a = a. Thus 0() is the neutral
element for ↔.
Proposition 7.1 The operation ↔ is associative.
Proof. Take a = age(a)(ai, αi)i∈N<lnth(a) , b = age(b)(bj , βj)j∈N<lnth(b) , c = age(c)(ck, γk)k∈N<lnth(c) ∈
WD. By induction on age(a) + age(b) + age(c)
(a↔ b)↔ c =
= (age(a)+age(b))+age(c)
(
((ai ↔ b)↔ c, αi)i∈N<lnth(a) ::((a↔ bj)↔ c, βj)j∈N<lnth(b) ::((a↔ b)↔ ck, γk)k∈N<lnth(c)
)
=
= age(a)+(age(b)+age(c))
(
(ai ↔(b↔ c), αi)i∈N<lnth(a) ::(a↔(bj ↔ c), βj)j∈N<lnth(b) ::(a↔(b↔ ck), γk)k∈N<lnth(c)
)
=
= a↔(b↔ c).
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We connect the two introduced operations.
Proposition 7.2 The following holds for all a, b ∈WD.
1. ‖a↔ b‖ = d(a, b)
2. ‖a‖↔‖b‖ ≤ ‖a↔ b‖ ( triangle inequality)
Proof.
1. By induction on age(a) + age(b)
‖a↔ b‖ = sup
( {
‖ai↔ b‖↔αi
∣∣ i ∈ N<lnth(a)} ∪ {‖a↔ bj‖↔βj ∣∣ j ∈ N<lnth(b)} ) =
= sup
( {
d(ai, b)↔αi
∣∣ i ∈ N<lnth(a)} ∪ {d(a, bj)↔βj ∣∣ j ∈ N<lnth(b)} ) = d(a, b).
2. ‖a↔ b‖ = d(a, b) ≥ d(a, 0())↔ d(b, 0()) = ‖a‖↔‖b‖
Lemma 7.3 Let a, b, c, d ∈WD. Then d(a↔ b, c↔ d) = d(a↔ c, b↔ d).
18
Proof. Let a = age(a)(ai, αi)i∈N<lnth(a) , b = age(b)(bj , βj)j∈N<lnth(b) , c = age(c)(ck, γk)k∈N<lnth(c) ,
d = age(d)(dl, δl)l∈N<lnth(d) . We prove the statement by induction on age(a)+age(b)+age(c)+
age(d).
d(a↔ b, c↔ d) =
= sup
({
d(ai↔ b, c↔ d)↔αi
∣∣ i ∈ N<lnth(a)} ∪ {d(a↔ bj , c↔ d)↔βj ∣∣ j ∈ N<lnth(b)}∪
∪
{
d(a↔ b, ck↔ d)↔ γk
∣∣ k ∈ N<lnth(c)} ∪ {d(a↔ b, c↔ dl)↔ δl ∣∣ l ∈ N<lnth(d)}) =
= sup
({
d(ai↔ c, b↔ d)↔αi
∣∣ i ∈ N<lnth(a)} ∪ {d(a↔ c, bj↔ d)↔βj ∣∣ j ∈ N<lnth(b)}∪
∪
{
d(a↔ ck, b↔ d)↔ γk
∣∣ k ∈ N<lnth(c)} ∪ {d(a↔ c, b↔ dl)↔ δl ∣∣ l ∈ N<lnth(d)}) =
= d(a↔ c, b↔ d)
Corollary 7.4 Let a, b, a′, b′ ∈WD, and suppose d(a, a′) = d(b, b′) = 0. Then d(a↔ b, a′↔ b′) =
0.
Proof. By the previous lemma
d(a↔ b, a′↔ b′) = d(a↔ a′, b↔ b′) ≤ ‖a↔a′‖+ ‖b↔ b′‖ = d(a, a′) + d(b, b′) = 0.
18The geometric meaning of this lemma is essentially that ↔ is a non-expansive map. See Proposition 7.11
below.
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Now we consider the additional properties of ↔ when we restrict it to VD.
Proposition 7.5 The following holds for all a, b, x ∈ VD.
1. ‖a↔a‖ = 0
2. d(a↔ b, b↔a) = 0
3. d(a↔x, b↔x) = d(a, b) = d(x↔ a, x↔ b)
4. a↔ b ∈ VD
Proof.
1. ‖a↔a‖ = d(a, a) = 0
2. Playing with Lemma 7.3 we obtain
d(a↔ b, b↔a) = d(a↔ b↔ 0(), b↔a) = d(a↔ b↔ b, 0()↔ a) =
= d(a↔ b↔ b, a) = d(a↔ b↔ b, a↔ 0()) = d(a↔ a, b↔ b↔ 0()) =
= d(a↔ a, b↔ b) ≤ ‖a↔a‖+ ‖b↔ b‖ = 0.
3. Using Lemma 7.3 we calculate
d(a↔x, b↔x) = d(a↔ b, x↔x) ≤ ‖a↔ b‖+ ‖x↔x‖ = d(a, b)
whence also (by Corollary 7.4 and associativity of ↔)
d(a, b) = d(a↔x↔x, b↔x↔x) ≤ d(a↔x, b↔x).
Similarly for the other equality.
4. Permissibility of a↔ b is verified by the following calculations.
d(ai↔ b, aj↔ b)↔αi = d(ai, aj)↔αi ≤ αj
d(ai↔ b, a↔ bj) = d(ai↔a, b↔ bj) ≤ ‖ai↔ a‖+‖b↔ bj‖ = d(ai, a)+d(b, bi) = αi+βj
αi ≤ αi↔βj+βj = d(ai, a)↔ d(b, bj)+βj = ‖ai↔ a‖↔‖b, bj‖+βj ≤ d(ai↔ a, b↔ bj)+βj
Inequalities d(a↔ bi, a↔ bj)↔βi ≤ βj and d(a↔ bj , ai↔ b)↔βj ≤ αi are verified
analogously.
Observe that by Corollary 7.4 ↔ on VD induces ↔ on its Kolmogorov quotient UD.
Theorem 7.6
(
UD,↔, [0()]
)
is an associative disgroup.
Proof. By the discussion above ↔ is an associative commutative operation with neutral
element [0()] and it satisfies x↔x = [0()] for all x ∈ UD. Thus
(
UD,↔, [0()]
)
is an associative
disgroup by Proposition 2.5.
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Assume now that that D is not just a disgroup, but a disring, i.e. that it also has the
multiplicative structure. This enables us to make UD a “module” over D. For λ ∈ D and
a = age(a)(ai, αi)i∈N<lnth(a) ∈WD define inductively on age(a) the “scalar multiplication”
λ · a := age(a)(λ · ai, λαi)i∈N<lnth(a) .
Proposition 7.7 The following holds for λ ∈ D, a, b ∈WD.
1. 1 · a = a
2. ‖0 · a‖ = 0
3. λ · (a↔ b) = (λ · a)↔(λ · b)
Proof. Simple induction.
Definition 7.8 A structure (X,+: X × X → X,↔ : X × X → X, 0, · : D × X → X is
a module over a disring D when (X,+,↔, 0) is a disgroup and the following holds for all
x, y ∈ X , λ, µ ∈ D:
• µ · (λ · x) = (λµ) · x,
• λ · (x↔ y) = (λ · x)↔(λ · y),
• 1 · x = x,
• 0 · x = 0.
Furthermore, if the disring D is ordered, we define that the module (X,+,↔, 0, ·, ‖—‖) is
normed when the operation ‖—‖ : X → D has the properties
• ‖x‖ = 0 =⇒ x = 0,
• ‖λ · x‖ = λ‖x‖ (in particular ‖0‖ = 0),
• ‖a‖↔‖b‖ ≤ ‖a↔ b‖.
Theorem 7.9 UD is a normed module over the disring D (by taking addition to be equal to
↔, and the zero element to [0()]).
Proof. By the discussion above.
Our definition of a module is very reminiscent to the usual one over rings; basically we
just replace + with ↔. The difference is in the last axiom though which is usually stated
(λ+ µ) · x = λ · x+ µ · x which in our context would read (λ↔µ) · x = (λ · x)↔(µ · x). This
however does not hold which has to do with the fact that ↔ is associative on UD, but not
on D. For example, taking D = R≥0, we have
((2↔ 1)↔ 1) · x = 0 · x, (2↔(1↔ 1)) · x = 2 · x
while
(2 · x)↔(1 · x)↔(1 · x) = 2 · x
regardless of how we associate ↔. We therefore do not require this version of distributivity
in the definition of a module, but replace it with the weaker condition 0 · x = 0.19
19Compare this with the theory of semirings where it is likewise explicitly required that 0 annihilates all
elements.
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We wish to extend the module operations to the completion of UD, that is, to U. First we
prepare a lemma that ensures that extensions of operations still satisfy the required algebraic
conditions.
Lemma 7.10 Let X = (X, dX) be a metric space and A ⊆ X a dense subspace of X. Suppose
X has operations which satisfy the equation
f(x0, x1, . . . , xn−1) = g(x0, x1, . . . , xn−1)
for all x0, x1, . . . , xn−1 ∈ A where f, g : Xn → X are continuous maps and n ∈ N. Then this
equation is satisfied for all x0, x1, . . . , xn−1 ∈ X.
Proof. If A is dense in X , then An is dense in Xn (whatever product metric we choose).
Now use Lemma 4.8.
Next, we show that the operations on UD are continuous, and that they extend to U.
Proposition 7.11 Under product 1-metric, the operation ↔ : UD × UD → UD is a non-
expansive map and thus extends to a non-expansive map↔ : U×U→ U, making (U,↔, [0()])
an associative disgroup.
Proof. For (a, b), (c, d) ∈ UD × UD we have
d(a↔ b, c↔ d) = ‖a↔ b↔ c↔ d‖ ≤ ‖a↔ c‖+ ‖b↔ d‖ = d(a, c) + d(b, d).
Thus↔ extends to a non-expansive operation on U by Proposition 4.19. Since all conditions
for a group of order (at most) 2 are given as equations, (U,↔, [0()]) is an associative disgroup
by Theorem 7.6, Lemma 7.10 and Proposition 2.5.
The extension of the scalar multiplication is trickier, though. First of all, it is not non-
expansive. This is actually usual for products, thought they are normally still Lipschitz on
bounded subsets (and thus in turn area Lipschitz which would enable us to use Proposi-
tion 4.19). This follows from distributivity; here is a model calculation for a, b, c, d ∈ R:
|a · b− c · d| = |a · b− c · b+ c · b− c · d| ≤
≤ |a · b− c · b|+ |c · b− c · d| = |(a− c) · b|+ |c · (b− d)| ≤
≤ sup{|b|, |c|} ·
(
|a− c|+ |b− d|
)
.
However, this method does not work in our case, as the scalar multiplication on UD is
distributive only in one factor. Here is a trick how to get around it.
Lemma 7.12 For every λ ∈ D the unary operation mλ
D
: UD → UD, given by
mλD(x) := λ · x,
is a Lipschitz map with the coefficient λ, and thus extends to the Lipschitz map mλ : U→ U
(with the same coefficient).20
20To make a very fine point, in our definition of a Lipschitz map (Definition 4.6), we required the Lipschitz
coefficient to be positive, so we would actually have to take something like sup{λ, 1} for it, but it makes
absolutely no difference.
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Proof. We have
d(λ · x, λ · y) = ‖(λ · x)↔(λ · y)‖ = ‖λ · (x↔ y)‖ = λ‖x↔ y‖ = λd(x, y).
As usual, we get the extension from Proposition 4.19.
Since we can take D = R≥0, we can actually define the scalar multiplication on R≥0 ×U
by λ · x := mλ(x).
Proposition 7.13 The map · : R≥0×U→ U is continuous and thus the unique continuous
extension of · : D × UD → UD (for any D). Moreover, it satisfies the conditions needed to
make U into a module over R≥0.
Proof. Continuity of · is the one proof which I do not know how to do classically, which
thus remains as a challenge for the readers. Here is how it can be done with “heavy artillery”.
Since the entire development so far has been done fully constructively (including without
using countable choice), we can interpret it in any topos [9] with natural numbers object,
in particularly in such models of synthetic topology (see Remark 9.3 in the next section).
In these models, any map that we can construct is automatically continuous [5, 6, 12], and
this property transfers to classical mathematics. More precisely, we may choose to interpret
this theory in the gros topos over separable metric spaces and continuous maps between
them, in which the real numbers and the Urysohn space are representable by their classical
counterparts (see [12, Section 5.4]), thus (since separable metric spaces fully and faithfully
embed into the gros topos) the scalar multiplication is representable by a continuous map.
Continuity of · is sufficient for its uniqueness (Lemma 4.8) and algebraic properties
(Lemma 7.10).
The last thing to extend toU is the norm which is easy enough: just take ‖x‖ = d(x, [0()])
(of course, being non-expansive, it could also be extended via Proposition 4.19). Clearly the
required properties are still satisfied.
Theorem 7.14 (U,↔, [0()], ·, ‖—‖) is a complete normed module over R≥0.
Proof. By the discussion above.
8 Applications
We present here a few simple applications of continuity and algebra results of previous sec-
tions.
Let Aut(U) denote the set of automorphisms of U, i.e. isometric isomorphisms U→ U.
This is a group for composition ◦.
Proposition 8.1 The transposition of ↔ provides an isometric embedding U→ Aut(U) in
the sense of Lemma 6.5 which is moreover a group homomorphism.
51
Proof. For all x, y, z ∈ U we have
d(x↔ z, y↔ z) = ‖((x↔ z)↔(y↔ z)‖ = ‖x↔ y↔ z↔ z‖ = ‖x↔ y‖ = d(x, y),
so the map i(z) := —↔ z indeed maps as i : U → Aut(U). We claim that its image is
metrizable by the sup metric, and that i is an isometry in this sense. Since
d(i(z)(x), i(w)(x)) = d(z↔x,w↔x) = d(z, w)
for all z, w, x ∈ U, not only do we see that the required supremum exists, it is in fact the
supremum of a singleton set {d(w, z)}.
The group homomorphism condition i(z↔w) = i(z) ◦ i(w) is the associativity of ↔.
Proposition 8.2 The Urysohn space U is homogeneous in the following strong sense:
• there is a non-expansive (hence continuous) group homomorphism U ×U → Aut(U)
which maps points a, b ∈ U to an automorphism of U which swaps them.
Here ‘non-expansive’ is meant in the sense of Lemma 6.5, and of U×U being equipped with
the product 1-metric.
Proof. By the previous proposition mapping (a, b) ∈ U ×U to x 7→ x↔ a↔ b works. It
is non-expansive since
d(x↔ a↔ b, x↔a′↔ b′) = ‖x↔ a↔ b↔x↔ a′↔ b′‖ =
= ‖a↔a′↔ b↔ b′‖ ≤ ‖a↔a′‖+ ‖b↔ b′‖ = d(a, a′) + d(b, b′).
Also, this is a group homomorphism since x↔(a↔ a′)↔(b↔ b′) = (x↔ a↔ b)↔a′↔ b′.
Proposition 8.3 The Urysohn space U is contractible (in particular, path-connected).
Proof. We construct a contraction from U to an arbitrary point z ∈ U in two ways: once
using results from Section 6, and once from Section 7.
First, let H : R[0,1] ×U→ U be given as
H(t, x) := E
((
x, td(x, z)
)
,
(
z, (1− t)d(x, z)
))
.
Since the metric d and the map E are continuous (Proposition 6.1), so is H . We have
d(x,H(0, x)) = 0 and d(z,H(1, x)) = 0 by Theorem 5.8(2), so H(0, x) = x and H(1, x) = z.
For the second, let G : R[0,1] ×U→ U be
G(t, x) := (1− t) · x↔ t · z.
Clearly G(0, x) = x and G(1, x) = z. Since the operations are continuous (Propositions 7.11
and 7.13), so is G.
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Because the operations in U are continuous, they induce the R≥0-normed module struc-
ture on the set of continuous maps C (X,U) (by defining operations pointwise) for any topo-
logical space X . This might be useful to study such function sets, in particular hierarchies
of the Urysohn space (see [15]).
As proven by Bogaty˘ı [2, 3], we may extend partial isometries into U not only from finite,
but more generally from compact subsets. We reprove this in our restricted setting.
Classicaly, a metric space X = (X, dX) is compact when any of the following equivalent
conditions hold:
• every open cover of X has a finite subcover,
• every sequence in X has an accumulation point,
• every continuous map X → R is bounded,
• X is a complete totally bounded metric space.
Constructively these conditions are not equivalent, so we need to pick the right one. In the
context of metric spaces practice (not to mention Bogaty˘ı’s proof) shows [20, 21], that we
want the last condition, and our case is no exception.
Classically, and in at least some forms of constructivism, we say that a metric space is
totally bounded when for every ǫ ∈ R>0 it can be covered by finitely many balls of radius ǫ.
To make this work however, we need countable choice since otherwise we cannot even prove
that a totally bounded metric space is separable. We therefore adjust the definition to our
setting.
Definition 8.4 We say that X = (X, dX, s : N → X + 1, a : N → N) is a totally bounded
metric space when (X, dX) is a metric space and the condition
∀n∈N .
⋃{
BX
(
si, 2
−n
) ∣∣∣ i ∈ N<an ∩ s−1(X)} = X
holds.
It is easy to see that this definition is equivalent to the usual one in the presence of count-
able choice (in particular, in classical mathematics). Moreover, notice also that s witnesses
separability of X.
One final observation before the proof. While classically a compact space is complete
totally bounded, it should be clear, that we do not require completness in our case, as we could
always first extend the isometry to the completion of its original domain by Proposition 4.19.
Indeed, in the proof below (as well as Bogaty˘ı’s original proof) completeness of the original
domain A never comes up.
Theorem 8.5 Let
• X = (X, dX, sX) be a separable metric space,
• A ⊆ X,
• dA the restriction of dX to X,
• A = (A, dA, sA, a) a totally bounded subspace of X, and
• f : A→ U an isometry.
Then there exists (a canonical choice of) an isometry g : X → U which extends f .
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Proof. We can make several assumptions without loss of generality to simplify the tech-
nical part of the proof.
• Contrary to the case of separable metric spaces, for totally bounded ones it is de-
cidable whether they are inhabited (consider whether there are any elements of A in
{sA(i) | i ∈ N<a0}). Thus we may consider A = ∅ a trivial special case (something
what classically we might have done anyway) for which the theorem holds because ∅ is
finite. In the remainder assume that A, and therefore X , is inhabited, so we may also
assume that sX and sA are given as maps N→ X and N→ A, respectively.
• The image od sA can be assumed to be contained in the image of sX; we have a bijection
N ∼= N+ N, and we can replace sX by sX on the first N and sA on the second.
• Obviously the values of a can be increased and the condition for total boundedness still
holds; assume therefore that a is an increasing sequence (i.e. an ≤ an+1 for all n ∈ N),
and also that an ≥ n holds (we want a to go to infinity which is not necessarily the
case, as A could be finite).
Take now an arbitrary x ∈ X and define the sequence bx : N→ U by
bxn := ext
(
(sA(i), f(sA(i))i∈N<a(n)
)
(x).
• ∀n∈N . d(bxn, b
x
n+1) ≤ 2
−n+1
For each of the finitely many j ∈ N[an,an+1) choose kj ∈ N<an such that dA(sA(j), sA(kj)) ≤
2−n (we can do that by total boundedness of A). Then{
(sA(i), f(sA(i)))
∣∣ i ∈ N<a(n)} =
=
{
(sA(i), f(sA(i)))
∣∣ i ∈ N<a(n)} ∪ {(sA(kj), f(sA(kj))) ∣∣ j ∈ N[an,an+1)} ,
and so
ext
(
(sA(i), f(sA(i)))i∈N<a(n)
)
(x) =
= ext
(
(sA(i), f(sA(i)))i∈N<a(n) ::(sA(kj), f(sA(kj)))j∈N[an,an+1)
)
(x),
thus by Lemma 6.6(2)
d(bxn, b
x
n+1) ≤
≤ sup
(
{dX(sA(i), sA(i)) | i ∈ N<an} ∪
{
dX(sA(kj), sA(j))
∣∣ i ∈ N[an,an+1)})+
+sup
(
{d(f(sA(i)), f(sA(i))) | i ∈ N<an}∪
{
d(f(sA(kj)), f(sA(j)))
∣∣ i ∈ N[an,an+1)}).
We have
d(f(sA(i)), f(sA(i))) = dX(sA(i), sA(i)) = 0
and
d(f(sA(kj)), f(sA(j))) = dX(sA(kj), sA(j)) ≤ 2
−n,
so d(bxn, b
x
n+1) ≤ 2
−n + 2−n = 2−n+1.
We see that bx is a Cauchy sequence (even rapid Cauchy if we drop the first term), and
so has a limit in (complete, therefore Cauchy complete by Proposition 4.17) U. Define
g(x) := lim bx.
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• ∀x, y ∈X . d(g(x), g(y)) = dX(x, y)
Consider the sequence n 7→ d(bx(n), by(n)). Since ext
(
(sA(i), f(sA(i)))i∈N<a(n)
)
is an
isometry, this sequence must be constant with value dX(x, y) which is then also its
limit. We can swap the limit and d (every metric is continuous), thus obtaining the
result.
• g|A = f
Note that for every n the sequence bsA(n) is eventually constant (since a goes to infinity),
its terms equal to f(sA(n)) which then must be the limit of the sequence as well. Thus
f and g match on the image of sA, and therefore, being isometries, on the entire A by
Lemma 4.8.
9 Concluding Remarks
We end the paper with some remarks and questions. Shorter remarks are given directly
below, while longer ones with some propositions to prove have their separate subsections.
Remark 9.1 Discussion of algebraic structure of the Urysohn space puts into our minds the
Uspenskij’s result [23] that the Urysohn space is homeomorphic to the Hilbert space ℓ2. The
proof for this is classical, and it is unclear whether it holds constructively. In any case, I
feel that the vector space structure is not the one we should be looking for on the Urysohn
space. Suppose we had one, such that the norm would satisfy ‖−x‖ = ‖x‖; if x was the
result of extending the isometry {0} →֒ U, then −x would be an equally valid alternative.
This suggests that we would need to make choices when extending isometries, which does
not mesh well with the result that there is a canonical choice of extensions. This is a flimsy
argument (the challenge for readers is to find a better one, such as a negative mathematical
result about existence of certain algebraic structures on U), based on constructive intuition,
but it was this observation that led me to the notion of disgroups, one point of which is that
they have only “positive direction”.
Remark 9.2 We mentioned that we did not use any choice principles in the paper, not even
countable choice which many constructivists accept. Strictly speaking however, we did use
the so-called unique choice which states that any relation, which is total and single-valued,
is the graph of some (necessarily unique) map:
∀x∈X . ∃! y ∈Y .R(x, y) =⇒ ∃ f ∈Y X . ∀x∈X .R(x, f(x)).
Specifically, we used it whenever we invoked Postulate 4.3. However, unique choice is very
rarely considered in question, and this goes especially in our case since in practice we actually
have the map which realizes Postulate 4.3, but I avoided its formulation in order not the refer
to powersets (the existence of which is considered a lot more problematic than the validity of
unique choice). If we do use them though (and besides, one can still speak about powerclasses
in predicative mathematics), and if we choose two-sided Dedekind cuts of rationals as our
model of the reals, then the map we need is given by
(L,U) 7→
(
{q ∈ Q | ∃x∈L . q < x} , {q ∈ Q | ∃x∈U . x < q}
)
.
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Remark 9.3 I am not an expert on the subject of Urysohn space; my interest in it is rather
tangential — I needed a constructive version of it to prove some results [12](Theorems 4.56
and 5.14) in synthetic topology, and this paper eventually grew from that.
A synthetic approach to mathematics is to study a structure by creating an axiomatic
system which makes that structure an intrisic property of objects (as opposed to the classical
approach where basic objects are sets, on which additional structures are added as an af-
terthought) [10, 16, 6, 12]. One of the usefulness of this approach is that theorems involving
that structure typically become simpler logical statements if not outright tautologies; for
example, a synthetic topological proof that if X and Y are compact, so is their product,
amounts to nothing more than to observe the equivalence
∀ p∈X × Y . p ∈ U ⇐⇒ ∀x∈X . ∀ y∈Y . (x, y) ∈ U
for all open subsets U ⊆ X × Y . If the axioms are chosen well, classical theory will em-
bed into suitable synthetic models in a way, that validity of statements is preserved when
suitably interpreted at both ends; for example, the category of topological spaces embeds21
into sheaf topoi. The corollary is that a statement, proven synthetically (presumably in a
simpler way), automatically holds classically as well [6, 19]. In particular, every map in
a synthetic topological model is continuous — a fact which is proven by the equivalence
x ∈ f−1(U) ⇐⇒ f(x) ∈ U — and this can often be used to prove continuity of maps, which
we can construct in the framework of intuitionistic logic without choice principles. We used
this in Proposition 7.13, but more generally, this let me know in advance, that extension
maps can be shown to be continuous.
However, this isn’t to say that the whole of Section 6 can be conveyed in one sentence
synthetically. Countinuity does follow if we equip Isom(X,U) with the topology of pointwise
convergence, or of uniform convergence on compact subsets, but we did it more generally,
for uniform convergence. Synthetic topological interpretation would be, that the intrinsic
topology of Isom(X,U) is not the subspace topology in UX (if UX has the exponential
topology), but a stronger one (at least as strong as the topology of uniform convergence).
Remark 9.4 What is the merit of the halving map on D? Strictly speaking, we do not
actually need a way to produce exactly half of quantity to salvage our results. However, a
halving map is a convenient way to ensure that three of the assumptions, that we do need,
hold. First, it ensures that D is a lattice. Second, when D is a non-trivial subdisgroup of
R≥0, it is dense in R≥0. Third, it makes D-metric spaces into uniform spaces
22 (for the usual
fundamental system of entourages Ua := {(x, y) ∈ X ×X | dX(x, y) ≤ a} where a ∈ D>0).
The halving map should in this context be seen as the analogue of the requirement that for
every entourage U there exists an entourage V such that if (x, y) ∈ V and (y, z) ∈ V , then
(x, z) ∈ U . To prove this in our case, find a Ua ⊆ U , then take V = U a2 .
Remark 9.5 Let nUD be the Kolmogorov quotient of nVD for all n ∈ N. Observe that 1UD
is isometrically isomorphic to D — the inverse isometries being D → 1UD, λ 7→ [1(0(), λ)]
and 1UD → D, x 7→ ‖x‖. This means that we have a retraction r1 : UD → 1UD, given by
r1(x) := [1(0(), ‖x‖)].
21More precisely, due to foundational issues we need to restrict to small subcategories (= categories in
which objects and morphisms form a set, as opposed to a proper class) of topological spaces, but that turns
out to be good enough.
22Actually, there is another requirement for that: we need to be able to say which elements are positive.
See Subsection 9.3 below.
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Moreover, r1 is non-expansive since d(r1(x), r1(y)) = ‖x‖↔‖y‖ ≤ d(x, y), and therefore
induces a non-expansive retraction (that we’ll denote by the same symbol) r1 : U→ 1UR≥0 .
Now R≥0 is a disgroup, so it induces ↔1 on 1UR≥0
∼= R≥0, and we have
r1(x↔ y) = r1(x)↔1r1(y).
Obviously similar results hold for the unique map r0 : U → 0UR≥0 and the trivial ↔0 on
the singleton 0UR≥0 . The question is, can we find a sequence of (non-expansive) retractions
rn : U→ nUR≥0? If so, what properties would the operation↔n : nUR≥0×nUR≥0 → nUR≥0 ,
given by x↔ny := rn(x↔ y), have? One might view↔ns as better and better approximations
to an associative disgroup operation. Can we formalize this notion, presumably in the sense,
that given a disgroup, it produces another disgroup of which ↔ is closer to being associative
(along with a map from the original disgroup to the new one)? If so, it would be interesting
to see if it leads to another construction of a Urysohn space: start with a disgroup, then
apply this “associativing” to produce a sequence, of which (the completion of) the colimit
should be the Urysohn space.
Another application would be the representation of all elements in U as tuples, albeit infi-
nite ones. We could identify each x ∈ U with the sequence (rn(x))n∈N (or (rn(x), d(x, rn(x)))n∈N,
if we wanted tuples like in VD) where x = lim rn(x). Thus an element would be in UR≥0
if and only if this sequence was eventually constant while a sequence which is not would
represent an element which we genuinely acquired anew when completing UR≥0 . It is in fact
this idea that was used for the proof of Proposition 5.3.
Note also that this would mean that for every point x ∈ U there exists a canonical choice
of a sequence in UR≥0 which converges to x. The consequence is that U would in fact be a
Cauchy completion (not just a completion) of UR≥0 even in the absence of countable choice
(of course, that doesn’t mean that it would be a Cauchy completion of UD for some smaller
D, such as Q≥0).
9.1 Multiplication on the Urysohn Space
We have seen that the Urysohn space has the structure of a module over the disring R≥0.
Does it hold even more, can we make U an “algebra over the disring R≥0”? That is, is U
not only a disgroup, but a disring?
There seems to be a very good candidate for multiplication on U. Let us start by defining
it on VD. If · is a multiplication which preserves the norm, that is ‖a · b‖ = ‖a‖‖b‖, then we
get for a = age(a)(ai, αi)i∈N<lnth(a) , b = age(b)(bj , βj)j∈N<lnth(b) ∈ VD
αiβj = d(a, ai)d(b, bj) = ‖a↔ai‖‖b↔ bj‖ = ‖(a↔ ai) · (b↔ bj)‖ =
= ‖a · b↔ ai · b↔a · bj↔ ai · bj‖ = d(a · b, ai · b↔ a · bj↔ ai · bj)
which suggests that the reasonable definition of · (inductively on age(a) + age(b)) is
a · b =
(
ai · b↔a · bj↔ai · bj, αiβj
)
(i,j)∈N<lnth(a)×N<lnth(b)
(we’ll stop writing the ages of the tuples here; just imagine them to be, say, the smallest
possible ones). Observe that () acts as zero, () · a = a · () = (), as it should, being the unit
for ↔. The tuple ((), 1) is the unit for multiplication, and more generally, for every λ ∈ D
we have ((), λ) · a = λ · a. Thus · can be seen as an extension of the scalar multiplication
(recall from Remark 9.5 that 1UD ∼= D).
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Let ∼ be the Kolmogorov equivalence relation. Then x↔ y ∼ y↔x, so clearly · is
commutative in the sense a · b ∼ b ·a (use induction on age(a)+age(b)). As for distributivity,
by induction on age(a) + age(b) + age(c) we have
(a↔ b) · c =
(
(ai↔ b, αi)i∈N<lnth(a) ::(a↔ bj , βj)j∈N<lnth(b)
)
· c =
=
((
(ai↔ b) · c↔(a↔ b) · ck↔(ai↔ b) · ck, αiγk)(i,k)∈N<lnth(a)×N<lnth(c)
)
::
::
(
(a↔ bj) · c↔(a↔ b) · ck↔(a↔ bj) · ck, βjγk)(j,k)∈N<lnth(b)×N<lnth(c)
))
∼
∼
((
ai · c↔ b · c↔a · ck↔ b · ck↔ ai · ck↔ b · ck, αiγk)(i,k)∈N<lnth(a)×N<lnth(c)
)
::
::
(
a · c↔ bj · c↔ a · ck↔ b · ck↔ a · ck↔ bj · ck, βjγk)(j,k)∈N<lnth(b)×N<lnth(c)
))
∼
∼
((
(ai · c↔a · ck↔ ai · ck)↔ b · c, αiγk)(i,k)∈N<lnth(a)×N<lnth(c)
)
::
::
(
a · c↔(bj · c↔ b · ck↔ bj · ck), βjγk)(j,k)∈N<lnth(b)×N<lnth(c)
))
=
= a · c↔ b · c.
So · would induce a disring structure on UD. . . if it induced a map at all. Not only does
· not actually preserve the norm, it does not even respect ∼ (that is, replacing factors by
equivalent ones does not always yield an equivalent product). We can prove a more general
negative result.
Proposition 9.6 There is no operation · on VD (where D is a non-trivial halved disring)
which satisfies ((), λ) · a ∼ λ · a, respects ∼ and induces a disring structure on UD.
Proof. First observe a general fact, that
(
(), λ
)
∼
((
(), λ + µ
)
, µ
)
for all λ, µ ∈ D. Using
this, we obtain (
(), 1
)
∼
(
(), 1
)
·
(
(), 1
)
∼
((
(), 2
)
, 1
)
·
((
(), 2
)
, 1
)
∼
∼
((
(), 2
)
·
((
(), 2
)
, 1
)
↔
((
(), 2
)
, 1
)
·
(
(), 2
)
↔
(
(), 2
)
·
(
(), 2
)
, 1 · 1
)
∼
∼
((
(), 2
)
·
(
(), 2
)
, 1
)
∼
((
(), 4
)
, 1
)
∼
(
(), 3
)
,
a contradiction.
That said, a couple of questions remains. Is the above defined · of any use, even if it does
not induce an operation on U? Is there a reasonable multiplicative structure on U?
If there happens to be one, we can go one step further, defining division with the help of
Neumann series. For x ∈ U define inductively a0(x) := 1, an+1(x) := an(x)↔ xn+1. Then
(1↔x) · an(x) = 1↔xn+1 which is a Cauchy sequence (in the complete metric space U)
when ‖x‖ < 1, and in this case (1↔x)−1 = lim an(x).
Let us extend this beyond the unit ball around 1. Let x = [a] where a ∈ VD. First we
need an upper bound on the terms in a; define inductively on age(a)
u(a) := sup
( {
u(ai)
∣∣ i ∈ N<lnth(a)} ∪ {αi ∣∣ i ∈ N<lnth(a)} ).
It is easy to see that ‖a‖ ≤ u(a), though unlike the norm, u does not respect the Kolmogorov
equivalence relation (but we won’t need it to).
In the following lemma suppose that the multiplicative unit 1 is actually ((), 1).
Lemma 9.7 Let n ∈ N be large enough so that 2u(a) ≤ 2n. Then
d(1, 2−n · a) ≤ 1− 2−n‖a‖.
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Proof. By induction on age(a). Note that the condition 2u(a) ≤ 2n implies 2−nαi ≤
1
2
and 2−n‖a‖ ≤ 12 , the latter of which implies d(1, 2
−n · ai) ≥ ‖1‖↔‖2−n · ai‖ ≥
1
2 .
d((), 2−n · a)↔ 1 = ‖2−n · a‖↔ 1 = 1− 2−n‖a‖
d(1, 2−n · ai)↔ 2
−n · αi = d(1, 2
−n · ai)− 2
−n · αi ≤
≤ 1− 2−n‖ai‖ − 2
−nαi ≤ 1− 2
−n‖a‖
We can write 2−n · [a] = 1↔ 1↔ 2−n · [a] and if ‖a‖ > 0, then by this lemma we obtain
d(1, 2−n · a) = ‖1↔ 2−n · a‖ < 1, so we can calculate the inverse of 1↔ 1↔ 2−n · [a] via
Neumann series, obtaining the inverse of x = [a] itself:
x−1 = 2−n · (2−n · [a])−1 = 2−n · (1↔ 1↔ 2−n · [a])−1.
This would make U a “disfield”, and since ↔ is associative, in fact a field of characteristic 2.
A possible alternative argument for this result might be to construct a field of fractions
over U, then verify, that it also has the Urysohn extension property, thus making it isomet-
rically isomorphic to U.
If we had this structure onU, it would offer us a simple way to generalize the homogeneity
result from Proposition 8.2, allowing us to swap not just two points, but two tuples of points
(having the same interdistances). Take a simple case, suppose we want an automorphism of
U which fixes 0 but maps 1 to a point z on the unit sphere. Then the solution is simply
the map x 7→ z · x, with the inverse x 7→ z−1 · x. More general swaping of pairs could be
achieved by linear maps, and for swaping general tuples one could use analogues to Lagrange
polynomials.
Assuming that there is a reasonable multiplicative structure on U, how much of this
discussion could be salvaged?
9.2 Implication in Disgroups
Let (X,+, 0,↔) be a disgroup and ≤ any partial order on X (not necessarily the one induced
by + and ↔). Suppose futher that X has abitrary finite suprema in this order, and that 0
is its nullary supremum — the smallest element.
Under these conditions we may define a binary operation → : X ×X → X for a, b ∈ X
by
a→ b := sup{a, b}↔a.
Interpreting this in R≥0 (under the usual order), a→ b is the positive part of the difference
b− a, or to put it differently, it tells us, how far forward from a must we go to exceed b.
One can verify that the formulas
a→ a = 0 a→ 0 = 0 0→ a = a a→ b ≤ b a→ b = 0 ⇐⇒ b ≤ a
hold, and when ≤ is the usual order on a disgroup, so do the following ones.
a+ a→ b = sup{a, b} a→ b+ b→ c ≥ a→ c
a↔ b = sup{a→ b, b→ a} = a→ b+ b→ a
a→ sup{b, c} = sup{a→ b, a→ c}
These formulas are reminiscent of some from the propositional calculus (interpret ↔ as
equivalence, → as implication, sup and + as conjunction, 0 as truth). An aspect of this is
the following proposition.
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Proposition 9.8 A Boolean lattice is an associative disring in which a+b = a↔ b = a⇔ b,
0 = ⊤, a · b = a ∨ b, 1 = ⊥. Furthermore, if ≤ is the order, opposite to the usual one in a
Boolean lattice, then sup{a, b} = a ∧ b and a→ b = a⇒ b.
Proof. Exercise.
Of course, since a Boolean lattice is also a Boolean ring, it comes as no surprise to be
an associative disring as well, but note that the disring structure in the above proposition
differs from the Boolean ring structure where a+ b = a ⊻ b = ¬(a⇔ b), 0 = ⊥, a · b = a ∧ b,
1 = ⊤ (it is actually opposite to it).
Boolean lattices are models of classical propositional calculus. Their constructive analogue
are Heyting lattices [7]. Does the above proposition hold for them as well? No; in general,
the equivalence is not associative. Still, one can observe, that the stable part of a Heyting
lattice is an associative disgroup for operations given as in Proposition 9.8 (but not a disring
in general, since it is usually not closed for disjunctions).
9.3 Completion of Disgroups
When discussing metric completions, we restricted ourselves to D-(pseudo)metric spaces,
where D ⊆ R≥0. The main reason for this is that we need the strict order < (or at least
the comparison 0 <) to even define density. General disgroups do not have a suitable such
relation; in this remark we propose what “suitable” means in this case, and then consider in
what way this enables us to generalize the notion of metric completion.
Definition 9.9 Call (X,+, 0,↔, 0 <) a strictly ordered disgroup when (X,+, 0,↔) is a dis-
group and the unary relation 0 < on X satisfies the following conditions for all a, b, x ∈ X .
• ¬(0 < 0) (ireflexivity)
• 0 < a =⇒ 0 < x ∨ x ≤ a (cotransitivity)
• 0 < a ∧ a ≤ b =⇒ 0 < b (transitivity)
• 0 < a+ a =⇒ 0 < a
• ¬(0 < a) =⇒ a = 0 (tightness)
Note that ireflexivity and tightness together can be given as ¬(0 < a) ⇐⇒ a = 0.
Examples from Remark 2.31 are also examples of strictly ordered disgroups: for R≥0 and
its subdisgroups, take the usual strict order, for positive semidefinite matrices declare 0 < A
when there exists a vector x in the domain of A such that 〈Ax, x〉 > 0 (equivalently, when A
has a positive eigenvalue), and for function disgroups declare 0 < f when f attains a positive
value.
Proposition 9.10 Let (X,+, 0,↔, 0 <) be a strictly ordered disgroup. Then the following
holds.
1. 0 < a =⇒ 0 < a+ b for all a, b ∈ X.
2. ≤ is a partial order.
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Proof.
1. By transitivity since 0 ≤ b, so a ≤ a+ b.
2. By the previous item, if 0 < a, then 0 < a+a. The contrapositive a+a = 0 =⇒ a = 0
proves antisymmetry of ≤ by Proposition 2.10.
Hereafter we restrict our attention to halved disgroups.23
Lemma 9.11 Let (X,+, 0,↔, 0 <) be a strictly ordered halved disgroup and x ∈ X. Suppose
∀ ǫ∈X>0 . x ≤ ǫ; then x = 0.
Proof. Suppose 0 < x; then also 0 < x2 , so by assumption
x
2 ≤ x, and therefore x ≤ x+x.
Cancelling x on both sides and taking antisymmetry into account, we obtain x = 0, a
contradiction to ireflexivity. Thus x = 0 by tightness.
Classically ireflexivity and tightness determine 0 < uniquely, namely 0 < a ⇐⇒ a 6= 0,
and if ≤ is a partial order, they imply the other conditions from Definition 9.9. Constructively
it is not so simple; the situation is similar to that of apartness relation which intuitively states
the difference of elements in a positive way. More formally, recall [21] that a binary relation
# on X is called apartness when the following conditions are satisfied.
• ¬(a # a) (ireflexivity)
• a # b ⇐⇒ b # a (symmetry)
• a # b =⇒ a # x ∨ x # b (cotransitivity)
If furthermore
• ¬(a # b) =⇒ a = b (tightness)
is satisfied, then # is called a tight apartness.
An example of a tight apartness is a # b ⇐⇒ a < b ∨ a > b ⇐⇒ |b − a| > 0 on the
reals R. A real is invertible if and only if it is apart from 0.
Proposition 9.12 The relation 0 < on a disgroup D induces a tight apartness on D by
a # b := 0 < a↔ b, and more generally on any D-metric space (X, d) by a # b := 0 < d(a, b).
Proof. Irefelexivity, symmetry and tightness are immediate. For cotransitivity assume
a # b, that is 0 < a↔ b, hence 0 < a↔ b2 . Then by cotransitivity of 0 < we have
0 < a↔x ∨ a↔x ≤
a↔ b
2
.
If the first condition holds, we are done since a # x. If the second one does, then
a↔ b ≤ a↔x+ b↔x ≤
a↔ b
2
+ b↔x
whence 0 < a↔ b2 ≤ b↔x, so b # x.
23To be honest, I don’t think the conditions in Definition 9.9 work well outside the scope of halved disgroups;
some other conditions might be required for more general theory.
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We can construct a model of a completion for a strictly ordered disgroup D. At this point
we assume the existence of the powerset P(D× D).
Let
D˜ := {A ∈ P(D× D) | ∀ ǫ∈D>0 . ∃ (u, v)∈A . u ≤ ǫ} .
Define the relation  on D˜ by
A  B := ∀ (u, v)∈A . ∀ (w, z)∈B . u↔ v ≤ w + z
and ∼ by A ∼ B := A  B ∧B  A.
Proposition 9.13 The relation  (and therefore also ∼) is transitive.
Proof. Suppose A  B, B  C, and (u, v) ∈ A, (x, y) ∈ C, ǫ ∈ D>0 arbitrary. Then there
exists (w, z) ∈ B such that w ≤ ǫ2 , so
u↔ v ≤ w + z ≤ w + w + w↔ z ≤ w↔ z + ǫ ≤ x+ y + ǫ.
By Lemma 9.11 u↔ v ≤ x+ y.
The transitivity of ∼ follows easily from the transitivity of .
Obviously ∼ is also symmetric, so a partial equivalence relation, and thus an equivalence
relation on its domain
{
A ∈ D˜
∣∣ A ∼ A}. Define D̂ to be the set of equivalence classes (the
quotient set) of the domain.
The idea is that [A] represents a point such that {u↔ v | (u, v) ∈ A} are (some of) its
lower bounds and {u+ v | (u, v) ∈ A} its upper bounds. The defining property of D˜ ensures
that these bounds are arbitrarily good approximations.
Every equivalence class in D̂ has a canonical representative, namely its maximal one:
A ∼
{
(u, v) ∈ D× D
∣∣ ∀ (a, b)∈A . (u↔ v ≤ a+ b ∧ a↔ b ≤ u+ v)}.
Note that for any [A] ∈ D̂ the set A contains at most one element of the form (0, a); if it
contains also (0, b), then 0↔ a ≤ 0+ b and vice versa, so a = b. As such, the map i : D→ D̂,
given by
i(x) :=
[
{(0, x)}
]
=
[
{(u, v) ∈ D× D | u↔ v ≤ x ≤ u+ v}
]
,
is injective; in fact, its image can be identified with those equivalence classes which contain a
representative containing an element of the form (0, x). Via this embedding we will consider
D to be a subset of D̂.
For [A], [B] ∈ D̂ declare [A] ≤ [B] := A  B. It is clear that this is a partial order on D̂;
note that it extends the partial order on D.
Lemma 9.14 The following is equivalent for every [A], [B] ∈ D̂.
1. [A] ≤ [B]
2. ∀x∈D . (i(x) ≤ [A] =⇒ i(x) ≤ [B])
3. ∀x∈D . (B ≤ i(x) =⇒ [A] ≤ i(x))
Proof. (1) implies (2) by transitivity. Conversely, assume (2) and take arbitrary (u, v) ∈ A,
(w, z) ∈ B. Then i(u↔ v) ≤ [A], so i(u↔ v) ≤ [B] which means 0↔(u↔ v) ≤ w + z.
The equivalence (1) ⇐⇒ (3) is proved analogously.
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Lemma 9.15 Let f : Dn → D be a monotone operation, i.e. for (xk)k∈N<n , (yk)k∈N<n ∈ D
n,
if xk ≤ yk for all k ∈ N<n, then f((xk)k∈N<n) ≤ f((yk)k∈N<n). Then there exists a unique
monotone extension f̂ : D̂n → D̂ of f ,
1. given by
f̂(([Ak])k∈N<n) =
=
[{
(x, y) ∈ D× D
∣∣∣ ∀ k ∈N<n . ∀ (uk, vk)∈Ak . (x↔ y ≤ f((uk + vk)k∈N<n) ∧
∧ f((uk↔ vk)k∈N<n) ≤ x+ y
)}]
;
2. if f is moreover a subadditive operation, i.e. it satisfies
f((xk + yk)k∈N<n) ≤ f((xk)k∈N<n) + f((yk)k∈N<n)
for all (xk)k∈N<n , (yk)k∈N<n ∈ D
n, then f̂ can be given simplier as
f̂(([Ak])k∈N<n) =
[
{(f((uk)k∈N<n), f((vk)k∈N<n)) | ∀ k ∈N<n . (uk, vk) ∈ Ak}
]
.
Proof. Exercise (for uniqueness use the previous lemma).
Since +, —2 and sup are monotone and subadditive, they extend to D̂ as
[A] + [B] =
[
{(u+ w, v + z) | (u, v) ∈ A ∧ (w, z) ∈ B}
]
[A]
2 =
[ {
(u2 ,
v
2 )
∣∣ (u, v) ∈ A} ]
sup{[A], [B]} =
[
{(sup{u,w}, sup{v, z} | (u, v) ∈ A ∧ (w, z) ∈ B}
]
(the fact that sup is indeed the supremum on D̂ follows from uniqueness). Clearly then the
unit for addition is
0 = i(0) = [{(0, 0)}] = [{(x, x) | x ∈ X}],
and we can define the extension of 0 < by
0 < [A] ⇐⇒ ∃ (u, v)∈A . u # v.
The operation ↔ is more difficult because it is not monotone, but we can sidestep that
problem by recalling the operation → from Subsection 9.2 which is monotone in the second
argument and antitone in the first, so by a similar reasoning as in Lemma 9.15(1)
[A]→ [B] =
[{
(x, y) ∈ D× D
∣∣∣ ∀ (u, v)∈A . ∀ (w, z)∈B . (x↔ y ≤ (u↔ v)→ (w + z) ∧
∧ (u+ v)→ (w↔ z) ≤ x+ y
)}]
,
[A]↔[B] = sup{[A]→ [B], [B]→ [A]}.
This formula is rather complicated; the question is, can it be simplified? Regardless, we’ll
skip the technical verification that these operations make D̂ into a strictly ordered halved
disgroup.
It is reasonable to call D̂ the completion of D due to the following proposition (in the
proof of which we again skip the technical verification).
Proposition 9.16 D̂ is the largest disgroup of which D is a dense subdisgroup.
Proof. First we show that i has a dense image. Take any [A] ∈ D̂ and [E] ∈ D̂>0. We
thus have (x, y) ∈ E such that x # y, and we may find (u, v) ∈ A such that u ≤ x↔ y. Then
[A]↔ i(v) ≤ i(u) ≤ i(x↔ y) ≤ [E].
Let D′ be another disgroup and j : D → D′ an injective map which preserves disgroup
structure and has a dense image. Then k : D′ → D̂, given by
k(x) :=
[
{(u, v) ∈ D× D | j(u↔ v) ≤ x ≤ j(u+ v)}
]
has the property k ◦ j = i.
Consequently, the completion of D̂ is (isomorphic to) D̂.
Having the completion of the base disgroup D, we can construct completions of general
D-(proto)metric spaces via locations (recall Section 4). Hereafter, assume that D is complete.
Definition 9.17 Let X = (X, dX) be a D-(pseudo)metric space. A map f : X → D is a
location on X when
• dX(x, y)↔ f(x) ≤ f(y) for all x, y ∈ X , and
• ∀ ǫ∈D>0 . ∃x∈X . f(x) ≤ ǫ.
We denote the set of locations on X by L (X).
L (X) is a D-metric space, with the metric dL (X) : L (X)×L (X)→ D̂ ∼= D given as
dL (X)(f, g) :=
[
{(f(x), g(x)) | x ∈ X}
]
.
From here we can proceed much as in Section 4.
The point of this exercise is the following question. As we have seen in Section 3, we can
make a “countable version of a Urysohn space” over any partially ordered disgroup D with
finite suprema. Here we’ve seen that if D is halved and strictly ordered, we can complete
this countable version. An adaptation of arguments from Section 5 should show that the
completion would satisfy the Urysohn extension property. So, are there strictly ordered
halved disgroups, other than such subdisgroups of R≥0, over which the Urysohn space would
be of interest?
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