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Zusammenfassung
Die einseitige Bestimmung von Wanddicken ist in vielen Bereichen der Industrie wichtig fu¨r
die Sicherheit und Qualita¨tssicherung von Anlagen. Ziel ist es, die Dichtheit der Komponente
zu garantieren, um einerseits den Austritt gefa¨hrlicher Stoffe zu vermeiden und andererseits
den Verlust wertvoller Flu¨ssigkeiten oder Gase zu verhindern. Bei Rohren, Druckbeha¨ltern und
chemischen Anlagen hat man fu¨r eine Pru¨fung der Wanddicke in der Regel nur Zugang von
der Außenwand – abgesehen von Rohrpru¨fungen z. B. mittels Ultraschallsonden (sogenannte
Molche), welche in den Produktstrom durch die Rohre geleitet werden. Um die Wanddicke zu
bestimmen, gibt es verschiedene Verfahren der zersto¨rungsfreien Pru¨fung (z. B. Ultraschall-,
Ro¨ntgen- und Wirbelstrompru¨fung, Thermografie). Einer der Vorteile der Thermografie ist,
dass sie beru¨hrungslos funktioniert. Bei der aktiven Thermografie wird der Probeko¨rper kurz-
zeitig erwa¨rmt oder abgeku¨hlt, und die thermische Antwort wird mit einer Infrarot-Kamera
gemessen und evaluiert. Die Infrarot-Kamera misst fu¨r diskrete Zeitpunkte elektromagnetische
Strahlung innerhalb eines Spektralbereichs, welche bei bekannten Oberfla¨chenparametern einen
Ru¨ckschluss auf die Temperatur des Messobjektes erlaubt. Aus den aufgenommenen Wa¨rme-
bildern wird die Ru¨ckwandgeometrie, d. h. die Wanddicke fu¨r ein Profil oder fla¨chendeckend
(2D/3D), bis in den sub-mm-Bereich ermittelt, wobei es sich mathematisch um ein inverses
Problem handelt. Ein inverses Problem bezeichnet die Umkehrung eines direkten, eindeutig und
verha¨ltnisma¨ßig einfach lo¨sbaren Problems. Eines der klassischen Verfahren fu¨r inverse Pro-
bleme, die Levenberg-Marquardt-Methode, wird in dieser Arbeit erstmalig an experimentell
gewonnenen thermografischen Daten der zersto¨rungsfreien Pru¨fung erfolgreich angewendet. Die
untersuchten Probeko¨rper repra¨sentieren unterschiedliche Materialien (PVC, Stahl) und besaßen
neben ku¨nstlichen Defekten (Nuten verschiedener Form, Flachbodenbohrungen) auch Defekte,
welche auf natu¨rlichem Wege entstanden waren (Korrosionslo¨cher in Rohren). Die Levenberg-
Marquardt-Methode hat den Vorteil, dass sie im Gegensatz zu den ga¨ngigen direkten Verfah-
ren auf der mehrdimensionalen Betrachtung der Wa¨rmeleitungsgleichung basiert und außerdem
theoretisch auf komplexere Defektformen, z. B. unterho¨hlende oder innere Defekte, erweiter-
bar ist. Mit der Levenberg-Marquardt-Methode wird die Genauigkeit der Rekonstruktion ge-
genu¨ber den ga¨ngigen direkten Verfahren um bis zu 77% verbessert. Durch die Optimierung der
Levenberg-Marquardt-Methode konnte ein Rekonstruktionsfehler der Wanddicke (gemeint ist die
durchschnittliche Abweichung der Rekonstruktion zur realen Ru¨ckwandgeometrie) unter 0.5 mm
erzielt werden (bei maximal 20 mm Wanddicke). Der punktweise Rekonstruktionsfehler war tie-
fenabha¨ngig und erreichte im Schnitt aller Nutprobeko¨rper maximal 2 bzw. 6 mm fu¨r Tiefenlagen
unter bzw. u¨ber 10 mm. Dies gilt fu¨r 2D-Rekonstruktionen, d. h. der Bestimmung der Wand-
dicke entlang von Profilen. Bei fla¨chendeckender Rekonstruktion (3D) wurde auf Grund von
Zeiteffizienz eine approximative Variante in Verbindung mit der numerischen Broyden-Methode
angewendet, sodass der durchschnittliche Rekonstruktionsfehler unter 1.2 mm lag (bei maximal
20 mm Wanddicke). Damit ko¨nnte die Levenberg-Marquardt-Methode als
”
Goldstandard“ ein-
gesetzt werden, welches ein mo¨glichst zuverla¨ssiges und universell erweiterbares Verfahren fu¨r
die Thermografie zur Charakterisierung von Materialien ist und welches als Referenzverfahren
fu¨r zeiteffiziente, spezielle Rekonstruktionsmethoden angewendet werden kann.
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Abstract
The one-sided identification of wall thicknesses is important for safety and quality control of
constructions in several industrial sectors. The aim is to guarantee the impermeability of a
component, on the one hand to avoid the leakage of dangerous substances and on the other
hand to prevent the loss of valuable fluids or gases. For testing purposes, pipes, pressure tanks,
and chemical plants are generally only accessible from the outer wall – apart from pipe testings
with e. g., an ultrasonic sensor (so-called go-devil), which is sent into the product stream
longitudinally through the pipe. To detect the wall thickness, there exist several non-destructive
testing methods (e. g., ultrasonic testing, x-ray methods, eddy current testing, thermography).
One of the advantages of thermography is, that it runs contact-free. With active thermography,
the test specimen is shortly heated or cooled and the thermal answer, measured by an infrared
camera, is evaluated. The infrared camera measures electromagnetic radiation within its specific
spectral range at discrete points in time. This leads to temperature information of the test
specimen knowing certain surface parameters. Evaluating the spatial thermal distribution,
the back wall geometry, i. e., the wall thickness for a profile or area-wide (2D/3D), can be
determined to the sub-mm-scope. Mathematically, this is an inverse problem, which is defined
as the reversion of a direct, uniquely and comparable easily solvable problem. In this thesis and
for the first time, one of the classical methods for inverse problems, the Levenberg-Marquardt
method, is successfully applied to experimentally obtained thermografic data of non-destructive
testing. The back wall geometry is reconstructed as a profile and area-wide. The analysed
test specimens were from different materials (PVC, steel) and had not only artificial defects
(differently shaped notches, flat bottom holes), but also defects which evolved naturally (cor-
rosion defects in pipes). The Levenberg-Marquardt method has the advantage that it is based
on a multidimensional consideration of the heat equation in comparison to the current direct
methods; furthermore, the Levenberg-Marquardt method is extendable to more complex defect
shapes, like undercuttings or inner defects. By the application of the Levenberg-Marquardt
method, the precision of the reconstruction is improved by up to 77% compared to the current
direct methods. By the optimisation of the Levenberg-Marquardt method, the reconstruction
error of the wall thickness (i.e., the mean difference of the reconstruction to the real back wall
geometry) was below 0.5 mm (with 20 mm maximal thickness). The pointwise reconstruction
error was dependant from thickness and was 2 mm at most (average value for the notch
test specimens) for thicknesses below 10 mm, while it was 6 mm at most for thicknesses
above 10 mm. This is true for the 2D reconstructions, i.e., for the determination of the
wall thickness along profiles. For area-wide reconstructions (3D), an approximative variation
of the Levenberg-Marquardt method was applied to limit the calculation period, using the
numerical Broyden’s method. In this case, the mean reconstruction error was below 1.2 mm
(with 20 mm maximal thickness). Thereby, the Levenberg-Marquardt method might be used
as a “gold standard”, which is a reliable-as-possible and all-purpose method for thermography
to characterise materials and which is utilised as a reference method for time efficient and
specialised reconstruction methods.
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Kapitel 1
Einfu¨hrung
1.1 Stand der Technik: zersto¨rungsfreie Pru¨fung von Wand-
dicken
Die einseitige Bestimmung von Wanddicken ist in vielen Bereichen der Industrie wichtig fu¨r die
Sicherheit und Qualita¨tssicherung von Anlagen. Ziel ist es, die Dichtheit der Komponente zu
garantieren, um einerseits den Austritt gefa¨hrlicher Stoffe zu vermeiden und andererseits den
Verlust wertvoller Flu¨ssigkeiten oder Gase zu verhindern. Bei Rohren, Druckbeha¨ltern und che-
mischen Anlagen hat man fu¨r eine Pru¨fung der Wanddicke in der Regel nur Zugang von der
Außenwand – abgesehen von Rohrpru¨fungen z. B. mittels Ultraschallsonden (sogenannte Mol-
che), welche in den Produktstrom durch die Rohre geleitet werden. Um die Wanddicke fu¨r ein
Profil oder fla¨chendeckend, d. h. die Ru¨ckwandgeometrie, zu bestimmen, gibt es verschiedene
Verfahren der zersto¨rungsfreien Pru¨fung (ZfP). Einige Verfahren der ZfP beruhen auf akusti-
schen Wechselwirkungen, z. B. die Ultraschallpru¨fung und die Schallemissions-Pru¨fung, oder auf
magnetischen und elektrischen Wechselwirkungen, z. B. die Fehlerpru¨fung mit Wirbelstrom. Fer-
ner gibt es die Durchstrahlungspru¨fungen, z. B. mit Ro¨ntgen- oder Mikrowellenstrahlung (nicht
fu¨r Metalle), und visuelle Auswertungen, z. B. die Riss- und Porenpru¨fung nach dem Eindring-
verfahren [DPSD06].
Zur Wanddickenbestimmung wird zur Zeit hauptsa¨chlich die Ultraschallpru¨fung eingesetzt
[DINd], da sie fu¨r die u¨blichen Wanddicken (1.2-250 mm) eine gleichma¨ßige Messgenauigkeit in-
nerhalb der gesamten Wanddicke erlaubt. Unter geeigneten Bedingungen liegt die Fehlertoleranz
der Wanddickenmessgera¨te mit Ultraschall unter ±0.01 mm. Teilweise werden Rohrwa¨nde auch
mit der Ro¨ntgenpru¨fung untersucht, wobei dieses Verfahren bevorzugt fu¨r das Entdecken von
inneren volumino¨sen Fehlstellen [DINf] angewendet wird. Bei kleinen Rohrdurchmessern wer-
den Rohrwa¨nde mitunter auch mit der Ro¨ntgen- bzw. mit der Wirbelstrompru¨fung untersucht
[DINe].
Seit wenigen Jahren geho¨rt die Thermografie zu den etablierten Verfahren der ZfP, um Bau-
teile und Werkstu¨cke zu charakterisieren. Bei der Thermografie wird der Probeko¨rper erwa¨rmt
oder abgeku¨hlt, und die thermische Antwort wird mit einer Infrarot-Kamera zeit- und ortsauf-
gelo¨st gemessen und evaluiert. Die Infrarot-Kamera misst fu¨r diskrete Zeitpunkte elektromagne-
tische Strahlung innerhalb eines Spektralbereichs, welche bei bekannten Oberfla¨chenparametern
einen Ru¨ckschluss auf die Temperatur des Messobjektes erlaubt. Der Vorteil der Thermogra-
fie gegenu¨ber der Ultraschallpru¨fung ist, dass sie beru¨hrungslos funktioniert, sodass sie auch
bei kontaktempfindlichen oder nicht direkt zuga¨nglichen Oberfla¨chen Anwendung findet. Damit
sind Heißpru¨fungen mit Thermografie weniger aufwa¨ndig durchfu¨hrbar als mit der Ultraschall-
pru¨fung, bei welcher das Koppelmittel zwischen Pru¨fkopf und heißem Material (z. B. Zinkkessel
mit Temperaturen >300) aufwendig geku¨hlt werden muss und der Verschleiß des Pru¨fkopfs
besonders hoch ist. Außerdem sind Schichtsysteme unterschiedlicher Materialien vergleichsweise
1
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schwierig mit Ultraschall zu pru¨fen, da die Schallwelle an jeder Grenzschicht reflektiert wird und
damit das Sto¨rsignal eines Defektes u¨berlagert werden kann (z. B. bei den Wa¨nden eines Reak-
tordruckbeha¨lter im Nuklearkraftwerk, bei Kesseln wegen der chemischen Schutzschicht), wobei
jedoch Materialwechsel auch die Pru¨fung mit Thermografie zu einem gewissen Maße beeintra¨chti-
gen. Ein weiterer Vorteil ist, dass die Thermografie direkt bildgebend abla¨uft, sodass sie ho¨here
Messgeschwindigkeiten ermo¨glicht, im Gegensatz zur Ultraschall- und zur Wirbelstrompru¨fung.
Der Vorteil der Thermografie gegenu¨ber der Durchstrahlungspru¨fung mit Ro¨ntgenstrahlung ist,
dass sie auch auf ein Pru¨fteil angewendet werden kann, welches nicht von allen Seiten zuga¨nglich
ist, z. B. eine Flugzeugverkleidung. Außerdem erfordert die aktive Thermografie einen weniger
komplexen Aufbau und keinen besonderen Strahlenschutz (bis auf Laser-Thermografie).
Es gibt verschiedene thermische Verfahren, um quantitative Parameter wie die Geometrie ei-
nes Pru¨fteil oder seine thermischen Materialparameter zu detektieren. Die passive Thermografie
nutzt vorhandene thermische Energien, z. B. die Sonne, welche Geba¨udefassaden oder Wind-
kraftanlagen erwa¨rmt und es werden nahezu stationa¨re (d. h. zeitunabha¨ngige) Temperaturver-
teilungen gemessen. Fu¨r die aktive Thermografie wird das Pru¨fteil auf geeignete Weise erwa¨rmt
oder abgeku¨hlt, um eine bewusste Sto¨rung des thermischen Gleichgewichts zu erzeugen (insta-
tiona¨re Temperaturverteilungen). Die aktive Thermografie, wie z. B. die Impuls-Thermografie,
wird breitgefa¨chert angewendet, da sie eine sehr schnelle Pru¨fung ermo¨glicht. Die Dauer eines
kurzen thermischen Impulses reicht von wenigen Millisekunden fu¨r oberfla¨chennahe Untersu-
chungen (oft bei thermisch stark leitfa¨higen Materialien so wie Metall [SK02]) bis zu einigen
Minuten fu¨r Untersuchungen von tieferen Schichten (oft fu¨r schwach leitfa¨hige Materialien so
wie Beton [MAR07]). Um ein Pru¨fteil thermisch anzuregen, kann man sichtbare oder infraro-
te Strahlung verwenden (Blitzlampen, Halogenlampen, Infrarotstrahler, Laser). Eine Norm fu¨r
die Blitzthermografie ist in Arbeit. Ferner, abha¨ngig vom Material, sind auch andere Verfahren
wie elektromagnetische Induktion oder Ultraschall zur Anregung geeignet [HBM+10][RWB98].
Ha¨ufig werden Blitzlampen verwendet: Ein kurzer Lichtimpuls, welcher von der Blitzlampe aus-
geht, erwa¨rmt das Pru¨fteil. Mit dieser Art von Erwa¨rmung existiert fu¨r die Pru¨fung von Bautei-
len aus kohlenstofffaserversta¨rktem Kunststoff (CFK) ein ASTM-Standard [Pat07]. Die Analyse
der Oberfla¨chentemperatur nach der Erwa¨rmung ermo¨glicht es, Inhomogenita¨ten zu detektie-
ren: Die Oberfla¨chentemperatur fa¨llt, solange wie die Wa¨rmeenergie ins Innere eines Pru¨fteils
abfließen kann. Aus der messbaren Oberfla¨chentemperatur einen quantitativen Ru¨ckschluss u¨ber
die Ru¨ckwandgeometrie ziehen zu ko¨nnen, wird in dieser Arbeit als Rekonstruktion bezeichnet.
Auch Materialeigenschaften wie die Temperaturleitfa¨higkeit oder Informationen u¨ber die Gro¨ße
und Tiefe von inneren Hohlstellen ko¨nnen unbekannte Parameter darstellen, welche aus thermo-
grafischen Daten rekonstruiert werden sollen.
Eine U¨bersicht der Methoden zur quantitativen Datenanalyse der Impuls-Thermografie
bieten Maldague [Mal01], Sun [Sun06], Omar [OZ08] und Zeng [ZZT+12]. Zum Beispiel wird
der Kontrast (als absolute Temperaturdifferenz) zwischen einem ru¨ckseitig defektfreien und
einem ru¨ckseitig defekten Gebiet ausgewertet und der Zeitpunkt des Maximums des Kontrastes
bzw. der ersten Ableitung des Kontrastes analysiert [RJV98][RMH98]. Eine weitere Methode,
welche aus der eindimensionalen Wa¨rmeleitungsgleichung hergeleitet wird, ist die Analyse des
relativen Kontrastes. Vavilov [VGB+96], Grinzato [GVBM07], Lugin [LN07], Marinetti [MV10]
und Go¨tschel [GWM+13] rekonstruierten die Wanddicke eines Pru¨fko¨rpers und konnten somit
Defekte an der Ru¨ckwand detektieren. Alle diese Methoden sind direkt (d. h. ohne zusa¨tzliche
Berechnung von Temperaturdaten) und schnell, da sie auf der Theorie einer eindimensionalen
Wa¨rmeleitung basieren (bis auf die Erweiterung durch [GWM+13]). Damit ist die Genauig-
keit der Rekonstruktion von der Defektgro¨ße und -form abha¨ngig. Außerdem beruhen diese
Methoden auf der Kenntnis eines defektfreien Gebietes. Wenn keine Kontraste ausgewertet
werden ko¨nnen, da ein defektfreies Gebiet fehlt oder unbekannt ist, dann fu¨hrt das Maximum
der zweiten Ableitung der Temperatur zu einer alternativen Auswertung [Sun06][OZ08]. Die
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ju¨ngst vero¨ffentlichte Methode von Zeng [ZZT+12] wertet die erste Ableitung der skalierten
Temperatur aus; ebenso ohne Kenntnis eines defektfreien Gebietes. Einen weiteren empirischen
Ansatz bietet die Analyse des zeitlichen Temperaturverlaufes im Frequenzbereich. Mit der
Puls-Phasen-Thermografie wird die Defekttiefe aus dem Verschwinden des Kontrastes im
Frequenzbereich rekonstruiert [MAR+06]. Um die Auflo¨sung fu¨r eine bestimmte Tiefe zu
verbessern, kann auch die LockIn-Thermografie angewendet werden: Die Phasenverschiebung
zwischen der harmonischen Anregung und der daraus resultierenden Temperaturmodulation
reagiert empfindlich auf Defekte unter der Oberfla¨che [WB98]. Die Puls-Phasen- und die
LockIn-Thermografie ermo¨glichen Pru¨fungen von Wanddicken mit a¨hnlicher Genauigkeit
wie die Impuls-Thermografie [PA08]. Die zwei- bzw. dreidimensionale Ausbreitung der
Wa¨rmediffusion wird in diesen Methoden nicht beru¨cksichtigt; bzw. auf vereinfachte Weise
beru¨cksichtigt [GWM+13].
Um die Genauigkeit der Rekonstruktion bezu¨glich lateraler Wa¨rmediffusion zu erho¨hen,
mu¨ssen komplexere physikalische Gesetze, wie die zwei- bzw. dreidimensionale Wa¨rmeleitungs-
gleichung, betrachtet werden. Lugin rekonstruiert Ru¨ckwandgeometrien, d. h. die Wanddicke
u¨ber die gesamte Breite eines Pru¨fteils, wobei sich die Wanddicken fu¨r unterschiedliche Ober-
fla¨chenpunkte gegenseitig beeinflussen [LN07]. In einer iterativen Methode werden berechnete
Temperaturdaten auf einem schlauen Umweg an die Messdaten angepasst. Gesetze u¨ber das Kon-
vergenzverhalten dieser Iteration existieren jedoch nicht. Im Gegensatz dazu bietet die Theo-
rie der Optimierung, z. B. die Methode der kleinsten Quadrate, eine fundierte Theorie u¨ber
das Konvergenzverhalten. Diese iterativen Methoden vergleichen berechnete Daten mit experi-
mentellen Daten auf direkte Weise. Dabei wird die 2D/3D-Wa¨rmeleitungsgleichung als nicht-
lineares, schlecht-gestelltes Problem betrachtet [EHN00]. Iterative Ru¨ckwandrekonstruktionen
mittels Optimierungsmethoden findet man von Banks [BKW90] und Bison [BCG10]. Zusa¨tz-
lich zu den Optimierungsmethoden bieten Inversionsmethoden einen alternativen Ansatz, um
nicht-lineare Probleme zu lo¨sen. Dazu wird die Fragestellung, wie aus Messdaten der Impuls-
Thermografie die Ru¨ckwandgeometrie rekonstruierbar ist, als inverses Problem betrachtet; mehr
dazu im folgenden Kapitel.
1.2 Stand der Technik: Inverse Probleme
Ein inverses Problem oder eine Inversion bezeichnet das
Schließen auf eine Ursache, deren Wirkung beobachtet wurde [Rie03].
Abbildung 1.1: Weitsprung
als inverses
Problem
Das inverse Problem stellt also eine Umkehrung eines direkten
Problems dar, welches durch eine relativ einfache Lo¨sbarkeit
mittels bekannter Gesetzma¨ßigkeiten und durch eine eindeuti-
ge Lo¨sung charakterisiert wird. In Abbildung 1.1 ist der Weit-
sprung als skizzenartiges Beispiel aus dem Alltag fu¨r ein direktes
Problem gezeigt. Aus der Absprungposition, der Geschwindig-
keit und dem Absprungwinkel la¨sst sich die Weite bestimmen.
Umgekehrt jedoch la¨sst sich aus der Weite nicht eindeutig die
Absprungposition, die Geschwindigkeit und der Absprungwinkel
bestimmen. Denn es gibt unterschiedliche Kombinationen dieser
Parameter, welche zur gleichen Weite fu¨hren. Das Ru¨ckwa¨rts-
springen eines Weitsprungs stellt also ein weitaus schwierigeres Problem dar als die normale
Vorwa¨rtsrichtung.
Ein typisches Charakteristikum eines inversen Problems ist seine Schlecht-Gestelltheit
[EHN00]. Schlecht-Gestelltheit bedeutet Folgendes:
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 das inverse Problem hat entweder keine Lo¨sung im strengen Sinne,
 die Lo¨sung des inversen Problems ko¨nnte nicht eindeutig sein,
 und/oder die Lo¨sung ha¨ngt nicht stetig von den gegebenen Daten der beobachtbaren Wir-
kung ab, d. h. eine kleine A¨nderung in den Daten (z. B. durch Rauschen) hat eine große
A¨nderung in der Lo¨sung zur Folge.
Die Unstetigkeit fu¨hrt zu einem ernsthaften numerischen Problem, fu¨r welches eine Behebung
in allgemeiner Form existiert: Die Regularisierung des Problems. Einfu¨hrende Literatur in
Regularisierungsmethoden bieten z. B. Rieder [Rie03] und Engl [EHN00]. Um die determi-
nistischen Ansa¨tze durch probalistische Methoden zu erga¨nzen, bietet Kaipio [KS04] die
einfu¨hrende Literatur. Typische Anwendungsfelder von Inversionsmethoden finden sich z. B. in
der Geophysik [Blo09][Par94], in der medizinischen Bildgebung [Nat01] und in den Ingenieur-
wissenschaften [Jou].
Abbildung 1.2: Inverses Problem: Rekonstruktion
einer Ru¨ckwandgeometrie (links)
aus thermografischen Daten
(rechts)
Abbildung 1.2 symbolisiert das direkte
Problem dieser Arbeit: fu¨r eine bekannte
Geometrie eines Probeko¨rpers ist mittels
der Wa¨rmeleitungsgleichung das Tempera-
turfeld unter bestimmten experimentellen
Bedingungen eindeutig bekannt und lo¨sbar.
Die Umkehrung lautet, aus experimentell
gewonnenen thermografischen Messdaten der
zersto¨rungsfreien Pru¨fung die Ru¨ckwand-
geometrie rekonstruieren zu ko¨nnen. Fu¨r
dieses inverse Problem wird im Rahmen
dieser Arbeit erstmalig eines der klassischen Verfahren der inversen Probleme, die Levenberg-
Marquardt-Methode, erfolgreich angewendet. Die Levenberg-Marquardt-Methode beruht auf
einer Minimierung des linearisierten direkten Problems innerhalb einer bevorzugten Umgebung
(Trust-Region). Die Levenberg-Marquardt-Methode wird zu den deterministischen Verfahren
geza¨hlt, ergibt sich jedoch genauso auch als Spezialform eines stochastischen Ansatzes [KS04,
S. 79].
Die Levenberg-Marquardt-Methode hat den Vorteil, dass sie im Gegensatz zu den ga¨ngigen
direkten Verfahren auf der mehrdimensionalen Betrachtung der Wa¨rmeleitungsleitung basiert.
Außerdem ist die Levenberg-Marquardt-Methode theoretisch erweiterbar und kann dann fu¨r eine
breitere Klasse von Defekten angewendet werden, z. B. fu¨r ru¨ckseitige Defekte mit Unterho¨hlung
der Ru¨ckwand und fu¨r innere volumino¨se Defekte (z. B. Einschlu¨sse). Ferner gilt diese Methode
als zuverla¨ssig, da sie zu den klassischen inversen Methoden fu¨r nicht-lineare, schlecht-gestellte
Probleme za¨hlt. Fu¨r diese Methode existieren bewiesene Aussagen u¨ber die Konvergenz [KNS08].
Damit leistet die Levenberg-Marquardt-Methode dieser Arbeit einen Beitrag zur Suche eines
”
Goldstandards“ fu¨r alle Defektformen und -positionen. Der
”
Goldstandard“ soll ein erweiterba-
rer Algorithmus sein, dessen Rekonstruktionen zuverla¨ssig mit der Wirklichkeit u¨bereinstimmen,
wobei das Kriterium der Zeiteffizienz vernachla¨ssigbar ist. An diesem
”
Goldstandard“ lassen sich
dann schnelle Rekonstruktionsmethoden vergleichen, welche meist auf die Detektion von be-
stimmten Defektformen und -positionen spezialisiert sind. Die Idee eines gesplitteten Regulari-
sierungsparameters ist neu, optimierte die Levenberg-Marquardt-Methode und war entscheidend
fu¨r die zufriedenstellenden Rekonstruktionsergebnisse, welche in dieser Arbeit gezeigt werden.
Welche Verfahren kommen noch als
”
Goldstandard“ der Thermografie in Frage? Weitere
Verfahren, welche auf einer mehrdimensionalen Betrachtung der Wa¨rmeleitungsgleichung
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basieren und anhand experimenteller Daten untersucht worden sind, sind eine sogenannte
Fixpunktgleichung in [LN07], eine Optimierungsmethode in [BKW90] und eine Helmholtzglei-
chungen in [BCG10]. Die eindeutig erfolgreichen Ru¨ckwandrekonstruktionen sind eher in [LN07]
und [BKW90] zu finden; der Algorithmus in [LN07] ist aber nicht erweiterbar auf allgemeinere
Defektformen. Quantitative Aussagen u¨ber die rekonstruierte Ru¨ckwand existieren außerdem
nur in [BKW90] und sind leider spa¨rlich (und zwar fu¨r eine einzige Ru¨ckwandrekonstruktion,
welche durch fu¨nf diskrete Werte gegeben ist). Die Umsetzung der Optimierungsmethode
vernachla¨ssigt bei der Simulation der Temperatur eine Verfeinerung der Gitterauflo¨sung an der
Randschicht und die Wa¨rmeverluste durch Konvektion und Strahlung.
Numerische Experimente: Marcuzzi [MM08] fu¨hrte numerische Experimente durch
und rekonstruierte anhand der simulierten Temperaturdaten die Ru¨ckwandgeometrien mittels
der Levenberg-Marquardt-Methode. Es wurden jedoch keine Ergebnisse mit experimentell
gewonnenen Daten gezeigt, welche im Gegensatz zu simulierten Temperaturdaten einen
nicht vernachla¨ssigbaren Messfehler besitzen. Marcuzzi benutzt ein adaptives Gitter, welches
innerhalb eines Predictor-Corrector-Verfahrens implementiert wurde. Weitere numerische
Experimente findet man in [BC05]; ferner wird die Eindeutigkeit der Lo¨sung des inversen
Problems gezeigt; Details dazu folgen.
Die Levenberg-Marquardt-Methode wird in verschiedensten Feldern erfolgreich angewendet
(z. B. in den Geowissenschaften [Han97] und in der Chemie [BLSF96]). Bevor wir zu den Details
dieser Anwendung kommen, werden im folgenden Unterkapitel weitere inverse Probleme im
Zusammenhang mit der Wa¨rmeleitung genannt.
1.2.1 Inverse Wa¨rmeleitungsprobleme
Zur Einfu¨hrung in inverse Probleme im Zusammenhang mit der Wa¨rmeleitungsgleichung eignen
sich folgende Referenzen [BBJ85][KN95][Ozi00][Ali11][Gry11]. Bei der Inversion von Wa¨rme-
leitungsproblemen muss beru¨cksichtigt werden, dass sich kleine sowie o¨rtlich eng abgegrenzte
Vera¨nderungen in der Temperaturverteilung mit der Zeit ausgleichen und einen deutlich gerin-
geren Einfluss auf die spa¨tere Temperaturverteilung haben als globale Temperaturgradienten,
d. h. o¨rtliche und zeitliche Informationen bleiben bei dem Diffusionsprozess nicht vollsta¨ndig
erhalten. Die Lo¨sung des inversen Problems ha¨ngt also stark auch von kleinen A¨nderungen der
Messdaten ab. Generell gilt, dass inverse Probleme der Wa¨rmeleitung schlecht-gestellt [Ozi00]
sind.
Viele Beispiele der inversen Wa¨rmeleitungsprobleme kommen aus der Luft- und Raum-
fahrtindustrie, wo inverse Wa¨rmeleitungsprobleme ha¨ufig in folgender Form auftreten: es soll
der zeitliche Verlauf des Wa¨rmestromes an der Oberfla¨che eines wa¨rmeleitenden Materials
bestimmt werden. Fu¨r die Berechnungen werden dazu die Temperaturmessungen im Innern des
Materials ausgenutzt [BBJ85][Ozi00]. Diese Fragestellungen zu den Randwerten treten zum Bei-
spiel bei der Untersuchung des Neueintritts einer Wa¨rmeabschirmung in die Erdatmospha¨re auf.
Die Inversion zur Ru¨ckwandrekonstruktion wurde nur fu¨r den stationa¨ren Fall betrachtet
[KN95][Rie03] im Vergleich zu der Problemstellung in dieser Arbeit (instationa¨rer Fall, d. h.
Zeitabha¨ngigkeit). Denn die Rekonstruktion der Geometrie geho¨rt im Vergleich mit den Rekon-
struktionen von Wa¨rmequellen, von Materialparametern, von Anfangswerten und Randwerten
zu den am schwersten lo¨sbaren inversen Problemen [Gry11]. Zum Beispiel soll die Wanddicke
eines Hochofens aus Temperaturmessungen im Innern des Wandmaterials bestimmt werden. Da
die Temperaturverteilung der Wand als zeitunabha¨ngig angesehen werden kann, ist die Frage-
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stellung vereinfacht und mit der stationa¨ren Wa¨rmeleitungsgleichung beschreibbar. Die Methode
zur Lo¨sung kann nicht auf die instationa¨re Wa¨rmeleitungsgleichung u¨bertragen werden, welche
in dieser Arbeit das inverse Problem definiert, da die Gleichungen sich fundamental in ihrer
Struktur unterscheiden.
1.2.2 Eindeutigkeit des inversen Problems
Inverse Probleme sind oft nicht eindeutig lo¨sbar. Zum Beispiel ist in der zersto¨rungsfreien
Pru¨fung die 3D-Rekonstruktion von Stromdichten anhand von Magnetfeldmessungen nicht ein-
deutig lo¨sbar [Wik96]: Mehrere Stromdichteverteilungen fu¨hren auf die gleiche Magnetfeldvertei-
lung. Um dieses inverse Problem zu lo¨sen, bietet sich daher der probabilistische Ansatz besonders
an. Jedoch ist in dieser Arbeit das inverse Problem eindeutig lo¨sbar (2D und 3D) [BC05]. Denn
eine einzige defekte Ru¨ckwandgeometrie – ohne Unterho¨hlungen der Ru¨ckwand durch den De-
fekt – fu¨hrt zu einer bestimmten Temperaturfeldverteilung. Daher wird in dieser Arbeit der
deterministische Ansatz gewa¨hlt. Das inverse Problem in dieser Arbeit ist also aufgrund seiner
Instabilita¨t bezu¨glich geringer A¨nderungen an den auszuwertenden Daten schlecht-gestellt, und
nicht aufgrund seinem Mangel an Eindeutigkeit.
Es muss erwa¨hnt werden, dass die Eindeutigkeitsaussage nur fu¨r rauschfreie Daten gilt. Denn
das Messrauschen hebt die Eindeutigkeitsaussage eines jeden inversen Problems auf [Wik96].
Damit sind die erfolgreichen Rekonstruktionsergebnisse dieser Arbeit umso mehr von Bedeutung.
1.2.3 Iteratives Inversionsverfahren
Die Inversion mit der Levenberg-Marquardt-Methode zur Ru¨ckwandrekonstruktion beinhaltet
Folgendes:
 Die Messung liefert den zeitlichen Verlauf der Temperatur auf der zuga¨nglichen, vorder-
seitigen Oberfla¨che des Materials nach einer impulsartigen Erwa¨rmung.
 Die Levenberg-Marquardt-Methode nutzt diese Messdaten aus, um die Geometrie des ge-
samten Materials zu berechnen. Das heißt, die Geometrie des unzuga¨nglichen Teils der
Oberfla¨che (die Ru¨ckseite) des Materials wird rekonstruiert: die Ru¨ckwandgeometrie.
Die Levenberg-Marquardt-Methode ist ein iteratives Inversionsverfahren. Abbildung 1.3 zeigt
den vollsta¨ndigen Ablauf der Inversion, welcher mit der Messung zur Gewinnung der experi-
mentellen Daten (blaue Symbole) beginnt, Kapitel 3.
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Abbildung 1.3: Vollsta¨ndiger Ablauf der Inversion
Aus den Messdaten wird eine grobe Approximation der Ru¨ckwandgeometrie (graues Symbol)
mittels eines direkten Rekonstruktionsverfahrens gewonnen, Kapitel 2.2. Als na¨chstes wird
eine Simulation des Experimentes fu¨r die angenommene Geometrie durchgefu¨hrt, d. h. das
direkte Problem wird fu¨r die aktuell angenommene Geometrie gelo¨st (Vorwa¨rtsrechnung),
Kapitel 4.1. Durch einen Vergleich vom simulierten und experimentellen Temperaturfeld in Ort
und Zeit wird die Ru¨ckwandgeometrie mit Hilfe der Levenberg-Marquardt-Methode verbessert,
Kapitel 2.3. Die Vorwa¨rtsrechung und die Rekonstruktion werden iterativ durchgefu¨hrt.
Die Iteration wird beendet, sobald das simulierte und das experimentelle Temperaturfeld
miteinander u¨bereinstimmt. Dieses Abbruchkriterium ist als Diskrepanzprinzip bekannt,
Kapitel 2.3.7 – weitere Abbruchkriterien werden diskutiert. Damit ist die Ru¨ckwand erfolgreich
aus thermografischen Daten rekonstruiert. Typisch fu¨r inverse Probleme ist die Anwendung von
a priori Wissens u¨ber die zu rekonstruierende Ru¨ckwandgeometrie, welches schon vor Beginn
des Inversionsverfahrens als bekannt gilt. Dies erleichtert im Allgemeinen eine erfolgreiche
Rekonstruktion. Teile dieses a priori Wissen folgen aus der Untersuchung im Kapitel 2.
Das folgende Kapitel 2 u¨ber die Theorie der Ru¨ckwandrekonstruktion umschließt direkte
Rekonstruktionsmethoden, welche allein auf Messdaten angewendet werden, und indirekte Re-
konstruktionsmethoden, welche zusa¨tzlich den Vergleich mit den simulierten Daten beno¨tigen.
Diese Methoden geho¨ren eigentlich auch zum Stand der Technik, wurden aber in der Arbeit
tiefer untersucht und optimiert.
Abbildung 1.4: Zwei Schnecken. Eine der beiden pru¨ft die Wanddicke des
Schneckengeha¨uses, welches fu¨r sie glu¨cklicherweise nicht nur
von außen sondern auch von innen auf sensorische Weise
zuga¨nglich ist. Mit freundlicher Genehmigung [Pet95]
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Kapitel 2
Theorie zur
Ru¨ckwandrekonstruktion
In diesem Kapitel 2 werden Methoden zur Rekonstruktion einer Ru¨ckwand aus thermografischen
Daten der Impuls-Thermografie beschrieben. Die Methoden geho¨ren eigentlich auch zum Stand
der Technik, wurden aber von mir tiefer untersucht und optimiert.
Abbildung 2.1: Wand mit ru¨ckseitigem Defekt
und einer thermischen Anregung
an der Vorderseite z = 0 mm
Die Problemstellung wird anhand eines
Profils eines zu untersuchenden Festko¨rpers
beschrieben. Abbildung 2.1 zeigt das Profil
eines Wandausschnittes, welches an der Vor-
derseite bei z = 0 mm impulsartig erwa¨rmt
wird (rote Pfeile). Vor der Erwa¨rmung
stimmt die Temperatur des Festko¨rpers
mit der Raumtemperatur u¨berein. Die
Erwa¨rmung der Vorderseite verursacht durch
Wa¨rmeleitung eine Erwa¨rmung des Materi-
als auch im Inneren. Dabei beeinflusst die
Geometrie des Festko¨rpers die Verteilung der
Wa¨rme im Innern, d. h. die Diffusion. In der Abbildung ist zu sehen, dass die Wand eine unter-
schiedliche Dicke z besitzt, da sie einen ru¨ckseitigen Defekt besitzt. Dieser Defekt verursacht –
bei genu¨gend starker Erwa¨rmung – eine messbare inhomogene o¨rtliche Temperaturverteilung
an der Vorderseite. Durch Auswertung des gemessenen zeitlichen Temperaturverlaufes an
der Vorderseite soll der ru¨ckseitige Defekt detektiert und die genaue Ru¨ckwandgeometrie
rekonstruiert werden.
Im ersten Kapitel 2.1 wird dazu in die Grundlagen des Wa¨rmetransportes im Innern und
an der Oberfla¨che eines Festko¨rpers eingefu¨hrt. Im zweiten Kapitel 2.2 werden direkte Rekon-
struktionsverfahren genannt, welche aus zeitlichen Temperaturdaten nach einer impulsartigen
Erwa¨rmung die Wanddicke eines Probeko¨rpers berechnen. Um eine genauere Berechnung der
Wanddicke – speziell einer o¨rtlich variierenden Wanddicke (Ru¨ckwandgeometrie) – erreichen zu
ko¨nnen, wird im dritten Kapitel 2.3 ausfu¨hrlich das klassische, aber optimierte Inversionsver-
fahren, die Levenberg-Marquardt-Methode, beschrieben.
2.1 Grundlagen des Wa¨rmetransportes
Im ersten Unterkapitel 2.1.1 werden die Materialparameter des Wa¨rmetransportes und die zur
Erkla¨rung notwendigen Begriffe definiert. Dabei wird u. a. das Plancksche Strahlungsgesetz
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erla¨utert, welches die radiometrische Ermittlung der Temperatur ermo¨glicht. Im zweiten Un-
terkapitel 2.1.2 wird die dreidimensionale Wa¨rmeleitungsgleichung aufgestellt. Im dritten Un-
terkapitel 2.1.3 wird die eindimensionale Wa¨rmeleitungsgleichung fu¨r interessante Spezialfa¨lle
gelo¨st.
2.1.1 Definition der Materialparameter
Unter Wa¨rmetransport (oder Wa¨rmeu¨bertragung) versteht man den Energietransport, welcher
zwischen Festko¨rpern, Flu¨ssigkeiten und Gasen unterschiedlicher Temperatur von der hohen zur
niedrigen Temperatur erfolgt. Dies sind die mo¨glichen Transportarten von Wa¨rme:
 Wa¨rmeleitung: Molekularer, von Stoffteilchen zu Stoffteilchen (z. B. mittels Gitterschwin-
gungen) erfolgender Transport von Wa¨rme unter der Wirkung eines Temperaturgefa¨lles.
 Konvektion: Durch makroskopische Stro¨mungsvorga¨nge erfolgender Transport von Wa¨rme
in Flu¨ssigkeiten und Gasen.
 Wa¨rmestrahlung: Durch Emission und Absorption elektromagnetischer Strahlung erfol-
gender Transport von Wa¨rme (zwischen Festko¨rpern, Flu¨ssigkeiten und Gasen mo¨glich)
[Wag11].
Im Innern: Zuna¨chst werden die Materialparameter und Begriffe eingefu¨hrt, welche
hauptsa¨chlich den Wa¨rmetransport im Inneren eines Festko¨rpers beschreiben. Der Wa¨rmetrans-
port im Inneren eines Festko¨rpers beruht allein auf der Wa¨rmeleitung.
 Die Wa¨rmeenergie Q [J] ist die kinetische Energie der ungeordneten Atom- oder Mo-
leku¨lbewegung eines Stoffes.
 Die Wa¨rmeenergiedichte e [J/m2] beschreibt die u¨bertragene Wa¨rmeenergie je U¨bertra-
gungsfla¨che A0.
 Die Wa¨rmestromdichte q [W/m2] (oder Wa¨rmefluss) beschreibt die u¨bertragene Wa¨rme-
energie Q je U¨bertragungsfla¨che A0 und Zeiteinheit ∆t:
q =
Q
A0 ·∆t (2.1)
Obwohl die Wa¨rmestromdichte q eigentlich eine Leistungsdichte ist, wird sie in der Lite-
ratur u¨blicherweise mit q bezeichnet.
 Die Temperaturangabe T (x, y, z, t) [K] wird als Differenz zur Raumtemperatur ausge-
dru¨ckt, wird oft fu¨r den Ort (x, y, z) [m3] und die Zeit t [s] angegeben und wird in diesem
Fall als Temperaturfeld bezeichnet. Das Temperaturfeld fu¨r einen festen Ort bzw. fu¨r
einen festen Zeitpunkt wird meist als Temperaturabfall T (t) bzw. als Temperaturvertei-
lung T (x, y) oder -linie T (x) bezeichnet. Der Temperaturgradient wird mit
∇T (x, y, z, t) =
(
∂T (x, y, z, t)
∂x
,
∂T (x, y, z, t)
∂y
,
∂T (x, y, z, t)
∂z
)
(2.2)
beschrieben und ist ein Vektor mit drei Eintra¨gen, der die erste Ableitung nach den Orts-
koordinaten entha¨lt. Der Laplace-Operator lautet
∆T (x, y, z, t) =
∂2T (x, y, z, t)
∂x2
+
∂2T (x, y, z, t)
∂y2
+
∂2T (x, y, z, t)
∂z2
. (2.3)
Fu¨r eine reelle Funktion einer einzigen Variable (z. B. x) entspricht der Laplace-Operator
der zweiten Ableitung. Fu¨r eine reelle Funktion mehrerer Variablen (z. B. x, y und z) liefert
der Laplace-Operator fu¨r die zweite Ableitung (die sogenannte Hesse-Matrix) ein skalares
Maß (na¨mlich die Spur der Hesse-Matrix).
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 Die Wa¨rmeleitfa¨higkeit λ [W/(m K)] beschreibt das proportionale Verha¨ltnis des Tempera-
turgradienten zur Wa¨rmestromdichte und ist stark temperaturabha¨ngig. Das Fouriersche
Gesetz besagt:
−λ(T ) · ∇T (x, y, z, t) = q(x, y, z, t). (2.4)
Die Wa¨rmeleitfa¨higkeit ist das Analogon des elektrischen Leitwerts des elektrischen Stro-
mes fu¨r den Wa¨rmestrom. Materialien mit einer niedrigen Wa¨rmeleitfa¨higkeit eignen sich
als Wa¨rmeda¨mmstoffe im Bauwesen, da sie fu¨r einen statischen Temperaturgradienten
wenig Wa¨rmeenergie von der warmen zur kalten Seite ableiten.
 Die spezifische Wa¨rmekapazita¨t cp [J/(kg K)] definiert die Energie ∆Q, welche m = 1 kg
Masse zugefu¨hrt werden muss, um eine Temperaturerho¨hung von 1 K zu erzielen:
cp =
∆Q
m ·∆T (2.5)
Je gro¨ßer die spezifische Wa¨rmekapazita¨t ist, desto mehr Energie ist fu¨r die Temperatur-
erho¨hung notwendig. Außerdem ist die spezifische Wa¨rmekapazita¨t temperaturabha¨ngig.
 Die Temperaturleitfa¨higkeit a [m2/s] beschreibt in der noch folgenden Wa¨rmeleitungsglei-
chung die Diffusion im Inneren eines Materials, d. h. das Verha¨ltnis der o¨rtlichen Tem-
peratura¨nderung (zweiten Grades) zur zeitlichen Temperatura¨nderung. Die Temperatur-
leitfa¨higkeit a ist definiert durch:
a(T ) =
λ(T )
ρ(T ) · cp(T ) (2.6)
Da alle hier vorkommenden Materialparameter wie Dichte ρ, spezifische Wa¨rmekapazita¨t
cp und vor allem die Wa¨rmeleitfa¨higkeit λ temperaturabha¨ngig sind, ist auch die Tempe-
raturleitfa¨higkeit temperaturabha¨ngig.
An der Oberfla¨che: Es folgen die mo¨glichen Transportarten von Wa¨rmeenergie an der Ober-
fla¨che eines Festko¨rpers.
 Wa¨rmeleitung durch einen direkten Kontakt zu einem Festko¨rper, z. B. an der Auflage-
fla¨che eines Materials, welcher bei dem Messaufbau dieser Arbeit vernachla¨ssigbar ist.
 Konvektion, d. h. durch Stofftransport im umgebenden Fluid; in dieser Arbeit an die umge-
bende Luft ohne a¨ußere Einwirkung (freie Konvektion). An warmen Oberfla¨chen entsteht
eine Auftriebsstro¨mung, da die erwa¨rmten, wandnahen Fluidschichten leichter als die wei-
ter entfernt liegenden Schichten sind [Wag11].
 Elektromagnetische Strahlung, welche an den Oberfla¨chen emittiert und absorbiert wird.
Die emittierten Wellenla¨ngen sind abha¨ngig von der Temperatur des Festko¨rpers, was im
Folgenden durch das Plancksche Strahlungsgesetz gezeigt wird.
Nun folgen die Parameter und Begriffe, welche den Wa¨rmetransport an der Oberfla¨che eines
schwarzen Ko¨rpers beschreiben:
 Jedes Material mit endlicher Temperatur absorbiert und emittiert elektromagnetische
Strahlung. Ein schwarzer Ko¨rper ist ein Objekt, welches vollsta¨ndig und winkelunabha¨ngig
die einfallende elektromagnetische Strahlung aller Wellenla¨ngen absorbiert und genauso
vollsta¨ndig und winkelunabha¨ngig emittiert [HSM10].
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 Den Zusammenhang zwischen der Temperatur eines schwarzen Ko¨rpers und dem Spek-
trum der von ihm emittierten elektromagnetischen Strahlung wird durch das Plancksche
Strahlungsgesetz
M(ν, T ) =
2hν3
c2
[
exp
(
hν
kBT
)
− 1
]−1
(2.7)
beschrieben; hier in der Frequenzdarstellung der spektralen spezifischen Strahlung M
[W/(m3 sr)] eines schwarzen Ko¨rpers der absoluten Temperatur T fu¨r die Frequenz ν.
Die Strahlung M bezeichnet die ausgestrahlte Leistungsdichte bezu¨glich des Raumwinkels
dΩ [sr], dem Frequenzintervall dν [1/m] und der Oberfla¨che dA0 [m
2]. Als Naturkonstanten
kommen dabei vor:
– das Plancksche Wirkungsquantum h = 6.626 · 10−34 J·s
– die Lichtgeschwindigkeit im Vakuum c = 2.998 · 108 m/s
– die Boltzmannkonstante kB = 1.381 · 10−23 J/K.
Die Herleitung dieser Formel, welche als Geburt der Quantentheorie angesehen wird, ist
in [Zie09] zu erla¨utert.
Abbildung 2.2: Spektrale Strahlung eines schwar-
zen Ko¨rpers in Wellenla¨ngendar-
stellung. Die gepunktete Linie ist
die Ortslinie der Maxima. Quelle
[Zie09]
In Abbildung 2.2 sieht man die spektra-
le spezifische Strahlung M fu¨r Tempera-
turen zwischen der von flu¨ssigem Stick-
stoff (77 K) und der Sonnenoberfla¨che
(5800 K), welche das sichtbare Spek-
trum definiert (dunkelgrauer Balken).
In dieser Arbeit ist die Detektion von
Temperaturen von ca. 300 bis 350 K in-
teressant. Damit liegen die zu detektie-
renden Wellenla¨ngen hauptsa¨chlich im
mittleren und langwelligen IR-Bereich,
mit einem Spektralbereich 3-8 µm bzw.
8-15 µm. Das Plancksche Strahlungsge-
setz ermo¨glicht die radiometrische Er-
mittlung der Temperatur eines Ko¨rpers,
d. h. die Thermografie. In dieser Arbeit
wird Strahlung mit Wellenla¨ngen 3.7-
5.3 µm gemessen (ca. hellgrauer Bal-
ken in Abb. 2.2), da die dortige Flanke
der spektralen Strahlungskurve und das
entsprechende Detektormaterial fu¨r diesen IR-Bereich eine genaue Ermittlung ermo¨glichen.
 Durch Integration des Planckschen Strahlungsgesetzes u¨ber den Halbraum Ω, u¨ber alle Fre-
quenzen der elektromagnetischen Strahlung ν und u¨ber die Oberfla¨che A0 erha¨lt man das
Stefan-Boltzmann-Gesetz, welches die gesamte Strahlungsleistung PSt [W] eines schwarzen
Ko¨rpers der Temperatur T angibt:
PSt(T ) = csA0T
4, (2.8)
mit der Stefan-Boltzmann-Konstante cs = 5.67 · 10−8 W/(m2 K4) [Sto¨00].
Nun folgen die Parameter und Begriffe, welche den Wa¨rmetransport an der Oberfla¨che eines
realen Ko¨rpers beschreiben:
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 Der Proportionalita¨tsfaktor zwischen der spektralen Ausstrahlung eines schwarzen Ko¨rper
und eines realen Ko¨rpers wird Emissionsgrad  genannt:
 =
PSt(realer Ko¨rper)
PSt(schwarzer Ko¨rper)
(2.9)
Der dimensionslose Emissionsgrad  ist abha¨ngig von dem Einfallswinkel und der Frequenz
der Strahlung und von der Temperatur und der Oberfla¨chenbeschaffenheit des Ko¨rpers
[HSM10]. Damit lautet das Stefan-Boltzmann-Gesetz fu¨r einen realen Ko¨rper:
PSt(T ) =  · csA0T 4. (2.10)
Ein hoher Emissionsgrad vereinfacht die radiometrische Ermittlung der Temperatur. Da
der Emissionsgrad auch dem Absorptionsgrad entspricht (Kirchhoffsches Strahlungsge-
setz), verursacht eine auf die Oberfla¨che gerichtete elektromagnetische Strahlung eine
starke Erwa¨rmung des Materials. Ideale Oberfla¨chen fu¨r IR-Messungen haben also einen
Emissionsgrad nahe 1, dem Emissionsgrad fu¨r schwarze Strahler. Die Genauigkeit des
Emissionsgrades bestimmt die Genauigkeit der Umwandlung der Strahlungsintensita¨ten
in Temperaturwerte und damit den Messfehler. Ferner wird der Emissionsgrad fu¨r das
Modell der Simulation beno¨tigt, um die Wa¨rmeverluste durch Strahlung abzuscha¨tzen.
 Die Strahlungsbilanz, welche aus dem Energieerhaltungssatz folgt, lautet
+ r + τ = 1, (2.11)
wobei r der Reflexionsgrad und τ der Transmissionsgrad des Materials bezeichnet. Die auf
einen Festko¨rper auftreffende Strahlung wird also absorbiert, reflektiert und transmittiert.
 Die Wa¨rmestromdichte qr [W/m
2] ist der Wa¨rmestrom an der Oberfla¨che eines
Festko¨rpers, welcher allein durch den Strahlungsaustausch verursacht wird, und zwar
mit den umgebenden Festko¨rpern der Temperatur TRT (Zimmerwa¨nde und -decke). Der
Einfluss der Temperatur der Luft auf die Wa¨rmestrahlung zwischen Festko¨rpern ist ver-
nachla¨ssigbar, fu¨r Wa¨rmestrahlung bestimmter Frequenzbereiche (abha¨ngig vom Misch-
verha¨ltnis der verschiedenen Gasanteile) sogar nicht existent.
qr =  · cs(T 4RT − T 4) (2.12)
Die Wa¨rmestromdichte qr folgt aus dem Stefan-Boltzmann-Gesetz und ist ein Polynom
vierten Grades.
 Die Wa¨rmestromdichte q0 [W/m
2] bezeichnet in dieser Arbeit den Wa¨rmestrom an der
Oberfla¨che eines Festko¨rpers, welcher allein durch die Erwa¨rmung durch Blitzlampen ver-
ursacht wird.
 Die Wa¨rmestromdichte qc [W/m
2] ist der Wa¨rmestrom an der Oberfla¨che eines
Festko¨rpers, welcher allein durch Konvektion verursacht wird:
qc = hc · (TRT − T ), (2.13)
mit dem Wa¨rmeu¨bergangskoeffizienten hc [W/(m
2 K)] [Wag11]. Die spezifische Kennzahl
hc ist der Proportionalita¨tsfaktor, welcher die Intensita¨t des Wa¨rmeu¨bergangs an einer
Grenzfla¨che einer Konfiguration von einem Material und einem umgebenden Fluid be-
zeichnet (bzw. einer Konfiguration von Materialien). Der Wa¨rmeu¨bergangskoeffizient hc
ist abha¨ngig von
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– der Oberfla¨chenbeschaffenheit des Materials (starke Rauheit fu¨hrt zu starkem Wa¨rme-
verlust),
– der Geometrie des Materials,
– der Stro¨mungsgeschwindigkeit und die Art der Stro¨mung des Fluids,
– der Dichte von Material und Fluid,
– der spezifischen Wa¨rmekapazita¨t von Material und Fluid,
– der Wa¨rmeleitfa¨higkeit von Material und Fluid.
Die Luft stro¨mt laminar in einer du¨nnen Grenzschicht an der Wandoberfla¨che; und die
Konvektion bezeichnet in diesem Fall u¨berwiegend die Wa¨rmeleitung an das umgebende
Fluid. Die europa¨ische Norm [DIN07] (Berechnungsverfahren der Wa¨rmeda¨mmung bei
Geba¨uden) empfielt den Wert
hc = 5.0
W
m2 K
; (2.14)
und zwar fu¨r die Konfiguration von ebener Oberfla¨chen (im Geba¨udeinneren) und frei-
er Konvektion (materialunabha¨ngig). Zum Vergleich: Der Wa¨rmeu¨bergangskoeffizient hc
berechnet nach [Wag11, S. 110] liegt bei
hc = 1.74 · (T − TRT) 13 ≤ 5 W
m2 K
, (2.15)
wenn man eine Temperaturdifferenz von maximal 24 K annimmt (auch materialun-
abha¨ngig).
 Die gesamte Wa¨rmestromdichte q [W/m2] an der Oberfla¨che des Festko¨rpers setzt sich
additiv zusammen:
q = qc + qr + q0 (2.16)
und zwar aus der Wa¨rmestromdichte aufgrund von Konvektion qc, Strahlung qr und defi-
nierter Anregung q0.
Vereinfachung der gesamten Wa¨rmestromdichte durch Linearisierung:
 Der Wa¨rmeu¨bergangskoeffizient hr [W/(m
2 K)] beschreibt den linearisierten Wa¨rmeverlust
durch Strahlung und ist definiert durch
hr = 4csT
3
RT. (2.17)
Unter der Verwendung des Satzes von Taylor kann die Wa¨rmestromdichte qr linearisiert
werden und ist dann ein Polynom ersten Grades bzgl. der Temperatur T :
qr = cs(T
4
RT − T 4) ≈ 4csT 3RT · (TRT − T ) = hr · (TRT − T ). (2.18)
Diese Approximation ist vor allem fu¨r Temperaturen nahe der Raumtemperatur TRT an-
wendbar, da der Entwicklungspunkt der Taylorreihe T = TRT war.
 Der gemeinsame Wa¨rmeu¨bergangskoeffizient h [W/(m2 K)] fu¨r Konvektion und Strahlung
lautet nach der europa¨ischen Norm [DIN07]
h = hc + hr. (2.19)
14
2 Theorie zur Ru¨ckwandrekonstruktion
 Die vereinfachte gesamte Wa¨rmestromdichte q [W/m2] an der Oberfla¨che des Festko¨rpers
setzt sich folgendermaßen zusammen:
q = h · (TRT − T ) + q0, (2.20)
Die definierte Anregung wird durch q0 beschrieben; und die Wa¨rmeverluste – durch Kon-
vektion und linearisierte Strahlungsverluste – durch den gemeinsamen Wa¨rmeu¨bergangs-
koeffizienten h. Dafu¨r wird vorausgesetzt, dass die umgebenden Festko¨rper, z. B. Zimmer-
decken und die umgebende Luft, Raumtemperatur TRT besitzen.
2.1.2 Wa¨rmeleitungsgleichung
Wa¨rmeleitungsgleichung: Der Wa¨rmetransport im Inneren eines Festko¨rpers beruht allein
auf der Wa¨rmeleitung und wird durch eine parabolische partielle Differentialgleichung beschrie-
ben. Diese Gleichung wurde von J. Fourier um 1800 mittels des Fourierschen Gesetzes, Gl. (2.4),
hergeleitet, siehe Anhang B.1). Fu¨r temperaturabha¨ngige Materialparameter lautet die Wa¨rme-
leitungsgleichung
∂T (x, y, z, t)
∂t
=
〈∇λ(x, y, z, T ),∇T (x, y, z, t)〉
cp(x, y, z, T ) · ρ(x, y, z, T ) + a(x, y, z, T ) ·∆T (x, y, z, t). (2.21)
Wenn die Wa¨rmeleitfa¨higkeit λ als orts- und temperaturunabha¨ngig angenommen wird, dann
lautet die Wa¨rmeleitungsgleichung
∂T (x, y, z, t)
∂t
= a(x, y, z, T ) ·∆T (x, y, z, t). (2.22)
Wenn die Temperaturleitfa¨higkeit a zusa¨tzlich als ortsunabha¨ngig angenommen wird (fu¨r einen
homogenen, isotropen Festko¨rper), dann kann die Wa¨rmeleitungsgleichung auch mit
∂T (x, y, z, t)
∂t
= a(T ) ·∆T. (2.23)
bezeichnet werden.
Angenommen, man betrachte ein Material mit einer bestimmten o¨rtlichen Temperaturvertei-
lung. Wo innerhalb des Materials findet die gro¨ßte zeitliche A¨nderung der Temperatur statt? Die
Antwort ist: In den Gebieten mit der gro¨ßten zweiten Ableitung, d. h. der sta¨rksten Abweichung
von einer linearen Temperaturverteilung, entsteht die sta¨rkste zeitliche Temperatura¨nderung.
Fu¨r den idealen Fall, dass ein Geba¨ude auf eine konstante Temperatur beheizt wird und die
Umgebungsbedingungen konstant sind (Außentemperatur, Windstille, etc.), besitzt die Außen-
wand des Geba¨udes an der inneren Wandoberfla¨che eine wa¨rmere Temperatur als an der a¨ußeren
Wandoberfla¨che. Wie aber sieht der Temperaturverlauf innerhalb der Außenwand aus? Der ein-
dimensionale Temperaturverlauf von innen nach außen ist zeitlich konstant, d. h. ∂T (x,t)∂t = 0
(stationa¨rer Fall). Nach der Wa¨rmeleitungsgleichung folgt, dass die zweite o¨rtliche Ableitung
Null ist (∆T (x, t) = 0). Also fa¨llt die Temperatur von Innen nach Außen linear ab.
Im instationa¨ren Fall gilt: In Materialien mit hoher Temperaturleitfa¨higkeit diffundiert die
Wa¨rmeenergie schneller als in Materialien mit geringer Temperaturleitfa¨higkeit.
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Anfangsbedingung: Die Temperatur des Festko¨rpers ist in dieser Arbeit zum Beginn
t = 0 s identisch mit der Raumtemperatur.
Randbedingung: Die Oberfla¨che des Festko¨rpers wird einerseits erwa¨rmt und andererseits
verliert der Festko¨rper an seiner Oberfla¨che Wa¨rme an die Umgebung. Dies ist die Randbedin-
gung der Wa¨rmeleitungsgleichung und wird durch den Temperaturgradienten in Richtung der
a¨ußeren Normalen ~n beschrieben:
λ(T ) · 〈∇T (x, y, z, t), ~n〉 = q(x, y, z, t). (2.24)
Die gesamte Wa¨rmestromdichte q setzt sich additiv aus der Wa¨rmestromdichte aufgrund von
Konvektion qc, Strahlung qr und definierter Anregung q0 zusammen, Gl. (2.16). Die (unverein-
fachte) gesamte Wa¨rmestromdichte q lautet daher mit Gleichung (2.12) und (2.13)
q(x, y, z, t) = hc(TRT − T (x, y, z, t)) + cs[T 4RT − (T (x, y, z, t))4] + q0(x, y, z, t), (2.25)
Die vereinfachte gesamte Wa¨rmestromdichte q lautet mit Gleichung (2.17) und (2.19)
q(x, y, z, t) = h · (TRT − T (x, y, z, t)) + q0(x, y, z, t). (2.26)
Damit kann der gesamte Wa¨rmeverlust (durch Konvektion und Strahlung) linear beschrieben
werden, vor allem fu¨r Oberfla¨chentemperaturen nahe Raumtemperatur ist das vertretbar.
Die vereinfachte Randbedingung ist eine sogenannte Robin-Randbedingung, d. h. eine lineare
Kombination der Funktionswerte und der Ableitungswerte auf dem Rand des Gebietes. Diese
Randbedingung erlaubt analytische Lo¨sungen der Wa¨rmeleitungsgleichung fu¨r Spezialfa¨lle und
wurde auch fu¨r die Simulation angewendet, siehe Kapitel 4.1.
Zusammenfassung: Damit wa¨ren die grundlegenden Wa¨rmetransporte im Innern und an
der Oberfla¨che eines Festko¨rpers beschrieben. Die analytische 1D-Lo¨sung folgt im anschließen-
den Unterkapitel. Die 2D/3D-Lo¨sung fu¨r komplexe Geometrien wurde mit der Finite-Elemente-
Methode berechnet, d. h. simuliert, Kapitel 4.1. Die Bestimmung bzw. Anpassung der Material-
parameter werden in Kapitel 3.3 bzw. 4.1.1 beschrieben.
2.1.3 Analytische Lo¨sungen (1D)
In diesem Unterkapitel werden drei Spezialfa¨lle der eindimensionalen Wa¨rmeleitungsgleichung
analytisch gelo¨st. Die analytischen Lo¨sungen werden spa¨ter (1) zur Herleitung der direkten
Rekonstruktionsmethode verwendet, welche in dieser Arbeit am wichtigsten ist, (2) zur
realita¨tsnahen Verbildlichung aller direkten Rekonstruktionsmethoden und (3) zur groben
Verbildlichung der indirekten Rekonstruktionsmethode.
Die Wa¨rmeleitungsgleichung lautet im Eindimensionalen (1D)
∂T (z, t)
∂t
= a
∂2T (z, t)
∂z2
(2.27)
und ist im Gegensatz zur zwei- oder dreidimensionalen Version analytisch lo¨sbar fu¨r viele Spezi-
alfa¨lle. Zwei anschauliche Beispiele, welche gut durch eine 1D-Formulierung approximiert werden
ko¨nnen:
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 Ein du¨nner Stab der La¨nge L, dessen Oberfla¨che am Außenmantel dermaßen isoliert ist, so
dass kein Wa¨rmetransport an die Umgebung auftreten kann. Am Beginn und am Ende des
Stabes kann auf der Schnittfla¨che ein Wa¨rmetransport stattfinden, sei es durch Erwa¨rmung
durch eine a¨ußere Wa¨rmequelle oder durch Abku¨hlung durch Konvektion und Strahlung
(in linearisierter Form).
 Alternatives Beispiel: Unendlich große, gleichma¨ßig dicke Platte der Dicke L, wobei beide
Seiten – Vorder- und Ru¨ckseite – jeweils homogen der Umgebung ausgesetzt sind (z. B.
erfolgt eine Erwa¨rmung homogen fu¨r die gesamte Vorderseite). Dabei entstehen im Inneren
der Platte nur senkrecht zur Vorderseite gerichtete Wa¨rmeflu¨sse. In anderen Worten, (a)
der Temperaturgradient ist in der gesamten Platte senkrecht zur Oberfla¨che oder (b) es
entstehen keine lateralen Wa¨rmeflu¨sse.
Parameter: Fu¨r die drei folgenden 1D-Spezialfa¨lle erfolgt die Erwa¨rmung durch eine ein-
malige Impulserwa¨rmung an dem Beginn des Stabes, welche eine Wa¨rmeenergiedichte von
e = 0.47 J/cm2 in unendlich kurzer Zeit einbringt (Dirac-Impuls). Der Probeko¨rper besitzt
vor der Erwa¨rmung Raumtemperatur. Die Temperaturangabe T bezeichnet genau genommen
die Temperaturdifferenz zur Raumtemperatur. Das Medium ist schwarzer Hart-PVC. Die in
diesem Unterkapitel verwendeten temperaturunabha¨ngigen (Material-)Parameter sind folgende
(vgl. Kapitel 3.3):
Parameter Wert
Absorbierte Wa¨rmeenergiedichte e 0.47 J/cm2
Wa¨rmeu¨bergangskoeffizient h 6 W/(m2 K)
spezifische Wa¨rmekapazita¨t cp 1015 J/(kg K)
Temperaturleitfa¨higkeit a 1.45 · 10−7 m2/s
Dichte ρ 1413.4 kg/m3
Wa¨rmeleitfa¨higkeit λ 0.208 W/(m K)
Tabelle 2.1: Temperaturunabha¨ngige (Material-)Parameter fu¨r alle Abbildungen dieses Unterkapitels
Erster 1D-Spezialfall: Die einfachste Lo¨sung ergibt sich fu¨r einen unendlich langen Stab,
d. h. z = [0,∞], indem die dreidimensionale Fundamentallo¨sung fu¨r einen Festko¨rper mit unend-
licher Ausdehnung betrachtet wird. Dieser Festko¨rper wird in unendlich kurzer Zeit mit einer
inneren Wa¨rmequelle, welche die Form einer Ebene besitzt, angeregt. Die zugeho¨rige Lo¨sung
kann in zwei Ortsdimensionen integriert werden, sodass man die 1D-Lo¨sung erha¨lt – Herleitung
[JC59, S. 259], Anwendung [MM01, S. 59]. Das Temperaturfeld T in Ort z und Zeit t ist damit
fu¨r einen unendlich langen Stab, welcher mit der absorbierten Wa¨rmeenergiedichte e genau zum
Zeitpunkt t = 0 erwa¨rmt wird und keine Wa¨rmeverluste erleidet, bekannt. Die Lo¨sung fu¨r einen
isolierten Stab der La¨nge L =∞ lautet
T∞(z, t) =
e√
λcpρpit
exp
(
− z
2
4at
)
. (2.28)
Die Temperatur T∞ bezeichnet die Abweichung zur Anfangstemperatur. Da der Stab isoliert ist,
ist die Durchschnittstemperatur konstant (d. h. zeitunabha¨ngig) [Rot60]:∫ ∞
z=0
T∞(z, t) dz =
e
cρ
. (2.29)
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Abbildung 2.3 zeigt die innere Temperaturverteilung fu¨r verschiedene Zeitpunkte (oberer Teil)
und den zeitlichen Temperaturverlauf des Stabes in einer bestimmten Tiefe (unterer Teil).
Abbildung 2.3: Temperaturausbreitung in einem unendlich langen Stab: oberer Teil fu¨r verschiedene
Zeitpunkte t, unterer Teil fu¨r verschiedene Tiefen z
Die Temperatur fa¨llt monoton und exponentiell in die Tiefe ab, und zwar fu¨r beliebigen Zeit-
punkt, oberer Teil in Abb. 2.3. Im Gegensatz dazu: Die Temperatur verha¨lt sich nicht monoton
in der Zeit, jedenfalls fu¨r Punkte im Inneren, unterer Teil in Abb. 2.3. Zuerst steigt die Tempe-
ratur in der Zeit an, erreicht ein Maximum und fa¨llt wieder auf die Anfangstemperatur ab. Das
Maximum wird zum Zeitpunkt tmax erreicht:
tmax =
z2
2a
(2.30)
Fu¨r den Beginn bei z = 0 cm lautet die Lo¨sung des isolierten Stab der La¨nge L =∞:
T∞(0, t) =
e√
λcpρpit
. (2.31)
Die Temperatur an der Oberfla¨che fa¨llt mit 1/
√
t ab, unterster Graph in Abb. 2.3. Spa¨ter sieht
man, dass diese Temperaturkurve fu¨r doppeltlogarithmische Skalen einer Geraden mit Steigung
-1/2 entspricht. Aus der Gleichung (2.31) fu¨r T∞(0, t) wird spa¨ter die direkte Rekonstruktions-
methode Echo-defect-shape-Methode hergeleitet.
Zweiter 1D-Spezialfall: Fu¨r einen endlich langen Stab gibt es eine allgemeine Lo¨sung
als Integration u¨ber Greensche Funktionen [CBHSL10, S. 182], siehe auch Gl. (B.9) im An-
hang. Greensche Funktionen liefern Fundamentallo¨sungen fu¨r Differentialgleichungen, welche im
Falle der Wa¨rmeleitungsgleichung mittels einer Laplace-Transformation hergeleitet werden. Die
allgemeine Darstellung der Lo¨sung in [CBHSL10] bedeutet, dass die Randbedingung und die
Anfangsbedingung der Wa¨rmeleitungsgleichung wa¨hlbar und kombinierbar sind. Wa¨rmeverlu-
ste durch Strahlung sind aber nicht mo¨glich wegen ihrer Komplexita¨t (Nichtlinearita¨t). Dieser
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exemplarisch auf den analytischen Temperaturabfall bei endlich dicken Sta¨ben anwenden. Erst
durch Verwendung dieser Lo¨sung, welche komplex durch den Wa¨rmeverlust ist, ko¨nnen man-
che dieser Rekonstruktionsmethoden erst erkla¨rt werden. Nota bene, die Stabla¨nge entspricht
der Wanddicke; und der Beginn des Stabes entspricht der Vorderseite einer Wand, an der die
impulsartige Erwa¨rmung vorgenommen wird.
2.2 Direkte Rekonstruktion mit Echo-defect-shape-Methode
Die direkte Rekonstruktion der Wanddicke wird in dieser Arbeit durch Anwendung der
Echo-defect-shape-Methode erreicht [LN07]. Die Bezeichnung
”
direkt“ bedeutet, dass eine
rechen- und zeitintensive Iteration mit simulierten Temperaturverla¨ufen u¨berflu¨ssig ist. Die
Echo-defect-shape-Methode liefert nur eine grobe Abscha¨tzung der Wanddicke, da sie wie die
meisten direkten Methoden auf eindimensionalen U¨berlegungen beruht. Speziell bei komplexen
Ru¨ckwandgeometrien zeigen die direkten Methoden ihre Schwa¨chen, wie zu sehen sein wird.
Daher wird in dieser Arbeit das Rekonstruktionsergebnis der Echo-defect-shape-Methode durch
eine indirekte Rekonstruktion verbessert. Denn das Ziel ist, die gesamte, komplexe Ru¨ckwand-
geometrie und nicht die Wanddicke an einem isolierten Punkt zu rekonstruieren. Der gesamte
Prozess der Inversion beinhaltet also die Anwendung der Echo-defect-shape-Methode und der
Levenberg-Marquardt-Methode. Einzelne Aspekte des a priori (von vornherein) Wissens fu¨r
die Inversion werden hier eingefu¨hrt.
Modell der thermischen Welle (Idee): Die Problemstellung wurde schon in Abbil-
dung 2.1 beschrieben und wird nun aus Sicht des Modells der thermischen Welle wiederholt.
Abbildung 2.6: Reflexion der thermischen Welle
(Modell) bei Wand mit ru¨cksei-
tigem Defekt und vorderseitiger
Erwa¨rmung (z = 0 mm)
Abbildung 2.6 zeigt wieder einen Wandaus-
schnitt mit ru¨ckseitigem Defekt; die impuls-
artige Erwa¨rmung findet an der Vorderseite
bei z = 0 mm statt. Die dadurch verursach-
te Erwa¨rmung im Inneren kann mit dem Mo-
dell der thermischen Welle (approximativ) be-
schrieben werden [LN07]. Nach diesem Mo-
dell wird im Inneren eine thermische Welle
ausgelo¨st, welche von der Vorderseite senk-
recht ins Innere der Wand dringt (Details
zum Begriff Welle sind im Anhang B.3 dar-
gestellt). Die thermische Welle wird nach die-
sem Modell an der Ru¨ckwand reflektiert, siehe
Abb. 2.6. Alternative Formulierungen sind:
 Das Abfließen der senkrecht gerichteten Wa¨rmestromdichte wird durch geringe Wand-
dicken behindert.
 Die Wa¨rmeenergie staut sich u¨ber geringen Wanddicken.
Im o¨rtlichen Vergleich bildet sich dadurch an der Vorderseite u¨ber dem Defekt also eine warme
Stelle aus, zumindest innerhalb eines geeigneten Zeitintervalls. Fu¨r den zeitlichen Tempera-
turverlauf (Temperaturabfall) gilt: Bei geringen Wanddicken fa¨llt die Temperatur langsamer
als bei gro¨ßeren Wanddicken. Auf dem Modell der thermischen Welle basiert die Echo-defect-
shape-Methode. Das Modell der thermischen Welle wird im Folgenden mit Hilfe des ersten
1D-Spezialfalls Gl. (2.28)
T∞(z, t) =
e√
λcpρpit
exp
(
− z
2
4at
)
(2.37)
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hergeleitet. Nota bene, die Wanddicke entspricht der Stabla¨nge L der 1D-Betrachtung; und die
Vorderseite bei z = 0 mm einer Wand, an der die impulsartige Erwa¨rmung vorgenommen wird,
entspricht dem Beginn des Stabes bei z = 0 mm.
Die neu vorkommenden Symbole dieses Kapitels werden zur U¨bersicht vor der eigentlichen
Herleitung gelistet:
 Das absolute Echo K˜a bezeichnet – fu¨r das Modell der thermischen Welle –
K˜a(t) = T∞(2L, t). (2.38)
Das heißt, das absolute Echo entspricht dem zeitlichen Temperaturverhalten T∞ des un-
endlich langen Stabes in Tiefe z = 2L aus Gl. (2.28), wobei man davon ausgeht, dass die
Welle in der Tiefe z = L reflektiert wird. Der Index a ku¨rzt
”
absolut“ ab (im Gegensatz
zum Parameter a fu¨r die Temperaturleitfa¨higkeit).
 Das relative Echo K˜r bezeichnet das absolute Echo relativ zur Vorderseitentemperatur
T∞(0, t). Fu¨r das Modell der thermischen Welle lautet das relative Echo:
K˜r(t) =
K˜a(t)
T∞(0, t)
=
T∞(2L, t)
T∞(0, t)
= exp
(−(2L)2
4at
)
= exp
(−L2
at
)
. (2.39)
 Der zeitliche Temperaturverlauf an einem beliebigen Punkt x auf der Vorderseite der Wand
wird mit Tx(t) beschrieben. Die Temperatur bezeichnet genau genommen die Temperatur-
differenz zur Raumtemperatur, d. h. zur Anfangstemperatur.
 Der Temperaturverlauf TR(t) bezeichnet den zeitlichen Temperaturverlauf an der Vor-
derseite einer defektfreien Wandstelle, d. h. den zeitlichen Temperaturverlauf fu¨r einen
Referenzpunkt R an der Vorderseite der Wand, hinter dem man keinen Defekt erwartet.
 Der absolute Kontrast Ka am Punkt x beschreibt die Differenz der Temperaturverla¨ufe
Tx und TR:
Kr(t) = Ka,x(t) = Tx(t)− TR(t). (2.40)
Zur Abku¨rzung entfa¨llt die Kennzeichnung fu¨r x.
 Der relative Kontrast Kr bezeichnet den absoluten Kontrast relativ zur Referenztempera-
tur TR und lautet:
Ka(t) =
Ka(t)
TR(t)
=
Tx(t)− TR(t)
TR(t)
. (2.41)
 Der Schwellwert C0 wird zur Auswertung des relativen Kontrastes benutzt. Es wird gezeigt,
dass der relative Kontrast eines Defektes ansteigt und den Schwellwert u¨berschreitet.
 Der Zeitpunkt t0 beschreibt den Zeitpunkt, fu¨r welchen der relative Kontrast den Schwell-
wert erreicht. Der relative Kontrast eines oberfla¨chennahen Defektes erreicht den Schwell-
wert fru¨her als der Kontrast eines tief liegenden Defektes.
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Abbildung 2.7: Modell der reflektierten thermi-
schen Welle
Definition des Echos: Um die Echo-
defect-shape-Methode herzuleiten, wird in
Abbildung 2.7 der analytische Temperatur-
verlauf T∞ im Inneren eines unendlich langen
Stabes gezeigt. Bei Dicke z = 1.5 mm wird der
Temperaturverlauf gespiegelt und als gestri-
chelte, blaue Kurve gezeigt. Bei einem Stab
der La¨nge L = 1.5 mm entspricht die Tempe-
ratur approximativ der Summe der durchge-
zogenen und der gestrichelten Kurve [LN07].
Das absolute Echo fu¨r L = 1.5 mm bezeichnet
die Temperatur bei z = 0 mm der gestrichel-
ten, blauen Kurve und entspricht dem Wert
T∞ fu¨r z = 3 mm. Also gilt fu¨r das absolute
Echo:
K˜a(t) = T∞(2L, t). (2.42)
Das relative Echo K˜r hat eine einfache Struktur:
K˜r(t) =
T∞(2L, t)
T∞(0, t)
= exp
(−(2L)2
4at
)
. (2.43)
Damit ist bei bekanntem relativen Echo die Tiefe z der Reflexionsebene, hier z = 1.5 mm,
bestimmbar; und zwar mittels
z =
√
−at ln K˜r(t). (2.44)
Modell der thermischen Welle (Formel): Wie la¨sst sich nun dieser theoretische Sach-
verhalt ausnutzen? In anderen Worten: Wie findet man einen Zusammenhang zwischen Echo
und Kontrast? Nach dem Modell der thermischen Welle gilt:
 Der gemessene Temperaturverlauf Tx(t) an dem Punkt x bei einer Wanddicke L entspricht
– nach dem Modell der thermischen Welle – der Summe des Temperaturverlaufes bei einem
unendlich langen Stab an der Oberfla¨che und der Auswirkung der (einfachen) Reflexion
an der Innenwand:
Tx(t) ≈ T∞(0, t) + T∞(2L, t) = e√
λcpρpit
·
[
1 + exp
(
−L
2
at
)]
. (2.45)
 Der gemessene Temperaturverlauf TR an der Referenzstelle entspricht circa dem analyti-
schen Temperaturverlauf T∞(0, t) fu¨r den unendlich langen Stab (fu¨r kleine t):
TR(t) ≈ T∞(0, t). (2.46)
 Der absolute Kontrast der Messung Ka entspricht circa dem absoluten Echo K˜a der ana-
lytischen Lo¨sung:
Ka(t) ≈ Tx(t)− TR(t) ≈ T∞(0, t) + T∞(2L, t)− TR(t)
≈ T∞(0, t) + T∞(2L, t)− T∞(0, t) = T∞(2L, t) = K˜a(t). (2.47)
 Damit entspricht der relative Kontrast Kr circa dem relativen Echo K˜r:
Kr(t) =
Ka(t)
TR(t)
≈ K˜a(t)
T∞(0, t)
= K˜r(t). (2.48)
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gewa¨hlt wird, wird das Rauschen als Schwellwertu¨berschreitung fehlinterpretiert. Außerdem ist
die Diskriminierung von kleinen Wanddicken schwieriger, siehe Abb. 2.8(a). Typische Schwell-
werte bei PVC liegen zwischen C0 = 0.035 und C0 = 0.150, wie spa¨ter gezeigt wird, siehe auch
[RMKS11].
Vorteil der Methode: Der Vorteil der Echo-defect-shape-Methode im Gegensatz zu an-
deren direkten Rekonstruktionsmethoden zur Wanddickenbestimmung liegt darin, dass keine
Ableitung berechnet werden muss, sodass eine Gla¨ttung in den meisten Fa¨llen unno¨tig ist, mehr
dazu in Unterkapitel 2.2.1. Außerdem wird eine Schwellwertu¨berschreitung, also die Flanke ei-
ner Kurve, ausgewertet anstatt der Zeitpunkt eines Kurvenmaximums, welcher meist zu einer
ungenaueren Rekonstruktion der Wanddicke fu¨hrt.
Nachteil der Methode: Ein Nachteil der Echo-defect-shape-Methode liegt in der notwen-
digen Kenntnis des Ortes und der Wanddicke einer Referenzstelle. Als mo¨glicher Ersatz der
Referenztemperatur kommt die Durchschnittstemperatur der Vorderseite oder die analytisch
berechnete Temperatur bei bekanntem Wa¨rmeeintrag in Frage [RJV98][PKMS02]. Die Kennt-
nis der maximalen Wanddicke wird fu¨r die Inversion dieser Arbeit das erste a priori Wissen
genannt. Außerdem ist ein geringer Unterschied zwischen der Wanddicke der Referenzstelle und
der Defektstelle nachteilig bei der Auswertung.
Abbildung 2.9: Wand mit ru¨ckseitigem Defekt
und einer Anregung an der Vor-
derseite z = 0 mm. Die am Defekt
gestaute Wa¨rmenergie fließt late-
ral ab.
Lateraler Wa¨rmefluss: Eine grundsa¨tz-
liche Schwa¨che, welche die Echo-defect-shape-
Methode mit den meisten anderen direkten
Rekonstruktionsmethoden teilt, ist, dass die
Methode auf der Lo¨sung der eindimensionalen
Wa¨rmeleitungsgleichung beruht und damit
laterale Wa¨rmeflu¨sse vernachla¨ssigt. Abbil-
dung 2.9 zeigt eine an der Vorderseite erwa¨rm-
te Wand mit ru¨ckseitigem Defekt, u¨ber wel-
chem die gestaute Wa¨rmeenergie lateral ab-
fließt, d. h. auch in ±x-Richtung. Die damit
zusammenha¨ngenden Beobachtungen sind fol-
gende:
 Die Wa¨rmeenergie, welche vom Defektzentrum zum angrenzenden Bereich fließt, sorgt in
defektnahen Bereichen fu¨r eine Erho¨hung des relativen Kontrastes. Der Schwellwert wird
fru¨her erreicht, und die reale Wanddicke ist deutlich dicker als berechnet (fu¨r defektnahe
Bereiche). Es entsteht sogar ein relativer Kontrast an defektfreien, defektnahen Stellen.
Auch dort kann die Echo-defect-shape-Methode die Wanddicke nicht zuverla¨ssig ermitteln.
Damit wird der Defekt in seiner Breite und zumeist in seiner Tiefe u¨berbewertet. Die
genaue Ru¨ckwandgeometrie soll mit der klassischen, indirekten Rekonstruktionsmethode,
der Levenberg-Marquardt-Methode, ermittelt werden. Außerdem wird diese Erkenntnis
bei der Optimierung der von Lugin [LN07] vero¨ffentlichten iterativen Echo-defect-shape-
Methode ausgenutzt, welche als alternative indirekte Rekonstruktionsmethode in dieser
Arbeit angewendet wird.
 Die Materialdicke im Defektzentrum wird trotzdem zufriedenstellend berechnet. Der
Grund dafu¨r ist, dass der zugeho¨rige relative Kontrast den Schwellwert sehr fru¨h erreicht.
Damit hat der laterale Wa¨rmefluss, welcher seine Auswirkungen erst spa¨ter zeigt, keinen
negativen Einfluss auf die Auswertung. Fu¨r die Inversion folgt daraus, dass bei notwendi-
gen Gla¨ttungen der Wanddicke das Defektzentrum von der Gla¨ttung ausgeschlossen wird.
Das verhindert einen Informationsverlust u¨ber die Wanddicke. Diese Erkenntnis wird im
zweiten a priori Wissen der Inversion ausgenutzt.
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Zur U¨bersicht: Der gesamte Inversionsprozess besteht aus der Anwendung der Echo-defect-
shape-Methode auf die Messdaten und der anschließenden Verbesserung der Ru¨ckwandgeometrie
mittels der indirekten Rekonstruktionsmethode.
2.2.1 Alternative direkte Rekonstruktionsmethoden
Weitere direkte Methoden zur Wanddickenbestimmung werten nicht den relativen Kontrast,
sondern den absoluten Kontrast aus, oder – um ganz auf die Kenntnis einer Referenztemperatur
verzichten zu ko¨nnen – die skalierte Temperatur und die geeigneten Ableitungen in der Zeit. Die
meisten direkten Methoden werten die zeitlichen Temperaturverla¨ufe unabha¨ngig von verschie-
denen Vorderseitenpunkten aus, denn sie beruhen auf 1D-U¨berlegungen. Eine direkte Methode,
welche die 1D-U¨berlegung auf 2D ausweitet, wird am Ende des Unterkapitels genannt. In der
folgenden Tabelle 2.2 werden die Methoden, ohne 2D-Ausweitung, mit der jeweils ausgewerteten
Gro¨ße und ihrer Auswertungsformel beschrieben.
Name der Methode auszuwertende Gro¨ße Auswertung Bsp. 3 mm
peak second derivative time 2. Ableitung von T (t) z =
√
piatmax tmax ≈ 19 s
(PSDT) [SLR+03][Sun06] z ≈ 2.94 mm
absolute peak slope time 1. Ableitung von (T (t)
√
t) z =
√
2atmax tmax ≈ 29 s
(APST) [ZZT+12] z ≈ 2.90 mm
peak contrast time absoluter Kontrast Ka(t) z =
√
1
3atmax tmax ≈ 106 s
(PCT) [VAD+90][RMH98] z ≈ 2.26 mm
peak slope time 1. Ableitung von Ka(t) z =
√
pi2
3.64atmax tmax ≈ 21 s
(PST) [FHKT95][RJV98] z ≈ 2.87 mm
Echo-defect-shape-Methode relativer Kontrast Kr(t) z =
√−at0 lnC0 t0 ≈ 48 s
(EDS) [LN07] mit Schwellwert C0 z ≈ 2.20 mm
pulse phase thermography Phase der Fourier-Transfor- z = 1.73
√
a
pifb
fb ≈ 12 mHz
(PPT) [MM96][IC05] mation (bzgl. Referenzstelle) z ≈ 3.43 mm
Tabelle 2.2: Direkte Rekonstruktionsmethoden, vollsta¨ndig basierend auf 1D-U¨berlegungen. Der zeitli-
che Temperaturverlauf T wird zur Bestimmung der Wanddicke z ausgewertet; Definition
fu¨r den Kontrast siehe Kapitel 2.2. Im Beispiel (Bsp.) wurden die Daten fu¨r L = 3 mm aus-
gewertet (mit Temperaturleitfa¨higkeit a = 1.45 · 10−7 m2/s und C0 = 0.5, siehe Abb. 2.10-
2.15).
Anmerkungen zur Tabelle:
 Die PSDT-, PCT- und die PST-Methode werden von dem Temperaturabfall des endlich
langen Stabes nach einer impulsartigen Anregung ohne Wa¨rmeverluste abgeleitet [Sun06],
d. h. von Gl. 2.32.
 Die EDS- und die APST-Methode werden von dem Temperaturabfall des unendlich langen
Stabes nach einer impulsartigen Anregung ohne Wa¨rmeverluste abgeleitet (Modell ther-
mische Welle: einfache bzw. mehrfache Reflexion der Welle an den Innenwa¨nden), d. h. von
Gl. 2.45.
 Bei der PSDT-Methode wird das Abknicken des logarithmisierten Temperaturabfalls er-
mittelt.
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2.3 Indirekte Rekonstruktion mit der Levenberg-Marquardt-
Methode
Die Levenberg-Marquardt-Methode [KNS08] geho¨rt zu den klassischen Regularisierungsmetho-
den fu¨r nicht-lineare, schlecht-gestellte inverse Probleme und wurde fu¨r zahlreiche andere inverse
Wa¨rmeleitungsprobleme [Ozi00] angewendet. Außerdem wird diese Methode innerhalb anderer
Felder angewendet, z. B. in den Geowissenschaften zur Filterungsproblemen von Grundwasser
[Han97] und in der Chemie zur Analyse der Elektronenspinresonanz [BLSF96].
2.3.1 Newton-Verfahren als Motivation (1D)
Die Levenberg-Marquardt-Methode basiert auf dem Newton-Verfahren, welches zur Nullstel-
lensuche fu¨r reelle, stetig differenzierbare Funktionen geeignet ist [Sto83]. Die Iteration kann
den Startwert erfolgreich durch einen Wert ersetzen, welche der Nullstelle na¨her ist, wenn der
Startwert selbst
”
ausreichend nah“ an der Nullstelle liegt. Die Konvergenz der Folge, welche
durch die Iteration definiert wird, ist also nicht gewa¨hrleistet; im ungu¨nstigen Fall tritt Di-
vergenz, Oszillation oder Konvergenz gegen eine andere lokale Nullstelle auf. Graphisch kann
das Newton-Verfahren durch die Tangentenbildung beschrieben werden. In Abbildung 2.17 sieht
man die ersten zwei Iterationsschritte fu¨r eine Funktion F , welche den reellen Wert z auf den
reellen Wert T abbildet.
(a) Nullstelle gesucht:
F (z) = 0
(b) Startwert z0 wa¨hlen
und Funktionswert F (z0)
bestimmen
(c) Ableitung fu¨r z0 be-
stimmen, zugeho¨rige Tan-
gente einzeichnen, Schnitt-
punkt mit x-Achse z1 lie-
fert einen neuen Na¨he-
rungswert fu¨r die Nullstelle
(d) Tangente fu¨r z1 bestim-
men, Schnittpunkt mit x-
Achse z2 liefert einen neu-
en Na¨herungswert fu¨r die
Nullstelle
Abbildung 2.17: Newton-Verfahren zur Nullstellensuche einer reellen, stetig differenzierbaren Funktion
F (z) = T . Bestimmung der Tangente fu¨r die ersten zwei Iterationsschritte.
Die Iteration des Newton-Verfahrens fu¨r die reelle, skalarwertige Funktion F lautet
zk+1 = zk − F (zk)
F ′(zk)
, (2.53)
wobei F ′ die Ableitung der Funktion bezeichnet. Da die Funktion skalarwertig ist, kann z nur
eine eindimensionale (1D) Wanddickeninformation beschreiben, z. B. die Wanddicke fu¨r einen
einzigen Punkt an der Vorderseite der Wand. Um eine vollsta¨ndige Ru¨ckwandgeometrie ei-
nes dreidimensionalen oder zweidimensionalen Probeko¨rpers, d. h. des Profils, zu beschreiben,
beno¨tigen wir eine Verallgemeinerung des Newton-Verfahrens fu¨r vektorwertige Funktionen. Zu-
erst muss dazu im folgenden Unterkapitel der Zusammenhang zwischen der 2D/3D-Geometrie
und einem Vektor definiert werden.
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wobei nT die Anzahl der Eintra¨ge im zugeho¨rigen Vektor T ist. Dieses Fehlermaß wird in der
Literatur auch als mittlerer Fehler bezeichnet. Der Unterschied zwischen den beiden Fehlerma-
ßen ist, dass das Fehlermaß fz mit Betra¨gen kleine Abweichung in einzelnen Eintra¨gen sta¨rker
gewichtet als das Fehlermaß fT mit quadratischer Gewichtung. Da bei den Geometrien klei-
ne Abweichung von großem Interesse sein ko¨nnen, speziell bei oberfla¨chennahen Defekten, ist
dort das Fehlermaß mit Betra¨gen gewa¨hlt worden. Bei den Temperaturen ist es sinnvoll klei-
nere Abweichungen weniger als gro¨ßere Abweichungen zu gewichten, denn der Fehler soll nicht
vorrangig durch das Rauschen der Messdaten, d. h. den zufa¨lligen Messfehler, bestimmt werden;
siehe Kapitel 3.6 fu¨r Details zum Messfehler.
2.3.3 Herleitung des Gauss-Newton-Verfahrens (2D und 3D)
In diesem Unterkapitel wird das Vorwa¨rtsproblem des inversen Problems formal definiert, um
mathematische Sa¨tze u¨ber vektorwertige Funktionen anwenden zu ko¨nnen. Das Vorwa¨rtsproblem
lautet in dieser Arbeit folgendermaßen:
Wenn die Ru¨ckwandgeometrie zreal eines Probeko¨rpers bekannt ist, dann ist auch das
Temperaturfeld T auf der Vorderseite des Probeko¨rpers eindeutig bekannt [Eva10]; unter
der Annahme, dass die folgenden Voraussetzungen gelten. Die Geometrie des Probeko¨rper
ist bis auf die ru¨ckseitige Wand bekannt. Außerdem sind alle Materialparameter, welche fu¨r
die Wa¨rmeleitungsgleichung, Gl. 2.22, und die Randbedingung, Gl. 2.26, notwendig sind,
bekannt. Ferner sind alle Wechselwirkungen des Probeko¨rpers mit der Umgebung durch die
Randbedingung, Gl. 2.26, vollsta¨ndig beschrieben, d. h. die thermische Anregung lo¨st eine
definierte und bekannte Wa¨rmestromdichte auf der Vorderseite aus und der Wa¨rmeverlust
durch Konvektion und vereinfachte linearisierte Strahlung ist quantifiziert.
Das Temperaturfeld kann entweder mit einer entsprechenden Messung ermittelt werden oder mit
der Finite-Elemente-Methode (FEM) simuliert werden, Kapitel 4.1. Das Vorwa¨rtsproblem la¨sst
sich formal durch die vektorwertige Funktion F beschreiben, welche einer bekannten Ru¨ckwand-
geometrie z das zugeho¨rige Temperaturfeld T zuordnet. Die Funktion F des Vorwa¨rtsproblems
lautet:
F (z) = T. (2.58)
Abbildung 2.22: Inverses Problem: Rekonstruktion einer Ru¨ckwandgeometrie (links) aus thermografi-
schen Daten (rechts)
Da die inverse Funktion F−1 unbekannt ist, ist folgendes inverses Problem nicht direkt lo¨sbar:
F−1(Texp) = zreal, (2.59)
wobei Texp das in einer Messung experimentell ermittelte Temperaturfeld am Probeko¨rper mit
der unzuga¨nglichen Ru¨ckwandgeometrie zreal bezeichnet, d. h. es gilt
F (zreal) = Texp. (2.60)
Um dennoch das inverse Problem approximativ zu lo¨sen, wird die Newton-Methode in
diesem Unterkapitel verallgemeinert.
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Herleitung: Unter der Verwendung des Satzes von Taylor kann die Funktion F linearisiert
werden:
F (zreal) = F (z0) + F
′(z0) · (zreal − z0) (2.61)
Der Entwicklungspunkt der Taylorreihe ist dabei z = z0, die Vektoren sind Spaltenvektoren
und F ′ ist die nicht-quadratische Ableitungsmatrix, welche im folgenden Unterkapitel im Detail
beschrieben wird. Diese Vektorgleichung kann nach der unbekannten Variable zreal aufgelo¨st
werden, indem folgende Rechenschritte vorgenommen werden:
 Der Vektor F (z0) wird auf beiden Seiten der Gleichung 2.61 abgezogen. Es folgt
F (zreal)− F (z0) = F ′(z0) · (zreal − z0). (2.62)
 Da keine inverse Matrix fu¨r nicht-quadratische Matrizen definiert ist, wird zuerst die trans-
ponierte Matrix F (z0)
T auf beiden Seiten der Gleichung 2.62 von links multipliziert. Es
folgt
F (z0)
T · [F (zreal)− F (z0)] = F (z0)T · F ′(z0) · (zreal − z0). (2.63)
 Dann wird die inverse Matrix von der quadratischen Matrix F (z0)
T · F ′(z0) auf beiden
Seiten der Gleichung 2.63 von links multipliziert. Es folgt
[F (z0)
T · F ′(z0)]−1 · F (z0)T · [F (zreal)− F (z0)] = zreal − z0. (2.64)
 Der Vektor z0 wird auf beiden Seiten der Gleichung 2.64 addiert. Es folgt
zreal = z0 + [F (z0)
T · F ′(z0)]−1 · F (z0)T · [F (zreal)− F (z0)]. (2.65)
 Die Matrix [F (z0)
T ·F ′(z0)]−1·F (z0)T wird als Pseudo-Inverse der Matrix F ′(z0) bezeichnet
und mit F+(z0) abgeku¨rzt. Also gilt die Definition der Pseudo-Inversen:
F+(z0) = [F (z0)
T · F ′(z0)]−1 · F (z0)T . (2.66)
Damit folgt aus Gleichung 2.65:
zreal = z0 + F
+(z0) · [F (zreal)− F (z0)]. (2.67)
Gauss-Newton-Verfahren: Damit ist die Linearisierung der Funktion F in Gl. 2.61 nach der
zu bestimmenden Ru¨ckwand zreal aufgelo¨st worden. Da eine Linearisierung einer nicht-linearen
Funktion nur eine Approximation darstellt, liefert die Gleichung 2.67 nur eine Approximation
der zu bestimmenden Ru¨ckwand zreal. Eine iterative Anwendung, d. h.
zk+1 = zk + F
+(zk) · [Texp − F (zk)], (2.68)
sorgt fu¨r eine Folge von Geometrien (z0, z1, z2, . . .), welche fu¨r einen ”
genu¨gend guten“ Startwert
z0 gegen die zu bestimmende Ru¨ckwand zreal konvergiert. Um eine erfolgreiche Rekonstruktion
zu erzielen, sollte also der Startwert die Ru¨ckwand so gut wie mo¨glich beschreiben. Die Iteration
in Gleichung (2.68) wird als Gauss-Newton-Verfahren bezeichnet [Rie03].
Wie bestimmt man das Temperaturfeld F (zk) und die Ableitungsmatrix F
′(zk) fu¨r eine
Ru¨ckwandgeometrie zk? Das Temperaturfeld la¨sst sich numerisch simulieren und wird in Kapi-
tel 4.1 detailliert beschrieben. Die Ableitungsmatrix beschreibt die Sensitivita¨t der Funktion F
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des Probeko¨rpers, z. B. bei x = 2 cm, entspricht die Fla¨chena¨nderung einem gleichschenkligen
Dreieck mit Ho¨he d = 5 mm und Grundseitenbreite 2 cm.
Fu¨r jede der
”
infinitesimale“ A¨nderungen wird das Temperaturfeld berechnet und mit dem
originalen Temperaturfeld verglichen, d. h. das Temperaturfeld in Abb. 2.19 wird subtrahiert.
Abbildung 2.24 zeigt die resultierende Differenz ∆T fu¨r fu¨nf
”
infinitesimale“ A¨nderungen.
Abbildung 2.24: Skizze der Differenz ∆T des Temperaturfeldes bei
”
infinitesimalen“ A¨nderungen zum
originalen Temperaturfeld aus Abb. 2.19
Die erste Zeile in Abbildung 2.23 und 2.24 ist umrahmt. Diese umrahmte Temperaturdiffe-
renz ∆T zeigt, dass die meiste A¨nderung des Temperaturfeldes am Pixel zu sehen ist, welcher
der gea¨nderten Ru¨ckwandstu¨tzstelle am na¨chsten ist. Mit Sternen sind die Pixel (oder Vorder-
seitenpunkte) gekennzeichnet, an welche der Abschnitt des Temperaturfeldes beobachtet wird.
Die fu¨nfte Differenz ∆T zeigt, dass die A¨nderung des Temperaturfeldes besonders in der Na¨he
des Defektzentrums zu spa¨ten Zeitpunkten des Zeitintervalls groß ist. Diese Kurven sind durch
eine grobe Vereinfachung mittels Gleichung (2.33) entstanden.
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Abbildung 2.25: Differenz des Temperaturfeldes
aus Abb. 2.24 in Matrizendarstel-
lung (bei Vergleich mit Abb. 2.23
und 2.24: durch Drehung)
Abbildung 2.25 zeigt eine Matrix, deren Spal-
ten den Temperaturdifferenzen aus Abb. 2.24
entsprechen. Diese Matrix ist identisch mit
der Ableitungsmatrix – bis auf einen ska-
laren Faktor. In der fu¨nften (und sechsten)
Spalte bei Breite x = 5 cm ist die Diffe-
renz am gro¨ßten, und zwar in den mittleren
Zeilen. Diese Beobachtung besta¨tigt, dass die
Sensitivita¨t auf
”
infinitesimale“ A¨nderungen
der Ru¨ckwandgeometrie besonders an ober-
fla¨chennahen Defekten beobachtbar ist. Die
Ableitungsmatrix F ′(zk) fu¨r die Ru¨ckwand-
geometrie zk des k-ten Iterationsschrittes ist
fu¨r die Skizze formal folgendermaßen defi-
niert. Der Eintrag der Ableitungsmatrix in der
i-ten Zeile und der j-Spalte entspricht:
F ′(zk)ij =
F i(z1k, z
2
k, . . . , z
j
k − d, . . . , znzk )− F i(zk)
−d , (2.69)
wobei nz die Anzahl der Eintra¨ge des Vektors zk ist. Der tiefgestellte Index k bezeichnet den
zugeho¨rigen Iterationsschritt; die hochgestellten Indizes i und j bezeichnen den jeweiligen
Vektoreintrag der Ru¨ckwandgeometrie zk bzw. des zugeho¨rigen Temperaturfeldes F (zk). Der
i-te Eintrag von F (zk) bezeichnet die Temperatur an einem bestimmtem Pixel zu einem
bestimmten Zeitpunkt. Zum Beispiel bezeichnet F 200 die Temperatur am zweiten Pixel zum
Ende des Zeitintervalls, wenn 100 die Anzahl der Zeitpunkte innerhalb des Zeitintervalls ist.
Der Vektor F (z1k, z
2
k, . . . , z
j
k − d, . . . , znzk ) bezeichnet das Temperaturfeld fu¨r den Probeko¨rper,
welcher an der j-ten Ru¨ckwandstu¨tzstelle um d du¨nner ist als der Probeko¨rper mit Ru¨ckwand
zk. Die Ableitungsmatrix ist eine nTxnz–Matrix.
In der Anwendung wurde ein feineres Raster und eine kleinere
”
infinitesimale“ A¨nderung d
gewa¨hlt als das der obigen Skizzen: Abbildung 2.26 zeigt d = 0.1 mm bzw. d = 1 mm fu¨r die
2D- und 3D-Rekonstruktion einer maximal 2 cm dicken Materialdicke.
(a) fu¨r 2D-Rekonstruktion (b) fu¨r 3D-Rekonstruktion
Abbildung 2.26:
”
Infinitesimale“ A¨nderung in der Anwendung
Bei der 2D-Rekonstruktion wird außerdem die Wanddicke nicht nur an der jeweils betroffenen
Ru¨ckwandstu¨tzstelle gea¨ndert, sondern auch an den benachbarten Ru¨ckwandstu¨tzstellen. Die
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Fla¨chena¨nderung ist identisch fu¨r das 1 cm und das 1 mm Raster (fu¨r die gleiche A¨nderung
d = 0.1 mm). Das bedeutet, dass die Wanddicke linear abha¨ngig von der Entfernung zur
betroffenen Ru¨ckwandstu¨tzstelle gea¨ndert wird und zwar bis zu der Entfernung von ±1 cm.
In Abbildung 2.26(a) sieht man ein Beispiel fu¨r einen defektfreien Bereich. Bei der 3D-
Rekonstruktion mit dem 2 mm Raster wurde eine tiefere und schmalere A¨nderung gewa¨hlt:
d = 1 mm und keine A¨nderung an benachbarten Ru¨ckwandstu¨tzstellen.
Die Definition der Ableitungsmatrix in Gleichung 2.69 kann fu¨r die 2D- und 3D-
Rekonstruktion der Anwendung in folgender Weise u¨bernommen werden. Die Differenzenme-
thode zur Bestimmung der Ableitungsmatrix lautet:
F ′(zk)ij =
F i(z˜jk)− F i(zk)
−d , (2.70)
wobei z˜jk die Ru¨ckwandgeometrie bezeichnet, welche die entsprechende ”
infinitesimale“ A¨nde-
rung mit Gro¨ße d am j-ten Eintrag erfahren hat. Eine Begru¨ndung fu¨r die Art und Weise und die
Gro¨ße der Fla¨chena¨nderung liefert letztendlich die Simulation des Temperaturfeldes mittels der
Finite-Elemente-Methode (FEM), Kapitel 4.1. Denn in der Iteration wird die Ableitungsmatrix
mittels der FEM-Simulation bestimmt. Die Anzahl der zu variierenden Ru¨ckwandstu¨tzstellen
bestimmt die Anzahl der Simulationen, welche zur Berechnung der Ableitungsmatrix beno¨tigt
werden. Die Simulation ist sehr zeitintensiv. Um die Inversion zeiteffizient zu gestalten, muss die
Anzahl der zu variierenden Ru¨ckwandstu¨tzstellen gering gehalten werden, z. B. durch a priori
Wissen u¨ber defektfreie Bereiche des Probeko¨rpers. Eine weitere Mo¨glichkeit ist eine alternati-
ve, schnelle Bestimmung bzw. eine Approximation der Ableitungsmatrix, welche im folgenden
Unterkapitel 2.3.5 eingefu¨hrt wird. Diese Approximation hat leider auch eine schlechtere Re-
konstruktion der Ru¨ckwand zu Folge. Deswegen werden in dieser Arbeit Ergebnisse fu¨r beide
Bestimmungsmethoden gezeigt.
2.3.5 Sensitivita¨t: approximative Bestimmung mit der Broyden-Methode
Wie im letzten Unterkapitel gezeigt wurde, erfolgt die Berechnung der Sensitivita¨t mittels
FEM-Simulationen des Temperaturfeldes fu¨r
”
infinitesimale“ A¨nderungen in der Ru¨ckwand-
geometrie an den zu variierenden Ru¨ckwandstu¨tzstellen. Je nach Dauer der Simulation und
Anzahl der Ru¨ckwandstu¨tzstellen kann die Berechnung der Ableitungsmatrix sehr zeitintensiv
sein. Deswegen wurden auch Inversionen mit folgender Alternative, der Broyden-Methode
[SB78][KNS08], durchgefu¨hrt.
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Mit diesen U¨berlegungen folgt die Broyden-Methode zur Approximation von F ′(z1) durch A1:
A1 = A0 + ||z1 − z0||−22 · [F (z1)− F (z0)−A0 · (z1 − z0)]× (z1 − z0)T . (2.78)
Dabei gilt, dass A0 der Ableitungsmatrix F
′(z0) im ersten Iterationsschritt entspricht. Die Ab-
leitungsmatrix muss nur im ersten Iterationsschritt nach der Differenzenmethode berechnet wer-
den. Fu¨r die folgenden Iterationsschritte liefert die Broyden-Methode eine Approximation von
F ′(zk) mit Ak:
Ak = Ak−1 + ||zk − zk−1||−22 · [F (zk)− F (zk−1)−Ak−1 · (zk − zk−1)]× (zk − zk−1)T . (2.79)
Grundsa¨tzlich gilt, dass die Broyden-Methode eine Approximation der Ableitungsmatrix liefert,
wa¨hrend die Differenzenmethode eine genaue Berechnung der Ableitungsmatrix erlaubt (im
Rahmen der Simulationsgenauigkeit und bis auf die Gro¨ße der
”
infinitesimalen“ A¨nderung). Mit
der Broyden-Methode wurde also eine approximative, zeiteffiziente Alternative zur iterativen
Anwendung der Differenzenmethode gezeigt.
2.3.6 Regularisierung der Ableitungsmatrix
In den vorigen Unterkapiteln wurde die Ableitungsmatrix mittels der Differenzenmethode
und der Broyden-Methode bestimmt. Im diesem Unterkapitel werden U¨berlegungen zur
Pseudo-Inversen der Ableitungsmatrix angestellt, denn das Gauss-Newton-Verfahren erfordert
die Pseudo-Invertierung. Da das inverse Problem schlecht-gestellt ist, muss die Pseudo-Inverse
regularisiert werden. Dafu¨r wa¨hlen wir die Tikhonov-Regularisierung, welche ha¨ufig im Zu-
sammenhang mit dem Gauss-Newton-Verfahren fu¨r inverse Probleme angewendet wird. Diese
Kombination ist als Levenberg-Marquardt-Methode bekannt; Referenzen dazu sind zu Beginn
des Kapitels 2.3 genannt worden.
Tikhonov-Regularisierung: Die Tikhonov-Regularisierung wurde fu¨r lineare inverse Pro-
bleme hergeleitet, eingehend untersucht und kann auch bei der Linearisierung eines nicht-linearen
inversen Problem angewendet werden [Rie03]. In dieser Arbeit ist das nicht-lineare Problem
F (z) = T durch die Anwendung des Gauss-Newton-Verfahrens auf eine lineare Gleichung ver-
einfacht. Dazu benutzen wir folgende Bezeichnung:
 Schrittweite s = z1− z0 (Die alte Ru¨ckwandgeometrie ist z0, die neue Ru¨ckwandgeometrie
ist z1.)
 Abweichung des Temperaturfeldes [Texp − F (z0)]
 Ableitungsmatrix A = F ′(z0)
 Pseudo-Inverse der Matrix A lautet A+ = (AT ·A)−1 ·A.
 Tikhonov-regularisierte Pseudo-Inverse B der Matrix A lautet
B = (AT ·A+ α · I)−1 ·A, (2.80)
wobei α > 0 ein geeignet zu wa¨hlender Regularisierungsparameter und I die Einheitsma-
trix ist, d. h. I ist eine quadratische Matrix, welche den Wert Eins in den Eintra¨gen der
Hauptdiagonalen und sonst den Wert Null besitzt.
 Residuum (As− [Texp − F (z0)])
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Die lineare Gleichung (2.68) mit der unbekannten Variable s lautet mit diesen Abku¨rzungen
A · s = [Texp − F (z0)]. (2.81)
Ohne Regularisierung wa¨re die Gleichung
s = A+ · [Texp − F (z0)] (2.82)
zu lo¨sen. Die regularisierte Gleichung fu¨r die unbekannte Schrittweite s lautet:
s = (AT ·A+ α · I)−1 ·A · [Texp − F (z0)]. (2.83)
Die Lo¨sung s dieser Gleichung ist a¨quivalent mit folgender Minimierung:
min [||A · s− [Texp − F (z0)]||22 + α||s||22], (2.84)
was durch eine Kurvendiskussion gezeigt werden kann. Die zu minimierende Funktion wird Ko-
stenfunktion genannt und besteht in diesem Fall aus der quadratischen Abweichung der lineari-
sierten Funktion F – welche das Temperaturfeld F (z1) berechnet – von den Messdaten Texp; und
zwar innerhalb einer Trust-Region, welche durch ||s||22 definiert wird. Die Linearisierung wird
durch
F (z1) = F (z0) + F
′(z0) · (zreal − z0) = F (z0) +A · s (2.85)
erzielt, vgl. Gl. (2.61). Also entspricht das Gauss-Newton-Verfahren (bzw. sein erster Iterations-
schritt) eigentlich einer Minimierung von
min ||F (z1)− Texp||22 (2.86)
innerhalb einer Trust-Region. Die Gewichtung der Trust-Region erfolgt mit dem Regularisie-
rungsparameter α. Das Maß der Abweichung ist die 2-Norm, d. h. ||T ||2 =
√∑nT
i=1(T
i)2 und
||s||2 =
√∑nz
i=1(s
i)2.
Einfluss des Regularisierungsparameters: Fu¨r α = 0 erfolgt keine Regularisierung.
Eine schwache Regularisierung mit einem kleinem Regularisierungsparameter, z. B. α < 1,
sorgt dafu¨r, dass fu¨r die Lo¨sung der Gleichung folgendes gilt. (1) Die Norm des Residuums
(As − [Texp − F (z0)]) ist klein, d. h. die Gleichung (2.81) ist anna¨hernd exakt gelo¨st, und (2)
die Norm der Schrittweite kann u. U. groß sein. Eine starke Regularisierung mit einem großen
Regularisierungsparameter sorgt dafu¨r, dass fu¨r die Lo¨sung Gegenteiliges gilt: die Norm der
Schrittweite ist klein und die Norm des Residuums kann u. U. groß sein. In diesem Falle nimmt
man in Kauf, dass die Gleichung (2.81) unpra¨zise gelo¨st wird, dafu¨r ist die Schrittweite in
der Anwendung aussagekra¨ftiger [Rie03], was im Folgenden veranschaulicht wird. Der optimale
Regularisierungsparameter wird oft als die Knickstelle der L-Kurve bezeichnet, welche die Abbil-
dung der Normen der Schrittweite gegen die Normen des Residuums fu¨r verschiedene Parameter
bezeichnet [Han00], mehr dazu in Unterkapitel 5.3.7. Der optimale Regularisierungsparameter
α ha¨ngt von der Schlecht-Gestelltheit des inversen Problems und von der Sta¨rke des Rauschens
der Messdaten Texp ab, mehr dazu im Folgenden. In Abbildung 2.28 wird der Effekt von unter-
schiedlich starker Regularisierung auf die skizzierte Ableitungsmatrix, aus Abb. 2.25, gezeigt;
der Faktor −d wird in diesem Unterkapitel vernachla¨ssigt.
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Ohne Anwendung einer Regularisierung wird die Ru¨ckwandgeometrie aufgrund von Rauschen
vera¨ndert.
Vorteile und Nachteile der Regularisierung:
 Vorteil der Tikhonov-Regularisierung: Die Tikhonov-Regularisierung mit genu¨gend großem
Regularisierungsparameter α vermeidet, dass das Rauschen der Messdaten die Bestimmung
der Ru¨ckwandgeometrie beeintra¨chtigt.
 Nachteil der Tikhonov-Regularisierung: Je sta¨rker regularisiert wird, desto la¨nger dauert
die Rekonstruktion. Der Grund ist Folgender: Je gro¨ßer der Regularisierungsparameter
ist, desto kleiner sind die Eintra¨ge in der Tikhonov-regularisierten Pseudo-Inversen, desto
kleiner ist die Gewichtung des Temperaturfeldes, desto weniger unterscheidet sich die neue
Ru¨ckwandgeometrie von der alten Ru¨ckwandgeometrie in einem Iterationsschritt, desto
mehr Iterationen sind notwendig, um erfolgreich die Ru¨ckwand zu rekonstruieren.
Beispiele fu¨r Regularisierungsparameter: Im obigen Beispiel wa¨re α = 104 zu groß, da
die Extrema zu stark geda¨mpft werden; der ideale Parameter ist α = 102. Folgende Parameter
wurden in dieser Arbeit angewendet:
 α = [40, 150, 40]: Fu¨r die 2D-Rekonstruktion des PVCs wurde ein gesplitteter Parameter
gewa¨hlt, welcher die Ru¨ckwandgeometrie unterschiedlich stark regularisiert; diese Optimie-
rungsmo¨glichkeit geho¨rt nicht zum Stand der Technik und wurde in [RMK13] vero¨ffentlicht.
Der Bereich um das Defektzentrum sollte nur geringe A¨nderungen erfahren, denn die Echo-
defect-shape-Methode -Methode liefert dort erfahrungsgema¨ß sehr gute Wanddickenwerte.
Fu¨r diesen Bereich wurde eine starke Regularisierung mit α = 150 angewendet. Fu¨r die
umgebenden Bereiche war der Parameter α = 40 von Vorteil: die Wanddicke wurde stark
korrigiert. Details dazu werden mit Hilfe der Messdaten erkla¨rt, Unterkapitel 5.3.7.
 α = 1: Fu¨r die 3D-Rekonstruktion von PVC-Probeko¨rpern, deren Messdaten anders ge-
mittelt werden mussten, lieferte die Inversion mit α = 1 ideale Rekonstruktionsergebnisse.
 α = 105: Bei der Auswertung der Probeko¨rper aus Stahl hatten andere Messparameter ein
gro¨ßeres Rauschen der Messdaten zur Folge, sodass fu¨r diese Auswertungen der Regulari-
sierungsparameter α = 105 optimale 2D-Rekonstruktionsergebnisse lieferte.
Damit ist der Iterationsschritt eines regularisierten Gauss-Newton-Verfahrens erkla¨rt worden.
Eine Zusammenfassung und das Stopp-Kriterium folgen im na¨chsten Unterkapitel.
2.3.7 Zusammenfassung der Levenberg-Marquardt-Methode
Das Gauss-Newton-Verfahren fu¨r die Anwendung auf thermografische Daten zur Ru¨ckwandre-
konstruktion wurde ausfu¨hrlich erkla¨rt. Die Berechnung der Ableitungsmatrix wird mindestens
im ersten Iterationsschritt mit der Differenzenmethode durchgefu¨hrt. Fu¨r die folgenden Iterati-
onsschritte kann die Berechnung durch eine Approximation mit der Broyden-Methode durch-
gefu¨hrt werden. In jedem Fall wird eine Tikhonov-Regularisierung der Ableitung durchgefu¨hrt.
Das Tikhonov-regularisierte Gauss-Newton-Verfahren wird Levenberg-Marquardt-Methode
genannt.
Die Levenberg-Marquardt-Methode lautet:
zk+1 = zk + [F
′(zk)T · F ′(zk) + α · I]−1 · F ′(zk) · [Texp − F (zk)], (2.89)
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wobei die Ableitung fu¨r A¨nderungen in der Ru¨ckwandgeometrie mit der Differenzenmethode,
Gl. (2.70), berechnet werden kann (fu¨r k ≥ 0):
F ′(zk)ij =
F i(z˜jk)− F i(zk)
−d , (2.90)
oder alternativ mit der Broyden-Methode, Gl. (2.79), approximiert werden kann (fu¨r k ≥ 1):
F ′(zk) = F ′(zk−1)+||zk−zk−1||−22 ·[F (zk)−F (zk−1)−F ′(zk−1)·(zk−zk−1)]×(zk−zk−1)T (2.91)
Der Regularisierungsparameter α > 0 muss geeignet zu gewa¨hlt werden. Eine Steuerung der
Schrittweite (zk+1 − zk) war fu¨r die Anwendung in dieser Arbeit nicht notwendig und wurde
deshalb nicht angewendet. Fu¨r PVC wurden nur die Temperaturen ab t = 10 s nach dem
Blitzimpuls ausgewertet (bei Stahl ab t = 0.1 s), Begru¨ndung in Kapitel 4.4.
Stoppkriterium: Ein u¨bliches Kriterium zur Beendigung der Inversion ist das Diskrepanz-
prinzip. Sobald der mittlere Fehler des Temperaturfeldes, Gl. (2.57),
fT =
1√
nT
· ||Texp − F (zk)||2 (2.92)
kleiner als der Simulationsfehler ist, welcher in Kapitel 4.4 bestimmt wird, wird die Inversion
beendet. Zusa¨tzliche Kriterien, welche beginnende Stagnation in der A¨nderung des Tempe-
raturfeldes oder in der A¨nderung der Ru¨ckwandgeometrie beru¨cksichtigen, wurden nicht als
notwendig erachtet. Ein alternatives Stoppkriterium, welches in dieser Arbeit fu¨r manche
Inversionskonfigurationen angewendet und untersucht wurde, ist die Beendigung fu¨r einen
vorher festgelegten Iterationsschritt.
Im folgenden Kapitel 4.1 wird gezeigt, wie das zugeho¨rige Temperaturfeld F (zk) fu¨r eine
Ru¨ckwandgeometrie mit der FEM-Methode berechnet wird; damit ist dann auch die Berechnung
der Ableitungsmatrix F ′(zk) vollsta¨ndig erkla¨rt.
Abbildung 2.29: Die Schnecke mit den verbundenen Fu¨hlern ver-
setzt sich in die Rolle eines Pru¨fers, welcher bei ei-
ner Wanddickenmessung keinen Zugang zur Ru¨ck-
wand hat [Pet95]
2.3.8 Alternative indirekte Rekonstruktionsmethode
Die meisten alternativen indirekten Rekonstruktionsmethoden sind allgemeine Methoden fu¨r
indirekte Probleme, welche auf die Ru¨ckwandrekonstruktion angewendet werden ko¨nnen, siehe
Kapitel 1. In diesem Unterkapitel wird eine indirekte Methode, die iterative Echo-defect-shape-
Methode beschrieben [LN07], welche in dieser Arbeit zum Vergleich der Levenberg-Marquardt-
Methode auf Messdaten angewendet wird.
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Abbildung 2.30: Skizzierte Berechnung des er-
sten Iterationsschrittes mit der
iterativen Echo-defect-shape-
Methode (it. EDS)
Abbildung 2.30 zeigt die skizzierte Berech-
nung des ersten Iterationsschrittes bei der ite-
rativen Echo-defect-shape-Methode. Die di-
rekte Rekonstruktionsmethode Echo-defect-
shape-Methode (EDS) wurde in Kapitel 2.2
eingefu¨hrt. Mittels der Echo-defect-shape-
Methode wird eine Ru¨ckwandgeometrie aus
den Messdaten rekonstruiert: die rote Kur-
ve in Abb. 2.30. Fu¨r diese Ru¨ckwandgeome-
trie wird eine Simulation durchgefu¨hrt. Mit-
tels der Echo-defect-shape-Methode wird eine
Ru¨ckwandgeometrie aus dem simulierten Temperaturfeld rekonstruiert: die blaue Kurve. Die Dif-
ferenz der beiden Kurven bestimmt die neue Ru¨ckwandgeometrie: die gru¨ne Kurve. Das heißt,
die neue Ru¨ckwandgeometrie z1 im ersten Iterationsschritt lautet
z1 = z0 + (z0 − zS1), (2.93)
wobei z0 die ”
EDS der Messdaten“ und zS1 die ”
EDS der Simulation“ im ersten Iterationsschritt
ist. Die reale Ru¨ckwand wird durch die neue Ru¨ckwandgeometrie z1 besser approximiert als
durch die alte Ru¨ckwandgeometrie z0. Der Grund ist, dass die Echo-defect-shape-Methode die
Defekttiefe eher unterscha¨tzt als u¨berscha¨tzt, vor allem am Defektrand. Diese U¨berlegung kann
man im k-ten Iterationsschritt wiederholen mit
zk+1 = z0 + (zk − zSk+1), (2.94)
wobei z0 die EDS der Messdaten und zSk+1 die EDS der Simulation im k-Iterationsschritt ist.
Das heißt: Das fu¨r die Ru¨ckwandgeometrie zk simulierte Temperaturfeld wird mit der Echo-
defect-shape-Methode ausgewertet und ergibt die Ru¨ckwandgeometrie zSk+1 . Gleichung (2.94)
beschreibt die iterative Echo-defect-shape-Methode [LN07], welche mathematisch eine Fix-
punktgleichung ist (wegen dem Idealfall zk = zSk+1).
Eine Optimierung der iterativen Echo-defect-shape-Methode wird durch die Einschra¨nkung
erzielt, dass eine neue Ru¨ckwandgeometrie eine sta¨rkere Wanddicke besitzen soll als die Ru¨ck-
wandgeometrie vor der Iteration. Die optimierte iterative Echo-defect-shape-Methode lautet
[RMK12b]:
zk+1 = z0 + max[0, zk − zSk+1 ], (2.95)
wobei das Maximum je Vektoreintrag angewendet wird. Bei der Auswertung von Messdaten in
Kapitel 5 wird gezeigt, dass diese Einschra¨nkung wirklich zu einer Optimierung der Methode
fu¨hrt.
Damit sind alle in dieser Arbeit angewendeten Methoden zur Ru¨ckwandrekonstruktion
erla¨utert.
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Kapitel 3
Experimentelles
Wa¨hrend analytische Lo¨sungen einen Sachverhalt oft nur idealisiert darstellen, beinhalten Simu-
lationen und modellierte Daten auch eine Reihe von Fehlerquellen (Fehlerfortschritt bei iterierten
Verfahren, Quantisierungsrauschen, systematischer Fehler, d. h. idealisierte Modellvorstellung
und Vernachla¨ssigen komplexer physikalischer Wirkmechanismen). Die experimentellen Daten
sind grundsa¨tzlich durch einen zufa¨lligen Fehler (Rauschen) und einen systematischen Fehler
beeintra¨chtigt. Eine erfolgreiche Inversion an experimentellen Daten stellt deshalb oft eine viel
gro¨ßere Herausforderung dar, als eine Inversion an simulierten Daten, da die Inversion ein nu-
merisches Werkzeug ist, welches auf einem Simulationsmodell beruht. Bei einer Inversion mit
experimentellen Daten sorgt die Kombination aus den systematischen Fehlern des Experiments
und des Simulationsmodells fu¨r negative Auswirkungen auf das Ergebnis der Inversion. Bei einer
Inversion mit simulierten Daten hingegen, fa¨llt der systematische Fehler nicht ins Gewicht. Wenn
simulierte Daten mit einer Inversion ausgewertet werden, spricht man auch von synthetischen
Daten.
Die Begru¨ndung fu¨r den Unterschied zwischen der Auswertung von Messdaten und synthe-
tischen Daten mittels Inversion ist Folgende: In Gleichung 2.86 wird klar, dass der Algorithmus
des Gauss-Newton-Verfahrens eine Simulation sucht, welche mit den Messdaten u¨bereinstimmt.
Wenn der Algorithmus des Gauss-Newton-Verfahrens erfolgreich eine solche Simulation gefunden
hat, ist die Ru¨ckwandgeometrie, welche der Simulation zur Grunde lag, das Rekonstruktions-
ergebnis. Da das inverse Problem eindeutig ist, stimmt jedenfalls theoretisch das Rekonstrukti-
onsergebnis auch mit der Probengeometrie der Messdaten u¨berein. In der Praxis gilt dies wegen
dem Mess- und Simulationsfehler jedoch nicht. Die Messung und die Simulation ko¨nnen bei
gleicher Ru¨ckwandgeometrie unterschiedliche Temperaturfelder liefern. Auch mo¨glich ist, dass
die Messung und die Simulation bei unterschiedlicher Ru¨ckwandgeometrie zu einem identischen
Temperaturfeld fu¨hren. So kann es vorkommen, dass das Gauss-Newton-Verfahren zwar eine Si-
mulation findet, welche mit den Messdaten u¨bereinstimmt, die zugeho¨rigen Ru¨ckwandgeometrien
jedoch voneinander verschieden sind. In diesem Fall wurde demnach nicht die reale Ru¨ckwand-
geometrie berechnet. Bei der Auswertung von synthetischen Daten kann dies nicht passieren. Da
das inverse Problem eindeutig ist, liegen zwei simulierten identischen Temperaturfeldern immer
identische Ru¨ckwandgeometrien zugrunde. Wenn der Algorithmus des Gauss-Newton-Verfahrens
erfolgreich eine Simulation gefunden hat, welche mit den synthetischen Daten u¨bereinstimmt,
dann stimmen auch die zugrunde liegenden Ru¨ckwandgeometrien u¨berein. Die Ru¨ckwandgeo-
metrie der synthetischen Daten konnte in diesem Fall berechnet werden. Deswegen sind mit der
Levenberg-Marquardt-Methode erfolgreiche Inversionen mit synthetischen Daten wahrscheinli-
cher als mit Messdaten.
Da die Levenberg-Marquardt-Methode in dieser Arbeit zum ersten Mal an experimentellen
Daten angewendet wird, ist ein großer Teil der Experimente grundlagenorientiert, und das zu-
geho¨rige Material, die Defektgeometrien und die Messparameter sind dementsprechend gewa¨hlt
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worden (PVC-Probeko¨rper). Als Erga¨nzung zu diesen Untersuchungen, wird die Anwendbarkeit
der Levenberg-Marquardt-Methode auf ein Material und auf Defekte aus der anwendungsorien-
tierten Praxis getestet (Stahl-Probeko¨rper).
Im Kapitel 3.1 wird der Messaufbau erkla¨rt, wobei die Details der Versuchseinrichtung in
Kapitel 3.2 erla¨utert werden. Die Probeko¨rper werden hinsichtlich ihrer Materialparameter in
Kapitel 3.3 untersucht; die Beschreibung der Geometrie – insbesondere der Defektformen – folgt
in Kapitel 3.4. Die Mittelung und Gla¨ttung der Datensa¨tze wird in Kapitel 3.5 anhand der
Messfilme gezeigt. Die resultierende Messgenauigkeit wird in Kapitel 3.6 beschrieben.
3.1 Messaufbau
Impuls-Thermografie in Reflexion: Der Messaufbau fu¨r eine Ru¨ckwandrekonstruktion mit
der Impuls-Thermografie besitzt drei wesentliche Komponenten: Kamera, Energiequelle und
Probeko¨rper. Die Energiequelle erwa¨rmt den Probeko¨rper und die Kamera detektiert die vom
Probeko¨rper ausgehende IR-Strahlung vor, wa¨hrend und nach der Erwa¨rmung. Da die Auswer-
tung auf dem Modell eines Dirac-Wa¨rmeimpulses auf der Oberfla¨che basiert, wurden Blitzlampen
gewa¨hlt, da sie eine kurzzeitige Erwa¨rmung ermo¨glichen (kurzzeitig bzgl. der Wa¨rmediffusion),
Details zu den Blitzlampen und der IR-Kamera finden sich im Kapitel 3.2. Im Reflexionsmodus
wird der Temperaturabfall an der selben Oberfla¨che gemessen, an welcher auch die Erwa¨rmung
erfolgt. Das hat den Vorteil, dass Probeko¨rper mit einer unzuga¨nglichen (Ru¨ck-)Seite auf ru¨cksei-
tige Defekte hin untersucht werden ko¨nnen. Im Reflexionsmodus ko¨nnen zum Beispiel Flugzeug-
verkleidungen oder Rohrwa¨nde auf ru¨ckseitige bzw. innenliegende Defekte untersucht werden.
Die PVC-Probeko¨rper wurden mit zwei Blitzlampen erwa¨rmt und die Stahl-Probeko¨rper mit
vier Blitzlampen, da diese sta¨rker erwa¨rmt werden konnten, ohne eine Phasenumwandlung des
Materials auszulo¨sen.
3.1.1 Messaufbau mit zwei Blitzlampen
Abbildung 3.1 zeigt ein Foto des Messaufbaus mit zwei Blitzlampen in Seitenansicht, wobei
die nicht-parallele Ausrichtung der Blitzlampen und die horizontale Ausrichtung der Nut des
Probeko¨rpers nur in der Voruntersuchung verwendet wurden, Details dazu sind im Folgenden
dargestellt.
Abbildung 3.1: Seitenansicht des Messaufbaus in Reflexionsmodus mit zwei Blitzlampen (hier sind
die Blitzlampen nicht parallel ausgerichtet). Die Erwa¨rmung erfolgt an der planen,
defektfreien Vorderseite der PVC-Probeko¨rper.
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Abbildung 3.2: Draufsicht der Messung im Refle-
xionsmodus mit zwei Blitzlampen
F1 und F2, jeweils mit Plexiglas-
scheiben, und Kamera K
Abbildung 3.2 zeigt die Skizze zur Drauf-
sicht des Messaufbaus mit zwei Blitzlampen
F1 und F2. Die von der Blitzlampe ausge-
hende Strahlung wird durch eine Plexiglas-
scheibe gefiltert. Die Blitzlampen sind parallel
ausgerichtet, d. h. die optischen Achsen sind
parallel zueinander und die Brennebenen sind
identisch. Mit diesem Messaufbau wurde eine
homogenere Erwa¨rmung der Probeko¨rpervor-
derseite auf der horizontalen Achse erzielt als
mit einem Messaufbau, bei dem die Lampen
auf den Probenmittelpunkt ausgerichtet wa-
ren. Der Probeko¨rper wird an seiner defekt-
freien Vorderseite durch die einfallende Strah-
lung der Blitzlampen erwa¨rmt. Die resultie-
rende Erwa¨rmung des Probeko¨rpers wird an-
hand der von ihm emittierten Strahlung ge-
messen. Die Kamera, welche zentral auf den Probeko¨rper gerichtet ist, detektiert die von der
Vorderseite des Probeko¨rpers ausgehende Strahlung, d. h. die emittierte Strahlung und ebenso
die sto¨rende Umgebungsstrahlung, welche an der Vorderseite reflektiert wird.
Da die Messung durch ein einfaches Simulationsmodell beschrieben werden soll, sind ein-
heitliche Randbedingungen (Wa¨rmeleitung, Konvektion, Strahlung) an der Oberfla¨che des Pro-
beko¨rpers von Vorteil. Um Kegel zu imitieren, wurden kegelartige Kunststoffhalterungen mit
einem Rundungsdurchmesser von ca. 5 mm zur Aufstellung der PVC-Probeko¨rper verwendet.
Dadurch konnte der Energieverlust durch Wa¨rmeleitung minimiert werden, und dieser Verlust
konnte im Simulationsmodell vernachla¨ssigt werden.
Der genaue Abstand zwischen Blitzlampe und Brennebene betrug 35 cm, gemessen von
der Plexiglasscheibe zur Brennebene. Der Probeko¨rper liegt in der Brennebene und mittig
zwischen den optischen Achsen, welche 35 cm voneinander entfernt sind. Eine Diskussion dieser
Absta¨nde, weitere Details zur Wa¨rmequelle und zur Kamera folgen im Kapitel 3.2.
Drehungen innerhalb der Brennebene: Die Blitzlampen unterscheiden sich deutlich
in ihrer Intensita¨t teilweise aufgrund des unterschiedlichen Alters der Blitzro¨hren. Durch die
Aufnahme von mehreren Messzyklen, welche mit unterschiedlichen Positionierungen der Blitz-
lampen entstanden, war die Erwa¨rmung im gemittelten Datensatz homogener als bei einer Ein-
zelmessung. Die Drehungen des Probeko¨rpers um seine Vorderseitennormale erzielte die Um-
positionierung auf praktische Weise. Außer den Nutprobeko¨rpern wurden alle Probeko¨rper in
vier Ausrichtungen gemessen, jeweils um 90° gedreht. Die Nutprobeko¨rper wurden nur in zwei
Ausrichtungen gemessen: die Nut verlief senkrecht und der Probeko¨rper wurde jeweils um 180°
gedreht. Der Grund dafu¨r war die besondere Mittelung der Datensa¨tze der Nutprobeko¨rper,
welche in Kapitel 3.5 erla¨utert wird.
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3.1.2 Messaufbau mit vier Blitzlampen
Abbildung 3.3: Messaufbau mit vier Blitzlam-
pen zur Detektion von Korrosi-
onsscha¨den an Rohrinnenwa¨nden
In Abbildung 3.3 sieht man den Messaufbau
fu¨r die Stahl-Probeko¨rper mit vier Blitzlam-
pen. Fu¨r diesen Messausbau stand fu¨r die Ka-
mera ein Objektiv mit ku¨rzerer Brennweite
von 29 mm anstatt 100 mm zur Verfu¨gung.
Dies ermo¨glichte einen geringeren Abstand
zwischen den Blitzlampen. In Abbildung 3.4
sieht man, dass die vier Blitzlampen ein
Rechteck mit Seitenla¨ngen 31 und 20 cm bil-
deten, in dessen Zentrum sich die Kamera be-
fand. Zur kontrollierten Drehung um 90° wur-
den die Stahl-Probeko¨rper – mit Klammern
aus Kunststoff – an einen drehbaren Aufsatz
mit Winkelangabe montiert. Der Emissionsgrad des Stahls variiert stark mit seinem Oxidati-
onsgrad. Um eine definierte hohe Emissivita¨t zu erreichen, wurde der Stahl auf der Vorderseite
mit schwarzer Plakafarbe (wasserlo¨slich, Marke Pelikan) bestrichen – fu¨r den Emissionsgrad der
Plakafarbe siehe Kapitel 3.3.
(a) Probeko¨rperperspektive auf die Kamera und die
parallel gerichteten Lampen
(b) Kameraperspektive auf das Rohrstu¨ck mit ge-
schwa¨rzter Rohraußenwand
Abbildung 3.4: Messaufbau mit vier Blitzlampen bei Strahl-Probeko¨rpern
3.2 Versuchseinrichtung
In diesem Kapitel werden die grundlegenden Eigenschaften der Gera¨te des Messaufbaus, d. h. von
der Infrarotkamera und der Blitzlampe, eingehend erkla¨rt. Das Ziel ist einerseits den Messauf-
bau zu rechtfertigen und die Kameraeinstellungen zu nennen, und andererseits die auftretende
Erwa¨rmung detailliert zu verstehen. Der durch die Erwa¨rmung auftretende Wa¨rmestromdich-
te wird in diesem Kapitel quantifiziert, damit das Simulationsmodell in Kapitel 4.1 entwickelt
werden kann.
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3.2.1 Strahlungsdetektor
Abbildung 3.5: Foto der InSb-Infrarotkamera
Die Wahl eines Strahlungsdetektors und da-
mit eines Temperaturmessers fiel auf eine
Indiumantimonid (InSb)-Kamera, da sie im
Vergleich zu einer Mikrobolometer-Kamera
ein gro¨ßeres Signal-Rausch-Verha¨ltnis, eine
ho¨here Bildwiederholrate, eine bessere Orts-
auflo¨sung und eine deutlich ho¨here zeitliche
Stabilita¨t, d.h. eine viel geringere Detektor-
drift, besitzt. Das Thermografiesystem InSb
640 SM von Thermosensorik in Abbildung 3.5
besitzt als zentrales Element einen Kamerakopf, welcher mit dem zugeho¨rigen Steuerrechner be-
dient und eingesetzt wird. Die allgemeinen Kennwerte des Kamerakopfes sind folgende:
 Detektormaterial: Halbleiter Indiumantimonid (InSb), welches auf 77 K geku¨hlt werden
muss. Die Bandlu¨ckengro¨ße zwischen dem Leitungs- und dem Valenzband des Halbleiters
InSb (geku¨hlt auf 77 K) betra¨gt 0.22 eV [ZS71], was der spektralen Wellenla¨nge von 5.4 µm
entspricht.
 Sensoranordnung: FPA (focal plane array), d. h. eine zweidimensionale Anordnung der
Sensoren in der Brennebene.
 Detektor- und Bildformat: 640x512 Pixel (Fullframe). Eine Beschra¨nkung auf einen Bild-
ausschnitt (Subframe) fu¨hrt zur Erho¨hung der Bildrate.
 Pixelgro¨ße: 15x15 µm2.
 Spektralbereich der zu detektierenden Strahlung: 1.6-5.4 µm, d. h. naher und mittlerer
Infrarotbereich (SWIR/MWIR – short/mid wavelength).
 Integrationszeit, d. h. Messzeit eines Sensors zur Ermittlung der Strahlungsintensita¨t:
0.6 µs-200 ms.
 Integrationsmodus: snapshot-Modus, d. h. alle Sensoren werden zeitgleich ausgelesen.
 Auslesemodus: ITR (integrate then read), d. h. ein Sensor wird erst nach der Intensita¨ts-
messung ausgelesen, und IWR (integrate while read), d. h. ein Sensor wird schon wa¨hrend
der Intensita¨tsmessung ausgelesen.
 Bildrate: ca. 100 Hz im Fullframe-Modus (bis zu 1000 Hz im Subframe-Modus).
 Digitale Auflo¨sung des Analog-Digital-Wandler (A/D-Wandler): 14 Bit, d. h. die Strah-
lungsintensita¨t wird durch einen Wert zwischen 0 und max. (214 − 1) = 16383 Digits
angegeben. In der Praxis ko¨nnen durch Rauschen tatsa¨chlich nur etwa 12-13 Bit ausge-
nutzt werden (ca. 4-8·103 Digits).
Filterung und Objektive: Die zu detektierende Strahlung kann durch verschiedene in die
Kamera integrierte Filter auf ein Spektralfenster beschra¨nkt werden. Fu¨r die in dieser Arbeit
gezeigten Messungen wurde ein Tief- und Hochpassfilter verwendet, welcher nur Strahlung der
Wellenla¨nge 3.7-5.3 µm durchla¨sst (MWIR). Der Vorteil ist, dass der Effekt der Sto¨rstrahlung
minimiert wird, ohne dass die Sensitivita¨t fu¨r den zu detektierenden Temperaturbereich beein-
tra¨chtigt wird. Die Sto¨rstrahlung, d. h. vor allem die Reflexion des Blitzes an der Probenober-
fla¨che, besteht na¨mlich hauptsa¨chlich aus Wellenla¨ngen unter 3.7 µm, wie spa¨ter gezeigt wird;
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und die in dieser Arbeit zu detektierende Strahlung besitzt Wellenla¨ngen u¨ber 4 µm, da der
Temperaturbereich der Probeko¨rper immer deutlich unter 100 lagen. Die Kamera besitzt ver-
schiedene Objektive, wobei folgende zum Einsatz kamen:
 Brennweite: 100 mm (optimiert fu¨r den Spektralbereich: 3.0-5.3 µm)
 Brennweite: 29 mm (durchla¨ssig fu¨r SWIR/MWIR)
Temperaturwerte: Die Umwandlung der digitalen Strahlungsintensita¨ten in Temperaturwer-
te muss nachtra¨glich am Steuerrechner erfolgen und ist nur fu¨r Aufnahmen im ITR-Modus
mo¨glich; damit ist die Bildrate auf 93 Hz beschra¨nkt. Die Berechnung des Temperaturwerte
basiert auf der ru¨ckfu¨hrbaren Temperaturkalibrierung, welche vom Hersteller in einem Kali-
brierschein dokumentiert ist. Die Kalibrierung wurde abha¨ngig vom Objektiv, vom Filter, von
der Integrationszeit (und somit fu¨r das zugeho¨rige typische Temperaturintervall) durchgefu¨hrt.
Ferner fließt in die jeweilige Umwandlung in Temperaturwerte die Temperatur des Objektivs,
des Filters und des Kamerageha¨uses mit ein, welche mit zusa¨tzlichen Sensoren fu¨r jede Messung
ermittelt werden. Die Temperaturdaten betreffende Kenndaten sind folgende:
 mo¨glicher Temperaturbereich: 10-1200
 kalibrierter Temperaturbereich: 10-300
 relative Messgenauigkeit bzw. Temperaturauflo¨sung: < 0.02 K (Rauscha¨quivalente Tem-
peraturdifferenz NETD, Noise Equivalent Temperature Difference, bei 20) .
 absolute Messgenauigkeit: ± 2 K (allgemein fu¨r 10-100)
Zum Vergleich: typische NETD-Werte eines Mikrobolometer-Detektors liegen zwischen 0.05
und 0.2 K. Detaillierte Untersuchungen und Erla¨uterungen zur relativen Messgenauigkeit folgen
in Kapitel 3.6.
Kameraeinstellungen: Der Temperaturmessbereich, fu¨r welchen zuverla¨ssige Tempera-
turermittlungen mo¨glich sind, ist von der Wahl des Filters und der Integrationszeit abha¨ngig.
Daher wurden die absoluten Messgenauigkeiten – innerhalb der Temperaturkalibrierung – fu¨r
verschiedene Filtereinstellungen und Integrationszeiten gemessen; und zwar fu¨r drei Referenz-
temperaturen je zugeho¨rigem Temperaturmessbereich. Fu¨r die beiden Kameraeinstellungen der
Messungen an den PVC- und Stahl-Probeko¨pern lauten die drei absoluten Messgenauigkeiten,
Tabelle 3.2,
Probeko¨rper PVC Stahl
Temperaturmessbereich 10-50 20-100
Filter fu¨r Spektralbereich 3.7-5.3 µm 3.7-5.3 µm
Integrationszeit 0.63 ms 0.25 ms
absolute Messgenauigkeit fu¨r Referenztemperaturen [+0.3 -0.1 -0.5] K [+0.2 +0.2 +0.2] K
Referenztemperaturen [10 30 50] [30 50 90] 
Tabelle 3.1: Absolute Messgenauigkeiten fu¨r spezielle Kameraeinstellungen
Der folgende Teil des Kapitel ist der Untersuchung der Wa¨rmequelle gewidmet, dessen Ergebnisse
den Messaufbau, d. h. den gewa¨hlten Abstand von Blitz und Objektebene, rechtfertigen und vor
allem das Erwa¨rmungsmodel der Simulation vorgeben.
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3.2.2 Wa¨rmequelle
Abbildung 3.6: Foto der Blitzlam-
pe
Nach einem Vergleich von verschiedenen Wa¨rmequellen -
Halogenlampen mit und ohne Fresnel-Linse, Heißluft, Blitz-
lampen - fiel die Wahl auf eine Erwa¨rmung mit mehreren
Blitzlampen EH Pro 6000 von Hensel Studiotechnik, die je-
weils eine Energieaufnahme von 6 kJ ermo¨glichen, Abb. 3.7.
Mit den Blitzlampen konnte eine schnelle und energiereiche
impulsartige Erwa¨rmung durchgefu¨hrt werden. In diesem
Unterkapitel wird die zeitliche und ra¨umliche Erwa¨rmung
durch die Blitzlampen untersucht, um fu¨r die Simulation
ein passendes Modell fu¨r die auftretende Wa¨rmestromdichte
an der erwa¨rmten Oberfla¨che des Probeko¨rpers zu wa¨hlen.
Fu¨r diese Untersuchung ist die Kenntnis des Spektrums der
emittierten Strahlung des Blitzes notwendig.
Abbildung 3.7: Skizze der Blitz-
lampe mit Glas-
kolben
Maße der Wa¨rmequelle: In Abbildung 3.7 ist eine
Skizze der Blitzlampe zusammen mit ihrem Reflektorauf-
satz (Reflektor) und der Plexiglasverkleidung zu sehen. Der
Reflektor inklusive der Plexiglasverkleidung hat die La¨nge
13 cm, und der Reflektor selbst misst 10.5 cm La¨nge. Die
Aufgabe des Reflektors ist es, die von der Blitzro¨hre (inner-
halb des Glaskolbens) ausgehende Strahlung auszurichten
und zu homogenisieren. Das Zentrum der Blitzro¨hre, welche
die Spitze des idealisierten Strahlungskegels bildet, liegt in
ca. 3 cm Tiefe, gemessen vom Beginn des Reflektors, im
zentrischen Mittelpunkt des Reflektors. Der O¨ffnungswinkel
des Strahlungskegels wird im Folgenden ermittelt. Nota
bene, alle Absta¨nde bezu¨glich des Blitzes, z. B. der Abstand
vom Blitz bis zur angestrahlten Wand, sind nicht ab dem Ende des Reflektors des Blitzes,
sondern ab dem Ende der Plexiglasverkleidung vermessen, wie in Abb. 3.2 dargestellt.
Spektrumanalyse: Was ist der zugrunde liegende physikalische Prozess? Beim
Blitzauslo¨sen wird zuerst eine Spannung an dem Draht angelegt, welcher um die Glasro¨hre
gewickelt ist (Zu¨ndelektrode), um dadurch das Xenon Fu¨llgas zu ionisieren. Dann wird die in
den Kondensatoren gespeicherte Energie an die Elektroden der Blitzro¨hre geschaltet, und ein
Strom durch die Ro¨hre entsteht, der das Plasma zu¨ndet. Das Spektrum des Blitzes ist eine
U¨berlagerung zweier Pha¨nomene: die diskrete Linienstrahlung des Xenons und die thermische
Plancksche Strahlung des Plasmas (mit etwa 5500 K). Da dies fu¨r alle Blitzgera¨te gilt, sind sich
die Spektren im Allgemeinen a¨hnlich. Das genaue Spektrum der Blitzlampe Visit ist in Abb.
3.8(a) von Firma Hensel zu sehen. Stark vereinfacht kann man sagen, dass die Blitzlampen ein
dem Tageslicht a¨hnliches Spektrum emittieren (d.h. 5800 K), d.h. die Anteile sind im UV und
sichtbaren Spektrum am ho¨chsten und im IR am geringsten.
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(a) Spektrum der emittierten Strahlung des Blitzes (un-
gefiltert), Quelle [Pric]
(b) Transmissionsspektrum der Plexiglasscheibe als Fil-
ter zwischen Blitz und Probeko¨rper, Quelle [Pria]
Abbildung 3.8: Spektrumanalyse von Blitz und Plexiglasscheibe
Der Spektralbereich der Strahlung des Blitzes wurde auf 0.4-3.0 µm beschra¨nkt – mittels
eines Glaskolbens und Acrylglas:
 Der Glaskolben filtert den UV-Anteil heraus (Wellenla¨ngen < 0.4 µm), um die Sicherheit
des Experimentators zu gewa¨hrleisten.
 Die verwendeten Plexiglasscheiben von 8 mm Dicke filtern die IR-Strahlung fu¨r Wel-
lenla¨ngen > 0.7 µm und sind sogar weitgehend undurchla¨ssig fu¨r Wellenla¨nge > 3.0 µm.
Damit wird der IR-Anteil der Blitzlampenstrahlung reduziert, um sto¨rende Reflexion auf
der Probe zu vermeiden. Denn die Infrarotkamera misst nicht nur die Strahlung, welche
vom Probeko¨rper selbst ausgestrahlt wird, sondern auch die Strahlung, welche an der Ober-
fla¨che des Probeko¨rpers reflektiert wird. Um die Temperatur des Probeko¨rpers mo¨glichst
genau zu messen, sollte also das Material einerseits wenig reflektieren, andererseits mu¨ssen
sto¨rende IR-Quellen mit Wellenla¨ngen > 3.7 µm (Beginn des Spektralbereichs des ange-
wendeten Filters der Kamera) in der Umgebung vermieden oder abgeschirmt werden. Ab-
bildung 3.8(b) zeigt das Transmissionspektrum von Plexiglasscheiben verschiedener Dicke,
dankenswerter bereit gestellt durch die Firma Ro¨hm.
Um ein Erwa¨rmen der Plexiglasscheibe zu vermeiden, wurde sie bei ha¨ufigem Auslo¨sen
regelma¨ßig ausgetauscht. Bei den Messungen der Stahl-Proben wurde das Plexiglas nach
sechs Auslo¨sern in 4 min Absta¨nden ausgewechselt. Bei Messungen des PVCs war der
zeitliche Abstand zwischen den Auslo¨sern groß genug (20 min), sodass das Plexiglas sich
abku¨hlen konnte und ein Austauschen nicht notwendig war. Die Plexiglasverkleidung war
mit einer Halterung, welche mit Aluminiumfolie locker umwickelt wurde, an die Blitzlampe
angebracht, sodass sto¨rende Reflexionen der erhitzten Halterung auf dem Objekt durch
die ku¨hl bleibende Aluminiumverkleidung minimiert werden konnten.
Der Probeko¨rper wird damit hauptsa¨chlich durch Strahlung im sichtbaren Spektrum ange-
regt. Nun wird die o¨rtliche Verteilung der Blitzintensita¨t untersucht, um einerseits die Absta¨nde
des Messaufbaus zu rechtfertigen und andererseits die Berechnung der Wa¨rmeenergiedichte
vorzubereiten.
Blitzintensita¨t im Ort: Fu¨r den Messaufbau ist die großfla¨chige Intensita¨tsverteilung fu¨r
einen Abstand von ca. 40 cm interessant und wurde fu¨r den sichtbaren Bereich 0.4-1 µm mit
der monochromen Industriekamera Sony ICX424 gemessen (Firma Hensel). Das gewa¨hlte spek-
trale Fenster ist fu¨r die o¨rtliche Verteilung weitgehend vernachla¨ssigbar, da der Reflektoraufsatz
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Fu¨r eine mo¨glichst homogene Erwa¨rmung durch mehrere Blitzlampen ist der nahezu lineare
Abfall der roten Kurve bei der Breite 10-25 cm in Abb. 3.10(b) von Vorteil.
Damit wa¨re der Messaufbau in Kapitel 3.1 gerechtfertigt. Fu¨r das Modell der Erwa¨rmung
in der Simulation wird die quantitative Angabe der Strahlungsintensita¨t als Leistungsdichte
im gesamten Objektbereich beno¨tigt. Dazu musste die Wa¨rmeenergiedichte in der gesamten
Brennebene des Messaufbaus bestimmt werden. Außerdem wird bei der Wa¨rmeenergie-
dichteverteilung die Bedeutung deutlich, die o¨rtliche Inhomogenita¨t der Erwa¨rmung im
Simulationsmodell zu implementieren.
Wa¨rmeenergiedichte in der Brennebene:
 Auf der optischen Achse hat Firma Hensel fu¨r eine Blitzlampe eine Wa¨rmeenergiedichte e
von
e = 7.85 J/m2 (3.1)
gemessen; mittels einer spektralen Analyse a¨hnlich wie in Abb. 3.8(a); bei 2 m Abstand
und einer eingehenden Leistung von 0.5 kJ. Die umgerechnete Wa¨rmeenergiedichte e fu¨r
den Abstand 37.5 cm und der eingehenden Leistung von 6 kJ mit einer Verdoppelung der
Energie fu¨r den Einsatz eines Reflektors lautet
e = 0.34 J/cm2. (3.2)
Durch Einsatz des Reflektors verdoppelt sich (circa) die Energie auf der optischen Achse
[Prib][Pric].
 Auf der optischen Achse wurde fu¨r eine Blitzlampe die Wa¨rmeenergiedichte e
e = 0.38 J/cm2 (3.3)
mittels eines selbst entworfenen Kalorimeters gemessen; bei 37.5 cm Abstand und einer
eingehenden Leistung von 6 kJ, fu¨r einen Blitz mit Reflektor [KM12]. Der Kalorimeter
war eine kleine, schwarz beschichtete Metallfla¨che mit genau bekannten Maßen und ther-
mischen Materialparametern, dessen Erwa¨rmung mit einer InSb-Kamera gemessen wurde.
Die umgerechnete Angabe der Wa¨rmeenergiedichte von Firma Hensel entspricht also in
etwa der gemessenen Wa¨rmeenergiedichte (zu sehen bei Breite 0 cm in Abb. 3.11(b)).
 Es wird angenommen, dass die Verteilung der Wa¨rmeenergiedichte fu¨r die gesamte Brenne-
bene radialsymmetrisch ist. Die Verteilung der Wa¨rmeenergiedichte in Abbildung 3.11(b)
wurde mittels des Thermogramms in Abb. 3.11(a) extrapoliert. Die durchschnittliche
Wa¨rmeenergiedichte e auf der Breite 10-25 cm der radialen Achse, d. h. im Objektbereich,
liegt somit bei
e = 0.24 J/cm2. (3.4)
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(a) Thermogramm mit der InSb-Kamera,
wa¨hrend der Aufnahme mit Hilfssensor
(b) Wa¨rmeenergiedichte auf einer radialen Achse
der Brennebene (optische Achse bei Breite 0 cm)
Abbildung 3.11: Wa¨rmeenergiedichte in der Brennebene (37.5 cm Abstand von Blitz und Hilfssensor),
Quelle [KM12]
Wa¨rmeenergiedichte im gesamten Objektbereich bei zwei Blitzlampen: Die gro-
be Abscha¨tzung der Wa¨rmeenergiedichteverteilung auf der gesamten Probeko¨rper-Vorderseite
bei einer Kombination von mehreren Blitzlampen wird mittels einer Vereinfachung des Wa¨rme-
energiedichteabfalls berechnet. Die linearisierte Energieverteilung entsprechend dem Messaufbau
nach Abb. 3.2 fu¨hrt zu einer durchschnittlichen Wa¨rmeenergiedichte e innerhalb des 15x15 cm2
großen Objektbereiches von
e = (0.477± 0.014) J/cm2; (3.5)
außerdem zeigt die Verteilung der Wa¨rmeenergiedichte weniger Gefa¨lle auf den waagerechten
Achsen als auf den senkrechten Achsen, Abb. 3.12(a). Dass die Wa¨rmeenergiedichte auf der
waagerechten Achse bei La¨nge y = 7.5 cm konstant ist, ist auf die Linearisierung zuru¨ckzufu¨hren.
Breite x [cm]
L
ä
n
g
e
 y
 [
c
m
]
 
 
0 15
15
0 0.45
0.48
E
n
e
rg
ie
d
ic
h
te
[J
/c
m
²]
(a) Linearisierte Wa¨rmeenergiedich-
te in der Theorie
(b) Erwa¨rmung in der Praxis (T als
Differenz zur Raumtemperatur)
(c) Unregelma¨ßigkeit der
Erwa¨rmung
Abbildung 3.12: Wa¨rmeenergiedichte im gesamten Objektbereich bei zwei Blitzlampen
Erwa¨rmung in der Praxis und ihre Unregelma¨ßigkeit bei Wiederholungen: Im
Gegensatz zur theoretischen Wa¨rmeenergiedichteverteilung gibt es in der Praxis eine a¨hnlich
starke A¨nderung auf der senkrechten wie auf der waagerechten Mittelachse. Abbildung 3.12(b)
zeigt das wa¨rmste Thermogramm des PVC-Probeko¨rpers bei einer Aufnahme mit einer 93 Hz
Bildwiederholrate. Es ist eine inhomogene Erwa¨rmung des PVC-Probeko¨rpers um
∆T = (13± 0.5) K (3.6)
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zu sehen. In die Formulierung des Simulationsmodells wird nicht nur diese Inhomogenita¨t
beru¨cksichtigt, sondern auch die Unregelma¨ßigkeit, die von Entladung zu Entladung ein-
tritt. Denn die o¨rtliche Verteilung der Wa¨rmeenergiedichte variiert leicht von Entladung zu
Entladung, Abb. 3.12(c). Diese Unregelma¨ßigkeit wird mit der Standardabweichung bei 70
Blitzbildern beschrieben und weist auf eine geringfu¨gige Unregelma¨ßigkeit von 6 mK hin
(6 mK = durchschnittliche Standardabweichung von Abb. 3.12(c) / Anzahl der ausgewerteten
Blitzbilder). Nichtsdestotrotz wird das Simulationsmodell dieser Unregelma¨ßigkeit gerecht und
dadurch optimal an die jeweilig zu evaluierenden Messdaten angepasst (vgl. Kapitel 4.1).
Gesamtenergie im Objektbereich: Die Gesamtenergie Q, die auf den Bereich des Pro-
beko¨rpers auftrifft, liegt bei
Q = e ·A0 = 107 J, (3.7)
wobei A0 = 15
2 cm2 die Fla¨che des gesamten Objektbereiches beschreibt. Von den 12 kJ, die
an die Kondensatoren der Blitzlampen eingespeist worden sind, trifft also nur 1% auf den Pro-
beko¨rper auf. Unter anderem geht ein Drittel der 12 kJ in der Erwa¨rmung der Plexiglasscheiben
verloren.
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Abbildung 3.13: Wa¨rmeenergiedichte
im Objektbereich bei
vier Blitzlampen in
der Theorie
Wa¨rmeenergiedichte bei vier Blitzlampen:
Auf a¨hnliche Weise la¨sst sich die Kombination von
vier Blitzlampen untersuchen, Abb. 3.13, Messaufbau in
Abb. 3.4(a). Die theoretische Wa¨rmeenergiedichte weist
dabei eine fast konzentrische Erwa¨rmung auf, außerdem
eine durchschnittliche Wa¨rmeenergiedichte e von
e = (0.926± 0.023) J/cm2 (3.8)
und eine Gesamtenergie Q von
Q = 208 J. (3.9)
Um aus der Wa¨rmeenergiedichte die beno¨tigte Lei-
stungsdichte ermitteln zu ko¨nnen, wurde das zeitliche
Verhalten des Blitzes untersucht.
Blitzintensita¨t in der Zeit: Um das zeitliche Verhalten des Blitzes, d.h. sein Ansteigen
und Abklingen, fu¨r das gesamte Spektrum der emittierten Strahlung zu erfassen, sind besonders
schnelle Messgera¨te notwendig, deren spektrale Messbereiche das gesamte Spektrum abdecken.
Damit wa¨re dann fu¨r jeden Zeitpunkt das Integral u¨ber das gesamte Spektrum bekannt. Es
wurde das zeitliche Verhalten fu¨r vier verschiedene spektrale Fenster vermessen, die fast das
gesamte Spektrum abdecken; im sichtbaren Spektrum mit einer Silizium(Si)-Photodiode und
im IR-Spektrum mit der InSb-Kamera, welche durch eine in Aluminium-Folie gewickelte Sty-
ropormauer mit einem kleinem Loch abgeschirmt war, Abb. 3.14. Bekanntlich verschiebt sich
die spektrale Strahldichte mit abnehmender Temperatur vom sichtbaren Spektrum zum IR,
Abb. 3.14(c). Das zeigt, dass die Si-Photodiode vor allem geeignet ist, das zeitliche Verhalten
bei den hohen Temperaturen > 1000 K zu detektieren, wa¨hrend die InSb-Kamera eher fu¨r das
Verhalten bei den niedrigen Temperaturen 300-1000 K detektiert. Das erkla¨rt die Abweichung
der gemessenen Intensita¨tsverla¨ufe fu¨r unterschiedliche spektrale Fenster, Abb. 3.14(d). Da die
Photodiode Strahlungsintensita¨ten misst und nicht temperaturkalibriert wurde, sind nur die
normierten Strahlungsintensita¨ten vergleichbar. Die gemessene Blitzdauer, d.h. die Zeitspanne,
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fu¨r welche die maximale Intensita¨t auf ihren halben Wert gefallen ist, liegt bei 1.8-4.4 ms und
nimmt zu je weiter rechts das zugeho¨rige spektrale Fenster liegt. Als Approximation des zeitli-
chen Intensita¨tsverhaltens I(t) wa¨hlen wir die rote Kurve in Abb. 3.14(c) des breiten sichtbaren
Spektrums von 0.4-1.1 µm Wellenla¨nge, welche eine Blitzdauer von 2.0 ms besitzt. Dieses zeitli-
che Intensita¨tsverhalten entspricht den Ergebnissen in [VBK10][MVB+03] und wird maßgeblich
das Simulationsmodell der Erwa¨rmung mitbestimmen. Eine approximative Beschreibung – z. B.
durch eine Exponentialfunktion [Sun06][Net00] – wurde in dieser Arbeit nicht beno¨tigt.
(a) Si-Photodiode (b) Abgeschirmte InSb-Kamera misst den gefilterten
Blitz.
(c) Spektrale Strahldichte bei unterschiedlichen Tempe-
raturen
(d) Intensita¨tsverhalten fu¨r verschiedene spektrale Fen-
ster, siehe Abb. 3.14(c)
Abbildung 3.14: Messung der Blitzintensita¨t in der Zeit mit Si-Photodiode und mit InSb-Kamera (mit
Variation der Filter)
Leistungsdichte: Die Wa¨rmestromdichte aufgrund der Erwa¨rmung auf der Vorderseite des
Probeko¨rpers muss fu¨r die Simulation bestimmt werden. Bei vollsta¨ndiger Absorption ( = 1) ist
die Wa¨rmestromdichte q0 (Kapitel 2.1) identisch mit der Leistungsdichte i(t) der angewendeten
Blitzlampen (innerhalb des Objektbereiches). Allgemein gilt:
q0(t) =  · i(t). (3.10)
Deswegen muss die Leistungsdichte bestimmt werden, und zwar mittels der Wa¨rmeenergiedichte.
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Zwischen Leistungsdichte i(t) und Wa¨rmeenergiedichte e besteht folgende Beziehung:
e =
∫
t
i(t) dt. (3.11)
Ich nehme an, dass das zeitliche Verhalten der Leistungsdichte dem entsprechend skalierten
zeitlichen Intensita¨tsverhalten, gemessen fu¨r den Spektralbereich 0.4-1.1 µm, entspricht (rote
Kurve in Abb. 3.14(d)). Gleichung (3.11) ist erfu¨llt, wenn die (zeitlich) maximale Leistungsdichte
durch
imax = e · (
∫
t
I(t) dt)−1 (3.12)
beschrieben wird. Die Leistungsdichte i(t) lautet somit
i(t) = imax · I(t). (3.13)
Das Integral der normierten Intensita¨tsverteilung, gemessen fu¨r den Spektralbereich 0.4-1.1 µm,
lautet
∫
t I(t) dt = 0.004 s. Zusammengefasst ergeben sich damit folgende Energie- und Lei-
stungsdichten (mit Gl. (3.3), (3.5), (3.8) und (3.12)):
Erwa¨rmung mit 1 Lampe 2 Lampen 4 Lampen
auf opt. Achse im Objektbereich im Objektbereich
Wa¨rmeenergiedichte e [J/cm2] 0.38 0.477 0.926
max. Leistungsdichte imax [W/cm
2] 95 118 232
Tabelle 3.2: Energie- und Leistungsdichten bei einem Abstand von ca. 35 cm zur Objektebene fu¨r
Blitzlampen mit Plexiglasverkleidung
Zusammenfassung: Die Erwa¨rmung durch die Blitzlampen ist quantitativ bestimmt wor-
den und geht so – bis auf geringfu¨gige A¨nderungen (z. B. wegen Zeiteffizienz, Kapitel 4.1) – als
Erwa¨rmungsmodell in die Simulation ein. Die durch die Erwa¨rmung verursachte Wa¨rmestrom-
dichte q0(t) auf der Vorderseite des Probeko¨rpers lautet
q0(t) =  · i(t) =  · imax · I(t) =  · e∫
t I(t) dt
· I(t), (3.14)
wobei
  der Emissionskoeffizient des Materials (bzw. seiner Beschichtung) ist,
 i(t) die Leistungsdichte der Blitzlampen fu¨r den Objektbereich ist und imax die (zeitlich)
maximale Leistungsdichte ist,
 I(t) die normalisierte Intensita¨t der Blitzlampe ist (Imax = 1) ist,
 e die Wa¨rmeenergiedichte der Blitzlampe fu¨r den Objektbereich ist.
Zusa¨tzlich wurde in diesem Kapitel die o¨rtliche Inhomogenita¨t und die Unregelma¨ßigkeit, wel-
che von Entladung zu Entladung auftritt, untersucht. Denn die Inhomogenita¨t und ihre Unre-
gelma¨ßigkeit sind in das Simulationsmodell integriert worden. Ferner ist der Messaufbau mit
den genannten Absta¨nden und den Plexiglasverkleidungen in diesem Kapitel begru¨ndet worden.
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3.3 Probeko¨rper: Bestimmung der Materialparameter
Als Material fu¨r die Probeko¨rper, welche zur grundlagenorientierten Untersuchung der
Rekonstruktion von 2D- und 3D-Geometrien, verwendet wurden, wurde schwarzer Hart-
Polyvinylchlorid (PVC) gewa¨hlt. Fu¨r eine Erga¨nzung und Erweiterung dieser grundlagenori-
entierten Untersuchungen wurden Probeko¨rper aus Stahl untersucht. In diesem Kapitel wird
zuna¨chst die Bestimmung der Materialparameter des Kunststoffes beschrieben, dann die Ma-
terialparameter des Stahls. Der Kunststoff PVC la¨sst sich leicht bearbeiten und besitzt homo-
gene, thermische Materialparameter, welche die Gewinnung von mo¨glichst rauschfreien Daten
begu¨nstigen. Zum einen besitzt der schwarze PVC einen sehr hohen Emissionsgrad von 0.96 oh-
ne zusa¨tzliche Oberfla¨chenbehandlung und zum anderen einen niedrige Temperaturleitfa¨higkeit,
welche ca. 100-mal geringer als die Temperaturleitfa¨higkeit von Stahl ist. Die daraus folgenden
langsamen thermischen Prozesse im Inneren des PVCs erlauben eine großzu¨gige Mittelung der
Kameradaten in der Zeit; dies fu¨hrt zu einem vorteilhaften Signal-Rausch-Verha¨ltnis. Da der
Emissionsgrad auch dem Absorptionsgrad entspricht, verursacht eine an die Oberfla¨che ausge-
richtete elektromagnetische Strahlung eine starke Erwa¨rmung des Materials. Ferner sind Tempe-
raturkontraste und -a¨nderungen, welche die Auswertung der Daten ermo¨glichen, leicht mit einem
Strahlungsdetektor zu erfassen. Zuna¨chst wird der Emissionsgrad fu¨r PVC bestimmt, welcher
von der Temperatur des Probeko¨rpers, von der Oberfla¨chenbeschaffenheit, von dem Spektrum
der Strahlung und vom Detektionswinkel abha¨ngig ist. Fu¨r Stahl ist der Emissionsgrad ne-
bensa¨chlich, da die Stahl-Probeko¨rper an ihrer Vorderseite mit schwarzer Plakafarbe bestrichen
wurden, fu¨r welche der Emissionsgrad von 0.96 verwendet wurde.
3.3.1 Emissionsgrad (PVC)
Der Emissionsgrad, welcher zur Umwandlung von gemessenen Strahlungsintensita¨ten in Tem-
peraturangaben notwendig ist und zur Messgenauigkeit mitbestimmt wurde, ist fu¨r den PVC
nach den Richtlinien VDI/VDE des Vereins der Deutschen Ingenieure fu¨r Emissionsgradbestim-
mungen an strahlungsundurchla¨ssigen Stoffen experimentell ermittelt [VDI10] worden - alle drei
dort genannten Methoden fu¨hren auf den Emissionsgrad des PVCs von 0.96.
 Fu¨r die erste und zweite Methode werden die Temperaturwerte einer unbehandelten und
einer lackierten Stelle eines warmen Probeko¨rpers verglichen. Bei der ersten Methode ist
eine mehrfache Justierung des Emissionsgradsteller des Strahlungsdetektors notwendig;
 und bei der zweiten Methode werden die Temperaturwerte analysiert, welche fu¨r den
Emissionsgradsteller auf 1 ermittelt wurden. Die Analyse beruht auf der Kombination der
Strahlungsbilanz (Gl. (2.11)) fu¨r die unbehandelte und die lackierte Fla¨che und auf der
Proportion des elektrischen Signales von kalibrierten Strahlungsthermometern bezu¨glich
der Grenzen des kalibrierten Temperaturbereichs.
 Bei der dritten Methode, welche vor allem fu¨r Kunststoffe mit niedrigem Emissionsgrad
geeignet ist, wird die Umgebungsstrahlung definiert vera¨ndert. Es ist keine Erwa¨rmung
oder Lackierung des Probeko¨rpers notwendig, denn es geht nur die Strahlungsbilanz fu¨r
die unbehandelte Stelle ein.
Erste Methode: Mit dem Nextel-Velvet-Lack 811-21, welcher den Emissionsgrad 0.970 be-
sitzt [LT96] wurde ein PVC-Block von 15x15x2 cm3 Gesamtgro¨ße teilweise lackiert. Der PVC
wurde vollsta¨ndig erwa¨rmt, indem er fu¨r ca. 24 h in einem Ofen mit Temperatur ca. 40 gelagert
war. Die Temperatur direkt nach Entnahme aus dem Ofen wurde mit einem Bandstrahlungsther-
mometer mit Emissionsgradsteller (d. h. mit einer InSb-IR-Kamera, siehe Kapitel 3.2) auf der
lackierten, ca. 1.2x1.2 cm2 großen Fla¨che und auf einer unbehandelten, ebenso großen Fla¨che des
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Dritte Methode: Fu¨r die dritte Methode wird die Probe selbst nicht erwa¨rmt, sondern
es wird die Reflexion der definiert gea¨nderten Umgebungsstrahlung an der Probenoberfla¨che
gemessen. Die Umgebungsstrahlung wurde durch einen auf 24 und auf 120 eingestellten
Schwarzko¨rperstrahler nachgebildet. Mit den jeweils gemessenen Temperaturen des unbehan-
delten PVCs von 23.08 und 28.09, dessen Differenz allein durch die definierte A¨nderung
der Umgebungsstrahlung verursacht wurde, ist der Emissionsgrad von 1 fu¨r Raumtemperatur
errechnet worden [VDI10]. Da die Methode speziell fu¨r die Ermittlung von kleinen Emissi-
onsgraden sinnvoll ist, erlaubt das Ergebnis, dass der obig ermittelte Emissionsgrad auch fu¨r
Raumtemperatur verwendet werden darf.
Zusammenfassung: PVC besitzt einen Emissiongrad von 0.96 fu¨r einen kleinen O¨ffnungs-
winkel von ca. 12°, fu¨r den Spektralbereich 3.7-5.3 µm und im Temperaturbereich von 20-45.
Die nun folgenden Materialkonstanten beeinflussen im Gegensatz zum Emissionsgrad nicht die
Messgenauigkeit, sind aber wichtig zur Auswertung der Temperaturdaten. Die Simulations- und
die Rekonstruktionsgenauigkeit ha¨ngen stark von den folgenden (Material-)Parametern ab.
3.3.2 Wa¨rmeu¨bergangskoeffizient (PVC, Plakafarbe)
Da der Stahl an der Vorderseite mit Plakafarbe geschwa¨rzt wurde, wird der Wa¨rmeu¨bergangs-
koeffizient und die Emissivita¨t von der Plakafarbe beno¨tigt ( = 0.96). Der Wa¨rmeu¨bergangs-
koeffizient h durch Konvektion und Strahlung lautet mit Gl. (2.14),(2.17) und (2.19)
h = hc + hr = 5.0
W
m2 K
+ 4csT
3
RT = 10.5
W
m2 K
, (3.17)
mit TRT = 20. Der Emissiongrad  = 0.96 gilt fu¨r den unbehandelten PVC und die geschwa¨rzte
Stahl-Vorderseite.
3.3.3 Thermische Materialparameter des Volumens (PVC, Stahl)
Die spezifische Wa¨rmekapazita¨t cp und die Temperaturleitfa¨higkeit a wurden temperatur-
abha¨ngig vom Fraunhofer-Institut fu¨r Keramische Technologien und Systeme IKTS nach deut-
schen Normen fu¨r Dynamische Differenzkalorimetrie, [DINa] und [DINc], bzw. fu¨r Laser-Flash-
Analyse [DINb] bestimmt. Die Werte sind in Abbildung 3.16 zu sehen.
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(a) spezifische Wa¨rmekapazita¨t cp (b) Temperaturleitfa¨higkeit a
Abbildung 3.16: Temperaturabha¨ngige Materialkonstanten
Außerdem wurde die Dichte fu¨r Raumtemperatur vom IKTS ermittelt: es wurden die Masse und
die Maße des eingeschickten Kreiszylinders vermessen – 29.167 mg Masse m, 4.96 cm Durchmes-
ser d und 1.068 mm Ho¨he h. Fu¨r Raumtemperatur ist die Dichte ρ = m/(d · h). Der thermische
La¨ngenausdehnungskoeffizient Alpha wurde von der BAM 5.43 nach der BAM Standardarbeits-
anweisung QMH-V.43-PV11 und QMH-V.43-PM07 gemessen. Mittels Abbildung 3.17 wurde
Alpha = (69.10± 0.10) · 10−6 1/K fu¨r das Intervall 20-70ermittelt. Damit kann die Dichte fu¨r
weitere Temperaturen extrapoliert werden, siehe Tabelle 3.4.
Abbildung 3.17: Thermischer La¨ngenausdehnungskoeffizient fu¨r die Temperaturabha¨ngigkeit der Dich-
te
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Der Stahl, aus dem der Probeko¨rper mit ku¨nstlichen Defekt hergestellt worden ist, wurde ebenso
untersucht, und die Materialeigenschaften wurden auch fu¨r die drei unbekannten Stahlsorten
der Rohre u¨bernommen.
Zusammenfassung: Fu¨r schwarzen Hart-PVC und Stahl liegen die (Material-)Parameter
fu¨r Raumtemperatur TRT = 20 bei
Material PVC Stahl (, h der Plakafarbe)
Emissionsgrad  0.963± 0.003 0.96
Wa¨rmeu¨bergangskoeffizient h 10.5 W/(m2 K) 10.5 W/(m2 K)
spezifische Wa¨rmekapazita¨t cp 1015± 40 J/(kg K) 475± 19 J/(kg K)
Temperaturleitfa¨higkeit a (1.45± 0.10) · 10−7 m2/s (1.19± 0.05) · 10−5 m2/s
Dichte ρ (1.41± 0.06) · 103 kg/m3 7850± 25 kg/m3
Wa¨rmeleitfa¨higkeit λ 0.208± 0.017 W/(m K) 44.5± 2.5 W/(m K)
thermischer La¨ngen-
ausdehnungskoeffizient Alpha (69.10± 0.10) · 10−6 1/K (14.12± 0.10) · 10−6 1/K
Tabelle 3.3: (Material-)Parameter fu¨r Raumtemperatur TRT = 20
Die Fehler der Dichte und der Wa¨rmeleitfa¨higkeit wurde durch das Gaußsche Fehlerfortpflan-
zungsgesetz ermittelt. Die fu¨r die Simulation wichtige Temperaturabha¨ngigkeit von der jeweiligen
Materialtemperatur T wird mit folgenden Funktionen und mittels des thermischen La¨ngenaus-
dehnungskoeffizienten Alpha berechnet:
Parameter Temperaturabha¨ngigkeit
cp(T ) diskret temperaturabha¨ngig,
z. B. fu¨r PVC und fu¨r [20, 40] cp-Werte im Intervall [1015, 1071] kg/m
3
a(T ) = a(TRT)(1 +Alpha · (T − TRT))2
ρ(T ) = ρ(TRT) exp (3 ·Alpha · (TRT − T ))
λ(T ) = a(T )ρ(T )cp(T )
Tabelle 3.4: Temperaturabha¨ngigkeit der Materialparameter
Im Vergleich ist die spezifische Wa¨rmekapazita¨t des Stahls ca. halb so groß wie die des PVCs,
und die Dichte des Stahls ist ca. 6-mal ho¨her als die des PVCs. Wenn man fu¨r eine definierte,
eingebrachte Wa¨rmeenergie die gleiche Temperatura¨nderung im Gesamtvolumen des PVCs und
des Stahls erreichen mo¨chte, sollte die Wa¨rmekapazita¨t
C = mcp = cpρV (3.18)
fu¨r beide Probeko¨rper identisch sein. Das wird fu¨r einen Stahlko¨rper mit einem groben Drittel
Volumen des PVC-Probeko¨rpers erreicht, d. h. anstatt 20 mm Dicke nur ca. 8 mm Dicke beim
Stahl. Die Temperaturleitfa¨higkeit des Stahls ist fast 100-mal ho¨her, sodass der Wa¨rmeleitungs-
prozess innerhalb des Festko¨rpers um das Hundertfache schneller ist. Dass die thermischen
Kontraste im Ort ca. 100-mal fru¨her zu sehen sind, kann anhand der Gleichung (2.30) gezeigt
werden. Die Wa¨rmeleitfa¨higkeit ist ca. 250-mal ho¨her bei Stahl, was eine gro¨ßere, sogenannte
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Wa¨rmestromdichte bei gleichem Temperaturgefa¨lle definiert.
Fu¨r das Simulationsmodell des PVCs sind Anpassungen der ermittelten Materialparame-
ter notwendig gewesen, Details folgen in Kapitel 4.1. Die notwendige A¨nderung in der Tem-
peraturleitfa¨higkeit a = λ/(cp · ρ) um den maximal vertretbaren Prozentsatz (Wahl: 23%)
wurde folgendermaßen erreicht. Die spezifische Wa¨rmekapazita¨t cp wurde innerhalb des vom
Fraunhofer-Institut IKTS angegebenen Fehlerintervalls vera¨ndert (um 4%). Die Dichte ρ und
die Wa¨rmeleitfa¨higkeit λ wurden fu¨r die Simulation um mehr als die berechneten Fehler von ca.
4% bzw. 8% gea¨ndert; und zwar um ca. 7% bzw. 10%. Die Konstanten wurden also innerhalb der
Fehlerintervalle variiert, bis auf die Temperaturleitfa¨higkeit, welche um 23% vera¨ndert wurde.
Die Werte sind in Tabelle 4.1 zu finden.
3.4 Probeko¨rper: Beschreibung der Geometrie
Allgemeine Defektformen: Die grundlagenorientierte Untersuchung der Ru¨ckwandrekon-
struktion soll z. B. auf Wa¨nde mit Korrosionsscha¨den erweitert werden. Deshalb sind die ku¨nst-
lichen Defekte oder Fra¨sungen in den Probeko¨rpern an den typischen Korrosionserscheinungen
orientiert, welche in Risse, Lo¨cher, Mulden, Fla¨chenkorrosion und innere Korrosion unterteilt
werden, siehe Abbildung 3.18 [Fol90].
Abbildung 3.18: Korrosionserscheinungen (Querschnitt und Aufsicht), Quelle [Fol90]
Abbildung 3.19: Loch mit Un-
terho¨hlung,
Quelle [wik]
In Abbildung 3.19 ist eine Skizze eines Loches mit Un-
terho¨hlung der defekten Seite zu sehen, welche auch
in der Praxis auftritt. Das in dieser Arbeit vorgestellte
Inversionsverfahren kann nur Fla¨chenkorrosion, Mulden
und Lo¨chern ohne Unterho¨hlung rekonstruieren. Durch
Vera¨nderungen im Verfahren ist jedoch auch die Rekon-
struktion von Lo¨cher mit Unterho¨hlung und von innerer
Korrosion denkbar. Bei einem Riss ist die punktfo¨rmige
Anregung, z. B. mit einem Laser [Sch12], von Vorteil.
Die Thermografie detektiert Temperatura¨nderungen auf der Oberfla¨che eines Objektes,
wa¨hrend die inneren thermischen Diffusionprozesse verborgen bleiben; nur ihre Auswirkungen
auf die Oberfla¨che sind sichtbar. Da die Wa¨rmeenergie diffundiert, werden Temperaturgradien-
ten in der Zeit nivelliert. Damit wird die Rekonstruktion von Ru¨ckwandgeometrien mit hoher
Ortsfrequenz erschwert (z. B. an geometrischen Unstetigkeiten wie Ecken). In anderen Worten:
Je rissa¨hnlicher die Form des Loches oder je steiler die Defektkante ist, desto schwieriger ist die
erfolgreiche Rekonstruktion der Ru¨ckwandgeometrie. Mulden sind einfacher zu rekonstruieren
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als rissa¨hnliche Lo¨cher. Eine Rekonstruktion einer Ru¨ckwandgeometrie gilt als einfach, wenn die
durch Inversion der thermografischen Daten rekonstruierte Ru¨ckwandgeometrie weitgehend mit
der realen Ru¨ckwandgeometrie u¨bereinstimmt; und als schwierig, wenn die Abweichung groß
ist (nach Gl. 2.56). Wie im Folgenden zu sehen sein wird, wurde die Fra¨sung der Probeko¨rper
mit Ecken und scharfen Kanten designt, um gerade diese Herausforderungen zu untersuchen; im
Gegensatz zu den Ru¨ckwandgeometrien in den Rekonstruktionen in [LN07][BKW90].
3.4.1 Defekte als Nutfra¨sung im PVC
Acht Probeko¨rper, und zwar PVC-Platten mit den Maßen 15x15x2 cm3, wurden mit ku¨nstlichen
Defekten versehen. Sechs Probeko¨rper besitzen eine Nutenfra¨sung als ku¨nstlichen Defekt, welche
ideal fu¨r eine 2D-Untersuchung ist, und zwei Probeko¨rper besitzen Flachbodenbohrungen,
welche gut geeignet fu¨r eine 3D-Untersuchung sind.
Die Nutprobeko¨rper bestehen aus zwei V-Profilen, zwei U-Profilen und zwei Rechteckprofilen.
Der Grund ist, dass ein V-Profil flachere Defektkanten besitzt als das U-Profil (abgesehen von
der Defektmitte), welches wiederum flachere Defektkanten als das Rechteckprofil besitzt. Die
V-Profile haben einen unterschiedlichen Winkel im Defektzentrum: Probeko¨rper ∨120◦ besitzt
einen 120° Winkel und ∨90◦ einen 90° Winkel, Abb. 3.20. Damit a¨ndert sich nur die Steigung
der Defektkante und die Defektbreite; im Gegensatz zur Restwandsta¨rke, d. h. der Dicke der
u¨berdeckenden Wandschicht im Defektzentrum bei Breite x = 7 cm, welche 3 mm betra¨gt. Die
U-Profile ∪3mm und ∪6mm haben eine Defektform eines Halbkreises, welcher in eine senkrechte
Defektkante u¨bergeht, Abb. 3.21. Die Rechteckprofile unionsq3mm und unionsq6mm haben eine eckige Form,
sodass der Defekt von senkrechten Defektkanten begrenzt ist, Abb. 3.22. Die Defekte von diesen
vier Probeko¨rpern sind 2 cm breit. Die U- und die Rechteckprofile unterscheiden sich jeweils
in der Restwandsta¨rke: ∪3mm und unionsq3mm haben eine Restwandsta¨rke von 3 mm, ∪6mm und
unionsq6mm haben eine Restwandsta¨rke von 6 mm. Das Defektzentrum wurde bei den V-Profilen nicht
im Probenmittelpunkt angesetzt, um Randeffekte von Fehlstelleneffekten zu unterscheiden.
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3.4.2 Defekte als Flachbodenbohrungen im PVC
Die zwei Probeko¨rper mit Flachbodenbohrungen haben jeweils drei Bohrungen mit gleichem
Durchmesser: Probeko¨rper FBB12mm besitzt drei Bohrungen mit 12 mm Durchmesser, die
Bohrungen des FBB8mm besitzen 8 mm Durchmesser, Abb. 3.23 bzw. Abb. 3.24. Die Rest-
wandsta¨rken betragen bei beiden Probeko¨rpern 1.5, 3 und 6 mm. Die Lo¨cher bilden mit einer
defektfreien Stelle ein im Probenmittelpunkt zentriertes Quadrat, sodass eine relativ homogene
Erwa¨rmung der drei Lo¨cher und der Referenzstelle (defektfreie Stelle) durch die Blitzlampen
gewa¨hrleistet ist.
(a) FBB12mm (b) Zwei Profile von FBB12mm: Restwandsta¨rke 1.5 mm (oberes Bild), Restwandsta¨rken 3 und
6 mm (unteres Bild)
Abbildung 3.23: Probeko¨rper FBB12mm mit Flachbodenbohrungen mit 12 mm Durchmesser (PVC)
(a) FBB8mm (b) Zwei Profile von FBB8mm: Restwandsta¨rke 1.5 mm (oberes Bild), Restwandsta¨rken 3 und
6 mm (unteres Bild)
Abbildung 3.24: Probeko¨rper FBB8mm mit Flachbodenbohrungen mit 8 mm Durchmesser (PVC)
3.4.3 Ku¨nstlicher Defekt im Stahl
Um die grundlagenorientierte Untersuchung zu erweitern, wurden vier Probeko¨rper aus
Stahl untersucht, wobei die jeweiligen Bezeichnungen (Stahl1mm, . . .) auf die minimale
Restwandsta¨rke hinweisen. Der erste Probeko¨rper hat einen ku¨nstlichen Defekt und eine plane
Oberfla¨che. Die drei anderen Probeko¨rper sind Rohrstu¨cke mit natu¨rlich entstandenen, realen
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Abbildung 3.29: Schnecken bei der Diskussion u¨ber die
Wahl von geeigneten Probeko¨rpern
zum Testen eines Pru¨fungsverfahren
bzw. eines Inversionsalgorithmuses
[Pet95]
3.5 Messfilme und Thermogramme
Es erfolgte eine zeitliche und ra¨umliche Mittelung der Messdaten, welche vom Material der Pro-
beko¨rper abha¨ngig war. Die simulierten Daten werden ungemittelt und ungefiltert ausgewertet.
Denn einerseits wies ihr zufa¨lliger Fehler vernachla¨ssigbare Sto¨rungen auf und andererseits wur-
de der Filter fu¨r die Messdaten derart gewa¨hlt, dass die charakteristischen Anzeigen mo¨glichst
erhalten blieben. Die Nutprobeko¨rper erlauben eine spezifische o¨rtliche Mittelung, welche die
Geometrie der Nut ausnutzt. Details zum Messfehler folgen erst in Kapitel 3.6.
3.5.1 U¨bersicht der Kamereinstellungen, Mittelungen und Gla¨ttungen
Eine tabellarische U¨bersicht der Kamereinstellungen und der Bearbeitung der Temperaturdaten
je Probeko¨rper folgt in Tabelle 3.5 und 3.6. Dafu¨r werden die Probeko¨rper in vier Gruppen,
Messkonfigurationen I-IV, unterteilt. Die Details der Bearbeitung der Temperaturdaten folgen
im Anschluss an die Tabelle. Die Untersuchung des Messfehlers je Messkonfiguration erfolgt in
Kapitel 3.6.
Messkonfiguration I-II III IV
Probeko¨rper PVC große Stahlproben: kleine Stahlproben:
Stahl1mm, -0.3mm Stahl0.5mm, -0.3mm
Brennweite 100 mm 29 mm 29 mm
Temperaturmessbereich 10-50 20-100 20-100
Filter fu¨r Spektralbereich 3.7-5.3 µm 3.7-5.3 µm 3.7-5.3 µm
Integrationszeit 0.63 ms 0.25 ms 0.25 ms
Messzeit 600 s 6 s 6 s
Abku¨hlzeit zwischen Messungen 600 s 240 s 240 s
Bildrate vor Bearbeitung 93 Hz 93 Hz 288 Hz
Frame Fullframe Fullframe Subframe (320x256)
O¨rtliche Auflo¨sung ca. 0.32 mm ca. 0.32 mm ca. 0.32 mm
Thermogrammausschnitt 475x475 Pixel variiert variiert
Tabelle 3.5: Kameraeinstellungen und Messparameter
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Messkonfiguration I II III IV
Probeko¨rper PVC mit PVC-Flach- große Stahl- kleine Stahl-
Nutdefekt bodenbohrung proben proben
(∨120◦, (FBB12mm, (Stahl1mm, (Stahl0.5mm,
∪3mm, . . . ) FBB8mm) Stahl0.3mm) Stahl0.9mm)
gemittelte Thermogramme 93 93 – 3
gemittelte Messzyklen 10 4 12 12
Gla¨ttung im Ort Linienfilter Gauss-Filter – –
Gla¨ttung in Zeit – Gauss-Filter – –
resultierende Bildrate 1 Hz 1 Hz 93 Hz 96 Hz
Anzahl der Thermogramme 601 601 601 601
Tabelle 3.6: Mittelung und Gla¨ttung der Messfilme eines Probeko¨rpers je Messkonfiguration. Fu¨r De-
tails zu dem Linien- und dem Gauss-Filter siehe unten im Fließtext.
Die Details der Bearbeitung der Temperaturdaten werden nun in ihrer durchgefu¨hrten Reihen-
folge erla¨utert:
Mittelung in der Zeit (wa¨hrend der Messwerterfassung): Die Materialeigenschaft des
PVCs erlaubte Mittelungen wa¨hrend der Messwerterfassung in der Zeit: 93 Thermogramme wur-
den jeweils gemittelt und damit fiel die Bildrate von 93 Hz auf 1 Hz. Diese Mittelung wurde nicht
fu¨r den Blitzzeitpunkt, d. h. fu¨r den Zeitpunkt des wa¨rmsten Thermogrammes, vorgenommen.
Damit wurde die Erwa¨rmung mo¨glichst unbeeinflusst von nachfolgenden Wa¨rmeleitungsprozes-
sen innerhalb des Materials oder von Wa¨rmeverlusten erfasst – und konnte als eine passende
Inhomogenita¨t des Simulationsmodells u¨bernommen werden.
In einem Probeko¨rper aus Stahl la¨uft der thermische Prozess schneller ab und die gesamte
Messzeit war daher ku¨rzer als bei PVC. Um eine hohe Bildrate von 93 Hz beibehalten zu ko¨nnen,
musste bei den Messfilmen von den großen Stahl-Probeko¨rpern Stahl1mm und Stahl0.3mm auf
eine Mittelung von Thermogrammen verzichtet werden. Bei den kleinen Stahlproben Stahl0.5mm
und Stahl0.9mm konnte die Aufnahme des Messfilms auf ein Subframe eingeschra¨nkt werden,
sodass mit einer Bildrate von 288 Hz aufgenommen werden konnte. Dies ermo¨glichte eine
Mittelung von jeweils drei Thermogrammen: die Bildrate fiel auf 96 Hz; u¨bereinstimmend
mit den ca. 93 Hz der Datensa¨tze der großen Stahlproben Stahl1mm und Stahl0.3mm. Damit
waren die Daten der kleinen Stahlproben sta¨rker als die Daten der großen Stahlproben gemittelt.
Bad-Pixel-Korrektur und Nullbildabzug: Vom Detektor sind ca. 100 vereinzelte Pixel
bekannt, deren Temperaturwerte durch eine Mittelung der benachbarten Pixel korrigiert werden
mussten. Mit dem Nullbildabzug, d. h. dem Abzug eines Thermogramms vor Anregungsbeginn,
sollen systematische Fehler wie sto¨rende, reflektierte Umgebungsstrahlung minimiert werden.
Dafu¨r eignet sich am besten ein Nullbild, welches aus gemittelten Thermogrammen besteht;
fu¨r PVC und Stahl genu¨gte als Nullbild ein Thermogramm, welches aus einer Mittelung von
insgesamt ca. 93 Thermogrammen vor Anregungsbeginn entstand.
Mittelung von Messzyklen: Fu¨r eine mo¨glichst hohe Messgenauigkeit wurde der
Messfilm von Wiederholungen eines Experiments (d. h. Messzyklen) gemittelt, wobei der PVC
fu¨r eine Wiederholung innerhalb der Objektachse gedreht wurde. Die Anzahl der gemittelten
Messzyklen konnte bei den Stahlproben ho¨her gewa¨hlt werden, siehe Tabelle 3.6, da die Dauer
eines Messzyklus aufgrund der Materialparameter ku¨rzer war.
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Mittelung im Ort und in der Zeit (nach der Messwerterfassung):
 Bei den Nutprobeko¨rpern konnten die Temperaturwerte in einer Spalte eines Thermo-
gramms gemittelt werden, da die Nut in der Messung senkrecht ausgerichtet war. Diese
Mittelung wird in dieser Arbeit als senkrechter Linienfilter bezeichnet und wird in diesem
Kapitel veranschaulicht. In der Praxis ist dieser Filter meist nicht anzuwenden. Fu¨r die
Grundlagenuntersuchung eignete sich dieser Filter jedoch gut, sofern der Probeko¨rper mit
Sorgfalt ausgerichtet wurde.
Es wurde u¨ber der ganzen La¨nge des Probeko¨rpers gemittelt, d. h. u¨ber 475 Pixel. Wenn
nur u¨ber das mittlere Drittel gemittelt worden wa¨re, ha¨tte dies in den Temperaturda-
ten hauptsa¨chlich einen Unterschied zu Beginn des Zeitintervalls verursacht. Da nur das
Zeitintervall [10, 600] s fu¨r die Inversion ausgewertet worden ist, belief sich der Tempe-
raturunterschied – zwischen den Datensa¨tzen nach Mittelung u¨ber den ganzen PVC und
u¨ber das mittlere Drittel des PVCs – auf maximal 32 mK. Ab t = 25 s nach dem Blitz fiel
der Temperaturunterschied deutlich unter 20 mK, der Messgenauigkeit der IR-Kamera.
Die senkrechte Ausrichtung der Nut bei der Messung hatte zwei Vorteile:
– Die Messdaten der Kamera wiesen zeilenweise Unterschiede auf, obwohl der Strah-
lungsdetektor fu¨r alle Pixel gleichzeitig ausliest. Dieser Sto¨reinfluss war nur bei einer
zeilenweisen Mittelung sichtbar, mehr dazu in Kapitel 3.6. Die spaltenweise Mittelung
des senkrechten Linienfilters verminderte diesen Sto¨reinfluss.
– Die Inhomogenita¨t der Erwa¨rmung auf der senkrechten Achse, welche bei speziell
zwei Blitzlampen auftritt, wurde durch den Linienfilter vermindert.

Abbildung 3.30: Gla¨ttung von Testdaten mit ver-
schiedenen Filtern und Para-
metern (Standardabweichung s,
Gro¨ße n)
Die Messfilme der Flachbodenboh-
rungen wurden mittels eines Gauss-
Filters in Ort und Zeit (Tiefpassfilter)
gegla¨ttet. Der Gauss-Filter im Ort hat-
te die Standardabweichung s = 40 Pixel
und wurde auf 15x15 benachbarte Tem-
peraturwerte angewendet (1 cm entspre-
chen 475/15 Pixel). In Abbildung 3.30
sieht man die Anwendung des Gauss-
Filters auf einen Testdatensatz, welcher
im Punkt x = 0 mm einen Peak besitzt.
Die Gro¨ße n bezeichnet die Anzahl der
benachbarten Werte, welche zur Mitte-
lung herangezogen wurden. Da die Stan-
dardabweichung nahe n ist, a¨hnelte der
Effekt des Gauß-Filters (hellblaue Kur-
ve) stark dem Effekt eines gleitenden
Mittelwertes (lila Punkte). Anschließend wurde fu¨r jeden der 475x475 Pixel in der Zeit
gemittelt mit der Standardabweichung von 200, angewendet auf eine ansteigende Anzahl
von benachbarten Temperaturwerten (ansteigend fu¨r das Zeitintervall [30, 110] s von 0 auf
80 benachbarte Temperaturwerte; Bildrate ist 1 Hz).
 Die Messfilme der Stahl-Proben wurden nicht im Ort gemittelt, Details im Folgenden.
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3.5.2 Nutprobeko¨rper
Zuna¨chst wird beispielhaft am Probeko¨rper ∨120◦ die Auswirkung der einzelnen Mittelungs-
prozesse fu¨r den Messfilm von Nutdefekten dargestellt. Dann folgen fu¨r jeden Nutprobeko¨rper
der Messfilm bzw. ein aussagekra¨ftiges Thermogramm, welches aus den Mittelungen oder
Gla¨ttungen resultiert.
Auswirkung der Mittelung, Beispiel ∨120◦: In Abbildung 3.31 werden die Thermo-
gramme auf der defektfreien, planen Vorderseite des Probeko¨rpers ∨120◦ gezeigt; und zwar fu¨r
die Zeitpunkte [0, 20, 27, 70, 300, 600] s als Falschfarbenbild, welches fu¨r jedes Thermogramm neu
skaliert ist. Zusa¨tzlich wird auf der rechten Seite ein Linienscan gezeigt.
(a) Einzelmessung nach Mittelung von 93 Thermogrammen in der Zeit
(b) zusa¨tzliche Mittelung von 10 Messzyklen – 2D-Datensatz je Zeitpunkt
(c) zusa¨tzliche Mittelung im Ort (senkrechter Linienfilter) – 1D-Datensatz je Zeitpunkt
Abbildung 3.31: Messfilm (linke Spalte) und Linienscan (rechte Spalte) des Nutprobeko¨rpers ∨120◦
nach der Mittelung in der Zeit (a), nach der Mittelung von 10 Messzyklen (b) und
nach der Mittelung im Ort (c). Die Falschfarbenbilder, welche fu¨r jeden Zeitpunkt
eine neu skalierte Farbskala besitzen, geben einen qualitativen Eindruck der Tempe-
raturverteilung. Der Linienscan zeigt die mittige Temperaturlinie T fu¨r die Zeitpunkte
t = 70 und 600 s.
Damit wird der o¨rtliche Kontrast sichtbar, welcher innerhalb der Messzeit u¨ber dem Defekt lang-
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sam entstand (sichtbar als rote Linie – warmer Bereich), verschmierte (zu einem roten Streifen)
und dadurch wieder nahezu verschwand. Der Vorteil der Mittelung war ein gutes Signal-Rausch-
Verha¨ltnis. In den Linienscans in Abb. 3.31 wird deutlich, dass die o¨rtlichen Schwankungen – in
einem defektfreien Gebiet – unterhalb 45 mK / 15 mK / 1.5 mK lagen, je nach Mittelung, mehr
Details dazu in Kapitel 3.6.
Der Messfilm des Nutprobeko¨rpers ∨120◦ wurde zuna¨chst in der Zeit gemittelt, dann mit
Messfilmen des wiederholten Experiments gemittelt, und dann mit einem Linienfilter bearbeitet.
Die jeweils resultierenden Messfilme zeigen, dass die Kontraste fu¨r jeden Prozessschritt deutli-
cher wurden, d. h. der rote Streifen hebt sich klarer von dem defektfreien Bereich ab. Weitere
Beobachtungen sind:
 Im Thermogramm fu¨r t = 600 s in Abb. 3.31(a) sieht man, dass die Erwa¨rmung inhomogen
war. Das Zentrum des PVCs war am wa¨rmsten und die Ecken waren unterschiedlich stark
erwa¨rmt. Nach der Mittelung von mehreren Messzyklen erschienen die Ecken homogener,
Abb. 3.31(b).
 Das Thermogramm fu¨r t = 70 s in Abb. 3.31(c) besaß den sta¨rksten Kontrast zwischen
Defektzentrum und defektfreiem Gebiet (und ist eigentlich ein 1D-Datensatz); quantitative
Daten im Folgenden.
 Das Thermogramm fu¨r t = 600 s in Abb. 3.31(c) zeigt, dass der Kontrast fu¨r spa¨te Zeit-
punkte nicht mehr im Defektzentrum am wa¨rmsten war: Es gibt eine orangene Linie inner-
halb des roten Streifens. Der Grund ist, dass im Bereich des Defektzentrums die umgebende
Volumeneinheit eine relativ große Oberfla¨che besitzt. Einerseits wurde die thermische Wel-
le fru¨h reflektiert, was zu einem warmen Bereich (rote Linie) fu¨hrte, andererseits war der
Wa¨rmeverlust an der Oberfla¨che hoch, sodass fu¨r spa¨te Zeitpunkte ein ka¨lterer Bereich
(orangene Linie) entstehen konnte.
 Die blauen Ra¨nder in Abb. 3.31(b) zeigen, dass die Ra¨nder der Vorderseite des PVCs durch
den Wa¨rmeverlust an den Seitenfla¨chen schneller abku¨hlten. Da der Linienfilter fu¨r den
gesamten PVC angewendet wurde, waren die Temperaturwerte nach der Anwendung des
Linienfilters eher zu niedrig als zu hoch; z. B. war zum Zeitpunkt t = 70 s der Linienscan
nach der Anwendung des Linienfilters im Durchschnitt um ca. 9 mK niedriger als vor der
Anwendung.
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Kontraststarke Thermogramme: Fu¨r die Nutprobeko¨rper folgt nun jeweils ein kontrast-
starkes Thermogramm des Messfilms, welcher alle zugeho¨rigen Mittelungsschritte durchlaufen
hat, Abbildung 3.32-3.34.
(a) ∨120◦ (b) Thermogramm fu¨r t = 70 s bei
∨120◦
(c) ∨90◦ (d) Thermogramm fu¨r t = 70 s bei
∨90◦
Abbildung 3.32: kontraststarke Thermogramme der V-Profile (T als Differenz zur Raumtemperatur)
(a) ∪3mm (b) Thermogramm fu¨r t = 70 s bei
∪3mm
(c) ∪6mm (d) Thermogramm fu¨r t = 210 s
bei ∪6mm
Abbildung 3.33: kontraststarke Thermogramme der U-Profile (T als Differenz zur Raumtemperatur)
(a) unionsq3mm (b) Thermogramm fu¨r t = 70 s bei
unionsq3mm
(c) unionsq6mm (d) Thermogramm fu¨r t = 210 s
bei unionsq6mm
Abbildung 3.34: kontraststarke Thermogramme der Rechteckprofile (T als Differenz zur Raumtempe-
ratur)
Die Thermogramme deuteten grob auf die Ru¨ckwandgeometrie hin; zumindest der Ort des De-
fektes war gut zu erkennen. Die Temperaturachse der Abbildungen 3.32-3.34 wurde so gewa¨hlt,
dass die Probeko¨rper mit gleicher Restwandsta¨rke miteinander verglichen werden ko¨nnen. Fu¨r
3 mm Restwandsta¨rke gilt: Die V-Profile besaßen weniger Kontrast wie ∪3mm, welcher wie-
der weniger Kontrast als unionsq3mm besaß (Abb. 3.32(b),3.32(d),3.33(b) und 3.34(b)). Je breiter
der Bereich mit Restwandsta¨rke 3 mm war, desto geringer war die laterale Wa¨rmestromdichte
vom Defektzentrum weg, desto gro¨ßer war der Kontrast an der Defektmitte. Das Gleiche la¨sst
sich beim Vergleich von ∪6mm und unionsq6mm beobachten (Abb. 3.33(d) und 3.34(d)). Ein direkter
Vergleich der 1D-Datensa¨tze folgt in Kapitel 5.
Gemessen wird der Kontrast bei den Nutprobeko¨rpern als Differenz von den Temperaturen
bei Breite x = 7 cm und bei x = 11.5 cm. Der Zeitpunkt, fu¨r welchen das kontraststa¨rkste
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Thermogramm gemessen wurde, ist von der Restwandsta¨rke abha¨ngig: bei 3 mm Restwandsta¨rke
bei ungefa¨hr 70 s und bei 6 mm Restwandsta¨rke bei ungefa¨hr 210 s nach dem Blitz, Tabelle 3.7.
Probeko¨rper ∨120◦ ∨90◦ ∪3mm ∪6mm unionsq3mm unionsq6mm
maximaler Kontrast [mK] 133 68 178 51 272 75
zum Zeitpunkt [s] 70 70 70 210 70 210
Tabelle 3.7: Maximaler absoluter Kontrast und der zugeho¨rige Zeitpunkt fu¨r die Nutprobeko¨rper (PVC)
3.5.3 Flachbodenbohrungen
In Abbildung 3.35 ist der Messfilm des PVC-Probeko¨rpers mit Flachbodenbohrungen FBB12mm
gezeigt; und zwar die Thermogramme fu¨r die Zeitpunkte [0, 11, 40, 120, 200, 600] s.
Abbildung 3.35: Messfilm des Probeko¨rpers FBB12mm (nach den Mittelungen und Gla¨ttungen)
Der o¨rtliche Kontrast wurde zuerst fu¨r ca. t = 11 s an der oberfla¨chennahen Bohrung mit
Restwandsta¨rke (RWS) 1.5 mm sichtbar. Fu¨r t = 40 s verschmierte dieser Kontrast, wa¨hrend an
der Bohrung mit RWS 3 mm der Kontrast schwach erkennbar wurde. Dieser Kontrast wurde erst
zum Zeitpunkt t = 120 s deutlicher, wa¨hrend an der tief liegenden Bohrung mit RWS 6 mm der
Kontrast erkennbar wurde. Fu¨r t = 200 s war der Kontrast an der oberfla¨chennahen Bohrung
deutlich verschmierter als an den anderen beiden Bohrungen. Fu¨r t = 600 s waren die Kontraste
dann beinahe verschwunden: An der tief liegenden Bohrung zeigte das Thermogramm leicht
ho¨here Temperaturwerte und an der oberfla¨chennahen Bohrung niedrigere Temperaturwerte.
Also war wieder der spa¨te Effekt des starken Wa¨rmeverlustes an Defekten erkennbar. Außerdem
wurde hier klar, dass die Kontraste oberfla¨chennaher Defekte fru¨her eintraten als die Kontraste
tief liegender Defekte.
Leider waren auch sto¨rende Artefakte an der rechten Seite ab t = 200 s erkennbar: der
PVC hatte einen gelben bzw. roten Streifen am rechten Rand, sodass dort fa¨lschlicherweise
ein tief liegender Defekt interpretiert werden ko¨nnte. Der Temperaturabfall TRand wurde an
diesem Rand fu¨r spa¨te Zeitpunkte ab t ≈ 200 s aus unbekannten Gru¨nden gebremst, relativ
zu den anderen defektfreien Gebieten. Die Abweichung zur Referenztemperatur TR – dem
Temperaturabfall an der Referenzstelle (x, y) = (10, 10) cm – war aber gering: sie stieg mit der
Zeit an bis zum Wert TRand(600 s)− TR(600 s) < 20 mK, der Messgenauigkeit der IR-Kamera.
Auswirkung der Mittelung, Beispiel FBB8mm: An dem Thermogramm fu¨r z. B.
t = 200 s wird erkennbar, dass die Anwendung des Gauss-Filters die Kontraste der Flach-
bodenbohrungen scha¨rfer werden lies, Abb. 3.36.
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(a) vor Anwendung des Gauss-Filters (nach der Mittelung von 93 Thermogrammen und
von 4 Messzyklen)
(b) nach Anwendung des Gauss-Filters in Ort und Zeit
Abbildung 3.36: Auswirkung der Mittelung beim Messfilm der Flachbodenbohrung FBB8mm
Am Thermogramm fu¨r t = 120 s waren die Kontraste schwa¨cher als im Vergleich zu FBB12mm,
obwohl die Restwandsta¨rken gleich sind. Der Grund ist der kleine Durchmesser der Bohrungen
von FBB8mm, sodass der laterale Wa¨rmefluss vom Defektzentrum zum umgebenden defektfreien
Gebiet groß war.
Aussagekra¨ftige Thermogramme: Fu¨r die Probeko¨rper mit Flachbodenbohrungen folgt
nun jeweils ein aussagekra¨ftiges Thermogramm fu¨r t = 120 s, welches alle zugeho¨rigen Mit-
telungsschritte durchlaufen hat und deutliche Kontraste fu¨r alle Bohrungen gleichzeitig besaß,
Abb. 3.37. Die Thermogramme deuteten grob auf die Ru¨ckwandgeometrie hin; zumindest der
Ort aller Bohrungen und die unterschiedliche Restwandsta¨rke bei FBB12 war erkennbar.
(a)
FBB12mm
(b) Thermogramm fu¨r t = 120 s
bei FBB12mm
(c)
FBB8mm
(d) Thermogramm fu¨r t = 120 s
bei FBB8mm
Abbildung 3.37: Aussagekra¨ftige Thermogramme der Flachbodenbohrungen (T als Differenz zur
Raumtemperatur)
Der maximale Kontrast je Bohrung ist in Tabelle 3.8 gelistet. Gemessen wurde dieser Kontrast als
Differenz des Temperaturabfalls im Zentrum der jeweiligen Bohrung und des Temperaturabfalls
der Referenzstelle (x, y) = (10, 10) cm.
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Probeko¨rper Flachbodenbohrung FBB. . . 12mm 12mm 12mm 8mm 8mm 8mm
Bohrung mit Restwandsta¨rke RWS. . . 1.5 mm 3 mm 6 mm 1.5 mm 3 mm 6 mm
maximaler Kontrast [mK] 347 163 31 397 110 13
zum Zeitpunkt [s] 37 62 173 20 50 172
Kontrast im gezeigten Thermogramm [mK] 141 115 27 60 60 10
zum Zeitpunkt [s] 120 120 120 120 120 120
Tabelle 3.8: Maximaler absoluter Kontrast und der Kontrast der gezeigten, aussagekra¨ftigen Thermo-
gramme (Abb. 3.37(b)-3.37(d)) und die zugeho¨rigen Zeitpunkte fu¨r die einzelnen Bohrun-
gen der FBB-Probeko¨rper (PVC)
Es fa¨llt auf, dass der maximale Kontrast fu¨r die Bohrung mit Restwandsta¨rke (RSW) 1.5 mm bei
FBB8mm gro¨ßer war als bei FBB12mm. Die Ursache ist, dass es in der realen Restwandsta¨rke
minimale Abweichungen von der beabsichtigten Restwandsta¨rke 1.5 mm gab: bei FBB8mm ist
die RWS um ca. 0.5 mm geringer als bei FBB12mm. Bei der Fra¨sung der oberfla¨chennahen
Bohrungen mussten durch besondere Vorsicht hitzebedingte Phasenvera¨nderungen des PVCs
vermieden werden. Fu¨r die anderen Bohrungen ist die RWS genauer, da ihre Fra¨sung einfacher
war.
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3.5.4 Stahl-Probeko¨rper
Probeko¨rper Stahl1mm: Bei den Stahl-Proben werden nun teilweise nur die Ausschnitte
der Probeko¨rper gezeigt, sodass die Klammer zur Justierung der Probeko¨rper nicht zu sehen
ist, siehe Foto in Abb. 3.38(a). In Abbildung 3.38(c) ist der Messfilm gezeigt; bei t = 0 und
0.1 s sind durch oberfla¨chige Verunreinigungen (an und innerhalb der Plakafarbschicht) starke
Kontraste verursacht worden. Die Verunreinigung der Farbschicht durch Stahlsplitter konnte bei
der Lackierung nicht vermieden werden, da die Oberfla¨che durch ihre Rauheit schwer zu reinigen
war. Diese sto¨renden Kontraste konnten durch Mittelungen nicht zufriedenstellend eliminiert
werden. Daher wurde auf eine Mittelung im Ort verzichtet – dies gilt fu¨r alle Stahl-Probeko¨rper.
Die Sto¨rungen fu¨r t < 0.1 s beeinflussten zwar die Berechnung des Startwertes, aber nicht den
iterativen Inversionsalgorithmus, da bei der Inversion die ersten 10 Thermogramme nach dem
Blitz nicht beru¨cksichtigt wurden (Aufnahme mit 100 Hz), vgl. Unterkapitel 2.3.7.
(a) Foto (Ausschnitt) (b) Thermogramm fu¨r t = 0.4 s (T als Diffe-
renz zur Raumtemperatur)
(c) Messfilm
Abbildung 3.38: Messfilm und aussagekra¨ftiges Thermogramm von Stahl1mm (T als Differenz zur
Raumtemperatur)
Auch zum Zeitpunkt des kontraststa¨rksten Thermogramms (fu¨r t = 0.2 s) waren die Verunrei-
nigungen erkennbar. Daher wurde als aussagekra¨ftiger Zeitpunkt t = 0.4 s ausgewa¨hlt, siehe
Thermorgamm in Abb. 3.38(b). Den nierenfo¨rmigen Defektrand sah man zu einem viel spa¨teren
Zeitpunkt, z. B. t = 2.9 s im Messfilm. Am Ende des Messfilms fu¨r t = 6 s war der Kontrast
passend zur Defektform des 6 mm dicken Probeko¨rpers noch zu erkennen.
Rohrstu¨ck Stahl0.3mm: Der Probeko¨rper Stahl0.3mm besitzt drei Lo¨cher im untersuchten
Ausschnitt des Rohrteils, siehe Foto in Abb. 3.39(a). Damit fu¨r alle drei unterschiedlich tiefen
Lo¨cher ein Kontrast zu sehen ist, wurde ein Thermogramm fu¨r t = 0.35 s gezeigt, auch wenn
der Kontrast am linken, oberen Loch zu einem fru¨heren Zeitpunkt maximal war, Abb. 3.39(b).
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Wieder sind Kontraste in den ersten Thermogrammen zu sehen, welche unabha¨ngig von der
Ru¨ckwandgeometrie sind, siehe Messfilm in Abb. 3.39(c).
(a) Foto (Auschnitt und eingefu¨gte
U¨bersicht)
(b) Thermogramm fu¨r t = 0.35 s (T als
Differenz zur Raumtemperatur)
(c) Messfilm
Abbildung 3.39: Messfilm und aussagekra¨ftiges Thermogramm von Stahl0.3mm
Rohrstu¨ck Stahl0.5mm: Der Probeko¨rper Stahl0.5mm wurde unter dem in Abbildung
3.40(a) gezeigten Winkel gemessen, um spa¨ter fu¨r eine waagerechte Achse ein interessantes Profil
untersuchen zu ko¨nnen.
(a) Foto im entsprechenden Winkel (b) Thermogramm fu¨r t = 0.13 s
Abbildung 3.40: Aussagekra¨ftiges Thermogramm von Stahl0.5mm (T als Differenz zur Raumtempera-
tur)
Die drei auffa¨lligsten Anzeigen werden in den folgenden Kapiteln eine vorbildliche 2D-Ru¨ck-
wandrekonstruktion liefern. Das gezeigte Thermogramm macht auch die flache Mulde zwischen
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den zwei deutlichen Lo¨chern sichtbar. Im Thermogramm ist der thermische Einfluss der
Halterung als roter Rand auf der linken Seite sichtbar, Abb. 3.40(b). Ferner ist im Hintergrund
des Thermogramms die Befestigung der Halterung an das Drehmodul erkennbar (blaue Streifen
vom Rand des Objektes wegfu¨hrend), welches eine winkelgenaue Drehung des Probeko¨rpers
ermo¨glichte.
Rohrstu¨ck Stahl0.9mm: Fu¨r Stahl0.9mm wurde das kontraststa¨rkste Thermogramm
gewa¨hlt, Abb. 3.41(b). Wie bei Stahl0.5mm zeigte das letzte Thermogramm des Messfilms kei-
nerlei erkennbare Kontraste. Damit ist fu¨r die du¨nnen Stahlproben Stahl0.3mm, Stahl0.5mm
und Stahl0.9mm mit einer Rohrwanddicke von 3.6 mm offensichtlich, dass die Messzeit von ca.
6 s ausreichend war.
(a) Foto (Ausschnitt) (b) Thermogramme fu¨r t = 0.1 s
Abbildung 3.41: Aussagekra¨ftiges Thermogramm von Stahl0.9mm (T als Differenz zur Raumtempera-
tur)
Die Kontraste in den gezeigten, aussagekra¨ftigen Thermogrammen besitzen folgende maxi-
male Kontraste (die zugeho¨rigen Referenzgebiete werden im Kapitel 6 gezeigt):
Probeko¨rper Stahl. . . 1mm 0.3mm 0.5mm 0.9mm
Restwandsta¨rke [mm] 1 0.3 0.5 0.9
maximaler Kontrast [K] 1.4 2.3 1.3 0.7
zum Zeitpunkt [s] 0.25 0.04 0.05 0.10
Kontrast im gezeigten Thermogramm [K] 1.3 0.8 1.0 0.8
zum Zeitpunkt [s] 0.40 0.35 0.13 0.10
Tabelle 3.9: Restwandsta¨rke, maximaler absoluter Kontrast und der Kontrast der gezeigten, aussage-
kra¨ftigen Thermogramme (Abb. 3.38-3.41) und die zugeho¨rigen Zeitpunkte fu¨r die Stahl-
Probeko¨rper
3.6 Messgenauigkeit
Um die Messgenauigkeit der Temperaturdaten zu untersuchen, um sie spa¨ter mit der Simu-
lationsgenauigkeit und der Rekonstruktionsgenauigkeit zu vergleichen, folgt eine U¨bersicht in
Abbildung 3.42, aus welchen Komponenten sich der Messfehler zusammensetzt.
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Abbildung 3.42: Komponenten der Messgenauigkeit bzw. des Messfehlers (nur der Temperaturbestim-
mung der Kamera). Das Zufallsrauschen wird in diesem Kapitel untersucht.
Messfehler: Der allgemeine Messfehler einer Messung setzt sich aus dem systematischen
Fehler und dem zufa¨lligen Fehler zusammen [Sto¨00]. Zu den systematischen Fehlerquellen
geho¨rt die an der Vorderseite des Messobjektes reflektierte Strahlung aus der Umgebung, z. B.
verfa¨lschen Temperaturdifferenzen von Laborinnenwa¨nden die Messung eines reflektierenden
Objektes. Diese Sto¨rung in einem Messfilm wird minimiert durch Abzug eines Nullbildes,
welches ein vor Experimentbeginn aufgenommenes Thermogramm ist, was jedoch nur bei
konstanten Umgebungsbedingungen mo¨glich ist. Ferner hilft, dass die Umgebungsstrahlung
nach Mo¨glichkeit abgeschirmt wird und der Filter der Kamera geeignet gewa¨hlt wird. Der
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zufa¨llige Fehler besteht hauptsa¨chlich aus zwei Anteilen [MSE+89]: dem festen Sto¨rmuster
und dem Zufallsrauschen, welches in Abb. 3.42 rot gekennzeichnet ist und in diesem Kapitel
untersucht wird. Das feste Sto¨rmuster, d. h. ein Rauschen mit festem Muster, wird durch
sogenannte
”
bad Pixel“ im Detektor der Kamera verursacht, welche entweder eine auffa¨llige
Auslenkung bei Temperaturvera¨nderungen besitzen, grundsa¨tzlich eine abweichende absolute
Temperatur angeben oder bei einer la¨ngeren Aufnahme einer statischen Szene auffa¨llig große,
meist sporadisch auftretende Temperaturvera¨nderungen anzeigen. Durch die Temperaturkali-
brierung, welche zweija¨hrig erfolgt, wird das feste Sto¨rmuster weitgehend entfernt. Da mit der
Zeit weitere bad Pixel hinzukommen, welche mit der aktuellen Temperaturkalibrierung nicht
erfasst wurden, werden Listen von neuen bad Pixeln gefu¨hrt. Die zugeho¨rigen Temperaturwerte
werden durch eine nachtra¨gliche Bearbeitung korrigiert, und zwar durch eine Mittelung von
benachbarten Pixelwerten. Das Sto¨rmuster wird damit als vernachla¨ssigbar angenommen.
Zufallsrauschen: Die Empfindlichkeitsgrenze eines Messsystems wird letztendlich durch
die statistischen Schwankungen bestimmt, von denen jedes Messsystem betroffen ist. Diese
Schwankungen nennt man im Allgemeinen Rauschen. Bei Kameras wird es als Zufallsrauschen
bezeichnet, um vom zufa¨lligen Fehler mit festem Sto¨rmuster differenzieren zu ko¨nnen. Eine
der Ursachen des Rauschen ist beispielsweise die thermische Bewegung von Ladungstra¨gern
in Leitern und Halbleitern (thermisches Rauschen); eine weitere liegt in der Quantifizierung
der elektrischen Elementarladung (Schrotrauschen), welche das Signal in den elektronischen
Bauelementen transportiert [Mu¨l89, S. 17]. In Halbleitern treten Generations- und Rekombi-
nationsprozesse auf: Die statistische Ionisierung und Neutralisation produzieren Elektronen,
welche
”
zwischen dem Leitungsband und dem Valenzband wechseln“ [Mu¨l89, S. 33]. Außerdem
entsteht im Detektor ein Dunkelstrom, welcher durch thermische Tra¨gergeneration verursacht
wird und zum Schrotrauschen beitra¨gt [Mu¨l89, S. 193]. Dieser Anteil wird durch die Ku¨hlung
des Detektors minimiert [Mu¨l89, S. 205]. Bei Messungen von elektromagnetischer Strahlung im
optischen und infraroten Bereich existiert eine zusa¨tzliche, unabha¨ngige Rauschursache. Bereits
das vom Detektor auszulesende Signal, der Photonenstrom, weist statistische Schwankungen
auf. Die einzelnen Ladungstra¨ger (Photonen) des Photonenstroms besitzen eine statistisch
verteilte Energie. Das verursacht das sogenannte Quantenrauschen, welches eine elementare
Beschra¨nkung der Temperaturbestimmung verursacht [Mu¨l89, S. 197].
Fu¨r InSb-Detektoren und niedrige Integrationszeiten von 0.25 ms (bis 0.63 ms) wird
das Rauschen hauptsa¨chlich durch das Versta¨rkerrauschen des Metall-Oxid-Halbleiter-
Feldeffekttransistors (MOSFET) und das zeilenweise Auslesen der Detektormatrix verursacht
(welches einen Einschalt-Widerstand des MOSFETs-Wa¨hlers hervorruft) [KDC76]. Fu¨r niedrige
Integrationszeiten besteht das Rauschen also vor allem aus thermischen Rauschen und we-
niger aus Schrotrauschen; im Gegensatz zu dem Verhalten bei hohen Integrationszeiten [KDC76].
NETD: Eine vom Hersteller von IR-Detektoren typischerweise angegebene relative Messge-
nauigkeit ist die NETD-Angabe (Noise Equivalent Temperature Difference). NETD wird nicht
einheitlich definiert [Dri12] und kann zum Beispiel die Genauigkeit innerhalb eines einzelnen
Thermogramms oder die Genauigkeit fu¨r einen zeitlichen Datensatz beschreiben. Ein Standard
fu¨r IR-Kameras existiert noch nicht und wird daher von Hersteller zu Hersteller unterschied-
lich gemessen. Genauso wie die absolute Messgenauigkeit ist auch NETD z. B. von dem zu
detektierenden Temperaturbereich, dem Objektiv, der Integrationszeit und dem Spektralbe-
reich abha¨ngig. NETD beschreibt hauptsa¨chlich das Zufallsrauschen. Um weitere Angaben fu¨r
das Zufallsrauschen zu haben, betrachten wir die Standardabweichung, welches die klassische
mathematische Gro¨ße ist, die Abweichung eines Datensatzes von seinem Mittelwert zu quan-
tifizieren. Die Standardabweichung wird hier fu¨r Ort und Zeit getrennt bestimmt. Damit folgt
dann die Ermittlung des Signal-Rausch-Verha¨ltnisses, auch getrennt nach Ort und Zeit, fu¨r
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verschiedene Messkonfigurationen.
3.6.1 Signal-Rausch-Verha¨ltnis
Eine Kontrollmaß fu¨r das Zufallsrauschen ist das Signal-Rausch-Verha¨ltnis (SNR), welches in
der Elektrotechnik u¨blicherweise das Verha¨ltnis der mittleren Nutzsignalleistung der Signalquel-
le zur mittleren Rauschleistung der gleichen Signalquelle bezeichnet. Fu¨r eine Formulierung fu¨r
thermografische Daten liegt die Anwendung der alternativen Definition des SNR der Bildverar-
beitung nahe [Sch99, S. 433][MSE+89]:
SNROrt =
S
s(D)
(3.19)
SNRZeit =
S
s(Z)
(3.20)
mit folgenden Abku¨rzungen:
 S Nutzsignal, d. h. der o¨rtliche Kontrast zwischen defekter und defektfreier Stelle eines
typischerweise auszuwertenden Thermogramms [MRS+12], z. B. S = 50 mK.
 s Rausch-Standardabweichung, d. h. s(X) ist die Standardabweichung eines Datensatzes
X. Die Standardabweichung ist eine gebra¨uchliche mathematische Gro¨ße fu¨r die Abwei-
chung eines Datensatzes von seinem Mittelwert X¯ und wird in der Physik auch als mittlerer
quadratischer Fehler bezeichnet [Wei]. Die Definition der Standardabweichung lautet
s(X) =
(
1
n− 1
n∑
i=1
(Xi − X¯)2
) 1
2
, (3.21)
wobei der Mittelwert definiert wird durch
X¯ =
1
n
n∑
i=1
Xi. (3.22)
 D Daten eines Differenzbildes, d. h. Daten der Differenz zweier aufeinanderfolgender Ther-
mogramme D1 und D2 (ohne vorangegangenem Nullbildabzug): D = D1 − D2. Der zu-
geho¨rige Datensatz X entspricht der Hintereinanderreihung der Matrixeintra¨ge von D in
einen Vektor (entweder die Temperatur- oder die Intensita¨tsverteilung).
 Z Daten(-satz) eines zeitlichen Temperaturverlauf eines einzelnen, beliebigen Pixels (nach
Abzug des Nullbildes).
Die Daten mu¨ssen aus einem Messfilm stammen, welcher eine homogene und thermisch
statische Szene, z. B. einen Schwarzko¨rperstrahler auf Raumtemperatur, aufgenommen hat.
Ohne einen zufa¨lligen Messfehler wa¨re der Datensatz X eines Differenzbildes D identisch Null
(und ebenso Z).
Weitere Definition: Die Formulierung des Signal-Rausch-Verha¨ltnisses nach der grund-
lagenorientierten Literatur fu¨r Thermografie [Mal93] wird hier nicht angewendet, da diese die
Absolutbetra¨ge eines Differenzbildes als Rausch-Standardabweichung auswertet. Die dortige For-
mulierung des Signal-Rausch-Verha¨ltnisses SNRM lautet na¨mlich
SNRM =
2
N ·M
∑N
i=1
∑M
j=1D1
2
ij
(s(|D|))2 . (3.23)
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Wegen der Betragsstriche um D wa¨re der Nenner Null, wenn das Differenzbild abwechselnde
Werten 1 und -1 besa¨ße. Damit wa¨re das Signal-Rausch-Verha¨ltnis theoretisch ideal, praktisch
wa¨re die Messung aber von geringem Nutzen! In der Anwendung findet sich diese Definition in
einer variierten Form: zumindest der Za¨hler wird durch das oben genannte Nutzsignal ersetzt
[MRS+12]. Die dortige Definition entspricht der Gleichung 3.19 bis auf die Betragsstriche um
D.
Rose Kriterium: Um nutzbare Signale im Rauschen zu identifizieren zu ko¨nnen, sollte als
grobe Abscha¨tzung nach dem Rose Kriterium das SNR gro¨ßer als 5 sein [BSJB11], d. h. das
Nutzsignal von 50 mK vom Probeko¨rper ∪6mm muss mit einer Messkonfiguration gemessen
werden, welche eine Rausch-Standardabweichung kleiner als 10 mK besitzt. Wenn NETD als
Rausch-Standardabweichung interpretiert wird, ist die Rausch-Standardabweichung zu groß fu¨r
eine ungemittelte Messung des Probeko¨rpers ∪6mm.
3.6.2 Rausch-Standardabweichung eines ungemittelten Datensatzes
Im Folgenden wird gezeigt, dass fu¨r einen ungemittelten (und ungegla¨tteten) Datensatz das SNR
in Ort und Zeit zu niedrig waren, um aussagekra¨ftig messen zu ko¨nnen. Der Datensatz wurde fu¨r
das Objektiv mit Brennweite 29 mm, mit einer Integrationszeit von 0.25 ms, fu¨r das Spektralfen-
ster von 3.7-5.3 µm, fu¨r das Temperaturintervall 20-100 und die Schwarzko¨rper-Temperatur
20 aufgenommen. Fu¨r die o¨rtliche Rausch-Standardabweichung sehen wir in Abbildung 3.43
das Differenzbild, das zugeho¨rige Histogramm und die zugeho¨rige Frequenzanalyse
(a) Differenzbild (b) Histogramm mit Rausch-
Standardabweichung s = 68
mK
(c) Frequenzanalyse mit der Fast-
Fourier-Transformation des Da-
tensatzes des Differenzbildes
Abbildung 3.43: O¨rtliche Rausch-Standardabweichung s eines ungemittelten Differenzbildes (als Tem-
peraturverteilung)
O¨rtliche Rausch-Standardabweichung: Fu¨r alle Abbildungen und Berechnungen dieses
Kapitels wurden die verbliebenen zehn auffa¨lligsten Werte, also ca. 0.04h, eines Differenzbildes
aussortiert, da das Ziel ist das Zufallsrauschen zu untersuchen. Das Histogramm za¨hlt die
Anzahl der Werte, die jeweilig in eines der 200 Werteintervalle fallen, welche die Intervallla¨nge
4 mK besitzen. Die Intervallla¨nge wurde hier so klein gewa¨hlt, dass die Normalverteilung gut
erkennbar ist. Diese Wahl hatte jedoch leere Intervalle zur Folge. Die Ursache dafu¨r ist die
ca. 12 Bit A/D-Umwandlung und das gewa¨hlte Temperaturintervall der Kameraeinstellung.
Maximal ca. 4·103 Digits wurden auf das Temperaturintervall 20-100 kalibriert, sodass die
Temperaturwerte auf minimal 20 mK diskretisiert werden konnten und die Intervallla¨nge des
Histogramms kleiner war (4 mK). Die Rausch-Standardabweichung betrug s = 68 mK mittels
Gl. (3.21), also weit mehr als NETD. In der Frequenzanalyse des Datensatzes, welcher das
Differenzbild zeilenweise auflistet, machte sich eine geringe Korrelation zwischen Zeile und
Rauschen durch einen Ausschlag bei der Frequenz 1/475 bemerkbar. Feine Temperaturspru¨nge
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je Zeilenwechsel bildeten ein festes Sto¨rmuster, obwohl im Differenzbild auf Anhieb keine festen
Sto¨rmuster zu erkennen war. Fu¨r eine Auslesung per Spalte ergab sich keine Korrelation.
In Abbildung 3.44 wird das Differenzbild fu¨r die digitalen Strahlungsintensita¨ten vor der
Temperaturumwandlung untersucht, um zu zeigen, dass der Quantifizierungseffekt, die Vertei-
lung und die Zeilenkorrelation von der Temperaturumwandlung unabha¨ngig sind. In Abbil-
dung 3.44(a) wird das Histogramm fu¨r 25 Werteintervalle gezeigt. Die Normalverteilung ist
weniger offensichtlich, da hier die Lage der Intervallgrenzen eine gro¨ßere Rolle spielte als bei
einer gro¨ßeren Anzahl von Werteintervallen. In Abbildung 3.44(b) ist das Histogramm fu¨r 200
Werteintervalle wie bei den Temperaturdaten gewa¨hlt worden. Die Quantifizierung in ganzzahli-
ge Digits-Angaben wird deutlich. In Abbildung 3.44(c) ist die Frequenzanalyse zu sehen: Wieder
ist die Zeilenkorrelation durch einen Ausschlag bei Frequenz 1/475 zu sehen.
(a) Histogramm mit 25 Wertein-
tervalle (s = 2.7 Digits)
(b) Histogramm mit 200 Wertein-
tervalle (s = 2.7 Digits)
(c) Frequenzanalyse
Abbildung 3.44: O¨rtliche Rausch-Standardabweichung s eines ungemittelten Differenzbildes als Inten-
sita¨tsverteilung zum Vergleich
In der weiteren Analyse des Rauschens beschra¨nken wir uns auf die Daten nach der
Temperaturumwandlung.
Zeitliche Rausch-Standardabweichung: Nun kommen wir zu dem Zeitsignal des oben
genannten, ungemittelten Datensatzes, Abb. 3.45. Entsprechend zum Differenzbild sind auch
hier drei Abbildungen gezeigt: (1) das Signal selbst, (2) das zugeho¨rige Histogramm mit einer
deutlich kleineren Rausch-Standardabweichung von s = 45 mK als beim Differenzbild und (3)
die unauffa¨llige Frequenzanalyse. Das Zeitsignal ist das Temperaturverhalten eines einzelnen
Pixels; fu¨r andere Pixel erhielten wir ganz a¨hnliche Ergebnisse.
(a) Zeitsignal (b) Histogramm mit Rausch-
Standardabweichung s = 45 mK
(c) Frequenzanalyse
Abbildung 3.45: Zeitliche Rausch-Standardabweichung s eines einzelnen, ungemittelten Detektorpixels
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Eine Mittelung des Zeitsignals – in dem Maße wie es mit dem Differenzbild gezeigt wurde
– war nicht ohne erheblichen Zeitaufwand mo¨glich. Es du¨rfen na¨mlich nicht die gleichzeitig ge-
messenen Zeitsignale der einzelnen Pixel gemittelt werden. Der Grund ist, dass die statistischen
Verteilungen der Zeitsignale von zwei beliebigen Detektorpixeln nicht unabha¨ngig voneinander
sind. Im Gegenteil: Schla¨gt das ungemittelte Zeitsignal eines Pixels aus, so schlagen auch alle
anderen Pixel mit fast der gleichen Amplitude in die gleiche Richtung aus.
Vergleich der Rausch-Standardabweichungen (Ort und Zeit): Wa¨hrend fu¨r das
Differenzbild D = D1 − D2 von einem gesto¨rten Datensatz D1 wieder ein gesto¨rter Daten-
satz D2 (D2 entspricht dem Nullbild) abgezogen wurde, wurde beim Zeitsignal ein konstanter
Wert (einzelner Pixelwert des Nullbildes) abgezogen. Theoretisch vergro¨ßerte sich beim Null-
bildabzug die o¨rtliche Rausch-Standardabweichung eines einzelnen Thermogramms (um den
Faktor
√
2 [BSMM00]), was den Unterschied zwischen der hier ermittelten o¨rtlichen Rausch-
Standardabweichung des Differenzbildes und der zeitlichen Rausch-Standardabweichung erkla¨rt.
Der Nullwertabzug hatte also einen unterschiedlichen statistischen Einfluss auf die o¨rtliche und
die zeitliche Rausch-Standardabweichung.
3.6.3 Rausch-Standardabweichung eines gemittelten Datensatzes
Abbildung 3.46: Histogramm des gemittelten
Differenzbildes mit o¨rtlicher
Rausch-Standardabweichung
s = 0.8 mK
Normalverteilung der Ortsabha¨ngig-
keit: Um die Normalverteilung der Tempera-
turwerte des Differenzbildes zu verdeutlichen,
wurde eine Mittelung von 5.2 · 104 Differenz-
bildern vorgenommen; und zwar wurde fu¨r
einen Datensatz, welcher mit dem Objektiv
mit Brennweite 100 mm, mit einer Integrati-
onszeit von 0.63 ms, fu¨r das Spektralfenster
von 3.7-5.3 µm, fu¨r das Temperaturintervall
10-50 und die Schwarzko¨rper-Temperatur
20 aufgenommen. Die passende Normal-
verteilung (siehe schwarze Kurve in Abb.
3.46) hatte einen Mittelwert von -0.3 mK
und eine Standardabweichung von 0.8 mK.
Durch die Mittelung war die Quantifizierung
der Temperaturdaten geringer und Tempera-
turkontraste von z. B. 5 mK wa¨ren deutlich
identifizierbar. La¨sst sich nun ohne Weiteres auf eine Normalverteilung des Differenzbildes
schließen? Ja, wir ko¨nnen darauf sicher schließen – und sogar auf die Normalverteilung eines
Thermogramms ohne Nullbildabzug –, indem wir auf den Satz von Crame´r verweisen, der besagt,
dass
”
Wenn zwei Zufallsvariable stochastisch unabha¨ngig sind, und ihre Summe normalverteilt
ist, dann sind auch beide Summanden normalverteilt.“ [Cra36]. Um diesen Satz anzuwenden,
muss man wissen, dass die Werteverteilung eines Thermogramms die Wahrscheinlichkeit fu¨r
die Werteverteilung des darauf folgenden Thermogramms genauso wenig beeinflusst, wie im
Wu¨rfelspiel eine gewu¨rfelte 6 nicht die Wahrscheinlichkeit beeinflusst, im na¨chsten Wurf wieder
eine 6 zu wu¨rfeln. Zwei Thermogramme sind hier also stochastisch unabha¨ngige Zufallsvariablen.
Vergleich der Rausch-Standardabweichungen (gemittelt und ungemittelt): Man
darf theoretisch auf eine Rausch-Standardabweichung von s/
√
n fu¨r einen Datensatz schließen,
welcher aus n Datensa¨tzen gemittelt wurde, wenn s die Rausch-Standardabweichung eines
einzelnen Datensatzes ist [BSMM00]. Also ha¨tte man beim hier gemittelten Differenzbild eine
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Rausch-Standardabweichung grob von 0.3 mK (anstatt 0.8 mK) erwartet. Diese Diskrepanz
la¨sst sich mit dem zeitlichen Rauschen, einem Temperaturdrift, erkla¨ren.
3.6.4 Rausch-Standardabweichung fu¨r Messkonfigurationen
Die Messkonfigurationen I-IV werden mit dem jeweiligen Messfehler, d. h. mit der jeweiligen
Rausch-Standardabweichungen in Tabelle 3.10 aufgelistet. Zur U¨bersicht sind auch die dafu¨r
relevanten Messparameter und die Art der Datenverarbeitung genannt, d. h. die Brennweite des
Objektivs, die Integrationszeit, die Mittelung von Thermogrammen (in der Zeit), Mittelungen
von mehreren Messzyklen und Gla¨ttungen im Ort und in der Zeit. Fu¨r alle Konfigurationen gilt
das Spektralfenster 3.7-5.3 µm.
Messkonfiguration I II III IV
Probeko¨rper PVC mit PVC-Flach- große Stahl- kleine Stahl-
Nutdefekt bodenbohrung proben proben
(∨120◦, (FBB12mm, (Stahl1mm, (Stahl0.5mm,
∪3mm, . . . ) FBB8mm) Stahl0.3mm) Stahl0.9mm)
Brennweite 100 mm 100 mm 29 mm 29 mm
Integrationszeit 0.63 ms 0.63 ms 0.25 ms 0.25 ms
gemittelte Thermogramme 93 93 – 3
gemittelte Messzyklen 10 4 12 12
Gla¨ttung im Ort Linienfilter Gauss-Filter – –
(475 Werte) (15x15 Werte)
Gla¨ttung in Zeit – Gauss-Filter – –
(0-80 Werte)
Gesamtzahl der 93 · 10 · 475
gemittelten Werte ≈ 4 · 105 ≈ 8 · 104 - 107 12 36
Rausch-Standard- 0.2 mK 0.5 mK 20 mK 11 mK
abweichung sOrt
Rausch-Standard- 1.5 mK 0.7 mK 14 mK 8 mK
abweichung sZeit
Tabelle 3.10: Messkonfigurationen, ihre jeweilige Mittelung und die daraus resultierenden Rausch-
Standardabweichungen
Fu¨r jede Messkonfiguration wurden die zugeho¨rige o¨rtliche und zeitliche Rausch-
Standardabweichung bestimmt, wie in letzten beiden Zeilen der Tabelle 3.10 gezeigt. Man sieht,
dass der Datensatz der Messkonfiguration III mit der niedrigsten Mittelung erwartungsgema¨ß
die sta¨rkste Rausch-Standardabweichung besaß.
In der folgenden Tabelle sind die o¨rtlichen und zeitlichen SNR fu¨r jeden Probeko¨rper ge-
listet, da die Nutzsignale sich unterscheiden. Das ho¨chste SNR der PVC-Probeko¨rper (bei der
oberfla¨chennahen Standard-Nut unionsq3mm) ist hervorgehoben. Interessanterweise stellte dieser in
der Rekonstruktion eine Herausforderungen dar, jedenfalls fu¨r Parameter, die den Herausfor-
derungen der anderen Geometrien gerecht werden. Das niedrigste SNR, bei der kleinsten und
am tiefsten gelegenen Flachbodenbohrung bei FBB8mm, ist auch hervorgehoben und lieferte
die spannendsten Rekonstruktionsergebnisse. Das zugeho¨rige Nutzsignal lag bei 13 mK, also
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unterhalb der vom Hersteller der Kamera angegebenen Sensitivita¨tsgrenze von 20 mK.
Probeko¨rper S [mK] sOrt [mK] sZeit [mK] SNROrt[dB] SNRZeit[dB]
∨120◦ 133 0.2 1.5 28 19
∨90◦ 68 0.2 1.5 25 17
∪3mm 178 0.2 1.5 30 21
∪6mm 51 0.2 1.5 24 15
unionsq3mm 272 0.2 1.5 31 23
unionsq6mm 75 0.2 1.5 26 17
FBB12mm 347 — 163 — 31 0.5 0.7 28 — 25 — 18 27 — 24 — 16
FBB8mm 397 — 110 — 13 0.5 0.7 29 — 23 — 14 28 — 22 — 13
Stahl1mm ca. 1300 11 8 51 52
Stahl0.3mm ca. 800 11 8 49 50
Stahl0.5mm ca. 1000 20 14 47 49
Stahl0.9mm ca. 800 20 14 46 48
Tabelle 3.11: Signal-Rausch-Verha¨ltnis (SNR) fu¨r alle Probeko¨rper, berechnet mittels des jeweiligen
Nutzsignales S und der o¨rtlichen und zeitlichen Rausch-Standardabweichungen sOrt und
sZeit der zugeho¨rigen Messkonfiguration.
Die Angaben u¨ber das Rauschen wurden nicht durch Oberfla¨chenartefakte mitverursacht, da die
Rausch-Standardabweichungen mit Messdaten eines Schwarzko¨rperstrahlers ermittelt wurden,
dessen Oberfla¨che einen nahezu idealen homogenen Emissionsgrad besitzt.
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Kapitel 4
Simulation mittels der
Finite-Elemente-Methode
Die Simulation des Experiments (Vorwa¨rtsrechnung) spielt eine tragende Rolle in der Inversion
(Levenberg-Marquardt-Methode). Die Wa¨rmeleitungsgleichung wurde mit der Finite-Elemente-
Methode (FEM) gelo¨st; und zwar mit der Simulationssoftware COMSOL Multiphysics 3.5a und
dem zugeho¨rigen Heat Transfer Module, welche mit MATLAB R2008a angesteuert wurden. Als
Ergebnis wurde die Temperaturverteilung auf der Oberfla¨che und im Inneren des Probeko¨rpers
erhalten.
Die Finite-Elemente-Methode (FEM) ist ein numerisches Rechenverfahren zur Lo¨sung
partieller Differentialgleichungen fu¨r Geometrien komplexer Form mit uneinheitlichen Rand-
bedingungen. Diese Methode geho¨rt zu den Lo¨sungsmethoden, welche im Ingenieurswesen am
weitesten verbreitet sind; mit steigender Beliebtheit fu¨r instationa¨re Feldprobleme aus der Theo-
rie der Wa¨rmeleitung [Maj05]. Das Gebiet, fu¨r welches die Differentialgleichung gelo¨st werden
soll (z. B. ein Festko¨rper in 2D oder 3D), wird diskretisiert durch eine Aneinanderreihung von
einfach geformten Teilbereichen, den sogenannten finiten (d. h. endlich großen) Elementen. Je
kleiner die Elemente sind, desto genauer wird die Differentialgleichung gelo¨st. Innerhalb dieser
Elemente werden Ansatzfunktionen definiert, welche als Fitfunktionen fu¨r die Wa¨rmeverteilung
dienen. Je mehr Freiheitsgrade eine Ansatzfunktion hat, desto besser kann die Lo¨sung appro-
ximiert werden. Die Bestimmung der Ansatzfunktionen fu¨r alle Elemente erfolgt fu¨r diskrete
Zeitschritte. Fu¨r jeden Zeitschritt ist ein lineares Gleichungssystem zu lo¨sen, welches die o¨rtli-
chen Temperaturverteilung berechnet. Je kleiner die Zeitschritte sind, desto genauer wird die
Differentialgleichung gelo¨st (abgesehen von numerischer Fehlerzunahme). Besonders wenn starke
Vera¨nderungen der gesuchten Funktion im Ort oder in der Zeit zu erwarten sind, sollten dort
kleine Elemente bzw. kleine Zeitschritte gewa¨hlt werden.
4.1 Simulationsmodell eines PVC-Nutprobeko¨rpers (2D)
Die FEM lo¨st die zeitabha¨ngige Wa¨rmeleitungsgleichung (vgl. Gl. (2.22)) fu¨r temperatur-
abha¨ngige Materialparameter in 2D und 3D. Das zugrunde liegende Simulationsmodell wird
am PVC-Nutprobeko¨rper ∨120◦ erkla¨rt, bei welchem die Simulation in 2D ausreichte. Durch ei-
ne Reduzierung von 3D auf 2D wird die Simulation zeiteffizienter. Die Wa¨rmeleitungsgleichung
fu¨r eine 2D-Betrachtung lautet:
∂T (x, z, t)
∂t
=
〈∇λ(T ),∇T (x, z, t)〉
cp(T ) · ρ(T ) + a(T ) ·∆T (x, z, t), (4.1)
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wobei wir von temperaturabha¨ngigen Parametern eines homogenen, isotropen Materials ausge-
hen. Die Anfangsbedingung der Differentialgleichung lautete: Die Temperatur des Festko¨rpers
ist zum Beginn t = 0 s identisch mit der Raumtemperatur. Die Randbedingung beinhaltete die
Erwa¨rmung q0 durch die Blitzlampen an der Vorderseite des PVCs und die Abku¨hlung durch
Konvektion und linearisierter Strahlungsverluste an allen Oberfla¨chen (Vorder-, Ru¨ck- und Sei-
tenwand, vgl. Gl. (2.24) und (2.26)):
λ(T ) ·
〈(
∂T (x, z, t)
∂x
,
∂T (x, z, t)
∂z
)
, ~n
〉
= h · (TRT − T (x, z, t)) + q0(x, t). (4.2)
Fu¨r die Inversion entsprach die Raumtemperatur TRT der Raumtemperatur des Messlabors zum
Zeitpunkt der Aufnahme der jeweilig auszuwertenden Messdaten.
Um die U¨bereinstimmung zwischen Simulation und Experiment zu erho¨hen, wurden die
Blitzintensita¨t, der Wa¨rmeu¨bergangskoeffizient h und die Materialparameter fu¨r die Simulation
angepasst und wichen deshalb von den experimentell ermittelten Parametern ab. Im Folgenden
wird das fu¨r die Inversion angepasste Simulationsmodell beschrieben. Die Begru¨ndung fu¨r die
Anpassung folgt daran anschließend im Unterkapitel 4.1.1.
Gitter in 2D: Die Anordnung der Elemente wird als Gitter bezeichnet. Die Software besitzt
einen Gittergenerator, welcher fu¨r 2D-Profile ein Gitter aus Dreiecken oder Rechtecken erstellt.
Fu¨r vergleichbare Auflo¨sungen ist es in dieser Anwendung beliebig gewesen, welche Gitterform
benutzt wird, und es wurde das Dreiecksgitter gewa¨hlt. In Abbildung 4.1 sieht man beispielhaft
das Gitter fu¨r den Probeko¨rper ∨120◦.
(a) Gitter (Vollansicht): gleichma¨ßiges Dreiecksgitter bis auf eine Erho¨hung der Auflo¨sung fu¨r geringe Tiefenlage
(fu¨r ca. z < 3 mm). Dreiecksfla¨che variiert von 4 · 10−4 mm2 bis 0.15 mm2.
(b) Auschnitt der 3 mm dicken Schicht direkt unter
der Vorderseite
(c) Kleiner Auschnitt der 1 mm dicken Schicht di-
rekt unter der Vorderseite.
Abbildung 4.1: Gitter zur FEM-Berechnung des Temperaturfeldes bei ∨120◦. Die Kringel kennzeichnen
das 1 mm Raster der Ru¨ckwandstu¨tzstellen.
Abbildung 4.1(b) und 4.1(c) zeigen Ausschnitte an der Vorderseite: die Auflo¨sung erho¨hte sich
in der 3 mm dicken oberfla¨chennahen Schicht, experimentell bedingt.
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Das Dreiecksgitter fu¨r die 2D-Profile der PVC-Nutprobeko¨rper mit Ausmaße von 15x2 cm2
hatte folgende Eigenschaften:
 Circa 3 · 104 Knoten insgesamt.
 Circa 7 · 104 Dreieckselemente insgesamt.
 An der angeregten Vorderseite des Probeko¨rpers wurde eine erho¨hte Gitterauflo¨sung mit
stetiger Abnahme in die Tiefe gewa¨hlt, d. h. die kleinsten Dreiecke waren die an der Vor-
derseite angrenzenden Dreiecke und die gro¨ßten Dreiecke waren die an die Ru¨ckseite an-
grenzenden Dreiecke. Denn die Erwa¨rmung verursachte vor allem in der Schicht nahe der
Vorderseite sehr starke Temperaturgradienten, vgl. in Abb. 2.3 den Graphen fu¨r z = 0
und 1 mm. Die kleinsten Dreiecke waren 5 · 10−2 mm breit und 1.5 · 10−2 mm hoch. Damit
wurde die Vorderseite durch 3 · 103 Knoten aufgelo¨st, also ca. 6-mal feiner als durch die
457 Pixel der Messdaten. Die kleinste Dreiecksfla¨che (an der Vorderseite) betrug
A0 = 1/2 · (5 · 10−2) · (1.5 · 10−2) mm2 = 4 · 10−4 mm2. (4.3)
 Die tief liegenden Dreiecke (fu¨r z > 3 mm) waren 1 mm breit und 0.3 mm hoch. Die gro¨ßte
Dreiecksfla¨che (an der Ru¨ckseite) betrug
A0 = 0.15 mm
2. (4.4)
 Jedes Dreieck war etwa 3-mal breiter als hoch, da die Temperaturgradienten in den meisten
Fa¨llen eher senkrecht als waagerecht ins Material gerichtet waren; a¨hnlich zu [Sus09].
 Konkrete Einstellungen des COMSOL-Gittergenerators: free mesher mit dem globalen
Parameter extremely fine, mit der maximalen Elementgro¨ße fu¨r die Vorderseite von 5 ·
10−2 mm und mit einer Geometrie-Skalierung (d. h. (1) Skalierung der Geometrie mit
Faktor 3 in z-Richtung, (2) Gittergeneration, (3) Skalierung der Geometrie und des Gitters
mit Faktor 1/3 in z-Richtung). Der mapped mesher, die Alternative zum free mesher,
erlaubt eine Vorgabe der Gitterstruktur, ist aber nur fu¨r rechteckige Elemente nutzbar
(2D).
 Die FEM-Software bot keine zusa¨tzliche Adaptionsmo¨glichkeit des Gitters wa¨hrend der
FEM-Berechnung.
 Die Ansatzfunktion eines Dreiecks wurde durch ein quadratisches Polynom dargestellt,
was fu¨r Wa¨rmeleitungsprobleme einen geeigneten Kompromiss zwischen Einfachheit und
Pra¨zision darstellt [Sus09].
Fu¨r die zuverla¨ssige Gittergeneration wurden die diskreten Wanddickenangaben fu¨r das Simu-
lationsmodell auf die dritte Zentimeter-Nachkommastelle gerundet, z. B. 1.1234 cm ≈ 1.123 cm.
Erwa¨rmung: Das Modell der Erwa¨rmung in der Simulation basiert auf den Untersuchungs-
ergebnissen der Blitzlampen in Kapitel 3.2. Es folgt das zeitliche Verhalten und das o¨rtliche
Verhalten:
 In Abbildung 4.2 sieht man das Modell fu¨r die Simulation der normalisierten Wa¨rmestrom-
dichte an der Probeko¨rpervorderseite (Erwa¨rmungsmodell, schwarzer Kurve) und die mit
der Si-Diode gemessene Intensita¨t der Blitzlampe (rote Kurve, im spektralen Fenster 0.4-
1.1 µm, vgl. Abb. 3.14(d)). Die Abweichung des Erwa¨rmungsmodells von der gemessenen
Intensita¨t wurde in Kauf genommen, um schneller simulieren zu ko¨nnen, mehr dazu in
Unterkapitel 4.1.1.
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die Gewichtung des inhomogenen Erwa¨rmungsmodells erzeugt, siehe rechtsseitige Skala in
Abb. 4.3. Die Inhomogenita¨t wird fu¨r ein 1 mm Raster der Vorderseite erzeugt. Damit ist
die Erwa¨rmung durch q0(x, t) vollsta¨ndig beschrieben.
Wa¨rmeu¨bergangskoeffizient und Materialparameter: Die FEM lo¨ste die zeitabha¨ngi-
ge Wa¨rmeleitungsgleichung fu¨r temperaturabha¨ngige Materialparameter, welche von den expe-
rimentell ermittelten Materialparametern abwichen (vgl. Tabelle 3.3), so dass die U¨bereinstim-
mung zwischen Simulation und Experiment hoch war (Unterkapitel 4.1.1). Fu¨r Raumtemperatur
wurden folgende Werte genommen:
Material PVC
Wa¨rmeu¨bergangskoeffizient h 6 W/(m2 K)
spezifische Wa¨rmekapazita¨t cp 975 J/(kg K)
Temperaturleitfa¨higkeit a 1.78 · 10−7 m2/s
Dichte ρ 1.31 · 103 kg/m3
Wa¨rmeleitfa¨higkeit λ 0.228 W/(m K)
Tabelle 4.1: Fu¨r die Simulation angepasste PVC-(Material-)Parameter fu¨r Raumtemperatur TRT =
20
Die Temperaturabha¨ngigkeit wurde entsprechend Tabelle 3.4 implementiert.
Lo¨sungsverfahren: Die zeitabha¨ngige Differentialgleichung wurde fu¨r diskrete Zeitschrit-
te gelo¨st. Fu¨r jeden Zeitschritt ist ein lineares Gleichungssystem zu lo¨sen, welches durch eine
quadratische, unsymmetrische und du¨nnbesetzte Matrix beschrieben wird; Details dazu folgen:
 Das lineare Gleichungssystem ist bei einer 2D-Betrachtung meist klein (im Vergleich bei
einer 3D-Betrachtung). Deswegen reichte der Arbeitsspeicher des Rechners aus, um eine
stabile direkte Methode anstatt einer iterativen Methode zur Lo¨sung des linearen Glei-
chungssystems zu wa¨hlen. Außerdem beno¨tigen die direkten Methoden meist weniger Fein-
justierung und sind zeiteffizienter als iterative Methoden. Es wurde die ga¨ngige direkte Me-
thode UMFPACK (Unsymmetric MultiFrontal method) benutzt [Dav04], welche z. B. in
MATLAB das Standardverfahren zur Lo¨sung von Gleichungssystemen mit quadratischer,
unsymmetrischer und du¨nnbesetzter Matrix ist.
 Die Zeitabha¨ngigkeit der Differentialgleichung wurde mit dem Mehrschrittverfahren BDF
(backward differentation formulas) gelo¨st. Das BDF ist ein sehr robustes, implizites Ver-
fahren, welches fu¨r eine große Bandbreite an Problemen geeignet ist, unter anderem fu¨r die
Wa¨rmeleitungsgleichung [Maj05]. Angepasst an die Stufenbreite der Erwa¨rmung und an
die Physik wurden feinere maximale Zeitschrittvorgaben in der FEM-Berechnung gewa¨hlt,
vgl. [Sus09]. Diese Vorgaben sind in Tabelle 4.2 und in Abbildung 4.2 mit grauen Strichen
gekennzeichnet.
Zeitintervall [0, 20] ms [20, 200] ms [0.2, 2] s [2, 10] s [11, 240] s [250, 600] s
max. Schritte ∆t 0.2 ms 1 ms 10 ms 100 ms 1 s 10 s
Tabelle 4.2: Vorgaben fu¨r die maximale Zeitschrittweite bei der Lo¨sung mittels BDF
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Simulationsergebnis: In Abbildung 4.4 ist die simulierte Temperaturverteilung im Innern
des Probeko¨rpers ∨120◦ fu¨r die Zeitpunkte t = 10, 70, 600 und 1000 s als Falschfarbenbild zu
sehen.
Abbildung 4.4: Simulierte Temperaturverteilung im Innern des Probeko¨rpers ∨120◦ als Falschfarben-
bild fu¨r vier unterschiedliche Zeitpunkte nach einer impulsartigen Erwa¨rmung an der
Vorderseite zum Zeitpunkt t0 = 0 s. Die Punkte bezeichnen den wa¨rmsten (rot) und
ka¨ltesten (blau) Bereich; mit T ist die Temperaturdifferenz zur Raumtemperatur ge-
meint; mit Energieverlusten durch Konvektion und linearisierter Strahlung.
Die Wa¨rme ist nach 10 s immer noch innerhalb einer du¨nnen Schicht nahe der Vorderseite
verteilt. Nach 70 s ist eine relative Erwa¨rmung am Defekt zu sehen. Nach 600 s ist der Bereich
der relativen Erwa¨rmung am Defekt breiter geworden. Außerdem ist am Defekt bei x = 7 cm eine
geringfu¨gige relative Abku¨hlung zu sehen. Nach 1000 s ist diese Umkehrung von der relativen
Erwa¨rmung zur relativen Abku¨hlung am Defekt noch deutlicher. An der Oberfla¨che findet ein
Energieverlust durch Konvektion und linearisierter Strahlung statt.
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4.1.1 Anpassung der experimentell ermittelten Parameter
Mit dem Erwa¨rmungsmodell aus Kapitel 3.2 und den (Material-)Parametern (Tabelle 3.3 und
3.4) ist das Simulationsmodell theoretisch bestimmt. Das zeitliche Intensita¨tsverhalten wurde
jedoch aus physikalischen und numerischen Gru¨nden in vera¨nderter Form in die Simulation
u¨bernommen. Der daran anschließende Vergleich der Messung und der Simulation zeigte, dass
das Simulationsmodell in weiteren Punkten optimiert werden musste (z. B. die Temperatur-
leitfa¨higkeit).
Zeitliches Intensita¨tsverhalten: Das Modell der Erwa¨rmung in der Simulation weicht
von der gemessenen Intensita¨t der Blitzlampen in Kapitel 3.2 um eine zusa¨tzliche Erho¨hung
im Zeitintervall [2, 27] ms ab, und zwar um 12% der maximalen Intensita¨t, vgl. Abb. 4.2. Die
Gru¨nde fu¨r die ausgeglichenere Impulsform sind folgende:
 Die Intensita¨t wurde im spektralen Fenster 0.4-1.1 µm gemessen. Dadurch wird die Ge-
samtintensita¨t fu¨r Wa¨rmequellen mit niedriger Temperatur (unter 600 K) unterscha¨tzt,
vgl. Abb. 3.14(c). Da die Blitzlampen bis zu 6000 K warm werden und dann abku¨hlen,
kann man von fu¨r das gesamte spektrale Fenster 0.4-3.0 µm auf einen gebremsten Inten-
sita¨tsabfall schließen.
 Die Simulation ist durch die ausgeglichenere Impulsform zeiteffizienter [VBK10]. Das Mo-
dell bildet einen Kompromiss zwischen dem spitzen, messbaren Impuls und einem recht-
eckigen Puls, welcher zu einem besonders zeiteffizienten Modell fu¨hrt [VBK10].
Fu¨r die Wa¨rmestromdichte q0(t), welche durch die Erwa¨rmung durch die Blitzlampen an der
PVC-Vorderseite erzeugt wird, gilt mit Gl. (3.14) theoretisch:
q0(t) =  · imax(t) · I(t) =  · e∫
t I(t) dt
· I(t) = 0.963 · 0.477
J
cm2
0.0068 s
· I(t) ≈ 67.3 W
cm2
· I(t), (4.6)
wobei
  der Emissionskoeffizienten des PVCs ist (Tabelle 3.3),
 I(t) das zeitliche Erwa¨rmungsmodell ist und
∫
t I(t) dt = 0.0068 s gilt,
 e die Wa¨rmeenergiedichte im Objektbereich fu¨r zwei Blitzlampen ist (Tabelle 3.2).
Aus Gleichung 4.6 folgt, dass imax = 70.1 W/cm
2 die maximale Leistungsdichte fu¨r das
Erwa¨rmungsmodell ist. Nota bene, dieser Wert ist um (118− 70.1)/118 = 40% geringer als die
maximale Leistungsdichte von 118 W/cm2 fu¨r den gemessenen Intensita¨tsverlauf (vgl. Tabel-
le 3.2). Dadurch wurden mit dem Erwa¨rmungsmodell geringere maximale Temperaturen (ma-
ximale Temperatur 46 K bei einer Zeitauflo¨sung von ∆t = 0.2 ms des Zeitintervallbeginns
t = [0, 20] ms) und damit geringere maximale Temperaturgradienten simuliert, als wenn der
gemessene Intensita¨tsverlauf implementiert worden wa¨re (maximale Temperatur 69 K). Damit
wird die automatische FEM-Zeitschrittverfeinerung der Zeitschrittvorgabe (siehe Tabelle 4.2) in
einem geringeren Maße ausgelo¨st. Folglich dauerte die Simulation nur 279 min anstatt 322 min
(Unterschied von (322 − 279)/322 = 13%) bei identischer Zeitvorgabe. Der Unterschied liegt
jedoch eher u¨ber 13%, denn u. U. wa¨re bei der Implementierung des gemessenen Intensita¨tsver-
laufes eine Zeitvorgabe mit noch kleineren Zeitschritten am Zeitintervallbeginn sinnvoller als die
Vorgabe in Tabelle 4.2. Diese Anpassung der Zeitvorgabe ist sinnvoll, wenn die simulierte Tem-
peratur fu¨r eine minimale A¨nderung in der Zeitvorgabe starke Abweichungen aufweist. Mit einer
Zeitvorgabe mit noch kleineren Zeitschritten wu¨rde die Simulation jedoch la¨nger dauern. Zusam-
mengefasst gilt: Die Abweichung des Erwa¨rmungsmodell von dem gemessenen Intensita¨tsverlauf
sorgte dafu¨r, dass die FEM-Berechnung schneller war, entsprechend [VBK10].
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Diese Erwartung wurde erfu¨llt, wie im Defektzentrum zu sehen ist: die dunkelgraue Kur-
ve ist dort glatt wie die Geometrie (braun). Die hellgraue Kurve ist dort vergleichsweise
unregelma¨ßig, was nur durch eine Gitterverfeinerung ha¨tte vermieden werden ko¨nnen.
Nota bene, die Absolutwerte fu¨r die Berechnung mit dem breiten Dreieck waren betraglich
10-mal ho¨her als mit dem schmalen Dreieck. Der Grund ist, dass bei der Berechnung der
Ableitungsmatrix die Temperaturdifferenz durch die Dreieckstiefe (1 bzw. 0.1 mm) divi-
diert wurde. Die beiden Dreiecke identischen Fla¨cheninhalts hatten also a¨hnliche Tempe-
raturdifferenzen verursacht. Fu¨r die Festlegung, dass durch die Dreieckstiefe geteilt werden
soll, ist die Berechnung mit dem breiten Dreieck von Vorteil. Gerade bei einem tiefliegen-
den Defekt, fu¨r welchen in jedem Fall kleine Absolutwerte erwartet werden, lassen sich auf
diese Weise noch aussagekra¨ftige Ableitungsmatrizen berechnen.
Die Vorteile des breiten Dreiecks u¨berwogen; und damit ist die Wahl der
”
infinitesimalen“
A¨nderung (zumindest fu¨r das verwendete Gitter) gerechtfertigt. Weitere Untersuchungen der
Ableitungsmatrix – speziell im Zusammenhang mit der Anwendung auf die genannten Nut-
probeko¨rper – folgen in Unterkapitel 5.3.6, nachdem die Ru¨ckwandgeometrien mittels der
Levenberg-Marquardt-Methode rekonstruiert worden sind, fu¨r welche die Ableitungsmatrix be-
rechnet werden muss.
4.2 Simulationsmodell bei Flachbodenbohrungen (3D)
Das Simulationsmodell fu¨r die Flachbodenbohrungen war dreidimensional, da mit diesen
Probeko¨rpern eine dreidimensionale Rekonstruktion durchgefu¨hrt wurde.
Randbedingung: Um zeiteffizient simulieren zu ko¨nnen, wurden die Flachbodenbohrungen
isoliert voneinander simuliert. Der jeweilige Ausschnitt des Probeko¨rpers hatte Ausmaße von
4x4x2 cm3 und war zentriert um die einzelne Bohrung. Zur Vereinfachung wurde an den Sei-
tenwa¨nden des Modells, welche nicht mit den Seitenwa¨nden des Probeko¨rpers u¨bereinstimmten,
Isolation als Randbedingung angenommen:
λ(T ) ·
〈(
∂T (x, y, z, t)
∂x
,
∂T (x, y, z, t)
∂y
,
∂T (x, y, z, t)
∂z
)
, ~n
〉
= 0, (4.10)
d. h. die Wa¨rmestromdichte war dort Null, vgl. Gl.(2.24).
Geometrie: Die diskrete Ru¨ckwandgeometrie des 2 mm Rasters wurde auf zwei Arten inter-
poliert: linear bzw. konstant; diese werden beispielhaft an einer gewo¨lbten Ru¨ckwandgeometrie
skizziert. In Abbildung 4.12 sieht man links die glatte Variante (Surf-Option in MATLAB) und
rechts die Variante, bei welcher der Probeko¨rper durch unterschiedlich hohe Quader zusammen-
gesetzt wird.
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(a) mit der Surf-Option von MATLAB (b) mit Quader unterschiedlicher Ho¨he
Abbildung 4.12: Interpolationsarten der diskreten 3D-Geometrie (Skizze)
Es wurden beide Varianten getestet und die Surf-Option fu¨hrte zu einer zeiteffizienteren
FEM-Berechnung. Das liegt daran, dass bei der Darstellung durch a¨hnlich hohe Quader viele
sehr kleine Gitterelemente an der Ru¨ckseite des PVCs erzwungen werden. Diese Gitterelemente
existieren nur aus geometrischen Gru¨nden und sind fu¨r die Simulationsgenauigkeit von geringer
Bedeutung. Die Surf-Option hatte den Vorteil, dass die Anzahl der ru¨ckseitigen, kleinen Ele-
mente geringer war. In dieser Arbeit werden die 3D-Simulationen mit der Surf-Option modelliert.
Gitter: Der Probeko¨rper-Ausschnitt fu¨r die Flachbodenbohrung mit 8 mm Durchmesser
und Restwandsta¨rke 3 mm ist in Abbildung 4.13(a) zu sehen. Das zugeho¨rige Tetraedergitter
wird in Abbildung 4.13(b) gezeigt.
(a) Auschnitt der Geometrie (b) Gitter fu¨r den halbierten Ausschnitt
Abbildung 4.13: Gitter beim Probeko¨rper FBB8mm fu¨r den Ausschnitt um die Bohrung mit RWS
3 mm
Das Tetraedergitter fu¨r die 3D-Geometrie der Ausschnitte der PVC-Flachbodenbohrungen mit
Ausmaße von 4x4x2 cm3 hatte folgende Eigenschaften:
 Circa 4 · 104 Knoten insgesamt.
 Circa 2 · 105 Tetraederelemente insgesamt.
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 Die maximale Seitenla¨nge eines vorderseitigen Tetraeders war 1 mm; fu¨r einen ru¨ckseitigen
und fu¨r einen innen liegenden Tetraeder ebenso.
 Konkrete Einstellungen des COMSOL-Gittergenerators: free mesher mit dem globalen
Parameter extra fine (d. h. eine Stufe gro¨ber als extremely fine) und mit der maximalen
Elementgro¨ße fu¨r die Vorderseite von 1 mm.
Das Gitter war also etwas gro¨ber gewa¨hlt worden als fu¨r die 2D-Betrachtung, da bei der
3D-Rekonstruktion die Machbarkeit der 3D-Rekonstruktion im Vordergrund lag und nicht die
Simulations- und Rekonstruktionsgenauigkeit. Außerdem bildete die Stabilita¨t des Gittergene-
rators eine Begrenzung der Verfeinerung.
Erwa¨rmung: Es musste auf die o¨rtlich inhomogene Erwa¨rmung im Simulationsmodell ver-
zichtet werden, da die Kombination des groben Gitters mit der implementierten Inhomogenita¨t
zu unbefriedigenden Simulationsergebnissen fu¨hrte.
Lo¨sungsverfahren: Fu¨r das lineare Gleichungssystem einer 3D-Betrachtung war der
iterative Lo¨ser GMRES (generalized minimal residual) gewa¨hlt worden, da er fu¨r allgemeine
Gleichungssysteme (ohne Symmetrieeigenschaften) geeignet ist [Kel87]. Fu¨r den iterativen
Lo¨ser wurde der schnelle und speicher-effiziente Vorkonditionierer geometric multigrid gewa¨hlt,
welcher als ga¨ngiges Verfahren gilt [DW11].
Sensitivita¨t: Die Ableitungsmatrix wurde mit der
”
infinitesimalen“ A¨nderung um
d = 1 mm (4.11)
berechnet. Bei der 3D-Berechnung war eine sta¨rkere A¨nderung als um d = 1 · 10−1 mm (2D)
no¨tig, da Wa¨rmeverluste in y-Richtung stattfanden.
Materialparameter: Die Temperaturabha¨ngigkeit wurde bei der 3D-Simulation ver-
nachla¨ssigt. Der Gebrauch der Materialparameter bei Raumtemperatur beschleunigte die
Berechnung.
Die restlichen Definitionen des Simulationsmodells in 3D entsprechen dem in 2D.
4.3 Simulationsmodell bei Stahl-Probeko¨rpern (2D)
Die Stahl-Probeko¨rper wurden als 2D-Profile simuliert, um den Querschnitt an einem Defekt zu
rekonstruieren. Die Kru¨mmung der Rohrteile blieb bei dem Simulationsmodell unberu¨cksichtigt.
Gitter: Das Gitter wurde wie bei den PVC-Nutprobeko¨rpern erstellt, bis auf den Zusatz,
dass die maximale Seitenla¨nge eines Dreieckselements auf 1.5 · 10−1 mm beschra¨nkt wurde.
Damit lag die Gesamtanzahl der Dreieckselemente bei ca. 2 · 105. Dieses feinere Gitter ist
notwendig, da die Stahl-Probeko¨rper sta¨rker erwa¨rmt wurden als die PVC-Probeko¨rper.
Wa¨rmeu¨bergangskoeffizient und Materialparameter: Bei der Simulation der Stahl-
Probeko¨rper wurden die temperaturabha¨ngigen und experimentell ermittelten (Material-) Pa-
rameter aus Kapitel 3.3 verwendet; bis auf den Wa¨rmeu¨bergangskoeffizienten h. Hier wurde
h = 6
W
m2 K
(4.12)
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gewa¨hlt.
Erwa¨rmung: Die Stahl-Probeko¨rper wurden mit vier Blitzlampen erwa¨rmt. Fu¨r den zu-
geho¨rigen Messaufbau wurde erwartungsgema¨ß eine fast doppelt so hohe Wa¨rmeenergiedichte
experimentell ermittelt wie bei dem Messaufbau mit zwei Blitzlampen, vgl. Tabelle 3.2. In der
Simulation musste jedoch mit einer mehr als doppelt so hohen Wa¨rmeenergiedichte erwa¨rmt
werden, damit die synthetischen Daten und Messdaten eine hohe U¨bereinstimmung hatten. Die
Blitzintensita¨t mit vier Blitzlampen wurde in der Simulation mit
q0(t) = 152.8 · I(t) W
cm2
(4.13)
modelliert, vgl. mit Gl. (4.6) bzw. (4.5). Die Inhomogenita¨t der Erwa¨rmung wurde bei den
Stahl-Probeko¨rpern vernachla¨ssigt, da die starke Inhomogenita¨t im wa¨rmsten Thermogramm
nicht mit der Wa¨rmeverteilung der darauffolgenden Thermogramme u¨bereinstimmt. Starke
Reflexionen an Stahlsplittern (wegen des relativ niedrigen Emissionsgrads von Stahl im
Vergleich mit der Plakafarbe) an und innerhalb der Plaka-Beschichtung verhindern die Analyse
der Inhomogenita¨t der Erwa¨rmung. Da die Kru¨mmung der Rohrteile in der Simulation
vernachla¨ssigt wurde und im Experiment fu¨r eine Versta¨rkung der mittigen Erwa¨rmung sorgte,
sind die lateralen Wa¨rmestromdichten der Simulation u. U. geringer als im Experiment.
Sensitivita¨t: Da die maximale Wanddicke der Stahl-Probeko¨rper geringer war als bei
den PVC-Probeko¨rpern, wurden zuna¨chst geringere
”
infinitesimale“ A¨nderungen getestet: d =
3 · 10−2 mm und d = 1 · 10−2 mm (anstatt d = 1 · 10−1 mm). Die Ableitungsmatrizen – spal-
tenweise gemittelt – ergaben jedoch fu¨r eine glatte Ru¨ckwandgeometrie keine glatten Kurven.
Damit wurde der Ansatz verworfen, wie fu¨r die PVC-Probeko¨rper eine
”
infinitesimale“ A¨nde-
rung zu finden, welche so klein ist, dass die Gitterstruktur vor und nach der A¨nderung identisch
ist (bis auf eine Deformation der angrenzenden Elemente, d. h. bis auf eine stetige A¨nderung
des Gitters). Der alternative Ansatz war, eine
”
infinitesimale“ A¨nderung zu finden, welche so
groß ist, dass die zugeho¨rigen Temperatura¨nderungen stark genug sind, um von unstetigen Git-
terstruktura¨nderungen unbeeintra¨chtigt zu bleiben. Eine zufriedenstellende Ableitungsmatrix
(glatt nach spaltenweiser Mittelung) ergab bei den Stahl-Probeko¨rpern die Berechnung mit der
”
infinitesimalen“ A¨nderung um
d = 5 · 10−1 mm. (4.14)
Abgesehen davon sind die 2D-Simulationsmodelle fu¨r die PVC- und die Stahl-Probeko¨rper
identisch.
4.4 Simulationsgenauigkeit
Simulierte Daten beinhalten eine Reihe von Fehlerquellen: Fehlerfortschritt bei iterierten Ver-
fahren, Quantisierungsrauschen, systematischer Fehler, d. h. idealisierte Modellvorstellung und
Vernachla¨ssigen komplexer physikalischer Wirkmechanismen.
Im Unterkapitel 4.1.1 wurde die Simulation fu¨r die PVC-Probeko¨rper am Probeko¨rper ∨120◦
optimiert. Der zugeho¨rige Vergleich der synthetischen Daten mit den Messdaten wurde z. B. in
Abb. 4.6 gezeigt. Nun wird in Abbildung 4.14 der Vergleich fu¨r den Nutprobeko¨rper unionsq3mm,
bei welchem die Abweichung sehr groß war, gezeigt. In Abbildung 4.14(a) sieht man die Tem-
peraturlinie fu¨r t = 30, 70 und 300 s: Die Temperaturabweichung war vor allem am Defekt fu¨r
kontraststarke Zeitpunkte sehr groß, z. B. 140 mK fu¨r t = 70 s. In Abbildung 4.14(b) sieht man
die maximale Temperaturabweichung von 159 mK zum Zeitpunkt t = 53 s.
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Messkonfiguration I II III und IV
Probeko¨rper PVC-Nut PVC-FBB-Ausschnitt Stahl-Probe
Simulationsfehler [mK] 17.6 16.3 327.3
ØT [K] 0.24 0.24 0.69
relativer Simulationsfehler [%]
(mit Zeile 1 und 2) 7.4 6.8 47.4
Simulationsdauer [min] 4.7-6 18-40 ca. 17
Dimension 2D 3D 2D
Tabelle 4.4: Simulationsfehler und Simulationsdauer (auf PC mit acht Doppelkernen, 2.4 GHz Taktfre-
quenz) fu¨r synthetische Daten je Messkonfiguration. Mit ØT wird die Durchschnittstem-
peratur (bzgl. Ort, Zeit und Raumtemperatur) der Messdaten bezeichnet, welche auch in
der Iteration ausgewertet werden, d. h. bei PVC fu¨r das Zeitintervall t = [10, 600] s und bei
Stahl fu¨r [0.1, 6] s.
Die Stahl-Proben wurden also deutlich schlechter simuliert, was aber an den ho¨heren Tempera-
turen des Probeko¨rpers und der sta¨rkeren Erwa¨rmung lag. Fu¨r die Dauer der 3D-Simulation der
Flachbodenbohrungen ist der Unterschied sehr groß, ob fu¨r die reale Geometrie oder fu¨r abge-
flachte Variationen der Bohrungen simuliert wird. Bei der Inversion dauerte eine 3D-Simulation
einer approximierten Flachbodenbohrung etwa 18 min. Die Simulationen wurden auf einem PC
mit acht Doppelkernen mit 2.4 GHz Taktfrequenz (64-Bit-Architektur, 72 GB RAM Arbeits-
speicher und Ubuntu 10.04 LTS als Betriebssystem) durchgefu¨hrt. COMSOL rechnete parallel
auf den acht Doppelkernen.
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Kapitel 5
Rekonstruktion in 2D (PVC)
Mit der Levenberg-Marquardt-Methode wird fu¨r folgende Fa¨lle die Wanddicke aus experimentell
ermittelten thermografischen Daten rekonstruiert:
 2D- und 3D-Rekonstruktionen der Probeko¨rpergeometrie
 Probeko¨rper aus PVC und Stahl
 Probeko¨rper mit ku¨nstlichen und mit auf natu¨rlichem Wege entstandenen Defekten.
In diesem Kapitel 5 werden 2D-Rekonstruktionen an den sechs PVC-Probeko¨rpern mit
Nutdefekten durchgefu¨hrt. Die detaillierte Untersuchung der Levenberg-Marquardt-Methode
fu¨r diese Anwendung wird anhand den Nutdefekten unternommen. In Kapitel 6 werden
die 3D-Rekonstruktionen an den zwei PVC-Probeko¨rpern mit je drei Flachbodenbohrungen
vorgenommen. In Kapitel 7 werden 2D-Rekonstruktionen an den vier Stahl-Probeko¨rpern
vorgenommen, welche u. a. die auf natu¨rlichem Wege entstandenen Defekte besitzen.
In diesem Kapitel 5 wird die 2D-Ru¨ckwandgeometrie der PVC-Nutprobeko¨rper rekonstru-
iert. Dafu¨r wird zuerst der optimale Startwert fu¨r die Levenberg-Marquardt-Methode gesucht:
Ergebnisse direkter Methoden werden in Kapitel 5.1 miteinander verglichen. Dann werden die
optimalen Rekonstruktionsergebnisse der Levenberg-Marquardt-Methode in Kapitel 5.2 gezeigt.
Darauf folgt in Kapitel 5.3 die Diskussion dieser Ergebnisse. Die Diskussion umfasst die Repro-
duzierbarkeit der Ergebnisse, das Konvergenzverhalten und den Vergleich mit der Auswertung
von synthetischen, rauschfreien Daten. Dieser Teil der Diskussion sta¨rkt das Vertrauen in die
Inversionsmethode. Darauf folgt die Diskussion der Ableitungsmatrizen, der Regularisierung der
Pseudo-Inversen, der Gla¨ttung der Messdaten und der Gla¨ttung der Startwerte und u. U. der
berechneten Geometrien. Dies rechtfertigt die Art und Weise der Definition der infinitesimalen
A¨nderung fu¨r die Ableitungsmatrix und die anderen Parameter, welche die optimierte Anwen-
dung der Levenberg-Marquardt-Methode garantieren. Außerdem wird gezeigt, wie die Inversion
korrekte Ru¨ckwandgeometrien als Startwert vera¨ndert und wie z. B. flache Defektkanten verbes-
sert werden. Dadurch wird der Vorteil der 2D-Betrachtung der Wa¨rmeleitungsgleichung deut-
lich (gegenu¨ber den direkten Verfahren, welche meist auf 1D-Betrachtungen basieren). Ferner
wird der Einfluss der Qualita¨t des Startwertes auf die Ergebnisse anhand schlechter Startwerte
gezeigt. Das Ende der Diskussion bildet der Vergleich mit der Anwendung der iterativen Echo-
defect-shape-Methode. Zum Teil wird die Diskussion anhand einer variierten, zeiteffizienteren
Inversionskonfiguration gefu¨hrt; und zwar wird die Ableitung approximativ mit der Broyden-
Methode bestimmt, wie in Kapitel 5.3.4 beschrieben.
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5.1 Optimaler Startwert
In diesem Kapitel wird der optimale Startwert fu¨r die Iteration der Levenberg-Marquardt-
Methode gesucht. Dafu¨r werden die direkten Rekonstruktionsmethoden (Kapitel 2.2) an den
Messdaten der Nutprobeko¨rper angewendet und miteinander verglichen. Die Rekonstruktions-
ergebnisse der fu¨r diese Messdaten optimalsten Methode werden am Ende des Kapitels gezeigt.
Abbildung 5.1: kontraststa¨rkste, gemessene Tem-
peraturlinie
Temperaturkontraste: Zuerst sollen die
Temperaturdaten na¨her untersucht werden.
Die experimentell gewonnenen Temperatur-
daten beschra¨nkten sich bei den Nutpro-
beko¨rpern aufgrund des Linienfilters auf eine
Temperaturlinie je Messzeitpunkt. Besonders
aussagekra¨ftig ist der Zeitpunkt, fu¨r welchen
der Kontrast (die Temperaturdifferenz an der
Oberfla¨che) zwischen dem Defekt und einer
Referenzstelle am sta¨rksten ist. Grundsa¨tzlich
gilt, dass der Kontrast fu¨r tiefer liegende De-
fekte spa¨ter zu sehen ist als fu¨r oberfla¨chen-
nahe Defekte. In Abbildung 5.1 sieht man die
Temperaturlinie fu¨r den jeweils kontraststar-
ken Zeitpunkt fu¨r alle Nutprobeko¨rper. Fol-
gende Informationen waren daraus nicht ablesbar:
 Defektgeometrie. Ohne weitere Auswertung konnte man nicht auf ein V-, U- oder eine
Rechteckprofil schließen.
 Defektbreite. Der Kontrast war breiter bei den schmalen Defekten (U- und Rechteckprofile
mit Breite 2 cm) als bei den breiten Defekten (V-Profile mit Breite > 3 cm).
 Restwandsta¨rke (d. h. Wanddicke u¨ber Defektzentrum). Der Kontrast fu¨r t = 70 s ist
unterschiedlich stark, obwohl sie fu¨r gleich tiefe Defekte (Restwandsta¨rke 3 mm) gemessen
wurden.
Vergleich von sieben direkten Methoden: Mittels direkter Methoden kann man schnell
quantitative Angaben u¨ber die Ru¨ckwandgeometrie erhalten. Die verschiedenen direkten Metho-
den aus Kapitel 2.2 wurden am Probeko¨rper unionsq6mm angewendet und verglichen, da dieser einen
schwer zu rekonstruierbaren, tief liegenden Defekt besitzt. In Abbildung 5.2 sieht man die Er-
gebnisse, welche mit der realen Geometrie (braune Kurve) verglichen werden mu¨ssen. Zusa¨tzlich
wurde auch die skalierte kontraststa¨rkste Temperaturlinie abgebildet (gelbe Kurve).
Abbildung 5.2: Rekonstruktion der Ru¨ckwand bei Probeko¨rper unionsq6mm mittels direkter Methoden (Ka-
pitel 2.2.1), welche die experimentellen Daten auswerten
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tiefliegende Defekte (∪6mm und unionsq6mm) erreichten dagegen ein Maximum von ca. Kr = 0.4 fu¨r
einen Zeitpunkt t > 300 s.
Abbildung 5.4: Kontrast am Defektzentrum
je Probeko¨rper
Abbildung 5.5: Kontrast bei Breite x =
9.7 cm
Es wurde der Zeitpunkt, fu¨r den die Kurve den Schwellwert 0.07 u¨berschreitet, ausgewertet (mit
Gl. (2.50)). Auf diese Weise war schon in der Abbildung eine Gruppierung zwischen den zwei
Restwandsta¨rken 3 mm und 6 mm mo¨glich.
In Abbildung 5.5 wird der Kontrast bei Breite x = 9.7 cm (abseits des Defektzentrums)
gezeigt; und zwar fu¨r die Probeko¨rper unionsq6mm und ∨120◦, vgl. Abb. 5.3. Beide Kontrastkur-
ven erreichten den Schwellwert, obwohl im einen Fall eine Defektstelle und im anderen Fall
eine defektfreie Stelle ha¨tte rekonstruiert werden sollen. Bei unionsq6mm wurde wegen dem lateralen
Wa¨rmefluss fa¨lschlicherweise im defektfreien Gebiet ein Defekt rekonstruiert. Bei ∨120◦ wird
der Defektrand detektiert. Ein kleinerer Schwellwert ha¨tte zu einer besseren Rekonstruktion der
flachen Defektkante bei ∨120◦ gefu¨hrt, jedoch auch zu einer schlechteren Rekonstruktion der
scharfen Defektkante bei unionsq6mm. Fu¨r einen gro¨ßeren Schwellwert ha¨tte man umgekehrte Vor-
und Nachteile. Deswegen bot der Schwellwert C0 = 0.07 einen guten Kompromiss zwischen
Defekten mit flach ansteigenden und steil ansteigenden Defektkanten.
Wenn die gesamte Messzeit 600 s betrug, war mit Gl. (2.50) die Bestimmung der Dicke
grundsa¨tzlich beschra¨nkt auf maximal
z =
√
−a · tmax · lnC0 =
√−a · 600 s · ln 0.07 = 1.52 cm, (5.1)
wobei a die Temperaturleitfa¨higkeit von PVC und C0 = 0.07 der Schwellwert war. Eine ho¨here
Schranke fu¨r die Bestimmung der Dicke (z. B. bis zu 2 cm) wu¨rde theoretisch durch eine la¨ngere
Messzeit (1000 s) oder einen kleineren Schwellwert (C0 = 0.01) erreicht werden. In der Pra-
xis fu¨hrte dies jedoch zu vermehrten Fehlinterpretationen durch Rauschen und durch laterale
Wa¨rmeflu¨sse. Wegen der Beschra¨nkung der Bestimmung der Dicke auf 1.52 cm ist eine ku¨nstli-
che Unstetigkeit zu erwarten: Eine Wanddicke ist entweder 2 cm oder kleiner als 1.52 cm dick.
Damit waren Gla¨ttungen der Ru¨ckwandgeometrie an den ku¨nstlichen Defektra¨ndern gerechtfer-
tigt.
Ergebnisse der direkten Methode: Die Auswertung der experimentell gewonnen Tem-
peraturdaten der Nutprobeko¨rper mittels der Echo-defect-shape-Methode mit dem Schwellwert
C0 = 0.07 und den (Material-)Parametern aus Tabelle 3.3 ergab folgende Ru¨ckwandrekonstruk-
tionen, die in Abb. 5.6-5.8 dargestellt sind. Diese bildeten den Startwert fu¨r die Iteration der
Levenberg-Marquardt-Methode.
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5.2 Rekonstruktionsergebnisse
In diesem Kapitel wurde die Levenberg-Marquardt-Methode an den sechs Nutprobeko¨rpern
zur 2D-Rekonstruktion angewendet. Die gegla¨tteten Startwerte des vorigen Kapitels wurden
verbessert, indem in jedem Iterationsschritt die Ableitung aufs Neue mit der zeitaufwendigen
Differenzenmethode berechnet wurde. Deswegen wird diese Inversionskonfiguration mit
”
Diffe-
renzenmethode“ betitelt.
Die Iteration wurde mit dem Diskrepanzprinzip beendet, Details in Unterkapitel 5.3.2. Die
Stu¨tzpunkte fu¨r die Wanddickenauflo¨sung sind mit dem Abstand 1 mm a¨quidistant gewa¨hlt
worden und erlaubten dadurch eine zufriedenstellende o¨rtliche Auflo¨sung. Eine Adaption der
Trust-Region durch Variation des Regularisierungsparameter war nicht erforderlich, also blieb
der Regularisierungsparameter innerhalb der Iteration konstant, Details in Unterkapitel 5.3.7.
Weitere Inversionsparameter folgen in Tabelle 5.1.
Parameter Wert oder Methode
Abstand der Stu¨tzwerte 1 mm
Schwellwert fu¨r Echo-defect-shape-Methode C0 = 0.07
Gesplitteter Regularisierungsparameter
fu¨r Levenberg-Marquardt-Methode α = [40, 150, 40]
Diskrepanzwert 17 mK
Methode zur Berechnung der Ableitung Differenzenmethode
Tabelle 5.1: Parameter der Inversionskonfiguration
”
Differenzenmethode“
Das a priori Wissen: Um optimale Rekonstruktionsergebnisse zu ermo¨glichen, wird fu¨r Inver-
sionen im Allgemeinen a priori Wissen, d. h. in diesem Fall hilfreiche Annahmen oder Vorwissen
u¨ber die reale, zu rekonstruierende Ru¨ckwandgeometrie, beno¨tigt. Eine U¨bersicht des angewen-
deten a priori Wissens folgt in Tabelle 5.2:
a priori
Wissen Nr.
Inhalt des a priori Wissens Folgerung
Erstes Die Materialdicke ist maximal 2 cm. zk ≤ 2 cm
Zweites Das Defektzentrum, d. h. die geringste Dicke, wird
zuverla¨ssig durch die Echo-defect-shape-Methode
berechnet.
gesplittetes α
Drittes Der Defektbereich wird zuverla¨ssig durch die Echo-
defect-shape-Methode bestimmt, d. h. eine mit die-
ser Methode gewonnene Information u¨ber die Ab-
wesenheit eines Defektes ist zuverla¨ssig.
Ableitung wird nur im
Defektbereich berech-
net.
Viertes Die Form des Defektes ist schlicht, d. h. die Rest-
wandsta¨rke nimmt zum Defektzentrum hin mono-
ton ab.
zk wird bei Bedarf und
in Abha¨ngigkeit der De-
fektbreite gegla¨ttet.
Tabelle 5.2: Das a priori Wissen fu¨r die Inversion um die genaue Ru¨ckwandgeometrie z zu rekonstru-
ieren (Inversionskonfiguration
”
Differenzenmethode“)
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Details zu dem a priori Wissen:
 Erstes a priori Wissen: In der Praxis der zersto¨rungsfreien Pru¨fung ist die Maxi-
maldicke des Materials (das erste a priori Wissen) meist bekannt; und die Kenntnis der
Maximaldicke ist schon allein fu¨r die Anwendung der Echo-defect-shape-Methode notwen-
dig. Innerhalb der Iteration verursachte die Anwendung des ersten a priori Wissens nur
geringfu¨gige A¨nderungen von maximal 1 mm in der berechneten Materialdicke.
 Zweites a priori Wissen: Die Auswirkung des zweiten a priori Wissens, d. h. des gesplit-
teten Regularisierungsparameters, wird in einem gesonderten Unterkapitel 5.3.7 diskutiert.
 Drittes a priori Wissen: Durch das dritte a priori Wissen, dass die Angabe durch die
Echo-defect-shape-Methode u¨ber die Defektfreiheit zuverla¨ssig ist, wurde der Algorithmus
zeiteffizienter, denn die Berechnung der Ableitung fu¨r A¨nderungen an defektfreien Ober-
fla¨chenpunkten wurde u¨berflu¨ssig. Eine komplette Berechnung der Ableitung ha¨tte ohnehin
zu einer – laut des ersten a priori Wissens – unerlaubten und geringen Verdickung der
Materialdicke gefu¨hrt, z. B. im ersten Iterationsschritt um maximal 0.6 mm fu¨r beliebigen
Nutprobeko¨rper.
 Viertes a priori Wissen: Mit dem vierten a priori Wissen wurde die Inversion fu¨r ein-
fache Defektgeometrien optimiert, d. h. dass man eine schlichte Ru¨ckwandgeometrie zu re-
konstruieren erwartete, deren Restwandsta¨rke zum Defektzentrum hin monoton abnimmt.
Wenn diese Erwartung der Monotonie innerhalb der Iteration nicht erfu¨llt wurde, durfte
die Ru¨ckwandgeometrie gegla¨ttet werden. Diese Gla¨ttung, welche speziell fu¨r die Inversi-
onskonfiguration mit der Differenzenmethode notwendig war, entspricht einer zusa¨tzlichen
Regularisierung des Verfahrens, Diskussion und weitere Details in Unterkapitel 5.3.3. Auf
die berechnete Ru¨ckwandgeometrie (k > 2) wurde ein Gauss-Filter (Tiefpassfilter) mit
Standardabweichung von 40 Werten (also 40 mm) auf eine variable Anzahl von benach-
barten Werten angewandt. Wenn die Breite des berechneten Defektes gro¨ßer als 6.5 cm
war, wurde der Filter auf 15 benachbarte Werte angewandt (also auf 15 mm – nur bei
∨120◦); fu¨r kleinere Defekte wurde der Filter auf 5 benachbarte Werte angewandt (also
5 mm).
Rekonstruktionsergebnisse: Die Abbildungen 5.10-5.12 zeigen die reale, echte Geometrie,
den gegla¨tteten Startwert der Ru¨ckwandgeometrie, welcher mit der Echo-defect-shape-Methode
berechnet wurde, und die daraus resultierende rekonstruierte Ru¨ckwandgeometrie (Rekonstruk-
tion), welche mit der Levenberg-Marquardt-Methode berechnet worden ist.
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Details zu dem Rekonstruktionsergebnis:
 Der Probeko¨rper ∨120◦ wurde in seinem Defektbereich und seinem Referenzbereich sehr
gut rekonstruiert, Abb. 5.10(a). Die Defektbreite wurde fu¨r beinahe alle Tiefenlagen gleich
gut rekonstruiert.
 Der Probeko¨rper ∨90◦ war durch sein im Vergleich zu ∨120◦ kleineres Defektvolumen eine
hilfreiche Herausforderung wa¨hrend des Optimierungsprozesses der Inversionsparameter,
Abb. 5.10(b). Sogar bei der Breite x = 5 cm wurde der Startwert verbessert, sodass die
Defektbreite gut rekonstruiert werden konnte. Das Defektzentrum wurde bei ∨120◦ etwas
zu du¨nn und bei ∨90◦ etwas zu dick rekonstruiert.
 Der Probeko¨rper ∪3mm wurde fu¨r den ganzen Defektbereich x = [6.5, 8.5] cm gut re-
konstruiert: Die Rundung der Defektform war klar erkennbar, Abb. 5.11(a). Die scharfen
Kanten wurden fast vollsta¨ndig rekonstruiert, d. h. die reale Defektbreite in der Tiefe
z = 2 cm war nur um 0.6 cm schmaler als die rekonstruierte Defektbreite.
 Der Probeko¨rper ∪6mm war komplexer, da die Restwandsta¨rke gro¨ßer war, Abb. 5.11(b).
Nichtsdestotrotz ist die runde Form in der Rekonstruktion erkennbar und die Defektbreite
ist durch die Iteration stark verbessert worden.
 Am Probeko¨rper unionsq3mm sind – fu¨r eine relativ schwache Regularisierung – typische Schwin-
gungen der Levenberg-Marquardt-Methode sichtbar, mehr dazu in Kapitel 5.3.3 und 5.3.6.
Außerdem sieht man an diesem Probeko¨rper die Bedeutung der zweiten a priori Wissen:
der Startwert war gut fu¨r den Defektbereich x = [6.5, 8.5] cm, Abb. 5.12(a). Um die
guten, minimalen Dickenangaben zu konservieren, wurde eine starke Regularisierung fu¨r
diesen Bereich gewa¨hlt. Dennoch wurden durch die Anwendung der Levenberg-Marquardt-
Methode diese Werte um 2 mm vera¨ndert. Mit einem gro¨ßeren Regularisationsparameter
(α ≥ 150) ha¨tte man ein in diesem Aspekte leicht besseres Ergebnis erwarten ko¨nnen,
dennoch wurde die schnelle Konvergenz mit α = 150 bevorzugt. Die Rekonstruktion des
Rechteckprofiles war im Ganzen nahe an der realen Geometrie.
 Der Probeko¨rper unionsq6mm war aufgrund seines relativ kleinen Defektvolumens eine besondere
Herausforderung, aber seine Defektbreite war gut bei der Tiefe y = 1 cm rekonstruiert,
Abb. 5.12(b). Die Abweichung der Rekonstruktion zur realen Geometrie bei Breite x =
6.7 cm war u¨berraschend, da die Dicke hier gering und der Startwert sehr gut war; die
rekonstruierten Kanten bei x ≈ 6.5 und ≈ 8.5 cm sind verwischt.
Durchschnittlicher Fehler: Zur U¨bersicht sind in der folgenden Tabelle fu¨r jeden Pro-
beko¨rper die Anzahl der beno¨tigten Iterationsschritte, der maximale Fehler des Punktes und
der durchschnittliche Fehler des Startwertes und der Rekonstruktion gelistet. Der maximale
Fehler des Punktes wurde fu¨r dicke bzw. du¨nne Bereiche (z ≥ 1 cm bzw. z < 1 cm) getrennt
betrachtet, da man fu¨r du¨nne Bereiche einen kleineren Fehler erwartet als fu¨r dicke Bereiche. Der
durchschnittliche Fehler einer Ru¨ckwandgeometrie wird mit Gl. (2.56) berechnet. Im Folgenden
wird
”
im Mittel aller Probeko¨rper“ als arithmetischer Mittelwert berechnet und mit
”
im Mittel“
oder Ø abgeku¨rzt.
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Probeko¨rper ∨120◦ ∨90◦ ∪3mm ∪6mm unionsq3mm unionsq6mm Ø
Fehler des gegla¨tteten Startwertes
max. Fehler fu¨r z ≥ 1 cm [mm] 4.22 5.74 14.12 11.45 16.68 13.36 10.93
max. Fehler fu¨r z < 1 cm [mm] 3.48 3.44 3.98 1.93 0.29 0.55 2.28
Durchschnittlicher Fehler [mm] 1.12 1.09 1.73 1.78 2.38 1.66 1.63
Fehler der Rekonstruktion
max. Fehler fu¨r z ≥ 1 cm [mm] 1.52 1.62 5.35 6.80 11.32 7.36 5.66
max. Fehler fu¨r z < 1 cm [mm] -1.83 1.73 -1.29 0.83 -4.01 -6.01 -1.76
Durchschnittlicher Fehler [mm] 0.28 0.21 0.21 0.44 0.62 0.51 0.38
Iterationsschritte 6 8 16 9 14 12 11
Tabelle 5.3: Anzahl der Iterationsschritte und der Fehler des gegla¨tteten Startwertes und der Rekon-
struktion (
”
Differenzenmethode“) – jeweils der maximale Fehler des Punktes fu¨r dicke bzw.
du¨nne Bereiche (z ≥ 1 cm bzw. z < 1 cm) und der durchschnittliche Fehler mit Gl. (2.56)
fu¨r die gesamte Breite
Das beste Ergebnis ist bei dem runden, oberfla¨chennahen Defekt ∪3mm mit einem durchschnitt-
lichen Fehler von 0.21 mm hervorgehoben. Die Rekonstruktionen der ersten drei Probeko¨rper
besaßen sehr kleine durchschnittliche Fehler und zeigten das große Potential der Levenberg-
Marquardt-Methode. Die letzten drei Probeko¨rper, welche scharfe Kanten oder mehr Rest-
wandsta¨rke u¨ber den Defekten besitzen, kennzeichneten die Herausforderungen und die Ein-
schra¨nkungen der Inversionsmethode. Insgesamt wurde der durchschnittliche Fehler im Mittel
aller Probeko¨rper von 1.63 mm auf 0.38 mm verbessert (hervorgehobene Werte in Tabelle 5.3),
d. h. um
(1.63− 0.38)/1.63 = 77%. (5.2)
Vergleich mit Stand der Technik: Ein Vergleich mit den 2D-Rekonstruktionen der Li-
teratur aus experimentell gewonnenen Messdaten beschra¨nkt sich auf Probeko¨rper aus Stahl
[BKW90][LN07], welche eine glatte Defektform besitzen. Das heißt, die Defektformen besitzen
weder spitze Formen im Defektzentrum wie das V-Profil noch steile Defektkanten wie das U-
und das Rechteckprofil. Damit weisen die Nutprobeko¨rper dieser Arbeit wesentlich schwieriger
zu rekonstruierende Charakteristiken auf.
 Es wurden sechs 20 mm dicke Probeko¨rper aus PVC untersucht, welche Defekte mit Rest-
wandsta¨rke 3 mm bzw. Restwandsta¨rke 6 mm besaßen (15% und 30% der Gesamtdicke).
Der durchschnittliche Fehler der rekonstruierten Ru¨ckwandgeometrie betrug im Mittel
0.38 mm, also 13% bzw. 6% der Restwandsta¨rke, siehe auch [RMK13].
 [BKW90]: Es wird ein 1.4 mm dicker Probeko¨rper aus Stahl untersucht, welcher einen
Defekt mit Restwandsta¨rke 0.63 mm besitzt (45% der Gesamtdicke). Der durchschnittli-
che Fehler der rekonstruierten Ru¨ckwandgeometrie betra¨gt 0.16 mm, also 25% der Rest-
wandsta¨rke. Der Vergleich mit dem durchschnittlichen Fehler dieser Arbeit ist schwierig,
da die Anregung des Infrarotstrahlers nicht quantifiziert wurde und der Schwierigkeitsgrad
einer Rekonstruktion davon abha¨ngt [AP12]. Die Rekonstruktion wurde mit einer regula-
risierten Trust-Region-Optimierungsmethode (Sequential quadratic programming (SQP))
durchgefu¨hrt.
 [LN07]: Es wird ein 5 mm dicker Probeko¨rper aus Stahl untersucht, welcher zwei Defekte
mit Restwandsta¨rke 1.5 mm und 2.2 mm besitzt (30% und 44% der Gesamtdicke). Der
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Fehler der rekonstruierten Ru¨ckwandgeometrie ist nicht quantitativ gegeben; auch nicht in
der zugeho¨rigen Dissertation [Lug07]. Der maximale Fehler im Punkt war bei der rekon-
struierten Ru¨ckwandgeometrie scha¨tzungsweise 0.4 mm und der durchschnittliche Fehler
bei circa 0.11 mm, also 7% bzw. 5% der Restwandsta¨rke. Die Rekonstruktionsmethode
entspricht Gl. (2.94), also der originalen (nicht optimierten) iterativen Echo-defect-shape-
Methode.
Inversionsdauer: Die Inversionsdauer war – gemessen an industriellen Taktzeiten – noch
sehr zeitintensiv. Die Inversion und die zugeho¨rigen Simulationen wurden auf einem PC mit
acht Doppelkernen mit 2.4 GHz Taktfrequenz durchgefu¨hrt. COMSOL rechnete parallel auf
den acht Doppelkernen. Abha¨ngig von der Defektgeometrie lag die Inversionsdauer fu¨r einen
2D-Probeko¨rper mit einem 1 mm Raster mit der Levenberg-Marquardt-Methode als Inversi-
onskonfiguration
”
Differenzenmethode“ bei circa 41 Stunden. Zum Beispiel beim Probeko¨rper
∨90◦: die durchschnittliche Defektbreite der rekonstruierten Ru¨ckwandgeometrien lag bei circa
4.5 cm. In jedem der 8 Iterationsschritte wurde also im Durchschnitt ca. 46-mal simuliert (1-
mal fu¨r das zugeho¨rige Temperaturfeld und 45-mal fu¨r die
”
infinitesimalen“ A¨nderungen fu¨r die
Berechnung der Ableitungsmatrix). Bei einer Simulationsdauer von z. B. 4.7 min, dauerte die
Iteration 8 · 46 · 4.7/60 ≈ 29 h.
Um dessen Zeiteffizienz zu steigern, ist ein zeitlich adaptives Gitter, Computercluster, ite-
rativ adaptive Wahl der Ru¨ckwandstu¨tzstellen und vor allem eine Implementierung eines al-
ternativen Simulationsmodells wirkungsvoll. Die Berechnungszeit der Simulation (und damit
der Inversion) kann – z. B. allein durch eine semi-analytische Umformulierung der Wa¨rmelei-
tungsgleichung – um den Faktor 500-1000 verringert werden [WRAE10]. Damit wu¨rde z. B. eine
2D-Rekonstruktion nur weniger als 5 min dauern (anstatt 41 h). Das Potential der in dieser Ar-
beit untersuchten Inversionsmethode fu¨r eine industrielle Anwendung in der zersto¨rungsfreien
Pru¨fung wird an dieser Stelle nochmal deutlich.
5.3 Diskussion
Die Inversion soll auf verschiedene Aspekte hin untersucht werden, z. B. auf die Stabilita¨t der
Konvergenz, auf den Nutzen des a priori Wissens, auf den Einfluss einer variierten Regularisie-
rung oder anderer variierter Inversionsparameter. Da die angewandte Inversionskonfiguration,
Kapitel 5.2, gemessen an industriellen Taktzeiten noch sehr zeitintensiv war, war eine direkte
Untersuchung aller interessanten Aspekte unpraktikabel. Fu¨r eine leicht variierte, effizientere
Inversionskonfiguration war es mo¨glich, diese Aspekte zu untersuchen, Unterkapitel 5.3.4-5.3.7.
5.3.1 Reproduzierbarkeit der Inversion
In diesem Unterkapitel wird untersucht, wie reproduzierbar ein Iterationsschritt berechnet
wurde. Das heißt, es wird folgende Frage gestellt: Wie stark unterscheiden sich die Rekon-
struktionsergebnisse fu¨r eine Wiederholung des identischen Iterationsschrittes, bei welchem das
Temperaturfeld erneut simuliert wird und die Ableitung erneut berechnet wird?
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kommt, sorgt die geringe Steigung dafu¨r, dass der durchschnittliche Fehler des simulierten
Temperaturfeldes Tk und der zugeho¨rigen Ru¨ckwandgeometrie zk steigt, Abb. 5.14(d).
Das Konvergenzverhalten des durchschnittlichen Fehlers: Fu¨r alle Probeko¨rper fiel
der durchschnittliche Fehler des simulierten Temperaturfeldes und der zugeho¨rigen Ru¨ckwand-
geometrie vor allem in den ersten Iterationsschritten sehr drastisch, schwarze Kurve in Abb. 5.15.
Hier und in den spa¨ter folgenden Untersuchungen trat die erste allgemeine Konvergenzschwie-
rigkeit ha¨ufiger auf (nur der durchschnittliche Fehler der rekonstruierten Ru¨ckwandgeometrie
steigt). Der durchschnittliche Fehler des simulierten Temperaturfeldes stieg nur fu¨r drei Pro-
beko¨rper (∨120◦, ∨90◦, unionsq3mm). Der durchschnittliche Fehler der rekonstruierten Ru¨ckwand-
geometrie stieg fu¨r alle Probeko¨rper ab einer jeweiligen Anzahl k von Iterationsschritten, z. B.
schon ab k = 6 (∨120◦) oder erst ab k = 22 (∪3mm). Im Mittel aller Probeko¨rper (schwarze
Kurve) stagnierte der durchschnittliche Fehler der rekonstruierten Ru¨ckwandgeometrie ab ca.
dem 8. Iterationsschritt (mit einer ganz leichten Steigung um maximal 0.02 mm ab dem 13.
Iterationsschritt, d. h. Stagnation abgesehen von einer A¨nderung unter 0.02 mm). Fu¨r die Pro-
beko¨rper, fu¨r welche der durchschnittliche Fehler der rekonstruierten Ru¨ckwandgeometrie bis
zum 15. Schritt fiel, wurde bis zum 25. Schritt iteriert. Da im 25. Schritt der durchschnittliche
Fehler der rekonstruierten Ru¨ckwandgeometrie bei allen Probeko¨rpern stieg, wurde die Iterati-
on beendet. Bevor die Konvergenz an einzelnen Probeko¨rpern untersucht wird und danach die
Gru¨nde fu¨r die Konvergenzschwierigkeiten genannt werden, wird zuerst das Abbruchverfahren
fu¨r die Iteration erkla¨rt.
(a) Fehler des simulierten Temperaturfeldes Tk, welcher
durch die Messung auch bei unbekannten Proben bekannt
ist
(b) Fehler der rekonstruierten Ru¨ckwandgeometrie zk,
welcher bei unbekannten Proben nicht bekannt aber Ziel
der Rekonstruktion ist
Abbildung 5.15: Konvergenzverhalten fu¨r die fortschreitende Iteration
Wann soll die Iteration beendet werden? Im Idealfall fa¨llt der durchschnittliche
Fehler des simulierten Temperaturfeldes auf Null und das Verfahren ist damit beendet. In
der Praxis bestimmt die allgemeine Simulationsgenauigkeit (bzw. -fehler) a priori einen
Diskrepanzwert, fu¨r welchen der durchschnittliche Fehler als klein genug definiert wird. Sobald
der durchschnittliche Fehler in der Iteration unter diesen Diskrepanzwert fa¨llt, ist das Verfahren
beendet. Weitere Iterationsschritte wu¨rden kostenintensiv wenig notwendige Verbesserung
hervorrufen oder sogar zu weniger guten Rekonstruktionen fu¨hren. Eine andere Mo¨glichkeit,
den idealen Diskrepanzwert zu wa¨hlen, ist ein Testlauf an typischen Probeko¨rpern bestimmbarer
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Geometrien durchzufu¨hren. Genau dies ist hier geschehen. Es wurde der gro¨ßte Iterationsschritt
gewa¨hlt, fu¨r welchen der durchschnittliche Fehler der rekonstruierten Ru¨ckwandgeometrie bei
allen Probeko¨rpern fiel, also k = 6 wegen ∨120◦, und der durchschnittliche Fehler 17 mK des
zugeho¨rigen simulierten Temperaturfeldes T6 von ∨120◦ wurde als Diskrepanzwert gesetzt. Zum
Vergleich, der Simulationsfehler lag bei 17.6 mK (Tabelle 4.4). Mit der Wahl von 17 mK ist
zumindest fu¨r ∨120◦ gesichert, dass der ideale Schritt gewa¨hlt worden ist. Wenn fu¨r die anderen
Probeko¨rper der Wert zu unzufriedenstellenden Rekonstruktionsergebnissen fu¨hren wu¨rde,
wa¨re ein anderes Abbruchkriterium gewa¨hlt worden. Alle Probeko¨rper unterschritten diesen
Diskrepanzwert bevor Konvergenzschwierigkeiten im durchschnittlichen Fehler des simulierten
Temperaturfeldes oder der rekonstruierten Ru¨ckwandgeometrie auftraten. Außerdem ist der
Inversionsstart bei allen Probeko¨rpern gewa¨hrleistet und eine Halbierung / Drittelung des
durchschnittlichen Fehlers des simulierten Temperaturfeldes wird gefordert (z. B. unionsq6mm / unionsq3mm
von ca. fT0 = 33 mK / 58 mK auf 17 mK). Bei einer Anwendung an unbekannten Probeko¨rpern
sollte ein zusa¨tzliches Abbruchkriterium eingefu¨hrt werden: die Iteration ist spa¨testens bei
Konvergenzschwierigkeiten des durchschnittlichen Fehlers des simulierten Temperaturfeldes
beendet (bei Divergenz oder Stagnation). Die sich ergebende Iterationsanzahl je Probeko¨rper
ist in Abb. 5.15(a) mit einem Punkt markiert. Die zugeho¨rigen Rekonstruktionsergebnisse sind
im vorigen Kapitel gezeigt.
Das Konvergenzverhalten des punktweisen Fehlers: Es werden nun zu jedem Pro-
beko¨rper Diskussionen, falls relevant, in folgender Reihenfolge durchgefu¨hrt:
 Das Konvergenzverhalten des durchschnittlichen Fehlers der simulierten Temperaturfeldes
(und u. U. der rekonstruierten Ru¨ckwandgeometrie), anhand Abb. 5.15.
 Das Konvergenzverhalten des Temperaturabfalls (zeitliches Temperaturverhalten) fu¨r den
Oberfla¨chenpunkt bei der Breite x = 6 cm. Der Startwert ist dort sehr schlecht. Deswegen
erwartet man dort auch die gro¨ßte A¨nderung in der rekonstruierten Ru¨ckwandgeometrie
und damit im zugeho¨rigen Temperaturfeld.
 Das Konvergenzverhalten der oberfla¨chigen Temperaturverteilung (o¨rtliches Temperatur-
verhalten) in der Breite fu¨r den jeweilig kontraststarken Zeitpunkt.
 Das punktweise (und u. U. durchschnittliche) Konvergenzverhalten der rekonstruierten
Ru¨ckwandgeometrie, bezogen auf die reale Ru¨ckwandgeometrie.
Die Reihenfolge der Probeko¨rper innerhalb der Diskussion weicht von der Reihenfolge der
Rekonstruktionsergebnisse ab. Zuerst wird ∪3mm, der Probeko¨rper mit dem besten Rekon-
struktionsergebnis (kleinster Fehler), diskutiert, dann folgen die anderen zwei Probeko¨rper
∪6mm und unionsq3mm mit gutartigem Konvergenzverhalten, dann die zu leichter und fru¨her
Divergenz tendierenden Probeko¨rper unionsq6mm und ∨90◦, abschließend wird der Probeko¨rper
∨120◦ diskutiert, welcher durch seine besonders fru¨he Auffa¨lligkeit den Diskrepanzwert fu¨r das
Stoppkriterium der Iteration bestimmt hatte.
Das Konvergenzverhalten von ∪3mm:
 Die beste Rekonstruktion gelang bei ∪3mm mit dem oberfla¨chennahen, runden Defekt.
Der durchschnittliche Fehler des simulierten Temperaturfeldes und der rekonstruierten
Ru¨ckwandgeometrie fielen auf ausgezeichnete Weise. Der durchschnittliche Fehler des si-
mulierten Temperaturfeldes fiel bis zum k = 25. Iterationsschritt auf ein Drittel, rote
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Abbildung 5.29: Anwendungsha¨ufigkeit der
Gla¨ttung (Kugeln) und Auswir-
kung des Weglassen der Gla¨ttung
(schwarze Linien)
Anwendungsha¨ufigkeit: Auch fu¨r den
Probeko¨rper unionsq3mm war die Monotonie der
Materialdicke (zum Defektzentrum hin) in
den meisten Iterationsschritten nicht gege-
ben und die rekonstruierte Ru¨ckwandgeome-
trie musste deshalb regelma¨ßig gegla¨ttet wer-
den, siehe Kennzeichnung in Abb. 5.29. Fu¨r
die vier anderen Probeko¨rper musste nur ver-
einzelt gegla¨ttet werden.
Einfluss auf die Divergenz: Die
Gla¨ttung war nicht alleinige Ursache der
Divergenz. Die ungegla¨tteten rekonstruierten
Ru¨ckwandgeometrien bei ∨120◦ hatten zwar
einen kleineren durchschnittlichen Fehler als
die gegla¨tteten rekonstruierten Ru¨ckwand-
geometrien, aber der durchschnittliche Fehler
wa¨re dennoch gestiegen. Dieser Anstieg wird
durch die aufsteigenden, schwarzen Linien in Abb. 5.29 gekennzeichnet.
Abha¨ngigkeit der Parameter des Gauss-Filters von der Defektbreite: Da ein Gauss-
Filter auch gewollte, scharf rekonstruierte Kanten gla¨ttet, wurde die Gro¨ße des Filters, d. h. die
Anzahl der benachbarten Werte, auf welche die Mittelung angewendet wird, abha¨ngig von der
Defektbreite des Startwertes gewa¨hlt. Da bei ∨120◦ der Gauss-Filter auf n = 15 benachbarte
Werte angewandt wurde, was 15 mm entspricht (d. h. stark gegla¨ttet wurde) – anstatt auf n = 5,
was 5 mm entspricht (d. h. schwach gegla¨ttet wurde) wie bei den anderen Probeko¨rpern –, wird
der Einfluss der Filtergro¨ße auf das Konvergenzverhalten an diesem Probeko¨rper untersucht.
Beide Filtergro¨ßen wurden angewendet und verglichen:
 Vorteil der starken Gla¨ttung: Wa¨hrend der durchschnittliche Fehler der rekonstruierten
Ru¨ckwandgeometrie sich a¨hnlich verhielt – Anfall in den ersten 6 Iterationsschritten auf
ca. 0.3 mm, dann Anstieg –, fiel der durchschnittliche Fehler des simulierten Temperatur-
feldes schneller bei starker Gla¨ttung. Dadurch wurde der Diskrepanzwert fu¨r einen fru¨hen
Iterationsschritt erreicht, bevor sich die Konvergenzschwierigkeit der rekonstruierten Ru¨ck-
wandgeometrie entwickeln konnte, und das Rekonstruktionsergebnis fu¨r ∨120◦ war damit
deutlich besser als bei einer schwachen Gla¨ttung (auf n = 5 Werte angewandt, was 5 mm
entspricht).
 Die Nachteile der starken Gla¨ttung waren die undeutliche Rekonstruktion an der Defekt-
spitze und der starke Anstieg des Fehlers der rekonstruierten Ru¨ckwandgeometrie nach dem
6. Iterationsschritt. Auch wenn die Ursache des Anstieges das Simulationsmodell war, wie
in Unterkapitel 5.3.5 gezeigt wird, sorgte die Gla¨ttung bei ∨120◦ fu¨r eine Versta¨rkung des
auftretenden Anstieges.
Nichtsdestotrotz u¨berwogen die Vorteile der starken Gla¨ttung vor den Nachteilen. Auch bei den
anderen Probeko¨rpern mit schmalerem Defekt und steileren Defektkanten die starke Gla¨ttung
anzuwenden war jedoch weder gerechtfertigt noch notwendig.
Alternative: Die Gla¨ttung der rekonstruierten Ru¨ckwandgeometrie entsprach einer
zusa¨tzlichen Regularisierung der Inversion. Glatte rekonstruierte Ru¨ckwandgeometrien ha¨tten
u. U. auch durch einen gro¨ßeren Regularisierungsparameter der Levenberg-Marquardt-Methode
erzeugt werden ko¨nnen. Der Abfall des zugeho¨rigen durchschnittlichen Fehlers wa¨re damit
aber deutlich langsamer gewesen. Dadurch wa¨ren mehr Iterationsschritte notwendig gewesen
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und der Algorithmus wa¨re weniger zeiteffizient gewesen, mehr dazu in Unterkapitel 5.3.7.
Fu¨r die leicht variierte, effizientere Inversionskonfiguration im folgenden Unterkapitel 5.3.4
war es mo¨glich, die no¨tige Regularisierung allein durch den Regularisierungsparameter zu leisten.
Zusammenfassung: In diesem Unterkapitel wurde gezeigt, dass die Gla¨ttung grundsa¨tz-
lich wirklich notwendig war, speziell bei ∨120◦. Die Gla¨ttung wurde hauptsa¨chlich bei ∨120◦
und unionsq3mm angewendet, d. h. bei den Probeko¨rpern mit den sta¨rksten Temperaturkontrasten.
Ohne Gla¨ttung wa¨ren die Konvergenzschwierigkeiten fu¨r k > 6 geringer gewesen (wenn auch
andere Konvergenzschwierigkeiten aufgetreten wa¨ren – bei k < 6). Bei Anwendung eines all-
gemein gu¨ltigen Diskrepanzprinzipes war eine Gro¨ßenabha¨ngigkeit des Gauss-Filters hilfreich.
Eine sta¨rkere Regularisierung, als Alternative zu einer Anwendung des Gauss-Filters, war fu¨r
diese Inversionskonfiguration zu zeitintensiv.
5.3.4 Inversionskonfiguration
”
Broyden-Methode“
In diesem Unterkapitel wird eine leicht variierte Inversionskonfiguration der Levenberg-
Marquardt-Methode, die
”
Broyden-Methode“, vorgestellt, welche an den sechs Nutprobeko¨rpern
zur 2D-Rekonstruktion angewendet wurde. Die Levenberg-Marquardt-Methode verbesserte
die gegla¨tteten Startwerte (des Kapitels 5.1), indem die Ableitung nur im 1. Iterationsschritt
mit der zeitaufwendigen Differenzenmethode und in den folgenden Iterationsschritten mit
der Broyden-Methode berechnet wurde. Diese Inversionskonfiguration stellte eine schnelle
Alternative zur Inversionkonfiguration
”
Differenzenmethode“ dar (Kapitel 5.2), um wesentliche
Aspekte der Inversion in den folgenden Kapiteln untersuchen zu ko¨nnen.
In dieser Anwendung war das Diskrepanzprinzip als Stoppkriterium ungeeignet; bessere Er-
gebnisse erhielt man, durch automatischen Abbruch der Iteration nach dem 6. Iterationsschritt.
Die im 6. Iterationsschritt rekonstruierte Ru¨ckwandgeometrie bildete das Rekonstruktionsergeb-
nis, Details dazu folgen. Die Inversionsparameter zeigt die Tabelle 5.4:
Parameter Wert oder Methode
Abstand der Stu¨tzwerte 1 mm
Schwellwert fu¨r Echo-defect-shape-Methode C0 = 0.07
Gesplitteter Regularisierungsparameter
fu¨r Levenberg-Marquardt-Methode α = [40, 150, 40]
Iteration beendet bei Iterationsschritt Nr. 6
Methode zur Berechnung der Ableitung k = 1 : Differenzenmethode
k ≥ 2 : Broyden-Methode
Tabelle 5.4: Parameter der Inversionskonfiguration
”
Broyden-Methode“
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Das a priori Wissen: Eine U¨bersicht folgt in Tabelle 5.5:
a priori
Wissen Nr.
Inhalt des a priori Wissens Folgerung
Erstes Die Materialdicke ist maximal 2 cm. zk ≤ 2 cm
Zweites Das Defektzentrum, d. h. die geringste Dicke, wird
zuverla¨ssig durch die Echo-defect-shape-Methode
berechnet.
gesplittetes α
Drittes Wenn der Rand des Startwertes defektfrei ist, wird
dies als zuverla¨ssige Information u¨ber die reale
Ru¨ckwandgeometrie angenommen.
Ableitung wird nur im
Bereich x = [2, 13] cm
berechnet.
Tabelle 5.5: Das a priori Wissen fu¨r die Inversionskonfiguration
”
Broyden-Methode“
Details zu dem a priori Wissen: Das vierte a priori Wissen der
”
Differenzenmethode“, dass die
Ru¨ckwandgeometrie eine schlichte Form besitzt (siehe Tabelle 5.2), war bei der Inversionskon-
figuration
”
Broyden-Methode“ u¨berflu¨ssig. Denn die Anwendung der Broyden-Methode besaß
einen regularisierenden Effekt [KNS08] auf die Inversion, so dass die rekonstruierten Ru¨ckwand-
geometrien auch ohne zusa¨tzliche Gla¨ttung eine schlichte Form besaßen. Die Regularisierung
der Levenberg-Marquardt-Methode mit dem Regularisierungsparameter α war nichtsdestotrotz
notwendig, im Gegensatz zu dem Hinweis in [KNS08].
Rekonstruktionsergebnisse: Die Abbildungen 5.30-5.32 zeigen die reale, echte Geometrie
und die rekonstruierte Ru¨ckwandgeometrie mittels der
”
Broyden-Methode“. Zum Vergleich ist
die rekonstruierte Ru¨ckwandgeometrie des 6. Iterationsschrittes mit der
”
Differenzenmethode“
abgebildet, Kapitel 5.2.
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Details zu dem Rekonstruktionsergebnis: Die beiden rekonstruierten Ru¨ckwandgeome-
trien waren fu¨r alle Probeko¨rper sehr a¨hnlich: die grobe Form der Defekte war a¨hnlich und
die Referenzgebiete weitab der Defekte waren sauber rekonstruiert. Ein Unterschied ist in der
Tiefeninformation in den Referenzgebieten an den Defektkanten zu sehen: Die approximative
Version
”
Broyden-Methode“ war bei dicken Materialdicken an scharfen Defektkanten weniger
pra¨zise als die
”
Differenzenmethode“, Abb. 5.31 und 5.32, insbesondere bei x = 5 cm Breite in
Abb. 5.32(a). Die Defektform der rekonstruierten Ru¨ckwandgeometrie
”
Broyden-Methode“ war
bei ∨90◦ und ∪3mm sehr klar erkennbar, bei ∨120◦ und ∪6mm gut erkennbar, und bei unionsq3mm
und unionsq6mm grob erkennbar, a¨hnlich zur rekonstruierten Ru¨ckwandgeometrie
”
Differenzenme-
thode“.
Durchschnittlicher Fehler: Zur U¨bersicht sind in der folgenden Tabelle 5.6 fu¨r jeden Pro-
beko¨rper der maximale Fehler des Punktes und der durchschnittliche Fehler der Rekonstruktio-
nen aus Abb. 5.30-5.32 gelistet. Das beste Ergebnis der
”
Broyden-Methode“ ist bei ∨90◦ mit
einem durchschnittlichen Fehler von 0.27 mm hervorgehoben.
Probeko¨rper ∨120◦ ∨90◦ ∪3mm ∪6mm unionsq3mm unionsq6mm Ø
Fehler der Rekonstruktion (BM)
max. Fehler fu¨r z ≥ 1 cm [mm] -1.64 2.37 9.25 7.01 16.31 10.70 7.33
max. Fehler fu¨r z < 1 cm [mm] 1.81 1.71 1.92 0.42 0.94 -3.10 0.62
Durchschnittlicher Fehler [mm] 0.40 0.27 0.76 0.79 1.37 0.84 0.74
Fehler der Rekonstruktion (DM)
max. Fehler fu¨r z ≥ 1 cm [mm] 1.52 2.17 10.13 8.4 15.81 10.14 8.03
max. Fehler fu¨r z < 1 cm [mm] -1.83 1.75 1.60 0.58 -1.17 -3.16 -0.37
Durchschnittlicher Fehler [mm] 0.28 0.33 0.74 0.75 1.17 0.67 0.66
Iterationsschritt 6 6 6 6 6 6 6
Tabelle 5.6: Fehler der im 6. Iterationsschritt rekonstruierten Ru¨ckwandgeometrie der
”
Broyden-
Methode“ (BM) im Vergleich mit der
”
Differenzenmethode“ – jeweils der maximale Fehler
des Punktes fu¨r dicke bzw. du¨nne Bereiche (z ≥ 1 cm bzw. z < 1 cm) und der durchschnitt-
liche Fehler mit Gl. (2.56) fu¨r die gesamte Breite
Insgesamt wurde der Fehler im Mittel von 1.63 mm auf 0.74 mm verbessert (hervorgehobene
Werte in Tabelle 5.3 bzw. 5.6), d. h. um
(1.63− 0.74)/1.63 = 55%. (5.3)
Die Auswirkungen auf die rekonstruierte Ru¨ckwandgeometrie bei einem Fortschreiten der
Iteration u¨ber den 6. Iterationsschritt hinaus sind im Folgenden beschrieben.
Das Konvergenzverhalten des durchschnittlichen Fehlers: Fu¨r alle Probeko¨rper fiel
der durchschnittliche Fehler des simulierten Temperaturfeldes und der rekonstruierten Ru¨ck-
wandgeometrie vor allem in den ersten fu¨nf Iterationsschritten sehr drastisch und im Mittel
a¨hnlich wie bei der
”
Differenzenmethode“, schwarze Kurven in Abb. 5.33. Nach dem 5. Iterati-
onsschritt traten die Unterschiede zutage: der durchschnittliche Fehler des simulierten Tempe-
raturfeldes von ∨120◦ und unionsq3mm fiel langsamer, und der Anstieg des durchschnittlichen Fehlers
der rekonstruierten Ru¨ckwandgeometrie begann fru¨her; ab einem Schritt zwischen k = 5 und
k = 18, je nach Probeko¨rper. Also trat nur die erste allgemeine Konvergenzschwierigkeit auf,
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Abb. 5.14(c). Das Diskrepanzprinzip ha¨tte bei ∨120◦ zu einem Abbruch bei k = 14 gefu¨hrt,
so dass der durchschnittliche Fehler der rekonstruierten Ru¨ckwandgeometrie sehr hoch gewesen
wa¨re. Außerdem wa¨re bei unionsq3mm der durchschnittliche Fehler des simulierten Temperaturfeldes
nicht einmal im 25. Iterationsschritt klein genug, dabei stieg der durchschnittliche Fehler der
rekonstruierten Ru¨ckwandgeometrie von unionsq3mm schon ab dem 10. Iterationsschritt.
(a) Fehler des Temperaturfeldes Tk (b) Fehler der rekonstruierten Ru¨ckwandgeometrie zk
Abbildung 5.33: Konvergenzverhalten der Inversionskonfiguration
”
Broyden-Methode“
Inversionsdauer: Die Inversionsdauer war trotz der Anwendung der Broyden-Methode
– gemessen an industriellen Taktzeiten – noch sehr zeitintensiv. Die Inversion und die zu-
geho¨rigen Simulationen wurden auf einem PC mit acht Doppelkernen mit 2.4 GHz Taktfre-
quenz durchgefu¨hrt. COMSOL rechnete parallel auf den acht Doppelkernen. Unabha¨ngig von
der Defektgeometrie lag die Inversionsdauer fu¨r einen 2D-Probeko¨rper mit einem 1 mm Ras-
ter mit der Levenberg-Marquardt-Methode als Inversionskonfiguration
”
Broyden-Methode“ bei
circa 9 Stunden. Im ersten Iterationsschritt wurden fu¨r die Ableitungsmatrix
”
infinitesimale“
A¨nderungen fu¨r eine Breite von 11 cm durchgefu¨hrt; es musste also 110-mal simuliert werden.
Außerdem wurde in jedem Iterationsschritt das Temperaturfeld berechnet. Bei 6 Iterations-
schritten wurde also insgesamt 116-mal simuliert: Bei einer Simulationsdauer von z. B. 4.7 min
dauerte die Iteration also ca. 9 Stunden.
5.3.5 Auswertung von synthetischen Daten
Es wurde gezeigt, dass die Gla¨ttung der rekonstruierten Ru¨ckwandgeometrie innerhalb der
Iteration fu¨r eine Versta¨rkung der Konvergenzschwierigkeiten sorgt. In diesem Kapitel wird
die Ursache der Konvergenzschwierigkeit weiter untersucht. Dafu¨r wurden die Iterationen
fu¨r synthetische Daten anstatt fu¨r Messdaten wiederholt. Das zeigt, ob die Ursachen der
Konvergenzschwierigkeiten in der eingeschra¨nkten Simulationsgenauigkeit lagen, d. h. an der
Machbarkeit, mit der FEM-Berechnung das reale Experiment zu simulieren. Zuerst wurden
dafu¨r einige Stichproben mit der zeitaufwendigen Inversionskonfiguration
”
Differenzenmetho-
de“ durchgefu¨hrt, dann fu¨r alle Probeko¨rper mit der zeiteffizienten Inversionskonfiguration
”
Broyden-Methode“.
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Abbildung 5.34: Fehler der rekonstruierten Ru¨ck-
wandgeometrie bei Stichproben-
Auswertung von synthetischen
Daten mit und ohne Gla¨ttung
der rekonstruierten Ru¨ckwand-
geometrie (Gauss-Filter)
Synthetische Daten bei der
”
Diffe-
renzenmethode“: Fu¨r die drei Probeko¨rper,
bei denen der durchschnittliche Fehler der re-
konstruierten Ru¨ckwandgeometrie am sta¨rk-
sten anstieg, wurden einzelne, isolierte Itera-
tionsschritte fu¨r synthetische Daten wieder-
holt. Die zugeho¨rige A¨nderung des durch-
schnittlichen Fehlers wird in Abbildung 5.34
durch kurze Linien beschrieben. Die gestri-
chelten Kurven geho¨ren zu der Auswertung
von Messdaten und sind identische mit den
Kurven in Abb. 5.15(b). Die Farbe der kur-
zen Linien signalisiert, ob der durchschnitt-
liche Fehler der gegla¨tteten rekonstruierten
Ru¨ckwandgeometrie (Gauss-Filter) oder der
ungegla¨tteten rekonstruierten Ru¨ckwandgeo-
metrie betrachtet wurde. Die gegla¨tteten re-
konstruierten Ru¨ckwandgeometrien (gelbe Li-
nien) haben einen gro¨ßeren Fehler als die un-
gegla¨tteten rekonstruierten Ru¨ckwandgeometrien (rote Linien). Dass das Simulationsmodell eine
der Ursachen fu¨r den Anstieg des durchschnittlichen Fehlers der rekonstruierten Ru¨ckwandgeo-
metrie war, sieht man an dem Abfall fu¨r synthetische Daten: die roten Linien fallen. Dass das
Simulationsmodell nicht die alleinige Ursache war, zeigt der Anstieg bei einer Anwendung der
Gla¨ttung fu¨r die gleichen, eingekreisten Iterationsschritte der Messdatenauswertung. Zusam-
menfassend wurde also gezeigt:
 Das Simulationsmodell konnte einen Anstieg des durchschnittlichen Fehlers der rekon-
struierten Ru¨ckwandgeometrie verursachen (vgl. den Abfall bei synthetischen Daten, rote
Linien an ∨90◦ und ∪6mm in Abb. 5.34).
 Die Gla¨ttung konnte einen Anstieg des durchschnittlichen Fehlers der rekonstruierten
Ru¨ckwandgeometrie verursachen (Anstieg mit Gla¨ttung, gelbe Linien, und Abfall ohne
Gla¨ttung, rote Linien an ∨120◦ in Abb. 5.34).
 Im Falle von auftretendem Anstieg des durchschnittlichen Fehlers der rekonstruierten
Ru¨ckwandgeometrie konnte das Simulationsmodell alleinige Ursache sein (Anstieg auch
fu¨r synthetische Daten, gelbe Linien in Abb. 5.34).
 Im Falle von auftretendem Anstieg des durchschnittlichen Fehlers der rekonstruierten
Ru¨ckwandgeometrie war die Gla¨ttung nicht alleinige Ursache (Anstieg auch ohne Gla¨ttung,
schwarze Linien in Abb. 5.29).
Um das langfristige Verhalten bei einer iterativen Auswertung von synthetischen Daten zu
untersuchen, wurde der Probeko¨rper ∨90◦ gewa¨hlt, bei welchem der durchschnittliche Fehler
der rekonstruierten Ru¨ckwandgeometrie besonders fru¨h anstieg (fu¨r Messdaten) und welcher
andererseits eine zu¨gige Ableitungsberechnung wegen seiner schmalen Defektgeometrie erlaub-
te. Die 7-fache Iteration wurde mit der rekonstruierten Ru¨ckwandgeometrie des preka¨ren 8.
Iterationsschrittes begonnen (siehe Abb. 5.15(b) oder 5.34); das so entstandene Konvergenzver-
halten konnte als stationa¨r beschrieben werden, lange rote Linie in Abb. 5.34. Die rekonstruierte
Ru¨ckwandgeometrie im letzten Iterationsschritt der synthetischen Daten war deutlich besser
als die rekonstruierte Ru¨ckwandgeometrie im zugeho¨rigen 15. Iterationsschritt der Messdaten,
Abb. 5.35. Auch der durchschnittliche Fehler des zugeho¨rigen simulierten Temperaturfeldes von
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maximale Fehler des Punktes fu¨r dicke bzw. du¨nne Bereiche (z ≥ 1 cm bzw. z < 1 cm) gelistet.
Mit synthetischen Daten fiel der durchschnittliche Fehler der rekonstruierten Ru¨ckwandgeome-
trie auf minimal 0.15 mm (z23 bei ∨120◦). Das sind 0.8% der gesamten Materialdicke von 2 cm.
Zum Vergleich: Mit Messdaten fiel der Fehler auf minimal 0.21 mm (
”
Differenzenmethode“)
bzw. 0.27 mm (
”
Broyden-Methode“), d. h. auf ca. 1.1-1.4% der gesamten Materialdicke.
Additiver Rauschanteil: Ferner wurden synthetische Daten mit einem additiven, expe-
rimentell gewonnenen Rauschen unterlegt, welches auf einem PVC-Probeko¨rper mit konstan-
ter Raumtemperatur aufgenommen wurde. Da an diesen experimentellen Daten die identischen
Mittelungen wie an den Messdaten der Nutprobeko¨rper durchgefu¨hrt wurden, sollte die Rausch-
Standardabweichung im Ort bei ca. 0.2 mK liegen, vgl. Tabelle 3.10 (Schwarzko¨rperstrahler).
Aufgrund der inhomogenen Oberfla¨chenbeschaffenheit und des inhomogenen Emissionsgrades
lag die Rausch-Standardabweichung im Ort bei ca. 0.9 mK (maximale Amplituden lagen unter
6 mK). In Tabelle 5.8 sieht man, dass das Rekonstruktionsergebnis bei der Auswertung der ver-
rauschten synthetischen Daten bei allen Probeko¨rpern nahezu identisch war mit dem Ergebnis
fu¨r synthetische Daten ohne Rauschen, vgl. Tabelle 5.7.
Probeko¨rper ∨120◦ ∨90◦ ∪3mm ∪6mm unionsq3mm unionsq6mm Ø
Fu¨r verrauschte synthetische Daten
max. Fehler fu¨r z ≥ 1 cm [mm] 0.97 3.11 6.46 5.70 14.73 10.84 6.97
max. Fehler fu¨r z < 1 cm [mm] -0.83 -0.62 0.54 -0.41 -1.14 -2.05 -0.75
Durchschnittlicher Fehler [mm] 0.16 0.35 0.37 0.52 1.06 0.55 0.50
Iterationsschritt 30 30 30 30 30 30 30
Tabelle 5.8: Fehler der rekonstruierten Ru¨ckwandgeometrie bei einer Auswertung fu¨r verrauschte syn-
thetische Daten (mit ca. 0.9 mK Rausch-Standardabweichung).
Es gab nur sehr geringfu¨gige Vera¨nderungen: In einem Fall war das Ergebnis fu¨r verrauschte
synthetische Daten unwesentlich schlechter; im anderen Fall unwesentlich besser (hervorgehobe-
ne Fehler in Tabelle 5.8). Der Unterschied der synthetischen Daten zu den Messdaten bestand
also aus weit mehr als einem additiven, temperaturunabha¨ngigen Rauschen.
Zusammenfassung: In diesem Unterkapitel wurde mittels synthetischer Daten gezeigt,
dass die eingeschra¨nkte Simulationsgenauigkeit (vor allem im Zusammenhang mit Gla¨ttungen
der rekonstruierten Ru¨ckwandgeometrie) die Ursache fu¨r drei problematische Aspekte bei der
Auswertung von Messdaten war: (1) Konvergenzschwierigkeiten, (2) eine auffallende Schranke
fu¨r die Bestimmung der Dicke und (3) eine besondere Undeutlichkeit bei scharfen Defektkanten
in der Ru¨ckwandrekonstruktion. Es wurde auch gezeigt, dass der mittels synthetischer Daten
erzeugte Fehler um etwa halb so groß war wie der mit experimentellen Daten verursachter Fehler.
Das gilt auch im Fall von einem additiven Rauschanteil, dessen Amplitude der gemesse-
nen Rauschamplitude der gemittelten experimentellen Daten entspricht. Es wurde gezeigt, dass
der Unterschied zwischen Simulation und Experiment nicht durch ein additives, temperaturun-
abha¨ngiges Rauschen zu beschreiben war. Daraus folgt, dass – zumindest fu¨r die hier vorliegen-
den Rauschamplituden – der Effekt des systematischen Fehlers auf den Fehler des Rekonstruk-
tionsergebnisses gegenu¨ber den Effekt des Rauschens u¨berwiegt. Es ist natu¨rlich zu erwarten,
dass bei ho¨heren Rauschamplituden auch ein Fehlereinfluss auf das Rekonstruktionsergebnis ge-
neriert wird, welcher dem systematischen Fehlereinfluss nahe kommt. Ferner ist zu erwarten, dass
ho¨here Rauschamplituden die Rekonstruktionsgenauigkeit der sehr tiefen Profilbereiche deutlich
beeinflussen.
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 Der Probeko¨rper ∨120◦ (blaue Kurve) hatte auch eine hohe Sensitivita¨t. Dies ist u¨berra-
schend, da der Defekt nur punktweise die Dicke 3 mm besitzt (anstatt fu¨r eine Breite von
2 cm). Die starke Breite des Defektes wog die V-Form auf. Die Sensitivita¨t von ∨120◦ ist
vergleichbar mit der von ∪3mm (rote Kurve).
 Der Probeko¨per ∪3mm (rote Kurve) hatte einen auffa¨lligen Ausschlag bei x = 13 cm,
welcher die Abha¨ngigkeit der Simulation vom angewendeten Gitter zeigt. Fu¨r ein feine-
res Gitter, sta¨rkere Gitterparameter oder einer gro¨ßeren infinitesimalen A¨nderung in der
Geometrie wa¨re eine solche Unregelma¨ßigkeit zwar unwahrscheinlicher, man wu¨rde jedoch
Nachteile in Kauf nehmen, wie gro¨ßerer Rechenaufwand bzw. ungenauere Matrixeintra¨ge.
Die hier gezeigte Auffa¨lligkeit war dank der wohl definierten Gitter- und Ableitungsma-
trixparameter vernachla¨ssigbar.
 Der Probeko¨per ∪6mm (hellblaue Kurve) hatte die kleinste Sensitivita¨t.
Der Vergleich der Kurven in Abb. 5.41(a) ermo¨glicht eine Abscha¨tzung des Schwierigkeitsgra-
des, die zugeho¨rige Geometrie fu¨r eine bestimmte Breite zu rekonstruieren. Die Vermutung liegt
nahe, dass die Wanddicke schwerer zu rekonstruieren ist, wenn die Sensitivita¨t gering ist (be-
traglich). Damit ist vermutlich die Wanddicke fu¨r ∪6mm am schwersten rekonstruierbar, vor
allem an den Defektra¨ndern. Generell gilt: Je tiefer und schmaler ein Defekt, desto schwerer ist
der Defekt detektierbar. Mit der Sensitivita¨tssta¨rke war dafu¨r ein konkretes Maß gegeben: große
Eintra¨ge in der Ableitungsmatrix wurden als positiv fu¨r die Inversion betrachtet. Fu¨r das erste
Ranking-Verfahren des Schwierigkeitsgrades der Rekonstruktion eignete sich der Mittelwert der
Ableitungsmatrix, erste Zeile der Tabelle 5.9. Das Ranking wird folgendermaßen bezeichnet:
++++ fu¨r eine sehr leicht rekonstruierbare Geometrie, + fu¨r eine sehr schwer rekonstruierbare
Geometrie.
Ranking u¨ber die Ableitungsmatrix ∨120◦ ∨90◦ ∪3mm ∪6mm unionsq3mm unionsq6mm
Durchschnitt der Matrix [mK/cm] -4.81 -2.74 -4.12 -2.82 -5.97 -3.47
Durchschnitt der Singula¨rwerte [K/cm] 3.18 1.52 3.47 1.15 6.34 1.56
Ranking +++ + +++ + ++++ ++
Tabelle 5.9: Ranking des Schwierigkeitsgrades der Ru¨ckwandrekonstruktionen mittels der Ableitungs-
matrix (mit der Differenzenmethode berechnet)
Zweites Ranking-Verfahren u¨ber die Singula¨rwerte: Die zweite Mo¨glichkeit, den Schwie-
rigkeitsgrad der zu rekonstruierenden Ru¨ckwandgeometrie einzuscha¨tzen, waren die Singula¨rwer-
te der Ableitungsmatrix. Grob gilt, dass in einem anderen Koordinatensystem die Ableitungsma-
trix als Diagonalmatrix darstellbar ist, deren Eintra¨ge auf der Diagonalen als Singula¨rwerte der
Ableitungsmatrix bezeichnet werden (Details sind im Anhang B.5 zu finden). Fu¨r das Ranking
werden große Singula¨rwerte als positiv eingescha¨tzt, genauso wie bei der Ableitungsmatrix große
Eintra¨ge als positiv fu¨r die Inversion gewertet wurden. In Abbildung 5.41(b) sieht man die nach
der Gro¨ße sortieren 151 Singula¨rwerte je Probeko¨rper. Da wegen dem dritten a priori Wissen 40
Spalten Null gesetzt wurden, lag ein Viertel aller Singula¨rwerte unter 10−13, wa¨hrend die rest-
lichen Singula¨rwerte u¨ber dem Wert 10−3 lagen. Man kann beobachten, dass die Probeko¨rper
mit oberfla¨chennahen, breiten Defekten gro¨ßere Singula¨rwerte besaßen. Die Mittelung der Sin-
gula¨rwerte je Probeko¨rper ergab eine a¨hnliche Reihenfolge wie das erste Ranking-Verfahren,
Tabelle 5.9.
Insgesamt ergab die Analyse der Ableitungsmatrix des Startwertes folgendes Ranking:
unionsq3mm ist sehr leicht rekonstruierbar, ∨120◦ und ∪3mm sind leicht rekonstruierbar, unionsq6mm ist
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lationsmodell sinnvoll gewa¨hlt worden war. Außerdem wurde ein Ranking der Nutprobeko¨rper
anhand der Ableitungsmatrix fu¨r den Startwert erstellt. Damit wurde der Schwierigkeitsgrad
der Rekonstruktion je Start-Ru¨ckwandgeometrie abscha¨tzbar. Ferner folgt, dass die Broyden-
Methode eine geeignete Methode bot, die Differenzenmethode approximativ zu ersetzen. Die
Ursache des dabei entstehenden durchschnittlichen Fehlers der rekonstruierten Ru¨ckwandgeo-
metrie wurde ebenso veranschaulicht.
5.3.7 Sensitivita¨tsanalyse Teil 2: Tikhonov-Regularisierung
Im vorhergehenden Unterkapitel wurde die Ableitungsmatrix untersucht. Wie im Unter-
kapitel 2.3.6 beschrieben, wurde eine Tikhonov-Regularisierung angewendet, um optimale
Rekonstruktionsergebnisse zu erzielen. Die Tikhonov-Regularisierung vera¨ndert die Berechnung
der Pseudo-Inversen der Ableitungsmatrix. Dafu¨r war die Bestimmung des Regularisierungspa-
rameter notwendig, welche mit der L-Kurve durchgefu¨hrt wurde [Han00].
Dieses Unterkapitel ist in folgende Teile unterteilt:
 Ein (skalarer) Regularisierungsparameter – optimal fu¨r alle Nutprobeko¨rper – wird ge-
sucht. Die Analyse der L-Kurve und der Wunsch nach Zeiteffizienz bestimmen ein Intervall,
in welchem der optimale Parameter zu finden ist.
 Feststellung: der optimale Parameter ist von x abha¨ngig.
 Einfu¨hrung eines gesplitteten Regularisierungsparameters, welcher die Vorteile beider Pa-
rameter vereint; Veranschaulichung am Rekonstruktionsergebnis.
 Analyse des gesplitteten Parameters anhand einer L-Kurve.
 Analyse des gesplitteten Parameters auch fu¨r Iterationsschritte k > 1.
 Stichprobe der Inversion fu¨r sehr große Parameter (trotz schlechter Zeiteffizienz).
Suche eines (skalaren) Regularisierungsparameters: Wie erwa¨hnt, bezeichnet die L-
Kurve die Abbildung der Normen der Schrittweite gegen die Normen des Residuums fu¨r ver-
schiedene Regularisierungsparameter [Han00]. Es werden folgende Abku¨rzungen benutzt:
 Schrittweite s = z1 − z0
 Ableitungsmatrix A = F ′(z0)
 Residuum (A · s− [Texp − F (z0)]). (Im ersten Iterationsschritt muss A · s = [Texp − F (z0)]
approximativ gelo¨st werden.)
 Pseudo-Inverse B = (AT ·A+ α · I)−1 ·AT mit Regularisierungsparameter α
 Also wird die Schrittweite im ersten Iterationsschritt mit s = B · [Texp−T0] berechnet (mit
der Abku¨rzung T0 = F (z0)).
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Nota bene, die A¨nderung des Datensatzes hatte ebenfalls Auswirkungen auf den Startwert.
Um die Beeinflussung der Ergebnisse durch den Startwert selbst minimal zu halten,
wurde der Gauss-Filter auf die Temperaturen angewandt (nur bei der Auswertung der
Echo-defect-shape-Methode; die zugeho¨rige Inversion wertete die Temperaturen der
Einzelmessung ohne den Gauss-Filter aus). Wie in der Abbildung 5.47 zu sehen ist, waren
die Startwerte sehr a¨hnlich (du¨nne Linien).
Konvergenzverhalten: Ko¨nnte die Auswertung von Einzelmessungen vielleicht einfach mehr
Iterationsschritte erfordern? Dazu wurde das Konvergenzverhalten im Mittel untersucht,
Abb. 5.48.
Abbildung 5.48: Fehler der Geometrie bei der
Auswertung von Einzelmes-
sungen
Abbildung 5.49: Einzelmessung ∪6mm:
auffa¨llig langsamer Tempe-
raturabfall
Der durchschnittliche Fehler der rekonstruierten Ru¨ckwandgeometrie im Mittel stieg nach
dem 6. Iterationsschritt (schwarze Kurve). Also waren auch mehr Iterationsschritte nicht
hilfreich. Im Vergleich mit Mittelungen von 10 Messzyklen, Abb. 5.33(b), fa¨llt auf, dass
bei den Probeko¨rpern ∪6mm und unionsq6mm ein fru¨her Anstieg auftrat. Bei ∪6mm stieg der
durchschnittliche Fehler schon vom 1. Iterationsschritt an. Der Grund ist in Abbildung 5.49
zu sehen, welche den Temperaturabfall an dem defektfreien Punkt x = 3 cm zeigt. Der
Temperaturabfall in dieser Einzelmessung wich stark von dem typischen Temperaturabfall
ab. Bei dieser Einzelmessung blieb der Probeko¨rper insgesamt recht warm. Am Ende der
Messung war die Temperatur um ca. 50 mK ho¨her als die durchschnittliche Endtemperatur
(also mehr als die Standardabweichung bei 10 Messzyklen: 42 mK). Bei ∪6mm wurde
fa¨lschlicherweise ein Defekt im gesamten defektfreien Gebiet rekonstruiert. Dies ist das
zweite Indiz, dass die Mittelung von mehreren Messzyklen notwendig war.
 Gla¨ttung der Messdaten mit einem Gauss-Filter: Die Temperaturdaten aus 10
Messzyklen von allen Probeko¨rpern wurden zusa¨tzlich in der Zeit und im Ort gla¨ttet; und
zwar mit dem Gauss-Filter, welcher bei der 3D-Rekonstruktion der Flachbodenbohrung
sehr hilfreich war. Der durchschnittliche Fehler der Rekonstruktionsergebnisse in Tabel-
le 5.10 ergab, dass der durchschnittliche Fehler im Mittel mit und ohne Gla¨ttung identisch
war (letzte Spalte: 0.74 mm).
Der maximale Fehler des Punktes fu¨r dicke bzw. du¨nne Bereiche (z ≥ 1 cm bzw. z < 1 cm)
folgt in Tabelle 5.11. Der maximale Fehler der Daten aus 10 gemittelten Messzyklen ist auch in
Tabelle 5.6 zu finden; die durchschnittlichen Fehler der drei Tests sind in Tabelle 5.10 enthalten.
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Probeko¨rper ∨120◦ ∨90◦ ∪3mm ∪6mm unionsq3mm unionsq6mm Ø
Daten aus 20 gemitt. Messzyklen
max. Fehler fu¨r z ≥ 1 cm [mm] -1.48
max. Fehler fu¨r z < 1 cm [mm] 1.89
Daten aus 10 gemitt. Messzyklen∗
max. Fehler fu¨r z ≥ 1 cm [mm] -1.64 2.37 9.25 7.01 16.31 10.70 7.33
max. Fehler fu¨r z < 1 cm [mm] 1.81 1.71 1.92 0.42 0.94 -3.10 0.62
Daten einer Einzelmessung
max. Fehler fu¨r z ≥ 1 cm [mm] 1.80 -2.56 12.22 8.52 16.52 9.24 7.62
max. Fehler fu¨r z < 1 cm [mm] 1.53 1.61 3.49 0.66 -1.04 -4.32 0.32
Daten aus 10 Mess. mit Gauss-Filter
max. Fehler fu¨r z ≥ 1 cm [mm] -1.55 2.31 9.36 7.13 16.36 10.76 7.40
max. Fehler fu¨r z < 1 cm [mm] 1.83 1.75 1.97 0.46 0.90 -3.00 0.65
Tabelle 5.11: Maximaler Fehler des Punktes der Rekonstruktion im 6. Iterationsschritt der
”
Broyden-
Methode“ fu¨r A¨nderungen an der Glattheit der Messdaten; (∗)
”
Original“ aus Unterka-
pitel 5.3.4.
Ein weiterer Vergleich der Auswertung einer Einzelmessung und eines Datensatzes, welcher
aus der Mittelung von 20 Messzyklen entstanden war, zeigt den positiven Einfluss der Mittelung
[RMK11]. Bei der zugeho¨rigen Inversionskonfiguration wurde ein Abstand von 1 cm der
Ru¨ckwandstu¨tzstellen gewa¨hlt.
”
Differenzenmethode“: Zur Schlussfolgerung u¨ber den Einfluss der Mittelung der Messda-
ten fu¨r die Inversionskonfiguration
”
Differenzenmethode“ wird nur der 1. Iterationsschritt der
”
Broyden-Methode“ untersucht (anstatt wie bisher 6 Schritte). Denn wa¨hrend bei der
”
Diffe-
renzenmethode“ die Ableitungsmatrix in jedem Iterationsschritt mit der Differenzenmethode
berechnet wurde, wurde bei der
”
Broyden-Methode“ nur im 1. Iterationsschritt die Differen-
zenmethode verwendet, wa¨hrend in den weiteren Iterationsschritten die Broyden-Methode
verwendet wurde. Man kann also aus dem Konvergenzverhalten des 1. Iterationsschrittes
der
”
Broyden-Methode“ auf das grundsa¨tzliche Verhalten der Inversionskonfiguration
”
Diffe-
renzenmethode“ schließen. Da alle in diesem Unterkapitel getroffenen Aussagen auch allein
fu¨r den 1. Iterationsschritt gu¨ltig sind, gelten diese Aussagen auch fu¨r die
”
Differenzenmethode“.
Zusammenfassung: Die Mittelung von 10 Messzyklen verbesserte deutlich die Rekonstruk-
tion mit der Levenberg-Marquardt-Methode. Eine Stichprobe zeigte, dass die Mittelung von
mehr als 10 Messzyklen zu keiner weiteren Verbesserung der Ergebnisse fu¨hrte. Gleiches gilt fu¨r
eine zusa¨tzliche Anwendung einer Gla¨ttung auf die Messdaten.
5.3.9 Gla¨ttung des Startwertes
Im Kapitel 5.1 wurde gezeigt, dass man mit der Echo-defect-shape-Methode in der Praxis nur
eine beschra¨nkte Tiefenauflo¨sung erzielt werden konnte, vgl. Gl. (5.1). Die dadurch entstandenen
ku¨nstlichen Defektkanten gerechtfertigten eine Gla¨ttung der Defektkanten. Fu¨r die Gla¨ttung des
Startwertes wurde ein Gauss-Filter mit Standardverteilung s = 40 Werte auf n = 15 benach-
barte Werte angewendet (10 mm entsprechen 10 Werten), vgl. Abb. 5.9. In diesem Unterkapitel
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Die ho¨here Schranke fu¨r die Bestimmung der Dicke hatte einen kleineren durchschnittlichen
Fehler der rekonstruierten Ru¨ckwandgeometrie bei fast jedem Probeko¨rper zur Folge. In Abbil-
dung 5.52 sieht man den Fehler im Mittel je Iterationsschritt; fu¨r eine Startwert mit und ohne
Gla¨ttung. Auch wenn der gegla¨ttete Startwert einen gro¨ßeren durchschnittlichen Fehler besaß
als der ungegla¨ttete Startwert (k = 0), drehte sich das Verha¨ltnis um. Das Ergebnis mit dem
gegla¨tteten Startwert war eindeutig besser, siehe auch die Hervorhebung in Tabelle 5.12.
Probeko¨rper ∨120◦ ∨90◦ ∪3mm ∪6mm unionsq3mm unionsq6mm Ø
mit ungegla¨ttetem Startwert
max. Fehler fu¨r z ≥ 1 cm [mm] 2.01 4.16 12.42 7.50 16.64 10.97 8.95
max. Fehler fu¨r z < 1 cm [mm] 1.75 1.87 2.87 0.38 0.79 -2.71 0.83
Durchschnittlicher Fehler [mm] 0.34 0.43 1.12 0.87 1.54 0.97 0.88
mit gegla¨ttetem Startwert∗
max. Fehler fu¨r z ≥ 1 cm [mm] -1.64 2.37 9.25 7.01 16.31 10.70 7.33
max. Fehler fu¨r z < 1 cm [mm] 1.81 1.71 1.92 0.42 0.94 -3.10 0.62
Durchschnittlicher Fehler [mm] 0.40 0.27 0.76 0.79 1.37 0.84 0.74
Tabelle 5.12: Fehler der im 6. Iterationsschritt rekonstruierten Ru¨ckwandgeometrie bei der
”
Broyden-
Methode“ fu¨r ungegla¨ttete und gegla¨ttete Startwerte (Gauss-Filter mit s = 40 Werten,
n = 15 Werten, 1 mm pro Ru¨ckwandstu¨tzstellenwert); (∗)
”
Original“ aus Unterkapi-
tel 5.3.4.
”
Differenzenmethode“: Fu¨r diese Inversionskonfiguration ist ein gegla¨tteter Startwert
ebenso von Vorteil. Der positive Effekt der Gla¨ttung hatte sich schon im 1. Iterationsschritt
gezeigt und gilt somit fu¨r jeden Iterationsschritt der
”
Differenzenmethode“.
Zusammenfassung: Die Rekonstruktionsergebnisse waren deutlich besser, wenn der Start-
wert gegla¨ttet wurde. Die Schranke fu¨r die Bestimmung der Dicke wurde dadurch erho¨ht: von
1.7 cm auf 1.8 cm rekonstruierbarer Dicke.
5.3.10 Ideale Startwerte
Angenommen, man habe mit der Echo-defect-shape-Methode aus den Messdaten einen Start-
wert berechnen ko¨nnen, welcher exakt der realen Ru¨ckwandgeometrie entspricht. Was passiert
bei einer Iteration? Wenn sie keine oder nur eine geringe Vera¨nderung der rekonstruierten Ru¨ck-
wandgeometrie bewirkt, unterstu¨tzt das das Vertrauen in das Konvergenzverhalten des Algo-
rithmus.
In diesem Unterkapitel wird die Rekonstruktion im 6. Iterationsschritt der
”
Broyden-
Methode“ ausgewertet.
Wie erwartet, wurde die rekonstruierte Ru¨ckwandgeometrie mit idealen Startwerten kaum
durch die Iteration vera¨ndert, z. B. im Vergleich mit den abweichenden Startwerten in Kapi-
tel 5.3.4. Beispielhaft wird die Rekonstruktion mit einem idealen Startwert am Probeko¨rper
∪6mm in Abbildung 5.53 gezeigt.
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onsschritten war dort die reale Wanddicke gut approximiert. Zum Defektrand hin war die
Vera¨nderung weniger vorteilhaft, vor allem bei ∨120◦, da der durchschnittliche Fehler des
Temperaturfeldes schon nah am Simulationsfehler (17.6 mK) lag. Da der durchschnittliche
Fehler des Temperaturfeldes bei einem dicken Startwert geringer war als bei einem du¨nnen
Startwert, musste die Dicke der realen Ru¨ckwandgeometrie um 4 mm – anstatt um 2 mm
– vera¨ndert werden, um Verbesserung durch die Levenberg-Marquardt-Methode zu ermo¨glichen.
”
Differenzenmethode“: Der beschriebene Effekt der Levenberg-Marquardt-Methode als
Inversionskonfiguration
”
Broyden-Methode“ gilt auch fu¨r die
”
Differenzenmethode“, zumindest
fu¨r die Aspekte
”
flache Defektkante“ und
”
geringe Defekttiefe“, da die genannten Verbesse-
rungen sich schon im ersten Iterationsschritt abzeichneten. Der dritte Aspekt
”
u¨berma¨ßige
Defekttiefe“ ist nicht klar u¨bertragbar, da sich im ersten Iterationsschritt keine sichtbare
oder messbare Verbesserung einstellte; der durchschnittliche Fehler der Ru¨ckwandgeometrie
verbesserte sich erst ab dem 2. Iterationsschritt kontinuierlich.
Zusammenfassung:
 Flache Defektkanten wurden hervorragend verbessert. Das ist nur mo¨glich, weil diese Me-
thode auf einer 2D-Betrachtung der Wa¨rmeleitungsgleichung basiert.
 Geringe Defekttiefen wurden auf sehr gute Weise verbessert (hauptsa¨chlich an den Defekt-
kanten). Bei Startwerten nach der Echo-defect-shape-Methode, welche im Defektzentrum
keine A¨nderung beno¨tigte, erwartete man dadurch hervorragende Verbesserungen von ge-
ringen Defekttiefen.
 U¨berma¨ßige Defekttiefen wurden nur ma¨ßig verbessert. Bei kontrastreichen Thermogram-
men waren vor allem im Defektzentrum Verbesserung mo¨glich. Die Rekonstruktion fu¨r
Startwerte, welche mit der Echo-defect-shape-Methode gewonnen wurden, wurde von die-
ser Schwa¨che nicht beeintra¨chtigt.
5.3.12 Schlechte Startwerte
In diesem Unterkapitel wird gezeigt, inwieweit die Qualita¨t des Startwertes Einfluss auf das
Rekonstruktionsergebnis der Levenberg-Marquardt-Methode hat. Die Inversion wird fu¨r mit-
telma¨ßige und fu¨r schlechte Startwerte getestet.
Im Folgenden wird die Rekonstruktion im 6. Iterationsschritt der
”
Broyden-Methode“ aus-
gewertet. Drei Kategorien von Startwerten wurden getestet:
 Gute Startwerte: Die guten Startwerte wurden in Kapitel 5.1 erla¨utert und in Unter-
kapitel 5.3.4 zur Rekonstruktion verwendet. Die guten Startwerte hatten einen durch-
schnittlichen Fehler von 1.1-2.4 mm; im Mittel 1.6 mm (Tabelle 5.3). Der durchschnitt-
liche Fehler der rekonstruierten Ru¨ckwandgeometrie fiel in 6 Iterationsschritten um 54%
(≈ (1.6− 0.74)/1.6 % mit Tabelle 5.6).
 Mittelma¨ßige Startwerte: Die mittelma¨ßigen Startwerte fu¨r die Nutprobeko¨rper besa-
ßen durchschnittliche Fehler von 1.5-4 mm; im Mittel 2.2 mm. Diese Startwerte wurden
mit der Echo-defect-shape-Methode gewonnen, jedoch fu¨r einen kleinen Schwellwert von
C0 = 0.035 (anstatt 0.07). Dieser Schwellwert wurde bei den Probeko¨rpern mit Flachbo-
denbohrungen angewendet, um die Detektion von sehr kleinen Defekten zu ermo¨glichen.
Die Startwerte fu¨r die Nutprobeko¨rper zeigten fu¨r den Schwellwert 0.035 vor allem breitere
Defekte an, im Vergleich zu den Startwerten mit dem Schwellwert 0.07. Der Grund fu¨r die
Verbreiterung der Defekte war, dass auch der geringere Kontrast in Referenzgebieten, wel-
cher durch einen geringen lateralen Wa¨rmefluss verursacht wurde, fa¨lschlicherweise zu einer
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der rekonstruierten Ru¨ckwandgeometrie von guten / mittelma¨ßigen / schlechten Startwerten
fiel im 1. Iterationsschritt um 12% / 10% / 4% (≈ (8.7− 8.4)/8.4 %). Das Verha¨ltnis der Fehler
zueinander zeigt, dass allein im 1. Iterationsschritt und folglich ebenso bei der
”
Differenzenme-
thode“ ein schlechter Startwert auch zu einer schlechten Rekonstruktion fu¨hren wu¨rde.
Zusammenfassung: Bei der Auswertung von Einzelmessungen in Kombination mit sub-
optimal gewa¨hlten Parametern der direkten Rekonstruktionsmethode kam es zu ma¨ßigen oder
sogar schlechten Startwerten. In diesem Fall muss mit einer entsprechend starken Beeintra¨chti-
gung der Rekonstruktionsergebnisse gerechnet werden. Deshalb sollten schlechte Startwerte mit
Hilfe von Mittelungen von Messzyklen oder durch einen angepassten Schwellwert vermieden wer-
den. Fu¨r die
”
Broyden-Methode“ und fu¨r die
”
Differenzenmethode“ eignen sich also mo¨glichst
gute Start-Ru¨ckwandgeometrien, welche die Restwandsta¨rke nicht unterscha¨tzen.
5.3.13 Alternative indirekte Rekonstruktionsmethode
Als Alternative zur indirekten Rekonstruktion mittels der Levenberg-Marquardt-Methode
werden in diesem Unterkapitel die Ergebnisse mit der optimierten iterativen Echo-defect-shape-
Methode vorgestellt, Gl. (2.95). Außerdem wird ein Vergleich mit der originalen Version der
iterativen Echo-defect-shape-Methode gezeigt, Gl. (2.94).
Abbildung 5.62: Konvergenzverhalten des durch-
schnittlichen Fehlers der rekon-
struierten Ru¨ckwandgeometrie z
bei der iterativen Echo-defect-
shape-Methode im Vergleich
mit der Levenberg-Marquardt-
Methode (DM bzw. BM)
In Abbildung 5.62 wird in Farbe das
Konvergenzverhalten fu¨r jeden Probeko¨rper
dargestellt. Genauso wie bei der Levenberg-
Marquardt-Methode traten Konvergenz-
schwierigkeiten fu¨r die V-Profile auf. Das
Mittel u¨ber die Probeko¨rper wird als schwar-
ze, durchgezogene Kurve gezeigt. Diese kann
mit dem Mittel der Levenberg-Marquardt-
Methode in der Konfiguration
”
Differenzen-
methode“ (DM) und
”
Broyden-Methode“
(BM) verglichen werden, gestrichelte Kur-
ven in schwarz bzw. in grau. Die graue
Kurve fa¨llt nicht stark genug und liegt
oberhalb der schwarzen Kurve. Das heißt, die
Echo-defect-shape-Methode lieferte bessere
Rekonstruktionsergebnisse als die
”
Broyden-
Methode“. Die schwarze, gestrichelte Kurve
fa¨llt sta¨rker als die schwarze, durchgezogene
Kurve. Das heißt, die
”
Differenzenmethode“
lieferte die besten Rekonstruktionsergebnisse, jedenfalls wenn man oft genug iterierte.
Optimierung: Im Beispiel von ∪6mm sorgte die Optimierung der iterativen Echo-defect-
shape-Methode fu¨r eine deutliche Verbesserung. In Abbildung 5.63 sieht man das Rekonstruk-
tionsergebnis im 15. Iterationsschritt fu¨r die optimierte und fu¨r die originale Version.
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6 Rekonstruktion in 3D (PVC)
in Abb. 6.4, bei denen an allen Bohrungen Durchmesser von ca. 13 mm (FBB12mm) und 11-
13 mm (FBB8mm) gemessen werden konnten.
(a) FBB12mm (b) FBB8mm
Abbildung 6.4: Thermogramme fu¨r t = 120 s bei den Flachbodenbohrungen
Zusammengefasst gilt: Bei den Phasenbildern und bei den Thermogrammen lagen die Durch-
messer fu¨r FBB12mm nah an dem realen Wert und bei FBB8mm nur knapp u¨ber dem realen
Wert.
Ergebnisse der direkten Methode: Fu¨r quantitative Wanddickenangaben lieferte die
Echo-defect-shape-Methode die besten 3D-Ergebnisse, welche in Abbildung 6.5 fu¨r ein 1 mm
Raster zu sehen sind.
(a) FBB12mm (b) FBB8mm
Abbildung 6.5: Startwert fu¨r die Inversion: Rekonstruktion mit der Echo-defect-shape-Methode bei den
Flachbodenbohrungen
Folgende Beobachtungen wurden an dieser Rekonstruktion gemacht:
 Die Bohrungen wurden alle detektiert und die Referenzgebiete wurden gut erkannt bis auf
den Rand bei x ≈ 14 cm bei FBB12mm. Der Grund dafu¨r ist, dass der Temperaturabfall
TRand an diesem Rand fu¨r spa¨te Zeitpunkte ab t ≈ 200 s aus unbekannten Gru¨nden
gebremst wurde, relativ zu den anderen defektfreien Gebieten, vgl. Abb. 3.35.
 Die Restwandsta¨rke u¨ber den Bohrungszentrum wurde bei beiden Probeko¨rpern gut re-
konstruiert; vor allem die Bohrung mit 3 mm RWS. Im Durchschnitt wurde diese Rest-
wandsta¨rke mit einem durchschnittlichen Fehler von ±0.44 mm ermittelt.
 Der Durchmesser der Bohrung jedoch wurde meist doppelt bis dreifach so breit wie die
reale Geometrie berechnet, im Durchschnitt mit einem Fehler von 14 mm. Nota bene,
die Durchmesser wurden auf halber Ho¨he der jeweils rekonstruierten Bohrungsgeometrie
gemessen, d. h. bei einer Bohrung mit Restwandsta¨rke 0.8 cm wurde der Durchmesser in
der Dicke z = (2− 0.8)/2 + 0.8 cm gemessen.
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Zur U¨bersicht wird der Fehler der einzelnen Bohrungen bezu¨glich Durchmesser und RWS und
der durchschnittliche Fehler des Startwertes nach Gl. (2.56) in Tabelle 6.1 gelistet:
Probeko¨rper FBB. . . mm 12 12 12 8 8 8 Ø
Bohrungs mit Restwandsta¨rke 1.5 mm 3 mm 6 mm 1.5 mm 3 mm 6 mm
Fehler des Durchmessers [mm] ≈ 18 12 16 17 17 6 14
Fehler der RWS [mm] 0.59 0.04 -0.00 0.21 0.04 1.76 0.44
Durchschn. Fehler [mm]
(fu¨r 15x15 cm2) 1.83 0.90 1.37
Durchschn. Fehler nach Bear-
beitung [mm] (fu¨r 15x15 cm2) 1.25 0.90 1.08
Durchschn. Fehler nach Bear-
beitung [mm] (ohne Randbereich) 2.32 1.68 2.00
Tabelle 6.1: Fehler des Startwertes z der Probeko¨per FBB12mm und FBM8mm – Bearbeitung von z
bedeutet Gla¨ttung und defektfreier Rand, siehe im Folgenden. Der Durchschnitt wurde auf
halber Defekttiefe gemessen, siehe oben im Text.
Abbildung 6.6: Bearbeitete Rekonstruktion bei
FBB12mm, d. h. von Abb. 6.5(a)
Bearbeitung (Gla¨ttung und defekt-
freier Rand): Fu¨r die Anwendung als Start-
wert wurde die Ru¨ckwandgeometrie gegla¨ttet,
Abb. 6.6; und zwar mit einem Gauss-Filter
mit einer Standardabweichung von 40 Wer-
ten (40 mm) auf 2x2 benachbarte Werte, wo-
bei die Gebiete der Defektzentren von der
Gla¨ttung ausgenommen wurden. Auch wenn
die Auswirkung der Gla¨ttung gering war, wur-
de die Gla¨ttung vorgenommen. Denn bei der
2D-Rekonstruktion mit der Levenberg-Marquardt-Methode erwies sich ein gegla¨tteter Startwert
von Vorteil. Eine sta¨rkere Gla¨ttung ha¨tte nur mit nachteiligem Informationsverlust angewendet
werden ko¨nnen.
Ferner wurde ein 2 cm breiter Rand als defektfrei angenommen. Die Durchmesser und
Restwandsta¨rken der Bohrungen sind unvera¨ndert, aber der durchschnittliche Fehler verbesserte
sich, siehe vorletzte Zeile in Tabelle 6.1. Da die Fla¨che des 2 cm breiten Randes 54% einer
15x15 cm2 Fla¨che ausmachte, sollte der durchschnittliche Fehler um diesen Faktor skaliert
werden, siehe letzte Zeile in Tabelle 6.1. Damit bezieht sich der neue durchschnittliche Fehler
nur auf den Probeko¨rper ohne den Randbereich. Nota bene, fu¨r den Probeko¨rper FBB8mm
machte diese Annahme keinen Unterschied. Bei einer ho¨heren Anzahl von Messzyklen zur
Mittelung eines Datensatzes ko¨nnte u. U. die Annahme des defektfreien Randes vernachla¨ssigbar
sein.
Zusammenfassung: Genauso wie bei den Nutprobeko¨rpern hat sich bei den Flachboden-
bohrungen die Echo-defect-shape-Methode als die geeignetste direkte Methode zur Gewinnung
der Ru¨ckwandgeometrie aus thermischen Daten nach Impulserwa¨rmung erwiesen; und zwar fu¨r
den Schwellwert C0 = 0.035.
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6.2 Rekonstruktionsergebnisse
Die 3D-Rekonstruktion der Flachbodenbohrungen wurde mit der Levenberg-Marquardt-
Methode berechnet. Da die 3D-Simulation trotz der Beschra¨nkung auf Ausschnitte des Pro-
beko¨rpers zeitaufwendig war, wurde die Ableitung ab dem 2. Iterationsschritt mit der Broyden-
Methode approximiert, zur
”
Broyden-Methode“ vgl. Kapitel 5.3.4.
Die Iteration wurde nach dem 4. Iterationsschritt beendet. Denn bei der Stichprobe bei der
Bohrung von FBB8mm mit RWS 3 mm, fu¨r welchen die U¨bereinstimmung von Simulation und
Messung hoch war, wurde die beste Ru¨ckwandgeometrie im 4. Iterationsschritt berechnet. Die
Ru¨ckwandstu¨tzstellen bildeten ein 2x2 mm2 Raster, welches aus Gru¨nden der Zeiteffizienz gro¨ber
als das 1 mm Raster der 2D-Rekonstruktion gewa¨hlt wurde. Als Regularisierungsparameter
wurde α = 1 gewa¨hlt, nachdem die L-Kurve der Stichprobe mit der Bohrung von FBB8mm
mit RWS 3 mm fu¨r 10−9 ≤ α ≤ 109 ausgewertet wurde (der Knick der L-Kurve lag im Bereich
10−1 ≤ α ≤ 101). Die U¨bersicht der Inversionsparameter folgt in Tabelle 6.2:
Parameter Wert oder Methode
Abstand der Stu¨tzwerte 2x2 mm2
Schwellwert fu¨r Echo-defect-shape-Methode C0 = 0.035
Regularisierungsparameter fu¨r Levenberg-Marquardt-Methode α = 1
Iteration beendet bei Iterationsschritt Nr. 4
Methode zur Berechnung der Ableitung k = 1 : Differenzenmethode
k ≥ 2 : Broyden-Methode
Tabelle 6.2: Parameter der Inversion mit der Levenberg-Marquardt-Methode fu¨r eine 3D-
Rekonstruktion
Das a priori Wissen: Eine U¨bersicht u¨ber das a priori Wissen folgt in Tabelle 6.3:
a priori
Wissen Nr.
Inhalt des a priori Wissens Folgerung
Erstes Die Materialdicke ist minimal 0.1 cm und maximal
2 cm.
0.1 ≤ zk ≤ 2 cm
Zweites Der 2 cm breite Rand der Ru¨ckseite wird als defekt-
frei angenommen, da die zu untersuchenden Defek-
te im mittleren Bereich des Probeko¨rpers liegen.
z(x, y) = 2,
falls x ≤ 2, x ≥ 13,
y ≤ 2 oder y ≥ 13 cm.
Drittes Der Defektbereich wird zuverla¨ssig durch die Echo-
defect-shape-Methode bestimmt, d. h. eine mit die-
ser Methode gewonnene Information u¨ber die Ab-
wesenheit eines Defektes ist zuverla¨ssig.
Ableitung wird nur im
Defektbereich berech-
net.
Viertes Die Echo-defect-shape-Methode unterscha¨tzt die
Wanddicke.
z40 ≥ z1
Tabelle 6.3: Das a priori Wissen fu¨r die Inversion mit der Levenberg-Marquardt-Methode fu¨r eine 3D-
Rekonstruktion
Das erste a priori Wissen wurde fu¨r diese Inversion erweitert. Da ein sehr oberfla¨chennaher
Defekt hinter einer planen, defektfreien Vorderseite rekonstruiert wurde, war eine Annahme
u¨ber eine minimale Wanddicke sinnvoll und erlaubt. Ohne eine solche Annahme wa¨ren sonst
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nicht-positive Wanddicken berechnet worden. Auf das Rekonstruktionsergebnis wurde sogar
noch mehr a priori Wissen (viertes) angewendet: Die rekonstruierte Geometrie ist nicht nur
mehr als 1 mm dick, sondern auch in jedem Falle dicker als die Start-Geometrie. Dies wurde
schon zur Optimierung der iterativen Echo-defect-shape-Methode angewendet. Details und die
Auswirkung fu¨r die Levenberg-Marquardt-Methode dazu sind im folgenden Unterkapitel 6.3.1
beschrieben.
Rekonstruktionsergebnisse: Die Abbildung 6.7 zeigt die rekonstruierte Ru¨ckwandgeome-
trie fu¨r die Probeko¨rper FBB12mm und FBB8mm.
(a) FBB12mm (b) FBB8mm
Abbildung 6.7: Rekonstruktion mit der Levenberg-Marquardt-Methode
Zum Vergleich ist in Abbildung 6.8 die reale Ru¨ckwandgeometrie (fu¨r ein 1 mm Raster) zu
sehen.
(a) FBB12mm (b) FBB8mm
Abbildung 6.8: Reale Geometrie: Bohrungen links / mittig / rechts mit RWS 6 / 1.5 / 3 mm.)
Der durchschnittliche Fehler der einzelnen Bohrungen bezu¨glich Durchmesser und RWS und der
durchschnittliche Fehler der Rekonstruktionsergebnisse nach Gl. (2.56) ist in Tabelle 6.4 gelistet:
Probeko¨rper FBB. . . mm 12 12 12 8 8 8 Ø
Bohrung mit Restwandsta¨rke 1.5 mm 3 mm 6 mm 1.5 mm 3 mm 6 mm
Fehler des Durchmessers [mm] ≈ 14 10 6 6 4 3 7
Fehler der RWS [mm] 0.59 0.04 -0.00 0.21 0.04 1.76 0.44
Durchschn. Fehler [mm]
(ohne Randbereich) 1.53 0.85 1.19
Tabelle 6.4: Fehler der Rekonstruktion z der Probeko¨per FBB12mm und FBM8mm
Im Vergleich mit dem Startwert, siehe Tabelle 6.1, gilt im Mittel u¨ber die Bohrungen:
 Der Fehler des Durchmessers halbierte sich (von 14 mm auf 7 mm, d. h. um 50%). Damit
wurde der Durchmesser nicht 2.4-mal zu breit rekonstruiert, sondern nur 1.7-mal zu breit
rekonstruiert (Verbesserung um 30%).
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 Der Fehler der RWS u¨ber dem Bohrungszentrum blieb dank des vierten a priori Wissens
identisch; mehr dazu im folgenden Kapitel.
 Der durchschnittliche Fehler der Ru¨ckwandgeometrie fiel von 2.00 auf 1.19 mm, d. h. um
(2− 1.19)/2 = 41%. (6.1)
Vergleich mit Stand der Technik: Beim Vergleich mit den Ergebnissen in der Literatur,
fa¨llt auf, dass Wanddicken meist nur an isolierten Punkten berechnet werden. Der Fokus der
Ergebnisse liegt hauptsa¨chlich bei der Wanddicke im Zentrum von Flachbodenbohrungen; zum
Beispiel werden Bohrungen in [VGB+96] und [MV10] in einem Stahlblech (mit 1.3 mm bzw.
3 mm Dicke) untersucht und in [Sun06] eine Platte von 2.7 mm Dicke aus einem keramischen
Faserverbundwerkstoff. Durch den Unterschied im Material und den untersuchten Material-
dicken ist es schwer diese Ergebnisse zu vergleichen. In [RMH98] werden Flachbodenbohrungen
in dem Kunststoff Polyoxymethylen untersucht. Das Material ist an den defektfreien Stellen
1.3 mm dick; die Restwandsta¨rke an den Bohrungen betra¨gt 1.2 bis 2.3 mm. Die Lo¨cher sind
also eher oberfla¨chennah. Das erkla¨rt die Genauigkeit von 5%, mit welcher die Restwandsta¨rken
rekonstruiert werden konnten. Die Genauigkeit der Levenberg-Marquardt-Methode (3D) bei
der durchschnittlichen Restwandsta¨rke 3.5 mm lag bei 0.44/3.5 = 13% (mit Tabelle 6.4).
Inversionsdauer: Die Inversionsdauer war trotz der Anwendung der Broyden-Methode noch
sehr zeitintensiv. Die Inversion und die zugeho¨rigen Simulationen wurden auf einem PC mit
acht Doppelkernen mit 2.4 GHz Taktfrequenz durchgefu¨hrt. COMSOL rechnete parallel auf den
acht Doppelkernen. Abha¨ngig von der Defektgeometrie lag die Inversionsdauer fu¨r eine einzelne
3D-Bohrung mit einem 2x2 mm2 Raster mit der Levenberg-Marquardt-Methode als Inversions-
konfiguration
”
Broyden-Methode“ bei circa 75 Stunden. Im ersten Iterationsschritt wurden fu¨r
die Ableitungsmatrix
”
infinitesimale“ A¨nderungen fu¨r circa 245 Stu¨tzstellen durchgefu¨hrt; es
musste also 245-mal simuliert werden. Außerdem wurde in jedem Iterationsschritt das Tempe-
raturfeld berechnet. Bei 4 Iterationsschritten wurde also insgesamt 249-mal simuliert: Bei einer
Simulationsdauer von ca. 18 min dauerte die Iteration also ca. 75 Stunden je Bohrung und ca.
9 Tage fu¨r einen Probeko¨rper mit drei Bohrungen.
6.3 Diskussion
Zuerst wird kurz auf das vierte a priori Wissen der Levenberg-Marquardt-Methode eingegangen.
Zum Vergleich der Rekonstruktionsergebnisse werden dann 3D-Ergebnisse mit der iterativen
Echo-defect-shape-Methode gezeigt, welche in der Literatur bisher nur fu¨r 2D-Betrachtungen
angewendet wurde. Außerdem werden 2D-Rekonstruktionen fu¨r die Profile durch die Bohrungen
mit der Levenberg-Marquardt-Methode gewonnen.
6.3.1 Viertes a priori Wissen
Das vierte a priori Wissen besagte, dass die rekonstruierte Wanddicke in jedem Fall ho¨her
als die Wanddicke sein muss, welche durch die Echo-defect-shape-Methode berechnet wurde;
denn im Allgemeinen unterscha¨tzt die Echo-defect-shape-Methode die reale Wanddicke. Dieses
Wissen wurde auch zur Optimierung der iterativen Echo-defect-shape-Methode benutzt. Bei der
2D-Inversion mit der Levenberg-Marquardt-Methode waren die Rekonstruktionen so gut, dass
dieses Wissen vernachla¨ssigbare Verbesserungen verursacht ha¨tten. Bei der 3D-Inversion war
jedoch das vorderseitige 2x2 mm2 Gitter grob (relativ zum 2D-Modell: 1 mm), so dass vor allem
an den Bohrungszentren relativ ungenau rekonstruiert wurde. Ohne das vierte a priori Wissen
wa¨ren die Restwandsta¨rke an den einzelnen Bohrungen zu du¨nn rekonstruiert worden; dieser
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Fehler und der durchschnittliche Fehler der rekonstruierten Ru¨ckwandgeometrie nach Gl. (2.56)
ist in Tabelle 6.5 gelistet:
Probeko¨rper FBB. . . mm 12 12 12 8 8 8 Ø
Bohrung mit Restwandsta¨rke 1.5 mm 3 mm 6 mm 1.5 mm 3 mm 6 mm
Fehler der RWS [mm] -0.50 -1.92 -1.48 -0.50 -2.00 -5.00 -1.90
Durchschn. Fehler [mm]
(ohne Randbereich) 1.78 0.93 1.36
Tabelle 6.5: Fehler der Rekonstruktion z der Probeko¨per FBB12mm und FBM8mm – ohne das vierte
a priori Wissen
6.3.2 Iterative Echo-defect-shape-Methode
Die iterative Echo-defect-shape-Methode wird in diesem Kapitel wieder in ihrer optimierten
Form nach Gl. (2.95) angewendet. A¨hnliche Rekonstruktionsergebnisse wurden in [RMK12b]
vero¨ffentlicht, jedoch wurde da die Geometrie des Simulationsmodells aus Quadern unterschied-
licher Ho¨he zusammengesetzt nach Abb. 4.12(b). In dieser Arbeit wurde die Surf-Option nach
Abb. 4.12(a) benutzt.
Besonderheiten beim Simulationsmodell:
 Fu¨r die iterative Echo-defect-shape-Methode konnten die Ausschnitte um die Bohrun-
gen, fu¨r welche jeweils simuliert wurde, gro¨ßer gewa¨hlt werden (5x5x2 cm3) als bei der
Levenberg-Marquardt-Methode. Denn dieses Verfahren beno¨tigt weniger Simulationen je
Iterationsschritt, da keine Ableitungsmatrix berechnet wird. Deswegen durfte die einzelne
Simulation auch la¨nger dauern.
 Bei der iterativen Echo-defect-shape-Methode wird eine bekannte Referenzstelle nicht
nur bei den Messdaten sondern auch bei den simulierten Temperaturen zur Auswertung
beno¨tigt, vgl. zSk+1 in Gl. (2.93). Da innerhalb der Iteration nur Ausschnitte des Pro-
beko¨rpers simuliert wurden, wurde der notwendige Temperaturabfall einer Referenzstelle
gesondert simuliert. Das heißt, dass zu Beginn der Iteration das Temperaturfeld fu¨r einen
defektfreien Ausschnitt berechnet wurde.
 Die Erwa¨rmung im Simulationsmodell erfolgte – im Gegensatz zu der Anwendung der
Levenberg-Marquardt-Methode – o¨rtlich inhomogen. Dies ergab bessere Rekonstruktions-
ergebnisse (vor allem bei FBB8mm); im Gegensatz zur LM-Methode.
Eine U¨bersicht der benutzten Parameter zeigt Tabelle 6.6:
Parameter Wert oder Methode
Abstand der Stu¨tzwerte 2x2 mm2
Schwellwert fu¨r Echo-defect-shape-Methode C0 = 0.035
Iteration beendet bei Iterationsschritt Nr. 15
Tabelle 6.6: Parameter der Inversion mit der iterativen Echo-defect-shape-Methode fu¨r eine 3D-
Rekonstruktion
Das a priori Wissen: Eine U¨bersicht folgt in Tabelle 6.7:
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a priori
Wissen Nr.
Inhalt des a priori Wissens Folgerung
Erstes Die Materialdicke ist minimal 0.1 cm
und maximal 2 cm.
0.1 ≤ zk ≤ 2 cm
Zweites Der Diskretisierungsfehler der Simula-
tion in den ersten 40 s ist zu beru¨ck-
sichtigen.
Wenn der relative Kontrast in den
ersten 40 s abfa¨llt, dann wird der
relative Kontrast erst nach diesem
irrefu¨hrenden Abfall ausgewertet.
Tabelle 6.7: Das a priori Wissen fu¨r die Inversion mit der iterativen Echo-defect-shape-Methode fu¨r
eine 3D-Rekonstruktion
Details zu dem Algorithmus, welcher das zweite a priori Wissen umsetzte, werden ausfu¨hrlich
in Kapitel 7.1 erkla¨rt. Dort wurde der relative Kontrast der Messdaten von Baustahl ausge-
wertet, welche in den ersten 0.4 s irrefu¨hrende Inhomogenita¨ten aufwies, welche entsprechend
automatisch als solche erkannt wurden.
Rekonstruktionsergebnisse: Die Abbildung 6.9 zeigt die rekonstruierte Ru¨ckwandgeome-
trie fu¨r die Probeko¨rper FBB12mm und FBB8mm.
(a) FBB12mm (b) FBB8mm
Abbildung 6.9: Rekonstruktion mit der iterativen Echo-defect-shape-Methode
Probeko¨rper FBB. . . mm 12 12 12 8 8 8 Ø
Bohrung mit Restwandsta¨rke 1.5 mm 3 mm 6 mm 1.5 mm 3 mm 6 mm
Fehler des Durchmessers [mm] ≈ 6 4 -1 6 8 0 4
Fehler der RWS [mm] 0.77 0.20 0.98 0.36 0.16 1.86 0.72
Durchschn. Fehler [mm]
(ohne Randbereich) 0.84 0.41 0.63
Tabelle 6.8: Fehler der Rekonstruktion z der Probeko¨per FBB12mm und FBM8mm – mit der iterativen
Echo-defect-shape-Methode
6.3.3 Rotierte 2D-Rekonstruktionsergebnisse
Die Start-Geometrie wies anna¨hernd punktsymmetrische Defekte auf, vgl. Abb. 6.5. Deswegen
wurden 2D-Rekonstruktionen der Profile durchgefu¨hrt, um durch Rotation um die jeweiligen De-
fektzentren eine 3D-Rekonstruktion zu erhalten, siehe auch [RMK12a]. Die 2D-Rekonstruktionen
wurden mit der Levenberg-Marquardt-Methode durchgefu¨hrt; und zwar wieder mit der zusa¨tz-
lichen Gla¨ttung des Startwertes wie in Kapitel 5; d. h. mit einer Standardabweichung von 40
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Werten, angewendet auf 15 benachbarte Werte (1 mm pro Wert). Im 21. Iterationsschritt wurde
die Ableitung nochmals mit der Differenzenmethode berechnet; und zwar wieder fu¨r eine wie
im 1. Iterationsschritt gegla¨ttete Ru¨ckwandgeometrie, bis auf die Anwendung auf 5 benachbarte
Werte (1 mm pro Wert). Die erneute Berechnung war notwendig, damit der durchschnittliche
Fehler der rekonstruierten Ru¨ckwandgeometrie in den folgenden Iterationsschritten weiter fiel.
Die kleinere Anzahl der Werte, welche zur Gla¨ttung herangezogen werden, sorgte dafu¨r, dass
steile Defektkanten unvera¨ndert steil blieben. Diese Gla¨ttung war genauso wie bei den Nutpro-
beko¨rper notwendig, damit wa¨hrend der Iteration die Wanddicke an einer steilen Defektkante der
Start-Geometrie verbessert werden konnte, z. B. nahe der Bohrung mit Restwandsta¨rke 1.5 cm
bei ca. (x, y) = (3.5, 5) cm. Außerdem erforderte dieser Bereich auch eine sta¨rkere Regularisie-
rung, da die dortige Wanddicke sonst nur fu¨r die ersten vier Iterationsschritte verbessert worden
wa¨re. Die Parameter der Inversion waren folgende:
Parameter Wert oder Methode
Abstand der Stu¨tzwerte 1 mm
Schwellwert fu¨r Echo-defect-shape-Methode C0 = 0.035
Gesplitteter Regularisierungsparameter
fu¨r Levenberg-Marquardt-Methode α = [80, 300, 80]
Iteration beendet bei Iterationsschritt Nr. 40
Methode zur Berechnung der Ableitung k = 1 und 21: Differenzenmethode
sonst: Broyden-Methode
Tabelle 6.9: Parameter der Inversion mit der Levenberg-Marquardt-Methode fu¨r eine 2D-
Rekonstruktion
Das a priori Wissen: Eine U¨bersicht folgt in Tabelle 6.10:
a priori
Wissen Nr.
Inhalt des a priori Wissens Folgerung
Erstes Die Materialdicke ist minimal 0.1 cm und maximal
2 cm.
0.1 ≤ zk ≤ 2 cm
Zweites Der 2 cm breite Rand der Ru¨ckseite wird als defekt-
frei angenommen, da die zu untersuchenden Defek-
te im mittleren Bereich des Probeko¨rpers liegen.
z(x) = 2,
falls x ≤ 2
oder x ≥ 13 cm.
Drittes Der Defektbereich wird zuverla¨ssig durch die Echo-
defect-shape-Methode bestimmt, d. h. eine mit die-
ser Methode gewonnene Information u¨ber die Ab-
wesenheit eines Defektes ist zuverla¨ssig.
Ableitung wird nur im
Defektbereich berech-
net.
Tabelle 6.10: Das a priori Wissen fu¨r die Inversion mit der Levenberg-Marquardt-Methode fu¨r eine
2D-Rekonstruktion
Rekonstruktionsergebnisse: Die Rekonstruktionsergebnisse sind in Abbildung 6.10-6.11 zu
sehen:
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gro¨ßer als 10 mm, wurde die Wanddicke 2 cm angenommen). Diese Matrix gab die 3D-
Ru¨ckwandgeometrie fu¨r den Ausschnitt 4 ≤ x ≤ 6 und 4 ≤ y ≤ 6 cm an.
 Entsprechend wurden die Rotationen an den anderen Bohrungen durchgefu¨hrt.
 Die fu¨nf fa¨lschlicherweise rekonstruierten Defektbereiche der 2D-Rekonstruktionen (abseits
der Bohrungen) wurden auch in die 3D-Geometrie u¨bernommen; und zwar linienweise in
La¨ngsrichtung y – aber nur innerhalb den Defektgebieten des Startwertes.
Die 3D-Rekonstruktionsergebnisse sind in Abbildung 6.12 zu sehen:
(a) FBB12mm (b) FBB8mm
Abbildung 6.12: 3D-Rekonstruktion nach Rotation der 2D-Rekonstruktion eines Profiles
Die Fehler der Rekonstruktionsergebnisse sind in Tabelle 6.11 zu sehen:
Probeko¨rper FBB. . . mm 12 12 12 8 8 8 Ø
Bohrung mit Restwandsta¨rke 1.5 mm 3 mm 6 mm 1.5 mm 3 mm 6 mm
Fehler des Durchmessers [mm] ≈ 1 0 1 1 1 0 1
Fehler der RWS [mm] 0.24 -0.49 0.96 -0.50 0.50 8.19 1.32
Durchschn. Fehler [mm]
(ohne Randbereich) 0.94 0.39 0.67
Tabelle 6.11: Fehler der 3D-Rekonstruktion z der Probeko¨per FBB12mm und FBM8mm – nach Rota-
tion der 2D-Rekonstruktion (Levenberg-Marquardt-Methode)
Es fa¨llt auf, dass der Durchmesser und der durchschnittliche Fehler bei dieser 3D-Rekonstruktion
am kleinsten war. Fu¨r die benutzen Iterationsparameter lieferten 2D-Rekonstruktionen also bes-
sere Approximationen der realen Wanddicke als 3D-Rekonstruktionen.
Temperaturen im Vergleich: Zur Untersuchung der kleinsten Bohrung (FBB8mm, RWS
6 mm) sieht man in Abbildung 6.13 die Temperaturverteilung des zugeho¨rigen Profils: die
Temperaturverteilung der Messdaten sind in Abb. 6.13(a), der synthetischen Daten (2D) in
Abb. 6.13(b) und der simulierten Daten im letzten Iterationsschritt in Abb.6.13(c).
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 lila Kurve: Der relative Kontrast lag fu¨r das ganze Zeitintervall [0, 0.4] s oberhalb des
Schwellwertes. Der relative Kontrast wurde vor dem Minimum-Zeitpunkt – bezogen auf
das Zeitintervall [0, 0.4] s – auf Null gesetzt. Das heißt, in diesem Beispiel galt fu¨r den
adjustierten relativen Kontrast Kr: Kr(t) = 0 fu¨r t < t3.
Durch vorherige Anwendung dieser beiden Adjustierungen blieb die Auswertung mit der
Echo-defect-shape-Methode durch die meisten Unregelma¨ßigkeiten unbeeinflusst. Die Rekon-
struktionsergebnisse der Echo-defect-shape-Methode fu¨r die Stahl-Probeko¨rper sind in Abbil-
dung 7.2(d),7.3(d),7.4(d) und 7.5(d) zu sehen.
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(a) Foto (b) reale Geometrie
(c) Thermogramm (d) Rekonstruktion
Abbildung 7.2: 3D-Rekonstruktion mit der Echo-defect-shape-Methode bei Probeko¨rper
Stahl1mm (T als Differenz zur Raumtemperatur)
(a) Foto (b) reale Geometrie
(c) Thermogramm (d) Rekonstruktion
Abbildung 7.3: 3D-Rekonstruktion mit der Echo-defect-shape-Methode bei Probeko¨rper
Stahl0.3mm (T als Differenz zur Raumtemperatur)
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(a) Foto (b) reale Geometrie
(c) Thermogramm (d) Rekonstruktion
Abbildung 7.4: 3D-Rekonstruktion mit der Echo-defect-shape-Methode bei Probeko¨rper Stahl0.5mm
(T als Differenz zur Raumtemperatur)
(a) Foto (b) reale Geometrie
(c) Thermogramm (d) Rekonstruktion
Abbildung 7.5: 3D-Rekonstruktion mit der Echo-defect-shape-Methode bei Probeko¨rper Stahl0.9mm
(T als Differenz zur Raumtemperatur)
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Zum Vergleich ist jeweils ein Foto, die reale Ru¨ckwandgeometrie, wie sie optisch vermessen
wurde nach Kapitel 3.4, und das Thermogramm aus Kapitel 3.5 zu sehen. Es folgen zusa¨tzliche
Hinweise:
 Das zur Adjustierung der Echo-defect-shape-Methode relevante Zeitintervall [0, 0.4] s ha¨tte
nicht ku¨rzer sein du¨rfen, da sonst Minima u¨bersehen worden wa¨ren. Damit wa¨ren fa¨lsch-
licherweise oberfla¨chennahe Defekte rekonstruiert worden. Fu¨r ein zu langes Zeitintervall
wu¨rden reale oberfla¨chennahe Defekte als defektfrei rekonstruiert werden.
 Die Rekonstruktion ist in den Abbildungen 7.2(d),7.3(d),7.4(d) und 7.5(d) fu¨r eine 0.4 mm
Auflo¨sung gezeigt.
 Als Schwellwert wurde C0 = 0.15 gewa¨hlt.
 Der jeweils gewa¨hlte Referenzbereich konnte besser in den Darstellungen des folgenden
Kapitels gezeigt werden.
Startwert fu¨r die Inversion (ohne Abbildungen): Die Inversion mit der Levenberg-
Marquardt-Methode im folgenden Kapitel wurde nicht in 3D durchgefu¨hrt, sondern an dem Pro-
fil, fu¨r welches das zugeho¨rige zweidimensionale Temperaturfeld einen starken o¨rtlichen Kontrast
besaß. Diese Profile der realen Geometrie sind schon in Kapitel 3.4 gezeigt worden. Im Folgen-
den werden also wieder 2D-Rekonstruktionen betrachtet. Fu¨r die Profile aller Stahl-Probeko¨rper
gilt:
 Die Ru¨ckwandgeometrie – dargestellt fu¨r ein 0.4 mm Raster – wurde mit einem Gauss-
Filter gegla¨ttet (Standardabweichung von 40 Werten, angewendet auf 15 benachbarte Wer-
te).
 Danach wurde die Ru¨ckwandgeometrie fu¨r ein 1 mm Raster umgewandelt. Die Reihenfolge
dieses Vorgehens ergab die besten 2D-Startwerte, welche im folgenden Kapitel im Vergleich
mit den Rekonstruktionsergebnissen der Levenberg-Marquardt-Methode gezeigt werden.
 Fu¨r die Inversion wurde die Ru¨ckwandgeometrie auf eine 15 cm breite, idealisierte Ru¨ck-
wandgeometrie mit Hilfe von defektfreien Ra¨ndern erweitert, um wieder einen Vektor z
mit 151 Eintra¨gen zu haben. Da die Diskretisierung nun bei PVC und Stahl identisch war,
konnten die angewendeten Regularisierungsparameter α miteinander verglichen werden.
 Um die Ableitung fu¨r mo¨glichst wenige Ru¨ckwandstu¨tzstellen berechnen zu mu¨ssen, wur-
de das Referenzgebiet idealisiert: Alle Wanddicken, welche um weniger als 10% von der
bekannten Maximaldicke abwichen, wurden mit der Maximaldicke gleichgesetzt.
 Anschließend wurde die Ru¨ckwandgeometrie – dargestellt fu¨r ein 1 mm Raster – nochmals
mit einem Gauss-Filter gegla¨ttet (Standardabweichung von 40 Werten, angewendet auf 5
benachbarte Werte). Von der Filterung ausgespart waren die Defektzentren, definiert durch
die Ru¨ckwandstu¨tzwerte, welche eine minimale Wanddicke oder eine um maximal 5% der
Maximaldicke davon abweichende Wanddicke besaßen; vgl. Kapitel 5.1. Das Ergebnis ist
in Abbildung 7.6(c),7.7(c),7.8(c) und 7.9(c) zu sehen.
 A¨hnliches gilt fu¨r das Temperaturfeld der Stahl-Probeko¨rper, welches wie bei den PVC-
Nutprobeko¨rper fu¨r 475 Pixel und fu¨r 590 Zeitpunkte gegeben sein sollte. Das zum Profil
zugeho¨rige Temperaturfeld wurde durch die Daten der Referenztemperatur auf 15 cm
erweitert und von einem 0.4 mm Raster auf ein 15/475 ≈ 0.3 mm Raster umgewandelt.
Außerdem wurden wieder die ersten zehn Zeitpunkte fu¨r die Inversion abgeschnitten.
Der sich dadurch ergebende gegla¨ttete Startwert wird im Zusammenhang mit den Rekonstruk-
tionen im folgenden Kapitel gezeigt.
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7.2 Rekonstruktionsergebnisse (2D)
Bei den vier Profilen der Baustahlprobeko¨rper wurde die Levenberg-Marquardt-Methode a¨hnlich
wie bei den PVC-Nutprobeko¨rper angewendet; na¨mlich fu¨r zwei Inversionkonfigurationen:
 als
”
Differenzenmethode“ mit einem Abbruch nach dem 5. Iterationsschritt und
 als
”
Broyden-Methode“ mit einem Abbruch nach dem 10. Iterationsschritt.
In beiden Fa¨llen war die Anwendung des Diskrepanzprinzips weniger naheliegend als der
Abbruch nach einer bestimmten Anzahl von Iterationen: Beim Probeko¨rper Stahl1mm stieg
der durchschnittliche Fehler der rekonstruierten Ru¨ckwandgeometrie besonders auffa¨llig (nach
5 bzw. 10 Iterationsschritten). Mehr dazu am Ende dieses Kapitels.
Die U¨bersicht der Inversionsparameter folgt in Tabelle 7.1:
Parameter Wert oder Methode
Abstand der Stu¨tzwerte 1 mm
Schwellwert fu¨r Echo-defect-shape-Methode C0 = 0.15
Regularisierungsparameter
fu¨r Levenberg-Marquardt-Methode α = 105
Iteration beendet bei Iterationsschritt Nr. 5 bzw. 10
Methode zur Berechnung der Ableitung k = 1 : Differenzenmethode
k ≥ 2 : Differenzen- bzw. Broyden-Methode
Tabelle 7.1: Parameter der Inversionskonfiguration
”
Differenzen-“ bzw.
”
Broyden-Methode“ mit der
Levenberg-Marquardt-Methode fu¨r eine 2D-Rekonstruktion
Das a priori Wissen: Eine U¨bersicht u¨ber das a priori Wissen folgt in Tabelle 7.2:
a priori
Wissen Nr.
Inhalt des a priori Wissens Folgerung
Erstes Die Materialdicke ist minimal 0.1 mm und maximal
zmax = 6 mm (Stahl1mm) oder zmax = 3.6 mm
(Stahl0.3mm, Stahl0.6mm, Stahl0.9mm).
0.1 mm ≤ zk ≤ zmax
Zweites Der Defektbereich wird zuverla¨ssig durch die Echo-
defect-shape-Methode bestimmt, d. h. eine mit die-
ser Methode gewonnene Information u¨ber die Ab-
wesenheit eines Defektes ist zuverla¨ssig.
Ableitung wird nur im
Defektbereich berech-
net.
Tabelle 7.2: Das a priori Wissen fu¨r die Inversion mit der Levenberg-Marquardt-Methode fu¨r eine 2D-
Rekonstruktion
Fu¨r die folgenden Abbildungen 7.6(c),7.7(c),7.8(c) und 7.9(c) wurde je Probeko¨rper das
bessere Ergebnis der beiden Konfiguration gewa¨hlt.
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 Die anderen Probeko¨rper, welche die Gesamtdicke 3.6 mm hatten, wurden grundsa¨tzlich
fu¨r alle Tiefen gleich gut rekonstruiert. Fu¨r den Probeko¨rper Stahl0.3mm in Abb. 7.7(c)
sollte gepru¨ft werden, ob die Defektform von zwei u¨berlappenden Lo¨chern rekonstruiert
werden kann. Dies ist leider nicht der Fall: Die Begrenzung der lokalen Defektminima bei
Weg s = 2.8 cm konnte nicht rekonstruiert werden.
 Fu¨r den Probeko¨rper Stahl0.5mm in Abb. 7.8(c) werden die rekonstruierten Ru¨ckwand-
geometrien im 5. und im 10. Iterationsschritt gezeigt, wobei letztere besonders gut die drei
Defekte voneinander diskriminierte (graue Kurve). Bei der Suche nach einem Stoppkrite-
rium, welches fu¨r alle Probeko¨rper aus Stahl anwendbar ist, fiel die Entscheidung auf den
Abbruch nach dem 5. Iterationsschritt (vor allem wegen dem durchschnittlichen Fehler der
rekonstruierten Ru¨ckwandgeometrie von Stahl1mm). Die rekonstruierte Ru¨ckwandgeome-
trie im 10. Iterationsschritt war jedoch so gut, dass auch diese hier gezeigt wird (graue
Kurve in Abb. 7.8(c)).
 Der Probeko¨rper Stahl0.9mm in Abb. 7.9(c) hat einen auffa¨llig gut rekonstruierten Start-
wert, und die Rekonstruktion ist noch besser.
Durchschnittlicher Fehler: Zur U¨bersicht sind in der folgenden Tabelle fu¨r jeden Pro-
beko¨rper die Anzahl der beno¨tigten Iterationsschritte und der durchschnittliche Fehler des Start-
wertes und des Rekonstruktionsergebnisses gelistet (berechnet mit Gl. (2.56) fu¨r die abgebildete
Breite in Abb. 7.6-7.9). Ferner ist der maximale Fehler des Punktes fu¨r dicke bzw. du¨nne Berei-
che gelistet, d. h. z ≥ zmax/2 bzw. z < zmax/2, wobei die defektfreie Wanddicke zmax = 6 mm
fu¨r Stahl1mm betra¨gt; fu¨r Stahl0.3mm, Stahl0.5mm und Stahl0.9mm gilt zmax = 3.6 mm.
Probeko¨rper . . . mm Stahl1 Stahl0.3 Ø Stahl0.5 Stahl0.9 Ø
Fehler des gegla¨tteten Startwertes
max. Fehler fu¨r z ≥ zmax/2 [mm] 1.59 1.15 1.37 2.56 0.96 1.76
max. Fehler fu¨r z ≥ zmax/2 [mm] 1.06 0.40 0.73 0.88 0.21 0.55
Durchschnittlicher Fehler [mm] 0.53 0.18 0.35 1.20 0.16 0.68
Fehler der Rekonstruktion
max. Fehler fu¨r z < zmax/2 [mm] 1.00 -1.02 -0.01 1.90 -0.39 0.75
max. Fehler fu¨r z < zmax/2 [mm] -0.52 0.44 -0.04 1.44 -0.29 0.57
Durchschnittlicher Fehler [mm] 0.21 0.08 0.15 0.97 0.05 0.51
Inversionskonfiguration BM DM – DM BM –
Iterationsschritte 10 5 – 5 10 –
Tabelle 7.3: Angabe der Inversionskonfiguration
”
Differenzen-“ (DM) und
”
Broyden-Methode“ (BM)
und Fehler der Rekonstruktion und des gegla¨tteten Startwertes der Stahl-Probeko¨rper –
jeweils der maximale Fehler des Punktes fu¨r dicke bzw. du¨nne Bereiche (z ≥ zmax/2 bzw.
z < zmax/2) und der durchschnittliche Fehler mit Gl. (2.56) fu¨r die abgebildete Breite
Damit hat die Anwendung der Levenberg-Marquardt-Methode die Ru¨ckwandgeometrie im
besten Falle um (0.35−0.15)/0.35 = 75% fu¨r die ersten beiden Stahl-Proben (Messkonfiguration
III) bzw. (0.68− 0.51)/0.68 = 25% fu¨r die letzten beiden Stahl-Proben (Messkonfiguration IV)
verbessert.
Vergleich mit Stand der Technik: Die Ergebnisse ko¨nnen theoretisch mit zwei Vero¨ffent-
lichungen verglichen werden: mit [BKW90] und [LN07] wie schon in Kapitel 5.2 erwa¨hnt. Da die
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dortigen Probeko¨rper entweder signifikant du¨nner waren (1.4 mm Gesamtdicke) oder nicht quan-
titativ ausgewertet wurden, ko¨nnen praktisch keine aussagekra¨ftigen Vergleiche gezogen werden.
Inversionsdauer: Die Inversionsdauer war – gemessen an industriellen Taktzeiten – noch
sehr zeitintensiv. Die Inversion und die zugeho¨rigen Simulationen wurden auf einem PC mit
acht Doppelkernen mit 2.4 GHz Taktfrequenz durchgefu¨hrt. COMSOL rechnete parallel auf
den acht Doppelkernen. Abha¨ngig von der Defektgeometrie lag die Inversionsdauer fu¨r einen
2D-Probeko¨rper aus Stahl mit einem 1 mm Raster mit der Levenberg-Marquardt-Methode bei
beiden Inversionskonfigurationen
”
Broyden-“ und
”
Differenzenmethode“ bei ca. 9-22 Stunden.
Der Grund ist, dass die Zeitangabe fu¨r die
”
Broyden-Methode“ an den Probeko¨rpers mit den
breiten Defekten angewendet wurde, und die
”
Differenzenmethode“ an den Probeko¨rpern mit
den schmalen Defekten.
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Zusammenfassung der
Rekonstruktionsergebnisse
Die Ru¨ckwandgeometrie konnte zufriedenstellend aus thermografischen Daten der Impuls-
Thermografie rekonstruiert werden:
 bei 2D- und 3D-Rekonstruktionen
der Probeko¨rpergeometrie
 bei Probeko¨rpern aus PVC und
Stahl
 bei Probeko¨rpern mit ku¨nstlichen
und mit auf natu¨rlichem Wege ent-
standenen Defekten.
Abbildung 7.10: Inverses Problem: Re-
konstruktion einer Ru¨ck-
wandgeometrie (links) aus
thermografischen Daten
(rechts)
Die Rekonstruktionsergebnisse der Levenberg-Marquardt-Methode wurden mit den Re-
konstruktionsergebnissen der Echo-defect-shape-Methode (Startwert fu¨r die Iteration der
Levenberg-Marquardt-Methode) verglichen. Das zeigte, dass die Levenberg-Marquardt-
Methode eine pra¨zisere Angabe u¨ber die reale Ru¨ckwandgeometrie machen konnte als die
Echo-defect-shape-Methode und sogar als alle u¨brigen ga¨ngigen direkten Methoden – zumindest
die in dieser Arbeit untersuchten. Alle untersuchten Defektformen der Nutprobeko¨rper –
V-, U- und Rechteckprofile in verschiedenen Tiefenlagen oder Winkeln – wurden mit einer
zufriedenstellenden Genauigkeit berechnet. Es wurde festgestellt, dass tiefer liegende Ligamente
(Ru¨ckwanda¨nderungen in gro¨ßerer Tiefe) mit geringerer Pra¨zision rekonstruiert werden. Dies
ist im Einklang mit der bewa¨hrten Faustregel, dass ein Defekt mit Thermografie detektiert
werden kann, wenn seine Tiefe maximal seiner Gro¨ße (d. h. Breite, La¨nge) entspricht. Der
Wa¨rmeleitungsprozess innerhalb einer gro¨ßeren Tiefenlage hat eine geringere Auswirkung
entlang der Oberfla¨che des Probeko¨rpers, was zu einem schlechteren Signal-Rausch-Verha¨ltnis
fu¨hrt. Genauso wie bei anderen Rekonstruktionsproblemen ist zu beobachten, dass ein gro¨ßeres
Signal-Rausch-Verha¨ltnis auch in ein besseres o¨rtliches Auflo¨sungsvermo¨gen u¨berfu¨hrt werden
kann. Durch die Anwendung der Levenberg-Marquardt-Methode wurde die grundsa¨tzliche
Einsicht u¨ber die Anwendbarkeit der thermografischen Daten fu¨r die zersto¨rungsfreie Pru¨fung
konsolidiert und ausgeweitet.
Die Zusammenfassung der Rekonstruktionsergebnisse mit der Levenberg-Marquardt-
Methode sind in Tabelle 7.4 gelistet (siehe auch Tabelle 3.10, 4.4, 5.3, 6.4 und 7.3). Der Re-
konstruktionsfehler wird mit dem durchschnittlichen Fehler quantifiziert, jeweils gemittelt u¨ber
die Probeko¨rper der jeweiligen Messkonfiguration. Zur Interpretationshilfe sind die Mess- und
Simulationsfehler je Messkonfiguration genannt.
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Messkonfiguration I II III IV
Probeko¨rper PVC mit PVC-Flach- große Stahl- kleine Stahl-
Nutdefekt bodenbohrung proben proben
(∨120◦, (FBB12mm, (Stahl1mm, (Stahl0.5mm,
∪3mm, . . . ) FBB8mm) Stahl0.3mm) Stahl0.9mm)
Messfehler (sOrt / sZeit) [mK] 0.2 / 1.5 0.5 / 0.7 20 / 14 11 / 8
Simulationsfehler [mK] 17.6 16.3 327.3 327.3
Rekonstruktionsfehler [mm] 0.36 1.19 0.15 0.51
Verbesserung von z0 77% 41% 75% 25%
Inversionskonfiguration DM (2D) BM (3D) DM/BM (2D) DM/BM (2D)
Tabelle 7.4: Je Messkonfiguration der Messfehler (d. h. die Rausch-Standardabweichungen in Ort/Zeit),
der Simulations-, der Rekonstruktionsfehler und die Verbesserung der Ru¨ckwandgeome-
trie z0 (welche mit der Echo-defect-shape-Methode ermittelt wurde) durch die Levenberg-
Marquardt-Methode als
”
Differenzen-“ (DM) bzw. als
”
Broyden-Methode“ (BM).
Die Interpretation der Tabelle lautet:
 Obwohl die Messkonfiguration III eine großen Mess- und Simulationsfehler hatte (hellgrau
hervorgehobene Werte), war die zugeho¨rige prozentuale Verbesserung um 75% durch die
Levenberg-Marquardt-Methode relativ groß im Vergleich zu den anderen Messkonfigura-
tionen.
 Die Verbesserung bei Messkonfiguration II ist im Vergleich mit I gering, da die Rekonstruk-
tion mit der approximativen Broyden-Methode (BM) kombiniert wurde. Zum Vergleich:
Die Messkonfiguration I hatte fu¨r die Inversionskonfiguration BM (2D) einen Rekonstruk-
tionsfehler von 0.74 mm (Verbesserung um 55%).
 Der Mess- und Simulationsfehler war bei PVC geringer als bei Stahl. Deswegen sind dort
die Verbesserungen im Schnitt ho¨her.
 Grundsa¨tzlich konnten die Wanddicken bei 2D-Rekonstruktionen mit einem durchschnitt-
lichen Fehler unter
0.5 mm
rekonstruiert werden (bei 3D mit einem durchschnittlichen Fehler unter 1.2 mm).
 Grundsa¨tzlich konnten gegenu¨ber den ga¨ngigen direkten Verfahren Verbesserungen von
25-77% erreicht werden.
Fazit fu¨r Stahl-Proben: Um auch fu¨r Probeko¨rper aus Stahl oder anderer Materialien mit ge-
ringer Temperaturleitfa¨higkeit mo¨glichst gute Rekonstruktionen zu ermo¨glichen, sollte Folgendes
beru¨cksichtigt werden:
 durch IR-Kameras mit ho¨herer Bildrate und Temperaturauflo¨sung den Messfehler verrin-
gern und
 durch intensive Untersuchung der Materialparameter und durch ein feineres Gitter (was
unter der FEM-Software COMSOL Probleme bereitete) den Simulationsfehler verringern.
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Kapitel 8
Ausblick
Bei der U¨berlegung, ob sich die in dieser Arbeit gezeigte Bestimmung von Ru¨ckwandgeome-
trien mittels der Kombination aktiver Thermografie und Levenberg-Marquardt-Methode zum
praktischen Einsatz eignet, gibt es folgende Pros und Contras.
 Pro: Die Rekonstruktionsgenauigkeit ist hoch, wenn auch tiefenabha¨ngig. Das heißt, die
Fehlertoleranz der Rekonstruktion (bzw. der Messung) der du¨nnen Wanddicken ist niedri-
ger als bei dicken Wanddicken. Der punktweise Rekonstruktionsfehler erreichte im Schnitt
aller Nutprobeko¨rper maximal 2 mm bzw. 6 mm fu¨r Tiefenlagen unter bzw. u¨ber 10 mm.
 Contra: Um ein gutes Signal-Rausch-Verha¨ltnis zu haben, war die gesamte Messzeit durch
die gewu¨nschte Mittelung von mindestens 4 Messzyklen recht hoch.
 Contra: Um die gewu¨nschte Homogenita¨t der Anregung zu erreichen, mu¨ssen die Blitz-
lampen sehr sorgfa¨ltig ausgerichtet werden. Zur Sicherheit wurde der Probeko¨rper zwischen
den Wiederholungen der Messzyklen gedreht. In der Praxis wa¨re also eine Drehung der
Anregungsvorrichtung zu bedenken, falls die Drehung des Messobjektes aufwendig oder
unmo¨glich ist.
 Contra: Bei Oberfla¨chen mit einem niedrigen Emissionsgrad (gla¨nzender Stahl) ist in der
aktiven Thermografie eine Oberfla¨chenbehandlung u¨blich, da ein hoher Emissionsgrad die
Strahlungsdetektion verbessert.
 Contra: Die Mittelung der Messdaten entlang einer Raumdimension war bei den Nutpro-
beko¨rpern nur aufgrund der Vorkenntnis der besonderen Ausrichtung der Defektgeometrie
mo¨glich. In der Praxis muss auf diese Mittelung verzichtet werden, was zu einem schlech-
teren Signal-Rausch-Verha¨ltnis fu¨hrt.
 Contra: Die Messzeit, die hohe Anzahl der FEM-Simulationen und ihre Dauer sorgen fu¨r
einen großen gesamten Zeitaufwand.
Die Wanddickenmessung mit der aktiven Thermografie ist im Augenblick grundsa¨tzlich we-
niger pra¨zise als mit Ultraschall und eignet sich daher hauptsa¨chlich fu¨r Nischenanwendungen,
z. B. bei der Heißpru¨fung, bei kontaktempfindlichen oder nur indirekt zuga¨nglichen Oberfla¨chen,
bei Schichtsystemen aus unterschiedlichen Materialien.
Eine Variation des Pru¨fungsverfahrens dieser Arbeit bezu¨glich der Anregungsquelle ist
mo¨glich. Bei der Erwa¨rmung durch Halogenlampen oder Infrarotstrahler muss bei der Simulation
innerhalb des Iterationsprozesses nur das Erwa¨rmungsmodell angepasst werden (Dauer, zeitli-
cher Intensita¨tsverlauf, maximale Intensita¨t). Zur Berechnung des Startwertes fu¨r die Iteration
kann eine der direkten Methoden, welche auf dem impulsartigen Erwa¨rmungsmodell basieren,
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angewendet werden. Bei einer sehr langen Erwa¨rmungsdauer von stark temperaturleitfa¨higem
Material fu¨hren diese direkten Methoden zu ungenauen Rekonstruktionsergenissen. Bei einer
Anregung mit einem Laser hat man eine punktfo¨rmige und daher inhomogene Erwa¨rmung
der Oberfla¨che. Daher werden spezielle Methoden beno¨tigt, um eine grobe Approximation der
Wanddicke zu erhalten (z. B. Scan-Methoden [Sch12]). Nach einer Anpassung des Erwa¨rmungs-
modells im Simulationsmodell ist eine verbesserte Rekonstruktion der Ru¨ckwandgeometrie
durch die iterative Levenberg-Marquardt-Methode vorstellbar. A¨hnliches gilt auch fu¨r eine
Anregung mit elektromagnetischer Induktion oder Ultraschall. Um eine Materialeigenschaft wie
die Temperaturleitfa¨higkeit gleichzeitig zur Ru¨ckwandgeometrie zu rekonstruieren, wird der
Parameterraum um eine Variable erweitert (homogener Fall). Im Beispiel der Nutprobeko¨rper
wu¨rden fu¨r die Iteration dann 151 Ru¨ckwandstu¨tzstellen und 1 zusa¨tzlicher Parameter zu
bestimmen sein. Auch fu¨r die Temperaturleitfa¨higkeit mu¨sste die Ableitungsmatrix berechnet
werden, was jedoch nur eine einzige zusa¨tzliche Simulation bedeuten wu¨rde. Zu bedenken
wa¨re, dass ein mehrfach gesplitteter Regularisierungsparameter notwendig sein ko¨nnte, da
die Temperaturleitfa¨higkeit u. U. eine schwa¨chere oder sta¨rkere Regularisierung erfordert. Im
inhomogenen Fall, d. h. wenn die Temperaturleitfa¨higkeit fu¨r unterschiedliche Raumeinheiten
(Voxel) rekonstruiert werden soll, wu¨rde sich der Parameterraum entsprechend vergro¨ßern.
In dieser Arbeit wurden ru¨ckwandige Defekte ohne Unterho¨hlung der Ru¨ckwand untersucht.
Aus mathematischer Sicht ist eine Umparametrisierung der Ru¨ckwandgeometrie entlang der
Bogenla¨nge mo¨glich; und die
”
infinitesimale A¨nderung“ wu¨rde in Richtung der inneren Norma-
len der defekten Ru¨ckwand anstatt senkrecht zur planen Oberfla¨che berechnet werden. Damit
ko¨nnten auch theoretisch Unterho¨hlungen rekonstruiert werden, wobei die Sensitivita¨t fu¨r
Informationen hinter einem Defekt jedoch u. U. gering ist. Bei der gleichzeitigen Rekonstruktion
von inneren Defekten wu¨rde sich der Parameterraum um Voxelinformationen erweitern, welche
Angaben u¨ber die angenommene Materialexistenz machen. Wie
”
infinitesimale A¨nderungen“
sinnvoll gewa¨hlt werden, beantworten u. U. die ga¨ngigen Inversionsanwendungen in den
Geowissenschaften, welche die Zusammensetzung der obersten Erdschicht untersuchen [Blo09].
Die in dieser Arbeit untersuchte Methode ist im Augenblick weitaus zeitaufwendiger als die
genannten direkten Methoden und auch der genannten indirekten Methode. Daher wird in den
meisten Fa¨llen die Auswertung von thermografischen Daten der Impulsthermografie zum Bei-
spiel mit der direkten oder indirekten Echo-defect-shape-Methode attraktiver sein als mit der
Levenberg-Marquardt-Methode. Um dessen Zeiteffizienz zu steigern, ist ein zeitlich adaptives
Gitter, Computercluster, iterativ adaptive Wahl der Ru¨ckwandstu¨tzstellen und vor allem eine
Implementierung eines alternativen Simulationsmodells wirkungsvoll. Die Berechnungszeit der
Simulation (und damit der Inversion) kann – z. B. allein durch eine semi-analytische Umformu-
lierung der Wa¨rmeleitungsgleichung – um den Faktor 500-1000 verringert werden [WRAE10].
Damit wu¨rden die Simulationen mo¨glicherweise nur ca. 0.3-0.7 s / 1-5 s / 1-2 s dauern (bzgl.
PVC-Nut / PVC-FBB-Ausschnitt / Stahl-Probe). Eine 2D-Rekonstruktion einer Stahl-Probe
wu¨rde nur 0.5-1.1 min dauern (anstatt 9 h). Eine 3D-Rekonstruktion von insgesamt drei Flach-
bodenbohrungen in PVC wu¨rde entsprechend nur 13-26 min dauern (anstatt 9 Tage). Das Po-
tential der in dieser Arbeit untersuchten Inversionsmethode fu¨r eine industrielle Anwendung in
der zersto¨rungsfreien Pru¨fung wird an dieser Stelle nochmal deutlich.
Die Qualita¨t der Rekonstruktionsergebnisse zeigt, dass die Levenberg-Marquardt-Methode
die Erwartungen an einen
”
Goldstandard“ der Impuls-Thermografie erfu¨llt, u. a. dank des ge-
splitteten Regularisierungsparameters.
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Anhang A
Weitere Verzeichnisse
Abku¨rzungsverzeichnis
 Grad Celsius (0 entspricht 273.15 K)
1D 1-dimensional
2D 2-dimensional
3D 3-dimensional
Abb. Abbildung
ASDT Auswertemethode absolute peak slope time
A/D Analog-Digital
BAM Bundesanstalt fu¨r Materialforschung und -pru¨fung
bzgl. bezu¨glich
bzw. beziehungsweise
ca. circa
cm Zentimeter
cos Kosinus
DIN Deutsches Institut fu¨r Normung e. V.
dB Dezibel
d. h. das heißt
EDS Auswertemethode Echo-defect-shape-Methode
EM Auswertemethode envelope method
eV Elektronenvolt
exp Exponentialfunktion (oder experimentell bei Texp)
FEM Finite-Elemente-Methode
FFB Flachbodenbohrungen
FFT Fast-Fourier-Transformation
FPA focal plane array
g Gramm
h Stunde (oder Wa¨rmeu¨bergangskoeffizient als Symbol)
Hz Hertz
InSb Indiumantimonid – Indium (In) und Antimon (Sb)
IR Infrarot
ITR Auslesemodus integrate then read
i. A. im Allgemeinen
J Joule
K Kelvin
kJ Kilojoule
kg Kilogramm
205
A Weitere Verzeichnisse
ln natu¨rlicher Logarithmus
m Meter
mHz Millihertz
min Minute
mK Millikelvin
mm Millimeter
ms Millisekunde
nm Nanometer
NETD Rauscha¨quivalente Temperaturdifferenz (Noise Equivalent Temperature Dif-
ference)
Nr. Nummer
PCT Auswertemethode peak contrast time
PPT Puls-Phasen-Thermografie
PSDT Auswertemethode peak second derivative time
PST Auswertemethode peak slope time
PVC Polyvinylchlorid
RWS Restwandsta¨rke
S. Seite
s Sekunde
Si Silizium
sin Sinus
synthetisch Synthetische Temperaturdaten sind simulierte Temperaturdaten fu¨r Pro-
beko¨rper, fu¨r welche Messdaten experimentell gewonnen wurden.
u. a. unter anderem
u. U. unter Umsta¨nden
VDI/VDE Verein Deutscher Ingenieure / Verband der Elektrotechnik und Elektronik
W Watt
vgl. vergleiche
µm Mikrometer
z. B. zum Beispiel
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Symbolverzeichnis
Dies ist eine Auflistung der Symbole im Text dieser Arbeit. Symbole, welche nur lokal verwendet
wurden, werden hier nicht gelistet. Das Symbolverzeichnis entha¨lt auch typische Einheiten der
Symbole.
A Ableitungsmatrix [K/cm]
A0 Fla¨che [m
2]
a Temperaturleitfa¨higkeit [m2/s]
B Tikhonov-regularisierte Pseudo-Inverse der Ableitungsmatrix [cm/K]
C0 Schwellwert der Echo-defect-shape-Methode [ ]
cp spezifische Wa¨rmekapazita¨t [J/(kg K)]
cs Stefan-Boltzmann-Konstante [W/(m
2 K4]
e Wa¨rmeenergiedichte [J/m2]
F vektorwertige Abbildung von einer Ru¨ckwandgeometrie z eines Probeko¨rpers
auf das vorderseitige Temperaturfeld T [K] des Probeko¨rpers nach einer Blitz-
anregung
f Frequenz [Hz]
h Wa¨rmeu¨bergangskoeffizient fu¨r Verluste durch Konvektion und Strahlung
[W/(m2 K)]
hc Wa¨rmeu¨bergangskoeffizient fu¨r Verluste durch Konvektion [W/(m
2 K)]
hr Wa¨rmeu¨bergangskoeffizient fu¨r Verluste durch Strahlung [W/(m
2 K)]
I normiertes, zeitliches Intensita¨tsverhalten der Blitzlampe [ ]
i Leistungsdichte [W/m2], falls als i(t) oder imax bezeichnet
i Index fu¨r den i-ten Vektoreintrag oder fu¨r die i-te Zeile einer Matrix
j Index fu¨r die j-te Spalte einer Matrix
Ka absoluter Kontrast von Messdaten [K]
Kr relativer Kontrast von Messdaten [ ]
K˜a absoluter Kontrast von analytischen Daten [K]
K˜r relativer Kontrast von analytischen Daten [ ]
k Iterationsschritt
L La¨nge (bzw. Dicke im 1D-Fall) [cm]
m Masse [kg]
NT Anzahl der Eintra¨ge im Vektor T
Nz Anzahl der Eintra¨ge im Vektor z
~n a¨ußere Normale
Q Wa¨rmeenergie [J]
q0 Wa¨rmestromdichte [W/m
2]
TRT Raumtemperatur [K]
S Nutzsignal [K]
SNR Signal-Rausch-Verha¨ltnis [K]
SNRM Signal-Rausch-Verha¨ltnis nach [Mal93] [K]
SNROrt o¨rtliches Signal-Rausch-Verha¨ltnis nach Kapitel 3.6 [K]
SNRZeit zeitliches Signal-Rausch-Verha¨ltnis nach Kapitel 3.6 [K]
s Standardabweichung
T Temperaturfeld [K] als Differenz zur Raumtemperatur
Texp Messdaten [K]
Tk simuliertes Temperaturfeld im k-ten Iterationsschritt [K]
TP Temperaturabfall an einem Punkt P [K]
TR Temperaturabfall an einer Referenzstelle [K]
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t Zeit [s]
t0 Zeitpunkt des Erreichens eines Schwellwertes [s]
x Raumkoordinate Breite [cm]
y Raumkoordinate La¨nge [cm]
z Raumkoordinate Dicke [cm]
z als Vektor: Dicke eines Probeko¨rpers je vorderseitigen Punkt, d. h. die Ru¨ck-
wandgeometrie des Probeko¨rpers [cm]
z0 Startwert, d. h. Dicke des Probeko¨rpers berechnet nach der Echo-defect-
shape-Methode [cm]
zk Ru¨ckwandgeometrie, welche im k-ten Iterationsschritt berechnet wurde [cm]
zreal Ru¨ckwandgeometrie eines realen und im Experiment untersuchten Pro-
beko¨rpers [cm]
Griechische Symbole
α Regularisierungsparameter der Levenberg-Marquardt-Methode [ ]
 Emissionsgrad [ ]
∆T Laplace-Operator von T
λ Wa¨rmeleitfa¨higkeit [W/(m K)]
ρ Dichte [kg/m3]
pi Kreiszahl
Abstrakte Symbole
AT transponierte Matrix von A
A−1 inverse Matrix
A+ Pseudo-Inverse Matrix von A
∨ V-Profil
∪ U-Profil
unionsq Rechteck-Profil
Ø Mittelwert fu¨r alle relevanten Probeko¨rper
∞ Unendlichkeit∑
Summe∫
Integral
∂f(·)
∂· Ableitung der Funktion f nach der Variable im Platzhalter ·
〈·, ·〉 Skalarprodukt von zwei Vektoren
. (z. B. 1.234) Dezimaltrennzeichen
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Anhang B
Anhang zum technischen Inhalt
B.1 Herleitung der Wa¨rmeleitungsgleichung
Fu¨r die Herleitung der Wa¨rmeleitungsgleichung werden das Fouriersche Gesetz und die Defi-
nition der spezifischen Wa¨rmekapazita¨t ausgenutzt, vgl. Gl. (2.4) und (2.5). Wenn aus einem
Volumen mehr Wa¨rme herauskommt als hineinstro¨mt, a¨ndert sich seine Wa¨rmeenergie um Q.
Fu¨r ein kleines Volumen dru¨ckt die Operation div diesen Verlust aus (und mit Gl. (2.1) fu¨r die
Wa¨rmestromdichte q):
div q =
1
∆V
∫
A0
〈q, ~n〉dA0 = 1
∆V
∫
A0
Q
A0 ·∆t dA0 =
1
∆V
Q
∆t
. (B.1)
Wenn aus einem Volumen mehr Wa¨rme herauskommt als hineinstro¨mt, verliert das Volumen an
Gesamtenergie. Fu¨r ein kleines Zeitintervall ∆t gilt dann:
Q
∆t
= −∂Q
∂t
. (B.2)
Damit folgt [Ger10]
div q = − 1
∆V
∂Q
∂t
. (B.3)
Mittels des Fourierschen Gesetzes, welches die Beziehung von Wa¨rmestromdichte und Tempe-
raturgradient beschreibt, gilt
div q = div (−λ · ∇T ) = −(〈∇λ,∇T 〉+ λ · div∇T ) = −(〈∇λ,∇T 〉+ λ ·∆T ). (B.4)
Mit der spezifischen Wa¨rmekapazita¨t cp kann die A¨nderung der Wa¨rmeenergie
∂Q
∂t als A¨nderung
der Temperatur ∂T∂t des kleinen Volumens beschrieben werden, Gl. (2.5). Mit Gleichung (B.4)
eingesetzt in Gl. (B.3) folgt:
〈∇λ,∇T 〉+ λ ·∆T = cpm
∆V
∂T
∂t
= cpρ · ∂T
∂t
. (B.5)
Fu¨r temperaturabha¨ngige Materialparameter lautet die Wa¨rmeleitungsgleichung
∂T
∂t
=
1
cpρ
〈∇λ,∇T 〉+ λ
cpρ
∆T =
1
cpρ
〈∇λ,∇T 〉+ a∆T. (B.6)
Wenn die Wa¨rmeleitfa¨higkeit λ als orts- und temperaturunabha¨ngig angenommen wird, dann
lautet die Wa¨rmeleitungsgleichung
∂T
∂t
= a∆T. (B.7)
219
B Anhang zum technischen Inhalt
B.2 Greensche Funktionen
Die Greenschen Funktionen sind notwendig zur Formulierung der allgemeinen Lo¨sung der ein-
dimensionalen Wa¨rmeleitungsgleichung fu¨r die Anfangsbedingung T (z, 0) = F (z) und die beid-
seitige Robin-Randbedingung
λ〈∂T (z, t)
∂z
, ~n〉 = −hT (z, t) + qi(t), (B.8)
welche Konvektion beru¨cksichtigt [CBHSL10, S. 49-50, X33]. Dabei gilt, dass die umgebende
Temperatur (Raumtemperatur RT ) Null ist (oder auf Null gesetzt wird). Außerdem wird die
Anregung fu¨r den Beginn des Stabes bei z = 0 mit q1 bezeichnet und fu¨r das Ende des Stabes
bei z = L mit q2. Die allgemeine Lo¨sung lautet
T (z, t) =
∫ L
z˜=0
G(z, t; z˜, 0)F (z˜) dz˜ +
1
cpρ
∫ t
τ=0
[q1(τ) ·G(z, t; 0, τ) + q2(τ) ·G(z, t;L, τ)] dτ, (B.9)
wobei G(z, t; z˜, τ) die Greensche Funktion bezeichnet, Details in allgemeiner Form in [CBHSL10,
S. 182] und fu¨r einen Spezialfall im Folgenden. Die Greenschen Funktionen werden fu¨r die Rand-
bedingung B.8 durch
G(z, t; z˜, τ) =
2
L
∞∑
n=1
exp
−β2na(t− τ)
L2
·(βn cos
βnz˜
L +
hL
λ sin
βnz˜
L ) · (βn cos βnzL + hLλ sin βnzL )
(β2n +
h2L2
λ2
) + 2hLλ
, (B.10)
beschrieben, wobei die Lo¨sungen βn > 0 fu¨r die Gleichung
tanβn =
βn
2hL
λ
β2n − h2L2λ2
(B.11)
in aufsteigender Reihenfolge beno¨tigt werden [CBHSL10, S. 123-124, S. 606, X33]. Fu¨r den
Fall der Isolation (Wa¨rmeu¨bergangskoeffizient h = 0) gilt fu¨r die Konstanten βn = npi. Fu¨r
den allgemeinen Fall mit Wa¨rmeverlusten (beschrieben mit dem Wa¨rmeu¨bergangskoeffizienten
h = 6) sind Beispiele fu¨r βn von verschieden langen Sta¨ben in folgender Tabelle gezeigt.
La¨nge des Stabes aus schwarzem Hart-PVC β1 β2 β3 β4 β5
L = 1.5 mm 0.2931 3.1689 6.2969 9.4341 12.5733
L = 3 mm 0.4130 3.1957 6.3106 9.4431 12.5801
L = 6 mm 0.5800 3.2481 6.3378 9.4614 12.5939
Tabelle B.1: Beispiele fu¨r Konstanten der Greenschen Funktionen
Weitere Beispiele fu¨r βn: [CBHSL10, S. 125, X33].
Fu¨r die Anwendung dieser Arbeit ist der folgende Fall interessant:
 Der Festko¨rper besitzt fu¨r t = 0 Raumtemperatur, d. h. es gilt F = 0.
 Am Anfang des Stabes findet eine Anregung statt, bei welcher te = 2 ms lang gleichma¨ßig
die Wa¨rmeenergiedichte e eingebracht wird. Außerdem treten am Beginn und am Ende
des Stabes Wa¨rmeverluste u¨ber Konvektion (und linearisierte Strahlung) auf. Also gilt
q1(t) = e/te fu¨r t < te und q1(t) = 0 fu¨r t > te.
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 Am Ende des Stabes treten nur Wa¨rmeverluste u¨ber Konvektion (und linearisierte Strah-
lung) auf, d. h. es gibt keine zusa¨tzliche Anregung, also gilt q2 = 0.
Damit ist das erste Integral in Gl. B.10 Null, genauso der zweite Summand innerhalb des zweiten
Integrals, und das Integral u¨ber τ wird nur von τ = 0 bis τ = te integriert, vgl. Gl. 2.35.
B.3 Thermische Welle und Interferenz
Die thermische Welle ist nur im physikalischen Sinne eine Welle: Eine Welle ist eine in Raum
und Zeit periodische Ausbreitung eines Schwingungszustandes, bei der Energietransport ohne
gleichzeitigen Massentransport stattfindet [Sto¨00]. Eine Welle im mathematischen Sinne ist ei-
ne Lo¨sung der Wellengleichung. Die linearen partiellen Differentialgleichungen zweiter Ordnung
werden in drei Klassen eingeordnet: die elliptischen, die hyperbolischen und die parabolischen
Differentialgleichungen. Die Wellengleichung ist hyperbolisch und die Wa¨rmeleitungsgleichung
ist parabolisch. Der Unterschied zwischen den hyperbolischen und parabolischen Gleichungen
ist die Ausbreitungsgeschwindigkeit von Anfangssto¨rungen: endliche Geschwindigkeit bei hy-
perbolischen Gleichungen [Eva10, S. 395] bzw. unendliche Geschwindigkeit bei parabolischen
Gleichungen (starkes Maximumprinzip) [Eva10, S. 375]. Durch die endliche Geschwindigkeit
ist bei thermischen Wellen keine Interferenz mo¨glich, bei welcher die Summe der Amplituden
im Inneren gro¨ßer ist als die maximale Amplitude am Rand. Das heißt, dass im Innern des
Ko¨rpers die Temperatur unter 100 liegt, wenn die Anregung an den Ra¨ndern eine maximale
Temperatur von 100 verursacht (maximal in Ort und Zeit). Im Gegensatz dazu ist bei einer
mathematischen Welle in Innern eine Amplitude von 200 mo¨glich, wenn an zwei Enden eines
1D-Festko¨rpers auf geeignete Weise jeweils Amplituden von 100 erzeugt werden.
B.4 Standardabweichung
Die Standardabweichung s, d. h. die Abweichung vom Erwartungswert x¯, eines Signals x ist
s(x) =
(
1
n− 1
n∑
i=1
(xi − x¯)2
) 1
2
, (B.12)
wobei der Erwartungswert folgendes ist:
x¯ =
1
n
n∑
i=1
xi. (B.13)
B.5 Singula¨rwertzerlegung
Die Singula¨rwertzerlegung einer reellen Matrix A lautet:
A = U ·D · V T , (B.14)
wobei D eine Diagonalmatrix ist, U und V zwei orthogonale Matrizen sind und V T die trans-
ponierte Matrix von V ist. Orthogonale Matrizen stellen Kongruenzabbildungen dar (d. h. Spie-
gelungen und Drehungen). Die Singula¨rwertzerlegung beschreibt mit U und V eine orthogonale
Transformation (d. h. Spiegelungen und Drehungen) des Urbild- und des Bildraumes. Die Sin-
gula¨rwerte von A sind als die Eintra¨ge der Diagonalmatrix D der Singula¨rwertzerlegung von
A definiert. Die Singula¨rwerte beschreiben die La¨ngena¨nderung der jeweiligen Vektoren des
zugeho¨rigen Orthonormalsystems im Urbildraum. Kleine / große Singula¨rwerte besagen, dass
Vektoren auf kleine / große Vektoren abgebildet wu¨rden. Wenn die Singula¨rwerte in sehr unter-
schiedlichen Gro¨ßenordnungen existieren, dann werden Vektoren in bestimmten Ortsrichtungen
besonders gestreckt bzw. besonders gestaucht.
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B.6 Messdaten der Flachbodenbohrungen
In Kapitel 6.1 wurden sieben direkte Methoden an den Flachbodenbohrungen des Probeko¨rpers
FBB8mm getestet. In Abbildung B.1-B.8 sind die zu den jeweiligen Verfahren zugeho¨rigen und
entsprechend gegla¨tteten Temperaturkurven gezeigt; ebenso der jeweils ausgewertete Zeitpunkt
bzw. die Frequenz. Da die Restwandsta¨rken (RWS) u¨ber den drei Lo¨chern 1.5, 3 und 6 mm
betragen, lassen sich die Temperaturkurven mit den analytischen Kurven in Abb. 2.5(a)-2.5(b)
und 2.10-2.15 vergleichen. Um ohne Umbla¨ttern einen schnellen Eindruck zu bekommen, ist hier
die analytische Kurve fu¨r die Stabla¨nge L = 3 mm gezeigt, zum Vergleich mit der Kurve der RWS
3 mm. Die lateralen Wa¨rmeverluste sind bei dem kleinen Durchmesser der Flachbodenbohrungen
hoch und sorgen fu¨r ein sta¨rkeren Temperaturabfall. Die analytische Kurve fu¨r die Stabla¨nge
L = 20 mm zeigt ein a¨hnlichen Temperaturabfall wie die Referenzstelle der Flachbodenbohrung.
Die Referenzstelle bildet mit den drei Bohrungen ein im Probenmittelpunkt zentriertes Quadrat,
sodass die vier Stellen homogen erwa¨rmt worden sind und der laterale Wa¨rmefluss von den
Bohrungen zur Referenzstelle gering sind, Skizze in Abb. 6.1.
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