ABSTRACT
Introduction
Given an m × n binary matrix, suppose we wish to determine if, for every c columns of this matrix, there exist c rows such that the intersection of every column in the given set of c columns with a distinct row among those rows contains a "1" entry. This interesting problem about binary matrices can also be posed as a matching question in bipartite graphs, and is closely related to the behavior of a switching device, called a sparse crossbar concentrator as follows. The columns in an m × n binary matrix represents the inputs of such a device, the rows represents its outputs, and the "1" entries correspond to contacts or crosspoints between the inputs and outputs. The condition that the intersections of every c columns with some c rows contain "1"
entries characterizes the concentrator's ability to connect any c of its inputs to some c of its outputs. Any sparse crossbar whose columns meet this property will be called a sparse crossbar (n, m, c)-concentrator, where c is called its capacity. Such devices play a central role in subscriber loops to multiplex low rate channels onto higher speed transmission trunks or remote carriers [12] . They are also used in the construction of more powerful connectors such as permutation networks and generalized connectors [3, 5, 7] .
In this paper we will focus on the crosspoint complexity of sparse crossbar concentrators and crosspoint complexity of cascades of such concentrators. We will also be concerned with the construction of sparse crossbar concentrators that meet the predicted crosspoint complexities. Needles to say, it is of theoretical interest to determine the crospoint complexity of a sparse crossbar concentrator. The problem has the flavor of a quintessential complexity question: With how little can one get away?
More importantly, however, the crosspoint complexity of a concentrator has a significant bearing on designing cost-efficient concentrators, since the number of crosspoints used in a concentrator construction determines, to a large extent, the degree of coupling between its inputs and outputs. Extensive coupling between inputs and outputs can make the implementation of concentrators difficult on programmable logic arrays (PLAs and PALs) and custom VLSI circuits.
A number of results have been reported on the crosspoint complexity of concentrators.
Pinsker proved that there exists an (n, m, m)-concentrator (henceforth to be called an (n, m)-concentrator) with at most 29n crosspoints [11] . Explicit constructions of (n, m, c)-concentrators with O(n) crosspoints were given by Margulis [8] and others [4, 1] for any c, 1 ≤ c ≤ m. While these constructions rely on O(n) crosspoints, they are obtained by cascading O(log n) sparse crossbars together.
In another direction, Masson [9] and Nakamura and Masson [10] studied the crosspoint complexity of sparse crossbar concentrators. They derived lower bounds on the number of crosspoints in sparse crossbar concentrators and showed that, in certain cases, these bounds are tight. While their bound for full capacity (c = m) concentrators is easy to compute, to determine their lower bound for bounded capacity (c < m) concentrators, one must solve a polynomial whose degree depends on the capacity of the concentrator in question.
In this paper we extend these results. First, we describe an (n, m)-concentrator construction, called a fat-and-slim crossbar, whose crosspoint complexity matches Nakamura-Masson's lower bound for any given n and m, thereby removing the restriction on the choices of number of inputs and outputs imposed by Masson's binomial network. Second, we present a (2m, m)-concentrator whose crosspoint complexity also matches the same lower bound but with nearly half the fanout of the first construction.
Third, we derive a new lower bound on the crosspoint complexity of sparse crossbar The problems we consider in the paper deal with proving that certain sparse crossbars exhibit a concentrator behavior and with computing the minimum number of crosspoints it takes to construct a concentrator. Admittedly, the sparse crossbars we consider are to have as few crosspoints as possible. A secondary objective is to keep the fanout of the inputs and fanin of the outputs as small as possible and nearly constant over the entire set of inputs and outputs.
Problem Formulation and Approach
To prove that a sparse crossbar G = (I, O, E) is an (n, m, c)-concentrator, one will need to show that there exists a matching between every c inputs in I and some c outputs in O. That is, for every x 1 , x 2 , . . . , x c ∈ I, one must show that there exist
For example, in the binomial network in Figure 1 (a), inputs 1,2,3 can be matched with outputs 1,2,3 by the shaded crosspoints, and to prove that this sparse crossbar is a (4, 4, 3)-concentrator, we must show that such a matching exists between every three inputs and some three outputs. While, it is possible to exhaustively test this condition in this case, it is impractical to do so for even relatively small values of n, m, and c. For example, for n = 50, m = 25 and c = 25, we will need to check 50!/(25!25!) ≈ 1.27 × 10 14 cases. Obviously, it is not just impractical but impossible to verify that a sparse crossbar with n inputs and m outputs is an (n, m, c)-concentrator when n and m are not specified. In this case, we must resort to some formal argument that shows that G is an (n, m, c)-concentrator for all values of n, m and c. In this connection, the following well-known theorem due to P. Hall will prove invaluable [6] . As for computing lower bounds on the crosspoint complexity of sparse crosbar concentrators, our proofs will rely on some elementary observations concerning the minimum number of neighbors of every subset of outputs with a certain cardinality must have.
This minimum will be coupled with the required capacity of the sparse crossbar in question.
Full Capacity Concentrators
Nakamura and Masson [10] derived a lower bound on the crosspoint complexity of full capacity sparse crossbar concentrators, and proved that this bound is tight for a binomial ( , m)-network is that its fanin (which is m − 2) and fanout (which is (m − 1)(m − 2)/2) are very close to its number of inputs and number of outputs. Our second result in this section is a sparse crossbar (2m, m)-concentrator construction that is optimal with respect to its crosspoint complexity, and has fanout which is nearly half the number of its outputs and fanin which is also nearly half of its inputs.
Before, we present these results, let us first recall the following facts from [10] . 
Then the number of neighbors of the inputs in X is given by The main features of the two concentrator constructions described in this section along with the binomial network are summarized in Table 1 . All three constructions are optimal with respect to their crosspoint complexity. The advantage of the fatand-slim crossbar over the other two crossbars is the fact that it does not place any restrictions on its number of inputs and outputs, whereas the advantage of the sparse crossbar described in Theorem 4 is its relatively small fanout.
Bounded Capacity Concentrators
The lower bound stated in Theorem 2 applies only to full capacity sparse crossbar concentrators. In this section, we consider the extension of this result to bounded capacity concentrators.
A. Nakamura-Masson's Lower Bound
We first recall the lower bound established in [10] .
Theorem 5 (Nakamura-Masson) Any sparse crossbar (n, m, c)-concentrator requires nx crosspoints where x satisfies
For some values of n, m and c, this bound is tight. In particular, the following holds. 
Corollary 2 (Nakamura-Masson) For all m, v ≥ 2, the binomial ((
Combining this lower bound on x with Theorem 5 shows that any (n, m, c)-concentrator requires
crosspoints. If m and c are fixed, this lower bound approaches nc as n → ∞.
B. The New Lower Bound
The asymptotic lower bound given in Eqn. 3 is useful when n >> m, but, in most cases, one would be more interested in (n, m)-concentrators, where m scales with n. 
In this case, this lower bound is negative for all
or equivalently, 
or,
when simplified. || An example may help clarify the derivation of this lower bound. Let n = 7, m = 6, and c = 2. The lower bound is based on the fact that every m − c + 1 = 5 outputs should be connected to at least n − c + 1 = 6 inputs. If any 5 outputs are connected to fewer than 6 inputs then some two inputs can only be connected to at most 1 output, disqualifying the sparse crossbar in question from being a (7, 6, 2)-concentrator.
With this requirement in place, Eqn. 4 states that the sum of the in-degrees of the outputs in any sparse (7, 6, 2)-concentrator over all 5-subsets of its outputs must be ≥ 6 6−2+1 (7 − 2 + 1) = 36. The sum, in this case, is given by
This simplifies to 5(d
(the sum on the left hand side of Eqn . 5) where 5 is the value of ρ i , 1 ≤ i ≤ 6, i.e., the number of 5-subsets of outputs that contain each of the six outputs. So, the lower bound in this case is 
Bounded Capacity Sparse Crossbar Concentrators
At this point it is reasonable to ask whether we can construct a bounded capacity sparse crossbar (n, m, c)-concentrator for any n, m, and c with a minimum crosspoint complexity. Unlike the full capacity case, the resolution of this question is complicated by two related facts. First, the new lower bound we derived in the previous section is not as tight as Nakamura-Masson's lower bound. Second, Nakamura-Masson's lower bound is not explicit enough to suggest a bounded capacity sparse crossbar concentrator construction whose crosspoint complexity may somehow match it by a constant factor.
Given this reality, we present in this section a bounded capacity sparse crossbar con- We have
and by the construction of G,
and since
On the other hand, if Min{α 1 , α 2 } = α 2 c, then
We have thus shown that the set of neighbors of any α ≤ c inputs contains at least α 
Crosspoint Complexity of Cascaded Sparse Crossbars
The lower bound on the sparse crospoint complexity of sparse crossbar concentrators can be extended to cascades of sparse crossbars. Figure 7 . Since G(n, m, c) has capacity c, the capacity of each of the sparse crossbars in the cascade must at least be c. Furthermore, the crosspoint complexity of G(n, m, c : k) is given by the sum of the crosspoint complexities of all the sparse crossbars in the cascade. Combining these facts with the lower bound in Theorem 6, we conclude that the crosspoint
We use this fact to prove
Proof: From Eqn. 8, 
Now, 
Let m i − α = m i , then Eqn. 16 becomes
By the Arithmetic/Geometric inequality,
This inequality combined with Eqn. 18 gives
Moreover, it is easily seen that
Combining Eqns. 14, 15, 19, and 20 together, and recalling that α = c − 1, we find 
