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Prestasi sistem pengecaman pertuturan boleh diperbaiki untuk pengecaman pertuturan 
audio-visual (audio-visual speech recognition, AVSR) yang menggunakan modaliti 
audio digabungkan dengan modaliti visual, terutamanya apabila beroperasi dalam 
persekitaran yang hingar. Modaliti audio amat mudah terganggu oleh hingar ambien, dan 
ini menyebabkan kesukaran dalam membezakan isyarat pertuturan sebenar dengan 
isyarat hingar dengan betul. Nisbah isyarat-hingar (signal-to-noise ratio, SNR) ialah 
nisbah asas pengukur isyarat kuasa isyarat terhadap kuasa hingar dalam unit desibel (dB). 
Salah satu daripada teknik anggaran SNR yang terkenal ialah analisis agihan amplitud 
bentuk gelombang (waveform amplitude distribution analysis, WADA) yang 
mengandaikan bahawa amplitud pertuturan dan hingar mengikut taburan gamma dan 
Gaussian. Teknik ini telah digunakan dalam kerja-kerja penyelidikan sebagai tanda aras 
untuk perbandingan keputusan. Walau bagaimanapun, tiada arahan yang jelas mengenai 
cara untuk membina jadual carian. Dalam kajian ini, pembangunan dan pembinaan 
semula jadual carian menggunakan pangkalan data sendiri yang terganggu dengan hingar 
putih umum sebagai rujukan hingar dicadangkan. Pembinaan semula teknik jadual carian 
WADA, yang dikenali sebagai analisis agihan amplitud bentuk gelombang-putih 
(WADA-W), mampu untuk mempertingkatkan anggaran SNR dengan merujuk kepada 
jadual carian WADA-W terbina semula, dan bukan jadual carian prahitung WADA 
umum. Teknik anggaran WADA-W SNR yang dicadang dinilai dengan membangunkan 
satu sistem AVSR yang menggunakan ciri-ciri pekali cepstral mel-frekuensi (mel-
frequency cepstral coefficients, MFCC) dan ciri-ciri visual berasaskan bentuk daripada 
dua pangkalan data: LUNA-V dan CUAVE. Menurut keputusan eksperimen, dengan 
merujuk kepada jadual carian WADA-W, anggaran SNR yang tekal boleh dilaksanakan 
dengan lebih tepat dan kurang berat sebelah berbanding dengan teknik WADA asal di 
bawah empat jenis hingar iaitu hingar putih, hingar bebel, hingar factory1, dan hingar 
factory2 daripada set data NOISEX-92. Sisihan keseluruhan anggaran SNR bagi 
pangkalan data LUNA-V menggunakan teknik WADA-W yang dicadangkan adalah 
hanya kira-kira 9.6dB, manakala sisihan teknik NIST dan WADA adalah kira-kira 
42.3dB dan 67.3dB masing-masing. Dengan menggunakan teknik cadangan yang sama 
untuk pangkalan data CUAVE, sisihan keseluruhan anggaran SNR itu hanya 13.3dB, 
manakala sisihan teknik NIST dan WADA masing-masing adalah 50.6dB dan 62.3dB. 
Pengklasifikasian telah dilakukan dengan menggunakan model tersembunyi Markov 
pelbagai aliran (Multi-stream Hidden Markov Model, MSHMM) dengan teknik 
kebenaran-satu keluar merentas pengesahan (leave-one-out cross validation, LOOCV). 
Berdasarkan ekperimen, ia menunjukkan bahawa system AVSR yang dicadangkan dapat 
mencapai ketepatan tertinggi pada 96.6% menggunakan pangkalan data LUNA-V dan 
95.2% untuk pangkalan data CUAVE di dalam keadaan ketiadaan hingar. 
Kesimpulannya, teknik anggaran WADA-W SNR yang dicadangkan dapat 
meningkatkan keupayaan sebanyak 4.5% dan 12.7% berbanding dengan teknik WADA 





For audio-visual speech recognition (AVSR) that uses audio modality combined with 
visual modality, the performance of speech recognition system can be improved, 
particularly when operating in a noisy environment. Audio modality can be easily 
corrupted by ambient noise, and this causes difficulty in distinguishing the actual speech 
signal with noise signal correctly. Signal-to-noise ratio (SNR) is a fundamental 
measuring ratio of signal power over noise power, which is expressed in decibels (dB). 
One of the most famous SNR estimation techniques is the waveform amplitude 
distribution analysis (WADA), where it assumes that the amplitude of speech and noise 
follows gamma and Gaussian distributions. It has been used in some research works as a 
benchmark for result comparison. However, there is no clear instruction on how to build 
the look-up table. In this work, the development and rebuild of the look-up table using 
the own database corrupted with general white noise as the noise reference has been 
proposed. The reconstruction of WADA look-up table technique, which is known as the 
waveform amplitude distribution analysis-white (WADA-W), is able to enhance the SNR 
estimation by referring to the reconstructed WADA-W look-up table instead of a general 
WADA precomputed look-up table. The proposed WADA-W SNR estimation technique 
was evaluated by developing an AVSR system that utilised mel-frequency cepstral 
coefficients (MFCC) features and shape-based visual features from two speech databases: 
LUNA-V and CUAVE. According to the experimental result, it showed that by referring 
to the WADA-W look-up table, it is capable of performing a consistent SNR estimation 
with more accurate and less bias result compared to the original WADA technique under 
four types of noises, which are white, babble, factory1, and factory2 noises from the 
NOISEX-92 dataset. The overall deviation of the SNR estimation of the LUNA-V 
database using the proposed WADA-W technique was just approximately 9.6dB, 
whereas the deviation of NIST and WADA techniques was approximately 42.3dB and 
67.3dB respectively. By using the same proposed technique for CUAVE database, the 
overall deviation of the SNR estimation was only 13.3dB, whereas the deviation of NIST 
and WADA techniques was 50.6dB and 62.3dB respectively. The classification was done 
using the multi-stream hidden Markov model (MSHMM) with leave-one-out cross-
validation (LOOCV) technique. From the experiments, it showed that the proposed 
AVSR system able to achieve the highest accuracy at 96.6% using LUNA-V database 
and 95.2% for CUAVE database under clean condition. In conclusion, the proposed 
WADA-W SNR estimator able to improve by 4.5% and 12.7% compared to the original 
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