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1. Introduction
Interest in the prediction of oscillating behavior of aircrafts has been generated by the crashes of high-performance
ﬁghter airplanes such as YF-22A and B-2, due to oscillations that were not predicted during the aircraft development
process [1].
Because of the large variety of nonlinear phenomena that have been identiﬁed as factors contributing to oscillations,
ﬂight quality criteria based on linear analysis and quasi-linear extensions [2] cannot, in general, predict the presence or the
absence of oscillations. Sources of these factors include pilot behavioral transitions, actuator rate limiting [3–5] and changes
in aircraft dynamics caused by transitions in operating conditions [6], gain scheduling and mode switching [7].
Nonlinear analysis permits the computation of nonlinear phenomena including Hopf bifurcation that lead sometimes
to large changes in the stability of the pilot-vehicle-system [1]. More recently, theoretical bifurcation studies have been
undertaken for longitudinal ﬂight dynamics, using the elevator deﬂection and mass of the vehicle as bifurcation param-
eters [8–10]. The occurrence of saddle-node and Hopf bifurcations has been pointed out in the case of the F-8 aircraft,
and it has been emphasized that these bifurcations may result in jump behavior and pitch oscillations. Moreover, system
controllability with respect to the variation of the elevator deﬂection angle has been discussed in [10,11].
However, these bifurcation studies can only explain locally the appearance of oscillatory behavior (associated with su-
percritical Hopf bifurcations), and they do not represent a tool for understanding the global nature of longitudinal ﬂight
dynamics. More precisely, a supercritical Hopf bifurcation that occurs at the critical value δe of the elevator deﬂection, only
shows the appearance of asymptotically stable limit cycles for values of δe close to the critical value δe , i.e. for δe in a neigh-
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of the critical value.
Nevertheless, Hopf bifurcations are not the only type of bifurcation phenomena leading to oscillatory behavior. In [12,13],
it has been shown that, when the automatic control system fails, in a longitudinal ﬂight with constant forward velocity,
equilibria exist for the ADMIRE aircraft and the unmanned ALFLEX reentry vehicle only if the elevator deﬂection δe belongs
to a closed and bounded interval J . When the elevator deﬂection is at the boundary of the interval J , a countable inﬁnity
of saddle-node bifurcation points is present. When the elevator deﬂection exceeds these critical values and is outside the
interval J , the existence of oscillatory solutions has been proved in [14,15], by means of coincidence degree theory and
Mawhin’s continuation theorem.
The aim of this paper is to show that the appearance of oscillatory solutions, when the elevator deﬂection exceeds the
critical values and leaves the interval J , is due to a global bifurcation phenomenon involving an inﬁnite chain of saddle-
nodes linked by heteroclinic orbits.
2. Preliminary results
The simpliﬁed system of differential equations which governs the motion around the center of gravity in a longitudinal
ﬂight with constant forward velocity of an unmanned reentry vehicle (assuming that the angle of attack α is small), when
the automatic ﬂight control system is decoupled, is given by⎧⎪⎨
⎪⎩
α˙ = a11(α − α0) + q + g
V
(cos θ − cos θ0) + b1(δe − δe0)
q˙ = a21(α − α0) + a22q + b2(δe − δe0)
θ˙ = q
(1)
In this system, the state parameters are: angle of attack α, pitch rate q and Euler pitch angle θ . The control parameter is
the elevator angle δe . V is the forward velocity of the vehicle, considered constant, and g is the gravitational acceleration.
The constants α0, θ0 and δe0 represent the trim angle of attack, trim pitch angle and trim elevator angle, respectively.
Appendix A contains the formulas for all the parameters appearing in system (1) and their numerical values corresponding
to the ALFLEX reentry vehicle [16–18].
A detailed description of how to derive system (1) from the general system of differential equations [19,20] which
describes the motion around the center of gravity of a rigid aircraft, with respect to an xyz body-axis system, where xz is
the plane of symmetry, has been presented in [12].
The following notations will be used throughout the paper:
τ = −a11 − a22
δ = a11a22 − a21
γ = (a21b1 − a11b2)(δe − δe0) − a21 g
V
cos θ0
ε = −a21 g
V
The following assumptions will be taken into consideration (in accordance with the numerical data presented in Ap-
pendix A) throughout the paper:
(A) τ > 0
(B) 0< δ <
τ 2
4
(C) 0< ε < τδ
It can be easily seen (see [14] for details) that if (α(t),q(t), θ(t))T is a solution of system (1), then θ(t) is the solution
of the following third-order differential equation:
θ(3)(t) + τ θ¨(t) + δθ˙(t) = γ − ε cos θ(t) (2)
Vice versa, if θ(t) is a solution of (2) then (α(t),q(t), θ(t))T , where
α(t) = α0 + 1
a21
[
θ¨ (t) − a22θ˙ (t) − b2(δe − δe0)
]
and q(t) = θ˙ (t)
is a solution of system (1).
Therefore, studying the dynamical behavior of system (1) is equivalent to studying the third-order nonlinear differential
equation (2), considering the control parameter γ .
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For any γ ∈ (−ε, ε), the set of all steady states of (2) is given by
S(γ ) =
⋃
n∈Z
{
θ+n (γ ) = 2nπ + arccos
γ
ε
, θ−n (γ ) = 2nπ − arccos
γ
ε
}
The set of all steady states corresponding to γ = ε is
S(ε) = {θn(ε) = 2nπ ∣∣ n ∈ Z}
The set of all steady states corresponding to γ = −ε is
S(ε) = {θn(−ε) = (2n + 1)π ∣∣ n ∈ Z}
For any γ ∈ (−ε, ε) and any n ∈ Z, the steady states θ+n (γ ) are unstable and the steady states θ−n (γ ) are asymptotically stable.
Moreover, for any n ∈ Z, the steady states θn(±ε) are saddle-nodes.
Proof. The steady states of (2) are the solutions of the equation ε cos θ = γ , hence the structure of the set of steady states
follows easily.
The stability of a steady state θ is analyzed by studying the distribution of the roots of the characteristic polynomial
P
(
θ
)= λ3 + τλ2 + δλ − ε sin θ
with respect to the imaginary axis.
Based on assumptions (A) and (B), if θ = θn(±ε), it follows that sin θ = 0 and it can be easily seen that the characteristic
polynomial has two negative real roots and a zero root. Moreover, based on Lemma 2 from [13], considering γ ∈ (−ε, ε)
and θ = θ+n (γ ), we have ε sin θ > 0 and therefore, the characteristic polynomial has one positive root and two roots
with negative real parts. Since assumption (C) holds as well, using Lemma 2 from [13] again, it can be easily seen that
if θ = θ−n (γ ), we have ε sin θ ∈ (−ε,0) ⊂ (−τδ,0), and the characteristic polynomial has three roots with negative real
parts. 
Remark 1. In Proposition 1, the stability concepts refer to the stability of the ﬁrst-order nonlinear system of differential
equations with variables θ(t), θ˙ (t) and θ¨ (t) which arises from the third-order differential equation (2), or equivalently, to
the stability of the nonlinear system (1).
The following result has been proved in [14], by means of coincidence degree theory and Mawhin’s continuation theorem.
Proposition 2. Assume that (A), (B) and (C) hold.
(a) If γ > ε, then Eq. (2) has at least one solution θ(t) such that its derivative θ˙ (t) is a positive periodic function (i.e. θ(t) is an
increasing oscillatory solution).
(b) If γ < −ε, then Eq. (2) has at least one solution θ(t) such that its derivative θ˙ (t) is a negative periodic function (i.e. θ(t) is a
decreasing oscillatory solution).
3. Heteroclinic orbits in the case γ = ε
Our ﬁrst aim is to show that, for γ = ε, there exists a heteroclinic orbit connecting the saddle-nodes θ0(ε) = 0 and
θ1(ε) = 2π . In other words, we will prove the existence of a solution for the following problem:{
θ(3)(t) + τ θ¨(t) + δθ˙(t) = ε(1− cos θ(t))
θ(−∞) = 0, θ(+∞) = 2π (3)
We will study the more general problem:{
x(3)(t) + τ x¨(t) + δx˙(t) = f (x(t))
x(−∞) = 0, x(+∞) = x1
(4)
where the function f :R → [0,∞) is of class C1 and satisﬁes the following conditions:
(i) f (0) = f (x1) = 0;
(ii) 0< f (x) Mxp , for any x ∈ (0, x1), where p > 1;
(iii) supx∈R | f ′(x)| = ε.
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Deﬁnition 1. A continuous function x :R → R is called a lower solution of (4) if it is three times differentiable almost
everywhere in R and satisﬁes
x(3) (t) + τ x¨(t) + δx˙(t) f
(
x(t)
)
(5)
An upper solution of (4) is deﬁned in a similar way by reversing the inequality in (5).
We will need the following lemma:
Lemma 1. The problem (4) admits a lower solution deﬁned by
x(t) =max
{
0, x1
(
1− e−α1t)} where α1 ∈
(
τ − √τ 2 − 4δ
2
,
τ + √τ 2 − 4δ
2
)
(6)
and an upper solution deﬁned by
x(t) =min{x1, x1eα2t} where α2(α22 + τα2 + δ) Mxp−11 , α2 > 0 (7)
Proof. For any t > 0 it follows easily that:
x(3) (t) + τ x¨(t) + δx˙(t) = x1α1e−α1t
(
α21 − τα1 + δ
)
 0 f
(
x(t)
)
and taking into account that x(t) = 0 for any t  0, it follows that x is a lower solution.
For any t < 0, taking into consideration property (ii) of the function f , we have
x(3)(t) + τ x¨(t) + δx˙(t) = x1eα2tα2
(
α22 + τα2 + δ
)
 Mxp1e
α2t  Mxp1e
pα2t = M(x(t))p
 f
(
x(t)
)
and taking into account that x(t) = x1 for any t  0, it follows that x is an upper solution. 
Consider the function g(x) = f (x) + εx. As g′(x) = f ′(x) + ε ∈ [0,2ε], it follows that g is increasing and g(x) 0 for any
x 0.
Moreover, if assumptions (A), (B) and (C) hold, the equation λ3 + τλ2 + δλ + ε = 0 has three negative real roots λ1 <
λ2 < λ3 < 0.
We consider the solution K (t) of the following initial value problem:{
K (3)(t) + τ K¨ (t) + δ K˙ (t) + εK (t) = 0, t > 0
K (0) = K ′(0) = 0, K ′′(0) = 1 (8)
Therefore, K (t) = a1eλ1t +a2eλ2t +a3eλ3t , where a1, a2, a3 are uniquely determined by the initial conditions. It easily follows
that K (t) > 0, for any t > 0, K (+∞) = 0 and ∫∞0 K (s)ds = ε−1. Moreover, there exists t0 ∈ (0,∞) such that function K is
increasing on the interval (0, t0) and decreasing on (t0,∞).
Therefore, the problem (4) can be written in the following form:⎧⎪⎪⎨
⎪⎪⎩
x(t) =
t∫
−∞
K (t − s)g(x(s))ds
x(−∞) = 0, x(+∞) = x1
(9)
We consider the Banach space BC(R,R) of bounded continuous functions deﬁned on the real line, endowed with the
usual norm ‖x‖ = supt∈R |x(t)|, and the operator T :BC(R,R) → BC(R,R) deﬁned by
T x(t) =
t∫
−∞
K (t − s)g(x(s))ds
Lemma 2. The operator T is well deﬁned, monotone increasing and continuous on BC(R,R).
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∣∣T x(t)∣∣
t∫
−∞
K (t − s)∣∣g(x(s))∣∣ds
t∫
−∞
K (t − s)2ε∣∣x(s)∣∣ds 2‖x‖
and therefore ‖T x‖ 2‖x‖.
Since the function g is increasing and K (s)  0 for any s  0, it follows that if x(t)  y(t) for any t ∈ R, we have
T x(t) T y(t), for any t ∈ R, and hence, the operator T is monotone increasing.
Considering x, y ∈ BC(R,R), we have
∣∣T x(t) − T y(t)∣∣=
∣∣∣∣∣
t∫
−∞
K (t − s)g(x(s))ds −
t∫
−∞
K (t − s)g(y(s))ds
∣∣∣∣∣

t∫
−∞
K (t − s)∣∣g(x(s))− g(y(s))∣∣ds
 2ε
t∫
−∞
K (t − s)∣∣x(s) − y(s)∣∣ds
 2ε‖x− y‖
t∫
−∞
K (t − s)ds
= 2‖x− y‖
Therefore we obtain ‖T x− T y‖ 2‖x− y‖ and it follows that T is continuous. 
We deduce that the existence of a solution of (4) is equivalent to the existence of a ﬁxed point x(t) for the operator T ,
satisfying the properties x(−∞) = 0 and x(+∞) = x1.
Even though there are several well-known papers discussing the existence of ﬁxed points for nonlinear Volterra operators
with convolution kernels in different function spaces (see for example [21–24] and the references therein), a thorough
analysis reveals that these results are not directly applicable for the case of the operator T deﬁned above.
Before stating our main result, we present the following compactness criterion (see Proposition 2.5 in [25]):
Lemma 3. Let A ⊂ BC(R,R) such that for any x ∈ A, there exist x(±∞) ∈ R. Then the set A is relatively compact if and only if the
following conditions are fulﬁlled:
(a) A is equicontinuous on every compact interval of R;
(b) A is totally bounded on R;
(c) A is equiconvergent, i.e. for any  > 0, there exists T () > 0 such that:∣∣x(t1) − x(t2)∣∣< ε, ∀x ∈ A, ∀t1, t2 ∈ R s.t. t1t2 > 0, |ti| > T (ε)
Proposition 3. The operator T has a ﬁxed point x(t) satisfying x(−∞) = 0 and x(+∞) = x1 .
Proof. Since x is a lower solution of (4) (based on Lemma 1) and K (s) 0 for any s 0, it follows that
T x(t) =
t∫
−∞
K (t − s)g(x(s))ds =
t∫
−∞
K (t − s)[ f (x(s))+ εx(s)]ds

t∫
−∞
K (t − s)[x(3) (s) + τ x¨(s) + δx˙(s) + εx(s)]ds
Applying integration by parts successively (term by term) and taking into account that K (0) = K ′(0) = 0, K ′′(0) = 1, K (∞) =
K ′(∞) = K ′′(∞) = 0 (based on (8)) and x(−∞) = x˙(−∞) = x¨(−∞) = 0, we ﬁnally obtain
T x(t) x(t) +
t∫
−∞
[
K (3)(t − s) + τ K¨ (t − s) + δ K˙ (t − s) + εK (t − s)]x(s)ds
Since K satisﬁes (8), the integral above is zero, and it follows that T x(t) x(t), for any t ∈ R, and hence, T x  x .
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We consider the closed convex set
Ω = {x ∈ BC(R,R): x(t) x(t) x(t), ∀t ∈ R}.
From the monotonicity of the operator T it follows that TΩ ⊂ Ω . We also notice that since x(−∞) = x(−∞) = 0 and
x(∞) = x(∞) = x1, it follows that x(−∞) = 0 and x(∞) = x1 for any x ∈ Ω .
Our aim is to show that the operator T has a ﬁxed point in the set Ω , by applying Schauder’s ﬁxed point theorem. We
will show that TΩ is relatively compact, using Lemma 3.
1. TΩ is equicontinuous on every compact interval of R.
Considering x ∈ Ω and t1, t2 ∈ R, t1 < t2 we have
∣∣T x(t1) − T x(t2)∣∣=
∣∣∣∣∣
t1∫
−∞
K (t1 − s)g
(
x(s)
)
ds −
t2∫
−∞
K (t2 − s)g
(
x(s)
)
ds
∣∣∣∣∣
=
∣∣∣∣∣
t1∫
−∞
(
K (t1 − s) − K (t2 − s)
)
g
(
x(s)
)
ds −
t2∫
t1
K (t2 − s)g
(
x(s)
)
ds
∣∣∣∣∣

t1∫
−∞
∣∣K (t1 − s) − K (t2 − s)∣∣g(x(s))ds +
∣∣∣∣∣
t2∫
t1
K (t2 − s)g
(
x(s)
)
ds
∣∣∣∣∣
 g(x1)
t1∫
−∞
∣∣K ′(c − s)∣∣|t1 − t2|ds + g(x1)K (t0)|t1 − t2|
= εx1|t1 − t2|
(
K (t0) +
c−t0∫
−∞
∣∣K ′(c − s)∣∣ds +
t1∫
c−t0
∣∣K ′(c − s)∣∣ds
)
= εx1|t1 − t2|
(
K (t0) −
c−t0∫
−∞
K ′(c − s)ds +
t1∫
c−t0
K ′(c − s)ds
)
= εx1|t1 − t2|
(
K (t0) + K (t0) − K (c − t1) + K (t0)
)
 3εx1K (t0)|t1 − t2|
where c ∈ (t1, t2). It follows that T is equicontinuous on every compact interval of R.
2. TΩ is totally bounded on R.
Taking into account that for any x ∈ Ω and t ∈ R, we have
0 x(t) T x(t) x(t) x1
it follows that TΩ is totally bounded.
3. TΩ is equiconvergent.
Considering x ∈ Ω and t1, t2 > 0 we have∣∣T x(t1) − T x(t2)∣∣= ∣∣T x(t1) − x1 + x1 − T x(t2)∣∣
 x1 − T x(t1) + x1 − T x(t2)
 x1 − x(t1) + x1 − x(t2)
 x1e−α1t1 + x1e−α1t2
Hence, the |T x(t1) − T x(t2)| is bounded above by the expression x1e−α1t1 + x1e−α1t2 which is independent of x, and con-
verges to 0 as t1, t2 → ∞. On the other hand, considering x ∈ Ω and t1, t2 < 0 we have∣∣T x(t1) − T x(t2)∣∣ T x(t1) + T x(t2) x(t1) + x(t2) x1eα2t1 + x1eα2t2
Here, the expression x1eα2t1 + x1eα2t2 is also independent of x, and converges to 0 as t1, t2 → −∞. Therefore, we obtain
that TΩ is equiconvergent.
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(blue) of the system (1) for δ = δe − 0.05◦ , δ = δe − 0.5◦ , δ = δe − 1◦ respectively (from the left to the right). (For interpretation of the references to colour
in this ﬁgure legend, the reader is referred to the web version of this article.)
We have proved that TΩ is relatively compact, and therefore TΩ ⊂ Ω = Ω is compact. Hence, Schauder’s ﬁxed point
theorem guarantees that there exists x ∈ Ω such that T x = x. 
Based on the previous proposition, we obtain the following results.
Corollary 1. If the assumptions (A), (B) and (C) hold, when γ = ε, there exists a heteroclinic orbit connecting the saddle-nodes
θ0(ε) = 0 and θ1(ε) = 2π of Eq. (2), i.e. there exists a solution of the problem (3).
Proof. The proof follows from Proposition 3, taking into account that the function f (x) = ε(1 − cos x) satisﬁes the condi-
tions (i)–(iii) with x1 = 2π , M = ε/2 and p = 2. 
Remark 2. Due to the fact that if θ(t) is a solution of (2) then θ(t)+2nπ is a solution of (2) as well, for any n ∈ Z, it follows
that there exists an inﬁnite chain of heteroclinic orbits connecting the saddle-nodes θn(ε) = 2nπ and θn+1(ε) = 2(n + 1)π ,
n ∈ Z.
4. Numerical example
Numerical simulations have been carried out for the ALFLEX reentry vehicle (see numerical data in Appendix A). In this
case, the parameter values are: τ = 4.35994, δ = 4.50861 and ε = 0.122415. Steady state solutions exist for system (1)
if and only if |γ | < ε, which is equivalent to δ ∈ J = [2.9944◦,3.8727◦]. When the elevator deﬂection δe is set to values
outside this interval, oscillatory behavior is present, according to Proposition 2.
The case δe < 2.9944◦ corresponds to γ > ε. A large number of simulations have been completed, using a wide set of
initial conditions. Numerical simulations conﬁrm that when δe < 2.9944◦ , the trajectory of the system converges to an in-
creasing oscillatory solution. As δe approaches the critical value δe = 2.9944◦ , the period of the oscillatory solution increases
inﬁnitely. At the critical value δe = 2.9944◦ , the saddle-node bifurcation points are linked by a chain of heteroclinic orbits,
shown in Fig. 1. When δe = δe = 2.9944◦ , a global bifurcation takes place which involves this whole chain of heteroclinic
orbits, resulting in the birth of oscillatory solutions when δe < δe .
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m = 760 g = 9.81 δe0 = 3◦ α0 = 8.18◦ θ0 = −9.16◦
S = 9.45 b = 3.295 c = 3.154 ρ = 1.156 k = ρS/2
Ix = 407 I y = 1366 Iz = 1634 Ixz = 10.4 V = 73.84
CL = 0.2387 Cmα = −0.0134 CD = 0.0745
CLα = 2.016 Cmq = −0.0474 CDα = 0.2714
CLδe = 0.6355 Cmδe = −0.2152 CDδe = 0.1019
Czα = −CLα cosα0 + CL sinα0 − CD cosα0 − CDα sinα0
Czδe = −CLδe cosα0 − CDδe sinα0
a11 = kV
m
Czα = −1.10058 b1 = kV
m
Czδe = −0.34151
a21 = ckV 2Cmα = −0.92142 b2 = ckV 2Cmδe = −14.79777
a22 = ckV 2Cmq = −3.25936
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