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Numerous optimal control models analyzed in economics are formulated as discounted
inﬁnite time horizon problems, where the deﬁning functions are nonlinear as well in the
states as in the controls. As a consequence solutions can often only be found numerically.
Moreover, the long run optimal solutions are mostly limit sets like equilibria or limit cycles.
Using these speciﬁc solutions a BVP approach together with a continuation technique is
used to calculate the parameter dependent dynamic structure of the optimal vector ﬁeld.
We use a one dimensional optimal control model of a ﬁshery to exemplify the numerical
techniques. But these methods are applicable to a much wider class of optimal control
problems with a moderate number of state and control variables.
& 2012 Elsevier B.V. Open access under CC BY-NC-ND license.1. Introduction
During the last decades optimal control models have successfully been applied in economics and ecology. Many of these
models exhibit non-concavities and depend on multiple parameters. As a consequence analytical methods alone are often
insufﬁcient for a full analysis. These nonlinearities often also give rise to the occurrence of multiple or history-dependent
solutions. Therefore a well adapted numerical framework is needed, allowing an efﬁcient handling of qualitatively different
solutions.
The occurring phenomena are various. These range from history-dependence, i.e., dependent on the initial value one
converges to different attractors, to multiplicity, where for speciﬁc points the decision maker is indifferent choosing
between different optimal solutions. This multitude of solution behavior, corresponding to non-uniqueness or existence of
different long run attractors, is scattered over a wide variety of articles, where a few of them are mentioned below. For a
survey of literature on this ﬁeld the reader is referred to Grass et al. (2008, Chapter 5).
The literature at this point lacks a theoretical and well structured description of these different phenomena, which
correspond to structural changes in the optimal solution. Thus they can be further ascribed as bifurcations of the optimal
vector ﬁeld. Developing a comprehensive bifurcation theory of the optimal vector ﬁeld is, however, done in Kiseleva and
Wagener (2010) and Kiseleva (2011) for the one dimensional shallow lake model. But a bifurcation theory of the optimal
vector ﬁeld for two and higher dimensional systems is still missing.Y-NC-ND license.
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values, should, however, be given. We already mentioned that in this context not only a theoretical framework is missing,
but also a standardized notation is lacking. For points exhibiting multiple optimal solutions an often used term is that of a
Skiba point, or as introduced by myself in Grass et al. (2008) DNSS point, recognizing the individual contributions of the
authors Dechert, Nishimura, Skiba, and Sethi. But to avoid a discussion of ﬁrst priority we adopt to the terminology of
indifference points/thresholds that was introduced in Kiseleva and Wagener (2010) and Kiseleva (2011). Even though this
terminology has also been criticized it turns out advantageous compared to unnecessarily long and complicated acronyms.
Bifurcations of the optimal vector ﬁeld often correspond to global bifurcations of the canonical system derived from the
underlying optimal control problem (see, e.g., Wagener, 2003, 2006), therefore efﬁcient numerical tools are necessary for
the calculations. Also the use of high-level illustrations and animations is of great help for the development of a bifurcation
theory. These visualizations provide the necessary intuition for the facts which then have to be proved rigorously. The aim
of this paper is the introduction to a numerical approach speciﬁcally well adapted to inﬁnite time horizon problems. For
this approach information of the possible behavior of the solution at inﬁnite is used to formulate a BVP. To solve the hence
resulting BVP a continuation (homotopy) technique is used. A preliminary version of these numerical tools is implemented
as a package OCMat, which can be downloaded at http://orcos.tuwien.ac.at/research/ocmat_software. At this web site the
interested reader can also ﬁnd slides of an introductory seminar about the toolbox.
To exemplify these numerical techniques we use a one state, one control ﬁshery model. This model is a simpliﬁed
version of a three state optimal control problem, formulated in Cre´pin (2007). But these numerical techniques can in
principle be applied to models with an arbitrary number of states, controls and constraints. The limitations of this method
are more of practical nature, e.g., computational capacity, than theoretical nature. In fact the MATLAB package OCMat has
already been successfully applied to a number of different models, e.g., Caulkins et al. (2005a, 2005b, 2007, 2008, 2011,
2009), Zeiler et al. (2010), and Levy et al. (2006). The presented bifurcations have analogous counterparts in higher
dimensions and can numerically be computed using the same procedures. More complex bifurcations can occur when the
number of states increase, e.g., an equilibrium can be replaced by a limit cycle. For obvious reasons these bifurcations
cannot be found in the one dimensional case. These bifurcations are the topic of ongoing research and will be presented in
future articles.
Before we start with the presentation of the general problem formulation and the numerical techniques for its
numerical analysis let me clarify a few points. The ﬁshery model is only used as a vehicle supporting the reader, who is
unfamiliar with the numerical method, to adapt and apply it for her/his own models. It is not my intention to interpret the
results from an economic point of view. This will be done on a different place.
Even though the examples for the numerical techniques are stated only for a one state, one control and one constraint model
in most cases the algorithm can immediately be adapted to higher dimensional problems. Therefore, in the main cases I added a
subsection where the underlying BVP of the speciﬁc ﬁshery model is also formulated for the general model in higher dimensions.
To interpret the numerical results in a correct way the assumptions, like existence of an optimal solution and
convergence of the optimal path to an equilibrium have to be proved separately. For the ﬁshery model these assumptions
are proved in Appendix A. In general this should be part of the analysis and is independent from the numerical
calculations, which otherwise only yield candidates for an optimal solution.
Subsequently we present a numerical technique for analyzing discounted problems over an inﬁnite time horizon of the
following type:
max
uðÞ
Z 1
0
ertgðxðtÞ,uðtÞ,mÞ dt ð1aÞ
s:t: _xðtÞ ¼ f ðxðtÞ,uðtÞ,mÞ, t 2 ½0, 1Þ ð1bÞ
with xð0Þ ¼ x0 ð1cÞ
kðxðtÞ,uðtÞ,mÞZ0, t 2 ½0, 1Þ ð1dÞ
with xðtÞ 2 Rn, uðtÞ 2 Rm and the state dynamics f : Rnþm-Rn, the objective function g : Rnþm-R, and the mixed path
constraints k : Rnþm-Rl, are assumed to be two times continuously differentiable in their arguments. Additionally, the
functions may depend on some parameter values m 2 Rk. To simplify notation we omit this explicit dependence on
parameter values wherever this dependence on parameter values is not crucial for the computations.
Next we formulate assumptions which have to be checked analytically for a concrete model, or if an exact proof is not
possible one has to be aware that solutions which satisfy the necessary optimality conditions are only extremals, i.e.,
candidates for optimal solutions.
Assumptions 1.(a) There exists an optimal solution ðxnðÞ,unðÞÞ for every x0 2 C  Rn, with C a compact set.
(b) The constraints (1d) satisfy the constraint qualiﬁcation
kuðx,u,mÞa0 ð2Þ
for every x 2 Rn and u 2 Rm.
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reﬂects the fact that for many models these general conditions are not satisﬁed. Therefore showing the existence of an
optimal solution is a separate task.
Furthermore we state assumptions which could be made less restrictive, but simplify the following presentation
Assumptions 2.(a)1The control variable u appears nonlinearly either in the function gðx,u,mÞ or in the function f ðx,u,mÞ.
(b) The Hamiltonian maximizing condition can be solved analytically.
(c) Every optimal solution ðxnðÞ,unðÞÞ converges to an equilibrium.1Deﬁnition 1. Let ðxnðÞ,unðÞÞ be a solution of problem (1) converging to the equilibrium ðx^,u^Þ then the equilibrium is called
the long run optimal solution. An optimal solution ðxnðÞ,unðÞÞ of problem (1) with initial condition xð0Þ ¼ x^ and ðxnðtÞ,
unðtÞÞ ¼ ðx^,u^Þ for all tZ0 is called an equilibrium solution.
The right hand side of the ODEs (1b), where the control uðÞ is replaced by the optimal control unðÞ, i.e.,
_xðtÞ ¼ f ðxðtÞ,unðtÞ,mÞ ð3Þ
is called the optimal vector ﬁeld of problem (1).
Remark 1. For autonomous inﬁnite time horizon problems the assumption that the solution converges to an equilibrium
(or in higher dimensions to a limit cycle) is not very restrictive. In fact for nearly every model the author analyzed that the
last years this assumption was satisﬁed. Moreover, since for discounted problems stable equilibria, of the canonical
system, are ruled out, saddle-points are the ﬁrst candidates for long run optimal solutions. However, the reader has to be
aware that the assumption that the solution converges to an equilibrium (limit cycle) restricts the number of possible
candidates and if, e.g., diverging optimal paths cannot be excluded the algorithms have to be adapted to handle such a
situation. Since these adaptations are very model speciﬁc we will not go into any details.
1.1. Necessary optimality conditions
For a profound introduction into the theory of optimal control problems the reader is referred to Seierstad and
Sydsaeter (1986); Kamien and Schwartz (1991), for a more applicational oriented approach to Grass et al. (2008) or any
other of the numerous text books on this topic. Let
Hðx,u,l,l0,mÞ :¼ l0gðx,u,mÞþlf ðx,u,mÞ ð4Þ
be the Hamiltonian function and
Lðx,u,l,l0,m,mÞ :¼ Hðx,u,l,l0,mÞþmkðx,u,mÞ ð5Þ
the Lagrangian function. Then, under the given Assumption 1 and Assumption 2 an optimal solution ðxnðÞ,unðÞÞ of (1) has
to satisfy the Hamiltonian maximizing condition:
unðtÞ ¼ argmax
u2Rm
HðxnðtÞ,u,lðtÞ,l0,mÞ, with kðxnðtÞ,u,mÞZ0 ð6Þ
The Lagrangian multiplier mðÞ has to satisfy the complementary slackness and positivity conditions:
mðtÞkðxnðtÞ,unðtÞ,mÞ ¼ 0 and mðtÞZ0
Finally the costate lðÞ satisﬁes the adjoint system
_lðtÞ ¼ rlðtÞ @L
@x
ðxnðtÞ,unðtÞ,lðtÞ,l0,m,mðtÞÞ ð7Þ
which together with the state dynamics
_xnðtÞ ¼ f ðxnðtÞ,unðtÞÞ
is called the canonical system.
We often make use of the identity, cf. Michel (1982)
1
r
Hðxð0Þ,uð0Þ,lð0Þ,mÞ ¼
Z 1
0
ertgðxðtÞ,uðtÞ,mÞ dt ð8Þ
where ðxðÞ,uðÞ,lðÞÞ satisﬁes the necessary optimality conditions, but is not necessarily an optimal solution. This identity
allows us to compare the objective values of two candidate solutions by actually comparing their Hamiltonian values. Due
to the time invariance of autonomous problems (8) holds true for every point of a solution path, and not only at the initial
point. In the subsequent sections we use a speciﬁc model, which is of this general type (1). We structured the paper in aThroughout this paper an equilibrium is always understood in the sense of dynamical systems, i.e., as a point where the dynamics is zero.
D. Grass / Journal of Economic Dynamics & Control 36 (2012) 1626–1658 1629way that the used numerical algorithms are ﬁrst formulated and applied to this speciﬁc model and then stated for the
general problem. We hope that this ease the understanding of the numerics and enable the reader to apply this numerical
approach to more involved problems.
2. A ﬁshery model
The full ﬁshery model in a coral reef presented in Cre´pin (2007) consists, at time t, of the three states ﬁsh xðtÞ, algae aðtÞ,
coral cðtÞ, and the control uðtÞ representing the effort of ﬁshing. In our simpliﬁed version we will set the number of algae
and coral constant, i.e, aðÞ  a and cðÞ  c, yielding a one state, one control optimal control problem.
The dynamics of ﬁsh is described by a logistic growth term G, with a carrying capacity depending linearly on the
number of algae, yielding
GðtÞ :¼ xðtÞ 1 xðtÞ
a
 
Additionally we have a term stemming from predation P which is decreasing with the number of corals, because of coral
giving shelter to the ﬁsh. This term can be modeled by
PðtÞ :¼ 1ðcþtÞ
xðtÞ2
1þxðtÞ2
The stock of ﬁsh is also reduced by ﬁshing uðtÞxðtÞ, yielding the total ﬁsh dynamics as
_xðtÞ ¼ GðtÞPðtÞuðtÞxðtÞ ¼ xðtÞ 1 xðtÞ
a
 
 1ðcþtÞ
xðtÞ2
1þxðtÞ2
uðtÞxðtÞ
To formulate the economic part of the model we simply assume that ﬁshing yields positive gains from selling them at price
p but also generates negative (ecological) side effects. Thus, we deﬁne the total instantaneous utility as
UðtÞ :¼ puðtÞxðtÞuðtÞ2
Summing up, the optimal control problem can be written as
max
uðÞ
Z 1
0
ertðpuðtÞxðtÞuðtÞ2Þ dt
 
ð9aÞ
s:t: _xðtÞ ¼ xðtÞ 1 xðtÞ
a
 
 1ðcþtÞ
xðtÞ2
1þxðtÞ2
uðtÞxðtÞ ð9bÞ
uðtÞZ0, for all t ð9cÞ
xð0Þ ¼ x040: ð9dÞ
For the analysis of this model Pontryagin’s Maximum Principle is used, where the details are carried out in the next section.
2.1. Necessary optimality conditions
Deﬁning the Hamiltonian and Lagrangian (augmented Hamiltonian) of problem (9) as
Hðx,u,l,l0Þ :¼ l0 puxu2
 þl x 1 x
a
 	
 1ðcþtÞ
x2
1þx2ux
 
ð10Þ
Lðx,u,l,m,l0Þ :¼ Hðx,u,l,l0Þþmu ð11Þ
an optimal solution ðxnðÞ,unðÞÞ of (9) has to satisfy the following necessary optimality conditions. There exists a (piecewise)
continuous function mðÞ and a (piecewise) differentiable function lðÞ with ðlðtÞ,l0Það0;0Þ, tZ0, such that at every time
point t
unðtÞ 2 argmax
uZ0
HðxnðtÞ,uðtÞ,lðtÞ,l0Þ ð12Þ
and
_lðtÞ ¼ rlðtÞ @L
@x
ðxnðtÞ,unðtÞ,lðtÞ,mðtÞ,l0Þ ð13Þ
with the transversality condition
lim
t-1
ertlðtÞ ¼ 0 ð14Þ
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subsequently omitted.2 Since the Hamiltonian (10) is strictly concave with respect to u the Hamiltonian maximizing
condition (12) can be reformulated as
@L
@u
ðxnðtÞ,unðtÞ,lðtÞ,cðtÞÞ ¼ 0 ð15aÞ
cðtÞZ0 ð15bÞ
cðtÞunðtÞ ¼ 0 ð15cÞ
From (15a) we ﬁnd that the maximizer
uJ ¼ argmax
uZ0
Hðx,u,lÞ ð16Þ
can be derived from
@H
@u
¼ px2ulx¼ 03u¼ u :¼ x
2
ðplÞ
@L
@u
¼ px2ulxþc¼ 0
where u is the unconstrained maximizer. Using (15b) and (15c) ﬁnally yields
uJ ¼
u for lrp
0 for lZp
(
ð17Þ
m¼
0 for lrp
xðplÞ for lZp
(
ð18Þ
In Appendix A.2 the continuity of the optimal control unðÞ and the Lagrangian multiplier mðÞ is proved. Not to confuse the
reader, uJ (and uJðtÞÞ denote the analytical term for the control value (at time t) after solving the (static) maximization (16)
at time t, whereas unðÞ denotes the searched for optimal control.
Summing up an optimal solution ðxnðÞ,unðÞÞ for the problem (9) has to be searched among the solutions ðxðÞ,uJðÞ,lðÞÞ
of the so called canonical system given by
_xðtÞ ¼ xðtÞ 1 xðtÞ
a
 
 1ðcþtÞ
xðtÞ2
1þxðtÞ2
uJðtÞxðtÞ ð19aÞ
_lðtÞ ¼ lðtÞ r1þ 2xðtÞ
a
þ 2xðtÞ
ðcþtÞð1þxðtÞ2Þ2
 !
uJðtÞðplðtÞÞ ð19bÞ
satisfying the boundary conditions
xð0Þ ¼ x0 and lim
t-1
ertlðtÞ ¼ 0:
From a numerical point of view the transversality condition (14) does not provide information to explicitly calculate
solutions of the system (19a) and (19b). But paths ðxðÞ,lðÞÞ converging to an equilibrium ðx^,l^Þ trivially satisfy the
transversality condition (14) and therefore are possible solution candidates.3 For the model (9) it is proved in Appendix A.3
that the stable paths, which are solutions converging to an equilibrium, are already all candidates for the optimal solution.
Thus we restated the problem of ﬁnding candidates for optimal paths, as a problem of ﬁnding the equilibria ðx^,l^Þ of the
ODEs (19a) and (19b), and calculating the corresponding stable paths. In case of multiple equilibria and multiple solutions
we have to compare the corresponding value of the objective function and choose the maximizer.
3. Calculating stable paths
The core step of the here presented algorithm is the calculation of a stable path within a BVP framework using a
continuation (homotopy) strategy. The calculation of a stable path is of course not restricted to optimal control problems
and we will therefore present this algorithm in a more general setting of an ODE
_yðtÞ ¼ gðyðtÞ,mÞ, y¼ ðy1,y2Þ0 2 Rnsnu , nsþnu ¼ n ð20aÞ2 A well known example showing that inﬁnite time horizon problem need not be normal can be found in Halkin (1974).
3 The transversality condition for inﬁnite time horizon problems is a topic for its own and will not further be discussed at this point. It is also of minor
importance since the here presented numerical procedure are done under the assumption that the solution converges to an equilibrium. The veriﬁcation
of this assumption has to be given separately.
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_yðtÞ ¼ gðyðtÞÞ ð20bÞ
whenever the parameter values m are constant during the calculations. For notational clarity, the symbol ðÞ0 denotes
matrix/vector transposition throughout the paper.
We assume that the system (20) exhibits a hyperbolic saddle point y^, with an ns dimensional stable and an nu
dimensional unstable (local) manifold. The eigenvalues xsi , i¼ 1, . . . ,ns and xui , i¼ 1, . . . ,nu of the Jacobian matrix
Jðy^Þ :¼ @
@y
gðyÞ





y ¼ y^
satisfy Rexsio0oRex
u
j .
The problem is to ﬁnd, for a given initial state y10 2 Rns , a solution path yðÞ of (20) satisfying
y1ð0Þ ¼ y10 ð21Þ
and
lim
t-1
yðtÞ ¼ y^: ð22Þ
In the terminology of Appendix B this determines a (two-point) boundary value problem (TBVP), with T ¼1. To solve this
problem numerically we have to reformulate the asymptotic condition (22), translating the convergence property into
some ‘‘ﬁnite’’ setting.
A solution path yðÞ satisfying (22) lies in the global stable manifold of y^ and reaches therefore the local stable manifold
in some ﬁnite time (cf. (B.6)).
The manifold theorem (see Appendix B, Theorem 1) states that the local stable manifold at y^ is tangent to the stable
eigenspace Esðy^Þ. For reasons of simplicity we assume that the eigenvectors build a basis of Rn (otherwise generalized
eigenvectors have to be considered), then the stable eigenspace is given by
Esðy^Þ ¼
Xns
i ¼ 1
kinsi 2 Rn, ki 2 R ð23Þ
with nsi being the eigenvector corresponding to the eigenvalue x
s
i . Thus, the condition (22) can approximately be replaced by
ðyðTÞy^Þ 2 Esðy^Þ ð24Þ
for T large enough. Moreover, the condition (24) is equivalent to the following equation:
F 0ðyðTÞy^Þ ¼ 0 ð25Þ
where the matrix F 2 Rnun is given by a basis spanning the orthogonal complement to the stable eigenspace. Its actual
computation is described in Theorem 2 of Appendix B and simpliﬁes for the one dimensional case to F :¼ ðns1Þ?. The theoretical
justiﬁcation for condition (25) as an approximation of (22) can be found, e.g., in de Hoog and Weiss (1980) and Palmer (1984).
3.1. The boundary value problem
Summing up, the problem of ﬁnding a stable path satisfying (22) can (approximatively) be calculated by solving (25).
Additionally, we normalize the time interval from ½0,T to ½0;1 (see Appendix B.1). Therefore, a solution yðÞ starting at y10
and converging to y^ can numerically be computed by ﬁxing end time T (large enough) and solving the BVP:
_yðtÞ ¼ TgðyðtÞÞ, t 2 ½0;1 ð26aÞ
y1ð0Þ ¼ y10 2 Rns ð26bÞ
F 0ðyð1Þy^Þ ¼ 0 2 Rnu ð26cÞ
where (26c) is called the asymptotic transversality condition. The appearance of T in (26a) is due to the normalization of the
time interval. The BVP (26) is correctly stated since the number of unknowns n equals that of the boundary conditions
nsþnu ¼ n and the boundary conditions are linearly independent.
Remark 2 (Unstable path). An unstable path can be calculated in an analogous way by reversing the direction of time, i.e.,
replacing the dynamics (26a) by
_yðtÞ ¼ TgðyðtÞÞ, t 2 ½0;1
and the matrix F in (26c) has to be calculated for the unstable eigenspace.
Remark 3. The advantage of truncating the time interval to a ﬁxed value is the linearity of the boundary condition (26c).
But the apparent drawback is the principle indeﬁniteness in choosing the truncation time T. Thus, one has to take care
that during the computations the chosen time T is large enough, i.e, the distance JyðTÞy^J remains sufﬁciently small.
Alternatively, the end time T could be considered as a free parameter. Then, a further equation has to be added,
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Kitzhofer et al. (2009).
3.2. Initializing the boundary value problem
In general a boundary value solver needs as an input argument an initial (approximative) function yð0ÞðÞ. Depending on
the problem this initial function can be a rather rough approximation, or has to be very close to the sought for solution.
However, continuation techniques allow us to continue a solution once we have found at least one solution. Thus, we
search for a solution we can easily get. The simplest possible solution of the BVP (26) is the equilibrium itself, provided we
change the initial condition (26b) into
y1ð0Þ ¼ y^1 ð27Þ
For this BVP the constant path yðÞ  y^ determines a solution and continuing this constant solution by changing the initial
state we may ﬁnally ﬁnd the solution we actually want to compute. The theoretical basis for this strategy can be found,
e.g., in Winkler (1985) or Krauskopf et al. (2007).3.3. Continuing the solution
In the simplest case we use a continuation technique with a ﬁxed step width
D :¼ y
1
0y^
1
n
, n 2 N
and continue the solution of (26), with changing the initial conditions
y1ð0Þ ¼ zk :¼ y^1þkD, k¼ 0, . . . ,n:
In fact the step width (D) can be made dependent on information about the solution process (for different speciﬁcations
see Appendix C.1).
Subsequently, a solution path of the continuation process at step k is characterized by a superscript in round brackets
yðkÞðÞ.
In the following sections we apply this method to problems derived from the optimal control problem (1), where the
necessary optimality conditions provide the boundary conditions. This allows us to analyze paths switching between
binding and not binding control constraints, or different paths starting at the same initial state and converging to different
equilibria, and so forth.4. Structural stable optimal vector ﬁeld
In this section the main classes of numerical problems, where the optimal solution converges to an equilibrium, are
presented. The analyzed optimal vector ﬁelds are structurally stable which means that, for an appropriate change of the
parameter values, the optimal vector ﬁeld does not undergo a local/global bifurcation. To give the reader a better intuition
for the presented algorithms each case is accompanied by a speciﬁc example of the ﬁshery model (9). For the base case the
parameter values are taken from Table 1. Subsequently only the parameter values a and p are changed. Note that the
parameter values were chosen to stress the numerical features and not with respect to a realistic scenario.
A thorough bifurcation analysis of the canonical system provides an indication on what we can expect for the optimal
vector ﬁeld. In Appendix A.4 this analysis can be found for the p2a parameter space. These results suggest three different
scenarios which are subsequently presented.4.1. Case of a unique equilibrium
We subdivide this section into two parts. In the ﬁrst part the calculations are done in detail for the ﬁshery model and
for speciﬁc parameter values. In the second part the problem is formulated for general problems.Table 1
The parameter values for the base case, with a unique long run optimal equilibrium.
r t c a p
0.1 0.25 0.375 7.5 0.1
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In Appendix A.3 it is proved that for a unique equilibrium of the canonical system the corresponding stable path yields
the optimal solution. For the parameter values of Table 1 we ﬁnd the unique positive equilibrium:
ðx^,l^Þ ¼ ð3:6803,0:0432Þ
with the corresponding Jacobian matrix
J¼ 0:2460 6:7721
0:0081 0:3460
 
The Jacobian J exhibits a positive and negative eigenvalue x1 ¼ 0:4278 and x2 ¼0:3278 proving the equilibrium to be a
saddle point.
To calculate the stable path with, e.g., xð0Þ ¼ 10, we solve the BVP (26) by applying a continuation algorithm presented
(see Appendix C.1). Therefore, we ﬁx the time horizon T¼500, and determine the vector (in general it is a matrix) F, which
consists of the vector(s) orthogonal to the stable eigenspace. Since the eigenvector, corresponding to the negative
eigenvalue, is given by
n¼ 0:9999
0:0121
 
we find F ¼ 0:0121
0:9999
 
Thus, the BVP for the stable path becomes
_x ¼ 500 x 1 x
7:5
 	
 1
0:625
x2
1þx2
x2
2
ð0:1lÞ
 
ð28aÞ
_l ¼ 500 l 0:9þ 2x
7:5
þ 2x
0:625ð1þx2Þ2
 !
 x
2
ð0:1lÞ2
 !
ð28bÞ
xð0Þ ¼ 10 ð28cÞ
ð0:0121 0:9999Þ
xð1Þ3:6803
lð1Þ0:0432
 !
¼ 0 ð28dÞ
For the actual calculations we apply a ﬁxed step width continuation strategy, with step width D¼ 0:01. Thus we iteratively
solve the BVP (28a), where the initial state value (28c) is successively increased from the value at the equilibrium to 10,
i.e., at step k the initial value is set to
xðkÞð0Þ ¼ x^ð1kDÞþxð0ÞkD¼ 3:6803þk0:0632, k¼ 0;1, . . . ,100
The initial solution at step k¼0 is given by the constant path xðtÞ ¼ x^, t 2 ½0;1. The result of this continuation is depicted in
Fig. 1 for the steps k¼ 1;33,66;100.
For the ODEs (28a) and (28b) we assumed that the control values lie in the interior of the control region, i.e., u40. This
assumption may be violated during continuation and we have to check the admissibility of the calculated path. The next
section addresses this problem by reformulating and extending the BVP (28a).
Arcs of binding-not binding constraints: To give an example of arcs, with binding and not binding (control) constraints,
we calculate the saddle path starting at xð0Þ ¼ 0:1. As in the previous case we start the continuation of the BVP (28a) with
the constant equilibrium solution. At each continuation step k the validity of the control constraint for the corresponding
solution ðxðkÞðtÞ,lðkÞðtÞÞ, t 2 ½0;1 is checked, i.e, if
uðkÞðtÞ ¼ x
ðkÞðtÞ
2
ð0:1lðkÞðtÞÞZ0, t 2 ½0;1 ð29Þ
holds. At step 38 of the continuation the control function (29) becomes negative, see Fig. 2b.
To proceed with the continuation, taking an arc of binding and not binding control constraint into account, the
BVP (28a) has to be extended. We assume that at time t the optimal path switches from an arc of active to an arc of
inactive control constraint, i.e., unðtÞ ¼ 0, trt and unðtÞZ0, tZt. Then we deﬁne
ðxðtÞ,lðtÞÞ :¼
ðx1ðtÞ,l1ðtÞÞ trt
ðx2ðtÞ,l2ðtÞÞ tZt
(
where ðx1ðtÞ,l1ðtÞÞ satisﬁes the ODEs (19) for uðtÞ ¼ 0 and ðx2ðtÞ,l2ðtÞÞ for uðtÞ ¼ ðxðtÞ=2ÞðplðtÞÞ. This yields a multi-point
BVP which is transformed into a two-point BVP on ½0;1 (see Appendix B.1). For the transformed problem the switching
time t appears as an unknown parameter, yielding
_x1 ¼ t x1 1
x1
7:5
 	
 1
0:625
x21
1þx21
 !
ð30aÞ
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Fig. 1. The result of the continuation process is depicted at different steps. The left side of each subﬁgure shows the optimal vector ﬁeld, and the right side
shows the path in the state-control space. For the actual computation the parameter values are set to a¼ 7:5 and p¼0.1, the end time is ﬁxed at T¼500
and xð0Þ ¼ 10. (a) The equilibrium solution is used for initialization, (b) and (c) to continue the saddle path, (d) until the solution with y10 ¼ 10 is reached.
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2x1
7:5
þ 2x1
0:625ð1þx21Þ2
 ! !
ð30bÞ
_x2 ¼ ð500tÞ x2 1
x2
7:5
 	
 1
0:625
x22
1þx22
 x
2
2
2
ð0:1l2Þ
 !
ð30cÞ
_l2 ¼ ð500tÞ l2 0:9þ
2x2
7:5
þ 2x2
0:625ð1þx22Þ2
 !
 x2
2
ð0:1l2Þ2
 !
ð30dÞ
ð0:0121 0:9999Þ
x2ð1Þ3:6803
l2ð1Þ0:0432
 !
¼ 0 ð30eÞ
x1ð1Þ ¼ x2ð0Þ, l1ð1Þ ¼ l2ð0Þ ð30fÞ
x2ð0Þ
2
ðpl2ð0ÞÞ ¼ 0 ð30gÞ
x1ð0Þ ¼ 0:1: ð30hÞ
In total we have ﬁve unknown variables ðx1,l1,x2,l2,tÞ, thus to state the BVP properly we have to provide ﬁve conditions.
Since the second arc converges to the equilibrium (30e) states the usual asymptotic transversality condition. State and
costate are continues at the switching time which, due to the time transformation, yields (30f). Eq. (30h) provides the
Control constraint
0 1 2 3 4
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
Optimal vector field
x
x˙
k = 1
σ = 0.015
0 1 2 3 4
0
0.02
0.04
0.06
0.08
0.1
Control
x
u
0 1 2 3 4
0
0.01
0.02
0.03
0.04
0.05
Lagrangian multiplier
x

0 1 2 3 4
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
Optimal vector field
x
x˙
k = 38
σ = 0.003
0 1 2 3 4
0
0.02
0.04
0.06
0.08
0.1
Control
x
u
0 1 2 3 4
0
0.01
0.02
0.03
0.04
0.05
Lagrangian multiplier
x

0 1 2 3 4
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
Optimal vector field
x
x˙
k = 71
σ = 0.003
0 1 2 3 4
0
0.02
0.04
0.06
0.08
0.1
Control
x
u
0 1 2 3 4
0
0.01
0.02
0.03
0.04
0.05
Lagrangian multiplier
x

0 1 2 3 4
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
Optimal vector field
x
x˙
k = 139
σ = 0
0 1 2 3 4
0
0.02
0.04
0.06
0.08
0.1
Control
x
u
0 1 2 3 4
0
0.01
0.02
0.03
0.04
0.05
Lagrangian multiplier
x

Initialization
Positive multiplier Final path
Fig. 2. The continuation process for arcs with binding and not binding control constraints is depicted. The left side of each subﬁgure shows the optimal
vector ﬁeld, and the right side shows the control and the Lagrangian multipliers, respectively. For the actual computation the parameter values are set to
a¼ 7:5 and p¼0.1, the end time is ﬁxed at T¼500 and xð0Þ ¼ 0:1. (a) Starting at the equilibrium solution a continuation process using BVP (28a) is started.
(b) During this process ﬁrst a violation of the control constraint is detected and therefore the BVP (30) is used, (c) thereafter the Lagrangian multiplier
becomes negative and three arcs have to be considered by solving BVP (32). (d) Shows the sought for solution path. The dashed-dotted arc denotes the
part of the optimal solution, where the optimal control is at its boundary, i.e., un ¼ 0.
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condition for the unknown switching time t.
To start the continuation for BVP (30) we use the solution of the last step k0, where the control constraint was violated.
For reasons of simplicity we assume that for the time discretization ti, i¼ 0, . . . ,n the violation appears at the initial time,
i.e., uðk0Þð0Þo0 and uðk0ÞðtiÞ40, i40. Then, we deﬁne an initial function for (30) by setting
t :¼ 0 ð31aÞ
ðxð0Þ1 ðtÞ,l
ð0Þ
1 ðtÞÞ :¼ ðxðk0Þð0Þ,lðk0Þð0ÞÞ, t 2 ½0;1 ð31bÞ
ðxð0Þ2 ðtÞ,l
ð0Þ
2 ðtÞÞ :¼ ðxðk0ÞðtÞ,lðk0ÞðtÞÞ, t 2 ½0;1 ð31cÞ
and the initial condition
xð0Þ1 ð0Þ ¼ xðk0Þð0Þ: ð31dÞ
Using these functions the continuation process can be proceeded solving the extended BVP (30).
The ﬁrst arc of the solution path now has to satisfy the non-negativity of the corresponding Lagrangian multiplier and
the second arc has to satisfy the control constraint. Therefore, both conditions have to be checked during continuation. For
the actual computation the Lagrangian multiplier becomes negative at step k¼72, see Fig. 2c.
To calculate the path consisting of three arcs, where the ﬁrst arc has positive control, the second arc zero control and
the third arc positive control again we have to consider switching times t1 and t2. Analogous to the previous case the
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ðxðtÞ,lðtÞÞ :¼
ðx1ðtÞ,l1ðtÞÞ trt1
ðx2ðtÞ,l2ðtÞÞ t1rtrt2
ðx3ðtÞ,l3ðtÞÞ tZt2
8><
>:
and extend, after time normalization, the BVP (30) to
_x1 ¼ t1 x1 1
x1
7:5
 	
 1
0:625
x21
1þx21
 x
2
1
2
ð0:1l1Þ
 !
ð32aÞ
_l1 ¼ t1l1 0:9þ
2x1
7:5
þ 2x1
0:625ð1þx21Þ2
 x1
2
ð0:1l1Þ2
 !
ð32bÞ
_x2 ¼ ðt2t1Þ x2 1
x2
7:5
 	
 1
0:625
x22
1þx22
 !
ð32cÞ
_l2 ¼ ðt2t1Þl2 0:9þ
2x2
7:5
þ 2x2
0:625ð1þx22Þ2
 !
ð32dÞ
_x3 ¼ ð500t2Þ x3 1
x3
7:5
 	
 1
0:625
x23
1þx23
 x
2
3
2
ð0:1l3Þ
 !
ð32eÞ
_l3 ¼ ð500t2Þl3 0:9þ
2x3
7:5
þ 2x3
0:625ð1þx23Þ2
 x3
2
ð0:1l3Þ2
 !
ð32fÞ
ð0:0121 0:9999Þ
x3ð1Þ3:6803
l3ð1Þ0:0432
 !
¼ 0 ð32gÞ
x1ð1Þ ¼ x2ð0Þ, l1ð1Þ ¼ l2ð0Þ, x2ð1Þ ¼ x3ð0Þ, l2ð1Þ ¼ l3ð0Þ ð32hÞ
x3ð0Þ
2
ðpl3ð0ÞÞ ¼ 0 ð32iÞ
x2ð0Þðpl2ð0ÞÞ ¼ 0 ð32jÞ
x1ð0Þ ¼ 0:1 ð32kÞ
The explanation of (32a)–(32i) and initial condition (32k) is straight forward from the previous example. Eq. (32j)
expresses the continuity of the Lagrangian multiplier (18) at the switching time t1.
To start the continuation of BVP (32) an initial function can be constructed analogous to (31). Using (32) the solution
starting at x1ð0Þ ¼ 0:1 can be computed and the ﬁnal result is depicted in Fig. 2d.
4.1.2. General model
For the general problem (1) we have to distinguish between two cases, namely the case of the control value lying in the
interior of the control constraint, i.e., kðx,uÞ40, and the case of the control value lying at the boundary of the control
constraint, i.e., kðx,uÞ ¼ 0. For notational simplicity we assume that only one constraint exists, i.e., kðx,uÞ 2 R.
To differentiate between the two cases we write for the canonical system corresponding to the interior case:
_yðtÞ ¼ gðyðtÞÞ ð33Þ
where y :¼ ðx,lÞ 2 R2n.
For the boundary case we set z :¼ ðx,lÞ 2 R2n and write for the canonical system
_zðtÞ ¼ hðzðtÞÞ ð34Þ
where additionally zðtÞ satisﬁes the control constraint sharply, i.e, kðzðtÞÞ ¼ 0.
Let us assume that the interior system (33) exhibits a (unique) saddle point y^ and has n negative eigenvalues. Next we
want to ﬁnd the stable path starting at some initial value y1ð0Þ ¼ z 2 Rn. To validate that the solution path yðÞ satisﬁes the
constraint (1d) we deﬁne a tolerance e40 and check that
kðyðtÞÞZe, holds for all t: ð35Þ
Using the algorithm presented in Section 3, the following BVP has to be solved by continuation
_yðtÞ ¼ TgðyðtÞÞ, t 2 ½0;1 ð36aÞ
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F 0ðyð1Þy^Þ ¼ 0 with F 2 R2nn ð36cÞ
During the continuation process (35) is checked. Let the constraint (35) be violated at some step N, where for reasons of
simplicity we assume that the violation occurs at a time interval ½0,tv, i.e., kðyðtÞÞoe, t 2 ½0,tvÞ and kðyðtÞÞZe, t 2 ½tv,T.
To handle this case we split the solution path into two arcs. The ﬁrst arc with the control value at the boundary and the
second arc with the control value lying in the interior of the control region. Thus, we can set up an extended BVP with
additional boundary conditions at the switching point. Reformulating the multi-point problem as a two-point problem
(see Appendix B.1) and denoting the unknown switching time as t the BVP becomes
_zðtÞ ¼ thðzðtÞÞ, t 2 ½0;1 ð37aÞ
_yðtÞ ¼ ðTtÞgðyðtÞÞ, t 2 ½0;1 ð37bÞ
xtð1Þ ¼ yð0Þ ð37cÞ
kðyð0ÞÞ ¼ 0 ð37dÞ
z1ð0Þ ¼ z ð37eÞ
F 0ðyð1Þy^Þ ¼ 0 ð37fÞ
The new condition (37c) reﬂects the continuity of the state and costate at the switching point and (37d) the continuity of
the control.
Remark 4 (Continuity of the control). The boundary condition (37d) only holds true if the continuity of the control function
is guaranteed. This is, e.g., assured by the uniqueness of the optimal control value. In cases of a possibly discontinuous
control (37d) has to be replaced by the continuity of the Hamiltonian at the switching point, i.e.,
Hðyð0ÞÞ ¼Hðzð1ÞÞ: ð38Þ
Remark 5 (Switching from the boundary to the interior control region). For an arc with the control value lying at the
boundary of the control region the Lagrangian multiplier cðÞ has to be non-negative. Therefore this condition has to be
checked during continuation. In case that this condition is violated the same procedure yields an extended BVP, where
condition (37d) is then replaced by the condition
cðzð1ÞÞ ¼ 0 ð39Þ
In cases, where the continuity of the Lagrangian multiplier cannot be guaranteed (39) has to be replaced by (38).
4.1.3. Initialization of (37)
To start the continuation for the system (37) a function ðzðtÞ,yðtÞÞ0, t 2 ½0;1 has to be provided. Using the last computed
solution path yðNÞðÞ and normalizing the time intervals ½0,tv, and tv,T to the unit interval, yields
zðtÞ
yðtÞ
 !
¼ y
ðNÞðttvÞ
yðNÞðtvþtðTtvÞÞ
 !
t 2 ½0;1 and t¼ tv:
For the numerical computations of ðzðtÞ,yðtÞÞ starting at a time grid 0¼ t0ot1o   otm ¼ 1 the time transformation
requires that the solution yðNÞðÞ is evaluated at the time points titv and tvþtiðTtvÞ, i¼ 0, . . . ,k.
We note that the ﬁrst arc zðtÞ does, in general, not satisfy (37a). But if tv is small enough this function can serve as a
good approximation for the solution of the BVP (37a) (see Fig. 2).
4.2. Multiple equilibria
In some optimal control problems of type (1) the canonical system exhibits multiple equilibria. Therefore, another basic
issue is the identiﬁcation of the optimal solution among different extremals. In case that multiple optimal solutions exist,
the main problem is to locate the so called indifference threshold point(s). These are points in the state space at which
different paths yield the same objective value, i.e., each of these paths is equally optimal. For a detailed discussion of such
points see Kiseleva and Wagener (2010), Kiseleva (2011) and Grass et al. (2008).
4.2.1. One superior solution
For a concrete example in the ﬁshery model (9) we choose p¼0.25 in the ﬁshery model (see Fig. A1). For this parameter
value we ﬁnd three (strictly positive) equilibria for the canonical system
x^1
l^1
 !
¼ 0:9101
0:069381
 
,
x^2
l^2
 !
¼ 1:2884
0:16737
 
,
x^3
l^3
 !
¼ 3:2616
0:17843
 
:
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x1 ¼
0:2439
0:3439
 
, x2 ¼
0:0500þ0:2301i
0:05000:2301i
 
, x3 ¼
0:4326
0:5326
 
:
Thus, only ðx^1,l^1Þ and ðx^3,l^3Þ are saddle points, ðx^2,l^2Þ is an unstable focus and can therefore be discarded as a long run
optimal solution. To determine if one of the stable paths is superior to the other we have to compare the corresponding
objective values. Therefore, we use the continuation algorithm and BVP presented in the previous section to determine the
paths with initial value xð0Þ ¼ x^1 and converging to ðx^3,l^3Þ and vice versa for xð0Þ ¼ x^3 converging to ðx^1,l^1Þ.
For demonstration purposes we explicitly write down the BVP for the ﬁrst continuation and use an adaptive step width
strategy (see Appendix C.1), which allows us to follow a backbending of the stable path.4 Thus the continuation parameter
g is now free and one more condition is speciﬁed (40e). Given that we already solved the problem for continuation step
k1 and kZ1 the BVP for step kþ1 becomes5
_x ¼ 500 x 1 x
7:5
 	
 1
0:625
x2
1þx2
x2
2
ð0:25lÞ
 
ð40aÞ
_l ¼ 500 l 0:9þ 2x
7:5
þ 2x
0:625ð1þx2Þ2
 !
 x
2
ð0:25lÞ2
 !
ð40bÞ
ð0:0829 0:9966Þ
xð1Þ0:9101
lð1Þ0:069381
 !
¼ 0 ð40cÞ
xð0Þ ¼ x^1ð1gÞþgx^1 ¼ 0:9101þ2:3515g ð40dÞ
V 0
xð0ÞxðkÞð0Þ
lð0ÞlðkÞð0Þ
 !
s¼ 0 ð40eÞ
with
V :¼
xðkÞð0Þxðk1Þð0Þ
lðkÞð0Þlðk1Þð0Þ
 !,
xðkÞð0Þxðk1Þð0Þ
lðkÞð0Þlðk1Þð0Þ
 !























For the geometric interpretation of (40e) see Fig. 3a. The searching direction for the initial point of the stable path depends
on the previously detected solutions and therefore allows to follow the stable path even if it is backbending, cf. Fig. 3b.
The computation of the stable path corresponding to ðx^3,l^3Þ is done in an analogous way. In Fig. 4 the result of these
computations are shown, together with the corresponding objective values. Comparing the objective values we ﬁnd that
the stable path ðx^3,l^3Þ is superior and therefore yields the unique optimal solution. Consequently, the optimal vector ﬁeld
exhibits the globally stable equilibrium x^3.
4.2.2. Indifference thresholds
Next we analyze the case where none of the stable paths can be continued to the other equilibrium state but parts of
the stable paths overlap in the projection to the state space. For that we present a concrete example in our ﬁshery model
and summarize the results then for the general case.
4.2.3. Fishery model
We increase the parameter value p to one, where the bifurcation diagram of the canonical system (Fig. A1 in Appendix A.4)
shows that also three strictly positive equilibria exist. We ﬁnd that
x^1
l^1
 !
¼ 0:63252
0:39029
 
,
x^3
l^3
 !
¼ 3:0753
0:92232
 
are saddles and the third is an unstable focus. Following the steps of the previous section we ﬁnd that for this case none of the
stable paths yields a globally superior solution and the Hamiltonian evaluated along the stable paths (cf. Fig. 5) intersect at
some point. Since the Hamiltonian value (divided by the discount rate) yields the objective value this means that starting at the
state value of this intersection point, both solutions are equally optimal.
Next we describe the steps to compute the exact position of this so-called indifference threshold.
Step 1: First, we calculate the stable paths for the two saddle points, this is not explicitly carried out, but yield the two
stable manifolds ðx1,l1ðx1ÞÞ and ðx2,l2ðx2ÞÞ, as curves in the state-costate space. In Fig. 5(a) we see that there exists an4 For autonomous one-dimensional models backbending paths are in general not optimal, see, e.g., Hartl (1987).
5 For the ﬁrst two continuation steps a ﬁxed step width algorithm can be used.
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Fig. 4. (a) Depicts the stable paths of the two saddles (located at x^1 and x^3) (left side) together with the corresponding objective values (right side). Since
the saddle path converging to the equilibrium at x^3 is superior the (b) optimal vector ﬁeld consists of the unique stable equilibrium x^3. For the actual
numerical calculations the parameter base case value are used and p¼0.25.
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functions Hðx,l1ðxÞÞ and Hðx,l2ðxÞÞ, x 2 I, can be determined by some numerical procedure.
Step 2: Next, we calculate the stable paths starting at the initial state ~x (cf. Fig. 5b). This is straight forward and we can
use this solution as the initial functions for the next step. In the actual case the calculations reveal that the stable path of
the third equilibrium consists of two arcs, with binding and not binding control constraint, which we subsequently denote
as ðxiðÞ,liðÞÞ, i¼ 1;2. The control along the stable path of the ﬁrst equilibrium is strictly positive and the path will
subsequently be denoted as ðx3ðÞ,l3ðÞÞ. In both cases the time horizon was truncated at T¼500.
Step 3. To formulate the BVP for the exact location of the indifference threshold we assemble the results described so
far. It consists of the ODEs
_x1 ¼ t x1 1
x1
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 !
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Fig. 5. The numerical detection of an indifference threshold is depicted. (a) Shows the stable paths and intersection point of the Hamiltonian evaluated
along the candidate solutions (see (8)). (b) The state value of the (numerically approximated) intersection point (dotted line). The stable paths starting at
this intersection point are used as an approximate solution. (c) The exact location of the indifference threshold is found by solving the BVP (42) and is
denoted by the dashed line. (d) The optimal vector ﬁeld is discontinuous at the indifference threshold. For the actual numerical calculations p¼1.
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the asymptotic boundary conditions for the two stable paths
ð0:1516 0:9884Þ
x2ð1Þ3:0753
l2ð1Þ0:9223
 !
¼ 0 ð41gÞ
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x3ð1Þ0:63252
l3ð1Þ0:39029
 !
¼ 0 ð41hÞ
and the switching conditions from the boundary to the interior arc
x2ð0Þ
2
ð1l2ð0ÞÞ ¼ 0 ð41iÞ
x1ð1Þ ¼ x2ð0Þ, l1ð1Þ ¼ l2ð0Þ ð41jÞ
Finally we have to specify the conditions characterizing solutions starting at an indifference threshold. The seven
unknowns, six variables of the ODEs and the switching time t, are accompanied by ﬁve boundary conditions. Thus, two
further conditions are missing, which are given by
x1ð0Þ ¼ x3ð0Þ ð41kÞ
Hðx1ð0Þ,uðx1ð0Þ,l1ð0ÞÞ,l1ð0ÞÞ ¼Hðx3ð0Þ,uðx3ð0Þ,l3ð0ÞÞ,l3ð0ÞÞ ð41lÞ
The ﬁrst condition (41k) states that the indifference threshold is the initial point for the two saddle paths and (41l) reﬂects
the fact that both solutions yield the same objective value.
The ﬁnal result of the computation is shown in Fig. 5c. This reveals that the optimal vector ﬁeld consists of two locally
stable equilibria and their basin of attraction is separated by the indifference threshold. At the indifference threshold the
optimal vector ﬁeld is discontinuous (cf. Fig. 5c).
Unstable node: In the literature the existence of an indifference threshold is often seen as a result of an unstable focus
lying between two saddle points. But indifference thresholds may also appear in case of an unstable node as depicted in
Fig. 6. For the numerical calculation the parameter values of the base case were changed for p¼0.03 and a¼ 5:895. The
concrete calculation is omitted since it is analogous to the last example.
4.2.4. General case
For the general model (1) we assume the existence of an indifference threshold xI , where it is equally optimal to
converge either to the equilibrium y^1 or to y^2. Then, two solutions y1ðÞ and y2ðÞ start at the indifference threshold and
exhibit the same objective value yielding
y11 ¼ y12 ¼ xI 2 Rn and Hðy1ð0ÞÞ ¼Hðy2ð0ÞÞ
These properties allow us to formulate the BVP characterizing an indifference threshold. For ﬁxed but maybe different
truncation times T1 and T2 the solutions starting at an indifference threshold are characterized by the following BVP:
_y1ðtÞ ¼ T1f 1ðy1ðtÞÞ, t 2 ½0;1 ð42aÞ
_y2ðtÞ ¼ T2f 2ðy2ðtÞÞ, t 2 ½0;1 ð42bÞ
y11ð0Þ ¼ y12ð0Þ ð42cÞ
Hðy1ð0ÞÞ ¼Hðy2ð0ÞÞ ð42dÞ
F 01ðy1ð1Þy^1Þ ¼ 0 ð42eÞ
F 02ðy2ð1Þy^2Þ ¼ 0 ð42fÞ
The two ODEs (42a) and (42b) denote the two different solutions.6 The conditions (42c) and (42d) are the decisive
properties of the indifference threshold. Finally (42e) and (42f) are the usual asymptotic transversality conditions for the
two solutions converging to the (different) equilibria y^1 and y^2.
To determine an initial solution for the BVP (42) we can use the results from the previous continuations, where we
determined the intersection point of the Hamiltonian evaluated along the two paths. The solutions starting at this
approximated intersection point are calculated and can then be used as an initial solution for (42).
Remark 6. In the one dimensional case it usually sufﬁces to determine the indifference threshold as the intersection point
of the Hamiltonian. However, the formulation as a BVP admits an immediate way to continue the indifference threshold for
varying parameters. For higher dimensional models this formulation is essential to determine the analogous indifference
curve/surface via continuation.
4.2.5. Threshold point and time horizon
In Section 4.2.2 we mentioned the case, where, in the canonical system, an unstable node is adjacent to two saddles and
gives rise to an indifference threshold in the optimal vector ﬁeld. But in general an unstable node in the canonical system
can become an unstable equilibrium of the optimal vector ﬁeld. For a concrete numerical example in the ﬁshery model we6 Note that the ODEs (42a) and (42b) can consist of different arcs exhibiting binding and not binding control constraints.
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Fig. 6. The case of an indifference threshold near an unstable node is depicted. The stable paths (a) have an overlap in the state space near the unstable
node. In this overlap region (b) the Hamiltonians intersect, yielding an indifference threshold. The optimal vector ﬁeld exhibits two stable equilibria (c)
and is discontinuous (d) at the indifference threshold. For the actual calculations the parameter values were speciﬁed as p¼0.03 and a¼ 5:895.
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x^1
l^1
 !
¼ 1:1115
0:0022538
 
,
x^2
l^2
 !
¼ 1:9585
0:010689
 
,
x^3
l^3
 !
¼ 2:1929
0:0089891
 
with corresponding eigenvalues
x1 ¼
0:1182
0:2182
 
, x2 ¼
0:0183
0:0817
 
, x3 ¼
0:0176
0:1176
 
exist. To check if the unstable node is an equilibrium solution we consider the second derivative of the maximized
Hamiltonian with respect to x, i.e., Hxxðx,uðx,lÞ,lÞ, evaluated at the unstable node yields
Hxxð1:9585,0:0189,0:010689Þ ¼2:7085 104o0
and is therefore strictly negative. Thus, the equilibrium solution satisﬁes the Arrow sufﬁciency conditions and is therefore
the unique optimal solution with xð0Þ ¼ 1:9585. For initial states xð0Þ left of x^2 the stable path converging to ðx^1,l^1Þ, right of
x^2 the stable path converging to ðx^3,l^3Þ yields the optimal solution. Consequently, the optimal vector ﬁeld is continuous as
illustrated in Fig. 8, exhibiting two stable and one unstable equilibria, which justiﬁes the denotation as threshold point for
the unstable equilibrium x^2.
For the calculation of the stable paths in the vicinity of the unstable node x^2 we use the usual continuation process of
the corresponding BVP and start with a truncation time T¼100. The initial states, from which the stable paths start, are
taken as x^ð0Þ ¼ ð18eÞx^2 with e¼ 104.
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Fig. 7. The solution for time horizon T¼100 and T¼250 is depicted in the phase portrait (a,b) and in the time domain (c,d). The solution (a) ends at the
stable eigenspace (black line) but ends not ‘‘near’’ the equilibrium. The reason can be seen in (c) since the path stays for ‘‘long’’ near the unstable
equilibrium. In (b) and (d) the solution is depicted after the continuation process where the truncation time was increased up to T¼250. The time span is
now long enough to satisfy numerically both effects, staying near the unstable equilibrium and ending near the saddle point.
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there for ‘‘long’’. Thus a too short truncation time may yield a solution which ends up at the linear stable manifold but not
‘‘near’’ the saddle point. This happens for the truncation time T¼100 and is illustrated in Fig. 7a,b.
To ﬁnd the correct solution truncation time is increased from T¼100 to T¼250. Therefore continuation is used, where
the initial state is ﬁxed and the time horizon T is successively increased (cf. Fig. 7c,d).
5. Bifurcations of the optimal vector ﬁeld
In the previous sections we presented the numerical algorithms for cases where the optimal vector ﬁeld was
structurally stable under ‘‘small’’ perturbations of the parameter values. Next, we have a closer look to the switching
between two qualitatively different optimal vector ﬁelds in the parameter space. Thus, we calculate the bifurcations of the
optimal vector ﬁeld. Kiseleva and Wagener (2010) and Kiseleva (2011) give a fairly general classiﬁcation of possible
codimension one and two bifurcations of an optimal vector ﬁeld for a one state optimal control problem. Using these
results we show how to set up the boundary conditions, which characterize the different types of bifurcations. Again we
apply these numerical algorithms to the ﬁshery model and can ﬁnally put together the bifurcation diagram of the optimal
system (see Fig. 14).
5.1. Indifference attractor bifurcation (IAB)
In Wagener (2003) it has been proved that a heteroclinic bifurcation, where a stable and unstable path of two saddles
coincide (see Fig. 10), can give rise to the emergence of indifference thresholds. In Kiseleva and Wagener (2010) and
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optimal vector ﬁeld (c) exhibits two stable and one unstable equilibrium and is continuous at the unstable equilibrium (d). For the actual calculations the
parameter values were speciﬁed as p¼0.03 and a¼ 5:88.
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can undergo.5.1.1. Fishery model
In Fig. 9 a typical situation in the vicinity of an indifference threshold is depicted (a 2 ½9,7:5). We remind the reader
that within this interval of parameter a the number and stability properties of the equilibria of the canonical system do not
change, i.e., there exist two saddles and one unstable focus. Thus, the local behavior of the extremal paths remain the
same, but the global geometry of the (un)stable paths changes.
For higher values of a the stable path of the saddle at the right covers the entire state space and lies above the unstable
path of the left equilibrium (cf. Fig. 9a,d). For lower values of a the stable and unstable path interchanged their relative
position (cf. Fig. 9c,f). At a speciﬁc value for a the stable and unstable path coincide and constitute a heteroclinic
connection, (cf. Fig. 9b,e). We will next show how the exact value of a, where the heteroclinic connection appears, can be
determined.
A heteroclinic connection, denoted by G  R2, between the equilibria ðx^1,l^1Þ and ðx^2,l^2Þ is characterized by the
property that starting at any point ðxð0Þ,lð0ÞÞ 2 G the solution converges to one of the equilibria in positive time and to the
other equilibrium in negative time, i.e.,
lim
t-1
ðxðtÞ,lðtÞÞ ¼ ðx^1,l^1Þ, lim
t-1
ðxðtÞ,lðtÞÞ ¼ ðx^2,l^2Þ
The freedom in choosing any point on G yields an indeterminacy. To get rid of this indeterminacy one further equation has
to be provided. For the actual computation we therefore ﬁx the state value at x0 ¼ 2. Next we choose a¼ 7:5 and calculate
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Fig. 9. The case of an indifference attractor bifurcation is depicted for changing the parameter value a, (a,b) before, (c,d) at and (e,f) after the IAB. In the
ﬁrst row the paths in the state-costate are depicted and the second row shows the corresponding optimal vector ﬁeld. The gray parts denote solutions
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unstable path until they coincide in a heteroclinic connection. This characterizes the indifference attractor bifurcation which lets emerge an indifference
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ðx^1,l^1Þ ¼ ð0:63252,0:39029Þ and ðx^2,l^2Þ ¼ ð3:0753,0:92232Þ
starting at x^ð0Þ ¼ 2. The result of the corresponding continuation processes is depicted in Fig. 10a.
To shorten the presentation of the numerical calculations we only write down the explicit equations for the stable path,
the equations for the unstable path immediately follow by reversing the time direction (see Remark 2). We ﬁx the time
horizon T¼500 and note that the stable path consists of two arcs denoted as ðxi,liÞ, i¼ 1;2. Therefore, we have to take into
account the switching time (t1). The unknown parameter a also becomes a variable of the BVP, yielding
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Fig. 10. This ﬁgure depicts the process of ﬁnding an indifference attractor bifurcation for the parameter value a. Therefore the unstable path (ﬁne gray
line) of the left equilibrium and the stable path (ﬁne solid line) of the right equilibrium are continued to an initial state xð0Þ ¼ 2 for a¼ 7:5. This is an
approximation for the exact value a, where the heteroclinic connection occurs. Solving the BVP (44) determines the bifurcation parameter value as
ab ¼ 8:022 and returns the heteroclinic connection between the two saddles (black dots). The gray line corresponds to the unstable path and the black
line to the stable path.
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the equilibrium ðx^2ðaÞ,l^2ðaÞÞ and therefore the vector F1ðaÞ. In the following subsection about the general model a
procedure is described how this problem can be solved.
Analogously to the stable path we solved the corresponding BVP for the unstable path which also consisted of two arcs.
Therefore we set T ¼500denote the two arcs as ðxi,liÞ, i¼ 3;4 and have to take into account the switching time (t2). Thus
we ﬁnd analogous equations to (43), which we will not repeat, with an equilibrium ðx^4ðaÞ,l^4ðaÞÞ and vector F2ðaÞ, also
depending on the variable a.
Summing up we have 11 variables ðxi,li,tj,aÞ, i¼ 1;2,3;4, j¼ 1;2 and ten equations, consisting of (43) and an analogous
system for the unstable path. Thus one equation is missing, namely the deﬁning property for a heteroclinic connection,
saying that both paths start from the same initial point. Since the initial state is ﬁxed at two, the missing equation concerns
the initial costate, which yields
l1ð0Þ ¼ l3ð0Þ ð43iÞ
Solving the problem for the given values we ﬁnd ab ¼ 8:0218 for the heteroclinic bifurcation parameter. The corresponding
solution is depicted in Fig. 10b.
5.1.2. General model
To simplify the presentation we restrict the general case to one state models. But we consider a slight extension of the
BVP, which allows for the computation of the bifurcation curve in a two parameter space m¼ ðm1,m2Þ 2 R2. The BVP in its
general form becomes
_y1ðt,mÞ ¼ T1f 1ðy1ðt,mÞÞ,mÞ, t 2 ½0;1 ð44aÞ
_y2ðt,mÞ ¼T2f 2ðy2ðt,mÞ,mÞ, t 2 ½0;1 ð44bÞ
F1ðmÞ0ðy1ð1,mÞy^1ðmÞÞ ¼ 0, F1ðmÞ :¼ n1ðmÞ? ð44cÞ
F2ðmÞ0ðy2ð1,mÞy^2ðmÞÞ ¼ 0, F2ðmÞ :¼ n2ðmÞ? ð44dÞ
y1ð0,mÞ ¼ y2ð0,mÞ ð44eÞ
jðy1ð,mÞ,y2ð,mÞÞ ¼ 0 ð44fÞ
Fðy1ð,mÞ,y2ð,mÞ,mÞ ¼ 0 ð44gÞ
additionally satisfying the algebraic equations:
f 1ðy^1ðmÞ,mÞ ¼ 0 ð44hÞ
f 2ðy^2ðmÞ,mÞ ¼ 0 ð44iÞ
where niðmÞ is the eigenvector corresponding to the negative eigenvalue of the Jacobian evaluated at y^iðmÞ, i¼ 1;2.
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FiðmÞ, i¼ 1;2 explicitly depend on the parameter values m and may therefore change during the calculations. To handle
such a situation different approaches are possible. The equilibria y^1ðmÞ and y^2ðmÞ can be considered as additional variables satisfying the algebraic equations (44h) and
(44i). Using an algorithm presented in Demmel et al. (2000) and Dieci and Eirola (1999) the vectors (in general
matrices) FiðmÞ, i¼ 1;2 can then smoothly be continued. Due to the low dimensionality of the problem we solved (44h) and (44i) within the solution ﬁnding of the boundary
value solver, by solving the nonlinear equations (44h) and (44i) and explicitly calculating the corresponding eigenvalues
and eigenvectors. This is numerically time consuming but was efﬁcient enough for the here presented model.
The ﬁrst four equations (44a)–(44d) describe the usual conditions for an unstable and stable path, with the extension of an
explicit dependence on the parameter value m, as we already explained in detail. Eq. (44e) states the crucial property of a
heteroclinic connection, namely the coincidence of the stable and unstable manifold, and therefore the equality of the state
and costate at time zero. Since this property is satisﬁed for any point of the heteroclinic connection G, there is an
indeterminacy, which we remove by adding a further condition (44f), which speciﬁes a unique point of G. The simplest
possibility for such a function is by ﬁxing the initial state at some speciﬁc value:
jðy1ð,mÞ,y2ð,mÞÞ :¼ x11ð0ÞZ ð45aÞ
or
jðy1ð,mÞ,y2ð,mÞÞ :¼ x^11ðmÞgþ x^12ðmÞð1gÞ, g 2 ð0;1Þ ð45bÞ
Eq. (45b) ﬁxes the initial state between the two equilibria, weighted by the constant g. This has the advantage to (45a), that
the initial state shifts if the equilibria change.
Eq. (44g) states a condition on the second parameter value. In its simplest form, if we are, e.g., interested in the
heteroclinic bifurcation for a ﬁxed second parameter value, i.e., m2 ¼ m20 this function simple becomes
Fðy1ð,mÞ,y2ð,mÞ,mÞ :¼ m2m20 ð46Þ
However, (46) provides also an easy way to calculate the bifurcation curve in the m space, by setting at step k
F :¼ m2mðkÞ2 with mðkÞ2 :¼ mð0Þ2 þkD ð47Þ
and some ﬁxed step width D40. For other functional forms see Appendix C.1.
Remark 7. For boundary value solver which can handle integral condition, (44f) is often formulated as an integral
condition, which minimizes the L1 norm between the previous and actual solution is also often used, but the conditions
(45) are easy to implement and can particularly be used if the BVP solver cannot handle integral conditions. An extensive
discussions of heteroclinic and homoclinic bifurcations the reader is referred to Homburg and Sandstede (2010).
Heteroclinic bifurcation curve in the ﬁshery model: We now return to our previous example of the ﬁshery model. In the
ﬁrst part of this section we solved the problem ﬁnding a heteroclinic bifurcation at (ﬁxed) p¼1 and a¼ 5:8882. To
calculate the heteroclinic bifurcation curve in the interval p 2 ½0:08,1 at 200 points we used the continuation function:
F :¼ p0:92
200
k, k¼ 1, . . . ,200
and function
j :¼ x1ð0Þðx^1ðpðkÞÞþ x^2ðpðkÞÞÞ0:5
for ﬁxing the initial state of x (Fig. 11).
An analogous calculation, where the role of the equilibria are interchanged yield the lower branch of the heteroclinic
bifurcation curve. In the bifurcation diagram Fig. 14a the heteroclinic bifurcation curves are depicted by black solid lines
in. These two curves splits up the former region II (see Appendix A.4) into region IIa and region IIb. In both regions three
equilibria of the canonical system exist. But in region IIb the optimal vector ﬁeld consists of a globally stable equilibrium,
whereas in region IIa two locally stable equilibria exist, having different regions of attraction. The bifurcation occurred at
the heteroclinic bifurcation of the canonical system. The corresponding bifurcation of the optimal vector ﬁeld is the so
called indifference attractor bifurcation (IAB).
5.2. Indifference repeller bifurcation of type one (IRB1)
In the last section we analyzed the bifurcation, where the optimal vector ﬁeld switched form a globally stable
equilibrium to the case of two locally stable equilibria. Let us now have a closer look at the parameter space p2a for low
values of p depicted in Fig. 14b and the blow up in Fig. 14c. The cross () in region IIa correspond to the threshold case
calculated in Section 4.2.3, and the plus (þ) in region IIa correspond to the case with an indifference threshold near an
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denote the approximated solution at ab ¼ 5:88. Solving the BVP (44) determines the bifurcation parameter value as ab ¼ 5:8882, where the strong
unstable path and the stable path are connected. The vector points into the direction of the strong unstable eigenvector.
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Fig. 12. Solutions near an indifference repeller bifurcation of type one. In the ﬁrst row the paths in the state-costate are depicted and in the second row
the corresponding optimal vector ﬁeld is shown, together with a blow-up of the region near the unstable node. Before the bifurcation (a,d) the strong
unstable path (dashed line) lies below the stable path (solid line) and x^2 is a threshold point with a continuous optimal vector ﬁeld. At the bifurcation
(b,e) the strong unstable and stable path coincide. After the bifurcation (c,f) the unstable node is replaced by an indifference threshold point and the
optimal vector ﬁeld becomes discontinuous.
D. Grass / Journal of Economic Dynamics & Control 36 (2012) 1626–16581648unstable node (cf. Section 4.2.2). Thus for some intermediate value of a we expect a bifurcation of the optimal vector
ﬁeld from a system exhibiting two locally stable and one unstable equilibrium to a system with only two locally stable
equilibria and a discontinuous vector ﬁeld. Geometrically this bifurcation is driven from a change in the relative position
of one of the stable paths and the strong unstable path7 of the unstable node in the canonical system, cf. Fig. 12a–c. For
a more detailed explanation the reader is referred to Kiseleva and Wagener (2010) and Kiseleva (2011), where this type of
bifurcation is called an indifference repeller bifurcation of type one (IRB1).7 The unstable manifold corresponding to the maximum of the eigenvalues is called the strong unstable path.
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Fig. 13. The situation near an ISN bifurcation is illustrated. The parameter values are chosen at the saddle-node bifurcation curve, yielding the
equilibrium at the right x^2 to be non-hyperbolic. In the ﬁrst row the paths in the state-costate are depicted and in the second row the corresponding
optimal vector ﬁeld is shown. Before the bifurcation (a,b) the unstable path (dashed line) lies below the stable path (solid line). Right of x^2 the optimal
path is given by the center path (dashed-dotted line). The optimal vector ﬁeld exhibits a locally stable and semi-stable equilibrium. At the bifurcation
(b,e) the unstable path and the stable path coincide. After the bifurcation (c,f) the unstable and center path lie above the stable path. In the optimal vector
ﬁeld the lower equilibrium is now globally stable.
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ascribing BVP in analogy to the heteroclinic connection, where the orthogonal vector to the unstable manifold is replace by
the orthogonal vector to the strong unstable manifold. With this adaptation (44) also describes the IRB of type one.
5.2.1. IRB1 curve in the ﬁshery model
We will not write down the explicit equations for the ﬁshery model since these are clear from all the previous
examples. For the actual computation we set p¼0.03 and let a¼ 5:88 be an approximation for the searched for bifurcation
value. This yields three equilibria of the canonical system, where we took the lower saddle and unstable node for the
calculations. The choice of the lower saddle was not arbitrary. Since the low equilibrium is the long run optimal solution
for small a we can expect that, in the vicinity of a¼ 5:88, the bifurcation takes place between the low equilibrium and the
unstable node.
For the unstable node the eigenvalues are x1 ¼ 0:0183 and x2 ¼ 0:0817 and the corresponding eigenvectors are given as
n1 ¼
0:99999
0:005
 
n2 ¼
0:9996
0:02797
 
Thus n2 is the strong unstable eigenvector and its orthogonal complement yields the vector for the asymptotic boundary
condition. The time horizons are chosen differently, namely T2 ¼ 1000 for the stable path and T1 ¼ 200 for the unstable
path. Keeping p¼0.03 ﬁxed and letting a be the free variable we ﬁnd for the bifurcation value ab ¼ 5:88825. Continuation,
as described in the previous Section 5.1, is used to ﬁnd the curve of bifurcation values of IRB1 in the p2a space. The result
is depicted by the (two) black dashed lines line in the bifurcation diagram, Fig. 14b.
5.3. Indifference repeller bifurcation of type two (IRB2)
The bifurcation of the optimal vector ﬁeld described before can also be driven by some other mechanism. Namely,
by the transition from an unstable node to an unstable focus. In Kiseleva and Wagener (2010) and Kiseleva (2011) this
bifurcation type is called an indifference repeller bifurcation of type two (IRB2).
In terms of the optimal vector ﬁeld the two types of the IRB cannot be distinguished. But numerically the IRB2 reduces
to the problem of ﬁnding an equilibrium x^ðmÞ, for which the corresponding Jacobian J^ðmÞ satisﬁes
tr J^ðmÞ4 det J^ðmÞ ¼ 0
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Fig. 14. The bifurcation diagram of the optimal system in the p2a space is depicted (black lines) together with the bifurcation lines of the canonical
system (gray lines). (a) gives an overall picture for the whole region of p 2 ½0;1. The bifurcation lines (solid line) separating region IIa and region
IIb denote an IAB, cf. Section 5.1. In region IIa indifference thresholds exist, whereas in region I and region IIb the optimal solution is unique. In (b) the
region for small values of p and appropriate values of a is illustrated in more detail. In region IIa a threshold point exists. The dashed black line denotes an
IRB, cf. Section 5.2, of the second kind, whereas the dotted line denotes an IRB of the ﬁrst kind. Bifurcations of codimension two are denoted by dots
DIR (gray) and ISN, cf. Section 5.5, (black). Finally, (C) is a blow up of the region with the parameter values we used for the numerical examples, threshold
point (), indifference threshold with unstable node (þ) and IRB of the second kind (J).
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bifurcation curve (black dotted line in Fig. 14b).
5.4. Saddle-node bifurcation
The last codimension one bifurcation of the optimal vector ﬁeld, which we have to mention is the saddle-node
bifurcation. This bifurcation corresponds also to a saddle-node bifurcation in the canonical system. Numerically the
saddle-node bifurcation reduces to the problem of ﬁnding an equilibrium x^ðmÞ, for which the corresponding Jacobian J^ðmÞ is
singular, i.e.,
det J^ðmÞ ¼ 0:
For the actual computations MATCONT was used to continue this system of equations and ﬁnd the corresponding
bifurcation curve (black dashed-dotted line in Fig. 14b).
5.5. Codimension two bifurcations (ISN) and (DIR)
In the following we denote bifurcation curves as essential if they are relevant for the optimal vector ﬁeld and
inessential if they are not relevant for the optimal vector ﬁeld. Then we see that parts of the curves for the saddle-node
D. Grass / Journal of Economic Dynamics & Control 36 (2012) 1626–1658 1651bifurcation and the transition curve from the focus to the node are inessential (denoted by the gray dashed/dotted lines in
Fig. 14b). The transition from the essential to the inessential parts of these bifurcation curves is described by bifurcations
of codimension two, which roughly speaking means that two parameter values have to be determined for its detection.
The numerical algorithms for their computations are described in this last section.
5.5.1. ISN bifurcation
When does the saddle-node curve become inessential? To answer this question we inspect the lower branch of the
saddle-node curve of Fig. 14b in more detail. Therefore we calculate the solutions with parameter values lying on the
essential and inessential part of the saddle-node curve (see Fig. 13a and c). The crucial difference is the relative position of
the stable path (solid line) of the saddle point at the left and the unstable path (dashed line) of the non-hyperbolic
equilibrium at the right. For the essential part the unstable path lies below the stable path. The corresponding optimal
vector ﬁeld reveals that for the essential part the right equilibrium is a semi-stable equilibrium, whereas in the inessential
part there only exists one globally stable equilibrium (see Fig. 13d,e). Exactly at the bifurcation value the stable and
unstable path coincide (see Fig. 13b,d). Thus this bifurcation point denoted as indifference saddle-node bifurcation (ISN) is
the transition case from an indifference attractor bifurcation to an indifference repeller bifurcation of type one. This means
that in a neighborhood of that bifurcation we ﬁnd the IAB curve as well as the IRB curve and they touch the saddle-node
curve exactly at the ISN bifurcation point. In Fig. 14b these points are denoted as black points. For a detailed description
the reader is referred to Kiseleva (2011).
For the numerical description we note that at the bifurcation point mb 2 R2 there exist two equilibria, a saddle y^1ðmbÞ
and non-hyperbolic equilibrium y^2ðmbÞ. These are connected via a heteroclinic connection path, given by the stable y1ð,mbÞ
and unstable manifold path y2ð,mbÞ. Denoting the Jacobian matrix of y^2ðmÞ as J2ðmÞ the corresponding BVP can be stated as
_y1ðt,mÞ ¼ T1f 1ðy1ðt,mÞÞ,mÞ, t 2 ½0;1 ð48aÞ
_y2ðt,mÞ ¼T2f 2ðy2ðt,mÞ,mÞ, t 2 ½0;1 ð48bÞ
y11ð0,mÞ ¼ y12ð0,mÞ ð48cÞ
jðy1ð,mÞ,y2ð,mÞÞ ¼ 0 ð48dÞ
F1ðmÞ0ðy1ð1,mÞy^1ðmÞÞ ¼ 0, F1ðmÞ :¼ nsðmÞ? ð48eÞ
F2ðmÞ0ðy2ð1,mÞy^2ðmÞÞ ¼ 0, F2ðmÞ :¼ nuðmÞ? ð48fÞ
detðJ2ðy^2ðmÞ,mÞÞ ¼ 0: ð48gÞ
The boundary conditions (48a)–(48f) are the analogs to that of the IAB (44), where nuðmÞ is the eigenvector corresponding
to the positive eigenvalue. The last condition (48g) is the necessary condition for a saddle-node bifurcation.
5.5.2. DIR bifurcation
The second codimension two bifurcation denotes the switch from the essential parts of the transition curve from an
unstable node to an unstable focus (see the dotted line in Fig. 14b). In Kiseleva and Wagener (2010) this bifurcation is
called the double indifference repeller bifurcation (DIR) and an exact deﬁnition is given in Kiseleva (2011). The name
reﬂects the fact that at this point the indifference repeller bifurcations of type one and two coincide. Analogous
calculations to the previous example reveals that at the DIR bifurcation one of the unstable paths of the degenerate nodes
coincides with the stable path of the saddle point. In Fig. 14b the DIR bifurcation points are depicted as gray dots, which
also ﬁnishes our bifurcation analysis of the ﬁshery model in the p2a space.
Formally this bifurcation is characterized by the existence of a saddle and a degenerate node, where the stable path of
the saddle coincides with one of the unstable paths of the degenerate node. Denoting the stable path as y1ð,mÞ, the
unstable path as y2ð,mÞ and the Jacobian matrix of the degenerate node as J2ðmÞ with the corresponding eigenvectors
ndðmÞ, d¼ s,u the BVP for the DIR becomes
_y1ðt,mÞ ¼ T1f ðy1ðt,mÞ,mÞ, t 2 ½0;1 ð49aÞ
_y2ðt,mÞ ¼T2gðy2ðt,mÞ,mÞ, t 2 ½0;1 ð49bÞ
y1ð0,mÞ ¼ y2ð0,mÞ ð49cÞ
jðy1ð,mÞ,y2ð,mÞÞ ¼ 0 ð49dÞ
F 01ðy1ð1,mÞy^1ðmÞÞ ¼ 0, F1 :¼ nsðmÞ? ð49eÞ
F 02ðy2ð1,mÞy^2ðmÞÞ ¼ 0, F2 :¼ nuðmÞ? ð49fÞ
trðJ2ðmÞÞ4 detðJ2ðmÞÞ ¼ 0: ð49gÞ
D. Grass / Journal of Economic Dynamics & Control 36 (2012) 1626–16581652Eqs. (49a)–(49f) are the conditions characterizing the heteroclinic connection. The conditions for the two free parameter
values are pinned down to the phase condition (49d) and (49g), which characterizes a degenerate node, i.e., an equilibrium
in the transformation from an unstable focus to an unstable node.
Remark 8 (Non-uniqueness of the eigenvector). We note that for a degenerate node the eigenvalues are equal but the
eigenspace is of dimension two, i.e., two linearly independent eigenvectors n1 and n2 exist. To determine the eigenvector nu
we remind that the eigenvectors continuously depend on the parameter values. Let us therefore assume that we start with
a solution exhibiting a strong unstable eigenvector nð0Þu near the actual bifurcation point. Then, by a continuity argument,
the ‘‘correct’’ eigenvector nb is that which is nearest to the reference eigenvector n
ð0Þ
u . We therefore choose the eigenvector
maximizing the absolute value of the scalar product, i.e.,
9n0bn
ð0Þ
u 9Z9n
0
in
ð0Þ
u 9, i¼ 1;2
6. Conclusion
An algorithm for the numerical analysis of the optimal vector ﬁeld as it usually occurs in the context of economic and
ecological applications was presented. These problems are often formulated as autonomous and nonlinear optimal control
problems over an inﬁnite time horizon, with only a few number of state and control variables. Even though the
presentation was restricted to this class of problems these restrictions are no principal limitations of the algorithm.
However, the number of state and control variables can be a severe restriction especially in the presence of various control
constraints.
In general indirect methods, applied to inﬁnite time horizon problems, solve the ﬁnite time problem over a ‘‘large’’ time
horizon. Under appropriate assumptions the ﬁnite time solution converges then to the inﬁnite time horizon solution.
However, for these methods the detection of multiple optimal solutions and bifurcation behavior of the optimal vector
ﬁeld can immediately become a challenging task. Differently, the method presented here does not solve a ﬁnite time
horizon problem. In fact information about the long run behavior of the system is used, like convergence to an equilibrium,
to derive appropriate boundary conditions at inﬁnity. Not till that step these conditions are reformulated in a ﬁnite time
setting.
What is crucial here is a careful examination of the possible behavior of the optimal vector ﬁeld when time goes to
inﬁnity. This needs some further analysis aside from ﬁnding equilibria and stable paths of the canonical system. If states or
control can go to inﬁnity this has to be taken into account and may need an adaptation of the presented boundary
conditions.
This approach may not be a good choice or even not applicable for large scale models, time critical applications, and of
course by models which are not driven by ODEs. But for models with a small or moderate number of states/controls, with
the focus on the analysis of the structural behavior of the system this approach is very useful.
To repeat the core idea underlying the here presented method. First the necessary conditions are derived. This yields
the canonical system with its different ODEs for different combinations of binding and not binding (control) constraints.
The dynamic structure of these ODEs can be analyzed to ﬁnd equilibria and possible bifurcations. This ﬁrst step yields
insight into the dynamical variety and information about the equilibria (or, e.g., limit cycles) is then used to calculate paths
converging to an equilibrium. The calculation of these paths is done by some continuation method and during this
continuation regions can be detected where constraints become active or inactive. This is one of the problems indirect
methods usually are confronted with, where this information has to be provided already before the calculation. In our
approach the starting point is a solution (equilibrium, limit cycle) or at least a candidate, which is entirely known, and then
successively extended into new regions.
Of course this strategy is time consuming but the process of continuation itself yields important information about the
behavior of the optimal vector ﬁeld. And having determined the solutions for a speciﬁc set of parameter values
continuation can again be used to determine the solution paths for different parameter values.
And of course this method is not restricted to the class of models given by (1). Thus a further direction for future
research work is an extension of this method to other types of models, including non-autonomous models with (non-
)periodic dynamics, slow-fast systems, multi-stage systems, differential games, etc. Another important topic is the
application to higher dimensional systems and their numerical (bifurcation) analysis. For these systems indifference and
threshold manifolds exist, limit cycles can occur and possible bifurcations are numerous.
The core of the presented algorithms is the interplay between solving a BVP and continuation. At the moment the
algorithm is implemented in a MATLAB package OCMat mainly written by the author.8 In this package the native
MATLAB boundary value solver are mainly used, which is not an ideal solution, since these solvers have no continuation
method implemented. Therefore, the boundary value solver BVPSUITE is tested and adapted.9 This solver can handle
singular problems, more general differential-algebraic equations and has integrated a continuation algorithm.8 Download from http://orcos.tuwien.ac.at/research/ocmat_software.
9 Download from http://www.math.tuwien.ac.at/	ewa/download-bvp.php.
D. Grass / Journal of Economic Dynamics & Control 36 (2012) 1626–1658 1653However, the author is also aware of AUTO, which is a powerful and widely used tool for continuation and BVPs. The
pragmatic reason for using the solvers available for MATLAB is the integration in the package OCMat, where most of the
necessary ﬁles for the numerical analysis are generated automatically and the problem can be formulated in an easy way.
Additionally an interface is programmed for using MATCONT within OCMat. For a problem, like the full ﬁshery model in
three dimensions, the formulation of the problem and generation of the ﬁles for the numerical analysis only needs a few
minutes. And after the ﬁle generation the numerical analysis can immediately start.Acknowledgments
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Appendix A. General results for problem (9)
A.1. Proving that the ﬁshery model is normal
Let us assume that ðxnðÞ,unðÞÞ is an optimal solution of the problem (9) and that l0 ¼ 0.10 Then, the Hamiltonian
maximizing condition (12) reduces to
max
uZ0
lðtÞ xðtÞ 1 xðtÞ
a
 
 1ðcþtÞ
xðtÞ2
1þxðtÞ2
uxðtÞ
 !
ðA:1Þ
We note that u only appears linearly in (A.1) yielding that the maximum depends on the sign of
@H
@u
¼lðtÞxðtÞ ðA:2Þ
Since xðtÞ40 and lðtÞZp40 have to be satisﬁed by the non-negativity of Lagrangian multiplier, it follows that unðtÞ ¼ 0.
From the dynamics (9b) we therefore ﬁnd that xnðÞ converges to a stable equilibrium x^40. Considering the utility function
we see that in the neighborhood Bðx^,eÞ of x^ we can choose a positive value of u on a ﬁnite time span DT such that
uðtÞðpxðtÞuðtÞÞ40, t 2 ½ ~T , ~TþDT
yielding a positive objective value and therefore violating the optimality of unðtÞ ¼ 0. This ﬁnally proves that l0 can be set
to one.
A.2. Continuity of the optimal control and Lagrangian multiplier
For the Hamiltonian and Lagrangian
Hðx,u,lÞ :¼ ðpuxu2Þþl x 1 x
a
 	
 1ðcþtÞ
x2
1þx2ux
 
Lðx,u,l,mÞ :¼ Hðx,u,lÞþmu
kðuÞ :¼ uZ0 ðA:3aÞ
we ﬁnd
Luuðx,u,l,mÞ ¼2 ðA:3bÞ
kuðuÞ ¼ 1 ðA:3cÞ
Thus, by (A.3b) the Lagrangian is strictly concave with respect to u and the control constraint (A.3a) satisﬁes the constraint
qualiﬁcation (A.3c).
At ﬁrst the strict concavity of L implies the uniqueness of the optimal control value for a given state and costate.
Furthermore, the continuity of the state and costate functions guarantee the existence of the left and right hand side limit
of the control for every t40. Now let us assume that to the contrary the control is not continuous. Then there exists some
t40 satisfying
u1ðtÞ :¼ lim
t-tþ
uðtÞa lim
t-t
uðtÞ ¼: u2ðtÞ
which yields a contradiction to the uniqueness of the control value.10 For inﬁnite time horizon problems l0 ¼ 1 is not guaranteed as is shown, e.g., in Halkin (1974).
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Luðx,u,l,mÞ ¼ 03m¼Huðx,u,lÞ
yields that the Lagrangian multiplier mðÞ is also continuous.
A.3. Existence and convergence of an optimal solution
In this section we prove Assumptions 1 and 2 stated at the beginning. We start with the behavior of the solution for the
time going to inﬁnity. Considering the total time derivative of the optimal control value in the interior of the control region
(see (17)), i.e,
_uðtÞ ¼ d
dt
xðtÞ
2
ðplðtÞÞ
 
Substituting the costate l and the expressions for the dynamics ﬁnally yields
_uðtÞ ¼ uðtÞxðtÞ 1
a
þ 1xðtÞ
2
ðcþtÞð1xðtÞ2Þ2Þþ 12
 !
uðtÞ2þruðtÞ xðtÞ
2
p r1þ 2xðtÞ
a
þ 2xðtÞ
ðcþtÞð1xðtÞ2Þ
 !
ðA:4Þ
On the boundary of the control region the dynamics is trivially zero.
Summing up we ﬁnd from the state dynamics (9b) and control dynamics (A.4) together with its extension on the
boundary that there exist xm40 and um40 such that the compact set ½0,xm  ½0,um is invariant under the dynamics.
Since limit cycles cannot occur for a positive discount rate r40, see, e.g., Wagener (2003), the Poincare´–Bendixson
theorem assures that the paths converge to an equilibrium in the interior x^40 and u^40 or converge to an equilibrium at
the boundary of the control region, i.e., x^40 and u^ ¼ 0. But repeating the arguments for the previous section we see that
the latter case does not yield an optimal solution. Thus every optimal solution converges to an interior equilibrium. By the
compactness of the region ½0,xm  ½0,um the existence of an optimal solution is assured, which ﬁnally proved that
Assumption 1 does hold. The constraint qualiﬁcation (2), which reduces for kðx,uÞ :¼ uZ0 to kuðx,uÞ ¼ 140 is trivially
satisﬁed.
A.4. The canonical system and its bifurcations
Inspecting the canonical system
_xðtÞ ¼ xðtÞ 1 xðtÞ
a
 
 1ðcþtÞ
xðtÞ2
1þxðtÞ2
uJðtÞxðtÞ ðA:5aÞ
_lðtÞ ¼ lðtÞ r1þ 2xðtÞ
a
þ 2xðtÞ
ðcþtÞð1þxðtÞ2Þ2
 !
uJðtÞ ðA:5bÞ
with
uJðtÞ ¼
uðtÞ for lZp
0 for lrp
(
and u ¼ x
2
ðplÞ ðA:5cÞ
we immediately ﬁnd that x¼ l¼ uJ ¼ 0 is always an equilibrium of the system. A simple argument shows that it is always
better to keep x away from zero. Therefore, the zero equilibrium can be excluded and for the following analysis only
positive equilibria have to be considered.
As a simple starting point we consider the degenerated case with p¼0 and take the parameter values for r, t and c are
taken from the base case (cf. Table 1). Then the optimal control is identical zero u 0 and therefore non-zero equilibria
have to satisfy the nonlinear equation:
x
1
a
þ 1ðcþtÞð1þx2Þ
 
¼ 13x3ax2þx 1þ a
cþt
 
a¼ 0 ðA:6Þ
which exhibits at least one positive zero x^40. Since (A.6) reduces to a cubic equation we can even ﬁnd the zeros
analytically. Using Cardanos formula it can be shown that for a 2 ð5:7557,5:5379Þ three (positive) roots of (A.6) exist and
for a 2 ð0,5:7557Þ [ ð5:5379,1Þ only one root exists. Exactly at a¼ 5:7557,5:5379 two of the three equilibria coincide
which corresponds to a saddle-node bifurcation. These analytical results can be used to start a numerical continuation in p,
e.g., by using MATCONT.
The result of the continuation in p is presented in Fig. A1, where the dashed lines denote saddle-node bifurcations of the
canonical system. Thus in the region I, a unique equilibrium exists, and in region II three equilibria can be found. For
the optimal vector ﬁeld we therefore expect in region I a globally stable equilibrium. To determine the equilibria of the
optimal vector ﬁeld for region II the stable paths with corresponding objective value have to be considered and is done in
Section 4.
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Fig. A1. In the p2a parameter space the saddle-node bifurcation lines of the canonical system are depicted, separating the regions with one strictly
positive equilibrium region (I) and three strictly positive equilibria region (II). Additionally the parameter values, which were used for the numerical
examples of the optimal vector ﬁeld, are shown, where  is analyzed in Section 4.1, þ in Section 4.2.1 and n in Section 4.2.2.
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B.1. Boundary value problems
Let f : Rn-Rn and b : Rn Rn-Rn then a problem speciﬁed by
_xðtÞ ¼ f ðxðtÞÞ, t 2 ½0,T ðB:1Þ
bðxð0Þ,xðTÞÞ ¼ 0 ðB:2Þ
is called a (two-point) boundary value problem (TBVP or shortly BVP), and bðxð0Þ,xðTÞÞ ¼ 0 are called the (two-point)
boundary conditions. If (B.2) is replaced by a function b : Rn  . . . Rn-Rn with
bðxð0Þ,xðt1Þ, . . . ,xðtmÞ,xðTÞÞ ¼ 0, 0ot1o . . .otmoT , ðB:3Þ
problem (B.1) and (B.3) is called a multi-point boundary value problem (MBVP). Such MBVP can easily be transformed into
a TBVP. As an example we present the transformation of an three-point problem, with
bðxð0Þ,xðtÞ,xðTÞÞ ¼ 0, 0otoT ðB:4Þ
First the ODE (B.1) is split into
_x1 ðtÞ ¼ f ðx1ðtÞÞ, t 2 ½0,t
_x2 ðtÞ ¼ f ðx2ðtÞÞ, t 2 ½t,T
Next the time transformations t¼ s1t and t¼ tþs2ðTtÞ yield
_x1 ðs1Þ ¼ tf ðx1ðs1ÞÞ, s1 2 ½0;1
_x2 ðs2Þ ¼ ðTtÞf ðx2ðs2ÞÞ, s2 2 ½0;1
and the (B.4) becomes
bðx1ð0Þ,x1ð1Þ,x2ð1ÞÞ ¼ 0
Since the two arcs x1ðÞ and x2ðÞ are continuously connected the n boundary conditions
x1ð1Þ ¼ x2ð0Þ
D. Grass / Journal of Economic Dynamics & Control 36 (2012) 1626–16581656have to be added. As a drawback of this transformation the dimension of the problem is increased, and for the numerical
computations both arcs are evaluated at the same time grid, which may numerically be costly too.
A standard text book for the numerical analysis of BVPs is Ascher et al. (1995).
B.2. Stable manifold of an equilibrium
Let x^ be an equilibrium of the ODE (B.1) and xi, i¼ 1, . . . ,n be the eigenvalues of the Jacobian matrix Jðx^Þ. Then
Es ¼ spanfnj 2 Rn : ReðxjÞo0g,dim Es ¼ n ðB:5Þ
is called the stable eigenspace.
Let x^ be an equilibrium of the ODE (B.1) and U be a neighborhood of x^; then the set
Wslocðx^Þ ¼ x 2 U : xð0Þ ¼ x, limt-1xðtÞ ¼ x^,and xðtÞ 2 U,tZ0
 
is called the stable local manifold of x^. The set
Wsðx^Þ ¼
[
tr0
fxðtÞ : xð0Þ 2 Wslocðx^Þg ðB:6Þ
is called the global stable manifold of x^. Reversing time gives the deﬁnition for the unstable case.
Now the following theorem can be proved:
Theorem 1 (Stable manifold theorem). Suppose that x^ is an equilibrium of (B.1), where f 2 CkðRnÞ. Let n be the corresponding
dimensions of the stable subspaces Es. Then there locally exist the local stable Ck manifold Wslocðx^Þ of the dimensions n being
tangent to Es.
A (hyperbolic) equilibrium x^ satisfying 0onon is called a saddle point and a path converging to the saddle is called a
stable path or saddle path.
Theorem 2 (Characterization of the stable eigenspace). Let x^ be a hyperbolic saddle of (B.1) with nþnþ ¼ n and
n40, nþ40. Then ðxx^Þ 2 Esðx^Þ if and only if xx^ is orthogonal to every eigenvector b of the adjoint problem:
_xðtÞ ¼ @f
@x
ðx^Þ0xðtÞ
where b corresponds to an eigenvalue x with Rexo0. Let F ¼ ðb1, . . . ,bnþ Þ consist of all eigenvectors of the adjoint problem with
eigenvalues Rexjo0, then
Esðx^Þ ¼ fx : F 0ðxx^Þ ¼ 0g ðB:7Þ
Remark 9. Alternatively to the characterization by the adjoint problem the real Schur decomposition (see Golub and van
Loan, 1996, Chapter 7) can be used to determine F. This representation is advantageous for continuation problems where
F changes (Demmel, 1987; Dieci and Eirola, 1999). For a MATLAB implementation which allows an ordering of the
eigenvalues see Brandts (2002).
Appendix C. Numerical continuation
We consider nonlinear (operator) equations of the form
Fðx,mÞ ¼ 0 ðC:1Þ
where F : X R-Y is sufﬁciently smooth and X and Y are Banach-spaces, and a pair ðx,mÞ satisfying (C.1) is called a
solution of (C.1).11 An important example for such a nonlinear operator equation is the BVP (B.1) and (B.2).
The task of continuation (path-following) is now, given a speciﬁc solution ðxs,msÞ, ﬁnd a (smooth) solution curve xðmÞ
satisfying
FðxðmÞ,mÞ ¼ 0
with m 2 ½ms, me.
The existence of such a solution curve xðmÞ is, e.g., assured by the implicit function theorem, existence theorems under
less restrictive conditions can be found in Dontchev and Rockafellar (2009). For continuation in context with ODEs and BVP
s the reader is referred to Kuznetsov (1998), Winkler (1985), Kitzhofer et al. (2009) and Krauskopf et al. (2007).
The numerical task of a continuation process is to provide an algorithm allowing the successive computation of points
xðmiÞ, i¼ 1, . . . ,N, approximating the solution curve xðmÞ with mN ¼ me.11 A reader unfamiliar with functional analysis can replace Banach-spaces by Euclidean spaces. In fact since for numerical purposes inﬁnite
dimensional spaces are discretized, the actual computation takes place in Euclidean spaces.
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Next we present two simple continuation algorithms working ‘‘above’’ some zero ﬁnding solver, in our context
BVP solver (for a more detailed description see, e.g., Grass et al., 2008). This approach has the advantage of being
independent on the actually used solver, but the disadvantage of disregarding structural information of the speciﬁc solver.
However, even for the ‘‘above’’ method a more sophisticated continuation algorithm can be implemented, cf. Winkler
(1985), but the following proved sufﬁcient for all problems we analyzed so far.
The problem we are facing is
Fðx,mÞ ¼ 0 ðC:2Þ
with F : C1 Rp-C0 a BVP, depending on the parameter value(s) m. Then a given solution ðxs,msÞ shall be continued to
some meams.
Reparameterization: We reparameterize the problem by introducing a scalar continuation variable g 2 ½0, 1 setting
mðgÞ :¼ msþgðmemsÞ ¼ msð1gÞþgme, g 2 ½0, 1 ðC:3Þ
with mð0Þ ¼ ms and mð1Þ ¼ me.
Initialization: We deﬁne some positive constant 0os0o1 and determine the solution of (C.1) for
g1 ¼ g0þs0 ðC:4Þ
with x0 ¼ xs and g0 ¼ 0.
Continuation step i41: To follow solutions, where the stable manifold exhibits turning points we augment problem
(C.2) by adding
Fðg,gi,sÞ ¼ ggis ðC:5Þ
Fðx,g,xi,gi,sÞ :¼ JxxiJ2þðggiÞ2s2 ðC:6Þ
Fðx,g,xi,xi1,gi,gi1,sÞ :¼
Dxi
Dgi
 !0
xxi
ggi
 !
s
Dxi
Dgi
 !























2
, ðC:7Þ
Dxi ¼ xixi1, Dgi ¼ gigi1
where xk ¼ xðgkÞ, k¼ i1,i are previously detected solutions and s40 is a given constant, assuring that the new solution
differs from the previous solution. Geometrically (C.6) describes a circle of radius s around the solution at step i, whereas
(C.7) ascribes a line perpendicular to the direction of the linear extrapolation of the last two etected solutions.
Prediction step: The approximated solution is linearly extrapolated from the two previous solutions, ðxi1,gi1Þ and
ðxi,giÞ, yielding
~xiþ1 ¼ xiþaðxixi1Þ ¼ xiðaþ1Þaxi1 ðC:8aÞ
~giþ1 ¼ giþðgigi1Þ ¼ giðaþ1Þagi1 ðC:8bÞ
The constant a is determined, depending on the current and previous step size given by the ratio
a¼ siþ1
si
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