Abstract. In order to improve the ability of BP neural network to fit complex functions, we improve the structure of the BP neural network and optimize the weights and thresholds of structure of the BP neural network based on genetic algorithm, then, training the BP neural network model to improve its capability, so, we can apply the model to the automobile sales forecasting system. We compare the prediction accuracy with the traditional BP neural algorithm, it shows that this method obviously fits the data better and has higher prediction accuracy to dates with significant linear correlation.
Introduction
Currently, in the field of automotive sales, car sales forecasting methods represented by time series prediction, such as linear regression，seasonal prediction method, etc. Linear regression method can reflect the trend of the sales data changes over time [1] . Seasonal prediction method can effectively reflect the characteristics of sales volume fluctuate with the seasons. However, car sales are also affected by external factors such as market environment change、the economic crisis、the rise in oil prices, policies of purchaser tax concessions of small-engine car and so on [2] . When thinking of the external factors bringing greater market volatility, simple time-series models are often difficult to make accurate predictions. So, on the basis of collection、 analysis and mastering information of external factors efficiently, reflecting the identified and quantified factors in the whole forecasting process, then increasing the amount of information of predictive models that can be used, and improving the prediction quality of prediction model, the sales forecast rationality and accuracy will get a larger improvement. This study intends to establish an integrated of multiple regression algorithm based on GA, BP neural network. The proposed method makes full use of the advantages of genetic algorithm、BP neural network and multiple regression [3] , abandon their defects when used alone [4] .
The general idea of modelling
First of all, the analysis of correlation divides the data that to be processed into two parts which include the linear correlation and non-linear correlation, then, dealing with them on the basis of the characteristics of BP neural network and multiple regression , so as to maximize the use of their respective advantages. Finally, mixing the BP neural network and multiple regression together then take advantage of the genetic algorithm to optimize connection weights, weight thresholds and multiple regression values of BP neural network.
Correlation analysis
The correlation coefficient of Pearson is used to measure whether the two data sets on a line, and measure the linear relationship between the variables of fixed distance [5] , when two variables are normal continuous variables and a linear relationship between the two, we can denote the degree of International Industrial Informatics and Computer Engineering Conference (IIICEC 2015) correlation between the two variables as product-moment correlation coefficient, it is mainly Pearson correlation coefficient. The formula is:
The greater the absolute value of correlation coefficient, the stronger the correlation, the closer to 1 or -1, the stronger the correlation, the closer to 0, the weaker the correlation.
BP neural network
BP network consists of an input layer, an output layer and one hidden layer at least [6] . When the signal is input, it transmits to the hidden layer nodes first, after the effect of function, transmitting the signal of output of hidden layer nodes to the output layer nodes. Then processing，the type of output always choose "s" function, such as:
（2）
In the following example，there are M inputs of the input layer、 an output of the output layer and two hidden layers each contain J and I neurons. Here, we detail the principle of BP neural network algorithm [7] . as action function of nodes, the output of the node is:
W is the weight of the node and each node of the upper layer. B is the threshold of the node. According to the learning phase of the traditional BP neural network algorithm, the network error is: ( ) * (1 ) E t BY BY BY = − − （4） And t is the output of expectations. We compare the network error with the maximum allowable error, if it is satisfied, then ends. Otherwise, correcting each node weights according to the following formula.
( 1) ( )
Where, E is the node error. The formula is:
The model error shows as follow:
Optimization of the improved genetic algorithm model
The genetic algorithm is a searching method based on the natural selection and the natural genetic which are a kind of the biological evolution mechanism [8] . The genetic algorithm works like that it begin to search each individual in the process group from a set of randomly generated initial solutions, and the result is a solution of a question, and called as chromosomes. The chromosomes are evolving in the subsequent iteration, and this is called the genetic. The genetic generates the generation groups mainly through the selection mathematical operation of crossover and mutation. After several generations of evolution like that, the algorithm converges to the best chromosome, and called as the optimal solution of the problem.
The minimum network error be treated as the objective of optimization, by using the genetic algorithm to optimize the weights and the threshold of the BP network and the regression coefficient ξ . Here we will make a detailed presentation： i. Detailed introduction According to the formula ' Then:
Simulation and results analysis
We choose MATLAB as a computer simulation platform to explore the algorithm ability of dealing with the linear and nonlinear data. We take the method of multiple linear regression 、 the traditional BP neural network and the proposed algorithm to fit equations of multiple linear、 multivariate nonlinear、 linear and nonlinear partial. Equations of multivariate nonlinear: Selecting the value of the first row to the second row as input of formula 12, Y is:
Selecting the value of the first row to the second row as input of formula 13, Y is:
Simulation result
The following figure 1、2、3 are formula 11、12、13 Simulation results of multiple linear regression、BP neural Network and the improved algorithm. 
Simulation results analysis
We can draw the following conclusions according to the results of simulation:
When the fitting linear equations appear in multiple linear regression, the error is small, however, when fitting nonlinear equation, the error is large. When the fitting nonlinear equations appear in BP neural network, the error will be smaller, it is difficult to fitting linear equation. Improved algorithm combines the advantages of multiple linear regression and BP neural network algorithms，error of improved algorithm is much smaller than error of multiple linear regression when fitting a nonlinear equation, and the ability of fitting a linear equation is better than BP neural network
Conclusion
Improved algorithm is much better than multiple linear regression or BP neural network in the ability of fitting complex functions. The factors influencing the sales larger and other factors use weighted addition to obtain sales value, at last, optimizing the weights based on genetic algorithm, this method obviously fits the data better and has higher accuracy of prediction to dates with significant linear correlation. That is the purpose of combining the BP neural network and linear regression.
