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Abstract
We introduce a class of self-similar Gaussian processes and provide sufficient and necessary
conditions for a member of the class to admit a unique small scale limit in D[0;∞). The class
includes several well known processes. An example of application to the problem of estimation
is given.
1 Introduction
Let γ ∈ (0; 1), σ ∈ (0;∞), l : [0;∞)→ R be fixed. Assume that l is measurable and that l(0) = 1.
In this paper we consider some limit property of a centered Gaussian process (Xt)t≥0 with X0 ≡ 0
and a covariance function given by12
R(s, t) = σ2(s ∧ t)2γ l
( |s− t|
s ∧ t
)
, s ∧ t > 0. (1)
Several particularly well known examples admitting such representation are the following:
• sub-fractional Brownian motion (sfBm) (SHt ) with
R(s, t) = s2H + t2H − 1
2
[
(s+ t)2H − |s− t|2H] , γ = H ∈ (0; 1), σ2 = 2− 22H−1,
l(u) = (2− 22H−1)−1
(
1 + (1 + u)2 − 1
2
(
(2 + u)2H + u2H
))
; (2)
• bi-fractional Brownian motion (bfBm) (BH,Kt ) with H ∈ (0; 1),K ∈ (0; 1],
R(s, t) = 2−K
((
s2H + t2H
)K − |s− t|2HK) , γ = HK ∈ (0; 1), σ2 = 1,
l(u) = 2−K
((
1 + (1 + u)2H
)K − u2HK) . (3)
• Riemann Liouville process (RL) (RLHt ) with,
R(s, t) =
∫ s∧t
0
((t− v)(s− v))H−1/2 dv
Γ2
(
H + 12
) , γ = H ∈ (0; 1), σ2 = 1
2HΓ2
(
H + 12
) ,
l(u) = 2H
∫ 1
0
((v + u)v)
H−1/2
dv. (4)
Popularity of the families of processes above3 was the main source of inspiration of our study.
Some other are explained below.
1l must also satisfy additional constraint imposed by positive definiteness of R;
2since X0 ≡ 0, R(s, t) ≡ 0 for s ∧ t = 0
3to gain some insight of its magnitude, we offer to track the number of citing articles of the following short list
of references: [7], [13], [16], [18], [17] [11], [14]; for all but one the mentioned numbers obtained from Scopus at the
date of submission are indicated in the list of references given at the end of the article
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First of all, note that R given by (1) defines a self-similar Gaussian process. The only self-
similar Gaussian process with stationary increments is the fractional Brownian motion (BH,1t )
(further on denoted as (BHt )). Hence, the class under consideration corresponds to Gaussian
processes with non-stationary increments and in certain cases covariance suitable for modeling of
long range dependence. Therefore it is interesting from both practical and theoretical point of
view. Secondly, the structure of R is completely determined by the self-similarity parameter γ and
function l. It is clear thus, that different properties of the members of the class could be expressed
in terms of the analytic properties of l and the restrictions on the range of γ. Since l depends on
a single variable, such characterization appeals to be well suited for applications giving the other
reason for investigations.
To describe the purpose of the current paper, recall a concept of a small scale limit introduced
in [8]. We say that a process X = (Xt)t≥0 admits a small scale limit (ssl) at t0 ∈ [0;∞), whenever
there exists a normalization at0 : (0;∞) → (0;∞), at0(u) → 0 + 0, u → 0 + 0, and a process
Y t0 = (Y t0τ )τ≥0, such that(
Xt0 −Xt0+τu
at0(u)
)
fdd−→ (Y t0τ )τ≥0, (5)
where fdd stands for a convergence of finite dimensional distributions. It is needless to say that an
existence of such limit is a favorable property admitting both practical and theoretical applications.
Therefore present paper is devoted to the problem of this type. To be more precise, we provide
sufficient and necessary conditions on l ensuring that X admits the small scale limit at each t ≥ 0.
Moreover, it turns out that self-similarity, which is present in our case, enables to replace fdd
convergence above by the stronger one, namely, weak convergence in the Skorohod space D[0;∞)
(for details on this type of convergence consult subsection 3.1).
The paper is organized as follows. Section 2 contains statement of the main result along with
several examples of applications implied by an existence of ssl. Section 3 is a collection of auxiliary
statements and definitions needed for the proofs. The latter are given in section 4.
2 Results
Our main result is contained in the first two theorems given below. Before proceeding to the
statement we provide several comments regarding the notions.
• Whenever it is possible and no confusion occurs, we omit time argument for the process and
denote it by a single letter, e.g. X is used instead of (Xt)t≥0. The time argument always
appears as a lower subscript with an upper ones left for the parameters upon which the
process depends.
• In all the rest part of the paper d−−→ denotes weak convergence in D[0;∞) (see subsection 3.1
for details) when used with a process type arguments. In case of random variables it denotes
a common weak convergence. FD denotes the set of random elements of D[0;∞).
• Though indirectly, it was already mentioned that the fBm BH , H ∈ (0; 1), is obtained from
BH,K by taking K = 1. Consequently,
RBH (s, t) =
1
2
(
s2H + t2H − |t− s|2H) .
It is convenient to extend this notion and allow H attain value 1. In such case B1 is defined
by
B1t = tZ, Z ∼ N (0; 1), t ≥ 0.
It is obvious that lim
H→1−0
RBH = RB1 . The latter relationship justifies introduced extension.
• Let f : [0;A]→ R for some A ∈ (0;∞). Then
∆ft,u = f(t+ u)− f(t),∆(2)ft,u = ∆ft+u,u −∆ft,u = f(t+ 2u)− 2f(t+ u) + f(t)
provided t, u ≥ 0 are such that t+ 2u ∈ [0;A].
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• for any real valued f, g notion f ∼ g, u→ u0, means that f(u) = g(u)(1 + o(1)), u→ u0; the
same applies to one sided limits.
Theorem 1. Let (Xt)t≥0 be Gaussian with a covariance defined by (1) and let l(u) = 12
(
1 + (1 + u)2γ − (uκL(u))2
)
with some fixed κ ∈ (0; 1] and L : (0;∞) → (0;∞) slowly varying at zero. Fix u, t ∈ (0;∞) and
define a random process (Zt,uτ )τ≥0 by
Zt,uτ =
Xt −Xt+uτ
uκL(u)
, τ ≥ 0.
Then Zt,u
d−−→ ctBκ, u→ 0 + 0, where ct = σtγ−κ.
Theorem 2. Let (Xt)t≥0 be Gaussian with a covariance defined by (1). Assume that for all
t ∈ (0;∞) there exist random process4 (Y tτ )τ≥0 and at : (0;A)→ (0;∞) such that:
(y1) Y t1 is non-degenerate;
(y2) Y t ∈ FD;
(a1) at(u) −−−−−→
u→0+0
0 + 0;
(a2)
(
Xt−Xt+τu
at(u)
)
τ≥0
d−−→ Y t, u→ 0 + 0.
Then there exist κ ∈ (0; 1] and L : (0;∞)→ [0;∞) such that
(i) L is slowly varying at zero;
(ii) at(u) ∼ ctuκL(u), u→ 0 + 0, with ct = σtγ−κ
√
DY 11
DY 1t
;
(iii) l(u) = 12
(
1 + (1 + u)2γ − (uκL(u))2) , u > 0;
(iv) ∀t Y t is a constant multiple of Bκ and it is a unique5 small scale limit of X at t.
The rest results are devoted to demonstrate the use of ssl property and we treat them as
examples.
Example 1. The framework is based on statistical applications met in practice and should be
understood as follows. Let T > 0 be fixed. Assume we have observations of X at time points
T + knT, k = 0, . . . , n. The task is to estimate κ. Then one could make use of theorem 3 and
corollary 4.
Theorem 3. Assume that conditions of theorem 1 hold. Moreover, let L satisfies the following
additional constraints:
(L1) L(0)
def
= limu→0+0 L(u) exists, is positive and finite;
(L2) L(u) = L(0) + o(
√
u), u→ 0 + 0;
(L3) ∀k ∈ {2, . . . , n− 2}, n ≥ 3, ∀u ∈ [0; 1n],∣∣∆(2)pku,u − 2(1 + u)2γ∆(2)p(k−1) u1+u , u1+u + (1 + 2u)2γ∆(2)p(k−2) u1+2u , u1+2u ∣∣
u2κ
≤ ck−ζ ,
where p(u) = (uκL(u))
2
whereas c ≥ 0 and ζ > 12 are fixed constants, independent of k and
n.
Then
4A > 0 is assumed to be fixed; its value is irrelevant since it suffices to have at defined in some neighborhood of
0
5up to a constant multiplier
3
(i) RTn
def
= 1n−2
∑n−3
k=0 ψ
(
∆(2)XT+ k
n
T, 1
n
T ,∆
(2)XT+ k+1
n
T, 1
n
T
)
a.s−→ Λ(κ) = λ(ρ(κ)), where
ψ(x, y) =
|x+ y|
|x|+ |y| , (6)
λ(r) =
1
π
(
arccos(−r) +
√
1 + r
1− r ln
(
2
1 + r
))
, (7)
r(x) = corr(∆(2)Bx0,1,∆
(2)Bx1,1) =
−7− 9x + 4x+1
2(4− 4x) , x ∈ (0; 1); (8)
(ii)
√
n
(
RTn − Λ(κ)
) d−−→ N (0; Σ(κ)), where
Σ(x) =
∑
k∈Z
Cov
(
ψ(∆(2)Bx0,1,∆
(2)Bx1,1), ψ(∆
(2)Bxk,1,∆
(2)Bxk+1,1)
)
(9)
Corollary 4. κ̂n
def
= Λ−1(RTn )
a.s−→ κ and√n(κ̂n − κ) d−−→ N (0; Σ(κ)(Λ′(Λ−1(κ)))2).
We provide several remarks.
• It is common to assume that one observes a trajectory of the process within6 [0; 2T ]. Theorem
3 therefore states that a researcher should collect data only within a second half of an interval
of observation. The requirement may seem pretty strange and one could treat it as an artificial
condition imposed by an imperfection of the method used to prove CLT. On the other hand,
note that, with the fBm being an exception, the process under consideration is the one with
non-stationary increments. Consequently, its behavior at the start of evolution is expected to
be unpleasant and only after some time more stable one appears. Moreover, even discarding
the first portion of data from [0;T ] (if such does exist) and applying theorem only to data
from [T ; 2T ], one still retains the usual rate of convergence in CLT. Thus, it is very likely that
for particular models from the introduced class the improvements of shrinkage of asymptotic
confidence interval are possible only up to a constant multiplier with the order of shrinkage
remaining n−
1
2 . Practical superiority of estimating statistics based on data from [0; 2T ]
rather than [T ; 2T ] is also questionable because of the reasons mentioned above. That is,
convergence to asymptotic distribution may be slower and/or more unstable giving a real
gain only for very large data sets. In order to address these questions, simulation study is
needed. However, this is not a topic of the present paper.
• Theorem 3 is based on results of [3]. The latter were generalized in [4]. By making use of
these one can deduce the whole class of statistics suitable for estimation of κ. An interested
reader can find the corresponding example for the case of the fBm in [?]. Although the
method used there does not rely on results of [4] and takes a more quick direct approach by
making use of results of [2], it is not difficult to see that application of results of [4] is an
equivalent alternative.
Example 2. We have already said that the main source of inspiration of our study was the
popularity of the families of processes listed in the introduction. It is therefore not surprising to
expect that these should possess the ssl property. An exact statement is given below.
Proposition 5. ∀H ∈ (0; 1), ∀K ∈ (0; 1) covariances of processes (SHt ), (BH,Kt ) and (LRH) admit
representation with l as in theorem 1. The defining quantities are as follows:
• L2SH (u) = 12−22H−1
(
1 +
(
2
u
)2H ((
1 + u2
)2H − 1+(1+u)2H2 )) , κ = H;
• L2BH,K (u) = 21−K
[
1 + ( 1u )
2HK
(
2K−1(1 + (1 + u)2HK)− (1 + (1 + u)2H)K)] , κ = HK;
• L2LRH (u) = 2H
∫ 1/u
0
[
v2H−1 + (v + 1)2H−1 − 2(v(1 + v))H−1/2] dv.
Moreover, corollary 4 applies to all classes of processes as well provided κ < 34 .
6it is more convenient for us to denote an interval of observation [0; 2T ] rather than [0;T ]
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3 Auxiliary facts
Below we provide some results and concepts needed for the proofs of those stated in section 2. The
references are given, however, we adopt the notions and statements to our context.
3.1 Weak convergence in D[0;∞)
Let D[0;∞) denotes a space of real-valued functions on [0;∞) which are continuous on the right
and have limits on the left ∀t ∈ (0;∞). It is well known that D[0;∞) is metrizable by the Skorohod
metric dS and that (D[0;∞), dS) is separable. In our context it is natural to consider definition of
dS given in [15], ch. VI.
Definition 6. Let T > 0 be finite and x, y ∈ D[0;∞). Define
dT (x, y) = inf{δ > 0 | there exist grids 0 = t0 < t1 < · · · < tk, 0 = s0 < s1 < · · · < sk :
tk, sk ≥ T, |ti − si| ≤ δ, |x(t)− y(s)| ≤ δ, t ∈ [ti; ti+1), s ∈ [si; si+1)}.
Then dS
def
=
∑∞
k=1 2
−k(dk(x, y) ∧ 1).
Let BS be the Borel σ-field induced by the topology of (D[0;∞), dS), (Ω,F ,P) be a fixed
probability space and Z : Ω→ D[0;∞) be (F ,BS) measurable. We say that Z is a random process
of D[0;∞) or, alternatively, a random element of D[0;∞). For any sequence (Zn) of random
elements of D[0;∞) a weak convergence is denoted by d−−→ and understood in a usual sense. That
is7,
Zn
d−−→ Z ⇐⇒ E f(Zn) −−−−→
n→∞
E f(Z) for any bounded and continuous f : D[0;∞)→ R.
The concept of weak convergence in D[0;∞) is stronger than convergence of finite dimensional
distributions. The characterization is given by the theorem below ([15], ch. VI, lemma 9 and
theorem 10; [6], theorem 8.2).
Theorem 7. Let Z,Z1, Z2, . . . be random elements of D[0;∞) and CZ = {0} ∪ {t ∈ (0;∞) |
P(Zt− = Zt) = 1} be the set of a.s. continuity of Z. Then Zn d−−→ Z iff the following conditions
hold:
(i) Zn
fdd−→ Z on CZ ;
(ii) ∀ǫ, δ > 0, ∀a, b ∈ CZ there exists a grid of points from CZ a = t0 < t1 < · · · < tk = b such
that
lim sup
n→∞
P
(
max
1≤j≤k
∆(Zn, [tj−1; tj ]) > δ
)
< ǫ
where
∆(x, [c; d])
def
= inf{η > 0 | ∃s ∈ [c; d] : sup
c≤t<s
|x(t) − x(c)| < η, sup
s≤t≤d
|x(t)− x(d)| < η},
for x ∈ D[0;∞) and 0 ≤ c < d <∞.
3.2 Tangent process
Consider the setting of subsection 3.1. Let FD denotes the class of all random elements of D[0;∞)
and F0 = {Z ∈ FD | Z0 = 0 a.s.}
Definition 8. Fix t ∈ [0;∞). Y ∈ F0 is called a tangent process of Z ∈ FD at t provided there
exist sequences rn ↓ 0, qn ↓ 0, n→∞, such that(
Zt+τrn − Zt
qn
)
τ≥0
d−−→ Y.
The collection of all tangent processes at t is denoted by Tan(Z, t). If there exists Y ∈ F0 having
property Tan(Z, t) = {cY | c ≥ 0}, one says that Y is a unique tangent process of Z at t or,
alternatively, that Tan(Z, t) is generated by Y .
7R is considered in usual way, i.e. as a metric space (R, d) with d(x, y) = |x− y|; then B(R) is a corresponding
Borel σ-field
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A thorough treatment of tangent processes can be found in [9]–[10]. To us the most important
are the following results.
Theorem 9 ([10], proposition 3.3). Let t ∈ [0;∞), Z ∈ FD and (Yτ )τ≥0 ∈ Tan(Z, t). Then
(cYsτ )τ≥0 ∈ Tan(Z, t) for all c ≥ 0 and all s > 0.
Theorem 10 ([10], corollary 4.3). Let Z ∈ FD be Gaussian and λ denotes the Lebesgue measure
on [0;∞). Then for λ almost all t at which Tan(Z, t) is generated by the unique Y t one of the
following holds:
(i) Y tτ
a.s.
= τX with X ∼ N (µ;σ2) for some µ ∈ R and σ > 0;
(ii) there exists H ∈ (0; 1) such that Y t is a scalar multiple of BH .
3.3 Excursion probabilities for continuous Gaussian processes
In this subsection (T, d) stands for a compact metric space whereas Z = (Zt)t∈T denotes a contin-
uous centered real-valued Gaussian process.
• The canonical pseudo metric on T is defined by ρ(s, t) =√E(Zt − Zs)2.
• Bρ(t, ǫ) def= {s ∈ T | ρ(s, t) ≤ ǫ} is called the ǫ-radius ball with respect to ρ at t.
• N(t, ρ, ǫ) = N(ǫ) denotes the smallest number of balls having ǫ radius and covering T .
In what follows we make use of the theorem given below.
Theorem 11 ([1], theorem 4.1.2). Let σ2T
def
= supt∈T EZ
2
t , Φ¯(x) =
1√
2π
∫ x
−∞ e
−y2/2dy. Suppose
that for some A > σT , some α > 0 and some ǫ0 ∈ (0;σT ] it holds that N(T, ρ, ǫ) ≤ (A/ǫ)α for all
ǫ ∈ [0; ǫ0). Then for u ≥ σ
2
T (1+
√
α)
ǫ0
it holds that
P
(
sup
t∈T
Zt ≥ u
)
≤
(
KAu
σ2T
√
α
)α
Φ¯
(
u
σT
)
, (10)
where K is a universal constant.
Remark 12. Due to continuity supt∈T Zt is well defined and a.s. bounded. Moreover, it has finite
expectation (see [1], theorem 2.1.2). Since Z is centered,
P
(
sup
t∈T
|Zt| > u
)
≤ 2P
(
sup
t∈T
Zt > u
)
.
Therefore (10) also gives bound for P (supt∈T |Zt| > u).
3.4 Regular variation
Recall that a measurable function f : [A;∞) → (0;∞), A ≥ 0, is called regularly varying at ∞
with index ρ ∈ R whenever f(λt)f(t) −−−→t→∞ λ
ρ for any fixed λ ∈ (0;∞). If it is true that ρ = 0, one
says that f is slowly varying at ∞. Each regularly varying function is of the form f(t) = tρg(t),
where g is slowly varying at ∞.
A dual concept is that of regular (slow) variation at 0. Namely, f varies regularly at 0 with
index ρ provided t 7→ f(t−1) varies regularly at∞ with index −ρ. Because of this duality it suffices
to formulate results for regular variation at ∞ as it is done below and then restate in an obvious
way whenever it is required.
Theorem 13 ([5], theorem 1.2.1). If L is slowly varying then L(λt)L(t) −−−→t→∞ 1 uniformly on each
compact λ-set in (0;∞).
Theorem 14 ([5], theorem 1.5.6). If L is slowly varying then for any chosen constants A > 1, δ >
0, there exists c = c(A, δ) such that
L(x)
L(y)
≤ Amax
((y
x
)δ
,
(y
x
)−δ)
∀x, y ≥ c.
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3.5 Limit theorems
Theorem 15 ([3], theorems 4.1–4.2). Let (Zt)t∈[0;1] be a centered real valued Gaussian process,
H : [0; 1]→ (0; 1), c : [0; 1]→ (0;∞). Assume8
(A1) for any fixed k ∈ {1, 2, . . .}
lim
n→∞
sup
t∈(0;1)
√
n
∣∣∣∣∣EZ [nt]+jn − Z [nt]n(k/n)2H(t) − c(t)
∣∣∣∣∣ = 0; (11)
lim
n→∞ supt∈(0;1)
√
n lnn
∣∣H(t)−H(t+ n−1)∣∣ = 0; (12)
lim
n→∞
sup
t∈(0;1)
√
n lnn
∣∣c(t)− c(t+ n−1)∣∣ = 0; (13)
(A2) there exist d > 0 and ζ > 12 such that ∀j, k ∈ {1, 2, . . . , n} : j 6= k, n ≥ 1, it holds∣∣E∆(2)Z k
n
, 1
n
∆(2)Z j
n
, 1
n
∣∣ ≤ d|j − k|−ζ√D∆(2)Z k
n
, 1
n
D∆(2)Z j
n
, 1
n
. (14)
Then
Rn
def
=
1
n− 2
n−3∑
k=0
ψ
(
∆(2)Z k
n
,∆(2)Z k+1
n
)
a.s−→
∫ 1
0
Λ(H(t))dt,
√
n
(
Rn −
∫ 1
0
Λ(H(t))dt
)
d−−→ N
(
0;
∫ 1
0
Σ(H(t))dt
)
, n→∞,
with ψ(x, y),Λ(x) and Σ(x) being the same as in the theorem 3.
Theorem 16 ([5], theorems 8.5.1–8.5.2). Let (Zt)t>0 ∈ FD and f : (0;∞)→ (0;∞), g : (0;∞)→
R be measurable. Suppose that there exists Y ∈ FD such that:
(i) Y1 is non-degenerate;
(ii)
(
Zτu−g(u)
f(u)
)
τ>0
fdd−→ Y, u→∞.
Then there exist constants ρ, b, c ∈ R, such that f is regularly varying with index ρ and ∀t > 0
(Ytτ )τ>0
fdd
=
{
(tρ(Yτ − c) + c)τ>0, ρ 6= 0;
(Y1 + b ln τ)τ>0, ρ = 0.
(15)
In other words, Y is self-similar with index ρ.
4 Proofs
Proof of theorem 1. By self similarity of X
(
Zt,uτ
) d
= tγ
(
X1 −X1+u
t
τ
uκL(u)
)
= tγ−κ
(
X1 −X1+u
t
τ(
u
t
)κ
L
(
u
t
) ) L (ut )
L(u)
= tγ−κ
L
(
u
t
)
L(u)
(Z
1,u
t
τ ).
Therefore taking into account slow variation of L it suffices to prove theorem for t = 1. In what
follows we accomplish this by checking that (i)–(ii) of theorem 7 hold. For short we omit time
parameter and write Zuτ instead of Z
1,u
τ .
8[x] denotes an integer part of x ∈ R; in the proofs we also make use of {x} = x− [x] — the fractional part of x
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(i). Fix9 0 < τ1 ≤ τ2 <∞. Then EZuτ1 = EZuτ2 = 0 and
u2κL2(u)
σ2
Cov(Zuτ1 , Z
u
τ2) =
1
σ2
E(X1 −X1+τ1u)(X1 −X1+τ2u) =
1− l(τ1u)− l(τ2u) + (1 + τ1u)2γ l
(
(τ2 − τ1)u
1 + τ1u
)
=
− 1
2
[
(1 + τ1u)
2γ + (1 + τ2u)
2γ − u2κ (τ2κ1 L2(τ1u) + τ2κ2 L2(τ2u))−
(1 + τ1u)
2γ
(
1 +
(
1 + τ2u
1 + τ1u
)2γ
−
(
(τ2 − τ1)u
1 + τ1u
)2γ
L2
(
(τ2 − τ1)u
1 + τ1u
))]
=
u2κ
2
[
τ2κ1 L
2(τ1u) + τ
2κ
2 L
2(τ2u)− (τ2 − τ1)2κ(1 + τ1u)2(γ−κ)L2
(
(τ2 − τ1)u
1 + τ1u
)]
.
Since L varies slowly at 0, theorem 13 implies
L(τiu)
L(u)
−−−−−→
u→0+0
1, i = 1, 2, and
L
(
(τ2−τ1)u
1+τ1u
)
L(u)
−−−−−→
u→0+0
1.
Thus,
Cov(Zuτ1 , Z
u
τ2) −−−−−→u→0+0
σ2
2
(
τ2κ1 + τ
2κ
2 − (τ2 − τ1)2κ
)
or equivalently, Zu
fdd−→ σBκ, u→ 0 + 0.
(ii). Fix ǫ, δ > 0, 0 ≤ a < b <∞ and any (un)n≥1 : un −−−−→
n→∞
0 + 0. For the sake of clarity we
split verification of (ii) into several steps.
Step 1. Let 0 ≤ c < d <∞ be fixed. Then (because of a.s. continuity of τ 7−→ Zunτ ){
η > 0
∣∣∣ ∃s ∈ [c; d] : sup
c≤τ<s
∣∣Zunτ − Zunc ∣∣ < η, sup
s≤τ≤d
∣∣Zunτ − Zund ∣∣ < η} ⊃{
η > 0
∣∣∣ sup
c≤τ≤d
∣∣Zunτ − Zunc ∣∣ < η/2} ∪ {η > 0 ∣∣∣ sup
c≤τ≤d
∣∣Zunτ − Zund ∣∣ < η/2} a.s.
Consequently,
P (∆(Zun , [c; d]) > η) ≤ P
(
sup
c≤τ≤d
∣∣Zunτ − Zunc ∣∣ ≥ η2
)
+ P
(
sup
c≤τ≤d
∣∣Zunτ − Zund ∣∣ ≥ η2
)
≤
2
[
P
(
sup
c≤τ≤d
(Zunτ − Zunc ) ≥
η
2
)
+ P
(
sup
c≤τ≤d
(Zunτ − Zund ) ≥
η
2
)]
,
with the last being true because of the fact that Zun is centered (see remark 12). Thus, in order
to bound left hand side it suffices to bound each probability on the right hand side. We give a
detailed implementation for the first one, since the other one is handled in the same way.
Step 2. Let 0 ≤ c < d <∞ be from the Step 1 and additionally satisfy
d− c < 4− 1κ . (16)
Define a process (ξn,c,dt )t∈[c;d] by ξ
n,c,d
t = Z
un
t −Zunc , t ∈ [c; d]. Then (ξn,c,dt ) is centered, continuous
and for t ∈ [c; d],
u2κn L
2(un) E(ξ
n,c,d
t )
2 = E(X1+unt−X1+unc)2 = σ2(1+unc)2(γ−κ)((t−c)un)2κL2
(
(t− c)un
1 + unc
)
.
9to avoid inconsistencies put 0 · L(0)
def
= 0
8
Since t− c ∈ [0; 1) and un → 0 + 0, theorem 14 implies that for some n0 it holds
n ≥ n0 −→
L
(
(t−c)un
1+unc
)
L(u)
2 ≤ 2σ−2(t− c)−κ ∨ (t− c)κ ≤ 2σ−2
(t− c)κ . (17)
We can also assume that n0 is chosen so that (1 + unc)
2(γ−κ) ≤ 2 for n ≥ n0. Then by (16),
σ2[c;d]
def
= sup
t∈[c;d]
E(ξn,c,dt )
2 ≤ 4(d− c)κ < 1. (18)
Next, note that for c ≤ s < t ≤ d it holds ξn,c,dt − ξn,c,ds = Zunt − Zuns = ξn,s,dt . Hence, the above
yields that canonical metric10 of ξn,c,d may be bounded as follows:
ρ2ξn,c,d(s, t) ≤ 4|t− s|κ.
Consequently, the smallest number of balls having ǫ˜ ∈ (0; 1] radius with respect to ρξn,c,d and
covering [c; d] satisfies
N([c; d], ρξn,c,d , ǫ˜) ≤
(
A
ǫ˜
) 2
κ
,
with arbitrary chosen A ≥ 2(d− c)κ2 . Let ǫ0 = σ[c;d]. Then application of theorem 11 yields
P
(
sup
t∈[c;d]
ξn,c,d ≥ η
)
≤
(
κ
2
(KAη)2
σ4[c;d]
)1/κ
Φ¯
(
η
σ[c;d]
)
for any η ≥ σ[c;d]
(
1 +
√
2
κ
)
. In particular, setting η = θκ
√
σ[c;d], θκ =
(
1 +
√
2
κ
)
, and taking into
account the bound (18), one has
P
(
sup
t∈[c;d]
ξn,c,d ≥ θκ√σ[c;d]
)
≤ K˜
σ
3
κ
[c;d]
Φ¯
(
θκ√
σ[c;d]
)
, (19)
for n ≥ n0 and K˜ = (κ2 (KAθκ)2)
1
κ . Finishing this step we note the following.
• The constant K˜ on the right hand side of (19) may be regarded as a universal provided
one neglects an obvious dependence on κ. For this is suffices to assume (16). Then taking
A ≥ 1 > σ[c;d] we have that the constraint imposed on A by the theorem 11 automatically
holds.
• σ2[c;d] = O((d − c)κ) = o(1), (d− c)→ 0 + 0.
• n0 assuring (19) depends on c and11 d− c. It is an increasing function of both, however, in
case of d− c assumption (16) discards the dependence on difference d− c.
Step 3. Let integer k ≥ 0,m ≥ 1, be such that [k; k +m] ⊃ [a; b] and k is the biggest whereas
m is the smallest among all having this property. Partition each [j; j+1], j = k, . . . , k+m− 1 into
equal intervals [tjl ; t
j
l+1], l = 0, . . . , q − 1, so that 4(tjl+1 − tjl )κ < 1 ∧ (δθ−1κ )2. Then ∀j, l
tjl+1 − tjl < 4−
1
κ and θκ
√
σ[tj
l
;tj
l+1]
< δ.
Therefore application of the results obtained in the previous steps (varying constant value from
line to line is denoted by the same letter K as long as its magnitude does not affect the limit)
yields
10for the definition consult subsection 3.3
11because of (17) and condition (1 + unc)2(γ−κ) ≤ 2, n ≥ n0
9
P(
max
j,l
∆(Zun , [tjl ; t
j
l+1] > δ)
)
≤ K · q ·mmax
j,l
σ
− 3
κ
[tj
l
;tj
l+1]
Φ¯
(
θκ√
σ[tj
l
;tj
l+1]
)
≤
K(b − a)max
j,l
σ
− 5
κ
[tj
l
;tj
l+1]
Φ¯
(
θκ√σ[tj
l
;tj
l+1
]
)
,
since q−1 = tjl+1−tjl for all j, l and m is proportional to (b−a). It is clear that x
5
κ Φ¯(θκ
√
x) −−−−→
x→∞
0.
Hence, if there is a need, one can increase the value of q up to the smallest integer for which the
right hand side does not exceed ǫ. Then it remains to pass to the upper limit as n→∞.
Proof of theorem 2. Step 1. Fix t ∈ (0;∞) and define a random process (Ztτ )τ>0 by
Ztτ = Xt −Xt+ 1
τ
, τ > 0.
Let y →∞. Put u = y−1, ft(y) = at(u). Then(
Ztτy
ft(y)
)
τ>0
fdd−→
(
Y t1
τ
)
τ>0
.
Therefore theorem 16 implies that
(
Y t1
τ
)
τ>0
is self-similar with some index κt ∈ R and ft is
regularly varying with κt. Consequently, (Y
t
τ )τ>0 is self-similar with index −κt and at is regularly
varying at 0 with −κt. Since
Y t0
d
= lim
u→0+0
Xt −Xt+0·u
at(u)
≡ 0,
(Y tτ )τ≥0 is also self-similar with index −κt. Moreover, assumption at(u) −−−−−→u→0+0 0 + 0 implies
κt ≤ 0. In fact, one must necessary have κt < 0. Indeed, if it were true that κt = 0, then
by theorem 16 it were true that Y tτ
d
= Y t1 + b ln τ, τ > 0. Since the limit of Gaussian process is
Gaussian, fdd convergence yields convergence of the first two moments. Thus, for any τ > 0,
E
(
Xt −Xt+τu
at(u)
)
−−−−−→
u→0+0
EY tτ = 0⇒ 0 = EY tτ = EY t1 + b ln τ = b ln τ ⇒ b = 0⇒ Y tτ d= Y t1 .
By assumption, Y t1 is non-degenerate. On the other hand, continuity of the paths on the right
yields
P
(
Y t1 = 0
)
= P
(
lim
τ→0+0
Y tτ = 0
)
= 1.
Obtained contradiction excludes the case κt = 0. Also note that c in (15) is equal to 0 because of
the same condition Y t0 = 0.
Step 2. Fix t ∈ (0;∞). Then results of Step 1 yield
Xt −Xt+tu
at(u)
d−−→ Y tt ⇒ D
(
Xt −Xt+tu
at(u)
)
→ DY tt = t−2κt D Y t1 .
On the other hand by self-similarity of X ,
D
(
Xt −Xt+tu
at(u)
)
= t2γ
a21(u)
a2t (u)
D
(
X1 −X1+u
a1(u)
)
∼ t2γ a
2
1(u)
a2t (u)
D Y 11 .
Thus,
at(u) ∼ tγ+κta1(u)
√
DY 11
D Y t1
= tγ+κtu−κ1L1(u)
√
DY 11
DY t1
,
where L1 is slowly varying at 0 by the Step 1. Hence, ∀t κt = κ1 def= −κ.
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Step 3.
D(X1−X1+u) = σ2(1+ (1+u)2γ− 2l(u))⇒ l(u) = 1
2
(
1 + (1 + u)2γ − D(X1 −X1+u)
σ2
)
.
By all above, D(X1 −X1+u) ∼ a21(u) ∼ u2κL21(u). Therefore L(u) def=
√
D(X1−X1+u)
σ2u2κ varies slowly
at 0.
Step 4. It remains to prove the last claim. Fix t ∈ (0;∞). Note that ctY t ∈ Tan(X, t) with
any rn ↓ 0 and qn ct 6=0= c−1t at(rn). Take arbitrary Y˜ ∈ Tan(X, t). If rn ↓ 0, qn ↓ 0, are such that(
Xt+τrn−Xt
qn
)
τ≥0
d−−→ Y˜ then Gaussianity yields D
(
Xt−Xt+trn
qn
)
−−−−→
n→∞
D Y˜t. If D Y˜t > 0, then
t2γ
a21(rn)
q2n
DY 11 ∼ t2γ
a21(rn)
q2n
D
(
X1 −X1+rn
a1(rn)
)
= D
(
Xt −Xt+trn
qn
)
→ D Y˜t > 0⇒
qn ∼ tγ
√
D Y 11
D Y˜t
a1(rn).
Consequently, Y˜ is a constant multiple of Y t. If D Y˜t = 0, then by theorem 9 and self-similarity
of X , D Y˜τ = 0 for all τ > 0. Thus, Y˜ is zero multiple of Y
t. Summing up, Y t is a unique tangent
process of X at t. By theorem 10, the set of such t ∈ (0;∞) for which Y t is not a scalar multiple
of Bκ has the Lebesgue measure 0. In our case self-similarity of X implies that this set is empty.
Indeed, fix arbitrary t0 having property Y
t0 d= ct0B
κ and take any t1 ∈ (0;∞) \ {t0}. Then by
noting that
(
Xt1 −Xt1+τu
at1(u)
)
τ≥0
d
=
(
t1
t0
)γ (Xt0 −Xt0+τ ut0t1
at1(u)
)
τ≥0
=
ct0,t1(u)
(
Xt0 −Xt0+τ ut0t1
at0(
t0u
t1
)
)
τ≥0
d−−→ c˜t0,t1ct0Bκ, u → 0 + 0,
where ct0,t1(u) −−−−−→
u→0+0
c˜t0,t1 ∈ (0;∞), one obtains the claim.
Proof of theorem 3. Define a process (ZTt )t∈[0;1] by Z
T
t = XT+tT , t ∈ [0; 1]. Below we show that
under assumptions made above, theorem 15 applies to ZT with H(t) ≡ κ and c(t) = (σL(0)(1 +
t)γ−κ)2. Note that in some expressions time argument of ZT falls into the range of its domain
only asymptotically. If this is the case, we do not comment keeping in mind that the mentioned
expressions are well defined provided n is large enough. For short we assume that T = 1 and
denote Z1 by Z. The case of T 6= 1 reduces to this one because of self-similarity.
(A1). Fix k ∈ {1, 2, . . .} and t ∈ (0; 1). Then
E
(
Z [nt]+k
n
− Z [nt]
n
)2
= E
(
Z
t− {nt}−k
n
− Z
t− {nt}
n
)2
=
E
(
X
1+t− {nt}−k
n
−X
1+t−{nt}
n
)2
=
[
n
(
1 + t− {nt}
n
)
=
1
utn
]
=
(nutn)
−2γ E(X1+kutn −X1)2 = σ2(kutn)2κ(nutn)−2γL2(kutn) =
σ2
(
k
n
)2κ
(nutn)
2(κ−γ)L2(kutn). (20)
Since (nutn)
−1 = 1 + t− {nt}n = 1 + t+O
(
1
n
)
and k is fixed,
E
(
Z [nt]+k
n
− Z [nt]
n
)2
(
k
n
)2κ = σ2 (1 + t+O( 1n
))2(γ−κ) (
L2(0) + o(
√
kutn)
)
=
σ2(1 + t)2(γ−κ)
(
1 +O
(
1
n
))(
L2(0) + o
(
1√
n
))
= σ2L2(0)(1 + t)2(γ−κ) + o
(
1√
n
)
.
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Thus, (11) holds. (12) is trivial. Finally (13) follows easily by noting that c(t) = σ2L2(0)(1 +
t)2(γ−κ), t ∈ [0; 1], is continuously differentiable on [0; 1].
(A2). Let j ∈ {0, 1, . . . , n− 2}, un,j = 1n+j . Then un,j+m = un,j1+mun,j ,m ≥ 0. Thus, for k ≥ 1,
σ−2 E∆Z j
n
, 1
n
∆Z j+k
n
, 1
n
= σ−2 E
(
X1+ j+1
n
−X1+ j
n
)(
X1+ j+k+1
n
−X1+ j+k
n
)
=(
1 +
j + 1
n
)2γ (
l
(
k
n
1 + j+1n
)
− l
(
k−1
n
1 + j+1n
))
−
(
1 +
j
n
)2γ (
l
(
k+1
n
1 + jn
)
− l
(
k
n
1 + jn
))
=
n−2γ
(
u−2γn,j+1(l(kun,j+1)− l((k − 1)un,j+1))− u−2γn,j (l((k + 1)un,j)− l(kun,j))
)
=
(nun,j)
−2γ
2
[
(1 + un,j)
2γ
(
(1 + (k + 1)un,j)
2γ − (1 + kun,j)2γ
(1 + un,j)2γ
−∆p
(k−1) un,j1+un,j ,
un,j
1+un,j
)
−(
(1 + (k + 1)un,j)
2γ − (1 + kun,j)2γ −∆pkun,j ,un,j
) ]
=
(nun,j)
−2γ
2
(
∆pkun,j ,un,j − (1 + un,j)2γ∆p(k−1) un,j1+un,j ,
un,j
1+un,j
)
. (21)
Let utn, t ∈ (0; 1) be as in (A1). Then u
j
n
n = un,j and taking k = 1 in (20) together with (21) yields
σ−2 D∆Z j
n
, 1
n
= u2κn,j(nun,j)
−2γL2(un,j);
σ−2 D∆(2)Z j
n
, 1
n
= σ−2
(
D∆Z j+1
n
, 1
n
+D∆Z j
n
, 1
n
− 2E∆Z j+1
n
, 1
n
∆Z j
n
, 1
n
)
=(
un,j
1 + un,j
)2κ(
nun,j
1 + un,j
)−2γ
L2
(
un,j
1 + un,j
)
−
2
(nun,j)
−2γ
2
(
∆pun,j ,un,j − (1 + un,j)2γ∆p0, un,j1+un,j
)
+ (un,j)
2κ(nun,j)
−2γL2(un,j) =
(un,j)
2κ(nun,j)
−2γ
(
2(1 + un,j)
2(γ−κ)L2
(
un,j
1 + un,j
)
+ 2L2(un,j) + 2
2κL2(2un,j)
)
n→∞∼
L2(0)(4 + 4κ)(un,j)
2κ(nun,j)
−2γ .
Therefore for k ∈ {2, . . . , n} : k + j ≤ n,
E∆(2)Z j
n
, 1
n
∆(2)Z j+k
n
, 1
n
=E
(
∆Z j+1
n
, 1
n
−∆Z j
n
, 1
n
)(
∆Z j+k+1
n
, 1
n
−∆Z j+k
n
, 1
n
)
=
(nun,j+1)
−2γ
2
[
∆pkun,j+1,un,j+1 − (1 + un,j+1)2γ∆p(k−1) un,j+11+un,j+1 ,
un,j+1
1+un,j+1
−
(
∆p(k−1)un,j+1,un,j+1 − (1 + un,j+1)2γ∆p(k−2) un,j+11+un,j+1 ,
un,j+1
1+un,j+1
)]
−
(nun,j)
−2γ
2
[
∆p(k+1)un,j ,un,j − (1 + un,j)2γ∆pk un,j1+un,j ,
un,j
1+un,j
−
(
∆pkun,j ,un,j − (1 + un,j)2γ∆p(k−1) un,j1+un,j ,
un,j
1+un,j
)]
= − (nun,j)
−2γ
2
[
∆(2)pkun,j ,un,j−
2(1 + un,j)
2γ∆(2)p
(k−1) un,j1+un,j ,
un,j
1+un,j
+ (1 + 2un,j)
2γ∆(2)p
(k−2) un,j1+2un,j ,
un,j
1+2un,j
]
n→∞∼
K · ·
√
D∆(2)Z j
n
, 1
n
D∆(2)Z j+k
n
, 1
n
(un,j)
−2κ
[
∆(2)pkun,j ,un,j−
2(1 + un,j)
2γ∆(2)p
(k−1) un,j1+un,j ,
un,j
1+un,j
+ (1 + 2un,j)
2γ∆(2)p
(k−2) un,j1+2un,j ,
un,j
1+2un,j
]
,
where K = K(κ, j, k, n) is uniformly bounded for all j, k, n.
Proof of corollary 4. To prove the corollary simply apply the Delta method.
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In order to prove proposition 5 we need the following lemma. We believe that it is proved
elsewhere in a form suitable for our needs, however, we couldn’t find a corresponding reference.
Therefore we provide a proof for completeness.
Lemma 17. Let x > 0 be fixed and gx : [0;∞)→ R be defined by
gx(y) = (y + 2)x − 2(y + 1)x + yx.
Then one can choose y0 > 0 such that ∀y ≥ y0 |∆(2)gxy,1| ≤ Cxy4−x . Moreover, for any fixed ǫ ∈ (0; 1),
one can choose Kǫ such that
∀x ∈ {4, 5, . . .} Cx ≤ Kǫ(1 + ǫ)x. (22)
Proof. It is straightforward to check that ∆(2)gxy,1 = (y+4)
x−4(y+3)x+6(y+2)x−4(y+1)x+yx.
Take y ≥ y0 > 4. Then Taylor’s expansion in a neighborhood of zero yields12
y−x∆(2)gxy,1 =
∞∑
j=0
(
x
j
)
y−j
(
4j − 4 · 3j + 6 · 2j − 4)+ 1 =
[terms corresponding to j = 0, 1, 2, 3 cancel out] =
∞∑
j=4
(
x
j
)
y−j
(
4j − 4 · 3j + 6 · 2j − 4) = ∞∑
j=4
(
x
j
)(
4
y
)j
aj ,
where aj =
(
1− 4 · ( 34)j + 6 · ( 12)j − ( 14)j−1) , j ≥ 4. Therefore,
∣∣y−x∆(2)gxy,1∣∣ < (4y
)4
sup
j≥4
|aj |
∞∑
j=4
∣∣∣∣(xj
)∣∣∣∣ ( 4y0
)j−4
.
The series on the right hand side converges and does not depend on y whereas supj≥4|aj | is
bounded. Suppose x ∈ {4, 5, . . .}. Then
∞∑
j=4
(
x
j
)(
4
y0
)j−4
=
y40
44
x∑
j=4
(
x
j
)(
4
y0
)j
<
y40
44
(
1 +
4
y0
)x
,
and for a fixed ǫ ∈ (0; 1) it suffices to choose y0 such that 4y−10 < ǫ.
Proof of proposition 5. Since the proof of proposition is nothing more but a careful application
of Taylor’s formula, we give a detailed exposition for the sfBm. In case of other families it is a
repetition of the latter with some necessary changes. For short we omit a subscript denoting that
the quantities under consideration correspond to the sfBm, e.g. we write R, l, . . . etc. instead of
RSH , lSH , . . . . H ∈ (0; 1) is assumed to be fixed.
Step 1. Let t, s, h > 0 and u ∈ [0; 1). Then
R(s, t) = s2H + t2H − 1
2
(|s+ t|2H + |t− s|2H)⇒
R(t, t+ h) = t2H + (t+ h)2H − 1
2
(
(2t+ h)2H + h2H
)
=
t2H
(
1 +
(
1 +
h
t
)2H
− 1
2
((
2 +
h
t
)2H
+
(
h
t
)2H))
⇒
l(u) =
1
2− 22H−1
(
1 + (1 + u)2H − 1
2
(
(2 + u)2H + u2H
))⇒
l(u)− 1
2
(
1 + (1 + u)2H
)
= −1
2
u2κL2(u) =
22H−1
2− 22H−1
(
1 + (1 + u)2H
2
−
(
1 +
u
2
)2H
−
(u
2
)2H)
=
22H−1
2− 22H−1
( ∞∑
k=1
(
2H
k
)
uk
(
1
2
− 1
2k
)
−
(u
2
)2H)
= − u
2H
4− 4H
(
1 +O
(
u2(1−H)
))
.
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(
x
j
) def
= x(x−1)···(x−j+1)
j!
, j ≥ 1;
(
x
0
) def
= 1
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with the last two equalities due to Taylor’s expansion in the neighborhood of 0. Hence, under
assumptions made, (L1)–(L2) hold.
Step 2. By Step 1,
p(u) = u2κL2(u) =
22H
2− 22H−1
((u
2
)2H
+
(
1 +
u
2
)2H
− 1 + (1 + u)
2H
2
)
.
Since constant does not affect the order of differences ∆p,∆(2)p, it suffices to show that condition
(L3) of the theorem 3 applies to p˜
def
=
(
22H
2−22H−1
)−1
p. Let gx be the same as in lemma 17. Then
∆p˜ku,u =
(u
2
)2H (
(k + 1)2H − k2H)+((
1 + (k + 1)
u
2
)2H
−
(
1 + k
u
2
)2H)
− 1
2
(
(1 + (k + 1)u)
2H − (1 + ku)2H
)
⇒
∆(2)p˜ku,u =
(u
2
)2H
g2H(k) + g˜k
(u
2
)
− 1
2
g˜k (u) ,
where g˜k (u) = (1 + (k + 2)u)
2H − 2(1 + (k + 1)u)2H + (1 + ku)2H . Next, note that
(1 + ju)2H g˜k−j
(
u
1 + ju
)
= (1 + ju)2H
[(
1 + (k − j + 2) u
1 + ju
)2H
−
2
(
1 + (k − j + 1) u
1 + ju
)2H
+
(
1 + (k − j) u
1 + ju
)2H ]
= g˜k(u);
and
(1 + ju)2H g˜k−j
(
u
2(1 + ju)
)
= (1 + ju)2H
[(
1 + (k − j + 2) u
2(1 + ju)
)2H
−
2
(
1 + (k − j + 1) u
2(1 + ju)
)2H
+
(
1 + (k − j) u
2(1 + ju)
)2H ]
= g˜k+j
(u
2
)
.
Therefore
∆(2)p˜ku,u − 2(1 + u)2H∆(2)p˜(k−1) u1+u , u1+u + (1 + 2u)2H∆(2)p˜(k−2) u1+2u , u1+2u =(u
2
)2H
∆(2)g2Hk−2,1 + g˜k
(u
2
)
− 2g˜k+1
(u
2
)
+ g˜k+2
(u
2
)
.
By lemma 17, ∆(2)g2Hk−2,1 = O
(
1
k4−2H
)
. Next, let v = u2 . Fix q ∈ (1/2; 1), k0 ∈ N, ǫ > 0 such that:
• q(1 + ǫ) < 1;
• ∀j ∈ {4, 5, . . .}, ∀k ∈ {k0, . . . , n− 2} ∆(2)gjk,1 ≤ Kǫ(1+ǫ)
j
k4−j ;
with the last being possible due to lemma 17. Since u ∈ [0;n−1], v(k + 4) ≤ n+42n ≤ q provided n
is large enough. Consequently, ∀k ∈ {k0, . . . , n− 2} and some θǫj,k ∈ [−1; 1],
g˜k
(u
2
)
− 2g˜k+1
(u
2
)
+ g˜k+2
(u
2
)
=
(1 + (k + 4)v)2H − 4(1 + (k + 3)v)2H + 6(1 + (k + 2)v)2H − 4(1 + (k + 1)v)2H + (1 + k)2H =
∞∑
j=0
(
2H
j
)
vj∆(2)gjk,1 = [since ∀k ∆(2)gjk,1 = 0, for j = 0, 1, 2, 3] =
Kǫ
(v(1 + ǫ))2H
k4−2H
∞∑
j=4
(
2H
j
)
(vk(1 + ǫ))j−2Hθǫj,k =
u2H
k4−2H
O(1).
14
Since k ∈ {2, . . . , k0} ⇒ |∆(2)gjk,1| ≤ 16(k0 + 4)j , using the same expressions as above,∣∣∣g˜k (u
2
)
− 2g˜k+1
(u
2
)
+ g˜k+2
(u
2
)∣∣∣ ≤ 16 ∞∑
j=4
(
2H
j
)
(v(k0 + 4))
j = u4O(1).
Hence, for all k ∈ {2, . . . , n},∣∣∣∆(2)p˜ku,u − 2(1 + u)2H∆(2)p˜(k−1) u1+u , u1+u + (1 + 2u)2H∆(2)p˜(k−2) u1+2u , u1+2u ∣∣∣ ≤ d u2Hk4−2H ,
with some constant d independent of k, n.
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