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RÉSUMÉ
La maintenance de programmes orientés objets est une activité très conteuse et
la compréhension des programmes est essentielle pour les rnainteneurs. L’icientiflca—
tion (le micro—architectures similaires aux motifs de conception dans un programme
aide a comprendre les prohlèiiies rciicontrt’s lOrs tic sa concept ion ainsi que les soin—
tions apportées. Les techniques existantes utilisées pour la recherche (le motifs tIc
conception présentent toutes, cependant. mi problème dc pertorniance.
Cc travail (le recherche propose une solution a r-e probh’uie en adaptant des
algt)ril limes efficaces dc comparaisons et d’alignements de chaînes de caractères
de bio—inforniatique. Des chaînes dc caractcrcs represdutant les progrannnes et les
patrons de conception sont d’abord construites et enstute comparées à l’aide claI—
guru lintes de prograniruation dvnannque. dc sinnilat ion d autumat es ou de vecteurs
rie bits.
Nouis appliquons iiotre approche p1sieis prog mmes de t ailles différent es
et cutilpiuiolIs nos résultats avec ceux de (leux outils utilisant hi progranutirut 10H
par contraintes avec explications. Contrairement aux deux outils comparés. notre
approche s’avère très efficace et permet une analyse relativement rapide rie pro—
grammes (le grandes tailles.
Mots clés Maintenance, patrons de conception, analyse statique,
vecteurs de bits.
ABSTRACT
1’vlaintenance of object-oriented programs is a tinie- arici ressonrce-consnming aetw
ity anci prograni comprehension is essential to maintainers. Design patterns iclen—
tihcation can help in designing. in understanding mcl in ne—engineering prograilis.
Most prcvious approachcs cf rhsigu pattcrns iclniti6cation are linnted hecause 0f
their performance.
Tins research work offers a solution tu die efficiencv prohieni hv using adapta
tion of string matcinng algorit huis froni hio—informatics. First . we generate string
representat ions of the design motifs and of die programs ami then apply hit—vector.
autoniat a sinmlat ion or dynanuc programming algorithms tu ideiitifv exacts and
approx mates occurrences of design motifs.
\Vc appiv 0W algoritl Ii li OH scveral dif±cicut size prugrallis ancl compare its
perlormancc’ and resuits with two existing const rairit—hased approaches. Unlike the
two conipared approaches. ours is verv efficient and allows big programs analvsis
Keywords: Maintenance, design patterns, static analysis, bit-vectors.
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CHAPITRE 1
INTRODUCTION
La maintenance (le programmes orientés objets est une activité très coûteuse
contribuant souvent, à plus (le 5Oc du coût total d’un programme [K0s01. LS$1]. La
complexité (l pr0gÏa111111U5 souvent coiiibi ice a l’absence de docunientation récente
contribue à la difficulté de leur compréhensiou. Le code source est souveHt la seule
source cLinformation à leur d’un programme. Le rccouvretncnt (le sa conception et
de son architecture facilite I identification des choix réalisés lors de sa conception et
fait donc 1rtie des tâches importantes «un mairiteneur. Les patrons (le conception
[GfIJV9-1 sont des documents (lecrivalit des solutions générales à des pïoblèiites
récurrents en orienté objets. L’identification (les I»ttrons (le conception utilisés dans
un programme contribue donc à réduire la complexité apparente (le celui—ci en
renseignant le mainteneur sur les problèmes rencontrés lors de la conception du
progranirne et les solutions apportées. Lutilisation «outils de détection permet (le
réduire le temps rtccessaire à la réalisation (le ces tâches loHgues et difficiles. Les
outils doivent toutefois ètrc efhuaces porir pouvoir etre utilisés rcgulierement l)itr
les mainteneurs.
1.1 Patrons de conception
Les patrons (le conception décrivent (les solutions à des problèmes architectu
raux récurrents en orienté objets. Ces solutions (appelées motifs (le conception)
sont indépendantes du contexte et du langage de programmation utilisé. Le terme
patron (le conception (design pattern) a été nitrocluit dans le domaine de l’arehitec—
2ture des bâtiments i Christopher Alexander Chaque patron décrit mi problème
qui se manifeste constamment clans notre environnement et la solution à ce pro
blèrne, d’une façon telle que l’on pitisse réutiliser cette solution des millions de fois,
sans jamais le faire deux lois de la nième nianiire” [i-USZZ]. Les patroi]s tic concep
tion capitalisent un saVoir précieux né dii savoir cFexpert.s [BMR+96]. Ils proposent
des architectures tic qualité, auto—docmnentent le code, encouragent la réutilisation
tic code avec tics solutions aclapt ables. facilitent la maintenance et créent un voca
bulaire améliorant la communication. Les patrons de conception les plus répandus
sont ceux catalogués tians [GHJV94. Chaciue patron de te catalogue est décrit en
quai re sectioiis
1. Un (roui unique.
2. Une description dii problème n rcsoiidr(’.
3. ie solution au probleuic.
1. Les conséquences de lapplication de la solution.
Afin tl’orgaiiiser les différents patrons de conception. Gaunna et al. proposent
une classification en trois familles selon leur utilisation (ci—dessous). Le tableau 1.1
présente les 23 patrons catalogués dans [GHJV94] selon leur famille.
— créationnels patrons décrivant des proeessnts de créatimi d’objets
— strttcturaux : patrons s occupant de la composition d’ob jets ou de classes
comportementaux : patrons décrivant les interactions entre objets ou classes
et la distribution tic responsabilités.
Le patron de conception Composite, qui sert souvent d’exemple dans ce mémoire,
est un patron structurel dont le but est de traiter uniformément un objet ou un
groupe d’objets. La figure 1.1 présente la structure générale du motif tic conception
3Patrons de conception
Créationnels Structuraux Comportementaux
factory Method Adapter Interpreter
Abstract factory Bridge Template Methoci
Builder Composi te Chain of Responsibility
Prototype Decorator Comrtiand
Singleton Facacle Iterator
Proxv Media tor
v1eineiito
flyweight
Observer
State
Strategv
Visitor
TAB 1.1 — La classification tics 23 patrons selon leur famille
Composite. Une classe abstraite Component déclare Fiuterface pour la composition
doh jets. Les opérations peuvent etre appliquées indifféremment sur mi objet de
type Leaf ou sur une composition cl objets tic type Cornposte. La classe Cornposde
définit lar ailleurs, un comportement polir les composants aant des enfants.
1.2 Détection de patrons de conception
Comme mentionne pltis haut, 1identificatioii de patrolis de conception clans
un programme contribue à réduire sa complexité apparente et aide à docmiwnter
le code source. La production «un code source dc qualité est une préoccupation
importante chez les prugraimneurs. Eu orienté objets, la qualité du code dépend
aussi bien de son efficacité à répondre à un problème que de sa structure générale
et de ses relations avec les autres portions de code. Un code source de cina lité
facilite généraleiiient la niaintenaiice et lajout tic fonctionnalités. L’iclentiflf’atinn
de patrons de conception peut aussi servir à mesurer la qualité de conception d’un
Client
‘Rj,i’ Ciai,l
Pic. 1.1 Structure (lu patron (le conception Composite (illustration tirée (le
[GHJVD4]
svst èine.
Chaque patroH de (oiiceptioii se caractérise par un eliselillile (le rôles avec (les
particularités propres (structurelles ou autres). La (létection (l’un mot if de concep
tion dans un prograunne consiste à associer aux différents rôles, des entités du
programme respectant ces particularités. Un rôle dun motif peut également être
joué par une entité tarit ôme (q/iosi en (zig), une entité non présente dans le pro—
granune analysé mais connue par référence. counne par exeniple les entités d’une
bibliothèque externe.
Les patrons de conception ne sont pas toujours connus des développeurs et (les
problèmes peuvent avoir été résolus de manières différentes de celles proposées par
les patrons de conception. Certaines contraintes imposées par l’architecture d’un
programme obligent aussi parfois des modifications à la micro—architecture (struc
ture «mi sous—ensemble des classes d’rui programme orienté objets [CJO1a]) d’un
motif (le conception. La détection (le motifs “dégradés” est clone aussi importante
5et ces micro-architectures pourraient possiblement. être améliorées en appliquant
des corrections basées sur les motifs de conception.
Plusieurs techniques (le détection ont été proposées comme la programmation
logique [Wuy98,KP96. HHLO2], la programmation par contraintes [QYW97, GJO1 b],
la transformation de graphes [SvG98. NSWO2, SKOU] ou la logique floue [JZ97,
NWWO1. N\1W01], etc. Ces approches ont toutes un problème de performance en
temps. Les approches fondées sur les métriques [_-FC9$, GSZU1] sont prometteuses
niais encore trop lentes pour l’analyse de programmes de grandes tailles ou pour
être utilisées quotidienneuiient par des maint eneurs.
1.3 Algorithmes de bio-informatique
Les bio—i iformataiens saut confrontés a (1(5 prohR’mc’s siHilaires à la recherche
de motifs tic conception clans clos programmes. En effet. la comparaison et. l’oii—
gilemeuit de séquences cFÀDN (Acide DesoxvriboNucleique) sont essentiels en bio
logie moléculaire. Le concept d’approximation est aussi extrêmement import ont
en hio—inforniatiqutc car la duplication avec: modihcatiouis est un processus cen
tral dans l’évolution dc’ protéines. La mutation dc gènes est aussi très fréquente
en biologie [Gus97]. Localiser tIcs gènes mutés clans de longues séquences d’ADN
ou des protéines modifiées dans de longues séquences d’acides aminés sont clone
des problèmes similaires à celui de la détection de formes approchées de motifs
de conception dans un programme de grande taille. Les séquences d’ADN peuvent
atteindre tics longueurs de plusieurs millions (voire milliards) de caractères. Les al—
goritlunes tic coiriparaisolt dc cliaines se doivc’Ht, clone d’être performants. Plusieurs
des algorithmes développés ou utilisés sont très efficaces en temps et pourraient
6possiblement être adaptés pour résoudre le problème d’identification de motifs de
conception dans des programmes de grandes tailles.
1.4 Notre approche
Pour remédier au problème de performance. nous tentons «adapter les algo—
rithmcs efficaces utilisés en bio—informatique pour la recherche (le micro—architectures
siunlaires aux motifs (le conception (lans 1111 programme. Comme ces algorithmes
fonctiomuient sur (les chanies (le caractères, la première étape consiste à construire
mie représentation (le la structnre des programmes et (les motifs (le conception sous
la forme de chaînes de caractères. Nmis y parvenons en parcourant (les graphes
orientés représcntant le programme et le motif. Cette solution cst inspirée dc tech
niques d’assemblage utilisées en bio—informatique.
Nous avons développé trois algorithumes (le recherche de motifs (le concept ion
inspirés de ceux utilisés cii bio—informatique. Le premier utilise la prograunnatiou
dynamique. le deuxième la simulation «automates et le dernier iiiauipule (les vec
teurs (le bits. Un outil utilisant ces algorithmes (EPI) a eté développé et une étude
de cas approfondie a été effectuée. L’approche avec vecteurs de hits s’avère p1ns
efficace cii temps que les approches existantes avec une qualité de résultats similaire.
1.5 Organisation du mémoire
Ce mémoire est divisé en 5 chapitres. La chapitre 2 passe en revue les diffé
rentes technicjnes utilisées pour l’identification «occurrences (le motifs (le concep
tion dans un programme. Les qualités que doit posséder un outil de (létection y
sont égdcnment discutées. Le chapitre 3 introduit les algorithmes utilisés en bio—
7informatique ainsi que l’utilité qu’ils peuvent avoir en génie logiciel. Le chapitre 4
détaille les algorithmes d’identification développés inspirés de la bio-informatique.
Enfin, le chapitre 5 présente un survol de l’implémentation en Java de notre outil
ainsi qu’une étude de cas pour évaluer les résultats obtenus. Nous démontrons que
notre approche permet ime très bonne performance sans sacrifier la précision et le
rappel. Finalement, nous concluons par un récapitulatif des points importants de
la recherche, des contributions apportées par ce travail et des limites de l’approche.
Certaines idées de travaux futurs sont également présentées.
CHAPITRE 2
ÉTAT DE L’ART
2.1 Principales techniques
Plusieurs techniques différentes ont été utilisées afin de détecter des occurrences
rie niotifs de conception clans un programrlle. Dans cette section. les principales
techniques sont expliquées et discutées.
2.1.1 Programmation logique
Lune ch-s preillières techniques utilisées pour identifier automatiquement les
occurrences de patrons de conception clans im programme est la programmation
logique (Wuyti] ou plus tard renoumiée la ittétaprogranitnatioti déclarative [Brit]O
qui consiste à manipuler du cocle source avec la programmation logicue.
La programmation logique est une forme de prograninliation (simple et) déclara
tive où les instructions exéciit ées par l’ordinateur sont remplacées par des règles de
logique inatliéiuatique. Lobjcctif étant de coi,sdé’rci des joïntutcs coinï!mc ctc. pro—
grammes et la constrnctioii de Ïenrs prennes comme / ‘eTcitZ0Ti de ces proqTïimmes1.
Ce paradigme de programmation est largement utilisé en intelligence artificielle,
notamment pour simuler l’expertise humaine clans les systèmes experts ou pour
faciliter le traitement du langage naturel. En programmai ion logique, les données
(ensembles (le laits et de règles) sont représentées par des clauses (le Hoïn et la ré
solution (hill problème se fait à l’aide cl’uti algorithme d’unification. Lunnificatioti
http ://www.irisa.fr/laiidc/nidoux/LPAZ/nodeli).html
9est une opération binaire qui consiste à rendre deux termes éganx en attribnant des
valeurs aux variables. Le système manipule donc les faits et les règles pour dériver
de nouveaux faits.
La programmation logique a été largement utilisée pour concevoir (les outils de
détection automatique de patrons de conception [Wuv98. KP96, HHLO2J. Sa simpli
cité, réduisant la tâche du développeur à déerire les connaissances et le prohlèrrie à
résoudre est son principal avantage.
En général, les outils de détection de patrons de conception basés sur la pro
grammation logique construisent un ensemble (le règles (ou prédicats) à partir (les
motifs de coneeption et unc banque de faits à partir des artefacts (lu prognunnie
(classes, méthodes, relations. etc.). Un moteur dinférence recherche ensnite les
entités pouvant jouer mi rôle dans un motif de conception. Par exemple, SOUL
(Smalltalk Open Unification Language) [Wuy98] est un langage (le progranmiation
logique basé sur PROLOG et implémenté dans VisualWorks SMALLTALIK. Les
entités jouant mi role dans mi l»itron sont obtenus grace aux algoritlnnes dunili—
cation de PROLOG.
L’outil PAT [KP96] est également basé sur PROLOG et permet de détecter des
occnrrences (le patrons (le conception dans des programmes C++. Un ontil d’ana
lyse structurelle (PARADIGM PLUS) est utilisé pour extraire des entêtes de fichiers
FIG. 2.1
— Arcintecture (le PAT
‘o
C++, l’information structurelle nécessaire à la détection d’occurrences de patrons.
Les motifs de conception, issus d’une bancyue de patrons de conception, et l’infor
mation extraite du code source sont représentés avec la notation OMT et traduits
en mie représcutatio;i PROLOG grâce aux programmes P2PR0LOG et D2PROL0G.
Ils deviennent les faits et les règles que le moteur d’inférence de PROLOG manipu
lera pour rechercher les micro-arelutectures satisfaisant l’ensemble des règles issues
d’un motif. La figure 2.1 présente larchitecture de PAT et la figure 2.2, la règle
utilisée pour détecter les occurrences du patron Composite.
cornposie(Cpn1, LeaJ Cornpos) t
ctass(-, C’pnt,),
ctass(corcrete, Leaf),
ciass(concirte ,Corripos),
operatzon(-,-, Cpnl, 0i ---)
operaiiorr(-,-, Leaf Op ,-,-,-),
Oj)eTtittOTi(-,-, Coi pos,Op
-,-
operaiion(-,- ,Adci
.-.-
—, Cpnt ,Rernove, —,
—, —)
operatton(-,
-, Cprif , GeCk.
-,-.
operaizoui(-,-. C’ompos,Add.-,
-, -]
operalion(-,-. Compos,Rernove.-,-,-),
ope’ratzon(- ,- ,Cornpos.Ge(C’Jt
,-,-,-),
inÏteriiance(Cpnt ,Leaf),
znheTflance(Cpnt ,Corripos).
a fJgregatzon(Compos, e;acttiyone, Cpn, raany).
FIG. 2.2
— Exemple (l’une règle dans PAT pour la détection du patron Composite
Deux inconvénients majeurs limitent le succès de la programmation logique clans
le cadre de la détection de patrons de conception. Premièrement, les algorithmes
d’unification ne permettent pas de détecter des micro—architectures similaires aux
motifs. En effet, chacune des variantes d’un motif nécessite de nouvelles règles.
Toutes les formes approchées doivent donc être prévues à l’avance.
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Deuxièmement, l’efficacité de la technique est limitée notamment à cause de la
complexité combinatoire à identifier toutes les entités pouvant. jouer un rôle clans
un motif. qui correspond au problème d’isomorphisme de sous—graphes. De plus,
la lenteur d’exécut juil des algorithmes d’urnfieatiou est. reconnue et cssenlietteîent
dv.e à t “madapto.fion du, st?jÏe toq/.q?I.P i’is-à—ms ctîi. modèle tIc Von—Neumann [TLOO].
2.1.2 Programmation par contraintes (avec explications)
Proche de la progranimation logique, la programmation par contraintes pe—
met de resoudre des problèmes combinatoires définis sur des domaines finis. Une
contrainte est. une relation logique eut te variables prenant leur valeur clans des
(ioncanles tlûiiiies.
Un problème de satisfaction de conti aintes (C’SP) est ih.hm par mi ensemble
de variables, et des ensembles de (Ioulai ces et de contraintes 1)01 w (es variai )les.
Une solution à un problème tIc satisfaction (le contraintes est u7ft ),m(/aTcczollon.
complète qui satisfait toutes les contraintes c’est—à—dire qu’à chaflue variable est
affectée mie valeur pal réduction de son domaine à un singlet on. À r haque réduction
du domaine d’une variable, le solveitr exanune s’il est possible de rkliure ceux des
aut.res variables impliquées avec elle clans une contrainte. On converge ainsi vers les
solutions du problème. Si le domaine dune variable se retrouve vi(le. il n’y a pas (le
solution (conirridzction) et il faut remonter dans l’arbre de recherche (backtracking).
De nombreux problèmes clans différents domaines se pretent bien à la program
mation par contraintes. Elle est. utilisée, par exemple, (fans des logiciels cl’optirm—
sation pour la gestion du trafic aérien, de rotation de personnel. de sinmlation de
circuits intégrés ou d’ordonnancement JusO3].
Dans leurs travaux précurseurs, Quilici et al. [QV’V97j traduisent la détection
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de patrons de conception dans un programme en un problème de satisfaction de
contraintes. À chaque classe d’un motif de conception est associée une variable dont
le domaine est l’ensemble tics classes du )rograI1n1e. Les relations entre les classes
(association, agrégation, etc.) deviemient les contraintes du sstème.
PTfDEJ (Pattern Trace Identification, Detection anti Enhancement in Java)
[GJtJIh, GuéO5] est une suite doutils dédiée à l’analyse et à la maintenance de
programmes orientés objets permettant la détection doccurrences de patrons de
ccinceptioli a laide tic la progrannmation par contraintes avec explications. Les cx—
l)lications servent à justifier les solutions on labsence tic solution en indiqmmt
les contraintes satisfait es et celles ne pouvant l’être. Les coni raintes amenant une
contradiction (absence tic solution) peuvent être relaxées et ainsi permettre de trou
ver des architectures similaires aux motifs tic conception. Cette action est laissée au
développeur car il est en niestire de choisir quelles contraintes peuvent être relaxées
sans perdre le principe du patron tic conception recherché. Cette action peut tou
tefois être automatisée cii attnhuarit. des poids a priori à chacune des contraintes
et en laissant le système relaxer ces coutramtcs dans l’occire tléfini par ces poids.
Variables
Client
Compon coi
C’omposute
Leaf
C’ontivzntes t
associatzon(ctzcnt. coiîipone’nt)
znÏteritance(cornponent. composite)
inÏterztunce(compone’nt. teaf)
composif.zori.(composte, comportent)
fic. 23
- Exemple de système de contraintes pour la détection du Composite
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Comme la programmation logique, la programmation par contraintes a Favan
tage d’être simple pour le développeur. Toutefois, malgré un nombre important de
travaux pour améliorer son efficacité (propagation de contraintes, algorithmes de fil
trages), celle—ci demeure linutée (temps d’exécution et espace mémoire requis). Par
contre, (outraircinent aux règles (le programmation logique, les contraintes Peuvent
être relaxées ou retirées afin de permettre la détection de micro-architectures simi
laires aux motifs (le conception.
2.1.3 Réduction de l’espace de recherche à l’aide de métriques
Rechercher les occurrences (l’un motif de conception par 1 approche de la “force
brute” demande de tester toutes les configurations possibles (les classes d’un pro
gramme pour les rôles du motif. Il faut (loue tester, polir im iiiotif de k classes
clans un programme en contenant n, cotiHguratioiis différentes. Les approches
par progranunation logique et par programma tion iris contraint es avec explications
ne règlent pas ce problème de complexité combinatoire.
A B C DEvaluation des Evaluation Autres
métriques structurelle évaluations
D S C S B SA
FIG. 2.4
— “i\hdti—stagc filtering”
Afin de réduire l’espace de recherche et ainsi améliorer l’efficacité des outils
de détection, Antoniol et aï. [AFC9] proposent d’utiliser les métriques. Les mué—
triques sont (les mesures dc certaines propriétés (l’une partie d’un logiciel ou de sa
spécification. Antoniol et aï. proposent de séparer la détection en trois processus
d’évaluation (voir Figure 2.4) t l’évaluation des métriques, l’évaluation structurelle
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et l’évaluation des délégations. L’évaluation des métriques consiste à réduire le
nombre de classes possibles ponr chacun tics rôles d’un motif. Lors de cette étape
d’évaluation, certaines métriques des classes du système étudié (nombre dattri—
buts. d’opérations ou d’associations) sont comparées avec les valeurs espérées porir
les rotes du motif. Ces valeurs espérées proviemuwnt dc la description théorique
des patrons tic conception. Cepenciant, les occurrences de motifs tic conception ne
reflètent pas toujours exactenient la théorie.
Récemment. Guéhéneuc et aï. [GSZO1] ont combine la programmation par contrai ites
avec explications et Fétude empirique tic métriques pour identifier efficacement. des
micro—architectures similaires aux motifs de conception. Contrairement aux tra
vaux d’Antoniol et tit., ils ne se servent pas de la description théorique tics patrons
de conception ruais d’une “empremte de chacun des rôles d’im motif obtenue en
étudiant les attributs internes de classes (taule, filiation, cohesioti, t ouplage, etc.)
jouant ce rôle. Ils utilisent les métriques pour réduire la t ailie des domaines des
varijhles utilisées par leur solv.-ur de contraintes.
Extraction des
______
Propositional rule
_____
Validation des Interprétation
metriques learner algorithm regles
FIG. 2.5
- Création des empreintes des rôles des motifs tic conception
Les empreintes sont construites (voir figure 2.5) à partir de données prises daims
P—MARc [GSZO1]. une base tic mmncro—architectures similaires aux mot ifs tlc concep—
tion recueillies mammelleinent à partir de onze programnhiies de différentes tailies.
Les métriques calculées sur ce micro—architectures sont. données à .JRIP [WFiJ91,
un proposztzonat rate 1ca7-n.er aïgorithm tlui en déduit un ensemble de règles pour
chacun des rôles d’un motif tic conception. Par exemple, voici une règle de trois
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empreintes générée pour le rôle de feuille du patron Composite où NMI représente
son nombre de méthodes héritées, DIT sa profondeur dans I arbre d’héritage, NMO
son nombre de méthodes stirchargées et NM son nombre de méthodes
(NfviI >= 26 et DIT >= 5) ou (NMI >= 25 et NMO < 2) ou (DIT >= 3 et
NM <= 12).
Une classe peut jouer le rôle tic feuille du patron Composite si et seulement si
son empreinte correspond à celle de la règle. Par exemple. son nommibre de iiiéthodes
héritées (NMI) doit être pins grand ou égal à 26 et sa profondeur clans l’arbre
d’héritage (DIT) plus grande ou égale à 5. Dans un prograniiiie tic taille moyenne
utilisé pour valider l’approche. es empreintes ont permis mie réchiction de l’espace
de recherche allant de 69.UO% à $9.15
L’étude des attributs internes des classes dun progralillile ne permet pas. à
elle seule, d’identifier tics occurrences tic motifs de conception. Deux rôles peuvent
exiger les Hlênles attribut s internes et deux classes peuvent avoir les mênies valeurs
pour un enenilde de niétricyues. Par contre. conibince a itiit’ autre approche comnie
la programmation par contraintes, l’évaluation de métriques permet d’ainéiioier
la performance de détection eu réduisant considérablement I espace de recherche.
L’évaluation des métriques améliore égalemc’nt la précision tics résultats cii enle
vant les occHrrences avec tics classes iie pou’ant pas jt)uer tic rôle clans le motif
de conception daprès les valeurs enipiriques tics inétrittues. L’efficacité tic’ l’outil
développe clans GSZO_l] souffre toutefois dc’ la mauvaise performance de la l)T0
gramniation par contraintes avec explications.
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2.1.4 Transformation de graphes
Les graphes sont souvent utilisés prt représenter diverses données. De nom
breux algorithmes efficaces de manipulations et transformations de graphes per
mettent de ]es utiliser pour résoudre plusieurs types de problèmes tels les problèriies
combinatoires. Les motifs de concept ion et les progriimmes peuvent facilement être
représentés par des graphes. Les diagrammes UML le sont d’ailleurs souvent. La
recherche de motifs de conception peut alors être étudiée comme un problème de
recherche de sous—graphes clans un graphe. Toutefois. ce problnw d’isomnorphismne
de sous-graphes est, dans le cas général. NP-complct [Epp95].
Plusieurs travaux d’identification de motifs de conception [SvG9$. NS\V+02.
SIKOO] représentent les niotifs et les programnilles comme (les graphes orientés. Les
classes. méthodes et attributs représentent généralenient. les noeuds et les relations
inter et. intra—chasses. les arcs du graphie. Dans leurs travaux. Seemann cf iii, par
courent le code source d’un prograltiitie afin (le construne un graphe prehmmaire
contenant ses entités (classes, interfaces. etc.) et ses relations élémentaires (héritage.
mstanciation, etc.). Ils utilisent ensuite des règles de transformation dc graphes
pour obtenir (le nouveaux iïoeuds (motifs) et arcs (associations, agrégations, délé
gations. etc.). Une règle de transformation est. composée de deux parties. La partie
de gauche représente un sous—graphe à iclcntifer dans le graphe tandis cue la partie
de droite représente la modification à faire aux sous-graphes trouvés. Par exemple,
un arc agrégation entre deux classes est ajouté si et seulement si des ares association
et création existent entre ces deux classes
cl agrège c2 :, cl est assoczée à c2 A cl crée c2
L’identification d’occurrences dit motif de conception Composite est réalisée
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grâce la transformation suivante
Soit SUB(G,) = {DID sous-classe transitive de q.
Sz B D E SUB(C)ID agrège C A C délègue à D composite(CD,A)
où D SUB(G,) et A SUB(G,) - SUB(D,).
Les occurrences du niotif (le conception Composite se retrouvent alors dans le
graphe sous forme (le noeuds.
Niere et al. {NSW+02] ont égalemeut développé un outil de détection basé sur
les transformations de graphes. Comme Seemann et al. [SvG98]. les occurrences de
motifs de conceptioii sont représentécs par des noeuds ajoutés à un graphe repré
sentant mi programme. Leur graphe préliminaire est un graphe syntaxique abstrait
(ASO) géuéré par le parseur de code source Java JAvACC. Afin (le réduire le temps
nécessaire à l’obtention (les prenuers résultats et d’éviter les longs calculs inutiles
eu cas d’erreur au début du processus de détection. leur algorithme (le détection
alterne entre deux modes d’analyse, ascendant et descendant, et permet une inter
action avec le maintenenr. Les annotations au graphe servent de point dc départ à
la recherche (le sous-graphes.
L’analyse débute en mode ascendant avec les règles clépeiidant seulement «ob
jets (lu ASO. Ceci permet d’éviter les nombreuses contradictions possibles avec les
approches descendantes dues à un manque d’information en début d’analyse. Les
règles dépendant (le règles activées sont déclenchées. Si ces règles ne peuvent pas
ètre traitées immédiatement par nianrpie d’information, elles sont ajoutées à une
liste d’attente pour le mode descendant qui débute lorsque le mode ascendant ne
peut plus progresser. Dans le mode descendant, les règles en attente déclenchent les
règles dont elles dépendent. L’analyse retourne au mode ascendant lorsque la liste
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d’attente pour le mode descendant ne contient que des règles ne pouvant s’activer.
L’analyse se termine lorsque la liste d’attente du niocie ascendant est vicie ou ciue
les règles en attente ne peuvent être activées.
Par exemple, la figure 2.6 (tirée de [NSW+02]) montre l’exécution de l’algo
rithme pour la recherche ci’occurrences de motifs de conception Composite. L’ovale
noir représente un noeud ajouté par le mode ascendant tandis que les ovales gris
représentent les noeuds ajoutés par le iniode descendant. La règle GéncraÏisation
déclenche la règle Composite en mode ascendant qui ne peut s’activer car elle re—
qinert les annotations association, et iN_D e’tégation. Une fois en mode descendant.
elle déclenche les règles de délégation et d’association.
fIG. 2.6
— Exécution de l’algorithme pour la recherche de
Com posite
Chacune des amiotations représente un résultat iuternrédiairc et les règles de
transformation peuvent être modifiées en tout temps par le mainteneur. Des anno—
cl ,c2 cl c2
cl
cl :classe i:héritage c2:cIasse
super
ASG sub
motifs de conception
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tations peuvent également être ajoutées manuellement par celui-ci.
L’algorithme d’inférence derrière les transformations de graphes ressemble beau
coup aux algorithmes de progranimnation logique. Les graphes sont cependant très
pertinents pour rcpréscutcr les motifs de conception et les modèles de progranunes
car la transformation est très simple ct leur ressemblance avec les diagrammes
UML facilite leur compréhension. Toutefois l’identification de formes similaires
aux motifs de conceptiou n’est pas possible sans modifications importantes du ruo—
teur d’inférence. Par exemple, Niere et ai. ont récemment modifié leur approche
pour traiter la logique floue.
2.1.5 Logique floue
La programmation logique a beaucoup été utilisée pour la recherche (l’occlir—
rences (le niotifs de conception notamment à cause de sa facilité à représenter le
problème. Cependant, elle ne permet pas la détection de micro—architectures simi
laires aux mnotiLs (le conception puisque les prédicats sont soit vrais soit faux. La
logique floue est nue généralisation (le la logique classique qui perminet différents de
grés (le satisfaction (lune comiditiori. Le raisonnement en logique floue est largement
utilisé en intelligence artificielle et représente davantage le raisonnement humain.
Cette teclmique est d’ailleurs largement utilisée cri robotique et en médecine. La
logique floue a également été utilisée pour la détection (loccurrences de motifs de
conception [JZ97,NWWO1,NMWO4]. Jahnke et al. ont développé des réseaux géné
niques (le raisonnements fions (GFRN) [1SZ97] pour la rétro—ingénierie de hases (le
données relationnelles. Lenmr moteur d’inférence effectue des recherches cri permet
tant une information hmconnplète on incommsistante cri transformant les CFRN en
réseaux de Pétri fions (FPN). Ils ont également utilisé leur approche pour détec
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ter des micro-architectures sinulaires aux motifs (le conception et les corriger selon
les spécifications des patrons de conception. Toutefois, aucune étude ne montre la
précision de leurs résultats ou les temps d’exécution sur (le gros programmes.
Niere et al. ont modifié le moteur d’mfcrence de Jahkne et al. afin de détecter
les micro—architectures sinulaires aux motifs (le conception en remplaçant les règles
des GFRN basées sur l’algèbre relationnelle par (les règles de transformation (le
graphes floues. À chacune des règles est associée ime valeur de crédibilité estimée
par le mainteneur. Pour chaque annotation créée par une règle rie transforniation.
mie valeur (le confiance est! calculée selon le niveau (le respect (les conditions (le
la règle. Les résultats peuvent (1011e être triés et ainsi permettre au mainteneur
dexaininer seulement les occurrences qu’ils jugent problématiques ou intéressantes.
Toutefois, établir les prennères valeurs de crédibilité peut poser problème.
Le calcul (les valeurs (le confiance se tait lorsque le moteur d’inférence a ter—
nnné ses opérations on lorsque celui—ci est interrompu par le inainteneur. Elles sont
calculées à l’aide d’un réseau de Petri flou obtenu a partir du graphe annoté. À
chaque annotation et lien du graphe correspondent. respectivement, mie place et
une transition dans le réseau de Petri.
Soit un réseau de Petri flou RPF = (P. T, F, cr, tu, nac, ccc, iic) avec
P an ensem hie finz de places
T un, ensemble fini de tninsitzons
F C (P y T,) U (T x P,) an ensemble d’ares
cr : P /0.. 1] mie i’aievr de crédibilité
Un P /0..]J un seuil
nac P —* /0..]] ‘une valeur de confiance définie par le raainteneur
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eue : P — /0..1J ‘une vateur de confiance catcnté’e
nac(p) si définie
P
— /0.. 1] avec Vp E P. ac(p) —
c’ac(p) 5ZflOfl
Soient les fonctions ftt : T /0.. 1J et. îrq(p) définies comme
ftt = rnax({ac(p)I(p,t) E F }) et
nq (p) = mn({ftt(t)) (t.p) E F}).
la valeur tic confiance calculée cac pour une place est Vp E P.
I ‘(») 1 E T ((eec t, p) E f
cac(p) =
min( {cr(p),
“ii (p) }) SZflOTI
ht’ seni pourrait serVir à éviter la création d’annotations avec tille valeur tic
conhaii e trop basse en ne pt’rmettant pas les annotations avec nue valeur (le
confiaHce plus petite que leur seuil (l’être utilisées pour (‘réer tic nouvelles aimota—
tions, Le seuil n’est toutefois pas utilisé dans la définition donnée plus haut,
L’approche de la logique floue est intéressante car eHc’ permet la detec’tiou de
micro—architectures similaires aux motifs de conception sans définir chacune des
variantes possibles. De plus, les résultats peuvent être triés selon leur valeur de
confiance. Par contre, comprendre conirnent les valeurs de confiance sont calculées
peut s’avérer difficile et ainsi limiter leur utilité,
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2.1.6 Synthèse
D’autres teclunciues d’identification d’ocuurre;iccs de motifs de conception clans
1111 programll1e (recjuêtes sur des modèles tic programmes [KSRP99], études lin
guistiques et stylistiques [Bac98]) ont été étudiées mais les prmcipales sont celles
présentées dans ce chapitre. Le tableau 2.1 résume les caractéristiques tics ces dif
férentes techniques.
PL PPC Transformations de graphes Logique floue
Identification non oui non oui
automatique
d ‘occurrences
approchées
Performance mauvaise mauvaise mauvaise N/A
TAu. 2.1 Caractéristiques des différentes techniques d’identification
Une technique d’identification de motifs de conception doit permettre l’identifi
cation cl occurrences similaires aux motifs de conception clans de gros programmes
en un temps raisormable. Aucune des techniques présentées ne répond parfaiteiuent
à ces besoins. La penfoniriance de ces tecimicues peut toutefois être améliorée en
réduisant l’espace de recherche par l’étude (les Iliétriqiies.
La précision des résultats est également nnportante clans un algorithme tIc re—
cherche. L’étude tic la structure d’un rograiiii et de son code source seulement
amène de nombreux faux—positifs (fausses détections) et n’assure pas la détection
(le iriotifs de conception autres que structuraux. Combinée avec une technique
d’identification l’étude empiriques des métriques permet d’améliorer nettement
la précision. L’étude du comportement «un programme grace à l’enregistrement
d’informations lors de son exécution sous forme de traces combinée à l’étude du
code source semble également être une idée prometteuse pour améliorer la préci
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sion [WenO3, HZCDO5, PCOOJ.
Notre outil de détection doit donc être rapide, permettre l’identification cUoc
currences similaires aux motifs de conception et pourrait utiliser l’étude empirique
des métriques pour obtenir mie boime précision.
t
CHAPITRE 3
LA BIO-INFORMATIQUE AU SERVICE DU GÉNIE LOGICIEL
Les différentes techniques utilisées jusqu’à maintenant pour la cletection de mo—
t.ifs de conception ont une efficacité limitée. La plupart obtiennent des résultats
satisfaisants sur des programmes de petites tailles mais ne perniettent pas l’ana
lyse de gros programmes (plusieurs centaines tic classes). Par exemple. PTIDEJ
avec la programmation par contraintes nécessite plusieurs heures tic calculs pour
analyser QUICKUML. im programme cl environ 1t)O classes.
Les bio—informaticiens sont confrontés à (les problemes similaires à la recherche
de motifs tic conception tians tics programmes tic grande taille. En effet, la coin—
paraisoit (t l’alignenicnt tic séquences d’ADN (Acitie DésoxyriboNucléique’) sotit (‘s—
sentiels en biologie fliolé(iilaire. Le concept (1 approximat ion est atussi cxl réinement
important en bio—mfonnatitiue car la ciuplicat ion avec modifications est un pro
cessus central dans 1 évolution de protéines. La mutation de gènes est aussi très
fréquente en biologie [Gus97]. Localiser (les gènes mutés dans de longues séquences
d’ADN 011 des protéines modifiées clans de longues séquences d’acides aminés sont
donc des problèmes similaires à cehu (le détection (le formes approchées de motifs
tic conception tians un grand programme.
Une séquence d’ADN est formée d’une succession tic micléotudes (caractères).
Les quatre nucléotides possibles sont ladenine (A). la cytosine (C). la guanille
(G) et la thymine (T). Les séquences dADN peuvent atteiithe des longueurs tic
plusieurs uttillions (voire niilliarcis) de caractères. Les aigorithnies de comparaison
de chaunes se (loivent dont’ tl’étre performants. Plusieurs tics algorithmes développés
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ou utilisés sont très efficaces en temps et pourraient possihiement être adaptés pour
résoudre le problème didentification de motifs de conception clans des progranirnes
de grandes tailles.
Cc chapitre introduit différentes teclunques de recherche exacte et approxi
mative en ho—informatique ainsi qu’une méthode polu transformer les motifs de
conception et programmes en chaines de caractères inspirée des méthodes dasseni
blage en bio—informatique.
3.1 Algorithmes de recherche en bio-informatique
3.1.1 Recherche exacte
Etant donné un mot P de longueur p et un texte T de longueur t sur un
alphabet commun , le problème de recherche exacte consiste à trotiver toutes les
occurrences (le P clans T. Liclée la plus simple consiste à parcourir le texte avec
une fenêtre glissante de longueur p, à comparer les caractères de la fenêtre à ceux
de P et à avancer la fenêtre cl’im caractère lorscue deux caractères ne sont pas
égaux. Cet algorithme naïf rie s’avère toutefois i très efficace (‘t tiécessite. clans
le pire des cas, p X t comparaisons.
Approches avec comparaisons de caractères
Plusieurs types d’algorithmes ont été proposés pour optimiser le problème de
recherche exacte. Le premier algorithme à résoudre le problème en temps linéaire
est celui de PRATT ET MORRIS [MPZO]. Cet algorithme ressemble beaucoup à celui
de la force brute mais exploite la réussite partielle avant une erreur afin d’optimiser
le décalage de la fenêtre.
Soient une tentative à la position j clatis T (O < j < t
—
p) et y le mot formé
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par la réussite partielle avant l’inégalité à la position P[i] et T[i + j] (O < i < p). Il
est possible clu’rm préfixe y de u soit égal à un suffixe de u. On appelle ce mot, à la
fois préfixe et suffixe, bord de u. Il est donc possible d’effectuer un décalage (voir
figure 3.1) de manière à ce que les comparaisons reprennent entre le caractere clui
suit le bord maximal de u dans P et le caractère à la. position i + j clans T.
j 1+]
TI u I
P u I
V ICI I
Fia. 3.1
— Décalage de l’algorithme Pratt—Morris
C’onurie les décalages ne dépendent que de u (donc de P). ils peuvent être
précalcidés. La complexité tic cet algorithme est en O(p + I).
Plusieurs autres algt.)rithmcs différents ont été dlévelt.)ppés avec fenêtres glis
santes. Le plus utilisé est celui de Bo’ER ET MOORE [B\177] qui possède comme
particularité deffuctuer les coniparaisoils de droite à gaudie. Lus décalages dé—
puliflunt aussi dii carma tère dans T provoquant la difféicncu. La position ou lah—
sence de ce caractère clans P permet de plus ou moins grands décalages. Lopération
de base de ces algorithmes est la comparaison de caractères.
Approches numériques
D autres approches au problème de recherche exacte se basent sur des opéra
tions sur des hits ou sur ïarit,hmétique. Lus algoritlnnes S[;IPT—OR [BYG92] et.
SITIFT—AND [WM92b1 mainpulent des vecteurs dc hits et tirent leur efficacité de la
capacité des langages tIc programmation à manipuler les mot.s machines. Soit M,
tin tableau de vecteurs binaires tic taille p. Trouver les occurrences de P clans T
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avec Falgorithme Shift-Or consiste à remplir ce tableau M définit pour Ï < i < p
comme
(O siP[1..i]=T[j—i+1..j]
M[z] =
t 1 sinon
M1 [‘i] O si et seulement si ili [i — 1] = O et T[j + 1] = p{i]. La transition entre
iii1 et M peut être calculée très efficacement à l’aide d’opérations binaires sur
AI1 et tics vecteurs de hits obtenus préalablement. On définit pour chaque caractère
x tic P un vecteur S, indiquant les positions de x clans P comme
t O six
1 311100,
L’obtention tic M1+ se réduit alors à deux opérations. un décalage vers la
gauche de une position en mettant un 1 clans le bit tic poids faible (<) et un et
logique (A)
= (M1 «1) A
Le premier vecteur du tableau représente les positions clans T où se trouve le
premier caractère tic P, le deuxième représente les positions clans T ou se trouve
le deuxième caractère de P précédé du premier caractère de P et ainsi tic suite.
Construire le dernier vecteur tic M résout clone la recherche exacte. En effet, un
zéro dans AI indique la fin d’une occurrence dans T. Le tableau 3.1 est le tableau
M pour la recherche du patron ABC clans le texte ABEFAGDABFABc’E. Les
zéros aux positions 10 et 14 tIc M3 iiitiiquent cue tics occurrences se trouvent
aux positions 10
— 3 + 1 = 8 et 14 — 3 + 1 = 12 tic T. Un avantage de ces
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algorithmes numériques, outre leur efficacité, est qu’ils sont facilement adaptables
pour la recherche approximative. Une version de Shift—Ancl est d’ailleurs utilisée
clans le programme AGREP {WM92a] pour la recherche approximative de mots clans
un texte.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
ABEFAGDAB CF A B CE
1 A 0 1 1 1 0 1 1 0 1 1 1 0 1 1 1
231011111101 1 1 0 1 1
3 C 1 1 1 1 1 1 1 ï ï 0 1 1 ï 0 1
TAn. 3.1 Tableau M po’ir la recherche exacte de ABC’ clans ABEFAGDABC
FABGE
Cert ains algorithmes transforment le prol ilèrne de reclieR lie exacte en un pro—
blême arit hmnétique sm des nouihrc’s eut iers. L’algorithme de KAR P—R..\RIN [NR$7]
exploite cette idée cii donnant des valeurs numériques à des chaumes (le (-aractcres
à l’aide d’une fhmiction de hachage. Pour mie fonction de hachage cjuelconciue H.
la recherche d’occurrences consiste à faire
— ï comparaisons entre H(T[i..i + p])
et H(P[1..ml) pmir 1 < I < t — J). Comme H(P[1..inï) est constant, le nombre
d’évaluations de H à effectuer est 1 — /
—
p.
Approches avec automates
Une autre approche utilisée pour la recherche doccurreiices d’un patron clans
un texte consiste à construire un automate fini. Un automate peut être considéré
comme nui graphe orienté cloiït les sommets sont appelés états et les arêtes, transi
tions. Plus préci5é1ent. un automate fini est un ciuintuplet (S. E, T, q0. A) où
— Z est un alphabet fini
— S est un ensemble fini d’états
— T est. une fonction de transition
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- qf) E S est l’état initial
- A C S est l’ensemble d’états finaux.
Laittomate lit successivement les caractères du texte passant d’état(s) en état(s)
et signale les positions clii texte où une occurrence du patron se termine (états
finaux). Un avantage des automates est qu’ils peuvent reconnaître tous les langages
rationnels (Théorème dc Klccuc). Un automate pcnnct donc aussi la recherche de
patrons définis par des expressions régulières. La figure 3.2 représente un automate
fini déterministe pour la recherche du patron abba. Lors de la recherche (le abba
clans le texte abaabbabba, l’automate passe successivement clans les états 0, 1, 2, 1,
2, 3, 1, 2, 3 et ‘1. Connue l’état final (1) a été atteint deux fois, le texte contient
deux occurrences de abbci, (qui se termn tient aux positions Z et 10 clii texte).
FIG. 3.2 — Automate fini déterministe pour la recherche du patron abba
3.1.2 Recherche approximative
La recherche approxi native consiste à trouver toutes les occurrences d’un patron
P
=
{piv2..pJ clans un texte T = {t1i2 .1,} à k erreurs près.
Plusieurs définitions de distance ont été proposées pour mesurer la différence
entre deux chaînes de caractères. La distance de Harnming, par exemple. correspond
a
ub
Ï)
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au nombre de caractères qui diffèrent entre les séquences. La thstance de Hamming
entre la chaîne acbba et la chaîne abbba est 1. La distance de Levenshtein (ou
edit distance) est souvent utilisée en bio—informatique. Elle correspond au nombre
minimum d’insertions, supJ)ressions et substitutions nécessaires pour transformer
une chai te eu une autre. Par exemple, la distance de Levenshtein entre achhab et
tj.bbba est 2 car une façon optuitale de passer de la (haine ] à la chaine 2 est de
substituer le e pour un h et de supprimer le dernier b.
Le problème de rechet cIte approximative petit donc etre résolu en trouvant toits
les indices ‘t de T où d(T[ï,.. j], P) < k avec d(i, j) la distance entre les chaînes
‘t: et y. L’approche la plus utilisée pour resoudre ce problenie est la programma—
tian dynamique. La programmation dynamique est une itiéthode de résolution de
pt’obleuies d’optimisation satisfaisant le principe d’optimalité de Belhnan. Une sa—
lutimi opti nale «itu problème est obtenue à partir des solutions optimales de t ans
les sous—problèmes. La recherche approximative par programum t ioli dynamique se
laise sur trois coliiposalites essentielles, une relation (le récurrence, une table (le
calcul et. tin chemin. L’approche desceuidatite patit’ évaluer unie recun’rence est très
simple à programmer niais n’est pas du tout efhcace. Beaucoup de calculs effec
tués sont redondants. L’évaluation cl’nne relation de récurrence à deux variables
requiert seulement (n + 1)(’tn + 1) évalrtations distinctes de ht fonction. L’approche
ascendante de la progranirnation dynanuque effectue mie seule fois chaque calcul
et est ainsi beaucoup plus efficace.
L’approche consiste à remplir urne table D (le taille m x n. dont les cases D(i.. j)
prennent les valeurs ct(h.. t. k..j) où O < h < I < n et O < k < j < ,n. La
valeur (lune case dépendl des valeurs précédemment obtenues. La première ligne
de la table D(0, i) est initialisée à O pour permettre aux occurrences de débuter à
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n’importe ciuelle position de T. La première colonne D, O) est initialisée à j et
D(i,j) = min{D(i — l,j — 1) + w(P[i], T[j]), D(i — l,j) + 1, DQ,j — 1) + 1} où
O si T[i] = P[j]
w(i,j)
1 sinon
Le tableau 3.2 représente la table D pour la recherche approximative clii mot
abcd clans le texte dabccdabeda avec la distance (le Levenshtein.
cl a 1) C C cl a 1) C cl a
O O, O O O O O O O O O O
RiTTiïuTT?T
E3321’O1221’12
[ 4 3 3 2 1 “1 1 2 2 1 0 1
TAR. 3.2 Table D pour la recherche a pproxi native du patron t,hfd dans le texte
tittbccdabcda avec la distance de Levenshtein
La clerincre ligne de la table indique la distance de l’alignement local optimal
de P à chaque position de T. Par exemple. D(1O. 1) = O signifie clu’un alignement
local de distance O se trouve à T[i..1Oj où i est la position où termine le chemin
optimal débutant è la case D(1O, 4). Cc chenun (Hiolltrc par les flèches dans le
tableau 3.2) correspond aux valeurs utilisées pour calculer D( 10, 4). Le tableau 3.2
iricliciue aussi cluune occurrence du patron se trouve à T[1..5] avec une distance de
1.
L’approche par programmation dynamique permet facilement de donner un
poids différent aux substitutions dépendanuneiit du caractère enlevé et ajouté.
Elle permet aussi de spécifier un coût pour la présence de trou. Un trou est un
espace permis dans une chaine pour permettre un alignement. Par exemple, il est
I)Ossible d’aligner caaatcac avec ctcaaaac en permettant. des trous de longueur 3
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tcaaatca- - .
I I Ces ajouts sont possibles en mochfiant la relation tic recurrence.
- -tcaaftacj
Comme mentionné dans la section 3.1.1, il existe également des approches mimé
riques pour résoudre le problème de recherche approximative. Les automates sont
aussi Iréciuennnciit utilisés pour cc type dc problèmes [Ukk5, Ho197]. La hgmc
3.3 représente l’automate fui uion déterministe polir la recherche approximative tic
abba avec mie distance de Haunming maximale de 2. Lorsque Fétat final (ni. i) est
atteint, cela indique une occurrence du mot à distance de Haninung i cFun sous—mot
du texte. Plus Fautomate permet d’erreurs, plus il sera grand. Le nombre néces—
saie d’états est (bullé par la Ioruiuh’ (k + 1)(m + 1
— ). La construction de tels
autoniates peut être coûteuse [Mel95]. Une solution intéressante consiste à simuler
l’automate saris le construire.
Fic. 3.3 Automate fini itou ciétenm tiste pour la recherche approximative de abbtr
avec une distance de Hamming maximale de 2
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3.2 Construction des chaînes de caractères d’un programme et d’un
motif
Les algorithniu de bio—mtorinatique pruseiltes operent tous sur des chaînes du
caractères. Les motifs de conception et les programmes dans lesquels nous voulons
faire les recherches n’existent pas sous cette forme. Pour les utiliser pour la recherche
de motus, il faut convertir les programnnies et. motifs en chaînes de caractères.
Comme la complexité des algorithmes présentés dépend de la longueur des
cliamnes utilisées, il faut obtenir des représeutatioiis les plus petites possibles. Les
programmes et. lus motifs dc conception p(’uVf’nt etre représentes par Icius etitites et
les relations entre ces entités. Par exemple. mi programme peut être représenté par
un ensemble de triplets entité- relation—entité. Il suffit donc de trouver l’agencement
optimal (le tous ces triplets afin il obtenir la plus petite chaîne possible.
3.2.1 Algorithmes de bio-informatiqtte
Le problème d’assemblage (le sécpieuces lors (le sécuençages aléatoires (sbotgun
sequencmg) en bio—inforniatic1ue correspond au niènie problème d’agencement. Le
but étant de déduire la chaîne ADN «origine à partir d’un ensemble de fragment.s
séquencés [KM9.5’ *
Définition t Étant donné un ensemble de k chaînes P = fsj, 5k }, une
super—cliaine, de l’ensemble P est mie chaîne contenant toutes les cbaines s
Etant donné P un ensemble de fragments séqitencés. la plus courte siiper—ehaine
de P est une bonne candidate pour la chaîne ADN d’origine. Le problème de trouver
la chaîne ADN d’origine peut alors être abordé comme celui de trouver la plus courte
smtper—chame.
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Par exemple. soit P = {ACCGT. COTOC. TTAC. TÂCCGT}. La Plus courte
super-chaine possible de P est TTACCGTGC. Trouver la plus courte super-chaine
est toutefois un problème NP—difficile [GJZ9I. Lheuristiqne gloutonne est lapproche
standard utilisée pour trouver Une sujicr—cliauic approcliniit la super—chaîne opti
male. Cette super—chaîne est obteinic cii joignant suce ssivcmc’nt les clcnx chaînes
de l’ensemble possédant le plus grand chevauchement. Par exemple, étant donné un
ensemble de chaînes P {GTCAT. CTAGT. GCTA}, cet ensemble devient P =
{GCTAGT, GTCAT} et finalement P = {GCTAGTCAT}. Lorsque l’ensemble ne
contient plus qu’un seul élément, cet élélneHt est une super—chaîne (CCTAGTCAT).
Il arrive que l’ensemble final coiitieiiiic Plt1 (l1 ill dfl1C1i salis chevaiichenient
Ces séquences peuvent etre coiicatenees. Ceci nest toutefois pas acceptable en bio
informatique ou un séquençage suppléinciitaire est nécessaire Avec cet te approche.
la super—chaiiie obtenue ne depasse jamais 4 fois la longueur dc la super—chaîne op
timale [K P594]
Lite autre approche consitt’ mi t:oiistruiïe Hit graphe orienté Oit les sOiltiIlCtS re—
prcscntf’ilt les k chaînes sj à s de P. Des an s sont créés entre chaque paire de
sommets (s, .s)) avec comme longueur, la longueur clii plus long préfixe de s cfui
s’aligne avec un suffixe de s. Il suffit ensuite de trouver le chemin le phis court qui
visite tout les sommets du graphe. Ce problème correspond au problème du pos
tier chinois. Soit P = {ATC, CCÀ, GAG. TCC. AGT}, la figure 3.4 représente le
graphe orienté et ic chemin lu plus court parcourant cc graphe permet tant (l’obtenir
la siiper—chiaine de P. A TCCA GT (tiré de binalginithims.info).
Une autre approche est utilisée pour un cas particulier dii problème de super—
chaîne, lors le séquençages par hybridation DLBCS9]. Lors de ce type de sécuen—
çage. les fragments ont tous une longueur fixe k et. derLx fragments consécutifs se
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ATC
e
!\
AGT 1 CCA
7 2
V /
2 7,9,’’\ 2
/
1
CAG TOC
FIG. 3.1 — Graphe orienté pour P et le chemin le plus court
chevauchent par k
— 1 caractères. On constnut im graphe orientc dont les sommet.s
représei itent les différentes chaînes ADN distinctes de longueur k
— 1. À chaque
fraginciit correspond une arête entre les sonniiets représentant ses k
— 1 caracteres
de gauche et ses — 1 caractères (le droite. Une super—chaîne candidate à la chaîne
ADN peut alors être obtenue en parcourant chacune des arêtes du graphe. Afin
dobteiiir la plus petite itpeï—cliauic, il faut trouver un chemin. sil en existe un.
(lui emprunte une fois et une seule. chacune clesaretes. Le mathématicien Euler
résolut ce problème et énonça qu’un graphe admet ce type de chemins (dits culé—
riens) si et seulement s’il est connexe et ne possède pas plus de cieux sommets de
degré impair et si tous ses sonrirnets sont de degré pair s’il est orienté. Le degré
d’un sommet dans un graphe orienté correspond à la somme du nonibre d’arêtes
c’iitraiites et du nombre cFarêtes sortantes. La haine ADN est clone obtenue cri
trouvant, et eu parcourant mi chemin eulérien dans le graphe orienté. La figure 3.5
montre le graphe orienté (tiré de [Gus97]) correspondant à leusemble de fragments
P = {AAA, AAC, ACA, GAG, CAA, ACO, CCC, GCA, ACT, CTT, TTA, TAA}.
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A
Un cbt’inii eulérien Passe successivement P les somnit’ts A C. C’A .A C. CG. GC.
A. AA. AC. CT. TT. lA. AA et AA. pour obtenir la super-chaine AC’ACG
(]AA CTTAAA.
La iiotiohi de scqueiwe rirciilaue (le (lenhier raractere prk éde le premier) est
aussi importante cii bio—i iforinatique. En effet. lAD’\ des bacteries et des nuto—
chontlnes est géneralenient circulaire. L’ADN des Virils possède parfois aussi des
propriétés circulaires. Dans certaines populations virales, l’ordre linéaire de l’ADN
d’un individu est une rotation circulaire de celui d’un autre individu [Gus97]. Des
cycles culuriens sont utilisés plutut que des cbeniiis pour pouvoir manipuler les
chaînes comme des séquences (udillaires.
3.2.2 Notre approche
Un progiamme conçu selon le paradigme orienté objet.s est représenté statique—
ment par son code source tlécrivant les entités et éléments interagissant pour exécu
ter les fonctionnalités. Un métanioclèle est uttilisé décrire les entités ut les élé—
FIG. 3.5 Graphe orienté pour l’ensemble de fragments P
= { AAA, AA C, A C’A,
CAC’, CAA, ACG. CGC, GCA, ACT. CTT. TTA, TAA}
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ments des motifs de conception et des programmes et ainsi créer leurs modèles. Ces
modèles sont des graphes avec les entités comme sommets et les éléments comme
arêtes. Les éléments considérés sont les relations binaires interclasses : création
(instantiation). spécialisation, imuplénientation, utilisation, association, agregation
et t-oniposition. Les graphes sont orientés puisiiie les relations binaires interclasses
le sont. Si plus d’une relation identique existe entre deux entités, une seule est
conservée puisque les autres ne procurent aucune information supplémentaire. La
figure 3.6 représente le graphe du modèle du motif de conception Composite.
Client L[3poizi
+oJe?-ation()
Leaf
. Composite
+operationt) +operation()
+add( c Component)
+remove( c : Component
+etChild( j int )
Fic. 3.6
— Graphe dii modèle dii iiiotif de conception Composite
Comme les programmes et les motifs de conception peuvent être représentés sous
la forme dc graphes orientés, notre approche s’inspire des cieux dernières approches
présentées clans la section précédente pour créer les super-chaïnes. Les chamnes de
caractères sont construites en parcoura lit des cycles eulériens des graphes représen
tant les mot ifs et les programmes. L’importance d’avoir des cliauiies circulaires era
expliqiwe à la fin de la section.
Les graphes orientés représentant les modèles de motifs et (le progranirnes ne
sont pas Hécessairement eulériens. Il faut clone les rendre eulériens en ajoutant. par
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exemple, des arêtes entre les sommets avec mi nombre différent d’arêtes entrantes
et sortantes. Ces sommets sont identifiés à laide de la matrice d’adjacence repré
sentant. le graphe. La matrice cl’acljacence A d’un graphe fini G à ‘n sonmiets est une
matrice ‘n x n. où aj est égale au nombre d’arêtes allant du sommet i au sornniet j.
La figure 3.3 montre la matrice dadjacetice (lu graphe du motif de conception Com
posite sans prendre en considération le sommet Client. Le graphe nest eulérieri
pmsciite ses sommets Leaf et Component possèdent des degrés impairs (1 + O = 1
pour Letif et 2 + 1 = 3 pour Componeot).
Coinponent Leaf Composite Degré sortant
Comnponent O Ï 1 2
Leaf O O O O
, Composite 1 0 t) 1
Degré entrant 1 1 1
TAB. 3.3 Matrice «adjacence du graphe du niotif de conception Composite
Une liste optimale d’arêtes à ajouter au graphe non eulérien est obtenuC à
l’aide du Lrarisportatwn serti pte.i;. L’algoritlinme du snnplex permet de résoudre des
prol-)lènws doptimisat ion clatit la fonction objective è optiriilser et les contraintes
a respecter surit linéaires (progrannuation linéaire). Le ti’ttrispo’î’fûizOri s’imptf’:l: ré
sout le problème de transport qui consiste à niiriimiser le (ont total d’envoi de
marchandises entre in origines (chacune avec un approvisionnement propre n1) et n.
destinations (chacune avec mie demande propre b1). Ce probleme consiste à mini
miser la fouet ion de coût c,1]: où r < cz Vi < ni =
Vj < n. i > O Vi. j et e est le coût. de transport d’une unité de marchandise
entre lorigine i et la destination j.
Les sommets avec plus cFarètes entrantes que sortant es sont considérés etunme
origines et cetix avec plus d’arêtes sortantes que entrantes comme destinations. La
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fonction ries coûts c entre origines et destinations est considérée uniforme (c’est
à dire à valeur unique). La figure 3.7 représente le graphe eulérien du modèle
Composite. Une arête ‘dummy” a été ajoutée entre les sommets Leaf et Component.
[Client as j Cornpone,zt
_______________________________
±opera!ion()
Leal Composite
+operationO +operation()
‘+add( C: Component)
+rcrnove( c : Componentj +getChildt ï : mi )
FIG. 3.7 — Graphe eulérien du modèle du motif rie conception Composite
Tout graphe eulérieii possfce un cycle eulérien. Les represe itations sous formes
de chaînes de caractères sont obtenues cii parcourant les cycles eulériens. Ceux—ci
sont obt crins en résolvant le problème dit postier chinois qui consiste è trouver le
plus court chemin visitant chaque arête d’un graphe au moins une fois. Le cycle
eulerien est. pmu’ un graphe ciilérien, la solution optimale au prohièiiic dii postier
chinois. La figure 3.8 montre un cycle eulérien pour le graphe du motif de conception
Composite sans considérer le rôle Client.
Etant donne un sommet rie départ s. la solution au problème tin postier chinois
est une liste uniclue d’arêtes commençant et se terminant par 5f1 et contenant tous
les arêtes mie seule fois. La représentation sous forme de chaîne de caractères est
la série tics éticiliettes des sommets et des arêtes parcourues. Par exemple, pour le
motif de conception Composite. la chaine obtenue est
Corriponent ïn Leaf dm Comportent in Composite co Comportent.
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CIkit C
[z zJ
fic. 3.8 — Cycle eulénen pour le graphe du modele clii motif dc conception Coin—
p0j t e
Le choix titi sommet (le clépa; t influence le i ésultat. En effet. la chaiiie obtenue à
partir clii sorHnlet Com flO pour le graphe du mot if dc conception Composite est t
Compos de co Compon( rit in Lcof ctm Coropooent in Composite Les deux chaînes
suit tlifiti eutt’s iiicliS soflt toutefois echuivalciltc’s loistiuu cuiisideiees (0111111e dis
séquwuuc es tut uhanes En effet. hinplf’iuleiltation de h’algmitlnne clii postier chinois
titihisée choisit toujom s la même ai ête potu soi tu d’un sommet L’ai ête utilisée
dépend de son poids et de sa valeur lexicogi aphique en cas d’égalité de poids cuti e
cieux arêtes.
CHAPITRE 4
TECHNIQUES DE DÉTECTION
Le problème de recherche de motifs de conception dans un programme en est un
(le recherche approximative. Toutefois, les distances utilisées en bio—informatique
ne sont pas applicables. En effet. les approximations tolérées, (lans notre cas, sont
limitées. Par exemple, la chaine Component in LefJj diii CÏassX in Composite co
Component n une distance de Haniming de seulement 1 avec la chaine représentant
le motif (le conception Composite. Pourtant, cette micro—architecture est très loin
de celle du niotif de conception Composite. Dans ce chapitre, les différentes ap
proximations souhaitables sont discutées. Trois techniques de détection (le nioti1i
(le conception inspirées ch’ la bio—i iforiiiatique S()tlt eiistiitc détaillées. Finalement,
deux approches pour améliorer la précision des résultats sont présentées.
4.1 Approximations
Les patrons de conception ne sont pas toujours connus des développetirs et
certains problèmes peuvent avoir été résolus de manières différentes de celles pro
posées par ies patrons (le conr eption. Certaines contraintes imposées par l’archi—
tecttire d’un progranhiric obligent parfois des modifications à la micro—architecture
d’un motif de conception. Des micro—architectures identiques à un motif (le concep
tion peuvent également être ren’ianze’es dans teins structures et organisations lors
(le l’évolution d’un programme [MHGO6. Les technicues (le détection doivent per
mettre la détection de ces formes approchées des motifs de conception. Ces oc
currences doivent toutefois être exanunées manuellement par le mainteneur ou
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s’assurer quelles sont véritables. Dans certains cas, des corrections basées sur les
motifs de conception peuvent être appliquées afin d’améliorer le code.
Trois types d’approximation sont relativement fréquents. Premièrement (1),
la relation entre deux entités peut être plus ou moins forte. Par exemple. la re
lation d’agrégation «un motif de conception peut etre remplacée par une rela
tion plus forte (composition) ou pltis faible (association, utilisation) clans le pro—
gramme [GAAO1J. Deuxièmement (2). tous les rôles d’un motif de conception ne
doivent pas nécessairement être joués par de.s entités du programme. Parfois, cer
tains rôles peuvent être absents sans compromettre la solution (ex : motif Compo
site s ms LuJ ) Tioisicnicnicnt (ji) lt lnc; u chic dcs cntitcs pcut t tic qpioc lit c
du motif de conception
Une entité peut étre insérée ou retirée tIc la hiérarchie suggérée par un motif de
conception.
I
cr, cr,
in ,‘ in inj
H D E 1 F I
Fic. 4.1 — Programme avec deux occurrences approchées
Composite
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La figure 4.1 représente un exemple de programme avec deux occurrences appro
chées du motif de conception Composite. L’occurrence {Compoaent = B, Composite =
F, Leaf = D, E} est approchée avec les approximations de type 1 et 3. La relation
de composition est remplacée par une relation d’agrégation et la classe emphC est
insérée entre la classe jouant le rôle de Component et la classe jouant le rôle de
Composite. L’occurrence {Componeat = C, Composite = D, Leaf = E, F} est
également approchée puisque la relation entre la classe jouant le rôle de Compo
site et la classe jouant le rôle (le Comjonent est une relation (le type association
(approximation de type 1).
4.2 Approche avec programmation dynamique
Lapproehe par prograimnation dvnannquc semble à priori appropriée pour la
recherche d’occurrences de motifs. La possibilité (le pouvoir attribuer (les coûts
différents aux substitutions clépendanunent des caractères est intéressante. Une
manière de comparer deux chaînes de caractères consiste à donner une valeur de
similarité à la place d’une distance. On cherche alors à maximiser la fonction ob
jective plutot qu’à la nnmnnser. Cette approche est beaucoup plus utilisée en bio—
informatique. Dans le cas de la recherche de motifs, l’approximation de type 1
peut facilement être prise cii compte. Il suffit, par exemple, de donner une valeur
de similarité élevée entre deux relations identiques, une valeur moins grande pour
deux relations de même type mais non identique (ex composition et agrégation)
et une valeur nulle entre dIeux relations différentes (ex : composition et béritage).
Conune les occurrences Peuvent se trouver n’importe où dans la cbaîne représen
tant le programme, il faut aussi permettre l’insertion d’espaces au début et à la
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fin de l’alignement. Le patron A assoczatzon B aurait donc une valeur de similarité
élevée avec la chaîne C création A agrégation B dwmmyRetationship D.
L’approche par programmation dynamique est toutefois confrontée à deux pro
blêmes importants. Prenuèrenient, une occurrence (approchée ou non) d’un motif
de conception iic se trouve pas nécessairement de maniere contimie clans la chame
du programme. Des espaces doivent pouvoir être insérés entre les triplets. Une façon
de contourner ce problème pourrait être de considérer les triplets comme tics carac
tères et modifier en conséquence la fonction de similarité. Le deuxièuie problème
vient du fait que la chaîne représentant un motif de conception correspond plus à
une expression régulière qu’à une chaîne de caracteres. Par exemple. on ne cherche
pas les caractères C’ornponent. Leof ou Cornpo.ute clans la chaîne clii programme
lorsqu’on recherche le motif Composite mais plutôt des entités pouvant jouer ces
roles. Comportent, Leaf et Composite pcuvent être substitués par n’importe quelle
entité clii progranlime. Ccci ne serait pas vraiment un problème si chaque occur
rence de ces caractères dans la chaîne du motif pouvait êtn- remplacée par n’iniporte
quelle entité clii programme. Toutefois, cela amènerait un nombre t rOI) iniport ant de
fausses occurrences. Chaque occurrence d’un rôle clans la chaîne du motif tloit étre
remplacée par la même entité. Comme ce problème est difficilement gérable avec la
prograrunilation dynamique et que cette technique n’est pas reconnue pour son ef-.
ficacité, cette approche n’est finalement è vraiment appropriée pour la recherche
d’occurrences de motifs de conception.
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4.3 Approche avec automates
La simulation «automates est un moyen très utilisé pour rechercher les occur
rences d’une expression régulière dans un texte. Il existe deux classes d’automates
pour décrire un mot défini par une expresiou régulière. les automates finis non
déterministes (AFND) et les automates finis déterministes (AFD). La différence entre
ces cieux classes d’automates est que tout état d’un AFD possède une seule transition
sortante porir chaque symbole (le l’alphabet taudis qu’un AFND peut avoir plusieurs
états suivuits pour un même symbole. Ces cieux types d’automates reconnaissent
toutefois les mêmes langages. Un AFD peut tIre construit à partir (11m AFND et
vice—versa. La génération d’un automate à partir d’une expression régulière peut
facilement étre automatisée [Chi6l. T1io68
in Composite
FIG. 1.2 AFND pour la recherche du motif de conception Composite
La figure 1.2 représente l’AFND pour la recherche clii motif de conception Compo
site, L’automate AFND possède Lm/2i + 1 états où in est le nombre rie symboles dans
la chaine rie caractères. Lue transition avec coucbtious est ajoutée pour chacpie tri
plet. Par exemple, le premier triplet correspond à la transition Component in Leaf
entre l’état O et l’état 1. Des transitions en boucle sont également ajoutées à chaque
LeoJ (liii C’ni;ijwii, iii
C’oiiipoiient in Lent Lent tin C’oinponei t
C’,,i,i1nno iii in C’oinpos,ie
Composite en C’onipnnen(
C’oniposzie en Coiiipoiieni
46
état, sauf le final, pour permettre des trous entre les triplets. Lors de la simulation
de l’automate, une liste d’occurrence est créée et validée. Les conditions sur les
transitions servent à s’assurer que chaque occurrence d’un rôle est remplacée par
la niême entité. Soit le prograinule représenté par la figure 4.3, l’automate lit le
prenner triplet A in B et, les états t) et 1 s’activent. L’état 1 s’active en créant
une occurrence avec A comme Corriponent et B comme Leaf. L’état O reste activé
grâce à la boucle et permettra d’obtenir des occurrences avec des entités différentes
pour les rôles Componerit et Leaf Par exemple. en lisant le prochain triplet. une
occurrence {Comjonenf = B, Leaf = D} est créée. L’automate trouve l’occur
rence {Component = B, Leaf D. Composile = E} en passant successivement
par les états O, t). 1, 2. 3 et 4. Lorsque l’état 2 est activé, la transition Component in
Composite peut être einprmitée si et seulement si le premier symbole ht correspond
à l’entité associée ait role Component. Dans le cas de l’exemple, la transition a pu
être iïise lorsque l’automate a lu le triplet B in E.
r-TFH
- H
[B
__
I - LzJ DZ
C fl j E
(a) Modèle dii programme (h) Modèle milérien
AinBinDdBinEcoBinCdmGcrCdGcrDdGcrEdmGasFagA
(e) Représentation sous la forme de UliaflIC de caractères clii modèle euléiieii
fIG. 4.3 - Exemple simple de prograriirne
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Contrairement aux automates servant à vérifier si un mot appartient au lan
gage défini par des expressions régulières, le chemin parcouru par les automates
pour la recherche d’occurrences de motif est important. La simulation d’un AFND
fonctionne avec unc liste de chenniis et par retours en arrière. Pour chaque nouveau
triplet lu, les transitions suivantes possibles de tous les chemins actifs sont testées.
Chaque chemin se terminant à l’état final correspond à une occurrence. La figure
4.4 represente le pseudo—code simplifié de l’algorithme de simulation. La simulation
se fait en lançant la fonction mcitcÏi avec la chaîne du programme. Fétat initial dc
Fautomate et une occurrence vide comme paranlètres.
match (input, currentState, currentOccurrence)
occurrences := {
IF cur’rcntStatc IS finalSiate
ADD urreiitOccurreiwe IN
R ETUR N
END I E
1F (NOT END 0F input)
FOR AIL transitiulis X IN cnrrei1tStatc.trl]isitiuiis
IF x.(oii(IitioiiRespcctctl( iiipiit.get’Iriplet. tiiiiiiitOccuri’eiice)
UPDATE currentOctiirreiice
.A DD nmatch(input.retiiuvcTriplet. x.clestiiiationState. curreimt0(ctirrc’iice) IN occurrences
ENDIF
ENDfOR
ENDIF
RETURN occurrences
FIG. 4.4 Pseudo—code simplifié pour la simulation de l’AFND
Le nombre de uhelrHHs, se rendant à l’état final ou 11011, peut devenir rapidement
très grand t’t rend cette technique moyennement efficace. L’utilisation cl’AFD règle
ce problèmime puisclu’un seul chemin permet de trouver les différentes occurrences. La
construction de ce type d’automates pour la recherche de IHotifs est par contre iyius
complexe. La figure 1.5 représente l’AfD pour la recherche du motif de conception
Composite. A chaque transition est associée une condition. Par exemple. la transi-
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tion 02 in 03 entre les états 1 et 2 peut être prise si et seulement si 02 représente
l’entité associée au rôle Component (02 tic la transition Ci co 02 entre les états O
et 1). La transition * d’un état est prise lorsque les autres transitions de l’état ne
petweut pas l’être. Elle correspond à tous les autres triplets possibles non sf)écifiés
par les transitions existantes. Les transitions contenant la relation din peuvent être
considérées comme tics c—transitions clans les AfND et comme tIcs transitions sans
condition clans les AFD.
Fic. 4.5 - AFD Polir la recherche du motif de conception Composite
Les occurrences approchées peuvent facilement être obtenues avec l’approche
pur automates. L’approximation tIc type 1 s obtient en ajoutant simplement des
transitions. Par exemple, ajouter tics transitions C aq 0 là où il y a des transitions
co C clans l’AFD permet d’avoir tics occurrences avec une relation d’ay!égution à
la place tic la relation de composition (par exemple, C cg 02 entre les états t) et 1).
L’approximation de type 2 s’obtient également cri ajoutant des transitions. Ajouter
mie transition sans condition entre l’état 2 et fétat 1 de l’AFD permet de trouver
C co 02 02 Za C1
*
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des occurrences sans entité associée au rôle Leaf Finalement, l’approximation de
type 3 s’obtient en modifiant les conditions sur les transitions en permettant, par
exemple, aux enfants ou aux parents d’une entité de jouer son rôle.
Lapproclic par automates présentée possède toutefois un problème. En effet,
elle utilise l’hypothèse que les triplets d’une occurrence se retrouvent toujours clans
le même ordre. L’approche utilisée pour créer les chaînes de caractères en maximise
les chances niais il est possible que des occurrences soient oubliées par l’approche par
automates. Ce problème pourrait être contourné en construisant (les automates avec
des arcs entre chaque paire d’états et. en aJoutant la condit.ion qu’une occurrence
existe si et seulement si tous les états de l’automate ont été parcourus.
4.4 Approche avec vecteurs de bits
Les algorithmes vectoriels sont reconnus pour leur etbcacité lorsque le mot à
rechercher est petit. Afin d’obtenir un algorithme efficace et régler les différents
problèmes rencontrés avec les deux autres approches, nous avons développé un al
gorithme vectoriel itératif sinspira.nt des approches numéridlues de recherche exacte
en bio—informatique.
Les entités jouant des rôles clans mi motif de conception sont trouvées en effec
tuant des opérations binaires standard (ou—logique, et—logique, décalage à droite,
décalage à gauche. .
. ) sur des sécfuences de hits appelées vecteurs caractéristiques.
Définition t Soit tin symbole 1 dans une chaîne de caractères ;, le vecteur
caractéristique de 1, noté 1, est défini comme
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1 six1=1
l =
o sinon.
Chaciue symbole de la chaîne du progranlr;le a son propre vecteur caractéristique
d’uiic longueur égale à la longueur de la citaitre du progralHme. La valeur du vecteur
caracténstique d’un symbole à la position i est égaie à 1 si et seulement si ce symbole
se trouve à la position z dans la chaîne du programme. Les vecteurs caractéristiques
correspondent, en quelque sorte. à la première ligne du tableau iii tics algorithmes
Shift—And et $hift—Or (3.1). Les vecteurs caractéristiques sont circulaires puisque
les chaînes de caractères le sont. Le décalage à droite cFun vecteur caractérist iclue
x = Xi ,,, est défini comme —> x .Lm.rl . Tous les éléments ont été
décalés tl’mie position vers la droite de manière circulaire. Le décalage à gauche de
X est X .12
Par exemple. pour le programme représenté par la figure 1.3. le vecteur carac—
térist ique de la classe C est
G = 00000000000000 10001000100010000
11
tandis que celui de la relation ciliéritage ‘irt est
in = 010100010001 000000000000000000.
19
Notre algorithme lit la chaîne ciii motif par triplets et associe (les entités tin
programnie aux rôles. Par exemple. pour le motif Composite, Falgorithme débute
en 1isant le triplet Comportent in Leaf. Il recherche les entités avant cl après le
symbole in dans la chainc du prograirirird’ avec des opérations binaires sur les vec—
51
teurs caractéristiques pour les associer respectivement aux rôles Component et Leaf
(opérations détaillées dans le pseudo-code de la figure 1.6).
before :
= { }
after := {}
—token
FOR EACH ENTITY X IN TI-IE STRING
conjunctionX X A token
IF conjunctionX 15 NOT NULL
ADD X IN after
—conjunctionX
FOR EAC1I ENTITY Y IN THE STRING
conjunctionY := Y A conjunctionX
IF conjunctionY IS NOT NULL
ADD Y IN before
ENDIF
ENDFOR
ENDIF
ENDFOR
FIG. 4.6 — Pseudo—code pour récupérer les entités avant et après un symbole dans
la chaîne représentant le programme
Chaque couple (Cornponeil. Leu!) représente une occurrence potentielle qui
sera validée ou mise—à—jour après la lecture de chaque triplet de la chaîne du motif.
Le prochain triplet (le la chaîne du motif Composite représente une relation dia, et est
ignoré. L’opération est répétée pour le troisième tnplet (Component in Composite).
Le rôle Compoi cal n déjà été rencontré et des entités dii programme y ont été asso
ciées. Lalgorithrne essaie donc d’associer des entités au rôle Composite respectant
la contrainte d’héritage avec les entités jouant le rôle de Cornporieit en vérifiant
si la conjonction du vecteur caractéristique de chaque entité du iroginme avec
la conjonction des vecteurs caractéristiques
— in et —>— Component n’est pnn
mille. La présence (le 1 dans le vecteur résultat signifie que l’entité est enfant de
l’entité jouant le rôle de Component (se trouve directement après le symbole (le
l’entité jouant le rôle de Component et le symbole ‘in). Par exemple, les opérations
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suivantes sont effectuées sur les vecteurs caractéristiques pour savoir si l’entité E
peut jouer le rôle de Composite clans l’occurrence partielle potentielle { Component
= B, Leaf = C}:
= 00001000100010...0
18
—‘in = 00l01000100010...0
18
(—÷-‘ B) A (—* in) 0000100010001 0 0
18
E = 000000001 0. 0 1 000000
8 15 6
0000000010...0.
s—,
8 22
L’occurrence { Component = B, Leaf = C. Composite = Ef cst ajoutée à la liste
d’occurrence potentielle parce que le vecteur (—> B) A (—‘ in) A E contient uu
1. L’entité E se trouve après les symboles B in dans la] chaîne du programme. La
table 1.1 montrc les occurrences après la lecture dci prenuer, troisième et quatrième
triplet. L’ordre dans lecjnel les triplets sont bis influence le temps d’identification. Il
est préférable de traiter les triplets représentant des relations plus rares’ en preiuier
pour ainsi réduire le nombre d’occurrences potentielles en début d’analyse. Ceci
peut étre fait eu donuant des poids différents aux arétes du graphe représentant le
motif lors de la résolution du problème dc postier chinois, en faisant des décalages
circulaires ou cii effectuant un post—traitenient sur la chaîne du motif. Par exemple,
la daine dii motif de conception Composite (voir 3.2.2) peut être décalée de manière
circulaire pour obtemir la chaîne Composite co Component in Leaf dm Component
in Composite et ainsi traiter la relation plus rare de composition au début. La table
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Triplets
First Third Fourth
(in) (in) (co)
4-’ 4-’ 4-’
G) G)
G) G) •4 G)
C C
o o o o o
O D. D.
E E E E E
o o o o o
u -j u -j u u -j u
A B A B B B C E
B C B C C B D E
B D B C D B E E
B E B C E
3 D C
3 D D
B D E
B E C
B E D
B E E
TAn. 1.1 — Occurrences apres la lecture du prii’r, trnisieiiie et qilatriènie triplet..
Les approximations de type 1 et 2 sont traitées différemment qu’avec les auto
mates. L’approximation tic type 1 s’obtient en utilisant la con]onction des vecteurs
caractéristiques des relations équivalentes plutot que celui de la relation. L’approxi—
tuation de type 2 s’obtient en permettant d’ignorer des relations (triplets). Un rôle
peut être absent cri ignorant toutes les relations qui lui sont reliees.
4.5 Amélioration de la précision
La précision des résultats dépend en grande partie des données analysées. L’étude
seule de la structure d’un motif et d’un programme ne permet pas toujours une
grande précision. L’ajout d’approximations dans la recherche permet la détection (le
motifs approchés mais augmente aussi beaucoup le nombre de fausses occurrences.
Deux approches pour améliorer la précision des résultats ont été implémentées.
4.2 montre cyue le nombre d’occurrences potentielles est ainsi diminué.
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Triplets
First Second fourth
(co) (in) (in)
4-
Q) C Q) C Q) C
. Q)
.t Q) .t Q)
fl C u C u C
o o o o o o
0 C 0
E E E E E E
O O O O j O O
u u u u u u
E B E B C E B C
E B D E B D
E B E E B E
TÀB. 1.2 — Occurrences après la lecture du premier, deuxienic et quatrième triplet.
Preniièremeïit, nos chaînes de caractères représentant les motifs (le concept ion
contiennent ce qui doit être trouvé. Certains patrons de conception précisent aussi
ce qui ne doit pas Fêtre. Par exemple, lentité jouant le rôle cl’Adaptce dans le patron
de conception Adapter ne doit connaît ce I’entite jouant le rôle d’Aclapiei (4.7).
Le itoiiilre di fausses oeuiiïrf’iices peut (1011f: etre reditit cii ajout ant (les relations
de type giio;ciricc dans les (haines de caractères. i_ne relation d’ignorance l)’nt
être considérée comme un ensemble de relations négatives (pas de compost?on.
P’5 cl (zgtegcltrnn. P cl aSSoc/(JhOn. etc). Cet. ajout. est facilement possible avec
l’approche p vecteurs de bits en utilisant lopération de négation. Les triplets
représentant les relations d’zqnorrnce sont ajoutés à la fin des chaînes des motifs.
Ils jouent. en quelque sorte, le rôle de filtres.
La retlucticm dt- l’espace de recherche par l’étude empirique de métriques amé
liore la performance d’un outil de détection mais aussi sa précision. L’analyse des
métriques a donc été ajoutée ô nos approches de détection. Une entité peut jouer
un rôle clans une occurrence si et. seulement. si son empreinte respecte celle du rôle
cii question. Une liste d’entités possibles, pour uhaumi dus rôles d’un motif, est.
calculée ail début de l’analyse. Une entité peut être associée à un rôle si et seule—
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ment si elle figure (lans la liste de e role. Les nwtncilles sont calculées par POM
(Primitives, Operators. Metrics) sur le modèle du programme. obtenu avec le nié—
tamnodèle PADL (Pattern and Abst ract—Ïevel Description Langnage). Le processus
d’extraction (les métriques, la créa t ion des empremtes des roles et 1 approche en
général est dctadk’e dans [GSZO 1].
4.6 Synthèse
Un 1)011 algorithme dc dctcctiou (le motifs dc conception doit être efficace, précis
et permettre la détection de formes approchées. Les trois approches abordées clans
ce chapitre permettre la détection de formes approchées des niotifs de conception.
L’approche par programmation dynamique le gère très facilement mais n ‘est ni
efficace ru précise. Le fait que la chaîne du motif correspond plus a mie expres
sion régulière qu’è 1111e chaîne de caractères n’est pas efficacement gérable avec la
programmation clynamicue. Les expressions régulières sont fortement reliées à la
théorie des automates. L’approche avec automates est donc plus efficace et plus
as
ig
FIG. rÏ.7 — Diagramme représentant le motif (le conception Adapter avec relations
cl’ ignorance
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précise mais elle suppose que les triplets d’une occurrence se retrouvent toujours
dans le même ordre, ce cyui n’est pas nécessairement le cas. Certaines occurrences
peuvcnt donc être oubliées en utilisant cette approche. L’approche avec vecteurs de
bits savèrc la plus efficace et la plus précise. La manipulation de vecteurs de hit s
est dailleuis rc(onmw poin être tres emcace
CHAPITRE 5
IMPLÉMENTATION ET EXPÉRIMENTATIONS
Afin de valider notre approche, de trouver ses limites et de comparer son effica
cité en temps par rapport aux autres approches de détection de motifs (le cOflcCp—
tion, nous avons développé EPI (Efficient Patterus Identification), un outil per
mettant la détection d’occurrences de motifs de conception -‘xact-s et approchées
avec les techniques du chapitre 4. La première section traite de l’implémentation
de loutil et de la façon de Fiitiliser. Une étude de cas est ensuite présentée et les
résultat,s sont comparés avec ceux de deux autres outils similaires.
5.1 Implémentation
EPI a été développé eu JAvA avec EcLIPSE. Plusieurs outils et algorithmes
existants ont aussi été empruntés. Dans cette section sont présentés les différents
composants de EPI.
PADL. Nous utilisons le métamodèle PADL [GuéO5] pour décrire les motifs
de conception et les prograinnies. Il définit leur structure statique ainsi qu’une
partie de leur comportement. Les relations binaires inter—classes ainsi ciue l’envoi
de messages sont, entre autre. définis. PADL est associé à plusieurs analyseurs
syntaxiques pour construire des modèles à partir de fichiers AOL, C++ et Java.
Il contient également une banque de motifs de conception. Nous parcourons les
modèles obtenus pour construire les chaines de caractères les représentant.
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Transportation Simplex. Afin de rendre les graphes eulériens, nons utilisons
une implémentation de l’algorithme du transportation simplex de Park’.
Problème dii postier chinois- La construction des chaines de caractères est
faite avec l’implémentation efficace de Thimhlehv [ThiO3] d’un algorithme résol
vant le problème du postier chinois. L’implémentation utilise plusieurs algorithmes
connus pour leur efficacité comme celui de Flo d-Warshall pour obtenir les chemins
les plus courts.
Ptidej. EPI peut être utilisé seul mais a aussi été intégré à PTIDEJ pour visuali
ser les résultats (voir la figure 5.3). PTJDEJ (Pattern Trace Tdentification. Detection,
and Enhancement in Java) [GnéOS] est nue suite d’ontils dédiée à l’analyse et la
maintenance de programmes orientés oh jets. L’interface est toutefois la même avec
on sans PTIDEJ (voir les figures 5.1 et 5.2).
L’interface principale permet le choix de l’analyseur (soivcr). du muotif de concep
tion, du type d’approximation et l’utilisation ou non de la réduction du domaine de
recherche avec les métriques. La chaine du motif est générée suite au choix du motif
de conception et peut être modifiée par le mainteneur. Le choix des approxiniations
se fait S l’aide de l’interface 5.2(a) en choisissant les relations équivalentes de chaque
relation. La relation pathlnherztance permet l’approximation (le type 3 tandis que
la relation usd1 permet dignorer mm type de relation afin d’ohtemr l’approximation
de type 2.
Metrical Ptidej Solver. Les listes d’entités potentielles pour un rôle d’un mno
tif de conception d’après l’étude enipirique de leurs métriques sont calculées avec
tmVoir www . orlab. org.
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FIG. 5.1 Interface principale de EPI
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(n) Interface pour le choix des approximations (b) Interface pour les résultats
FIG. 5.2 — Interfaces de EPI pour les approximations et les résultats
FIG. 5.3 — Visualisation des résultats dans PTIDEJ
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METRICAL PTIDEJ S0LvER, un tics analyseurs inclus clans PTIDE.J. Cet arialv
utilise la bibliothèque de métriques logiciels POM pour réduire l’espace de
recherche.
EPI. Les cieux principales têclies de EPI sont de convertir en cliaines de carac
tères les inodeles du motif et du programme et de rechercher les occurrences de l’une
dans l’autre. La figure 5.4 représente l’architecture simplifiée de EPI avec les prin
cipaux paquetages et principales classes. Le pacuct age pnncipal soi’uer contient les
classes permettant d’efiectuer les deux têches mentionnées. La classe StringBuil—
der permet la coiistniction d’une chai w dc caractères à partir d’uH modèle PADL
0(1 (l’Un ensemble de fichiers sources. La hiérarchie de classes EPISolver représente
les différents analyseurs possibles pour la relmerche tic motifs. Chaque sous—classe
inipléniente la fonction (O!îlp(Ite5’olittIO!(S() permet tant (le lancer la recherche et
retournant la liste des occurrences trouvées. Un ficluer dc résmdtat.s pouvant être lu
par PTID E.] est géliéré. La figure J .D represcut e mi txemple du contenu dun fichier
mie resultats. Les analyseurs à base de vc’ctems dc hits utilisent des SparseBdSct
pour moiter lespace mémoire utihsé. Un spaise Iniset est une collection de valeurs
booléennes optimisée pour lorsque la majorité des valeurs sont fausses.
Les étapes à effectuer pour la recherche d’un motif de conception dans un pro
gramme avec PTtDE.J sont
1. Charger un progranune dans PTI DE.J.
2. Lancer l’outil EPI qui se trouve (mus longlet Toots.
3. Choisir les options de la recherche.
4. Lancer lanalyse en appuyant sur le bouton Sotee.
5. Charger le fi(lner de résultats afin de les visualiser.
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Algo
ChinesePostman:
ansPoationmPIjE
u
J - Solver
StringBuHder EPiSoIver
BitVectorSoIver 0ptimisedBitVectorSoIver. NFASoIver DFASoIve
State Transition
\UtiI,’
SparseBitSet
FIG. 5.4 — Arfhitcctllrc simp1iflc 4’ EPI
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1. # Micro—architecture 1 similar at 100% with Composite
2. 1.100.Component = C
3. 1.100.Leaf = D
4. 1.100.Composite = D
5.
6. # Micro—architecture 2 similar at 100 with Composite
7. 2.100.Component = C
8. 2.100.Leaf = F
9. 2.100.Composite = D
10.
11. # Micro—architecture 3 similar at 100 with Composite
12. 3.100.Component = C
13. 3.100.Leaf = E
14. 3.100.Composite = D
FIG. 5.5 — Exemple clii contenu «un fichier de résultats généré I)ar EPI
5.2 Étude de cas
Etant donné les probhnics de pertormatic e des différentes technicines de clétec—
tion de motifs de concept ion existantes. le but (le EPI est «améliorer les temps
didc-’;itiflcation tout CII obtenant au moins la ménic qualité (lc- résultats. En effet,
1111 outil extreinement rapide niais oubliant un nombre important cl occurrences
n’est pa très utile. Dans cette section, une étude des temps d identification sur des
programmes de différentes tailles est présentée et les résultats sont comparés avec
ceux de deux outils similaires.
Plusieurs travaux montrent que la programmation par contraintes obtient des
résultats de bonne qualité et que les métriques réduisent grandement les temps
cFiclentifieation. Nous avons (loue comparé notre analysetir à hase de vecteurs de bits
à deux analyseurs inclus dans PTIDE.J utilisant, la programmation par contraintes
avec explications. Le premier nutilise aucune technique de réduction de domaines
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tandis que le second implémente l’approche avec métriques. Il aurait été intéressant
d’inclure d’autres outils dans l’étude mais plusieurs outils existants ne permettent
pas les mêmes analyses qtie EPI. Par exemple, PAT analyse seulement (les pro
grammes C++: SOUL que (les prograninles SMALLTALK tandis que Fujaba, un outil
utilisant, la logique floiw, ne permet pas la détection d’un seul patron à la fois. Dc
plus. PAT et SOUL ne permettent pas la détection «occurrences approchées. Les
autres outils ne sont tout simplement pas disponibles.
Les trois techniques ont été testées sur trois logiciels libres de taille moyenne.
JuzzLE vO.5. JH0TDRAw v5.1 et QuicxUML 2001. JuzzLE est un petit jeu (le
puzzles. JH0TDRAw un programme (le dessins vectoriels et QuICKUML mi éditeur
de diagrammes (le classes Uà[L. Les trois logiciels ont été développés en Java et sont
composés (le respectivement 99. 261 et :37:3 classes. Les trois techruques (le recherche
ont été comparées avec les patrons de conception Abstract Factory et Composite,
cieux patrons connus avec (les buts et solutions différents. Les temps d’identification
oHt été récupérés à l’aide du pÏvqin pour ECLIPSE, Eclipse Profiler [SSO4]. Les
calculs ont tous été faits trois fois avec un AMD Athlon G1hits à 2GHz et le temps
médian a été gardé.
Programmes Tailles (classes) Temps de calcul (secondes)
JuzzLE vO.5 99 3
.JHo’rDu1w v5.1 261 45
QUIcKUML 2001 373 135
TAu. 5.1 — Temps de calcul pour construire les chaînes de caractères représentant
les programmes
La première étape de notre algoritlmie consiste à construire une représentation
dii programme sous la forme chine chaine de caractères. Le tableau 5.1 repré
sente les temps de calcul pour la construction (le la chaine des trois logiciels. La
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construction de la chaîne de caractères ne doit être effectuée qu’une seule fois. Le
tableau 5.2 représente les temps d’identification en secondes de la progran nation
paa contraintes avec explications (CP) [GJO1b, GuéO5]. de la programmation par
contraintes avec explications et réduction de l’espace de recherche l)Ï les métriques
(CP+M) [GSZ04], de l’algorithme de vecteurs (le bits (BV) et d’une version op
timisée (le Falgorithrne de vecteurs de hits (BV+O) [TKGHO6]. La différence entre
3V et BV+O consiste à limiter les calculs en les faisant en début d’analyse et
en gardant en mémoire le résultat dc la conjonction du vecteur caractéristiciue (le
chaque entité avec celui dc chaque relation présente dans la chaîne clii motif. Ceci
évite de refaire plusieurs lois certains calculs lorsquune relation se retrouve plu
sieurs fois clatis un motif. Cette simple mochfication améliore grandement les temps
cFidcntiflcation. Toutes les approximations discutées clans la section 1.1 sont prises
en compte. Les temps d’identification avec la techniciue avec vectetirs (le bits sont
nettement plus bas que ceux de la programmation contraintes avec ou sans
réduction de 1 espace (le recherche par les métriques.
CP CP±M 3V BV+O
Abstract Factory
JUZZLEvO.5 1 2 0.9 0.3
.JH0TDRÀw v5.1 1202 275 218 27
Quici<UML 2001 785 153 97 29
Composite
JuzzLE vO.5 45 3 0.5 0.3
JH0TDRAw v5.1 + 17362 129 25
QuicnUML 2001 +DO 26511 185 27
TAu. 5.2 Temps d’identification (en secondes) des motifs de conception
Malgré un iioinhre important de travaux sur l’identification (le patrons de
conception, aucun consensus n’existe pour la définition de ce qu’est une occurrence.
Par exemple, le programme de la figure 4.3 peut contenir une ou deux occurrences
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Exactes Approchées
CP CP+M 11V CP CP+M 11V
Abstract Factory
JuzzLE vO.5 19/0 0/0 19/0 179/9 6/0 53/13
JH0’ÎDRAw v5.1 216/221: 101/69 216/221 5215/2991 1444/849 408/194
QuIcKUML 2001 164/57 z16/23 164/57 2002/593 356/12z1 273/118
Composite
JUZZLE vO.5 0/0 0/0 0/0 1726/20 0/0 72/0
JHOTDRÂW v5.l N/A 0/0 0/0 N/A 31709/16983 1063/609
QCICKUML 2001 N/A 0/0 0/0 N/A 14920/4743 5536/513
TAB. 5.3 — Nombre d’occurrences identifiées des cieux motifs de conception avec et
sans entités fantômes
du motif tic conception Composite. {C’omponent = B, Compos?te = F, Leaf= {D. E}}
ou { Component = 3. Composzie = F. Leaf = D} et { Component = B. Composite =
F. Leaf = E}. Afin tic (:OfllpareÏ iios résultats avec ceux de PTIDE.J, nous consiclé—
rons quune occurrence cFun motif tic concept 1011 consiste en une nucro—architec turc
où chaque rôle du motif est joué par une seule entité du progmme. Une micro—
architecture semblable au motif de conception Composite avec trois Leaf représente
clone trois occurrences. Le tableau 5.3 représente le nombre d’occurrences tics mo
tifs Abstract Factory et Composite trouvées i-° les trois approches claHs les trois
logicieis. Le tableau contient le nombre «occurrences avec et sans entités fantômes
(ghost entifies), qui sont des entités connues seulement par référence.
Occurrences existantes
Abstract Factory Composite
JUZZLEvO.5 O O
JHOTDRAW v5.1 0 70
QuIcKUML 2001 13 22
TAn. 5.4 — Nombre d’occurrences existantes tics cieux motifs tic conception
3Nombre d’occurrences avec/sans entités fantômes
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Les micro-architectures similaires aux motifs de conception ont été identifiées
manuellement dans les trois programmes pour valider les résultats (voir le tableau
5.1). Nous ne prétendons pas avoir identifié manuellement, toutes les occurrences
(exactes et approchées) niais celles identifiées ont été trouvées par les trois ap
proches, cv cn montre leur fiabilité. Ces résultats confirnient I hypothèse formulée
et démontrée dans {GSZO4] que les occurrences éliminées par l’étude empirique des
métricyues sont des faux—positifs. Aucune occurrence exacte du motif tic conception
Composite n’a été identifié tians les trois programmes car la version actuelle de
PADL ne reconnaît pas les relations tic type cornpos?tzon. Elles sont reconnues en
tant tir’ (tgI’ctJat/on.
Le nombre d’occurrences approchées est tics eleve niais elles peuvent être triées
selon leur chstance par rapport ii la solution exacte. Lapproxiniation tic type 1
augmente considérablement le nombre ci occurrences identifiées puisque les rela
tions d’agrégation et tic composition clii motif peux’ellt être remplacées par tics
relations (Lissocitition OU tl’utdisation. qui Sont beaucoup plus Irequentes thiii les
programmes. De pins, seule la structure tics niotifs est iclent ifiée. Dans un pro—
gramnnie. phisiemirs microarchitectures peuvent, avoir la même structure qu’un ino—
tif de conception mais avec une utilité et mi cmnportement différents. Le nombre
d’occurrences obtenues par la programmation par contraintes est plus élevé puisque
davantage d’approximations sont effectuées. Les contraintes sont retiiplauées ou re
tirées jlisqu’a ce qu’il ne reste plus de contraintes dans le système. La majorité de
ces occurrences est toutefois très éloignée dii motif de conception. La définition «oc
currence utilisée contribue également au nombre élevé d’occurrences. Par exemple.
les 22 occurrences existantes du motif de concept ion Composite clans le progranune
QuIci<UML correspondent à seulement 2 micro-architectures avec plusieurs Leaf
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L’analyse de programnies de plus grosse taille n’est pas vraiment possible avec
la progranimation par contraintes. L’approche avec vecteurs de bits le lermet et la
combinaison avec la réduction de l’espace de recherche par l’étude empirique des
Iiictritjues perlilet l’aHalyse tk trés graiicls progranhlues. La figure 5.6 représente les
temps cl’idc’ntiflcation (le l’approche avec vecteurs de bits avec (courbe contirme) et
sans réduction de l’espace de recherche (courbe pointillée) sur plusieurs programmes
de différentes tailles allant de 116 à 910 classes avec le motif Composite. L’approxi
mation tic type 1 seulement est prise en compte. Les calculs ont été effectués sur
mi AMD Athion 64 bits à 3Ghz. Le tableati 5.5 donne la liste des programnies
utilisés avec une courte description. L’analyse de XERCES v2,Z.0, progranmie tic
910 classes, nécessite moins tic 10 minutes avec l’approche avec vecteurs tic bit.s et
l’étude tics métriques.
Programmes Tailles Descriptions
HocunSQL vi.0 116 Interpréteur SQL
JAVA1\IONOP0LV Vil 148 ,jeu tic Motiopolv
ETEm IRC CLIENT 20010201 166 Client IRC
JUNIT v3. 7 209 frarnewoik de tests unitaires
JHo’rDnaw v5. 1 261 Programme de dessins vectoriels
TR0vE vl.1b5 296 Bibliothèque tic classes pour TEA
GANTT PR0JEcT vi.i0.2 189 Application fie planification (le projets
PCGEN v5.0 645 Générateur de personnages de jeux tic rôles
,JREFACT0RY v2.6.24 742 Outil de restructurations
PAQUETAGE corrt. DE AzuaEus 2.3.0.6 743 Client BITToRRENT
XERcES v2.7.0 91t) Parseur XML
TAu. 5.5 — Description et taille tics prograimnes analysés
Le tableau 5.6 montre le nombre d’occurrences obt cnucs lors tic l’analyse tic
ces programmes avec lapproche avec’ vecteurs tic bits. Les nouveaux programmes
n’ont pas été analysés manuellement. Donc, la précision et le rappel tics résultats
iie peuvent pas étre analysés mais. en considérant que les métriques n’éliiinnent pas
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FIG. 3.6 — Temps cl’iclelltificatiun aveu et sans Inetrifiues selon la taille (It-S pro—
gra 111111es
Progranunes Sans métriques Avec niétriques
HOLUBSQL vi.0 443/8 0/0
JAVAMONOPOLY vil 36:3/179 0/0
ETERIA IRC CLIENT 20010201 896/24 0/0
JUNIT v3.7 359/628 0/518
JHOTDRAW v5.1 768/600 0/13
TROVE vi.1h5 0/0 0/0
GANTT PIo,JEcT vi. 10.2 7111/354 0/1
PCGEN v5.0 15253/3107 0/420
J Rrowi’ v2 .6.24 29849/8680 (1/1 19
PAQuETAGE com DE AzuEus 2.3.0.6 61167/130 0/6
XERCES v2.7.t) 41715/4926 0/4012
TAB. 5.6 — Nombre d’occurrences du motif
m cf ri ({UCS
Composite identifiées avec et sans les
30:00
25:00
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de bonnes occurrences, la précision (les résultats est grandement améliorée.
Létude de cas moutre l’efficacité de l’approche avec vecteurs de bits par rapport
aux deux autres approches. Plusieurs ordres de magnitude séparent la performance
(le notre algorithme avec celui (le la programmation par contraintes. Lïtude montre
également que F analyse (le grands programmes est possible relativement rapide—
nient..
5.3 Discussions
Létude (le cas nous a permis (le constater lefficacité de notre algorithme mais
aussi (le mieux le comprendre et de connaître ses limites.
Corrélation entre les temps d’identification et la taille du programme
analysé. Il est intéressant (le constater dans la figure 5.6 que les temps (liden—
tilication ne dépendent pas uniquement (le la taille dii programme analysé. Par
exemple. lanalyse (le TR0vE vi. 1h5 est plus rapide (lue celle de JUNIT v3.7 (lui
est pourtant de plus petite taille. Le temnjps didentification possède un coefficient
de corrélation plus grand avec le nombre de relations dans le programme (lu type
le plus rare présent dans le motif. par exemple, le nombre de rela.t ion dznherztance
ou d’assoczatzon+agrégatzon+composztzon lors (le la recherche du motif Composite
avec l’approximation (le type 1. Le type (le relation que l’on retrouve le moins dans
le programme est le premier à étre lu dans la chaîne (lu motif. Plus le nombre
d’occurrences potentielles est élevé en début d’analyse, plus le temps d’identifica
tion est élevé. Coimne le nombre de relations de type assocïation est généraleuient
très grand dans un programme de grande taille. l’approximation de type 1 ralentit
l’analyse. L’analyse du paquetage coin d’AzunEus 2.3.0.6. avec l’approximation
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de type 1 permettant à la relation de composition d’être remplacée seulement par
une relation cl’ agrégation et non cl’ association. diminue le temps d’identification
d’environ 2$ minutes à environ 15 secondes. Cette corrélation exphciue les temps
d’ideutihcatioii dc TROVE Vi .11)5 puisquil s agit tluiie bililiutlicc1ue dc classes
contenant très peu dc relations de type tissociatzon.
Graphes de programmes non connexes. Lors de l’étude dc cas, les cliaiiies
dc caractères représentant les programmes DEJAvA v20060127—2145 et GANTT
PR0JEcT vi, 10.2 n’ont pu être génerées. Le problème vient du fait que les graphes
de ces programmes ne sont pas connexes. une des conditions pour trouver un cycle
eniérien. Afin de résoudre ce probleme. tontes les classes ne possédant aucune rela—
tion avec d’autres c-lasses sont. ret idées du graphe. Ceite simple t ransfbrnmation (lu
graphe periilet l’analyse tic G.NTT Pu w c:’i’ vi. Ï t).2. Par cont rc’. elle ne permet
pas de rendre le graphe tic DRJAvA v20060127—2145 connexe. Une soltition serait
de lancer l’identification sur chacun tics sous—graphes connexes du programme.
Temps de construction des chaînes de caractères. La construction de chaînes
représentant tic petits programmes se fait très rapidement niais l’algorithme résol
vant le prohiène du postier chinois peut être très long pour les très gros graphes.
La construction des chaînes de progranimnes de moins dc .500 classes se tait générale—
nient en moins dc 5 minutes niais peut prcimcire jusqu’à Ï heure pour tics progranimes
d’environ 1 000 c-lasses. C’onmme l’étape tic génération (le la c-haine tic doit étre faite
qu’une seule fois, ceci ne représente pas un problème. Il est toutefois possible de ré
duire ce temps de calcul en modifiant l’algorithme résolvant le problème du postier
chinois pour permettre la présence de cycles. La super—chaume obtenue avec cette
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modification n’est plus la plus petite possible et les temps cFidentificatiou en sont
affectés. Par exemple, le temps requis pour construire la chamue du paquetage com
cl’AzuREus 2.3.0.6 passe de 65 minutes à 7 minutes pour des temps cl’identifi
cation avec métriques du motif Composite de 2 minutes et 50 secondes contre 1
minutes et 10 secondes.
CHAPITRE 6
CONCLUSION
Le travail de recherche présenté dans ce mémoire apporte une solution an pro
blème de performance des outils de détection de motifs de conception dans des sys
tèmes orientés objets en utilisant des adaptations d’algorithmes de comparaisons
et d’alignements de chaines de caractères de bio—informatique. Les algorithmes dé
veloppés peuvent analyser des programmes de grandes tailles et l’outil (EPI) peut
étre utilisé par les mainteneurs dans leurs Niches quotidiennes et ainsi améliorer
leur compréhension d’un programme puisque les analyses sont rapides.
Nons avons étrdié les principales teclmiques de détection de motifs de concep
tion utilisées jnsqu’a maintenant et constaté leur limite cri ternie dc performance.
Toutefois, l’étude empirique des métriques pour réduire l’espace de recherche est
une approche très intéressante pour réduire les temps d’identification mais armssi
pour améliorer la précision. Nous avons donc combiné nos algorithmes avec l’étude
des métririrmes afin d’obtenir un outil efficace et précis. Etant dormé les similitudes
entre le Problènie de détection de motifs de conception dans min programme et ceux
de recherche exacte et approchée en bio—informatique, plusieurs des algorithmes
résolvant ces problèmes ont été introduits. Nous avons égaleimiemit présenté une nié—
thode perrmmettarmt de construire des représentations sous la forme de chaînes de
caractères des programmes et des motifs de conception. Cette méthode est inspi
rée d’algoritlmnmes d’assemblages utilisés pour le séquemmçage en bio—informatique.
Les différentes approximations que doit prendre en compte un outil de détection
ont ensuite été discutées ainsi que trois approches pour l’identification de micro-
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architectures similaires aux motifs de conception, la programmation dynamique, la
simulation d’automates et les vecteurs de bits. Leurs avantages et leurs limites ont
été discutées et deux solutions ont été proposées pour améliorer la précision des
résultats. l’étude empirique des métriques et l’ajout de relations (le type ignorance
dans les motifs (le conception. Finalement, hmplémentat.ion de EPI a été présentée
avec une étude de cas. Nous avons comparé clans cette étude de cas notre approche
vectorielle à deux approches utilisant la prograinHiation par contraintes avec expli
cations, l’une avec réduction de l’espace de recherche par l’étude des métriques et
l’autre sans cette réduction. Nous avons démontré par cette comparaison. la bonne
performance (le HOS algoritlnnes mais aussi tille qualité cÏ’ideutfficatiou au nioins
aussi homme.
Perspectives
La précision des résultats est grandement améliorée avec l’étude empirique des
métriques et par l’ajout de relation dzqnorarice. Cependant, elle pourrait l’être
davantage en aj outant de l’information dynamique clans les chaînes de caractères.
L’analyse plus détaillée du comportement (11111 programme permettrait la détection
avec plus de précision de micro—architectures similaires aux niotifs des patrons de
conception comportementaux et créationnels.
Le problème de connectivité des graphes de programmes doit aussi étre réglé,
soit en identifiant leurs sous-graphes connexes et en lançant plusieurs analyses ou en
ajoutant des relations dnmrrmyRetatzonsÏizp afin de les rendre connexes. Il serait aussi
intéressant de travailler sur le métamoclèle PADL pour permettre la différenciation
entre les relations de type composition et de type agrégation.
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Finalement, les algorithmes de bio-informatique présentés pourraient également
servir à résoudre d’autres problèmes en génie logiciel, leur efficacité étant leur plus
grand avantage. Par exemple. l’étude de l’évolution de programmes pourrait être
faite en essayant d’aligner les différeiites chaînes de caractères représelitant les diL
férentes versions du programme. Les ajouts et les siippressioris d’entités et relations
seraient alors rapidement repérables.
Créatioti de la thèse
Afin tic réaliser cette thèse, plusieurs outils ont été utilisés. Premièrement, l’écri—
titre a été faite en L’TpX avec l’éditeur WINEDT’. Les diagrammes de classes ont été
conçus avec MAGICDRAW UML2 et les automates avec CASTEX3. Microsoft Visio
et EXCEL ont également été utilisés pour la création de graphes et diagrammes.
littp ://wiviv.winedt .coiti/
2littp ://www.niagicdraw.coni/
3littp ://www.lsv.ens_eachan.fr/ gastimi/gastcx/gastex.htnil
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