Abstract. We consider the mixed norm spaces of Hardy type studied by Flett and others. We study some properties of these spaces related to mean and pointwise growth and complement some partial results by various authors by giving a complete characterization of the inclusion between H(p, q, α) and H(u, v, β), depending on the parameters p, q, α, u, v and β.
Introduction
For p, q, α > 0, an analytic function on the unit disk f is said to belong to the mixed norm space H(p, q, α) if and only if This expression first appears in Hardy and Littlewood's paper on properties of the integral mean [13] , but the mixed norm space was not explicitly defined until Flett's works [9] , [10] . Since then, these spaces have been studied by many authors (see [1] , [5] , [6] , [11] , [17] ). Recently, the mixed norm spaces are mentioned in the works [2] , [3] , which are closely related to the main topic in this paper, see also the forthcoming monograph [14] .
The mixed norm spaces form a family of complete spaces that contains the Hardy and Bergman spaces. In the references given, many properties of these spaces have been studied, such as pointwise growth (that will appear later in this work), duality, relation with coefficient multipliers and partial results on inclusions, but, to the best of our knowledge, a complete characterization of the inclusions between different spaces H(p, q, α) has not been recorded.
In this paper we complete the table of inclusions between different mixed-norm spaces by finding a bound for the norm of the inclusion operator whenever an inclusion holds, and by giving explicit examples of functions to show that no inclusion takes place in some cases. For that, we prove some preliminary results, of interest by themselves, on mean and pointwise growth, norm of the point-evaluation functional and rate of decrease of the integral means.
From now on, we will understand 1/∞ as zero, the letters A, B, C, C ′ , K, m will be positive constants, and we will say that two quantities are comparable, denoted by α ≈ β, if there exist two positive constants C and C ′ such that
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Preliminaries
Let H(D) be the space of analytic functions on the disk D = {z ∈ C : |z| < 1}. For f ∈ H(D) and r ∈ (0, 1) let M p (r, f ) be the integral mean
We consider the spaces H(p, q, α), 0 < p, q ≤ ∞, 0 < α < ∞, consisting of analytic functions on D such that
For any 0 < p, q ≤ ∞, 0 < α < ∞ the space H(p, q, α) is a complete subspace of the space L(p, q, α) of measurable functions in D (see [4] ).
In particular, one can identify the weighted Bergman space A p α , 0 < p < ∞, −1 < α < ∞, of analytic functions on the unit disk such that 
with H(p, ∞, 0). The mixed norm spaces are also related to other spaces of analytic functions, such as Besov and Lipschitz spaces, via fractional derivatives (see [14, Chapter 7] ). Familiar examples of analytic functions on the unit disk are the functions of type (1 − z) −γ , with γ a real constant. It is well known that such function is in the Hardy space H p if and only if γ < 1/p and in the Bergman space A p if and only if γ < 2/p. The following lemma determines when these functions belong to H(p, q, α) (see [2] ). Starting with these examples we can search for functions with faster growth for z ∈ R, 0 < z < 1. The following lemma gives us examples of functions which attain the critical exponent shown in the last lemma, but still belong to the space (see [2] ).
belong to H(p, q, α) if and only if c > 1/q for q < ∞, and c ≥ 0 for q = ∞.
Another well-known class of analytic functions is the class of lacunary series. Such series belongs to the Hardy space H p if and only if the sequence formed with its coefficients belongs to the l 2 space. In that case (and only then) the function has radial limits almost everywhere, and otherwise, has radial limits almost nowhere.
The following result appears in [14, Thm. 8.1.1], based on [16] .
−nα a n } ∈ l q .
In particular, there are functions with radial limits almost nowhere in each H(p, q, α) with α > 0 (for instance, the lacunary series with coefficients equal to 1 satisfies
. Therefore, the Hardy space does not contain any H(p, q, α) with α > 0 or q > 0.
Pointwise and mean estimates
If f is a function in H(p, q, α), we have the following estimate for its integral means.
Proof. Since the integral
converges to f q p,q,α as r → 1, then for every ε > 0 there exists r 0 such that
for every r > r 0 , Therefore, since the integral means are increasing as functions of r, we get
Moreover, it follows from the proof that if f ∈ H(p, q, α), then
since we can bound the integral in (3.1) by the norm of f instead of ε.
Although the result in Lemma 1 fails for q = ∞ as the function f (z) = (1− z) −α−1/p shows, the above bound for the integral mean still holds since
for any r, 0 < r < 1, and therefore
For the Bergman spaces A p , besides the well-known big-Oh growth inequality, we have the estimate |f (z)| = o (1 − |z|) 2/p as |z| → 1 for every f ∈ A p . This is a consequence of the subharmonicity of |f | p and the inequality:
for a ∈ D and r < 1 (see [8, Page 7] ). We can obtain an analogous result for the Hardy spaces with similar techniques that cannot be used in the mixed norm spaces. However, the result still holds, as we shall show next.
In the proof we will use the following identity.
Lemma 2. For 0 < p, q, α < ∞ and z ∈ D,
Proof. With the change of variables x = ρ−|z|
Next, we prove Proposition 1.
Proof of Proposition 1. If p = ∞, it is easy to see that, for r close enough to 1 (as in Lemma 1),
If 0 < p < ∞, we estimate the integral mean M p (r, f ), using the Poisson integral:
Let ρ ∈ (0, 1) and define f ρ (z) = f (ρz), for f ∈ H(D) and z ∈ D. Since f ρ ∈ H ∞ for any f ∈ H(p, q, α), we have, as in [11] ,
Hence,
Using the identity in Lemma 2, as in (3.1), for ε small enough,
From the above proof, the following known pointwise estimate also follows: if we bound the integral in (3.6) by f p,q,α , then
One should notice that, once again, this Proposition does not hold for q = ∞, as the function f (z) = (1 − z) −α−1/p shows. However, the pointwise estimation is still true (see [14, Prop. 7 
.1.1]).
If we denote by φ z the point-evaluation functional:
for f ∈ H(p, q, α), and z ∈ D, it is easy to see that its norm can be estimated as follows:
with m as in (3.8) . Now, for a given z in D, we will find a function f z in H(p, q, α) with pointwise growth of maximal order, that is: f z ≈ 1 and
Here we give a general version of a well-known fact for Bergman spaces. Proof. First we check that f z belongs to H(p, q, α) and estimate its norm: If w = re iθ , then (see [7, Page 65])
Now, on the one hand,
and, on the other hand, integrating by parts and using (1 − r)
Since 1 − r ≤ 1 − r|z| and 1 − |z| ≤ 1 − r|z|, we have
Now that we know that f z ∈ H(p, q, α), we see easily that
and from here
With (3.9), we get
Inclusions between mixed norm spaces
The main theorems in this work, which characterize completely the inclusions between mixed norm spaces, are the following. To avoid repetitions, we recall here that we are assuming our parameters to be 0 < α, β < ∞ and 0 < p, q, u, v ≤ ∞.
It is worth noticing that we need α to be greater than zero as we stated when these spaces were defined. In the limit case α = 0, by a theorem by Hardy and Littlewood (related to the Isoperimetric Inequality, see [15] , [18] ), we have H p ⊆ A 2p . That is, H(p, ∞, 0) ⊆ H(2p, 2p, 1/2p), although these parameters do not satisfy Theorem 2.
Notice also that it is only to be expected that the relation between the spaces would depend on the relation between the parameters p and u, since, ultimately, in order to compare the different spaces we need to compare the sizes of the integral means. In turn, the integral means relate in a different fashion according to the parameters p and u.
Therefore, in order to prove these theorems we will need the following estimates of the integral means, which can be found in the literature (see [5] , [7, Thm. 5.9] , [13] ).
Proof. If f ∈ H(p, q, α), by the bound on the integral mean (3.2)
and since q ≤ v < ∞,
If f belongs to H(p, q, α) and u > p we have the following bound for M u (r, f ).
Lemma E. If f ∈ H(p, q, α) and p < u, then
Proof. The pointwise inequality (3.7)
The growth property for the integral means is well known: for an analytic function f on the disk, M p (r, f ) ≤ M u (r, f ) when p ≤ u. Furthermore, if f belongs to H(p, q, α), we also have the following property that quantifies how the integral means decrease. Proposition 3. If f ∈ H(p, q, α) and p < u, then for every constant C > 1 there exists r 0 , 0 < r 0 < 1, such that for every r > r 0 we have
To prove this result we will need the next lemma, which gives us a bound for the norm of f involving its integral mean. We already know the inequality
for every r, 0 < r < 1. Notice that, taking supremum over r, we get
and therefore H(p, q, α) ⊆ H(p, ∞, α) for every 0 < p, q ≤ ∞, 0 < α < ∞.
Lemma 3. If f ∈ H(p, q, α), then for every constant C > 1 there exists r 0 , 0 < r 0 < 1, such that
for every r > r 0 .
Proof. If q = ∞, the result is clear. If 0 < q < ∞,
Since the integral αq
) dρ tends to zero as r goes to 1, for every constant C ′ < 1 there exists r 0 , 0 < r 0 < 1, such that for every r > r 0
Proof of Proposition 3. First we shall prove the statement for u = ∞ : If f ∈ H(p, q, α), by (3.7) we have that
According to Lemma 3, for every C > 1 there exists r 0 such that for r > r 0 we have
and hence
. Now let u be an arbitrary parameter such that u > p. For r > r 0 , as in (4.1),
Now we can prove the theorems.
Proof of Theorem 1. Throughout this proof, we will assume that p ≥ u. The key to proving the sufficiency is the inequality of the integral means:
We suppose first that α < β. Then, since M p (r, f ) ≤ f p,q,α (1 − r) −α by (3.2), we have that, if v is finite,
if v < ∞, and, by (4.2),
if v < ∞, and, again by (4.2),
Hence, in both cases H(p, q, α) ⊆ H(u, v, β), and the sufficiency is proven. For the necessity, we need to see that H(p, q, α) ⊆ H(u, v, β) when the parameters do not relate as in the statement of the theorem. For this, consider a function of type f (z) = ∞ n=0 a n z 2 n−1 as in Lemma C. Recall that f belongs to H(p, q, α) if and only if {2 −αn a n } ∈ l q .
so this function does not belong to H(u, v, β), and therefore
and f ∈ H(p, q, α), but a n 2 βn =
so it does not belong to H(u, v, β), and hence H(p, q, α) ⊆ H(u, v, β) if α = β and q > v.
Proof of Theorem 2. As in the last proof, from now on we will assume p < u.
Firstly we shall see that if f ∈ H(p, q, α) and the parameters are ordered as in the statement, then f ∈ H(u, v, β).
for v < ∞, and
p and q ≤ v, we choose an arbitrary C > 1 and let r 0 be as in Proposition 3. Then, for every r > r 0 we have if v < ∞, 
