The observational follow-up campaign of the gravitational wave (GW) multi-messenger event GW170817/GRB170817A has shown that the prompt γ-rays are consistent with a relativistic structured jet observed from a wide viewing angle 20
INTRODUCTION
The first gravitational wave observation of a system of coalescing binary neutron stars (BNSs) GW170817, and the coincident detection by Fermi (Goldstein et al. 2017) and INTEGRAL (Savchenko et al. 2017 ) of a shortduration gamma-ray burst (sGRB) within 1.7 s, firmly established that these two types of events are associated (Abbott et al. 2017c ). The subsequent localization to within 28 deg 2 (Abbott et al. 2017a ) prompted a ground breaking electromagnetic follow-up campaign (Abbott et al. 2017b) providing further proof of the association via the detection of a macronova/kilonova; a thermal afterglow powered through the radioactive decay of heavy elements produced through rapid neutron capture in the material ejected during the violent NS merger (Li & Paczyński 1998; Metzger et al. 2010) .
Although predictions for the association of sGRBs ⋆ E-mail:eric.howell@uwa.edu.au with the merger of NSs have existed for several decades (Eichler et al. 1989) , the relative close proximity of GRB170817A and the dimness of the prompt gammaray emission was unexpected. The occurrence of a BNS merger at 40 Mpc was not unreasonable considering upper rate predictions of Abadie et al. (2010a) ; Abbott et al. (2017a) . However, given that the small sample of sGRBs with well determined opening angles 1 are in the range θj ∼4-8
• (Fong et al. 2015 ) the detection of a sGRB within such a volume was unexpected. Only one burst with a known redshift has been detected closer (GRB 980425 at dL ∼ 35 Mpc; Galama et al. 1998; Woosley et al. 1999) and it was classified as a low-luminosity long-duration GRB; the event rates of this population are estimated to be least an order of magnitude greater (Daigne & Mochkovitch 2007; Guetta & Della Valle 2007; Howell & Coward 2013 ) than most predictions of sGRBs (Coward et al. 2012) .
In terms of the energetics of GRB170817A, given the close proximity and relatively standard gamma-ray flux, the resulting luminosity of ∼ 10 47 erg sec −1 is 2 orders of magnitude below the generally accepted lower limits on the sGRB luminosity function and several orders of magnitude below the average luminosity for sGRBs (see for example the sample of Wanderman & Piran 2015) .
A resolution was provided by careful observations from radio through to X-ray. Although the field-of-view of the Neil Gehrels Swift Observatory (Swift) was occulted by earth at time of Fermi trigger, imaging by the X-ray telescope (XRT) around 1 hr post trigger showed no bright sources within 90% of the GW skymap. Further followup by the XRT after 0.5 d and by the Nuclear Spectroscopic Telescope Array (NuSTAR) after 0.6 d yielded upper limits ) which strongly suggested the γ-ray emission was not viewed along the jet axis. These findings were supported by further monitoring in the radio (Ruan et al. 2018; Resmi et al. 2018) , optical (Lyman et al. 2018 ) and X-ray bands (Margutti et al. 2018; D'Avanzo et al. 2018; Troja et al. 2018 ) which suggested Fermi/INTEGRAL detected the prompt emission from a wide-angle (θj ∼ 20
• -30 • ), which would be significantly weaker than one viewed along the jet axis.
Although the implications of wider angled prompt emissions and delayed afterglows had been discussed by a number of studies (e.g. Hotokezaka & Piran 2015; Nakar & Piran 2016; Evans et al. 2016; Lazzati et al. 2017b ), previous to GRB170817A, joint sGRB-GW event rates had been based on γ-ray emissions produced within highly collimated subrelativistic outows (Coward et al. 2012; Clark et al. 2015; Regimbau et al. 2015) . This top-hat model assumption significantly reduced the possibility of joint GW/sGRB detections based on the small sample of observations suggesting θj 10
• . There are currently two leading models to produce a wide angled gamma-ray emission: a structured jet in which the luminosity per unit solid angle decreases smoothly with an angular dependence outside a narrow core and a hot expanding mildly-relativistic cocoon, produced by an injection of energy into the post-merger circum-burst ejector by a successful or choked jet (Hotokezaka & Piran 2015; Gottlieb et al. 2017) . Studies suggest that a structured jet could be a by product of a successful jet penetrating a cocoon (Lazzati et al. 2017a ) and have also been termed successful structured jets (Alexander et al. 2018) ; thus the structured jet model is appropriate to both scenarios.
Continued late-time monitoring of GRB170817A (> 200 days) from radio to X-ray are veering heavily in support of the successful jet scenario. Recent long baseline interferometric (VLBI) observations of GW170817/GRB170817A showed super-luminal motion, demonstrating that a successful jet core with an opening angle of < 5
• was launched and that the early emissions were from a successful structured jet viewed 20
• from the jet axis (Mooley et al. 2018) . These observations have been supported by Alexander et al. (2018) . We are motivated therefore to assume a structured jet model to estimate future joint GW/sGRB event rates.
In this paper we first infer the most probable jet profile of GRB170817A based on electromagnetic follow-up observations and informed observation based priors (Section 2). We present a theoretical framework for determining joint GW/sGRB detection rates (Sections 3 and 4) and then present detection rate estimates for the current (O3) and design sensitivity Advanced LIGO (Aasi et al. 2015) and Advanced Virgo (Acernese et al. 2015) configurations and for enhanced aLIGO configurations, A+ (Barsotti et al. 2018) and Voyager (McClelland et al. 2015 ) (Section 5). Finally, we conclude by discussing the implications of our findings.
INFERRING THE STRUCTURED JET PROFILE

The Structured Jet profile
A structured jet has an angular dependence on energy and bulk Lorentz factor, and is generally described by an ultra-relativistic core without sharp edges that smoothly transforms to a milder relativistic outflow at greater angles (Lipunov et al. 2001; Rossi et al. 2002; Zhang & Mészáros 2002; Nakar et al. 2004; Lamb & Kobayashi 2017b) . Typical angular profiles are provided by Gaussian or powerlaw jet models. Given the uncertainty provided by one firm observation, the majority of late-time EM follow up campaigns have considered the former model; we therefore consider this model to describe the angular dependence on energy. A Gaussian structured jet model has the form (Zhang & Mészáros 2002; Resmi et al. 2018) :
with L(θ) the luminosity per unit solid angle, θV the viewing angle and Lc and θc structure parameters that define the sharpness of the angular profile. To reproduce the structured jet profile for GRB170817A one requires the best estimates of both these two parameters. Table 1 documents the varied range of estimates of θc and the viewing angle θv obtained through multi-wavelength observations of the late time emissions of GRB170817A up to ∼150 days; such modelling also considers the isotropic kinetic energy of the jet EK,ISO, the circum-burst particle density n, the microphysical parameters, ǫB and ǫe that describe the fractions of post-shock energy in the magnetic fields and radiating electrons respectively and the electrons energy power law distribution index p. Due to degeneracies that exist in these parameters, i.e. θv is found to correlate strongly with n and θc and anti-correlate with EK,ISO (Troja et al. 2018; Lazzati et al. 2017a) there are large uncertainties on the models; this has been most apparent through the spread in estimates of θv. Figure 1 shows the isotropic equivalent energy Eγ,ISO per unit solid angle as a function of viewing angle θv using the structured jet model parameters provided in Table 1 . To compare with the Fermi-Gamma-ray Burst Monitor (Fermi-GBM, Meegan et al. 2009 ) prompt observations, all curves assume the isotropic equivalent kinetic energy of the jet Table 1 . Curves assume an efficiency η K,γ of 0.4 as defined in equation 2. The horizontal band shows the Fermi-GBM E ISO limits; within this band we also show the EM constraints on beaming angle from (Finstad et al. 2018) . The shaded diagonal portion indicates the parameter space on structured jets given in Table 1 EK,ISO is converted to Eγ,ISO with an efficiency:
Structured Jet parameters inferred from late time observations
For an estimate of ηK,γ we follow Fong et al. (2015) who find a median value of ηK,γ = 0.4 assuming ǫB = 0.01. To produce a set of curves we adopt this value in the equation (1) along with the documented value of θc. Figure 1 shows the Fermi-GBM observed Eγ,ISO as the horizontal band; the point each model crosses this band is the inferred viewing angle of the prompt emission. The plot shows that a range of models predict values of θv within the range 18-33
• . Tighter constraints on θv have now been provided through VLBI observations of GW170817/GRB170817A that demonstrated a successful narrow relativistic jet was launched and an associated viewing angle of 20 ± 5
• (Mooley et al. 2018 ). These findings have been supported by radio, optical and X-ray data of Alexander et al. (2018) . In the remainder of this section we will adopt the observations of (Mooley et al. 2018) in our priors to estimate the most likely structured jet profile for GRB170817A. We will use this profile to calculate a sGRB detection efficiency function which will be used to determine joint sGRB/GW rate estimates; we note that we will verify this function through agreement with the number of sGRBs observed each year by Fermi-GBM.
Inferring the structured jets profile of GRB170817A
To infer the parameters of the structured jet profile of GRB170817A given the observations L obs we use a standard Bayesian framework in which the joint posterior distribution is given as:
where L(L obs |θ ) is the likelihood distribution of the observed luminosity L obs given the parametersθ, P(θ) are the prior distributions onθ and Z is a factor termed the Bayesian evidence; as this factor enters equation 3 as a normalization factor independent of the model parameters, if one is only interested in the posterior distribution rather than model selection, this term can be ingnored. The likelihood function to infer the Gaussian jet profile is based on the observed luminosity and assumes the parametrisation given by equation 1 and a log-normal likelihood function based on the observed luminosity, L obs , of GRB170817A (Li & Fenimore 1996) :
HereL is the observed isotropic equivalent luminosity of GRB170817A and L(θ) is the luminosity given parameters θ = [θc, Lc, θv ]; σ is the standard deviation on L obs . Using the parameters for the brightest part of burst modeled by a Comptonized spectrum with power law index α = −0.85 and E peak =229 keV and the 64ms peak flux of (7.3 ± 2.5) × 10 Goldstein et al. 2017) , we find an observed luminosity of (1.7 ± 0.6) × 10 47 erg s −1 (using equation 9) and an associated maximum detection distance of 67 Mpc.
Given this likelihood function we use the emcee implementation of the affine-invariant ensemble sampler (Foreman-Mackey et al. 2013) to execute a MCMC analysis to determine the posteriors of the model parameters. We use a uniform flat prior distribution for θc in the range 1-9
• and a Gaussian distribution around θv = 20 ± 5 based on the observations of (Mooley et al. 2018) .
For the prior on Lc, we use the fact that the maximum detection distance of GRB170817A is relatively local in comparison with known cosmological GRB redshifts. Therefore, it is a reasonable assumption that the majority of sGRBs have been observed at small viewing angles close to the jet core. A reasonable prior is therefore a lognormal distribution with a mean observed sGRB isotropic equivalent luminosity < LISO >≈ 2 × 10 52 erg sec −1 which we take from Wanderman & Piran (2015) . We note that the structured jet is generally parameterised using the luminosity per unit solid angle dLc/Ω; as the reported luminosity is the isotropic equivalent, we assume the conversion 4πdLc/Ω for comparison with the observed value L obs .
We note here that this assumption assumes that GRB170817A would not have been exceptionally different to the previously observed sGRB population if viewed directly along the jet axis. It is known that GRB170817A demonstrated a two-component structure; a short hard spike followed by a longer soft tail possibly thermal in origin, suggesting it was relatively unique burst (Gottlieb et al. 2017) . A recent study by Burns et al. (2018) has focussed on another sGRB, GRB150101B observed at z = 0.134 (the third closest GBM observed sGRB) with a similar two component structure to that of GRB170817A. This study proposes that such a two-component structure could be an intrinsic feature of sGRBs only observable at low-z and that 150101B could represent a more on-axis but more distant version of GRB170817A. Figure 2 shows the posterior distributions of our MCMC analysis on the structured jet profile parameters of GRB170817A. We find a mean acceptance value of around 35% on our MCMC chains; we use 30,000 samples and find an integrated auto-correlation time of around 32 yielding around 19,000 independent samples 2 . We find a structured jet profile defined by parameters Lc = 1.0 ± 0.3 × 10 52 /Ω erg s −1 sr −1 , θc = 4.7 ± 1.1 • (0.08 ± 0.02 rad) and a viewing angle of θv = 21.2 ± 4.9
• (0.37 ± 0.09 rad). The data clearly shows a degeneracy between θc and θv; more compact cores produce emissions only observable at smaller viewing angles.
Our estimates of θc are in good agreement with (Mooley et al. 2018 ) who suggest a strong constraint of θc < 5
• . Additionally, we note that Lamb & Kobayashi (2017a) also provided estimates of a Gaussian Structured jet using the prompt data from Fermi-GBM and INTEGRAL -by fine tuning their initial parameter values (provided in Table 1 ) they found best estimates for a Gaussian Structured jet with θc = 4.5
• viewed at 20
• ; these values are in close agreement with the values found in this study. Figure 3 plots the structured jet profile of GRB170817A shown as observed isotropic equivalent luminosity (2 × 10 47 erg sec −1 ) and peak flux (3.7 ph sec −1 cm −23 ) as a function of viewing angle. The plot shows that the burst would have been exceptionally bright in peak-flux had it been viewed on axis by virtue of its close distance.
The sGRB detection efficiency function for a structured jet profile
Given a model for the structured jet profile of GRB170817A we now produce a detection efficiency function for sGRBs. This function allows us to determine a joint GW/sGRB rate from a BNS detection rate model that we will later derive in section 3. In this study we will limit our discussion to the Fermi-GBM (Meegan et al. 2009 ) instrument but note the framework could be applied to any other GRB detection instrument given an accurate measure of the flux limit.
2 Based on the iterative procedure described in http://www.stat.unc.edu/faculty/cji/Sokal.pdf 3 We note that conversion from isotropic equivalent luminosity to peak photon flux would be a factor of 1.7 greater including the correction factor b of equation 2.4; in this plot we omit this correction term to agree with the value given by (Abbott et al. 2017c ) using the convention of Bloom et al. (2001) who consider only a k-correction term. In general, by determining the fraction of the sGRB luminosity function (LF) accessible at each increase in redshift (Coward 2007 ) one arrives at a scaling relation that is the detection efficiency function Σ(L). This function can be applied to the intrinsic source rate evolution model to yield a detection rate with redshift. However, if assuming a structured jet profile one must also fold in the geometric dependence; sources at higher-z will only be detected if the viewing angle is closer to the core and via versa for low-z sources.
We first require a LF, Φ(L), and we assume a standard broken power law of the form: where L is the isotropic rest frame luminosity in the 1-10000 keV energy range and L * is a characteristic luminosity that separates the low and high end of the luminosity function and α and β are the characteristic slopes describing these regimes, respectively. We follow (Wanderman & Piran 2015) and use the values α = −1.95, β = −3 and L * = 2 × 10 51 erg sec −1 . We note that the values for the power law indexes are increased by a factor of unity over the values presented in that study to convert from a logarithmic to a linear distribution of luminosities (Abbott et al. 2017c ). We assume a standard low end cutoff in luminosity of Lmin = 10 49 erg sec −1 . We calculate the efficiency function by integrating over the detectable fraction of the sGRB LF,
whereΦ(L) is the normalized 4 sGRB LF and Lmax approximates the limit of accessibility by a detector with some flux threshold PT to a source at redshift z. For equation (6) using Fermi-GBM, we take the limiting peak flux PT = 1.1 ph sec −1 cm −2 in the 50-300 keV band; up to the time of this publication, over 95% of the bursts are detected in the 64 ms timescale by the Fermi-GBM burst catalogue 5 4 We note that the GRB luminosity function for GRB sources is often used with a normalization constant to ensure that it integrates to unity over the range of source luminosities. This means that Φ(L) has units of inverse luminosity (Porciani & Madau 2000) 5 https://heasarc.gsfc.nasa.gov/W3Browse/fermi/fermigbrst.html are within this value. We note that other estimations of the flux limit have been presented in the literature; in a similar application (Abbott et al. 2017c ) use a value of 2 ph sec −1 cm −2 also in the 50-300 keV band -this slightly higher value was adopted to account for the sky-dependent sensitivity of GBM which we account for later in equation 18 (as ΛGRB; the time-averaged observable sky fraction). Our limit is also lower than the value of 2.37 ph sec −1 cm −2 used by Wanderman & Piran (2015) in the same 50-350 keV energy band; we find that around 80% of the Fermi-GBM burst are below this value.
To determine Lmin(PT, z) in equation (6) we require the observed peak photon flux P [ph cm −2 s −1 ] in a detectors sensitive energy window Emin <E <Emax from a source at redshift z to be P = PT . This is given by the standard flux-luminosity relation with two corrections: an energy normalisation and a k-correction (Wanderman & Piran 2015) . Firstly, the observed photon flux is scaled by
to account for the missing fraction of the gamma-ray energy seen in the detector band, where S(E) is the observed GRB photon spectrum in units of ph s −1 keV −1 cm −2 . Secondly, we apply a cosmological k-correction of the form
such that the standard definition for the flux from a source at a luminosity distance, dL(z), becomes
We note that the (1 + z) factor is included as the standard definition of dL(z) is valid for an energy flux, but we convert to photon counts as defined for P (Mészáros et al. 2011) . For sGRBs we model the function S(E) by the Band function (Band 2003) which is a phenomenological fit to the observed spectra of GRB prompt emissions and is a function of spectral indices (α ′ ,β ′ ) and break energy, E b , where the two power laws combine. We take the parameters of this function from Wanderman & Piran (2015) who for Fermi-GBM sGRB spectra found low and high energy spectral indices of α ′ =-2.25 and β ′ =-0.5, respectively, and a peak energy E peak = 800 keV in the source frame. Figure 4 shows the Fermi-GBM detection efficiency function. We note that in this model predicts more detections up to z ∼ 0.08 in comparison to an efficiency function modeled using a top-hat approximation based on a half opening angle of 10
• (shown with the dashed lines and calculated using the relation shown in Appendix B). This suggests that in the regime z ∼ 0.08 (∼370 Mpc)wider-angled emissions (>10
• ) can be detected. Above z ∼ 0.08 a top-hat modelled efficiency function would dominate as the widerangled emissions are no longer above the detection threshold for Fermi-GBM. Figure 5 illustrates the relation between viewing angle and distance by showing the maximum observable viewing angle as a function of redshift for a sGRB with a structured jet profile like GRB170817A. We see that emissions from viewing angles greater than 10
• can be detected within The maximum observable viewing angle as a function of redshift for a sGRB with a structured jet profile like GRB170817A. The plot shows the interplay between detection and opening angle with increasing redshift; at large redshifts sGRBs must be viewed close to the core of a structured jet to enable detection.
z ∼ 0.4; detections at greater distances will require viewing angles closer to the core. The interplay between viewing angle and detection range is however more complex; at highz the rate of sources increases whilst at low-z the number of events that can be observed at wider viewing angles are rarer. This latter relationship will become apparent when we calculate detection rates in sections 3.3 and 3.4.
EVENT RATES
In the following section, we present a framework to model the cosmic BNS source rate evolution and the detection rate Figure 6 . The cumulative all sky rate of BNS mergers based on the the rate estimates of (Abbott et al. 2017a ). The solid and dashed curves show the integrated rates assuming the model described in section 2.1 and assuming a constant source rate evolution respectively. We find a difference of around a factor 2 at around z ∼ 0.4 between these two models. The 90% credible intervals on the intrinsic BNS rate are shown by the shaded band.
of BNS mergers 6 . We convert the intrinsic rate to detection rates by folding in GW detection efficiency functions which will provide a measure of the fraction of sources detected by the instrument with increasing source redshift.
The all-sky event rate equation of BNS coalescence
To estimate the rate of coalescing BNSs as a function of redshift we first assume that the formation rate RBNS(z) tracks the star formation history of the Universe (RF(z), in units of M⊙ yr −1 Mpc −3 ), with a typical delay time t d marking the time from binary formation until final merger. For RF(z) we adopt the extinction-corrected cosmic star formation rate model of Madau & Dickinson (2014) The delay time t d between the formation of the binary system t f and the age of the Universe at the time of merger t(z) is given as
where z f and z represent the redshifts at which BNS systems form and merge, respectively, and H ′ (z) = H0 ΩΛ + Ωm(1 + z) 3 . For the following calculations we assume a 'flat-Λ' cosmology with the cosmological parameters Ωm = 0.31, ΩΛ = 0.69 and H0 = 67.8 km s Planck Collaboration et al. 2016) . Following the procedure of Regimbau & Hughes (2009) , we model the BNS merger evolution by combining the formation rate RF(z) with the delay time distribution P (t d ):
where
Myr is the minimum delay time for a BNS system to evolve to merger and tmax is the Hubble time. We normalise the merger rate RBNS so that it corresponds to the local event rate density (volumetric per unit time) of BNS mergers at z = 0 . The differential merger rate, dRBNS/dz, which describes the event rate within the redshift shell z to z + dz is then:
where the (1 + z) factor accounts for time dilation of the observed rate through cosmic expansion, converting a sourcecount to an event rate and the co-moving volume element,
describes how the number densities of non-evolving objects locked into Hubble flow are constant with redshift. The quantity dL(z) is the luminosity distance. The cumulative event rate of BNS mergers throughout the Universe is estimated by integrating equation (12):
While sGRBs are routinely detected at cosmological distances the detection range of present second generation (2G) GW detectors to BNSs is still in the Euclidean regime (z 0.1). As 2.5G instruments such as Voyager come online the reach will be such that projected estimations of the number counts of detected sources will require a more rigorous treatment of cosmic source rate evolution. Figure 6 illustrates this point by plotting the function RBNS(z) based on the rates given in Abbott et al. (2017a) based on the observation of GW170817. The solid curve is based on the median BNS rate value with the 90% credible region indicated by the shaded regions. The dashed curve shows the cumulative rate assuming a constant evolution with redshift (RBNS(z) = 1); we find that this simplification results in a factor of around 2 difference at z = 0.4 and a factor of 7 at z = 2, the relative horizon distances of a 2.5G Voyager-type instrument and a 3G instrument such as ET-D (Punturo et al. 2010 ). Although our calculations assume only GW detectors up to 2.5G, we note that to model the observed sGRB fraction in section 3.4 requires a complete source rate evolution beyond the Euclidean regime; we therefore choose to adopt a more complete cosmic source rate evolution framework throughout this study.
To convert from an intrinsic BNS rate to a detected rate one must fold in the sensitivity of the GW instruments. The next section will calculate the form of the GW detector efficiency functions for a range of present GW detectors and future upgrades.
BNS detection efficiency
To extrapolate detection rates from the source rate evolution models we require an estimate of the fraction of sources that Figure 7 . The detection efficiency functions Σ GW (z) for BNS mergers for current and future GW observatories. The curves are produced using the sensitivity noise curves outlined in Appendix A and calculated using the approach of Belczynski et al. (2014) and Dominik et al. (2015) who utilised the projection parameter described in (Finn & Chernoff 1993) .
exceed a GW detection threshold as a function of redshift (Chen et al. 2017) . In a Euclidean regime one can estimate the number of detections by considering the detection range of an average orientated and located source 7 . The sensitive range for BNS sources or SensMon range is often cited as a measure of the sensitivity of a GW detector and can be estimated by scaling the maximum possible detection distance (for a chosen SNR) or horizon distance by a factor (1/2.26). Thus, the sensitive and horizon volumes follow the scaling Vsensitive/V horizon ≈ (1/2.26) 3 . As the reach of future GW detectors (2.5G and beyond) extends beyond the Euclidean regime, where cosmological effects and source rate evolution must be considered, this simple scaling breaks down.
To estimate the fraction of GW sources that exceed a threshold SNR ρ th as a function of redshift, the GW efficiency function ΣGW(z), we follow the approach of Belczynski et al. (2014) and Dominik et al. (2015) who utilize the projection parameter ω (Finn & Chernoff 1993) . This quantity describes the detector responses for different values of sky location, inclination and polarisation of a GW source. For an optimally-oriented face-on source directly above a GW detector with optimal SNR, ρopt, ω = 1. Conversely, for a poorly located and orientated event ω = 0. We can then define ρ th for any source as it relates to the detector response parameters, or ρ th = ωρopt. A cumulative distribution function of this quantity c(ω), which contains all the information of single detector response is provided analytically in Finn (1996a) .
We construct the function ΣGW(z) by mapping ω to the distribution c(ω) through: (Belczynski et al. 2014; Dominik et al. 2015 ) for a range of z. In equation (15) we note that the value of z at which ω = 1 is the horizon redshift zH, which given corresponds to a horizon distance, dH. These quantities represent the absolute detection limit of a given instrument. We assume the standard definition for optimal SNR given as:
whereh(f ) is the BNS waveform in the frequency domain, modeled using the IMRPhenomB waveforms of Ajith et al.
(2011) assuming non-spinning (s1,2 = 0) component masses of m1,2 =[1 + z]1.4M⊙ in the detector frame. The function Sn(f ) is the power spectral density of the the detectors noise for which we the noise curve models described in Appendix A. We further set ρ th =8 which following standard convention can act as a proxy for a detector network (Abadie et al. 2010b; Stevenson et al. 2015; Abbott et al. 2016) . Figure 7 shows the efficiency functions ΣGW(z) for a range of aLIGO sensitivities and proposed upgrades. For O3 and aLIGO design we assume noise curve with SensMon ranges of 120 Mpc and 173 Mpc respectively; the sources of our noise curves are described in Appendix A. Table 2 outlines the horizon distances (as a benchmark) and following (Howell et al. 2018 ) relative distances 50% and 90% of BNS mergers will be detected. It is interesting to note that although a future configuration such as Voyager has an optimal reach of 2.4 Gpc, the efficiency at that range will be negligible. To be 90% confident of detection a source will have to be located at a range of 225 Mpc.
The BNS event rate
Given the GW detector efficiency functions ΣGW(z) one can now scale the intrinsic rate by the performance of the GW instrument to yield an expected detection rate for present and future observing epochs. This can be formally expressed through an extension of equation (14):
scaling by ΣGW(z), the GW detector efficiency and ΩGW, the duty cycle of a typical observing run. We use ΩGW = 0.5 which is the double coincidence duty cycle of aLIGO over the 2016-17 (O2) observing run 8 and we assume this value for all future observing runs. In the following section we estimate the value of ΣGW(z) for a range of planned aLIGO/Virgo observation runs and upgrades. The noise curves we use for this analysis are documented in Appendix A. Table 3 shows the predicted rate of detectible BNS systems per year during a range of future observing runs. We check these estimates by comparing the number of detections predicted in O2 by our model to the single event detected, GW170817. Using a representative curve for O2 described in the Appendix A, we find a range of 0.2-2.5 events per year with a median of 0.9 for a 9 month observation in agreement O2. Given our model, the Poisson probability of at least one event detected within 42.5 Mpc during O2 is around 11%. Figure 8 shows the projected BNS detection rate as a function of redshift in comparison with the intrinsic population. We see that the detected rate becomes asymptotic at around z ∼ 0.05 to a value 5.8 +10.6 −4.5 yr −1 (1.3-16.4 yr −1 ). Table 3 provides estimates for aLIGO at design sensitivity and shows that we can expect between 4.3-55 events a year during this period with a median expected value of around 20 yr −1 . Looking further ahead, Figure 9 shows the BNS detection rate expected during the A+ upgrade. The BNS rate becomes asymptotic at z ∼ 0.15 with an expected event rate of 139.8 +253.9 −109.0 yr −1 ; the range of this upgraded instrument will permit valuable in depth studies of the BNS population. When the proposed Voyager instrument comes on line, as indicated by Table 3 , estimates of 1988 +3610 −1550 yr −1 will allow one to perform significantly detailed studies of distribution of component masses in binary systems and evolutionary effects (Finn 1996b ). 
The sGRB detection rate of Fermi
Given the intrinsic BNS rate evolution model RBNS(z), and assuming that all BNS mergers can produce a sGRB one can calculate a detection rate for Fermi-GBM by scaling RBNS(z) by the sGRB detection efficiency model determined in section 2.4:
Here, we also introduce the total time-averaged observable sky fraction of the Fermi-GBM which is given as ΛGRB=0.60 (Burns et al. 2016) . Figure 10 plots the function RGRB(z) and shows that the detection fraction becomes asymptotical at around z = 0.8-1 as detections of sGRBs become rarer. We obtain a Fermi-GBM detection rate of 39.65 9 . In Abbott et al. (2017c) the redshift distribution predicted by different forms of the LF was scaled to produce the observed Fermi-GBM detection rate; however, in this paper we find that the Fermi-GBM detection rate is a useful cross-test and suggest it could be used as a prior in further studies. One can constrain the upper limit on the first integral of equation (6) 
Assessing the possibility of wider-angled emissions
Although the Mooley et al. (2018) observations constrain an observing angle ∼ 20
• (the lower end of Figure 1 ) for GRB170817A, it is worth looking at the efficiency function produced by a models suggesting wider viewing angles closer to 30
• . In this section we use the models of Margutti et al. (2018, model-M) and Resmi et al. (2018, model-R) and the relative parameters for θc and θv provided in Table 1 . We iterate through the range of values of Lc that agree with the observed luminosity L obs and θv. We find a value of Lc ∼ 7 × 10 50 /Ω erg s −1 sr −1 for model-M and Lc ∼ 1.5 × 10 51 /Ω erg s −1 sr −1 for model-R. Repeating the procedure of section 2.4 the resulting efficiency functions are shown in Figure 11 and the maximum observable viewing angle as a function of redshift in Figure 12 . Figure 11 shows there is would be a greater contribution of sGRBs at lower redshift for both model-M and model-R in comparison to our model. Model-R predicts a quite similar contribution within z ∼ 0.05 but predicts a slightly greater fraction at higher-z although less than the model adopted in this paper. Figure 12 shows that both Model-M and Model-R suggest a low-z contribution dominated by wide-angled emissionsup to opening angles of 35
• . Figure 12 shows the maximum viewing angle for the range of models. The plot seems to suggest a maximum distance corresponding to z = 0.2 and z = 0.4 for sGRBs viewed near the core (assuming an arbitrary value of half opening angle 10
• ) for model-M and model-R respectively. Figure 13 plots the relative detection rates as a function of redshift. Repeating the analysis of section 3.4 we find a rate of 18.06 +32.79 −14.08 yr −1 observed by Fermi-GBM for model-M of which 53% are detected from emissions within a 10
• opening angle. For Model-R the predictions for Fermi-GBM are 33.69
+61.16
−26.27 yr −1 ; nearer to the observed number, with 49% detected from emissions within a 10
• opening angle. We see that model-M and model-R produce very few detections outside z = 0.3 and z = 0.5 respectively, as indicated by the redshift at which the curves become asymptotic.
Both these model predict a greater fraction of detections at low-z from wider-angled emissions. The model-R seems to predict a Fermi-GBM detection rate closer to the observed value of around 40 yr −1 and would suggest an optimistic number of joint GW/sGRB detections. However, it is at odds with the median redshift of sGRBs z ∼ 0.5 (Berger 2014; Fong et al. 2015) . For example, there have been Fermi-GBM triggers coincident with Swift allowing redshift determinations via follow-up campaigns close to z = 1 at which the detection rate curve of Figure 10 flattens out: two coincident bursts on the Swift online database are: GRB090510 (at z=0.903; Ackermann et al. 2010) and GRB131004A (at z=0.71; Chornock et al. GCN 15307). The former burst was, however, a particularly bright and hard event with an additional hard power-law component up to the GeV range.
Given the sGRB efficiency function used in this paper is based on the structured jet profile of a single event, GRB170817A, it is reasonable to suggest that a range of profiles will be determined for joint GW/GRB detections in forthcoming years. However, with a sample of one event, we argue that the derived efficiency function of section 2.4 is consistent with the Fermi-GBM sample of sGRBs and can provide a realistic constraint of joint GW/GRB rates.
JOINT GW/SGRB DETECTION RATES
To calculate a joint GW/sGRB detection rate we combine the scaling factors of equations (17) and (18) to yield:
For a joint GW/sGRB detection the more constrained temporal and spatial constraints essentially lower the SNR threshold for the GW detection search; thus the detection range is increased. Therefore, the joint detection efficiencies will differ with an EM counterpart; i.e. threshold SNR ρt of equation 15 should be recalculated to reflect the situation where there is an EM counterpart. To do this we use the relation between the SNR for triggered, ρT and un-triggered searches ρU given as (Bartos & Márka 2015; Patricelli et al. 2016) :
where ΩT,U and t obs,T,U are the relative sky regions and observation durations respectively. Fermi sGRB efficiency function Margutti et al. (2018) This paper Resmi et al. (2018) Figure 11. The Fermi-GBM detection efficiency functions for structured jets with a jet profiles inferred for GRB170817A. The efficiency model adopted in this paper is shown by the solid line and compared with two models predicting wider-angled emissions: the model-M of Margutti et al. (2018) is shown by the dashed curve and the model-R of Resmi et al. (2018) is indicated by the dot-dashed curve. Following Patricelli et al. (2016) we take ΩT=100 deg 2 , ΩU=40000 deg 2 and t obs,U = 1 yr. For t obs,T we assume ∆t×NsGRB where ∆t is the on-source window which we take as 6s and NsGRB is the number of expected sGRB detections per year within the GW detector horizon. Figure 14 shows the joint GW/sGRB detection rate as a function of redshift for O3 in comparison with the corresponding detection rate of Fermi-GBM. We see that the coincident rate becomes asymptotic at around z ∼ 0.07 to a value 0.62 Figure 15 shows the joint GW/sGRB detection rate expected during the A+ upgrade. The joint-rate becomes asymptotic at z ∼ 0.13 at a value of 3.24
−2.53 yr −1 during this observation run; the increased range of A+ suggests a greater probability of an emission closer to the core (as evidenced by Fig.5 ) ; the implications will be discussed later in this section. Table 4 shows full range of joint sGRB/GW detection rates expected for present and future GW observation runs. We note that our calculation for the 9 months of O2 of 0.16 +0.30 −0.13 Gpc −3 yr −1 suggests around a 1 in 5 chance of recording a coincident GW/sGRB event based on the GRB170817A jet structure profile; however, given our modeling recovers the O2 BNS rate (section 3.3) and is in agreement with the Fermi-GBM detection rate (section 3.4), we suggest that this estimate is in agreement with the probability of observing GW170817/GRB170817A. We see that projecting further ahead, a future Voyager detector with improved sensitivity could provide 10-20 joint GW/sGRB events each year; such numbers would start to enable in depth studies of the sGRB population.
The range of our joint GW/sGRB rates for the 2019-20 observing run (O3) are 0.2 -1.8 detections per year and around 0.3-4 per year at design sensitivity. These estimates more optimistic in the higher range than those given in (Abbott et al. 2017c ) of 0.1-1.4 yr −1 (O3) and 0.3-1.7 yr −1 (design); in this study the luminosity function was extended in the low end to Lmin = 10 47 erg sec −1 so did not consider wider-angled emissions. Clark et al. (2015) ; Abbott et al. (2017c) produces estimates that convert to around 0.006-0.2 and 0.1-0.7 for 1 year runs at aLIGO sensitivities of 120 Mpc and 170 Mpc respectively; equivalent to O3 and design sensitivity. Our estimates are far more optimistic in this case as this study only assumed a top-hat model.
The second row of Table 4 shows the percentage of BNS events that would be accompanied by a sGRB during each upgrade of aLIGO. It is interesting to note that the percentage decreases with each subsequent upgrade. This trend is surprising until one considers that the more probable detec- tions originate from wider angled emissions which are less accessible at greater distances due to the flux limited sensitivity of a GRB detector. In the future, joint sGRB/GW detections may be limited by the GRB detection range to wider-angled emissions rather than the GW detection range. This fact was evidenced in O2 by the maximum detection range of GRB170817A being less than the sensitive distance of the aLIGO instruments (see also section 2.3). Table 5 shows the joint sGRB/GW detection rates of events with emissions from within an opening angle of 10
• ; as in section 3.4 one can assume that imposing this limit will correspond to the brightest part of a structured jet close to the core. This is important as one would expect these emissions close to the jet-axis to be accompanied by an early-time X-ray afterglow that a detector such as Swift with rapid slew capabilities could catch on source. We note that for GW170817 Swift was on source within 1 hr post trigger; the delay was a result of GRB170817A being occulted by earth at time of Fermi-GBM trigger . Observations of plateau features in early X-ray afterglows can provide valuable information on the post-merger remnant (Rowlinson et al. 2010 (Rowlinson et al. , 2013 which can be combined with GW observations to place constraints on the nuclear equation of state (Lasky et al. 2014; Lasky & Glampedakis 2016) or ellipticity (Sarin et al. 2018) .
CONCLUSIONS
In this paper we have described a framework to determine joint sGRB/GW detection rates assuming a structured jet profile for GRB170817A. We have assumed that all BNSs can produce a sGRB and have based our modeling around the BNS rates determined from the O2 observation run. To convert from intrinsic BNS rates to detection rates we have folded in both GW and sGRB detection efficiency functions. We have assumed Fermi-GBM for our GRB in- strument and calculated an efficiency function assuming a well cited parameters for the sGRB LF and its parameters (Wanderman & Piran 2015) 10 , folding in the geometric dependence that results from a structured jet.
To verify of our modelling, we have shown that our derived BNS detection rate is consistent with a single detection in O2 and furthermore, that the sGRB detection rate is consistent with Fermi-GBM. 10 We have independently verified the form of the LF used here through log N − log P fitting to Fermi-GBM data.
We have determined a structured jet profile using Bayesian inference based on the data from early and late EM observations. An important prior used in this analysis are the VLBI observations of the super-luminal motion of GRB170817A provided by Mooley et al. (2018) that indicated a successful jet with a viewing angle of 20±5
• (see also Alexander et al. 2018) .
We have investigated the use of wider-angled emission models and present our case in Section 3.5. Although wider angled models predict a greater contribution of sGRBs at lower redshift (see Figure 11 ) the event rate density is lower at smaller cosmological volumes resulting in a Fermi-GBM detection rate much below what is observed. Additionally, the wider angled models predict few events higher than z ∼ 0.4; this is in tension with Fermi-GBM sGRBs observed in coincidence with Swift and thus having redshift estimates (see section 3.4).
We note that a recent study conducted by Gupte & Bartos (2018) also considered the implications of joint sGRB/GW detections from structured jets using a numerical approach based on the model of Margutti et al. (2018) that predicts a viewing angle for GRB170817A of 27
• (see also section 3.5). This study finds a larger fraction of joint sGRB/GW detections due to two main factors: the structured jet model used and a relatively low fluence threshold 11 . It is clear that present studies are model dependent, and we suggest that Gupte & Bartos (2018) represents a more optimistic joint detection scenario. We look forward to future joint sGRB/GW detections converging towards a universal structured jet-profile or alternatively, a more complex suite of physical models.
We find that the fraction of coincident GW/sGRB events will decrease as the sensitivity of GW detectors increase; our results in Table 4 show that the joint detection percentage of BNS will be 12% during O3, decreasing to less that 1% by the time of the Voyager aLIGO upgrade. This projection is due to only the rarer brighter emissions from closer to the jet axis of a structured jet being detectable by Fermi-GBM as the GW detection range increases (see Fig. 5) Our modeling allows us to constrain the number of events that may be observed within an arbitrary viewing angle. This has enabled us to produce joint GW/sGRB detection rates and predict for coincident events observed observed close to the jet core; such events would be valuable, allowing an early X-ray emission could be observed by a fast slewing detector such as Swift. For example, an X-ray plateau (Rowlinson et al. 2010 (Rowlinson et al. , 2013 coupled with GW data could provide valuable information on the post-merger remnant (Lasky et al. 2014; Sarin et al. 2018) . Our modelling suggests that 70% of Fermi-GBM detections are from sGRBs viewed within a half opening angle of 10
• , most likely from sources z 0.4. Thus, such observations will require more sensitive GW detectors; we find that around 1-4 such joint observations could be achieved during A+ and up to 10 during Voyager.
The framework we have presented here highlights that the joint GW/sGRB rates are in fact limited by the GRB instrument rather that the GW detectors. For the remainder of the era of advanced GW interferometers, joint GW/sGRB detections will be sGRBs observed at wide-viewing angles. As the GW detection ranges increase as a result of planned or proposed upgrades, flux limited GRB detectors will be unable to detect the wider-angled emissions; sGRB detections will start to dominated by emissions closer to the jet-axis. This pattern will continue into the era of 3G interferometers such as ET and Cosmic Explorer. Thus, consideration of the potential GRB/X-ray instruments that will be available moving forward (e.g. THESEUS; Stratta et al. 2018 ) will become increasingly important for future studies of GRBs.
APPENDIX A: GW INTERFEROMETER SENSITIVITY NOISE CURVES
To estimate the performance of O2 (2016) (2017) we use the mid (low) projected noise curve of Abbott et al. (2018) provided in https://dcc.ligo.org/LIGO-T1200307 for which the estimated range is around 80 Mpc; we scale this curve to provide a range of around 70 Mpc which was around the average performance for H1 during O2 during the 9 months of observation. Although L1 archived a fairly consistent range of around 90Mpc with best performance over 100Mpc (see https://ldas-jobs.ligo.caltech.edu/~detchar/summary /1126623617-1136649617/range/ we conservatively assume here the performance of the least sensitive instrument. For our O3 (2019-20) estimates we use the late (low) curve taken from the same resources as above. For aLIGO design we use the updated curve provided at https://dcc.ligo.org/LIGO-T1800044 for which the projected range is 173 Mpc. For the A+ noise curve we use the model found at https://dcc.ligo.org/LIGO-T1800042 and for Voyager the version found at https://dcc.ligo.org/LIGO-T1500293. We note that optimal SNR values, horizon distances and detection ranges can be checked using the GWINC Gravitational Wave Interferometer Noise Calculator which can be obtained at https://git.ligo.org/gwinc/matgwinc.
APPENDIX B: TOP-HAT GRB EFFICIENCY FUNCTION
In the top hat model, the efficiency function takes the form:
where f b = [1−cos θj] −1 is the collimation factor, or beaming fraction.
ACKNOWLEDGMENTS
Parts of this research were conducted by the Australian Research Council Centre of Excellence for Gravitational Wave Discovery (OzGrav), through project number CE170100004. EJH acknowledges support from a Australian Research Council DECRA Fellowship (DE170100891). The authors gratefully thank Raymond Frey (University of Oregon), the assigned reviewer for the LIGO Scientific Collaboration, for conducting a thorough review of the manuscript which included a number of insightful suggestions. We are also particularly grateful to Giulia Stratta (INAF/OAS) who provided some useful comments to improve the manuscript. This paper has LIGO document ID P1800322.
