Abstract. We estimate the global ocean N2O flux to the atmosphere and its confidence interval using a statistical 9 method based on model perturbation simulations and their fit to a database of ΔpN2O (n=6136). We evaluate two 10 submodels of N2O production. The first submodel splits N2O production into oxic and hypoxic pathways following 11 previous publications. The second submodel explicitly represents the redox transformations of N that lead to N2O 12 production (nitrification and hypoxic denitrification) and N2O consumption (suboxic denitrification), and is 13 presented here for the first time. We perturb both submodels by modifying the key parameters of the N2O cycling 
Introduction

22
Nitrous oxide (N2O) is the third most important contributor to anthropogenic radiative forcing, after carbon dioxide 23 (CO2) and methane (CH4) (Myhre et al. 2013) . It also currently estimated as the dominant contributor to stratospheric 24 ozone depletion (Portmann et al. 2012 ). Yet our quantitative understanding of the magnitude and processes 25 controlling natural N2O emissions from the Earth surface to the atmosphere is very poor. A range of methods have been used to constrain total oceanic N2O emissions, including the combination of surface ocean N2O partial pressure 27 anomalies with gas-exchange parameterizations (Nevison et al. 1995) , empirically derived functional relationships 28 applied to global ocean datasets (Nevison et al. 2003 , Freing et al. 2012 , and ocean biogeochemistry models 29 (Suntharalingam and Sarmiento 2000 , Suntharalingam et al. 2000 , Jin and Gruber 2003 , Martinez-Rey et al. 2015 .
30
In spite of the multiple methods used, the reported oceanic emissions of N2O is still poorly constrained, ranging from 
34
The large uncertainty in the oceanic emissions of N2O stems from the complexity of its production pathways.
35
There are two main pathways of N2O production in the ocean, nitrification and denitrification, which both stem from 36 redox reactions of nitrogen, under oxic and hypoxic conditions, respectively ( 
38
during the reduction of NO3 -to nitrogen gas (N2) (Frame and Casciotti 2010 , Loescher et al. 2012 , Merbt et al. 39 2012 . Denitrification can also consume N2O, using extracellular N2O, and reduce it to N2 (Bange 2008). In the oxic 40 part of the ocean (i.e. most of the ocean, 97% > 34 µmol O2 L -1 (using O2 data taken from Bianchi et al. 2012)) 41 denitrification is suppressed, and the primary formation pathway is usually ascribed to nitrification (Cohen and 
50
Estimates of the contribution from suboxic regions of the ocean (about 3%) to the global N2O flux vary from 51 net depletion via denitrification (Cohen and Gordon 1978) , to 33% for the total N2O production in the suboxic ocean 52 (Suntharalingam et al. 2012) , and to more than 50% from denitrification alone (Yoshida et al. 1989 
117
Regarding the response of ammonia oxidizing Archaea (AOA), the main nitrifiers in the ocean (Francis et al. 2005, 118 Wuchter et al. 2006 , Loescher et al. 2012 , to temperature, we are only aware of the measurements of Qin et al.
119
(2014). These show a ~4-fold variation in maximum growth rate between 3 strains, which poorly constrains the 120 temperature dependence of AOA. We therefore first used a generic Q10 of 2 and optimised the rate at 0°C using the 121 nitrification rate observations. This led to a slightly improved representation of the observations (cost function = 122 4.18). Although the response of AOA and ammonia oxidizing Bacteria (AOB) to O2 has only been measured at 21-123 25 °C (Frame et al. 2010 , Loescher et al. 2012 , which limits the range of O2 concentrations, there was a significant 124 logarithmic relationship between N2O yield and O2 (Fig. 4) 
145
N2O production is implemented as two distinct submodels that follow a diagnostic and a prognostic approach,
146
respectively. The diagnostic submodel is based on observed N2O/AOU slopes and has previously been published 147 (Suntharalingam et al. 2000 (Suntharalingam et al. , 2012 . In oxic waters it uses one slope to estimate the open ocean source of N2O 148 production. In hypoxic waters it uses a higher slope to represent the increased yield of N2O from both nitrification 149 and denitrification in oxygen minimum zones. The hypoxic N2O yield is maximal at 1 µmol O2 L -1 , and decreases
150
with an e-folding concentration of 10 µmol O2 L -1 (Suntharalingam et al. 2000 (Suntharalingam et al. , 2012 .
151
The prognostic submodel presented here is mechanistic in nature and explicitly represents the primary N2O 152 formation and consumption pathways associated with the marine nitrogen cycle ( 
170
To estimate the global air-sea flux of N2O that best fits the ΔpN2O data, and its ±1-sigma (68%) confidence interval, 171 we use the formula described in Buitenhuis et al. (2013a):
173 in which RSS is the residual sum of squares between each model simulation and the observations, RSSmin is the RSS 174 of the model simulation that is closest to the observations, and n is the number of observations.
175
To estimate the influence that inequality of model means and the observational mean have on the validity of 176 using equation 3, we use equation 2.1 from Donaldson (1968) , with the observational database taken as the "parent" 
182
The global N2O production rate in oxygen minimum zones (OMZs) was optimized using the depth-resolved N2O 183 data of the MEMENTO database. As noted in previous model studies of ocean O2, global models do not well 184 represent the extent and intensity of OMZ regions (Bopp et al. 2013 , Cocco et al. 2013 , Andrews et al. 2016 observations between 100 and 1500 m., and overestimated at greater depths (Fig. 7) . In both submodels, the N2O 
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In order to find the optimal N2O production that minimizes the RSS (Eq. 3), we ran a range of simulations in 199 which the low O2 N2O production was varied in the diagnostic model (Fig. 8A) , and a range of simulations in which 200 both the hypoxic N2O production and the suboxic N2O consumption were varied in the prognostic model (Fig. 8B ).
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The optimum solution for the prognostic model was found at a gross production of 0. 
209
We used the surface ΔpN2O distribution to constrain the total global N2O flux. ΔpN2O provided a better 210 constraint than the N2O concentration distribution, since more N2O production mostly leads to more N2O outgassing 211 to the atmosphere rather than a significant increase in shallow N2O concentrations (data not shown). The zonal 212 average surface ΔpN2O distribution was well simulated by both submodels (Fig. 9D ), and the model ensemble 
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In addition to the uncertainty that arises from the model-observations mismatch, uncertainty is contributed 218 by the uncertainties in the N2O solubility and the piston velocity, the two quantities that connect the measured
219
ΔpN2O to the estimated air-sea flux. The uncertainty in the solubility has been estimated as 3% (Cohen and Gordon 220 1978) . The uncertainty in the piston velocity has been estimated at 32% (Sweeney et al. 2007 uncertainty is still fairly large, at 4.6 ± 3.1 Tg N yr -1 . The biggest contributor to this uncertainty is the f-ratio, 235 especially in the tropics, which constitute 44% of the ocean surface area. The f-ratio data is only based on uptake of 236 NO3 -, NH4 + and urea, whereas phytoplankton can also take up NO2 -and organic N (other than urea). One of the 237 major sources of uncertainty in using the ΔN2O/AOU ratio is that it is conceptually based on the N2O production 238 during nitrification, which uses O2. N2O production during denitrification is spatially separated from the associated 239 O2 use that is needed to nitrify the NO3 -, the electron donor in denitrification. This NO3 -is produced by nitrification, 240 so in terms of mass balance our calculation is still valid, but this N2O production would show up as a vertical 241 increase in N2O without associated increase in AOU at low O2 concentrations (high AOU) in Figure 3 . This estimate 242 of global marine N2O production derived from analyzing the N cycle currently has a much larger error than the N2O 243 flux derived from ΔpN2O observations, but further observational constraints could further our understanding of the 244 whole N cycle, including the option of evaluating their model representation against observations, and not just the 245 part that N2O plays in them. Such further constraints are also likely to provide the most productive way to reduce 246 unexplained variability that is found in the observations but not in the present models.
247
Models of the global marine C cycle have been in use for decades, and a lot of the available information has 248 been synthesized, cross-correlated and interpreted in detail. While actual measurements of N utilisation and 249 transformation have also been made in abundance, the synthesis and global modelling of these data is less advanced.
250
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This lack of knowledge also means that partitioning the global marine N2O production over the nitrification 256 and denitrification pathways is poorly constrained. Both the diagnostic and the prognostic models assign a small 257 percentage of the total N2O production to the denitrification pathway, 6 and 4% respectively. However, because of 258 the large bias between the observed and modeled N2O concentration depth profiles (Fig. 6 ) these may be 259
underestimates. Possibly because of the model bias (Fig. 6, 7 ), the addition of N2O consumption in the prognostic 260 submodel does not lead to a significantly better distribution of N2O across depth or between different basins (Fig. 7) .
261
As a result, the ΔpN2O distributions are also quite similar (Fig. 9, 12 ) and the optimized N2O flux and confidence 262 intervals of the two submodels are also quite similar (Fig. 10) . It should also be noted, however, that the optimization 263 using surface ΔpN2O agrees with the optimization using N2O concentration that the contribution of the low O2 N2O 264 production needs to be low (Fig. 10) , and the error contribution from the model vs. observed ΔpN2O comparison is 265 also low with confidence intervals of 0.29 Tg N y -1 for both submodels, confirming the visual impression that ΔpN2O 266 is equally well modelled above the low O2 regions as in the rest of the ocean (Fig. 9, 12 
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Despite these shortcomings, the global marine N2O flux is well constrained to 2.4 ± 0.8 Tg N y -1 by both 272 submodels (Fig. 10) . This reflects the fact that the integrated effect of the different physical and biogeochemical 273 processes determines the surface pN2O distribution (Fig. 9) . The N2O flux is at the lower end of previous estimates,
274
and with a similar confidence interval to other recent estimates (Fig. 11) . The confidence interval is dominated by 275 uncertainty in the piston velocity (32%) rather than model-observation mismatches (12%).
276
Modeled pN2O values from the optimized simulations of the diagnostic and prognostic submodels have a 277 small negative bias relative to the observations of -2.4 ppb for the diagnostic submodel and -2.7 ppb for the prognostic submodel (Fig. 12 ). This gives a degree of inequality (φ, Eq. 4) between the means of the observations 279 and the diagnostic submodel of 0.41 and the prognostic submodel of 0.46. This is well within the range where even 280 much smaller sample sizes lead to negligible Type I errors and conservative Type II errors (Donaldson 1968 ).
281
We also tested how much influence sampling biases of very high supersaturation values might have on the 282 estimated air-sea exchange. If the 40 ΔpN2O measurements in the gridded database that are higher than 100 ppb ( (Fig. 12) , the optimized N2O flux becomes 2.2 ± 0.7 Tg N y -1 for both submodels. These results still 287 fall within the confidence intervals of the results using the complete database.
288
Possible biases in ocean physical transport could in theory affect N2O production in low O2 regions.
289
However the model results do not suggest strong biases in N2O production as a result. On the one hand, if the model 290 had too much ventilation in the OMZs, shallow N2O concentrations would be underestimated, as they are in the 291 model (Fig. 6 ), but this would also lead to ΔpN2O overestimation in the surface areas above the OMZs, which is not 292 the case; the high ΔpN2O are generally lower but spread over a larger area than in the observations (Fig. 9) , with a 293 good frequency distribution of high ΔpN2O (Fig. 12) . On the other hand, if the model had too little ventilation in the 294 OMZs, the optimization would reduce N2O production in the OMZs in compensation, but the optimization to ΔpN2O 295 would then estimate a higher OMZ N2O production than the optimization to the N2O depth profiles to compensate 296 for the low transport, and this is also not the case. Therefore we conclude that potential biases in ocean physical 297 transport do not appear to have large direct impact on low N2O production. The indirect impact of ocean physics on 298 low N2O production through its impact on the distribution of O2, which Zamora and Oschlies (2014) 
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Global oceanic N2O emissions estimated using atmospheric inversion methods based on atmospheric N2O 301 concentrations tend to be higher than our results (Fig. 11) . However, N2O emissions from inversions are low in the 302 Southern Ocean (Hirsch et al. 2006 , Huang et al. 2008 , Thompson et al. 2014 , Saikawa et al. 2014 
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Large dots did not give a significant linear relationship with absolute value of latitude, and were therefore averaged 490 at 0.29 ± 0.18 (Wafar et al. 2004 , Varela et al. 2005 Joubert et al. 2011 , Thomalla et al. 2011 
