Anisotropic quantum emitter interactions in two-dimensional
  photonic-crystal baths by González-Tudela, A. & Galve, F.
Anisotropic quantum emitter interactions in two-dimensional photonic-crystal baths
A. Gonza´lez-Tudela1, 2 and F. Galve3
1Instituto de F´ısica Fundamental IFF-CSIC, Calle Serrano 113b, Madrid 28006, Spain.∗
2Max-Planck-Institut fu¨r Quantenoptik Hans-Kopfermann-Str. 1. 85748 Garching, Germany.
3I3M (UPV-CSIC) Institute for Instrumentation in Molecular Imaging,
Universidad Polite´cnica de Valencia, 46022, Spain†
Quantum emitters interacting with two-dimensional photonic-crystal baths experience strong and
anisotropic collective dissipation when they are spectrally tuned to 2D Van-Hove singularities. In
this work, we show how to turn this dissipation into coherent dipole-dipole interactions with tuneable
range by breaking the lattice degeneracy at the Van-Hove point with a superlattice geometry. Using
a coupled-mode description, we show that the origin of these interactions stems from the emergence
of a qubit-photon bound state which inherits the anisotropic properties of the original dissipation,
and whose spatial decay can be tuned via the superlattice parameters or the detuning of the optical
transition respect to the band-edges. Within that picture, we also calculate the emitter induced
dynamics in an exact manner, bounding the parameter regimes where the dynamics lies within a
Markovian description. As an application, we develop a four-qubit entanglement protocol exploiting
the shape of the interactions. Finally, we provide a proof-of-principle example of a photonic crystal
where such interactions can be obtained.
I. INTRODUCTION
Engineering long-range dipole-dipole interactions is a
new frontier in atomic and condensed matter physics.
These interactions lead to a variety of exotic phenomena
as compared to those appearing in systems with short-
range interactions, such as non-local transmission of cor-
relations [1–3] or fast equilibration [4–6]. Moreover, they
also yield long-range entanglement [7, 8], non-trivial self-
organization patterns [9, 10], and can be used for quan-
tum simulation [11] of chemistry [12] or other many-body
problems [13]. Current experimental implementations to
obtain these interactions are based on dipolar [14] or Ry-
dberg gases [15, 16] and cavity QED [17]. However, they
offer limited shape tunability and, some of them, are un-
avoidably accompanied by dissipation. A timely alterna-
tive is based on photonic bandgaps appearing in photonic
crystals [18, 19]. When quantum emitters (QEs) are spec-
trally tuned to a photonic band-gap, the associated pho-
tonic crystal dissipation vanishes, and photons localize
around them [forming the so-called qubit-photon bound
states (BSs) [20–25]] which can mediate tunable and long-
range dipole-dipole interactions between the QEs [26–29].
The spatial dependence of these BSs (and interactions),
provided by the band-edge behaviour and dimensionality
of the photon field, has been typically considered to be
isotropic in the literature [26–29]. It is therefore timely
to consider further ways of shaping these interactions and
expand the toolbox of photonic-crystal mediated interac-
tions.
In two dimensional photonic crystals, the interplay
between dimensionality and energy dispersion leads to
strong features in the QE emission profiles, e.g., direc-
tional emission in Van Hove singularities [30, 31]. How-
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ever, these features generally appear at spectral regions
within the photonic bands, leading to strong collective
effects but in the dissipative scenario [32–35]. In this
work, we show how to transform this dissipation into
anisotropic dipole-dipole coherent interactions by intro-
ducing an extra periodicity in the photonic crystal struc-
ture (superlattice). We focus on how to do it for 2D
Van-Hove singularities in square geometries [32–35], but
our conclusions extend to other 2D geometries [35, 36] or
higher dimensions [37].
The manuscript is structured as follows: in Sec-
tion II we describe the system we study, focusing on
the bath properties. In Section III we calculate the ex-
act dynamics for a single QE interacting with such pho-
tonic baths, characterize the regions of Markovian/Non-
Markovian behaviour of the dynamics, and, more impor-
tantly, show that an extra photon BS appears inheriting
the anisotropic properties of the directional emission at
the Van-Hove point. In Section IV, we explore the in-
teractions emerging from these BSs when many QEs are
coupled to the bath, and exploit them to design a pro-
tocol to entangle four disconnected qubits through an
auxiliary one. Afterwards, in Section V we show a proof-
of-principle photonic crystal implementation that fulfills
the required properties, and summarize our findings in
Section VI.
II. SYSTEM
The setup that we consider is sketched in Fig. 1: Ne
independent QEs are coupled through an optical transi-
tion, of frequency ωe, to a two-dimensional photon bath.
Their intrinsic Hamiltonian is given by (we take ~ = 1 for
the rest of the manuscript): HS = ωe
∑Ne
j=1 σ
j
ee, where we
use the notation σjαβ = |α〉j 〈β| for the spin operator of
the j-th QE. For the bath we take the most simple model
for a superlattice using a couple-mode description [38][see
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FIG. 1. (a) General setup: Ne QEs are coupled with strength g to a photonic bath with a superlattice geometry (two interspersed
square lattices), with primitive vectors c1,2, and alternating energy ωa ± δ. The bath excitations hop to their four nearest
neighbours with the same rate J . (b) Upper/lower bath bands for an energy off-set δ = J . (c) Numerical density of states
calculated for the parameters of panel (b). (d) | cos(θk)|2 and | sin(θk)|2 as defined in Eq. 3 for δ = J .
Fig. 1(a)]: it consists of two interspersed square lattices
with N × N sites and primitive vectors c1,2 = (1,∓1),
where we take as unit of length the distance between the
bosonic sites. The operators a†n, b
†
n (an, bn) are the cre-
ation (annihilation) operators of a bosonic excitation at
the A/B sublattice at site n = (n1, n2) =
∑2
i=1 nici. We
assume that the tunneling, at a rate J , only occurs be-
tween the four nearest neighbours at the A/B sublattices.
Finally, to break the degeneracy between the A/B sub-
lattices, we consider an energy off-set between the two
sublattices such that ωa/b,n ≡ ωa ± δ. Thus, imposing
periodic boundary conditions and defining V † = (aˆ†k, bˆ
†
k),
the bath Hamiltonian can be written in momentum space
as Hbath =
∑
k V
†Hbath(k)V , with:
Hbath(k) =
(
ωa + δ f(k)
f∗(k) ωa − δ
)
, (1)
where f(k) = J
(
1 + eik1 + eik2 + ei(k1+k2)
)
=
|f(k)|eiφ(k), being k = (k1, k2) the coordinates in
the primitive vectors of the reciprocal space, i.e.,
d1,2 = (pi,∓pi). The operators cˆk = 1N
∑
n e
ik·ncn,
with c = a, b are the bath operators in k-space. Notice,
we introduce the hat notation to distinguish the bath
operators in real/momentum space. This Hamilto-
nian is diagonalizable by introducing a k-dependent
transformation:
Uk =
(
eiφ(k) cos θk e
iφ(k) sin θk
− sin θk cos θk
)
, (2)
where:
cos θk/ sin θk = ±
√
ω(k)± δ
2ω(k)
, (3)
ω(k) =
√
|f(k)|2 + δ2
=
√
δ2 + 16J2 cos2(
k1
2
) cos2(
k2
2
). (4)
Using Uk, we diagonalize Hbath(k) = U
†
kHbath(k)Uk =∑
k ω(k)
(
u†kuk − l†klk
)
, where uk/lk denotes the eigen-
operators for the upper/lower band of the photonic su-
perlattice. Imposing δ = 0 the upper/lower bands
touch, recovering the results of square geometries [32–
35] where a 2D Van Hove singularity appears at ωa.
When δ 6= 0, the upper/lower bands extend between
[ωa −
√
δ2 + 16J2, ωa− δ] and [ωa + δ, ωa +
√
δ2 + 16J2],
respectively, such that there exists a middle band-gap
[see Fig. 1(b)]. Since this spectral region is the main fo-
cus of the article, we move to a rotating frame with ωa,
such that ωa ≡ 0 in HB , and ωe → ∆ = ωe − ωa in
HS . Finally, we plot in Fig. 1(c) the numerical density of
states D(E) of this bath. As expected, D(E) of both the
upper/lower bands are symmetric with respect to ωa. At
the upper/lower band-edges (±√16J2 + δ2), D(E) has
a discontinuous jump of the density of states typical of
2D isotropic band edges. On the contrary, the density of
states diverges in the middle band-edges (±δ). The k-
points leading to these divergences, given by k1 = ±pi and
k2 = ±pi, define a square in the reciprocal space which is
the same than the one leading to directional emission in
2D Van-Hove singularities.
Now, let us finally write explicitly the coupling between
QE and the bath modes, which reads:
Hint =
1
N
∑
c=a,b
Ne∑
j=1
(
gc,jc
†
njσ
j
ge + H.c.
)
. (5)
where we consider that the j-th QE only interacts lo-
cally with the A or B bath mode at site nj , and
with excitation-conserving terms. This Hamiltonian
is a good approximation in the optical regime, where
the typical frequencies are much larger than the cou-
pling strength. When rewriting Hint, with the up-
per/lower band eigenoperators, we see that each QE
couples the upper[lower] sublattice with gu[l],j(k) =
e−i(φ(k)+k·nj) cos(θk)[sin(θk)] if the QE originally couples
the A sublattice, or g[u]l,j(k) = e
−ik·nj [− sin(θk)] cos(θk)
if it couples to the B sublattice. In Fig. 1(d) we plot the
square modulus of these functions and show that at the
k-points which satisfy ω(k) ≈ δ, | cos(θk)/ sin(θk)| ≈ 1/0.
Thus, for fixed ∆, the QE-bath dynamics is different de-
pending on whether the QE is coupled to the A/B sublat-
tice. This is qualitatively distinct from what happens in
other 2D reservoirs considered in the literature [32–36],
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FIG. 2. (a)/(b) Γe(E)/δωe(E) for a QE coupled to a photonic
superlattice bath with δ = J . In solid black/dashed red line
we plot the situation when the QE couples the A/B bath
respectively. (c) Contributions to the dynamics of a QE at t =
0 coupled with g = J/2 to the A sublattice of a bath with δ =
J . Legend.- black squares: upper/lower bound states (UBS);
green pentagons/red triangles: unstable poles (UPs) from the
upper/lower bands; yellow triangles: sum of all branch cut
detours; blue spheres: middle bound states (MBS).
leading to new features in the dynamics.
III. SINGLE QE: ANISOTROPIC BOUND
STATES
First, let us characterize the dynamics of a single QE
initially excited, i.e., |Ψ(0)〉 = |e〉⊗ |vac〉A⊗ |vac〉B . The
motivation is two-fold: first, we can solve it exactly us-
ing resolvent operator techniques [39, 40], as explained
in Refs. [33, 34, 36]. Second, it helps us to identify the
regions where the system admits a Markovian descrip-
tion, which we use in the second part of the manuscript.
The key point is that probability to remain in the excited
state Ce(t) = 〈Ψ(0)| e−iHt |Ψ(0)〉 can be written as:
Ce(t) = − 1
2pii
∫ ∞
−∞
dEe−iEt
E + i0+ −∆− Σe(E + i0+) , (6)
where Σe(z) is the QE self-energy which embeds the effect
of the interaction with both the upper/lower baths [36].
In our case, Σe(z) can be analytically calculated in the
limit N →∞, yielding
ΣA/Be (z) =
2g2(z ± δ)
pi(z2 − δ2)K
[
16J2
z2 − δ2
]
, (7)
where ± sign depends on whether the QE is coupled to
the A/B lattices, and K[m] the complete elliptic integral
of the first kind [41].
Perturbative treatment. It consists of replacing
Σe(E + i0
+) ≈ Σe(∆ + i0+) such that: Ce(t) ≈
e−i(∆+Σe(∆+i0
+))t. Thus, the real/imaginary part of
Σe(E + i0
+) = δωe(E) − iΓe(E)/2 already provides us
with the renormalization of the frequencies, δωe(E), and
lifetimes, Γe(E), of the QE excited state due to the inter-
action with the bath. This is what we plot in Figs. 2(a-
b), where we observe several features which distinguish
them from previous situations. First, we observe an
asymmetry with respect to upper/lower bands in both
δωe(E)/Γe(E). In particular, when the QE couples to
the A/B sublattice the upper/lower edge of the middle
band-gap shows a divergence, whereas in the other one
the self-energy is strictly zero in spite of the divergence
of the density of states in both edges [see Fig. 1(c)]. This
asymmetry stems from the different gu/l(k) when the QE
couples to the A/B modes, which cancels the divergence
of the density of states in one of the band-edges. Since
there is a clear symmetry ∆ → −∆ and A → B, from
now on we focus on the situation when the QE couples to
the A modes, and drop the superindex from Σe(z). From
Eq. 7, one can prove [see Supp. Information] that the
middle band-edges diverge as 1/
√
x [
√
x], as in 1D [3D
isotropic] reservoirs. Both features have consequences in
the emergence of an extra BS in the middle band-gap, as
we show in the next Section.
Exact dynamics. We already know from the litera-
ture that in the presence of bandgaps the QE dynamics
may deviate substantially from the Markovian predic-
tions [see Refs [42–48]]. To fully characterize the differ-
ent dynamical regimes, and bound the Markovian ones,
we now integrate Eq. 6 exactly using complex analysis
techniques [see Refs. [34, 36, 37] and Supp. Information].
With these methods, the dynamics of Ce(t) can be split
in several contributions: the one given by real poles of
the integrand of Eq. 6, whose origin is the emergence of
a photon bound state (BS) [21, 22]; the one given by
complex (unstable) poles (UPs) appearing in the ana-
lytical continuation of Σe(z) to other Riemann surfaces;
the extra contribution coming from the branch cut de-
tours (BCDs) we have to define to apply Residue The-
orem avoiding the non-analytical regions of the Σe(z).
In Fig. 2(c), we plot the absolute value of each contri-
bution to |Ce(0)| as a function of ∆ for a QE coupled
with g = J/2. This plot provides a very clear picture of
the different dynamical regimes emerging on this setup
and their origin. For example, when |∆|  √16J2 + δ2
the dynamics is dominated by the BS appearing in the
upper/lower band-gaps. These are isotropic BSs like the
ones appearing in other 2D reservoirs [29, 34, 36]. When
∆ lies within the upper/lower bands, the dynamics is
dominated by the UPs, except for the points close to
the edges, ±δ,±√16J2 + δ2, where the BCD contributes
significantly. Apart from the asymmetry of the UP con-
tribution between the two bands, a feature to highlight
is that the UP of the upper band contributes to the dy-
namics even for ∆ ∈ (−δ, δ), due to the divergent be-
haviour of δωe(δ). However, the most relevant feature
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FIG. 3. (a-b) |CA/B(n)| for EBS = 0 of a QE coupled to an
A mode. The bath parameters are N = 28 and δ = 0.01J .
(c-d) Horizontal cuts of the MBS wavefunction for the same
lattice size than before, but several gaps δ/J as depicted in
the legend. In solid markers we plot the numerical evaluation
of the Fourier transform of Eqs. 10-11. In solid lines we plot
Eq. 12 choosing qc = pi.
for this manuscript is the emergence of an extra bound-
state in the middle band-gap, labeled as middle bound
state (MBS) [in blue spheres in Fig. 2(c)]. Now, we focus
on the MBS as it is qualitatively different from the BSs
appearing in other 2D reservoirs [29, 34, 36].
A. Middle bound state: existence and
wavefunctions.
One difference is that the MBS contribution at the
middle-lower edge disappears abruptly for a critical ∆.
This behaviour appears in isotropic 3D band-edges [26,
27, 37], but not in 2D where the logarithmic divergence
of Σe at the band-edge guarantees the existence of the
BSs for any ∆ [24, 25]. This is what happens in the
other middle edge, where the BS contribution survives
for ∆’s inside of the band. Moreover, as the divergence
at this band-edge scales as 1/
√
x, the BS survives for
a wider spectral region than the one appearing in the
outer band-edges [see Fig. 2(c)]. Let us now quantita-
tively characterize these behaviours. On the lower band-
edge Σe(−δ) = 0, such that the critical detuning where
the MBS disappears in the lower band-edge is ∆c = −δ.
On the other band-edge, the BS survives even for ∆’s
close inside of the band due to the divergence of self-
energy at this point. Asymptotically expanding Σe(E)
close to this band-edge, we estimate the MBS energy in
the non-perturbative regime when ∆ = δ, which scales
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FIG. 4. (a) Horizontal cuts of the |CA(n, 0)|, respectively,
for a N = 28 lattice with a fixed bandgap δ = J and
different MBS energies as depicted in the legend. Inset:
|CA(n, 0)/CB(n, 0)| for the same parameters than panel (a).
as:
EMBS − δ ∝ 3
√
g4δ
J3
[
log
(
J4C
g2δ2
)]2
, (8)
for g2δ2/J2  1, where C is a numerical factor. This for-
mula agrees well with the results of solving exactly the
pole equation [see Supp. Information]. For complete-
ness, we also obtain the MBS wavefunction, which in the
single-excitation regime has the general form:
|Ψ〉BS =
[
Ceσeg +
∑
k
(
Ca(k)a
†
k + Cb(k)b
†
k
)]
|vac〉 ,
(9)
where |vac〉 is the global vacuum of the combined QE-
bath system. Solving H |Ψ〉BS = EBS |Ψ〉BS, one arrives
to:
CA(k) ∝ EBS + cos(2θk)ω(k)
E2BS − ω(k)2
e−ikne , (10)
CB(k) ∝ −ω(k) sin(2θk)
E2BS − ω(k)2
e−i(kne+φ(k)) , (11)
for a QE coupled to the A lattice site at position ne. The
spatial distribution is obtained by Fourier transforming
the previous expressions, which we plot in Figs. 3(a-b) for
EBS = 0, and a bath/gap sizes of N = 2
8 and δ = 0.01J ,
respectively. The main feature is that the MBS has a
very anisotropic wavefunction, being localized along the
horizontal/vertical lines. This is reminiscent from the
directional emission appearing at 2D Van Hove singular-
ities. The underlying reason is that the k-points giving
rise to the directional emission in the square geometry
model are the ones that define the band-edge in this pho-
tonic superlattice. When breaking the lattice symmetry,
we open a bandgap at these spectral region such that the
bath excitation can not propagate and localize around
the QE.
5In Figs 3(c-d), we make an horizontal cut of the bath
BS wavefunction with energy EBS = 0 at the A/B sublat-
tices in the direction where the BS is less localized, and
for several band-gap ratios δ/J . For small δ/J we see
that the wavefunction absolute value decays very slowly
spreading almost along the entire bath size. We also ob-
serve that |CA|  |CB | in this regime. For δ/J large
the BS wavefunction starts to be exponentially localized
around the impurity, and the A/B lattice starts to have
similar decay behaviour (with small differences in dis-
tances closer to the QE). To qualitatively estimate the
asymptotic decay of the wavefunction, e.g., CA(n, 0), we
realize that the larger contribution of the integrand of
the Fourier Transform [CA/B(k)] comes from the points
closer to the band edge, ω(k) ≈ δ, where cos(θk) ≈ 1,
sin(θk) ≈ 0, and ω(pi − q1, pi − q2) ≈
(
δ +
q21q
2
2
2δ
)
. Using
these expansions, we find that:
CA(n, 0) ≈ (−1)
n
pi
√
2
Γ(0,
√
2nδ/qc) . (12)
where Γ(a, z) is the incomplete Γ-function and qc = pi a
numerical cut-off we introduce to make the expressions
converge [see Supp. Information]. In Figs. 3(c-d) we plot
in solid lines Eq. 12 to compare it with the numerical
evaluation of the sums for a finite system. We observe
that they show a qualitative agreement, even though it
is not perfect for all δ/J and distances considered, pos-
sibly due to finite size effects and imprecise determina-
tion of qc. One difference with respect to other reser-
voirs is that the BS length scales at the middle of the
gap as LBS ∝ 1/δ, and not 1/
√
δ like it typically occurs
for bound states in all dimensions when ω(k) ∝ |k|2.
Furthermore, using the analytical expansions of the Γ-
function we can obtain the approximated scaling of the
wavefunction, yielding a logarithmic [Yukawa-type] spa-
tial decay when
√
2nδ/qc  []1, respectively.
For completeness, we study the situation where we
fix the gap, e.g., δ = J , and study the dependence of
the wavefunctions as EBS gets closer to the upper/lower
band-edge. Let us summarize our findings: i) the wave-
functions display qualitatively the same anisotropic be-
haviour than in Fig. 3, with a change in the spatial dis-
tribution depending on EBS [see Fig. 4 to observe the
change of CA along the main axis]; ii) the BS local-
izes mostly around A/B by getting closer to the up-
per/lower middle band-edge, respectively [see inset of
Fig. 4]; the wavefunctions are lower bounded by the decay
at EBS = 0 (green pentagons), that is, the MBS length
increases as ∆ moves closer to the band-edge.
IV. MANY QE: EFFECTIVE SPIN MODELS
In this section we explore the consequences of the MBS
when multiple QEs interact with the bath. For concrete-
ness, we assume all QEs couple to the same sublattice
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FIG. 5. (a) Dipole-dipole coupling between two QEs coupled
either vertically (red triangles), diagonally (black squares)
and its ratio (blue spheres). (b) Two QE dynamics when
one of them is initially excited for n = 6 by solving the
full QE-bath Hamiltonian. In black squares/blue markers
(red triangles/green pentagons) we plot when the two QEs
are placed vertically (diagonally). In dashed lines we plot
| cos(Jext)|2/| sin(Jext)|2 with Jex calculated from the exact
pole equation. Inset: same figure but in logarithmic scale.
Parameters: N = 28, g = 0.1J and δ = J .
(A), and that their energies lie in the middle bandgap,
where the dynamics is dominated by the MBS. We study
two situations: i) one with two QEs in different positions
to show that the interactions indeed behave as one ex-
pects from the shape of the MBS wavefunction; ii) as an
application, we devise a protocol to entangle four distant
qubits exploiting the highly anisotropic couplings emerg-
ing in these reservoirs and an extra auxiliary qubit.
A. Two QEs: anisotropic dipole-dipole interactions
Since our bath satisfies ω(−k) = ω(k) and φ(k) =
−φ(−k), it can be shown [36] that the dynamics of
the symmetric/antisymmetric subspaces, σ± = (σ1ge ±
σ2ge)/
√
2 decouple when two QEs are coupled to the bath.
If they couple, e.g., to the A sublattice, the self-energy
governing the symmetric/antisymmetric subspace reads:
ΣAA± (z;n12) = Σ
A
e (z)± ΣAA12 (z;n12), where:
ΣAA12 (z;n12) =
g2
N2
∑
k
Re
[
eik·n12
]
cos(2θk)ω(k)
z2 − ω(k)2 . (13)
6Here, it is clear that the distance dependence of the
QE interactions is governed by the same expression as
CA(k) in Eq. 10, so it inherits the same properties. To
evidence this connection, we study the coherent trans-
fer of excitations when one QE is initially excited, i.e.,
|Ψ(0)〉 = |e1, g2〉 ⊗ |vac〉. Since the dynamics between
the symmetric and antisymmetric subspace decouples, we
can solve the dynamics exactly [34, 36] and find:
|C1[2](t)|2 ≈ R cos2(Jext)
[
sin2(Jext)
]
+ others , (14)
where Jex = (EBS,− − EBS,+)/2 is the frequency of
the oscillations obtained by solving the pole equations:
EBS,± = ∆ + ΣAA± (EBS,±;n12). The number R(≤ 1) is
the residue of the symmetric/antisymmetric BS. There
are other contributions which appear in the dynamics,
e.g., branch-cut detours. However, here we focus on a
parameter regime where R ≈ 1, such that the rest of
their contributions are small. Thus, the main effect of
the interaction with the bath is a coherent exchange of
excitations with frequency Jex.
In Fig. 5 we compare the dynamics of two QEs placed
vertically/diagonally, i.e., nvert/ndiag = (n, 0)/(n, n),
which we expect to interact strongly/weakly from the
shape of the MBS wavefunction. In Fig. 5(a) we plot
the expected dipole-dipole couplings as a function of
n by solving the exact pole equation in the symmet-
ric/antisymmetric subspace. We see that both couplings
are exponentially attenuated, as expected from Eq. 12,
but the diagonal one decays exponentially faster than
the vertical one [see blue spheres in Fig. 5(a)]. This
different energy scales in the vertical/diagonal couplings
have strong consequences on the dynamics, as we show in
Fig. 5(b), where we plot the dynamics of the excited state
of the two QEs. There, we observe quasi-perfect state
transfer between the QEs placed vertically, while the di-
agonal configuration shows almost no transfer within the
timescales considered.
B. Many QEs: long-distance entanglement trough
auxiliary QEs
Finally, we devise a simple application which exploits
the shape of the emergent interactions. It consists in gen-
erating non-local entanglement among 4 qubits through
an auxiliary one. At the end of the operation the auxil-
iary qubit is unentangled from the rest, so it leads to a
pure entangled state among the four targeted qubits.
We define the qubits in the hyperfine levels (g/e) of
an atomic Λ-scheme as depicted in Fig. 6(a). They are
connected through an optically excited state, f , via a
Raman laser in the e − f transition, and through the
bath in the g − f transition. When the detuning of the
Raman laser satisfies |∆L|  Ω, the excited state f can
be adiabatically eliminated [28, 29], leading to an effec-
tive dynamics in the {g, e} subspace described by the
same Hamiltonian H, but with renormalized coupling
rates and frequencies: g → g(Ω/∆L), ∆ → ∆ − ωL.
1
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3
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FIG. 6. (a) Atomic Λ-scheme: one optical transition g-f cou-
ples to the bath, while the other one e-f couples with a classical
field with amplitude Ω and detuning ∆L. (b) Scheme: 4 QEs
distributed in a square with an auxiliary QE in the middle.
(c) 1−Fmax (defined in Eq. 16) as a function of the distance n
between the auxiliary QE and the rest. Parameters: g = 0.1J ,
δ = J , ∆ = 0 and N = 28.
Both the bath induced timescales (Jex) and spontaneous
emission (Γ∗) reduce by a factor (Ω/∆L)−2, such that
the ratio between coherent/incoherent processes remains
unaltered. One advantage is that the QE-bath couplings
can be switched dynamically with the Raman laser, and
once the entanglement is created in the qubits is unaf-
fected by free-space decay.
The protocol configuration is the following [see
Fig. 6(b)]: four QEs are placed at (±n, 0) and (0,±n),
and the auxiliary one (in red) at the origin. Since the
distance between the four QEs to the auxiliary QE is the
same, they all interact with it at a rate Ja(n). Besides,
the four QEs can talk directly between themselves either
diagonally, with rate J1(n), or vertically/horizontally,
J2(n). Thus, the effective Hamiltonian driving the evo-
lution is:
Heff = Ja(n)σ
a
eg
4∑
i=1
σige + J1(n)
(
σ1eg + σ
3
eg
) (
σ2ge + σ
4
ge
)
+ J2(n)
(
σ1egσ
3
ge + σ
2
egσ
4
ge
)
+ H.c. (15)
When all the Raman lasers act equally in all the QEs,
and without considering other decoherence sources, the
entangling protocol works as follows: First, we initial-
ize the QEs in g. Next, we switch the auxiliary QE
to the e state with a microwave pi-pulse, such that
|Ψ1〉 = |e〉a ⊗ |g〉⊗4. Afterwards. we turn on all the
Raman lasers, Ω, such that the QEs can interact via the
bath. Since initially there is a single excitation and Heff
conserves the number of excitations, it can be projected
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FIG. 7. (a) Photonic crystal slab made of diamond with air/GaAs ‘holes’. Parameters: slab thickness h = 0.5a, holes radii
r1 = 0.25a (GaAs) and r2 = 0, 35a (air) with a the lattice spacing. (b) Dispersion relation of the 3rd and 4th z-odd bands
ω(kx, ky, 0). (c) Electric field’s spatial profile Ez for the 3 momentum points (kxa/pi, kya/pi) = (0, 0.27), (0.21, 0.22), (0.27, 0.01),
at z = 0 within the unit cell. Inset: dielectric function, with GaAs (dark blue) in the center of the cell, diamond (light blue)
and air (white). The units are such that the field is normalized as
∫
|E|2d3x = 1 in the unit cell. (d) FDTD simulation of the
radiation from a dipole resonant with the upper (4th) z-odd band, of a crystal slab with a total of 34x34 unit cells.
to the states: {σieg |g〉⊗5}, with i = a, 1, 2, 3, 4. As we
show in the Supp. Information the probability to cre-
ate the desired state, |Ψ〉goal = |g〉a ⊗ 12
∑
i σ
i
eg |g〉⊗4, is
maximized if we keep the Raman lasers on for a time√
(2J1 + J2)2 + 16J2aT = pi, yielding a maximum fidelity
of the entanglement generation:
Fmax = | 〈Ψgoal| e−iHeffT |Ψ1〉 |2 = 16J
2
a
(2J1 + J2)2 + 16J2a
.
(16)
There, it is clear that the main limitation of the fidelity
of the protocol is the cross-talk between the 4 target
QEs, which provides an energy off-set between the lev-
els, |Ψ〉goal and |Ψ1〉 preventing the complete excitation
transfer. In Fig. 6(c) we show this error (1−Fmax) can be
made small by increasing the distance n between the QEs
since |(2J1(n) + J2(n))/Ja(n)|  1 for n  1. Further-
more, if one allows for individual control of the Raman
laser frequencies, we can impose ∆a = ∆+2J1+J2 to cor-
rect the energy off-set of the cross-talk without imposing
any restriction of the distances (as long as the different
frequencies do not alter the effective spin interactions).
Using this trick, one can achieve perfect coherent trans-
fer by choosing the correct time duration of the Raman
lasers, that is, T = pi/(4Ja). The impact of free-space
spontaneous emission from the QEs can be accounted in
our protocol by replacing Heff with a non-unitary Hamil-
tonian: H∗eff = Heff − iΓ
∗
2
∑
j σ
j
ee. With it, the maximal
fidelity of the protocol can be calculated as in Eq. 16, ar-
riving to Fmax,∗ = e−Γ
∗pi/(2Ja). Other error sources can
be considered in a similar fashion.
V. PHOTONIC CRYSTAL REALIZATION
Until now, we have used a simple model of a pho-
tonic crystal which allows us to extract mathematical
and physical intuition of the phenomena that we want to
explore. To complete the manuscript, we give a proof-
of-principle example on how to obtain the desired band
structure with a real photonic crystal implementation.
The challenge consists in finding a geometry which both
opens a robust bandgap at the original Van-Hove singu-
larity, and where other bands do not enter in the middle.
One configuration we found consists of a dielectric slab
with r = 6, such as diamond, with two periodic lattices
of circular defects, the larger ones empty, while the other
ones filled with a larger index dielectric r = 13, like
GaAs [see Fig. 7(a)]. As shown in Fig. 7(b), a suitable
middle-band gap appears in our configuration between
the third and fourth band of z-odd modes (i.e. TM at z =
0). In Fig. 7(c), we show the electric field, Ez, associated
to several representative k-points (see caption), to show
which are the most appropriate regions to place our QE.
The air gaps, suited for optically trapping atoms [49–51],
and the GaAs cylinders, where one could implant solid
state emitters [52, 53], are the regions with higher field
concentration. In addition, by symmetry, the plane z = 0
has maximum value of Ez for z-odd modes and nearly
vanishing (not shown) for z-even (TE in this plane). In
this way, a dipole aligned to the z direction will couple
mostly to z-odd modes, as desired.
Compared to the simplified model considered in the
manuscript, the two bands are not symmetric with re-
spect to the middle of the gap, so the behaviour will be
different from the predicted one [54]. To estimate to what
extent the anisotropic behaviour survives, we do a finite-
difference time-domain simulation [55] of the emission of
an atomic dipole aligned along z and resonant with the
84th band. In Fig. 7(c), we observe that the emission still
occurs in a highly directional fashion, which foresees the
observation of QE anisotropic dipole interactions when
the atomic frequencies lie in the band-gap. Even though
this configuration might not be the optimal one, it pro-
vides a first direction on how to engineer these band-gaps
with photonic crystals. Further optimization can be ob-
tained with, e.g., inverse design [56], although this lies
beyond the scope of the manuscript.
VI. CONCLUSIONS
Summing up, we have shown how the directional col-
lective dissipation appearing in 2D Van-Hove singulari-
ties turns into anisotropic coherent interactions by using
photon superlattices. The key point is the emergence of
an extra bound state which inherits the directional prop-
erties of the emission. Using a simple description, we
characterize the different dynamical regimes appearing,
the anisotropic bound state properties, and the effective
spin-models when many emitters interact with the bath.
Apart from the photonic-crystal implementations in the
optical regime, of which we provide a proof-of-principle
example, there are other platforms where our findings
are extrapolable, such as circuit QED systems [57–60] or
cold-atoms in state-dependent optical lattices [26, 27, 61].
Beyond the applications highlighted along the
manuscript, like the controlled generation of long-range
entanglement, other interesting directions to explore are
self-organization phenomena under these very anisotropic
potentials [9], design repulsive fermionic potentials to
simulate pseudo-molecules [12], or the study of the multi-
photon behaviour of these directional bound states [62].
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Supplementary Information: Anisotropic quantum emitter interactions in
two-dimensional photonic-crystal baths.
In this Supplementary Material, we provide more details on: i) Asymptotic expansions of the single QE self-energy;
ii) Analytical continuation of the single quantum emitter (QE) self-energy to perform the exact integration of the
excited state dynamics, Ce(t); iii) Asymptotic scaling of the spatial decay of the extra bound state appearing in the
middle band-gap; iv) Calculation of the fidelity of the four-qubit entangling protocol.
SM1. SELF-ENERGY EXPANSIONS AND ANALYTICAL APPROXIMATION OF MIDDLE BOUND
STATE ENERGIES.
The analytical formula for the self-energy for a QE coupled to the A sublattice reads:
Σe(z) =
2g2(z + δ)
pi(z2 − δ2)K
[
16J2
z2 − δ2
]
. (SM1)
From here, it can be shown that around the middle band-edges:
Σe(δ + x+ i0
+) ≈ g
2
√
8
√
δ
x
[
1 +
i
pi
log
(
δx
128J2
)]
, (SM2)
Σe(−δ − x+ i0+) ≈ g
2
√
32
√
x
δ
[
−1 + i
pi
log
(
δx
128J2
)]
. (SM3)
for 0 < x  J . Thus, one middle band edge diverges as 1/√x, as in 1D reservoirs, while the other one goes to zero
as
√
x as is the case in isotropic 3D reservoirs.
We can use these expansions, for example, to obtain an analytical approximation to the existence conditions of the
middle-bound state (MBS), which is the main focus of the manuscript. On the lower band-edge Σe(−δ) = 0, such
that the critical detuning where the MBS disappears in the lower band-edge is just ∆c = −δ. On the other band-edge,
we can expand the self-energy for energies below the gap, finding:
Σe(δ − x+ i0+) ≈ − g
2
√
8piJ
√
δ
x
log
(
128J2
δx
)
, (SM4)
9FIG. SM1. (a) EMBS as a function of g/J for a QE coupled to the A sublattice with ∆ = δ = 10J . In markers the numerical
results obtained by solving the exact pole equation, while in solid line the analytical result of Eq. SM5 obtained by expanding
the solution of the self-energy close to the upper middle edge.
for x J . Using this expansion, we can solve the pole equation analytically to obtain the energy of the MBS when
∆ = δ, yielding to:
EMBS = δ − 3
√
g4δ
2(3pi)2J3
(
W
(
6144piJ4
g2δ2
))2
, (SM5)
which agrees very well with the results of numerically solving the pole equation, as shown in Fig. SM1.
SM2. ANALYTICAL CONTINUATION OF THE SINGLE QE SELF-ENERGY
To fully characterize the different dynamical regimes one must integrate Eq. 6 of the main text exactly. To do the
exact integration, we transform the integral above the real axis into a complex one by closing the contour of integration
to apply Residue Theorem. Since the self-energy Σe(z) is not analytical in certain regions, one can not simply close
the contour with a semiarc in the lower half-plane. One possible choice of the detours to avoid the non-analytical
regions is to take EBC ± 0± − iy for four values of EBC = −
√
16J2 + δ2,−δ, δ,√16J2 + δ2. This divides the lower
complex plane in five regions, where the definition of Σe(z) must be adapted. To guarantee that we go to the correct
Riemann surface of Σe(z):
• In regions I, III, and V, defined by Re(z) ∈ (−∞,−√16J2 + δ2), (−δ, δ) and (√16J2 + δ2,∞), respectively, one
must use the definition of Σe(z) as written in Eq. 7 of the main text.
• In regions II and IV, defined by Re(z) ∈ (−√16J2 + δ2,−δ), and (δ,√16J2 + δ2), one must adapt the definition
of the self-energy as follows:
Σe(z) =
2g2(z + δ)
pi2(z2 − δ2)
(
K
[
16J2
z2 − δ2
]
± 2iK
[
1− 16J
2
z2 − δ2
])
, (SM6)
With these changes in the definition, one can now perform the exact integration of the dynamics separating the
different contributions, as we did in Fig. 2 of the main text.
SM3. ASYMPTOTIC SCALING OF THE BS WAVEFUNCTION
The bound state wavefunction of a single QE in the single excitation subspace for our type of bath generally has
the form:
|Ψ〉BS =
[
Ceσeg +
∑
k
(
Ca(k)a
†
k + Cb(k)b
†
k
)]
|vac〉 , (SM7)
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where |vac〉 is the global vacuum of the combined QE-bath system. By solving H |Ψ〉BS = EBS |Ψ〉BS, one arrives to:
CA(k) ∝ EBS + cos(2θk)ω(k)
E2BS − ω(k)2
e−ikne , (SM8)
CB(k) ∝ −ω(k) sin(2θk)
E2BS − ω(k)2
e−i(kne+φ(k)) . , (SM9)
for a QE coupled to the A lattice site at position ne. To make a more quantitative estimation of the decay of the
wavefunction, we can consider that the larger contribution to the integrand of CA/B(k) will come from the points
closer to the band edge, ω(k) ≈ δ. At these points cos(θk) ≈ 1, sin(θk) ≈ 0, and the energy dispersion is expanded,
e.g.,
ω(pi − q1, pi − q2) ≈ δ
(
1 +
q21q
2
2
2δ2
)
, (SM10)
for q1,2  1. Focusing on CA(n), the sum of the contribution around the band-edge frequencies can be rewritten:
CA(n) ≈ 2
(2pi)2δ
[
(−1)(n1+n2)
∫∫ 2pi
0
d2q
Re
[
ei(q1n1+q2n2)
]
1 +
q21q
2
2
2δ2
+
(−1)(n1−n2)
∫∫ 2pi
0
d2q
Re
[
ei(q1n1−q2n2)
]
1 +
q21q
2
2
2δ2
]
. (SM11)
To continue the derivation, let us restrict to a particular direction, e.g., n1 ≡ n and n2 = 0. Notice, that since we
have made the expansion for qi  1, the upper limit of the integral should not matter since the main contribution
will be coming from qi → 0. Then, we can in principle extend the integral to infinite. Using this, and the fact that:∫ ∞
0
dq1
cos(q1n)
1 +
q21q
2
2
2δ2
=
e−
√
2nδ/q2piδ√
2q2
, (SM12)
we arrive to:
CA(n, 0) ≈ (−1)
n
pi
√
2
[∫ ∞
0
dq2
e−
√
2nδ/q2
q2
]
. (SM13)
The problem of the previous integral is that it does not converge because the integrand scales as 1/q2 when q2 →∞.
However, we know there should be a natural cut-off given by discretization. Thus, we replace ∞ by qc and find that:
CA(n, 0) ≈ (−1)
n
pi
√
2
Γ(0,
√
2nδ/qc) . (SM14)
where Γ(a, z) being the incomplete Γ-function. We can use the analytical expansions of the Γ to obtain the approxi-
mated analytical scaling in the small/large band-gap limit, that is:
Γ(0, x 1) ≈ −γ + log(1/x) , (SM15)
Γ(0, x 1) ≈ e
−x
x
, (SM16)
where γ ≈ 0.577 is the Euler constant. Thus, the wavefunction shows a very slow logarithmic decay when√2nδ/qc  1,
while having a Yukawa-type decay when
√
2nδ/qc  1.
SM4. FOUR-QUBIT ENTANGLING PROTOCOL
Let us study in detail how the entangling protocol works in the simplest configuration, that is, when all the Raman
lasers act equally in all the atoms and without considering other decoherence sources. We assume that all the atoms
are initially in the ground state, |Ψ0〉 = |g〉a ⊗ |g〉⊗4, while the bath is also in the vacuum state. Next, with a
microwave field we switch the auxiliary atom to the e state with a pi-pulse, such that |Ψ1〉 = |e〉a ⊗ |g〉⊗4. Then, we
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switch on all the Raman lasers, Ω, such that the QEs can interact between themselves by exchanging/absorbing bath
excitation with the assistance of the Raman laser. Since, we start effectively with a single excitation in the five QEs,
the effective dynamics can be written in a subspace: B = {|e〉a ⊗ |g〉⊗4 , |g〉a ⊗ σieg |g〉⊗4}, with i = 1, 2, 3, 4. In this
basis, the effective Hamiltonian governing the interaction:
Heff =

∆ Ja Ja Ja Ja
Ja ∆ J1 J2 J1
Ja J1 ∆ J1 J2
Ja J2 J1 ∆ J1
Ja J1 J2 J1 ∆
 (SM17)
It is instructive to rewrite this effective Hamiltonian in a basis, B′ = {|αi〉}5i=1, that contains the state we want to
obtain, that is: |Ψ〉goal = |g〉a ⊗ 12
∑
i σ
i
eg |g〉⊗4. This is achieved with the following unitary transformation:
U =

1 0 0 0 0
0 12
1
2
1
2
1
2
0 12
1
2 − 12 − 12
0 1√
2
− 1√
2
0 0
0 0 0 1√
2
− 1√
2
 (SM18)
where |α1〉 = |Ψ1〉 and |α2〉 = |Ψ〉goal. In this new basis, the effective Hamiltonian reads:
Heff = ∆1+

0 2Ja 0 0 0
2Ja 2J1 + J2 0 0 0
0 0 −J2 0 0
0 0 0 −J1 J2 − J1
0 0 0 J2 − J1 −J1
 . (SM19)
One immediately realizes that our initial state is indeed only coupled to the desired state, |Ψ〉goal, due to the spatial
symmetry of our initial state. Then, the fidelity of the protocol can be obtained by solving the dynamics in the
restricted 2× 2 subspace, yielding:
F = | 〈Ψgoal| e−iHeff t |Ψ1〉 |2 = 16J
2
a
R2
sin2(Rt/2) , (SM20)
with R =
√
(2J1 + J2)2 + 16J2a . Thus, choosing the time duration of the operation RT = pi, we maximize the
excitation transfer and the fidelity, yielding:
Fmax = | 〈Ψgoal| e−iHeff t |Ψ1〉 |2 = 16J
2
a
(2J1 + J2)2 + 16J2a
. (SM21)
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