Abstract. In this paper we describe a special class of self-adjoint operators associated with the singular self-adjoint second-order differential expression . This class is defined by the requirement that the sesquilinear form q (u, v) obtained from by integration by parts once agrees with the inner product u, v . We call this class Type I operators. The Friedrichs Extension is a special case of these operators. A complete characterization of these operators is given, for the various values of the deficiency index, in terms of their domains and the boundary conditions they satisfy (separated or coupled).
Introduction.
In this paper we give a complete characterization of certain selfadjoint operators associated with the differential expression
which is assumed to be defined for almost all x ∈ I = (a, The equality
requires the vanishing of the boundary term
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which is the most general condition for (2) to hold. As we shall see in the following sections equality (2) gives rise to a class of self-adjoint operators, which we termed Type I operators in [8] . The study of these operators was necessary to handle certain nonlinear equations and devise numerical methods associated with the formal expression . It is to be expected of course that boundary term (3) will vanish for all functions in the domain of definition of any Type I operator. The vanishing of this boundary term could occur because pu v (a) = 0 = pu v (b) or simply because pu v (a) = pu v (b). The former case is referred to as separated boundary conditions and the latter case is referred to as coupled boundary conditions. In this paper we give a full characterization of Type I operators in terms of both kinds of boundary conditions. As we shall see, Type I operators with the separated boundary conditions always exist while those with coupled boundary conditions exist only under further restrictions on the data of the problem. We should also point out that the Friedrichs Extension [3] , which is similarly defined, satisfies Dirichlet (i.e. separated) boundary conditions [5, 7] in the regular case (see the next section). Since the Dirichlet boundary conditions are a special form of the more general separated boundary conditions mentioned above, the Friedrichs Extension is a special case of Type I operators. Our work in this paper will establish that other separated boundary conditions such as u (a) = u (b) = 0 give rise to self-adjoint operators which are essentially different from the Friedrichs Extension.
All self-adjoint operators associated with the expression are realized through the requirement Of course not all self-adjoint extensions of L 0 are Type I operators. For example, the expression u = −u + u defined on (0, 1) and the boundary conditions u (0) + u (0) = u (1) + u (1) = 0 give rise to a self-adjoint operator in L 2 (I). The function u (x) = −3x 3 + 4x 2 is in the domain of this operator but {u, u} 1 0 = 0. The study of self-adjoint operators associated with is not new (see [4, 6, 9, 10] and the references therein), while the study of boundary conditions associated with them can be found in refs. [1, 2, 4, 10]. The study of Type I operators appears to be new and to the best of our knowledge, this is the first time that the study of boundary conditions associated with Type I operators is carried out. This paper consists of three sections in addition to the introduction. In Section 2 we present some preliminary material that includes definitions, theorems and discussions needed for the rest of the paper. It is designed to be, more or less, self-contained and should help the reader to better follow the terminology used in connection with singular operators. In Section 3 we show that Type I operators with separated boundary conditions always exist while those with coupled boundary conditions exist only when the deficiency index (see next section) is 2. We also give a full characterization of the domains of these operators.
Preliminaries.
In this section we introduce notation, definitions and discussions that are necessary for this work. The main definitions and theorems can be found in refs. [4, 6, 9, 10] . We work with the formally self-adjoint differential expression
and that w > 0 almost everywhere in I.
w (I), be the Hilbert space of square integrable functions with respect to the weight w. The inner product ·, · and norm · in this space are given by
respectively. Also let u [1] := pu . u [1] is called the first pseudo-derivative of u with respect to the function p. The maximal operator L generated by the expression in H is defined by
. The operator L 0 is called the minimal operator generated by and it is known [6] 
Note that the limits of the terms in (5) as x → a + , b − both exist and are finite. Thus, the notation
is justified. We use [y, z] The endpoint a is regular if 1/p, g, w ∈ L (a, c) for some (and hence all) c ∈ I; is limit circle (LC) if all solutions of
w (a, c) for some c ∈ I; is limit point (LP) if it is not LC. Similar definitions hold at b. An endpoint is singular if it is not regular. The deficiency index of the operator L 0 is defined to be the number of linearly independent solutions of (6) which belong to H (see [4, 10] for more details). Let c ∈ I and let θ, φ be the unique real solutions of the initial value problems
Observe
. If X, Y are vector spaces and Y ⊂ X, the notation x 1 , x 2 , . . . , x m ∈ X mod Y means that these elements are in X and are linearly independent modulo Y (see [6] ). If
then it will be sufficient for our purposes to consider only the elements in X mod Y that are linear combinations of x 1 , x 2 , . . . , x m . We also use the notation dim (X mod Y ) for the number of elements that can be found in X mod Y such that (10) is valid. The proofs of the following two lemmas can be found in ref. [10] . The functions ψ 1 , ψ 2 (ψ 3 , ψ 4 ) may be constructed by taking them equal to θ, φ, respectively, near a (b) and equal to 0 near b (a) . We remark that in the above lemma, if both a and b are LC, then 
If a is LC and b is LP, then
where ψ 1 , ψ 2 , ψ 3 , ψ 4 are as in Lemma 2.
In the case d = 1, to avoid a lot of repetitive statements, let us agree to take a as LC and b as LP.
The domain of definition
The proof of the following lemma is an easy consequence of the results in [10] . 
is satisfied for all u, v ∈ D 1 if and only if the determinants in (13) vanish. Then we can write 
Next we introduce the formal symmetric sesquilinear form
and the associated boundary terms
whenever the implied limits exist. Note that
Also, for u, v ∈ D, q (u, v) exists and is finite if and only if {u, v}
b a exists and is finite. Then
Our main assumption on q is the following: (A) We assume that q is bounded below:
Without loss of generality, we may assume that M > 0 for, otherwise, we may consider the form q + λ for some λ > M instead. Let V be the subspace of functions u ∈ H for which q (u) < ∞. Note that V is dense in H since it contains the dense subspace of functions in D with compact support in I. It can easily be checked that V is a Hilbert space if equipped with the inner product induced by q. REMARK 6. Assumption (A) excludes cases where the differential expression is in limit point case at one end-point but not in strong limit point case (cf. e.g. [2] ). 
The next proposition gives some properties ofD and, in particular, the fact thatD is an essential extension of D 0 . 
PROPOSITION 8. LetD be defined by (14). Then
Proof. See [8] .
Let ψ 1 , ψ 2 be as in Lemma 3 (for d = 1 or d = 2) and define the matrix C a by
if the implied limits exist. This matrix has eigenvalues
where, in order to arrive at the expression for c, we used the observation that
It can be directly verified that the last equation is true for any x ∈ I. If the limits as x → a + exist we can then pass to the limit. Denote the positive and negative eigenvalues of C a by λ a , − σ a , respectively. Since C a is symmetric, there exists an orthogonal matrix B a such that B t a C a B a := a := diag [λ a , −σ a ] . Introduce the change of base transformation
Then ψ 1 , ψ 2 are still linearly independent modulo D 0 and still equal to zero near b. The corresponding C a matrix is
where B 1,a , B 2,a are the columns of B t a . From this we get
where the last equality holds because B a and the matrix R := [
For the case d = 2, similar remarks hold for the end point b and the functions ψ 3 , ψ 4 . It is now in order to clarify our subsequent use of the ψ-functions appearing in Lemma 3. If the limits at the end point(s) do not exist or have not yet been established, then the ψ-functions are exactly the same as in Lemma 3. If the aforementioned limits exist or have been established then we assume that all expressions involving the ψ-functions have been rewritten, if necessary, in terms of the ψ-functions given above. We do this without distinguishing between the two sets of functions. Therefore, we will always assume that the ψ-functions produce the diagonal matrix a ( b ) whenever it is possible to form the corresponding matrix C a (C b ). One further observation to be made here is that
as 
As we shall see, Type I domains with the separated boundary condition (16) Proof. SinceD contains a Type I domain, a real linear combination η 1 of ψ 1 , ψ 2 belongs toD mod D 0 . Suppose η 1 = α 1 ψ 1 + α 2 ψ 2 and η 1 , ψ 1 are linearly independent. Then α 2 = 0, and we can assume that η 1 = α 1 ψ 1 + ψ 2 . For x near a,
The other case is proven similarly. 
Proof. To prove Part 1 assume δ = 1. Theñ
andD is the only Type I domain. To prove Part 2, let D 1 be a Type I domain and select a function η ∈ D 1 mod D 0 . We can write
where we may take α 1 , α 2 to be real since all self-adjoint extensions of L 0 are real (see [1] ). The boundary condition {η, η} (a) = 0 then yields
where
. This equation gives
Thus,
This shows that there are two Type I domains, one defined by the function ψ 1 + √ λ a /σ a ψ 2 and the other defined by the function ψ 1 − √ λ a /σ a ψ 2 .
The Case d = 2.
In this subsection we assume that the deficiency index d = 2 and that ψ 1 , ψ 2 , ψ 3 , ψ 4 be as in Lemmas 2 and 3.
PROPOSITION 15. There exists a Type I domain with separated boundary condition (16).
Proof. The result will be established if we can show that we can select two functions ϕ 1 , ϕ 2 ∈D mod D 0 and
Let ϕ 1 , ϕ 2 be as in Parts 4 and 5 of Proposition 8.
is a Type I domain. We can write
Then by Lemma 4, equation (13) is satisfied. We have two cases to consider:
Case 1: The determinants in (13) vanish. In this case, by Lemma 4, we may write
The above equations together with the conditions
the domain D is a Type I domain with the separated boundary condition (16).
Case 2: The determinants in (13) do not vanish. In this case, by Lemma 4 we may write
The finiteness of {ϕ i , ϕ j }(a), i, j = 1, 2 then give that {ψ i , ψ j }(a), i, j = 1, 2 are finite. It follows that ψ 1 , ψ 2 ∈ V. Furthermore, for any u ∈ D 0 (see Proposition 7),
Hence, 2 , where α is a real number to be determined so that {ξ 1 , ξ 1 } (a) = 0. Therefore, α must satisfy On the other hand suppose δ = 0. Then ψ 1 , ψ 2 , ψ 3 , ψ 4 ∈D. We are going to demonstrate thatD contains a Type I domain with coupled boundary condition (17). By Lemma 4 we try to construct functions ϕ 1 , ϕ 2 of the form
where α 1 , α 2 , β 1 and β 2 are real parameters to be determined. The equations
give rise to the system
By addition and subtraction of the third and fourth equations above, we get the equivalent system
Explicitly, we have
We are going to demonstrate that one of these equations is deduced from the other three. Specifically, we show that the second equation is deduced from the other three equations. The third and fourth equations may be rewritten in matrix form as
Solving, we get
where we used the first equation to write the determinant of the matrix in the left as λ a . Substituting for β 1 , β 2 in the left-hand side of the second equation and using the first equation and (15) we get
Thus we only need to solve the system consisting of the first, third and fourth equations. The set of all solutions of the first equation is given parametrically by
Substituting in (18) we get
For the particular choice t = 0, we obtain that the functions
define a Type I domain with coupled boundary condition (17).
LEMMA 17. We have Proof. To show Part 1 suppose δ = 1. Then, sinceD contains a Type I domain (with separated boundary conditions) we can find real functions η 1 , η 2 ∈D mod D 0 such that
Since dim(D mod D 0 ) = 3, one more linear combination η 3 of the ψ-functions must belong to D. Write
where 
This system can be written as
For a non-trivial solution, at least one of the coefficient matrices must be singular.
Observe that if both matrices are singular, then ζ 1 = γ 1 η 1 and ζ 2 = γ 2 η 2 . In this case η 3 = γ 1 η 1 + γ 2 η 2 , which is a contradiction. Therefore, exactly one of the two coefficient matrices given above must be singular. If [
and if [
] is singular then η 2 , ψ 1 , ψ 2 ∈D mod D 0 . The rest of Part 1 can be proven in the same way as in Lemma 13.
To show Part 2, suppose δ = 2. Then, sinceD contains a Type I domain (with separated boundary conditions) we can find real functions η 1 , η 2 ∈D mod D 0 such that
The rest of Part 2 can be proven in the same way as in Lemma 13. 
The condition {η 1 , η 1 } (a) = 0 gives
from which we get the one-parameter family of solutions 
We proceed as in the proof of Proposition 16 to obtain the system of equations
It is straightforward to see that the solutions of this system are given by equations (19). The following simple examples illustrate the various situations of Theorems 14 and 18.
(1) Let I = (0, ∞) , w (x) = 1, p (x) = x and g (x) = 0. In this case
The end point 0 is LC and the end point ∞ is LP. Forming the functions ψ 1 , ψ 2 as in Lemma 3, we see that ψ 1 ∈D, ψ 2 / ∈D. Therefore, δ = 1 and by Part 1 of Theorem 14 there is only one Type I domain D 1 . Any u ∈ D 1 has the form
Since 0 is a regular point, we know (see [6] 0 (−1) = 0. Therefore, u [1] (−1) = 0. Similarly we conclude that u [1] (1) = 0. Therefore, D 1 is described by the boundary conditions u [1] (−1) = u [1] (1) = 0. Also, using the reasoning as in Example 3 we can show that u [1] (1) = 0.
These are the two boundary conditions determining D (θ ) . Observe that there are two real Type I domains (corresponding to θ = 0 and θ = π ) described by the boundary conditions u [1] (0) = u [1] (1) = 0 and u (0) = u [1] (1) = 0. Observe that the case j = k = 0 gives the Friedrichs extension. To discuss Part 3(b) we found it more convenient to start with the solutions
Here we have 
