Abstract. Multicriteria decision aid methods are used to analyze decision problems including a series of alternative decisions evaluated on several criteria. They most often assume that perfect information is available with respect to the evaluation of the alternative decisions. However, in practice, imprecision, uncertainty or indetermination are often present at least for some criteria. This is a limit of most multicriteria methods. In particular the PROMETHEE methods do not allow directly for taking into account this kind of imperfection of information. We show how a general framework can be adapted to PROMETHEE and can be used in order to integrate different imperfect information models such as a.o. probabilities, fuzzy logic or possibility theory. An important characteristic of the proposed approach is that it makes it possible to use different models for different criteria in the same decision problem.
Introduction
We consider discrete multicriteria decision problems where A = {a 1 , a 2 , ..., a n } is a set of n alternative decisions (actions) that are evaluated on a set of k criteria denoted by f 1 , f 2 ,.., f k . The actions represent either potential decisions among which a choice has to be made or items to evaluate. The criteria express the different and often conflicting objectives of the decision-maker. Without loss of generality, we may assume that these criteria are realvalued and have to be maximized. The multicriteria decision problem can thus be written as follows:
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Different approaches have been proposed to treat multicriteria problems. They are based either on the absolute evaluation of the alternatives (such as multi-attribute utility (MAUT) or value functions methods) or either on pair-wise comparisons (a.o. outranking methods). The interested reader can for instance consult [6] for additional information.
In this paper we focus on the PROMETHEE and GAIA outranking methods ( [1] , [3] , [4] ). According to [1] and to the online bibliographical database available at http://biblio.promethee-gaia.net, these methods are amongst the most widely used in practice. They have also been implemented in several recognized software such as PROMCALC, Decision Lab and more recently the PROMETHEE Software. With respect to other outranking methods, such as ELECTRE ( [6] ), PROMETHEE is based on a relatively simple principle that makes it easier to extend for taking into account imperfection of information. It also includes the GAIA descriptive approach.
PROMETHEE is a prescriptive method that enables to rank the actions according to the preferences of the decision-maker. Actually two rankings are produced: a partial ranking is built mostly on undisputable preferences and a complete, possibly less robust, ranking can also be obtained depending on the decision-maker's requirements. GAIA is a descriptive method. It complements PROMETHEE by providing the decision-maker with a synthetic visual representation of the main characteristics of the decision problem, such as the conflicts existing between the criteria and the specific profiles of the actions. GAIA can also play a role in the determination of the decision-maker priorities as the weights of the criteria and their impact on the PROMETHEE rankings are displayed.
As with most multicriteria decision aid methods PROMETHEE assume that perfect information is available for all the actions and all the criteria. That means that as well the evaluations of the actions on the criteria as the various preference parameters are known as exact numbers.
In practice, this is not always the case. There can be missing evaluations or imprecise information. We only consider here the case of the evaluations. For different reasons, this information can be difficult to obtain: there can be uncertainty on the future outcome of decisions, there can be some imprecision according to the evaluation procedure, or there can be indetermination associated to the measurement scales. Some attempts have been made to take this into account in the PROMETHEE methods. For instance missing values are integrated into the Decision Lab software. A stochastic extension of the PROMETHEE methods has also been proposed in [8] but it was limited to stochastic modeling and has not been implemented.
In section II we propose a general framework for handling different types of imperfection of information. We consider different modeling languages that can be used jointly in this context. Indeed several methods rely on probability theory to model the imperfection of information, some others rely on fuzzy logic, but very few allow the use of different modeling languages in the same framework [2] . In fact, various models are available such as possibility theory, fuzzy logic, interval arithmetic or the theory of evidence. They differ by their underlying assumptions and by the kind of information they require from the decision maker. The proposed framework makes it possible to use the best suited model for each criterion in a given decision problem and to thus combine all the models as needed.
In section III we recall the basic principles underlying the PROMETHEE & GAIA methods. A more complete description of these methods, including a complete numerical example, can be found in [4] .
In section IV we show how the general framework of section II can be integrated in PROMETHEE.
Section V concludes the paper. It summarizes the possibilities of the proposed approach and outlines future researches.
A general framework for handling imperfection of information
We consider only the imperfection of information appearing in the evaluations e ij .
The general framework we use accepts, in the uncertain decision-making situations, stochastic, possibilistic or "evidential" evaluations. It also includes fuzzy or ordinal evaluations. Among all uncertainty-modeling languages (evidence theory, possibility theory and probability theory), the evidence theory presents the more general framework where possibilities and probabilities are proposed as particular cases. This property is used to settle the modeling framework.
Let us consider imperfect information for criterion f j . For each alternative a i , the evaluation e ij of a i on f j will depend on the actual state of the nature within a set of H possible nature states:
We note the value of e ij under nature state and 1 , , , ,
This model assumes that we are able to indicate the consequence of choosing an alternative a i when the state of the nature h j (h=1,...,H) occurs, i.e. when h ij x is obtained. The a priori information available about the states of the nature (probability functions, belief masses, possibility measures, …) can be integrated as in Table 1 .
This table is based on a theory of evidence model settings [12] , where a priori information is represented by belief masses associated to focal elements. The focal elements, which are subsets of the states of the nature set:
determine the evaluations of the alternatives according to criterion f j .
The evaluation e ij of action a i on f j is represented by a subset of values:
which depends on the subsets of the states of the nature (focal elements) ' j h B . By using this modeling framework, we can consider possibilistic or probabilistic models as particular cases when the a priori information is represented by possibility or probability distributions respectively. In fact, when the criterion is a possibilistic one, the a priori information related to the evaluation e ij is characterized by possibility distributions . In such a context, the corresponding belief masses are associated with focal elements that are embedded:
The possibility measures coincide with the plausibilities of the embedded focal elements. When the criterion f j is stochastic, the focal elements is the inverse strict preference relation and ? is the incomparability relation.
In order to construct these relations, we privilege the approach based on the extension of the stochastic dominance concept. The use of the stochastic dominance concept has the advantage of providing a uniform treatment for the different languages which express the information imperfections. Notice that stochastic dominance allows to conclude about the preference of an action over another action for a decision-maker whose attitude towards
risk corresponds to DARA (Decreasing Absolute Risk Aversion) utility functions [9] . This type of risk aversion is observed for several economic phenomena. The link between stochastic dominance and the preference is well known for this class of utility functions. It is not always easy to make the decision-maker's preferences explicit and we can often conclude that is preferred to if some stochastic dominance conditions are verified.
We consider the three first degrees of stochastic dominance. These are defined for continuous and discrete random variables in the following way. Let us note respectively * j x and * j x the lower and upper limits of the evaluation scale of criterion f j . F ij and F lj are the cumulative probability distributions for the evaluations of alternatives a i and a l through criterion f j and x j is a modality of this criterion.
Definition 1: First order stochastic dominance (FSD)
F ij FSD F lj if and only if 
In the case where the evaluation e ij is a random variable, the results of stochastic dominance can be directly applied in order to establish preference relations.
For instance, we could say that:
where s j > 0 is a predetermined threshold. 
where SD means that one of the three dominance types is verified.
These concepts can be extended to ambiguous probabilities [7] . For fuzzy, possibilistic or evidential criteria, we propose the use of some transformations which provide to the functions characterizing the evaluation of an alternative on a given criterion (fuzzy membership functions, possibility distributions, belief masses, …) properties similar to those of a probability density function.
For evidential criteria we use the pignistic transformation justified by Smets [13] , [14] : Let us note that the construction of local preference relations for deterministic criteria can be carried out by using discrimination thresholds to distinguish between strict preference and indifference situations (quasi-criterion notion) in the context of punctual evaluations. In this case, locally there is no incomparability. It is one of the characteristics of a criterion [11] .
The PROMETHEE Methods

Basic principles
The PROMETHEE methods are based on a principle of pair-wise comparisons of the actions. We recall here the basic principles of the methods. A complete description can be found in [4] or on the PROMETHEE web site (http://www.promethee-gaia.net).
In a first step, a preference function has to be associated with each criterion in order to reflect the perception of the criterion scale by the decision-maker. Usually the preference function P j (a i ,a l ) is a non-decreasing function of the difference f j (a i ) f j (a l ) between the evaluations of two actions a i and a l . Several typical shapes of preference functions are proposed in the literature ( [1] , [3] ) and indications are given on the way to select appropriate functions for different types of criteria. The value of P j (a i ,a l ) is a number between 0 and 1. It corresponds to the degree of preference that the decision-maker expresses for a i over a l according to criterion f j : 0 corresponds to no preference at all while 1 corresponds to a full preference.
In a second step the decision-maker assesses numerical weights to the criteria to reflect the priorities: more important criteria receive larger weights. We note w j the weight of criterion f j and we assume that the weights are normalized as follows:
A multicriteria pair-wise preference index is then computed as a weighted average of the preference functions:
Three preference flows are then computed in order to globally evaluate each action with respect to all the other ones.
The leaving flow is a measure of the strength of an action a i with respect to the other ones:
The entering flow measures the weakness of action a i with respect to the other ones:
Finally the net flow is the balance between the two first ones:
Each preference flow induces a ranking on the set of actions. Obviously the best actions should have a high + value (close to 1) and a low value (close to 0), and thus a high positive value.
The PROMETHEE rankings are based on the preference flows. They are discussed in the next section.
The GAIA descriptive method is based on unicriterion net preference flows. These are computed in a similar way to (6) but for each criterion separately. For criterion f j , the unicriterion net flow is defined as follows:
P a a P a a n a w a (23)
PROMETHEE rankings
The PROMETHEE I ranking is obtained by looking at the leaving (20) and entering (21) flows and keeping the preferences that are confirmed by both flows. It is a partial ranking as the two flows usually give a different ranking of the actions because they synthesize the pair-wise comparisons of the actions in two different ways. Their common part can thus be considered as more reliable. The PROMETHEE II complete ranking is obtained by the net flow values (22). All actions are compared but the differences between the leaving and entering flows are lost, leading to a possibly less robust ranking.
GAIA
The PROMETHEE analysis is prescriptive. It relies on the preference parameters determined by the decision-maker. Changes in these parameters, especially the weights of the criteria, can have an important impact on the PROMETHEE rankings.
The GAIA analysis is based on the unicriterion net flows (23). Each action is then represented by a point in the k-dimensional space defined by these flows. A principal components analysis is then applied to these points to obtain a two-dimensional representation of the decision problem ( [1] , [6] ). Unit axes for the criteria are also projected on the GAIA plane in order to show the conflicts between the criteria.
Imperfection of information in the PROMETHEE methods
Introducing imperfection of information in the PROMETHEE methods can be done at different levels. Indeed the PROMETHEE methods rely not only on the evaluations of the actions on the criteria but also on preference modeling parameters such as the preference function thresholds and the weights of the criteria. For the latter, sensitivity analyses are one possible way to take into account the imperfection of information. Such analyses are made possible in the PROMETHEE software ( [4] ). We therefore focus on the evaluations.
As it is shown in section III, the PROMETHEE methods rely on pair-wise comparisons of actions. In case of perfect information, the evaluations are real numbers whose values are known precisely. The values of the preference functions P j (a i ,a l ) are then computed directly from the deviations between the evaluations. Let us note:
From the definition of the PROMETHEE preference functions, we have the following properties:
Moreover both coefficients cannot be greater than 0 at the same time as in the deterministic case, preference is only possible in one way. As PROMETHEE uses valued preferences, we are limited to the situations in Table 2 . In particular, no incomparability is possible in this case. In case of imperfect information, an alternative way of computation of the P j (a i ,a l ) values must be defined. We propose to use the local preference relations as they are defined in Section III based on the general framework and on stochastic dominance. This approach corresponds to Table 3 where the PROMETHEE preference coefficients are determined according to the local preference relation. In this way, Table 3 is completely compatible with the use of the Usual preference function ( [4] ) in the deterministic case. This is particularly well suited for qualitative criteria. Imperfect information introduces the notion of incomparability as the local level as it becomes possible to hesitate as to which action should be preferred to the other when their evaluations are not known with certainty.
NUMERICAL EXAMPLE
Let's recall here the example used in [2] with four alternatives a 1 , a 2 , a 3 , a 4 Table 4 gives the performance matrices for the four criteria. The evaluations according to f 4 are linguistic variables represented by trapezoidal fuzzy numbers (a, b, c, d) (see figure  1) . Table 5 gives the a priori information for criterion f 1 , while table 6 gives the a priori information for criteria f 2 and f 3 . For criterion f 4 , the a priori information is implicitly contained in the performance matrix. Applying stochastic dominance results as in [2] has led to the local preference relations Table 7 . 2 a 3 a 4 a 1 a 2 a 3 a 4 a 1 a 2 a 3 a 4 a 1 a 2 a 3 Depending on the decisional problematic, leaving, entering and net flows can be exploited according to PROMETHEE I or PROMETHEE II. In fact, using the net flow we obtain the PROMETHEE II complete ranking: a 1 , a 2 , a 3 , a 4 . In this case, the PROMETHEE I partial ranking induced by the leaving and entering flows is the same as the PROMETHEE II complete ranking.
Another approach to deal with imperfect information consists of replacing imperfect data by a punctual value that summarizes imperfect information. The use of expected values is one possible way of obtaining such summary values. When applied to the example at hand, this approach leads to the following PROMETHEE I partial ranking and PROMETHEE II complete ranking: a 1 , a 2 , a 3 , a 4 . One can see that this ranking is different from the one obtained above using the proposed approach. It is worth noticing the very different position of a 4 in both rankings. This can be explained by the larger uncertainty that affects the evaluations of a 4 on the most important criteria f 1 , f 2 , f 3 . The proposed approach provides a lower, and thus, a more prudent ranking of a 4 .
Conclusion
The proposed approach makes it possible to introduce jointly different modeling languages in order to take into account imperfection of information in the evaluation of the actions. It is thus possible to choose the best suited modeling language for each criterion in a same decision problem.
The approach has also several limits. It corresponds to the use of the Usual preference function in the deterministic case and thus doesn't explicitly take into account the deviations between the evaluations in the pairwise comparisons. Future research will investigate how to integrate this aspect in the proposed approach.
The approach could also be extended to take into account imperfection of information in other multicriteria methods such as for instance the ELECTRE methods ( [6] ).
Imperfect information related to preference parameters (preference functions thresholds and criteria weights) is also an interesting topic that could be further investigated. 
