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Abstract
Let S be a weakly closed subset of W1,1(Ω;Rm). Under assumptions L(x,u,Du)−α|Du|+β,
α > 0, we prove that the set of elements of S, where the integral functional,
u ∈ S → J (u) =
∫
Ω
L
(
x,u(x),Du(x)
)
dx,
is both lower semicontinuous and stable, is dense in {u ∈ S: J (u) < ∞}. Moreover the values J
assumes in V completely define the lower semicontinuous extension J˜ :S → R of J :S → R, with J˜
also stable in V . The analogous result holds also for the higher order case.
Lower semicontinuity and stability of the functionals, existence of an integral representation for
J˜ (relaxation) require severe further assumptions on integrands and are known only for few classes
of L. In those cases we automatically improve the relaxation results since J˜ is determined by those
u where L(x,u(x),Du(x)) = L˜(x,u(x),Du(x)) a.e. and where the functional J is stable. The lat-
ter property can be verified by the fact whether for a.a. x ∈ Ω the points Du(x) are exposed for
L(x,u(x), ·).
 2005 Elsevier SAS. All rights reserved.
Résumé
Soit S un sous-ensemble faiblement fermé de W1,1(Ω;Rm). Etant donné L(x,u,Du) 
−α|Du| + β, α > 0, nous démontrons que l’ensemble des éléments S, où l’intégrale fonctionnelle
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∫
Ω
L
(
x,u(x),Du(x)
)
dx
est à la fois semi-continue inférieurement et stable, est dense dans l’ensemble {u ∈ S: J (u) < ∞}.
De plus les valeurs de J dans l’ensemble V définissent complètement l’extension semi-continue in-
férieurement J˜ :S → R de la fonctionnelle J :S → R, de plus, J˜ est aussi stable dans l’ensemble V .
Le résultat analogue est vrai pour le cas de l’ordre supérieur.
La semicontinuité inférieure et la stabilité des fonctionnelles, l’existence de la représentation
intégrale pour J˜ (relaxation) nécessitent des hypothèses restrictives sur les intégrandes et ne sont
connues que pour quelques classes d’intégrandes L. Pour ces cas nous améliorons systématique-
ment les résultats de relaxation, puisque les valeurs J˜ sont déterminées par les fonctions u, où
L(x,u(x),Du(x)) = L˜(x,u(x),Du(x)) pour presque tout x, et J stable. La dernière propriété est
équivalente à l’appartenance de Du(x) aux points exposés L(x,u(x), ·) pour presque tout x.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction
Let Ω be an open bounded subset of Rn with Lipschitz boundary. We assume L :Ω ×
Rm × Rm×n → R be a Caratheodory integrand. This means that given ε > 0 there exists
a compact subset Ωε of Ω such that meas(Ω \ Ωε) ε and the restriction of L to Ωε ×
Rm × Rm×n is a continuous function.
We consider the functional,
J (u) =
∫
Ω
L
(
x,u(x),Du(x)
)
dx, (1.1)
in the class of admissible functions, i.e., in the class:
u ∈ W 1,1(Ω;Rm), u|∂Ω = f, (1.2)
unless otherwise stated. We assume that J (u) = ∞ if u ∈ W 1,1 with L(· , u(·),Du(·)) /∈ L1.
Therefore J :W 1,1 → R+, where R+ = R ∪ {∞}.
The main result of this paper is the following. We say that J is lower semicontinuous at
u ∈ W 1,1 if the convergence uk ⇀ u in W 1,1 (⇀ is the weak convergence) of the elements
uk from the area of definition S of the functional implies:
lim inf
k→∞ J (uk) J (u).
We also say that J is stable at u ∈ W 1,1, or the weak–strong convergence property holds
at u, if J (u) < ∞ and if Duk → Du in L1 provided uk ⇀ u in W 1,1, J (uk) → J (u) and
uk ∈ S. In this case we also have,
L
(· , uk(·),Duk(·))→ L(· , u(·),Du(·)) in L1,
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case L(x,u,Du) α|Du|p + β for some α > 0, p > 1.
Theorem 1.1. Let L be a Caratheodory integrand such that
L(x,u,Du)−α|Du| + β, α > 0.
Let S be a subset of W 1,1(Ω;Rm) which is precompact in W 1,1 and which contains all
limits of sequences uk ∈ S such that uk converge strongly in W 1,1 and lim supk→∞ J (uk) <
∞. Let also ρ be the metric equivalent to the weak topology in S. Then the functional
J˜ : (S,ρ) → R+ defined by,
J˜ (u) = inf
{
lim inf
k→∞ J (uk): ρ(uk,u) → 0, uk ∈ S
}
,
is lower semicontinuous. Moreover there exists a subset V of {u ∈ S: J (u) < ∞} such that
J : (S,ρ) → R+ is both lower semicontinuous and stable at elements of V . The functional
J˜ : (S,ρ) → R+ is also stable at elements of V and given u ∈ S with J˜ (u) < ∞ there
exists a sequence ui ∈ V such that ρ(ui, u) → 0 and J (ui) → J˜ (u) as i → ∞.
The next result can be obtained as a corollary of Theorem 1.1. However we prefer to
state it as a separate theorem since the setting is typical for variational problems.
Recall that L has superlinear growth (at infinity) provided there exists a continuous
function θ : Rm×n → R such that θ(v) c > −∞ everywhere, θ(v)/|v| → ∞ as |v| → ∞
and L(x,u, v) θ(v).
Theorem 1.2. Let L be a Caratheodory integrand with superlinear growth at infinity and
let S be a subset of W 1,1 that contains all limits of sequences uk ∈ S such that uk converge
in W 1,1 and lim supk→∞ J (uk) < ∞ and that is bounded in L1 (in particular we can take
S = {u ∈ W 1,1: u|∂Ω = f }).
Then the functional J˜ :S → R+ defined as
J˜ (u) = inf
{
lim inf
k→∞ J (uk): uk ∈ S, uk ⇀ u in W
1,1
}
is lower semicontinuous in the weak topology of W 1,1. The set V ⊂ S, where the functional
J : S → R+ is both lower semicontinuous and stable, is dense in {u ∈ S: J (u) < ∞} in
the weak topology of W 1,1. Moreover the functional J˜ :S → R+ is also stable at elements
of V and given u ∈ S with J˜ (u) < ∞ there exists a sequence ui ∈ V such that ui ⇀ u in
W 1,1 and J (ui) → J˜ (u).
Remark 1.3. The same proofs can be used to prove analogous results for higher order
problems, i.e., when L = L(x,u,Du, . . . ,Dku).
The fact of lower semicontinuity of J˜ is well-known and, seems, was first proved in [11].
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tional (1.1) in the class (1.2) is weakly compact in W 1,1 (equally as any sequence uk
with J (uk) c < ∞). Therefore there exists a minimizing sequence uk which converges
weakly in W 1,1 to a function u∞ ∈ W 1,1 meeting the same boundary data. The limit func-
tion solves the minimization problem provided the functional J is lower semicontinuous
with respect to the weak convergence in W 1,1, i.e., if
lim inf
j→∞ J (uj ) J (u)
in case uj ⇀ u in W 1,1.
L. Tonelli showed that in the one-dimensional case n = 1 the lower semicontinuity holds
provided L is convex in Du [68]. In fact, he showed that convexity in Du is both neces-
sary and sufficient condition for the property holds. Therefore the lower semicontinuity
approach can not be applied if L is nonconvex in Du. However the lower semicontinuous
envelope J˜ of the functional J , which in case (1.2) is:
J˜ (u) =
{
lim inf
k→∞ J (uk): uk ⇀ u in W
1,1, uk|∂Ω = f
}
,
is lower semicontinuous by itself and, what is the main point, is also an integral functional
with the integrand L˜ obtained by convexification of the original integrand L in Du, i.e.,
L˜(x,u, ·) = inf
{
q∑
i=1
ciL(x,u, vi): ci  0,
q∑
i=1
ci = 1,
q∑
i=1
civi = · , q ∈ N
}
.
This is a celebrated result by N.N. Bogolubov [11] (the representation results for J˜ in
the form (1.1) got name relaxation results). Therefore to solve the original minimization
problem one has to search a solution u of the minimization problem for J˜ and to verify
whether the identity,
L
(
x,u(x),Du(x)
)= L˜(x,u(x),Du(x)),
holds a.e. in Ω .
The weak–strong convergence property is naturally responsible for stability in mini-
mization problems and it was first systematically addressed in the same paper [11] by
Bogolubov, who proved in the one-dimensional case n = 1 that the property holds every-
where provided L is continuous, strictly convex in Du and has the superlinear growth at
infinity.
Of course, during the last century the questions of lower semicontinuity, relaxation and
stability were addressed both in multi-dimensional (n > 1) and in vector-valued (m > 1)
cases. We place appropriate historical information in the next section—otherwise Introduc-
tion would be too extensive. However we comment the results of this paper stated below.
In some cases the properties of lower semicontinuity and stability can be explained in
terms of integrands. We discuss two of the most known such cases in Theorems 1.4, 1.5
below. To state the theorems we have to recall some basic notions.
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{(ci, vi): i = 1, . . . , q, q ∈ N} such that ci  0, vi ∈ Rl and ∑qi=1 ci = 1, ∑qi=1 civi = v. It
is called strictly convex at v provided the strict inequality holds for nontrivial combinations,
i.e., if in addition for some i0 ∈ {1, . . . , q} we have ci0 > 0, vi0 = v. The conditions of
convexity and of strict convexity are relevant to study lower semicontinuity and stability of
the functionals in the scalar case m = 1 or when n = 1.
In the general vector-valued case min{n,m} > 1 a relevant condition is so-called qua-
siconvexity due to C. Morrey, [41]. A function G : Rm×n → R is called quasiconvex at
A ∈ Rm×n in case ∫
Ω
G
(
A + Dφ(x))dx G(A)measΩ,
for all φ ∈ W 1,∞0 (Ω;Rm). G is called quasiconvex if it is quasiconvex everywhere. G
is called strictly quasiconvex at A ∈ Rm×n if it is quasiconvex at A and if Dφk → A in
measure for all sequences φk ∈ lA + W 1,∞0 (Ω;Rm) such that φk ⇀ lA in W 1,1 and∫
Ω
G
(
A + Dφk(x)
)
dx → G(A)measΩ, k → ∞.
Here and later on lA denotes affine functions with the gradients equal to A.
In case min{n,m} = 1 quasiconvexity and strict quasiconvexity at a point are just con-
vexity and strict convexity at the point, see Section 5. Points of strict convexity and of strict
quasiconvexity are called exposed points.
First we consider the case of integrands with so-called p-growth, p > 1 (sometimes
also called standard growth):
c1| · |p + c2 L(x,u, ·) c3| · |p + c4, c3  c1 > 0.
This is the best studied case in literature since the area of definition of the functional is just
the Sobolev space W 1,p(Ω;Rm).
In this case quasiconvexity and strict quasiconvexity of L(x,u(x), ·) at Du(x) for a.e.
x ∈ Ω is both a necessary and sufficient condition for lower semicontinuity and stability
of the functional J at u ∈ W 1,p respectively, see [58,61].
It is also known that the lower semicontinuous envelope J˜ of the functional J is an
integral functional with the integrand L˜ obtained by quasiconvexification of L in Du:
L˜(x,u,A) = inf
φ∈W 1,∞0 (Ω;Rm)
1
measΩ
∫
Ω
L
(
x,u,A + Dφ(y))dy.
The integrand L˜ is also of the Caratheodory type, it satisfies the same estimates defining
p-growth of L and is quasiconvex in Du, see [52].
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(then the set of admissible functions (1.2), i.e., with finite energy, consists of u ∈ W 1,p with
u|∂Ω = f ).
The subset V of admissible functions u with L(x,u(x), ·), L˜(x,u(x), ·) strictly quasi-
convex and equal at Du(x) for a.a. x ∈ Ω is dense in the set of admissible functions in
the weak topology of W 1,p . Moreover both the functionals J, J˜ :W 1,p(Ω;Rm) → R are
lower semicontinuous and stable at the elements of V . Given an admissible u there exists
a sequence uk ∈ V such that uk ⇀ u in W 1,p , J (uk) → J˜ (u) as k → ∞.
As we can see new improvements in relaxation theorems are that the values of the func-
tional J and of its lower semicontinuous envelope J˜ coincide in a dense class of functions
V and that the values of J in V completely define the functional J˜ in the set of admissible
functions. Moreover the gradients of functions from V stay in exposed points of L which
are also exposed for L˜. This changes the shape of relaxation theorems.
In the scalar case m = 1 there exists one more type of relaxation theorems recently
discovered when analyzing current state of mathematical theory of elasticity in [53].
Theorem 1.5. Let L :Ω × R × Rn → R+ be a Caratheodory integrand such that
L  α|Du|n+ε + β with α, ε > 0, and let L be locally bounded in the set where it is fi-
nite. Then the lower semicontinuous envelope of J is presented by the functional J˜ which
is also integral with a Caratheodory integrand L˜ satisfying the same estimate and obtained
by convexification of L(x,u, v) in v.
Moreover there exists a set V , which is dense in the weak topology of W 1,1 in the set:{
u ∈ W 1,n+ε(Ω): u|∂Ω = f, J (u) < ∞
}
,
such that J is both lower semicontinuous and stable in this set, as well as J˜ . For each
u ∈ V both L(x,u(x), ·) and L˜(x,u(x), ·) are equal and are strictly convex at Du(x)
a.e. in Ω . Given u0 with u0|∂Ω = f and with J˜ (u0) < ∞, there exists a sequence
uk ∈ (u0 + W 1,10 (Ω)) ∩ V , k ∈ N, such that uk ⇀ u0 in W 1,1 and J (uk) → J˜ (u0) as
k → ∞.
Note that the gradients of functions u ∈ V stay in the set of exposed points of L(x,u, ·).
In some cases we can modify original functions moving gradients to the set of exposed
points without changing energy that allowed us to characterize scalar homogeneous min-
imization problems, i.e., when m = 1 and L = L(Du), that are solvable for all boundary
data f provided L(·) α| · |n+ε +β , ε > 0, α > 0, see [72,54]. In those cases the problem
can be reduced to a differential inclusion to find φ ∈ lA + W 1,10 (Ω), where A ∈ convK
and where K is a compact set with convK denoting its convex hull. It was known that the
inclusion can be solved if and only if A ∈ K ∪ (int convK), see [15,29], here intU denotes
the interior of U . In [72] the author observed that such perturbations do not increase energy
and can be applied to Lipschitz functions at points x0 with Du(x0) ∈ int convK provided
L|K is affine and Du is approximately continuous at x0. In [53,54] we showed that a.e.
classical differentiability of a representative in the Sobolev class of u is already sufficient
for the same purposes and, therefore, L in question are those that given A ∈ Rn either L is
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Some classes of problems (1.1), (1.2) to which this methodology can be applied are de-
scribed in [55]. An interesting open problem is to verify whether convexity of L = L(Du)
and the superlinear growth are sufficient to state a.e. classical differentiability of minimiz-
ers. Then the methodology could be also applied to the general case of integrands with the
superlinear growth.
To treat the problems described in Theorem 1.4 in the same way one would need to
obtain a rather detailed description of exposed points of L that is especially difficult in the
vector-valued case since quasiconvexity is a nonlocal property, see [35]. However there is
a general principle that gives an easier way to deal with problems and that allows us first to
establish general results of Theorems 1.1 and 1.2 and, then, to apply them to the cases of
Theorems 1.4, 1.5. Note that J˜ could fail to have integral representation for some integral
functionals, see, e.g., [9,27,37], and determining further classes of integrands with valid
relaxation results could be rather nontrivial problem, see, e.g., [56]. However Theorems 1.1
and 1.2 present general results valid for all integral functionals, also in the higher order
case L = L(x,u,Du, . . . ,Dku) (see Remark 1.3) which is even more difficult to deal with
straightly, see, e.g., [31].
This principle was originated in [57], also in the context of the theory of differential
inclusions, where the basic general problem is to solve the problems,
Du ∈ K, u ∈ lA + W 1,10
(
Ω;Rm), A ∈ U, (1.3)
with K compact and with U bounded. Of course an important problem would be to obtain
an analogue of the results of [72,54] in the vector-valued case. In [55, §4] we discussed
which difficulties arise when trying to attack the vector-valued case following the scheme
developed in the scalar case. Even the problem of description of compact sets which al-
low nontrivial perturbations and where quasiconvex integrands could be “quasiaffine” is
unsolved. For certain interesting results in this direction see [19] and more recent works
of G. Allaire, G. Francfort and V. Lods [2,3]. The best abstract result for solvability of
problems (1.3) is given by the requirement of existence of a sequence of piece-wise affine
functions uk ∈ lA + W 1,10 (Ω;Rm) with,
Duk ∈ (U ∪ K) a.e., k ∈ N, dist(Duk,K) → 0 in L1, k → ∞, (1.4)
for each A ∈ U of course, see [55]. For existence results in the nonhomogeneous case see
[43], where a proof to the frequently cited result by Gromov [30, p. 218] was suggested
among other things. Recall that the starting point for developments of [30] in the subject of
differential inclusions was the problem of finding nonrigid isometries of spheres, see [48].
When making the methodological analysis of the subject of differential inclusions in
the class of Lipschitz functions, see [57], we showed that a principle sufficient to deal
with those problems is rather simple. It turned out that any sequence of piece-wise affine
functions with successive elements obtained as perturbations of preceding ones in the sets
of their affinity converge in W 1,1 provided it is bounded in W 1,p , p > 1. The assumption
(1.4) immediately implies existence of such a sequence uk with dist(Duk,K) → 0 in L1
as k → ∞. The limit function is a solution of (1.3).
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via control of maximal oscillations allowed by elements of a subset S ⊂ W 1,1 at a given
element turned out to be available, see [57]. This principle explained the match between
the method of “convex integration for Lipschitz functions”, see, e.g., [65,43–47,55], and
so-called “Baire category approach”, see, e.g., [12–14,20–23], traditionally used for differ-
ential inclusions. An appropriate modification of this principle is a basic tool of this work,
see Section 3.
In Section 2 we place the historical information, promised earlier, on developments in
the area of lower semicontinuity, relaxation and stability in variational problems in the
past century. In Section 3 we prove Theorems 1.1, 1.2 by a modification of the method of
[57] just mentioned with appropriate developments towards variational problems. In Sec-
tion 4 we include auxiliary information about behavior of integral functionals on weakly
convergent sequences and include certain information from Young measure theory, that is
convenient to use in this paper, as it is given in [52,56,58]. We prove both Theorems 1.4
and 1.5 in Section 5.
2. Historical information
2.1. Existence and lower semicontinuity
We already mentioned in Introduction that in 1911 Tonelli proved that one-dimensional
(n = 1) minimization problems (1.1) are solvable provided L(x,u,Du) has the superlin-
ear growth and is convex in Du. Convexity in Du suffices for lower semicontinuity with
respect to the weak convergence in W 1,1 for any n,m ∈ N, see, e.g., [63,42,18]. However
it took time for this result to appear in the general case since proper setting for variational
problems required development of Sobolev spaces ideology. Convexity in Du is necessary
for lower semicontinuity only if min{n,m} = 1, see [49,6,38].
In the vector-valued case we can immediately find nonconvex integrands that present
lower semicontinuous functionals. In fact the functional Du → detDu (u : Rn → Rn) is
even continuous with respect to the weak convergence in W 1,n+ε , ε > 0, see [50]. There-
fore any convex function L of minors of Du with L(Du) α|Du|n+ε + β , α > 0, ε > 0,
is integrand of a lower semicontinuous integral functional. These functionals were called
polyconvex and presented certain energies typical for Mathematical Theory of Elasticity,
see [4].
The fact that quasiconvexity, already mentioned in Introduction, is responsible for
lower semicontinuity with respect to the weak* convergence in W 1,∞ has been noticed
by C. Morrey already in 1952, cf. [41]. However J. Ball and F. Murat showed that quasi-
convexity is far to be sufficient for lower semicontinuity even if L(Du) α|Du|n−ε + β ,
for some α > 0, ε > 0, see [9]. The matter is that quasiconvexity is a nonlocal property,
cf. [35], and behavior at infinity is essential. E. Acebri and N. Fusco showed that quasicon-
vexity in Du characterizes lower semicontinuity in the class of integrands with p-growth,
see [1]. For some other classes of functionals where quasiconvexity still characterizes the
lower semicontinuity see [17,56,59].
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The observation that functionals which are lower semicontinuous envelopes of the inte-
gral ones are also integral is due to Bogolubov, cf. [11], in the one-dimensional case. He
proved that in this case the envelope has the integrand which is convexification of the orig-
inal one, L, in Du provided L has the superlinear growth. Half a century later I. Ekeland
and R. Temam showed that the result remains valid in the scalar case for integrands with p-
growth [24], see also [39]. B. Dacorogna showed for homogeneous integrands L = L(Du)
that convexification should be replaced by quasiconvexification in the vector-valued case,
[16], see also [32]. E. Acerbi and N. Fusco obtained this result for a subclass of nonhomo-
geneous problems with mild extrarequirements on behavior of L(x,u,Du) in (x,u), [1].
Other extra assumptions on behavior of L in (x,u) that also imply the result can be found,
e.g., in [17,28,10]. This series of results was completed in [52] where we showed that the
relaxation theorem holds for Caratheodory integrands L with p-growth without further
assumptions on L. Recently we proved this result for a new class of integral functionals,
with integrands having “fast growth at infinity”, where | · |p in the inequalities defining
p-growth is replaced by G(| · |) [56]. The fast growth means:
G′(v)v/G(v) → ∞ as v → ∞.
In the scalar case m = 1 another type of relaxation theorems is already available. Varia-
tional analysis of problems of Mathematical Theory of Elasticity would be more motivated
if no a priori information on behavior of integrands at infinity required, since this infor-
mation is hardly available from experiments. However it is known and is not surprising
that the functional (1.1) gives only a part of total energy of a body in case essential dis-
continuities in deformations are allowed, see [53] for further information. This seems to
be main reason for relaxation results to fail in some cases. Therefore an interesting case is
presented by Caratheodory integrands L with L α| · |n+ε + β; α, ε > 0, see [53] and see
Theorem 1.5 of this work. In this situation first results for the vector-valued case appear
in [59].
2.3. Stability
The study of the question of stability, i.e., of the weak–strong convergence property,
has been initiated also in [11], where Bogolubov showed that the convergences uk ⇀ u
in W 1,1, J (uk) → J (u) imply the convergence Duk → Du in L1 provided L(x,u,Du)
is strictly convex in Du. Of course only the one-dimensional situation was considered in
those times. Next few decades were devoted to developments of general methods of func-
tional analysis in connection with applications to PDE, see [64]. A well-known fact that
the weak convergence in W 1,p and convergence of W 1,p-norms imply the strong conver-
gence in W 1,p , see again [64], is in fact the weak–strong convergence result for integral
functionals:
J (u) =
∫ ∣∣Du(x)∣∣p dx, p > 1.
Ω
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tegrands L = L(x,u,Du) that are strictly convex in Du. For results directed to obtain a
characterization of this property in terms of integrands see [66,67,60]. What is interesting
this property can be well characterized at a given function in the scalar case, see [53,61].
In the vector-valued case, where the best studied situation is p-growth, a relevant prop-
erty of integrands is so-called strict p-quasiconvexity, see [25,36] for sufficient results, and
see [52,58] for a characterization of the stability property at a function. It is worth men-
tioning that validity of the property at each function implies strict p-quasiconvexity (strict
convexity in the scalar case) in Du for a.a. x ∈ Ω provided L = L(x,Du), this fails if
L = L(x,u,Du) [58].
In the proof of Theorem 1.1 we will use lower semicontinuity and stability results for
integral functionals with strictly convex integrands. Therefore we place here a precise state-
ment with a short proof keeping in mind convenience of a reader.
Let θ : Rl → R be a nonnegative strictly convex C1-regular integrand. We define the
integral functional ξ ∈ L1(Ω;Rl) → I (ξ) as follows:
I (ξ) =
{∫
Ω
θ(ξ(x))dx, if θ(ξ) ∈ L1(Ω),
∞, otherwise.
Note that I > −∞ everywhere since θ is convex and, then,
L(·)−α| · | + β, α > 0.
Theorem 2.1. For any ξ ∈ L1(Ω;Rl) we have:
(1) lim infi→∞ I (ξi) I (ξ) if ξi ⇀ ξ in L1,
(2) in case I (ξ) < ∞ the convergences I (ξi) → I (ξ), ξi ⇀ ξ in L1, i → ∞, imply the
convergence ‖ξi − ξ‖L1 → 0.
Proof. We can find an increasing sequence of compact subsets Ωk of Ω with meas(Ω \
Ωk) → 0 as k → ∞ and such that the restrictions of ξ to these sets are continuous. Let
f (·) := Dθ(ξ(·)). Then f |Ωk :Ωk → Rl , k ∈ N, are continuous functions. The convergence
ξi ⇀ ξ in L1(Ω;Rl) implies the convergence,∫
Ωk
〈
ξi(x), f (x)
〉
dx →
∫
Ωk
〈
ξ(x), f (x)
〉
dx, ∀k ∈ N.
Therefore given k ∈ N we have
lim inf
i→∞
∫
Ωk
{
θ
(
ξi(x)
)− θ(ξ(x))}dx
= lim inf
i→∞
∫ {
θ
(
ξi(x)
)− θ(ξ(x))− 〈f (x), ξi(x) − ξ(x)〉}dx  0, (2.1)
Ωk
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This proves the first part of the theorem, since∫
Ωk
θ
(
ξ(x)
)
dx →
∫
Ω
θ
(
ξ(x)
)
dx, k → ∞,
and the negative parts of {θ(ξi), i ∈ N} are equi-integrable. To prove the second assertion
we observe that if ξi ⇀ ξ in L1 and if ‖ξi − ξ‖L1(Ω;Rl ) > ε > 0, ∀i ∈ N, then for suffi-
ciently large k we have ‖ξi − ξ‖L1(Ωk;Rl ) > ε/2, ∀i ∈ N. Moreover we can find δ > 0 such
that for every i ∈ N we have:
meas
{
x ∈ Ωk: 1/δ >
∣∣ξ(x)∣∣, 1/δ > ∣∣ξi(x) − ξ(x)∣∣> δ}> δ.
Then the integrals in (2.1) are bounded from below by a positive constant because of strict
convexity of θ . Therefore
lim inf
i→∞
{
I (ξi) − I (ξ)
}
> 0,
which is a contradiction with the assumption I (ξi) → I (ξ), i → ∞. The contradiction
shows that ‖ξi − ξ‖L1(Ω;Rl ) → 0 as i → ∞. 
3. Proof of Theorems 1.1, 1.2
First we prove Theorem 1.1 and then we show how to derive the next one as a corollary.
Therefore we will work under the assumptions of Theorem 1.1.
Let L = L(x,u, v) be a Caratheodory integrand with
L(x,u, v)−α|v| + β, α > 0.
Let also S be a weakly precompact subset of W 1,1 such that it contains limits of those
sequences uk that converge in W 1,1 with lim supk→∞ J (uk) < ∞. Note that Theorem 4.1
allows to assert that the value of the functional J is finite at the limit functions. The closure
S of S in the weak topology is a weakly compact subset of W 1,1. There exists metric ρ
that generates the weak topology in S. Moreover we can find a strictly convex C1-regular
function θ : Rm×n → R with the superlinear growth at infinity and such that the family{
θ(Du): u ∈ S}
is equi-integrable, see [40]. Recall that equi-integrability of a subset of L1(Ω;Rl ) means
that given ε > 0 there exists δ > 0 such that∫ ∣∣f (x)∣∣dx  εΩ˜
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compact in L1 if and only if it is equi-integrable, see again [40].
The lower semicontinuous extension J˜ : (S,ρ) → R+ of J is defined as usual, see [11]:
J˜ (u) = inf
{
lim inf
k→∞ J (uk): uk ∈ S, ρ(uk,u) → 0
}
.
Theorem 1.1 will be essentially proved in case we establish less general:
Theorem 3.1. Under assumptions of Theorem 1.1 on L and on S let u0 ∈ S with J˜ (u0) <
M . There exists a sequence uk ∈ S such that uk ⇀ u0 in W 1,1, J (uk) → J˜ (u0) and the
functional J : {u ∈ S: J (u) < ∞} → R+ is both lower semicontinuous and stable at uk ,
k ∈ N.
Definition 3.2. Given u ∈ S with J˜ (u) < ∞ we define ind(u) as follows:
ind(u) = sup
{
lim sup
j→∞
{
I (uj ) − I (u)
}
: uj ∈ S, uj ⇀ u in W 1,1, J (uj ) → J˜ (u)
}
,
where
I (u) =
∫
Ω
θ
(
Du(x)
)
dx.
The functional u → ind(u) is defined only in the set,
SJ :=
{
u ∈ S: J˜ (u) < ∞},
with I (u)M . However note that the set {θ(Du): u ∈ S} is precompact in L1. By Theo-
rem 2.1 we have ind(u) 0 for every u ∈ SJ , moreover by Theorem 4.1 stability at u ∈ SJ
is equivalent to ind(u) = 0.
To prove Theorem 3.1 we will need three auxiliary propositions.
Proposition 3.3. Given u ∈ S with J˜ (u) < ∞ there is a sequence uk ∈ S such that uk ⇀ u
in W 1,1, J (uk) → J˜ (u) and I (uk) − I (u) → ind(u) as k → ∞.
Proof. Definition 3.2 implies that given i ∈ N, we can find a sequence uij ∈ S such that
uij ⇀ u in W
1,1
, J (uij ) → J˜ (u) as j → ∞ and
lim sup
j→∞
I
(
uij
)− I (u) > ind(u) − 1/i.
Recall that there exists metric ρ equivalent to the weak topology of W 1,1 in the set S.
Then we can use the diagonalization process to select a sequence uij (i) ∈ S, i ∈ N, with the
properties:
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(
uij (i), u
)
< 1/i, J
(
uij (i)
)− J˜ (u) < 1/i,
I
(
uij (i)
)− I (u) ind(u) − 1/i.
Since also,
lim sup
i→∞
{
I
(
uij (i)
)− I (u)} ind(u),
we infer:
I
(
uij (i)
)− I (ui) → ind(u), i → ∞.
The sequence uk in question can be then selected as uk = ukj (k), k ∈ N. 
Proposition 3.4. Let uk ∈ S, k ∈ N, let u ∈ S and let ρ(uk,u) → 0 with J˜ (uk) → J˜ (u) <
∞ as k → ∞. Then
lim sup
k→∞
ind(uk) ind(u).
In particular, for each sequence uk given by Proposition 3.3, we have ind(uk) → 0 as
k → ∞.
Proof. We proceed by contradiction. We assume that for some ε > 0 we can find a se-
quence uk ∈ S such that uk ⇀ u in W 1,1, J˜ (uk) → J˜ (u), k → ∞, and
ind(uk) − ind(u) ε > 0, k ∈ N.
By Proposition 3.3 given k ∈ N we can find a sequence uik ∈ S with the properties:
ρ
(
uik, uk
)→ 0, J (uik)→ J˜ (uk), i → ∞,
I
(
uik
)− I (uk) → ind(uk), i → ∞.
By the diagonalization process we can find a sequence ui(k)k , k ∈ N, such that
ρ
(
u
i(k)
k , uk
)
 1/k,
∣∣J (ui(k)k )− J˜ (uk)∣∣ 1/k
and
I
(
u
i(k)
k
)− I (uk) ind(uk) − 1/k, k ∈ N.
Then ui(k) ⇀ u in W 1,1, J (ui(k)) → J˜ (u) as k → ∞. Moreover by Theorem 2.1 we have:k k
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k→∞
{
I
(
u
i(k)
k
)− I (u)} lim inf
k→∞
{
I
(
u
i(k)
k
)− I (uk)}+ lim inf
k→∞
{
I (uk) − I (u)
}

{
ind(u) + ε}+ 0.
This way we obtain a contradiction, which is ind(u) ind(u) + ε.
The second part of the proposition can be obtained by similar arguments. In fact Propo-
sition 3.3 implies existence of a sequence uk ∈ S such that uk ⇀ u in W 1,1, J (uk) → J˜ (u),
I (uk) − I (u) → ind(u), k → ∞. In case ind(uk) does not converge to zero we can select
a subsequence (not relabelled) and u˜k ∈ S such that
ρ(u˜k, uk) 1/k,
∣∣J (u˜k) − J˜ (uk)∣∣ 1/k
and
I (u˜k) − I (uk) ε > 0, k ∈ N.
Then ρ(u˜k, u) → 0, J (u˜k) → J˜ (u), k → ∞, however
ind(u) lim sup
k→∞
{
I (u˜k) − I (u)
}
 lim sup
k→∞
{
I (u˜k) − I (uk)
}+ lim
k→∞
{
I (uk) − I (u)
}
 ε + ind(u),
which is a contradiction. 
Lemma 3.5. Let the assumptions of Theorem 1.1 on L and on S hold. Given u ∈ S with
J˜ (u) < ∞ and given ε > 0 we can find a function u˜ ∈ S such that
ρ(u, u˜) ε,
∣∣J (u˜) − J˜ (u)∣∣ ε, J˜ (u˜) = J (u˜)
and ind(u˜) = 0.
Proof. The function u˜ will be obtained as limit of a special sequence.
Proposition 3.3 implies existence of a sequence uj ∈ S such that ρ(uj ,u) → 0,
J (uj ) → J˜ (u), I (uj ) − I (u) → ind(u), j → ∞. Proposition 3.4 implies ind(uj ) → 0
as j → ∞. We can again apply Proposition 3.4 and can use lower semicontinuity of J˜ to
find ε1, ε¯1 ∈ ]0, ε/2[ such that for each u¯ ∈ S with∣∣J (u¯) − J˜ (u)∣∣ ε1, ρ(u¯, u) ε¯1, (3.1)
we have: ∣∣J˜ (u¯) − J˜ (u)∣∣ ε1, ind(u¯) ind(u) + 1/2 (3.2)
and the inequality J˜ (u¯) − J˜ (u)−ε1 holds for all u¯ ∈ S with ρ(u¯, u) ε¯1.
We can take u˜1 as those element of the sequence uj which satisfies the requirements
(3.1) and the inequalities ρ(uj ,u) < ε¯1/2, ind(uj ) < 1/2.
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εi, ε¯i > 0, u˜i ∈ S, i ∈ N, with the properties: εi+1 ∈ ]0, εi/2[, ε¯i+1 ∈ ]0, ε¯i/2[ are such that
for each u¯ ∈ S with ∣∣J (u¯) − J˜ (u˜i )∣∣ εi+1, ρ(u¯, u˜i ) ε¯i+1, (3.3)
we have: ∣∣J˜ (u¯) − J˜ (u˜i )∣∣ εi+1, ind(u¯) ind(u˜i) + 1/2i (3.4)
and the inequality J˜ (u¯) − J˜ (u˜i )  −εi+1 holds for all u¯ ∈ S with ρ(u¯, u˜i)  ε¯i+1. Then
we can apply Proposition 3.4 to take a particular function u˜i+1 as one of such u¯ ∈ S with
ρ(u˜i+1, u˜i) < ε¯i+1/2, ind(u˜i+1) < 1/2i+1.
The choice of ε¯i implies ρ(u˜i+k, u˜i)  ε¯i and, therefore, there exists u∞ ∈ S with
ρ(u∞, u˜i )  ε¯i , i ∈ N. Moreover J˜ (u∞) − J˜ (u˜i )  −εi , i ∈ N, because of the second
inequalities in (3.1), (3.3). Since the functional u → J˜ (u) is lower semicontinuous we then
obtain J˜ (u˜i ) → J˜ (u∞), i → ∞. The first inequalities in (3.2), (3.4) imply the inequal-
ity J˜ (u˜i+k) − J˜ (u˜i )  2εi , i, k ∈ N, and, then, |J˜ (u∞) − J˜ (u˜i )|  ε, i ∈ N. Therefore
J˜ (u∞) ∈ ]J˜ (u) − ε, J˜ (u) + ε[.
The convergences ρ(u˜i , u∞) → 0, J (u˜i) → J˜ (u∞), i → ∞, and Proposition 3.4 imply
the inequality:
ind(u∞) lim sup
i→∞
ind(u˜i) = 0.
Therefore ind(u∞) = 0 and again by Proposition 3.4 we have u˜i → u∞ in W 1,1 as i → ∞.
Then u∞ ∈ S. Note that since J (u˜i) → J˜ (u∞) and since u˜i → u∞ in W 1,1 we also have:
J˜ (u∞) = lim
i→∞J (u˜i) J (u∞),
cf. Theorem 4.1. Since J˜ (u∞) J (u∞) we then obtain J (u∞) = J˜ (u∞).
Therefore the function u˜ ∈ S in question can be taken equal to u∞. 
Proof of Theorem 3.1. It is easy to see that the assertions of the theorem immediately
follow from the assertions of Lemma 3.5 which allows to select a sequence uk ∈ S with
the properties: ρ(uk,u) → 0, J (uk) → J˜ (u), k → ∞, with J (uk) = J˜ (uk) and with
ind(uk) = 0, k ∈ N.
To prove the stability at uk , k ∈ N, we observe that having fixed uk the iden-
tity ind(uk) = 0 implies I (ujk) → I (uk), j → ∞, for any sequence ujk ∈ S, j ∈ N,
with ρ(ujk, uk) → 0 and with J (ujk) → J (uk) as j → ∞. Theorem 2.1 implies then
‖ujk − uk‖W 1,1 → 0, j → ∞. 
Proof of Theorem 1.1. All the assertions of the theorem can be straightly derived from
Theorem 3.1 with except of stability of J˜ at those u ∈ S where J (u) = J˜ (u) < ∞ and
where J is stable.
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where J is both lower semicontinuous and stable at u. Let also M = J (u)+ 1. We assume
that for some ε > 0 and for a subsequence uk (not relabelled)
lim
k→∞‖Duk − Du‖L1 = ε. (3.5)
By Theorem 2.1 we also have lim infk→∞{I (uk) − I (u)} δ for some δ > 0. We can find
a sequence u˜k ∈ S such that
ρ(u˜k, uk) 1/k, I (u˜k) − I (uk)−1/k,
∣∣J (u˜k) − J˜ (uk)∣∣ 1/k.
Then u˜k ⇀ u in W 1,1 and J (u˜k) → J (u) as k → ∞. However
lim inf
k→∞
{
I (u˜k) − I (u)
}
 lim inf
k→∞
{
I (u˜k) − I (uk)
}+ lim inf
k→∞
{
I (uk) − I (u)
}
 δ
and, therefore, ‖Du˜k − Du‖L1 → 0—otherwise equi-integrability of θ(Du˜k) and Theo-
rem 4.1 would imply I (u˜k) → I (u), k → ∞. This way (3.5) results in contradiction with
the stability property for J at u. This contradiction completes the proof. 
Proof of Theorem 1.2. Let c > 0. We consider a subset Sc of S which is defined as
Sc =
{
u ∈ S: J (u) < c}.
We can apply Theorem 1.1 to the set Sc to assert that the set Vc ⊂ Sc, where the function-
als J, J˜ :Sc → R are both lower semicontinuous and stable is dense in Sc. Moreover the
values of J in Vc completely define the values of the functional J˜ in Sc , i.e., given u ∈ Sc
there exists a sequence uk ∈ Vc such that uk ⇀ u in W 1,1, J (uk) → J˜ (u) as k → ∞.
It is easy to see that the functional J :S → R+ remains both lower semicontinuous and
stable at Vc , as well as the functional J˜ :S → R+ remains stable at Vc. This completes the
proof. 
4. Auxiliary results and Young measures
One of the nice properties of integral functionals is that they are lower semicontinu-
ous with respect to the strong convergence and the cases when continuity holds can be
determined.
Theorem 4.1. Let L :Ω × Rm × Rm×n → R+ be a Caratheodory integrand with
L(x,u, v)−α|v| + β , α > 0, and let uk ∈ W 1,1(Ω;Rm) be such that uk → u0 in W 1,1.
Then
lim infJ (uk) J (u0)
k→∞
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In the latter case the convergence L(· , uk(·),Duk(·)) → L(· , u0(·),Du0(·)) in L1 holds.
Proof can be found, e.g., in [53,60].
Of course the fact of strong convergence of uk is unusual in general variational prob-
lems since boundedness of an integral functional results only in the weak convergence of
sequences. However a similar result holds in case we extend the class of standard func-
tions to so-called Young measures, as L.C. Young noticed in the cases he studied in his
pioneering work [70], see also [71], Theorem 4.3 and Lemma 4.4 below.
Definition 4.2. Let ξk :Ω → Rl be a sequence of measurable functions bounded in L1. In
case there exists a family of probability measures (νx)x∈Ω with supports in Rl and with
measurable actions on elements Φ of C0(Rl) and such that
Φ(ξk) ⇀
∗ 〈Φ;ν(·)〉 in L∞;
we call (νx)x∈Ω Young measure generated by ξk .
Here and later on 〈Φ;ν〉 denotes the action of a measure ν on Φ .
Another advantage of Young measures apparatus is that any sequence ξk bounded in
L1 contains a subsequence that generates a Young measure (νx)x∈Ω . Therefore the lower
semicontinuity result of Theorem 4.1 holds in case we replace Du0 by action of the Young
measure on L, see, e.g., [7]. We gather all these facts in:
Theorem 4.3. Let L :Ω × Rl → R+ be a nonnegative Caratheodory integrand. Let
ξk :Ω → Rl be a sequence of measurable functions bounded in L1. Then there exists a
subsequence ξk (not relabelled) such that ξk generates a Young measure (νx)x∈Ω . More-
over, then
lim inf
k→∞ J (ξk)
∫
Ω
〈
L(x, ·);νx
〉
dx
and the convergence (in energy)
J (ξk) →
∫
Ω
〈
L(x, ·);νx
〉
dx
holds if and only if the sequence L(· , ξk(·)) is equi-integrable. In this case
L
(· , ξk(·))⇀ 〈L(· , y);ν(·)〉 in L1.
In the class of Young measures the lower semicontinuity result also holds, see, e.g., [52].
However we will need only the homogeneous version of the result.
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νk ⇀
∗ ν∞, k → ∞, where ν∞ is also a probability measure. Then,
lim inf
k→∞ 〈L;νk〉 〈L;ν∞〉,
for all nonnegative continuous integrands L : Rl → R.
To apply Young measure techniques we need characterization of those Young measures
that can be generated by gradients of Sobolev functions with the property of convergence
in energy, see Theorem 4.3, and a techniques that allows to proceed with Young measures
straightly. Historically approach of Banach spaces has been applied to deal with Young
measures, see, e.g., [5,8], and to characterize those of them that can be generated by gradi-
ents of Sobolev functions bounded in W 1,p (i.e., in the case of integrands with p-growth),
see [34,36]. However to deal with lower semicontinuity at functions, to characterize the
stability property and to prove the relaxation theorem without extrarequirements on inte-
grands a techniques better accommodated to Young measures has been required, see [52,
58,62].
It turned out that the central fact in the new approach is a characterization of those
families of probability measures that are Young measures given in [52,58]. The character-
ization allowed to involve more flexible tools than general facts of Banach space theory
and allowed to characterize homogeneous gradient Young measures in the case of arbitrary
integrands, cf. [62]. This way other classes of integrands, than with p-growth, became
available for analysis, cf. [53,56]. The characterization of Young measures is naturally
connected with the weak∗ convergence of measures.
Recall that the weak∗ convergence of probability measures νk to ν∞ means the conver-
gence:
〈Φ;νk〉 ⇀∗ 〈Φ;ν∞〉 in L∞, ∀Φ ∈ C0
(
Rl
)
.
We can metrize this convergence. Let {Φi}i∈N be a set of C∞c (Rl )-functions (here index c
means compact support) dense in the space C0(Rl) in the C-norm. Then appropriate metric
is:
ρ(ν,µ) =
∞∑
i=1
1
2i‖Φi‖C
∣∣〈Φi;µ〉 − 〈Φi;ν〉∣∣.
Theorem 4.5. A family (νx)x∈Ω of probability measures with supports in Rl is a Young
measure if and only if the function ν :Ω → 〈M1, ρ〉 is measurable, where M1 is the set of
measures with total variations less than or equal to 1.
The basic tools to deal with measurable functions ν :Ω → 〈M1, ρ〉 are:
Theorem 4.6 (quantitative estimates). Given a measurable function ν :Ω → (M1, ρ) we
can define a measure Av(νx)x∈Ω as follows:
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Φ;Av(νx)x∈Ω
〉= 1
measΩ
∫
Ω
〈Φ;νx〉dx, ∀Φ ∈ C0
(
Rl
)
.
Let ν1, ν2 :Ω → (M1, ρ) be measurable functions. Then
(1) ρ(Av(ν1x)x∈Ω,Av(ν2x)x∈Ω) (2c+ 1)δ provided ρ(Av(ν1x)x∈Ω˜ ,Av(ν2x)x∈Ω˜ ) δ with
Ω˜ ⊂ Ω such that meas(Ω \ Ω˜) δ measΩ ,
(2) ρ(Av(ν1x)x∈Ω,Av(ν2x)x∈Ω)  (2c + 1)δ provided ρ(ν1x , ν2x)  δ for a.a. x ∈ Ω˜ ⊂ Ω
with meas(Ω \ Ω˜) δ measΩ .
Theorem 4.7 (the Lusin property). Let Ω ⊂ Rn be a measurable set and let (K,d) be a
compact metric space. The function ξ :Ω → (K,d) is measurable in the usual Lebesgue
sense if and only if it has the Lusin property: for each ε > 0 there exists a compact subset
Ωε of Ω such that meas(Ω \ Ωε) ε and the function ξ |Ωε is continuous.
Theorem 4.8 (the selection principle). If V :Ω → 2K is a closed measurable multival-
ued mapping then there exists a measurable selection, i.e., there exists a measurable map
ν :Ω → (K,d) such that ν(x) ∈ V (x) for a.a. x ∈ Ω .
This approach has been suggested in [52], in [58] we included only some elements of the
theory sufficient to deal with the problems of that paper. The proofs of the theorems were
excluded from the preprint version of the paper [52], which is SISSA preprint No. 43/1997,
as a precondition for publication. Complete proofs can be also found in [56].
To switch to characterization of those Young measures that are generated by gradients
we have first to give precise definition of this class of measures.
Definition 4.9 (of homogeneous gradient L-Young measures). Let L : Rm×n → R+ be a
continuous integrand with superlinear growth at infinity and let ν be a probability measure
supported in Rm×n with finite action on L, i.e., with 〈L;ν〉 < ∞, and with the center of
mass at A ∈ Rm×n.
The measure ν is called homogeneous gradient L-Young measure provided there is a
sequence φk ∈ lA + W 1,10 (Ω;Rm) of piece-wise affine functions with Dφk generating a
Young measure (µx)x∈Ω equal to ν a.e. and with∫
Ω
L
(
Dφk(x)
)
dx → 〈L;ν〉measΩ
(note that then L(Dφk) ⇀ 〈L;ν〉 in L1).
The characterization of Young measures given by Theorem 4.5 allows to isolate homo-
geneous gradient L-Young measures.
Theorem 4.10. Let L : Rm×n → R+ be a continuous integrand with superlinear growth at
infinity and let ν be a probability measure with finite action on L and with the center of
mass at A ∈ Rm×n.
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〈L + Φ;ν〉 1
measΩ
inf
φ∈lA+W˜ 1,10 (Ω;Rm)
∫
Ω
(L + Φ)(A + Dφ(x))dx, (4.1)
holds for all Φ ∈ C∞c (Rm×n), where W˜ 1,10 (Ω;Rm) is the class of the piece-wise affine
functions u ∈ W 1,10 .
In the scalar case m = 1 any probability measure satisfies (4.1) and, moreover,
ν can be generated as a gradient L-Young measure by gradients of a sequence
φk ∈ lA + W˜ 1,10 (Ω;Rm) with Dφk staying in the (1/k)-neighborhoods of the support
of ν.
Proof of this theorem can be found in [62] where we also described the difficulties
to switch to the case of nonhomogeneous gradient L-Young measures, whose definition
repeats the one for the homogeneous case, with related changes of course.
Definition 4.11 (of gradient L-Young measures). Let L :Ω × Rm × Rm×n → R+ be a
Caratheodory integrand with superlinear growth at infinity and let u ∈ W 1,1(Ω;Rm) be
such that J (u) < ∞. Let also (νx)x∈Ω be a Young measure with the centers of mass at
Du(x) a.e.
Then (νx)x∈Ω is a gradient L-Young measure if there exists a sequence, uk ∈ u +
W
1,1
0 (Ω;Rm), of piece-wise affine functions with Duk generating (νx)x∈Ω as a Young
measure and with the property of convergence in energy:
L
(· , uk(·),Duk(·))⇀ 〈L(· , u(·), v);ν(·)〉 in L1.
Of course there are certain difficulties to characterize general gradient L-Young mea-
sures since there are well-known difficulties with approximating Sobolev functions in
energy by piece-wise affine functions. The result can be obtained in the case of integrands
with p-growth.
Theorem 4.12 [33,34]. Let L be a Caratheodory integrand with p-growth and let (νx)x∈Ω
be a family with measurable actions on elements of C0(Rm×n) with∫
Ω
〈| · |p;νx 〉dx < ∞
and with the centers of mass at Du(x) a.e., where u ∈ W 1,p .
Then (νx)x∈Ω is a gradient L-Young measure if and only if νx is a homogeneous gra-
dient L-Young measure for a.e. x ∈ Ω . Moreover, each Young measure (νx)x∈Ω generated
by gradients of a sequence bounded in W 1,p is a gradient L-Young measure.
In the case of integrands L with p-growth, considered in Theorem 4.12, gradient
L-Young measures got a particular name “gradient p-Young measures” in [34]. Both a
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general gradient p-Young measures given in Theorem 4.12 were obtained via previous
approach to Young measures as to elements of Banach spaces since there exists an appro-
priate space for integrands with p-growth, see [34]. The second part of the theorem is the
main result of [33] and is, of course, important in applications since reduces analysis of
behavior of integral functionals on weakly convergent sequences to those that converge
in energy, see Theorem 4.3. J. Kristensen observed that this fact is a consequence of the
result for Sobolev functions that given a sequence uk bounded in W 1,p we can find an-
other sequence u˜k with |Du˜k|p equi-integrable and with Duk − Du˜k → 0 in measure, see
Theorem 3.10 of [36]. The characterization results for gradient L-Young measures have
the same structure in the case of integrands with the fast growth, i.e., when | · |p in the
inequalities defining p-growth is replaced by G(| · |) with G′(v)v/G(v) → ∞ as v → ∞
(in the case of p-growth this expression converges of course to p), see [56].
Note that Theorem 4.12 uses the characterization of Young measures as of those fami-
lies (νx)x∈Ω of probability measures that have measurable actions on continuous functions.
This characterization was known long ago, see, e.g., [69], and it is, of course, equivalent
to the one given by Theorem 4.5. A way to see this is to apply the Lusin property (The-
orem 4.7) to obtain the equivalence. Another possibility is also to use the quantitative
estimates (Theorem 4.6) to infer equivalence of both characterizations to the possibility to
approximate the families of probability measures by piece-wise constant families which
are obviously Young measures, see [56].
Recent progress in scalar problems, see [53,62], was based on characterization of gra-
dient Young measures associated with Sobolev functions u ∈ W 1,1 that are classically
differentiable a.e. Here we have, of course, to fix a particular representative in the Sobolev
class.
Theorem 4.13. Let L :Ω × R × Rn → R+ be a Caratheodory integrand with the superlin-
ear growth and let (νx)x∈Ω be a Young measure with centers of mass at Du(x) a.e., where
u ∈ W 1,1 is classically differentiable a.e., and with finite action on L. Then (νx)x∈Ω is a
gradient L-Young measure.
5. Proof of Theorems 1.4 and 1.5
First we recall how convexity and strict convexity at points is connected with subdif-
ferentiability in the sense of convex analysis and with gradient Young measures. Theo-
rem 4.10 says that in case min{n,m} = 1 gradient Young measures coincide with the class
of all probability measures.
Lemma 5.1 (convexity at a point). Let L : Rl → R+ be a continuous function with super-
linear growth at infinity and let L(a) < ∞. Then the following statements are equivalent:
(1) ∑qi=1 ciL(vi)  L(a) provided ci  0, vi ∈ Rl , i = 1, . . . , q , with ∑qi=1 ci = 1,∑q
i=1 civi = a,
(2) the same as above with q = l + 2,
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L(v) − L(a) − 〈f, v − a〉 0, ∀v ∈ Rl ,
(4) 〈L;ν〉L(a) for any probability measure ν centered at a ∈ Rl .
Proof. The fact that q can be taken equal to l+2 is a straightforward corollary of the well-
known Caratheodory lemma which asserts that to obtain the convex hull of a subset of Rn
we have to take the union of convex combinations involving at most n+ 1 elements of the
set, see, e.g., [24]. In case we apply this lemma to epigraphs of functions L : Rl → R+ we
need to take q = l + 2.
The fact that the subgradient ∂L(a) is nonempty was seems first noticed by L.C. Young,
see [71, §56]. For a proof see also [61].
The inequality L(v) − L(a) 〈f, v − a〉 together with the equality 〈〈f, v − a〉;ν〉 = 0
immediately imply 〈L;ν〉L(a).
Since
q∑
i=1
ciL(vi) =
〈
L;
q∑
i=1
ciδvi
〉
,
where δv is the Dirac mass centered at v, we infer the last assertion of this lemma. 
Lemma 5.2 (strict convexity at a point). Let L : Rl → R+ be a continuous function with
superlinear growth at infinity and let L(a) < ∞. Then the following statements are equiv-
alent:
(1) ∑qi=1 ciL(vi) > L(a) provided ci  0, vi ∈ Rl , i = 1, . . . , q , with ∑qi=1 ci = 1,∑q
i=1 civi = a and with some i0 ∈ {1, . . . , q} such that ci0 > 0, vi0 = a,
(2) the same with q = l + 2,
(3) ∂L(a) = ∅ and for each f ∈ ∂L(a) the convex hull of the set
M = {v ∈ Rl : v = a, L(v) − L(a) − 〈f, v − a〉 = 0}
does not contain a,
(4) 〈L;ν〉 > L(a) for any nontrivial, i.e., different than δa , probability measure ν centered
at a.
Proof. The first statement can be justified in the same way as in Lemma 5.1.
Since L is also convex at a by Lemma 5.1 we have ∂L(a) = ∅. The fact that the convex
hull of the set M does not contain a is easy to see by contradiction. In fact assuming the
contrary we can find ci  0, vi = a, i = 1, . . . , l + 2, such that
l+2∑
ci = 1,
l+2∑
civi = ai=1 i=1
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L(vi) − L(a) − 〈f, vi − a〉 = 0, 1 i  l + 2.
However, then
l+2∑
i=1
ci
(
L(vi) − L(a)
)= 〈f, l+2∑
i=1
civi − a
〉
= 0;
that gives contradiction with strict convexity of L at a.
In this case, i.e., when a /∈ convM , we also have:
〈L;ν〉 − L(a) = 〈L(v) − L(a);ν〉> 〈〈f, v − a〉;ν〉= 0,
provided ν = δa , see [61, §2] for the details. Of course validity of this inequality for all
nontrivial ν centered at a implies its validity for those nontrivial ν that are convex combi-
nations of Dirac masses. 
Next we need description of quasiconvexity and strict quasiconvexity at points in terms
of Young measures (very little is known about geometrical description in the general case).
For proofs we refer either to [52] or to [58].
Lemma 5.3. Let L : Rm×n → R be a continuous function with p-growth at infinity and let
A ∈ Rm×n. Then
(1) L is quasiconvex at A if and only if 〈L;ν〉 L(A) for all gradient L-Young measures
ν centered at A,
(2) L is strictly quasiconvex at A if and only if 〈L;ν〉 > L(A) for all gradient L-Young
measures ν different than δA and centered at A.
Proof of Theorem 1.4. The proof involves Theorem 1.2 and determining the cases when
an integral functional satisfying p-growth assumptions is lower semicontinuous and stable
at a given function. The result will be obtained provided we show that
(1) J is lower semicontinuous at u ∈ W 1,p if and only if L(x,u(x), ·) is quasiconvex at
Du(x) a.e. in Ω ,
(2) J is both lower semicontinuous and stable at u ∈ W 1,p if and only if L(x,u(x), ·) is
strictly quasiconvex at Du(x) a.e. in Ω .
We will use Young measure techniques presented in Section 4 and the characterization
result by Kinderlehrer and Pedregal, which is Theorem 4.12.
Note that quasiconvexity of L(x,u(x), ·) at Du(x) for a.e. x ∈ Ω suffices for the lower
semicontinuity. In fact in case uk ⇀ u in W 1,p we can choose a subsequence uj such that
lim infJ (uk) = lim J (uj )
k→∞ j→∞
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lim
j→∞J (uj )
∫
Ω
〈
L
(
x,u(x), ·);νx 〉dx.
Theorem 4.12 implies that (νx)x∈Ω is a gradient p-Young measure and, moreover, νx is a
homogeneous gradient p-Young measure for a.a. x ∈ Ω . By Lemma 5.3 we then obtain:〈
L
(
x,u(x), ·);νx 〉 L(x,u(x),Du(x)), (5.1)
at those x ∈ Ω . This implies the lower semicontinuity result.
To prove that strict quasiconvexity of L(x,u(x), ·) at Du(x) for a.e. x ∈ Ω is also
sufficient for the stability result, i.e., for uk → u in W 1,p in case uk ⇀ u in W 1,p and
J (uk) → J (u), we can apply Theorem 4.3 to state:
lim
j→∞J (uj ) =
∫
Ω
〈
L
(
x,u(x), ·);νx 〉dx.
Theorem 4.12 and Lemma 5.3 imply the strict inequality in (5.1),〈
L
(
x,u(x), ·);νx 〉> L(x,u(x),Du(x)),
in case both νx = δDu(x) and L(x,u(x), ·) is strictly quasiconvex at Du(x). Therefore
νx = δDu(x) a.e. in Ω and, then, Duk → Du in measure. Finally Theorem 4.1 implies
Duk → Du in Lp since L c1|Du|p + c2, c1 > 0.
We will prove necessity of quasiconvexity in (1) and of strict quasiconvexity in (2) by
contradiction.
Let Ωk be a sequence of compact subsets of Ω such that Ωk ⊂ Ωk+1, k ∈ N,
meas(Ω \ Ωk) → 0 as k → ∞ and such that the restrictions of u and Du to Ωk are con-
tinuous.
Assume that L(x,u(x), ·) fails to be quasiconvex at Du(x) for a Lebesgue point x0 of
Ωk . Then Lemma 5.3 implies,
L
(
x,u(x),Du(x)
)
>
〈
L
(
x,u(x), ·);ν〉, (5.2)
for certain gradient p-Young measure ν centered at Du(x). Moreover (5.2) holds also for
x ∈ B(x0, ε) ∩ Ωk in case νx is obtained via shifting the support of ν by Du(x) − Du(x0)
and in case ε > 0 is sufficiently small. For other x ∈ Ω we can define νx = δDu(x). Then
we can apply Theorem 4.12 to claim that (νx)x∈Ω is a gradient p-Young measure and,
therefore, there exists a sequence uj ∈ u + W 1,p0 (Ω;Rm) such that uj ⇀ u in W 1,p and
Duj generates (νx)x∈Ω as gradient p-Young measure. Then
lim
j→∞J (uj ) =
∫ 〈
L
(
x,u(x), ·);νx 〉dx < J(u),Ω
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We have to use more subtle arguments to prove the last assertion since lack of strict qua-
siconvexity of L(x,u(x), ·) at Du(x) means only equality in (5.1) with certain nontrivial
homogeneous gradient p-Young measure ν centered at Du(x), see Lemma 5.3.
Fix k ∈ N and fix i ∈ N. Let x ∈ Ωk and let V (x) be the set of homogeneous gradient
p-Young measures centered at Du(x) and such that
〈
L
(
x,u(x), ·);ν〉= L(x,u(x),Du(x)), (5.3)
ν
(
B
(
Du(x), i
) \ B(u(x),1/i)) 1/i. (5.4)
Note that the set V (x) is closed in the space (M1, ρ) defined in Theorem 4.5. To see this we
take νj ∈ V (x) with νj ⇀∗ ν as j → ∞. Since L has p-growth we can apply Theorem 4.12
to infer that ν is still a homogeneous gradient p-Young measure centered at Du(x). Then
we have inequality in (5.3), cf. Lemma 5.3. Due to the general lower semicontinuity result
of Lemma 4.4 the equality holds in (5.3). As for the inequality (5.4) it holds automatically.
Let Ωik ⊂ Ωk be the set of those x ∈ Ωk for which V (x) is nonempty. We can show
that Ωik is closed and that the multi-valued mapping V :Ω
i
k → 〈M1, ρ〉 is measurable.
This will be sufficient to complete the proof since by Theorems 4.8, 4.5 we can select a
Young measure (νx)x∈Ωik with νx ∈ V (x) a.e. in Ω
i
k . We can then define νx = δDu(x) for
other x ∈ Ω . Then (νx)x∈Ω is a gradient p-Young measure and there exists a sequence
uj ∈ u0 + W 1,p0 with the gradients Duj generating (νx)x∈Ω in such a way that
L
(· , uj (·),Duj (·))⇀ 〈L(· , u(·), y);ν(·)〉 in L1.
Therefore the stability property fails since the measure (νx)x∈Ω is nontrivial. This way we
obtain the desirable contradiction.
To prove that Ωik is closed and that the mapping V :Ω
i
k → 〈M1, ρ〉 is measurable we
can prove that the convergences xl → x0, νl ⇀∗ ν0 imply x0 ∈ Ωik , ν0 ∈ V (x0) provided
xl ∈ Ωik , νl ∈ V (xl). Note that (5.4), of course, remains valid for ν0. Theorem 4.12 implies
that ν0 is a gradient p-Young measure. Therefore the inequality should be valid in (5.3).
Due to the general lower semicontinuity result given by Lemma 4.4 the only possibility
for this is just the equality (note that we applied a slightly more general assertion than of
Lemma 4.4 since integrands also changes with k ∈ N, however the uniform convergence
of integrands on compact sets allows to obtain this result via Lemma 4.4). Therefore ν0 ∈
V (x0), x0 ∈ Ωik . This way we established the upper semicontinuity of the mapping V that
is, of course, sufficient for measurability which means that the set {x ∈ Ω : V (x) ∩ C} is
measurable for any compact subset C of (M1, ρ). 
Proof of Theorem 1.5. Following the lines of the proof of Theorem 1.4 with Theorem 4.12
replaced by Theorem 4.13 since the inequality L α|Du|n+ε +β guarantees a.e. classical
differentiability of all functions u with J (u) < ∞, see, e.g., [26, p. 234].
To prove the results via Theorem 1.2 we have to show:
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at Du(x) a.e. in Ω ,
(2) J is both lower semicontinuous and stable at u if and only if L(x,u(x), ·) is strictly
convex at Du(x) a.e. in Ω .
We first prove “sufficient” parts.
Let uk ⇀ u in W 1,1 with lim infk→∞ J (uk) < ∞. We can find a subsequence uj such
that
lim
j→∞J (uj ) = lim infk→∞ J (uk)
and Duj generates a Young measure (νx)x∈Ω . By Theorem 4.3 we have:
lim
j→∞J (uj )
∫
Ω
〈
L
(
x,u(x), ·);νx 〉dx. (5.5)
Note that by Lemma 5.1 we have〈
L
(
x,u(x), ·);νx 〉 L(x,u(x),Du(x)) a.e. (5.6)
Then (5.5), (5.6) imply the lower semicontinuity result
lim inf
k→∞ J (uk) J (u).
In case L(x,u(x), ·) is strictly convex at Du(x) a.e. in Ω we have the strict inequality
in (5.6) for nontrivial νx , cf. Lemma 5.2. Therefore the convergence J (uj ) → J (u) < ∞
implies νx = δDu(x) a.e. in Ω , i.e., Duj → Du in L1. Then J is stable at u.
Proof of necessity of the requirements on L stated in (1) and in (2) for lower semicon-
tinuity and stability respectively is more subtle.
Let Ωk be an extending sequence of compact subsets of Ω such that the restrictions
of Du to Ωk and of L = L(x,u, v) to Ωk × R × Rn are continuous, k ∈ N. Assume that
L(x0, u(x0), ·) fails to be convex at Du(x0) for certain Lebesgue point x0 ∈ Ωk , where k
is fixed. Then there exists ci  0, vi ∈ Rn, i ∈ {1, . . . , n + 2}, such that
∑
ci = 1,
∑
civi = Du(x0) and〈
L
(
x0, u(x0), ·
);∑ ciδvi 〉< L(x0, u(x0),Du(x0)). (5.7)
The inequality (5.7) holds in case ∑ ciδvi is replaced by,
νx =
∑
ciδ{vi+Du(x)−Du(x0)},
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rem 4.13 implies that (νx)x∈Ω is a gradient L-Young measure, i.e., there exists a sequence
uk ∈ u + W 1,10 such that uk ⇀ u in W 1,1 and
J (uk) →
∫
Ω
〈
L
(
x,Du(x), ·);νx 〉dx < J(u).
This contradiction shows that convexity of L(x,u(x), ·) at Du(x) for a.a. x ∈ Ω is neces-
sary for the lower semicontinuity.
To complete the proof of the theorem we have to show that strict convexity of
L(x,u(x), ·) at Du(x) is necessary for stability of the functional. Fix k ∈ N and fix
i ∈ N. Let Ωik ⊂ Ωk consists of those points x ∈ Ωk , where L|(B(Du(x),i)\B(Du(x),1/i)) fails
to be strictly convex at Du(x). By Lemma 5.2 there exists ci  0, vi ∈ (B(Du(x), i) \
B(Du(x),1/i)), i ∈ {1, . . . , n + 2}, such that∑
i
ci = 1,
∑
i
civi = Du(x),
〈
L
(
x,Du(x), ·);∑ ciδvi 〉= L(x,u(x),Du(x)). (5.8)
Since Du|Ωk is continuous the set Ωik is closed. For each x ∈ Ωik we can define the set:
V (x) = {ci  0, vi ∈ Rn: 0 i  n + 2, (5.8) holds}⊂ R2n+4.
Note that the mapping is upper semicontinuous, i.e., wk → w0 imply w0 ∈ V (x0) pro-
vided xk → x0 and wk ∈ V (xk). By Theorem 4.8 we can isolate a measurable map-
ping w :Ωik → R2n+4 for which (5.8) automatically holds. In case x ∈ Ωik we define
νx =∑n+2i=1 ci(x)δvi (x), where
w(x) = (c1(x), . . . , cn+2(x), v1(x), . . . , vn+2(x))
and we define νx = δDu(x)—otherwise. We can apply Theorem 4.13 to find a sequence
uk ∈ u + W 1,10 with uk ⇀ u in W 1,1 and with Duk generating (νx)x∈Ω as a gradient
L-Young measure. Note that J (uk) → J (u) but Duk fails to converge to Du in L1. This
contradiction shows that meas(Ωik) = 0. Since i, k ∈ N are arbitrary L(x,u(x), ·) is strictly
convex at Du(x) a.e. in Ω . 
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