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Abstract
The Erlangian approximation of Markovian fluid queues leads to the
problem of computing the matrix exponential of a subgenerator having a
block-triangular, block-Toeplitz structure. To this end, we propose some
algorithms which exploit the Toeplitz structure and the properties of gen-
erators. Such algorithms allow to compute the exponential of very large
matrices, which would otherwise be untreatable with standard methods.
We also prove interesting decay properties of the exponential of a gener-
ator having a block-triangular, block-Toeplitz structure.
Keyword Matrix exponential, Toeplitz matrix, circulant matrix, Markov
generator, fluid queue, Erlang approximation.
1 Introduction
The problem we consider here is to compute the exponential of an upper block-
triangular, block-Toeplitz matrix, that is, a matrix of the kind
T (U) =

U0 U1 . . . Un−1
U0
. . .
...
. . . U1
0 U0
 , (1)
where Ui, i = 0, . . . , n − 1, are m × m matrices. Our interest stems from
the analysis in Dendievel and Latouche [10] of the Erlangization method for
Markovian fluid models, but the story goes further back in time.
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1.1 Origin of the problem
The Erlangian approximation method was introduced in Asmussen et al. [2]
in the context of risk processes; it was picked up in Stanford et al. [18] where
a connection is established with fluid queues. Other relevant references are
Stanford et al. [19] where the focus is on modelling the spread of forest fires,
and Ramaswami et al. [16] where some basic algorithms are developed.
Markovian fluid models are two-dimensional processes {(X(t), ϕ(t)) : t ∈
R+} where {ϕ(t)} is a Markov process with infinitesimal generator A on the
state space {1, . . . ,m}; to each state i is associated a rate of growth ci ∈ R and
X(t) is controlled by ϕ(t) through the equation
X(t) = X(0) +
∫ t
0
cϕ(s) ds, for t ≥ 0.
Performance measures of interest include the distributions of X(t) and of various
first passage times. Usually, ϕ(t) is called the phase of the process at time t
and X(t) its level, and the phase space {1, . . . ,m} is partitioned into three
subsets S+, S− and S0 such that ci > 0, ci < 0 or ci = 0 if i is in S+, S− or
S0, respectively. To simplify our presentation without missing any important
feature, we assume below that S0 is empty.
The first return probabilities of X(t) to its initial level X(0) play a central
role in the analysis of fluid queues. It is customary to define two matrices Ψ
and Ψˆ of first return probabilities:
Ψij = Pr[τ <∞, ϕ(τ) = j|X(0) = 0, ϕ(0) = i], i ∈ S+, j ∈ S−,
and
Ψˆij = Pr[τ <∞, ϕ(τ) = j|X(0) = 0, ϕ(0) = i], i ∈ S−, j ∈ S+,
where τ = inf{t > 0 : X(t) = 0} is the first passage time to level 0. Thus,
the entries of Ψ and Ψˆ are the probability of returning to the initial level after
having started in the upward, and the downward directions, respectively.
If the process starts from some level x > 0, then
Pr[τ <∞, ϕ(τ) = j|X(0) = x, ϕ(0) = i] = (
[
I
Ψ
]
eHx)ij i ∈ {1, . . . ,m}, j ∈ S−;
here, H is a square matrix on S− × S− and is given by
H = |C−|−1A−− + |C−|−1A−+Ψ,
where A−− and A−+ are submatrices of the generator A, indexed by S− × S−
and S− × S+, respectively, and |C−| is a diagonal matrix with |ci|, i ∈ S− on
the diagonal. A similar equation holds for x < 0. The matrices Ψ and Ψˆ are
solutions of algebraic Riccati equations and their resolution has been the object
of much attention. Very efficient algorithms are available, and we refer to Bini
et al. [7] and Bean et al. [3].
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The Erlangian approximation method is introduced in [2] to determine the
detailed distribution of τ . The idea is that, to compute the probability
F (t0; i, x) = Pr[τ < t0|X(0) = x, ϕ(0) = i], x > 0, i ∈ {1, . . . ,m}
for a fixed value t0, it is convenient to replace t0 by a random variable T with an
Erlang distribution, with parameters (n/t0, n) for some positive integer n. The
random variable T has expectation t0 and variance t0/n, so that F (T ; i, x) is a
good approximation of F (t0; i, x) if n is large enough. From a computational
point of view, the advantage is that one replaces systems of integro-differential
equations by linear equations.
The long and the short of it is that the original system is replaced by the
process {(X(t),Φ(t))} with a two-dimensional phase Φ(t) = (β(t), ϕ(t)) on the
state space {1, . . . , n} × {1, . . . ,m} ∪ {0} and with the generator
Q =

A− νI νI 0 0
A− νI . . .
. . . νI
A− νI ν1
0 0 0
 ,
where ν = n/t0. The physical interpretation is that the absorbing state 0 is
entered at the random time T , and the component β of the phase marks the
progress of time towards T . Some authors (for instance [2, 18]) report that good
approximations may be obtained with small values of n.
Because of the Toeplitz-like structure of Q, the matrices Ψ and H are both
upper block-triangular block-Toeplitz and it is interesting to use the Toeplitz
structure in order to reduce the cost when n is large. This is done in [16] for the
matrix Ψ. Here we address the question of efficiently computing the exponential
matrix eHx for a given value of x, where H has the structure of (1). We shall
assume without loss of generality that x = 1.
1.2 Main results
We recall that the exponential function can be extended to a matrix variable
by defining
eX =
∞∑
i=0
1
i!
Xi. (2)
For more details on the matrix exponential and more generally on matrix func-
tions we refer the reader to Higham [11].
The matrix T (U) defined in (1) is of order nm and it may be huge, since
a larger n leads to a better Erlangian approximation, while the size m of the
blocks is generally small. The matrix T (U) is a subgenerator, i.e., it has negative
diagonal entries, nonnegative off-diagonal entries, and the sum of the entries on
each row is nonpositive.
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Since block-triangular block-Toeplitz matrices are closed under matrix mul-
tiplication, it follows from (2) that the matrix exponential eT (U) is also an up-
per block triangular, block-Toeplitz matrix; in particular, the diagonal blocks
of eT (U) coincide with eU0 . Moreover, it is known that the matrix eT (U) is
nonnegative and substochastic.
The problem of the computation of the exponential of a generator has been
considered in Xue and Ye [21, 20] and by Shao et al. [17], where the authors
propose component-wise accurate algorithms for the computation. These algo-
rithms are efficient for matrices of small size. For the Erlangian approximation
problem, these algorithms are useless for the large size of the matrices involved.
Recently, some attention has been given to the computation of the exponential
of general Toeplitz matrices by using Arnoldi method (Lee et al. [13], Pang and
Sun [15]).
In our framework, Toeplitz matrices are block-triangular so that they form a
matrix algebra. This property is particularly effective for the design of efficient
algorithms and we propose some numerical methods that exploit the block-
triangular block-Toeplitz structure and the generator properties. Unlike the
general methods, our algorithms allow one to deal with matrices T (U) of very
large size.
Two methods rely on spectral and computational properties of block-circulant
and block -circulant matrices (Bini [6], Bini et al. [8]) and on the use of Fast
Fourier Transforms (FFT). Recall that block -circulant matrices have the form
C(U) =

U0 U1 . . . Un−1
Un−1 U0
. . .
...
...
. . .
. . . U1
U1 . . . Un−1 U0
 ,
and that a block-circulant matrix is a block -circulant matrix with  = 1. For
simplicity, we denote by C(U) the block 1-circulant matrix C1(U).
Since block -circulant matrices can be block-diagonalized by FFT [6], the
computation of the exponential of an n×n block -circulant matrix with m×m
blocks can be reduced to the computation of n exponentials of m×m matrices.
These latter exponentials are independent from each other and can be computed
simultaneously with a multi-core architecture at the cost of a single exponential.
The idea of the first method is to approximate eT (U) by eC(U) where  ∈ C
and || is sufficiently small. We analyse the error and are thereby able to choose
the value of  which gives a good balance between the roundoff error and the
approximation error. In fact, the approximation error grows as O() while the
roundoff error is O(µ−1), where µ is the machine precision. This leads to an
overall error which is O(µ1/2). By using the fact that the solution is real, by
choosing  a pure imaginary number we get an approximation error O(2) which
leads to an overall error O(µ2/3).
Since the approximation error is a power series in , we devise a further
technique which consists in averaging the solutions computed with k different
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values of . This way, we are able to cancel out the components of the error of
degree less than 2k. This leads to a substantial improvement of the precision.
Moreover, since the different computations are independent from each other,
the computational cost in a multicore architecture is independent of k.
In our second approach, the matrix T (U) is embedded into a K ×K block-
circulant matrix C(U (K)), where K is sufficiently large, and an approximation
of eT (U) is obtained from a suitable submatrix of eC(U
(K)). The computation of
eC(U
(K)) is reduced to the computation of K exponentials of m ×m matrices,
and our error analysis allows one to choose the value of K so as to guarantee a
given error bound in the computed approximation.
The third numerical method consists in specializing the shifting and Taylor
series method of [20]. The block-triangular Toeplitz structure is exploited in
the FFT-based matrix multiplications involved in the algorithm, leading to a
reduction of the computational cost. The algorithm obtained in this case does
not seem well suited for an implementation in a multicore architecture.
We compare the three numerical methods, from a theoretical as well as from
a numerical point of view. From our analysis, we conclude that the method
based on -circulant matrices is the fastest and provides a reasonable approxi-
mation to the solution. Moreover, by applying the averaging technique we can
dramatically improve the accuracy. The method based on embedding and the
one based on power series perform an accurate computation but are slightly
more expensive.
It must be emphasised that the use of FFT makes the algorithms norm-wise
stable but that component-wise stability is not guaranteed. In consequence, the
matrix elements with values of modulus below the machine precision may not
be well approximated in terms of relative error.
The paper is organised as follows. In Sections 2 and 3, we recall proper-
ties of the exponential of a subgenerator and of its derivatives, and some basic
properties of block-Toeplitz and block-circulant matrices which are used in our
algorithms. In Section 4, we show how to compute the exponential of a block
-circulant matrix by using fast arithmetic based on FFT and we perform an
error analysis. We present in Section 5 the algorithms to compute the expo-
nential of T (U): first we analyse the decay of off-diagonal entries of the matrix
exponential, next we describe the new methods and perform an error analysis.
We conclude with numerical experiments in Section 6.
2 The exponential of a subgenerator and its
derivatives
2.1 The exponential of a subgenerator
A subgenerator of a Markov process is a matrix Q of real numbers such that the
off–diagonal entries of Q are nonnegative, the diagonal entries are negative, and
the sum of the entries on each row is nonpositive. We denote by 1 the column
vector with all entries equal to 1, with size according to the context. If Q is a
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subgenerator, then Q1 ≤ 0 and Q is called a generator if the row sum on all
rows is zero.
Let σ = maxi(−qii). The matrix V = Q + σI is a nonnegative matrix,
and we may write eQ = eV−σI = e−σeV . From the latter equality it follows
that the matrix exponential eQ is nonnegative. Moreover, since Q1 ≤ 0 it
follows that V 1 = Q1 + σ1 ≤ σ1. Therefore, in view of (2), eQ1 = e−σeV 1 =
e−σ
∑∞
i=0
1
i!V
i1 ≤ e−σeσ1. Thus we may conclude that eQ1 ≤ 1, that is, eQ is
a substochastic matrix.
2.2 Derivatives and perturbation results
We recall the definition and some properties of the Gaˆteaux and Fre´chet deriva-
tives, and their expression for the matrix exponential function, together with
some properties when the matrix is a subgenerator. We refer the reader to [11]
for more details.
The Fre´chet derivative of a matrix function f : Cn×n → Cn×n at a point
X ∈ Cn×n along the direction E ∈ Cn×n is the linear mapping L(X,E) in the
variable E such that
f(X + E)− f(X)− L(X,E) = o(‖E‖). (3)
The Gaˆteaux (or directional) derivative of f : Cn×n → Cn×n at a point X ∈
Cn×n along the direction E ∈ Cn×n is
G(X,E) = lim
h→0
f(X + hE)− f(X)
h
. (4)
If the Fre´chet derivative exists, then it is equal to the Gaˆteaux derivative ([11,
Section 3.2]). Such is the case for the matrix exponential function and we may,
therefore, use either definition (3) or (4), depending on which is more convenient;
we will use the Gaˆteaux derivative. From [14],
G(tX,E) =
∫ t
0
eX(t−s)EeXsds (5)
and the following equation gives an expression for the matrix exponential in
terms of Gaˆteaux derivatives:
et(X+hE) =
∞∑
j=0
hj
j!
G[j](tX,E) (6)
where we denote by G[j](tX,E) the j-th Gaˆteaux derivative of the matrix func-
tion etX in the direction E, obtained by the recurrence equation
G[j](tX,E) = j
∫ t
0
e(t−s)XEG[j−1](sX,E)ds, j = 1, 2, . . . , (7)
and G[0](tX,E) = etX .
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Recall that if X is a subgenerator, then etX is a substochastic matrix for
any t ≥ 0 and in particular ‖etX‖∞ ≤ 1. Therefore, by taking norms in (5), we
obtain the upper bound
‖G(tX,E)‖∞ ≤
∫ t
0
‖eX(t−s)‖∞‖E‖∞‖eXs‖∞ds ≤ t‖E‖∞ (8)
which may be extended to the j-th order Gaˆteaux derivative as in the next
proposition.
Proposition 1 If X is a subgenerator, then
‖G[j](tX,E)‖∞ ≤ tj‖E‖j∞ (9)
for t ≥ 0, for any j ≥ 0. Moreover, if E is a nonnegative matrix, then
G[j](tX,E) is nonnegative for any j ≥ 0.
Proof. Since the matrix X is a subgenerator, the matrix eτX is nonnegative
and substochastic for any τ ≥ 0, therefore ‖eτX‖∞ ≤ 1 for any τ ≥ 0. By using
this property, the inequality (9) can be proved by induction. If j = 0, then
‖G[0](tX,E)‖∞ ≤ 1. The inductive step is immediately proved, since from (7)
we have
‖G[j](tX,E)‖∞ ≤ j
∫ t
0
‖e(t−s)X‖∞‖E‖∞‖G[j−1](sX,E)‖∞ds
≤ j
∫ t
0
‖E‖j∞sj−1ds = ‖E‖j∞tj ,
where the last inequality follows from the inductive assumption. If the matrix E
is nonnegative, from the recurrence (7) and from the fact that eτX is nonnegative
and substochastic for any τ ≥ 0, it follows by induction that G[j](tX,E) is
nonnegative for any j ≥ 0. 
The following result provides some bounds related to the exponential of
the matrix T (U) of (1) and to its Gaˆteaux derivative; it will be used in the
next sections to analyse the stability of the algorithm in Section 5.2 based on
-circulant matrices.
Theorem 2 Let T (U) be the matrix in (1) and assume it is a subgenerator.
For x = (xi)i=1,...,n−1 ∈ Cn−1 define H(x) = U0 +
∑n−1
i=1 xiUi. If |xi| ≤ 1, i =
1, . . . , n − 1, then ‖esH(x)‖∞ ≤ 1 for any s ≥ 0. Moreover, ‖G(H(x), E)‖∞ ≤
‖E‖∞ for any m×m matrix E.
Proof. Define α = maxi(−(U0)ii), H˜ = H((1, . . . , 1)) and B = H˜ + αI. From
the choice of α it follows that B ≥ 0. We have
‖esH˜‖∞ = ‖esB−sαI‖∞ = e−sα‖esB‖∞ ≤ e−sαe‖sB‖∞
where the latter inequality holds in view of [11, Theorem 10.10]. Since B ≥ 0 we
may write that ‖B‖∞ = ‖B1‖∞. From the inequality (
∑n−1
k=0 Uk)1 ≤ 0 we find
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that (αI +
∑n−1
k=0 Uk)1 ≤ α1, that is B1 ≤ α1 whence ‖sB‖∞ ≤ sα. Therefore
we conclude that ‖esH˜‖∞ ≤ 1 and the first claim is proved.
Now, concerning H(x) we have
esH(x) = esH(x)+sαI−sαI = e−sαesH(x)+sαI . (10)
Since |xk| ≤ 1, U0 + αI ≥ 0 and Uk ≥ 0, k = 1, . . . , n− 1, we have
|H(x) + αI| ≤ |U0 + αI|+ |
n−1∑
k=1
xkUk| ≤ U0 + αI +
n−1∑
k=1
Uk = B.
By monotonicity of the infinity norm, we have ‖H(x) + αI‖∞ ≤ ‖B‖∞,
‖esH(x)+sαI‖∞ ≤ e‖sH(x)+sαI‖∞ ≤ e‖sB‖∞ ≤ esα,
and, from (10), ‖esH(x)‖∞ = e−sα‖esH(x)+sαI‖∞ ≤ 1. From (5), we have
‖G(H(x), E)‖∞ ≤ ‖E‖∞
∫ 1
0
‖e(1−s)H(x)‖∞‖esH(x)‖∞ds ≤ ‖E‖∞
and the last claim follows. 
3 Fast computations with Toeplitz and circulant
matrices
In this section we recall some basic properties of block-Toeplitz and block-
circulant matrices, useful for our computational analysis. We refer the reader to
Bini and Pan [9] and Bini et al. [8] for more details. Given a matrix V ∈ Cm×n,
we denote by V T and by V H the transpose matrix and the transpose conjugate
matrix of V , respectively. The conjugate of a complex number z is denoted
by z.
Let i be the imaginary unit such that i2 = −1 and ωn = cos 2pin + i sin 2pin
be a primitive nth root of the unity. We denote by F = (ωijn )i,j=0,n−1 the
Fourier matrix. Recall that F is nonsingular, that F−1 = 1nF
H and that, given
a vector v ∈ Cn, the application v → u = Fv defines the inverse discrete
Fourier transform (IDFT) of v. We assume that n is an integer power of 2, so
that the vector u can be computed by means of the FFT algorithm in 32n log2 n
arithmetic operations (ops). The application u→ v = 1nFHu is called Discrete
Fourier Transform (DFT) and the vector v can be computed in 32n log2 n+n ops.
Given the m×m matrices Vi, i = 0, . . . , n−1, we denote by V = (Vi)i=0,n−1
the block-(column) vector with block-entries Vi, i = 0, . . . , n − 1. Finally, we
define F = F⊗Im, where ⊗ is the Kronecker product and Im the identity matrix
of order m. This way, for a block-column vector V the matrix U = FV can be
computed by means of m2 IDFTs with 32nm
2 log2 n ops. Similarly, given the
matrix U , the block-vector V = 1nFHU can be computed with 32nm2 log2 n +
nm2 ops.
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3.1 Block-circulant matrices
For the results in this section we refer the reader to the book [9] and to the
references cited therein.
Given the block-vector U = (Ui)i=0,n−1, with m×m blocks, the n×n block-
circulant matrix C(U) = (Ci,j)i,j=0,n−1 associated with U is the matrix with
block-entries
Ci,j = Uj−i mod n
so that [U0, . . . , Un−1] coincides with the first block-row of C(U) and the entries
of any other block-row are obtained by the entries of the previous block-row by
a cyclic permutation which moves the last block entry to the first position and
shifts the remaining block-entries one place to the right. For instance, for n = 4
one has
C(U) =

U0 U1 U2 U3
U3 U0 U1 U2
U2 U3 U0 U1
U1 U2 U3 U0
 .
Observe that a block-circulant matrix is a particular block-Toeplitz matrix.
Block-circulant matrices can be simultaneously block-diagonalized by means
of FFT, that is,
1
n
FHC(U)F = diag(V0, . . . , Vn−1), V = FU.
This property shows that block-circulant matrices are closed under matrix mul-
tiplication, i.e., they form a matrix algebra, moreover the product of a circulant
matrix and a vector can be computed by means of Algorithm 1. This algorithm
performs the computation with 2m2 FFTs and n matrix multiplications. Since
2m3 −m2 ops are sufficient to multiply two m×m matrices, the overall cost of
Algorithm 1 is 3nm2 log2 n+ nm
2 + (2m3 −m2)n ops.
Algorithm 1: Product of a block-circulant matrix and a block-vector
Input : Two block-vectors X = (Xi)i=0,n−1, U = (Ui)i=0,n−1
Output: The block-vector Y = C(U)X, Y = (Yi)i=0,n−1
1 V = FU
2 Z = FX
3 Wi = ViZi, i = 0, . . . , n− 1, W = (Wi)i=0,n−1
4 Y = 1nFHW
If the input block-vectors are real then the vectors V = FU and Z = FX
have a special structure, that is, the components V0, Z0 and Vn/2, Zn/2 are real
while Vi = V n−i, Zi = Zn−i, for i = 1, . . . , n/2− 1. In this case, the number of
matrix multiplications at step 3 of Algorithm 1 is reduced to n/2.
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Remark 3 Observe that the product of two circulant matrices may be com-
puted by means of a product of a circulant matrix and a vector by means of
Algorithm 1. In fact, since the last column of the block-circulant matrix C(U)
is the block-vector Û = (Un−i−1)i=0,n−1, if C(Y ) = C(U)C(X) then we find that
Ŷ = C(U)X̂, where X̂ = (Xn−i−1)i=0,n−1, Ŷ = (Yn−i−1)i=0,n−1.
3.2 Block-triangular Toeplitz matrices
We denote by U the block-vector (Ui)i=0,n−1 and by T (U) the block-upper
triangular block-Toeplitz matrix whose first row is [U0, . . . , Un−1]. For n = 4,
for instance,
T (U) =

U0 U1 U2 U3
0 U0 U1 U2
0 0 U0 U1
0 0 0 U0
 .
Block-upper triangular block-Toeplitz matrices are closed under matrix multi-
plication.
Consider the vector U˜ of 2n components obtained by filling the vector U
with zero blocks, and the block-vector V = (Vi)i=0,n−1 such that V0 = 0 and
Vi = Un−i for i = 1, . . . , n − 1. Then the matrix C(U˜) can be partitioned as
follows
C(U˜) =
[ T (U) L(V )
L(V ) T (U)
]
, (11)
where L(V ) is the block-lower triangular block-Toeplitz matrix whose first block-
column is V . This expression enables one to compute the product Y = T (U)X
of a block-upper triangular Toeplitz matrix and a block-vector with a low num-
ber of arithmetic operations. In fact, from (11) one deduces that Y coincides
with the first half of the block-vector Y˜ = C(U˜)X˜ where X˜ is the block-vector
of length 2n obtained by filling X with zeros. This fact leads to Algorithm 2 for
computing the product of a block-triangular block-Toeplitz matrix and a block-
vector. The cost of this algorithm is 6nm2 log2(2n) + 2nm
2 + 2(2m3 − m2)n
ops.
Algorithm 2: Product of a block-triangular block-Toeplitz matrix and a
block-vector
Input : Two block-vectors X = (Xi)i=0,n−1, U = (Ui)i=0,n−1
Output: The block-vector Y = T (U)X, Y = (Yi)i=0,n−1
1 Set X˜ = (X˜i)i=0,2n−1 with X˜i = Xi for i = 0, . . . , n− 1, X˜i = 0 for
i = n, . . . , 2n− 1
2 Set U˜ = (U˜i) with U˜i = Ui for i = 0, . . . , n−1, U˜i = 0 for i = n, . . . , 2n−1
3 Apply Algorithm 1 to compute Y˜ = C(U˜)X˜
4 Set Y = (Yi)i=0,n−1 with Yi = Y˜i, for i = 0, . . . , n− 1.
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Remark 4 Observe that the product of two block-triangular block-Toeplitz
matrices can be computed by means of a product of a block-triangular block-
Toeplitz matrix and a block-vector by means of Algorithm 2. In fact, since
the last column of T (U) is the block vector Û = (Un−i−1)i=0,n−1, if T (Y ) =
T (U)T (X) then we find that Ŷ = T (U)X̂, where X̂ = (Xn−i−1)i=0,n−1, Ŷ =
(Yn−i−1)i=0,n−1.
3.3 Block--circulant matrices
Given a block-vector U and a complex number , the block--circulant matrix
C(U) = (Ci,j) is defined by
Ci,j =
{
Uj−i for j ≥ i,
Un+j−i for j < i.
For instance, for n = 4 one has
C(U) =

U0 U1 U2 U3
U3 U0 U1 U2
U2 U3 U0 U1
U1 U2 U3 U0
 .
Observe that a block--circulant matrix is a particular case of block-Toeplitz
matrix and that, for || small, a block -circulant matrix is an approximation of
a block-triangular block-Toeplitz matrix.
Like block-circulant matrices, block--circulant matrices can be simultane-
ously block-diagonalized by means of FFT, so that they are closed under matrix
multiplication and form a matrix algebra as well. In fact, one can show that
1
n
FD−1 C(U)DFH = diag(V0, . . . , Vn−1), V = FHDU, (12)
where
D = D ⊗ Im, D = diag(1, θ, θ2, . . . , θn−1), θ = 1/n.
4 The exponential of a block--circulant matrix
Let U = (Ui)i=0,n−1 be a block-vector of length n where Ui ∈ Cm×m, consider
the block--circulant matrix C(U) and its matrix exponential eC(U). In view of
(12), we find that
eC(U) =
1
n
DFHdiag(eV0 , . . . , eVn−1)FD−1 , V = FHDU.
Therefore the exponential of a block--circulant matrix is still block--circulant.
Moreover, we have eC(U) = C(Y ) where
Y =
1
n
D−1 FW, W = (Wi)i=0,n−1, Wi = eVi , i = 0, . . . , n− 1, (13)
11
and V = FHDU . The above equations allow to compute the exponential of an
n× n block--circulant matrix by computing n exponentials of m×m matrices
and two Fourier transforms, as described in Algorithm 3.
Algorithm 3: Exponential of a block--circulant matrix
Input : A complex number , the block-vector U = (Ui)i=0,n−1
defining the first block-row of the -circulant matrix C(U)
Output : The block-vector Y = (Yi)i=0,n−1 such that
C(Y ) = eC(U)
1 Z = DU
2 V = FHZ
3 Wi = e
Vi , i = 0, . . . , n− 1, and set W = (Wi)i=0,n−1
4 R = 1nFW
5 Y = D−1 R
Observe that the multiplication of U by the diagonal matrix D at step 1
reduces to scaling the blocks Ui by the scalar θi. The multiplication by D−1 at
step 5 performs similarly. Therefore the overall cost of the algorithm is given
by 3m2n log2 n+ 3m
2n ops plus the cost of computing n exponentials of m×m
matrices.
For  = 1 the block--circulant matrix turns to a block-circulant matrix and
Algorithm 3 takes the simpler form described in Algorithm 4. The computa-
tional cost in this case is reduced to 3m2n log2 n + m
2n ops plus the cost of
computing n exponentials of m×m matrices.
Algorithm 4: Exponential of a block-circulant matrix
Input : The block-vector U = (Ui)i=0,n−1 defining the first
block-row of C(U)
Output : The block-vector Y = (Yi)i=0,n−1 such that C(Y ) = eC(U)
1 V = FHU
2 Wi = e
Vi , i = 0, . . . , n− 1, and set W = (Wi)i=0,n−1
3 Y = 1nFW
4.1 Numerical stability
Let U = (Ui)i=0,n−1 be the block-vector defining the first block row of the sub-
generator T (U). We analyze the error generated by computing the exponential
of the block--circulant matrix C(U) by means of Algorithm 3 in floating point
arithmetic, where  ∈ C with || < 1.
Here and hereafter fl(·) denotes the result computed in floating point arith-
metic of the expression between parenthesis. The symbol
.
= denotes equality up
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to lower order terms, and similarly the symbol
·≤ stands for inequality up to
lower order terms. The symbol µ denotes the machine precision.
We recall the following useful fact (see [11, page 71])
fl(xy) = xy(1 + η), |η| ≤ 2
√
2
1− 2µµ =: βµ, β
.
= 2
√
2, (14)
for x, y ∈ C, and we use the following properties involving norms, where v ∈ Cn
‖v‖∞ ≤ ‖v‖2, ‖v‖2 ≤
√
n‖v‖∞, ‖v‖2 ≤ ‖v‖1,
‖Fv‖∞ ≤ n‖v‖∞, ‖Fv‖2 ≤
√
n‖v‖2.
(15)
In order to perform the error analysis of Algorithm 3, we recall the following
result concerning FFT (see [11, page 453]).
Theorem 5 Let x be a vector of n components, n = 2q, q integer, y = Fx,
where F = (ωijn )i,j=0,n−1 is the Fourier matrix. Let y˜ be the vector obtained
in place of y by applying the Cooley-Tukey FFT algorithm in floating point
arithmetic with precision µ where the roots of the unity are approximated by
floating point numbers up to the error ν. Then
‖y − y˜‖2
‖y‖2 ≤
qη
1− qη , η = ν + (
√
2 + ν)
4µ
1− 4µ.
In particular, with ν = µ and performing a first-order error analysis where
we consider only the part of the error which is linear in µ we have
‖y − y˜‖2
‖y‖2 ≤ γµq, γ
.
= 4
√
2 + 1. (16)
Observe that, since FH = F , we may replace F with FH in the statement of
Theorem 5.
We split Algorithm 3 into three parts. The first part consists in computing
the entries of the matrices Vk by means of steps 1 and 2, the second part
consists in computing the entries of Wk = e
Vk and the third part is formed
by the remaining steps 4 and 5. The first and third part can be viewed as
the collection of m2 independent computations applied to the entry (r, s) of
the generic block for r, s = 1, . . . ,m. More specifically, given the pair (r, s),
denote u = (uk), z = (zk), v = (vk) ∈ Cn the vectors whose components are
(Uk)r,s, (Zk)r,s, (Vk)r,s, k = 0, . . . , n − 1, respectively. The computation of u
is obtained in the following way: θ = 1/n, zk = θ
kuk, for k = 0, . . . , n − 1,
v = FHz. While, denoting w, r, y ∈ Cn the vectors whose components are
(Wk)r,s, (Rk)r,s, (Yk)r,s, k = 0, . . . , n− 1, respectively, the computation of y is
obtained in the following way: r = 1nFw, yk = θ
−krk for k = 0, . . . , n− 1.
Define δz = z˜ − z, δv = v˜ − v, δr = r˜ − r, δy = y˜ − y where z˜, v˜, r˜, y˜ are
the values obtained in place of z, v, r, y by performing computations in floating
point arithmetic. We denote also by (δr)k = r˜k − rk and (δy)k = y˜k − yk the
k-th component of δr and δy, respectively.
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In our analysis we assume that the constants θk have been precomputed
and approximated with the numbers θk such that θk = θ
k(1 + σk), |σk| ≤ µ,
k = −n+ 1, . . . , 0, . . . , n− 1.
Since zk = θ
kuk, from (14) we find that fl(θ
kuk) = θ
kuk(1 + ηk)(1 + σk)
.
=
θkuk(1 + ηk + σk). Thus,
‖δz‖∞ ≤ µζ‖z‖∞, ζ .= β + 1. (17)
Denoting by δ′ the error introduced in computing the FFT v of z in floating
point arithmetic, we have
δv = F
Hδz + δ
′,
and in view of (15), (16), and (17) we obtain
‖δv‖∞ ≤ n‖δz‖∞ + ‖δ′‖2 ≤ n‖δz‖∞ + µγ log2 n‖v‖2
≤ µζn‖z‖∞ + µγn log2 n‖z‖∞
= µn‖z‖∞(ζ + γ log2 n)
≤ µn‖u‖∞(ζ + γ log2 n),
where the last inequality follows from the fact that ‖z‖∞ ≤ ‖u‖∞ since zk =
θkuk and |θ| < 1. This implies that ∆Vk = V˜k − Vk is such that
max
k
|(∆Vk)r,s| ≤ µn(ζ + γ log2 n) max
k
|(Uk)r,s|,
which yields
‖∆Vk‖∞ ≤ mmax
k
|(∆Vk)r,s| ≤ µmn(ζ + γ log2 n) max
r,s,h
|(Uh)r,s|. (18)
Concerning the second part of the computation, for the matrix ∆Wk = W˜k−
Wk we have
∆Wk = fl(e
V˜k)− eVk , fl(eV˜k) = eV˜k + Ek (19)
where Ek is the error generated by computing the matrix exponential in floating
point arithmetic. Here we assume that ‖Ek‖∞ ≤ µτ‖Wk‖∞ for some positive
constant τ which depends on the algorithm used to compute the matrix expo-
nential. From the properties of the Gaˆteaux derivative one has ‖eV˜k − eVk‖ .=
‖G(Vk,∆Vk)‖, and from Theorem 2, applied with xi = ω¯ikn θi, i = 1, . . . , n − 1,
it follows that ‖G(Vk,∆Vk)‖∞ ≤ ‖∆Vk‖∞ and ‖Wk‖∞ ≤ 1.
Combining these results with (19) leads to the bound
‖∆Wk‖∞ ·≤ ‖∆Vk‖∞ + µτ. (20)
Finally, for the third part of the computation, consisting of steps 4 and 5,
we have
δr
.
=
1
n
Fδw +
1
n
δ′′
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where δ′′ is the error obtained by computing Fw in floating point arithmetic.
Thus from (16) we have
‖δr‖∞ ·≤ 1
n
‖Fδw‖∞ + µγ log2 n‖r‖2
≤ ‖δw‖∞ + µγ
√
n log2 n‖y‖∞,
(21)
where the second inequality holds from (15) and from rk = θ
kyk since |θ| ≤ 1.
Moreover, we find that
(δy)k = θ
−k(δr)k + θ−krkνk = θ−k((δr)k + ykνk), |νk| ≤ ζµ. (22)
Now we are ready to combine all the pieces and obtain the error bound on
the computed value Y . From (22) we get
|(δy)k| ≤ |θ|−k(‖δr‖∞ + ζµ‖y‖∞).
On the other hand, by using (21), we find that
|(δy)k| ·≤ |θ|−k(‖δw‖∞ + (ζ + γ
√
n log2 n)µ‖y‖∞).
Thus we have
‖∆Yk‖∞ ≤ m|(δy)k| ·≤ m|θ|−k(max
h
‖∆Wh‖∞ + (ζ + γ
√
n log2 n)µmax
h
‖Yh‖∞).
Moreover, from (20) and (18) we conclude with the following bound
‖∆Yk‖∞ ·≤ m|θ|−k(max
h
‖∆Vh‖∞ + µτ + (ζ + γ
√
n log2 n)µmax
h
‖Yh‖∞).
Whence
‖∆Yk‖∞ ·≤ µm|θ|−k(mn(ζ+γ log2 n) max
r,s,h
|(Uh)r,s|+τ+(ζ+γ
√
n log2 n) max
h
‖Yh‖∞)
and we may conclude with the following
Theorem 6 Let Ŷk be the value of Yk provided by Algorithm 3 applied in floating
point arithmetic with precision µ for computing C(Y ) = eC(U), where Y =
(Yk)k=0,n−1, U = (Uk)k=0,n−1. Denote ∆Yk = Yk − Ŷk. One has
‖∆Yk‖∞ ·≤ µ−1mϕ
where
ϕ = mn(ζ + γ log2 n) max
r,s,h
|(Uh)r,s|+ (ζ + γ
√
n log2 n) max
h
‖Yh‖∞ + τ,
ζ
.
= 1 + 2
√
2, γ
.
= 4
√
2 + 1, and τµ is the error bound in the computation of the
matrix exponential, i.e., such that ‖fl(eV ) − eV ‖∞ ≤ µτ‖eV ‖∞ for an m ×m
matrix V .
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In the case where  = 1, we apply Algorithm 4 to compute the exponential
of a block-circulant matrix and the above result leads to
Theorem 7 Let Ŷk be the value of Yk provided by Algorithm 4 applied in
floating point arithmetic with precision µ for computing C(Y ) = eC(U), where
Y = (Yk)k=0,n−1, U = (Uk)k=0,n−1. Denote ∆Yk = Yk − Ŷk. One has
‖∆Yk‖∞ ≤ µmχ
where χ = mnγ log2 nmaxr,s,h |(Uh)r,s|+ γ
√
n log2 nmaxh ‖Yh‖∞ + τ , and ζ .=
1 + 2
√
2, γ
.
= 4
√
2 + 1, and τµ is the error bound in the computation of the
matrix exponential, i.e., such that ‖fl(eV ) − eV ‖∞ ≤ µτ‖eV ‖∞ for an m ×m
matrix V .
5 The exponential of a block-triangular block-
Toeplitz matrix
Let U = (Ui)i=0,n−1 be the block-vector defining the first block-row of the
subgenerator T (U) of (1). Since block-triangular block-Toeplitz matrices form
a matrix algebra, by using the Taylor series expansion of the matrix exponential,
it follows that eT (U) is still a block-triangular block-Toeplitz matrix. Denote by
A = (Ai)i=0,n−1 the block-vector defining the entries on the first block-row of
eT (U), i.e., such that T (A) = eT (U). In particular, we have A0 = eU0 .
Let K ≥ n and define the K dimensional block-vector U (K) obtained by
completing U with zeros:
U (K) = (U
(K)
i )i=0,K−1, U
(K)
i =
{
Ui for i = 0, . . . , n− 1,
0 for i = n, . . . ,K − 1. (23)
Consider the K ×K block-triangular block-Toeplitz matrix T (U (K)). In view
of [11, Theorem 3.6], if K2 > K1 ≥ n, then eT (U(K1)) is the principal K1 ×K1
block-submatrix of eT (U
(K2)). Denote by A(K) = (Ai)i=0,K−1 the block-vector
defining the first block-row of eT (U
(K)), i.e., A(K) is the block-vector such that
T (A(K)) = eT (U(K)).
Let Uˆ = (Uˆi)i=0,n−1 be such that
Uˆ0 = U0 + αI, Uˆi = Ui, i = 1, . . . , n− 1, (24)
where α = maxj(−(U0)j,j). Define the block-vector Uˆ (K) with block-components
Uˆ
(K)
i = Uˆi for i = 0, . . . , n − 1, and Uˆ (K)i = 0 for i = n, . . . ,K − 1. Ob-
serve that T (Uˆ (K)) = T (U (K)) + αI is a nonnegative matrix, and we may
write eT (U
(K)) = e−αeT (Uˆ
(K)). We denote by Aˆ(K) = (Aˆi)i=0,K−1 the block-
vector such that T (Aˆ(K)) = eT (Uˆ(K)). In particular we have Ai = e−αAˆi,
i = 0, . . . ,K − 1.
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5.1 Decay properties
In this section we investigate decay properties of the exponential eT (U
(K)) of a
subgenerator, in the case where the subgenerator is a banded block-triangular
block-Toeplitz matrix. These properties will be used in Section 5.3 to estimate
the approximation error of the numerical method based on the embedding into
a block-circulant matrix.
Decay properties of matrix functions have been analyzed in the literature.
We refer the reader to the survey paper [5] and to [4]. In our case the structure
and sign properties play an important role. The matrix exponential eT (U
(K)) is
not banded in general, but its off-diagonal entries have useful decay properties
for K →∞. To prove this fact we need the following result [8, Theorem 3.6] on
decay properties of analytic functions.
Theorem 8 Let H(z) =
∑∞
i=0 z
iHi be an m×m matrix power series analytic
for z ∈ C with |z| < R, and R > 1. For any 1 < σ < R, the block-coefficients
satisfy
|Hi| ≤M(σ)σ−i, i = 0, 1, . . . (25)
where M(σ) is the m × m matrix with elements max|z|=σ |hrs(z)|, for r, s =
1, . . . ,m, and the inequality (25) is meant componentwise.
The following result provides bounds to Ai, i = 0, . . . ,K − 1.
Theorem 9 Let K ≥ n and let T (A(K)) = eT (U(K)), with A(K) = (Ai)i=0,K−1,
where T (U) in (1) is a subgenerator and U (K) is defined in (23). For any σ > 1,
we have
Ai1 ≤ eα(σn−1−1)σ−i1, i = 0, . . . ,K − 1,
where α = maxj(−(U0)j,j).
Proof. We associate with the block-vector Uˆ = (Uˆi)i=0,n−1 of (24) the m×m
matrix polynomial Uˆ(z) =
∑n−1
h=0 z
hUˆh. For the properties of block triangular
block-Toeplitz matrices [8], the matrix T (Uˆ (K))j is still a block-triangular block-
Toeplitz matrix and the blocks in its first row are the coefficients of the matrix
polynomial P (j)(z) = Uˆ(z)j mod zK . Let P
(j)
i be the matrix coefficient of
degree i of P (j)(z), for i = 0, . . . ,K − 1. From the power series expression of
the matrix exponential we find that
Aˆi =
∞∑
j=0
1
j!
P
(j)
i , i = 0, . . . ,K − 1. (26)
We want to give an upper bound to the matrices P
(j)
i . Since Uˆ(z)
j is a matrix
polynomial, then it is analytic in all the complex plane and we may apply
Theorem 8 with H(z) = Uˆ(z)j and any σ > 1. We have to estimate the matrix
M(σ). The matrix coefficients of Uˆ(z) are nonnegative, therefore for any σ > 1
and for any z ∈ C with |z| = σ, we have |Uˆ(z)j | ≤ Uˆ(σ)j ≤ (Uˆ(1)σn−1)j . Since
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T (U) is a subgenerator then Uˆ(1)1 = (αI + ∑n−1h=0 Uh)1 ≤ α1. So that we
obtain |Uˆ(z)j |1 ≤ αjσ(n−1)j1. Since P (j)(z) = Uˆ(z)j mod zK , then P (j)i is
the matrix coefficient of degree i of Uˆ(z)j and, in view of (25), we find that
P
(j)
i 1 ≤ αjσ(n−1)jσ−i1. From this inequality and from (26) we obtain that for
any σ > 1 and for i = 0, . . . ,K − 1
Aˆi1 ≤
∞∑
j=0
1
j!
αjσ(n−1)jσ−i1 = σ−ieασ
n−1
1.
Since Aˆi = e
−αAi we conclude the proof. 
5.2 Method based on -circulant matrix
Let  ∈ C with || sufficiently small, and consider the block--circulant matrix
C(U) =

U0 U1 . . . Un−1
Un−1 U0
. . .
...
...
. . .
. . . U1
U1 . . . Un−1 U0
 . (27)
The exponential of C(U) is still a block--circulant matrix, that can be
computed by means of Algorithm 3. Denote by Y = (Yi)i=0,n−1 the block-
vector such that C(Y ) = eC(U). The idea is to approximate the blocks Ai,
defining T (A) = eT (U), by the matrices Yi, for i = 0, . . . , n− 1.
In order to estimate the approximation error, observe that the matrix C(U)
can be written as C(U) = T (U) + L, where
L =

0 0 . . . 0
Un−1 0
. . .
...
...
. . .
. . . 0
U1 . . . Un−1 0
 . (28)
This property allows to give the following estimate:
Theorem 10 Assume that T (U) is a subgenerator, and that  ∈ C. One has
‖eT (U) − eC(U)‖∞ ≤ e||‖L‖∞ − 1.
Moreover, if  is a pure imaginary number, then
‖eT (U) − Re(eC(U))‖∞ ≤ e||2‖L‖2∞ − 1,
where Re(eC(U)) is the real part of eC(U).
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Proof. According to (6),
eC(U) = eT (U) +
∞∑
j=1
j
j!
G[j](T (U), L), (29)
where G[j](T (U), L) are defined by means of (7). From Proposition 1 we obtain
‖eT (U) − eC(U)‖∞ ≤
∞∑
j=1
||j
j!
‖G[j](T (U), L)‖∞ ≤
∞∑
j=1
||j
j!
‖L‖j∞ = e||‖L‖∞ − 1.
If  is a pure imaginary number, since eT (U) is a real matrix, the inequality is
obtained by comparing the real parts in (29) and by applying Proposition 1. 
It is interesting to observe that the choice of an imaginary value for  provides
an approximation error of the order O(||2) instead of O(||). The idea of using
an imaginary value for  was used in [1] in the framework of Fre´chet derivative
approximation of matrix functions.
The error bound can be improved by performing the computation with sev-
eral different values of  and taking the mean of the real parts of the results
obtained this way. For instance, choose 1 = (1 +i)
√
2, 2 = −1, where  > 0,
and recall that eCj (U), j = 1, 2 are power series in . Taking the arithmetic
mean of eC1 (U) and eC2 (U), the components of odd degree in  cancel out while
the coefficient of 2 is pure imaginary. Therefore taking the real part of the
arithmetic mean provides an error O(4).
This technique can be generalized as follows. Choose an integer k ≥ 2 and
set j = (i)
1/kωjk, j = 0, . . . , k − 1, where (i)1/k is a principal k-th root of i.
Then one can verify that the arithmetic mean of eCj (U), j = 0, . . . , k − 1 is a
power series in k, moreover, kj is a pure imaginary number so that the real
part of this mean provides an approximation with error O(2k).
Observe that computing the exponential for different values of  might seem
a substantial computational overload. However, in a parallel model of computa-
tion, the exponentials eCj (U), j = 0, . . . , k−1, can be computed simultaneously
by different processors at the same cost of computing a single exponential.
Algorithm 5 reports this averaging technique.
Theorem 10 provides us with a bound on the error generated by approxi-
mating the exponential of a block-upper triangular Toeplitz matrix by means of
the exponential of a block--circulant matrix. In fact, in practical computations
in floating point arithmetic, the overall error is formed by two components: one
component is given by the approximation error analyzed in Theorem 10, the
second component is due to the roundoff and is estimated by Theorem 6. More
precisely, the effectively computed approximation in floating point arithmetic
is the block-vector with components Ŷk = Yk + ∆Yk , k = 0, . . . , n − 1, where
‖∆Yk‖∞ is bounded in Theorem 6. On the other hand, Yk = Ak + E′k where,
by Theorem 10, E′k is such that
‖[E′0, . . . , E′n−1]‖∞ ≤
{
ψ(||2‖L‖2∞) if  is imaginary
ψ(||‖L‖∞) otherwise
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Algorithm 5: Exponential of a block-triangular matrix by means of -
circulant matrices and averaging
Input : The block-vector U = (Ui)i=0,n−1 defining the first
block-row of T (U); a real number  > 0; an integer k > 0.
Output : The block-vector Y = (Yi)i=0,n−1 that is an
approximation of the first block-row of eT (U).
1 Set j = (i)
1/kωjk, j = 0, . . . , k − 1
2 Compute the first block row W (j) of eCj (U), j = 0, . . . , k− 1, by means of
Algorithm 3.
3 Set Y = 1k
∑k−1
j=0 Re(W
(j))
where ψ(t) = et − 1. This way, for the overall error Ek = ∆Yk + E′k one has
‖Ek‖∞ ≤ ‖∆Yk‖∞ + ‖E′k‖∞ ≤ mµ−1ϕ+ ψ(t),
for t = ||‖L‖∞, or t = ||2‖L‖2∞.
This shows the need to find a proper balance between the two errors: small
values for || provide a small approximation error ‖E′k‖∞ but the roundoff errors
diverge to infinity as → 0. A good compromise is to choose  so that the upper
bounds to ‖E′k‖ and ‖∆Yk‖∞ have the same order of magnitude. Equating these
upper bounds in the case of non-imaginary  yields
|| =
√
mµϕ/‖L‖∞, ‖Ek‖∞ ·≤ 2‖L‖∞
and in the case of imaginary ,
|| = 3
√
mµϕ/‖L‖2∞, ‖Ek‖∞ ·≤ 22‖L‖2∞.
The latter bound is an O(µ2/3). This implies that asymptotically, as µ→ 0, we
may loose 1/3 of the digits provided by the floating point arithmetic.
If we adopt the strategy of performing the computation with k different
values of j = (i)
1/kωjk, j = 0, . . . , k − 1, so that the approximation error is
O(2k), then the total error turns to O(µ2k/2k+1), i.e., only 1/(2k+ 1) digits are
lost.
An interesting point is that the quantities ‖L‖∞ and maxr,s,h |(Uh)r,s| are
involved in the expressions of the error bound. Since T (U) is a generator, both
these quantities are bounded from above by α = maxj(−(U0)j,j). However, by
means of simple manipulations, we may scale the input so that it is bounded by
1. This is performed by applying to T (U) the scaling and squaring technique
of [12].
Let p ≥ 0 be an integer such that α ≤ 2p. Then, since eT (U) = (eT (U/2p))2p ,
we first compute eT (U/2
p) and then recover eT (U) by performing p repeated
matrix squaring. In this way we have ‖L/2p‖∞ < 1 and maxr,s,h |(Uh)r,s/2p| <
1. Since T (U/2p) is still a generator, the error analysis performed for eT (U)
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applies as well, and we can approximate the first block-row of eT (U/2
p) with
the first block-row Y = (Yi) of e
T (U/2p) for a suitable  ∈ C with || < 1.
Finally we recover an approximation to eT (U) by computing T (Y )2p by means
of p repeated squarings, by using the Toeplitz structure and Algorithm 2, in
view of Remark 4. The overall procedure is described in Algorithm 6.
Algorithm 6: Exponential of a block-triangular block-Toeplitz matrix by
using -circulant matrices
Input : The block-vector U = (Ui)i=0,n−1 defining the first
block-row of T (U),  ∈ C
Output : The block-vector Y = (Yi)i=0,n−1, that is an
approximation of the first block-row of eT (U)
1 α = maxj(−(U0)j,j), p = blog2 αc+ 1 and U˜ = U/2p
2 Compute Y , the first block-row of eC(U˜), by means of Algorithm 3
3 If  is imaginary, replace Y with the real part of Y
4 for r = 1, . . . , p do
5 compute T (Y ) = T (Y )T (Y )
6 end for
5.3 Embedding into a circulant matrix
The idea of this method is to embed the matrix T (U) into a K × K block-
circulant matrix C(U (K)). The first block-row of eT (U) is approximated by
the first n blocks of the first block-row of eC(U
(K)). Specifically, take K ≥ n
and consider the block-vector U (K) defined in (23). The block-circulant matrix
C(U (K)) may be partitioned as
C(U (K)) =
[ T (U) P
Q T (U (K−n))
]
,
where P and Q are n× (K − n) and (K − n)× n block-matrices, respectively.
Denote by E1 and by EK the (mnK) × (mn) matrices formed by the first
mn and the last mn columns, respectively, of the identity matrix of size mnK.
The matrix C(U (K)) can be also written as
C(U (K)) = T (U (K)) +HK , HK = EKLET1 , (30)
where the matrix L is defined in (28). Because of the triangular Toeplitz struc-
ture, the desired matrix eT (U) is identical to the n× n block-leading submatrix
of eTK(U). Our idea is to approximate the first block-row of eT (U) with the first
n blocks of the first row of eC(U
(K)). As pointed out in Section 4, eC(U
(K)) is
a block-circulant matrix, and can be computed by means of Algorithm 4 with
3m2K log2K +m
2K ops, plus the cost of computing K exponentials of m×m
matrices.
21
Denote by S(K) = (S
(K)
i )i=0,K−1 the first block-row of e
C(U(K)), so that
C(S(K)) = eC(U(K)). An approximation of the matrices Ai, i = 0, . . . , n − 1,
defining the first block-row of eT (U) is provided by S(K)i , i = 0, . . . , n− 1; as K
increases, the approximation improves, as shown by the following result.
Theorem 11 Let eT (U) = T (A), with A = (Ai)i=0,n−1. Let K ≥ n and let
eC(U
(K)) = C(S(K)), with S(K) = (S(K)i )i=0,K−1. One has S(K)i − Ai ≥ 0 for
i = 0, . . . , n− 1, and∥∥∥[ S(K)0 −A0 . . . S(K)n−1 −An−1 ]∥∥∥∞ ≤ fK(σ) (31)
for any σ > 1, where
fK(σ) = (e
‖L‖∞ − 1)eα(σn−1−1) σ
−K+n
1− σ−1 ,
with α = maxj(−(U0)j,j) and L defined in (28).
Proof. By using (30) and (6), we find that
eC(U
(K)) − eT (U(K)) =
∞∑
j=1
1
j!
G[j](T (U (K)), HK).
Equating the first n blocks in the first block-row in the above equation yields[
S
(K)
0 −A0 . . . S(K)n−1 −An−1
]
=
∞∑
j=1
1
j!
W [j], (32)
where W [j] is the block-row vector formed by the first n block-entries in the
first block-row of G[j](TK(U), HK). That is,
W [j] = ÊT1 G[j](T (U (K)), HK)E1,
where Ê1 is the mnK ×m matrix formed by the first m columns of the identity
matrix. Since HK ≥ 0, from (32) and from Proposition 1 we deduce that
W [j] ≥ 0 so that S(K)i −Ai ≥ 0 for i = 0, . . . , n− 1. On the other hand, in view
of (7) and from the fact that HK = EKLET1 , we may write
W [j] = j
∫ 1
0
ÊT1 e(1−s)T (U
(K))EKLET1 G[j−1](sT (U (K)), HK)E1ds
= j
∫ 1
0
V (s)LZ [j−1](s)ds
(33)
where V (s) =
[
V0(s) . . . Vn−1(s)
]
is the block-row vector formed by the
last n block-entries of the first block-row of e(1−s)T (U
(K)), and Z [j−1](s) is the
n× n block leading submatrix of G[j−1](sT (U (K)), HK).
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Since the matrix (1− s)T (U (K)) is a subgenerator, it follows that Vi(s) ≥ 0
and, from Theorem 9, that for any σ > 1,
Vi(s)1 ≤ e(1−s)α(σn−1−1)σ−K+n−i1 ≤ eα(σn−1−1)σ−K+n−i1,
for i = 0, . . . , n − 1, where the latter inequality follows from the fact that
1− s ≤ 1. This implies that
‖V (s)‖∞ ≤ eα(σn−1−1)
n−1∑
i=0
σ−K+n−i ≤ eα(σn−1−1) σ
−K+n
1− σ−1 .
Moreover, since sT (U (K)) is a subgenerator, HK is nonnegative and ‖HK‖∞ =
‖L‖∞, then, from Proposition 1, we have G[j−1](sT (U (K)), HK) ≥ 0 and
‖G[j−1](sT (U (K)), HK)‖∞ ≤ sj−1‖L‖j−1∞ .
This latter inequality implies that ‖Z [j−1](s)‖∞ ≤ sj−1‖L‖j−1∞ . Therefore, by
taking norms in (33), we find that
‖W [j]‖∞ ≤ j
∫ 1
0
‖V (s)‖∞‖L‖∞‖Z [j−1](s)‖∞ds
≤ j‖L‖j∞eα(σ
n−1−1) σ
−K+n
1− σ−1
∫ 1
0
sj−1ds = ‖L‖j∞eα(σ
n−1−1) σ
−K+n
1− σ−1 .
Hence, by taking norms in (32), we obtain (31). 
Remark 12 The matrices Ai and S
(K)
i have a probabilistic interpretation. Namely,
the matrix Ai is the probability that the BMAP is absorbed after time 1, and at
time 1 there have been i < n arrivals; the matrix S
(K)
i is the probability that the
BMAP is absorbed after time 1, and at time 1 there have been i, or i + K, or
i+2K, or . . . , arrivals. Clearly, there are more trajectories favourable for S
(K)
i
than for Ai and Ai ≤ S(K)i . Similarly, there are more trajectories favourable
for S
(K)
i than for S
(`K)
i for a positive integer `. This shows that, if we take
a sequence of integers `1, `2, . . . , and a sequence K0, K1, K2, . . . , such that
Kn+1 = `n+1Kn, then
S
(K0)
i ≥ S(K1)i ≥ S(K2)i ≥ · · · ≥ Ai
for i = 0, . . . ,K0 − 1. Therefore, the sequence {S(K)} has some monotonicity
property in its convergence to A.
The bound in (31) shows that the error has an exponential decay as K
increases. Moreover, such bound holds for any σ > 1. Therefore we can fix a
tolerance  and a σ > 1, and find K such that fK(σ) < . Since we would like to
keep K as low as possible, another way to proceed is to fix a tolerance  and find
σ such that the size K for which fK(σ) <  is minimum. More specifically, after
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some manipulations, from the condition fK(σ) <  we obtain that K > g(σ)
where
g(σ) =
α(σn−1 − 1) + log(σ/(σ − 1)) + log(−1) + log(e‖L‖∞ − 1)
log(σ)
+ n.
Since σ > 1 is arbitrary, we choose σ such that g(σ) has a minimum value. In
fact, the function g(σ) diverges to infinity as σ tends to 1 and to ∞, therefore
it has at least a local minimum σ∗ and we can choose K > g(σ∗).
When we perform the computation in floating point arithmetic, we have to
consider also the error generated by roundoff in computing the exponential of
a block-circulant matrix. In practical computations, we obtain a block-vector
with components Ŷi = Yi + ∆Yi , k = 0, . . . , n− 1, where ‖∆Yi‖∞ is bounded in
Theorem 7 and Yi = Ai + E
′
i where, by Theorem 11, E
′
i is such that
‖[E′0, . . . , E′n−1]‖∞ ≤ fK(σ).
Altogether, for the overall error Ei = ∆Yi + E
′
i, one has
‖Ei‖∞ ≤ ‖∆Yi‖∞ + ‖E′i‖∞ ≤ mµχ+ fK(σ).
A similar analysis can be carried out for the relative error. In this case the
inequality fK(σ) <  is replaced by fK(σ) < ˆ, for ˆ = ‖[A0, . . . , An−1]‖∞. So
that the function g(σ) is modified by replacing  with ˆ.
Like at the end of Section 5.2, in the overall estimate of the error, the quanti-
ties ‖L‖∞ and maxr,s,h |(Uh)r,s| are bounded from above by α = maxj(−(U0)j,j),
and we may scale the block-vector U so that these quantities are bounded by 1.
The overall procedure is summarized in Algorithm 7, where the repeated
squaring of the block-triangular block-Toeplitz matrices can be performed by
using Algorithm 2, as explained in Remark 4.
Algorithm 7: Exponential of a block-triangular block-Toeplitz matrix by
using embedding into a circulant matrix
Input : The block-vector U = (Ui)i=0,n−1, an integer K > n
Output : The block-vector Y = (Yi)i=0,n−1, that is an
approximation of the first block-row of eT (U)
1 Set α = maxj(−(U0)j,j), p = blog2 αc+ 1 and U˜ = U/2p
2 Set W = (Wi)i=0,K−1 with Wi = U˜i for i = 0, . . . , n− 1, Wi = 0 for
i = n, . . . ,K − 1
3 Apply Algorithm 4 to compute the first block-row V = (Vi)i=0,K−1 of
eC(W )
4 Set Yi = Vi, for i = 0, . . . , n− 1.
5 for r = 1, . . . , p do
6 compute T (Y ) = T (Y )T (Y )
7 end for
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5.4 Taylor series method
In this section we use the Taylor series method for computing the exponential
of an essentially nonnegative matrix, where the block-triangular block-Toeplitz
structure is exploited to perform fast matrix-vector multiplications. The com-
putation of the exponential of an essentially nonnegative matrix have been an-
alyzed in [20] and [17].
Following [20] and [17], the Taylor series method is applied to compute eT (Uˆ),
since the matrix T (Uˆ) = T (U) + αI is nonnegative and eT (U) can be obtained
by means of the equation eT (U) = e−αeT (Uˆ). In this way, we avoid possible
cancellations in the Taylor summation.
Denote by Sr(T (Uˆ)) the Taylor series truncated at the rth term, namely
Sr(T (Uˆ)) =
r−1∑
k=0
T (Uˆ)k
k!
.
The following bound on the approximation error is given in [20].
Theorem 13 Let r be such that ρ(T (Uˆ)/(r + 1)) < 1. Then
|eT (Uˆ) − Sr(T (Uˆ))| ≤ T (Uˆ)
r
r!
(
I − T (Uˆ)
r + 1
)−1
.
The scaling and squaring method is used to accelerate the convergence of
the Taylor series, by using the property that
eT (U) = e−αeT (Uˆ) =
(
e−α/2
p
eT (Uˆ)/2
p
)2p
.
Indeed, if ρ˜ is an estimate of ρ(T (Uˆ)), and if p = blog2 ρ˜c+1, then ρ(T (Uˆ)/2p) <
1 and the truncated Taylor series expansion is used to approximate eT (Uˆ)/2
p
.
Since T (Uˆ) is block-triangular block-Toeplitz, then ρ(T (Uˆ)) = ρ(Uˆ0).
The Toeplitz structure is used in the computation of the Taylor expansion
and in the squaring procedure. In fact, the computation of each term in the
power series expansion consists in performing products between block-triangular
block-Toeplitz matrices, that can be done by applying Algorithm 2 in view of
Remark 4; similarly in the squaring procedure at the end of the algorithm.
Concerning rounding errors, we observe that the Taylor polynomial is the
sum of nonnegative terms. Therefore no cancellation error is encountered in
this summation. The main source of rounding errors is the computation of
the powers T (Uˆ)k for k = 2, . . . , which are computed by means of Algorithm
2 in view of Remark 4 relying on FFT. We omit the error analysis of this
computation, which is standard. However, we recall that in view of Theorem
5, FFT is normwise backward stable but not component-wise stable. For this
reason, for the truncation of the power series it is convenient to replace the
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component-wise bound expressed by Theorem 13 by the norm-wise bound
‖eT (Uˆ) − Sr(T (Uˆ))‖∞ ≤
∥∥∥∥∥∥T (Uˆ)
r
r!
(
I − T (Uˆ)
r + 1
)−1∥∥∥∥∥∥
∞
,
from which we obtain that the condition
∥∥∥∥T (Uˆ)rr! (I − T (Uˆ)r+1 )−1∥∥∥∥
∞
< 
∥∥∥Sr(T (Uˆ))∥∥∥∞
implies that ‖eT (Uˆ) − Sr(T (Uˆ))‖∞ ≤ ‖Sr(T (Uˆ))‖∞.
The overall procedure is stated in Algorithm 8.
It is worth pointing out that, if the computation of the powers of the tri-
angular Toeplitz matrices is performed with the standard algorithm then the
computation is component-wise stable as shown in [20].
Algorithm 8: Exponential of a block-triangular block-Toeplitz matrix by
using Taylor series expansion
Input : The block-vector U = (Ui)i=0,n−1 defining the first
block-row of T (U), a tolerance  > 0, a maximum number
of iterations K
Output : The block-vector Y = (Yi)i=0,n−1, that is an
approximation of the first block-row of eT (U)
1 Set α = maxj(−(U0)j,j)
2 Set Uˆ = (Ui)i=0,n−1, Uˆ0 = U0 + αI, Uˆi = Ui, i = 1, . . . , n− 1
3 Compute ρ˜ an estimate of ρ(Uˆ0), or set ρ˜ = ‖Uˆ0‖∞
4 Compute p = blog2 ρ˜c+ 1 and V = Uˆ/2p
5 Set W = V and Y = (Yi)i=0,n−1, Y0 = I + V0, Yi = Vi, i = 1, . . . , n− 1.
6 for r = 2, . . . ,K do
7 Compute T (W ) = T (V )T (W/r) and Y = Y +W
8 if ‖W‖∞ < ‖Y ‖∞ then
9 break
10 end if
11 end for
12 Compute Y = e−α/2
p
Y
13 for i = 1, . . . , p do
14 compute T (Y ) = T (Y )T (Y )
15 end for
6 Numerical experiments
The numerical experiments have been performed in Matlab. To compute the
error obtained with the proposed algorithms we have first computed the expo-
nential by using the vpa arithmetic of the Symbolic Toolbox with 40 digits and
we have considered this approximation as the exact value.
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n cw-abs cw-rel nw-abs nw-rel
128 8.4e-14 5.8e-11 6.5e-12 8.0e-12
256 1.1e-14 8.9e-11 1.7e-12 2.1e-12
512 1.2e-14 2.6e-09 7.7e-13 9.6e-13
1024 2.2e-14 9.1e-04 1.9e-12 2.4e-12
Table 1: Errors generated by Algorithm 6, based on the -circulant technique,
with  = i · 10−2
Denote by A˜h, h = 0, . . . , n−1, the approximations of the blocks on the first
row of eT (U) and define the four errors
cw-abs = max
h,i,j
|(Ah)i,j − (A˜h)i,j |,
cw-rel = max
h,i,j
{|(Ah)i,j − (A˜h)i,j |/|(Ah)i,j |},
nw-abs = ‖[A0 − A˜0, . . . , An−1 − A˜n−1]‖∞,
nw-rel = ‖[A0 − A˜0, . . . , An−1 − A˜n−1]‖∞/‖[A0, . . . , An−1]‖∞,
which represent absolute/relative component-wise and norm-wise errors, respec-
tively.
We compare the accuracy and the execution times of the proposed algo-
rithms.
The test matrix T (U) is taken from two real world problems concerning
the Erlangian approximation of a Markovian fluid queue [10]. The block-size
n of T (U) is usually very large since a bigger n leads to a better Erlangian
approximation, while the size m of the blocks is equal to 2 for both problems.
We show the performances in terms of accuracy of the algorithm based on
the -circulant matrix. In Table 1 we report the errors generated by Algorithm 6
with  = i · 10−2 applied to the first problem. Observe that the errors are much
smaller in magnitude than ||. The component-wise and norm-wise absolute
errors range around 10−14 − 10−12, while the componentwise relative errors
deteriorate as n increases; the norm-wise relative errors moderately increase as
n increases. This behavior is expected since the use of FFT makes the algorithm
stable in norm, while the component-wise accuracy is not guaranteed.
In Figure 1 we report the absolute/relative component-wise and the relative
norm-wise errors as a function of  = i · θ, with θ varying from 10−10 to 100,
in the case n = 512. In Figure 1a the scaling technique is not applied, while
in Figure 1b the scaling is applied, as described in Algorithm 6. It is worth
pointing out how the scaling allows to obtain a better accuracy, and the best
performances are obtained with a larger value of ||. Observe also that with
the scaling technique the component-wise relative error takes values close to
10−9 while the theoretical bound is asymptotically (2/3)µ ≈ 1.e− 10. Another
interesting remark is that the absolute component-wise errors and the relative
norm-wise errors reach a minimum value for a moderately large value of θ, and
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Figure 1: Error as function of  = iθ for the -circulant algorithm, with n = 512
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Figure 2: Error as function of θ for the -circulant algorithm, with k interpola-
tion points and n = 512
substantially increase for values smaller than this minimum. This is due to the
effect of round-off errors, which increase as || goes to zero.
In Figure 2 we report the normwise relative errors obtained with the -
circulant technique, described in Algorithm 5, applied with k different values
j = (i)
1/kωjkθ, for j = 0, . . . , k−1, where the solution is the arithmetic mean of
eCj (U). It is interesting to observe that using k = 2 leads to an approximation
error better than k = 1, while for k = 4 the solution provided by the algorithm
has an error close to the machine precision. Actually from this picture it is
possible to figure out where the approximation errors and the roundoff errors
dominate. For k = 4 the graph of the overall error is almost decreasing, this
shows that the approximation error is removed by the technique of averaging the
approximations obtained with different values of j . From this behaviour one
deduces that the approximation error numerically behaves like a polynomial
of degree less than 8. This guess should be worth being investigated from a
theoretical point of view.
Now consider the method based on the embedding into a circulant matrix.
In Table 2 we report the errors generated by Algorithm 7 with K = 4n applied
to the first problem. The component-wise absolute errors are of the order of
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n cw-abs cw-rel nw-abs nw-rel
128 2.0e-16 1.4e-12 8.9e-15 1.1e-14
256 4.0e-16 2.4e-11 2.2e-14 2.8e-14
512 8.5e-16 2.5e-09 4.3e-14 5.4e-14
1024 6.3e-16 3.4e-04 8.4e-14 1.0e-13
Table 2: Errors generated by Algorithm 7, based on the embedding technique,
with K = 4n
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Figure 3: Error as function of K for the embedding algorithm, with n = 512
the machine precision, while the component-wise relative errors deteriorate as
n increases; the norm-wise relative errors remain quite small as n increases.
As for the -circulant method, this behavior is expected for the use of FFT.
The accuracy of this algorithm is better than that obtained with the -circulant
method.
In Figure 3 we report the absolute/relative component-wise and relative
norm-wise errors as a function of K, in the case n = 512. In Figure 3a the
scaling technique is not applied, while in Figure 3b the scaling is applied, as
described in Algorithm 7. Also in this case it is worth pointing out how the
scaling allows to obtain a better accuracy and optimal performances with smaller
value of the block-size K, that is 4n vs. 8n.
In Table 3 we report the errors generated by Algorithm 8 based on Taylor
expansion. The errors have the same magnitude as those of Table 2 for the
method based on the embedding.
In Table 4 we report the CPU time in seconds, as a function of n, needed by
the algorithm based on -circulant matrix (epc), on embedding into a circulant
n cw-abs cw-rel nw-abs nw-rel
128 4.7e-16 9.5e-13 5.7e-15 7.0e-15
256 1.8e-15 4.3e-12 2.2e-14 2.8e-14
512 8.9e-16 1.3e-09 3.0e-14 3.8e-14
1024 4.8e-15 7.7e-04 1.3e-13 1.6e-13
Table 3: Errors generated by Algorithm 8, based on Taylor expansion
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Algorithm \ n 256 512 1024 2048 4096
epc 0.2 0.5 1.5 4.6 16.0
emb 0.4 0.9 2.4 6.8 22.4
taylor 0.6 1.4 3.8 11.5 37.6
expm 0.9 5.9 327.7 * *
Table 4: CPU time as function of the block-size n
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Figure 4: Error as function of  = iθ for the -circulant algorithm, with n = 512
matrix (emb), on Taylor series expansion (taylor) and by the expm function
of Matlab. The symbol “*” denotes an execution time greater than 100 sec-
onds. The time needed by expm increases much faster than the time needed
by the other methods. The method epc is the fastest, and the method based
on embedding is slightly faster than the Taylor series method when n is large
enough.
Concerning the second problem, we report only the results in the case where
scaling is applied. In fact, there is not much differences between the sclaed
and the unscaled versions since this problem is already well scaled in its original
formulation. In Figure 4 we report the errors for the method based on -circulant
matrices. It is interesting to note that the optimal value of || is close to 1 and
that the component-wise relative error is minimized by values of || greater
than 1. This fact, which apparently seems to be a contradiction, is explained as
follows. Large values of  generate large errors in the lower triangular part, i.e.,
the lower triangula part of eT (U) − eC(U) has large norm. On the other hand
we consider the first block-row of eC(U) to approximate the matrix exponential
of T (U), therefore the errors are not influenced by a large error in the lower
triangular part.
In Figure 5 we report the errors for the algorithm based on embedding. It is
relevant to observe that the errors are essentially minimized with an embedding
of just double size.
To conclude, the method based on -circulant is the fastest one, but the ac-
curacy of the results is lower than that provided by the embedding and Taylor
series expansion. However, by applying the averaging technique we can dramat-
ically improve the accuracy of the -circulant algorithm.
The computational time of all the structured algorithms is much lower than
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Figure 5: Error as function of K for the embedding algorithm, with n = 512
the cost of the general method implemented in the expm function of Matlab and
allows to deal with matrices with huge size.
The algorithms based on embedding, on -circulant matrices are faster than
the one based on Taylor series with FFT matrix arithmetic. Moreover they are
better suited for a parallel implementation.
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